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SUMMARY
Wireless data traffic is increasing exponentially due to the change in the way today’s
society creates, shares, and consumes information. Following this trend, the required data
rates are expected to approach Terabit-per-second (Tbps) range within the next five to ten
years. The carrier frequency used for wireless communication has been continuously in-
creased to meet the ever-growing system requirements for high data rates. To achieve the
required Tbps data rates, THz frequency bands need to be explored.
In this thesis, we address two problems that need to be solved to enable Tbps data rates:
1) characterize and model wireless channels in data centers and 2) design THz antenna-less
RFID tags that can further reduce the device size by not using antennas and have potential
to attain ultra high data rates.
Existing wired data centers are facing challenges such as increased assembly cost,
maintenance cost, operating cost, service time, and decreased cooling efficiency due to
the usage of cables. On the other hand, existing RFID technologies have limited data rates
due to limited bandwidth and have inflexible form factor since the device size is mainly
dominated by the antennas.
To successfully enable the proposed applications for THz chip-to-chip communication,
this thesis focuses on the channel characterization of THz wireless data centers and the
development of THz antenna-less RFID tags. The first objective is to characterize channel
properties and develop statistical channel models for THz propagation in a data center
environment. Various propagation scenarios are investigated, including line-of-sight (LoS)
link, non-LoS (NLoS) link using existing materials in a data center to redirect the beam,
and obstructed-LoS (OLoS), -NLoS (ONLoS) links with common objects in data centers
(cables and server racks’ mesh doors) serving as obstruction. We analyze propagation
parameters such as pathloss, power delay profile (PDP), root-mean-squared (RMS) delay
spread, and shadowing gain in the aforementioned scenarios. Multiple-Input Multiple-
xix
Output (MIMO) measurements are conducted using virtual MIMO arrays. A statistical
cluster-based channel model for THz propagation in a data center environment is proposed
and validated with measured data. The second objective is to develop a circuit impedance
model to explain the antenna-less backscattering mechanism, propose a propagation model,
and demonstrate the applications of static and dynamic IDs for the THz antenna-less RFID
tags. A circuit impedance model is developed to describe the relation between the total
input impedance and the logic resources of the digital circuits. Furthermore, a propagation
model for the antenna-less RFID tags is developed for the assessment of link budget and
validated with measurements. Several applications are implemented to demonstrate that the
antenna-less RFID tag has very flexible carrier frequency selection (5.8 GHz–300 GHz) and
bit configuration, where the static ID can transmit up to 36 bits simultaneously with up to
68.7 billion (236) combinations of unique IDs, and the dynamic ID can achieve a data rate
of 100 kbits/sec with a bit error rate (BER) of 0.00000183 (10−6).
Our work provides other researchers guidelines on design approach and system plan-





The ever-growing demand on the capacity of wireless communication indicates that data
rates will reach Terabit-per-second (Tbps) in the coming years. One solution is to improve
the spectrum efficiency by using advanced digital modulation schemes, such as Orthogo-
nal Frequency Domain Multiplexing (OFDM) as well as Multiple-Input-Multiple-Output
(MIMO) radio technology. However, these techniques will require higher link linearity,
larger link dynamic range, and more expensive and complex transceiver architectures. Fur-
thermore, the scarcity of the available bandwidth imposes an upper bound on the achiev-
able data rate according to the Shannon’s channel capacity theorem [1]. Alternatively, to
overcome the channel congestion in the long run, there have been increasing interests in
extending the carrier frequency for ultra-fast wireless communication into higher frequency
bands. Terahertz (THz) bands (300 GHz–10 THz) provide abundant unregulated bandwidth
to realize Tbps high speed links.
This thesis addresses two problems needed to be solved to enable Tbps data rates: 1)
characterize and model wireless channels in data centers and 2) design THz antenna-less
RFID tags that can further reduce the device size by not using antennas and have potential
to attain ultra high data rates.
Existing wired data centers are facing challenges such as increased assembly cost,
maintenance cost, operating cost, service time, and decreased cooling efficiency due to
the usage of cables. On the other hand, existing RFID technologies have limited data rates
due to limited bandwidth and have inflexible form factor since the device size is mainly
dominated by the antennas.
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Along with the unprecedented opportunities, THz communication brings unique chal-
lenges that require to reconsider traditional propagation mechanisms. The extremely wide-
band and directional nature of the THz links lead to substantially new propagation and
interference compositions in wireless systems with multiple reflected, diffracted, and scat-
tered beams that cause complex received signal waveform. In addition, a challenge that
still tampers the feasibility of THz communication is the attenuation of the THz signal with
distance. Therefore, it is of critical importance to characterize channels’ radio propaga-
tion properties at THz frequencies. To enable successful designs of the proposed solutions
for THz chip-to-chip communication, this thesis focuses on channel characterization and
modeling for THz wireless data centers and the design and propagation modeling of THz
antenna-less RFID tags.
Wireless links in data centers can alleviate cable management, maintenance, and pack-
aging constraints, as well as reduce latency by providing direct communication between
multiple chips [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14]. The data center environment is
unique in its densely packed compartmentalized layout with rows of metallic server racks
aligned in parallel and high performance computing servers with metal enclosures verti-
cally stacked up in each rack. Exposed cable clusters, e.g., power cables, exist between
the server racks and server machines [5, 15]. This constitutes a unique propagation chan-
nel, whose properties need to be explored. However, a comprehensive characterization and
modeling of THz propagation channels, which includes various obstructions in a data cen-
ter is not available. The first objective of this thesis is to characterize channel properties
and develop statistical channel models for THz propagation in a data center environment.
The proposed THz antenna-less RFID tag is based on a new backscatter radio generated
from switching of transistors in digital electronics, which does not need to use antennas or
any RF front-end circuits thereby further reducing the device’s form factor. In addition,
the THz antenna-less RFID tag can be interrogated at a wide range of carrier frequencies
across sub-6 GHz, millimeter-wave (mm-wave), and THz bands, which provides flexible
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configurations and abundant available bandwidth for ultra high data rate applications. Var-
ious applications can be implemented on the THz antenna-less RFID tag, including static
and dynamic IDs. The second objective is to develop a circuit impedance model to explain
the antenna-less backscatter mechanism, propose a propagation model for the antenna-less
backscatter communication, and demonstrate a variety of applications of the THz antenna-
less RFID tags.
1.2 Characterization and Modeling of Propagation Phenomena Relevant for 300
GHz Wireless Data Center Links
In traditional data centers, information exchange between servers mainly relies on wires
and optical fiber cables. The use of the wires and cables increases the cost of assembly,
maintenance, and operation, and service time [5, 10, 6]. Wired topologies impact the scala-
bility and flexibility of the overall data center [12, 8]. Furthermore, cable bundles between
server racks can block the cooling airflow and lead to inefficient cooling [16].
THz wireless communication has several key advantages that would alleviate some of
the aforementioned problems and facilitate wireless data centers: 1) sufficient available
bandwidth [14, 13]—an IEEE 802.15.3d [17] standard for THz communication proposes a
data rate up to 100 Gbit/s at 252–325 GHz using eight different bandwidths between 2.16
GHz and 69.12 GHz; 2) smaller antennas and antenna spacing at THz frequencies enables
miniaturization of phased arrays for beamsteering to provide more multiple-input multiple-
output (MIMO) channels within the same array aperture to reach Tbits/s data rates; 3) di-
rectionality of propagation at THz frequencies results in reduced interference and increased
isolation [18, 19]; 4) data centers provide controllable environmental conditions such as a
low moisture atmosphere and limited nodes mobility, which can be favorable for THz wave
propagation.
The development of THz wireless system in data centers would require the character-
ization and modeling of the propagation channel in which such a device will operate. To
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understand the THz propagation channel in a data center environment, we first conduct
channel sounding in a mock-up data center model as a starting point, which allows for
more flexibility exploring a variety of potential propagation scenarios, including rack-to-
rack (R2R) link with optical lenses that enable long-range communication across multiple
racks, and blade-to-blade (B2B) vertical link that provides short-range communication be-
tween servers within the same rack. Besides the line-of-sight (LoS) link, we explore the
impact of obstructions such as cables, metal cabinets, and mesh structures on THz propaga-
tion, as well as feasibility of using existing metal objects as reflectors for non-LoS (NLoS)
links. Furthermore, we have observed that the turbulence from cooling airflow can cause
cables to vibrate, and thus lead to Doppler shift in the THz bands. Regarding this inter-
esting observation, a two-dimensional (2-D) geometrical propagation model that includes
moving scatterers is developed to model the Doppler power spectrum (DPS).
1.3 Characterization of 300 GHz Propagation in a Data Center Environment
The data center environment is unique in its densely packed compartmentalized layout with
rows of metallic server racks aligned in parallel and high performance computing servers
with metal enclosures vertically stacked up in each rack. Exposed cable clusters, e.g.,
power cables, data cables, and auxiliary cables, exist between the server racks and server
machines [5, 15]. This constitutes a unique propagation channel, whose properties need to
be explored.
Several publications in the literature have explored the use of THz wireless links in data
centers to achieve dynamic operation and higher reconfigurability [13, 20, 21, 14, 22, 23].
Moreover, THz frequencies promise a higher data rate with its large bandwidth and lower
interference (due to the directional antennas) [24, 25, 26, 27, 28, 29]. Simulation-based
work in [14, 22] presented a stochastic channel model along with its simulation results for a
THz wireless data center. However, measurement results were not provided. Measurement-
based work in [23] presented a THz measurement campaign conducted in a data center.
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Results showed that path attenuation is comparable to Friis theoretical values and that THz
wireless communication in a data center is possible. However, the measurement campaign
did not investigate the propagation scenario with exposed cables serving as obstruction,
which have been observed in some of the existing data centers [5, 15].
As seen from the above literature survey, there is a lack of a comprehensive charac-
terization of THz propagation channels that includes various obstructions in a data cen-
ter. In response, this thesis presents details from the THz channel measurement campaign
conducted in a data center environment with consideration for propagation scenarios in-
cluding LoS link, NLoS link using existing materials in a data center to redirect the beam,
and obstructed-LoS (OLoS)/obstructed-NLoS (ONLoS) links with common objects in data
centers (cables and server racks’ mesh doors) serving as obstruction.
1.4 Cluster-Based Modeling for 300 GHz Propagation in a Data Center Environ-
ment
In the previous measurement campaign conducted in a data center, we have observed that
multipath components (MPCs) naturally group into clusters in some of the measurements
conducted. Therefore, a cluster-based propagation model for THz propagation in a data
center environment is proposed in such scenarios. Cluster-based models have been widely
used for indoor propagation channels across a wide range of frequency spectra, from mi-
crowave (cellular), ultra-wideband (UWB), mm-wave, up to THz bands [30, 31, 32, 33,
34, 35, 36, 37, 38, 39]. Clustering in the delay domain directly affects the delay spread,
which is important in determining the need for employing channel protection techniques,
e.g., channel equalization, channel coding, or channel diversity to overcome the dispersive
effects of multipaths [40]. Regardless of such wide applicability and the aforementioned
importance, no cluster-based model has been developed for THz propagation channels in
data center environments. Our proposed clustering model is validated with measured data
collected from Chapter 1.3, and the corresponding inter- and intra-cluster parameters and
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their relevant statistics are presented.
1.5 Impedance Estimation of Switching Transistors in Digital Electronics for THz
Antenna-Less RFID Tags
Traditional backscatter communication refers to a radio channel where a reader sends a
continuous carrier wave (CW) signal to a tag and retrieves information from a modulated
wave scattered back from the tag. During backscatter operation, the input impedance of
a tag antenna is intentionally mismatched by two-state RF loads (Z0 and Z1) to vary the
tag’s reflection coefficient and radar cross section (RCS) and to modulate the incoming CW
[41, 42]. Mm-wave RFIDs (MMID) [43, 44, 45, 46, 47] and THz RFIDs [48, 49, 50] have
been developed due to the wider available bandwidth at higher frequencies that allows high
data rates and superior spatial resolution for short-range communication and localization.
However, the form factor of existing RFID tags has limited room for further miniaturization
since they all need to use antennas, which are the largest parts of the tag [46].
To further miniaturize the backscatter communication systems and enhance the coding
capacity, a new backscatter architecture that can operate without antennas and is compat-
ible with a wide range of interrogating carrier frequencies is needed. We introduce the
THz antenna-less RFID tag based on a new backscatter radio generated from switching of
transistors in digital electronics, which does not need to use antennas or any RF front-end
circuits thereby further reducing the device’s form factor. Moreover, the proposed antenna-
less RFID tags are compatible with a wide range of interrogating carrier frequencies from
sub-6 GHz up to 300 GHz, and can be implemented on existing electronics without addi-
tional cost. Since this is a new type of backscatter communication, the backscatter mech-
anism needs to be understood and modeled. Therefore, we develop a circuit impedance
model to explain the modulation mechanism of the new backscatter radio and to describe
the relation between the total input impedance and the logic resources of the digital circuits.
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1.6 Propagation Model for Antenna-Less Backscatter Radio
A complete propagation model for traditional backscatter radio systems is required to as-
sess link budget, which is important for evaluating the feasibility and reliability of a wire-
less link, and has been demonstrated in [42]. However, the existing backscatter propagation
model does not provide the estimation of the modulation loss resulting from the switch-
ing activity of the digital electronics, and thus cannot be directly applied to the proposed
antenna-less backscatter radio link. To address this need, we introduce a new propagation
model for the antenna-less RFID tag. The proposed propagation model consists of modula-
tion loss factor (due to the switching of transistors) that is derived from the proposed circuit
impedance model, and can be used to estimate link budget for the antenna-less backscatter
radio. The proposed propagation model is validated with measured data.
1.7 Static and Dynamic RFIDs at 5.8 GHz, 17 GHz, 26.5 GHz, and 300 GHz
The design methodology of the static and dynamic IDs has been proposed, and the ap-
plications of the proposed static and dynamic multi-bit IDs across various interrogating
frequencies have been demonstrated. The “static” term means that the designed bit pattern
does not change over time, information stored on the tag depends on total number of bits.
In contrast, the “dynamic” term means the designed bit pattern changes over time. Com-
pared to the static ID, here an individual bits are turned on and off over time at a switching
frequency (fs) to transmit information. As a result, information stored on the tag is not lim-
ited by total number of bits but depends on fs and total transmitting time. To demonstrate
that the proposed RFID tag is compatible with a wide range of carrier frequencies, we have
tested the following interrogating frequencies: 1) 5.8 GHz, a frequency typically used for
RFID communications, 2) 17.46 GHz, a frequency that we have identified to have the high-
est signal-to-noise ratio (SNR), 3) 26.5 GHz, a frequency that can be used for 5G wireless
communications, and 4) 300 GHz, a frequency that belongs to the IEEE 802.15.3d [17]
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standard for THz communication. The performance of the proposed antenna-less RFID
tags is comparable to state-of-the art RFID tags.
1.8 Research Contributions
• Characterization of propagation phenomena relevant for 300 GHz wireless data cen-
ter links [51, 52, 53, 28, 54].
• Development of 2-D geometrical propagation model for Doppler power spectrum
(DPS) at 300 GHz [55].
• Characterization of 300 GHz propagation in a data center environment [56, 55].
• Development of cluster-based model for 300 GHz propagation in a data center envi-
ronment [56].
• Impedance estimation of switching transistors in digital electronics for THz antenna-
less RFID tags [57].
• Development of propagation model for antenna-less backscatter radio.
• Development of static and dynamic IDs for antenna-less RFID tags at 5.8 GHz, 17
GHz, 26.5 GHz, and 300 GHz [57, 58].
1.9 Thesis Outline
The remainder of this thesis is organized as follows: Chapter 2 reviews the important con-
cepts of propagation modeling and provides a brief background of wireless data centers and
backscatter communication. Chapter 3 presents the results of measurements of 300 GHz
R2R/B2B LoS and NLoS scenarios in a mock-up model of data center, and describes our
two-dimensional (2-D) geometrical propagation model for Doppler power spectrum (DPS)
at 300 GHz. Chapter 4 presents the results of THz channel measurement campaign con-
ducted in a data center environment with consideration for propagation scenarios including
8
LoS link, NLoS link using existing materials in a data center to redirect the beam, and
OLoS/ONLoS links with common objects in data centers (cables and server racks’ mesh
doors) serving as obstruction. Chapter 5 describes our cluster-based propagation model for
THz propagation in a data center environment along with experimental validation with the
measured data collected from Chapter 4. Chapter 6 describes our circuit impedance model
that explains the modulation mechanism of the antenna-less backscatter radio. Chapter 7
describes our propagation model that can be used to estimate link budget for the antenna-
less backscatter radio. Chapter 8 presents the design methodology and the measurement
results of the proposed static and dynamic IDs at 5.8 GHz, 17 GHz, 26.5 GHz, and 300
GHz. Finally, Chapter 9 concludes the thesis by summarizing our research contributions




Successful designs of THz wireless data centers and THz antenna-less RFID tags for THz
chip-to-chip communication require a detailed understanding of propagation properties at
THz frequencies and existing development of wireless data centers and backscatter com-
munication. In this chapter, we briefly review important concepts of wireless channel char-
acterization and modeling.
2.1 Channel Characterization
One of the main objectives in channel characterization and modeling is to estimate the
variation of the received signal strength over time. Unstable received power, either too
weak or too strong, may lead to communication failure. Fading describes the variation of
the received signal strength over time caused by changes in the transmission medium or
path. Fading can be classified into large scale fading and small scale fading. Large scale
fading, such as pathloss and shadow fading (shadowing), are dominant when the changes
of distance between the transmitter (Tx) and the receiver (Rx) are greater than several
tens of the carrier wavelength. Large scale fading is dependent on location with respect to
obstacles and is crucial in predicting the cell coverage area and the likelihood of outage. On
the contrary, small scale fading is caused by multipath propagation and movement within
small distances. This effect plays an important role in determining link level performance
in terms of bit error rates, average fade duration, etc.
2.1.1 Pathloss and Shadowing
Pathloss is the attenuation in the transmitted signal as it propagates from the Tx to Rx. This
attenuation may be caused by effects such as free-space loss, reflection, diffraction, scatter-
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ing, and absorption. The simplest pathloss model assumes line-of-sight (LoS) link between
the Tx and Rx and propagation in free space. Under these assumptions, the received signal
power is given as [59]






where PT is the transmitted power, GT and GR are the transmit and receive antenna gains,
respectively, λ is the carrier wavelength, and d is the distance between the Tx and Rx. In
reality, the assumptions of LoS link and free space propagation between the Tx and Rx do
not always hold. Therefore, several different models such as the Okumura-Hata, Ikegami,
Lee, etc., have been proposed to model pathloss in different propagation environments
such as urban, rural, and indoor areas [59]. In this proposed work, we model the pathloss
by the single-frequency floating-intercept (FI, alpha-beta, or the 3rd Generation Partnership
Project 3GPP) model due to better susceptibility to measurement error [28]. The FI pathloss
model is given as follows [59]:





+XFIσ , d ≥ d0, (2)
where PLFI(d) is the pathloss in dB as a function of d, α is a floating intercept in dB
that represents the free-space pathloss at the reference distance d0. According to [1], d0
should always be in the far-field of the antenna so that the near-field effects do not alter
the reference pathloss. Coefficient β is the pathloss exponent (PLE) that characterizes
the pathloss dependency on d. The PLE in free space is 2, whereas for urban area and
waveguide-like environment, generally the PLEs are in the range of 2.7–3.5 and less than
2, respectively. XFIσ is the large-scale shadowing that can be modeled as a zero-mean
Gaussian distributed random variable with standard deviation σ in dB. Shadowing results
from random variations of the received power at a given distance caused by the presence
of obstacles such as buildings and trees given an outdoor environment. These fluctuations
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of the received power are experienced in the received local mean powers, that is, short-
term averages are performed to remove fluctuations due to small scale fading. To estimate
the pathloss model parameters α, β, and σ, the least-squares linear fitting is performed
through the measured pathloss data sets such that the root-mean-square (RMS) deviation
from the mean pathloss is minimized. Detailed descriptions of different pathloss models
can be found in [60, 59, 28]. Experimental results show that shadowing can be modeled as













where Ωp denotes the mean squared envelope level, µΩp is the area mean expressed in dBm
and σΩ is the standard deviation of the shadowing.
2.1.2 Multipath Fading and Delay Spread
The presence of local scattering objects often obstructs a direct wave path between the Tx
and Rx, which leads to a non-line-of-sight (NLoS) propagation path between the Tx and
Rx. As a result, the waves propagate via reflection, diffraction, and scattering and arrive at
the Rx from different directions with different delays. A phenomenon of multiple waves
combining vectorially at the Rx antenna to produce a complex received signal is called
multipath fading or small scale fading. A Rayleigh distributed multipath fading describes
the fading with diffuse wave components in NLoS propagation caused by the scatterers in
the environment. In contrast, a Rician distributed multipath fading represents the fading
where a LoS or a dominant specular component also arrives at the Rx. The channel with
multipath fading can be modeled by a linear time-variant filter that has the complex low-




gl(t) · δ(τ − τl), (4)
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where L is the total number of resolvable multipath components, and gl(t) is the time-
varying complex faded envelope associated with the lth resolvable multipath component
arriving with an average time delay τl. Each time-varying complex faded envelope gl(t) is
either Rayleigh or Rician faded.
Time selectivity and frequency selectivity are two important properties of the channel
impulse response. Time selectivity refers to the variation of the channel impulse response
over time. This is caused by the motion of the Tx, Rx, and/or the scatterers. When viewed
in the frequency domain, time selectivity appears as Doppler shifts in the transmitted signal
with a broaden signal spectrum, which is also called frequency dispersion. Based on the
rate with which the channel impulse response changes relative to the signal transmission
rate, channels may be classified as fast fading or slow fading. Fast fading implies that the
magnitude and phase of the channel impulse response change rapidly within the transmitted
symbol duration, while slow fading implies that the channel impulse response is approxi-
mately constant within a symbol duration. A good measure of channel selectivity is given
by the channel coherence time, or equivalently, the Doppler spread, i.e., the time duration
for which the channel can be considered as approximately time-invariant. Time selectivity
is not relevant in the proposed work since the Tx and Rx as well as any scatterers in the
channel are stationary, i.e., the channel is time-invariant.
Frequency selectivity refers to variation of the channel impulse response over fre-
quency. Multipath components that arrive with different time delays cause frequency
selectivity. Based on the degree of frequency selectivity, channels may be classified as
frequency-flat or frequency-selective. If the variation of amplitude and phase of the chan-
nel impulse response of the transmitted signal remain approximately identical over fre-
quencies, the channel is called frequency-flat. When frequency-flat multipath fading oc-
curs, the signal across entire frequency spectrum experiences similar amplitude changes,
rising or falling over a period of time. On the other hand, when the variation of ampli-
tude and phase of the channel impulse response changes over frequencies, the channel is
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called frequency-selective. When frequency-selective multipath fading occurs, relatively
deep nulls may be experienced at the Rx, and this can lead to reception problems. Sim-
ply maintaining the overall amplitude of the received signal will not overcome the effects
of frequency-selective fading; implementation of equalization may be needed. Some dig-
ital signal formats, e.g., orthogonal frequency-division multiplexing (OFDM), are able to
spread the data over a wide frequency bands such that only a portion of the data is lost
by any nulls, which can be reconstituted using forward error correction techniques. In this
way, the effects of frequency-selective multipath fading can be mitigated.
Multipath fading is characterized by the RMS delay spread (τrms), which estimates the
richness of multipath. τrms is calculated by taking the square root of the second central
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where L is the number of multipath components; τk is the excess delay of the kth path
relative to the first arrival; |h(t, τk, d)|2 is the squared magnitude of the channel impulse









The coherence bandwidth (Bc) represents the bandwidth over which the channel’s fre-
quency response remains approximately constant and is directly related to the τrms (Bc ∝






The channel is considered frequency-flat if the transmission is narrowband with respect to
the channel’s Bc. Otherwise, the channel is frequency-selective.
2.2 Statistical Channel Modeling
Regarding simulation and testing of THz wireless systems, statistical channel models are
ideal since they provide an efficient and generalized approach and reflect the essential prop-
erties of propagation channels [59].
2.2.1 Path Gain
In wide-band channels, the path gain (i.e., negative of pathloss) is a function of both the
distance and the frequency. The frequency-dependent path gain is defined as [61]
Gp(d, f) = E
[∫ f+∆f/2
f−∆f/2
∣∣∣H(f̃ , d)∣∣∣2 df̃] , (8)
where H(f, d) is the channel transfer function, and ∆f is chosen such that the material
properties, e.g., diffraction coefficients, dielectric constants, etc. can be considered con-
stant within that bandwidth. The total path gain is obtained by integrating over the entire
bandwidth of interest.
2.2.2 Multipath Components (MPCs)
It has been observed in many channel investigations that MPCs tend to arrive in clus-
ters. Cluster-based statistical channel models have been widely used for indoor propa-
gation channels across a wide range of frequency spectra, from microwave (cellular), ultra-
wideband (UWB), mm-wave, up to THz bands [30, 31, 32, 33, 34, 35, 36, 37, 38, 39].
Clustering in the delay domain directly affects the delay spread, which is important in
determining the need for employing channel protection techniques, e.g., channel equaliza-
tion, channel coding, or channel diversity to overcome the dispersive effects of MPCs [40].
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The Saleh-Valenzuela (SV) model [30] is a widely-used cluster-based approach, which de-






βk,l exp(jφk,l)δ(t− Tl − τk,l), (9)
where L is the number of clusters, Kl is the number of rays (MPCs) in the lth cluster. βk,l
is the tap weight of the kth component in the lth cluster. The phase φk,l is a uniformly
distributed random variable in the range [0, 2π). Tl is the time of arrival of the lth cluster,
τk,l is the delay of the kth component relative to the time Tl, and δ(·) denotes the Dirac delta
function. The S-V model assumes that the distributions of the cluster and ray arrival times
may be described by stochastic Poisson processes, which implies that the distribution of
inter-arrival time of clusters (Tl − Tl−1) can be described by an independent exponential
probability density function (PDF) as follows,
p(Tl|Tl−1) = Λ · e−Λ(Tl−Tl−1), l > 0, (10)
where Λ is the mean cluster arrival rate, and that the distribution of inter-arrival time of
rays (τk,l − τ(k−1),l) can be expressed by the following PDF,
p(τk,l|τ(k−1),l) = λ · e−λ(τk,l−τ(k−1),l), k > 0, (11)
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 · δ(τ − Tl − τk,l),
(12)
where β21,1 is the local mean power of the 1
st ray (k = 1) in the 1st cluster (l = 1). Γ and γ
are the cluster power and ray power decay rates, respectively.
2.3 Wireless Data Centers
Data centers have become a critical component of cloud computing and storage. A funda-
mental need inside the data centers is reliable and high-speed connectivity between racks
and blades [5]. Both metal wires and optical waveguides have been traditionally used in
data centers, but they are increasing assembly cost, maintenance cost, operating cost, ser-
vice time, and decreasing cooling efficiency, etc. [63, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14].
According to [64], cabling cost may take up to 3–8% of the overall infrastructure budget.
Cable bundles between server racks and blades can lead to airflow blockages which may
increase power consumption for cooling or cause failure of components [65, 66].
One possible solution for the aforementioned problems is to use wireless communica-
tion in data centers. This solution will not only alleviate cable management, serviceability,
and packaging constraints, but also reduce latency by providing direct communication [3, 4,
5, 6, 7, 8, 9, 10, 11, 12, 13, 14], e.g., from one rack to the rack in the next aisle, as opposed
to the traditional approach of routing cables above racks or down to the floor where they are
connected to a router/switch. [5] addressed the benefits and challenges of deploying wire-
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Figure 1: Cabling setup in a data center [5]: cable bundles require significant effort and
cost to setup and still may cause airflow blockages and inefficient cooling.
less interconnects operating in the 60 GHz unlicensed spectrum to replace some or all of the
wires for connectivity in data centers. A combination of large bandwidth and high allow-
able effective radiated power implies that speeds of multi-Gbps can be achieved reliably.
Further, the highly directional beam at 60 GHz results in reduced interference, increased
isolation, and hence improved security. Finally, since the wavelength at these frequencies
is around five millimeters, antenna sizes are correspondingly small, which makes it pos-
sible to integrate the entire transceivers, including the antennas, onto a single small chip.
[10] showed that multiple wireless links with 60 GHz directional antennas in a data center
could run concurrently at multi-Gbps rates on the top-of-rack switches. In addition, [7, 8]
proposed 3D beamforming for wireless data centers, where 60 GHz signals bounce off data
center ceilings, thus establishing indirect LoS link between any two racks in a data center.
A 3D beamforming testbed was built to demonstrate its ability to handle both link blockage
and link interference, thus improving link range and number of concurrent transmissions
in a data center. Novel rack designs and a network topology inspired by Cayley graphs
were proposed [11] to provide a dense interconnect for 60 GHz wireless data centers and to
achieve higher aggregate bandwidth, lower latency, and substantially higher fault tolerance
than a conventional wired data center while improving ease of construction and mainte-
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nance. Various data center interconnects such as 3-tier and fat-tree can be emulated on the
IEEE 802.15.3c wireless networking standard at 60 GHz [3].
A key challenge for wireless communication in data centers is that the required data
rates in existing systems are already in the hundreds of gigabits per second [25]. How-
ever, all the mentioned work on wireless data centers is based on 60 GHz channels with
limited bandwidth, and thus can hardly satisfy the high data rates required in modern data
centers. New frequency spectra with more available bandwidth, e.g, THz frequency bands,
need to be explored. THz wireless communication has several key advantages that can
be combined to achieve the required data rates and to facilitate wireless data centers: 1)
sufficient available bandwidth [14, 13]—an IEEE 802.15.3d [17] standard for THz com-
munication proposes a data rate up to 100 Gbit/s at 252–325 GHz using eight different
bandwidths between 2.16 GHz and 69.12 GHz; 2) smaller antennas and antenna spacing at
THz frequencies enables miniaturization of phased arrays for beamsteering to provide more
multiple-input multiple-output (MIMO) channels within the same array aperture to reach
Tbits/s data rates; 3) directionality of propagation at THz frequencies results in reduced
interference and increased isolation [18, 19]; 4) data centers provide controllable environ-
mental conditions such as a low moisture atmosphere and limited nodes mobility, which
can be favorable for THz wave propagation. The frequency-dependent pathloss at THz cor-
responding to various frequencies and relative humidity levels was presented in [67, 20].
Highly directional antennas can be used to overcome the molecular absorption losses at the
THz frequency bands [68]. In addition, optimal carrier frequency selection strategies can
reduce pathloss and improve throughput [13], e.g., there are several transmission windows
around 300 GHz with low atmospheric losses.
To develop THz wireless data centers for THz chip-to-chip communication, THz prop-
agation needs to be characterized in a data center environment. Since data center data
exchange demands high reliability, the effects of blockage of cables, humans, and small-
scale mobility (e.g. rack vibrations) on THz propagation also need to be studied. Blockage
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of cables is discussed in this thesis. Human blockage could cause additional attenuation
around 35 dB at 300 GHz [69]. The scattering effect is another important propagation prop-
erty that needs to be considered for THz communication as a wavelength approximates the
surface roughness of the reflecting medium [70]. [71] provided detailed modeling of the
diffuse scattering loss and shows that THz wireless links can be established via scattered
paths. While the concept of THz wireless data centers has been mentioned in [21, 13,
14, 20] and stochastic channel models for THz wireless data centers have been reported in
[14], a comprehensive characterization and modeling of THz propagation channels, which
includes various obstructions in a data center, is not available.
2.4 Backscatter Communication
Backscattering communication, such as radio-frequency identification (RFID), has been
widely used in everyday life. RFID is typically used in supply chain management, asset
tracking, data exchange, telemetry, access control, etc. [72, 73, 74, 43, 75, 76, 77, 78, 79,
80] and has a market that is worth several billion dollars today and is expected to grow >
10 % per year [81]. There are two main classes of RFID tags: chip-based, which uses an
integrated circuit (IC) chip to store tag information [82, 83, 84, 79], and chipless, which
uses the electromagnetic signature of the all-passive tag substrate to store the information
[50, 85, 86]. The RFIDs can also be classified as passive, semi-passive, and active de-
pending on whether the tag uses electromagnetic sources for power and communication,
uses battery power for only its IC circuits, or uses battery power for both IC circuits and
communication.
Traditional backscatter communication refers to a radio channel where a reader sends
a continuous carrier wave (CW) signal and retrieves information from a modulated wave
scattered back from a tag. During backscatter operation, the input impedance of a tag
antenna is intentionally mismatched by two-state RF loads (Z0 and Z1) to vary the tag’s
reflection coefficient and radar cross section (RCS) and to modulate the incoming CW [41,
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Figure 2: Traditional RFID tag.
radio and RFID systems was demonstrated by a practical ultra high frequency (UHF, in
the range of 300 MHz–3 GHz) RFID [42] to give a thorough knowledge of the backscatter
channel and to maximize backscatter communication system performance. [87, 88] pre-
sented 5.8 GHz semi-passive RFID tags that significantly increases the range of backscatter
radio links by exploiting the quantum tunneling effect.
In recent years, mm-wave RFID (MMID) has been proposed due to its compact form
factor, narrow-beamed highly directional reader antennas that enable precise angular lo-
calization, and wider available bandwidth that allows high data rates and superior spatial
resolution for short-range communication and localization [43, 44, 45, 46, 47]. Three fea-
sible applications for MMID at 60 GHz were introduced [43], including 1) wireless mass
memory; 2) automatic identification systems with pointing functionality; 3) transponder
communication with automotive radar. [45] proposed the first 5G-compatible implemen-
tation of a long-range, energy-autonomous MMID sensor at 28 GHz for IoT applications.
[44] introduced a novel way to implement passive RFID at 10 GHz by using a Schottky
diode as the mixing element to convert the RFID reader signal from mm-waves to RFID
carrier frequency. [47] demonstrated a complete 34 GHz RFID ranging system that can
improve ranging resolution, data throughput for RFID communication, and multi-user ca-
pability without accepting range limiting RF power restrictions in ultra-wideband (UWB,
in the range of 3.1–10.6 GHz) systems. A fully functional MMID system at 72.5 GHz was
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proposed [46] to significantly reduce the transponder size and achieve wider communica-
tion bandwidth with the use of mm-wave frequencies. However, the miniaturization of the
transponder is still limited since antennas, which are the largest parts of the transponder
[46], are still needed.
Beyond MMID, THz backscatter communication offers compact device size in the sub-
millimeter scale and huge bandwidth that provides large coding capacity [48, 49, 50]. THz
RFID tags based on stack of dielectric layers were presented [49, 50], where the forbidden
band gap (FBG) behavior of the dielectric layers is utilized to create binary data encoding
in the frequency range from 150 to 600 GHz. [48] proposed a THz chipless RFID local-
ization system that can reach mm-level localization and suggested that huge bandwidth
available at the THz band offers a potential opportunity to maximize the coding capacity
using frequency coding. Compared to MMID, THz backscatter communication provides
more bandwidth and can reach even higher data rates. However, the form factor of existing
electronics-based RFID tags from UHF, UWB, mm-wave, up to THz bands has limited
room for further miniaturization since they all need to use antennas, which are the largest
parts of the transponder [46]. New backscatter architecture that can operate without anten-
nas and is compatible with a wide range of interrogating carrier frequencies needs to be
developed, e.g., THz RFID tags that do not need antennas and RF front-end circuits such
that the device size can be further miniaturized and the coding capacity can be enhanced.
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CHAPTER 3
CHARACTERIZATION AND MODELING OF PROPAGATION PHENOMENA
RELEVANT FOR 300 GHZ WIRELESS DATA CENTER LINKS
3.1 Overview
Chapter 2.3 discussed the state of the art in channel characterization and modeling in wire-
less data centers. While the concept of THz wireless data centers has been mentioned in
[21, 13, 14, 20] and stochastic channel models for THz wireless data centers have been pre-
sented in [14], a comprehensive characterization and modeling of THz propagation chan-
nels, which includes various obstructions in a data center is not available.
To understand the THz propagation channel in a data center environment, we first con-
duct channel sounding in a mock-up data center model as a starting point, which allows
for more flexibility exploring a variety of potential propagation scenarios, including R2R
links with optical lenses that enable long-range communication across multiple racks, and
B2B vertical links that provide short-range communication between servers within the
same rack. This chapter presents detailed results of characterization of 300 GHz chan-
nels in seven different wireless data center scenarios: 1) R2R line-of-sight (LoS); 2) R2R
obstructed-LoS (OLoS) with obstructions of cables, metal cabinets, and mesh structures;
3) R2R reflected-non-LoS (RNLoS) links, where an aluminum reflector is used to redirect
signals in NLoS links; 4) R2R obstructed-RNLoS (ORNLoS) where cables are placed be-
tween the transmitter (Tx)/receiver (Rx) and the reflector as obstructions; 5) B2B RNLoS,
where two metal reflectors are used to direct waves vertically across servers; 6) B2B ORN-
LoS, where the B2B RNLoS link is obstructed by cables; 7) B2B LoS, where the Tx and
Rx are horizontally placed on a rack server. In the R2R LoS scenario, an optical lens was
used to extend the Tx-Rx separation distance. This led to a waveguide effect in the chan-
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nels measured thereby resulting in a path loss exponent (PLE) of 1.48 with a shadowing
gain of 0.7 dB. When obstructions of cables are present, the ORNLoS link outperforms
the OLoS link with 2.5 dB lower shadowing gain and weaker multipath. The reflector in
the RNLoS link has reflection coefficients very close to 1 for all incident angles. For the
B2B scenario, a dual-reflector THz transceiver rack system is proposed to enable wireless
links across vertically stacked servers and allow easy maintenance and repair of servers.
The measured path loss closely follows the Friis values in the LoS link and in the RNLoS
link with hollow vertical ground plane. When obstructions of cables are present, the ORN-
LoS link experiences 5–10 dB higher path loss and on average 0.25 GHz lower coherence
bandwidth than the RNLoS link. Measured statistical channel properties show that the
shadowing gain caused by cable clusters follows the log-normal distribution. Furthermore,
we have observed that the turbulence from cooling airflow can cause the cable to vibrate,
and thus lead to Doppler shift in the THz bands. Therefore, we develop a 2-D narrow-
band geometrical propagation model that includes moving scatterers to model the Doppler
power spectrum (DPS) at 300 GHz. The proposed 2-D geometrical channel model is val-
idated with measured data. Results show that a maximum Doppler frequency is observed
as 56.1 Hz.
The remainder of the chapter is organized as follows. Section 3.2 presents the THz
channel sounding system, antennas, and Polytetraflu-oroethylene (PTFE) optical lens con-
figuration used in the measurement campaign. Section 3.3 describes the measurement en-
vironment and scenarios. Sections 3.4 and 3.5 present measurement and analysis results
for R2R and B2B links, respectively. Section 3.6 describes the proposed 2-D geometrical
model and model validation. Finally, Section 3.7 provides some concluding remarks.
3.2 Measurement Setup
A frequency-domain channel sounder setup was used for performing the experiment. At the
heart of the measurement setup is a Keysight N5224A PNA vector network analyzer (VNA)
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and Virginia Diodes, Inc. (VDI) transceivers (Tx210/Rx148) [89], which operate over a
bandwidth of 20 GHz (300–320 GHz) with 801 frequency tones. The THz carrier signal
is generated from electronic sources using voltage-controlled oscillators and subsequent
frequency multipliers. An input signal in the range of 10 MHz–20 GHz with a power level
(Pin) of 0 dBm is generated by the VNA and fed into the VDI Tx210 (shown in Fig. 3 (a)).
Inside the Tx210, a Herley-CTI phase-locked dielectric resonator oscillator (PDRO with
100 MHz reference crystal oscillator) [90] generates a 25 GHz signal, which is amplified
and its frequency doubled using Norden N08-1975 [91], and then tripled by VDI WR6.5X3
[92]. This signal is then fed into a sub-harmonic mixer WR2.8SHM [93] that doubles the
carrier frequency and mixes it with the baseband signal (10 MHz–20 GHz) generated from
the VNA. The signal is then transmitted by the horn antenna in the THz range of 280–320
GHz. At the Rx (shown in Fig. 3 (b)), same components are used to down-convert the
signal, except that the PDRO is tuned to 24.2 GHz, which leads to a down-conversion of
the received signal to an intermediate frequency (IF) of 9.6 GHz. The upper sideband of the
down-converted signal is then recorded by the VNA in the frequency range of 9.61–29.6
GHz. A block diagram of the measurement system and data processing procedure is shown






































Figure 3: (a) Tx and (b) Rx configurations, (c) block diagram of the measurement system
and data processing procedures.
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Table 1: Measurement Parameters
Parameter Symbol Value 
Measurement points N  801 
Intermediate frequency bandwidth ΔfIF  20 kHz 
Average noise floor  PN  -90 dBm 
Input signal power  Pin  0 dBm 
Start frequency  fstart 10 MHz  
Stop frequency  fstop  20 GHz 
Bandwidth  B  19.99 GHz 
Time domain resolution  Δt  0.05 ns 
Maximum excess delay  τm 20 ns  
	
Vertically polarized pyramidal horn antennas [94] with gain that varies from 22 to 23
dBi from 300 to 312 GHz were used for this measurement campaign. The nominal half-
power beamwidth (HPBW) of the horn antenna is about 10◦ in azimuth and elevation.
Plano-convex Polytetrafluoroethylene (PTFE/Teflon) lenses [95] with a focal length of
7.5 cm and a diameter of 5 cm are used to collimate the THz beam and provide extra gain
for the scenarios in Sections 3.3.1–3.3.4. The relative position of the lenses and the Tx/Rx





Figure 4: Polytetrafluoroethylene (PTFE) lens configuration.
Please note that we included the lenses as part of the channel rather than part of the mea-
surement system, i.e., the gain of the lenses is included in the measurements, since channel
characteristics such as multipaths have been identified as the results of reflections from the
lenses. Additionally, the gain information of the PTFE optical lenses is not available.
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3.3 Measurement Environment
We envision that future THz wireless data centers will leverage the integration of blade-to-
blade (B2B) and rack-to-rack (R2R) links such that B2B links provide short-range commu-
nication between servers within the same rack, while R2R links enable long-range commu-
nication across multiple racks, and that future THz wireless data center will be equipped
with optical lenses and THz transceivers that are miniaturized and integrated into the server
chassis. The measurement designs and results provided in this paper are the starting point
and proof-of-concept for realistic performance evaluations and designs and prototyping of
THz communications systems in wireless data center environments. Note that “blade” rep-
resents a server mounted on a rack, and the B2B link represents communication link among
different servers placed in vertical and horizontal positions on one rack.
3.3.1 R2R LoS Link
In the R2R link [6], Tx and Rx are mounted on top of server racks to enable wireless
communication between racks. Fig. 5 (a) presents the measurement setup for R2R LoS
link, where THz Tx/Rx and lenses are placed on top of two separate metal cabinets, acting
as server racks in a data center. Measurements were taken at Tx-Rx distances of 40–210
cm in 5 cm increments. The maximum distance of 210 cm is constrained by the length of
the synchronization cable that connects the Tx and Rx. We use the R2R LoS scenario both
as a potential data center link as well as validation of our measurement setup in the R2R
obstructed-LoS scenario.
3.3.2 R2R OLoS Link
In this section, we study a scenario where the wireless link is obstructed by cables, server
racks and their mesh structures, which are common objects in data centers. According
to [6, 65], long cables in data centers require overhead cable trays, where cables may be
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Figure 5: Measurement scenarios of the R2R link: (a) LoS; OLoS with (b) cables, (c) mesh,
and (d) metal cabinets serving as obstructions; (e) RNLoS reflection coefficient measure-
ment; (f) RNLoS; (g)/(h) ORNLoS with cables serving as an obstruction.
exposed to the R2R link between the overhead cable trays and the racks. The measurement
setup for R2R OLoS link with cables as obstruction is presented in Fig. 5 (b). Following
the same setup in Section 3.3.1, the LoS channel is now obstructed by a cluster of cables
hung in the air from a tripod. We use a tripod to hold cables such that cables can be fixed
at the same position (midpoint between Tx/Rx) while Tx/Rx were being moved. The R2R
OLoS measurements with cables as obstruction have been recorded at distance of 40–210
cm with 10 cm increments. Furthermore, in a data center for an R2R scenario with a
maximum distance of 210 cm, there will be multiple server racks between the Tx and Rx.
Multiple metal cabinets and their mesh structures might have an influence on the channel.
We have investigated R2R links with metal cabinets and mesh structures placed between
the Tx and Rx that partially block the channel. The measurement setups for R2R OLoS
link with mesh structures and metal cabinets as obstructions are presented in Figs. 5 (c)
and (d), respectively. Measurements have been recorded at distance of 210 cm.
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3.3.3 R2R RNLoS Link
R2R RNLoS links are proposed to increase transmission range and allow Tx/Rx to bypass
obstructions and establish direct links without multi-hop relays [6]. Most of the existing
RNLoS links in wireless data centers [6, 7, 8, 9, 14] use the entire ceiling in server rooms
as reflectors, which increases cost and occupies huge space. Our configuration in Fig. 5
(f) shows that a palm-sized compact reflector would be sufficient for R2R RNLoS links in
THz wireless data centers due to the very focused THz beam. If more links are required,
we may increase the size of the reflector or cover the ceiling/wall with reflecting material
and use them as reflectors [6, 7, 8, 9, 14]. Note that the dimension of the reflector needs
to accommodate lens size. We design an aluminum square-shape reflector with length of
15 cm (roughly twice the lens diameter). R2R RNLoS measurements are recorded at Tx
horn-to-reflector-to-Rx horn distance 40–210 cm with 5 cm increments with equal Tx/Rx-
to-reflector distances and equal transmitting and receiving angles (φT /φR) at 45◦. We use
the R2R RNLoS scenario as validation of our measurement setup for the R2R RNLoS
that we later used for the obstructed-RNLoS scenario. Furthermore, we also characterized
the reflection coefficient and the angular misalignment tolerance range of the aluminum
reflector used in the R2R RNLoS link with the measurement setup in Fig. 5 (e). In the
reflection coefficient measurement, to ensure specular reflection, the angle of incidence
(φT ) is set equal to the angle of reflection (φR) in the range from 20◦ to 85◦ in 5◦ increments
with Tx horn-to-reflector-to-Rx horn distance fixed at 90 cm. This setup is chosen to test
the stability of the reflector’s reflection coefficient in various Tx/Rx angular setups since
in reality the R2R RNLoS link may not be able to position the reflector at exact φT = φR
= 45◦, e.g., obstructions or location of the racks may vary. In the angular misalignment
measurement, φT is fixed at 45◦ while φR varied from 5◦ to 85◦ in 5◦ increments with Tx
horn-to-reflector-to-Rx horn distance fixed at 90 cm. This setup is chosen to test the angular
misalignment tolerance range.
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3.3.4 R2R ORNLoS Link
Figures 5 (g) and (h) present the measurement setup for the R2R ORNLoS link with cables
as obstruction. Similar to Section 3.3.3, here we position a tripod with obstructing cables
between the Tx and the reflector. R2R ORNLoS measurements are recorded at distance of
40–210 cm with 10 cm increments.
3.3.5 B2B RNLoS Link
In the B2B RNLoS scenario, rack-mounted reflectors are used to enable wireless links
across vertically stacked servers. Optical lenses are not applied due to shorter communica-
tion range and limited space in a B2B environment. Fig. 6 (a) and Figs. 7 (a)–(d) present
schematics and the measurement setup of the B2B RNLoS link. Note that the rack in Fig. 7
is a mock-up of a real server rack. Tx is placed at the lower blade (blade 2) and Rx is placed
at the upper blade (blade 1), both of which are facing toward the vertical metal panel of the
cabinet. To enable a link between Tx and Rx, we position two rack-mounted reflectors in
a similar manner as in a periscope, i.e., two reflectors are positioned at 45◦ to the direction
where Tx and Rx are pointed to, such that the transmitted signal can reach the Rx via a
vertical channel between two vertically aligned reflectors. Using metal reflectors for com-
munication between two blades can be extended to multiple blades by having longer metal
reflectors. Many of the datacenter racks come with a metal enclosure that can be leveraged
as a reflector. Data exchange at each server node is typically point-to-point communica-
tion, where a switch will be used to connect multiple servers onto the network. Interference
may need to be handled for the coexistence of multiple B2B links. Fortunately, due to the
narrow beamwidth at THz frequencies, interference can be better managed compared to
lower frequencies. One advantage of using rack-mounted reflectors as compared to waveg-
uides is that it allows easy maintenance and repair of blades. In addition, we want to test
the possibility of using reflectors for NLoS type of link inside a server rack since there
may be obstacles inside server compartments blocking the propagation path, which require
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redirecting the THz beam. Reflectors will provide more flexibility for realizing NLoS type
of links inside a server rack. In Fig. 6 (a), d1 = d3 are the Tx/Rx-to-reflector distance, d2
= 15 cm is the distance between the Tx- and Rx-reflectors (roughly twice/four times of the
height of the 2U/1U rackmount servers [96]), d4 = 4 cm is the gap between rack’s vertical
ground plane and the edge of the reflector, d5 = 2.2 cm is the distance between the hori-
zontal ground plane and the horn center. We have found that reflection can be generated
from both vertical and horizontal ground planes inside the rack (paths 1, 2, and 3 in Figs. 6
(b) and (c)) and can lead to significant path loss variation as distance increases. To better
understand the reflection in a B2B environment, we conducted our experiments with three
vertical ground plane designs in a server compartment: 1) solid metal (Fig. 8 (a)), 2) hol-
low (Fig. 8 (b)), and 3) mesh (Fig. 8 (c)) structures. Since we want to focus on analyzing
reflection from the vertical ground plane, we limit the total distance (d = d1 + d2 + d3) to
within 49 cm such that the reflection interference from blade 2’s horizontal ground plane
(path 3 in Fig. 6 (c)) can be minimized. The server rack we use has a dimension of 130 cm
x 75 cm x 45 cm. The opening window of the vertical ground plane (Fig. 8) has a size of
12 cm x 10 cm. The Tx/Rx reflectors are made of aluminum and have dimensions of 15 cm
x 5 cm. Note that the size of reflectors should accommodate the height and the beamwidth
of the Tx/Rx antennas, and that the alignment of Tx/Rx reflectors is critical since the re-
ceived signal is extremely sensitive to the positioning of the reflectors. We briefly discuss
the consequences of misaligned reflectors in the following paragraphs. The B2B RNLoS
measurements have been recorded as the total horn-to-horn distance (d = d1 + d2 + d3)
varied from 20 cm to 49 cm with 1 cm increments (both d1 and d3 change and d1 = d3).
3.3.6 B2B ORNLoS Link
Our measurement setup for the B2B ORNLoS link is presented in Fig. 8 (d). Similar to the
setup in Section 3.3.5, here we place the obstructing cables supported by a tripod through







































Figure 6: (a) Schematics of B2B RNLoS measurement setup. Analysis of reflection inter-
















Figure 7: Measurement setup of the vertical B2B link: (a) back and (b) front sides of the
rack, (c) Rx and Rx-reflector at the upper blade, (d) Tx and Tx-reflector at the lower blade;
(e) measurement setup of the B2B LoS link.
ORNLoS measurements are recorded at distance of 20–49 cm with 1 cm increments.
3.3.7 B2B LoS Link
Our measurement setup for the B2B LoS link is presented in Fig. 7 (e), where the Tx and
Rx are placed on a rack server and aligned horizontally as common blade servers are placed
on a rack. Aluminum plates are placed around the rack server to mimic a rack compartment
environment. The B2B LoS measurements have been recorded at distance of 12, 14, 16,
and 18 cm. Tx-Rx distances are selected such that they are greater than the thickness of
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(a) (b) (c) (d) 
Figure 8: Vertical ground plane designs in B2B server compartments: (a) solid metal, (b)
hollow structure, and 3) mesh structure; (d) hollow structure with cables as obstruction.
one blade server (4.4 cm for one blade according to [96]) or multiple blade servers.
3.3.8 B2B OLoS Link With Vibrating Cables Serving as Obstruction
The existence of loosely bundled cables in data centers between server racks and com-
partments [15] could have impacts on rack-to-rack communication. This is an especially
important case where the turbulence from cooling airflow in the data center can cause the
cable to vibrate, and thus lead to Doppler shift in the THz bands. To characterize the afore-
mentioned Doppler shift in this type of data center scenario, we consider a fixed wireless
scenario in which the Tx and Rx were stationary with the cable(s) serving as the moving
scatterer [97, 98, 99, 100]. A narrow-band measurement was performed in a setup illus-
trated in Fig. 9, where a cooling fan was placed underneath the cable cluster to create the
turbulence, and Tx-Rx distance is 40 cm. The fan was placed 30 cm below the Tx/Rx to
ensure its enclosure did not interfere with the propagation channel.
3.4 R2R Results and Analysis
3.4.1 Characterization of R2R LoS and R2R RNLoS Links
Here we characterize the relationship between Tx-Rx distance and path loss, PDPs, and
Bc in the R2R LoS and R2R RNLoS scenarios as introduced in Figs. 5 (a), (f) and Sec-
tions 3.3.1 and 3.3.3.





Figure 9: Illustration of the B2B OLoS link with vibrating cables serving as obstruction.
cm in R2R LoS and R2R RNLoS scenarios, respectively. Similar path loss values that range
(a) 
(b) 






































































Figure 10: Measured path loss curves in (a) R2R LoS and (b) R2R RNLoS scenarios at
distance of 50, 70, 90, 110, 130, 150, 170, 190, 210 cm along with Friis theoretical path
lo s at distance of 50 cm.
between 50–64 dB have been observed in the LoS and RNLoS links at distances between
50–210 cm. Friis theoretical path loss at distance of 50 cm is also presented in Figs. 10
(a) and (b) to demonstrate that more than 25 dB additional gain can be obtained with the
use of optical lenses. Note that due to the very focused beam created by the lenses, the
channel characteristics (e.g. multipath, ripples in transfer function) in the R2R scenarios
are dominated by the effects of the lenses rather than the surrounding environment. As a
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result, we will include the lenses as part of the propagation channel rather than part of the
measurement system. We can observe that periodic ripples in the measured path loss curves
are the strongest at near distances and slowly attenuate as distance increases. The reason
is that ripples result from multiple reflections between horns and lenses, and the reflections
gradually decay as distance increases. Note that the periodic path loss ripples are not caused
by the antenna gain diagram since antenna’s peak-to-peak gain variations over frequency
are only around 0.6 dB while the measured path loss ripples have peak-to-peak values up
to 4 dB.
Figure 11 presents a comparison of FI path loss models and the measured mean path
loss for the R2R LoS and R2R RNLoS scenarios at distance of 40–210 cm. Detailed path
loss model parameters are summarized in Fig. 11. It can be observed that the R2R RNLoS






















Figure 11: Measured mean path loss for the R2R LoS (red triangles) and R2R RNLoS (blue
cross signs) scenarios and FI path loss models for the R2R LoS (red dash line) and the R2R
RNLoS (blue solid line) scenarios at distance of 40–210 cm and d0 = 20 cm.
link has similar path loss values as the R2R LoS link. We can also observe that both the
R2R LoS and the R2R RNLoS links act as waveguides with PLEs of 1.48 and 1.25 due
to the use of optical lenses. Interestingly, we found that both R2R LoS link (red triangles
in Fig. 11) and R2R RNLoS link (blue cross signs in Fig. 11) seem to have two trends of
slopes (PLE): one from 3 to 6 dB of x-axis and the other from 6 to 10 dB of x-axis. From
3 to 6 dB of x-axis, both R2R LoS and R2R RNLoS links have similar slopes of around
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0.5. From 6 to 10 dB of x-axis, the R2R LoS link has a slope of around 2, whereas the
slope is around 1.6 in the R2R RNLoS link. We conclude that two trends of slopes in the
R2R LoS and R2R RNLoS links result from the divergence of the beam given the fact that
the collimated beam created by the lenses is not perfectly parallel. At distance between
40 cm and 80 cm (from 3 to 6 dB of x-axis), the diverging of the collimated beam is less
significant and thus the R2R LoS link and the R2R RNLoS link have similar path loss
values and slopes. In contrast, at distance between 80 cm and 210 cm (from 6 to 10 dB
of x-axis), the collimated beam diverges to an extent such that the received signal starts to
decay at a faster rate for both R2R LoS and R2R RNLoS links. Specifically, for the R2R
LoS link, the received signal decays at a rate similar to free space with a path loss slope
(PLE) of around 2, while for the R2R RNLoS link, a lower PLE of around 1.6 is observed,
which is due to the fact that reflector helps to “collect” the diverged waves and transmit
back to the Rx, resulting in lower path loss values.
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Figure 12: Measured PDPs for (a) R2R LoS and (b) R2R RNLoS scenarios at distance of
50, 100, 120, 145, 185, 195, 210 cm.
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Figure 12 shows the measured PDPs for R2R LoS and R2R RNLoS scenarios at dis-
tance of 50–210 cm. We categorize multipaths into three clusters as shown in Figs. 12 (a)
and (b). Cluster 1 results from reflections between (Tx lens and Tx horn) and (Rx lens
and Rx horn), where a time delay of 0.8 ns corresponds to four times of lens-horn distance.
Note that cluster 1’s time delay does not change as distance increases because the horn-lens
distance is always 6 cm (please refer to Fig. 4). Cluster 2 results from reflections between
Tx lens and Rx horn and between Rx lens and Tx horn. Take the R2R LoS 50 cm PDP
curve (red curve in Fig. 12 (a)) for example, cluster 2 has a delay about 3 ns correspond-
ing to an additional delay path of 90 cm that is roughly twice the distance from the Rx
horn to the Tx lens plus multiple reflected paths within the Rx lens. Cluster 3 is due to
Rx horn-to-Tx horn reflection. Take the R2R LoS 50 cm PDP curve (red curve in Fig. 12
(a)) for example, it can be observed that cluster 3 has a delay around 3.7 ns corresponding
to an additional delay path of 111 cm that is roughly twice the distance from the Rx horn
to the Tx horn plus multiple reflected paths within the Rx lens and the Tx lens. Since the
surrounding area of the Tx and Rx horns are covered with absorbers, we can conclude that
the tips and internal surfaces on the horns are the cause of horn-related multiple reflections.
From Figs. 12 (a) and (b), we can observe that as distance gradually increases, clusters 2
and 3 in the R2R LoS link and cluster 3 in the R2R RNLoS link gradually decayed below
the noise floor (cluster 3 decreased at a faster rate than cluster 2), while cluster 2 in the
R2R RNLoS link remained visible. As distance increases to 185–210 cm, only cluster 1 in
the R2R LoS link remained as shown in Fig. 12 (a). On the contrary, both clusters 1 and 2
in the R2R RNLoS link remained observable at around 12–14 ns at distance up to 210 cm
as shown in Fig. 12 (b). The comparison in Figs. 12 (a) and (b) shows that the reflector in
R2R RNLoS link preserved reflections between Tx lens and Rx lens and sustained cluster
2 in PDPs over distances of 50–210 cm. This difference in PDPs between R2R LoS and
R2R RNLoS links has an impact on the Bc values and the maximum data rate as discussed
in the next paragraph. In addition, we can infer that reflections from server rack frames
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(metal cabinets in our mock-up) are insignificant in the R2R LoS and R2R RNLoS links
since the dominant multipath clusters 1, 2, and 3 are from reflections between the lenses.
Bc is a key parameter whose value is relative to the available bandwidth and data rate of
the transmitted signal, and therefore determines the need for employing channel protection
techniques, e.g., channel equalization, channel coding, or channel diversity to overcome
the dispersive effects of multipaths [101]. In this paper, Bc is estimated from τrms with a
correlation coefficient of 0.9 using (7). When calculating τrms from PDP, we perform noise
filtering on PDP to remove unwanted noise by setting a threshold level at 8 dB above the
noise floor, where PDP values below this threshold are considered as noise and set equal to
zero. Fig. 13 shows the measured Bc for R2R LoS and R2R RNLoS scenarios at distance
of 40–210 cm. An overall trend of increasing Bc as distance increases is observed in both













Figure 13: Measured Bc for R2R LoS and R2R RNLoS scenarios at distance of 40–210
cm.
LoS and RNLoS links, which is counterintuitive because τrms is expected to increase as
distance increases due to wider beamwidth coverage of surrounding objects at further dis-
tance, resulting in decreased Bc. This counterintuitive observation results from the highly
focused beam created by the lenses used in our measurement. Optical lenses effectively
collimate the beam such that the propagating wave stays within the “cylindrical tube” cre-
ated by the lenses. Because of this confined “tube-like” propagation channel, even though
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the distance increases, there is no additional multipath involved in the channel except for
clusters 1, 2, and 3 shown in Fig. 12. As distance increases, the existing clusters 1, 2, and 3
are attenuated thereby leading to a reduction in τrms and an increment inBc. If we look into
Fig. 13 more carefully, at distance around 60-180 cm, the RNLoS link has a slightly higher
Bc than the LoS link. This is mostly due to reflector’s reflection loss (shown in Fig. 20).
At distance of 60-180 cm, the amplitude of multipath clusters 1, 2, and 3 in the RNLoS
link in Fig. 12 (b) is slightly lower than that in the LoS link in Fig. 12 (a) due to reflection
loss of the reflector. The attenuated multipath in the RNLoS link leads to a slightly lower
τrms and slightly higher Bc. Similar observation is found in the obstructed R2R links in
Fig. 16, where on average Bc in the ORNLoS link is slightly higher than the OLoS link due
to suppressed multipath. Now if we compare the Bc in Fig. 13 at distances beyond 180 cm,
it is observed that the Bc in the LoS link is higher than the RNLoS link by approximately 1
GHz. The suppressed Bc in the RNLoS link is caused by the scattering effect of the metal
reflector. According to [102], metal objects can be viewed as perfect electrical conductors
with a slightly rough surface and can cause scattering in the THz frequencies. The reflec-
tor in the RNLoS link slightly scatters the beam such that the beam is no longer ideally
confined within the “tube-like” propagation channel and is reflected off of the metal rim of
the lenses. As a result, multipath cluster 2 in the RNLoS link remains observable even at
distances beyond 180 cm (highlighted in Fig. 12 (b)) due to reflections from the lens rim,
resulting in higher τrms and lower Bc. Narrower Bc in the R2R RNLoS link may limit the
maximum data rate.
3.4.2 Characterization of R2R OLoS and R2R ORNLoS Links
Here we investigate the relationship between Tx-Rx distance and path loss, PDPs, and Bc
in the R2R OLoS link with cables, mesh structures, and metal cabinets as obstructions and
the R2R ORNLoS link with cables as obstruction introduced in Figs. 5 (b), (g), (h), and
Sections 3.3.2 and 3.3.4.
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Figures 14 (a) and (b) compare the Friis path loss and the measured path loss in R2R
OLoS and R2R ORNLoS links with cables as obstruction at distance of 50, 110, 150, 210
cm. We can observe that the R2R ORNLoS link has lower path loss (5 dB lower at distance
(a) 
(b) 










































































Figure 14: Measured path loss curves in (a) R2R OLoS and (b) R2R ORNLoS scenarios
with cables as obstruction at distance of 50, 110, 150, 210 cm.
beyond 1.3 m) and less path loss fluctuations with frequency than the R2R OLoS link.
T e THz wave experiences both diffraction and reflection as propagating through cable
clusters due to the fact that the radius of cables’ curvature is comparable to the wavelength
at 300 GHz. These diffracted and reflected waves are “collected” by the reflector in in
R2R ORNLoS link and transmitted from the Tx to the Rx, resulting in lower path loss
as compared to the R2R OLoS link. Measured PDPs for R2R OLoS and R2R ORNLoS
links at distance of 50, 110, 150, 210 cm are presented in Figs. 15 (a) and (b). It has been
observed that in the presence of obstructing cables, most of major multipath clusters (2
and 3) in Figs. 12 (a) and (b) are no longer visible. Measured Bc for R2R OLoS and R2R
ORNLoS scenarios at distance of 40–210 cm is presented in Fig. 16. We can observe that
as distance increases from 40 cm to 210 cm, Bc decreases from around 1.5–1.8 GHz to
around 0.3–0.8 GHz. The R2R ORNLoS link has a wider Bc than the R2R OLoS link,
corresponding to a relatively flat frequency domain response in Fig. 14 (b) compared to


















































































Figure 15: Measured PDPs for (a) R2R OLoS and (b) R2R ORNLoS scenarios with cables
as obstruction at distance of 50, 110, 150, 210 cm.
(b).















Figure 16: Measured coherence bandwidth (Bc) for R2R ORNLoS and R2R OLoS scenar-
ios with cables as obstruction at distance of 40–210 cm.
We have further investigated the shadowing gain (Xσ) in the R2R OLoS and the R2R
ORNLoS links with cables as obstructions by repeating the measurements with three cable
thickness sizes and ten cable positions at distance of 40–210 cm to have enough ensemble
to perform a statistical evaluation. We found that the shadowing gain of both R2R OLoS
and the R2R ORNLoS links follow a log-normal distribution with its logarithmic equivalent
having a zero-mean (in dB) and standard deviations (σ) of 6.8 dB and 4.3 dB, respectively.
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(a) (b) (c) 
σ = 6.8 dB σ = 4.3 dB σ = 3.9 dB 
Figure 17: CDFs of the shadowing gain (Xσ) for (a) R2R OLoS link at distance of 40–210
cm, (b) R2R ORNLoS link at distance of 40–210 cm, (c) B2B ORNLoS link at distance of
20–49 cm, all measured with three cable thickness sizes and ten cable positions.
Cumulative distribution functions (CDFs) of Xσ for both links are presented in Figs. 17 (a)
and (b) to confirm the log-normality of the shadowing gain.
Figure 18 presents the measured path loss at distance of 210 cm in the R2R LoS link
(scenario in Fig. 5 (a); red circles) and in the R2R OLoS links with obstructions of mesh
structures (scenario in Fig. 5 (c); green cross signs) and metal cabinets (scenario in Fig. 5
(d); blue triangles). Friis path loss at distance of 210 cm is presented alongside as a refer-
ence (red dash curve). Additional path loss of around 3 dB and 10 dB were observed due
to the obstructions of mesh structures and metal cabinets, respectively. Fig. 19 shows the
measured PDPs at distance of 210 cm in the R2R LoS link (red curve) and in the R2R OLoS
links with obstructions of mesh structures (blue dash curve) and metal cabinets (purple dot
curve). Two dominant multipaths have been observed: 1) multipath 1 is located at around
0.8 ns (same cause as cluster 1 in Fig. 12) and is present in all scenarios; 2) multipath 2 is
only present in the R2R OLoS link obstructed by metal cabinets and is located at around
2 ns, which corresponds to two times of the distance (30 cm) between the middle cabinets
and the Tx/Rx racks as shown in Fig. 5 (d).
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Figure 18: Measured path loss curves at distance of 210 cm in the R2R LoS link (red
circles) and in the R2R OLoS links with obstructions of mesh structures (green cross signs)
and metal cabinets (blue triangles). Friis path loss at distance of 210 cm is presented
alongside as a reference (red dash curve).
3.4.3 Characterization of Reflection Coefficients of Reflectors
In this section, we characterize the reflection loss and the reflection coefficient of the alu-
minum reflector used in the R2R RNLoS link with optical lenses applied to the Tx/Rx. Sim-
ilar characterization of the reflectors in the B2B RNLoS link without Tx/Rx optical lenses
can be found in [103]. Our measurement setup is introduced in Fig. 5 (e) and Section 3.3.3.
Calculation of reflection loss of the aluminum reflector in the R2R link is obtained by cal-
culating the difference between the R2R LoS received power at distance of 90 cm and the
R2R RNLoS received power with φT = φR = 45◦ and Tx horn-to-reflector-to-Rx horn
distance at 90 cm. The reflection coefficient is found from the reflection loss,
RL = −20 log10 |Γ|, (13)
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Figure 19: Measured PDPs at distance of 210 cm in the R2R LoS link (red curve) and in the
R2R OLoS links with obstructions of mesh structures (blue dash curve) and metal cabinets
(purple dot curve).
where Γ is the reflection coefficient and RL is the reflection loss in dB, which is calculated
from the link budget equation,
RL = Pt − Pr +Gt +Gr − PL[dB]. (14)
Note that similar characterization of the reflectors in the B2B RNLoS link without Tx/Rx
optical lenses can be found in [103].
Figure 20 presents the measured reflection loss of the aluminum reflector used in the
R2R RNLoS link. Averaged reflection loss is calculated as 0.6 dB across the measured
frequencies (from 300 GHz to 312 GHz). Fig. 21 (a) and Fig. 22 (red circles) present the
measured path loss and the magnitude of reflection coefficient of the aluminum reflector
used in the R2R RNLoS link with φT = φR = 20◦, 40◦, 45◦, 50◦, 70◦. It is observed that
the measured path loss values approximate 55 dB, which result in reflection coefficients
very close to 1 across all φT and φR angles. Fig. 21 (b) and Fig. 22 (blue triangles) present
the measured path loss and the magnitude of reflection coefficient of the aluminum reflector
used in the R2R RNLoS link with φT fixed at 45◦ while φR varies at 20◦, 40◦, 45◦, 50◦,
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Avg. Refl. Loss=0.6 dB
Figure 20: Measured reflection loss of the aluminum reflector used in the R2R RNLoS link.
The averaged reflection loss is calculated as 0.6 dB.
70◦. It is observed that as φR deviates from φT by only 5◦ (from φR = 45◦ to 40◦ or 50◦),
path loss increases more than 20 dB and reflection coefficient decreases from around 1 to
less than 0.1 due to very focused beam. We can conclude that the reflector serves as a
good reflecting surface for reliable RNLoS links at all angles (φT = φR). However, angular
misalignment (φT 6= φR) requires careful attention in RNLoS links in THz wireless data
centers given that the angular misalignment tolerance range is less than 5◦.
3.5 B2B Results and Analysis
3.5.1 Characterization of B2B RNLoS and B2B ORNLoS Links
In this section, we investigate the reflection from vertical ground planes of different struc-
tures and how Tx-Rx distance relates to the path loss, PDPs, and Bc in the B2B RNLoS
and B2B ORNLoS scenarios as introduced in Figs. 6–8 and Sections 3.3.5 and 3.3.6.
Figure 23 presents the Friis theoretical path loss (red line) and the measured mean
path loss with different vertical ground plane structures: 1) solid metal (yellow circles), 2)
hollow structure (blue triangles), 3) mesh structure (purple squares), and 4) hollow structure


























































































Figure 21: Measured path loss in the R2R RNLoS link at distance of 90 cm with (a) φT =
φR = 20◦, 40◦, 45◦, 50◦, 70◦; (b) φT = 45◦, φR = 20◦, 40◦, 45◦, 50◦, 70◦.
49 cm. It is observed that path loss fluctuates around the theoretical values as distance
increases. Specifically, the hollow structure causes the least path loss fluctuation, closely
followed by the mesh structure, while the solid structure creates the most unwanted path
loss fluctuation around 4 dB above the Friis path loss. This path loss fluctuation is mainly
caused by constructive and destructive interference from two reflected paths: 1) vertical
ground plane (path 1 in Fig. 6 (b)) and 2) horizontal ground plane (path 2 in Fig. 6 (b)).
Our measurement results show that the vertical ground plane has more dominant effects on
the path loss fluctuation than the horizontal ground plane in vertical B2B links since strong
path loss fluctuation is observed when solid vertical ground plane is applied (yellow circles
in Fig. 23), while without the solid vertical ground plane, only slight path loss fluctuation is
observed (blue triangles in Fig. 23). As a result, for future THz B2B communication system
design, we recommend to use a hollow structure instead of solid metal for vertical ground
planes on server racks to minimize path loss fluctuation. The following comparisons of
measured path loss, PDPs, and Bc for the B2B RNLoS and B2B ORNLoS links are based
on the hollow structure design in Fig. 8 (b) since it has the least path loss interference from
vertical ground plane.
Note that besides vertical ground plane design, one of the key challenges in designing
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Figure 22: Measured magnitude of the reflection coefficient of the aluminum reflector used
in the R2R RNLoS link: 1) φT = φR in a range from 20◦ to 85◦ (red circles); 2) φT is fixed
at 45◦ while φR varies from 5◦ to 85◦ (blue triangles).
vertical B2B links is the positioning of the Tx/Rx reflectors. Misaligned reflectors may
increase path loss and path loss fluctuation, or even cause complete signal loss. Here we
briefly discuss the consequences of misaligned reflectors. We use the same hollow vertical
ground plane design in Fig. 8 (b) but intentionally tilt the Rx reflector around 1◦ away from
the original 45◦ position. Fig. 24 shows the Friis theoretical path loss (red line) and the
measured mean path loss with misaligned Rx reflector (blue triangles) at distance of 20–49
cm. It is observed that the misaligned reflector can cause up to 4 dB path loss deviation from
the Friis values. Therefore, for future THz B2B link design, we recommend to integrate
the Tx/Rx reflectors into the server racks for better alignment since the received signal is
extremely sensitive to the positioning of the reflectors.
Next, we compare the measured path loss, PDPs, and Bc between B2B RNLoS and
B2B ORNLoS links with a hollow vertical ground plane design. Fig. 23 compares the
Friis theoretical path loss (red line) and the measured path loss curves in B2B RNLoS
(blue triangles) and B2B ORNLoS (green diamonds) scenarios over distances at distance
of 20–49 cm. Figs. 25 (a) and (b) present the Friis theoretical path loss curves and the
measured path loss curves over frequencies in B2B RNLoS and B2B ORNLoS scenarios
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Figure 23: Friis theoretical path loss (red line) and the measured mean path loss with dif-
ferent vertical ground plane structures: 1) solid metal (yellow circles), 2) hollow structure
(blue triangles), 3) mesh structure (purple squares), and 4) hollow structure with cables as
obstruction (green diamonds) in the vertical B2B link at distance of 20–49 cm and d0 = 20
cm.
at distance of 24, 32, 42 cm. In Fig. 23 (blue triangles) and Fig. 25 (a), the measured
path loss curves in the B2B RNLoS link closely follow the Friis values in both distance
and frequency domains. In Fig. 23 (green diamonds) and Fig. 25 (b), the measured path
loss curves in the B2B ORNLoS link show that cables as obstruction can increase path
loss by around 5–10 dB as compared to the B2B RNLoS link and the frequency-dependent
path loss fluctuation becomes more prominent at higher frequencies. Note that path loss
values in the B2B ORNLoS link in Fig. 23 (green diamonds) and Fig. 25 (b) decrease as
distance increases from 24 cm (red circles in Fig. 25 (b)) to 32 cm (blue triangles in Fig. 25
(b)). This is because signals in the direct Tx-Rx path and reflected path caused by the
cables arrive within the same delay bin, i.e., their time difference of arrival (or path length
difference) is smaller than the minimum time domain resolution (or spatial resolution) of
the measurement system, where signals add up either in-phase or out-of-phase and result in
constructive or destructive interference. We have further investigated the shadowing gain
(Xσ) in the B2B ORNLoS link by repeating the measurements with three cable thickness
sizes and ten cable positions at distance of 20–49 cm to have enough ensemble to perform
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Figure 24: Friis theoretical path loss (red line) and the measured mean path loss with
Rx reflector tilted (misaligned) by around 1◦ away from the original 45◦ position (blue
triangles) in the vertical B2B link at distance of 20–49 cm.
a statistical evaluation. We found that the shadowing gain follows a log-normal distribution
with the logarithmic equivalent having a zero-mean (in dB) and standard deviation (σ) of
3.9 dB. A CDF of Xσ for the B2B ORNLoS link is presented in Fig. 17 (c) to confirm the
log-normality of the shadowing gain.
Figures 26 (a) and (b) show the measured PDPs for B2B RNLoS and B2B ORNLoS
links at distance of 24, 32, 42 cm. In Fig. 26 (a), a dominant multipath cluster at around
1 ns is observed in the B2B RNLoS link, which results from multiple reflection between
Tx/Rx blades since 1 ns corresponds to twice the vertical distance between two blades.
In contrast, with cables as obstruction, the multipath cluster at around 1 ns is no longer
observable in the B2B ORNLoS link as shown in Fig. 26 (b). In addition, the first arriving
peak in Fig. 26 (b) is followed by a “long tail” over 0–0.5 ns, which is a result of multiple
reflection between cables that arrives in several adjacent delay bins. A “long tail” in PDPs
will generally act as interference and weaken communication performance [104].
Figure 27 shows the measured Bc for B2B RNLoS and B2B ORNLoS scenarios at
distance of 20–49 cm. We can observe that as distance increases from 20 cm to 49 cm, Bc


































































Figure 25: Measured path loss curves and Friis theoretical path loss curves in (a) B2B
RNLoS and (b) B2B ORNLoS scenarios at distance of 24, 32, 42 cm.
(a) (b) 


































Figure 26: Measured PDPs for (a) B2B RNLoS and (b) B2B ORNLoS scenarios at distance
of 24, 32, 42 cm.
around 1 GHz to around 0.4 GHz in the RNLoS link. Results imply that the B2B RNLoS
link can achieve higher peak data rate as compared to the B2B ORNLoS link while the data
rate in the B2B RNLoS link may fluctuate more as distance varies.
3.5.2 Characterization of B2B LoS Link
In this section, we study the relationship between Tx-Rx distance and the corresponding
path loss and PDPs in the B2B LoS scenario as introduced in Fig. 7 (e) and Section 3.3.7.
Measured path loss curves and Friis theoretical path loss values for the B2B LoS link
are presented in Fig. 28 (a). It can be observed that the measured path loss values closely
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Figure 27: MeasuredBc for B2B RNLoS and B2B ORNLoS scenarios at distance of 20–49
cm.
follow the theoretical values across all distances. The corresponding measured PDPs are
presented in Fig. 28 (b). Although being surrounded by metal plates, there is no observable
multipath cluster in the PDPs of the B2B LoS link due to very focused beamwidth at THz
frequencies. In summary, the B2B LoS link is comparable to the LoS propagation in a free
space. Similar measurement results can be found in [28].
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Figure 28: (a) Measured path loss curves and Friis theoretical path loss values and (b)
measured PDPs for the B2B LoS scenario at distance of 12, 14, 16, 18 cm.
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3.6 Modeling of Doppler Power Spectrum (DPS)
In this section, we investigate a scenario where vibration of cables caused by turbulence
from the cooling airflow can lead to Doppler shift in the THz bands as shown in Fig. 9.
A 2-D narrow-band geometrical model that is modified from [100] is introduced to model
the corresponding Doppler power spectrum. The Doppler shift (or “spread”) is important
in determining the minimum signalling rate allowable for coherent demodulation and the
minimum adaption rate for an adaptive receiver [97].
3.6.1 2-D Narrow-Band Geometrical Model
In Fig. 29, the two-ring model defines two rings separated by distance D, one around
the Tx (A(p)T ) with radius of RT and the other around the Rx (A
(q)
R ) with radius of RR,
along with the line-of-sight (LoS) ray, single-bounced ray at the transmit side (SBT), and
single-bounced ray at the receive side (SBR). Two moving scatterers, S(k)TM , and S
(l)
RM , lie





RM are moving with relative speeds vTS and vRS with respect to the Tx and
Rx, respectively, in the directions described by angles γ(k)TS and γ
(l)
RS relative to the x-axis,
respectively. θT and θR are the half power beamwidths of the Tx and Rx antennas relative
to the x-axis, respectively. α(k)TM and α
(l)
RM are the angle of departure and the angle of arrival

















R , respectively. For the ease of reference, the definitions of
the parameters used in the model are summarized in the second column in Table 2.
The complex impulse response of the A(p)T –A
(q)
R link under narrow-band frequency-flat
fading can be expressed as a superposition of LoS, SBT, and SBR rays,
h(t) = hLoS(t) + hSBT(t) + hSBR(t), (15)
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Figure 29: The two-ring model with LoS, SBT, SBR rays and moving scatterers.




















































where K is the Rice factor, Ωpq = (D−γ/2
√
GTGRλ/4π)
2 is the power associated with the
pqth path, D is the Tx-Rx distance, γ is the pathloss exponent, GT and GR are the gains
of the transmit and receive antennas, and λ is the wavelegnth, respectively. We assume the
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relative power allocated to the SBT and SBR is ηTM + ηRM = 1. MM and NM represent
the number of the moving omnidirectional scatterers that lie on the Tx and Rx rings, re-
spectively. fLoSpq , f
SBT
k , and f
SBR
l are the Doppler frequencies, where f
LoS
pq = 0 given a fixed






























where fTSmax = vTS/λ and fRSmax = vRS/λ are the maximum Doppler frequencies asso-
ciated with the moving scatterers around the Tx and Rx, respectively. Note that when the
number of scatterers at the Tx and Rx, i.e., MM and NM , approaches infinity, random vari-




TS , and γ
(l)
RS can be characterized as continuous random variables with
specified PDF. We use the von Mises PDF to characterize the aforementioned parameters
since it approximates various common distributions (e.g., uniform, Gaussian, Laplacian)
and gives closed-form solutions for many useful situations. The von Mises PDF is defined
as p(θ) = exp [κ cos(θ − µ)] /2πI0(κ) [105] where θ ∈ [−π, π), I0(·) is the zeroth-order
modified Bessel function of the first kind, µ ∈ [−π, π) is the mean angle where the scat-
terers are distributed in the x-y plane, and κ controls the spread of scatterers around the
mean value. Phases φSBTpq,k and φ
SBR
pq,l are assumed as independent random variables that are
uniformly distributed on the interval [0, 2π). Path lengths εpk = εlq = εpl = εkq = 20 cm.
The autocorrelation function of the narrow-band complex channel impulse response in
(15) is defined as,
R(∆t) =
E [h(t)∗ · h(t+ ∆t)]√
V ar [h(t)]V ar [h(t)]
, (21)
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where (·)∗ is the complex conjugate operation, E[·] represents the statistical expectation
operator, and V ar[·] is the statistical variance operator. Since hLoS(t), hSBT(t), and hSBR(t)
are independent complex Gaussian random processes, (21) can be simplified to
R(∆t) = RLoS(∆t) +RSBT(∆t) +RSBR(∆t), (22)
where RLoS(∆t), RSBT(∆t), RSBR(∆t) are the autocorrelation functions of the LoS, SBT,
































where f(αTM) and f(αRM) are characterized as uniform random variables distributed on
the interval [−7.5◦, 7.5◦], while f(γTS) and f(γRS) are characterized as von Mises PDFs,
i.e., f(γTS) = exp [κ cos(γTS − µ)] /2πI0(κ) and f(γRS) = exp [κ cos(γRS − µ)] /2πI0(κ),
respectively. The Doppler power spectrum of the narrow-band channel impulse response




= F∆t{RLoS(∆t) +RSBT(∆t) +RSBR(∆t)}.
(26)
Table 2: Definition of the Parameters Used in the 2-D Geometrical Model
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3.6.2 Model Validation
To verify the geometrical model with measurements, we need to estimate the model pa-
rameters from the measured data. The relative velocities of the moving scatterers, i.e.,
cables, and the maximum Doppler frequencies are estimated from the spectrogram in
Fig. 30, where a maximum Doppler frequency is observed as 56.1 Hz, corresponding to
vTS = vRS = 5.61 cm/s. Note that the images on both sides of the carrier signal at 300
GHz are caused by sub-carrier artifacts (due to nonlinearity in the system). A zoom-in
view in Fig. 30 shows that the Doppler effect on the artifact sub-carriers did not cause the















































































Figure 30: Spectrogram of the measured narrow-band channel impulse response at 300
GHz.
are estimated from the measured input delay-spread functions, where (µ, κ) = (0, 0.3) and
K = 5, respectively. We assume ηTM = ηRM = 0.5. Detailed values of the parameters
used in the proposed model are summarized in the third column in Table 2.
Figure 31 presents the modeled autocorrelation function, and Fig. 32 presents the mea-
sured and modeled DPS, respectively. We can observe that both the modeled and measured
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DPS are similar to the “bell-shape” spectra in [97, 98, 99, 100], where both the transmitter
and the receiver are stationary, and time-variations are due to the movement of the scatter-
ers. We have also observed that the modeled DPS has a good agreement with measured
data.
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Figure 31: Modeled autocorrelation function.
3.7 Summary
This chapter presents detailed characterization of 300 GHz channels for wireless R2R and
B2B communications in data centers. Measurements are conducted in R2R LoS, R2R
OLoS, R2R RNLoS, R2R ORNLoS, B2B RNLoS, B2B ORNLoS, and B2B LoS scenar-
ios, which evaluate the impact of Tx/Rx misalignment and obstructions such as cables,
metal cabinets, and mesh structures on THz propagation, as well as possibility of using ex-
isting metal objects as reflectors that guide waves for NLoS type of links. For the R2R LoS
scenario, the channel with optical lenses acts as a waveguide with a PLE of 1.48 and the
optical lenses provide additional gain of more than 25 dB. PDPs reveal that optical lenses
can cause additional multiple reflections. When obstructions of cables are present, ORN-
LoS link outperforms OLoS link with 2.5 dB lower shadowing gain and weaker multipath.
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Figure 32: Measured and modeled Doppler power spectra (DPS).
For the B2B scenario, a dual-reflector THz transceiver rack system has been proposed to
enable wireless links across vertically stacked servers and allow easy maintenance and re-
pair of servers. The measured path loss approximates the Friis values in the LoS link and in
the RNLoS link with the hollow vertical ground plane. A hollow rack structure is preferred
over solid metal due to its minimum reflection interference. When obstructions of cables
are present, the ORNLoS link experiences 5–10 dB higher path loss and on average 0.25
GHz lower Bc than the RNLoS link. Measured statistical channel properties show that the
shadowing gain caused by cable clusters follows the log-normal distribution. Furthermore,
Doppler shift in THz bands due to the effect of cooling airflow turbulence, which causes ca-
bles to vibrate has also been measured. A 2-D geometrical propagation model that includes
moving scatterers is introduced. From the 2-D model, the corresponding DPS is derived
and validated with measured data. Results show that a maximum Doppler frequency is
observed as 56.1 Hz.
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CHAPTER 4
CHARACTERIZATION OF 300 GHZ PROPAGATION IN A DATA CENTER
ENVIRONMENT
4.1 Overview
In this section we present experimental results and channel modeling for realistic data cen-
ter environment. Measurement-based work in [23] presented a THz measurement campaign
conducted in a data center. Results showed that path attenuation is comparable to Friis the-
oretical values and that THz wireless communication in a data center is possible. However,
the measurement campaign did not investigate the propagation scenario with exposed ca-
bles serving as obstruction, which have been observed in some of the existing data centers
[5, 15].
Here, we present details from the THz channel measurement campaign conducted in
a data center environment with consideration for propagation scenarios including line-of-
sight (LoS) link, non-LoS (NLoS) link using existing materials in a data center to redirect
the beam, and obstructed-LoS (OLoS), -NLoS (ONLoS) links with common objects in data
centers (cables and server racks’ mesh doors) serving as obstruction were investigated.
Classic propagation channel parameters such as pathloss and root-mean-squared (RMS)
delay spread were analyzed in the aforementioned scenarios. We find that local scattering
objects such as Server-rack frames/pillars can be used to assist the NLoS type of link, and
that cooling airflow in the data center has a negligible impact on THz propagation. Power
cables and mesh doors of the server racks can cause additional attenuation of about 20 dB
and 6 dB respectively. The statistics of amplitude fading in a 4 × 4 MIMO channel with
cables serving as obstruction have been investigated with results showing an m-Nakagami
distribution fit and a linear dependency on delay bins. Characterization results provided in
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this chapter are pertinent to THz wireless system design for data center environments.
The remainder of the chapter is organized as follows. Section 4.2 presents the THz
channel sounding system, antennas, and Polytetraflu-oroethylene (PTFE) optical lens con-
figuration used in the measurement campaign. Section 4.3 describes the measurement envi-
ronment and scenarios. Sections 4.4 presents the measurement and analysis results. Finally,
Section 4.5 provides some concluding remarks.
4.2 Measurement Setup
The block diagram of the measurement system, measurement parameters, as well as the
antennas used in this chapter are identical to those presented in Section 3.2 (Fig. 3, Fig. 4,
and Table 1).
4.3 Measurement Environment
The propagation channel measurements were conducted in a data center at the Tech Way
Building on the campus of the Georgia Institute of Technology, Atlanta, GA. The data
center environment is unique in its densely packed compartmentalized layout where high
performance computing servers with metal enclosures are vertically stacked up in metallic
server racks, and rows of server racks are arranged in parallel separated by aisles. Each
server rack has a movable door with mesh structure that allows for circulation of the cool-
ing airflow. Exposed cable clusters, e.g., power cables and auxiliary cables, are observed
among the server racks.
In our measurement campaign, five wireless data center scenarios have been considered:
1) LoS link, where a server from one rack communicates to the server in the next-aisle rack;
2) OLoS link, where the LoS link is obstructed by common objects in data centers, such
as cables and server racks’ mesh doors; 3) NLoS link, where servers in adjacent racks
communicate with each other through reflection off of the Server-rack frames/pillars in the
next aisle; 4) ONLoS link, where the NLoS link is obstructed by server racks’ mesh doors;
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5) Tx and Rx are placed at the opening of the cooling grille on the floor to study the effects
of cooling airflow on THz propagation.
4.3.1 LoS Link
We envision that THz transceivers and optical lenses will eventually be integrated into the
server chassis such that THz links can be established for server-to-server communications.
Our measurement setup for the LoS link is presented in Fig. 33, where the Tx is placed
in the server cabinet on the left side of the aisle and the Rx is placed in the server cabinet
on the right side of the aisle with a Tx-Rx separation distance, d = 175 cm. We have
Tx 
Rx 
Figure 33: Measurement setup for the LoS link at distance of 175 cm.
also tested a scenario where misalignment exists between the Tx and Rx. In reality, each
server rack may be configured for different applications using different types of servers
with different heights [96]. In such case, the Tx and Rx that are integrated into the server
enclosure may not be perfectly aligned in the vertical direction. Therefore, an investigation
of the tolerance range of the vertical offset between the Tx and Rx is in order. A schematic
of the measurement setup for the LoS link with vertical offset is presented in Fig. 34, where
the vertical offset range, h, varies from 0 to 6 cm with a step size of 1 cm.
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Figure 34: Illustration of the LoS vertical offset measurement setup, where h varies from 0
to 6 cm with a step size of 1 cm.
Note that several possible LoS propagation links in wireless data centers were presented
in [14, Sec. II, para. 3], [23, Sec. II-B, para. 1, and Sec. II-C, para. 1],[7, Sec. II, para.
1], including links with Tx/Rx placed on top of the rack (ToR) and on the lower level
of the rack. In our LoS setup, we investigate the case with Tx/Rx placed on the lower
level of the rack since the ToR link has already been studied in [23, Sec. IV, para. 1],
with measurement results showing a path attenuation, which followed the Friis propagation
model. Moreover, according to [14, Sec. II, para. 4], by placing Tx/Rx on the lower level
of the rack, interference [7, Sec. II, para. 4] from the ToR link can be avoided.
4.3.2 OLoS Link
Next, we investigate the OLoS scenario where the wireless channel is obstructed by objects
commonly found in data centers such as cables and mesh doors. We envision that THz
transceivers and optical lenses will be integrated into the server chassis, which implies
that the mesh door on the server rack may obstruct the LoS link between the Tx and Rx.
Therefore, we evaluate the impact of mesh door on THz links. For the OLoS link with mesh
door serving as obstruction, measurements were recorded at distance of 175 cm with the
mesh door on the Tx rack (left side in Fig. 33) closed, while the mesh door on the Rx rack
(right side in Fig. 33) stayed open. A focused view of the mesh structure is shown in Fig. 35
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(a). It is important to note that with the wired data links in existing data centers replaced
with wireless links, the remaining power cables may serve as obstruction and interfere with
the wireless propagation channels. Therefore, we intended to study the OLoS scenario
with power cables serving as an obstruction. Fig. 35 (b) presents the existing power cables
in a data center that we used for the OLoS scenario. It can be observed in Fig. 35 (b)
that existing power cables in data centers are distributed nonuniformly, with some parts
consisting of multiple cables fastened together, which create a thicker cable cluster (e.g.,
orange cable clusters in Fig. 35 (b)); while some other parts are formed by individual cable,
which lead to a thinner and scattered cable cluster (e.g., blue and yellow cable clusters in
Fig. 35 (b)). Such nonuniformly composed cable clusters create obstructions with varying
thickness sizes and can cause fading in THz propagation channels. In order to obtain a
generalized statistical evaluation of the fading caused by cables with various thickness
sizes, we recorded the measurements as Tx and Rx are placed at 26 different horizontal
positions with a step size of 0.5 cm and d = 175 cm to ensure that the interaction between
THz waves and different parts of the cable clusters can be captured. An illustration of
the measurement setup is presented in Fig. 36. Note that the number of Tx/Rx horizontal
positions could not exceed 26 due to limited space in the server rack compartment.
4.3.3 NLoS Link
In the NLoS link, reflectors were used to redirect the the transmitted signal in order to by-
pass obstructions and aid transmission [6]. Previous works [7, 9, 8, 14] suggested covering
the ceiling in the server room with reflective materials thereby using it as a reflector for
the NLoS type of link. This approach increases cost and takes up a considerable amount
of space. As an alternative, we propose the possibility of using existing objects in a data
center as reflectors for the NLoS link. Our setup for the NLoS link is presented in Figs. 37
(a) and (b), where the Server-rack frame/pillar of the server rack is used as the reflector.
















Figure 36: Illustration of the OLoS link with cables serving as obstruction. The step size
between each Tx/Rx position is 0.5 cm.
4.3.4 ONLoS Link
The ONLoS scenario was also investigated, where the NLoS link introduced in Section 4.3.3
is obstructed by the mesh door on the server rack. Similar to the setup in Fig. 37 (b), here
we close the mesh door on the Tx rack while leave the mesh door on the Rx rack open.
Measurements were recorded at a path length of 282 cm.
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Figure 37: (a) The Server-rack frame/pillar that is used as a reflector; (b) measurement
setup for the NLoS link at a path length of 282 cm.
4.3.5 Effects of Cooling Airflow on THz Propagation
THz propagation encounters frequency- and moisture-dependent amplitude variation due
to the molecular absorption (mainly related to an outdoor environment) at the THz bands
[67]. In a data center, strong airflow from the cooling grille creates abrupt motion change
to the movement of the air molecules. We investigate the cooling airflow effect on THz
propagation due to the abrupt molecular movement around the cooling grille. Fig. 38 (a)
presents the top-down view of the cooling grille used for our measurements. Figs. 38 (b)
and (c) show the side-view of our measurement setup with cooling airflow passing through
the grille and being blocked, respectively. The zero-span mode (single-frequency mode
runs over time) in the VNA was used to record signal amplitude variation over time at 300
GHz with d = 9 cm. We use a 30 cm (width) x 15 cm (length) styrofoam board to block
the airflow. To verify whether the airflow was really blocked by the styrofoam board, we
held a piece of tissue paper on top of the styrofoam board and used visual inspection to
examine whether the tissue paper was moved by the airflow. The tissue paper was observed
to be stationary, and thus confirmed that the styrofoam board effectively blocked the air-
flow. Note that in order to have a fair comparison, we made sure that during the transition
between setups in Figs. 38 (b) and (c), only the styrofoam board that blocked the airflow
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was moved while the Tx/Rx alignment remained unchanged.
Figure 38: (a) Top-down view of the cooling grille in a data center; side-view of the mea-
surement setup with cooling airflow (b) passing through and (c) being blocked.
4.3.6 4× 4 MIMO Channel With Cables Serving as Obstruction
THz signals are suitable for short-range point-to-point communication [21], which can be
established between adjacent server racks in a data center as shown in Fig. 39 (a). In such
cases, clusters of power cables could serve as obstruction blocking the line-of-sight (LoS)
link between the Tx and Rx. Towards diversity reasons, we conduct measurements using a
4 × 4 virtual MIMO uniform linear array (ULA) configuration [106] with 1 mm step size
between antenna array elements to achieve 16 channel realizations at Tx-Rx separation, d
= 15 cm as illustrated in Fig. 39 (b). Five cable clusters with different thickness sizes were
used to serve as obstruction to create an ensemble of shadowing positions. In this scenario,
the surrounding environment mostly consists of metal structures of the server racks.
4.4 Measurement Analysis and Results
4.4.1 LoS Link Analysis
In this section, we characterize pathloss, PDP, and τrms in the LoS scenario as introduced
















Figure 39: (a) Measurement setup and (b) illustration for the 4 × 4 MIMO channel with
cables serving as obstruction.
The empirical and analytic (from Friis equation) pathloss results have been provided
in Fig. 40. By comparing the Friis pathloss curve (black dash line with average loss =
87 dB) and the measured LoS pathloss curve (red diamond in with average loss = 57.7
dB), we find that the optical lens does provide an additional gain of around 29.3 dB by
focusing the THz signal. Fig. 41 (red solid line) shows the measured PDP in the LoS link,
where three distinctive MPCs were observed as labeled. A representation of the measured
PDP has been provided in Fig. 41. Three distinct multipath components observed in this
type of scenario have been labeled in the plot. The origin of these multipath components
are subsequently discussed. MPC1 results from the sum of reflections between the lens
and the horn at both Tx and Rx, where reflection at each end has a time delay of 0.4 ns.
The sum of time delay at both Tx and Rx results in a total time delay of 0.8 ns. For the
reflections between the lens and the horn at either Tx or Rx, the corresponding MPC is
observed as unresolvable congested spikes at 0.4 ns (highlighted in blue circle in Fig. 41)
due to limited temporal resolution. MPC2 results from reflections between Tx lens and Rx
horn and between Rx lens and Tx horn. To be more specific, MPC2 has a delay of about
11.4 ns corresponding to an additional delay path of 342 cm that is twice the distance from
the Rx horn to the Tx lens plus multiple reflected paths within the Rx lens. MPC3 is due
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to Rx horn-to-Tx horn reflection. To be more specific, MPC3 has a delay around 12 ns
corresponding to an additional delay path of 360 cm that is twice the distance from the Tx
horn to the Rx horn plus multiple reflected paths within the Tx and Rx lenses. Since the
area surrounding the Tx and Rx horns are covered with absorbers as shown in Figs. 3 (a)
and (b), we can infer that the internal surfaces and the tips of the horns are the cause of
horn-related reflections. The corresponding τrms in the LoS link is estimated as 0.295 ns.
For ease of reference, measured mean pathloss and τrms in the LoS link are summarized in
the first row in Table 3.















OLoS w/ mesh door
Friis 175 cm
5.7 dB 
Figure 40: Measured pathloss in the LoS (red diamond) and OLoS (blue circle) links at
distance of 175 cm along with Friis pathloss (black dash line) at distance of 175 cm.
Next, the LoS scenario with vertical offset between the Tx and Rx was investigated.
The setup used for this measurement has been illustrated in Fig. 34, where the vertical off-
set range, h, varies from 0 to 6 cm with a step size of 1 cm. Fig. 42 shows the measured
pathloss over frequency with various Tx-Rx offset values. It can be observed that as the
offset approaches 6 cm, the pathloss value gradually increases and the fluctuation becomes
more prominent. The pathloss fluctuation results from the fact that the received signal is
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OLoS w/ mesh door
MPC1, 0.8 ns MPC2, 11.4 ns 
MPC3, 12 ns 
Figure 41: Measured PDP in the LoS (red solid line) and OLoS (black dot line) links at
distance of 175 cm.
Table 3: Measured Mean Pathloss and τrms
Scenario Distance Pathloss τrms 
LoS Door open 
175 cm 
57.7 dB 0.295 ns 
OLoS Door closed 63.4 dB 0.113 ns 
NLoS Door open 
282 cm 
78.4 dB 0.372 ns 
ONLoS Door closed 84.4 dB 0.299 ns 
approaching the noise floor. Note that when offset exceeds 6 cm, there is no signal recep-
tion but only a noise floor is observed. Similar observation of the pathloss fluctuation in the
THz bands can be found in [25]. Fig. 43 presents the measured mean pathloss (red solid
line) and the measured τrms (black dash line) with respect to Tx-Rx offset values. It can be
observed in the offset range of 0–4 cm, the measured mean pathloss has an increment of 6.1
dB from 57.7 dB to 63.8 dB, while in the offset range of 4–6 cm, the pathloss has a more
rapid increment of 23.6 dB from 63.8 dB to 87.4 dB. Following similar trend, τrms varies
between 0.12–0.3 ns in the offset range of 0–4 cm, and 0.15–1 ns in the offset range of 4–6
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cm, respectively. Coincidentally, the breakpoint around 4 cm approximates the lens diam-
eter of 5 cm, which is reasonable since a discontinuity of propagation channel properties
can be expected when the Tx-Rx misalignment exceeds the aperture size. As a result, more
abrupt change in the pathloss and τrms should be expected when the Tx-Rx misalignment
approaches the boundary of the lens. Note that if we look into the τrms curve in Fig. 43 dur-
ing the offset distance of 0–4 cm, we can find that τrms first decreases about 0.2 ns during
an offset range of 0–2 cm, and then starts to increase during an offset range of 2–4 cm. This
is because during an offset range of 0–2 cm, multipaths mainly come from the reflections
between the lenses and horn antennas as explained in the previous paragraph. As an off-
set increases from 0 cm, the aforementioned reflections start to attenuate due to the Tx/Rx
misalignment, and thus result in decreased τrms. In the offset range of 2–4 cm, reflection
from the surrounding environment (e.g., server enclosures and rack compartments) leads to
a wider MPC as shown in Fig. 44 and thus slightly increases the τrms. As an offset distance
increases beyond 4 cm, the main cause of rapid increase in the τrms is dominated by the
attenuation of the first arrival path, which causes τrms to increase according to (5).
4.4.2 OLoS Link Analysis
In this section, we characterize the pathloss, PDP, and τrms in the OLoS scenario as intro-
duced in Section 4.3.2.
Figure 40 (blue circle) shows the measured pathloss in the OLoS link with a mesh
door serving as an obstruction. The measured mean pathloss is calculated as 63.4 dB. By
comparing the mean pathloss in the LoS link and OLoS link, we can conclude that the
additional loss resulting from the mesh door is around 5.7 dB. Fig. 41 shows the measured
PDP in the OLoS link, with the corresponding τrms estimated as 0.113 ns. Interestingly,
the PDP showed that with the obstruction of the mesh door, multipaths are significantly
attenuated compared to the LoS link, and that the τrms is reduced from 0.295 ns to 0.113
ns. For ease of reference, measured mean pathloss and τrms in the OLoS link with the mesh
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Friis 175 cm 
Figure 42: Measured pathloss and Friis pathloss (black dash line) in the LoS link at distance
of 175 cm with Tx-Rx vertical offset varying from 0 to 6 cm.
door serving as obstruction are summarized in the second row in Table 3.
As explained in Section 4.3.2, cable clusters used in the OLoS link are distributed
nonuniformly with irregular shapes and various thickness sizes. This cable composition in
the OLoS propagation channel can eventually lead to small-scale fading. Figs. 45 and 46
present the measured pathloss and PDP in the OLoS link at distance of 175 cm with cables
serving as obstruction, where variations in pathloss and multipath distribution (highlighted
in Fig. 46) that are dependent on the Tx/Rx horizontal positions with respect to the cable
clusters were observed.
4.4.3 NLoS Link Analysis
In this section, we analyze the pathloss, PDP, and τrms in the NLoS link as introduced in
Fig. 37 in Section 4.3.3.
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Figure 43: Measured mean pathloss (red solid line) and measured τrms (black dash line)
versus Tx-Rx offset values in the LoS link at distance of 175 cm.
Figure 47 (red diamond) presents the measured pathloss in the NLoS link with Server-
rack frames/pillars serving as reflector. We found that the measured mean pathloss (aver-
aged over all frequencies), 78.4 dB, is 12.6 dB lower than the mean Friis pathloss (averaged
over all frequencies), 91 dB, at a path length of 282 cm. Therefore, we conclude that in the
absence of a LOS link between Tx and Rx, an alternate mean of transmission would be to
use local scatterers (such as the Server-rack frames/pillars) as reflectors to aid transmission
between Tx and Rx. Fig. 48 (red solid line) shows the measured PDP in the NLoS link,
where two distinctive MPCs were observed as labeled. MPC1 results from reflections be-
tween Tx lens and Tx horn and between Rx lens and Rx horn, where a time delay of 0.8 ns
corresponds to four times of lens-to-horn distance. Note that the MPC1 in the NLoS link
has similar delay as the MPC1 in the LoS link shown in Fig. 41 (red curve), while the am-
plitude of NLoS link’s MPC1 is weaker due to longer propagation path. MPC2 results from
reflections between the Server-rack frame/pillar and the rack door that lies between the Tx
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Figure 44: Measured PDP in the LoS link at distance of 175 cm with Tx-Rx vertical offset
of 2 cm (black dash line) and 3 cm (red solid line).
and Rx. To be more specific, MPC2 has a delay of about 6.7 ns corresponding to an addi-
tional delay path of 200 cm that is twice the distance from the rack Server-rack frame/pillar
to the rack door. This result points out that although the Server-rack frame/pillar can serve
as an ideal reflector, it may also create additional scattered beams in the surrounding space
and cause additional multipaths. The corresponding τrms in the NLoS link is estimated as
0.372 ns. For ease of reference, measured mean pathloss and τrms in the NLoS link are
summarized in the third row in Table 3.
4.4.4 ONLoS Link Analysis
In this section, we characterize the pathloss, PDP, and τrms in the ONLoS scenario as
introduced in Section 4.3.4.
In Fig. 47, the measured pathloss in the ONLoS link with mesh door serving as obstruc-
tion, where the mean pathloss is estimated as 84.4 dB, has been presented. By comparing
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Figure 45: Measured pathloss and Friis pathloss (black dash line) in the OLoS link at
distance of 175 cm with cables serving as obstruction.
the mean pathloss in the NLoS link and ONLoS link, we found that the additional loss
resulting from the mesh door is around 6 dB, which is similar to the result in Section 4.3.2.
Fig. 48 shows the measured PDP in the ONLoS link. Similar to the result in Section 4.3.2,
MPCs are found to be attenuated by the obstruction of a mesh door. Compared to the NLoS
link, the τrms in the ONLoS link is reduced from 0.372 ns to 0.299 ns. For ease of refer-
ence, measured mean pathloss and τrms in the ONLoS link are summarized in the fourth
row in Table 3.
4.4.5 Effects of Cooling Airflow on THz Propagation
In this section, we investigate the impact of cooling airflow on THz propagation as intro-
duced in Section 4.3.5. Fig. 49 presents the time domain measurement results using a 300
GHz carrier frequency with Tx-Rx separation distance of 9 cm. The average (ensemble
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Figure 46: Measured PDP in the OLoS link at distance of 175 cm with cables serving as
obstruction.
over time) magnitude of the transfer function of the channel with (blue circle) and without
(red diamond) cooling airflow is -51.61 dB and -51.63 dB, respectively, with a 0.02 dB
difference. As a result, we conclude that the impact from the cooling airflow is negligible.
Note that the lens wasn’t used for this measurement due to a short Tx-Rx distance as shown
in Fig. 38.
4.4.6 Amplitude Fading Statistics of the 4× 4 MIMO Channel With Cables Serving as
Obstruction
We characterize the signal’s amplitude fading statistics in a 4 × 4 MIMO channel with
stationary cables serving as obstruction in the propagation channel as introduced in Figs. 39
(a) and (b). We have found that the distribution of the signal amplitude fading can be
modeled by m-Nakagami distribution, where the m-parameter in dB can be modeled as a
truncated Gaussian distribution denoted by m– (TN(µm(dB), σ2m(dB)) with a CDF shown
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ONLoS w/ mesh door
Friis 282 cm
6 dB 
Figure 47: Measured pathloss in the NLoS (red diamond) and ONLoS (blue circle) links
along with Friis pathloss (black dash line) at a path length of 282 cm.
in Fig. 50. The mean (µm) and standard deviation (σm) of the m-parameter have also been










where the unit of τk is in nanosecond. Linear fit results are shown in Fig. 51, and the
corresponding values of slope and intercept are stated in Table 4.
Table 4: Signal Amplitude Statistics
Scenario A B C D 
4X4 MIMO 1.22 429.8 0.44 197.9 
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Figure 48: Measured PDP in the NLoS (red solid line) and ONLoS (black dot line) links at
a path length of 282 cm.
4.5 Summary
This chapter presents a THz channel measurement campaign conducted in a data center
environment and its corresponding results. Various propagation scenarios such as LoS,
NLoS, OLoS, and ONLoS links have been studied. Channel properties such as pathloss,
PDP, and delay spread have been analyzed. We found that optical lenses can provide addi-
tional gain of 29.3 dB in the LoS link at distance of 175 cm, and 12.6 dB in the NLoS link
at a path length of 282 cm, respectively. We also found that cables and mesh structure can
cause additional attenuation of about 20 dB and 6 dB, respectively. Existing objects in data
centers, e.g., Server-rack frames/pillars, serve as ideal reflectors for the NLoS type of link.
Furthermore, the Tx/Rx misalignment tolerance range is found to approximate the diameter
of the lens, and the impact of cooling airflow on THz propagation can be overlooked. The
statistics of amplitude fading in a 4× 4 MIMO channel have been investigated with results
showing an m-Nakagami distribution fit and a linear dependency on delay bins.
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AVG w/o cooling airflow=-51.63 dB 
AVG w/ cooling airflow=-51.61 dB 
Difference: 0.02 dB 
Figure 49: Magnitude of the transfer function of the channel with cooling airflow passing
through (blue circle) and being blocked (red diamond). Measurements were recorded over
time at 300 GHz at distance of 9 cm.















Figure 50: CDF of the m-parameter (dB) using an ensemble of shadowing points.
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Figure 51: Linear model for the mean (µm) and standard deviation (σm) of them-parameter
as a function of delay bin (τk).
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CHAPTER 5
CLUSTER-BASED MODELING FOR 300 GHZ PROPAGATION IN A DATA
CENTER ENVIRONMENT
5.1 Overview
In measurement results presented in Chapter 4, we can observe that multipath components
(MPCs) naturally group into clusters in some of the measurements conducted. Therefore,
a cluster-based propagation model for THz propagation in a data center environment has
been proposed in such scenarios. Cluster-based models have been widely used for indoor
propagation channels across a wide range of frequency spectra, from microwave (cellular),
ultra-wideband (UWB), mm-wave, up to THz bands [30, 31, 32, 33, 34, 35, 36, 37, 38, 39].
Clustering in the delay domain directly affects the delay spread, which is important in de-
termining the need for employing channel protection techniques, e.g., channel equalization,
channel coding, or channel diversity to overcome the dispersive effects of multipaths [40].
Regardless of such wide applicability and the aforementioned importance, no cluster-based
model has been developed for THz propagation channels in data center environments.
This chapter introduces a statistical clustering model for THz propagation in a data cen-
ter environment. The proposed model was validated with the measured data. The average
inter-arrival time of clusters (1/Λ) and rays (1/λ) are estimated as 4.4 ns and 0.24 ns, re-
spectively. Cluster modeling results provided in this chapter are pertinent to THz wireless
system design for data center environments.
The remainder of the chapter is organized as follows. Section 5.2 presents the THz
channel sounding system, antennas, and Polytetraflu-oroethylene (PTFE) optical lens con-
figuration used in the measurement campaign. Section 5.3 describes the measurement en-
vironment and scenarios. Sections 5.4 describes the cluster-based model and the validation
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results. Finally, Section 5.5 provides some concluding remarks.
5.2 Measurement Setup
The block diagram of the measurement system, measurement parameters, as well as the
antennas used in this chapter are identical to those presented in Section 3.2 (Fig. 3, Fig. 4,
and Table 1).
5.3 Measurement Environment
For the development of clustering model for a data center environment, the measurement
environment and scenario can be found in Section 4.3.2, Section 4.3.3, and Section 4.3.4.
5.4 Cluster-Based Modeling of PDP
In this section, we introduce a cluster-based channel model that can handle THz propaga-
tion in a data center environment. We define a cluster as a group of MPCs having similar
properties such as delays. Clusters primarily stem from interacting objects (or scatterers)
such as obstructing cables, metallic shelves and doors in the data center environment. We
use the K-power means clustering algorithm [35, 107] along with visual inspection [108,
109, 110] to obtain a reasonable number of clusters. Relevant channel statistics derived
from the clustering model are discussed, and model validation is presented.
5.4.1 Proposed Statistical Clustering Model
The proposed clustering model in this work is based on a modified version of the widely-
used Saleh-Valenzuela (S-V) model [30]. The assumption of the S-V model for the PDP
is that MPCs arrive within several distinctly recognizable clusters. The PDP of the S-V
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 · δ(τ − Tl − τkl),
(29)
where L is the number of clusters, Kl is the number of rays (MPCs) in the lth cluster, β211
is the local mean power of the 1st ray (k = 1) in the 1st cluster (l = 1). Tl is the time of
arrival of the lth cluster, τkl is the delay of the kth component relative to the time Tl, and δ(·)
denotes the Dirac delta function. Γ and γ are the cluster power and ray power decay rates,
respectively.
Contrary to the traditional S-V model’s assumption, we have found that Γ could not
precisely capture the attenuation of the multipath clusters in the THz data center environ-
ment. Therefore, we propose a modified clustering model with Γ that is expressed into two
sections as a function of delay,
Γ(τ) =

Γ1 , 0 < τ < τth,
Γ2 , τth ≤ τ < τMax,
(30)
where τth is a delay threshold value serving as a breakpoint for Γ and can be selected
based on the distribution of multipath clusters. Γ1 and Γ2 can be determined through linear
regression of cluster peak powers in dB and the associated delays in nanosecond. The ray
power decay rate γ in each cluster can be obtained by
γ(τ) = a · τ + b, (31)
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where γ(τ) and its parameters a and b can be determined through linear regression of intra-
cluster powers in dB and the associated delays in nanosecond. The S-V model assumes that
the distributions of the cluster and ray arrival times may be described by stochastic Poisson
processes, which implies that the distribution of inter-arrival time of clusters (Tl−Tl−1) can
be described by an independent exponential probability density function (PDF) as follow,
p(Tl|Tl−1) = Λ · e−Λ(Tl−Tl−1), l > 0, (32)
where Λ is the mean cluster arrival rate, and that the distribution of inter-arrival time of
rays (τkl − τ(k−1)l) can be expressed by the following PDF,
p(τkl|τ(k−1)l) = λ · e−λ(τkl−τ(k−1)l), k > 0, (33)
where λ is the mean ray arrival rate. A schematic illustration of the proposed S-V model
introduced in (29)–(31) is shown in Fig. 52.
Figure 53 presents the normalized measured cluster power with respect to excess delay
(τ ), where the measured data are collected from an ensemble of all the measured posi-
tions from the OLoS, NLoS, and ONLoS scenarios as introduced in Section 5.3. The black
circles in Fig. 53 represent the normalized measured cluster peak powers from all the mea-
sured positions, where the normalization is with respect to the first arriving signal at each
measured position. Solid red and dash-dot blue lines represent the linear regression fits
of cluster peak powers with slopes (cluster power decay rates) of Γ1 = -72.3 dB/ns and
Γ2 = -0.58 dB/ns, respectively, where the two regression lines intersect at an excess delay
of τth = 0.7 ns. Parameters a, b for the ray power decay coefficient in (31) have been esti-
mated as 5.48 dB/ns and -75.93 dB, respectively. The average inter-arrival time of clusters
(1/Λ) and rays (1/λ) are estimated as 4.4 ns and 0.24 ns, respectively. In an ensemble of
measured positions, the number of clusters is found to follow a Poisson distribution with
a mean of 3, while the number of rays is found to follow a Rayleigh distribution with a
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Figure 52: Schematic illustration of the proposed clustering model introduced in (29)–(31).
mean of 4. For the ease of reference, parameters used in the proposed clustering model are
summarized in Table 5.
An example of the measured PDP from one of the measured positions in the OLoS
scenario with cables serving as obstruction is shown in Fig. 54. It is observed that four
clusters (highlighted by thick red lines) were clearly identified using the aforementioned
approach. Note that the red lines in Fig. 54 are for annotation, not the actual model. Cluster
2 in Fig. 54 results from the reflections between the Tx lens and the Tx horn and between
the Rx lens and the Rx horn. Clusters 3 and 4 consist of the scattered and reflected waves
from the Tx/Rx cables. To be more specific, the peak power of cluster 3 is located at excess
delay, τ = 11.8 ns, corresponding to an additional delay path of 354 cm that is twice the
distance from the Tx horn to the Rx horn plus twice the distance between the Tx cable and
the Tx lens and between the Rx cable and the Rx lens (the Tx/Rx cables are positioned at 8–
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Figure 53: Normalized measured cluster power (black circles) versus excess delay (τ ) and
the corresponding linear regression fits with slopes of Γ1 (red solid line) and Γ2 (blue dot
dash line).
10 cm in front of the Tx/Rx lenses). Within cluster 3, the peak power is followed by several
MPCs that are 0.56 ns and 1.04 ns away. These MPCs are the results of the single-bounced
and double-bounced reflections between the Tx/Rx cables and the Tx/Rx lenses, since the
delays of 0.56 ns and 1.04 ns are two times and four times of the distance between the
Tx/Rx cables and the Tx/Rx lenses, respectively. The peak power of cluster 4 is located at
τ = 16.4 ns, corresponding to an additional delay path of 492 cm that is twice the distance
between the Tx cables and Rx cables plus twice the distance between the Tx cable and the
Tx lens and between the Rx cable and the Rx lens. Within cluster 4, the peak power is
followed by several MPCs that are 0.64 ns and 1.2 ns away. Similar to the observation in
cluster 3, these MPCs are the results of the single-bounced and double-bounced reflections
between the Tx/Rx cables and the Tx/Rx lenses, since the delays of 0.64 ns and 1.2 ns are
two times and four times of the distance between the Tx/Rx cables and the Tx/Rx lenses,
respectively. In contrast to cluster 3, the MPCs in cluster 4 decay at a slower rate due to
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Table 5: Clustering Model Parameters
Parameter Value 
τth (ns) 0.7 
Γ1 (dB/ns) -72.3 
Γ2 (dB/ns) -0.58 
a (dB/ns) 5.48 
b (dB) -75.93 
1/Λ (ns) 4.4 
1/λ (ns) 0.24 
Cluster No. 3 
Ray No. 4 
longer propagation path. Note that for all the measured PDPs, the excess delay (τ ) of the
first arriving MPC is normalized to 0 ns. Noise filtering was performed on PDPs by setting
a threshold level of 8 dB above the noise floor as shown in Fig. 54. PDP values below this
threshold are considered as noise and equaled to zero.
5.4.2 Pathloss and Shadowing
In this section we analyze the pathloss and the shadowing gain using an ensemble of all
measured positions from the OLoS, NLoS, and ONLoS scenarios. We found that the loga-
rithmic equivalent of the pathloss can be modeled as Gaussian distribution, with mean value
(µ (dB)) of 75.33 dB and a standard deviation (σ) of 10.71 dB, which corresponds to the
bulk shadowing gain. The cumulative distribution function (CDF) of the aforementioned
pathloss is presented in Fig. 55.
5.4.3 Clustering Statistics
This section analyzes the statistics of the clustering model derived in Section 5.4.1, such as
cluster shadowing, distributions of the number of clusters and rays, and correlation coeffi-
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Figure 54: Measured PDP and the identified clusters in the OLoS link with cables serving
as obstruction.
cient matrix of relevant channel parameters.
The cluster shadowing gain is defined as the difference between the measured cluster
power and the expected value that is estimated from the cluster power decay constant (Γ(τ)
in (30)). The cluster shadowing gain in our analysis is modeled to be log-normally dis-
tributed, where its value in dB approximates a zero-mean Gaussian distribution with σ =
7.95 dB. The PDF of the cluster shadowing gain derived from the clustering model is shown
in Fig. 56. The fitness of the distribution with respect to the measured data has been quan-
tified by a maximum deviation value metric [111], Dv = Max|Fmeasurement(x) − Ftest(x)|,
where Fmeasurement(x) and Ftest(x) are the CDFs of the measured cluster shadowing gain and
the tested distributions, respectively. Several typical theoretical distributions such as log-
normal, Rayleigh, exponential, Nakagami, normal, Rician, and Weibull have been tested,
and the results are shown in the second column in Table 6. The log-normal distribution is
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Figure 55: CDF of the mean pathloss measured from all the measured positions in the
OLoS, NLoS, and ONLoS links.
found to have the smallest Dv of 0.057 among all the tested distributions, which is small
according to [112] and thus confirms a good fit.
Our empirical results of PDPs measured from all the measured positions show that
the number of clusters Ncluster can be modeled as Ncluster = Nmin + X, where Nmin = 1
is the minimum number of clusters, and X is a Poisson distributed random variable with
an average rate (λ) of 1.64. As a result, the mean of Ncluster is 2.64, which explains the
reason a cluster number of 3 is used in the proposed model as summarized in the ninth
row in Table 5. The CDF of the number of clusters from all the measured positions is
presented in Fig. 57 to confirm the Poisson distribution. On the other hand, the number of
rays within clusters can be modeled as Rayleigh distributed random variable with a mean
value of 4.41, which explains the reason a ray number of 4 is used in the proposed model
as summarized in the last row in Table 5. The mean value (µ) of the number of rays within
clusters is estimated from the scale factor (σR) of the Rayleigh distribution [113], where
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Figure 56: PDF of the cluster shadowing gain (Xσ) derived from the clustering model.
µ = σR
√
π/2. The CDF of the number of rays within clusters from all the measured
positions is presented in Fig. 58 and is modeled to be Rayleigh distributed. Several typical
theoretical distributions have been tested, and the results are shown in the third column in
Table 6. The Rayleigh distribution is observed to have the smallest Dv of 0.177 among all
the tested distributions.
A correlation coefficient matrix of parameters such as cluster power, cluster shadowing,
τm, and τrms, is shown in Fig. 59. It can be observed that there are high correlations between
cluster power and cluster shadowing, and between τm and τrms, respectively.
5.4.4 Model Validation
The proposed clustering model is validated by comparing the distributions of the τrms de-
rived from our model to that obtained from the measured data. τrms is chosen because it is
a fairly standard criterion for validation of clustering models, and has been used in various
publications such as [40, 32, 31]. To derive the τrms from the proposed model, we first
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Table 6: Maximum Deviation (Dv) Values Between the Cluster Shadowing Gain/Number







Rayleigh 0.720 0.177 
Log-normal 0.057 0.184 
Exponential 0.347 0.201 
Nakagami 0.261 0.220 
Normal 0.326 0.231 
Rician 0.717 0.190 
Weibull 0.062 0.193 
synthesize the PDP using the parameters presented in Table 5, then estimate the τrms from
the synthesized PDP using (5). Two examples of the measured (red solid line) and synthe-
sized/modeled (black dash line) PDPs in the OLoS link with cables serving as obstruction
with different Tx/Rx (horizontal) positions have been presented in Figs. 60 (a) and (b). It
can be observed that the modeled PDPs have a good agreement with the measurements and
that the dominant MPCs above the threshold are clearly captured by the model.
Figure 61 presents the CDF of the modeled τrms and the measured τrms obtained from
all the measured positions. Visually, we have observed that the distribution of the mod-
eled τrms is in good agreement with the measured data, where the µ and σ are estimated
as -95.06 dB and 3.17 dB, respectively. In addition to the visual inspection, a maximum
deviation value metric [111], Dv = Max|Fmodel(x) − Fmeasurement(x)|, where Fmodel(x) and
Fmeasurement(x) are the distributions obtained from the model and measurements, respec-
tively, is used to quantify the fitness of the model with respect to the measured data. The
value of Dv is estimated as 0.153, which is small according to [112] and thus confirms a
good fit. Please note that the statistics of the clustering model are derived from the num-
ber of measurement points collected in this measurement campaign. To acquire a more
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Figure 57: CDF of the number of clusters derived from the clustering model.
generalized statistical characterization of the clustering model, complementary measure-
ments in other data centers with multiple Tx/Rx positions would be required to validate
how much the model parameters change from data center to data center. This is, however, a
challenge often encountered in channel modeling, especially for a data center environment,
where special permission is required to access the facility since data centers hold sensitive
or proprietary information. Nonetheless, the measurement designs and results provided in
this paper are the starting point for realistic performance evaluations and designs of THz
communication systems in a data center environment.
5.5 Summary
This chapter presents a cluster-based propagation model for THz propagation in a data
center environment. The proposed model is validated with measured data, where the av-
erage numbers of clusters and rays are estimated as 3 and 4, respectively, and the average
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Figure 58: CDF of the number of rays derived from the clustering model.








pwr 1 0.9989 -0.17 -0.197
Cluster
shad 0.9989 1 -0.166 -0.193
τm -0.17 -0.166 1 0.9451
τrms -0.197 -0.193 0.9451 1
Figure 59: Correlation coefficient matrix of parameters derived from the clustering model:
cluster power, cluster shadowing, τm, and τrms.












































































Figure 60: Comparison of the measured (red solid line) and modeled (black dash line)
PDPs in the OLoS link with cables serving as obstruction, where (a) and (b) present the
results from two different Tx/Rx (horizontal) positions.
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Figure 61: CDF of the measured and modeled τrms obtained from all the measured posi-
tions in the OLoS, NLoS, and ONLoS links.
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CHAPTER 6
IMPEDANCE ESTIMATION OF SWITCHING TRANSISTORS IN DIGITAL
ELECTRONICS FOR THZ ANTENNA-LESS RFID TAGS
6.1 Overview
Chapter 2.4 summarizes state of the art in RFID tag design. Traditional backscatter com-
munication refers to a radio channel where a reader sends a continuous carrier wave (CW)
signal to a tag and retrieves information from a modulated wave scattered back from the
tag. During backscatter operation, the input impedance of a tag antenna is intentionally
mismatched by two-state RF loads (Z0 and Z1) to vary the tag’s reflection coefficient and
radar cross section (RCS) and to modulate the incoming CW [41, 42]. Mm-wave RFIDs
(MMID) [43, 44, 45, 46, 47] and THz RFIDs [48, 49, 50] have been developed due to the
wider available bandwidth at higher frequencies that allows high data rates and superior
spatial resolution for short-range communication and localization. However, the form fac-
tor of all the existing RFID tags has limited room for further miniaturization since they all
need to use antennas, which are the largest parts of the tag [46]. To fulfill this need, we de-
velop an antenna-less RFID tag that is based on a new type of backscatter radio generated
from switching of transistors in digital electronics, which does not need to use antennas
or any RF front-end circuits thereby further reducing the device’s form factor. Moreover,
the proposed antenna-less RFID tags are compatible with a wide range of interrogating
carrier frequencies from sub-6 GHz up to 300 GHz, and can be implemented on existing
electronics without additional cost. Since this is a new type of backscatter communication,
the backscatter mechanism needs to be addressed.
This chapter introduces a circuit impedance model that explains the modulation mech-
anism of the proposed backscatter radio and describes the relation between the total input
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impedance and the logic resources of the digital circuits. The procedure of estimating the
impedance (resistance and reactance) of the antenna-less RFID tag from SPICE model pa-
rameters is also presented.
The remainder of the chapter is organized as follows. Section 6.2 explains the modula-
tion mechanism of the proposed backscatter radio and describes an equivalent circuit model
for the digital circuits in the antenna-less RFID tag. Section 6.3 describes the procedure of
estimating the impedance (resistance and reactance) of the antenna-less RFID tag. Finally,
Section 6.4 provides some concluding remarks.
6.2 Equivalent Circuit Model
Traditional backscattering communication in Fig. 2 refers to a radio channel where a reader
sends a continuous carrier wave (CW) signal and retrieves information from a modulated
wave scattered back from a tag. During backscatter operation, the input impedance of a tag
antenna is intentionally mismatched by two-state RF loads (Z0 and Z1) to vary the tag’s
reflection coefficient and to modulate the incoming CW [41]. Compared to the traditional
RFID backscattering modulation scheme, our proposed RFID tag in Fig. 62 is modulated
by switching activity in digital logic, e.g., programmable logic gates and flip-flops inside a
field-programmable gate array (FPGA) chip. The equivalent impedance of the digital logics
changes as toggling patterns and number of toggled flip-flops change. This impedance
variation amplitude-modulates the signal power reflected off from the chip (transistors). As
a result, the proposed RFID tag does not require any pre-designed antennas, two-state RF
loads (Z0 andZ1), and RF front-end circuits, e.g., matching networks, resonant circuits, etc.
By controlling the activity of the chip’s logic and flip-flops, we can transmit information
through backscatter modulation.
We use FPGA to demonstrate the proposed antenna-less backscatter communication
due to its re-configurability. A simplified internal structure of an FPGA chip is shown in
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Figure 62: Proposed antenna-less RFID tag.
by a programmable-routing interconnect. This symmetrical grid is connected to I/O blocks
which make off-chip connections. The “programmable/re-configurable” term in FPGAs
indicates their ability to implement a new function on the chip after its fabrication is com-
plete. Logic blocks can be simplified as programmable flip-flops shown in Fig. 63 (b-1).
The output circuit of flip-flops consists of multiple inverters [114]. An equivalent output
circuit of a CMOS inverter is shown in Fig. 63 (b-2). During the steady state, when input
voltage of the inverter is low, NMOS transistors are off and PMOS transistors are on. A
direct path exists between Vout and VDD, resulting in a high output state. On the other
hand, high input results in a low output state. As shown in Fig. 63 (b-3), there exists a finite
resistance between the output and VDD (R1 or Rp) and between the output and the ground
(R0 or Rn), respectively. During the transient state, that is, when the input voltage of the
inverter is switching from low to high and from high to low, parasitic capacitance would
influence the transient behavior of the cascade inverter pair [115]. An equivalent output
circuit of the cascaded inverter pair during transient state is shown in Fig. 64, where Cgd is
the gate-drain capacitance, Cdb is the diffusion capacitance, Cg is the gate capacitance of
fanout, Cw is the wiring (interconnect) capacitance, and N is the fanout number of the cas-
caded inverter. For simplification, all the capacitances are lumped together into one single
capacitor CL located between Vout and ground.
The switching between inverter’s high output state (Z1) and low output state (Z0)
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Figure 63: (a) Simplified internal structure of FPGA; RFID tag circuit model: (b-1) pro-
grammable flip-flop, (b-2) equivalent output circuit of a CMOS inverter, (b-3) high-state
resistance, R1 (PMOS on resistance) and low-state resistance, R0 (NMOS on resistance).
impedance in typical RFID tags. The impedance variation creates a difference in the cir-
cuit’s RCS and thus modulates the electronic backscatter signals. In order to modulate
the electronic backscatter signals, we have programmed flip-flops to switch in a pattern
shown in Fig. 65 (a). Flip-flops continuously switch between high state and low state at
a clock frequency (fclock) of 50 MHz for half of clock cycle and stay quiet for the other
half of the clock cycle. The switching cycle (modulating frequency, fm) directly relates
to the modulated signal bandwidth, i.e., the first harmonic of the modulated backscatter
signal will be located at fcarrier ± fm. By changing fm, we can easily upshift or down-
shift the modulated signals, making design very flexible. Note that fm should be selected
to avoid undesired harmonics in higher frequencies, i.e., the highest sideband (fm) needs
to be less than three times of the lowest sideband (fm), and to comply radio regulations
and avoid interference from other radio systems. Please note that in practice, the switching
transistors do not produce ideal square pulses but rather pulses that have rising and falling
edges, which sometimes leads to appearance of signals at even harmonics of the modulated
backscatter signal. To avoid undesired interference, the highest sideband (fm) should be
less than two times the lowest sideband (fm).


















Figure 64: Parasitic capacitance observed at the output of the cascaded inverter during
transient state.
is another factor that affects electronic backscattering modulation. The more flip-flops
are switching in unison, the stronger the backscatter signal is. To control the number of
elements that switch simultaneously, we use an N-bit shift register, where N can be used
to control the number of simultaneously-toggled flip-flops. Fig. 65 (b) shows a simplified
schematic for a 3-bit shift register, created by connecting N=3 flip-flops (FFs). Fig. 66
shows how logic is mapped onto an Altera Cyclone V FPGA chip for different values of N,
Dark blue blocks represent utilized resources (flip-flops and logic) while light blue blocks
denote unused resources. This Cyclone V FPGA chip is completely utilized (100% design
in Fig. 66) when N=36600, and designs with 50% and 30% utilization use N=18300 and
N=10980, respectivelly. Note that other FPGA chips may contain diferent numbers of
programmable elements (total available N ), so the same utilization percentage may require
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Figure 65: (a) Flip-flops switching signal pattern at fm=900 kHz; (b) Simplified building
block of an N-bit shift register.
different values of N to be selected when using other FPGA chips.
N=10980 (30%) N=18300 (50%) N=36600 (100%) 
Figure 66: Logic utilization mapping of an ALTERA Cyclone V FPGA chip.
6.3 Estimation of Resistance and Reactance
Output impedance of a power supply network in integrated circuits is the parallel combina-
tion of output impedances of individual power-supply connections of all flip-flops[84]. The
more flip-flops are connected, the more individual power supplies are connected in parallel,
which reduces impedance. That is, the total input impedance of the proposed RFID tag is
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inversely related to the logic utilization N . Given this relationship between logic utiliza-
tion and input impedance, we introduce a modulation loss factor, M , which relates the total








where Z1(x%) and Z0(x%) are the estimated high state (1s) impedance and low state (0s)
impedance of the FPGA chip, and parameter x represents the percentage of total logic
resources being configured. Impedance, Z1/0, consists of resistance, R1/0, and reactance,
X1/0, where R1/0 is the real part of the high/low state impedance and X1/0 is the imaginary
part of the high/low state impedance, i.e., Z1/0 = R1/0 + jX1/0. Resistance and reactance












Z1(10%) and Z0(10%) are the estimated high state (1s) and low state (0s) impedance of an
FPGA chip where 10 % of total resources are utilized. The input impedance of the tag is
equal to free space impedance, 377 Ω, since there is no antenna but only air at the interface
between the carrier signal and FPGA chip.
In order to estimate Z0(10%) and Z1(10%), we first calculate the values of R1/0 and
X1/0 using transistor’s SPICE model parameters (22nm PTM LP model in [117], which
shares the same technology node as the Altera Cyclone V FPGA) to determine a range for
R1/0, X1/0, and the corresponding Z1/0. We then perform curve fitting between the mea-
sured backscattered power and the modeled backscattered power to estimate the optimal
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value of Z1/0. According to [118], Rn (R0) and Rp (R1) presented in Fig. 63 (b-3) can
be estimated by Rn/p = (Rlin,n/p + Rsat,n/p)/2, where Rlin,n/p and Rsat,n/p are the on re-

























)n/p(VDD − VSS − Vth,n/p)2
. (38)
k′n/p represents un/pCox, where un/p is the mobility of NMOS/PMOS andCox is the gate ca-
pacitance. W andL are the width and length of the transistor, respectively. VSS and VDD are
the source and drain voltage, respectively. Vth,n/p is the threshold voltage of NMOS/PMOS.
Detailed values of the above parameters can be found in [117, 115, 119]. The expressions
and estimated values of parasitic capacitancesCgd,Cdb,Cg,Cw, andCL are presented in Ta-
ble 7, and the definitions of the corresponding parameters are provided in Table 8. Results
in [117, 115, 119] provide detailed values of the parameters for the parasitic capacitance.




Cgd1 2ConWn 0.0143 0.0143 
Cgd2 2CopWp 0.0143 0.0143 
Cdb1 KeqbpnADnCJn + KeqswnPDnCJSWn 0.0524 0.0662 
Cdb2 KeqbppADpCJp + KeqswpPDpCJSWp 0.0692 0.0584 
Cg3 CoxWnLn + (2Con)Wn 0.074 0.074 
Cg4 CoxWpLp + (2Cop)Wp 0.074 0.074 
Cw From extraction 0.085 0.085 
CL Cgd1+Cgd2+Cdb1+Cdb2+(Cg3+Cg4)*N+Cw 0.383 0.386 
Using the resistance and reactance values estimated from the SPICE model as a boundary
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Table 8: Definitions of the Parameters for the Parasitic Capacitance
Parameter Definition 
Cox_n/p ( fF/um2) Gate CAP (CAP per unit area by gate oxide) 
Con/p (fF/um) Overlap CAP 
CJn/p (fF/um2) Bottom junction CAP 
CJSWn/p (fF/um) Sidewall junction CAP 
ADn/p (um2) Drain area 
PDn/p (um) Drain perimeter 
Keqbpn/p Bottom plate capacitor linearization factor 
Keqswn/p Sidewall capacitor linearization factor 
condition, we then perform curve fitting between the measured backscattered power and the
modeled backscattered power to estimate the optimal value of (Z1, Z0). Fig. 67 presents
the estimated resistance (R1/0), reactance (|X1/0|), and the corresponding modulation loss
factor (M ) calculated by (34). Detailed descriptions of the backscatter measurement setup
















































Figure 67: Estimated values of R1, R0, |X1|, |X0|, and modulation loss factor (M ) with
respect to logic utilization (%).
and the measured backscattered power can be found in Chapter 7. The M describes the
modulation loss factor as a function of the logic utilization of the digital circuits and is a
crucial component in the propagation model introduced in this thesis, which can be used to
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estimate the link budget. Please note that the impedance value and the propagation model
are estimated and developed at 26.5 GHz (|X1/0| is a function of frequency) since the com-
pact antenna form factor at 26.5 GHz has a shorter Fraunhofer distance that guarantees
far-field propagation for the measurement distances we studied. Although Fraunhofer dis-
tance at 300 GHz is even shorter due to smaller antenna size, the higher attenuation at 300
GHz limits the distance range for the development of the proposed propagation model.
6.4 Summary
This chapter presents a circuit impedance model that explains the modulation mechanism
of the backscatter radio generated by the switching transistors inside digital circuits and
describes the relation between the total input impedance and the logic resources of the
digital circuits. The procedure of estimating the impedance (resistance and reactance) of
the antenna-less RFID tag from SPICE model parameters is also presented.
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CHAPTER 7
PROPAGATION MODEL FOR ANTENNA-LESS BACKSCATTER RADIO
7.1 Overview
A complete propagation model for traditional backscatter radio systems is required to as-
sess link budget, which is important for evaluating the feasibility and reliability of a wire-
less link. However, the existing backscatter propagation model does not provide the estima-
tion of the modulation loss resulting from the switching activity of the digital electronics,
and thus cannot be directly applied to the proposed antenna-less backscatter radio link.
To address this need, this chapter introduces a new propagation model for the antenna-
less RFID tag. The proposed propagation model consists of a modulation loss factor (due
to the switching of transistors) that is derived from the proposed circuit impedance model
introduced in Chapter 6, and can be used to estimate link budget. Detailed derivation of the
proposed backscattered power model and validation with measurements are provided. The
shadowing gain for the carrier power and the backscattered power have been characterized
as 3.93 dB and 0.96 dB, respectively, showing that the backscattered channel can provide a
more reliable link that is resistant to the constructive and destructive interference from the
multipaths as compared to the carrier link.
The remainder of the chapter is organized as follows. Section 7.2 presents measured
backscattered signal to demonstrate that the impedance difference between transistor gates
in the high-state and in the low-state can change the radar cross section and modulate the
backscattered signal through amplitude modulation. Section 7.3 introduces the propagation
models for the proposed RFID tags, including the carrier power model and the proposed
backscattered power model. Modeling results are tested against measurements. Finally,
Section 7.4 provides some concluding remarks.
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7.2 Demonstration of Backscattered Modulation From Switching of Transistors in
Digital Electronics
This section demonstrates that the impedance difference between transistor gates in the
high-state and in the low-state can change the radar cross section and amplitude-modulate
the backscattered signal. Please note that for the demonstration of the proposed backscatter
modulation and the development of propagation model presented in this chapter, we use
an interrogating frequency at 26.5 GHz since it belongs to the FR2 band of the 5G spec-
trum and the compact antenna form factor in the mm-wave frequencies results in shorter
Fraunhofer distance that guarantees far-field propagation for the measurement distances we
studied. Although the Fraunhofer distance at 300 GHz is even shorter due to smaller an-
tenna size, the higher attenuation at 300 GHz limits the distance range for the development
of the proposed propagation model. For the demonstrations of the proposed antenna-less
RFID tags with multi-bit static and dynamic IDs interrogated at other frequencies such as
5.8 GHz, 17 GHz, and 300 GHz, readers can refer to Chapter 8.
7.2.1 Measurement Setup
An Agilent MXG N5183A Signal Generator with input power of 15 dBm (31.6 mW) and
fcarrier =26.5 GHz is used as a signal source and an Agilent MXA N9020A Vector Signal
Analyzer is used to record the signals. An Altera DE0-Cyclone V FPGA board is used as
the RFID tag as shown in Fig. 68 (a). For interrogation, we use horn antennas (A-INFO
LB-28-10) shown in Fig. 68 (b) that operates from 26.5 GHz to 40 GHz with 55◦ HPBW
and an average isotropic gain of 10 dBi.
7.2.2 Measurement Results
The switching frequencies (fm, shown in Fig. 65 (a)) of the flip-flops in the FPGA board are
set as 900 kHz with logic utilization of 100 %. Fig. 69 shows the measurement results with
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(a) (b) (c) (d) (a) (b) 
Figure 68: (a) Altera Cyclone V FPGA board; (b) measurement setup for the 26.5 GHz
measurement.
fm=900 kHz (red). The standby curve (blue) is the measured power spectrum when FPGA
board is turned on but not switching. Distinct modulated sidebands are observed at 26.5
GHz ± 900 kHz. Signal strength of the modulated sideband is around -122 dBm with an
SNR of around 26 dB. In the standby mode, other modulated sidebands around 26.5 GHz
are also observed. Since the measurement is conducted in an indoor office environment,
these modulated sidebands are results from surrounding interference, e.g., measurement in-
struments, LCD monitors, mobile phones, WiFi routers, etc. Note that conductive traces
on an FPGA board that connect the FPGA chip to GPIO pins may act as antennas
and radiate the backscatter signal. We disconnect these traces to verify that the signal
is coming from the FPGA chip itself and not from the board. When turned on, GPIO
pins can still operate correctly but will produce stronger RFID signal. Our experi-
ment results in Fig. 69 verify that switching electronics can establish backscatter channels
without any antennas or RF front-end circuits.
7.3 Propagation Models
This section introduces the propagation models for the proposed RFID tags, including the
carrier power model and the proposed backscattered power model. Modeling results are
tested against measurements at 26.5 GHz.
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900 kHz 
Figure 69: Measured backscattered power with fcarrier =26.5 GHz and fm =900 kHz
(red). The standby curve (blue) is the measured backscattered signal when FPGA board is
turned on but not switching.
7.3.1 Carrier Power Model
A carrier power model that is similar to the FI pathloss model in (2) is used except that the
value being modeled is the received power in dBm rather than the pathloss in dB, which is
expressed as





+XPrx carrierσ , d ≥ d0. (39)
The reference distance, d0, is 10 cm. The carrier power model parameters (α, β, and σ)
are estimated by curve fitting the measured carrier power to (39). The absolute value of
parameter β in (39) is equivalent to the PLE in the FI pathloss model in (2).
For the measurement of the carrier power, horn antennas (A-INFO LB-28-10) in Fig. 68
(b) that operates from 26.5 GHz to 40 GHz with 55◦ half-power beamwidth (HPBW) and
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10 dBi gain are used as the Tx and Rx. The interrogating signal has a carrier frequency
of 26.5 GHz with a transmitting power (Pt) of 0 dBm. Note that when characterizing a
propagation channel, it is important to ensure the measurements are conducted in the far-
field range. The largest physical dimension of the horn aperture is 1.9 cm, which defines
the far-field boundary to be 6.2 cm at 26.5 GHz according to the Fraunhofer distance. As a
result, we vary the Tx-Rx distance from 10 cm to 60 cm with a step size of 1 cm such that
the far-field condition is satisfied.
Figure 70 presents the measured and modeled carrier power at 26.5 GHz with Tx-Rx
distance (d) varying from 10 cm to 60 cm in a NLoS link with an FPGA PCB board serv-
ing as a reflector. The absolute value of parameter β is estimated as 1.66, representing a
waveguide type of channel. Moreover, it can be observed that the received carrier power



















Figure 70: Measured carrier power and modeled carrier power at 26.5 GHz with Tx-Rx
distance varying from 10 cm to 60 cm in a NLoS link with an FPGA PCB board serving as
a reflector.
experienced significant fluctuation (periodic peaks and dips) over distance with a peak-to-
peak separation distance of around 2.5 cm. The lowest received power is observed as -67.1
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dBm at a Tx-Rx distance of 19 cm, which is more than 20 dB below the modeled aver-
age value (red curve). We conclude that the fluctuation in the received power is caused
by the constructive and destructive interference from two reflected paths: 1) ground reflec-
tions and 2) reflections between components on the PCB, e.g., surface mount capacitors,
resistors, switches, LEDs, I/O ports, buttons. Given that the center of the 26.5 GHz horn
antenna aperture is positioned at 6.5 cm above the ground plane with a beam width of 55◦,
a minimum path length around 30 cm is needed for the ground reflection to arrive at the
Rx. Therefore, for Tx-Rx distance of 10 cm–30 cm, the constructive and destructive inter-
ference is mainly contributed from multiple reflections between PCB board components,
while at Tx-Rx distance beyond 30 cm, the sources of constructive and destructive inter-
ference are combinations of ground reflections and the multiple reflections between PCB
board components. To quantify the fluctuation of the received carrier power, we have in-
vestigate the shadowing gain (Xσ) of the carrier power over distance and found that the
Xσ follows a log-normal distribution with its logarithmic equivalent having a zero-mean
(in dB) and standard deviations (σ) of 3.93 dB. CDF of the Xσ is presented in Fig. 71 to
confirm the log-normality of the shadowing gain.
Our empirical results showed that for the mm-wave chip-to-chip/board-to-board com-
munication scenarios that rely on the NLoS type of link with PCB boards serving as reflec-
tors [120, 121, 122], with Tx-Rx distance varying within a few wavelengths, the wireless
system may experience communication dead zones where the received power drops by
more than 20 dB from the average power level due to destructive interference from the
reflections from the components on the PCB board.
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Figure 71: CDF of received carrier power’s shadowing gain (Xσ) measured at 26.5 GHz at
d = 10 cm–60 cm in a NLoS link with an FPGA PCB board serving as a reflector.
7.3.2 Backscattered Power Model
The proposed backscattered power model addresses the modulated power results from the
switching activity of the transistors in the tag, which is defined as,
Prx backscattered = Stag radArx, (40)












Ptag rad in (42) is the reradiated power from the tag and is given by
Ptag rad = Stxσtag, (43)






and σtag in (43) is the RCS of the tag, which is defined as
σtag = AtagLreflM, (45)
where Lrefl in (45) is the reflection loss of the tag, which is estimated as -10 dB by compar-
ing the carrier power reflected from an ideal metal reflector, e.g., copper plate, versus from
an FPGA board at a Tx-Rx distance of 10 cm in the NLoS setup in Fig. 68 (b). M in (45) is
the modulation loss factor and its value is presented in Fig. 67. Atag in (45) is the antenna














Please note that the d in (47) is the distance from Tx/Rx to the tag. For the ease of ref-
erence, detailed descriptions of backscattered power model parameters and formulae are
summarized in Table 9.
Table 9: Backscattered Power Model Parameters
Next, we test the proposed backscattered power model against measurements. The same
measurement setup in Section 7.3.1 is used with Pt=0 dBm. Measurements were recorded
as Tx-Rx distance varies from 10 cm to 24 cm with a step size of 1 cm. The reason that
the Tx-Rx distance stops at 24 cm is because the backscattered power decreased below the
noise floor at distances beyond 24 cm. Note that when using a lower carrier frequency, the
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maximum distance can reach up to 2 m (demonstrated in Chapter 8) due to lower pathloss.
The tag’s modulating frequency, fm, is 900 kHz. We assume that there is no Tx-Rx antenna
polarization mismatch.
Figure 72 presents the measured and modeled backscattered power with respect to logic
utilization at Tx-Rx distances of 11 cm (black circle), 14 cm (red diamond), and 18 cm (blue
triangle). Results show a good agreement between the measured and modeled backscat-
tered power. Figure 73 presents the measured and modeled backscattered power with Tx-






















Figure 72: Measured and modeled backscattered power with respect to logic utilization (%)
at Tx-Rx distances of 11 cm (black circle), 14 cm (red diamond), and 18 cm (blue triangle).
Rx distance varying from 10 cm to 24 cm with logic utilization (%) of 100 % (black circle),
55 % (red diamond), and 15 % (blue triangle). It can be observed that the model has a good
match with the measurements. Interestingly, in contrast to the carrier power in Fig. 70, the
backscattered power does not have significant fluctuation as distance increases. We further
characterize the shadowing gain (Xσ) of the backscattered power over distance and found
that the Xσ follows a log-normal distribution with its logarithmic equivalent having a zero-
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Figure 73: Measured and modeled backscattered power with Tx-Rx distance varying from
10 cm to 24 cm with logic utilization (%) of 100 % (black circle), 55 % (red diamond), and
15 % (blue triangle).
mean (in dB) and standard deviations (σ) of 0.96 dB. CDF of the Xσ is presented in Fig. 74
to confirm the log-normality of the shadowing gain. The backscatter link has a lower σ
of 0.96 dB (compared to σ=3.93 dB in the carrier power) since backscatter modulation is
a result of the relative amplitude change from the carrier signal. Although the absolute
power level of the carrier signal experiences significant fluctuation as distance changes, the
backscattered power is not affected by the variation of the carrier power. Therefore, we
conclude that the backscattered channel can provide a more reliable link that is resistant to
the constructive and destructive interference from the multipaths as compared to the carrier
link.
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Figure 74: CDF of received backscattered power’s shadowing gain (Xσ) measured at 26.5
GHz at d = 10 cm–24 cm.
7.4 Summary
This chapter presents a new propagation model for the antenna-less RFID tag that can be
used to estimate the link budget. Detailed derivation of the proposed backscattered power
model is provided. Propagation properties such as shadowing gain have been analyzed for




STATIC AND DYNAMIC RFIDS AT 5.8 GHZ, 17 GHZ, 26.5 GHZ, AND 300 GHZ
8.1 Overview
This chapter describes the design methodology of the antenna-less RFID tags and presents
the applications of the proposed static and dynamic multi-bit IDs across various interro-
gating frequencies. To demonstrate that the proposed RFID tag is compatible with a wide
range of carrier frequencies, we have tested the following interrogating frequencies: 1) 5.8
GHz, a frequency typically used for RFID communications, 2) 17.46 GHz, a frequency
that we have identified to have the highest signal-to-noise ratio (SNR), 3) 26.5 GHz, a fre-
quency that can be used for 5G wireless communications, and 4) 300 GHz, a frequency
that belongs to the IEEE 802.15.3d [17] standard for THz communication. Additionally,
we have designed a variety of RFID applications to demonstrate the proposed RFID tag’s
flexible bit-configurations, including static IDs with 4, 6, 12, and 36 bits, multi-bit (4-, 8-,
and 12-bit) dynamic RFID tag, and single-bit dynamic RFID tag.
The proposed static ID configurations can transmit up to 36 bits simultaneously and
provide up to 68.7 billion (236) combinations of unique IDs, whereas existing RFID tags
with computational chips [123, 124, 125] can only transmit 1 bit simultaneously. The num-
ber and pattern of bits are fully re-configurable. This flexible bit design does not occupy
additional space on the printed circuit board of the FPGA as the number of bits increases.
The proposed dynamic RFID tags with 4 bits, 8 bits, and 12 bits were implemented and all
bits were successfully detected. The achieved data rates are comparable with work in [80],
where both 16-QAM (quadrature amplitude modulation) and 4-PSK (phase shift keying)
RFIDs are designed. We have also tested a single-bit dynamic RFID tag. By transmitting
one bit of information at a time to have better SNR, the proposed RFID tag can achieve
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a data rate of 100 kbits/sec with a bit error rate (BER) of 0.00000183 (10−6), which is
comparable to state-of-the-art RFIDs in [126, 127].
The remainder of the chapter is organized as follows. Section 8.2 describes the design
methodology of the antenna-less RFID tags. Section 8.3 describes measurement setup and
tests what is the maximum range at which the tag can be operated. Section 8.4 demonstrates
applications of the proposed static and dynamic multi-bit IDs across frequencies of 5.8
GHz, 17.46 GHz, 26.5 GHz, and 300 GHz. Finally, Section 8.5 provides some concluding
remarks.
8.2 Design Methodology
This section presents the design methodology for the static and dynamic multi-bit IDs. The
proposed RFID operates the same as traditional RFID when only one single-bit single-
sideband transmission is created. However, when higher data-rate is needed, traditional
RFID uses multiple amplitude and/or phase levels and multi-bit modulation schemes to
transmit the message in a single-sideband transmission. However, it is also possible to have
multiple inverters in the FPGA that switch at different frequencies, allowing for dynamic
or static multi-bit designs using frequency modulation. The advantage of multi-frequency
design is that receiver design is much simpler. For example, it does not require chan-
nel equalization and synchronization and detection is much simpler. To generate multiple
bits, multiple shift registers in Fig. 75 are used to switch at different fm. Parameter M ′
represents the number of total shift registers. Parameter NM ′ denotes the number of to-
tal configured flip-flops in the M ′th shift register. The more flip-flops are configured, the
higher SNR can be achieved. Parameter fmM ′ is the modulating frequency of theM ′th shift
















































Figure 75: Building blocks of the multi-bit RFID tag. M ′ is the number of total shift
registers (bits). NM ′ is the number of total configured flip-flops in the M ′th shift register.
fmM ′ is the modulating frequency of the M ′th shift register.
8.3 Measurement Setup
An Agilent MXG N5183A Signal Generator with input power of 15 dBm (31.6 mW) is
used as a signal source and an Agilent MXA N9020A Vector Signal Analyzer is used to
record the signals. An Altera DE0-Cyclone V FPGA board is used as the RFID tag as
shown in Fig. 68 (a). For interrogation, we use double ridge horn antennas (Com-Power
AH-118) shown in Fig. 76 (a) for 5.8 GHz measurements. The double ridge horn antenna
operates from 0.7 GHz to 18 GHz with average isotropic gain of 10 dBi. Fig. 76 (c) shows
the measurement setup with WR-62 standard gain horn antennas (PE9854/SF-20) operating
from 12.4 GHz to 18 GHz with average isotropic gain of 20 dBi that is used for the 17.46
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GHz measurement. The measurement setup for the 26.5 GHz measurement is described
in Chapter 7.2.1 and Fig. 68 (b). Finally, the 300 GHz measurement setup is presented in
Fig. 76 (c), where the same VDI Tx210 and Rx148 THz transceivers introduced in Chap-
ter 3.2 are used. Note that in Figs. 76 (a) and (b), a 3-mm thick plastic case is placed
between the Tx/Rx and the FPGA board to demonstrate that the proposed RFID tag can be
potentially integrated into electronic devices with plastic enclosures, e.g., laptops, smart-
phones, tablets, etc. Note that we use different horn antennas because none of them covers
all frequencies of interest, i.e., 5.8 GHz, 17.46 GHz, 26.5 GHz, and 300 GHz.












(a) (b) (c) 
Figure 76: (a) Altera Cyclone V FPGA board; measurement setup for the (b) 5.8 GHz, (c)
17.46 GHz, (d) 26.5 GHz measurements.
8.3.1 Interrogation Frequency, Distance, and Power Consumption
This section investigates the optimal carrier frequency to interrogate the proposed RFID tag
and the maximum distance at which the signal can be received. We use the measurement
setup in Fig. 76 (b) with Pt=15 dBm and fm=900 kHz. After sweeping carrier frequen-
cies from 1 GHz to 18 GHz, we have found that the highest SNR is around 40 dB in the
frequency range between 17 and 18 GHz. To test how far away we can receive backscat-
tered signal, we have configured an 1 bit RFID with 100 % logic utilization in order to
maximize the SNR and to achieve longer distance. Fig. 77 shows the measured backscatter
signal at a distance of 2 m. It is observed that the sideband appears at fcarrier + 900 kHz
with SNR around 5 dB. Empirically, we have determined that a minimum 2.7 % of total
logic resources is needed to provide one observable sideband (bit) with SNR around 3 dB
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Figure 77: Measurement results of the proposed 1-bit RFID with 100 % logic resources.
Distance is set at 2 m. fcarrier is set at 17.46 GHz and fm is set at 900 kHz.
at Tx/Rx-to-tag distance=20 cm. This implies that an FPGA chip can be used for multi-
ple tasks, i.e., enable an RFID tag without interrupting the normal function of the FPGA
chip. For example, if an FPGA is configured for intense data processing, we can reduce
the number of bits and logic utilization of each bit, e.g., an 1-bit RFID allocated with 8
% of total logic resources, leaving 92 % of free logic resources for data processing; if an
FPGA chip is mainly idle, we can increase the number of bits and logic utilization of each
bit, e.g., an 8-bit RFID with each bit assigned with 10 % of total logic resources for higher
SNR and data rate, leaving 20 % of free logic resources for non-RFID activities, e.g., com-
puting, DSP, etc. Therefore, there is great design flexibility while still supporting normal
functionality of an FPGA-based system. Regarding power consumption, given an Altera
Cyclone V FPGA configured at 100 % logic utilization, a typical DC current consumption
is 8.1 mA with a supply voltage of 1.1 V, which leads to a maximum power consumption
of 9.5 dBm (8.91 mW) [128].
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8.4 RFID Applications
This section demonstrates that the proposed RFID tag can be used for several different
applications across various interrogating frequencies at 5.8 GHz, 17.46 GHz, 26.5 GHz,
and 300 GHz: 1) static IDs with 4, 6, 12, and 36 bits; 2) dynamic multi-bit communications;
3) high data rate communications.
8.4.1 Static Multi-Bit IDs
The first application is the static ID with 4 bits, 6 bits, 12 bits, and 36 bits, respectively. The
“static” term means that the designed bit pattern does not change over time. Information
stored on the tag depends on total number of bits. We use multiple shift registers design
described in Fig. 75 to configure multi-bit RFID design. The Tx/Rx-to-tag distance is 20
cm for the 5.8 GHz, 17.46 GHz, and 26.5 GHz measurement, and 10 cm for the 300 GHz
measurement.
For the design of 4-bit, 6-bit, 12-bit, and 36-bit RFIDs, fm is set in a range of 1.39
MHz–2.08 MHz, 860 kHz–1.04 MHz, 700 kHz–1.04 MHz, and 300 kHz–1.04 MHz and
25 %, 15 %, 8.3 %, and 2.7 % of logic resources are assigned to each bit, which contributes
a total logic utilization of 100 %, 90 %, 99.7 %, and 97.2 % and a corresponding power
consumption of 9.5 dBm (8.91 mW), 9.04 dBm (8.02 mW), 9.49 dBm (8.88 mW), and
9.38 dBm (8.66 mW) [128], respectively. Each bit can be turned on and off individually
to generate binary signals 1s and 0s with up to 68.7 billion (236) combinations of unique
IDs. We demonstrate the 4-bit, 6-bit, 12-bit static IDs at 300 GHz, 5.8 GHz, and 26.5 GHz,
respectively. The more bits are configured, the less logic resources are assigned to each bit,
which requires higher antenna gain to accommodate the lower SNR. As a result, we were
able to observe signals for a 36-bit static ID only at 17.46 GHz because it had the highest
SNR.
Measurement results are shown in Figs. 78–79. It can be observed that all bits are
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clearly identified and separated at least 15 kHz apart with SNRs ranging from 10 dB to
20 dB, providing sufficient margins for signal detection. Our designs demonstrate flexible
carrier frequency selection and bits configuration. Note that in Fig. 78 (b), due to atten-
uation, harmonics of lower sidebands do not cause observable interference to the higher
sidebands. The plastic enclosure as obstruction between the tag and the Tx/Rx (shown in
Figure 78: Measurement results of the (a) 5.8 GHz 6-bit static ID with 16% of logic re-
sources assigned to each bit and fm ranging from 860 kHz to 1.04 MHz; (b) 17.46 GHz
36-bit static ID with 2.7% of logic resources assigned to each bit and fm ranging from 300
kHz to 1.04 MHz; (c) 26.5 GHz 12-bit static ID with 8% of logic resources assigned to
each bit and fm ranging from 700 kHz to 1.04 MHz.
Figs. 76 (a) and (b)) can cause an extra 1 to 2 dB attenuation. The measurement results
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Figure 79: Measurement results of the THz 4-bit static ID with 25% of logic resources
assigned to each bit. fm ranges from 1.39 to 2.08 MHz.
8.4.2 Dynamic Multi-Bit Communications
The second application is dynamic multi-bit communications. The “dynamic” term means
the designed bit pattern changes over time. Compared to the static IDs in Section 8.4.1, here
an individual bit is turned on and off over time at a switching frequency (fs) to transmit
information. As a result, information stored on the tag is not limited by the total number
of bits but depends on fs and the total transmitting time. We use the design with multiple
shift registers described in Fig. 75 to configure the multi-bit RFID design.
We demonstrate the dynamic multi-bit ID at 17.46 GHz and 300 GHz by transmitting
specific symbols and showing that the exact symbols are successfully detected at the re-
ceiver. For the 17.46 GHz 4-bit, 8-bit, and 12-bit dynamic ID designs, each bit is allocated
with 8 % of logic resources and fs is set at 100 Hz. Consequently, the 4-, 8-, and 12-bit
designs have a total logic utilization of 32 %, 64 %, and 96 %, a corresponding data rate
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of 400 bits/sec, 800 bits/sec, and 1.2 kbits/sec, and a corresponding power consumption of
4.55 dBm (2.85 mW), 7.56 dBm (5.7 mW), and 9.32 dBm (8.55 mW), respectively. The
Tx/Rx-to-tag distance is 20 cm. For the 300 GHz 4-bit dynamic ID design, 25% of logic
resources are assigned to each bit, which contributes a total logic utilization of 100% and
a maximum power consumption of 9.5 dBm (8.91 mW). fm is set in a range of 1.67 to 2.5
MHz and fs is set at 4 Hz, which contributes to a data rate at 16 bits/sec. The Tx/Rx-to-tag
distance is 10 cm.
Figure 80 presents symbol patterns measured at the receiver for the 17.46 GHz 4-bit de-
sign. Data symbols are designed in the following patterns: (1111), (1000), (1010), (0101),
(0011), (0111). The fm ranges from 1 MHz to 1.14 MHz to accommodate all 4 bits. Mea-
surement results show that all the symbols are successfully detected and match the designed
signal patterns. In the 17.46 GHz 8-bit and 12-bit designs, the fm ranges from 1 MHz to
1.39 MHz and from 1 MHz to 1.79 MHz, respectively. The 8-bit design has symbol patterns
of (11111111), (00000000), (10011100), (10000011) and the 12-bit design has symbol pat-
terns of (111111111111), (000000000000), (100000011100), (100000000011). Similarly,
all symbols of the 8-bit and 12-bit RFID are successfully detected as shown in Figs. 81 and
82. Note that the plastic enclosure as obstruction between the tag and the Tx/Rx (shown in
Fig. 76 (b)) can cause an extra 1 to 2 dB attenuation. The measurement results shown in
Figs. 80–82 are without obstruction for better SNR demonstration. Measurement results
of the 300 GHz 4-bit dynamic ID is presented in Fig. 83. Data symbols are designed in the
following patterns: (1000), (1010), (0101), (0011), (0111). The fm ranges from 1.67 MHz
to 2.5 MHz to accommodate all 4 bits. Measurement results show that all the symbols are
successfully detected and match the designed signal patterns.
8.4.3 Dynamic Single-Bit Communications With Maximum Data Rate
The third application provides high data rate communication between the interrogator and
the tag. We have designed a 1 bit RFID with 100 % logic utilization and maximum power
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Figure 80: Measurement results of 17.46 GHz 4-bit RFID for dynamic communications.
fm ranges from 1 MHz to 1.14 MHz. Symbol patterns: (1111), (1000), (1010), (0101),
(0011), (0111).
consumption of 9.5 dBm (8.91 mW) to maximize SNR. The fm is set at 1.92 MHz and the
fs is set at 100 kHz, providing a data rate of 100 kbits/sec. The interrogation frequency
is 17.46 GHz and the Tx/Rx-to-tag distance is 20 cm. In order to estimate the bit error
rate (BER), we use the VSA with a sampling rate of 2.56 MHz to record more than 1
million transmitting bits (1091227 bits) for around 11 seconds. The RFID tag modulates
the carrier signals with a testing symbol pattern of (111010). Fig. 84 presents the measured
signal strength of the transmitted symbols. The solid curve is the modulated backscatter
signal measured by the VSA, while red circles are post-measurement signal processing
sampled signals. In order to detect bit 0 and bit 1, a threshold value of -81 dBm is chosen
since it provides the lowest BER. Our signal processing results show that only 2 errors are
detected among all 1091227 transmitted bits, that is, our proposed RFID tag achieves a
BER of 0.00000183 (10−6) at a data rate of 100 kbits/sec. Note that the plastic enclosure as
obstruction between the tag and the Tx/Rx (shown in Fig. 76 (b)) can cause extra 1 to 2 dB
attenuation. The measurement results shown in Fig. 84 are without obstruction for better
SNR demonstration.
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Figure 81: Measurement results of 17.46 GHz 8-bit RFID for dynamic communica-
tions. fm ranges from 1 MHz to 1.39 MHz. Symbol patterns: (11111111), (00000000),
(10011100), (10000011).
8.5 Summary
This chapter introduces the design methodology of the antenna-less RFID tags. The pro-
posed RFID tag can be interrogated at a wide frequency range from 5.8 GHz up to 300
GHz. The proposed RFID applications demonstrate flexible bit configurations, such as
static IDs with 4, 6, 12, and 36 bits, which provide up to 68.7 billion (236) combinations
of unique IDs, and multi-bit (4-, 8-, and 12-bit) dynamic RFIDs for communications. A
maximum data rate of 100 kbits/sec with a bit error rate (BER) of 0.00000183 (10−6) is
achieved.
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Figure 82: Measurement results of 17.46 GHz 12-bit RFID for dynamic communications.
fm ranges from 1 MHz to 1.79 MHz. Symbol patterns: (111111111111), (000000000000),
(100000011100), (100000000011).








Figure 83: Measurement results of the THz 4-bit dynamic ID with fm ranging from 1.67
to 2.5 MHz. A center frequency of 10.6 GHz presented in the figure is the Rx output
frequency down converted from the interrogating frequency at 300 GHz. Symbol patterns:
(1000), (1010), (0101), (0011), (0111), (1000), (0010), (0001), (0011).
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Figure 84: Measured signal strength of the transmitted symbols. The solid curve is the
modulated backscatter signal while red circles are the post-measurement signal processing
sampled signals. A threshold value is set at -81 dBm to detect a symbol pattern of (111010).
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CHAPTER 9
RESEARCH CONTRIBUTIONS AND FUTURE RESEARCH DIRECTIONS
9.1 Research Contributions
The ever-growing demand on the capacity of wireless communication indicates that data
rates will reach Terabit-per-second (Tbps) in the coming years. Terahertz (THz) bands
(300 GHz–10 THz) provide abundant unregulated bandwidth to realize Tbps high speed
links. This thesis addresses two problems needed to be solved to enable Tbps data rates: 1)
characterize and model wireless channels in data centers and 2) design THz antenna-less
RFID tags that can further reduce the device size by not using antennas and have potential
to attain ultra high data rates. The contributions of our research are summarized as follows.
• The development of THz wireless system in data centers would require the character-
ization and modeling of the propagation channel in which such a device will operate.
To understand the THz propagation channel in a data center environment, channel
sounding in a mock-up data center model has been conducted as a starting point,
which allows for more flexibility exploring a variety of potential propagation scenar-
ios. Detailed characterization of 300 GHz channels has been conducted in a mock-
up data center model for wireless R2R and B2B communications. Measurements are
performed in R2R LoS, R2R OLoS, R2R RNLoS, R2R ORNLoS, B2B RNLoS, B2B
ORNLoS, and B2B LoS scenarios, which evaluate the impact of Tx/Rx misalignment
and obstructions such as cables, metal cabinets, and mesh structures on THz propa-
gation, as well as possibility of using existing metal objects as reflectors that guide
waves for NLoS type of links. For the R2R LoS scenario, the channel with optical
lenses acts as a waveguide with a PLE of 1.48 and the optical lenses provide addi-
tional gain of more than 25 dB. PDPs reveal that optical lenses can cause additional
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multiple reflections. When obstructions of cables are present, ORNLoS link outper-
forms OLoS link with 2.5 dB lower shadowing gain and weaker multipath. For the
B2B scenario, a dual-reflector THz transceiver rack system has been proposed to en-
able wireless links across vertically stacked servers and allow easy maintenance and
repair of servers. The measured path loss approximates the Friis values in the LoS
link and in the RNLoS link with hollow vertical ground plane. Hollow rack structure
is preferred over solid metal due to its minimum reflection interference. When ob-
structions of cables are present, the ORNLoS link experiences 5–10 dB higher path
loss and on average 0.25 GHz lower Bc than the RNLoS link. Measured statistical
channel properties show that the shadowing gain caused by cable clusters follows the
log-normal distribution. Furthermore, Doppler shift in THz bands due to the effect of
cooling airflow turbulence, which causes cables to vibrate has also been measured.
Consequently, a 2-D geometrical propagation model that includes moving scatterers
is introduced for modeling the Doppler shift. From the 2-D model, the correspond-
ing DPS is derived and validated with measured data. Results show that a maximum
Doppler frequency is observed as 56.1 Hz. [51, 52, 53, 28, 54, 55].
• Inside a data center, high performance computing servers with metal enclosures are
vertically stacked up in metallic server racks, and rows of server racks are arranged
in parallel separated by aisles. Each server rack has a movable door with mesh struc-
ture that allows for circulation of the cooling airflow. Exposed cable clusters, e.g.,
power cables and auxiliary cables, exist between the server racks and server ma-
chines. This constitutes a unique propagation channel, whose properties need to be
explored. Therefore, a THz channel measurement campaign has been conducted in a
realistic data center environment. Various propagation scenarios such as LoS, NLoS,
OLoS, and ONLoS links have been studied. Channel properties such as pathloss,
PDP, and delay spread have been analyzed. It has been found that optical lenses can
provide additional gain of 29.3 dB in the LoS link at d = 175 cm, and 12.6 dB in
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the NLoS link at a path length of 282 cm, respectively. It has also been found that
cables and mesh structure can cause additional attenuation of about 20 dB and 6 dB,
respectively. Existing objects in data centers, e.g., Server-rack frames/pillars, serve
as ideal reflectors for the NLoS type of link. Furthermore, the Tx/Rx misalignment
tolerance range is found to approximate the diameter of the lens, and the impact of
cooling airflow on THz propagation can be overlooked. Towards diversity reasons, a
4× 4 virtual MIMO uniform linear array (ULA) has been applied for the characteri-
zation of a 4× 4 MIMO channel with cables serving as obstruction. The statistics of
amplitude fading in the MIMO channel have been investigated with results showing
an m-Nakagami distribution fit and a linear dependency on delay bins. [56, 55].
• From the measurement campaign conducted in a data center, it can be observed that
multipath components (MPCs) naturally group into clusters in some of the measure-
ment scenarios. Therefore, a cluster-based propagation model for THz propagation in
a data center environment has been proposed in such scenarios. Cluster-based models
have been widely used for indoor propagation channels across a wide range of fre-
quency spectra, from microwave (cellular), ultra-wideband (UWB), mm-wave, up to
THz bands. Clustering in the delay domain directly affects the delay spread, which is
important in determining the need for employing channel protection techniques, e.g.,
channel equalization, channel coding, or channel diversity to overcome the dispersive
effects of multipaths. Regardless of such wide applicability and the aforementioned
importance, no cluster-based model has been developed for THz propagation chan-
nels in data center environments. This thesis presents a cluster-based propagation
model for THz propagation in a data center environment. The proposed model is
validated with measured data, where the average numbers of clusters and rays are
estimated as 3 and 4, respectively, and the average inter-arrival time of clusters (1/Λ)
and rays (1/λ) are estimated as 4.4 ns and 0.24 ns, respectively. [56].
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• Traditional backscatter communication refers to a radio channel where a reader sends
a continuous carrier wave (CW) signal to a tag and retrieves information from a mod-
ulated wave scattered back from the tag. During backscatter operation, the input
impedance of a tag antenna is intentionally mismatched by two-state RF loads (Z0
and Z1) to vary the tag’s reflection coefficient and radar cross section (RCS) and to
modulate the incoming CW. However, the form factor of existing RFID tags have
limited room for further miniaturization since they all need to use antennas, which
are the largest parts of the tag. To further miniaturize the backscatter communica-
tion systems and enhance the coding capacity, a new backscatter architecture that
can operate without antennas and is compatible with a wide range of interrogating
carrier frequencies is needed. This thesis introduces the THz antenna-less RFID tag
based on a new backscatter radio generated from switching of transistors in digi-
tal electronics, which does not need to use antennas or any RF front-end circuits
thereby further reducing the device’s form factor. Moreover, the proposed antenna-
less RFID tags are compatible with a wide range of interrogating carrier frequencies
from sub-6 GHz up to 300 GHz, and can be implemented on existing electronics
without additional cost. Since this is a new type of backscatter communication, the
backscatter mechanism needs to be addressed. Therefore, a circuit impedance model
that explains the modulation mechanism of the new backscatter radio and describes
the relation between the total input impedance and the logic resources of the digital
circuits has been developed. The procedure of estimating the impedance (resistance
and reactance) of the antenna-less RFID tag is also presented. [57].
• A complete propagation model for traditional backscatter radio systems is required
to assess the link budget, which is important for evaluating the feasibility and relia-
bility of a wireless link. However, the existing backscatter propagation model does
not provide the estimation of the modulation loss resulting from the switching ac-
tivity of the digital electronics, and thus cannot be directly applied to the proposed
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antenna-less backscatter radio link. To address this need, this thesis introduces a new
propagation model for the antenna-less RFID tag. The proposed propagation model
consists of a modulation loss factor (due to the switching of transistors) that is de-
rived from the proposed circuit impedance model, and can be used to estimate a link
budget. Detailed derivation of the proposed backscattered power model and valida-
tion with measurements are provided. The shadowing gain for the carrier power and
the backscattered power has also be characterized. Results show that the backscat-
tered channel can provide a more reliable link that is resistant to the constructive and
destructive interference from the multipaths as compared to the carrier link.
• A design methodology of the antenna-less RFID tags has been introduced and the
applications of the proposed static and dynamic multi-bit IDs across various inter-
rogating frequencies have been presented. To demonstrate that the proposed RFID
tag is compatible with a wide range of carrier frequencies, the following interro-
gating frequencies have been tested: 1) 5.8 GHz, a frequency typically used for
RFID communications, 2) 17.46 GHz, a frequency that we have identified to have
the highest signal-to-noise ratio (SNR), 3) 26.5 GHz, a frequency that can be used
for 5G wireless communications, and 4) 300 GHz, a frequency that belongs to the
IEEE 802.15.3d standard for THz communication proposes. Additionally, we have
designed a variety of RFID applications to demonstrate the proposed RFID tag’s flex-
ible bit-configurations, including static IDs with 4, 6, 12, and 36 bits, multi-bit (4,
8, and 12 bit) dynamic RFID tag, and single-bit dynamic RFID tag. The proposed
static ID configurations can transmit up to 36 bits simultaneously and provide up to
68.7 billion (236) combinations of unique IDs, whereas existing traditional RFID tags
with computational chips can only transmit 1 bit simultaneously. The bit number and
bit pattern of the proposed RFID tags are fully re-configurable. This flexible bit de-
sign does not occupy additional space on the printed circuit board of the FPGA as
the number of bits increases. The proposed dynamic RFID tags with 4 bits, 8 bits,
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and 12 bits were implemented and all bits were successfully detected. A single-bit
dynamic RFID tag with maximum data rate has also been tested. By transmitting one
bit of information at a time to have better SNR, the proposed RFID tag can achieve a
data rate of 100 kbits/sec with a bit error rate (BER) of 0.00000183 (10−6). [57, 58].
9.2 Future Research Directions
In this thesis, we have developed a cluster-based propagation model for THz propagation in
a data center environment. The proposed model has been validated with measured data. Al-
though the measurement designs and results provided in this thesis are the starting point for
realistic performance evaluations and designs of THz communication systems in a data cen-
ter environment, to acquire a more generalized statistical characterization of the clustering
model, complementary measurements in other data centers with multiple Tx/Rx positions
would be required to validate how much the model parameters change from data center to
data center. Hence, the future research efforts may be devoted to generalizing the clustering
model by expanding the measurement campaign to multiple data centers. Furthermore, in
this thesis, channel properties of THz propagation in a data center have been analyzed from
a physical point of view in terms of pathloss exponent, shadowing gain, and RMS delay
spread. Another possible enhancement is to conduct channel characterization from a com-
munication perspective with transmission of real modulated data packets through various
scenarios such as the LoS, OLoS, NLoS, and ONLoS links, and to provide evaluation on
modulation schemes and estimation of channel capacity, peak data rate, and BER.
This thesis has also proposed a THz antenna-less RFID tag that can be interrogated
with carrier frequencies from sub-6 GHz up to 300 GHz. To fully utilize this new antenna-
less backscatter radio in the THz frequencies and achieve high data rate, the SNR of the
backscattered signal needs to be enhanced. Our preliminary work in [57] proposed that
specialized circuits, e.g., application specific integrated circuits (ASICs), can be fabricated
to further optimize the impedance difference between inverter’s high output and low out-
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put state to enhance backscattered signal strength. However, [57] only provided simula-
tion results, while the ASIC is not fabricated and measurement results are not available.
Therefore, the future research efforts may be directed toward investigating the possibility
of implementing the proposed antenna-less RFID tags on ASICs to enhance backscattered
signal strength. Moreover, all of the proposed RFID applications are demonstrated using
the Altera Cyclone V FPGA board. Another possible extension of our work is to explore




[1] T. Rappaport, Wireless Communications: Principles and Practice, 2nd. Upper Sad-
dle River, NJ, USA: Prentice Hall PTR, 2001, ISBN: 0130422320.
[2] A. Singh, J. Ong, A. Agarwal, G. Anderson, A. Armistead, R. Bannon, S. Bov-
ing, G. Desai, B. Felderman, P. Germano, and et al., “Jupiter rising: A decade of
clos topologies and centralized control in googles datacenter network,” SIGCOMM
Comput. Commun. Rev., vol. 45, no. 4, 183197, Aug. 2015.
[3] H. Vardhan, N. Thomas, S. R. Ryu, B. Banerjee, and R. Prakash, “Wireless data
center with millimeter wave network,” in IEEE Global Telecommunications Con-
ference GLOBECOM 2010, Dec. 2010, pp. 1–6.
[4] E. Baccour, S. Foufou, R. Hamila, and M. Hamdi, “A survey of wireless data cen-
ter networks,” in 49th Annual Conference on Information Sciences and Systems
(CISS), Mar. 2015, pp. 1–6.
[5] K. Ramachandran, R. Kokku, R. Mahindra, and S. Rangarajan, “60 ghz data-center
networking: Wireless = worry less?” In NEC Technical Report, Jul. 2008.
[6] T. Chen, X. Gao, and G. Chen, “The features, hardware, and architectures of data
center networks: A survey,” Journal of Parallel and Distributed Computing, vol. 96,
pp. 45–74, Oct. 2016.
[7] W. Zhang, X. Zhou, L. Yang, Z. Zhang, B. Y. Zhao, and H. Zheng, “3d beamform-
ing for wireless data centers,” in Proceedings of the 10th ACM Workshop on Hot
Topics in Networks, ser. HotNets-X, Cambridge, Massachusetts: ACM, Nov. 2011,
4:1–4:6, ISBN: 978-1-4503-1059-8.
[8] X. Zhou, Z. Zhang, Y. Zhu, Y. Li, S. Kumar, A. Vahdat, B. Y. Zhao, and H. Zheng,
“Mirror mirror on the ceiling: Flexible wireless links for data centers,” in Proceed-
ings of the ACM SIGCOMM Conference on Applications, Technologies, Architec-
tures, and Protocols for Computer Communication, ser. SIGCOMM ’12, Helsinki,
Finland: ACM, Aug. 2012, pp. 443–454, ISBN: 978-1-4503-1419-0.
[9] C. Zhang, F. Wu, X. Gao, and G. Chen, “Free talk in the air: A hierarchical topology
for 60 ghz wireless data center networks,” IEEE/ACM Transactions on Networking,
vol. 25, no. 6, pp. 3723–3737, Dec. 2017.
138
[10] D. Halperin, S. Kandula, J. Padhye, P. Bahl, and D. Wetherall, “Augmenting data
center networks with multi-gigabit wireless links,” SIGCOMM Comput. Commun.
Rev., vol. 41, no. 4, pp. 38–49, Aug. 2011.
[11] J. Y. Shin, E. G. Sirer, H. Weatherspoon, and D. Kirovski, “On the feasibility of
completely wireless datacenters,” in ACM/IEEE Symposium on Architectures for
Networking and Communications Systems (ANCS), Oct. 2012, pp. 3–14.
[12] Y. Cui, H. Wang, X. Cheng, and B. Chen, “Wireless data center networking,” IEEE
Wireless Communications, vol. 18, no. 6, pp. 46–53, Dec. 2011.
[13] A. Davy, L. Pessoa, C. Renaud, E. Wasige, M. Naftaly, T. Kürner, G. George, O.
Cojocari, N. O. Mahony, and M. A. G. Porcel, “Building an end user focused thz
based ultra high bandwidth wireless access network: The terapod approach,” in 9th
International Congress on Ultra Modern Telecommunications and Control Systems
and Workshops (ICUMT), Nov. 2017, pp. 454–459.
[14] B. Peng and T. Kürner, “A stochastic channel model for future wireless thz data
centers,” in International Symposium on Wireless Communication Systems (ISWCS),
Aug. 2015, pp. 741–745.
[15] Compare cables that are tangled together and cables organized beautifully like art,
https://gigazine.net/gsc_news/en/20081020_dirty_clean_
cable/, Gigazine, 2008.
[16] A. S. Hamza, J. S. Deogun, and D. R. Alexander, “Wireless communication in
data centers: A survey,” IEEE Communications Surveys Tutorials, vol. 18, no. 3,
pp. 1572–1595, 2016.
[17] “Ieee standard for high data rate wireless multi-media networks–amendment 2: 100
gb/s wireless switched point-to-point physical layer,” IEEE Std 802.15.3d-2017
(Amendment to IEEE Std 802.15.3-2016 as amended by IEEE Std 802.15.3e-2017),
pp. 1–55, Oct. 2017.
[18] I. F. Akyildiz, C. Han, and S. Nie, “Combating the distance problem in the millime-
ter wave and terahertz frequency bands,” IEEE Communications Magazine, vol. 56,
no. 6, pp. 102–108, Jun. 2018.
[19] N. Khalid and O. B. Akan, “Experimental throughput analysis of low-thz mimo
communication channel in 5g wireless networks,” IEEE Wireless Communications
Letters, vol. 5, no. 6, pp. 616–619, Dec. 2016.
[20] S. Mollahasani and E. Onur, “Evaluation of terahertz channel in data centers,” in
NOMS 2016 - 2016 IEEE/IFIP Network Operations and Management Symposium,
Apr. 2016, pp. 727–730.
139
[21] V. Petrov, J. Kokkoniemi, D. Moltchanov, J. J. Lehtomäki, Y. Koucheryavy, and
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