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Abstract
We give an overview of results on Brouwer’s fan theorem, in the
context of Bishop’s constructive mathematics.
Luitzen Egbertus Jan Brouwer (27 February 1881 2 December 1966)
Contents
1 Notation and definitions 2
2 The weak Ko¨nig lemma 4
3 The fan theorem 5
4 The uniform continuity theorem 7
5 The fan theorem for c-sets 10
6 Dini’s theorem 11
7 BD-N and sequential continuity 13
8 The fan theorem for Π01-sets 15
9 Bar induction 16
10 Notes 17
1 Notation and definitions
• N = {0, 1, 2, . . .} the set of natural numbers
k, l,m, n,N, i, j
• a statement P (n) holds eventually if ∃n ∀m ≥ nP (m)
• {0, 1}∗ the set of all finite binary sequences u, v, w
u = (u0, . . . , un−1)
v = (1, 0, 0, 1, 1)
• {0, 1}N the set of all infinite binary sequences α, β, γ
α = (α0, α1, α2, . . .)
• ∅ the empty sequence
• N = {u | ∀i < |u| (ui = 0)}
• 0 = (0, 0, 0, . . .)
• |u| the length of u
|∅| = 0, |(u0, . . . , un−1)| = n, |(1, 0, 0, 1, 1)| = 5
• {0, 1}n = {u | |u| = n}
• u ∗ v the concatenation of u and v
(u0, . . . , un−1) ∗ (v0, . . . , vm−1) = (u0, . . . , un−1, v0, . . . , vm−1)
(1, 0, 0, 1, 1) ∗ (1, 1) = (1, 0, 0, 1, 1, 1, 1)
u ∗∅ = u = ∅ ∗ u
• u ∗ 0, u ∗ 1, 0 ∗ u, 1 ∗ u, u ∗ α, 0 ∗ α, 1 ∗ α
• for n ≤ |w|, we write wn for restriction of w to the first n elements
wn = (w0, . . . , wn−1)
w0 = ∅
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• αn restriction of α to the first n elements
αn = (α0, . . . , αn−1)
• α =n β :⇔ αn = βn
• u < v :⇔ |u| = |v| ∧ ∃k < |u| (uk = vk ∧ uk = 0 ∧ vk = 1)
• u ≤ v :⇔ u = v ∨ u < v
Let A be a subset of {0, 1}∗.
• Ac = {u | u /∈ A}
• A◦ = {u | ∀w (u ∗ w ∈ A)}.
• A = {u | ∃k ≤ |u| (uk ∈ A)}.
• Au = {w | u ∗ w ∈ A}
• A has at most one element if ∀u, v (u, v ∈ A ⇒ u = v)
• An = A ∩ {0, 1}n
• a sequence u is a longest element of A if
u ∈ A ∪ {∅} ∧ ∀w (|w| > |u| ⇒ w /∈ A)
• LA = {u | u is a longest element of A}
• L′A = {u | u ∈ LA ∧ ∀w ∈ LA (w ≤ u)}
A subset A of {0, 1}∗ is
• decidable if ∀u (u ∈ A ∨ u /∈ A)
• a c-set if there exists a decidable subset D of {0, 1}∗ such that A = D◦
• closed under extension if
∀u ∈ A ∀w (u ∗ w ∈ A)
• closed under restriction if
∀u ∈ A ∀n ≤ |u| (un ∈ A) .
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• a tree if it is decidable and closed under restriction
• a bar if ∀α ∃n (αn ∈ A)
• a uniform bar if ∃N ∀α ∃n ≤ N (αn ∈ A)
• inhabited if ∃u (u ∈ A)
• finite if it is empty or if ∃u1, . . . , uk
(
A =
{
u1, . . . , uk
})
• infinite if for each n there existsm ≥ n such that the set Am is inhabited
• convex if
∀u, w ∈ A ∀v (u < v < w ⇒ v ∈ A)
• co-convex if {0, 1}∗ \ A is convex
Let T be a tree.
• α is a path of T if ∀n (αn ∈ T )
• α is a longest path of T if ∀u ∈ T (α|u| ∈ T )
• T has at most one path if
∀α, β
(
∃n (αn 6= βn) ⇒ ∃n
(
αn /∈ T ∨ βn /∈ T
))
2 The weak Ko¨nig lemma
Lemma 1. A tree is infinite if and only if it is not finite.
The weak Ko¨nig lemma is the following axiom.
WKL Every infinite tree has a path.
Lemma 2. For every subset A of {0, 1}∗,
(a) L′A has at most one element
(b) A is finite ⇔ A is decidable and L′A is inhabited.
Lemma 3. A tree T is infinite if and only if every longest path of T is a
path of T .
The longest path lemma is the following statement.
LPL Every tree has a longest path.
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Proposition 1. For every tree T there is an infinite tree T ′ such that
(a) T ⊆ T ′
(b) if T is infinite then T = T ′
(c) if T is convex then T ′ is convex
(d) if T is finite then T ′ has at most one path
(e) every path of T ′ is a longest path of T
(f) if T has at most one path, then T ′ has at most one path.
Proof. Define
u ∈ T ′ ⇔ u ∈ T ∨ ∃v ∈ L′T ∃w ∈ N (u = v ∗ w) . (1)
Corollary 1. The following are equivalent:
(a) WKL
(b) LPL
Corollary 2. The following are equivalent:
(a) Every infinite convex tree has a path.
(b) Every convex tree has a longest path.
3 The fan theorem
FAN Every decidable bar is a uniform bar.
Lemma 4. If B is closed under extension,
B is a uniform bar ⇔ ∃n ({0, 1}n ⊆ B) .
Lemma 5. Fix B ⊆ {0, 1}∗. Then
(a) B is closed under extension
(b) B ⊆ B
(c) B is decidable ⇒ B is decidable
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(d) B is a bar ⇒ B is a bar
(e) B is a uniform bar ⇒ B is a uniform bar.
Proposition 2. The following are equivalent.
(a) Every infinite tree with at most one path has a path.
(b) Every tree with at most one path has a longest path.
(c) Every decidable bar which is closed under extension is a uniform bar.
(d) FAN
Proof. Lemma 5 implies (c) ⇔ (d).
“(a) ⇒ (b)” Let T be a tree with at most one path. Define T ′ by (1). Note
that T ′ also has at most one path. By (a), T ′ is has a path α. By Proposition
1, α is a longest path of T .
“(b) ⇒ (c)” Let B be a decidable bar which is closed under extension. Set
T = Bc. Note that T is a tree. Since for all α there exists n such that
αn /∈ T , we can concluse that T has at most one path. Thus T has a longest
path α. Again, there exists n such that αn /∈ T . This implies that T is finite.
Therefore, B is a uniform bar.
“(c) ⇒ (a)” Fix an infinite tree T with at most one path. We show that
there exists n such that either
∀u ∈ {0, 1}n (0 ∗ u /∈ T ) (2)
or else
∀u ∈ {0, 1}n (1 ∗ u /∈ T ) . (3)
This gives a clear instruction how to choose the first element of a path of T .
Iterating this procedure yields a path of T . Define B ⊆ {0, 1}∗ by
u ∈ B :⇔ 0 ∗ u /∈ T ∨ ∀v ∈ {0, 1}|u| (1 ∗ v /∈ T ) .
Note that B is closed under extension. We will show below that B is a bar.
Assuming this, FAN implies that B is a uniform bar. Thus there exists n
such that {0, 1}n ⊆ B. Suppose that (2) does not holds. Then there exists
u ∈ {0, 1}n such that 0 ∗ u ∈ T . Since u ∈ B we can conclude that (3) holds.
It remains to show that B is a bar. Fix a sequence α. Define Bα ⊆ {0, 1}∗
by
v ∈ Bα :⇔ (0 ∗ α|v| /∈ T ∨ 1 ∗ v /∈ T ) .
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Note that Bα is closed under extension. Since T has at most one path, we
can conclude that Bα is a bar. By FAN, the set Bα is a uniform bar. Thus
there exists m such that {0, 1}m ⊆ Bα. This implies αm ∈ B. Thus we have
shown that B is a bar.
Corollary 3. WKL ⇒ FAN
Proposition 3. The following are equivalent.
(a) Every infinite convex tree with at most one path has a path.
(b) Every convex tree with at most one path has a longest path.
(c) Every co-convex bar is a uniform bar.
(d) 0 = 0
Proof. To show the equivalence of (a), (b), and (c), we just repeat the proof
of Proposition 2, noting that the respective convexity conditions carry over.
In order to prove (a), let T be an infinite convex tree with at most one path.
Set
α = (0, 1, 1, 1, . . .)
and
β = (1, 0, 0, 0, . . .) .
There exists n such that either αn /∈ T or βn /∈ T . Assume the former. Since
the tree T is convex, we either have
{w | w ≤ α(n+ 1)} ∩ T = ∅,
which implies (2), or else
{w | α(n + 1) ≤ w} ∩ T = ∅,
which implies (3). Iterating this yields a path of T .
4 The uniform continuity theorem
For a function F : {0, 1}N → N and u, we set
F (u) = F (u ∗ 0)
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and we define Fu : {0, 1}N → N by
Fu(α) = F (u ∗ α).
For each n, we define
F ≡ n ⇔ ∀α (F (α) = n) .
A function F : {0, 1}N → N is
• pointwise continuous if
∀α ∃n ∀β
(
αn = βn ⇒ F (α) = F (β)
)
• uniformly continuous if
∃n ∀α, β
(
αn = βn ⇒ F (α) = F (β)
)
• bounded if
∃N ∀α (F (α) ≤ N) .
• constant if
∃n (F ≡ n) .
Lemma 6. If F : {0, 1}N → N is uniformly continuous, then
F ≡ 0 ∨ ¬ (F ≡ 0) .
Lemma 7. Fix F : {0, 1}N → N.
(a) F is pointwise continuous ⇔ ∀α ∃n (Fαn is constant)
(b) F is uniformly continuous ⇔ ∃N ∀u ∈ {0, 1}N (Fu is constant)
Lemma 8. Let F : {0, 1}N → N be pointwise continuous. Then
{u | F (u) ≤ |u|}
is a bar.
Proof. For each α,
F (αn) = F (α) ≤ n
eventually.
Lemma 9. Uniformly continuous functions F : {0, 1}N → N are bounded.
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UC Every pointwise continuous function F : {0, 1}N → N is uniformly con-
tinuous.
Proposition 4. UC ⇒ FAN
Proof. Assume and let B be a decidable bar which is closed under extension.
The function
F (α) = min {n | αn ∈ B} . (4)
is pointwise continuous. By UC the function F is uniformly continuous and
by Lemma 9, it is bounded which implies that B is a uniform bar.
Fix functions F,M : {0, 1}N → N. The function M is a modulus of F if
(a) M is pointwise continuous
(b) ∀α, β,
(
αM(α) = βM(α) ⇒ F (α) = F (β)
)
.
Note that functions which have a modulus are pointwise continuous.
MUC Every function F which has a modulus is uniformly continuous.
Proposition 5. MUC ⇔ FAN
Proof. “⇒” The function defined by (4) is a modulus of itself. Therefore,
the proof of Proposition 4 carries over.
“⇐” Fix a function F : {0, 1}N → N and let M be a modulus of F . By
Lemma 8, the set
B = {u | M(u) ≤ |u|}
is a bar and therefore, by FAN, a uniform bar. Thus there exists N such that
∀α ∃n ≤ N (M(αn) ≤ N) .
This implies that
∀α (F (α) = F (αN)) ,
which yields the uniform continuity of F .
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5 The fan theorem for c-sets
Lemma 10.
(a) Decidable sets which are closed under extension are c-sets.
(b) Every c-set is closed under extension.
Lemma 11. For every subset D of {0, 1}∗ and every u we have
(Du)
◦ = (D◦)u.
Lemma 12. Let D be a subset of {0, 1}∗.
(a) D◦ is a bar ⇔ ∀α ∃n (Dαn = {0, 1}∗)
(b) D◦ is a uniform bar ⇔ ∃n ∀u ∈ {0, 1}n (Du = {0, 1}∗)
Lemma 13. For every pointwise continuous function F : {0, 1}N → N there
exists a detachable subset D of {0, 1}∗ such that:
(a) Fu is constant ⇔ Du = {0, 1}∗
(b) D◦ is a bar
(c) F is uniformly continuous ⇔ D◦ is a uniform bar
Lemma 14. Let D be a detachable subset of {0, 1}∗ such that D◦ is a bar.
Then there exists a function F : {0, 1}N → N such that:
(a) ∃m ≤ |u| (Fu ≡ m) ⇔ ∀α (Fu(α) ≤ |u|) ⇔ Du = {0, 1}∗
(b) F is pointwise continuous
(c) F is uniformly continuous ⇔ D◦ is a uniform bar
c-FAN Every bar which is a c-set is a uniform bar.
DEFU Let D be a detachable subset of {0, 1}∗ such that D◦ is a bar. Then
∃u (u /∈ D) ∨ D = {0, 1}∗.
DECO Let F : {0, 1}N → N be pointwise continuous. Then
∃α (F (α) 6= F (0)) ∨ F is constant .
Lemma 15. c-FAN ⇒ FAN
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Lemma 16. DEFU ⇔ DECO
Proposition 6.
WKL ⇒ FAN ∧ DEFU ⇔ c-FAN ⇒ FAN
m m
FAN ∧DECO ⇔ UC
Proof. We show WKL ⇒ DEFU. Assume WKL. Let D be a decidable
subset of {0, 1}∗ such that D◦ is a bar. Set B = D◦. We claim that for every
u we have
u ∈ B ∨ u /∈ B. (5)
Together with WKL and Corollary 3, this implies that B is a uniform bar.
We prove (5) for the case u = ∅, the general case is proved similarly. So we
have to prove
∅ ∈ B ∨ ∅ /∈ B. (6)
To this end, define a decidable subset F of {0, 1}∗ by
u ∈ F ⇔ u /∈ D ∧ ∀v (|v| < |u| ∨ v < u ⇒ v ∈ D) .
We show that
∃u (u ∈ F ) ∨ ¬∃u (u ∈ F ) , (7)
which implies (6). Define an infinite tree T by
u ∈ T :⇔
∀w (|w| ≤ |u| ⇒ w ∈ D) ∨ ∃v, w (v ∈ F ∧ w ∈ N ∧ u = v ∗ w) .
Let α be a path of T . We can show
i) ∃v (v ∈ F ) ⇔ ∃n (αn ∈ F )
ii) ∃n (αn ∈ F ) ∨ ¬∃n (αn ∈ F ).
This implies (7).
6 Dini’s theorem
A sequence (Fn) of functions Fn : {0, 1}N → N
• converges pointwise to 0 if
∀α ∃N ∀n ≥ N (Fn(α) = 0)
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• converges uniformly to 0 if
∃N ∀α ∀n ≥ N (Fn(α) = 0)
• is weakly decreasing if
∀α ∀n (Fn+1(α) ≤ Fn(α)) .
DINIPC Let (Fn) be a weakly decreasing sequence of pointwise continuous
functions Fn : {0, 1}N → N which converges pointwise to 0. Then (Fn)
converges uniformly to 0.
DINIUC Let (Fn) be a weakly decreasing sequence of uniformly continuous
functions Fn : {0, 1}N → N which converges pointwise to 0. Then (Fn)
converges uniformly to 0.
Proposition 7. DINIUC ↔ FAN
Proof. “⇒” Let B be a decidable bar which is closed under extension. For
each n, define a function Fn : {0, 1}N → N by
Fn(α) =
{
0 if αn ∈ B
1 if αn /∈ B .
Note that each Fn is uniformly continuous and that the sequence (Fn) is
nondecreasing and converges pointwise to 0. By DINIUC, the convergence is
uniform, which yields an N such that {0, 1}N ⊆ B. Therefore, B is a uniform
bar.
“⇐” Let (Fn) be a nondecreasing sequence of uniformly continuous functions
which converges pointwise to 0. Define
B =
{
u | (F|u|)u ≡ 0
}
.
Then B is a decidable bar and closed under extension. By FAN, it is a
uniform bar, which implies that (Fn) converges uniformly to 0.
Proposition 8. DINIPC ⇔ c-FAN
Proof. “⇒” Let D be a decidable subset of {0, 1}∗ such that D◦ is a bar. For
each n define a function Fn : {0, 1}N → N by
Fn(α) =
{
0 if ∀m ≥ n (αm ∈ D)
1 if ∃m ≥ n (αm /∈ D) .
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Note that this sequence fulfills the requirements of DINIPC. Therefore, there
exists N such that
∀α (FN (α) = 0) .
This implies {0, 1}N ⊆ D◦. Therefore, D◦ is a uniform bar.
“⇐” Let (Fn) be a weakly decreasing sequence of pointwise continuous func-
tions Fn : {0, 1}N → N which converges pointwise to 0. By c-FAN, each
Fn is uniformly continuous. Since c-FAN implies DINIUC by Lemma 15 and
Proposition 7, we can conclude that the sequence (Fn) converges uniformly
to 0.
7 BD-N and sequential continuity
In this section, variables like α, β, γ denote elements of NN.
A sequence α ∈ NN converges to ∞ if, for each k,
k ≤ αn
eventually. In this case, we write α→∞. Set
N
N
→∞ =
{
α ∈ NN | α→∞
}
.
Lemma 17. For each function g : N→ N the following are equivalent.
a) ∀α (g(αn) ≤ n eventually)
b) ∃β ∈ NN→∞ ∀α (g(αn) ≤ βn eventually)
c) ∀β ∈ NN→∞ ∀α (g(αn) ≤ βn eventually)
A function g : N→ N is pseudobounded if, for all α,
g(αn) ≤ n
eventually.
BD-N Every pseudobounded function is bounded.
• A sequence (αn) in NN converges to α ∈ NN if, for all m,
αn =m α
eventually. We denote this by αn → α.
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• A function F : NN → N is sequentially continuous if for each α ∈ NN
and each sequence (αn) in NN which converges to α,
F (αn) = F (α)
eventually.
• A function F : NN → N is pointwise continuous in α if
∃m ∀β ∈ NN (αm = αm ⇒ F (α) = F (β)) .
• A function F : NN → N is pointwise continuous if it is pointwise con-
tinuous in all α.
Proposition 9. The following are equivalent:
i) Every sequentially continuous function F : NN → N is pointwise contin-
uous.
ii) BD-N
Proof. “i) ⇒ ii)” Fix a pseudobounded function g : N → N. For each α,
define
Sα = {n | n ≤ g(αn)}
and
F (α) = maxSα.
Fix α, β and k. Note that
F (α) < k ⇒ g(αk) < k
and
F (α) = k ⇒ k ≤ g(αk).
This implies
F (α) < k ∧ F (β) < k ∧ α =k β ⇒ F (α) = F (β). (8)
Next, we show that F is sequentially continuous. Fix a sequence (αn) in NN
and α ∈ NN such that αn → α. For each n set
γ(n) = max {m ≤ n | αn =m α} .
Note that γ →∞. By Lemma 17, there exists N such that
∀n ≥ N
(
g(αnF (αn)) < γn
)
.
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Since F (β) ≤ g(βF (β)) for all β, this implies that
∀n ≥ N (F (αn) < γn) .
We may also assume that N is large enough such that
∀n ≥ N (F (α) < γn) .
Fix n ≥ N . Note that
• F (α) < γn
• F (αn) < γn
• α =γn α
n.
By (8) we can conclude that F (αn) = F (α). This concludes the proof that
F is sequentially continuous. By i), F is pointwise continuous which implies
that g is bounded.
“ii) ⇒ i)” Fix a sequentially continuous function F : NN → N. For each n
set
g(n) = max {k | k = 0 ∨ ∃u (|αk ∗ u| = n ∧ F (αk ∗ u) 6= F (α))} .
The function g is pseudobounded and therefore bounded. Thus, F is point-
wise continuous.
8 The fan theorem for Π01-sets
Lemma 18. Let (Bn) be a sequence of decidable subsets Bn of {0, 1}∗ such
that ∩Bn is closed under extension. For each n, set
B′n = ∩k≤nBk
and
B′′n = {u | ∀w (|w| ≤ n− |u| ⇒ u ∗ w ∈ B
′
n)} .
Then
• the sequence B′′n is decreasing
• each B′′n is closed under extension
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• ∩Bn = ∩B′′n.
Π01-FAN Let (Bn) be a sequence of decidable subsets Bn of {0, 1}
∗ such that
B = ∩Bn is closed under extension. If B is a bar, then it is a uniform
bar.
Proposition 10. Π01-FAN ⇒ c-FAN
Proposition 11. c-FAN ∧ BD-N ⇒ Π01-FAN
9 Bar induction
Let N∗ denote the sets of finite sequences in N. A subset B of N∗ is
• a bar with respect to N∗ if
∀α ∈ NN ∃n (αn ∈ B)
• closed under extension with respect to N∗ if
∀a, b ∈ N∗ (a ∈ B ⇒ a ∗ b ∈ B)
• inductive if
∀a ∈ N∗ (∀n (a ∗ n ∈ B) ⇒ a ∈ B) .
In this section notions like αn and a ∗ b, which were defined for binary se-
quences only, are used for sequences in N as well.
The following axiom is called bar induction.
BI Let B,C be subsets of N∗ such that
• B is a bar with respect to N∗
• B is closed under extension with respect to N∗
• C is inductive
• B ⊆ C.
Then ∅ ∈ C.
Proposition 12. BI ⇒ FAN
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Proof. Define κ : N∗ → {0, 1}∗ by
κ(a0, . . . , an−1) = (max(a0, 1), . . . ,max(an−1, 1)).
Let A ⊆ {0, 1}∗ be a bar. By Lemma 2, we can assume that A is closed
under extension. Define B ⊆ N∗ by
a ∈ B :⇔ κ(a) ∈ A.
Note that B is a bar with respect to N∗ and that B is closed under extension
with respect to N∗. Define C ⊆ N∗ by
a ∈ C :⇔ ∃n ∀u ∈ {0, 1}n (κ(a) ∗ u ∈ A) .
Note that C is inductive and that B ⊆ C. By BI we can conclude that
∅ ∈ C. This implies that A is a uniform bar.
10 Notes
For an introduction to Bishop’s constructive mathematics, see [7, 8, 9, 10].
For an essay on constructive mathematics, see [1]. The notion of longest
path and Corollary 1 are due to [16]. The observation that WKL implies
FAN is due to [12] and [16]. The notion of co-convex bar was introduced
in [6]. The notion of at most one path was introduced in [4]. The axiom
MUC was introduced in [2]. The axiom c-FAN was introduced in [3]. The
results on Dini’s Theorem are published in [5]. The notion of BD-N as well
as Proposition 9 are due to [13]. For an overview of constructive reverse
mathematics, see [11, 14, 15].
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