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We consider the Volterra-Lotka equations for n-competing species (n 2 2) in 
which the right-hand sides are periodic in time. We show that conditions given by 
K. Gopalsamy (J. Austral. Math. Sot. Ser. B 27, 1985, 6672), which imply the 
existence of a periodic solution with positive components, also imply the uniqueness 
and asymptotic stability of the solution. 0 1991 Academic Press, Inc 
Let us consider the Volterra-Lotka equations 
u;=ui 
[ 
b,(t)- i U,(l)l4j 1 ; l<i<?Z, (0.1) j=l 
when n 3 2 and au, bi: R -+ R are continuous, positive, and T-periodic for 
some common period T> 0. 
In [4] Gopalsamy has shown that the conditions 
min(b,) > C max(@ 
jsJ, min(ajj) 
max( b,); l<i<?Z, (0.2) 
where Ji = { 1, . . . . i - 1, i + 1, . . . . n}, imply the existence of a T-periodic 
solution u” of (0.1) all of whose components are positive. In [4] it was also 
shown that if the inequalities (0.2) hold and if, in addition, 
min(aii) > C max(aj,); l<i<n 
js 4 
(0.3) 
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then, ~(t)--‘(t)+0 as t-+ +co, for any solution u of (0.1) whose 
component has positive initial values. 
We shall prove that the second assertion of the Gopalsamy Theorem [4] 
is a consequence of conditions (0.2). This result was shown by Alvarez and 
Lazer [2] in the case n = 2. 
For each i= 1, . . . . n let us denote by Up the unique T-periodic and 
positive solution of the logistic equation 
U’= U[b,(t)-a,,(t)U]. (0.4), 
Our main result is the following. 
0.1. THEOREM. Suppose that 
bi(t)> 1 a,(f) u,“(t); l<iinn; tElW (0.5 1 
Je Jr 
then the system (0.1) has a T-periodic solution u” of whose components are 
positive. Moreover, if there are positive constants CI,, . . . . M, such that 
aiaii(t)> 1 ajffj,(r); ldidn; tER (0.6) 
, E Jn 
then u(t) - u’(t) -+ 0 as t + co, for any positive solution u of (0.1). 
Remark. It is easy to prove that max(Up) < max(b,/a,,) and hence (0.2) 
implies (0.5). We shall prove that the condition (0.2) also implies condition 
(0.6). So the Gopalsamy Theorem [4] is true only under the condition 
(0.2). 
1. SOME COROLLARIES TO THE MAIN RESULT 
In this section we get some corollaries to Theorem 0.1. In particular we 
shall prove that the Gopalsamy Theorem [4] remains true under condi- 
tions (0.2). We will get also a generalization of the main result of Alvarez 
and Lazer [Z]. 
Given x = (x1, . . . . x,) E R” we put x > 0 if xi > 0; i = 1, . . . . n. 
The points of R” are considered as columns vectors; x = col(x,, . . . . x,). 
1.1. THEOREM. Suppose that the conditions (0.2) are satisfied, then the 
system (0.1) has T-periodic solution u” all of whose components are positive 
and u(t) - u’(t) + 0, as t -+ 0, for any positive solution u of (0.1). 
Proof We know that the conditions (0.2) imply conditions (0.5); so it 
is suffices to prove that conditions (0.2) also imply conditions (0.6). To 
m/159/1-4 
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prove this let B = (b,) be the real n x n-matrix defined by bji = 0 and 6, = 
max(a,)/max(a,) if i #j. Thus B/3 < fi where p = col(min(b,), . . . . min(b,)). 
Let us fix E > n such that B,B < p where B, = B + E (identity); from Perron’s 
theorem we get a real positive eigenvalue Iz of B, such that 1 c 1 and 1111~ J 
for all eigenvalues ,B of B, (see [3, p. 2771 for details). Once again, from 
Perron’s theorem we have B,*a = Icr for some u > 0, where B: is the adjoint 
matrix of B,. Therefore B*a = (A- &)a < a which implies (0.6), and the 
proof is complete. 
1.2. Remark. Let B= (b,) be the n x n-matrix given by b,= 0 and 
b, = max(a,/a,) if i #j. If B has no eigenvalues in [ 1, co) then condition 
(0.6) is satisfied. 
Proof: From Perron’s theorem we have an eigenvalue 1 of B such that 
Z?a = la for some a > 0. Since I < 1 we get Ba < a, which implies (0.6); and 
so the proof is finished. 
1.3. COROLLARY. Let B be as in Remark 1.2 and assume that 2 ,< n < 3 
and det(Z- B) > 0 (I= identity matrix). Zf conditions (0.5) are satisfied then 
the assertions of Theorem 1.1 are true. 
Proof It is easy to verify that the conditions 2 < n ,< 3 and 
det(Z- B) > 0 imply that B has no eigenvalues in Cl, co). The proof follows 
now from Remark 1.2 and Theorem 0.1. 
1.4. COROLLARY. Suppose that n = 2 and 
max(4h) maxW& < 1 (1.1) 
max(azllb2) max(Wd < 1 (1.2) 
max(a211al,) max(add < 1. (1.3) 
Then the assertions of Theorem 1.1 are true. 
ProoJ It is easy to prove that the conditions (l.l)-(1.2) imply condi- 
tions (0.5). Moreover, (1.3) is equivalent to det(Z- B) > 0 where B is as in 
Remark 1.2. Thus, the proof follows Corollary 1.3. 
Remarks. (a) Corollary 1.4 was proved by Alvarez and Lazer [2] 
under the conditions 
max(b,) max(a,,) < min(a,,) min(b,) (1.4) 
max(b*) max(a,,) < minfa,,) min(b,). (1.5) 
It is clear that (1.4) and (1.5) imply (1.2) and (l.l), respectively. On the 
other hand, (1.4) and (1.5) imply that min(ail) min(az2) > max(a,,) 
max(a,,) which implies (1.3). 
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Finally it is easy to give many examples where conditions (l.l)-(1.3) are 
fulfilled but the conditions (1.4)-( 1.5) are not satisfied. So Corollary 1.4 is 
a generalization of the main result of [2]. 
(b) Following the ideas of Ahmad [ 11, Corollary 1.4 can be proved 
in the almost-periodic case. 
2. EXISTENCE 
In this section we shall prove the existence claim of Theorem 0.1. To 
prove this we need two intermediate results. 
2.1. PROPOSITION. Let u = (ul, . . . . u,) be a solution of (0.1) with u, > 0; 
1 < i <n; and let us fix t, in the domain of u. For each i = 1, . . . . n let Ui be 
a solution of (0.4) such that U,(t,)>ui(to), then vi(t)> u,(t) if t> t,; 
1 <i<n. 
Proox Let us fix i= 1, . . . . n. If vi(t) = ui(to) then U:(t,) > u;(to). There- 
fore, if Ui(to) > ui(to), then there exists t, > t, such that Ui > ui in (to, tl) 
and the proof follows from classical arguments. 
Remark. If u = ( ul, . . . . u,) is a positive T-periodic solution of (0.1) then 
ui< Up; 1 <<in. 
Proof. Suppose that ui( to) = Uy( to) for some i = 1, . . . . n and some to E R. 
From Proposition 2.1 we have that iJi > ui in (to, co) which contradicts the 
fact that Up - ui is T-periodic. Assume now that ui) Ui for some i = 1, . . . . n. 
Then (u,/Up)’ < 0 and this contradiction (ui/Up is T-periodic) finishes the 
proof. 
PROPOSITION. Let u, to, U,,..., U, be as in Proposition 2.1 and suppose 
that there is an E > 0 such that 
hi(t) > Eaii(t) + C a,(t) U,(t); l<idn, t>y, (2.1) 
.is J, 
then ui(t)>min{ui(t,),s}; t>tO; 16idn. 
ProoJ Let us define si=min{ui(tO),E} and ui(t)=ei-ui(t) (t>to). We 
shall prove that ui G 0 in [to, co). To prove this let us assume that 
ui(t2) >O for some t2 > 1,; since ui(t,) d 0, there is t, > t, such that 
ui( t r ) > 0 and ui( t, ) > 0; from this and Proposition 2.1 we get 
bitt,)< fJ aij(t,)uj(t,)<Eiaii(tl)+ 1 ai Uj(tl) 
j=l JE f, 
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which contradicts (2.1) and proves that u,(t) 3 si if t 2 to; 1~ i < n. Assume 
now that u,(tr) = si for some tl > to; then u;(tr) = 0 and as above we get a 
contradiction. So the proof is finished, 
From now on, UX: denotes the set of points x in R” such that XZ=- 0. 
Moreover u(t, X) = (u,(t, x), . . . . un(t, x)) denotes the solution of (0.1) 
defined by the initial condition ~(0, X) = x. Remember that u(t, x) is defined 
in [0, cc). 
2.3. THEOREM. If the conditions (0.5) are satisfied then the system (0.1) 
has at least a positive and T-periodic solution u” such that u’(t) > 0 for ah 
t E [w. Moreover, for each compact set Kc rW: there are Ed, Mk > 0 such that 
Ek<Ui(tyX)<Mk tft20 andxcK. 
Proof Since (0.5) is satisfied then there is E >O; s <min{ Up(O): 
1 <i<n}, such that 
hi(t) >&a,(t) + 1 aJt)[e + u;(t)]; te[W; 1 <i<n. (2.2) 
.iEJ, 
Let us define A = (x = (x,, . . . . x,)ER”:~~x~~UP(O);l~i~nn); from 
Propositions 2.1 and 2.2 it follows that the map F: A --f A; F(x) = u( T, x); 
is well defined. Remember that Up is T-periodic; 1 < i Q n. Since F is 
continuous then there exists x0 E A such that F(xo) = x0; so u’(t) := u(t, x0) 
is a T-periodic solution of (0.1) such that u’(t) > 0 for each t E [w. 
Let Kc IR: be compact set and for each x = (xi, . . . . x,) let us denote by 
Ui(t, x) the solution of (0.4), given by U,(O, x) = xi. It is not hard to prove 
that U,(t,x)-U:(t)+0 (as t-+ +co) uniformly for XCK (l<i<n); 
consequently, there is to > 0 such that Ui(t, x) < Up(t) + E if t > to, x E K, 
and 1 d i < n. Thus, by Proposition 2.1, one has ui (t, x) 2 min (ui (to, x), E > 
(t 3 to, 1 d i Q n, x E K) and hence there is an Ed z=- 0 such that ui(t, X) 2 sk 
(130, l<i<n, XEK). On the other hand u,(t,~)<U~(t,x)<~+U~(t) 
(C 3 to, x E K, 1 < i < n) and the proof follows easily. 
3. UNIQUENESS AND ASYMPTOTICITY 
In this section we prove basically the second part of Theorem 0.1. To 
prove this we shall need the following version of a theorem of Lazer [S]. 
3.1. THEOREM. Let B(t)= (b,(t)) b e a real functional n X n matrix 
defined and continuous in [0, co), such that b,(t) > 0; I< i, j < n, t 2 0. 
Suppose further that there is 6 > 0 such that 
b,(t) > 6 + C b,(t); l<i<n; t20. (3.1) 
isA 
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If r(t) denotes the fundamental matrix of the system x’ = B(t)x; 
f (0) = identity; then 
ll~(~)~II,~eebrII~Il,; t>o, WEW, 
where /wj(, =max{Iw,l, . . . . lwnl} ifw=(w,, . . . . WI,). 
In the next result we do not assume periodicity conditions on the 
coefficients bi and a, (1 6 i, j < n). 
3.2. THEOREM. Suppose that there are positive constants a,, . . . . CC,,, 6, 
such that 
Eia,(t)>6, + 1 ajaji(t); taO0; 1 di<n. (3.2) 
it 4 
If K c iw: is a convex set and there are positive constants .Q, Mk such that 
&k d ui( t, x) d M, for t > 0, x E K, 1 < i d n, then there are positive constants 
6, k such that 
II44 x)-d& y)II Bke-6’IIx--yll if t 20; x, y E K. 
where 11-11 is the usual Euclidean norm of R”. 
Proof: Let us fix x E K; we know that the partial derivative u,( t, x) is 
the fundamental matrix @,; Q,(O) = identity; of the linear system 
4’: = 4th x) m Yi- i a,(t) Ui(t, X) y,; l<i<n. 
I 9 j=l 
From the change of variable zi = y,/u,(t, x) we get 
n 
z: = - 1 a,(t) u,(t, x) z,. 
/=I 
(3.3) 
Notice that, if +, is the fundamental matrix of (3.3) with $,(O)=identity, 
then cDx(t) =D,(t) IC/,(t) D,(O))’ where D,(t) is the diagonal matrix, 
diag(u,(t, xl, . . . . u,(t, x)). 
Let A,(t) be the fundamental matrix, with .4,(O)= identity, of the 
adjoint system to (3.3), 
z: = i a,,(t) ui(t, x) zj; ldidn (3.4) 
/=I 
and let D, be the diagonal matrix diag(cc,, . . . . a,). Then r,(t) = 
0, ’ 0 A,y(t) 0 D, is the fundamental matrix (r,(O) = identity) of the linear 
system x’=B(t)x, where B(t)=(b,(t)) and b,,(t)=a,cr;‘u;(t,x)a.,,(t). 
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On the other hand 
b,(t)>d+ 1 b,(t); t>o, l<i<n, 
is J, 
where 6 =sk 6, min{cl;‘, . . . . LX;’ }. By Theorem 3.1 we have IlrX(t)wjloo > 
eat 11 wJ/ o. (t > 0, XE K, w E R”). From this, it is easy to prove that there is 
a positive constant such that Il~I,(t)-‘wjl </~,e-~‘IIwll (120, XE K, WE W) 
and hence Il$,(t)wll <k1e-6’II~II (120, XE K, WE IV). Therefore, there is 
k>O such that II@,(t)wJI <ke-“IJwJI (t>O, XEK, WEIR”) and the proof 
follows from the integral value theorem: 
44 x) - 4t, Y) = [; u,(t,(l-s)y+sx)(x-y)ds. 
Proof of Theorem 0.1. In Theorem 2.3 we have proved that the system 
(0.1) has at least a T-periodic and positive solution u’. On the other hand, 
conditions (3.2) are satisfied for some 6, > 0 because aV is T-periodic for all 
1 6 i, j< n. Now let Kc Iw: be a compact set. Without loss of generality, 
we can assume that K is a convex set (it suffices to consider the convex hull 
of K). And from Theorem 2.3 we get two positive constants sk, Mk such 
that &k < ~,(t, x) < Mk if x E K; 1 d i < n and t > 0. The proof follows now 
from Theorem 3.2. 
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