ABSTRACT : This study investigates the effects of economic factors and forest environments on rural residential area development in seven north central states of the U.S. by focusing on the relative importance of not only economic factors but also forest environments by forest type as core drivers of residential development. An empirical model of locations and magnitudes of population changes since 1950 in the north central region is first constructed, and then a panel model with fixed effects for counties is used to explain population growth by age group over time at the county level. Then a set of three equations is estimated for three major age groups, and a cross-sectional model is estimated for the last time period that regresses county-level environmental amenity variables on fixed effects coefficients for counties. Finally, an equation explaining changes in rural housing density is estimated. The results imply that immigrant age is a key factor influencing the choice of the place of residence and that the effects of environmental amenity factors on population growth and subsequent housing development in a county vary according to the age group.
I. Introduction
Population growth and shifting migration patterns can lead to new residential development in previously undeveloped locations and increased housing densities in existing residential areas. This trend is important for resource managers to understand and anticipate for at least two reasons: First, housing development can have various environmental impacts, and second, it can influence subsequent land-use decisions involving how remaining resource lands are managed (e.g., Radomski & Goeman, 2001; Wear et al., 1998; Munn et al., 2002) . Although mitigating potential adverse impacts of housing development on environmental amenities is desirable, by discouraging development near sensitive resource areas, the interaction between housing and amenities may have multiple and conflicting policy implications. For example, the protection of forest areas can increase the value of existing housing units, thereby stimulating further development (e.g., Irwin, 2002; Geoghegan, 2002) . On the other hand, an increase in the value of housing and accelerating development may encourage residents to place greater emphasis on protecting remaining forest areas (e.g., Kotchen & Powers, 2006) . Anticipating development and understanding its relationships with forest resources and environmental amenities as well as with economic factors can help land-use planners develop policies that can better protect forest resources and desired environmental characteristics in light of landscape changes likely brought about by new development. Predicting changes in housing development can also help land-use planners and resource managers to allocate planning efforts to areas most likely to experience substantial changes.
There are two general approaches in the literature on land economics to the examination of linkages between residential development and environmental amenities. One approach uses cross-sectional hedonic pricing models to estimate relationships between property values and attributes, including nearby environmental amenities, at a single point in time (McConnell & Walls 2005) . Studies using this static hedonic approach have typically estimated the extent to which various environmental amenities increase property or Yohan Lee and Seongtae Ji
• 202 • house values. For example, Tyrävinen and Miettinen (2000) find that house prices are significantly higher for houses within walking distance of forest land. Average prices of houses having views of forest land were 4.9% higher than those of houses without such views. Garrod and Willis (1992) test whether different mixes of tree species influence contributions of forests to prices of nearby houses. Irwin (2002) and Geoghegan (2002) find that permanently preserved open-space environments are more likely to contribute to property values than developable agriculture and forestland areas because a preserved open-space environment provides a certain absence of future development. These and other hedonic studies have characterized positive financial contributions of environmental amenities on homeowners and provide an economic rationale for environmental amenity protection.
A drawback of the static hedonic approach is that it overlooks the dynamic nature of housing price adjustment and the endogeneity of employment, housing, and amenities.
Recognizing this, Riddel (2001) estimates a dynamic regional economic model for the Boulder, Colorado, area for which the area of open space, the price and quantity of housing, and employment and earnings are endogenously determined. The integrated approach she employs has practical limitations. More specifically, almost everything is endogenous, and therefore there are very few variables with which predictions can be made and for which policy scenarios can be constructed. Nonetheless, the model provides some conceptual insights into structural linkages between housing and amenities. For example, Riddel (2001) finds that an active open-space purchase program can cause inflated house prices, a drop in average wages, and commercial and residential expansion.
The second and more direct approach to examining linkages between residential development and environmental amenities attempts to explain changes in land use over time as a function of economic and topographic factors typically associated with residential development as well as variables characterizing environmental amenities of interest. For example, Wear and Bolstad (1998) estimate a model to explain development characterized by increases in building density as a function of conditions in 1950, and slope and
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• 203 • elevation. Lewis et al. (2002) analyze the effects of public conservation lands on employment growth in the Northern Forest region of the U.S. by estimating a model of simultaneous employment growth and net migration based on panel data from nonmetropolitan counties. To measure the effects of environmental amenities in a more direct manner, Kline et al. (2007) create an econometric model of building density as a function of the population, proximity to urban centers, slopes, land-use zoning, and the existence of a panoramic view of any high peaks of the Oregon Cascade Range and find a significant positive effect of views on the likelihood of development over the study period. These studies approach the problem of residential development more directly than hedonic models by using measures of development as dependent variables. However, because they typically rely on relatively fine-scaled land-use data, their inclusion of economic factors is accomplished only indirectly (if at all) because of some difficulty in obtaining economic data at such fine scales. This limits the ability of these models to account for effects of socioeconomic changes influencing development.
This study investigates the relationships between economic factors, environmental amenities, and rural housing development in seven states covering the north central region of the U.S., namely Illinois, Indiana, Iowa, Michigan, Minnesota, Missouri, and Wisconsin. In particular, the study focuses on the relative importance of amenity and economic variables as drivers of changes in housing density. For this, an empirical model of locations and magnitudes of population density changes since 1950 in the north central region is constructed, and then a panel model (i.e., a cross-sectional/time series model) for some key variables such as income and populations estimated with fixed effects for counties is used to explain population changes over time at the county level. A set of three equations is estimated for three major age groups: a young-age (mobile) group (18-25), a middle-age (working) group (25-65), and an old-age (retirement) group (over 65). Those factors driving migration are identified by age group to provide insights into changes in housing density for those factors through their effects on migration decisions by age group. Fixed effects coefficients reflect variations not explained in these equations
• 204 • for population growth across counties and then become dependent variables in a crosssectional model of the last time period that analyzes the effects of forest cover and other county-level variables on differences in the population growth rate by county. Finally, an equation is estimated, explaining changes in housing density as a function of population changes and factors that may cause the two to differ.
II. Model
Housing density depends mainly on the population (e.g., Blanco, 1963; Lowry, 1966; Muth, 1971) , which is determined by in-migration, out-migration, and birth and death rates.
Population growth differs from net migration by net mortality (i.e., deaths less births).
However, because birth and death rates are strongly influenced by age structures (Bennett & Olshansky, 1996) , in-migration and out-migration often exist as more apparent determinants of population changes. Blanco (1963) and Lowry (1966) both suggest that changes in employment opportunities in a state can have significant effects on population changes. Therefore, a local labor market can be specified as two simultaneous equations:
(1) a population growth equation to represent labor supply and (2) an employment growth equation to represent labor demand.
This study assumes that individuals hold the housing stock for two main reasons: as an input into the production of housing services and as an investment. An individual's demand for the housing stock depends on attributes of a house, including those related to the location, such as proximity to recreational opportunities and services (e.g., medical facilities). These factors, together with variables influencing preferences for housing services, such as age, income, and technology, contribute to the housing stock's ability to serve as a home. In addition, housing demand depends on household wealth as well as on variables influencing the value of housing as an asset.
In particular, age is a key demographic variable that influences demand for location attributes of the housing stock. Depending on the age group-such as a young-age group (over 65)-the pace of residence is required to satisfy different needs in terms of employment, education, public and health facilities, and environmental amenities. For example, in counties characterized by abundant environmental amenities, previous studies have shown that immigration is higher in the retirement-age group (over 65) than in the working-age group because retirees are attracted to amenity-rich areas and may not be concerned about employment opportunities (Blomquist et al., 1988) .
To investigate the key drivers of population changes, the following equation is proposed as a reduced form (Lee et al. 2015) :
(1)
The terms P it and E it denote population and employment at the beginning of period t, respectively; X it , Y it , and Z it denote the sets of exogenous variables specific to each of population and employment, and the set of exogenous variables that impact both population and employment, respectively.
In addition, changing preferences for household size, occupancy rates, and second-home ownership can influence changes in housing density and may cause some divergence between population and housing density changes. Shifts in income or demographic factors such as the age structure of the population can have considerable influence on people's preferences and demand for housing. These relationships should be taken into account in any housing density model. If the total housing stock H it at time t in county i is denoted as the product of the population P t and the per capita housing stock h it as
Then, the rate of change in the housing stock HG it has two components (Lee et al.
2015) as follows:
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Hence, we can derive equation 3-1 as follows:
where the first term on the right-hand side of equation 3 is the rate of population change and the second term   is the rate of change in individuals' holding of housing. As 
III. Empirical Model

Specification
Preferences and income changes over individuals' life cycles give rise to differences between population changes and housing density. Because of the importance of age in preferences for both housing and environmental amenities and as well as the divergence of the population from the housing stock, a three-age-class specification is used to model
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• 207 • population changes as follows:
where PC 18 it , PC 25 it , and PC
65
it indicate net population growth rates, containing in-migration, out-migration, natural up-growth, and death and birth rate, by age group in county i in period t; P it , P it , and P it indicate total population density; X it is a set of exogenous variables that affect both migration and employment(i.e., X = (STCH, UE, INC, PC18, PC65, and EDHS)). Here we assume that the error terms (ε Here choose three age groups for analysis purposes to account for differences between young people in their mobile years (18 to 25), people in their working and family years (25 to 65), and people in their retirement years (over 65). The age-specific population growth equation is extended to include in-growth from the next younger age group to replace births in the youngest age group and up-growth in the next older age group.
Equations (4), (5), and (6) • 208 • offered by a county and the extent of social problems stemming from poverty (Lewis et al., 2002) . The level of unemployment and that of median family income by age are expected to be significantly different, reflecting each age group's ability to afford a house, and they may also reflect differences in housing demand by age group. In addition, the set of exogenous variables influencing migration and employment include the portion of the population in the county that includes young adults (PC18) and elderly individuals (PC65). The percentage of the population by age group matters because each age group has different migration and employment characteristics. Young people in their mobile years (18-25) tend to move frequently to find jobs, which is likely to influence both migration and employment. People in their retirement years also relocate frequently after retiring, which is also likely to influence both migration and employment in the county.
In addition, the portion of the educated population (EDHS) represents a variable influencing employment because education can reflect workforce quality.
The relationship between population and housing density changes (equation (4)) provides a theoretical basis for the empirical study. The empirical model of housing density changes is specified as follows:
where PC
18
, PC
25
, and PC 65 indicate the net population growth rate by age group and X h represent vectors of variables influencing housing density changes(i.e., X = (DS, WR, FR, and OCRATE)).
Equation (7) includes the explanatory variables influencing differences between population and housing changes. 1) These differences can be represented by the elasticity form of the individual housing stock. Regardless of whether the average individual holding of housing changes,  ≠  depends not only on long-term changes from changing 1) Difference between net migration and housing density changes can also be mathematically derived from equation (4) as follows:
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• 209 • wealth, amenities, and age class structures but also on short-term disequilibrium phenomena from fluctuations in the local economy (e.g., a housing bubble in the short term). In general, there is a lag in the housing stock response to resulting fluctuations in demand. To the extent that the positive rate of change in the individual holding of housing,   , is due to owners of second homes or vacation home construction, it arises from attributes of people who live elsewhere.
This study uses the variable of the distance from a large city (DS) to represent proximity to populations who may want to own second homes in the county and amenity variables including the proportion of the water area (WR) and the proportion of the forest area (FR) to represent recreational opportunities and other environmental services.
Because county-level housing prices are not available, the occupancy rate of the housing stock (OCRATE) is used to represent any disequilibrium in the housing market or a lag in housing stock adjustment to short-term fluctuations in the local economy. Preferences of homeowners for housing services are influenced by these factors, but the magnitude of their influence on homeowner preferences varies according to the age group.
Data and Estimation Methods
The theoretical model assumes that economic opportunities and location-specific environmental amenities drive migration and thus population changes to a large extent.
Independent variables consist of proxy variables intended to represent these factors.
However, the analysis is constrained by available data. County-level data are available in time series for key demographic and economic variables but are available for other variables of interest only in more recent years. In addition, some variables of interest are time-invariant and thus remain constant throughout the analysis period. To take advantage of all available information, a two-step modeling approach is taken.
Equations (4) That being said, only those counties that are highly urbanized are excluded because as many counties with some urbanization may also face substantial changes in land use.
The theoretical model specifies population changes in each age group as a function of regional demographic characteristics, lagged population density, economic opportunities, and location-specific amenities. Therefore, independent variables that measure demographic features, economic opportunities, and amenities are selected. However, the specification may not cover all factors that influence population changes, and therefore there may be a number of relevant but unobserved factors specific to counties that are not explicitly included in the model. These unobserved factors are expected to be correlated with observed independent variables. As a result, a fixed effects framework is considered instead of a random effects framework in which unobserved heterogeneity is not correlated with explanatory variables. The estimation of parameters using pooled least squares is biased because unobserved, county-specific heterogeneity has the same effect as an omitted variable.
The basic fixed effects model is as follows:
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• 211 • where α i is a county-specific constant term (Greene, 1997 differences between counties that are not accounted for by explanatory variables and not attributable to random disturbances. A set of county-level variables is used to examine linkages between population growth and environmental amenities in a county. In the second step, these constants are regressed on final-period values for time-invariant, county-specified variables as follows:
where county-specified variables include the proportion of the water area (WR) and the proportion of the forest area (FR) by species and the distance from a large city (DS) as proxies for the attractiveness of a county.
In this model, spatial autocorrelation may exist because neighboring counties can be influenced by the same omitted variables (Bockstael, 1996) . To address the potential problem of spatial autocorrelation, residuals from OLS estimates are used to test whether spatial autocorrelation exists by utilizing Moran's I-statistic,
where N is the number of observations,   is the vector of estimated residuals, W is a spatial weight matrix indicating the spatial structure of data, and M is the standardization Yohan Lee and Seongtae Ji
• 214 • factor equal to the sum of elements of W. It is assumed that the error structure takes the form      , where  is a scalar and v is a vector of spherical disturbances with zero mean. Here the ArcGIS software package is used to construct a W matrix through Hawth's tools, which are used to construct a full distance matrix table between points (e.g., the center of each county). If spatial autocorrelation is identified, then residuals from OLS are used to estimate the spatial autoregressive parameter  for each equation.
Then data are transformed using the matrix      , where M is an N x N identity matrix. If spatial autocorrelation is not identified, then no data transformation is performed.
Another econometric issue arises in the estimation of equation (7) because equations (4), (5), (6), and (7) are not independent. The dependent variable in (4), (5), and (6) appears on the right-hand side of (7) as an explanatory variable because the rate of population growth by age affects the rate of housing density change. In addition, it is first assumed that the exogenous variables in equation (7) can affect both population growth and housing density changes. Then the endogeneity problem must be addressed by using a consistent estimator. Here two-stage least squares (2SLS) and instrumental variable (IV) techniques are used to address this endogeneity issue and estimate model parameters.
All exogenous variables are chosen as IVs, and the rate of population growth by age is instrumented. The population growth of each state (STCH), the percentage of the young population (POP18), the percentage of the old population (POP65), median family income (INC), the unemployment rate (UE), the percentage of the educated population over 25 years of age (EDHS), and population density (PD) are assumed to be uncorrelated with   in equation (7) and used as IVs for the rate of population change by age (PC). However, if this system is recursive, then housing density changes are affected by population growth.
In this case, ordinary least squares (OLS) can serve as a consistent and efficient estimator because there is no issue of endogeneity. To verify the endogeneity issue, parameters are estimated using these two estimators, namely OLS and 2SLS.
• 215 • 
IV. Estimation Results
Econometric Estimates for Panel Models
Population growth equations (4), (5), and (6) are estimated using panel data and fixed effects models described in the previous section ( Significance: *10%, **5%, ***1%.
assumption that the least squares estimators of coefficients are biased and inconsistent because the (unobserved) error term is correlated with independent variables. This problem is avoided by using the fixed effects model, which embodies all observable effects and specifies an estimable conditional mean. For all age group models, the F-test (       for all i) rejects the null hypothesis, providing support for the use of the fixed effects model. Therefore, the fixed effects model is used to estimate coefficients of panel models.
The estimated equations explain approximately 25% of the variation in the total population and 60%, 67%, and 38% of the variation in the young-, middle-, and old-age groups, respectively (i.e., adj. R 2 = 0.25(A), 0.60(B), 0.67(C), and 0.38(D), respectively)
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• 217 • (Table 2 ). State population changes explain 17% of the variation in the total population and 49%, 27%, and 31% of the county-level variation (i.e., adj. in the population growth of the middle-age group can be better explained by economic and demographic factors than those of the young-and old-age groups.
Coefficients of economic variables such as median family income and the unemployment rate are significant at the 5% confidence level in all age groups. As expected, the estimated coefficient of median family income is positive, suggesting that an increase in income attracts people to live in the county by providing an opportunity to find a better job. On the other hand, the estimated coefficient of the unemployment rate is negative.
This expected result suggests that an increase in the unemployment rate induces some people to migrate to other locations. As expected, the estimated coefficient for the occupancy rate of the housing stock is negative and significant at the 5% confidence level for all age groups except for the young-age group. Because the occupancy rate can 2) To estimate the extent to which changes in the state population explain variations in county population growth, the average annual rate of change in the county population by age group (PCH**) is regressed on the average annual rate of change in the state population by age group (STCH**) and constant to determine adj.
  values.
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• 218 • be a proxy for house prices, an increase in these prices reduces the attractiveness of living in the county because of high living expenses. However, the estimated coefficient for the occupancy rate of the housing stock for the young-age group is not significantly different from zero, suggesting that house prices do not really affect location decisions of young individuals because they are less likely to purchase a house as a place of permanent residence.
Theory provides no expectation of the sign of any demographic variables because these conceivably can have positive or negative effects on population changes. The estimated coefficient for the percentage of the population in the young age group (18-25) is positive and significant at the 5% confidence level except in the model for the old-age group, suggesting that younger people are more likely to be drawn to residential locations with a large proportion of other young people. Although the estimated coefficient for the percentage of the population in the old-age group (66+) is negative and significant at the 5% confidence level, the equivalent estimated coefficient in the young-and middle-age groups is positive and significant at the 5% confidence level, which implies that young and middle-aged people are less likely to be attracted to places where middle-aged families are likely to live.
The estimated coefficient for the percentage of the population with a high level of education is negative and nonsignificant at the 5% confidence level for the young-and old-age groups but positive and significant at the 5% confidence level for the middle-age group (25-65). This suggests that an increase in the percentage of the population with a high level of education attracts people in the middle-age group with children. The estimated coefficient for population density is negative and significantly different from zero at the 5% confidence level, suggesting that an increase in population density reduces the population growth rate in all age groups. Although people want to live in a county area with a high population density, the migration rate may be limited by space.
• 219 • Significance: *10%, **5%, ***1%.
Effects of County-Specific Environmental Amenity Factors on Population Changes
The estimation results for effects of county-specific environmental amenity factors on the fixed effects (equation 9) are shown in Table 3 . These results are based on a cross-sectional model that analyzes the effects of forest cover by species and other county-level variables on differences in population changes between counties for the last time period (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) . Given the use of coefficients from the previous estimation and county-specific data, the spatial autocorrelation of residuals is tested. Because the effects of county-specific environmental amenity factors such as the proportion of the water area, the proportion of the forest area, and the distance from a large city are modeled, a potential source of spatial autocorrelation is the cross-county effect of these environmental factors on population growth in each county. Here Moran's I statistic is used to test the presence of spatial autocorrelation. Then any spatial autocorrelation is detected and adjusted for each equation. The null hypothesis of no spatial autocorrelation is rejected at the 1% level in each equation. The spatial autocorrelation parameter λ is estimated to be 0.40, 0.13, -0.13, and 0.09 for equations by age (Table 3) , which indicates the presence of some positive spatial autocorrelation in all groups except in the middle-age group.
The estimated coefficient for the proportion of the water area in the county is positive and significantly different from zero at the 5% confidence level, suggesting that a high proportion of the water area increases the population growth rate of a county. This may be because water is typically viewed as a desirable environmental amenity by most in large portions of the study area. People who enjoy living near healthy forests may be disinclined to live near insect-infested forests. Signs of coefficients by species are stable across all age groups, which implies that people do show common preferences for tree species in forests around their residential areas. The estimated coefficient for the distance from a large city is negative and significant at the 1% level for all age groups except for the old age group. The distance from a large city may be an important consideration when
3) This is referenced from the Area Changes for Forest Cover Types in the United States, 1952 to 1997 , with a projection to 2050 .
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• 221 • deciding on where to live for young-and middle-aged individuals such that the farther the location from the city, the less likely it is to attract young adults. This preference for proximity seems to coincide with the shorter commute time to potential employment opportunities as well as greater access to desired economic (e.g., shopping) and cultural (e.g., museums) amenities. However, the effect of city proximity diminishes after retirement. Younger groups desire a functional location more than retirement groups because the former are more likely to prioritize good infrastructure systems and access to large cities.
Differences Between Population and Housing Density Changes
Equation (8) is estimated using ordinary least squares (OLS) and two-stage least squares (2SLS) by defining a set of instrumental variables (Table 4) . First, the OLS model is used to estimate parameters based on the assumption of no endogeneity between dependent and independent variables. Second, the 2SLS model is used to identify parameters of structural models of endogenously determined dependent variables and provide consistent estimates of structural parameters. Hausman's (1978) specification test is used to test for the endogeneity of each regressor based on the remaining set of variables as instruments. 4)
However, population and housing density changes do not affect each other simultaneously but recursive. The population growth of a county affects housing density changes by increasing the demand for residential housing. The housing market in turn influences core economic variables, including income and the employment rate, which in turn influence regional population growth. Therefore, OLS provides a consistent and efficient estimator for coefficients for models of housing density changes.
4) The results fail to reject the null hypothesis that the least squares and instrumental variable estimates are the same, indicating the regressors to be exogenous.
• 222 • Significance: *10%, **5%, ***1%.
The estimated equations explain 82% (in Model 1) and 85% (in Model 2) of the variation in changes in the housing stock (Table 4) . Population changes explain 70% and 71% of the variation in changes in the housing stock. 5) The rest of the county-level housing variation is explained by other variables indicating the extent to which the county-level housing stock growth rate deviates from the county-level population 5) To estimate the extent to which changes in the state population explain variations in county population growth, the average annual rate of change in the county population by age group (PCH**) is regressed on the average annual rate of change in the state population by age group (STCH**) and constant to determine adj. R 2 values.
growth rate.
The estimated coefficients of variables for population changes (PCHTOT, PCH18TO25, PCH25TO65, and PCH65plus) are significantly different from zero at the 5% confidence level and indicate the dependence of changes in the housing stock on population growth (Table 4 ). The estimated coefficients for Model 1 indicate that every 1% increase in the rate of change in the total adult population produces an increase slightly less than 1% in the rate of change in the housing stock. This suggests that the population elasticity of the housing stock is inelastic (i.e., less than 1) on average in sample counties. In addition, the estimated coefficients for Model 2 also show that every 1% increase in the rate of change in the population in the 18-25, 25-65, and 65+ age groups produces -0.02%, 0.9%, and 0.1% increases, respectively, in the rate of change in the housing stock (Table 4 ). The estimated coefficient for population changes in the young-age group is negative, suggesting that an increase in the population in this age group contributes to a decrease in the housing stock. Conceivably, an increase in the population of the young-age group may reduce net housing density 6) if young adults in the 18-25 age group find existing houses to rent instead of buying new ones. They may also be more likely to share housing with housemates than older individuals. These results are consistent with the theoretical assumption about the effect of the age cohort on changes in housing density.
The occupancy rate of the housing stock can be a proxy for average house prices in a county. The coefficient estimates for Models 1 and 2 are significantly different from zero at the 5% confidence level and imply that home builders supply more houses in a county if prices are high. The estimated coefficient for the proportion of the forest area has signs varying according to the species. Oak Hickory and Aspen Birch are the most abundant forest types on private timberlands in the study area, and their estimated coefficients are positive and significant at the 5% confidence level. This suggests that the housing stock tends to increase near these forest types. By contrast, the estimated coefficient for Elm 6) Net housing density change = New housing stock-Old housing stock (to be destroyed).
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• 224 • Ash Cottonwood is negative and significant at the 5% confidence level, suggesting that housing is less likely to be located near this forest type. These results suggest that the proportion of the forest area by species has differential effects on changes in housing density in a county. Other variables such as water resources and the distance from a large city are not significant, implying little effect of these variables on changes in the housing stock. This suggests that either these variables do not factor into the growth of new housing or perhaps county-level housing density data are not finely scaled enough to capture prevalent effects.
V. Conclusions
This study presents a modeling framework for examining population and housing density changes because these are influenced by the behavior of individuals in three age groups. The proposed approach employs three estimation approaches, namely a fixed effects model, a spatial error model, and an OLS model. These empirical models are used to identify factors associated with population changes by age group and housing density changes in counties.
The study offers insights into effects of socioeconomic factors, forest resources, and environmental amenity factors on population growth by age group and rural housing development. The results indicate that the age of immigrants is an important factor in the choice of residential locations and specifically that the effect of environmental amenity factors on population growth varies according to age. Although socioeconomic factors such as median family income and the unemployment rate have considerable influence on the net population growth rate in all age groups, environmental amenity factors including water resources and forest type also play a role but have a greater impact on the older-age group than on the younger-age group. In addition, proximity to a large city has a positive effect on the housing choice of the young-age group but does not influence that of the old-age group. Because age influences an individual's interests and preferences
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• 225 • such as those concerning residential locations and house size, population growth by age group is a critical factor that can explain changes in the housing density of a region.
The analysis provides empirical estimates of effects of key economic variables on population growth by county. For example, the results verify that several important economic factors such as income and the unemployment rate influence human migration, which in turn influences changes in housing density. The occupancy rate as a proxy for the price of housing in the local housing market influences the population growth of a county. For example, people may prefer living in places with inexpensive, not expensive, housing. However, home builders may prefer to construct houses in regions with high house prices.
In addition, the analysis provides empirical estimates of effects of forest cover by species on housing density. Average immigrants tend to move into counties with more oak hickory and aspen birch and may avoid counties with spruce fir and elm ash cottonwood. Although the results imply distinct preferences of residents for neighboring forests by species, there are some limitations. These species cannot represent the general attitude of all residents in the study area. Instead, the results provide important insights into a general environment. Future research should focus on examining how environmental amenity factors and specifically forest types influence human migration and residential development in the perspective of a long transition period. This study's main contribution is to develop theoretical and empirical models that can explain locations and magnitudes of changes in county-level housing density since 1950 in the north central region of the U.S.
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