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1. Introduction
The eigenvalues of the Laplacian matrix associated with a weighted graph have been extensively
characterized in terms of topological features of the graph. Eigenvectors, as other important statistics
of the Laplacian matrix, provide signiﬁcant further information about graph properties and network
dynamics deﬁned on a graph. Hence, the characterizations of eigenvectors are needed for a range of
decentralized controls and dynamical-network analysis/design applications, including e.g. network
partitioning, synchronization design [2], and optimal network resource allocation [1]. Despite such
need, graph theoretic studies of the Laplacian’s eigenvectors are sparse (see [3–5] for some reviews of
these literature), and do not provide exact general characterizations of eigenvector-component values
in terms of graph constructs for arbitrary graphs. Of relevance to our work, Merris in [6] obtained
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some exact results regarding Laplacian eigenvalues/eigenvectors under certain special graph topology
changes (including upon coalescing of some particular vertices in a graph, e.g. ones that have identical
components in an eigenvector).
Motivated by problems in such areas as network identiﬁcation, graph partitioning, and secure
controller design, we have been seeking explicit characterizations of various Laplacian eigenvector
characteristics (including of eigenvector component values and differences). Speciﬁcally, these various
applications require eigenvector characterizations in terms of the associated graph’s topological struc-
ture, so as to permit design of the graph structure, veriﬁcation of estimator/algorithmic performance
for classes of graphs, and so forth. In this technical communique, we obtain that certain important
eigenvector characteristics can be computed explicitly in terms of the Laplacian’s eigenvalues, as well
as the eigenvalues of Laplacian-type matrices of graphs formed by coalescing vertices in the original
graph. Speciﬁcally, we give explicit expressions for differences between the eigenvector components
associated with two vertices in terms of these eigenvalues. We also show two preliminary uses of the
result. First, we obtain bounds on Laplacian eigenvalues upon modiﬁcation of the graph in terms of
the original eigenvectors, and hence we better characterize the spectra of certain designed networks.
Second, we characterize the dependences of eigenvalues on edge weights solely in terms of the eigen-
values of the original and coalesced graphs. We stress also that the graph-theoretic characterizations
given here, even when not permitting computational simpliﬁcation, are important in that they give
insights into eigenvectors for classes of graphs.
We stress that our characterization is in force for an arbitrary graph’s Laplacian matrix, and for any
eigenvector of the matrix associated with a non-repeated eigenvalue (scaled to unit length). In this
sense, our work exposes that, generally, eigenvectors of a Laplacian matrix are precisely speciﬁed by
the matrix’s eigenvalues together with the eigenvalues of particular coalesced graphs’ Laplacians.
2. Main result
Let us consider anundirected andweighted graphGwithn vertices (labeled1, . . . , n),m edges (each
comprising a pair of distinct vertices), and positive weight kij = kji associated with each pair {i, j} that
is an edge. We deﬁne the symmetric n × n Laplacian matrix L of the graph in the standard way, i.e. as
follows: the off-diagonal entry lij is set equal to −kij if {i, j} is an edge, and is set to 0 otherwise. Each
diagonal entry is selected so that the rows of the matrix sum to 0, i.e. lii = −∑nj=1,j /=ilij .
We recall that the Laplacianmatrix L is a symmetric positive semi-deﬁnitematrix, with the number
of zero eigenvalues equal to the number of connected components of G. From here on, let us assume
that G is connected. In this case, L has a non-repeated zero eigenvalue with corresponding eigenvector
equal to 1 (the vector of all ones). The remaining n − 1 eigenvalues are strictly positive and simple (are
associated with Jordan blocks of size 1 in the spectral decomposition of the matrix), though they may
be repeated. Our primary aim here is to characterize the corresponding eigenvectors (in particular, to
compute differences between eigenvector components) in terms of the eigenvalues of L and of certain
derived graphs’ Laplacians. For ease of presentation, wewill address the case where the eigenvector of
interest corresponds to a non-repeated eigenvalue, but also brieﬂy summarize the result for the more
general case (where the eigenspaces associated with repeated eigenvalues need to be considered).
Our main result is phrased in terms of the eigenvalues of Laplacian-type matrices formed when
vertices in the original graph are coalesced, and so we require several deﬁnitions regarding coalesced
graphs and associated Laplacian-type matrices. To this end, let us consider the graphs formed when
one pair of vertices in a graph G are coalesced into a single vertex. We use the notation G˜(i, j) to
represent the n − 1 vertex graph formed through coalescing vertices i and j in G. Speciﬁcally, n − 2 of
the vertices in G˜(i, j) represent the n − 2 vertices other than i and j in G. For each distinct pair x and y
of these vertices, we associate an edge in G˜(i, j) with the pair if {x, y} is an edge of G, and assume that
the weight of the edge k˜xy = k˜yx is the same as in G (i.e. equal to kxy). Also, let us denote the remaining
vertex in G˜(i, j), which represents the aggregation of vertices i and j in G, as ij. We associate an edge
with vertices ij and x (x /= ij), if there is an edge between x and i or an edge between x and j in G. We let
the weight of this edge equal kix (respectively kjx) if G only has an edge between i and x (respectively, j
and x), and set the weight of this edge to kix + kjx if both edges are present in G. We refer to the graph
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G˜(i, j) as the (i.j)-coalesced graph. We note that theweight of the edge between the coalesced vertices
(if such an edge exists) does not play any role in the formation of the coalesced graph.
Finally, we use the notation L(G) for the Laplacian matrix associated with the original graph G,
and use the notation L(G˜(i, j)) for the Laplacian matrix associated with the graph where i and j are
coalesced. (For convenience, we assume that the coalesced vertex is the one of lowest ordinality in
constructing the Laplacian matrix, so that the ﬁrst row and column of the Laplacian correspond to
the coalesced vertex.) Also, we ﬁnd it convenient to deﬁne a scaled Laplacian matrix L(G˜(i, j)) for
coalesced graphs: this matrix is formed from the Laplacian matrix by scaling the ﬁrst row of L(G˜(i, j)),
i.e. the row corresponding to the coalesced vertex, by 1
2
(and leaving the remainder of the matrix
L(G˜(i, j)) unchanged). Through a diagonal similarity transform, it is easy to check that the eigenvalues
of L(G˜(i, j)) are real and nonnegative.
We are now ready to present the main result, which relates the differences between eigenvector
components for a graph’s Laplacian matrix to eigenvalues of this matrix and those of its coalesced
graphs’ Laplacians:
Theorem 1. Consider a graph G. Let us label the eigenvalues of the Laplacian matrix L(G) as λ1, . . . , λn,
where0 = λ1  λ2  · · · λn.Consider any non-repeated and non-zero eigenvalueλq of L(G), and denote
the corresponding eigenvector as vq (where vq is normalized to unit length, i.e. v
T
qvq = 1). The absolute
difference between the ith and jth entries of vq can be computed as
|vqi − vqj| =
√√√√2 ∏n−1z=2(μz − λq)∏n
z=2,z /=q(λz − λq)
, (1)
where 0 = μ1 < μ2  · · ·μn−1 are the eigenvalues of the scaled Laplacian for the (i.j)-coalesced graph
L(G˜(i, j)).
Proof. For ease of presentation, let us consider i = 1 and j = 2. This is doneWLOG, since the vertices
in the graph can simply be relabeled in this way. The outline of the proof is as follows: wewill consider
the response of a linear time-invariant dynamical system deﬁned from the Laplacian matrix above,
and compute the response in two ways. Equivalencing the two forms will yield the desired result.
As a preliminary notational step, let us give the Jordan decomposition of L(G). Since L(G) is sym-
metric, it can be written in the form
L(G) = V
⎡⎢⎢⎣
λ1 = 0
. . .
λn
⎤⎥⎥⎦ VT ,
where each columnof thematrixV = [1 v2 . . . vn] is an eigenvector of L(G)normalized to unit
length. Since the eigenvalueλq is assumednon-repeated, the qth columnofV is the unique normalized
eigenvector associated with λq, which we wish to characterize.
Now, let us consider the impulse response of the system
x˙ = L(G)x + e12u,
y = eT12x, (2)
where e12 is an n-component vector whose 1st component is 1, whose 2nd component is −1, and
which is zero otherwise. It follows immediately from the Jordan form of L(G) together with classical
linear systems analysis that this impulse response is
y(t) = ∑nz=2eλzt(vz1 − vz2)2, t  0. From this expression, we see that the coefﬁcient of the expo-
nential eλqt is (vq1 − vq2)2; we shall obtain an alternate characterization of this coefﬁcient in terms of
the original and scaled Laplacian’s eigenvalues, and hence obtain the desired results.
We can alternately ﬁnd the response y(t) by ﬁnding the transfer function of the system, andwriting
the transfer function in pole-residue form. We will relate the poles and zeros (and hence the transfer
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function) to the eigenvalues of L(G) and L(G˜(1, 2)), hence obtaining an expression for the coefﬁcient
of eλqt in the dynamical response in terms of these eigenvalues and proving the equivalence. We ﬁrst
note that the characteristic function, and hence denominator of the transfer function (prior to any
pole-zero cancellation), is
∏n
z=1(s − λz). We also must ﬁnd the numerator of the transfer function.
We do this in two steps: ﬁrst, we demonstrate an equivalent feedback representation of the system
(2). We then use this equivalent representation to determine the numerator.
The equivalent representation that we obtain is based on a more general reformulation of linear-
time-invariant systems known as the special coordinate basis, that identiﬁes the invariant zeros of the
dynamics (we ask the reader to see [7,8] for further background). To present the equivalent represen-
tation, we ﬁnd it convenient to deﬁne an n − 1 component zero state vector xa =
⎡⎢⎢⎢⎢⎣
x1+x2
2
x3
...
xn
⎤⎥⎥⎥⎥⎦. We claim
that that the dynamics of the system (2) can equivalently be written in terms of the zero state vector,
as follows:
y˙ = ay + cTxa + 2u,
x˙a = L(G˜(1, 2))xa + by, (3)
where the speciﬁc values of a, b, and c are not important to our development. To verify this claim, we
note the following invertible relationship between the state vector x and the vector
[
y
xa
]
:
[
y
xa
]
=
⎡⎢⎣1 −11
2
1
2
In−2
⎤⎥⎦ x
and
x =
⎡⎢⎣
1
2
1
− 1
2
1
In−2
⎤⎥⎦ [ y
xa
]
(4)
Using these expressions together with the deﬁnitions of y and xa, we obtain
y˙ = eT12x˙ = eT12L(G)x + eT12e12u
= eT12L(G)
⎡⎢⎢⎢⎢⎢⎢⎣
1
2−1
2
0
...
0
⎤⎥⎥⎥⎥⎥⎥⎦ y + e
T
ijL(G)
⎡⎣11
In−2
⎤⎦ xa + 2u.
Thus, we have veriﬁed that y˙ can be written in the form shown in (3). Similarly, we ﬁnd that
x˙a =
[
1
2
1
2
In−2
]
x˙ =
[
1
2
1
2
In−2
]
(L(G)x + e12u)
=
[
1
2
1
2
In−2
]
L(G)
⎡⎣11
In−2
⎤⎦ xa +
[
1
2
1
2
In−2
]
L(G)
⎡⎢⎢⎢⎢⎢⎢⎣
1
2−1
2
0
...
0
⎤⎥⎥⎥⎥⎥⎥⎦ y.
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Fig. 1. Special coordinate basis representation of the system (2).
Noting that
[
1
2
1
2
In−2
]
L(G)
⎡⎣11
In−2
⎤⎦ = L(G˜(1, 2)), we see that x˙a has the form given in (3).
Thus, we have shown that the system (2) can be written in the form (3).
As a second step, let us use the form (3) to characterize the transfer function of the system (2). To
do so, note the special form (3) clariﬁes that a projection of the state vector (in particular, the (n − 1)-
component vector xa) evolves without any direct inﬂuence from the input u, and without directly
impacting the output y. That is, we see that the system can be viewed in the feedback form shown in
Fig. 1, i.e. one with a ﬁrst-order dynamics in the forward path and an order-(n − 1) dynamics in the
feedback path. Let us characterize the transfer function H(s) from the feedback representation given
in Figure 1. To do so, let us consider the transfer functions of the forward and feedback paths. We see
that the forward path transfer function is HA(s) = 1s−a . Meanwhile, using that the state matrix of the
feedback-path transfer function is L(G˜(1, 2)), we see that the transfer function (prior to any pole-zero
cancellations) isHB(s) = r(s)s(s−μ2)···(s−μn−1) , where r(s) is a polynomial of degree less than n − 1. From
these path transfer functions, we obtain that
H(s) = 2 HA(s)
1 − HA(s)HB(s) =
2s(s − μ2) . . . (s − μn−1)
s(s − a)(s − μ2) · · · (s − μn−1) + r(s) .
Recalling that the denominator of the transfer function prior to pole-zero cancellation is the degree-n
characteristic polynomial, we immediately see that the transfer function is H(s) = 2
∏n−1
z=2 (s−μz)∏n
z=2(s−λz) .
It is classical thatH(s) can bewritten in the form
∑n
z=2 Azs−λz throughpartial fraction decomposition,
andhence that the impulse response canbewritten as
∑n
z=2Azeλzt . Thus,we see that (vqi − vqj)2 = Az ,
where Az is obtained through partial fraction decomposition of H(s) = 2
∏n−1
z=2 (s−μz)∏n
z=2(s−λz) . We thus shortly
recover the result of the theorem. 
This theorem shows that eigenvector component differences for a Laplacian matrix with distinct
eigenvalues can be explicitly computed in terms of these eigenvalues, as well as the eigenvalues
of certain coalesced graphs’ Laplacian matrices. These explicit relationships between eigenvalues
and eigenvector components constitute an interesting interpretation of the role played by a graph’s
structure in its Laplacian’s spectrum. Also, these relationships hold promise for providing bounds
on eigenvector components in terms of the eigenvalues, and, conversely, for providing bounds on
eigenvalues in terms of eigenvector components. Further, the result gives insight into optimal graph
designs (for which certain Laplacian eigenvector components are specially structured, [1,9]), and also
possibly may provide graph-theoretic (speciﬁcally, Laplacian eigenvalue-based) interpretations for
linear systems constructs (reachability, observability) in somedynamical-networkmodels. Let usmake
a few remarks about the above result, and then give two simple examples illustrating its potential uses.
1334 S. Roy, Y. Wan / Linear Algebra and its Applications 433 (2010) 1329–1335
Here are the remarks regarding the theorem:
(1) Graph-theoretic characterizations of a feedback representation for linear systems, as used in the
proof of Theorem 1, have also been developed in [10]. In that work, the characterizations were used in
designing edge weights in a graph for the purpose of shaping an associated dynamics. We also stress
that the feedback representation that we presented for the system (2), known as the special coordinate
basis (SCB) representation, has been developed generally for linear time invariant systems and enjoys
wide application in control engineering [7]. The article [10] as well as this short note constitute a ﬁrst
effort to give graph-theoretic characterizations of the SCB.
(2) When an eigenvalue of L(G) is repeated, the corresponding eigenvectors form a subspace of
Rn of dimension greater than 1. Thus, eigenvector components and their differences are not speciﬁed
uniquely. However, it can be shown that there exists precisely one vector in this eigenspace (of normal-
ized length) whose components can be explicitly calculated in terms of eigenvalues as in the theorem
statement.
(3) The proof of the theorem can be presented entirely using various canonical representations of
the Laplacian matrix, i.e. without invoking the dynamical system (2). However, we feel that such a
proof is more clumsy and also less insightful than one that uses a dynamical-system construct.
Finally, let us give two examples that preliminarily illustrate application of the above theorem.
Example 1 (Eigenvector-Based Bounds on Eigenvalue Augmentations). It iswell-known that increasing an
edgeweight in a graph increases (or at least does not decrease) all the corresponding Laplacianmatrix’s
non-zeroeigenvalues. This concept is valuable innumerousnetworkengineering taskswherein limited
resourcesmust be assigned to some links in the network, for example in trafﬁc network design [10]. In
the limitingcase thataparticularedge-weight ismade large, it iswell-knownthat theeigenvaluesof the
resulting graph’s Laplacianmonotonically approach those of the coalesced graph’s scaled Laplacian, as
deﬁned above (see [10]). Thus, characterizing eigenvalues of the coalesced graphs’ scaled Laplacians in
terms of the original Laplacianmatrix’s eigenvector components can help to easily select edges (links)
that are worthwhile to modify. Noting that the eigenvalues of each coalesced graph’s scaled Laplacian
are interlacedwith the eigenvalues of the original graph’s Laplacian, we straightforwardly recover the
following bounds on μ2(i, j), i.e. the second-smallest (or Fiedler) eigenvalue when vertices i and j are
coalesced (assuming it is not repeated):
λ2 + 1
2
(λ3 − λ2)(v2i − v2j)2 μ2(i, j) λ2 + 1
2
(λn − λ2)(v2i − v2j)2. (5)
We note that the presented upper bound can also be viewed as an upper bound on the Laplacian’s
Fiedler eigenvalue, upon any augmentation of the edge weight between vertices i and j. We refer the
reader to the interesting work [11] for further discussion of the dependence of Laplacian eigenvalues
(speciﬁcally, the algebraic connectivity) on edge weights.
Let us illustrate the bound using a small example. In particular, let us consider a path on 5 vertices
with identical (unity) weights for all four edges. The Fiedler eigenvalue of the graph’s Laplacian is
λ2 = 0.382 in this case. If we apply the bound above for one of the leaf edges in the graph, we recover
that 0.408μ2  0.467. In contrast, for the interior edges, we ﬁnd that 0.451μ2  0.606. In fact, we
ﬁnd thatμ2 (or in otherwords the Fiedler eigenvaluewhen the edgeweight ismade large) equals 0.429
and 0.546, respectively, for the two cases. We note that the upper bounds provided are considerably
less than the next-smallest eigenvalue, λ3 = 1.382.
We also note that useful bounds can be found on other eigenvalues using the explicit expression
for the eigenvector components; we omit the details.
The readerwill realize that, for this simple illustrativeexample,direct computationof theeigenvalue
bounds through formation of each coalesced graph is not difﬁcult at all, although several such graphs
would need to be constructed. For larger examples, and especially in the case that the original graph
has a special structure that eases spectrum analysis, the computational advantage is much greater.
Example 2 (Finding Eigenvalue Dependencies on Edge Weights). The dependence of a Laplacian
matrix’s non-zero eigenvalues on an edge weight in the associated graph is often of interest. The
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eigenvalue–eigenvector relationship that we developed above shows that, surprisingly, this depen-
dence can be determined from only the eigenvalues of Laplacians associated with two graphs: (1) the
original graph, (2) the graphwith the edge of interest condensed. In particular, noting that the sensitiv-
ity of each (non-repeated) eigenvalue λq to a particular edge weight kij is given by
dλq
dkij
= (vqi − vqj)2
and applying the above equivalence,weﬁnd that the dependence of the eigenvalues on kij can be found
by solving the following set of differential equations1:
dλq
dkij
= 2
∏n−1
z=2(μz − λq)∏n
z=2,z /=q(λz − λq)
,
q = 1, . . . , n − 1, where μ2, . . . ,μn−1 are the (ﬁxed) eigenvalues of the Laplacian of the graph with
edge {i, j} coalesced. We note that ﬁnding all the eigenvalue derivatives with respect to kij requires
on the order of n2 operations, and so the above differential equations are appealing for numerically
approximating the dependence of the eigenvalues on kij .
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