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1 Introduction 
During the past decade a considerable amount of research has focused on the 
issue of stochastic trends in economic variables and subsequently on the even-
tual presence of cointegrating relationships among these variables. Despite 
an abundant theoretical and applied literature, the problem of dimensional-
ity has been overlooked in general. The issue becomes relevant in applied 
research. The analysis of cross country or sectoral comovements of economic 
varj~bles in the new growth literature or the determination of the number of 
factors in asset pricing theories in finance are some of the examples that in-
volve the handling of very large systems with short data span. Recently there 
has also been a growing theoretical interest in panel data models with long 
run persistence, where both the number of individuals and the sample size 
grow large (Quah (1993), Levin and Lin (1992), Pesaran and Smith (1992)). 
In this paper ''le investigate the impact of the system dimension on rank 
inferences and provide new tools designed to make possible or improve in-
ferences in large systems. More specifically, we focus on the estimation of 
the cointegrating rank within a VECM framework as the number of variables 
gets large. One possible characterization of a cointegrated system X t (p xl) 
is the factor representation 
(1) 
w here It (s xl) is a vector of s (s < p) common unit root factors and Xt 
is stationary (non unit root components). The common factors It are the 
common trends that make the variables move together in the long run. Rep-
resentation (1) illustrates the usefulness of the concept of cointegration as a 
dimensionality reduction tool. The future of the cointegration methodology 
lies in its ability to reduce that dimensionality. This is the reason why it is 
so important to know how many common factors s we have or how many 
cointegrating relationships p - s. Currently a popular approach for inferring 
the cointegrating rank is the reduced rank VAR framework proposed by Jo-
hansen (1988, 1991) and Ahn and Reinsel (1990), following Anderson (1958) 
and leading to a likelihood ratio statistic of the cointegration hypothesis. Al-
though commonly used in applied work, little is known about its applicability 
in large systems and especially about the effect of the system dimension on 
its finite and large sample behavior. Indeed, most of the published work 
never exceeds three or four variables. 
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Section 2 of this paper introduces a series of new test criteria and analyzes 
their behavior as the dimension of the system increases. Among the newly 
introduced criteria one displays excellent robustness to both the sample size 
and the system dimension. In Section 3 we analyze an alternative approach 
for detecting the cointegrating rank in large systems. A method based on 
model selection procedures is proposed. Both asymptotic and finite sample 
properties are analyzed and compared with the standard hypothesis testing 
framework. Section 4 concludes. All proofs are gathered in the appendix. 
2 Estimation of the Cointegrating Rank 
2.1 Theoretical Framework and New Test Criteria 
From the Granger representation theorem, any cointegrated system admits 
the following vector error correction model (VECM) representation 
k-l 
!:::'Xt = IT X t - 1 + L Hj !:::.Xt - j + ft (2) 
j=1 
where IT is the long run impact matrix. It is assumed that ft is N(O,n) and 
1nl f:. O. It can be shown that under the hypothesis of cointegration IT can 
be written as the product of two p X r matrices v,-here r denotes the rank of 
IT 
IT = 0:(3'. (3) 
Testing for cointegration is therefore equivalent to testing for the rank 
structure of IT. Technically, one could base inferences on the eigenvalues of 
fI or those of fin'. In the former case however, the presence of eventual 
complex roots would complicate the analysis, and in the second case it can 
be shown that the relevant asymptotic distribution depends on nuisance pa-
rameters. In a series of recent papers, Johansen (1988, 1991) and Ahn and 
Reinsel (1990) have developed a full information ML estimation of (2) sub-
ject to (3) leading to a likelihood ratio test of the cointegration hypothesis. 
This test has a non-standard asymptotic distribution that does not depend 
on nuisance parameters. Since our analysis is based on the VECM frame-
work (2), we briefly review the major steps of Johansen's approach. The 
conditional likelihood of (2) is first concentrated with respect to the param-
eter matrices HI!"" H k-l' This operation is equivalent to considering the 
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regression of ~t on Rlt where ~t and Rlt are the residuals of the regression 
of .6.Xt and X t- 1 on .6.Xt- b ••• , .6.Xt- k+1' The first objective is the estima-
tion of a, (3 and S1 in ~t = a(3' RH + ft with E( ft~) = S1. The likelihood 
can be written as 
l(a, (3, S1) = 1S1I-T / 2exp{( -1/2) E(~t - a(3' R lt )S1-1(Rot - a(3'Rlt )}. 
Maximizing l( a, (3, S1) with respect to a and S1 for fixed (3 leads to 
&((3) = SOI(3((3'Su(3t l and 0((3) = Soo - SOl(3((3'S11(3t1(3'S10 
where Sij = (l/T) Er RitRjt with i,j = 0,1. The concentrated log-
likelihood is: 
log l((3) = (-T /2) log 10((3) 1 - (pT /2) - (pT /2) log 2rr. 
Given the expression for In((3)1 above, the minimization of the likelihood is 
equivalent to solving an eigenvalue equation given by I>,S11 - SlOSOi/ SOli = 
O. An estimate of (3 is then given by the eigenvectors corresponding to 
the r largest eigenvalues of the above equation. Under the hypothesis of r 
cointegrating vectors, the maximum reached by the likelihood function is 
r 
logl(P) = constant + (-T/2) log 1500 1- (T/2) Llog(l - ~i) 
i=l 
""" 1 1 where ).1 ~ ).2 ~ ... ~ ).p are the eigenvalues of 5ii S10S00 SOl' Hence the 
likelihood ratio statistic for testing the presence of r cointegrating vectors in 
the general model is -TEf;;:r+llog(l - ~d. 
The testing is conducted in a sequential manner, testing 
Hr Rank(II) = r 
H; Rank(II) = p 
for r = p - 1, ... ,0. The testing sequence terminates when the null is re-
jected for the first time. One could also perform the test in the reverse 
order ie. r = 0, ... ,p - 1 and stop at the first acceptance. It is also pos-
sible to test the null hypothesis of r versus r+ 1 cointegrating vectors. In 
that case the likelihood ratio statistic becomes -T log(l - ~r+1)' Both 
statistics have non standard distributions function of the stochastic matrix 
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(J B dB')(J B B't1(J dB B') where B is a (p-r) dimensional standard Brow-
nian motion. It is important to note that Johansen's framework is based on 
well known techniques in the multivariate analysis literature, namely the 
reduced rank regression and canonical correlation analysis. Indeed this liter-
ature has devoted a considerable amount of research on inferences about the 
dimensionality of a multivariate system. The likelihood ratio based statis-
tic is only one among many alternative test statistics proposed for inferring 
the rank of a possibly rank deficient matrix (Rotelling (1931), Pillai (1954), 
Fujikoshi and Veitch (1974) Bartlett (1937)). Moreover, simulation studies 
(Olson (1974), among others) have shown that these test statistics behave 
differently in finite samples. One objective here is to investigate their prop-
erties within the context of cointegration as well. Our interest is in finding 
a reliable statistic for conducting meaningful inferences in large systems. A 
close analysis of the finite sample behavior of the competing test statistics 
will allow us to design a new "linear combination test" (LeT thereafter) that 
overcomes most of the weaknesses displayed by standard tests. Initially we 
focus on the following statistics 
p 
LR = -T 2: log(1 - ~i) (Likelihood Ratio) 
i=r+l 
P A 
T 2: Ai PB (Pillai - Bartlett) 
HL = T t ~i A 
i=r+l 1 - Ai 
(H otelling - Lawley). 
Proposition 2.1.1 PE and HL have the same asymptotic distribution as 
LR given by 
Trace{(J dB B') (J B B')-l (J B dB')} (4) 
where B is a (p-r) dimensional standard Erownian :Motion. 
Although these test statistics have the same asymptotic distribution, their 
finite sample distributions will display important discrepencies both across 
each statistic and compared to the asymptotic critical values. The common 
asymptotic distribution as well as the finite sample distributions of the vari-
ous statistics are tabulated in Tables 1 (i-ii) for p-r = 3,5 and 10 and various 
values of T. 
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Proposition 2.1.2 The above three statistics satisfy the following ineqJ.l.ality 
PB~LR~HL. 
One can therefore expect that the HL statistic will reject the hypotheses 
more frequently than the LR or PB statistics when one uses the asymptotic 
critical values On the other hand the PB statistic will reject the least. This 
can indeed be seen in Table 2 displaying empirical rejection frequencies of 
the true null of no cointegration. 
In order to isolate the impact of dimensionality we focus only on models 
with k = 1 
(5) 
Although in applied work the lag issue raises serious modelling questions, 
incorporating it here would prevent us from isolating the true impact of 
dimensionality on inferences (the main objective ofthis paper). We therefore 
assume that the lag length k is known, and for simplicity set it equal to 1. 
A general picture that emerges from the empirical results is the strong 
negative impact of the system dimension on the accuracy of inferences. The 
size distortions (Table 2) for LR and HL reach unacceptable levels as we move 
from a medium sized (p=5) to a larger system (p=10). In a ten dimensional 
system for instance the frequency of rejection of r=O is 96.6% when T=30 and 
25.03% when T=90 for the likelihood ratio statistic (note that the nominal 
size used throughout the paper corresponds to 5%). In applied work such 
sample sizes are not uncommon, especially when one is also interested in 
structural stability issues. The PB statistic on the other hand suffers from the 
opposite problem. Indeed it is unable to move away from r = 0 unless a very 
large sample size is available. Clearly all three statistics are inappropriate 
for making meaningful inferences even when moderately large sample sizes 
are available. 
2.2 Finite Sample Corrections 
The important discrepancies between the finite sample and asymptotic dis-
tributions is a well documented issue in the multivariate and canonical cor-
relation analysis literature. Since Bartlett (1947), numerous authors intro-
duced correction factors to the standard likelihood ratio statistic in order 
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to make it match the moments of the finite sample distributions with those 
of the asymptotic distribution, up to a certain order of magnitude. Letting 
Q = - Lf=r+1log(l - ~i)' a typical correction factor m is such that under 
the hypothesis that rank = r: 
P[mQ =:; xl = P[r(f) =:; xl + O(m-O) 
where r(f) is the asymptotic distribution. In the stationary case r(f) = X} 
with f = (p - r)2 and Fujikoshi (1977) shows that the correction factor is 
m = T-r-1/2(2p+1)+Li=1~il 
and B = 2. Although we are dealing with a very different distributional con-
text, if we were to apply blindly the above corection to the no-cointegration 
case (r=O), we would obtain m = T - p - 1/2 which is up to a negligible 
constant the correction proposed by Reinsel and Ahn (1992) 
p A 
RALR = -(T - p) I: log(l - Ai). 
Currently, the RALR is the only statistic that avoids excessive size distor-
tions. Its performance however seems to decrease as the system dimension 
gets bigger. Indeed, the corresponding finite sample critical values (Table 
l(ii)) suggest that the test statistic might be biased towards no-cointegration. 
To document this fact more thoroughly, we computed empirical size estimates 
in models with p=20 across various sample sizes (not displayed here). As 
expected, the RALR statistic was not able to move away from 0% rejection 
rates even for sample sizes such as T=150. 
A close analysis of the finite sample distributions of the LR and PB 
statistics, leads us to propose an alternative criterion based on the linear 
combination of LR and PB (LCT thereafter) that minimizes the following 
distance 
p 
Alinw1 ,W2 I)qp(a) - wILR(a, T) - W2P B(a, T))2 
p=l 
s.t Wl + W2 = 1 
and where qp (a) denotes the a % asymptotic critical value in the p dimen-
sional model, and LR( a, T) and P B( a, T) the finite sample counterparts. 
In our estimates, we used p = 1, ... ,20 and T=90 and 150 respectively. An 
equal weighting (Wl = W2 = 0.5) between LR and PB gave the best results 
across all experiments. 
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The LeT statistic is therefore given by the following linear combination 
of LR and PB 
LeT = 0.5 LR + 0.5 PB 
Notice that this result is robust to any specification of the covariance matrix 
of the errors in (5), because the eigenvalues Ai are invariant to any non-
singular linear transformation of the variables. Furthermore, the ability of the 
LeT statistic to remain close to the asymptotic distribution in finite samples 
and large dimensional systems also holds when the DGP and regressions 
contain deterministic components as constants and/or time trends. Due to 
space considerations however, these latter results are not included. 
Proposition 2.2.1 
a. LeT has the same asymptotic distribution as LR. 
b. In finite samples the following (desirable) inequality holds between 
LeT, LR and PB 
PB ~ LeT ~ LR. 
The motivation behind the LeT statistic comes from the need to have a cri-
terion with finite sample distributions well approximated by the asymptotic 
one in both small and large systems. Table 1 (ii) presents the finite sample 
distributions of the LeT statistic across various system dimensions and sam-
ple sizes, and supports the claim that the finite sample distributions of LeT 
will be very well approximated by the common asymptotic distribution. 
2.2.1 How fast can peT) grow 
It is clear that as p increases, the finite sample distribution tends to shift 
away from the asymptotic one, and thus E(LR) moves away from its asymp-
totic value. Our objective is to find out how fast can p grow as a function of 
T, such that the bias in LR vanishes asymptotically. We first need to obtain 
the mean of the non-standard asymptotic distribution (4). Although an ex-
act solution is possible in the univariate case, the stochastic integrals involve 
p-dimensional Brownian motions and an exact analytical solution seems to 
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be untractable. However we were able to obtain a very accurate general ex-
pression using numerical methods. We first simulated p-dimensional random 
walks using samples of size T=2000 and obtained the empirical means for 
various values of p across a large number of replications. Next, since the 
asymptotic distribution depends solely on (p - r) and thus p under r = 0 we 
assumed that its first moment will also depend on p and eventually powers 
of p. We therefore regressed the numerically obtained first moments on p 
and powers of p: 
E - -1.18 Pi + 2.01 p~ i = 1, ... ,20 
(0.22) (0.01) 
R2 = 0.9999 DW = 2.21 
leading us to the following proposition 
Proposition 2.2.2 The mean of the asymptotic distribution (4) is approxi-
mately equal to p(2p - 1). 
The comparison of the finite sample moments with the moments of the 
asymptotic distribution is given in the following table: 
p T E(LR) E(LCT) E(RALR) p(2p - 1) E(oo) 
3 30 16.50 15.23 14.85 15.00 14.78 
90 15.54 15.13 15.02 15.00 14.78 
150 15.36 15.11 15.05 15.00 14.78 
5 30 51.86 45.59 43.22 45.00 44.14 
90 47.01 45.01 44.40 45.00 44.14 
150 46.02 44.97 44.49 45.00 44.14 
10 30 261.59 203.34 174.39 190.00 188.83 
90 205.20 188.70 182.40 190.00 188.83 
150 198.30 188.72 185.08 190.00 188.83 
20 150 851.21 772.85 741.33 780.00 779.01 
300 812.42 775.82 758.26 780.00 779.01 
800 791.66 776.83 771.87 780.00 779.01 
The last column E( 00) denotes the numerically obtained first moment using 
samples of size T=2000 and N=5000 replications. It confirms the accuracy 
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of the general expression obtained for the expected value of the asymptotic 
distribution. From the above results, it seems that the modified LR statistic 
(RALR) is also able to match the first moment of the asymptotic distribution 
when the latter is non standard, but with lesser accuracy as p gets very 
large. This feature of the RALR statistic can help us understand better the 
distortions induced by an increasing system dimension. Indeed, since for any 
sample sizes E( - (T - p) L log( 1 - ~i)) is approximately equal to p(2p - 1), 
a simple manipulation of this expectation implies 
E(LR) ~ p(2p -1) + p2~p -1). 
-p 
As p increases (for a fixed sample size) the second term in the right hand 
side will increase and thus E(LR) will move away from the true asymptotic 
mean of p(2p - 1) in small samples. This will also induce the finite sample 
distributions to shift away from the asymptotic distribution. The following 
table illustrates the accuracy of the above approximation by comparing it 
with numerically obtained moments for various sample sizes 
p T E(LR) (2 - 1) + p"(2p-l) p P T--'J' 
3 30 16.50 16.67 
90 15.54 15.52 
150 15.36 15.31 
400 15.09 15.11 
5 30 51.86 54.00 
90 47.01 47.65 
150 46.02 46.55 
400 45.15 45.56 
10 30 261.59 285.00 
90 205.20 213.00 
150 198.30 203.57 
400 193.88 194.80 
Proposition 2.2.3 lVhen the system dimension increases with the sample 
size, the following condition must hold in order for the bias term in LR to 
vanish asymptotically: 
p3 
T --+ 0 as T --+ 00 and p --+ 00. 
9 
An interesting feature of the newly introduced LeT criterion is its natural 
ability to stay very close to the asymptotic distribution without any correct-
ing factor. Furthermore, for large dimensional systems it fulfills the moment 
matching goal with greater accuracy. One could argue that the ability to 
match the first moment is not of great importance since the distributions 
involved are usually very skewed. However, as the dimension of the system 
increases, the non standard asymptotic distribution becomes very much bell 
shaped and close to the normal distribution or equivalently to a chi-square 
with a large number of degrees of freedom. The closeness of the non standard 
asymptotic distribution to the X2 was pointed out by Johansen (1988). More 
precisely, Johansen noted that c X2(2p2) with c = 0.85 - 0.58/2p2 provides 
an excellent approximation to the asymptotic distribution. As the table be-
low illustrates (only the 95% asymptotic critical values are displayed), this is 
indeed the case for small sized systems. As p grows larger however (p ~ 5), 
the suggested approximation deteriorates drastically. This reflects the little 
attention that has been paid to large dimensional systems in the literature. 
The last column below illustrates a normal approximation to the asymptotic 
distribution. 
p LR(oo) X2(p(2p - 1)) cX2(2p2) N(p(2p - 1), f(p)) 
3 24.29 27.50 23.63 23.23 
5 59.78 61.37 56.59 58.76 
7 111.65 113.99 103.67 110.11 
10 217.42 222.88 197.98 216.78 
12 313.78 315.47 278.40 312.01 
20 843.62 845.80 678.98 842.92 
The two new approximations displayed above are remarkably accurate. We 
were particularly surprised by the quality of the normal approximation in 
large dimensional systems (f(p) denotes the empirically fitted variance across 
the N replications). 
2.3 A closer investigation of the individual eigenval-
ues 
In order to gain more insight into the sources of the size distortions, it is useful 
to investigate the behavior of all the eigenvalues as the system dimension 
Increases. 
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We first show the effect of an increased system dimension on each indi-
vidual eigenvalue. Let Za = l:l.Xt and Zb = X t- 1 denote p - dimensional 
vectors with their covariance given by 
Partition Za = (Zb Z2) and Zb = (Z3) Z4) where Z2 and Z4 are l -
dimensional vectors. The partitioned covariance is now 
Let ~i denote the ordered eigenvalues of S'b/SbaS-;aISab (i = 1, .. . p), and ~i 
the ordered eigenvalues of S331 S31S:;/ S13 (i = 1, ... (p -l)). 
Proposition 2.3.1 ~i ~ ~i for i = 1, ... , (p -l). 
The above proposition implies that as we increase the dimension of the 
error correction model, the original eigenvalues will also increase. Theoreti-
cally, this should not have any consequence since the critical values will also 
increase as p increases. However, with a fixed sample size, the increase in p 
will also magnify the biases of all eigenvalues (see Table 3)-an increase that 
will not be captured by the asymptotic critical values-thus rendering the 
rejection of the hypothesis of no cointegration more difficult. This will hap-
pen even if we add independent random walks to the model. The following 
proposition gives an intuitive explanation of this phenomenon by relating the 
eigenvalues to the individual coefficients of determination of each equation 
of the VECM. 
Proposition 2.3.2 
a. The eigenvalues of S:;/ SlOS001 SOl are the same as the eigenvalues of 
M = I - SOOI n where n is the covariance matrix of the residuals of 
the VECM (5), calculated under no rank constraint. 
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b. Letting R; denote the coefficient of determination of the ith equation of 
the VECM, under the null of p independent random walks 
Ef=l ~i = Ef=l R; + op(l). 
It is also interesting to investigate the behavior of the sorted eigenvalues 
as we approach the estimability region of the VECM. The following theorem 
first establishes the sample size requirements for the VECM to be estimable 
Theorem 2.3.1 (Brown (1981)) A necessary condition for a VECM to be 
estimable (by FIML) is that 
1(.6.X - X_IIT)'(.6.X - X_IIT)I =f 0 V IT. 
Corollary 1 For estimability we need T ;::: 2p + 1. 
A least squares estimation of the VECM would require only T ;::: p + 1. 
Definition 1: The concept of spurious cointegration denotes a situation 
where under the null of no cointegration, the LR test rejects that null with 
probability one. 
The following lemma illustrates two cases of spurious cointegration 
Lemma 2.3.1 (Spurious Cointegration) 
a. For sample sizes T = p + i, 
~p+1-i = 1 (i = 1, ... ,p) 
with the eigenvalues ~i in descending order. 
b. T -+ 2 implies ~l -+ 1. 
p 
One could argue that these problems will not have any practical implica-
tions, since the "overvaluation" of these eigenvalues will be absorbed in the 
critical values of the test statistics. This would in fact be true if we were 
basing our inferences on the correct finite sample distributions. However in 
applied research inferences on cointegration are carried out by taking the 
already tabulated asymptotic distribution as a reference point. One way of 
solving the problem of spurious cointegration is to decompose the initial large 
dimensional system into smaller subsystems, and analyze the cointegration 
among the common permanent components of each subsystem. The esti-
mation of the common permanent components can be performed following 
Gonzalo and Granger (1993) or Stock and Watson (1991). 
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2.4 Power Properties 
We next investigate the ability of the various statistics to detect the true coin-
tegrating rank when the latter is not zero. We distinguish between three, five 
and ten dimensional systems. and let the largest eigenvalue take values in 
the range Al = {O.l,0.05,0.025}. For space considerations only the results 
corresponding to Al = 0.1 are displayed here. The systems are thus charac-
terized by one weak cointegrating relationship. The data generating process 
(DGP) used throughout this paper is given by 
Xl,t pXl,t-l + fl,t Ipl < 1 
Xi,t = Xi,t-l + fi,t for i = 2, ... ,p. 
Proposition 2.4.1 Under a diagonal covariance matrix for the error pro-
cess, the relationship between the maximum eigenvalue and the autoregressive 
coefficient is given by 
1-p 
Al = -2-' 
The above proposition implies that the selected value for Al corresponds to 
an autoregressive coefficient of 0.8. Basing results solely on the asymptotic 
distribution would be meaningless given the heterogeneity of the empirical 
sizes of the test statistics. We therefore computed decision frequencies (fre-
quency of acceptance of the specified rank) based on both the finite sample 
and asymptotic distributions, but only the former ones (size corrected power) 
are displayed in Tables 4-5, for p=3, 5 and 10 respectively. The differences 
between small and large systems are again striking. Under Al = 0.1 for in-
stance, using a very large sample size such as T=400 leads to approximately 
95% correct decision frequencies in both small and medium sized systems. 
However, this latter figure drops to 40% when p=10. We can also observe 
that as we move from a small to a large dimensional system, the sample size 
should more than triple in order to obtain similar correct decision frequen-
cies. In the next section, cases of stronger cointegration are also investigated. 
Our results suggest that there are no important differences in the ability of 
the competing tests to detect the cointegrating rank. Overall they all lead 
to very low correct decision frequencies in small samples and a performance 
that decreases as the system dimension increases. It is important to note 
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that such poor power properties are not specific to systems with unit roots. 
Indeed in Gonzalo and Pitarakis (1994) it is shown that very similar prob-
lems occur in stationary reduced rank VAR's as well. In summary, the LCT 
statistic can be viewed as the best performer since it displays excellent size 
properties and a power very similar to that of the other statistics. 
3 Model Selection Procedure 
In the previous section we saw that most standard tools for inferring the 
cointegrating rank are inappropriate when the ratio of the system dimension 
to the sample size is too large. We proposed an alternative test statistic 
designed to correct the distortions arising under such settings. Within the 
sequential testing framework, the testing sequence terminates when the null 
hypothesis is rejected for the first time. Such procedures have been criticized 
due to the overall Type I error that can be much higher than the individual 
significance levels in each sequence. Moreover, a large system would imply 
longer testing sequences and thus a greater level of inaccuracy. 
In this section we introduce a new criterion and investigate the proper-
ties of the model selection approach for inferring the cointegrating rank. In 
the time series literature, the use of model selection criteria has been mainly 
confined to the estimation of the lag order in ARMA type models (Akaike 
(1969)), Schwarz (1978), Hannan (1981), Hannan and Quinn (1979) among 
others). Liitkepohl (1985) provides an extensive survey and comparisons of 
the various approaches within a lag order selection framework. A general 
class of model selection criteria based on information theoretic concepts has 
attracted interest in other fields as well. Indeed, the multivariate analysis 
literature for instance has advocated their use in areas such as canonical cor-
relation analysis, dimensionality estimation (Akaike (1976, 1987)), Fujikoshi 
and Veitch (1976)), the detection of the number of signals (Zhao, Krishnaiah 
and Bai (1986)) etc. 
More recently Cragg and Donald (1993) studied the use of model selection 
procedures for estimating the rank of asymptotically normal matrices. The 
problem of detecting r, the cointegrating rank, is viewed as a model selection 
problem where one chooses a model among a portfolio of competing models. 
The selection is made via the optimization of an objective function for which 
various functional forms are introduced. Emphasis is again placed on the 
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analysis of large dimensional non-stationary systems. 
Let }'fl denote the hypothesis that rank(II) = f with f = 0, ... ,p. We 
thus have a portfolio of (p + 1) models that constitute our choice set. Let 
us further assume that the true process is contained in the above portfolio. 
Within this framework the estimation of r is thus viewed as a model selection 
problem. A general class of model selection criteria is given by 
IC(£) = -2 log Ll + CT ml (6) 
where ml denotes the number of free parameters to be estimated under the 
hypothesis that there are £ cointegrating relationships (ml = 2p£ - £2). Ll 
is the likelihood function. The term CT is a deterministic function of the 
sample size T. Many well known information theoretic criteria are contained 
in the above specification. Indeed, when CT = 2, 1C(£) corresponds to the 
Akaike criterion (AIC), CT = log(T) corresponds to Schwarz' BIC criterion 
and when CT = 2clog(log(T)) with C > 1 we have the Hannan and Quinn 
(HQ) criterion. According to the model selection procedure, r is estimated 
by f where f is chosen such that 
1C(f) = Argmin{IC(£), 1 = O, ... ,p}. (7) 
1fore commonly, the general expression for the various criteria is given by 
• CT 
1C(£) = log 1r!(£)1 + Tml (8) 
where eT and ml are defined as before and 0(£) corresponds to the estimated 
error covariance matrix under the hypothesis that Rank(II)=t'. For com-
putational convenience, we can focus on a transformed objective function 
that involves directly the eigenvalues of Sm} SOIS'1/ SlO since those are readily 
available. 
LFrom Proposition 2.3.2 (a) it is straightforward to show that 
l 
log 10(£)1 = log ISool + I: log(1 - ~i) (9) 
i=1 
therefore 
l 
• CT 
IC(£) = log ISool + I: log(1 - Ai) + Tml 
i=1 
(10) 
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and 
p 
[C(£) = IC(£) - IC(p) = -T L log(l - ~i) - CT(p - £)2. (11) 
i=l+1 
We can therefore focus on the minimization of [C(£). The procedure is clearly 
very similar to the likelihood ratio testing, except that here the" critical val-
ues" are dictated by the penalty term. Typically, as p the system dimension 
increases the LR portion of the criterion will increase and this latter increase 
will be balanced by the decrease due to the presence of the penalty. 
The following proposition establishes the consistency of f under general 
conditions on the penalty term CT. 
Proposition 3.1 Letting ro denote the true rank ofll and f = Argmin{IC(£)}, 
then r ~ ro if and only if (i) limT_oo CT = 00 and (ii) limT_oo ; = o. 
Clearly the penalty used in the Akaike criterion ie. CT = 2 fails condition 
(i) and AIC is therefore inconsistent. Indeed, the CT = 2 penalty term does 
not allow the probability of selecting a rank greater than the true one to 
vanish asymptotically. Let f* denote the true rank, and let f' > l*, it can 
then readily be seen that for the following to hold 
P[IC(£/) < IC(f*)] ~ 0 (12) 
we need limT_oo CT = 00. Indeed in 
P[-T2:::l0 +1 log(1 - ~i) > CT(p - £*)2 - CT(p - £/)2)] 
the first term is Op(l) and the probabilty will converge to zero if CT tends 
to infinity. When CT = log(T) or CT = 2log(log(T)) both conditions of the 
proposition are satisfied and therefore the rank estimates obtained via the 
minimization of criteria using these two penalties are consistent. By suitably 
modifying the rate of increase of the penalty term in IC(£), we can also obtain 
strongly consistent rank estimates. The following proposition establishes the 
conditions for almost sure convergence of r. 
Proposition 3.2 Let ro denote the true rank of IT and assuming that ~i = 
O(loglog(T)jT) a.sfori = ro+1, ... ,p, thenr ~ ro if both (i) limT_oo c:;. = 
o and (ii) limT_oo log l~~(T) = +00. 
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Before investigating the finite sample performance of the different criteria 
we focus on some theoretical aspects related to the influence of the penalty 
term eT on the rank estimates. This will help interpret more formally the 
numerical results. The following lemma from Liitkepohl (1991) will be exten-
sively used in what follows. Let ICl l and IC21 be two criteria distinguished 
by their penalty terms: 
ICl l = (l + hi 
IC21 = (l + gi· 
(13) 
(14) 
If hi = -2(p - f.)2 lel corresponds to the Akaike criterion and if gl -
-log(T)(p - £)2 we have the BIe criterion. 
Lemma 3.1 Given ho < hI < ... < hp,go < gl < .. , < gp and (0 ~ (1 ~ 
... ~ (p real numbers. If g(+1 - g( < h(+! - h( for £ = O ... p - 1 and if 
rl = argmin{ICl(£),£ = O, ... p} 
r2 = argmin{IC2(£),£ = O, ... p} 
then 
U sing the above lemma, we can analyze the impact of the penalty on the 
rank estimates. Let ICa(£) denote the following general criterion 
p 
ICa(£) = -T L log(l - ~d - a(p - £)2. (15) 
i=l+1 
The following proposition establishes the relationship between the rank 
estimates obtained using the different criteria. It is a straightforward conse-
quence of the above lemma. 
Proposition 3.3 Let ra, rBIC and rHQ denote the rank estimates obtained 
via the minimization of (11) with eT = a, eT = 10g(T) and eT = 210g(log(T)) 
respectively and let r AIC corresponds to the case where a = 2: 
• If 2 < a < 10g(T) then rBlc ~ r 01 ~ r AIC 
• If 2 < a < 2 10g(log(T)) then rHQ ~ r 01 ~ r AlC 
• If a> 210g(log(T)) then rHQ ~ ra. 
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When penalties of the form CT = constant are used, the inconsistency of 
the rank estimates is due to the fact that the probability of selecting a rank 
f> ro remains positive even asymptotically. Consequently such criteria will 
have a tendency to select higher ranks too often. However, this probability 
can be controlled by strengthening the penalty. This can be done by increas-
ing the value of Q. For instance we saw that if Q > 2 then Ta ~ T Arc. On the 
other hand even for such penalties the probability of selecting a rank smaller 
than the true one disappears asymptotically. Basically by increasing Q we 
can penalize "overranking" more severely. Bhansali and Downham (1977) 
for instance suggested that there could be an advantage in using Q = 4 in-
stead of 2. There have also been many attempts to transform the original 
Akaike criterion into a consistent one, by adding a function of the sample size 
such as log(T) to the usual CT = 2 penalty (Bozdogan (1987)). This latter 
alternative however would lead to a drastic underestimation of the model 
dimension, since it is even stronger than the usual BIC criterion. 
Turning to the penalties leading to consistent rank estimates, we shall 
see that they can lead to distorted inferences because they are either too 
severe (CT = log(T)) and thus constantly lead to the choice of very low 
ranks or they are too weak (CT = 2Iog(1og(T)) and therefore the probability 
of selecting a rank higher than the true one vanishes very slowly. Given the 
above discussion, a suitable penalty should lie between CT = 2Iog(log(T) and 
eT = log(T) and at the same time satisfy the requirements set in Propositions 
3.1 and 3.2. Clearly a whole range of penalties would be able to satisfy these 
properties (any linear combination of eT = 2Iog(log(T) and CT = log(T) 
for instance). In a recent paper Zhang (1992) argued that the penalty term 
should lie between 1.5 and 5 for most practical situations (independent of 
T). \Ve suggest the following criterion 
l' 
LCIC(f) = -T L log(l - ~i) - fJr(p - f)2 (16) 
i=l+l 
where fir = [log(T) + log(log(T))]j2 and t = T - p. Our penalty fir clearly 
falls within Zhang's range for sample sizes between T=10 and 3000, with the 
advantage that it leads to consistent rank estimates. 
Proposition 3.4 Letting fie denote the rank estimate obtained via the min-
imization of LCIC it then follows that 
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a. Tic ~ r 0 where r 0 denotes the true rank of IT 
c. Tic :::; TAlC ifT ~ 20. 
We expect this (strongly) consistent criterion to offer a good compromise 
betwee n over and under ranking, as it is shown in the next section. 
3.1 Empirical Properties 
In this section we investigate the finite sample behavior of the different cri-
teria and compare their performance with the standard tests. We empha-
size the difference between small and large systems and distinguish between 
weakly, strongly and non-cointegrated systems as well as a large and small 
number of cointegrating relationships. 
Initially, we focus on the "size" behavior of the various criteria by comput-
ing decision frequencies from models with r=O. The weakness of the eT = 2 
penalty is clearly visible. Although the true rank is set to zero, the AIC 
based criterion still picks high ranks too often even when samples as large 
as T=400 are used (Table 6). Similar figures also occur in smaller systems 
(p=3 or p=5) but are not displayed here. Turning to the BIC criterion, 
the convergence to the true rank r = 0 is extremely fast, especially in large 
systems. Even for very small sample sizes, the correct decision frequencies 
are above 99%. This result should be interpreted with care however. Indeed 
the severity of its penalty makes the BIC criterion select very small ranks. 
Therefore the fact that it almost always points to the true rank might not be 
due to its ability to detect the truth but rather to the fact that its penalty is 
too strong. Finally, turning to the performance of the newly introduced cri-
terion (LCIC), the results for r = 0 are promising. Overall, correct decision 
frequencies lie near or above 90%. 
We next focus on the ability of the model selection criteria to detect the 
true rank when the system is cointegrated. In addition to the system dimen-
sion, we expect the performance results to be sensitive to both the strength 
and the number of cointegrating relationships. 
A. Weak Cointegration 
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\Ve first analyze systems in which r = 1 with the only non-zero eigenvalue 
taking the value 0.10. The ability of the criteria to detect r = 1 is again very 
much dependent on whether the system is small or large (Tables 7(i)-7(iii)). 
In the trivariate and five dimensional cases, the LCIC criterion is the best 
performer. The ability to detect the true rank however decreases drastically 
as we move from p = 5 to P = 10. As expected the BIC criterion has 
extreme difficulties moving avay from r = 0 with a very slow convergence 
rate under p = 5 and a non-observable convergence under p = 10. Indeed in 
this latter case the decision frequencies are all clustered at r = O. Regarding 
the AIC criterion, eventhough it selects the true rank much more frequently, 
this result loses its meaning knowing how it performed under r = O. Its 
weakness can also be observed by comparing the decision frequencies under 
r = 0 and r = 1 which are very similar. 
In the above experiments we focused on models characterized by one weak 
cointegrating relationships. Table 8(i) displays a similar scenario but with a 
much higher cointegrating rank (r = 9). The BIC is obviously unable to move 
beyond r = 0 even when T=400. The AIC seems to perform the best. This 
was expected however knowing its natural tendency to select higher ranks. 
The LCIC criterion also performs poorly under moderate sample sizes, but 
reaches correct decision frequencies close to 94% when T=400 (similar to the 
frequencies obtained using the standard test statistics). 
B. Strong Cointegration 
So far we investigated the worse possible scenarios for detecting the true 
cointegrating rank. We next focus on situations characterized by higher 
magnitudes for the non-zero eigenvalues and distinguish between a small 
and large number of cointegrating relationships. Table 8(ii) displays the 
decision frequencies under p=lO and r=1 but with ).1 = 0.5 (This is the 
highest possible value that can be assigned to the largest eigenvalue). In 
this setting, the LCIC criterion displays the best performance with correct 
decision frequencies above 90% even under T=90 (approximately 55% for 
the test criteria). Next in Table 8(iii) we analyzed a system with p=lO and 
r=5 with decreasing magnitudes for the five non-zero eigenvalues. The LCIC 
criterion again clearly outperforms both the standard tests and the other 
competing criteria. 
Both BIC and AIC are unreliable tools in large dimensional systems. 
When applied to smaller systems, their performance does not seem to improve 
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much on the traditional test statistics at a 5% significance level. BIC has a 
very strong tendency to cluster at very low ranks. The only case where it 
is able to point to the true rank very accurately is when the cointegrating 
relationships are very strong. 
Overall the new criterion (LCIC) outperforms both the test statistics as 
well as the other model selection criteria in both small and large dimen-
sional systems if the cointegrating relationships are strong and regardless 
their number. When the cointegrating relationships are weak, its perfor-
mance is comparable to the standard test statistics. 
4 Conclusion 
In this paper we studied various approaches for inferring the cointegrating 
rank when the number of variables is large. It is shown that standard in-
ferential tools lead to extremely distorted inferences in large dimensional 
systems. The LR test produces too much cointegration. We propose a new 
test that does not require finite sample corrections. It displays very good 
size properties even with small sample sizes. As a byproduct, we also ob-
tained the empirical properties of two other alternatives to the LR. Namely 
the PB and HL statistics. These two test statistics were proposed in the 
multivariate analysis literature with the motivation that one of them could 
eventually outperform the others in specific settings. \Ve found that although 
they perform very differently in finite samples, they are not providing any 
improvement upon the standard LR criterion and in fact they can often lead 
to even more spurious results. 
In addition, we introduce a consistent model selection criterion for choos-
ing the cointegrating rank. In finite samples this criterion outperforms not 
only the standard information criteria, but also the sequential testing strat-
egy at the standard confidence levels. Further research is oriented towards 
combining both approaches (model selection procedure and sequential test-
ing) in order to increase the power of the standard tests. 
Another issue which is under current investigation is the joint effect of 
dimensionality and lag length on r. In particular the implications of a mi5-
pecified k in a large dimensional setting. 
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Appendix 
Proof of Proposition 2.1.1: The proof follows from the fact that under 
the hypothesis of r cointegrating relationships ~i ~ 0 for i = r + 1, ... p, and 
therefore a first order Taylor expansion of the test statistics implies 
The rest of the proof follows directly from Johansen (1988). 
Proof of Proposition 2.1.2: Using the inequality z ~ log(1 +z) and letting 
z = ~d(1- ~i) for i = r + 1 ... p it follows that LR :::; HL. Next we use 
-log(1 - z) ~ z and letting z = ~i it follows that P B ~ LR. It remains 
to show that LR ~ LeT ~ P B. Since -log(1 - ~i) ~ ~i implies also that 
(1/2) (~i - log(1 - ~i» ~ ~i the inequality follows. 
Proof of Proposition 2.2.1: (a) and (b) follow directly from Proposition 
2.1.2. 
Proof of Proposition 2.3.1: Let Q denote the following p x (p - f) matrix 
of rank (p - f) 
where I p- l denotes a (p - f) dimensional identity matrix. 
"Ve have 
Sn = Q'SaaQ, S13 = Q'SabQ, S33 = Q'SbbQ and S31 = Q'SbaQ. 
Let ~i denote the eigenvalues of Sbi1 SbaS~l Sab i = 1 ... p and ~: the 
eigenvalues of S3jl S31 Sl/ S13, i = 1 ... p - (. 
Letting 'lti(K) denote the ith largest eigenvalues of K, we need to show 
that 
'lti(S;/SbaS;alSab) ~ 'lti(S3lS31S1/S13) for i = 1 ... p-£' 
The proof follows directly by applying a Lemma from Gabriel (1968) 
Lemma (Gabriel (1968»: Let A and B denote (p x p) symmetric non-
negative and positive definite matrices respectively. Then for any (p x q) 
matrix D of rank q: 
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In our case, we have 
'lI i(Sbi1 Sba S;a1 Sab) ~ 'lI i (( Q' SbbQt1Q' Sba S;a1 SabQ)) 
~ \lJi(S;31Q'SbaS;a1SabQ) 
= \lJ i( S;a1 SabQ s;:l Q'Sba)' 
Reapplying the lemma we have 
Wi(S;a1 SabQS;lQ' Sba) ~ Wi((Q' SaaQ)-l( Q' SabQ)S;l(Q'SbaQ)). 
Leading to the desired result, 
\lJi(SbilSbaS;a1Sab) ~ 'lI i(S}/S13S;lS3t}. 
Proof of Proposition 2.3.2 
(a) The eigenvalues of S}/SlOS,(;}SOl are the same as those of S~}S01SlilSlO' 
A -1 
The result then follows from n = Soo - SOlS11 S10. 
(b) For simplicity, we prove the desired result in the bivariate case: 
tlXt = rrxt - 1 + Et 
where X t = (Xlt, X2t)' and the errors are assumed to have zero mean and the 
following covariance matrix 
n = [ O'~ 00'1~2l 
00'10'2 0'2' 
Let ~1 and ~2 denote the eigenvalues of S}:/ S10S'~} SOl' It can be shown that 
these eigenvalues are the same as the eigenvalues of Sac} S01S:;/ SlO' Further-
more n, = SOO-SOl S}/ SlO, where n, is the estimated error covariance matrix. 
It follows that the above eigenvalues are also the same as the eigenvalues of 
1 A I - Soo n,. In otherwords, 
i=l 
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where R~ and R~ denote the coefficients of determination from the first and 
second equations of the ECM. By the law of large numbers the third term 
in the numerator above converges to zero in probability. Assuming 0 = 0 in 
n" the denominator converges to 1, leading to the desired result. 
Proof of Theorem 2.3.1: Follows from Brown (1981) 
Proof of Lemma 2.3.1 (Spurious Cointegration) (a) If T=p+i, n has 
(2p+ 1 )-(p-ti) eigenvalues equal to zero. The number of zero eigenvalues of 
n and s~}n is the same. The result follows directly from Proposition 2.3.2. 
(b) Follows from (a). 
Proof of Proposition 2.4.1 LFrom 2.3.2 (a) we need to find the eigenval-
ues of Ip - Boon. Since XI,t = PXI,t-1 + ft, it is straightforward to obtain 
E(2: ~X~,t) = 20";;(1 + p). The independence assumption then leads to 
BOOI = diag((l + p)/(20"i),1/O"i, ... ,1/0";) and n = diag(O";, ... ,O"i), and 
therefore Ai = 0 for i = 2, ... ,p and Al = (1 - p)/2. 
Proof of Proposition 3.1 We have to show that the following two condi-
tions hold 
(a) limT-+oo P[IC(£) > IC(ro)l = 1 
(b) limT-+oo P[IC(£) > IC(ro)l = 1 
Taken together, (a) and (b) lead to the required result. We first focus on the 
sufficiency part of the proof 
Case £ > ro 
IC(£) - IC(ro) (ml - mrJcT - 2[logLl - logLrol 
l 
= (ml - mrJcT + T L 10g(1 - ~i) 
where ml = 2p£ - £2 denotes the number of free parameters. Since by as-
sumption (i) limT ..... oo CT = infty and ml- mro > 0, (a) follows. 
Case l < ro 
1C(f) - 1C(ro) - 2[log Lro -log Ld - CT((mro - ml) 
ro 
-T L 10g(1 - ~i) - CT(mro - ml) 
i=l+l 
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Therefore, 
ro C 
P[IC(f) - IC(To) > 0] = P[T( - L log(l - ~i) - ; (mro - ml)) > 0] 
i=l+l 
Since the first term in brackets is positive and the second term tends to zero 
by assumption (ii), (b) follows. 
In order to show that (i) and (ii) are necessary, let us suppose that CT 
is bounded (by some constant 6). Then assumption (ii) is satisfied and 
limT-+oo P[IC(f) < IC(To)] = 0 for f < To. For f > To 
ro 
P[IC(f) < IC(To] = P[-T L log(l - ~i) > cT(ml - mrJ] > 0 
i=l+l 
There is therefore a positive probability of selecting f > To' In order to 
see that (ii) is necessary, suppose that it fails with limT-+oo CT IT = C > O. 
Clearly, (i) is satisfied, so for f > To we have limT-+oo P[IC(f) < IC(To)] = O. 
'When f < To, 
lim P[IC(f) < IC(To] 
T-+oo 
ro 
- limP[- L log(l - ~i) < ({CT + 6)(mro - ml)] 
i=l+l 
(2) 
and the result follows. 
Proof of Proposition 3.2 For the case f < TO, the proof is as above, with 
convergence in probability, replaced by almost sure convergence and leading 
to IC(f) - IC(To) > 0 with probability one, provided that (i) holds. Case 
f> TO: 
l 
IC(f) - IC(To) - T L log(l - ~i) + CT((p - TO)2 - (p - f?) 
i=ro+l 
T II A 
- log 10g(TH 10 10 (T) . L log(l - Ai) + 
g g ,=ro+l 
10gl:~(T) ((p - TO? - (p - f?)} 
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Since ~i = O(1oglog(T)/T) a.s, the first term in braces is 0(1) and by 
assumption(ii) the second term diverges to +00 since (p - ro)2 - (p -£)2 > o. 
Consequently for large T we have IC(f) - IC(ro) > 0 with probability one. 
Proof of Proposition 3.3 Follows directly from Lemma 3.1. 
Proof of Proposition 3.4 Follows directly from proposition 3.1 and Lemma 
3.1. 
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Table 1 (i): Asymptotic and Finite Sample Distributions 
LR .stati.stic 
p-r T 5'10 10'10 90'70 95% 
3 30 8.834 10.028 23.875 26.732 
90 8.313 9.514 22.347 25.035 
150 8.117 9.311 22.065 24.503 
400 8.107 9.305 21.851 24.316 
00 7.940 9.097 21.784 24.288 
5 30 36.787 39.733 64.873 69.302 
90 33.655 36.250 58.823 62.688 
150 32.907 35.330 57.623 61.464 
400 32.321 34.852 56.646 60.425 
00 31.988 34.352 55.965 59.778 
10 30 221.260 229.390 295.810 306.210 
90 175.540 181.540 229.430 236.600 
150 169.620 175.760 222.200 228.840 
400 165.560 171.270 215.690 222.760 
00 160.880 166.280 210.790 217.420 
J B .statistic 
3 30 8.125 9.144 19.220 21.033 
90 8.105 9.237 20.851 23.146 
150 8.001 9.154 21.161 23.340 
400 8.065 9.244 21.521 23.896 
00 7.940 9.097 21.784 24.288 
5 30 30.361 32.270 46.742 48.912 
90 31.624 33.920 52.674 55.828 
150 31.735 34.003 54.017 57.335 
400 31.907 34.361 55.266 58.890 
00 31.988 34.352 55.965 59.778 
10 30 132.690 135.420 155.120 157.960 
90 151.330 155.650 188.870 193.880 
150 155.410 110.510 197.780 203.310 
400 160.350 165.600 206.480 213.300 
00 160.880 166.280 210.790 217.420 
{L .stati.stic 
3 30 9.594 11.052 30.545 35.132 
90 8.523 9.815 24.072 27.165 
150 8.250 9.474 23.087 25.704 
400 8.152 9.365 22.202 24.734 
00 7.940 9.097 21.784 24.288 
5 30 45.500 50.172 98.696 110.560 
90 35.772 38.835 65.998 70.890 
150 34.093 36.788 61.577 66.127 
400 32.735 35.356 58.020 62.057 
00 31.988 34.352 55.965 59.778 
10 30 448.760 484.750 944.570 1069.500 
90 206.070 214.800 286.910 299.710 
150 185.840 193.330 252.050 260.590 
400 171.110 177.290 255.480 233.530 
00 160.880 166.280 210.790 217.420 
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Table 1 (ii): Asymptotic and Finite Sample Distributions l 
RALR 6tati$tic 
p-r T 5'70 10'70 90'70 95'70 
3 30 7.842 8.921 21.660 24.177 
90 8.050 9.180 21.564 24.122 
150 7.935 9.136 21.895 24.444 
400 8.046 9.235 21.687 24.134 
00 7.940 9.097 21.784 24.288 
5 30 30.678 33.073 54.231 58.045 
90 31.840 34.237 55.399 58.842 
150 31.848 34.140 55.770 59.627 
400 31.917 34.416 55.938 59.670 
00 31.988 34.352 55.965 59.778 
10 30 147.510 152.930 197.210 204.140 
90 156.040 161.370 203.940 210.310 
150 158.310 164.040 207.390 213.580 
400 161.420 167.010 210.300 217.200 
00 160.880 166.280 210.790 217.420 
LC'l $tati$tic 
3 30 8.369 9.481 21.667 24.025 
90 8.225 9.361 21.553 23.986 
150 8.028 9.233 21.872 24.390 
400 8.086 9.276 21.679 24.106 
00 7.940 9.097 21.784 24.288 
5 30 33.609 35.957 55.976 59.238 
90 32.747 35.095 55.620 58.919 
150 32.347 34.632 55.931 59.567 
400 32.117 34.611 55.944 59.646 
00 31.988 34.352 55.965 59.778 
10 30 177.490 182.620 224.720 231.420 
90 163.580 168.560 209.170 215.090 
150 162.540 168.170 209.910 216.000 
400 163.020 168.450 211.090 218.070 
00 160.880 166.280 210.790 217.420 
1 All experiments ha.ve been performed using TSP 4.1 on an IBM RIse 6000, and unless 
otherwhise indica.ted the number of replica.tions wa.s set equa.l to 10,000. 
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Table 2: Empirical Rejection Frequencies of the True Null of No 
Cointegration (r=O) at 5% 
Small Sy$iem: p=3 r=O 
T LR PB HL LeT RALR 
30 9.42 1.13 24.69 4.63 4.88 
90 6.24 3.18 9.44 4.58 4.77 
150 5.90 4.29 7.91 5.10 4.76 
400 5.03 4.33 5.57 4.71 4.53 
Medium Sydem: p=5 r=O 
Large System: p=10 r=O 
T LR pB HL LeT RALR 
30 96.60 0.00 100.00 20.02 0.96 
90 25.03 0.05 88.11 3.87 2.23 
150 14.69 0.55 55.75 4.25 3.17 
400 8.60 3.08 18.90 5.20 5.00 
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Table 3: Finite Sample Biases in Eigenvalues 
p=9 r=O 
T E(At} E(A2) E(A3) 
30 0.311 0.135 0.002 
90 0.112 0.045 0.006 
150 0.068 0.027 0.004 
400 0.026 0.010 0.001 
p=5r=O 
T E(A1) E(A2) E(A3) E(A.) E(A5) 
30 0.547 0.378 0.242 0.125 0.019 
90 0.215 0.135 0.081 0.040 0.006 
150 0.133 0.082 0.049 0.024 0.003 
400 0.050 0.030 0.020 0.010 0.001 
p=10 r=O 
T E(Ad E(A2) E(A3) E(A.) E(A5) E(A6) E(A7) E(A8) E(A9) E(A10) 
30 0.898 0.817 0.730 0.638 0.541 0.440 0.346 0.249 0.155 0.020 
90 0.441 0.358 0.294 0.240 0.192 0.149 0.111 0.077 0.046 0.006 
150 0.286 0.227 0.183 0.147 0.116 0.090 0.066 0.046 0.027 0.003 
400 0.116 0.090 0.071 0.057 0.044 0.034 0.025 0.017 0.010 0.001 
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Table 4: Decision Frequencies2 in Trivariate and Five Dimensional Systems 
with r = 1 P'1 = 0.1, ).i = 0) at 5% 
Trivariate Sy.stem 
T r LK pB ilL LeT KA~ 
30 0 93.89 93.76 93.62 94.12 94.05 
1 5.00 5.10 5.29 4.75 4.98 
2 0.61 0.64 0.59 0.63 0.47 
3 0.50 0.50 0.50 0.50 0.50 
90 0 75.50 76.20 74.91 75.33 75.14 
1 21.56 21.42 22.60 22.07 22.44 
2 1.86 1.80 1.91 2.02 1.94 
3 0.58 0.58 0.58 0.58 0.47 
150 0 34.30 35.19 37.19 37.88 37.19 
1 61.52 60.62 62.67 57.82 58.77 
2 3.57 3.58 3.53 3.69 3.53 
3 0.61 0.61 0.61 0.61 0.51 
400 0 0 0 0 0 0 
1 94.86 94.87 94.86 94.87 94.92 
2 4.42 4.41 4.42 4.41 4.36 
3 0.72 0.72 0.72 0.72 0.72 
FiveRimen.sional Sy.stem 
30 0 94.97 95.39 95.01 95.11 95.22 
1 4.44 3.69 4.53 4.16 4.43 
2 0.36 0.62 0.24 0.50 0.20 
3 0.04 0.11 0.05 0.05 0.01 
4 0.03 0.03 0.02 0.03 0.Q2 
5 0.16 0.16 0.15 0.15 0.12 
90 0 90.03 90.25 89.97 89.51 89.49 
1 9.10 8.71 9.22 9.46 9.73 
2 0.62 0.74 0.57 0.74 0.57 
3 0.12 0.17 0.11 0.16 0.11 
4 0.Q2 0.02 0.02 0.02 0.01 
5 0.11 0.11 0.11 0.11 0.09 
150 0 75.74 76.52 75.17 76.05 76.47 
1 22.03 21.09 22.64 21.67 21.32 
2 1.81 1.93 1.78 1.84 1.88 
3 0.27 0.31 0.26 0.29 0.19 
4 0.04 0.04 0.04 0.04 0.03 
5 0.11 0.11 0.11 0.11 0.11 
400 0 2.10 2.56 1.69 2.34 2.10 
1 93.15 92.73 93.58 92.89 93.27 
2 4.16 4.12 4.15 4.18 4.06 
3 0.37 0.36 0.36 0.36 0.36 
4 0.09 0.10 0.09 0.10 0.09 
5 0.13 0.13 0.13 0.13 0.12 
2 Acceptance frequencies of the specified rank across N trials 
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Table 5: Decision Frequencies in a IO-dimensional System with r=I 
(Ai = 0.1 and Ai = 0 for i = 2, ... ,10) at 5% 
T r LR PB HL LeT RALR 
30 0 95.32 95.79 94.92 95.42 95.72 
1 3.49 1.50 4.34 3.00 4.13 
2 0.50 1.22 0.27 1.12 0.10 
3 0.13 0.45 0.02 0.20 0.00 
4 0.06 0.22 0.00 0.20 0.00 
5 0.03 0.15 0.00 0.03 0.00 
6 0.01 0.05 0.00 0.03 0.00 
7 0.00 0.08 0.00 0.01 0.00 
8 0.01 0.05 0.00 0.02 0.00 
9 0.03 0.07 0.03 0.03 0.00 
10 0.42 0.42 0.42 0.42 0.05 
90 0 94.78 95.01 94.95 94.94 94.85 
1 4.74 4.28 4.66 4.42 4.80 
2 0.27 0.43 0.26 0.43 0.28 
3 0.09 0.12 0.02 0.07 0.02 
4 0.00 0.04 0.00 0.02 0.00 
5 0.00 0.00 0.00 0.00 0.00 
6 0.00 0.01 0.00 0.00 0.00 
7 0.00 0.00 0.00 0.00 0.00 
8 0.00 0.00 0.00 0.00 0.00 
9 0.01 0.01 0.03 0.01 0.00 
10 0.11 0.11 0.11 0.11 0.05 
150 0 92.33 92.74 92.10 92.46 92.36 
1 6.90 6.35 7.25 6.75 7.04 
2 0.62 0.70 0.54 0.61 0.52 
3 0.08 0.14 0.04 0.10 0.04 
4 0.00 0.00 0.00 0.00 0.00 
5 0.00 0.00 0.00 0.00 0.00 
6 0.00 0.01 0.00 0.00 0.00 
7 0.00 0.00 0.00 0.00 0.00 
8 0.00 0.00 0.00 0.00 0.00 
9 0.00 0.00 0.00 0.00 0.00 
10 0.07 0.07 0.07 0.07 0.04 
400 0 57.23 59.93 55.46 58.71 57.23 
1 39.45 36.68 41.28 37.92 39.64 
2 2.93 2.99 2.91 2.98 2.78 
3 0.28 0.28 0.24 0.27 0.24 
4 0.02 0.03 0.03 0.03 0.03 
5 0.01 0.01 0.00 0.00 0.00 
6 0.00 0.01 0.00 0.00 0.00 
7 0.00 0.00 0.00 0.00 0.00 
8 0.00 0.00 0.00 0.00 0.00 
9 0.00 0.00 0.00 0.00 0.00 
10 0.08 0.08 0.08 0.08 0.08 
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Table 6: Model Selection Criteria 
p=10 and r=O 
AIC 
I 1'-30 1'-90 '1'-150 '1'-400 
0 10.41 8.09 6.85 5.23 
1 37.41 30.00 27.14 23.00 
2 34.97 34.82 35.25 34.78 
3 13.77 18.88 20.39 23.27 
4 2.91 6.12 7.58 9.32 
5 0.45 1.57 2.04 3.09 
6 0.07 0.26 0.51 0.81 
7 0.01 0.14 0.11 0.34 
8 0.00 0.07 0.09 0.06 
9 0.00 0.05 0.04 0.08 
10 0.00 0.00 0.00 0.02 
BIC 
I '1-30 T-90 "1-150 '1'-400 
0 97.39 100.00 100.00 100.00 
1 2.59 0.00 0.00 0.00 
2 0.02 0.00 0.00 0.00 
3 0.00 0.00 0.00 0.00 
4 0.00 0.00 0.00 0.00 
5 0.00 0.00 0.00 0.00 
6 0.00 0.00 0.00 0.00 
7 0.00 0.00 0.00 0.00 
8 0.00 0.00 0.00 0.00 
9 0.00 0.00 0.00 0.00 
10 0.00 0.00 0.00 0.00 
LCIC 
r T-30 T-90 T-150 '1'-400 
0 37.20 92.17 97.98 99.86 
1 46.19 7.71 2.00 0.14 
2 14.37 0.12 0.02 0.00 
3 2.14 0.00 0.00 0.00 
4 0.10 0.00 0.00 0.00 
5 0.00 0.00 0.00 0.00 
6 0.00 0.00 0.00 0.00 
7 0.00 0.00 0.00 0.00 
8 0.00 0.00 0.00 0.00 
9 0.00 0.00 0.00 0.00 
10 0.00 0.00 0.00 0.00 
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Table 7(i): Model Selection Criteria 
p=3 and r=l ().1 = O.I,)'j = 0 for i = 2,3) 
AlC 
r '1'-30 '1'-90 '1'-150 }'-400 
0 47.42 9.88 0.22 0.00 
1 37.80 59.18 64.30 63.74 
2 11.68 25.28 30.22 30.50 
3 3.02 5.66 5.26 5.76 
BIG 
r '1-30 '1-90 '1-150 1-400 
0 92.32 93.98 80.58 0.34 
1 7.10 5.86 19.14 99.42 
2 0.46 0.16 0.26 0.24 
3 0.12 0.00 0.02 0.00 
LCIC 
r T-30 ]:-90 ~-150 1-400 
0 62.96 53.10 20.82 0.00 
1 29.72 40.58 72.66 96.22 
2 5.90 5.36 6.00 3.54 
3 1.42 0.96 0.52 0.24 
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Table 7(ii): Model Selection Criteria 
p=5 and r=l, (At = 0.1, Ai = 0 for i = 2, ... ,5) 
AIC 
r '1-30 '1-90 '1'-150 '1'-400 
0 36.16 17.30 3.56 0.00 
1 41.90 42.64 43.94 40.70 
2 16.40 27.72 35.88 40.22 
3 3.08 8.70 11.84 13.42 
4 1.10 2.18 3.08 3.62 
5 1.36 1.46 1.70 2.04 
BIC 
r '1'-30 '1'-90 '1'-150 '1'-400 
0 96.14 99.68 99.42 65.78 
1 3.78 0.32 0.58 34.22 
2 0.08 0.00 0.00 0.00 
3 0.00 0.00 0.00 0.00 
4 0.00 0.00 0.00 0.00 
5 0.00 0.00 0.00 0.00 
LCIC 
r T-30 T-90 T-150 T-400 
0 57.30 83.32 73.80 0.98 
1 31.26 15.14 24.68 97.80 
2 8.62 1.48 1.36 1.18 
3 1.62 0.06 0.12 0.04 
4 0.42 0.00 0.02 0.00 
5 0.78 0.00 0.02 0.00 
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Table 7(iii): Model Selection Criteria 
p=10 and r=l, ().1 = 0.1, ).j = 0 for i = 2, ..• 10) 
AIC 
r 1-30 1-90 "1"-150 "1"-400 
0 11.10 8.00 3.55 0.00 
1 38.10 29.80 20.55 9.70 
2 34.40 33.05 37.00 29.80 
3 13.40 19.75 24.30 34.20 
4 2.40 6.80 10.85 18.10 
5 0.55 1.85 3.20 5.95 
6 0.00 0.50 0.50 1.70 
7 0.05 0.20 0.05 0.30 
8 0.00 0.00 0.00 0.10 
9 0.00 0.05 0.00 0.10 
10 0.00 0.00 0.00 0.05 
BIG 
r T-30 T-90 T-150 "1"-400 
0 97.55 100.00 100.00 100.00 
1 2.35 0.00 0.00 0.00 
2 0.10 0.00 0.00 0.00 
3 0.00 0.00 0.00 0.00 
4 0.00 0.00 0.00 0.00 
5 0.00 0.00 0.00 0.00 
6 0.00 0.00 0.00 0.00 
7 0.00 0.00 0.00 0.00 
8 0.00 0.00 0.00 0.00 
9 0.00 0.00 0.00 0.00 
10 0.00 0.00 0.00 0.00 
LCIC 
r T-30 T-90 '1'-150 '1'-400 
0 38.00 91.25 95.90 83.10 
1 46.05 8.65 4.10 16.90 
2 13.85 0.10 0.00 0.00 
3 2.10 0.00 0.00 0.00 
4 0.00 0.00 0.00 0.00 
5 0.00 0.00 0.00 0.00 
6 0.00 0.00 0.00 0.00 
7 0.00 0.00 0.00 0.00 
8 0.00 0.00 0.00 0.00 
9 0.00 0.00 0.00 0.00 
10 0.00 0.00 0.00 0.00 
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Table 8(i): Model Selection Criteria under Weak Cointegration (r=9) 
p=10 and r=9, (Aj = 0.10, fori = 1, ... ,9) 
AIC HIC LCIC 
r T=90 T=150 T=400 T=90 T=150 1'-400 T-90 1'=150 T=400 
0 5.55 0.06 0.00 100.00 100.00 99.88 90.56 89.00 0.00 
1 23.52 0.58 0.00 0.00 0.00 0.12 9.20 10.38 0.00 
2 33.70 1.92 0.00 0.00 0.00 0.00 0.24 5.80 0.00 
3 21.88 3.06 0.00 0.00 0.00 0.00 0.00 0.04 0.00 
4 9.64 2.56 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
5 3.32 1.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
6 1.04 0.76 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
7 0.16 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
8 0.24 0.94 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
9 0.76 69.68 80.04 0.00 0.00 0.00 0.00 0.00 93.76 
10 0.24 18.48 19.96 0.00 0.00 0.00 0.00 0.00 6.24 
.H.AL.H. at 5'70 LCT at 5'70 
r '1'-90 '1'-150 '1'-400 '1'-90 "1-150 '1-400 
0 85.74 2.96 0.00 83.46 3.88 0.00 
1 9.74 7.93 0.00 10.58 8.94 0.00 
2 0.83 10.11 0.00 1.84 9.80 0.00 
3 0.12 9.58 0.00 0.62 6.98 0.00 
4 0.11 5.44 0.00 0.10 5.28 0.00 
5 0.09 5.12 0.00 0.02 5.26 0.00 
6 0.03 7.35 0.00 0.08 7.56 0.00 
7 0.12 10.02 0.00 0.04 9.16 0.00 
8 0.10 17.23 0.00 0.08 19.16 0.00 
9 0.14 19.01 94.41 0.10 18.10 94.32 
10 2.98 5.25 5.59 3.08 5.88 5.68 
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Table 8(ii): Model Selection Criteria under Strong Cointegration (r=1) 
p=10 and r=l, (A1 = 0.5, Ai = 0 for i = 2, ... 10) 
AIC BIC LCIC 
r '1'-90 T-150 T-90 T-150 T-90 T-150 
0 0.00 9.35 81.75 4.65 2.25 0.00 
1 12.70 33.10 18.25 95.35 91.35 97.35 
2 34.50 33.25 0.00 0.00 6.40 2.65 
3 31.75 16.70 0.00 0.00 0.00 0.00 
4 15.10 5.65 0.00 0.00 0.00 0.00 
5 4.45 1.65 0.00 0.00 0.00 0.00 
6 0.95 0.25 0.00 0.00 0.00 0.00 
7 0.45 0.25 0.00 0.00 0.00 0.00 
8 0.05 0.05 0.00 0.00 0.00 0.00 
9 0.05 0.00 0.00 0.00 0.00 0.00 
10 0.00 0.00 0.00 0.00 0.00 0.00 
RALR at 5'70 LCT at 5% 
r '1'-90 T=150 T-90 '1'-150 
0 41.55 0.60 39.60 1.15 
1 56.25 96.90 55.95 94.40 
2 2.10 2.35 3.90 4.15 
3 0.05 0.15 0.40 0.25 
4 0.00 0.00 0.00 0.05 
5 0.00 0.00 0.00 0.00 
6 0.00 0.00 0.00 0.00 
7 0.00 0.00 0.00 0.00 
8 0.00 0.00 0.00 0.00 
9 0.00 0.00 0.00 0.00 
10 0.05 0.00 0.15 0.00 
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Table 8(iii): Model Selection Criteria under Strong Cointegration (r=5) 
p=10 and r=5, 
().l = 0.50, ).2 = 0.45 ).3 = 0.40 ).. = 0.35 ).5 = 0.30 ).i = 0 for i = 6, ..• 10) 
AIC BIC LCIC 
r T-90 T-150 T-90 T-150 ~1'-90 '1'-150 
0 0.00 0.00 62.40 0.00 0.00 0.00 
1 0.00 0.00 30.15 0.60 0.05 0.00 
2 0.00 0.00 6.70 5.85 2.35 0.00 
3 0.00 0.00 0.70 15.30 10.00 0.00 
4 0.25 0.00 0.05 31.70 32.25 0.05 
5 44.95 36.25 0.00 46.55 52.95 96.55 
6 38.25 40.75 0.00 0.00 2.30 3.20 
7 12.40 16.15 0.00 0.00 0.10 0.15 
8 3.20 5.00 0.00 0.00 0.00 0.05 
9 0.90 1.50 0.00 0.00 0.00 0.00 
10 0.05 0.35 0.00 0.00 0.00 0.00 
KALR a.t 5'70 LCr a.t 5'70 
r '1-90 '1'-150 1'-90 T-150 
0 0.00 0.00 0.00 0.00 
1 0.00 0.00 0.00 0.00 
2 1.05 0.00 0.25 0.00 
3 24.65 0.00 15.40 0.00 
4 60.60 6.70 58.20 5.00 
5 13.15 90.15 24.45 90.25 
6 0.45 2.80 1.50 4.25 
7 0.05 0.15 0.05 0.30 
8 0.00 0.10 0.00 0.05 
9 0.00 0.05 0.05 0.10 
10 0.05 0.05 0.00 0.00 
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