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Magistrska naloga obravnava numericˇno modalno analizo struktur z uporabo odprtoko-
dnih programov, ki omogocˇajo resˇevanje analiz po metodi koncˇnih elementov. Poudarek
naloge je na primerjavi izbranih odprtokodnih programov s komercialnim ter na kva-
litativni in kvantitativni primerjavi odprtokodnih pristopov. Naloga najprej predstavi
osnovno teorijo linearne metode koncˇnih elementov, v nadaljevanju pa je opisan celoten
postopek resˇevanja problemov po metodi koncˇnih elementov: priprava, resˇevanje ter
prikaz rezultatov. Na osnovi teorije koncˇnih elementov je v odprtokodnih programih
Python, Gmsh, PyFem, FEniCS in ParaViewu spisana lastna koda za resˇevanje analiz
od kreiranja kompleksne geometrije do obdelave rezultatov, katere veljavnost je pre-
verjena na analiticˇno resˇljivih problemih. Uporabnost kode je predstavljena z modalno
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This master thesis researches the modal analysis of structures with the use of open
source code, which enable solving finite element method analysis. The main goal is to
qualitatively and quantitatively compare selected open source code with the selected
commercial programs and to compare different open source approaches. This work
firstly presents the basics of linear theory of the finite elements method, and the entire
process of solving problems with the finite element method: pre-processing, solving
and post-processing. The open source approach was initially tested against theoretical
test cases; finally, the open source approach was tested against commercial programs
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a m dolzˇina stranice osnovnega trikotnika
b N
mm3
komponenta vektorja notranjih sil v volumnu
C / konstanta
c / koeficient aproksimacije
D / diferencialni operator
Do mm premer ohiˇsja cˇepne svecˇke
De mm premer elektrode cˇepne svecˇke
Dg mm premer grelca cˇepne svecˇke
dc mm debelina cevke v grelcu cˇepne svecˇke
E MPa elasticˇni modul
e / napaka aproksimacije
F N sila
f Hz frekvenca
g / znana funkcija
h m viˇsina





ls mm celotna dolzˇina cˇepne svecˇke
lo mm dolzˇina ohiˇsja cˇepne svecˇke
M mm nazivni premer navoja cˇepne svecˇke
m kg masa
N / oblikovna funkcija
n m komponenta normalnega enotskega vektorja povrsˇine
pg mm protruzija grelca cˇepne svecˇke
S m2 ploskev
SW mm nazivna velikost sˇestkota cˇepne svecˇke
T K temperatura
t s cˇasovna koordinata
u m pomik
V m3 volumen
v / utezˇna funkcija
W m sˇirina
X / funkcija odvisna samo od prostorske koordinate x
x m 1. globalna prostorska koordinata
y m 2. globalna prostorska koordinata
z m 3. globalna prostorska koordinata
a / vektor globalnih spremenljivk
b N
mm3
vektor notranjih sil v volumnu
xxiii
c / vektor koeficientov aproksimacije
d / vektor prostorskih koordinat
n m enotski normalni vektor povrsˇine
p N vektor sile
s Pa posebni traction vektor
t Pa splosˇni traction vektor
u m vektor pomikov
v / vektor utezˇnih funkcij
A / dinamska matrika




D / matrika prostorskih koordinat vozliˇscˇ




M kg masna matrika
N / matrika oblikovnih funkcij
S Pa napetostni tenzor









Γ Pa traction vektor
Γ Pa komponenta traction vektorja
γ / strizˇne deformacije
ϵ / normalne deformacije









σ / komponenta napetostnega tenzorja
σ Pa vektor glavnih napetosti
τ / funkcija odvisna samo od cˇasovne koordinate t
ψ / trial funkcija















FEM metoda koncˇnih elementov (ang. Finite Element Method)
Hex sˇtiristrana prizma (ang. Hexahedron)
l. f. lastna frekvenca
MKE metoda koncˇnih elementov
Pyra sˇtiristrana piramida (ang. Pyramid)
Penta za tristrano prizmo pa (ang. Pentahedron)
Sˇt. sˇtevilo




V nalogi bomo raziskali mozˇnosti uporabe odprtokodnih programov za izvajanje analiz
z metodo koncˇnih elementov. Metoda koncˇnih elementov je metoda za resˇevanje par-
cialnih diferencialnih enacˇb z znanimi robnimi pogoji. Bistvo metode je, da vecˇje in
kompleksnejˇse domene razdelimo na enostavnejˇse in manjˇse domene, ki jih imenujemo
koncˇni elementi. V koncˇnih elementih predpostavimo, da se primarna spremenljivka
spreminja po posebni aproksimativni funkciji, ki jo je mogocˇe na obmocˇju posameznega
koncˇnega elementa zvezno odvajati. Diferencialno enacˇbo na ta nacˇin metoda prevede
na sistem linearnih enacˇb, katerih sˇtevilo je dolocˇeno s sˇtevilom prostostnih stopenj
sistema. Metoda v svojem bistvu omogocˇa samo resˇevanje linearnih problemov, za
resˇevanje nelinearnih problemov, kot so nelinearnosti zaradi velikih pomikov, materi-
alne nelinearnosti ipd., pa potrebujemo iterativen nacˇin resˇevanja, ki nam omogocˇa,
da se z zaporednim resˇevanjem linearnih enacˇb in prilagajanjem vrednosti vedno bolj
priblizˇujemo nelinearni resˇitvi. Metoda koncˇnih elementov, kljub temu da njeni zacˇetki
segajo zˇe v zgodnja sˇtirideseta leta 20. stoletja [1], svoj razcvet dozˇivlja sˇele v seda-
njem cˇasu, kar je najverjetneje posledica rasti procesorske mocˇi racˇunalnikov in vecˇja
dostopnost superracˇunalnikov. S povecˇevanjem prostostnih stopenj se nam namrecˇ
s kvadratom sˇtevila le-teh povecˇuje velikost togostne matrike, od katere je grobo gle-
dano odvisen cˇas resˇevanja analize. Cˇe zˇelimo realne primere resˇevati z dovolj natancˇno
mrezˇo, potrebujemo racˇunalnike, ki bodo lahko operirali z mrezˇami, ki imajo po de-
settisocˇe ali celo stotisocˇe prostostnih stopenj. Taki racˇunalniki pa so za uporabnike
postali cenovno dostopni sˇele pred kratkim.
V tej nalogi se bomo osredotocˇili predvsem na modalno analizo sistemov. Pri tej ana-
lizi nas zanimajo dinamske lastnosti sistemov – predvsem lastne frekvence in oblike
sistema, torej oblika ter frekvenca vibracij. Vibracije postajajo v inzˇenirskem svetu
vedno bolj pomembne, saj je od njih mnogokrat odvisna zˇivljenjska doba izdelka. Mno-
gokrat lahko neuposˇtevanje modalnih lastnosti konstrukcije privede do katastrofalnih
posledic, kot so zrusˇenje mostu, strmoglavljenje letala ipd. Zaradi tega je pomembno,
da dinamske lastnosti izdelka ugotovimo zˇe v fazi njegovega razvoja. V zadnjem cˇasu
pa modalna analiza pridobiva sloves predvsem kot diagnosticˇna metoda, saj lahko z
njo odkrivamo napake, kot so razpoke in razne druge nepravilnosti na izdelku. To nam
lahko pomaga pri izlocˇanju slabih kosov na proizvodnih linijah ali pa zaznavanju okvar
izdelkov, preden ti odpovejo.
Modalno analizo se lahko izvaja eksperimentalno ali teoreticˇno. Eksperimentalna ana-
liza je uporabna predvsem takrat, ko dolocˇamo lastne frekvence in oblike zˇe koncˇanemu
izdelku, saj za izvedbo potrebujemo realen izdelek. Pri razvoju izdelka pa ta pristop ni
zazˇelen, saj nas modalne lastnosti konstrukcije zanimajo, preden izdelek izdelamo, saj
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s tem zmanjˇsamo strosˇke izdelave prototipov. Zaradi tega se v fazi razvoja vecˇinoma
uporablja teoreticˇna modalna analiza. Ker so dinamske vodilne enacˇbe za komple-
ksnejˇse geometrije analiticˇno neresˇljive, se za njihovo resˇevanje posluzˇujemo razlicˇnih
aproksimativnih metod. Ena od njih je tudi metoda koncˇnih elementov, ki je trenutno
najbolj priljubljena metoda za resˇevanje dinamskih problemov elasticˇnih struktur. Za-
radi njene priljubljenosti obstaja na trgu veliko komercialnih ter nekomercialnih orodij,
ki omogocˇajo numericˇno resˇevanje dinamskih problemov.
1.1. Ozadje problema
V strukturni dinamiki se metoda koncˇnih elementov (MKE) pogosto uporablja za ana-
liziranje modalnih lastnosti dinamskih struktur. Zaradi enostavnosti uporabe si pri tem
pogosto pomagamo s komercialnimi orodji (npr. Ansys ali Abaqus), ki nam omogocˇajo,
da na relativno enostaven nacˇin pridobimo rezultate tudi v primeru (geometrijsko) re-
lativno kompleksnih struktur. Pri tem so kljucˇni koraki sama priprava modela (npr.
mrezˇenje), resˇevanje sistema diferencialnih enacˇb in prikaz rezultatov. Danes obstaja
vecˇje sˇtevilo odprtokodnih pristopov, ki postajajo cˇedalje bolj konkurencˇni in nudijo
tudi nekatere mozˇnosti, ki jih komercialne resˇitve ne omogocˇajo.
1.2. Cilji naloge
V nalogi bomo predstavili teoreticˇne osnove metode koncˇnih elementov ter modalne
analize. Predstavili bomo vsaj en odprtokodni program za pripravo geometrije in
mrezˇenje, vsaj en odprtokodni program za resˇevanje analize koncˇnih elementov ter en
odprtokondni program za prikaz rezultatov. Vse te programe bomo poskusˇali povezati
v smiselno celoto s pomocˇjo programskega jezika Python. Izbrane odprtokodne pro-
grame bomo primerjali s komercialnim programom Ansys ter poskusˇali oceniti njihove
prednosti in slabosti. Z odprtokodnimi programi bomo od zacˇetka do konca poskusˇali
resˇiti modalno analizo za vsaj en realen primer izdelka.
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2.1. Oblikovne funkcije in vrste koncˇnih elementov
Oblikovne funkcije so interpolacijske funkcije, ki znotraj koncˇnega elementa popisujejo
spreminjanje primarnih spremenljivk. Njihova izpeljava je v tem poglavju povzeta po
knjigi N. S. Ottosena in sodelavcev [2]. Zaradi enostavnosti integriranja in odvajanja
se v praksi najvecˇkrat uporabljajo polinomske aproksimacije poljubne m-te stopnje:
Treal(x) ≈ T (x) = c0 + c1 x+ c2 x2 + ...+ cm xm. (2.1)
Enacˇba (2.1) velja za 1D problem z eno prostorsko koordinato x. Iz te enacˇbe je
razvidno, da vsebuje n koeficientov (c0, c1,... ,cm), pri cˇemer je n=m+1 za 1D pri-
mer. Za izracˇun koeficientov element potrebuje n vozliˇscˇ, kar pomeni, da nam stopnja
aproksimacije dolocˇa, iz koliko vozliˇscˇ bo element sestavljen.
2.1.1. Oblikovne funkcije v 1D
V oblikovnih funkcijah ene dimenzije nastopa samo ena prostorska spremenljivka xi,
ki predstavlja globalno koordinato i-te tocˇke 1D elementa. Ker se v praksi najpogo-





Izpeljimo oblikovne funkcije na primeru prevoda toplote v 1D nosilcu dolzˇine L prika-
zanega na sliki 2.1.
Slika 2.1: Linearni 1D koncˇni element.
Za linearno aproksimacijo porazdelitve toplote v nosilcu lahko napiˇsemo enacˇbo:
T (x) = c1 + c2x, (2.2)
kjer sta c0 in c1 konstantna parametra in sta lastna za vsak element posebej. Enacˇba
ima dva koeficienta, se pravi velja za dvovozliˇscˇni ali linearni element.
V vektorski obliki lahko zapiˇsemo kot:
T = dc, (2.3)













Koeficienta c1 in c2 je smiselno zapisati v enacˇbi za vsako vozliˇscˇno temperaturo pose-
bej:
Ti = c1 + c2xi (2.6)
Tj = c1 + c2xj (2.7)
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Enacˇbo (2.8) lahko zapiˇsemo krajˇse kot:
ae = Dc, (2.9)














Vektor ae tako vsebuje vrednost temperatur v vozliˇscˇnih tocˇkah elementa. Iz enacˇbe
(2.9) lahko izpeljemo izraz za izracˇun vektorja c:
c = D−1ae. (2.12)
Izraz (2.12) vstavimo v enacˇbo (2.3) ter tako dobimo izraz za porazdelitev temperature
v elementu:
T = dD−1ae. (2.13)








s katero lahko zapiˇsemo izraz (2.13) kot:
T = Ne ae. (2.15)









kjer je L dolzˇina 1D koncˇnega elementa in se jo izracˇuna kot:
L = xj − xi. (2.17)
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Iz matrike D−1 lahko za nasˇ primer dolocˇimo oblikovni funkciji nasˇega linearnega ele-
menta:








Oblikovni funkciji sta linearno odvisni od koordinate x. Za vsako vrsto elementa pra-
viloma velja, da so oblikovne funkcije razlicˇne od oblikovnih funkcij drugih elementov,
vendar sta vsem enaki dve lastnosti:
N ek(xk) = 1 (2.20)
in
N ek(xo) = 0, (2.21)
pri cˇemer je k indeks izbranega vozliˇscˇa/oblikovne funkcije, o pa indeksi vseh ostalih
vozliˇscˇ. Oblikovne funkcije za nasˇ (linearen) primer vizualno izgledajo priblizˇno tako,
kot kazˇe slika 2.2.
Slika 2.2: Oblikovne funkcije linearnega 1D koncˇnega elementa.
Temperaturo v elementu lahko aproksimativno zapiˇsemo s sesˇtevkom oblikovnih funkcij
po enacˇbi:





kar je vizualno prikazano na sliki 2.3.
Slika 2.3: Aproksimacija primarne spremenljivke v linearnem 1D koncˇnem elementu.
1D aproksimacije viˇsjega reda – kvadratna aproksimacija
Koncˇni elementi so lahko tudi nelinearni, kar pomeni, da polje primarne spremenljivke
aproksimiramo s funkcijo viˇsjega reda. Aproksimacija je v splosˇnem poljubna, ker pa
se v praksi uporabljata predvsem linearna in kvadratna aproksimacija, si bomo kot
primer aproksimacije viˇsjega reda podrobno pogledali kvadratno aproksimacijo.
Za kvadratno aproksimacijo v 1D potrebujemo trovozliˇscˇni element in lahko v primeru
prevoda toplote zapiˇsemo primarno spremenljivko T (x) kot:
T (x) = c1 + c2 x+ c3 x
2. (2.23)
Izrazi (2.13), (2.9), (2.13) in (2.15) iz linearnega primera sˇe vedno veljajo, le da so























matrika D pridobi po en stolpec in eno vrstico:
D =















Oblikovne funkcije kvadratne aproksimacije v 1D so vizualno prikazane na sliki 2.4.
Slika 2.4: Oblikovne funkcije v kvadratnem 1D koncˇnem elementu.
Vsako oblikovno funkcijo N e pomnozˇimo z vrednostjo temperature v pripadajocˇem
vozliˇscˇu in dobimo kvadratno aproksimacijsko funkcijo elementa:





ki je vizualno prikazana na sliki 2.5.
8
Teoreticˇne osnove
Slika 2.5: Aproksimacija primarne spremenljivke v kvadratnem 1D koncˇnem
elementu.
Lagrangeva interpolacijska funkcija
V praksi ugotovimo, da je linearne aproksimacijske funkcije razmeroma lahko dolocˇiti,
pri aproksimacijah viˇsjega reda pa postane njihova dolocˇitev nekoliko bolj zahtevna.
V pomocˇ bi nam priˇsla funkcija, ki bi veljala za splosˇno aproksimacijo v 1D elementu.
V ta namen dolocˇimo (lokalni) vrstni red sˇtevilcˇenja vozliˇscˇ v koncˇnem elementu (slika
2.6), cˇeprav se izkazˇe, da le-ta nima vpliva na globalno sˇtevilcˇenje vozliˇscˇ.
Slika 2.6: Sˇtevilcˇenje vozliˇscˇ v 1D koncˇnem elementu.
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Za poljubno vozliˇscˇe pri poljubni aproksimaciji vemo, da mora oblikovna funkcija za
izbrano vozliˇscˇe izgledati priblizˇno tako, kot kazˇe slika 2.7. V opazovanem vozliˇscˇu
mora imeti vrednost 1, v vseh ostalih vozliˇscˇih elementa pa 0 (slika 2.7).
Slika 2.7: Lagrangeva k-ta oblikovna funkcija.
Lahko zapiˇsemo enacˇbo, ki bo izpolnjevala drugi pogoj – v vseh vozliˇscˇih razen v





Pri cˇemer je m = n − 1 stopnja aproksimacije, n pa sˇtevilo vozliˇscˇ v elementu, k
izbrano vozliˇscˇe, xi pa koordinata x i-tega vozliˇscˇa. Z enacˇbo (2.30) smo izpolnili
prvi pogoj. Sedaj pa moramo enacˇbo dopolniti tako, da izpolnimo sˇe prvi pogoj, ki
dolocˇa, da mora biti vrednost funkcije v izbranem vozliˇscˇu enaka 1. To lahko dosezˇemo
tako, da izraz (2.30) delimo s samim sabo z eno razliko – namesto spremenljivke x






xk − xi . (2.31)
2.1.2. Oblikovne funkcije v 2D
V 2D prostoru poznamo dve vrsti elementov: trikotni in sˇtirikotni element. Oba je
mozˇno aproksimirati linearno in s funkcijami viˇsjega reda, vendar se najpogosteje upo-
rabljata linearna ali kvadratna aproksimacija.
2D linearna aproksimacija – trikotni element
Izrazi (2.13), (2.9), (2.13), (2.15) iz linearnega 1D primera sˇe vedno veljajo. Matrike in
vektorji dobijo podobno kot v 1D nelinearnem primeru nove elemente, vendar tokrat
ne kvadratnih cˇlenov, ampak novo prostorsko koordinato y.
Od tu naprej moramo zacˇeti razlocˇevati med dvema 2D elementoma. Kot prvega si
bomo podrobneje ogledali trikotni element, ki je prikazan na sliki 2.8.
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Slika 2.8: Trikotni 2D element.




















in matriko D kot:
D =
⎡⎣1 xi yi1 xj yj
1 xk yk
⎤⎦ . (2.35)













Za razliko od 1D primera oblikovne funkcije ne popisujejo vecˇ premice oz. polinoma,
temvecˇ 2D ploskev – v primeru trikotnega elementa ravnino, prikazano na sliki 2.9.
Slika 2.9: Oblikovne funkcije v linearnem trikotnem 2D koncˇnem elementu.
Razdelitev temperature po trikotnem 2D elementu lahko s pomocˇjo oblikovnih funkcij
zapiˇsemo kot:





graficˇno pa lahko aproksimativno porazdelitev temperature po linearnem trikotnem
elementu prikazˇemo kot ravnino, kjer prvi dve osi predstavljata prostorski koordinati,
tretja os pa vrednost temperature v dani tocˇki (slika 2.10).




2D linearna aproksimacija – sˇtirikotni element
Slika 2.11: Sˇtirikotni 2D element.
Nekoliko drugacˇen je sˇtirikotni element (slika 2.11), ki ima namesto treh vozliˇscˇ sˇtiri,











1 xi yi xi yi
1 xj yj xj yj
1 xk yk xk yk
1 xl yl xl yl
⎤⎥⎥⎦ (2.39)
nekoliko povecˇajo.
Cˇlen x y v matriko D (2.39) vnasˇa nelinearnost, vendar pri konstantnem x ali konstan-
tnem y sˇe vedno izkazuje linearnost. Zaradi te lastnosti je element na robovih linearen
in ga zato sˇe vedno uvrsˇcˇamo med linearne elemente (slika 2.12).
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Slika 2.12: Oblikovne funkcije v linearnem sˇtirikotnem 2D koncˇnem elementu.
Ker ima element sˇtiri vozliˇscˇa, ima posledicˇno tudi sˇtiri oblikovne funkcije:







s katerimi aproksimiramo primarno spremenljivko (v nasˇem primeru temperaturo) po
elementu z enacˇbo:







kar je vizualno prikazano na sliki 2.13.





Kvadratni 2D elementi dobijo sˇe dodatna vmesna vozliˇscˇa, ki so nacˇeloma poljubno
razporejena. V praksi se najvecˇkrat uporabljajo vmesna vozliˇscˇa na sredini stranic
in na sredini ploskve elementa. Poznamo veliko vrst kvadratnih elementov, vendar se
bomo tukaj usmerili na najbolj uporabljane kvadratne elemente z vmesnim vozliˇscˇem
na vsaki stranici elementa in brez vozliˇscˇa na sredi ploskve. V pomocˇ pri sestavljanju
matrike D nam je Pascalov trikotnik (slika 2.14), ki nam pomaga pri izbiri cˇlenov
aproksimacijskega polinoma.
Slika 2.14: Pascalov trikotnik.
Cˇlene aproksimacijskega polinoma se praviloma izbira od vrha navzdol. Sˇtevilo cˇlenov
je dolocˇeno s sˇtevilom vozliˇscˇ elementa.
Primer izbire cˇlenov za kvadratno aproksimirani trikotni element je prikazan na sliki
2.15.
Slika 2.15: Primer izbiranja cˇlenov iz Pascalovega trikotnika za kvadratni trikotni
element.
Na ta nacˇin dobimo matriko D za kvadratni trikotni element:
D =
⎡⎢⎢⎢⎢⎢⎢⎣
1 x1 y1 x
2
1 x1 y1 y
2
1
1 x2 y2 x
2
2 x2 y2 y
2
2
1 x3 y3 x
2
3 x3 y3 y
2
3
1 x4 y4 x
2
4 x4 y4 y
2
4
1 x5 y5 x
2
5 x5 y5 y
2
5
1 x6 y6 x
2






Nekoliko nejasno je, katere cˇlene iz Pascalovega trikotnika izbrati, kadar sˇtevilo vozliˇscˇ
ne zadostuje za zapolnitev celotne vrstice. V takem primeru velja priporocˇilo, da izbi-
ramo cˇlene z najmanjˇso potenco – torej cˇlene na sredini vrstice Pascalovega trikotnika.
Primer izbire cˇlenov za kvadratno aproksimirani sˇtirikotni element je prikazan na sliki
2.16.
Slika 2.16: Primer izbiranja cˇlenov iz Pascalovega trikotnika za kvadratni sˇtirikotni
element.
Na ta nacˇin dobimo matriko D za kvadratni sˇtirikotni element:
C =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 x1 y1 x
2




1 y1 x1 y
2
1
1 x2 y2 x
2




2 y2 x2 y
2
2
1 x3 y3 x
2




3 y3 x3 y
2
3
1 x4 y4 x
2




4 y4 x4 y
2
4
1 x5 y5 x
2




5 y5 x5 y
2
5
1 x6 y6 x
2




6 y6 x6 y
2
6
1 x7 y7 x
2




7 y7 x7 y
2
7
1 x8 y8 x
2









Podobno kot pri ostalih elementih z vsakim dodanim vozliˇscˇem pridelamo novo obli-
kovno funkcijo. Za kvadratni trikotni element z vmesnimi vozliˇscˇi na sredini stranic
tako dobimo sˇest oblikovnih funkcij:











Oblikovne funkcije so si med sabo podobne, vendar locˇimo dve vrsti:
– oblikovne funkcije v vogalih elementa,
– oblikovne funkcije na vmesnih vozliˇscˇih
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Sˇe vedno pa velja pravilo, da je vrednost oblikovnih funkcij v opazovani tocˇki enaka 1,
v vseh ostalih pa 0 (slika 2.17).
Slika 2.17: Oblikovne funkcije v 2D kvadratnem trikotnem elementu.
Pri kvadratni aproksimaciji trikotnega elementa lahko opazimo, da so robovi na katerih
lezˇi opazovana tocˇka, aproksimirani s parabolo, ostali robovi pa s konstantno funkcijo
vrednosti 0 (slika 2.17) Podobno velja tudi za kvadratno aproksimirani sˇtirikotni ele-
ment, le da imamo pri kvadratnem sˇtirikotnem elementu kar osem oblikovnih funkcij
vizualno prikazanih na sliki 2.18:















Slika 2.18: Oblikovne funkcije v 2D kvadratnem sˇtirikotnem elementu.
2.1.3. Oblikovne funkcije v 3D
Oblikovne funkcije v 3D se obnasˇajo podobno kot pri 1D ali 2D, vendar se jih v 2D
skici tezˇko prikazˇe, zato bom v tem poglavju izpostavil nekaj najbolj pogostih koncˇnih
elementov, iz katerih lahko na podoben nacˇin kot v 1D ali 2D izpeljemo oblikovne
funkcije, ki nam najbolj ustrezajo.
Najbolj enostaven element v 3D je trostrana piramida (ang. Tetrahedron na sliki 2.19),
v praksi pa se najraje uporablja sˇtristrana (ang. Hexahedron na sliki 2.20). Nekaksˇna
mesˇanica prejˇsnjih dveh pa sta prizma sˇtiristrana piramida (ang. Pyramid na sliki









Za lazˇje definiranje elementov se v praksi uporabljajo okrajˇsave imen elementov. Za tro-
strano piramido se uporablja okrajˇsava Tetra, za sˇtiristrano prizmo Hex, za sˇtiristrano
piramido Pyra, za tristrano prizmo pa Penta. Ker poznamo vecˇ razlicˇic zgornjih ele-
mentov, na koncu okrajˇsane oznake dodamo sˇe sˇtevilo vozliˇscˇ, ki jih element vsebuje.
4-vozliˇscˇni Tetra tako oznacˇimo kot Tetra4, 20-vozliˇscˇni Hex pa Hex20 itd.
2.1.4. Oblikovne funkcije vektorskih polj
V prejˇsnjih poglavjih smo spoznali aproksimativne funkcije z eno neznanko oziroma
skalarnih polj, ki so uporabne za probleme, kot so prevod toplote, elektricˇna prevo-
dnost ipd. Ker pa se bom v nalogi posvecˇal strukturni dinamiki, kjer me bodo za-
nimala predvsem vektorska polja oziroma bom potreboval oblikovne funkcije z vecˇimi
spremenljivkami, bom v tem poglavju predstavil sˇe oblikovne funkcije s tremi spremen-
ljivkami – v mojem primeru pomik v x, y in z smeri. Ti pomiki definirajo vektor u, ki
bo postal nasˇa nova neznanka. Njihova izpeljava je v tem poglavju povzeta po knjigi
N. S Ottosena in sodelavcev [3].
Pogoji konvergence
Pogoj konvergence dolocˇa, da mora aproksimacija neznanke u z gostenjem mrezˇe oz.
manjˇsanjem velikosti elementov konvergirati proti ekzaktni vrednosti. Na infinitizi-
omalno majhnem delcˇku so lahko ekzaktni pomiki konstantni ali imajo konstantne
odvode po koordinatah, zato mora biti aproksimacija komponent pomika u oblike:
ux = cx0 + cx1 x+ cx2 y + cx3 z + . . .
uy = cy0 + cy1 x+ cy2 y + cy3 z + . . . (2.46)
uz = cz0 + cz1 x+ cz2 y + cz3 z + . . . ,
kjer so cx1, ...cx4, cy1, ...cy4 in cz1, ...cz4 konstantni parametri v nekem obmocˇju. Iz (2.46)
je razvidno, da lahko parametre aproksimacije zapiˇsemo tudi kot (2.47), pri cˇemer smo
uposˇtevali samo linearne cˇlene aproksimacije:
ϵxx = cx1; ϵyy = cy1; ϵzz = cz1
γxy = cx2 + cy1; γxz = cx3 + cz1; γyz = cy3 + cz2 (2.47)
Vsi ti parametri so med sabo neodvisni. Kot vidimo iz (2.47), lahko z aproksimacijo
(2.46) izrazimo tako poljubne konstantne raztezke v izbranem obmocˇju aproksimacije
tudi kot poljubno translacijo togega telesa.
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To nas vodi do naslednjih pogojev, ki jih imenujemo tudi pogoji konvergence:
– aproksimacija vektorja pomikov u mora biti zmozˇna popisati poljubno konstantno
translacijo togega telesa;
– aproksimacija vektorja pomikov u mora biti zmozˇna popisati poljubno konstantno
raztezno stanje.
Kot smo ugotovili, sta ta dva pogoja izpolnjena zˇe z enacˇbo (2.46).
Poleg teh dveh pogojev mora biti za dosego kriterija konvergence izpolnjen tudi pogoj
zveznega prehoda:
– aproksimacija vektorja pomikov u mora biti na prehodih med elementi zvezna.
Kadar so izpolnjeni vsi ti pogoji, smo zagotovili, da aproksimacija vektorja pomikov
u z gostenjem mrezˇe koncˇnih elementov konvergira proti ekzaktni vrednosti. Iz prakse
sicer vemo, da se lahko pogoj zveznega prehoda izpolni v nekoliko bolj ohlapni razlicˇici,
in sicer je lahko prehod med elementi nezvezen pod pogojem, da se nezveznost z go-
stenjem mrezˇe priblizˇuje nicˇ. Tudi v teh primerih v praksi opazimo, da je kriterij
konvergence izpolnjen.
Pogoj zveznega prehoda nam za vsako komponento aproksimacije vektorja pomikov
cˇez mejo elementov zagotavlja zvezen prehod. Analogno iz (2.1) lahko tudi za (2.46)
zakljucˇimo, da se vsako komponento pomika da aproksimirati na isti nacˇin, kot smo
aproksimirali temperaturo. Poudariti je treba, da so komponente aproksimirane neod-
visno ena od druge.
Splosˇni nacˇini aproksimacije
Sedaj, ko vemo, da se lahko komponente pomika aproksimira neodvisno drugo od
druge in na enak nacˇin, kot smo aproksimirali temperaturo, lahko izpeljemo enacˇbe za
aproksimacijo vektorja u. Najprej si poglejmo nastavke za dvodimenzionalni primer,
kjer pri vektorju pomika uposˇtevamo samo komponenti ux in uy. Predpostavimo, da
ima izbrani element ne vozliˇscˇ. Za vsako vozliˇscˇe i obstaja pomik v x smeri uxi in
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ki jo krajˇse zapiˇsemo z enacˇbo:
u = Ne ae, (2.51)
pri cˇemer je u vektor aproksimacije pomikov, Ne matrika oblikovnih funkcij elementa
N ei , a
e pa vektor pomikov vozliˇscˇ v elementu uxi in uyi.














kar se lahko bolj kompaktno zapiˇse v obliki:
ϵ =∇u, (2.53)
















Cˇe izraz (2.51) vstavimo v (2.53), dobimo enacˇbo:
ϵ =∇Ne ae. (2.56)





































ki nam enacˇbo (2.56) skrajˇsa na:
ϵ = Be ae. (2.58)
Z definicijo globalne oblikovne funkcije Ni, ki pripada vozliˇscˇu i, lahko po vzoru tem-
perature zapiˇsemo aproksimacijo pomikov u po celem telesu kot:
u = Na, (2.59)
kjer je matrika N definirana kot:
N =
[
N1 0 N2 0 . . . Nn 0
0 N1 0 N2 . . . 0 Nn
]
(2.60)












N ima dimenzije 2 x 2n, a ima dimenzije 2n x 1, B pa 3 x 2n, kjer je n sˇtevilo vozliˇscˇ
celotnega telesa. Matrika N vsebuje 2 vrstici saj nam podaja vektorsko polje z dvema
komponentama, 2n stolpcev pa vsebuje da popiˇse vse prostostne stopnje v 2D prostoru.
Vektor a vsebuje vse prostostne stopnje za 2D prostor z n tocˇkami. Iz (2.58) lahko za
celotno telo zapiˇsemo enacˇbi:
ϵ = Ba (2.62)
in
B =∇N. (2.63)
Razsˇiritev enacˇb na tri dimenzije je trivialna. Enacˇba (2.59) sˇe zmeraj velja, s to


























⎡⎣N1 0 0 N2 0 0 . . . Nn 0 00 N1 0 0 N2 0 . . . 0 Nn 0
0 0 N1 0 0 N2 . . . 0 0 Nn
⎤⎦ . (2.66)







































2.2. Izpeljava sˇibke oblike diferencialne enacˇbe KE
2.2.1. Napetosti in deformacije
Za izpeljavo sˇibke oblike diferencialne enacˇbe za izracˇun deformacij si najprej poglejmo
izpeljavo napetosti in deformacij, prisotnih v elasticˇnih telesih. Njihova izpeljava je v
tem poglavju povzeta po knjigi N. S Ottosena in sodelavcev [4]. Pri izpeljavi enacˇb za
napetosti predvidevamo, da so obravnavana telesa zvezna in da so lahko obremenjena
z dvema vrstama sil:
– notranjimi silami, ki so definirane kot sila na enoto volumna,
– zunanjimi silami, ki so definirane kot sila na enoto povrsˇine.
Vzemimo povrsˇino, ki je prikazana na sliki 2.23.
Slika 2.23: Poljubno telo razrezano s poljubno ravnino.
Ta povrsˇina je lahko zunanja ali notranja povrsˇina poljubno razrezanega telesa. Vektor
n je normalni enotski vektor povrsˇine, ki je usmerjen iz telesa, dp je diferencialni vektor












Vektor Γ imenujemo traction vektor in ima dimenzije [MPa]. Vektor Γ je odvisen od
povrsˇine prek vektorja n, zato bo v splosˇnem za dve razlicˇni povrsˇini, ki potekata skozi
isto tocˇko, razlicˇen. Cilj je poiskati tenzor napetosti, ki vsebuje vse informacije za
izracˇun traction vektorja na poljubno usmerjeni ravnini, ki poteka skozi izbrano tocˇko.
Vzemimo torej posebne traction vektorje, ki se nahajajo na ploskvah, ki so pravokotne
na koordinatne osi (slika 2.24).
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Slika 2.24: Komponente napetostnega tenzorja prikazane na infinitezimalno majhnem
delcˇku.
Predpostavimo, da je normalni vektor n usmerjen v smeri koordinatne osi x. Pripa-







kjer so σxx, σxy in σxz komponente vektorja sx v x, y in z smeri. Analogno lahko















Komponente v enacˇbah (2.70), (2.71) in (2.72) imenujemo komponente napetostnega
tenzorja. σxx, σyy in σzz predstavljajo normalne napetosti, ostale (σxy, σxz, σyx, σyz,
σzx, σzy) pa strizˇne napetosti. Z uporabo posebnih traction vektorjev sx, sy in sz lahko





⎡⎣σxx σxy σxzσyx σyy σyz
σzx σzy σzz
⎤⎦ . (2.73)
Za tenzor napetosti velja, da je simetricˇen; tako velja tudi enacˇba:
S = ST . (2.74)
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Namesto infinitizimalno majhne kocke vzemimo infinitizimalno majhen tetraeder s
tremi stranicami usmerjenimi pravokotno na koordinatne osi (slika 2.25).
Slika 2.25: Infinitizimalno majhen tetraeder.
Traction vektor Γ lahko izrazimo kot:
Γ = sx nx + sy ny + sz nz, (2.75)








⎫⎬⎭ = ST n, (2.76)







Ker pa vemo da, je tenzor napetosti simetricˇen, lahko izraz (2.76) zapiˇsemo v obliki:
Γ = Sn. (2.78)
26
Teoreticˇne osnove
Iz izraza (2.78) lahko ugotovimo, da nam poznavanje tenzorja napetosti S da dovolj
informacij za izracˇun vektorja Γ v poljubno izbrani ravnini. Enacˇba (2.78) na zunanji
povrsˇini predstavlja robni pogoj, ker izrazˇa odvisnost med zunanjimi silami in notra-
njim tenzorjem napetosti. Komponente vektorja Γ ((2.69)) izracˇunamo po enacˇbah:
Γx = σxx nx + σxy ny + σxz nz = s
T
x n
Γy = σyx nx + σyy ny + σyz nz = s
T
y n (2.79)
Γz = σzx nx + σzy ny + σzz nz = s
T
z n.
Namesto infinitizimalno majhnega tetraedra vzemimo poljuben del telesa. Zunanje
sile, ki delujejo na povrsˇino tega dela, lahko zapiˇsemo z vektorjem Γ, sile ki delujejo po






b dV = 0. (2.80)















bz dV = 0;





bx dV = 0, (2.82)
ostale dve pa analogno temu. Po Gaussovem divergencˇnem teoremu lahko (2.82)
zapiˇsemo kot:∫
V
(div sx + bx) dV = 0. (2.83)
Ker izraz (2.83) velja za poljubno obmocˇje V , ga lahko zapiˇsemo kot:
div sx + bx = 0. (2.84)




























+ bz = 0.
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Izrazi (2.85) predstavljajo ravnotezˇne enacˇbe za poljubno telo. Za kompaktnejˇsi zapis
definirajmo diferencialni operator ∇T kot:
∇T =
























Z (2.86) in (2.87) lahko enacˇbo (2.85) zapiˇsemo kot:
∇T σ + b = 0. (2.88)













































































od vektorja pomika u (2.89) kot:
ϵ =∇u. (2.94)
2.2.2. Sˇibka oblika diferencialne enacˇbe za vektorska polja po-
mikov
Sedaj, ko smo izpeljali zveze med napetostmi in deformacijami, si poglejmo sˇe izpeljavo
sˇibke oblike diferencialne enacˇbe za tridimenzionalna vektorska polja pomikov, ki je
povzeta po knjigi N. S Ottosena in sodelavcev [5]. Za izpeljavo sˇibke oblike si bomo

































































Sedaj lahko s pomocˇjo prve enacˇbe (2.81), ki jo pomnozˇimo s poljubno funkcijo vx in




















vx bxdV = 0. (2.98)




























vx bx dV = 0. (2.99)
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Z uporabo komponente Γx, ki je podana v prvem izrazu (2.75), lahko izraz (2.99)
zapiˇsemo kot:∫
S

















vx bxdV = 0. (2.100)
Na analogni nacˇin lahko zapiˇsemo tudi enacˇbi za komponente y smeri:∫
S

















vy bydV = 0 (2.101)
ter z smeri:∫
S

















vz bzdV = 0. (2.102)
Sesˇtevek (2.100), (2.101) in (2.102) nam da izraz:∫
S
(vx Γx + vy Γy + vz Γz)dS +
∫
V







































dV = 0, (2.103)









Izraz (2.104) predstavlja sˇibko obliko diferencialne enacˇbe ravnovesja (2.88).
Sˇibka oblika nam predstavlja osnovo metode koncˇnih elementov in se v literaturi do-
stikrat imenuje tudi princip virtualnega dela. Poudariti je treba, da sta velicˇini v in
σ popolnoma neodvisni, cˇeprav lahko poljuben vektor v interpretiramo kot vektor po-
mikov u, v nima nobene povezave s pravimi pomiki v telesu. Ocˇitno je, da lahko za
vektor v izberemo vektor pomikov u, vendar v splosˇnem tega ne moremo trditi. Ko




2.3. Izbira utezˇnih funkcij
Izbrane oblikovne funkcije nam v resˇitev vnasˇajo del napake, del napake pa vnese
tudi izbira utezˇnih funkcij v, katerih izpeljave so v tem poglavju povzete po knjigi N.
S Ottosena in sodelavcev [6]. Iz izpeljave sˇibke oblike diferencialne enacˇbe koncˇnih
elementov (2.104) vemo, da je utezˇna funkcija v poljubna. Izkazˇe se, da je najbolj
primerna utezˇna funkcija pridobljena po Galerkinovi metodi. Ta metoda je uporabna
tudi v drugih formulacijah poleg metode koncˇnih elementov. Na splosˇno je Galerkinova
metoda primer t. i. metode utezˇnih ostankov. Obstaja kar nekaj metod utezˇnih
ostankov, tukaj si bomo ogledali samo Galerkinovo metodo.
Za izpeljavo si izberimo splosˇno enodimenzijsko diferencialno enacˇbo:
Du+ g = 0; a ≤ x ≤ b, (2.105)
ki je definirana na obmocˇju a ≤ x ≤ b, kjer je u(x) neznana funkcija in g(x) znana
funkcija, D pa predstavlja diferencialni operator. Koncˇno obliko diferencialne enacˇbe





+ g = 0 ali pa izberemo D = d
2
dx2
+ 1 in enacˇba (2.105) dobi obliko
d2u
dx2
+ u + g = 0. Pokazali smo, da se z obliko enacˇbe (2.105) da zapisati relativno
splosˇno enodimenzijsko diferencialno enacˇbo v kompaktni obliki. Da bi poenostavili
izpeljavo, predpostavimo, da so robni pogoji za enacˇbo (2.105) dani v obliki:
u(a) = ua
u(b) = ub, (2.106)
kjer sta ua in ub znani velicˇini. Definicija robnih pogojev nam pove, da je (2.105)
diferencialna enacˇba drugega reda.
Lastnost enacˇbe (2.105) je, da je ekzaktno analiticˇno resˇljiva le za dolocˇene preproste
diferencialne operatorje D in funkcije g. Zaradi splosˇnosti diferencialne enacˇbe (2.105)
je vecˇina primerov resˇljiva le z aproksimacijo. Za ta namen moramo enacˇbo (2.105)
nekoliko modificirati. Najprej jo pomnozˇimo s poljubno utezˇno funkcijo v(x) in dobimo
enacˇbo:
v(Du+ g) = 0 (2.107)
nato pa integriramo po definicijskem obmocˇju in dobimo enacˇbo:∫ b
a
v(Du+ g)dx = 0. (2.108)
Ocˇitno je, da sta pri poljubni utezˇni funkciji v(x) obliki enacˇbe (2.105) in (2.108)
ekvivalentni. Kot dokaz lahko za utezˇno funkcijo v(x) izberemo obliko v = Du + g.
Tako dobi enacˇba (2.108) obliko:∫ b
a
(Du+ g)2dx = 0, (2.109)
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ki velja samo, cˇe je izpolnjena enacˇba (2.105).
Pomembno je sˇe povedati, da enacˇba (2.108) ni sˇibka oblika koncˇnih elementov. Za
izpeljavo sˇibke oblike je nujno integriranje per partes, kjer red diferencialne enacˇbe
zmanjˇsamo za ena, na ta racˇun pa diferenciramo utezˇno funkcijo v(x).
Ker iˇscˇemo numericˇno resˇitev problema, moramo za neznanko u izbrati primerno apro-
ksimacijo. Izberemo splosˇno polinomsko aproksimacijo:
uapp = ψ1 a1 + ψ2 a2 + ...+ ψn an, (2.110)
za katero predpostavljamo, da izpolnjuje robne pogoje. Pri tem so a1, ...an neznani
parametri in ψ1, ...ψn funkcije x, ki jih predhodno definiramo. Te funkcije imenujemo
trial funkcije. Glavni problem je dobiti parametre a1, ...an. Ko te parametre enkrat
poznamo, lahko aproksimativno resˇitev zapiˇsemo z (2.110).
Funkcije ψi lahko izberemo poljubno, vendar niso vse enako primerne, zato je do-
bro, cˇe funkcije izberemo na podlagi fizikalnega problema, ki ga resˇujemo. V primeru
da a1, ...an predstavljajo vrednosti neznanke u, trial funkcije postanejo globalne obli-
kovne funkcije. V splosˇnem pa je polinom (2.110) poljubna aproksimacija zato funkcije
ψ1, ...ψn imenujemo s posebnim imenom.
Aproksimacijo (2.110) lahko izrazimo s krajˇsim zapisom kot:
uapp = ψ a, (2.111)
pri cˇemer je ψ definiran kot:









Sedaj lahko zamenjamo u v enacˇbi (2.108) z uapp in dobimo izraz:∫ b
a
v(Duapp + g)dx = 0. (2.114)
Prav tako lahko zamenjamo neznano funkcijo u z aproksimativno funkcijo uapp v enacˇbi
(2.105) in dobimo enacˇbo:
Duapp + g = e. (2.115)
Pricˇakovano uapp ne zadovolji popolnoma diferencialne enacˇbe (2.105), tako da v enacˇbi
pridelamo napako ali ostanek e(x). Sedaj lahko v enacˇbo (2.114) vstavimo izraz (2.115)
in dobimo izraz:∫ b
a
v e dx = 0. (2.116)
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Ker je ostanek e(x) preko enacˇb (2.115) in (2.111) odvisen od parametrov a1, ...an,
je pomembno izbrati utezˇne funkcije v(x) tako, da se ti parametri lahko dolocˇijo, kar
posledicˇno pomeni, da mora biti aproksimativna resˇitev (2.111) znana.
Integral (2.116) se lahko interpretira, kot da se ostanku e(x) dolocˇi utezˇna funkcija v(x),
tako da mora biti integral tega utezˇnega ostanka v(x)u(x) po definicijskem obmocˇju
enak nicˇ. Ta metoda utezˇnega ostanka se razlikuje po tem, kaksˇno utezˇno funkcijo
izberemo. Ocˇitno je, da izbira utezˇnih funkcij v(x) vpliva na vrednost parametrov
a1, ...an. Druga lastnost, ki jo lahko razberemo iz izraza (2.116), je ortogonalnost.
Ortogonalnost vektorjev a in b lahko izrazimo z izrazom aTb = 0. Za funkcije lahko
ortogonalnost funkcij v(x) in e(x) na intervalu a ≤ x ≤ b zapiˇsemo tudi kot (2.116).
Enacˇba (2.116) torej sluzˇi za dolocˇanje neznank a1, ...an. Za dolocˇitev teh moramo
najprej zapisati utezˇno funkcijo kot splosˇno funkcijo:
v = w1 c1 + w2 c2 + ...+ wn cn, (2.117)
kjer so w1, ...wn znane funkcije odvisne od x in jih definiramo vnaprej. c1, ...cn pa so
parametri funkcije. Opazimo, da je sˇtevilo cˇlenov v (2.117) enako kot v (2.110), tako
da lahko na podoben nacˇin z definicijo vektorja w:









enacˇbo (2.117) zapiˇsemo krajˇse kot:
v = wcv. (2.120)
Ker je utezˇna funkcija v(x) poljubna in vektor w znan, lahko zakljucˇimo, da so tudi
parametri v vektorju c poljubni. Ker vemo, da je v skalar in mu transponiranje ne
spremeni vrednosti, lahko izraz (2.120) zapiˇsemo kot:
v = wT cTv . (2.121)
Sedaj lahko vnesemo izraz (2.121) v enacˇbo (2.116) in ker vemo, da cTv ni odvisen od




wT e dx = 0. (2.122)
Ker pa vemo, da izraz (2.122) velja za poljubno nenicˇelno matriko cTv , lahko izraz
(2.122) z njo delimo in dobimo enacˇbo:∫ b
a
wT e dx = 0. (2.123)
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Iz (2.118) lahko ugotovimo da, ima matrikawT dimenzije n x 1, zato lahko izraz (2.123)
zapiˇsemo kot sistem n-tih enacˇb:∫ b
a
w1 e dx = 0∫ b
a
w2 e dx = 0
...∫ b
a
wn e dx = 0. (2.124)
Iz (2.115) in (2.111) vemo, da je ostanek e odvisen od n-tih neznank a1, ...an. Sistem
n-tih enacˇb (2.124) nam sluzˇi za dolocˇitev teh n neznank.
Za izpeljavo direktne enacˇbe za dolocˇanje vektorja a vstavimo izraz (2.111) v (2.115)
in dobimo enacˇbo:
e = D(ψa) + g. (2.125)
Ker vektor a ni odvisen od koordinate x, ne sodeluje pri diferenciaciji, zato lahko
zapiˇsemo enacˇbo:
e = D(ψ)a+ g. (2.126)
Ker vemo, da diferenciacija matrike pomeni, da diferenciramo vsak cˇlen matrike pose-
bej, lahko zapiˇsemo matriko D(x) kot:
D(ψ) = [D(ψ1), D(ψ2), ..., D(ψn)], (2.127)
ki ima dimenzije 1 x n.








wT g dx, (2.128)









wT g dx, (2.130)
ki sta obe neodvisni od a, lahko enacˇbo (2.128) zapiˇsemo kot sistem linearnih enacˇb:
Ka = f . (2.131)
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Z wT oblike n x 1 in D(x) oblike 1 x n lahko K zapiˇsemo kot kvadratno matriko













































Se pravi, da izraz (2.131) sestoji iz n linearnih enacˇb, iz katerih se lahko dolocˇi n
neznank a1, ...an, ki sestavljajo vektor a. Ko enkrat iz enacˇbe (2.131) dolocˇimo neznani
vektor a, lahko po enacˇbi (2.111) dolocˇimo nasˇo aproksimativno resˇitev.
2.3.1. Galerkinova metoda
Enacˇbi za izracˇun K (2.132) in f (2.133) veljata za vse metode utezˇnih ostankov, ki jih
poznamo kar nekaj. Metode se razlikujejo po tem, kaksˇno utezˇno funkcijo v oziroma
posledicˇno w izberemo. Pogledali si bomo izbiro utezˇne funkcije v po Galerkinovi
metodi.
Po tej metodi izberemo utezˇno funkcijo v tako, da so komponente vektorja w enake
komponentam vektorja ψ:
wi = ψi; i = 1, 2, ..., n. (2.134)
Ohlapno recˇeno izberemo utezˇne funkcije tako, da so enake trial funkcijam. Sedaj
lahko izraz (2.134) vstavimo v (2.124); ter dobimo izraz:∫ b
a
ψi e dx = 0; i = 1, 2, ..., n. (2.135)




Za eksplicitno dolocˇitev matrike K in vektorja f moramo enacˇbo (2.134) vstaviti v
















































Ker se v nalogi posvecˇam predvsem dinamiki, bomo v tem poglavju izpeljali tudi
enacˇbe za numericˇno resˇevanje dinamskih problemov. Izpeljava enacˇb je v tem poglavju






ki popisuje gibanje dinamskega sistema. Enacˇba je homogena, saj nas zanimajo samo
lastne frekvence sistema in ne obravnavamo vsiljenih nihanj.
Vektor x predstavlja prostorske koordinate vozliˇscˇ, vektorja x˙ in x¨ pa prvi in drugi
odvod prostorske koordinate po cˇasu, torej hitrost in pospesˇek. Matrika M je masna
matrika sistema, matrika C je dusˇilna in K togostna matrika sistema. Ker v nasˇih
analizah ne bomo uposˇtevali dusˇenja (predpostavljamo, da je zanemarljivo majhno),






Predpostavljamo, da je gibanje harmonicˇno, zato kot nastavek za x izberemo x =
X sin(ωt). Nastavek vstavimo v enacˇbo (2.139) ter ga izpostavimo. Na ta nacˇin dobimo
enacˇbo:
(−ω2M+K)X sin(ωt) = {0} . (2.140)
Ker vemo, da v splosˇnem sin(ωt) ̸= 0, lahko enacˇbo (2.140) delimo s sin(ωt) in tako
dobimo enacˇbo:
(−ω2M+K)X = {0} . (2.141)
V realnih primerih determinanta masne matrike ni nikoli enaka nicˇ (Det(M) ̸= 0), zato
lahko enacˇbo (2.141) mnozˇimo z inverzom masne matrike ter uvedemo novo matriko
A, ki jo definiramo kot A = KM−1 in novo spremenljivko λ, ki jo definiramo kot
λ = ω2. Sedaj lahko zapiˇsemo enacˇbo (2.141) kot:
(A− λ I)X = {0} . (2.142)
Ker nas pri enacˇbi (2.142) ne zanima trivialna resˇitev X = {0}, mora veljati, da je
determinanta preostalega dela enacˇbe enaka 0:
det(A− λ I) = 0. (2.143)
Enacˇba (2.143) nas privede do polinomskega problema n-te stopnje:
(λ1 − λ)(λ2 − λ)...(λn − λ) = 0, (2.144)
pri cˇemer je n sˇtevilo prostostnih stopenj obravnavanega sistema. Iskanje nicˇel po-
linoma (λi) je za racˇunalnik razmeroma lahka naloga. Nicˇle polinoma predstavljajo
kvadrate krozˇnih lastnih frekvenc sistema v radianih.
Ko izracˇunamo nicˇle polinoma λi, lahko po enacˇbi (2.142) izracˇunamo tudi vektorje X.
Nenicˇelne vektorje X, ki so resˇitev enacˇbe (2.142), imenujemo lastni vektorji sistema.
37
Teoreticˇne osnove
2.5. Analiticˇen izracˇun povesa nosilca
Analiticˇno bomo izpeljali izraz za konzolno vpet nosilec na sliki 2.26, katerega dolzˇina
je L, sˇirina W in viˇsina h. Nosilec je na prosto vpetem koncu obremenjen s silo F .
Narejen je iz materiala s elasticˇnim modulom E in Poissonovim kolicˇnikom ν .
Slika 2.26: Verifikacijski model konzolno vpetega nosilca
Zapiˇsemo diferencialno enacˇbo za poves nosilca:
−E I uIV (x) = 0. (2.145)
Enacˇbo (2.145) nato sˇtirikrat integriramo:
u′′′(x) = C1 (2.146)











x2 + C3x+ C4. (2.149)
Vstavimo robna pogoja za konzolno vpeto stran nosilca:
u(0) = 0 =⇒ C4 = 0 (2.150)
u′(0) = 0 =⇒ C3 = 0. (2.151)
Vstavimo sˇe robna pogoja za prosto vpeto stran nosilca:
−E I u′′′(L) = F =⇒ C1 = − F
E I
(2.152)





Zdaj lahko z znanimi koeficienti Ci zapiˇsemo analiticˇno enacˇbo za poves konzolno
vpetega nosilca:











Za maksimalen pomik konzolno vpetega nosilca vemo, da velja enakost:
umax = u(L). (2.156)
Sedaj imamo vse potrebne velicˇine za izracˇun maksimalnega povesa nosilca po enacˇbi:








2.6. Analiticˇen izracˇun lastnih frekvenc nosilca
Za potrebe modalne analize bom izpeljal analiticˇno enacˇbo za lastne frekvence konzolno
vpetega nosilca prikazanega na sliki 2.27, katerega sˇirina znasˇa W , viˇsina h in dolzˇina
L. Narejen je iz materiala z elasticˇnim modulom E, Poissonovim kolicˇnikom ν ter
gostoto ρ.
Slika 2.27: Verifikacijski model konzolno vpetega nosilca.
Za nihanje nosilca z vztrajnostnim prerezom okoli osi nihanja I(x), elasticˇnim modulom












V nasˇem primeru je elasticˇni modul konstanten po celotnem prerezu. Prav tako se nam
geometrija po dolzˇini nosila ne spreminja, zato vemo, da je tudi vztrajnostni moment
I(x) konstanten in lahko ta dva cˇlena izpustimo iz diferenciacije ter ju zapiˇsemo kot
konstanti E in I.
Maso nosilca lahko izrazimo kot zmnozˇek gostote ρ(x) in preseka A(x). Enacˇbo (2.158)








Gostota ρ(x) je po koordinati x konstantna, zato jo zapiˇsemo kot konstanto ρ. Prav
tako se nam po dolzˇini povrsˇina preseka A(x) ne spreminja in jo tudi lahko napiˇsemo
kot konstanto A.
Predpostavljamo, da je mogocˇe funkcijo u(x, t) zapisati z zmnozˇkom funkcije X, ki je
odvisna samo od koordinate x, in funkcije τ , ki je odvisna samo od cˇasovne koordinate
t. S to predpostavko vpeljemo izraz:
∂4u(x, t)
∂x4






= X(x) τ¨(t). (2.161)






zapiˇsemo v novi obliki kot:
C2XIV (x) τ(t) +X(x) τ¨(t) = 0. (2.163)
Enacˇbo (2.163) lahko preobrazimo tako, da imamo na levi funkcijo odvisno samo od







Enacˇba (2.164) je izpolnjena le v primeru, ko je na obeh straneh enacˇaja konstanta, ki
jo oznacˇimo z ω2.
Iz enacˇbe (2.164) lahko posebej zapiˇsemo diferencialno enacˇbo s cˇasovno spremenljivko:
τ¨(t) + ω2 τ(t) = 0 (2.165)
ter diferencialno enacˇbo s prostorsko spremenljivko:
XIV (x) + β4X(x) = 0. (2.166)
Obe enacˇbi sta sedaj odvisni samo od ene spremenljivke. V enacˇbi (2.166) smo vpeljali








Resˇitev diferencialne enacˇbe (2.165) lahko zapiˇsemo v obliki:
τ(t) = Ca cos(ω t) + Cb sin(ω t). (2.168)
Za resˇitev diferencialne enacˇbe (2.166) pa vzamemo nastavek:
X(x) = C eλx (2.169)
in ga vstavimo v enacˇbo (2.166) ter tako dobimo enacˇbo:
C(λ4 − β4)eλx = 0. (2.170)
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Ker vemo, da C eλx ̸= 0, lahko poiˇscˇemo resˇitve za λ po enacˇbi:
λ4 − β4 = 0⇒ λ1,2 = ±β; λ3,4 = ±iβ. (2.171)
Resˇitev enacˇbe (2.166) lahko sedaj zapiˇsemo kot:




λ4 x = C1 e
β x+C2 e
β x+C3 e
i β x+C4 e
−i β x.
(2.172)
Z uporabo Eulerjeve formule eix = cos(x) + i sin(x) lahko enacˇbo (2.172) preobrazimo
v:
X(x) = Cˆ1 cosh(β x) + Cˆ2 cos(β x) + Cˆ3 sinh(β x) + Cˆ4 sin(β x). (2.173)
Za primer konzolno vpetega nosilca lahko zapiˇsemo sˇtiri robne pogoje.
Kot prvega zapiˇsemo robni pogoj nicˇelnega povesa:
u(0, t) = 0⇒ X(0) = 0. (2.174)
Pogoj nicˇelnega zasuka na strani vpetja nosilca zapiˇsemo kot:
u′(0, t) = 0⇒ X ′(0) = 0. (2.175)
Pogoj nicˇelnega momenta na prosto vpetem koncu pa kot:
u′′(L, t) = 0⇒ X ′′(L) = 0. (2.176)
Nazadnje zapiˇsemo sˇe pogoj nicˇelne sile na prosto vpetem koncu nosilca:
u′′′(L, t) = 0⇒ X ′′′(L) = 0. (2.177)
Iz enacˇbe (2.173) z vstavljenimi robnimi pogoji (2.174), (2.175), (2.176) in (2.177)
dobimo izraz:
cos(α) cosh(α) = −1 (2.178)
s spremenljivko α definirano kot:
α = β L, (2.179)
ki predstavlja resˇitev enacˇbe (2.178) in ima sˇtevilcˇne vrednosti:
α1 ≈ 1, 875
√
rad; α2 ≈ 4, 694
√
rad; α3 ≈ 7, 885
√
rad; ... . (2.180)















3.1. Priprava FEM analize (Pre-processing)
Proces priprave je bistvenega pomena pri analizi koncˇnih elementov. Pri pripravi je
miˇsljeno predvsem mrezˇenje modela. Pri mrezˇenju je pomembno, da imamo mrezˇo
zgosˇcˇeno v delih, ki nas posebej zanimajo, hkrati pa mora biti mrezˇa dovolj redka za
cˇim krajˇse resˇevanje. Z vsakim dodanim vozliˇscˇem se nam sˇtevilo prostostnih stopenj
povecˇa, s tem pa povecˇamo sˇtevilo enacˇb, ki nam podaljˇsujejo cˇas resˇevanja problema.
Pri mrezˇenju se moramo odlocˇiti, s kaksˇnimi koncˇnimi elementi bomo popisali model.
Najprej moramo izbrati obliko elementov, nato pa red aproksimacije oz. sˇtevilo vo-
zliˇscˇ elementa. Praviloma se prednost daje elementom, ki popiˇsejo vecˇji volumen z
manj vozliˇscˇi, kot so Hex in Penta, ker nam pri istem volumnu skrajˇsajo cˇas resˇevanja.
Pomanjkljivost teh elementov je v tem, da se z njimi zelo slabo popiˇse kompleksne
geometrije, zato se jih uporablja predvsem pri enostavnih geometrijskih oblikah kot
so izvleki, vrtenine ipd. Velja zmotno prepricˇanje, da so ostali elementi kot naprimer
Tetra in Pyra manj natancˇni in so zato manj priljubljeni, vendar to nacˇeloma ne drzˇi.
Njihova slabost je predvsem v tem, da imajo veliko gostoto elementov v danem volu-
mnu, ki ga popisujejo, in s tem podaljˇsujejo cˇas resˇevanja. Njihova prednost je v tem,
da zelo dobro popisujejo kompleksne geometrije in se jih zato pogosto uporablja v ge-
ometrijah nepravilnih oblik ter na prehodih med razlicˇnimi geometrijami ali gostotami
mrezˇ. Praviloma raje izbiramo kvadratno aproksimirane elemente, ki bolje popisujejo
primarno spremenljivko, kot vecˇ linearnih elementov z enakim sˇtevilom vozliˇscˇ.
K predpripravi sˇtejemo tudi poenostavitev modela. V prvi vrsti so to geometrijske
poenostavitve. Nasˇega realnega modela ne bomo mogli nikoli popisati popolnoma.
Vprasˇanje pa je, koliko lahko model geometrijsko poenostavimo, da bo sˇe dovolj dobro
popisoval realno geometrijo. Kot drugo so v modelih pogosto prisotne nelinearnosti,
kot so nelinearni kontakti, nelinearne lastnosti materiala ipd. Za resˇevanje nelinearnih
problemov se v numericˇnih simulacijah uporablja metoda konvergence z iteracijami, saj
ta obcˇutno podaljˇsa cˇas resˇevanja problemov, cˇe se ti sploh dajo dovolj dobro popisati
z numericˇnim modelom. Nelinearnosti moramo numericˇno poenostaviti do te mere, da
bo cˇas resˇevanja problema sˇe sprejemljiv, hkrati pa bo nasˇ model dovolj dobro popi-
sal realnega. Vcˇasih je problem prevecˇ kompleksen, da bi lahko jasno dolocˇili, koliko
nelinearnosti dejansko vplivajo na rezultate, zato so potrebne verifikacije modela z me-
ritvami ali analiticˇnimi izracˇuni, kjer je to mogocˇe.
Ponavadi se pri pripravi modela porabi najvecˇ cˇasa, saj dober model pomeni dobre
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rezultate in hkrati krajˇse cˇase resˇevanja. Praviloma se daljˇsi cˇas priprave modela obre-
stuje s krajˇsim celotnim cˇasom analize. V veliko pomocˇ so nam lahko izkusˇnje, saj
lahko z znanimi prijemi model obcˇutno poenostavimo.
3.1.1. Gmsh
Gmsh je odprtokodni program za mrezˇenje geometrij, ki je podprt z obsezˇnim spletnim
prirocˇnikom [8], iz katerega je narejen povzetek v tem poglavju. Sestavljen je iz sˇtirih
modulov: geometrijski, mrezˇni, solver modul ter prikazni modul. Program omogocˇa
mrezˇenje 1D, 2D in 3D geometrij. Omogocˇa tudi ustvarjenje lastne parametricˇne geo-
metrije s svojim lastnim gmsh programskim jezikom ali z graficˇnim vmesnikom (GUI).
Geometrijo je potrebno graditi od spodaj navzgor; z elementarnih elementov (tocˇke)
sestavljamo kompleksnejˇse geometrijske prvine, kot so daljice, povrsˇine, telesa.
Program kreira mrezˇo podobno, kot se kreira geometrijo. Najprej se diskretizira li-
nijske elemente, nato s pomocˇjo diskretizacije linijskih elementov pomrezˇimo povrsˇine
in nato volumne. Mrezˇa se tvori na nacˇin, da so vozliˇscˇa na krivuljah vkljucˇena v
elemente samo v primeru, cˇe je krivulja meja povrsˇine, ki jo mrezˇimo. Podobno posta-
nejo 2D elementi na pomrezˇenih povrsˇinah stranice 3D elementov edino le v primeru,
ko je pomrezˇena povrsˇina meja volumna, ki ga trenutno mrezˇimo. Ta nacˇin mrezˇenja
zagotavlja tako imenovano conformal mrezˇo. To pomeni, da imajo povrsˇine, ki si delijo
iste robove, na teh tudi ista vozliˇscˇa elementov in da ta niso podvojena. Enako velja
za volumne, ki si delijo iste ploskve.
Velikost mrezˇe se lahko dolocˇa na razlicˇne nacˇine. Prevzeto se velikost mrezˇe inter-
polira po krivuljah z definirano velikostjo mrezˇe v tocˇkah. Velikost mrezˇe se obvezno
definira v vsaki tocˇki, ki jo ustvarimo. Omogocˇeno imamo tudi rocˇno diskretizacijo
robov ploskev, kar nam omogocˇa vecˇjo svobodo mrezˇenja. Lahko se ustvari tudi tako
imenovana splosˇna polja velikosti mrezˇe. Ta so lahko definirana kot funkcija razdalje
do dolocˇene geometrije (tocˇke, robu ipd.) ali kot skalarno polje, ki je definirano v drugi
(zunanji) mrezˇi.
Program omogocˇa ustvarjanje vhodnih datotek za zunanje solver -je, v njem pa si lahko
ogledamo tudi rezultate analize. Za nasˇe potrebe bomo program uporabljali za ustvar-
janje geometrij ter mrezˇenje.
Prednosti in slabosti programa Gmsh
Program je zelo dober v naslednjem (povzeto po spletnem prirocˇniku [8]):
– hitra definicija ponavljajocˇih geometrij (z uporabniˇsko definirami zankami ipd.),
– parameterizacija ustvarjene geometrije; s svojim lastnim programskim jezikom omogocˇa
ustvarjanje geometrije s predhodnimi kalkulacijami ali predhodno definirami para-
metri oz geometrijami,
– zelo natancˇno definiranje velikosti mrezˇe; vecˇ razlicˇnih nacˇinov definicije velikosti
mrezˇe,
– enostavno iztiskanje geometrije ter mrezˇe,
– interakcija z zunanjimi solver moduli,
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– lahko prikazuje rezultate na veliko nacˇinov – skalarna, vektorska ter tenzorska po-
lja rezultatov, omogocˇa njihovo manipulacijo z razlicˇnimi operacijami; izvazˇa lahko
prikaze rezultatov v razlicˇnih formatih ter ustvarja kompleksne geometrije,
– deluje lahko na manj sposobnih racˇunalnikih; ker ima mozˇnost upravljanja prek
graficˇnega vmesnika in iz ukaznega poziva, lahko deluje tudi na racˇunalnikih brez
sposobnosti prikaza grafike,
– program ima veliko sˇtevilo prednastavljenih parametrov, ki so nastavljivi,
– deluje na razlicˇnih platformah, kot so Windows, Mac in Unix.
Program ima tudi nekaj sˇibkih tocˇk (povzeto po spletnem prirocˇniku [8]):
– s programom ni mogocˇe ustvarjati vecˇtelesnih mrezˇ; vse mrezˇe so tako imenovane
conformal mrezˇe, kar pomeni, da so vsi kontakti med telesi, ki se stikajo, avtomatsko
zlepljeni.
– program omogocˇa omejeno sˇtevilo geometrijskih operacij, njegov uporabniˇski vme-
snik pa nima implementiranih vseh funkcij,
– Gmsh-ov lasten programski jezik je zelo neroden, ne omogocˇa definicije lokalnih
spremenljivk; se pa razvijalci trudijo napisati vmesnike za interakcijo z najbolj pri-
ljubljenimi programskimi jeziki, kot je na primer pyGmsh.
Mrezˇenje v programu Gmsh
Na kratko bomo predstavili logiko grajenja geometrij in mrezˇenja v programu Gmsh.
Kot je bilo zˇe omenjeno, ima program Gmsh svoj lasten programski jezik, ki omogocˇa
grajenje geometrij od spodaj navzgor. Z ukazom Point moramo najprej dolocˇiti tocˇke.
Tocˇki dolocˇimo indeks, ki bo sluzˇil za njeno klicanje kasneje v programu. Dolocˇimo ji
sˇe koordinate v x, y in z smeri ter velikost mrezˇe, ki jo zˇelimo v okolici tocˇke.
Tocˇke se nato zdruzˇi v cˇrte z ukazom Line. Vsaki cˇrti se tako kot tocˇki dolocˇi lasten
indeks ter dve prej pripravljeni tocˇki, ki dolocˇata njeni krajiˇscˇi. Cˇrte se nato povezˇe v
zanko s ukazom Line Loop.
Iz zanke lahko nato ustvarimo povrsˇino z ukazom Surface. Povrsˇina je 2D geometrijska
prvina in nam zˇe omogocˇa ustvarjanje 2D mrezˇe, cˇe to potrebujemo.
Povrsˇino potrebujemo samo sˇe izvlecˇi na nacˇin ki nam najbolj ustreza, z ukazom
Extrude. Ukaz omogocˇa translatorne ter rotacijske izvlecˇke, lahko pa tudi kombinacijo
obojih. V ukazu lahko dolocˇimo tudi sˇtevilo plasti elementov, ki naj se ustvarijo v iz-
vlecˇku. Cˇe je volumen kompleksnejˇsi, ga lahko definiramo podobno kot cˇrte in povrsˇine
s tem, da najprej definiramo vse robne povrsˇine volumna, ki morajo biti sklenjene, ter
nato z ukazom Volume zapolnemo prostor med povrsˇinami.




Slika 3.1: Princip izdelave mrezˇe s programom Gmsh.
Kot lahko vidimo na sliki 3.2, nam program privzeto na povrsˇinah ustvari mrezˇo nepra-
vilnih oblik, ki se kasneje prenesejo na 3D mrezˇo. Ker je veliko nasˇih povrsˇin pravilne
oblike, si lahko pri mrezˇenju pomagamo z rocˇno diskretizacijo linij (ukaz Transfinite
Line) ter diskretizacijo povrsˇine (ukaz Transfinite Surface), ki bo programu pomagala
pri mrezˇenju nasˇe povrsˇine (slika 3.3).
Slika 3.2: Privzeta mrezˇa ustvarjena s programom Gmsh.
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Slika 3.3: Izboljˇsana mrezˇa ustvarjena s programom Gmsh.
Na sliki 3.3 vidimo, da se je struktura mrezˇe znatno izboljˇsala. Cˇe pa bi radi v 3D
zmanjˇsali sˇtevilo elementov in bi namesto privzetih Tetra elementov raje uporabili Hex
elemente, moramo trikotne elemente v 2D rocˇno preoblikovati v sˇtirikotne elemente. To
lahko naredimo z ukazom Recombine Surface, ki nam bo, kjer se da, trikotne elemente
zdruzˇil v sˇtirikotne (slika 3.4).
Prav tako ne smemo pozabiti na ukaz Recombine v ukazu Extrude, ki nam po ustvar-
jenju ob izvleku ustvari 3D Hex elemente (slika 3.5).
Slika 3.4: Mrezˇa s pravilnimi sˇtirikotnimi elementi ustvarjena s programom Gmsh.
Slika 3.5: Mrezˇa s pravilnimi sˇtirikotnimi elementi ustvarjena s programom Gmsh.
Program omogocˇa zelo dobro parameterizacijo modela. Za potrebe FEM analize cˇepne
svecˇke podjetja Hidria smo v programu parametricˇno zmodelirali model cˇepne svecˇke.
Vse mere so parametricˇno dolocˇene tako, da se zaradi geometrijske podobnosti cˇepnih
svecˇk s spremembo nekaj parametrov nacˇeloma da ustvariti poljubno svecˇko. Parame-
terizacija cˇepne svecˇke je prikazana na sliki 3.6.
Program pa ne omogocˇa samo parameterizacije geometrije modela, ampak tudi gostoto
mrezˇe, kar je prikazano na sliki 3.7.
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Slika 3.6: Prikaz parameterizacije geometrije na primeru cˇepne svecˇke.
Slika 3.7: Prikaz uporabe parameterizacije mrezˇe na modelu cˇepne svecˇke.
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3.2. Resˇevanje FEM analize (Solving)
Resˇevanje FEM analize je s staliˇscˇa uporabnika najmanj pomembno, saj lahko upo-
rabnik vpliva na potek resˇevanja vecˇinoma zˇe v pripravi modela. Kar se dogaja med
resˇevanjem, je najvecˇkrat stvar razvijalcev programa. Cˇas resˇevanja je seveda odvisen
od velikosti mrezˇe, vendar obstajajo razlicˇne metode, kako skrajˇsati cˇas preracˇunavanja
v samem FEM programu. Eden od teh nacˇinov je poseben zapis matrik, ki imajo veliko
nicˇelnih elementov, kar je tipicˇna lastnost matrik v metodi koncˇnih elementov. V tem
zapisu se shranjujejo samo nenicˇelni elementi, kar nam prihrani prostor za shranjevanje
spremenljivk, hkrati pa omogocˇa lazˇje in hitrejˇse operiranje z matrikami.
Prav tako lahko pri programih za resˇevanje vplivamo na natancˇnost resˇitve. Z izbiro
postopkov numericˇne integracije, modelov elementov ter kontaktov, apliciranja robnih
pogojev ipd. lahko vplivamo na natancˇnost resˇitve.
Posredno lahko na hitrost in natancˇnost resˇitve vplivamo tudi s pestrim izborom ele-
mentov, modelov, nastavitev, ki jih uporabnik lahko uporabi. S pestrostjo izbora lahko
uporabnik prilagodi analizo tako, da vkljucˇi cˇim vecˇ poenostavitev, ki sˇe ne pokvarijo
njegovega modela, hkrati pa lahko za specificˇne primere uporabi natancˇnejˇse nastavi-
tve, ki so potrebne za tocˇnost analize. Ker so problemi, ki jih lahko resˇujemo s FEM
analizo, zelo razlicˇni, so te nastavitve specificˇne, od primera do primera mora uporab-
nik na podlagi izkusˇenj in znanja, ki ga ima o problemu, dolocˇiti ”optimalne”nastavitve
analize. Vecˇ svobode pri nastavitvah analize torej za izkusˇenega uporabnika pomeni
hitrejˇse cˇase resˇevanja ter tocˇnejˇse rezultete.
Za resˇevanje FEM analiz sem preucˇil uporabnost dveh tako imenovanih Solverjev : Py-
Fem in FEniCS. Oba programa sta namenjena programiranju v programskemu jeziku
Python, se pa v svojem bistvu kar precej razlikujeta. PyFem je napisan v celoti v
Pythononu, FEniCS pa bazira na kodi napisani v programskem jeziku C++, vendar
omogocˇa interakcijo s Pythononom. V tem poglavju bom predstavil prednosti in sla-
bosti obeh programov. Programski jezik C++ sicer velja za hitrejˇsega, vendar bom
dejansko hitrost ter natancˇnost preveril na verifikacijskem primeru.
3.2.1. PyFem
PyFem je odprtokodni program za resˇevanje FEM analiz, napisan po knjigi R. de
Borsta in sodelavcev [9]. Program je v celoti napisan v programskem jeziku Python.
Program ni sposoben generiranja lastnih mrezˇ, zato potrebuje za definicijo mrezˇe vho-
dno datoteko s koncˇnico .dat. V tej datoteki so shranjeni tudi vsi robni pogoji, kot so
sile in pomiki. Kot drug vhodni podatek program potrebuje datoteko s koncˇnico .pro,
kjer so shranjene nastavitve analize. V njej so definirani model, ki ga bomo uporabili,
lastnosti materialov, izhodni podatki, ki jih zˇelimo shraniti ipd. Obe datoteki upora-
bljata posebno obliko zapisa razumljivega PyFem-u. Program je v originalu spisan za
resˇevanje 2D problemov in ima velik nabor deformacijskih modelov, kot so linearni,
plasticˇni, plasticˇni s posˇkodbami idr.
Ker PyFem nima vkljucˇenega dinamskega modela, ga je bilo potrebno vkljucˇiti v kodo.
V ta namen se je v kodo dodalo t.i. eigen solver, ki nam iz dinamske matrike izracˇuna
lastne vrednosti ter lastne vektorje. PyFem ima v originalu mozˇnost resˇevanja le 2D
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problemov oz. vektorskih polj z dvema komponentama. Program smo dopolnili z
mozˇnostjo dodajanja tretje komponente v vektorsko polje (2.65) – tako je program
sposoben resˇevanja cˇistih 2D problemov, kot tudi 3D problemov. Zaradi dopolnitve
programa s tretjo dimenzijo, je bilo potrebno dopolniti elasticˇni model programa za
resˇevanje v 3D. Ker program ni vseboval oblikovnih funkcij za 3D elemente se je dodalo
oblikovne funkcije za Tetra4 in Hex8 elemente, posledicˇno se je dopolnilo tudi matrike
N (2.66) in B (2.57) ter vektor ϵ (2.67).
Ker je pisanje nastavitev v posebno vhodno datoteko nerodno in zamudno, se je za
poenostavitev definiranja problema spisalo posebno knjizˇnico PyFemLib.py, ki nam z
nekaj ukazi ustvari potrebno .pro datoteko z zˇeljenimi nastavitvami analize. S knjizˇnico
definiramo vrsto problema (staticˇni ali dinamicˇni), dimenzije problema (2D ali 3D),
obremenitev (zaenkrat samo sile) ter materiale. Knjizˇnica omogocˇa definiranje lastnih
materialov, ki jim poljubno definiramo materialne lastnosti. Prav tako se je zaradi pre-
tvarjanja formata mrezˇ spisalo knjizˇnico MeshLib.py, ki Gmsh-jev format mrezˇe .msh
zapiˇse v .dat formatu, ki je potreben kot vhod PyFem. Knjizˇnica omogocˇa zapis tako
geometrije, kot robnih pogojev v eni datoteki .dat. Obe knjizˇnici sta napisani tako,
da lahko med sabo komunicirata ter tako druga od druge dobita informacije, ki jih
potrebujeta.
Prednosti in slabosti PyFema
PyFem ima kar nekaj dobrih lastnosti:
– PyFem je napisan v uporabniku prijaznemu Pythonu.
– PyFem je razmeroma enostaven program, ki je lahko razumljiv in ga je zato mozˇno
prilagajati, dodajati lastno kodo ipd.
– PyFem uporablja vhodne datoteke, v katerih se da razmeroma enostavno zapisati
robne pogoje, lastnosti materiala ipd.
– PyFem podpira izvoz rezultatov v .vtu format (ParaView).
– PyFem je enostaven za namestitev in deluje na vsakem operacijskem sistemu, ki
omogocˇa namestitev programskega jezika Python.
– PyFem je podprt z obsezˇno knjigo, ki v podrobnostih obrazlozˇi sestavo in logiko
programa.
Ima pa tudi kar nekaj slabosti:
– PyFem je v originalu napisan samo za 2D elemente, vendar vsebuje nastavke, ki
omogocˇajo relativno enostavno dodajanje 3D elementov.
– PyFem je v originalu napisan v Pythononovi razlicˇici 2.6 in ga je potrebno popraviti
za delovanje v razlicˇicah 3.x.
– PyFem nima podpore na internetu, njegove kode se ne dopolnjuje.
– PyFem slabo obdeluje probleme z vecˇjim sˇtevilom prostostnih stopenj.




FEniCS je odprtokodni program za resˇevanje parcialnih diferencialnih enacˇb in je bil
razvit za potrebe paralelnega procesiranja. Izvorna koda je napisana v programskem
jeziku C++, vendar ima program vkljucˇen tudi prevajalnik iz programskega jezika
Python in je zato mozˇno probleme definirati v obeh omenjenih jezikih. Razvija ga
sˇirok krog razvijalcev, podprt pa je z obsezˇno knjigo A. Logga in sodelavcev [10] ter
podporo na razlicˇnih forumih. Program je sposoben generiranja preproste lastne mrezˇe,
za kompleksnejˇse mrezˇe pa potrebuje zunanje vire. Kot uvozni format mrezˇe program
podpira datoteke s koncˇnico .xml. Program ima vgrajen tudi lasten pretvornik med
razlicˇnimi formati mrezˇ, med drugim tudi iz formata .msh v njemu berljiv .xml. Zˇal v
3D podpira le uvoz Tetra elementov, prav tako ne podpira mesˇanih mrezˇ med 3D in 2D
ali 1D elementi. Ker se je vgrajen pretvornik formatov mrezˇ izkazal za nerobustnega,
smo zato v lastno knjizˇnico za pretvarjanje formatov mrezˇ (MeshLib.py) vkljucˇili tudi
mozˇnost zapisa v .xml formatu. Ker v .xml ni zapisanih obmocˇij za definiranje razlicˇnih
materialov knjizˇnica ustvari posebno .txt datoteko z definiranimi obmocˇji. V Pythonu
je bil po prirocˇniku H. P. Andersena in sodelavcev [11] ter ob pomocˇi knjige A. Logga
in sodelavcev [10] spisan tudi knjizˇnica FEniCSlib.py za resˇevanje linearnih staticˇnih
ter dinamskih diferencialnih enacˇb, ki smo jo uporabili za resˇevanje 3D staticˇnih in
dinamskih problemov. Knjizˇnica s pomocˇjo knjizˇnice MeshLib.py prebere poljubno
.msh datoteko ter jo pretvori v mrezˇo formata .xml ter zapiˇse obmocˇja v .txt datoteko.
Knjizˇnica s programom FEniCS ti dve datoteki prebere in na podlagi vhodnih podatkov
o materialih, robnih pogojih ter podatkom o vrsti problema (staticˇni ali dinamicˇni),
vrne resˇitev problema.
Prednosti in slabosti FEniCSa
FEniCS ima kar nekaj dobrih lastnosti:
– Zapis problema podoben kot zapis diferencialnih enacˇb.
– Resˇimo lahko poljubno linearno diferencialno enacˇbo oz. poljuben problem.
– Pregledna koda.
– Podpira izvoz rezultatov v .vtu format (ParaView).
– Se stalno posodablja in razvija ter ima veliko skupnost razvijalcev.
– Podprt je s prosto dostopnimi prirocˇniki za uporabo.
– Ima veliko podporo uporabnikom na forumih.
Ima pa tudi kar nekaj slabosti:
– Zaradi kompleksne zgradbe in jezika, v katerem je napisan, je v jedru tezˇko razumljiv
in ga zato povprecˇen uporabnik ne more prilagajati in dopolnjevati.
– Dolocˇanje robnih pogojev in vecˇobmocˇnih modelov je pri kompleksnih modelih tezˇko.
– Pri programiranju je treba poznati osnove diferencialnih enacˇb.
– Trenutno v 3D podprti samo Tetra elementi.
– Deluje samo na dolocˇenih sistemih (Linux, Mac), na Windowsih potrebuje posebne
vmesnike, ki niso zanesljivi.
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3.2.3. Verifikacija in ovrednotenje numericˇnega modela
Za namen modalne analize smo v PyFemu in FEniCSu spisali poseben program. V
programu PyFem je bilo potrebno dodati opcijo resˇevanja 3D problemov ter opcijo
izracˇunavanja lastnih oblik in frekvenc, ker teh stvari v kodi sˇe ni bilo programiranih.
Nasprotno je FEniCS imel te stvari zˇe vkljucˇene, je pa bilo potrebno nastaviti ustrezen
sistem enacˇb. Ker so deli kode v obeh programih avtorski in nepreverjeni, je oba treba
preveriti na verifikacijskem primeru, ki ga je mogocˇe resˇiti tudi analiticˇno. Rezultate
obeh programov je potrebno primerjati z analiticˇno resˇitvijo ter jih ovrednotiti. Prav
tako bomo v primerjavo rezultatov vkljucˇili tudi rezultate pridobljene s komercialnim
programom Ansys, na podlagi katerih bomo preverili, kako dobro se lahko izbrana pro-
grama primerjata s komercialnim.
Kot verifikacijski primer smo si izbrali model konzolno vpetega nosilca. Model nosilca je
za potrebe izracˇuna povesa v Ansysu in PyFemu pomrezˇen z linearnimi prizmaticˇnimi
(hex8 ) elementi. Drugacˇe je v primeru FEniCSa, kjer je model nosilca pomrezˇen z line-
arnimi tetraedricˇnimi elementi (tetra4 ), ker program v 3D zˇal ne omogocˇa resˇevanja s
prizmaticˇnimi elementi. Ker pa smo hoteli prikazati razliko med kakovostmi resˇevanja
razlicˇnih programov, smo se odlocˇili, da mrezˇe ne bomo poenotili tudi v primeru Ansysa
in PyFema, saj se sposobnost resˇevanja z razlicˇnimi elementi odrazˇa tudi na kvaliteti
koncˇne resˇitve. Kljub temu da je nosilec v programih modeliran z razlicˇnimi elementi,
je vsem modelom skupno sˇtevilo vozliˇscˇ kot tudi posledicˇno sˇtevilo prostostnih sto-
penj. Poudariti pa je treba, da sˇtevilo koncˇnih elementov v modelih ni enako, saj za
popis istega volumna s tetragonalnimi elementi v nasˇem primeru potrebujemo 6 x vecˇ
elementov kot s prizmaticˇnimi. Analize smo v Ansysu, PyFemu in FEniCSu resˇevali
pri razlicˇnih gostotah mrezˇe oz. sˇtevilu prostostnih stopenj. Najbolj so nas zanimali
hitrost konvergiranja resˇitve k analiticˇni vrednosti ter hitrost resˇevanja.
Upogib konzolno vpetega nosilca
Za primer upogiba smo uporabili nosilec iz poglavja 2.5. Dolzˇina nosilca l znasˇa 20,
sˇirina w 2 in viˇsina h 0,5. Nosilec je na prosto vpetem koncu obremenjen s silo F , ki
znasˇa 1000. Nosilec je iz materiala z elasticˇnim modulom E velikosti 2,1 · 1011. Vse
velicˇine so namenoma v osnovnih enotah.
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Sedaj pa lahko izracˇunamo analiticˇni upogib nosilca po enacˇbi (2.157), ki za dane
dimenzije in lastnosti materiala znasˇa:





l3 = − 1000 · 48
6 · 2, 1 · 101120
3+
1000 · 48
2 · 2, 1 · 101120
3 = 6, 095 ·10−4. (3.2)
Rezultati numericˇne analize upogiba za razlicˇna sˇtevila prostostnih stopenj so podani




Preglednica 3.1: Maksimalni povesi verifikacijskega upogibnega primera dobljeni z iz-
branimi programi (75978 prostostnih stopenj).
Sˇt. prostostnih stopenj PyFem FEniCS Ansys
1230 3,783·10−4 1,245·10−4 6,3476·10−4
6561 5,324·10−4 3,000·10−4 6,305·10−4
18876 5,702·10−4 4,141·10−4 6,348·10−4
41055 5,849·10−4 4,795·10−4 6,350·10−4
75978 5,920·10−4 5,178·10−4 6,351·10−4
126525 5,965·10−4 5,415·10−4 6,343·10−4
195576 5,987·10−4 5,569·10−4 6,347·10−4
102 103 104 105 106































Slika 3.8: Konvergiranje proti analiticˇni resˇitvi s povecˇevanjem sˇtevila vozliˇscˇ.
FEniCS porabi obcˇutno manj cˇasa za resˇevanje problema pri isti natancˇnosti kot Py-
Fem, vendar se pri slabih 10% program sesuje – najverjetneje zaradi prevelikega sˇtevila
prostostnih stopenj in posledicˇnega pomanjkanja spomina za izracˇun v racˇunalniku.
Zaradi tega FEniCS v tem primeru ni zmozˇen dosecˇi vecˇje natancˇnosti od 8%. Zani-
mivo je, da se pri istem sˇtevilu prostostnih stopenj zrusˇi tudi PyFem, ki nima optimal-
nega operiranja z velikimi in redkimi matrikami.
Ansys pa z gostenjem mrezˇe ne pridobiva na natancˇnosti in zato z gostenjem mrezˇe
samo podaljˇsujemo cˇas resˇevanja problema in ne izboljˇsamo resˇitve. Na sliki 3.9 je
prikazana odvisnost cˇasa preracˇuna od sˇtevila prostostnih stopenj.
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Slika 3.9: Cˇas, potreben za izracˇun dolocˇenega sˇtevila prostostnih stopenj.
Cˇe primerjamo cˇasa potrebna, da izracˇunamo dolocˇeno sˇtevilo prostostnih stopenj pri
Ansysu in FEniCSu je FEniCS presenetljivo boljˇsi od Ansysa. Ne smemo pa pozabiti,
da je natancˇnost pri FEniCSu mnogo slabsˇa. Dalecˇ najslabsˇi je PyFem, ki pri velikem
sˇtevilu prostostnih stopenj potrebuje vecˇ kot 100 x vecˇ cˇasa od ostalih dveh progra-
mov. Na sliki 3.10 so prikazani cˇasi za dosego dolocˇene stopnje natancˇnosti za vse tri
programe.
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Slika 3.10: Cˇas, potreben, da s programom dosezˇemo dolocˇeno natancˇnost.
Na sliki 3.10 vidimo, da je najboljˇse rezultate dosegel komercialni program Ansys,
ki zˇe z zelo redko mrezˇo izracˇuna natancˇno resˇitev, ki je zaradi tega tudi zelo hitra.
Natancˇnosti pa se z gostenjem mrezˇe ne izboljˇsuje, zato gostenje mrezˇe v tem programu
ni smiselno.
Pri programu FEniCS opazimo, da je pri isti natancˇnosti nekoliko hitrejˇsi od programa
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PyFem, vendar za dosego iste natancˇnosti potrebuje vecˇ prostostnih stopenj, s tem pa
vecˇ spomina, ki je ponavadi omejen. FEniCS se zato zrusˇi pri mrezˇah, ki so veliko manj
natancˇne kot mrezˇe, kjer se zrusˇi PyFem. Izbira najboljˇsega programa ni enolicˇna, saj
je odvisna od velikosti mrezˇe, ki jo resˇujemo, natancˇnosti resˇitve, ki jo pricˇakujemo,
ter velikosti spomina, ki nam je na voljo. Vsekakor bi se pri neomejenem spominu
odlocˇil za FEniCS, vendar je spomin racˇunalnika najvecˇkrat omejen in bi se zato v
teh primerih raje odlocˇil za PyFem, ki bi resˇitev izracˇunal pocˇasneje, vendar z vecˇjo
natancˇnostjo. Vsekakor je izbira odvisna tudi od velikosti modela. Pri modelih, kjer
zadostuje <50000 vozliˇscˇ (oz. 150000 prostostnih stopenj), bi vsekakor z dano opremo
izbral FEniCS, za vecˇje modele pa bi izbral PyFem.
Poudariti je potrebno, da je sˇtevilo prostostnih stopenj za dosego dolocˇenega nivoja
natancˇnosti odvisno od geometrije, cˇas izracˇuna pa se spreminja s spreminjanjem sˇtevila
prostostnih stopenj. Zaradi tega lahko pricˇakujemo, da se bo graf na sliki 3.10 s
spreminjanjem geometrije spreminjal.
3.2.4. Verifikacija in ovrednotenje modalnega numericˇnega mo-
dela
Za potrebe modalne analize uporabimo primer nosilca iz poglavja 2.6. Dimenzije no-
silca so iste kot v primeru 3.2.3. Elasticˇni modul nosilca naj bo E = 2.0 · 1011, gostota
pa ρ = 7850. Numericˇni rezultati vseh treh programov so predstavljeni v tabeli 3.2.
Vsi rezultati v tabeli so dobljeni iz modela z enakim sˇtevilom prostostnih stopenj
n = 75978.
Preglednica 3.2: Rezultati verifikacijskega modalnega primera dobljeni z izbranimi
programi (75978 prostostnih stopenj).
PyFem FEniCS Ansys
Velicˇina/Program [Hz] [Hz] [Hz]
1. lastna frekvenca: z◦ 1,0416 1,0240 1,0243
2. lastna frekvenca: y◦ 4,0595 4,0537 4,0547
3. lastna frekvenca: z◦ 6,5089 6,3985 6,4013
4. lastna frekvenca: x◦ 17,8777 17,7854 17,856
5. lastna frekvenca: z◦ 18,1547 17,8424 17,869
6. lastna frekvenca: y◦ 24,3537 24,3159 24,326
Legenda: x, y, z referencˇna os nihanja; ◦ nihanje okoli osi; - nihanje vzdolzˇno z osjo
Kot je razvidno iz tabele 3.2, se vecˇina lastnih frekvenc izracˇunanih z izbranimi pro-
grami ujema do par odstotkov natancˇno, iz cˇesar lahko sklepamo, da so programi
natancˇni. Da pa bi preverili, ali so tudi tocˇni, jih moramo primerjati z analiticˇno
izracˇunano resˇitvijo. Lastne oblike pridobljene s komercialnim programom Ansys pa
so prikazane na sliki 3.11.
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Slika 3.11: Prvih sˇest lastnih oblik izracˇunanih z programom Ansys.
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Rezultate bomo preverjali z analiticˇno izracˇunano prvo lastno frekvenco, ki niha okoli
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Enacˇba (3.3) nam poda prvo lastno frekvenco nasˇega primera v radianih na sekundo
rad
s
. Da bi rezultat dobili v hercih [Hz], ga moramo deliti z 2π. Prva lastna frekvenca
okoli z osi je tako 1,0191Hz. Rezultat se ujema z izracˇuni nasˇih izbranih programov,
zato lahko zakljucˇimo, da so vsi trije programi tudi tocˇni.
Cˇe so pogoji konvergence izpolnjeni, se nam bo ob gostenju mrezˇe rezultat vseh progra-
mov priblizˇeval analiticˇni vrednosti. Pricˇakujemo lahko, da bo stopnja konvergiranja
k analiticˇni vrednosti pri vsakem od programov razlicˇna. Stopnja konvergiranja je
lahko kriterij, po katerem ocenjujemo kvaliteto numericˇnega modela posameznega pro-
grama, zato bom vse tri izbrane programe ovrednotil po tem, kako hitro konvergirajo
k analiticˇni resˇitvi. Rezultati numericˇne analize vseh izbranih programov so navedeni
v tabeli 3.3. Za vecˇjo preglednost konvergenco vseh treh programov prikazˇemo z re-
lativnim odstopanjem prve lastne frekvence nosilca od analiticˇne vrednosti na sliki
3.12.
Preglednica 3.3: 1. lastna frekvenca verifikacijskega modalnega primera dobljeni z
izbranimi programi pri razlicˇno gostih mrezˇah.
PyFem FEniCS Ansys
Sˇt. prost. stopenj [Hz] [Hz] [Hz]
1230 1,2706 1,0266 1,0245
6561 1,0920 1,0245 1,0248
18876 1,0550 1,0242 1,0245
41055 1,0416 1,0240 1,0243
75978 1,0353 memory error 1,0242
126525 1,0319 memory error 1,0241
195576 1,0298 memory error 1,0241
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Slika 3.12: Primerjava relativne napake resˇitve 1. lastne frekvence pri gostenju mrezˇe.
Kot je razvidno iz slike 3.12, najhitreje konvergira Ansys, kar ne presenecˇa, saj ima
Ansys kot komercialni program vecˇ sredstev za zaposlitev inzˇenirjev, ki ves svoj cˇas na
delovnem mestu namenijo razvijanju natacˇnejˇsih algoritmov. Po drugi strani pa pre-
senecˇa FEniCS s svojo natancˇnostjo kljub resˇevanju z vecˇkrat zmotno zapostavljenimi
tetraedicˇnimi elementi. Ta rezultat je tudi dokaz, da se dobro definiran tetraedicˇni
element lahko kosa s heksagonalnim. PyFem pa kljub resˇevanju s heksagonalnimi ele-
menti v tem primeru najpocˇasneje konvergira in sˇele z velikim sˇtevilom prostostnih
stopenj dosezˇe nivo natancˇnosti, ki sta jo ostala dva programa dosegla zˇe s prvo mrezˇo.
Poudariti je treba, da ima FEniCS zelo omejeno sˇtevilo prostostnih stopenj, ki jih sˇe
uspe izracˇunati. Najverjetneje so tu njegova slabost tetraedicˇni elementi, ki v principu
ne porabijo vecˇ spomina, vendar kljub temu domnevamo, da je program zasnovan tako,
da shrani vse elemente v spomin in mu zato pri tvorjenju masne matrike zmanjka po-
mnilnika. To bi tudi razlozˇilo, zakaj se pri isti velikosti mrezˇe program pri resˇevanju
staticˇne analize ne sesuje.
Pri gostenju mrezˇe smo lahko opazili kar precejˇsnjo razliko v cˇasu resˇevanja programov.
Ker je pri resˇevanju realnih problemov pomemben tudi cˇas, bomo izbrane programe
ovrednotili sˇe po cˇasu resˇevanja. Merili smo samo najkrajˇsi cˇas, ki ga program potre-
buje od zacˇetka branja mrezˇe do zapisa lastnih frekvenc in oblik v polnilnik. Nismo
pa uposˇtevali cˇasa post-processinga (izracˇunavanja sekundarnih spremenljivk, shranje-
vanja ipd.). Cˇas resˇevanja posameznega programa je prikazan na sliki 3.13.
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Slika 3.13: Primerjava cˇasa potrebnega za resˇevanje v odvisnosti od sˇtevila
prostostnih stopenj.
Na sliki 3.13 nekoliko nepricˇakovano vidimo, da je PyFem pri najredkejˇsi mrezˇi hitrejˇsi
od Ansysa. Ta ga sicer kmalu prehiti, FEniCS pa iz najhitrejˇsega programa pri redki
mrezˇi postane najpocˇasnejˇsi in se kmalu zrusˇi. To je nepricˇakovan rezultat, ki naspro-
tuje pricˇakovanjem, po katerih bi zaradi kode spisane v hitrejˇsem C jeziku praviloma
moral biti hitrejˇsi. Predvidevamo lahko, da je pocˇasnejˇse resˇevanje ponovno posledica
tetraedicˇne mrezˇe, ki ima za isto sˇtevilo prostostnih stopenj sˇestkrat vecˇ koncˇnih ele-
mentov kot heksagonalna. Vecˇje sˇtevilo elementov v splosˇnem sicer ne povzrocˇi vecˇjega
sˇtevila enacˇb, vendar se za sestavo masne in togostne matrike porabi vecˇ iteracij, kar
lahko pri velikih mrezˇah povzrocˇi daljˇsi cˇas resˇevanja.
Zanimala nas je tudi odvisnost cˇasa resˇevanja, ki ga porabimo za dosego dolocˇenega
nivoja natancˇnosti resˇitve. V ta namen smo izrisali cˇas resˇevanja analize v odvisnosti
od natancˇnosti resˇitve, ki je prikazan na sliki 3.14.
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Slika 3.14: Primerjava cˇasov potrebnih za dosego dolocˇene natancˇnosti.
Na sliki 3.14 vidimo, da je za relativno napako manjˇso od 1%, ki jo sˇe smatramo
za sprejemljivo, pricˇakovano najboljˇsi program Ansys. Zanimivo pa je opazˇanje, da
ima FEniCS za razliko od deformacijskega modela veliko bolje spisan modalni model.
Zaradi tega potrebuje zelo malo cˇasa za dosego velike natancˇnosti. Najslabsˇi pa je v
tem primeru pricˇakovano program PyFem, ki za relativno odstopanje resˇitve 1% porabi
najvecˇ cˇasa. Iz rezultatov prikazanih na sliki 3.14 lahko zakljucˇimo, da bomo za 3D
modalno analizo uporabljali odprtokodni program FEniCS. Program PyFem pa bomo
poskusˇali uporabiti na primeru, kjer bodo do izraza priˇsli novo definirani elementi, ki
jih FEniCS ne omogocˇa.
Poudariti je potrebno, da je sˇtevilo prostostnih stopenj za dosego dolocˇenega nivoja
natancˇnosti odvisno od geometrije, cˇas izracˇuna pa se spreminja s spreminjanjem sˇtevila




3.3. Prikaz rezultatov in njihovo vrednotenje (Post-
processing)
Prikaz in ovrednotenje rezultatov je s strani uporabnika zelo pomemben del analize
koncˇnih elementov. Rezultati so po navadi shranjeni v obliki, ki je za uporabnika
nepregledna in zato potrebujemo posebne programe, ki znajo te datoteke graficˇno pri-
kazati tako, da so uporabniku razumljivi. Ti programi morajo biti uporabniku prijazni
in pregledni, da se le-ta pri ponavadi ogromnih mnozˇicah podatkov lahko znajde. Ko
rezultate prikazˇemo v izbranem programu jih moramo kvalitativno preveriti, saj lahko
pri resˇevanju analiz hitro pride do napak, kot so slabo definirani pogoji analize, napaka
na mrezˇi modela ipd. V veliko pomocˇ so nam v takih primerih izpisi samega programa
za resˇevanje analiz, ki nam ponavadi zˇe med resˇevanjem preverja raznorazne nepra-
vilnosti. Cˇe nasˇ program za resˇevanje omogocˇa izpis nepravilnosti, je priporocˇljivo
pregledati te izpise in po potrebi odpraviti nepravilnosti, ki bi lahko vplivale na same
rezultate. Drugi korak pri preverjanju je preverjanje ohranitve energije. Vsako veliko
neujemanje med definiranimi obremenitvami ter izracˇunanimi reakcijami lahko pomeni,
da so rezultati, ki smo jih izracˇunali, nepravilni. Priporocˇljivo je tudi, da se na obmocˇjih
velikih gradientov spremenljivk mrezˇa zgosti, saj nam redka mrezˇa na teh podrocˇjih
vnasˇa napako resˇitve.
Ko pri resˇitvah odpravimo vse zgoraj nasˇtete pomanjkljivosti, je cˇas, da rezultate kvan-
titativno ovrednotimo. Najbolj intuitivni so prikazi primarnih spremenljivk, kjer lahko
pri rezultatih 2D analiz v obliki skalarnih polj prikazˇemo tretjo prostorsko koordinato
in tako dobimo 3D povrsˇine. Malo bolj se zaplete pri 3D analizah, kjer so vse prostor-
ske koordinate zˇe porabljene za prikaz modela, zato si moramo pomagati s prikazom
skalarnega polja v barvah. Problem nastane, ker na prikazu vidimo samo barve zuna-
njih povrsˇin. V tem primeru mora program za prikazovanje omogocˇati razrez modela,
ki nam prikazˇe tudi vrednost spremenljivk v notranjosti. Nekoliko lazˇje prikazujemo
vektorska polja, saj lahko na vozliˇscˇa apliciramo pomik po smeri enak in po velikosti
sorazmeren z vektorjem v pripadajocˇi tocˇki. Uporabno orodje pri takem prikazu je
skaliranje, ki nam pri velikih povecˇavah vektorja prikazˇe pretirano deformiran model,
iz katerega lahko potegnemo uporabne zakljucˇke. Prav tako je pri tem uporabno orodje
dinamicˇnega prikaza, ki nam model ciklicˇno skalira iz nedeformiranega v skalirano de-
formirano stanje. S tem orodjem lazˇje opazimo velikost premika ter njegovo smer.
Seveda lahko prikazˇemo vektorsko polje tudi z barvami, vendar se s tem prikazom iz-
gubi del informacije: cˇe kot barve prikazˇemo velikost posamicˇne komponente vektorja,
zgubimo informacijo o njegovi velikosti, cˇe pa prikazˇemo velikost, izgubimo informa-
cijo o usmeritvi, zato je ta prikaz manj zazˇelen. Najtezˇje pa je prikazovati tenzorska
polja, kot so napetosti ipd., za katere nimamo dobrega orodja za prikaz. Najvecˇkrat se
tenzorska polja pretvori v skalarna na podlagi dolocˇenega modela (npr. Von Misessov
model pri napetostih) ter se vrednosti prikazˇe v barvah ali pa se tenzorska polja prikazˇe




Za prikaz rezultatov smo se odlocˇili uporabiti program ParaView, ki je podprt z
obsezˇnim prirocˇnikom U. Ayachita [12], iz katerega je narejen povzetek v tem po-
glavju. ParaView je odprtokodni program za prikazovanje in analizo podatkovnih
mnozˇic. Obdelava podatkov v programu ParaView je mogocˇa z uporabniˇskim vme-
snikom, sposobnim prikazovanja v 3D ali preko ukaznih vrstic. Zasnovan je tako, da
lahko obvladuje zelo velike podatkovne mnozˇice in je med drugim sposoben procesira-
nja tudi na super-racˇunalnikih.
ParaView je spisan v programskem jeziku Python, zato tudi omogocˇa upravljanje z
vnosom ukaznih vrstic v Python konzoli (slika 3.15) in interakcijo s tem programskim
jezikom. Program je zaradi tega zelo prilagodljiv in zahtevnemu uporabniku ponuja
veliko mozˇnosti.
Slika 3.15: Python konzola v programu ParaView.
Prikaz vrednosti v vozliˇscˇih/elementih
V nasˇem primeru bomo program uporabljali za prikaz vhodnih in izhodnih mrezˇ iz-
branih programov za resˇevanje analize koncˇnih elementov. Za uvoz mrezˇ ParaView
potrebuje datoteko s koncˇnico .vtu, ki je napisana v xml strukturi. Vozliˇscˇa so podana
v etiketi <Points>, elementi pa v etiketi <Cells>. Vrednosti, ki pripadajo vozliˇscˇem,
vpiˇsemo pod etiketo <PointData>, vrednosti, ki pripadajo elementom, pa pod etiketo
<CellData>. Na ta nacˇin lahko prikazˇemo poljubno mrezˇo in vizualiziramo vrednosti
vozliˇscˇa ali elementov. Zaradi neprilagodljivosti in nerobustnosti obstojecˇih knjizˇnjic,
se je za potrebe magistrske naloge ustvarila knjizˇnica meshlib.py, ki omogocˇa pretvar-
janje python mesh objektov v .vtu format za potrebe vizualizacije robnih pogojev ter
razlicˇnih obmocˇij sistema. Ker je pregledovanje .msh datotek nepregledno in nesmi-
selno, ima knjizˇnica meshlib.py mozˇnost pretvarjanja podatkov .msh datotek v format
.vtu, ki ga lahko prikazˇemo v programu ParaView, kjer je prikaz mrezˇe preglednejˇsi,
hkrati pa lahko preverimo, ali smo pravilno definirali obmocˇja ter robne pogoje.
Na sliki 3.16 je prikazana vizualizacija mrezˇe cˇepne svecˇke z dodatno vizualizacijo
obmocˇij, ki pripadajo ohiˇsju (vijolicˇna), prikljucˇku (oranzˇna), podlozˇki (rumena) itd.
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Slika 3.16: Gmsh mrezˇa cˇepne svecˇke prikazana v ParaViewu z razlicˇno obarvanimi
obmocˇji.
Na sliki 3.17 je prikazana vizualizacija mrezˇe nosilca s prikazanimi povrsˇinami, na
katerih bodo kasneje definirani robni pogoji (modra in rdecˇa barva). Poudariti je
treba, da so pomembne samo barve, prikazane v vozliˇscˇih, ki odrazˇajo pripadnost
vozliˇscˇ povrsˇinam za definicijo robnih pogojev. Barve sredi elementov so samo posledica
interpolacije vrednosti po elementu.
Slika 3.17: Gmsh mrezˇa nosilca, prikazana v ParaViewu z razlicˇno obarvanimi




Paraview ima za boljˇsi pregled podatkov vgrajena razlicˇna orodja, ki jih imenujemo
filtri. V tem poglavju bom predstavil za deformacijsko in modalno analizo nekaj naj-
bolj uporabnih filtrov.
V primeru deformacijskih in modalnih simulacij je najbolj uporabljen filter Warp By
Vector, ki nam vozliˇscˇa mrezˇe preslika v deformirano stanje s poljubno povecˇavo po-
mikov. Na sliki 3.18 je s pomocˇjo tega filtra prikazana prva lastna oblika nosilca v
razlicˇnih fazah nihaja.
Slika 3.18: Prikaz 1. lastne oblike nosilca.
S filtrom Glyph lahko podobno kot s filtromWarp By Vector prikazˇemo premike tocˇk z
izrisom vektorjev pomika, ki so prav tako poljubno povecˇani. Na sliki 3.19 so prikazani
vektorji pomika na primeru upogiba nosilca.
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Slika 3.19: Prikaz vektorjev pomika v vsakem izracˇunanem vozliˇscˇu.
Filter Treshold nam prikazˇe samo elemente, ki imajo vrednosti znotraj mej, ki jih
poljubno definiramo. Omenjen filter nam pride prav, ko zˇelimo izolirati elemente z
dolocˇeno vrednostjo, kot so na primer neobremenjeni elementi ali samo natezno ali
tlacˇno obremenjeni elementi. Na sliki 3.20 so prikazani elementi nosilca, ki so pri
povesu tlacˇno obremenjeni.
Slika 3.20: Prikaz elementov, ki so obremenjeni tlacˇno.
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Podobno kot filter Treshold nam sluzˇi filter Contour, ki prikazˇe zvezne povrsˇine z
dolocˇeno vrednostjo izbrane spremenljivke. Poudariti je treba, da ta filter uporabi
interpolirane vrednosti spremenljivk in ne dejansko izracˇunanih vrednosti spremenljivk,
ki so navadno definirane samo v vozliˇscˇih ali so za vsak element konstante (velja za
linearen element). Na sliki 3.21 so prikazane povrsˇine, ki locˇujejo dele nosilca s tlacˇnimi
od delov z nateznimi napetosti.
Slika 3.21: Prikaz povrsˇin, ki locˇujejo natezne obremenitve od tlacˇnih.
Izpis grafov
ParaView omogocˇa tudi izris grafov vrednosti dolocˇenih spremenljivk na poljubno defi-
nirani daljici s filtrom Plot over line. Na sliki 3.22 je prikazana primarna spremenljivka
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Slika 3.22: Izpis povesa po dolzˇini nosilca.
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Prikazˇemo lahko tudi sekundarne spremenljivke, kot so napetosti v upognjenem nosilcu


























Slika 3.23: Izpis glavnih napetosti po dolzˇini nosilca.
V tem trenutku je potrebno poudariti, da morajo biti sekundarne spremenljivke pred-
hodno izracˇunane s programom za resˇevanje, kot sta PyFem ali FEniCS, ali izracˇunane
posebej v Pythonu, ali pa se v ParaViewu uporabi poseben filter Calculator, ki nam
omogocˇa poljubno operiranje s primarnimi spremenljivkami.
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3.4. Verifikacija novih elementov
Program PyFem je dosti manj kompleksen od obeh ostalih izbranih programov, zaradi
tega se veliko lazˇje dodaja lastne elemente. Sam sem dodal dva enodimenzionalna
elementa (vzmet in palico) in dva tocˇkovna elementa (tocˇkovno vzmetno vpetje ter
tocˇkovno maso). Pri tem sem si pomagal s knjigo R. de Borsta [9], ki natancˇno opisuje
strukturo in teoreticˇno ozadje programa, ter spletnimi lekcijami univerze v Coloradu
[13]. Ker so elementi neverificirani, sem jih verificiral na elementarnih primerih.
3.4.1. Verifikacija vzmeti in tocˇkovne mase
Kot prvi element preverimo vzmet, ki bo osnova za verifikacijo ostalih elementov.
Najprej bomo verificirali togostno matriko vzmeti (3.4) s koeficientom vzmeti k in
numericˇno majhnim koeficientom vzmeti dk = 1 · 10−15 v pravokotnih smereh glede
na usmeritev vzmeti. Ti koeficienti bi praviloma morali znasˇati 0, vendar zaradi nu-




k 0 0 −k 0 0
0 dk 0 0 0 0
0 0 dk 0 0 0
−k 0 0 k 0 0
0 0 0 0 dk 0
0 0 0 0 0 dk
⎤⎥⎥⎥⎥⎥⎥⎦ (3.4)
Za verifikacijski primer togostne matrike vzmeti sem si izbral tri vzmeti s koeficientom
vzmeti k = 1000 postavljene ortogonalno, obremenjene z silo F = 1000, v nasprotni
smeri x osi (slika 3.24). Po enacˇbi vzmeti u = k F bi moral pomik znasˇati 1, kolikor
kot vidimo iz slike, 3.25 tudi dejansko znasˇa izracˇunan pomik z nasˇo togostno matriko
vzmeti.
Slika 3.24: Skica verifikacijskega primera za togostno matriko vzmeti.
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Slika 3.25: Deformacija vzmeti obremenjene s silo.
Sedaj, ko smo verificirali togostno matriko, verificirajmo sˇe masno matriko vzmeti z
maso m = 2 · 10−15, ki bi dejansko morala biti enaka nicˇ, saj pri elementu vzmeti zane-
marimo njeno maso, vendar nicˇelnih vrstic v masni matriki podobno kot pri togostni
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⎤⎥⎥⎥⎥⎥⎥⎦ (3.5)
Za verifikacijski primer masne matrike bomo uvedli nov element tocˇkovne mase z maso
m = 1 in masno matriko (3.6). Verifikacijski primer je skoraj identicˇen prejˇsnjemu,
le da silo nadomestimo s tocˇkovno maso, kot kazˇe skica 3.26. S tem primerom bomo
preverili obe masni matiki in togostno matriko tocˇkovne mase, ki je definirana kot (3.7),
pri cˇemer je dk = 1 · 10−16 zanemarljivo majhen zaradi numericˇnega izracˇunavanja.
M =









Slika 3.26: Skica verifikacijskega primera za masno matriko vzmeti in tocˇkovne mase.
Lastna frekvenca sistema se analiticˇno izracˇuna po enacˇbi (3.8) in znasˇa 5,033Hz.
Resˇitev programa PyFem z nasˇim numericˇnim modelom prav tako znasˇa 5,032Hz, kar











= 5, 033Hz (3.8)
Demonstracijo pravilnega delovanja elementa vzmeti lahko prikazˇemo sˇe na primeru
nosilca iz skice 2.27 s spremenjenimi dimenzijami: L=5, W=2 in h=1. Nosilec ni
vecˇ konzolno vpet v steno, ampak preko sˇestnajstih vzmeti (slika 3.27). Vzmeti so
razporejene tako, da iz vseh sˇtirih togo vpetih vozliˇscˇ potekajo po sˇtiri vzmeti v sˇtiri
vozliˇscˇa na nosilcu. Na sliki 3.28 je prikazanih prvih pet lastnih frekvenc sistema z
istimi lastnostmi kot v primeru 2.27, s koeficienti vzmeti k = 1000.
Slika 3.27: Pritrditev vzmeti na nosilec.
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Slika 3.28: Prvih sˇest lastnih frekvenc nosilca vpetega na vzmeteh.
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Cˇe je model vzmeti pravilen, bi morala resˇitev s povecˇevanjem koeficienta vzmeti, s
katerimi je nosilec vpet v zid, konvergirati proti analiticˇni resˇitvi iz enacˇbe (2.181) za
konzolno vpet nosilec. Resˇitve za razlicˇne koeficiente so prikazane v tabeli 3.4.
Preglednica 3.4: Numericˇno izracˇunane lastne frekvence nosilca vpetega z vzmetmi s
strani.
k 1. l. f. [Hz] 2. l. f. [Hz] 3. l. f. [Hz] 4. l. f. [Hz] 5. l. f. [Hz] 6. l. f. [Hz]
100 0,0003 0,0005 0,0016 0,0028 0,0031 0,0036
102 0,0028 0,0052 0,0164 0,0279 0,0311 0,0360
104 0,0276 0,0523 0,1639 0,2794 0,3106 0,3604
106 0,2755 0,5227 1,6394 2,7931 3,1059 3,6037
108 2,7507 5,2129 16,3664 27,4430 30,8503 35,7999
1010 23,9678 42,0119 121,5640 141,2420 195,3063 229,6917
1012 48,3150 71,1112 138,373 266,4194 284,1164 325,2709
1014 49,0914 71,8693 138,6783 270,536 288,2851 327,7957
1016 49,0994 71,8770 138,6814 270,5795 288,3289 327,8216
∞ 49,0994 71,8771 138,6814 270,5799 288,3293 327,8219
Za lazˇjo predstavo konvergence smo relativno odstopanje lastne frekvence vzmetno
vpetega nosilca od analiticˇnih resˇitev (slika3.29), kjer vidimo, da se frekvence zares
hitro priblizˇujejo frekvencam konzolno vpetega nosilca (K =∞).
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3.4.2. Verifikacija tocˇkovne vzmeti
Zaradi nerodnega vpenjanja povrsˇin z vzmetmi smo se odlocˇili, da ustvarimo sˇe en
tocˇkovni element, ki bo omogocˇal pripenjanje povrsˇin na fiksno tocˇko z vzmetmi na
ekvivalenten nacˇin, kot je prikazano v primeru 3.25. Vzmeti so neprakticˇne za pritr-
jevanje povrsˇin z vecˇjim sˇtevilom vozliˇscˇ, saj bi za vsako vozliˇscˇe moral definirati vsaj
tri vzmeti, kar bi pomenilo devet dodatnih prostostnih stopenj za vsako vozliˇscˇe na
povrsˇini. V ta namen smo definirali funkcijo, ki vsakemu vozliˇscˇu na izbrani povrsˇini
dodeli svojo tocˇkovno vzmet, pri tem pa se ne povecˇa sˇtevilo prostostnih stopenj, ki
jih mora program resˇiti.
Tocˇkovne vzmeti lahko definiramo za posamicˇne tocˇke ali za celotne povrsˇine. Cˇe jih
definiramo za celotno povrsˇino, imamo mozˇnost definiranja koeficientov za vsako vzmet
posebej, kar pa ni prevecˇ priporocˇljivo, saj se nam s spreminjanjem mrezˇe spreminja
tudi skupni koeficient vpetja. Zaradi tega lahko definiramo skupni koeficient na celotni
izbrani povrsˇini, program pa sam poskrbi, da dodeli vsakemu elementu pravo togost,
tako da se skupna togost vpetja s spreminjanjem mrezˇe ne spreminja.
Togostna in masna matrika tocˇkovne vzmeti sta definirani kot (3.9) in (3.10), kjer je
k koeficient vzmeti, ki so navidezno postavljene v x, y in z smeri, dm = 1 · 10−15 pa
zanemarljivo majhna masa elementa.
K =




⎡⎣dm 0 00 dm 0
0 0 dm
⎤⎦ (3.10)
Verifikacija elementa je bila izvedena na primeru tocˇkovne mase z m = 1, ki ji je bil
dodeljen element tocˇkovne vzmeti s k = 1000, pri cˇemer sem dobil lastno frekvenco
sistema f = 5, 032Hz kar je enako kot v primeru 3.26.
Za demonstracijo delovanja elementa sem si izbral isti primer nosilca kot v 3.28 s
to razliko, da sedaj ni vpet s sˇestnajstimi linijskimi vzmetmi, ampak s povrsˇinsko
razporejenimi tocˇkastimi vzmetmi s skupnim koeficientom k = 1000.
Lastne frekvence sistema so prikazane v preglednici 3.5, lastne oblike sistema pa na
sliki 3.30.
Preglednica 3.5: Numericˇno izracˇunane lastne frekvence nosilca vpetega s tocˇkovnimi
vzmetmi s strani.
1. l. f. [Hz] 2. l. f. [Hz] 3. l. f. [Hz] 4. l. f. [Hz] 5. l. f. [Hz] 6. l. f. [Hz]
0,0031 0,0059 0,018 0,0311 0,0354 0,0358
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Slika 3.30: Prvih sˇest lastnih frekvenc nosilca vpetega na tocˇkovnih vzmeteh.
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Lastnih frekvenc zˇal zaradi nekoliko drugacˇnega vpetja kot v primeru 3.26 ne moremo
primerjati med sabo, da bi ugotovili, ali sta modela ekvivalentna, lahko pa naredimo
sˇe en izracˇun, ki nam bo pokazal, ali element deluje pravilno tudi v povezavi z ostalimi
elementi. Kot lahko vidimo na sliki 3.30, je tretja lastna oblika linearno nihanje vzdolzˇ
z osi, katerega lastno frekvenco bi lahko izracˇunali, cˇe bi poznali maso nosilca. Maso
nosilca lahko seveda izracˇunamo po enacˇbi:
m = w h l ρ = 2 · 1 · 5 · 7850 = 78500. (3.11)
Skupni koeficient vzmeti v smeri z je poznan, zato lahko tretjo lastno frekvenco izracˇunamo
po enacˇbi (3.8) in znasˇa 0,01796Hz, kar je enako kot numericˇno izracˇunana tretja la-
stna frekvenca.
Nosilec lahko vpnemo na enak nacˇin na spodnji ploskvi in tako dobimo lastne frekvence,
prikazane v preglednici 3.6, lastne oblike pa na sliki 3.31.
Kot lahko vidimo na sliki 3.31, lahko tudi v tem primeru analiticˇno izracˇunamo tretjo
lastno obliko, ki je linearno nihanje vzdolzˇ y osi. Masa ista kot v primeru 3.30, prav
tako je isti skupni koeficent vzmeti vzdolzˇ y osi, kar pomeni, da je tudi vrednost lastne
frekvence ista in znasˇa 0,01796Hz, kar je enako kot znasˇa numericˇno izracˇunana tretja
lastna frekvenca.
Preglednica 3.6: Numericˇno izracˇunane lastne frekvence nosilca vpetega s tocˇkovnimi
vzmetmi spodaj.
1. l. f. [Hz] 2. l. f. [Hz] 3. l. f. [Hz] 4. l. f. [Hz] 5. l. f. [Hz] 6. l. f. [Hz]
0,0154 0,0167 0,018 0,0244 0,0245 0,0325
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Kot zadnji in najbolj realen element bomo verificirali palico. Palica je enodimenzionalni
element na obeh koncih vrtljivo vpet, ki je lahko obremenjen samo osno in ne more
prenasˇati momentov. Togostna matrika palice je trivialna in je enaka kot pri vzmeti





kjer jeA precˇni presek palice, E elasticˇni modul materiala, iz katerega je palica izdelana,
L pa dolzˇina palice.
Masna matrika palice je prav tako kot togostna skoraj identicˇna kot pri vzmeti, s to
razliko, da masa palice ni zanemarljiva in se posredno izracˇuna po enacˇbi:
m = LAρ, (3.13)
pri cˇemer je ρ gostota materiala, iz katerega je narejena palica.
Verifikacijski primer za element palice je skoraj identicˇen primeru na skici 3.26, le da
elemente vzmeti zamenjamo s palicˇnimi elementi dolzˇine L = 1 in preseka A = 1,
narejenimi iz materiala gostote ρ = 2
3
in z elasticˇnim modulom E = 1000.
Primer lahko prevedemo na primer vzmeti, ki imajo togost k, izracˇunano po enacˇbi
(3.12), enako 1000 in maso m na prostem koncu velikosti 1, kjer uposˇtevamo le sesˇtevek
polovicˇnih mas celotnih palic, izracˇunanih po enacˇbi (3.13). Ugotovimo, da je ve-
rifikacijski primer palic numericˇno identicˇen verifikacijskemu primeru vzmeti in ima
enako lastno frekvenco, ki je izracˇunana po enacˇbi (3.8) in znasˇa 5,033Hz. Analiticˇno
izracˇunana lastna frekvenca se ujema z lastno frekvenco izracˇunano z modeli palic v




4. Rezultati ter diskusija
4.1. Prakticˇni primer resˇevanja s programom Py-
Fem: oddajniˇski stolp
Ker je PyFem pocˇasnejˇsi in manj natancˇen program od FEniCSa, smo se odlocˇili, da
prikazˇemo njegovo uporabnost in svobodo pri izbiri in dodajanju poljubnih elementov
na primeru sistema palicˇja. Izbrali smo primer radijskega oddajniˇskega stolpa (slika
4.1), ki se ga lahko poenostavljeno modelira s palicˇjem.
Slika 4.1: Radijski oddajniˇski stolp [14].
Model stolpa smo nekoliko poenostavili, kot kazˇe slika 4.2. Sestavljen je iz dveh vrst
palic, ki jim lahko spreminjamo lastnosti – zelene palice so glavne palice, rdecˇe pa pove-
zovalne. Mrezˇa stolpa je zapisana parametricˇno, tako da lahko poljubno spreminjamo
parametre, kot so viˇsina stolpa, dolzˇina osnovne stranice ipd.
Program je zasnovan tako, da definiramo, kateri parameter naj se spreminja in v
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kaksˇnem obmocˇju ter s kaksˇnim korakom, program pa nam nato sam zgenerira pri-
padajocˇo mrezˇo modela ter izracˇuna lastne frekvence za vsako vrednost izbranega pa-
rametra. Izracˇunane frekvence nato prikazˇe na grafu v odvisnosti od vrednosti para-
metra.
V nadaljevanju bomo prikazali, kako s takim pristopom optimiziramo konstrukcijo,
tako da v nekih realnih okvirjih dobimo cenovno ugodno ter frekvencˇno optimalno
konstrukcijo.
Slika 4.2: Model oddajniˇskega stolpa ter vrste palic v modelu.
Najprej si poglejmo lastne oblike stolpa z viˇsino h = 20m, dolzˇino stranice osnovnega
trikotnika a = 2m, sˇtevilom nadstropij n = 5, prerezom glavnih palic A = 2.5 ·10−3m2
in povezovalnih palic A = 1.5 · 10−4m2, elasticˇnim modulom E = 210GPa, ter gostoto
palic ρ = 7850 kg
m2
.
Kot vidimo na sliki 4.3, so lastne oblike smiselne, saj so podobne kot lastne oblike
2.27, kar je smiselno, saj je primer podoben konzolno vpetemu nosilcu s to razliko, da
imamo tu nezvezne elemente. Naj dodamo, da se lastne oblike pojavljajo v parih, kjer
je prvo nihanje v x − z ravnini, drugo pa v y − z ravnini, obliki pa sta enaki. Ker
je primer simetricˇen, je ta pojav smiseln, zato so na sliki 4.3 dejansko prikazane prva,
tretja, peta ter sedma lastna oblika, ki je nekoliko drugacˇna od ostalih prikazanih in
seveda ni podvojena, kar je tudi smiselno.
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Slika 4.3: Prve sˇtiri (nepodvojene) lastne oblike nihanja oddajnega stolpa.
4.1.1. Odvisnost lastnih frekvenc od viˇsine stolpa
Kot prvo bomo analizirali lastne frekvence stolpa v odvisnosti od njegove viˇsine. Za
osnovo bomo vzel primer 4.3, ki mu bomo spreminjali le viˇsino. Ta povezava bi po
nasˇem mnenju morala biti precej analogna z nosilcem iz primera 2.27, kjer smo ugotovili
analiticˇno povezavo frekvence z dolzˇino nosilca po enacˇbi (2.181), ki je f ∝ 1
L2
.
Viˇsino stolpa sem spreminjal od 5m do 40m z intervalom po 5m in dobil rezultate, ki
so predstavljeni na sliki 4.4.
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Slika 4.4: Lastne frekvence oddajnega stolpa odvisne od viˇsine.
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Kot lahko vidimo, se frekvence spreminjajo po pricˇakovani odvisnosti f ∝ 1
L2
. Seveda
odvisnost ni popolnoma analogna s primerom nosilca, vendar smo zaradi tega lahko
samozavestnejˇsi, saj vemo, da se program obnasˇa podobno kot analiticˇni model.
Pricˇakovano vidimo, da se nam lastne frekvence nekje do viˇsine h = 20m hitro spremi-
njajo, nato pa se ustalijo pri dokaj konstantni vrednosti. Opazimo lahko tudi, da se pri
majhni viˇsini sˇe ne opazi ocˇitna podvojenost lastnih oblik, pri vecˇjih viˇsinah (h ≥ 15m)
pa postanejo ocˇitne, saj se vpliv razlicˇne togosti v x in y smeri zaradi trikotne oblike
iznicˇi, ker je h >> a.
Pri snovanju stolpa bi morali biti na viˇsino pozorni pod h = 20m, saj je tam vpliv viˇsine
najvecˇji, nad to viˇsino pa je njen vpliv skoraj zanemarljiv. Seveda pri tem sklepu ne
upostevamo dodatne tezˇe in njenega vpliva na lastne frekvence, ki bi morebiti nastala
zaradi debelejˇsih palic stolpa na racˇun uklona palic.
4.1.2. Odvisnost lastnih frekvenc od dolzˇine osnovne stranice
Naslednji parameter, ki ga bomo analizirali, je dolzˇina osnovne stranice. Za osnovo
bomo vzeli primer 4.3, ki mu bomo spreminjali le osnovno stranico a. Povezava frekvenc
z osnovno stranico a je tezˇje dolocˇljiva, vendar lahko sklepamo, da se bo s povecˇevanjem
stranice togost vecˇala in s tem viˇsale lastne frekvence sistema. Ne vemo pa seveda, kako
hitro se bodo te viˇsale. Odvisnost lastnih frekvenc sistema od dolzˇine osnovne stranice
je prikazana na sliki 4.5.
1 2 3 4 5 6 7 8
























Slika 4.5: Lastne frekvence oddajnega stolpa odvisne od dolzˇine stranice tlorisa.
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Opazimo lahko, da se frekvence s podaljˇsevanjem osnovne stranice a zviˇsujejo. Po-
daljˇsevanje osnovne stranice a bolj vpliva na viˇsje lastne frekvence, saj pri nizˇjih fre-
kvencah niha vecˇinoma zgornji del stolpa, ki se z viˇsino zozˇuje in ni tako odvisen od
osnovne stranice a. Spodnji del pa ima pri viˇsjih frekvencah v spodnjem delu stolpa
vecˇ nihanja, zato ima podaljˇsevanje osnovne stranice a vecˇji vpliv na togost tega dela
in posledicˇno lastne frekvence.
Vidimo tudi, da se ena od frekvenc zmanjˇsuje, kar je najverjetneje posledica zmanjˇsevanja
togosti v smeri koordinate z, ki vpliva na sedmo lastno frekvenco, ki postane pri po-
daljˇsevanju osnovne stranice a nad a > 3m peta lastna oblika. Na sliki 4.5 lahko
vidimo, kako sedma oblika zaradi zmanjˇsevanja togosti v z smeri postane celo tretja.
Pri snovanju stolpa moramo seveda uposˇtevati tudi viˇsjo ceno in potencialni uklon pa-
lic pri povecˇevanju stranice a. Ovrednotiti moramo tudi, ali se nam povecˇanje dolzˇine
osnovne stranice a izplacˇa glede na ucˇinek, ki ga povzrocˇi na lastne frekvence, ki ni
prav velik. Sprememba dolzˇine stranice a bi se najverjetneje izplacˇala le v primeru, ko
imamo dinamicˇna vzbujanja (npr. zaradi vetra) zelo blizu trenutnih lastnih frekvenc
in bi zˇe majhna sprememba lastnih frekvenc povzrocˇila veliko manjˇsi odziv sistema.
4.1.3. Odvisnost lastnih frekvenc od preseka palic
Ker materiala palic vecˇinoma ne moremo spreminjati, lahko togost palic povecˇamo
edino s spremembo preseka, zato bom s programom preveril odvisnost lastnih frekvenc
od preseka palic. Glede na to, da se natezna togost palic povecˇuje s povecˇevanjem
njihovega preseka, predvidevam, da se bodo lastne frekvence s povecˇevanjem preseka
povecˇevale. Ne smemo pa zanemariti, da se s povecˇevanjem preseka povecˇuje tudi masa
palic, kar lahko povzrocˇi nizˇanje lastnih frekvenc, tako da lahko edino z analizo vpliva
izvemo dejanski vpliv na lastne frekvence.
Odvisnost lastnih frekvenc od preseka glavnih palic je prikazana na grafu 4.6.
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Slika 4.6: Lastne frekvence oddajnega stolpa odvisne od preseka glavnih palic.
Na sliki 4.7 lahko vidimo, da nam povecˇevanje preseka glavnih palic povzrocˇi znizˇevanje
lastnih frekvenc, kar je v nasprotju s pricˇakovanji. Sklepamo lahko, da nam glavne
palice ne prispevajo toliko k togosti stolpa, ampak nam vecˇ prispevajo k skupni masi
in zato se nam izplacˇa glavne palice dizajnirati cˇim vitkejˇse. S tem je konstrukcija
stolpa frekvencˇno ter cenovno ugodnejˇsa, vendar moramo pri tem paziti, da palice ne
bodo postale previtke in tako dovzetne za uklon.
Zanimala me je tudi odvisnost lastnih frekvenc strukture od odvisnosti lastnih frekvenc
od preseka povezovalnih palic, ki je prikazana na sliki 4.7.
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Slika 4.7: Lastne frekvence oddajnega stolpa odvisne od preseka pomozˇnih palic.
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Na sliki 4.7 lahko vidimo, da se s povecˇevanjem preseka povezovalnih palic nasˇa hipoteza
o zviˇsevanju lastnih frekvenc uresnicˇi. Sklepamo lahko, da imajo povezovalne palice
dosti vecˇjo vlogo pri togosti strukture kot glavne, zato je smiselno povecˇati presek
povezovalnih palic in ne glavnih.
4.1.4. Odvisnost lastnih frekvenc od sˇtevila nadstropij
Zadnji parameter, ki ga bomo preverili, je sˇtevilo ”nadstropij”n pri nespremenjeni viˇsini
stolpa. Pricˇakujemo lahko, da se bo togost stolpa nekoliko povecˇala, prav tako pa se
bo povecˇala tudi masa stolpa. Glede na izkusˇnje iz primera odvisnosti lastnih frekvenc
od preseka glavnih palic, lahko sedaj sklepamo da se bo togost povecˇala dosti manj,
kot se bo povecˇala masa, in zato se bodo lastne frekvence z vecˇanjem sˇtevila nadstropij
nizˇale. Odvisnost lastnih frekvenc sistema od sˇtevila nadstropij je prikazana na sliki
4.8.
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Slika 4.8: Lastne frekvence oddajnega stolpa odvisne od sˇtevila nadstropij.
Kot smo napovedali, se lastne frekvence s povecˇevanjem sˇtevila nadstropij znizˇujejo.
Sˇtevilo nadstropij je zato smiselno zmanjˇsati na tako vrednost, da se nam vertikalni
nosilci ne bodo uklanjali.
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4.1.5. Odvisnost lastnih frekvenc od koeficienta vpetja
Da bi prikazali uporabnost tocˇkovnih vzmeti, lahko predpostavimo, da bo stolp stal na
mehkejˇsi podlagi in zato vpetja spodnjih tocˇk ne moremo modelirati kot fiksnega. V ta
namen bomo stolp na spodnji strani vpeli s tocˇkovnimi vzmetmi. Preverili bomo, kdaj
nam koeficient togosti podlage zacˇne vplivati na prve lastne frekvence. Predvidevamo
lahko, da nam bo koeficient togosti podlage pri pomanjˇsevanju togosti zmanjˇseval
tudi lastne frekvence. Odvisnost lastnih frekvenc od togostnega koeficienta vpetja je
prikazana na sliki 4.9.
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Slika 4.9: Lastne frekvence oddajnega stolpa odvisne od vzmetnega koeficienta vpetja.
Opazimo lahko, da zacˇne koeficient togosti podlage vplivati na lastne frekvence nekje
pri vrednostnih k < 109 N
m
. Pri gradnji stolpa moramo paziti, da bodo temelji dovolj
veliki, da togost vpetja ne bo manjˇsa od te vrednosti.
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4.1.6. Odvisnost lastnih frekvenc od skupne mase anten
Na vrhu stolpa imamo prisotne antene, katerih masa najverjetneje tudi vpliva na lastne
frekvence stolpa. Modeliramo jih lahko z elementom tocˇkovne mase lociranem v tocˇki
na vrhu antene. Predvidevamo, da nam bo povecˇevanje mase na vrhu antene znizˇalo
lastne frekvence, kar ni ugodno za stolp. Vprasˇanje pa je ali nam bo za realno maso
antene dodatni element tako vplival na lastno frekvenco, da bi ga bilo treba nujno
uposˇtevati, ali pa lahko maso antene zanemarimo. Odvisnost lastnih frekvenc od mase
anten na vrhu je prikazana na sliki 4.10.
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Slika 4.10: Lastne frekvence oddajnega stolpa odvisne od mase na vrhu.
Kot smo napovedali, se s povecˇevanjem mase anten na vrhu stolpa lastne frekvence
znizˇujejo. Cˇe predpostavimo, da je skupna masa anten okoli 100 kg, nam to prvi dve
lastni frekvenci zmanjˇsa za okoli 1Hz, kar ni veliko, in bi tako maso lahko tudi zane-
marili, vendar se nam cˇas numericˇnega izracˇuna zaradi tega elementa tako nezaznavno
povecˇa, da ni nicˇ narobe, tudi cˇe ga pri izracˇunu uporabimo.
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4.2. Prakticˇni primer resˇevanja s programom FE-
niCS: cˇepna svecˇka Hidria
FEniCS se je izkazal za zelo uporabnega na modelih z vecˇjim sˇtevilom elementov, saj
lahko vecˇjo natancˇnost dosezˇemo v krajˇsem cˇasu. PyFem bi za natancˇne manjˇse mo-
dele potreboval veliko cˇasa, bi ga pa bili primorani uporabiti v primeru mrezˇ z vecˇ
kot 50000 prostostnimi stopnjami, saj FEniCS ni zmozˇen resˇiti tako obsezˇnih mrezˇ. V
nasˇem primeru so mrezˇe manjˇse in zato je tu primeren tudi FEniCS.
Uporabnost FEniCSa bomo prikazali na modelu cˇepne svecˇke Hidria, ki jo bomo apro-
ksimirali s tetraedicˇnimi elementi, saj drugih 3D elementov program ne podpira. Cˇepna
svecˇka podjetja Hidria je prikazana na sliki 4.11.
Slika 4.11: Ena od zˇarilnih svecˇk podjetja Hidria.
V programu Gmsh smo parameterizirali model cˇepne svecˇke tako, da lahko poljubno
spreminjamo vse geometrijske velicˇine svecˇke in gostoto mrezˇe. Njene glavne mere pa
so prikazane na sliki 4.12.
Slika 4.12: Mere cˇepne svecˇke.
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Mere osnovnega modela svecˇke so izpisane v tabeli 4.1. Mere svecˇke so poljubne in ne
predstavljajo nujno mer realnega izdelka.
Pomrezˇen model z dimenzijami iz tabele 4.1 je s pomocˇjo programa ParaView prikazan
na sliki 4.13.
Preglednica 4.1: Izbrane mere cˇepne svecˇke.
ls [mm] lo [mm] pg [mm] M [mm] Do [mm] De [mm] dc [mm] Dg [mm] SW [mm]
104 63 28 10 8,1 2,5 0,25 5 10
Slika 4.13: Prikaz pomrezˇenega 3D modela zˇarilne svecˇke v programu ParaView.
Tipicˇna cˇepna svecˇka je sestavljena iz desetih delov:
– 1 kovinski prikljucˇek,
– 2 plasticˇna podlozˇka,
– 3 kovinsko ohiˇsje,
– 4 kovinska elektroda,
– 5 magnezitni pesek,
– 6 kovinski zaviralni upor,
– 7 kovinski grelni upor,
– 8 kovinska cevka,
– 9-10 gumijasta tesnilna O-ringa.
Model svecˇke smo za namen modalne analize nekoliko poenostavili. Ker predposta-
vljamo, da O-ringa zelo malo vplivata na lastne frekvence sistema, smo ju zanemarili
in ju v modelu nismo uposˇtevali. Predpostavljamo tudi, da geometrija zˇarilnega in
zaviralnega upora zelo malo vpliva na lastne frekvence modela, zato smo njuno kom-
pleksno geometrijo poenostavili tako, da uposˇtevamo samo njuni masi, hkrati pa je
model lazˇje parameterizirati.
Precˇni prerez modela z oznacˇenimi sestavnimi deli je prikazan na sliki 4.14, lastnosti
materialov, iz katerih so narejeni sestavni deli, pa so podane v tabeli 4.2.
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Slika 4.14: Sestavni deli tipicˇne zˇarilne svecˇke.
Preglednica 4.2: Lastnosti materialov v cˇepni svecˇki.
lastnost pin podlozˇka ohiˇsje elektroda magnezit zavir. upor zˇar. upor cevka
ID [/] 1 2 3 4 5 6 7 8
E [GPa] 200 100 210 200 130 240 230 220
ν [/] 0,33 0,33 0,3 0,35 0,3 0,31 0,31 0,31
ρ [ kg
m3
] 7820 950 7850 8600 2500 8030 8030 8030
Cˇepna svecˇka je v blok motorja privita s pomocˇjo navoja na ohiˇsju tako, da konec
ohiˇsja na strani grelca nalega na blok motorja ter tako tesni izgorevalno komoro. Pri
robnih pogojih smo poskusˇali posnemati fiksiranje svecˇke v bloku motorja tako, da smo
fiksirali povrsˇine navoja ter robu ohiˇsja z robnim pogojem pomika ux = 0, uy = 0 ter
uz = 0. Fiksirne povrsˇine so prikazane na sliki 4.15 z modro barvo.
Slika 4.15: Fiksirne povrsˇine modela (modra barva).
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4.2.1. Izbira primerne gostote mrezˇe modela
Iz pogoja konvergence vemo, da se z gostenjem mrezˇe resˇitev z metodo koncˇnih ele-
mentov priblizˇuje analiticˇni vrednosti. S tega staliˇscˇa bi bilo najbolje uporabiti cˇim
gostejˇso mrezˇo, vendar to v praksi ni prakticˇno, saj nam goste mrezˇe povzrocˇijo dolge
cˇase resˇevanja analize. Ker hocˇemo, da bo trajanje resˇevanja analize cˇim krajˇse, da
bomo na modelu lahko raziskali povezavo med parametri in lastnimi frekvencami v smi-
selno kratkem cˇasu, moramo model pomrezˇiti z mrezˇo, ki bo ravno sˇe dovolj natancˇna
za nasˇe potrebe, hkrati pa ne bo pretirano povecˇala cˇasa resˇevanja. Ker za realni model
po navadi nimamo analiticˇne resˇitve, da bi lahko natancˇnost mrezˇe primerjali z njo,
se v praksi mrezˇo ocenjuje po tem, koliko se resˇitev dane mrezˇe razlikuje od resˇitve
mrezˇe, ki je za eno stopnjo redkejˇsa. Ker je razlika resˇitve odvisna tudi od velikosti
stopenj spreminjanja gostote mrezˇe, je potrebno za dan model oceniti dovolj veliko
stopnjo povecˇevanja gostote mrezˇe, ki bo podala realno oceno konvergiranja resˇitve z
gostenjem mrezˇe. Najpogosteje se izbere gostota mrezˇe, pri kateri zgostitev mrezˇe za
eno stopnjo ne povzrocˇi spremembe resˇitev vecˇje od 1%.
Po istem kriteriju smo kvaliteto mrezˇe preverjali tudi v primeru cˇepne svecˇke. Resˇitve
prve do sˇeste lastne frekvence za posamicˇno gostoto mrezˇe so predstavljene v tabeli
4.3, relativna odstopanja posamicˇne gostote mrezˇe pa so prikazana na sliki 4.16. Prvih
sˇest lastnih oblik modela pa je prikazanih na sliki 4.17.
Preglednica 4.3: Relativna (glede na predhodnjo) spremeba resˇitve s gostenjem mrezˇe.
sˇt. vozliˇscˇ [/] 949 1956 3567 5919 8962 11755
1. last. fre. [Hz] 19,71 153,45 158,07 159,46 160,99 161,44
2. last. fre. [Hz] 137,71 153,62 158,25 160,33 161,55 161,55
3. last. fre. [Hz] 140,73 218,25 222,16 223,45 224,50 225,11
4. last. fre. [Hz] 199,14 411,43 422,95 428,27 431,25 433,24
5. last. fre. [Hz] 234,40 523,07 519,91 520,77 521,43 520,91
6. last. fre. [Hz] 373,58 555,06 561,75 564,91 566,90 568,02
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Slika 4.16: Razlika resˇitve pri gostitvi mrezˇe.
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Slika 4.17: Prvih sˇest lastnih oblik modela zˇarilne svecˇke.
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Iz slike 4.16 lahko razberemo, da je prva mrezˇa, ki ustreza kriteriju, da se resˇitve
naslednje stopnje gostote mrezˇe ne razlikujejo vecˇ kot za 1%, mrezˇa s priblizˇno 18000
prostostnimi stopnjami (6000 vozliˇscˇ), zato bomo naslednje analize izvajali s to mrezˇo.
Na sliki 4.18 je prikazan tudi cˇas potreben za izracˇun resˇitev za posamicˇno mrezˇo.
Opazimo lahko, da cˇas resˇevanja eksponentno narasˇcˇa in da resˇevanje z izbrano mrezˇo
traja slabih 200 s oz. priblizˇno 3min kar pomeni, da bo cˇas resˇevanja analiz odvisnosti
lastnih frekvenc od izbranega parametra z desetimi izbranimi vrednostmi trajala sˇe
znosnih 30min. Na sliki 4.19 je prikazan cˇas izracˇuna resˇitve za posamezno prostostno
stopnjo pri razlicˇnih gostotah mrezˇe. Vidimo lahko, da se s povecˇevanjem gostote mrezˇe
manjˇsa efektivnost izracˇuna, saj nam za izracˇun posamezne prostostne stopnje porabi
program vedno vecˇ cˇasa. Ta pojav lahko pojasnimo s tem, da se nam z i-kratnim
povecˇanjem prostostnih stopenj togostna matrika povecˇa i2-krat.
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Slika 4.18: Cˇas za izracˇun razlicˇno gostih mrezˇ.
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Slika 4.19: Cˇas za izracˇun ene prostostne stopnje.
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4.2.2. Odvisnost lastnih frekvenc od dolzˇine ohiˇsja
Kot lahko vidimo na sliki 4.17, je prva lastna oblika posledica nihanja elektrode, katere
dolzˇina je odvisna od dolzˇine ohiˇsja, zato za prvi parameter, katerega povezanost z
vrednostmi lastnih frekvenc bomo preverili, vzemimo dolzˇino ohiˇsja. Tipicˇna ohiˇsja
imajo dolzˇine nekje med 50mm in 100mm zato bomo preverili odvisnost lastnih fre-
kvenc od dolzˇine ohiˇsja v tem obmocˇju. Ohiˇsje bomo podaljˇsevali v delu nad navojem,
del pod navojem pa ostaja nespremenjen. Predvidevamo, da se nam bodo lastne fre-
kvence s podaljˇsevanjem ohiˇsja znizˇevale. Odvisnost lastnih frekvenc od dolzˇine ohiˇsja
je prikazana na sliki 4.20.
60 65 70 75 80 85 90 95

























Slika 4.20: Lastne frekvence odvisne od dolzˇine ohiˇsja.
Kot lahko vidimo na sliki 4.22, se nam frekvence po pricˇakovanjih znizˇujejo. Zanimivo
je, da se nam znizˇujejo skoraj vse lastne frekvence sistema razen ene, ki ostaja konstan-
tna. Predvidevamo, da je to neka od ohiˇsja neodvisna oblika, kot na primer nihanje
grelca, kar nam potrdi tudi izris 3. lastne frekvence na sliki 4.21.
Slika 4.21: Izris 3. lastne oblike pri L = 80mm.
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Na sliki 4.22 je prikazana relativna odvisnost 1. lastne frekvence ter povprecˇja prvih
sˇestih lastnih frekvenc od dolzˇine ohiˇsja. Za osnovo je vzeta dolzˇina 63mm. Razbe-
remo lahko, da se pri 50% podaljˇsanju ohiˇsja 1. lastna frekvenca znizˇa za vecˇ kot
70%, povprecˇje lastnih frekvenc pa se znizˇa za vecˇ kot 50% kar je presenetljivo velika
odvisnost in pomeni, da moramo biti pri nacˇrtovanju ohiˇsja zelo pozorni na njegovo
dolzˇino, saj nam lahko opazno poslabsˇa dinamske lastnosti cˇepne svecˇke.
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1. lastna f ekvenca
povp ečje
Slika 4.22: Sprememba lastnih frekvenc s podaljˇsevanjem dolzˇine ohiˇsja (osnova
63mm).
4.2.3. Odvisnost lastnih frekvenc od dolzˇine protruzije grelca
Kot drug parameter, ki bi uspel obcˇutno spremeniti dinamske lastnosti cˇepne svecˇke,
smo si izbrali dolzˇino protruzije grelca. Protruzija grelca je dolzˇina grelca, ki gleda iz
ohiˇsja in lahko prosto vibrira v izgorevalni komori. Cˇe uposˇtevamo zakljucˇek iz slike
4.20, da je vecˇina prvih lastnih frekvenc odvisnih od dolzˇine ohiˇsja, lahko napovemo, da
bo dolzˇina protruzije grelca imela manjˇsi vpliv na lastne frekvence kot dolzˇina ohiˇsja.
Vpliv dolzˇine protruzije na prvih sˇest lastnih frekvenc je prikazan na sliki 4.23.
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Slika 4.23: Lastne frekvence odvisne od protruzije grelca.
Kot vidimo na sliki 4.23, nam protruzija grelca vpliva le na dve lastni frekvenci. Tretja
lastna frekvenca se pri protruziji 43mm tako znizˇa, da postane prva lastna frekvenca,
neka viˇsja lastna frekvenca pa pri protruziji 43mm postane zˇe peta, pri protruziji 48
pa zˇe kar cˇetrta lastna frekvenca, kar kazˇe na velik vpliv dolzˇine protruzije na lastne
frekvence povezane z nihanjem grelca, kljub temu da ima majhen vpliv na vecˇino ostalih
lastnih frekvenc. Na sliki 4.24 je prikazana relativna odvisnost 1. lastne frekvence ter
povprecˇja prvih sˇestih lastnih frekvenc od dolzˇine protruzije grelca.
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Iz slike 4.24 lahko vidimo, da protruzija do dolzˇine 48mm na prvo lastno frekvenco
nima vpliva. Vpliv na 1. lastno frekvenco dobi sˇele nad 38mm, ko postane 3. lastna
frekvenca, ki je odvisna od protruzije grelca, prva in se zato zacˇne znizˇevati. Po tej
dolzˇini se s povecˇanjem protruzije za 50% 1. lastna frekvenca znizˇa za skoraj 60%,
povprecˇje pa se znizˇa za okoli 20%, kar pomeni, da ima protruzija veliko manjˇsi vpliv
na lastne frekvence kot dolzˇina ohiˇsja, vendar vseeno velik in vsekakor nezanemarljiv.
4.2.4. Odvisnost lastnih frekvenc od debeline elektrode
Najnizˇje frekvence, ki se nam pojavljajo na sistemu, povzrocˇa nihanje elektrode. Ker
je dolzˇina svecˇke, ki vpliva na dolzˇino elektrode, odvisna od bloka motorja, je edini
parameter, kateremu lahko spreminjamo vrednost debeline elektrode. Domnevamo, da
bo debelina elektrode precej vplivala na lastne frekvence. S povecˇevanjem debeline bi
se praviloma lastne frekvence morale zviˇsevati, saj se togost elektrode povecˇuje bolj,
kot se povecˇuje njena masa.
Lastne frekvence v odvisnosti od debeline elektrode so prikazane na sliki 4.25.
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Slika 4.25: Lastne frekvence odvisne od debeline elektrode.
Kot lahko vidimo na sliki 4.25 se lastne frekvence sistema s povecˇevanjem debeline
res zviˇsujejo. Sprememba debeline elektrode najbolj vpliva na cˇetrto in peto lastno
frekvenco. Malo manj vpliva ima na prvo lastno frekvenco, skoraj nicˇ vpliva pa nima na
drugo, tretjo in sˇesto lastno frekvenco. Kot lahko vidimo, nam peta lastna frekvenca pri




Na sliki 4.26 je prikazana relativna odvisnost spremembe lastnih frekvenc od povecˇevanja
debeline elektrode, kjer lahko vidimo, da se pri 50% povecˇanju debeline elektrode prva
lastna frekvenca zviˇsa skoraj za 100%, povprecˇje prvih sˇestih lastnih frekvenc pa za
okoli 40%. Kot lahko vidimo na sliki 4.26, je prva lastna frekvenca skoraj linearno
odvisna od debeline elektrode, pri povprecˇju prvih sˇestih lastnih frekvenc pa nam to
linearnost najverjetneje pokvari znizˇevanje 5 lastne frekvence nad D ≥ 2mm.
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1. las na frekvenca
povprečče
Slika 4.26: Sprememba lastnih frekvenc z debelitvijo elektrode (osnova 1mm).
Iz rezultatov (slika 4.25 in 4.26) lahko zakljucˇimo, da lahko na prve lastne frekvence
cˇepne svecˇke najlazˇje vplivamo s spremembo debeline elektrode, saj se dolzˇino ohiˇsja
in protruzijo grelca tezˇko spreminja, ker sta odvisni od zasnove bloka motorja. Tudi
pri debelini elektrode seveda nismo neomejeni, saj omejuje minimalna razdalja med
elektrodo in cevko grelca, ki ne smeta biti v stiku.
98
Rezultati ter diskusija
4.2.5. Odvisnost lastnih frekvenc od debeline stene cevke grelca
Ker je cevka na lastne frekvence drugi najbolj vplivni element, bomo preverili sˇe odvi-
snost lastnih frekvenc od debeline stene cevke, ki po nasˇem mnenju kljucˇno vpliva na
togost grelca. Odvisnost prvih sˇestih lastnih frekvenc od debeline cevke je prikazana
na grafu 4.27.
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Slika 4.27: Lastne frekvence odvisne od debeline stene cevke.
Kot je razvidno iz grafa 4.27, se nam lastne frekvence z debelitvijo stene cevke zelo
malo spreminjajo. Najbolj lahko vplivamo na prvo oz drugo lastno frekvenco, ostale
pa ostajajo skoraj nespremenjene. Na grafu 4.28 je prikazana relativna odvisnost 1.
lastne frekvence ter povprecˇja prvih sˇestih lastnih frekvenc od debeline stene cevke, pri
cˇemer je za osnovo vzeta debelina 0,10mm.
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1. las na frekvenca
povprečče
Slika 4.28: Sprememba lastnih frekvenc z debelitvijo stene cevke (osnova 0.1mm).
Kot je razvidno iz grafa 4.28, nam debelina cevke vpliva na prvo lastno frekvenco samo
v obmocˇju pod 0,2mm, kar je zelo tanka stena in v realnosti tezˇko dosegljiva, zato
lahko zakljucˇimo, da debelina nima znatnega vpliva na 1. lastno frekvenco. Povprecˇje
se nam pri 50% povecˇanju debeline stene cevke poviˇsa za dober odstotek, kar je zelo
malo. Padec lastnih frekvenc nad debelino 0,3mm pa pripisujem zmanjˇsanju gostote
mrezˇe na tem delu (velikost mrezˇe je odvisna od debeline stene cevke), ki bi lahko
povzrocˇila slabsˇo kakovost rezultatov. Ker je odvisnost lastnih frekvenc od debeline
stene cevke zanemarljivo majhna, ocenjujem, da izboljˇsanje mrezˇe na tem predelu za
vecˇje debeline ni potrebno.
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5. Zakljucˇki
1. V poglavju 2. so v tem delu najprej predstavljene osnove teorije koncˇnih elemen-
tov, princip resˇevanja modalne analize z omenjeno metodo ter analiticˇno resˇevanje
staticˇnega in dinamskega problema konzolno vpetega nosilca.
2. Modeliranje in mrezˇenje v odprtokodnem programu Gmsh je v tem delu opisano
v poglavju 3.1.
3. S pomocˇjo teorije podane v poglavju 2. je bila v okviru tega dela napisana lastna
koda za parametricˇno mrezˇenje 3D modela cˇepne svecˇke s 3D tetra4 elementi ter
parametricˇno mrezˇenje 3D modela radijskega stolpa z 1D linearnimi palicˇnimi
elementi v programu Gmsh.
4. V okviru tega dela je bil napisan lasten program za staticˇno in modalno analizo
v programu PyFem.
5. Napisan je bil tudi program za izvedbo modalne ter staticˇne analize vecˇobmocˇne
geometrije s pomocˇjo programskega paketa FEniCS.
6. Program PyFem se je v okviru tega dela dopolnil za resˇevanje 3D problemov ter
posledicˇno dodatnimi 3D tetra4 in hex8 elementi.
7. V PyFem je bilo dodano dvoje lastnih 1D elementov: vzmet in palico ter dvoje
tocˇkovnih elementov: tocˇkovno maso in tocˇkovno vzmet.
8. Za vse numericˇne modele in dodane elemente je bila narejena verifikacija na
analiticˇno resˇljivih primerih, kar je opisano v poglavju 3.2.
9. Primerjava obeh programov za resˇevanje s komercialnim programom Ansys je v
tem delu opisana v poglavju 3.2.
10. V okviru tega dela sta bila oba programa za resˇevanje (PyFem in FEnICS) prila-
gojena tako, da shranita rezultate v datoteko s koncˇnico .vtu, ki omogocˇa branje
rezultatov v programu ParaView, predstavljenem v poglavju 3.3.
11. Programi so bili povezani v celoto s pomocˇjo programskega jezika Python, v
katerem je bila napisana knjizˇnica MeshLib.py, ki omogocˇa pretvarjanje razlicˇnih
formatov mrezˇ, ki so berljive omenjenim programom, ter knjizˇnici (PyFemLib.py
ter FEniCSLib.py) za uporabniku prijazno definiranje parametrov analize, kot so
robni pogoji ter obmocˇja v navezi s programom Gmsh.
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12. Kot prakticˇen primer uporabe programov je bila v okviru tega dela izvedena
modalna analiza parametricˇnega modela cˇepne svecˇke ter parametricˇnega mo-
dela radijskega stolpa. Rezultati obeh analiz ter komentarji rezultatov so bili
predstavljeni v poglavju 4.
Ugotavljamo, da so odprtokodni programi zelo primerna alternativa komercialnim pro-
gramom tam, kjer je potrebna velika mera prilagodljivosti. Odprtokodni programi za
analizo z metodo koncˇnih elementov omogocˇajo veliko svobode pri izvajanju analize
in obdelavi rezultatov. Zaradi prilagodljivosti lahko z raznimi poenostavitvami, ki
so lahko specificˇne od primera do primera, prihranimo ogromno cˇasa. Tak primer je
modalna analiza oddajniˇskega stolpa v programu PyFem.
5.1. Predlogi za nadaljnje delo
Najvecˇ mozˇnosti za nadaljnje delo vidimo v programih za resˇevanje. V programu FE-
niCS bi resˇili problem tudi iz kaksˇnega drugega podrocˇja, kot na primer iz prevodnosti
toplote. Resˇili bi lahko kaksˇen nelinearen problem ali pa problem v cˇasovni domeni.
Precej enostavno bi bilo tudi povezovanje razlicˇnih modelov, kot na primer toplotno-
deformacijski model ali pa elektricˇno-toplotni.
V PyFemu bi dodali sˇe kaksˇne bolj kompleksne elemente, kot so nosilci ipd., in tudi
razne kontaktne elemente. Hkrati pa bi dodali sˇe kaksˇen drug fizikalni model – na
primer toplotni.
V programu Gmsh vidimo predvsem odprte mozˇnosti v povezovanju s Pythonom. Prav
tako bi lahko v programu zmodelirali kompleksnejˇse geometrije, kot so spirale, ki bi
prav priˇsle pri modelu cˇepne svecˇke (uporovno navitje).
Pri programu ParaView pa bi sprogramirali vmesnike za prikaz razlicˇnih formatov
mrezˇ, filtre, ki iz primarnih spremenljivk izracˇunajo sekundarne, in s tem zmanjˇsali
velikost datotek s shranjenimi rezultati.
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