ABSTRACT Matrix factorization is a widely used technique in recommender systems. However, its performance is often affected by the sparsity and the scalability. To address the above-mentioned problem, we propose an interpretable and scalable recommendation method based on network embedding (ISRM_NE) in this paper. First, a novel user-item co-occurrence network is presented, which reflects both the user's preferences and the co-occurrence relationship among items. Second, the conceptions of tightness and equivalence are given to describe the structural similarity in the network, which can explore four relationships in recommender system: user's preference, item co-occurrence relationship, user's potential preference, and similarity between users. Finally, two sampling strategies are combined to traverse the network so as to get the latent vector of items and users through network representation learning. Thus, the top-N recommendation can be achieved by vector computing. The proposed method called ISRM_NE improves the performance of the recommender system in terms of interpretability and scalability. Moreover, extensive experiments on two real-world datasets demonstrate that the ISRM_NE outperforms three popular methods.
I. INTRODUCTION
In the era of the big data, the recommender system has received tremendous consideration from the industry and academia. It has performed well in helping people quickly filter data and solve the problem of information overload. Nowadays, the recommender system has been widely developed and has penetrated into every aspect of people's daily life: music recommendation [1] , movie recommendation [2] , electronic commerce, mobile phone application, etc.
A variety of recommendation methods have been proposed, in which the matrix factorization [3] is undoubtedly one of the most successful recommendation algorithms. It transforms the recommendation method into the matrix factorization problem and transforms the user-item rating matrix into a low dimensional user matrix and a low dimensional item matrix. This method is suffering two serious problems: sparsity and scalability. 1) The rating matrix is very sparse and irregular in the real-life situations, because many inactive users have given little rating scores to very few items. 2) With the increasing of users and items, the existing algorithms are of the high time complexity and not scalable. Moreover, the interpretability of recommendations should be further explored.
In this paper, we propose a novel Interpretable and Scalable Recommendation Method based on Network Embedding. Instead of using the user-item rating matrix to store the interaction between users and items, we present the item projection network to model the co-occurrence relationship between items, and then combine it with user-item bipartite network to build an user-item occurrence network. By doing that, our network is not only able to model the rating information of users and items, but also to store the co-occurrence relationships between items. Tightness and equivalence are the two kinds of structural similarities that we defined. They are capable of exploring four relationships in recommender system: user's preference, item co-occurrence relationship, user's potential preference, and similarity between users. The user-item co-occurrence network helps us find more information about users and items, which obviously alleviate the sparsity problem caused by information scarcity. Next, by combining the breadth-first strategy(BFS) and the depthfirst strategy(DFS), we adopt our sampling strategy to generate node sequences and utilize the network representation learning method to learn the latent vector of the items and the users. Finally, the top-N recommendation can be transformed into similarity computing of the user vector and the item vector. In the process of learning latent vector, BFS can help us discover users' potential preference, while DFS can help us find the similar items based on co-occurrence relationship. The process of constructing network and sampling can provide a variety of relationships between items and users. Adding these information to the process of recommendation makes our recommender system more interpretable. Moreover, the application of stochastic gradient descent and negative sampling greatly improves the scalability. The main contributions of our work are as follows:
• We proposed a novel user-item co-occurrence network derived from the user-item bipartite network and the item projection network, which reflects both the user's rating of items and the co-occurrence relationship among items.
• We defined two kinds of structural similarities for the user-item co-occurrence network, which can help us explore four relationships in recommender system: user's preference, item co-occurrence relationship, user's potential preference, and similarity between users. This enable us to find more information and relationships about users and items, which alleviates the sparsity problem caused by information scarcity.
• We proposed an interpretable and scalable recommendation method based on network embedding. The process of network embedding and recommendation refers to the relationships we mentioned above, which make our recommender system more interpretable.
• The scalability of recommender systems is enhanced through stochastic gradient descent, parallel calculation and negative sampling methods.
II. RELATED WORKS A. RECOMMENDER SYSTEM
In recent years the recommender system has performed well on the information filtering problem. There are many types of recommendation methods [4] [5]: content based recommendation, collaborative filtering, graph based recommendation, etc. The content based recommendation extracts the feature vectors of user's preferences according to the historical records, which is used to compare with the eigenvector of new items to recommend. Collaborative filtering assumes that similar users and items in historical records are similar in the future, in which the matrix factorization is most applied. User-item rating matrix is used to store the ratings information, and then decomposed into low dimensional item matrix and low dimensional user matrix to recommend. For the actual situation, there are not many rating information in the user-item matrix which results in sparsity problems. So it is necessary to get extra information about users and items. Co-occurrence relations are used to enrich the relevance information in the progress of matrix factorization, such as item co-occurrence. Inspired by recent progress in natural language processing [6] , CoFactor [7] uses word embedding method to obtain the item-item co-occurrence matrix, then jointly decomposes the it and user-item matrix with shared item latent factors. Cao et al. [8] extends factorization method by using embedding method to find the relevance between item and item list. The more auxiliary information that matrix factorization has, the more accurate the recommendation is.
Hu et al. [9] proposed a hybrid method called SPR, which combines user feedback scores with heterogeneous information networks. In this way, the performance of recommendation can be improved by considering multiple types of external relationships. Wang et al. [10] proposed a mixed similarity diffusion model for recommendation, which used a bipartite network to represent collection behaviors between users and items.
B. RECOMMENDATION BASED ON NETWORK EMBEDDING
In recent years, information network has been proposed as a powerful information modeling method [11] - [17] . How to learn feature representations in information network has become a hot topic, and that's what network embedding does. Network embedding aims to learn a low-dimensional vector representations for nodes, edges or subgraphs in the network. Deepwalk [18] is one of the most representative network embedding method. It draws on the natural language processing method and uses the random walk strategy to find a series of sequential nodes in the network. These nodes are similar to the sentences in the text. These ''sentences'' are trained by skip-gram, a natural language processing model, to get the vector representation of ''word''(node). Unlike Deepwalk, Line [19] optimizes a designed objective function that preserves both the local and global network structures. Grover and Leskovec et al. [20] proposed an efficient scalable method for feature learning in networks called Node2vec, which uses Breadth-first sampling (BFS) and Depth-first sampling (DFS) to enrich the conception of a neighbor in a social network. In recent years, researchers have been making full use of the network embedding techniques in recommender systems. Zhao et al. [21] first proposed a novel recommendation algorithm based on network embedding called NERM, which uses the bipartite network to express the interaction between users and items, and then uses the first order similarity in Line to get the latent feature vector of users and items. Finally, the similarity of two vectors is obtained by the vector product. Despite its significance and value, this work remains in its infancy due to the following problems: 1) Simple bipartite graph can only express the interaction between user set and item set, but lack the internal information of the set, such as the information of the co-occurrence of items.
2) It is difficult to get a wide range of structural information in the network with the first order similarity, such as the structural similarity between the users.
Zhao et al. explored the latent relationships [22] and communities [23] , [24] in complex networks, which has inspired us to search for the latent relationships between items and users in the user-item network. Inspired by the above works, we proposed a novel representations learning of latent vector for users and items in recommender system. The specific introduction will be given in the Section III.
III. THE ISRM_NE FRAMEWORK
In this section, we present our network embedding based recommendation algorithm. Before introducing the proposed method, we first give a notation table (Table 1) for describing symbols used in this paper.
We present the overall illustration for the proposed approach in Fig.1 . As shown in Fig.1 , our work is divided into three parts: 1) Constructing the user-item co-occurrence network by combining user-item bipartite network and item projection network.
2) Combining two sampling strategies to explore two structural similarities in our network so as to get embedding of items and users.
3) Utilizing network embedding for recommendation.
The details are present in following Section III-A and III-B respectively.
A. CONSTRUCTING USER-ITEM CO-OCCURRENCE NETWORK 1) USER-ITEM BIPARTITE NETWORK AND ITEM PROJECTION NETWORK The traditional graph-based recommender system utilizes bipartite network to represent the interactions between users and items. We define a user-item bipartite network: G = (U , O, E), where U is the set of user nodes {u 1 , u 2 , u 3 ...u m }; O is the set of item nodes {o 1 , o 2 , o 3 ...o n }; E is the set of edges in the network. For example, Fig.2 (a) shows a useritem bipartite network of rating relationship between user and item, the weight on the edge represents the score that given by a user to a item. Normally, we set a threshold for the score, the score greater than or equal to it is a high score, which indicates that the user likes the item. On the contrary, the score below the threshold is a low score, which indicates that the user does not like the item. For example, we set the threshold equals to 3 as shown in Fig.2 .
Use-item bipartite network can intuitively reflect the relationships between different sets, for example, user's preference for items, but lose the relationships between the nodes within the set, such as the co-occurrence between the items in the item set, which is important for list recommendation and cold start [8] . We define the co-occurrence relationship of items in user-item bipartite network: two items have co-occurrence relationship if and only if they are given high scores by the same user. Then we use one-mode projection to define item projection network: two item nodes are connected when they have co-occurrence relationship, the weight on the edge represents the co-occurrence times. Fig.2(b) shows the item projection network that stores the co-occurrence information of Fig.2 (a). The edge weight represents the co-occurrence times between two item node. Notice that o 2 is not in the projection network due to it has no co-occurrence with other items.
2) USER-ITEM NETWORK WITH CO-OCCURRENCE PROJECTION
User-item bipartite network shows the user's rating for item, while item projection network focuses on the co-occurrence relationship among items. In order to consider the two relationships at the same time, we combine these two networks to form user-item co-occurrence network, which is expressed as G = (V , E, W ), and W is the weight on the edge. This approach allows us to make recommendations while referring to the co-occurrence of items, so that the recommended items have a strong correlation. However, the combination of the two networks is not a simple patchwork. When constructing the new network, it is necessary to filter information with relatively low value, and collect valuable information to avoid the situation where the new network is too dense. This can also reduce the calculation consumption of network embedding learning later. When creating the user-item co-occurrence network, we use co-occurrence times threshold (OT for short) and personal rating habit(PR for short) to filter noises and control network density.
Co-occurrence times threshold:
In the one-mode projection network, co-occurrence times threshold(OT ) reflects the co-occurrence relationship between two items. where
where Occur u i judges whether items appear in the preferences list of user u i
where preference u i denotes the ith user's preference set, for example, in Fig.2 ,
The OT value of the two items reflects the number of times they are given high score by the same user at the same time, which objectively reflects the similarity of the characteristics of the two items. The value of OT and the number corresponding to it present a long tail distribution, the co-occurrence relationship of small OT values (for example, one co-occurrence) is more than big OT value. In a huge network, for example, the co-occurrence of OT like 1 can be completely ignored because there is a lot of it. The co-occurrence relationships of small OT values have a low reference value. If they are added to the useritem co-occurrence network, it will not increase the efficiency but increase the computational consumption of the network representation. Therefore, we need to filter out the co-occurrence relationships with small OT value, so as to improve the accuracy of recommendation. But if the threshold is too high, it will filter out the necessary information of item co-occurrence, and the accuracy rate will be reduced accordingly.
Personal rating habit:
We also have to consider the impact of user evaluation habits on the co-occurrence between items. Users with high evaluation habits may give high scores on all items. Such evaluation information provides little value for personalized recommendation, meanwhile, because most of the items he evaluated are highly praised, the value of the co-co-occurrence is not great. We set up a personal rating habit (PR) to filter out the impact of these habits on the co-co-occurrence relationships among item.
where ratings u i denotes the i-th user's rating set. For example, in Fig.2 ,
. We set up a user-item co-occurrence network G = (V , E, W ) with OT = 2, PR = 1 (as shown in Fig.3(a) ), which filtered out co-occurrence relations with less than 2 times while filtering co-occurrence relations derived by a user whose PR equals 1. We find that the OT value between o 3 and o 4 has changed from 3 in the item one-mode projection network to 2 in the user-item co-occurrence network, because there is an co-occurrence between them that comes from user u 4 whose PR = 1 and this co-occurrence is filtered out.
B. UTILIZING NETWORK EMBEDDING FOR RECOMMENDATION
Since we have constructed the network, we need to obtain the latent factor of users and items in the network. First, we explore our network to generate a series of node sequences for network embedding, which can reflect the relationship among nodes. Given a source node, we adopt the sampling method we defined to get its neighbor nodes so as to get a sequence of nodes. But network is complex and not linear, the definition of neighbourhood is very wide, so how to define the sampling strategy to generate neighbourhood is very important. Traditional method [18] and NERM [21] use random walks to sample the next node from a source node based on the static edge weights. Static edge weights equals transition probability of sampling, the larger the edge weight between source node and next node is, the easier the next node is to be sampled as a neighborhood node. However, the neighbor nodes found by random walks are all nodes directly connected to the source node. It does not encourage us to search for the different types of network neighborhood and account for different types of structural similarity in network.
In order to address the issue we mentioned above, we should mine more types of structural relationships in the network, while using corresponding sampling methods to get the sequence of nodes that can reflect these relationships.
Specifically, as shown in Fig.1(b) , we give two definitions of structural similarity: tightness and equivalence, which can reflect various relationships among nodes in our network. The details are introduced in Section III-B.1. Then we give our corresponding sampling method in Section III-B.2, which combines two sampling strategies to explore these two structural similarities. Therefore, the sequence of nodes obtained by the above method can extract various relationships than by random walk, that is, our method make the recommendation more interpretable. Last, we make recommendation based on network embedding. The objective function and optimization objective are introduced in Section III-B.3.
1) TIGHTNESS AND EQUIVALENCE
We first define a structure in user-item co-occurrence network called structural cluster: The structural cluster is composed of a user node as a cluster head, and the rest are all item nodes that given high score by the user node or have co-occurrence with high-score item node. In Fig.3(b) , for example, we can extract a structural cluster headed by user u 1 from Fig.3(a) 
b: EQUIVALENCE
Cluster heads that in the similar structure should be embedded closely together. Equivalence does not emphasize connectivity in cluster but structural similarity between clusters. In Fig.3(c) , for instance, cluster heads u 2 and u 3 are in the same structure, i.e. u 2 and u 3 share the same preferences, so they should be embedded closely together. We notice that nodes could be embedded closely together according to equivalence when they are not directly connected even far apart in the network. This happens in real life, for example, two people who like the same movie may not know each other. Equivalence is a reflection of user's similarity in the user-item co-occurrence network.
Both of the two structural similarities commonly exist in our user-item co-occurrence networks. As we can see, these two similarities can explore four relationship in recommender system: user's preference, item co-occurrence relationship, user's potential preference, similarity between users. These information will be adopted in the follow-up recommendation, which make the recommender system more interpretable. Therefore, node sequences obtained by the sampling method based on the two structural similarities can contain rich extra information of recommender system, which can improve the performance of recommendation. 
2) SAMPLING STRATEGY
In order to produce representations that reflect either of the similarity mentioned above, we adopt a 2 nd order walk to combine two sampling strategies to generate neighborhood set N of k nodes for a source node:
• Breadth-first Sampling(BFS): The neighborhood node is restricted to a node which is directly connected to the source node. For example, in Fig.4 , for k = 3, i 1 , i 2 , i 3 are sampled by BFS for the neighborhood nodes of u 1 .
• Depth-first Sampling(DFS): The neighborhoods are nodes that are continuously sampled at increasing distance from the source node. In Fig.4 , DFS samples neighborhood nodes i 6 , u 2 , i 4 for u 1 . BFS and DFS are extreme sampling strategies suited for equivalence and tightness respectively. In particular, the neighborhoods sampled by BFS correspond closely to equivalence. For example, equivalence based on cluster head can be inferred by restricting search to the immediate neighborhoods of each node, which can be achieved by BFS.
On the contrary, DFS can move further away from the source node, which is essential in identifying clusters based on tightness. DFS provides a macro view of the neighborhood for a source node so as to identify a cluster. The OT between two item nodes larger or the score between user node and item node larger, the higher two nodes are interconnected. Nodes that have high interconnection form a cluster, which can be inferred by DFS.
Different from random walk samples neighborhood node based on the static edge weights, our 2 nd order walk with two parameters p and q which balance BFS with DFS: consider a walk that reach u 1 from i 1 . The walk needs to find the next node x by evaluating the transition probabilities between u 1 and other nodes. We set the transition probability to
w u 1 x denotes the static edge weight between nodes u 1 and x; d i 1 x denotes the shortest path distance between nodes i 1 and x, which must be one of {0,1,2}; p is return rate, which controls the possibility of going back to the node that have just passed. So we can set p to a high value to avoid sampling a node that just be visited. On the other hand, if p is low, it will lead the walk to go back; q is a depth-width parameter, which guides walk to differentiate between ''BFS'' and ''DFS'' strategy. If q < 1, the walk has a tendency towards nodes close to the source node, which approximates the BFS strategy. One the contrary, if q > 1, the walk is more biased towards nodes which are further away from the source node. That is what DFS does. After sampling neighbor nodes, we will introduce how to use network embedding for model learning.
3) MODEL LEARNING
Supposed we already have the user-item co-occurrence network G = (V , E, W ), we define f : V → R d as a mapping function from nodes to latent vector representations, where d is a parameter indicating the number of dimensions of latent feature representation. Once we build the mapping function, each node becomes a latent feature vector and the relevance between nodes can be easily obtained by vector computing. Then the recommendation task can be considered as a relevance evaluation: given a user node, we would like to identify some of the most related item nodes. For every VOLUME 7, 2019 source node v ∈ V , let N (v) ⊂ V be the neighborhood set of v generated through our neighborhood sampling strategy. We formulate feature learning in our network as a maximum likelihood optimization problem and proceed by using the network embedding method: extend skip-gram architecture to networks. Skip-gram [6] was originally developed in the natural language processing and was used to maximizes the co-occurrence probability among the source word and neighborhood words that appear within a sliding window given by a segment of text. Specifically, we optimize the following objective function, which maximizes the log-probability of observing a specific neighborhood v n in N S (v) for a node v conditioned on its feature representation, given by f :
we define Pr(v n |f (v) using the softmax function, specifically, that is,
This formulation is impractical owing to the cost of computing is proportional to the number of nodes in the network, which is often too large. Inspired by [6] , we use negative sampling to approximately maximize the log probability of the softmax:
where σ (x) = 1/(1+exp(−x)) is the sigmoid function; M is the number of negative samples; P n (v) is the noise distribution proposed in [6] . We optimize (7) using stochastic gradient descent.
C. THE ALGORITHM OF INTERPRETABLE AND SCALABLE RECOMMENDATION METHOD BASED ON NETWORK EMBEDDING(ISRM_NE)
The main framework of ISRM_NE is presented in Algorithm 1. G is the initial user-item co-occurrence network generated by bipartite network, OT and PR. Transition probabilities π v x is used to sample neighborhood node at every step of the walk, it combines with the initialized network to form the final user-item co-occurrence network. By simulating r walks of fixed length l starting from every node, node sequences are generated for learning representations for all nodes. The latent vector of user and item nodes are learned by skip-gram method which optimize a likelihood objective using SGD with negative sampling. After obtaining all the vectors of the node, the recommendation problem is transformed into similarity evaluation of nodes: Given a user node, we find the top-N item nodes that are most relevant to it. 6: for all nodes v ∈ V do 7: for walk − length = 1 to l do 8: Initialize walk to [v] add neighbor to walk 12: end for 13: add walk to walks 14: end for 15 : end for 16 
The statistics information of the experimental datasets: The columns of #user , #item, #rating show the numbers of users, items and ratings respectively in each dataset. The column of density shows the density of ratings of each dateset.
IV. EXPERIMENTS
In this section, we conduct extensive experiments on two real-world datasets from different domains to evaluate the effectiveness of the ISRM_NE.
A. EXPERIMENTS SETUP 1) DATASETS
We use two medium-to large-scale datasets from different real-word domains: user's movie viewing data from Movielens, user's book rating data from GoodBooks. The details are as follows:
MovieLens-100k (ML-100K): Commonly-used movie rating dataset from a movie recommendation service. The rating records are integers between 1 to 5, and each user has rated at least 20 movies.
GoodBooks-10k (GB-10K): Book ratings collection that contains ratings for ten thousand popular book. There are 100 reviews for each book and all users have made at least two ratings.
Statistics of the two datasets are shown in Table 2 . In order to verify the performance of our algorithm, the dataset is randomly divided into training set and test set according to the proportion of 8:2. 
2) BASELINE METHODS
In the experiments, we compared the proposed method with three baseline methods:
NERM [21] : This is the first approach recently proposed for learning distributed representations for recommender systems with a network embedding method. It transforms the ratings records into a bipartite network and models the generative probability for an edge between two nodes based on the edge weight between them. NERM is used in the experiment for benchmarking the overall performance of ISRM_NE.
BPR [25] : Bayesian personalized ranking is a generic method based on sampling to solve the personalized ranking task for recommendation. It optimizes the pair-wise ranking between observed items and sampled negative items.
Deepwalk [18] : Deepwalk uses random walk to traverse the node in network to generate node sequences, then employs skip-gram to learn latent representation of nodes with these sequences. We can use these latent representation to calculate the similarity between user node and item node for recommendation.
3) PARAMETER SETTINGS
The parameter of network embedding used for ISRM_NE are consistent with typical value used for other network embedding method. Specifically, we set r = 30, l = 80, k = 10. For fair comparisons, the representation dimension is set to 128 for all models. For our proposed method, we have four parameters: q, p, PR and OT . We set q and p from{0.125, 0.25, 0.5, 1, 2, 4, 8}, set PR from {0.3, 0.4, 0.5, 0.6, 0.7, 0.8} and selected the OT from {2, 3, 4, 5, 6, 7, 8} respectively. Other default settings include: the learning rate is set with the start value f = 0.025 for NERM.
4) EVALUATION METRICS
For each user, a ranked list of top-N items can be returned according to the product of item latent vectors and the user latent vector, which were compared to the test set for performance evaluation. We use two metrics to compare the performance of our method with methods mentioned above, the top-N prediction precision(Prec@N ) and the top-N normalized discounted cumulative gain(NDCG@N ).
Prec@N for user i is defined as:
where
• P i denotes the index values of predicted item list for user i;
• T(i) denotes the list of items that user i actually likes in test set;
• π(P i (j), T (i)) returns 1 if the j-th item in predicted list is in the list of items that user i actually likes in test set. The overall Prec@N value is computed as the average of Prec@N (i) over all users. DCG@N for user i is defined as:
NDCG@N is the DCG@N normalized to [0, 1] . A higher value of NDCG@N indicates better performance for ranking performance.
In our experiment, the values of N are set to 5, 10, 20 respectively. We repeated the experiments five times and reported the average results for valuation.
B. PARAMETER SENSITIVITY
We have conducted parameter sensitivity analysis on Movielens dataset to evaluate how the different choices of parameters effect the performance of ISRM_NE. There four crucial hyper-parameters in ISRM_NE, OT , p, q and PR. 0.3 to 0.8 due to the number of person who always likes to make high ratings has increased. These people affect the quality of the recommendation. For q and p, we find that the performance of ISRM_NE improved as q increased and p decreased. That's because a high q incline to DFS strategy and it is balanced by a low p which encourages walk to samples nodes close to start node. We finally tested different OT values from {2, 3, 4, 5, 6, 7, 8}. The values of precision and NDCG increased firstly and then decreased when OT values increased from 6 to 8. The explanation of this phenomenon is divided into two steps. Firstly, the number of useless co-occurrence relationship was reduced when OT value increased. So the performances of our method are getting better. Next, the reason for decline is that the number of important co-occurrence relationships were removed when the value of OT went on increasing. The result suggests that we should set OT to the intermediate value to get the best performance.
C. EXPERIMENTAL RESULTS
Experimental results of precision and NDCG on the Movielens datasets and GoodBooks datasets are presented in Table 3 , respectively. It is evident we can see how our method outperforms the other benchmark algorithms. We can find that: 1) For Movielens dataset, the proposed ISRM_NE method achieves the precision of 0.395, 0.304 and 0.192 when N = 5, N = 10 and N = 20, which gains improvements over NERM, the second best performance, at 27.8%, 29.4% and 12.3% respectively. For comparison of NDCG, ISRM_NE achieves 0.319, 0.367, 0.411 when N = 5, N = 10 and N = 20, which gains improvements over NERM at 17.3%, 18.8% and 19.1% respectively. The improvements are statistically significant mainly due to two aspects. First, NERM constructs a simple bipartite network to mine the rating relations between users and items. However, the ISRM_NE constructs a useritem co-occurrence network which exploits more information than user-item bipartite network. Second, NERM utilizes random walk to obtain node sequences while the proposed ISRM_NE adopts 2 nd order walk, which combines DFS and BFS strategies together to explore different types of neighborhood nodes and account for different types of structural similarity. 2) BPR does not perform well in these two metrics compare with other method. The reason mainly lies in that BPR only focuses on user-rating matrix while the other three methods fully utilize the auxiliary information extracted from the network to improve the performance of recommendation.
3) When it comes to GoodBooks dataset, the performance of all algorithms has decreased due to the dataset is sparse than Movielens. We find the gap between the results are narrowed down. But ISRM_NE also has the better performance than other methods. ISRM_NE achieves the precision of 0.302, 0.250 and 0.148 when N = 5, N = 10 and N = 20, which gains improvements over NERM at 17%, 20.8% and 11.4% respectively. For comparison of NDCG, ISRM_NE achieves 0.227, 0.277, 0.314 when N = 5, N = 10 and N = 20, which gains improvements over NERM at 15.9%, 7.78% and 11.3% respectively. That means the performance of our method is superior to that of other method even in sparse dataset.
D. SCALABILITY
In this section, we investigate the scalability of our method. As shown in Fig 6, we plot the training time per iteration for increasing fractions of the movielens dataset, reflected in the rapid growth of number of nodes and edges. A highly scalable implementation allows linear training time. We can observe that ISRM_NE scales nearly linearly with the increase of dataset. There are three important phases that contribute to the overall scalability of ISRM_NE:
1)The transition probabilities π can be pre-computed.
2)According to the first phase, the sampling neighborhood nodes while simulating the 2 nd walk can be done in O(1) time using alias sampling [19] .
3)The SGD and negative sampling are adopted to make optimization.
Each of three important phase is parallelizable, which also can contribute to the scalability of our model.
V. CONCLUSION
We presented ISRM_NE, a novel recommendation framework based on network embedding. The user-item co-occurrence network is built to store abundant relationships about users and items, which are reflected in the two structural similarity we defined. The breadth first search and the depth first search strategy are implemented to explore these relationships and obtain node sequences in our network, which will be used to get the latent vector of users and items through network embedding. Then the top-N recommendation can be obtained by vector computing. We proposed a novel method for obtaining the latent vector of users and items in recommender system. What is more, the recommender system based on network representation learning provides a novel perspective for the modeling of users and items. In addition, our method is scalable by using optimization methods which are often used in network embedding, such as, stochastic gradient descent, negative sampling and parallel calculation.
In our future work, we will focus on identifying significant features while modeling items, which is analogous to saliency detection in image processing [26] - [28] . We will also consider mining structure information and context information in user-item heterogeneous network [1] , [29] - [32] . 
