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Books on mathematical aspects
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The “physical” processes
Coagulation-fragmentation systems are models for the kinetics of cluster
growth through processes of coagulation
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and. . .
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. . . fragmentation
(x)
(y<x)
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A mathematical model
The coagulation process is schematically represented as
(x) + (y)
a(x , y) or ax,y−−−−−−−−−−→ (x + y)
We are interested in the time evolution of the amount of each cluster.
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A mathematical model
The coagulation process is schematically represented as
(x) + (y)
a(x , y) or ax,y−−−−−−−−−−→ (x + y)
We are interested in the time evolution of the amount of each cluster.
For this we consider
cx(t) Concentration of clusters of “size” x ∈ N+ at time t.
or
c(x , t) Concentration of clusters of “size” x ∈ R+ at time t.
The “mass action law” of chemical kinetics tells us that for the above
reaction scheme the rate of change of cx(t) or of c(x , t) is proportional to
the product of the concentrations of the species involved in the reaction,
with proportionality coefficient a.
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Considering all coagulation contributions to the the evolution of j-clusters
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Considering all coagulation contributions to the the evolution of j-clusters
the corresponding differential equations system is
d
dt
cj =
1
2
j−1∑
k=1
aj−k,kcj−kck − cj
∞∑
k=1
aj ,kck (1)
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Consider now the contribution of binary fragmentation represented by:
(x)
b(x − y , y) or bx−y,y−−−−−−−−−−−−−−→ (x − y) + (y).
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Consider now the contribution of binary fragmentation represented by:
(x)
b(x − y , y) or bx−y,y−−−−−−−−−−−−−−→ (x − y) + (y).
Again using the mass action law and collecting together all the
coagulation and the (binary) fragmentation contributions we obtain the
coagulation-fragmentation system
d
dt
cx =
1
2
x−1∑
y=1
(
ax−y ,ycx−ycy − bx−y ,ycx
)− ∞∑
y=1
(
ax ,ycxcy − bx ,ycx+y
)
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Consider now the contribution of binary fragmentation represented by:
(x)
b(x − y , y) or bx−y,y−−−−−−−−−−−−−−→ (x − y) + (y).
Again using the mass action law and collecting together all the
coagulation and the (binary) fragmentation contributions we obtain the
coagulation-fragmentation system
d
dt
cx =
1
2
x−1∑
y=1
(
ax−y ,ycx−ycy − bx−y ,ycx
)− ∞∑
y=1
(
ax ,ycxcy − bx ,ycx+y
)
or
∂
∂t
c(x , t) =
1
2
∫ x
0
(
a(x − y , y)c(x − y , t)c(y , t)− b(x − y , y)c(x , t)
)
dy
−
∫ ∞
0
(
a(x , y)c(x , t)c(y , t)− b(x , y)c(x + y , t)
)
dy .
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Existence of solutions for the continuous Smoluchowski coagulation equation
∂
∂t
c(x , t) =
1
2
∫ x
0
a(x−y , y)c(x−y , t)c(y , t)dy−c(x , t)
∫ ∞
0
a(x , y)c(y , t)dy .
c(x , 0) = c0(x)
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How to prove existence of solutions to this Cauchy problem ?
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∫ x
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∫ ∞
0
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How to prove existence of solutions to this Cauchy problem ?
Physics: total number of particles and total density must be finite.
Mathematics:
∫ ∞
0
c(x , t)dx ,
∫ ∞
0
xc(x , t)dx <∞.
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Existence of solutions for the continuous Smoluchowski coagulation equation
∂
∂t
c(x , t) =
1
2
∫ x
0
a(x−y , y)c(x−y , t)c(y , t)dy−c(x , t)
∫ ∞
0
a(x , y)c(y , t)dy .
c(x , 0) = c0(x)
How to prove existence of solutions to this Cauchy problem ?
Physics: total number of particles and total density must be finite.
Mathematics:
∫ ∞
0
c(x , t)dx ,
∫ ∞
0
xc(x , t)dx <∞.
From this one obtains the “natural” functional space to work in:
F.P. da Costa (Univ. Aberta & CAMGSD) Coagulation-Fragmentation Models 11 / 85
L11(0,∞) :=
{
f ∈ L1(0,∞) : ‖f ‖1,1 :=
∫ ∞
0
(1 + x)|f (x)|dx <∞
}
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L11(0,∞) :=
{
f ∈ L1(0,∞) : ‖f ‖1,1 :=
∫ ∞
0
(1 + x)|f (x)|dx <∞
}
The space L11 is a Banach space.
With this functional setting it is a natural idea to try to apply a version of
the Picard-Lindelo¨f theorem:
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L11(0,∞) :=
{
f ∈ L1(0,∞) : ‖f ‖1,1 :=
∫ ∞
0
(1 + x)|f (x)|dx <∞
}
The space L11 is a Banach space.
With this functional setting it is a natural idea to try to apply a version of
the Picard-Lindelo¨f theorem:
Theorem
If Q : E → E is a locally Lipschitz function in a Banach space E and if
c0 ∈ E , then there exists a unique maximal solution c ∈ C 1([0,T∗);E ) to
the initial value problem 
dc
dt
= Q(c)
c(0) = c0
and either T∗ =∞, or T∗ <∞ and limt→T∗ ‖c(t)‖ =∞.
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The approach based on the Picard-Lindelo¨f theorem is not trivial but
it is possible to implement if the coagulation kernel is bounded
0 ≤ a(x , y) ≤ κ0.
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The approach based on the Picard-Lindelo¨f theorem is not trivial but
it is possible to implement if the coagulation kernel is bounded
0 ≤ a(x , y) ≤ κ0.
[More about this below]
Unbounded kernels are important in applications; e.g.:
a(x , y) = κ(1 + x)(1 + y),
a(x , y) = κ(1 + x + y),
a(x , y) = κ
(
x
1
3 + y
1
3
)(
x−
1
3 + y−
1
3
)
,
etc.
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For unbounded kernels an approximation scheme seems to be the
best approach:
1 truncate the kernel as follows an(x , y) := min{a(x , y), n} and solve the
Cauchy problem for the truncated system (using Picard-Lindelo¨f
theorem), obtaining cn(x , t),
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best approach:
1 truncate the kernel as follows an(x , y) := min{a(x , y), n} and solve the
Cauchy problem for the truncated system (using Picard-Lindelo¨f
theorem), obtaining cn(x , t),
2 prove that, in some sense, cn(x , t)→ c(x , t) as n →∞, for some
c(x , t),
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a(x , y) = κ(1 + x)(1 + y),
a(x , y) = κ(1 + x + y),
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(
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1
3 + y
1
3
)(
x−
1
3 + y−
1
3
)
,
etc.
For unbounded kernels an approximation scheme seems to be the
best approach:
1 truncate the kernel as follows an(x , y) := min{a(x , y), n} and solve the
Cauchy problem for the truncated system (using Picard-Lindelo¨f
theorem), obtaining cn(x , t),
2 prove that, in some sense, cn(x , t)→ c(x , t) as n →∞, for some
c(x , t),
3 prove that c(x , t) solves the original Cauchy problem for the
unbounded kernel.
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(1) Existence of solutions for bounded kernels
∂c(x , t)
∂t
=
1
2
∫ x
0
a(x − y , y)c(x − y , t)c(y , t)dy︸ ︷︷ ︸
=:Q1(c)(x ,t)
− c(x , t)
∫ ∞
0
a(x , y)c(y , t)dy︸ ︷︷ ︸
=:Q2(c)(x ,t)
.
(2)
F.P. da Costa (Univ. Aberta & CAMGSD) Coagulation-Fragmentation Models 14 / 85
(1) Existence of solutions for bounded kernels
∂c(x , t)
∂t
=
1
2
∫ x
0
a(x − y , y)c(x − y , t)c(y , t)dy︸ ︷︷ ︸
=:Q1(c)(x ,t)
− c(x , t)
∫ ∞
0
a(x , y)c(y , t)dy︸ ︷︷ ︸
=:Q2(c)(x ,t)
.
(2)
Theorem
Let 0 ≤ a(x , y) = a(y , x) ≤ κ0, c0 ∈ L1(0,∞), c0 ≥ 0 a.e. in (0,∞).
Then, ∃1c ∈ C 1([0,∞); L1(0,∞)) such that c is a solution of the
coagulation equation (2) with initial condition c(·, 0) = c0, and c(x , t) ≥ 0
a.e. x , and ‖c(·, t)‖1 ≤ ‖c0‖1, ∀t ≥ 0.
Furthermore, if c0 ∈ L11(0,∞), then c(·, t) ∈ L11(0,∞) and
M1(c) = M1(c0), where M1(f ) :=
∫∞
0 xf (x)dx .
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(1) Existence of solutions for bounded kernels
The proof proceeds in the following steps:
(a) Application of the Picard-Lindelo¨f theorem to get the
existence and uniqueness of a local solution;
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(c) The global existence (T∗ =∞) via an a priori bound for
‖c‖1;
(d) A somewhat delicate approximation argument to get the
time invariance of the total density M1(c(·, t)).
F.P. da Costa (Univ. Aberta & CAMGSD) Coagulation-Fragmentation Models 15 / 85
(1) Existence of solutions for bounded kernels
The proof proceeds in the following steps:
(a) Application of the Picard-Lindelo¨f theorem to get the
existence and uniqueness of a local solution;
(b) Proof of the nonnegativity (using a differential inequality and
the uniqueness result);
(c) The global existence (T∗ =∞) via an a priori bound for
‖c‖1;
(d) A somewhat delicate approximation argument to get the
time invariance of the total density M1(c(·, t)).
Let us see some of the arguments:
For (a) we need to prove that Q1 and Q2 are locally Lipschitz functions
from L1(0,∞) to L1(0,∞).
For Q1 we have. . .
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(1) Existence of solutions for bounded kernels
‖Q1(c)− Q1(d)‖1 =
= 12
∫ ∞
0
∣∣∣∫ x
0
a(x − y , y)(c(x − y)c(y)− d(x − y)d(y))dy ∣∣∣dx
≤ 12
∫ ∞
0
∫ x
0
a(x − y , y)
∣∣c(x − y)c(y)− d(x − y)d(y)∣∣dydx
≤ 12κ0
∫ ∞
0
∫ x
0
∣∣c(x − y)c(y)− d(x − y)d(y)∣∣dydx
≤ 12κ0
(‖c‖1 + ‖d‖1)‖c − d‖1
. . . and analogously for Q2.
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∣∣∣∫ x
0
a(x − y , y)(c(x − y)c(y)− d(x − y)d(y))dy ∣∣∣dx
≤ 12
∫ ∞
0
∫ x
0
a(x − y , y)
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0
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0
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≤ 12κ0
(‖c‖1 + ‖d‖1)‖c − d‖1
. . . and analogously for Q2.
Applying Picard-Lindelo¨f theorem we conclude the existence of a unique
local solution defined on some interval [0,Tmax), and belonging to
C 1([0,Tmax); L
1(0,∞)).
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‖Q1(c)− Q1(d)‖1 =
= 12
∫ ∞
0
∣∣∣∫ x
0
a(x − y , y)(c(x − y)c(y)− d(x − y)d(y))dy ∣∣∣dx
≤ 12
∫ ∞
0
∫ x
0
a(x − y , y)
∣∣c(x − y)c(y)− d(x − y)d(y)∣∣dydx
≤ 12κ0
∫ ∞
0
∫ x
0
∣∣c(x − y)c(y)− d(x − y)d(y)∣∣dydx
≤ 12κ0
(‖c‖1 + ‖d‖1)‖c − d‖1
. . . and analogously for Q2.
Applying Picard-Lindelo¨f theorem we conclude the existence of a unique
local solution defined on some interval [0,Tmax), and belonging to
C 1([0,Tmax); L
1(0,∞)).
[Note that no positivity has been asserted so far!]
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(1) Existence of solutions for bounded kernels
To prove positivity, consider the system
dc
dt
= Q1(c)+ − Q2(c), (3)
where r+ := max{r , 0}.
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dt
= Q1(c)+ − Q2(c), (3)
where r+ := max{r , 0}.
Since L1 ∋ c 7→ Q1(c)+ ∈ L1 is also Lipschitz, we can apply
Picard-Lindelo¨f to the Cauchy problem for (3) with c(0) = c0.
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(1) Existence of solutions for bounded kernels
To prove positivity, consider the system
dc
dt
= Q1(c)+ − Q2(c), (3)
where r+ := max{r , 0}.
Since L1 ∋ c 7→ Q1(c)+ ∈ L1 is also Lipschitz, we can apply
Picard-Lindelo¨f to the Cauchy problem for (3) with c(0) = c0.
From
d
dt
(−c)+ = −sign+(−c)
dc
dt
we conclude that
d
dt
(−c)+ = −sign+(−c)
(
Q1(c)+ − Q2(c)
) ≤ sign+(−c)Q2(c)
= (−c)+
∫ ∞
0
a(·, y)c(y , t)dy
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(1) Existence of solutions for bounded kernels
Thus
d
dt
‖(−c)+‖1 ≤ κ0‖c‖1‖(−c)+‖1
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(1) Existence of solutions for bounded kernels
Thus
d
dt
‖(−c)+‖1 ≤ κ0‖c‖1‖(−c)+‖1
Hence c0 ≥ 0⇒ (−c0)+ = 0⇒ (−c)+ ≡ 0⇒ c(x , t) ≥ 0,∀x > 0, t ≥ 0.
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(1) Existence of solutions for bounded kernels
Thus
d
dt
‖(−c)+‖1 ≤ κ0‖c‖1‖(−c)+‖1
Hence c0 ≥ 0⇒ (−c0)+ = 0⇒ (−c)+ ≡ 0⇒ c(x , t) ≥ 0,∀x > 0, t ≥ 0.
Furthermore, c ≥ 0⇒ Q1(c)+ = Q1(c), and thus c is also a solution of
dc
dt
= Q1(c)−Q2(c), with c(0) = c0 ≥ 0.
By uniqueness (due to Picard-Lindelo¨f) we conclude that all solutions with
nonnegative initial condition are nonnegative.
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(1) Existence of solutions for bounded kernels
By Fubini’s theorem we get the following a priori estimate
d
dt
‖c(·, t)‖1 = −1
2
∫ ∞
0
∫ ∞
0
a(x , y)c(x , t)c(y , t)dydx ≤ 0
which ensures the solution in globally defined, i.e., it is defined in [0,∞).
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d
dt
‖c(·, t)‖1 = −1
2
∫ ∞
0
∫ ∞
0
a(x , y)c(x , t)c(y , t)dydx ≤ 0
which ensures the solution in globally defined, i.e., it is defined in [0,∞).
Again by Fubini’s theorem, ∀θ ∈ L∞(0,∞),
d
dt
∫ ∞
0
θ(x)c(x , t)dx =
1
2
∫ ∞
0
∫ ∞
0
θ˜(x , y)a(x , y)c(x , t)c(y , t)dydx
where θ˜(x , y) := θ(x + y)− θ(x)− θ(y).
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dt
∫ ∞
0
θ(x)c(x , t)dx =
1
2
∫ ∞
0
∫ ∞
0
θ˜(x , y)a(x , y)c(x , t)c(y , t)dydx
where θ˜(x , y) := θ(x + y)− θ(x)− θ(y).
Take θ ≡ 1. Then we conclude the total amount of clusters
M0(c) :=
∫ ∞
0
c(x , t)dx is monotonically decreasing.
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Again by Fubini’s theorem, ∀θ ∈ L∞(0,∞),
d
dt
∫ ∞
0
θ(x)c(x , t)dx =
1
2
∫ ∞
0
∫ ∞
0
θ˜(x , y)a(x , y)c(x , t)c(y , t)dydx
where θ˜(x , y) := θ(x + y)− θ(x)− θ(y).
Take θ ≡ 1. Then we conclude the total amount of clusters
M0(c) :=
∫ ∞
0
c(x , t)dx is monotonically decreasing.
If we could take θ(x) = x , then we would conclude the mass
M1(c) :=
∫ ∞
0
xc(x , t)dx is constant. However. . .
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(1) Existence of solutions for bounded kernels
. . . the function x 7→ θ(x) = x is not an L∞(0,∞) function!
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. . . the function x 7→ θ(x) = x is not an L∞(0,∞) function!
The technique to handle this problem is typical in
coagulation-fragmentation problems:
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(1) Existence of solutions for bounded kernels
. . . the function x 7→ θ(x) = x is not an L∞(0,∞) function!
The technique to handle this problem is typical in
coagulation-fragmentation problems:
truncate the function: use θA(x) = min{θ(x),A} instead of θ(x);
decompose R+ ×R+ into subsets adapted to the function θ˜A;
x
y
−x
−y
0
−A
A− x − y
estimate the integrals in each of the subsets separately;
take the limit A→∞ using an appropriate limit theorem
(e.g.: Fatou, dominated convergence, etc.)
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(2) Passing to the limit in a sequence of truncated solutions
The problem
Let (cn(x , t)) a sequence of solutions to equations with bounded kernels
an(x , y) = min{a(x , y), n}.
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The problem
Let (cn(x , t)) a sequence of solutions to equations with bounded kernels
an(x , y) = min{a(x , y), n}.
Take n→∞.
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(2) Passing to the limit in a sequence of truncated solutions
The problem
Let (cn(x , t)) a sequence of solutions to equations with bounded kernels
an(x , y) = min{a(x , y), n}.
Take n→∞.
Does cn(x , t) converge to some c(x , t) ? In what sense ?
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Remember a result of fundamental importance in Real Analysis: the
Bolzano-Weierstrass theorem.
Every bounded sequence in RN has a convergent subsequence.
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The problem
Let (cn(x , t)) a sequence of solutions to equations with bounded kernels
an(x , y) = min{a(x , y), n}.
Take n→∞.
Does cn(x , t) converge to some c(x , t) ? In what sense ?
Remember a result of fundamental importance in Real Analysis: the
Bolzano-Weierstrass theorem.
Every bounded sequence in RN has a convergent subsequence.
Can something like this be used ?
Is the sequence (cn(x , t)) bounded? Yes, in L
1.
Is a version of Bolzano-Weierstrass theorem true in L1?
NOT for convergence in the sense of the L1 norm. . .
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(2) Passing to the limit in a sequence of truncated solutions
The problem
Let (cn(x , t)) a sequence of solutions to equations with bounded kernels
an(x , y) = min{a(x , y), n}.
Take n→∞.
Does cn(x , t) converge to some c(x , t) ? In what sense ?
Remember a result of fundamental importance in Real Analysis: the
Bolzano-Weierstrass theorem.
Every bounded sequence in RN has a convergent subsequence.
Can something like this be used ?
Is the sequence (cn(x , t)) bounded? Yes, in L
1.
Is a version of Bolzano-Weierstrass theorem true in L1?
NOT for convergence in the sense of the L1 norm. . .
Now what?
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(2) Passing to the limit in a sequence of truncated solutions
A possible way out:
L1 is an infinite dimensional space;
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L1 is an infinite dimensional space;
in infinite dimensional spaces there are always nonequivalent
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(2) Passing to the limit in a sequence of truncated solutions
A possible way out:
L1 is an infinite dimensional space;
in infinite dimensional spaces there are always nonequivalent
topologies;
see if there is a topology in which a version of Bolzano-Weierstrass
theorem is valid.
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in infinite dimensional spaces there are always nonequivalent
topologies;
see if there is a topology in which a version of Bolzano-Weierstrass
theorem is valid.
In fact, in infinite dimensional spaces we have the important theorem:
Let E be a Banach space. Then E is reflexive if and only if every
bounded sequence has a subsequence converging in the weak
σ(E ,E ′)-topology.
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In fact, in infinite dimensional spaces we have the important theorem:
Let E be a Banach space. Then E is reflexive if and only if every
bounded sequence has a subsequence converging in the weak
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Spaces Lp with p ∈ (1,∞) are reflexive.
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Let E be a Banach space. Then E is reflexive if and only if every
bounded sequence has a subsequence converging in the weak
σ(E ,E ′)-topology.
Spaces Lp with p ∈ (1,∞) are reflexive. Unfortunately, L1 is not reflexive:
a sequence being bounded does not guarantee the existence of a
subsequence weakly convergent in L1.
F.P. da Costa (Univ. Aberta & CAMGSD) Coagulation-Fragmentation Models 22 / 85
(2) Passing to the limit in a sequence of truncated solutions
A possible way out:
L1 is an infinite dimensional space;
in infinite dimensional spaces there are always nonequivalent
topologies;
see if there is a topology in which a version of Bolzano-Weierstrass
theorem is valid.
In fact, in infinite dimensional spaces we have the important theorem:
Let E be a Banach space. Then E is reflexive if and only if every
bounded sequence has a subsequence converging in the weak
σ(E ,E ′)-topology.
Spaces Lp with p ∈ (1,∞) are reflexive. Unfortunately, L1 is not reflexive:
a sequence being bounded does not guarantee the existence of a
subsequence weakly convergent in L1.
What can go wrong with a sequence in L1?
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What can prevent an L1 bounded sequence to be weakly convergent ?
Concentration. Example: fn(x) = n
pf (nx) with f ∈ C∞(Rp), f ≥ 0,
suppf ⊂ B1(0), and ‖f ‖1 = 1.
Vanishing. Example: gn : R→ R defined by gn(x) = exp(−|x − n|).
F.P. da Costa (Univ. Aberta & CAMGSD) Coagulation-Fragmentation Models 23 / 85
What can prevent an L1 bounded sequence to be weakly convergent ?
Concentration. Example: fn(x) = n
pf (nx) with f ∈ C∞(Rp), f ≥ 0,
suppf ⊂ B1(0), and ‖f ‖1 = 1.
Vanishing. Example: gn : R→ R defined by gn(x) = exp(−|x − n|).
Dunford-Pettis Theorem
Let F ⊂ L1(Ω). Then (i)⇔(ii), where:
(i) F is relatively weakly sequentially compact in L1(Ω).
(ii) F is bounded and
η(F) := inf
ε>0
sup
{∫
A
|f |dµ : f ∈ F ,A ∈ B, µ(A) ≤ ε
}
= 0
and ∀ε > 0,∃Ωε ∈ B such that µ(Ωε) <∞ and
sup
f ∈F
∫
Ω\Ωε
|f |dµ ≤ ε.
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Back to the sequence (cn(·, t)) ∈ L1.
The second condition in (ii) of the Dunford-Pettis theorem is easy to get
from the a priori bound M1(cn(·, t)) ≤ M1(c0):∫ ∞
R
cn(x , t)dx =
∫ ∞
R
1
x
xcn(x , t)dx
≤ 1
R
∫ ∞
R
xcn(x , t)dx
≤ 1
R
M1(cn(t))
≤ 1
R
M1(c0) −→ 0 as R →∞.
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Back to the sequence (cn(·, t)) ∈ L1.
The second condition in (ii) of the Dunford-Pettis theorem is easy to get
from the a priori bound M1(cn(·, t)) ≤ M1(c0):∫ ∞
R
cn(x , t)dx =
∫ ∞
R
1
x
xcn(x , t)dx
≤ 1
R
∫ ∞
R
xcn(x , t)dx
≤ 1
R
M1(cn(t))
≤ 1
R
M1(c0) −→ 0 as R →∞.
The uniform integrability condition η(F) = 0 in (ii) is more tricky.
It is obtained by a version of the de la Valle´e Poussin theorem:
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Back to the sequence (cn(·, t)) ∈ L1.
de la Valle´e Poussin Theorem
Let F ⊂ L1(Ω). Then (a)⇔(b), where:
(a) F is uniformly integrable (i.e., η(F) = 0).
(b) F is bounded and there exists Φ ∈ CVP∞ such that
sup
f ∈F
∫
Ω
Φ(|f |)dµ <∞.
where CVP∞ is the set of convex functions Φ ∈ C∞([0,∞)) such that Φ′
is concave, Φ(0) = Φ′(0) = 0, Φ′(x) > 0 for x > 0, and
lim
x→∞
Φ(x)
x
= lim
x→∞
Φ′(x) =∞.
Without these last conditions the set of functions is called CVP .
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Back to the sequence (cn(·, t)) ∈ L1.
Now, given c0 ∈ L1, it’s obvious that F = {c0} is uniformly integrable,
and the de la Valle´e Poussin theorem guarantees the existence of
Φ ∈ CVP∞ such that Φ(|c0|) ∈ L1.
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Back to the sequence (cn(·, t)) ∈ L1.
Now, given c0 ∈ L1, it’s obvious that F = {c0} is uniformly integrable,
and the de la Valle´e Poussin theorem guarantees the existence of
Φ ∈ CVP∞ such that Φ(|c0|) ∈ L1.
Differentiating
∫ R
0 Φ(cn(x , t))dx it is not difficult to prove that∫ R
0
Φ(cn(x , t))dx ≤ ‖Φ(c0)‖1eC1(R)t .
This, together with the bound for large values of x obtained previously
imply that the sequence (cn(·, t)) is uniformly integrable.
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Back to the sequence (cn(·, t)) ∈ L1.
Now, given c0 ∈ L1, it’s obvious that F = {c0} is uniformly integrable,
and the de la Valle´e Poussin theorem guarantees the existence of
Φ ∈ CVP∞ such that Φ(|c0|) ∈ L1.
Differentiating
∫ R
0 Φ(cn(x , t))dx it is not difficult to prove that∫ R
0
Φ(cn(x , t))dx ≤ ‖Φ(c0)‖1eC1(R)t .
This, together with the bound for large values of x obtained previously
imply that the sequence (cn(·, t)) is uniformly integrable.
Hence, the Dunford-Pettis theorem applied to {cn(·, t)} imply the
existence of a subsequence weakly convergent in L1(0,∞).
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Back to the sequence (cn(·, t)) ∈ L1.
To proceed, we now need to make assumptions on the growth of a(x , y).
Let us assume that a(x , y) = a(y , x) ≤ κ(1 + x)(1 + y) and
ωR(y) := sup
x∈(0,R)
a(x ,y)
y
→ 0 as y →∞.
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To proceed, we now need to make assumptions on the growth of a(x , y).
Let us assume that a(x , y) = a(y , x) ≤ κ(1 + x)(1 + y) and
ωR(y) := sup
x∈(0,R)
a(x ,y)
y
→ 0 as y →∞.
Then,
‖∂tcn(x , t)‖1 =
∫ ∞
0
|∂tcn(x , t)|dx
≤
∫ ∞
0
Q1(cn)(x , t)dx +
∫ ∞
0
Q2(cn)(x , t)dx
≤ 3κ2
∫ ∞
0
∫ ∞
0
(1 + x)(1 + y)cn(x , t)cn(y , t)dydx
= 3κ2 ‖cn(·, t)‖21,1 ≤ 3κ2 ‖c0‖21,1 =: C2(κ, c0)
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Back to the sequence (cn(·, t)) ∈ L1.
To proceed, we now need to make assumptions on the growth of a(x , y).
Let us assume that a(x , y) = a(y , x) ≤ κ(1 + x)(1 + y) and
ωR(y) := sup
x∈(0,R)
a(x ,y)
y
→ 0 as y →∞.
Then,
‖∂tcn(x , t)‖1 =
∫ ∞
0
|∂tcn(x , t)|dx
≤
∫ ∞
0
Q1(cn)(x , t)dx +
∫ ∞
0
Q2(cn)(x , t)dx
≤ 3κ2
∫ ∞
0
∫ ∞
0
(1 + x)(1 + y)cn(x , t)cn(y , t)dydx
= 3κ2 ‖cn(·, t)‖21,1 ≤ 3κ2 ‖c0‖21,1 =: C2(κ, c0)
And hence ∀n ≥ 1, ‖cn(·, t)− cn(·, s)‖1 ≤ C2|t − s|.
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Passing to the limit n→∞ in a subsequence
We now have:
(cn(·, t)) has a subsequence weakly convergent to a c(·, t) ∈ L1
(cn(·, t)) is weakly equicontinuous in L1
F.P. da Costa (Univ. Aberta & CAMGSD) Coagulation-Fragmentation Models 28 / 85
Passing to the limit n→∞ in a subsequence
We now have:
(cn(·, t)) has a subsequence weakly convergent to a c(·, t) ∈ L1
(cn(·, t)) is weakly equicontinuous in L1
Thus, an appropriate version of the Ascoli-Arzela` theorem implies that:
there exists a subsequence of (cn(·, t)) and c ∈ C([0,T ];w−L1(0,∞))
such that
cn(·, t) −→ c in C([0,T ];w−L1(0,∞)), ∀T > 0.
Is this limit function c a (weak) solution to the
(limit=untruncated=original) coagulation system?
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The equation solved by the limit function c(x , t)
We can now prove that, under appropriate conditions, the limit function
c(x , t) is a weak solution of the coagulation equation:
Theorem
Assume a(x , y) = a(y , x) ≤ κ(1 + x)(1 + y) and
ωR(y) := sup
x∈(0,R)
a(x , y)
y
→ 0 as y →∞. Let c0 ∈ L11(0,∞) and c0 ≥ 0
a.e. in (0,∞). Then, ∀t > 0, ∀θ ∈ L∞(0,∞), ∃c ≥ 0 a.e. such that
c ∈ C([0,∞); L1(0,∞)) ∩ L∞(0,∞; L11(0,∞)),
and∫ ∞
0
θ(x)(c(x , t)−c0(x))dx = 12
∫ t
0
∫ ∞
0
∫ ∞
0
θ˜(x , y)a(x , y)c(x , s)c(y , s)dydxds.
where θ˜(x , y) := θ(x + y)− θ(x)− θ(y).
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The equation solved by the limit function c(x , t)
We do not have time to study the proof of this theorem in detail. The
main ingredients are the following:
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The equation solved by the limit function c(x , t)
We do not have time to study the proof of this theorem in detail. The
main ingredients are the following:
1 consider first θ ∈ L∞ with compact support suppθ ⊂ (0,R0).
2 split the triple integral in the rhs as the sum of 3 integrals, corresponding to
the decomposition of R+ × R+ in the rectangles shown:
x
y
I2,n
I3,n
R0
R0
I1,n
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The equation solved by the limit function c(x , t)
1 The triple integral in the rhs is the sum of
I1,n(t) =
∫ t
0
∫ R0
0
∫ R0
0
θ˜(x , y)an(x , y)cn(x , s)cn(y , s)dydxds.
I2,n(t) = −
∫ t
0
∫ R0
0
∫ ∞
R0
θ(x)an(x , y)cn(x , s)cn(y , s)dydxds.
I3,n(t) = −
∫ t
0
∫ ∞
R0
∫ ∞
0
θ(y)an(x , y)cn(x , s)cn(y , s)dydxds.
2 use the uniform a priori bounds on M0(cn) and M1(cn), the assumptions on
a(x , y), and Vitali’s theorem (“weak-L1 + pointwise convergence = strong
L1 convergence”) to pass to the limit n→∞ (in a convenient
subsequence. . . ) in Ij,n for each j .
3 use a density argument to get the result for arbitrary θ ∈ L∞.
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Final remarks
Clearly, other assumptions on the coagulation kernel a(x , y), or the
consideration of fragmentation, will require an adaptation of some of
the arguments in a non trivial way.
F.P. da Costa (Univ. Aberta & CAMGSD) Coagulation-Fragmentation Models 32 / 85
Final remarks
Clearly, other assumptions on the coagulation kernel a(x , y), or the
consideration of fragmentation, will require an adaptation of some of
the arguments in a non trivial way.
However, the main ideas are still applicable:
F.P. da Costa (Univ. Aberta & CAMGSD) Coagulation-Fragmentation Models 32 / 85
Final remarks
Clearly, other assumptions on the coagulation kernel a(x , y), or the
consideration of fragmentation, will require an adaptation of some of
the arguments in a non trivial way.
However, the main ideas are still applicable:
◮ (weak) compactness arguments to pass to the limit in the
approximated (truncated) system;
F.P. da Costa (Univ. Aberta & CAMGSD) Coagulation-Fragmentation Models 32 / 85
Final remarks
Clearly, other assumptions on the coagulation kernel a(x , y), or the
consideration of fragmentation, will require an adaptation of some of
the arguments in a non trivial way.
However, the main ideas are still applicable:
◮ (weak) compactness arguments to pass to the limit in the
approximated (truncated) system;
◮ a priori bounds independent of the approximation (truncation size), and
limit theorems, to obtain the equation solved by the limit function;
F.P. da Costa (Univ. Aberta & CAMGSD) Coagulation-Fragmentation Models 32 / 85
Final remarks
Clearly, other assumptions on the coagulation kernel a(x , y), or the
consideration of fragmentation, will require an adaptation of some of
the arguments in a non trivial way.
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◮ a priori bounds independent of the approximation (truncation size), and
limit theorems, to obtain the equation solved by the limit function;
◮ further regularity whenever possible.
F.P. da Costa (Univ. Aberta & CAMGSD) Coagulation-Fragmentation Models 32 / 85
Final remarks
Clearly, other assumptions on the coagulation kernel a(x , y), or the
consideration of fragmentation, will require an adaptation of some of
the arguments in a non trivial way.
However, the main ideas are still applicable:
◮ (weak) compactness arguments to pass to the limit in the
approximated (truncated) system;
◮ a priori bounds independent of the approximation (truncation size), and
limit theorems, to obtain the equation solved by the limit function;
◮ further regularity whenever possible.
This general approach is, of course, also used in many studies of
PDEs!
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to be continued. . .
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Coagulation-Fragmentation Models
Lecture 1. Generalities. Existence of solutions via weak L1 methods
Lecture 2. Aspects of long-time behaviour: phase transitions
Lecture 3. Further aspects of long-time behaviour
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We will consider the discrete coagulation-fragmentation process:
(k)
(j) (j + k)
aj ,k
bj ,k
modelled by the system:
dcj
dt
=
1
2
j−1∑
k=1
Wj−k,k(c)−
∞∑
k=1
Wj ,k(c) (4)
where
Wj ,k(c) := aj ,kcjck − bj ,kcj+k .
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We will also consider the special case of the Becker-Do¨ring model:
(1)
(j) (j + 1)
aj
bj+1
modelled by the system:
dcj
dt
= W˜j−1(c)− W˜j(c), j ≥ 2
dc1
dt
= −W˜1 −
∞∑
j=1
W˜j(c)
(5)
where
W˜j(c) := ajcjc1 − bj+1cj+1.
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We shall consider the following subspaces of ℓ1:
Xp :=
{
c = (cj) ∈ RN+ : ‖c‖p =
∞∑
j=1
jp |cj | <∞
}
, with p ≥ 0.
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We shall consider the following subspaces of ℓ1:
Xp :=
{
c = (cj) ∈ RN+ : ‖c‖p =
∞∑
j=1
jp |cj | <∞
}
, with p ≥ 0.
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We shall consider the following subspaces of ℓ1:
Xp :=
{
c = (cj) ∈ RN+ : ‖c‖p =
∞∑
j=1
jp |cj | <∞
}
, with p ≥ 0.
(Recall the “physical” interpretation: when cj ≥ 0,∀j ,
X0 = number of clusters; X1 = total density.)
Basic assumptions on the rate coefficients:
◮ growth type assumptions, e.g.:
0 ≤ aj ≤ jα, α ∈ [0, 1];
◮ structural type assumptions, e.g.: the detailed balace assumption:
∃(Qj ) : Q1 = 1, ajQjQ1 = bj+1Qj+1.
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Definition of a (mild) solution of the Becker-Do¨ring system
Definition
A (mild) solution of the Becker-Do¨ring system on [0,T ) is a function
c = (cj ) : [0,T )→ X1 such that:
1 cj ≥ 0, ∀j ;
2 cj : [0,T )→ R+ is continuous and supt∈[0,T ) ‖c(t)‖1 <∞;
3
∫ t
0
∞∑
j=1
ajcj <∞,
∫ t
0
∞∑
j=1
bj+1cj <∞, ∀t ∈ [0,T );
4
cj(t) = cj(0) +
∫ t
0
(
W˜j−1(c(s)) − W˜j(c(s))
)
ds,
c1(t) = c1(0)−
∫ t
0
(
W˜1(c(s)) +
∞∑
j=1
W˜j(c(s))
)
ds
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On solutions to the Becker-Do¨ring system
Under physically reasonable conditions, such as
0 ≤ aj ≤ Kj , 0 ≤ bj ≤ Bj , c(0) ∈ X+1+ε := X1+ε ∩ {c ≥ 0}
or
0 ≤ aj ≤ Kj , 0 ≤ bj , c(0) ∈ X+2
one can prove existence and uniqueness of global (i.e., defined in [0,∞))
solution, and also density conservation (i.e., ‖c(t)‖1 = ‖c(0)‖1, ∀t > 0.)
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On solutions to the Becker-Do¨ring system
Under physically reasonable conditions, such as
0 ≤ aj ≤ Kj , 0 ≤ bj ≤ Bj , c(0) ∈ X+1+ε := X1+ε ∩ {c ≥ 0}
or
0 ≤ aj ≤ Kj , 0 ≤ bj , c(0) ∈ X+2
one can prove existence and uniqueness of global (i.e., defined in [0,∞))
solution, and also density conservation (i.e., ‖c(t)‖1 = ‖c(0)‖1, ∀t > 0.)
Assume the detailed balance condition:
∃(Qj) : Q1 = 1, ajQjQ1 = bj+1Qj+1.
Then,
ceq =
(
c
eq
j
)
, with ceqj = Qjz
j
is a formal equilibrium solution (i.e., W˜j(c
eq) = 0,∀j) of (5).
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Equilibria of the Becker-Do¨ring system
For a formal equilibrium to be really an equilibrium of (5) we must have
ceq ∈ X1 ⇐⇒
∞∑
j=1
jQjz
j <∞
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Equilibria of the Becker-Do¨ring system
For a formal equilibrium to be really an equilibrium of (5) we must have
ceq ∈ X1 ⇐⇒
∞∑
j=1
jQjz
j <∞
Let F (z) :=
∞∑
j=1
jQjz
j .
Let zs :=
(
lim supQ
1/j
j
)−1
be the radius of convergence of this series.
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Equilibria of the Becker-Do¨ring system
For a formal equilibrium to be really an equilibrium of (5) we must have
ceq ∈ X1 ⇐⇒
∞∑
j=1
jQjz
j <∞
Let F (z) :=
∞∑
j=1
jQjz
j .
Let zs :=
(
lim supQ
1/j
j
)−1
be the radius of convergence of this series.
Assume zs 6= 0. Define the critical density ρs := sup[0,zs) F (z).{
zs =∞⇒ ρs =∞
zs <∞⇒ ρs ∈ (0,∞], and if ρs 6=∞ then ρs = F (zs)
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Equilibria of the Becker-Do¨ring system
Suppose 0 < ρs <∞.
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Equilibria of the Becker-Do¨ring system
Suppose 0 < ρs <∞.
ρ ∈ (ρs ,∞) ⇒ there is no equilibrium ceq with ‖ceq‖1 = ρ.
ρ ∈ [0, ρs ] ⇒ there exists an equilibrium cρ =
(
Qjz
j
)
where
z is the unique solution of F (z) = ρ.
supercritical
subcritical
no equilibria
exists cρ with ‖cρ‖1 = ρ.
0
density, ρ
critical density, ρs
F.P. da Costa (Univ. Aberta & CAMGSD) Coagulation-Fragmentation Models 41 / 85
Equilibria of the Becker-Do¨ring system
Suppose 0 < ρs <∞.
ρ ∈ (ρs ,∞) ⇒ there is no equilibrium ceq with ‖ceq‖1 = ρ.
ρ ∈ [0, ρs ] ⇒ there exists an equilibrium cρ =
(
Qjz
j
)
where
z is the unique solution of F (z) = ρ.
supercritical
subcritical
no equilibria
exists cρ with ‖cρ‖1 = ρ.
0
density, ρ
critical density, ρs
This looks like a phase transition of condensation type:
“Subcritical” ⇔ “subsaturated vapor”
“Supercritical” ⇔ “supersaturated vapor”
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Dynamic phase transition
The dynamics of the Becker-Do¨ring system is very interesting.
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Dynamic phase transition
The dynamics of the Becker-Do¨ring system is very interesting.
Under appropriate assumptions (such as those stated previously) we have
Dynamic phase transition behaviour
Let zs =∞ (hence also ρs =∞).
Then c(t)→ cρ0 strongly in X1, where cρ0 is the unique equilibrium
solution of (5) with ‖cρ0‖1 = ρ0, and ρ0 := ‖c(0)‖1.
Let ρs ∈ (0,∞).
Let ρ0 be the density of the initial condition, let c
ρ0 be as above, and cρs
be the unique equilibrium solution with critical density ρs . Then:
1 if ρ0 ∈ [0, ρs ], then c(t)→ cρ0 strongly in X1;
2 if ρ0 > ρs , then c(t)
∗
⇀ cρs , but not strongly, in X1.
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Dynamic phase transition
The dynamics of the Becker-Do¨ring system is very interesting.
Under appropriate assumptions (such as those stated previously) we have
Dynamic phase transition behaviour
Let zs =∞ (hence also ρs =∞).
Then c(t)→ cρ0 strongly in X1, where cρ0 is the unique equilibrium
solution of (5) with ‖cρ0‖1 = ρ0, and ρ0 := ‖c(0)‖1.
Let ρs ∈ (0,∞).
Let ρ0 be the density of the initial condition, let c
ρ0 be as above, and cρs
be the unique equilibrium solution with critical density ρs . Then:
1 if ρ0 ∈ [0, ρs ], then c(t)→ cρ0 strongly in X1;
2 if ρ0 > ρs , then c(t)
∗
⇀ cρs , but not strongly, in X1.
This is essentially the great result in the 1986 Becker-Do¨ring
paper by John Ball, Jack Carr, and Oliver Penrose.
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Dynamic phase transition
The proof that this phase transition behaviour also takes place in the full
coagulation-fragmentation system (4) was concluded only much more
recently (in 2007, by Jose´ Can˜izo).
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Dynamic phase transition
The proof that this phase transition behaviour also takes place in the full
coagulation-fragmentation system (4) was concluded only much more
recently (in 2007, by Jose´ Can˜izo).
For (4) there is a crucial distinction between “strong” and “weak”
fragmentation coefficients (given the coagulation ones, which typically are
at most bilinear, like aj ,k ≤ C · (j + k), aj ,k ≤ C · (jk), or
aj ,k ≤ C · (jαkβ + jβkα) with α+ β ≤ 1, etc.).
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fragmentation coefficients (given the coagulation ones, which typically are
at most bilinear, like aj ,k ≤ C · (j + k), aj ,k ≤ C · (jk), or
aj ,k ≤ C · (jαkβ + jβkα) with α+ β ≤ 1, etc.).
Let us see the main distinction between these two classes.
A strong enough fragmentation (when compared with the coagulation
coefficients) regularizes the solution, relative to the space where c(0) is
given. Since Xµ
c⊂ Xν when µ > ν, the regularization provides a priori
bounds and pre-compacteness of orbits.
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Dynamic phase transition
The proof that this phase transition behaviour also takes place in the full
coagulation-fragmentation system (4) was concluded only much more
recently (in 2007, by Jose´ Can˜izo).
For (4) there is a crucial distinction between “strong” and “weak”
fragmentation coefficients (given the coagulation ones, which typically are
at most bilinear, like aj ,k ≤ C · (j + k), aj ,k ≤ C · (jk), or
aj ,k ≤ C · (jαkβ + jβkα) with α+ β ≤ 1, etc.).
Let us see the main distinction between these two classes.
A strong enough fragmentation (when compared with the coagulation
coefficients) regularizes the solution, relative to the space where c(0) is
given. Since Xµ
c⊂ Xν when µ > ν, the regularization provides a priori
bounds and pre-compacteness of orbits.
Let us state the result.
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Dynamic phase transition
Long time behaviour under a strong fragmentation condition
Assume:
aj ,k = ak,j ≥ 0, bj ,k = bk,j ≥ 0,∀j , k , and a1,j , b1,j > 0,∀j ;
aj ,k ≤ C · (jα + kα) [or aj ,k ≤ C · (jk)α], α ≤ 1;
⌊r−1/2⌋∑
j=1
jµbj ,r−j > Cf (µ)r
γ+µ, for γ > α;
lim inf Q
1/jq
j > 0 for some q ≥ 1.
Then:
For every ρ ≥ 0 there exists cρ, an equilibrium solution with ‖cρ‖1 = ρ,
such that, for every c0 ∈ X+1 with ‖c0‖1 = ρ, the unique solution of (4)
with constant density satisfies ‖c(t)− cρ‖m → 0 as t →∞, ∀m ≥ 1.
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Main ideas and sketch of proof
Consider the N-truncated coagulation-fragmentation system
dcNj
dt
=
1
2
j−1∑
k=1
Wj−k,k(c
N)−
N−j∑
k=1
Wj ,k(c
N), 1 ≤ j ≤ N.
and prove that, ∀µ > 1 and with δ = 1 + γµ−1 , its solutions satisfy
d
dt
‖cN‖µ ≤ C0‖cN‖µ−C1‖cN‖δµ
[
d
dt
‖cN‖µ ≤ D0 +D1‖cN‖θµ −D2‖cN‖δµ
]
(where θ = 1 + 2α−1µ−1 .)
We can solve this differential inequality and pass to the limit N →∞
to obtain
‖c(t)‖µ ≤ A ·
(
1− e−Bt
)−µ−1
γ
[
‖c(t)‖µ ≤
(
(ν − 1)At)− 1ν−1 ] (6)
(for any ν ∈ (1, δ) and an adequately chosen constant A.)
F.P. da Costa (Univ. Aberta & CAMGSD) Coagulation-Fragmentation Models 45 / 85
Dynamic phase transition
The strong fragmentation condition implies that the
(1 + γ − ε)-moments of every density conserving solution not only
exist (as we already know by (6)) but are actually integrable in [0, t)
for all t <∞, which implies the uniqueness of the density conserving
solutions.
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Dynamic phase transition
The strong fragmentation condition implies that the
(1 + γ − ε)-moments of every density conserving solution not only
exist (as we already know by (6)) but are actually integrable in [0, t)
for all t <∞, which implies the uniqueness of the density conserving
solutions.
Hence, there exists a semigroup of operators T (·) such that T (·)c0 is
the solution of the coagulation-fragmentation system (4), and (6)
implies that the orbit ∪t≥τT (t)c0 is bounded in Xµ, hence
precompact in X+1 . This implies the omega-limit set ω(c0) ⊂ Xµ is
nonempty.
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Dynamic phase transition
The strong fragmentation condition implies that the
(1 + γ − ε)-moments of every density conserving solution not only
exist (as we already know by (6)) but are actually integrable in [0, t)
for all t <∞, which implies the uniqueness of the density conserving
solutions.
Hence, there exists a semigroup of operators T (·) such that T (·)c0 is
the solution of the coagulation-fragmentation system (4), and (6)
implies that the orbit ∪t≥τT (t)c0 is bounded in Xµ, hence
precompact in X+1 . This implies the omega-limit set ω(c0) ⊂ Xµ is
nonempty.
For the caracterization of ω(c0) we now use the detailed balance
condition and the Lyapunov function
V (c) :=
∞∑
j=1
cj ·
(
log
cj
Qj
− 1
)
in the following way:
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Dynamic phase transition
◮ Using the assumption on Qj we can prove that V is bounded in
Xm ∩ X+1,ρ, and continuous if m ≥ q.
◮ Using cN → c strongly in X+m , ∀m ≥ 1, (due to the strong
fragmentation condition), and the continuity of V , we conclude that
V (c(t)) +
∫ t
τ
DCF(c(s))ds ≤ V (c(τ)), (7)
where
DCF(c) :=
1
2
∑
j,k≥1
Hj,k (c)
and
Hj,k(c) := (aj,kcjck − bj,kcj+k )(log aj,kcjck − log bj,kcj+k ) ≥ 0.
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Dynamic phase transition
The detailed balance condition and inequality (7) are used to prove
the uniqueness of an equilibrium cρ with density ρ, which must be of
the form cρj = Qjz
j , for z the unique solution of F (z) = ρ.
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Dynamic phase transition
The detailed balance condition and inequality (7) are used to prove
the uniqueness of an equilibrium cρ with density ρ, which must be of
the form cρj = Qjz
j , for z the unique solution of F (z) = ρ.
Thus we conclude that, for every c0 ∈ X+1 with ‖c0‖1 = ρ, we have
ω(c0) = {cρ}.
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Dynamic phase transition
“Weak fragmentation” conditions
The crucial difference to the “strong fragmentation” case is that now
orbits are not precompact in the strong (norm) topology of X1.
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Dynamic phase transition
“Weak fragmentation” conditions
The crucial difference to the “strong fragmentation” case is that now
orbits are not precompact in the strong (norm) topology of X1.
The precise assumption can be stated as follows:
aj ,k = ak,j ≥ 0, bj ,k = bk,j ≥ 0,∀j , k , and
there exists λ ∈ [0, 1) such that a1,j > C1jλ,∀j ;
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orbits are not precompact in the strong (norm) topology of X1.
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aj ,k = ak,j ≥ 0, bj ,k = bk,j ≥ 0,∀j , k , and
there exists λ ∈ [0, 1) such that a1,j > C1jλ,∀j ;
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j=1
jµbj ,i−j ≤ Kiγ , for some γ and all i ≥ 1;
limQ
1/j
j = z
−1
s ∈ (0,∞);
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The crucial difference to the “strong fragmentation” case is that now
orbits are not precompact in the strong (norm) topology of X1.
The precise assumption can be stated as follows:
aj ,k = ak,j ≥ 0, bj ,k = bk,j ≥ 0,∀j , k , and
there exists λ ∈ [0, 1) such that a1,j > C1jλ,∀j ;
aj ,k ≤ K · (jλ + kλ);
i−1∑
j=1
jµbj ,i−j ≤ Kiγ , for some γ and all i ≥ 1;
limQ
1/j
j = z
−1
s ∈ (0,∞);
(Qjz
j
s)j is a monotone decreasing sequence;
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Dynamic phase transition
“Weak fragmentation” conditions
The crucial difference to the “strong fragmentation” case is that now
orbits are not precompact in the strong (norm) topology of X1.
The precise assumption can be stated as follows:
aj ,k = ak,j ≥ 0, bj ,k = bk,j ≥ 0,∀j , k , and
there exists λ ∈ [0, 1) such that a1,j > C1jλ,∀j ;
aj ,k ≤ K · (jλ + kλ);
i−1∑
j=1
jµbj ,i−j ≤ Kiγ , for some γ and all i ≥ 1;
limQ
1/j
j = z
−1
s ∈ (0,∞);
(Qjz
j
s)j is a monotone decreasing sequence;
c0 ∈ X+µ , µ := max{2− λ, 1 + λ, 1 + γ}.
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Dynamic phase transition
The result
With these weak fragmentation conditions, the dynamic phase
transition theorem that was proved for the Becker-Do¨ring system (5)
is also true for the coagulation-fragmentation system (4).
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Dynamic phase transition
The result
With these weak fragmentation conditions, the dynamic phase
transition theorem that was proved for the Becker-Do¨ring system (5)
is also true for the coagulation-fragmentation system (4).
General strategy of the proof
The general strategy of the proof consists in showing that if a
solution converges weak-∗ to an equilibrium with subcritical density,
then the convergence is strong in (i.e., in the norm topology of) X1,
and hence the density of the limit is equal to the initial density.
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Dynamic phase transition
Main ideas and sketch of proof
Using the continuity of
Vzs (c) := V (c)−(log zs)
∞∑
j=1
jcj =
∞∑
j=1
cj ·
(
log
cj
Qj
−1
)
−(log zs)
∞∑
j=1
jcj
in the metric space B+ρ0 :=
{
c ∈ X+1 : ‖c‖1 ≤ ρ0
}
with distance
dist(c , e) := ‖c − e‖0, and using the fact that Vzs satisfies
Vzs (c(t)) +
∫ t
0
DCF(c(s))ds = Vzs (c0) (8)
we can use the precompactness of the orbits in B+ρ0 to conclude that
ω(c) is made of solutions along which Vzs has a constant value
V∞zs := limt→∞
Vzs (c(t))
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Dynamic phase transition
Main ideas and sketch of proof
Take any c(·) ∈ ω(c), then Vzs (c(t)) = Vzs (c0) and (8) implies that
D(c(s)) ≡ 0, which implies that c j = Qj(c1(t))j .
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Dynamic phase transition
Main ideas and sketch of proof
Take any c(·) ∈ ω(c), then Vzs (c(t)) = Vzs (c0) and (8) implies that
D(c(s)) ≡ 0, which implies that c j = Qj(c1(t))j .
From conservation of density:
∞∑
j=1
jc j(t) =
∞∑
j=1
jQj
(
c1(t)
)j
=
∞∑
j=1
jQj
(
c1(0)
)j
which implies that c1(t) = constant.
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Main ideas and sketch of proof
Take any c(·) ∈ ω(c), then Vzs (c(t)) = Vzs (c0) and (8) implies that
D(c(s)) ≡ 0, which implies that c j = Qj(c1(t))j .
From conservation of density:
∞∑
j=1
jc j(t) =
∞∑
j=1
jQj
(
c1(t)
)j
=
∞∑
j=1
jQj
(
c1(0)
)j
which implies that c1(t) = constant.
Consequently, all elements of ω(c) are equilibria cρ, and so ρ ≤ ρs .
Thus ρ ≤ min{ρ0, ρs}.
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Dynamic phase transition
Main ideas and sketch of proof
Take any c(·) ∈ ω(c), then Vzs (c(t)) = Vzs (c0) and (8) implies that
D(c(s)) ≡ 0, which implies that c j = Qj(c1(t))j .
From conservation of density:
∞∑
j=1
jc j(t) =
∞∑
j=1
jQj
(
c1(t)
)j
=
∞∑
j=1
jQj
(
c1(0)
)j
which implies that c1(t) = constant.
Consequently, all elements of ω(c) are equilibria cρ, and so ρ ≤ ρs .
Thus ρ ≤ min{ρ0, ρs}.
Since Vzs (c
ρ) is a monotone strictly decreasing function of ρ, we
must have ω(c) = {cρ}, for a unique value of ρ ∈ [0,min{ρ0, ρs}]
and dist(c(t), cρ)→ 0 as t →∞, i.e.
c(t)
∗
⇀ cρ.
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Dynamic phase transition
Main ideas and sketch of proof
To prove that the convergence is strong if ρ < ρs we use the inequality
‖c‖1 −
∞∑
j=1
jQjc
j
1 ≤ C
√
DBD‖c‖12−λ/2, (9)
where DBD is the free-energy dissipation rate for the Becker-Do¨ring
system
DBD(c) :=
∞∑
j=1
ajQj
(c1cj
Qj
− cj+1
Qj+1
)(
log
c1cj
Qj
− log cj+1
Qj+1
)
,
i.e., is the function such that
V (cBD(t)) = V (cBD(τ))−
∫ t
τ
DBD(cBD(s))ds,
for solutions cBD of the Becker-Do¨ring system (5).
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Dynamic phase transition
Main ideas and sketch of proof
Working with the N-truncated system and passing to the limit
N →∞ we can prove that
‖c(t)‖2−λ ≤ C · (1 + t) if c0 ∈ X+2−λ. (10)
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Dynamic phase transition
Main ideas and sketch of proof
Working with the N-truncated system and passing to the limit
N →∞ we can prove that
‖c(t)‖2−λ ≤ C · (1 + t) if c0 ∈ X+2−λ. (10)
Suppose now that c(t)
∗
⇀ ceq = (Qjz
j), and z < zs . Thus
c1(t)→ z < zs , and so, for t sufficiently large, c1(t) ≤ z+zs2 < zs .
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N →∞ we can prove that
‖c(t)‖2−λ ≤ C · (1 + t) if c0 ∈ X+2−λ. (10)
Suppose now that c(t)
∗
⇀ ceq = (Qjz
j), and z < zs . Thus
c1(t)→ z < zs , and so, for t sufficiently large, c1(t) ≤ z+zs2 < zs .
Using (9) and (10), and being ρ1(t) := ‖Qj(c1(t))j‖1, we conclude
ρ− ρ1(t) ≤ C
√
DBD
√
1 + t ⇐⇒ DBD ≥ 1
C 2
(ρ− ρ1(t))2
1 + t
.
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Suppose now that c(t)
∗
⇀ ceq = (Qjz
j), and z < zs . Thus
c1(t)→ z < zs , and so, for t sufficiently large, c1(t) ≤ z+zs2 < zs .
Using (9) and (10), and being ρ1(t) := ‖Qj(c1(t))j‖1, we conclude
ρ− ρ1(t) ≤ C
√
DBD
√
1 + t ⇐⇒ DBD ≥ 1
C 2
(ρ− ρ1(t))2
1 + t
.
Computing V along solutions we obtain. . .
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Dynamic phase transition
Main ideas and sketch of proof
V (t) = V (t1)−
∫ t
t1
DCF
≤ V (t1)−
∫ t
t1
DBD
≤ V (t1)− 1
C 2
∫ t
t1
(ρ− ρ1(s))2
1 + s
ds
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Main ideas and sketch of proof
V (t) = V (t1)−
∫ t
t1
DCF
≤ V (t1)−
∫ t
t1
DBD
≤ V (t1)− 1
C 2
∫ t
t1
(ρ− ρ1(s))2
1 + s
ds
Thus, V bounded from below along solutions
=⇒ integral bounded from above
=⇒ ρ = ρz , since ρ1(t)→ ρz .
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Main ideas and sketch of proof
V (t) = V (t1)−
∫ t
t1
DCF
≤ V (t1)−
∫ t
t1
DBD
≤ V (t1)− 1
C 2
∫ t
t1
(ρ− ρ1(s))2
1 + s
ds
Thus, V bounded from below along solutions
=⇒ integral bounded from above
=⇒ ρ = ρz , since ρ1(t)→ ρz .
Since c(t)
∗
⇀ ceq and ‖c(t)‖1 = ρ = ρz = ‖ceq‖1
we finally conclude that
c(t)→ ceq strongly in X1
.
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What else?
The phase transition problem just visited is but one of the many
interesting issues in the dynamic behaviour of solutions of the
coagulation-fragmentation equations.
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What else?
The phase transition problem just visited is but one of the many
interesting issues in the dynamic behaviour of solutions of the
coagulation-fragmentation equations.
Some other problems are:
what are the rates of convergence of solutions to the their limits ?
what happens to the excess density in the supercritical regime ?
do solutions approach some universal (scaling) profile ?
We shall look at some aspects of these problems in the last session.
There are, of course, a large number of other problems that we have no
time to speak about!
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to be continued. . .
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Coagulation-Fragmentation Models
Lecture 1. Generalities. Existence of solutions via weak L1 methods
Lecture 2. Aspects of long-time behaviour: phase transitions
Lecture 3. Further aspects of long-time behaviour
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Aspects of long time behaviour: convergence rates
A problem we did not address until now is the rate of convergence of
solutions to the limit equilibrium solution.
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Aspects of long time behaviour: convergence rates
A problem we did not address until now is the rate of convergence of
solutions to the limit equilibrium solution.
The distinction between strong and weak fragmentation is still relevant.
For a strong fragmentation case we have:
Rate of convergence to equilibria, Fournier & Mischler (2004)
Assume
aj ,k ≤ Kc(jk)α, with α ∈ [0, 1];
L(j + k)γ ≤ bj ,k ≤ Kf (j + k)s , with s, γ ∈ (−1,∞), γ > −2(1− α);
ρ = ‖c0‖1 is sufficiently small.
Then the solution T (t)c0 of the cogulation-fragmentation equation
satisfies
‖T (t)c0 − cˆ‖2 ≤ Ke−κt , for all t ≥ 1,
where K and κ are constants and cˆ is the only equilibrium solution with
density ρ.
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Convergence rates with strong fragmentation
It is interesting to observe that this result does not require the detailed
balance assumption: it is not necessary for the existence and uniqueness of
equilibria with a given density, neither for the convergence to those
equilibria.
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Convergence rates with strong fragmentation
It is interesting to observe that this result does not require the detailed
balance assumption: it is not necessary for the existence and uniqueness of
equilibria with a given density, neither for the convergence to those
equilibria.
The proof uses in a crucial way the fact that the strong fragmentation
assumption provided by the lower bound on the coefficients bj ,k imply
higher order moments are bounded.
The main ingredient is the establishment of the inequality
d
dt
‖c(t)− d(t)‖2 ≤
(
2K‖c(t) + d(t)‖3 − L16
)
‖c(t)− d(t)‖2
and uniformly bounding 2K‖c + d‖3 by a constant smaller than L/16
provided the initial density is sufficiently small.
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Convergence rates in Becker-Do¨ring
Remember the two distinct cases:
1 subcritical solutions: ‖c(t)‖1 = ‖c0‖1 < ρs ;
2 supercritical solutions: ‖c(t)‖1 = ‖c0‖1 > ρs .
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Let us first consider the subcritical case (see papers by Can˜izo, Lods,
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Remember the two distinct cases:
1 subcritical solutions: ‖c(t)‖1 = ‖c0‖1 < ρs ;
2 supercritical solutions: ‖c(t)‖1 = ‖c0‖1 > ρs .
Let us first consider the subcritical case (see papers by Can˜izo, Lods,
Murray, Niethammer, Pego, Vela´zquez, etc.)
With appropriate assumptions the following is true:
∞∑
j=1
eνjcj(0) <∞ =⇒
=⇒ ∃ν ∈ (0, ν), λ∗ > 0 : ∀η ∈ (0, ν),∃C > 0 : ∀t ≥ 0,
∞∑
j=1
eηj
∣∣∣cj (t)− Qjz j ∣∣∣ ≤ Ce−λ∗t .
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Remember the two distinct cases:
1 subcritical solutions: ‖c(t)‖1 = ‖c0‖1 < ρs ;
2 supercritical solutions: ‖c(t)‖1 = ‖c0‖1 > ρs .
Let us first consider the subcritical case (see papers by Can˜izo, Lods,
Murray, Niethammer, Pego, Vela´zquez, etc.)
With appropriate assumptions the following is true:
∞∑
j=1
eνjcj(0) <∞ =⇒
=⇒ ∃ν ∈ (0, ν), λ∗ > 0 : ∀η ∈ (0, ν),∃C > 0 : ∀t ≥ 0,
∞∑
j=1
eηj
∣∣∣cj (t)− Qjz j ∣∣∣ ≤ Ce−λ∗t .
The proof is highly nontrivial from a technical point of view.
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Convergence rates in Becker-Do¨ring
Although the proof is technically quite hard, the main idea used is
classical:
1 linearize about the equilibrium (Qjz
j)j ;
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Convergence rates in Becker-Do¨ring
Although the proof is technically quite hard, the main idea used is
classical:
1 linearize about the equilibrium (Qjz
j)j ;
2 prove a linear spectral gap in appropriate spaces;
3 control the nonlinearities.
The techniques are related to / inspired by those developed for the study
of exponential convergence in the Navier-Stokes and in the Boltzmann
equations.
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Convergence rates in Becker-Do¨ring
Let us see this idea a little more closely:
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Convergence rates in Becker-Do¨ring
Let us see this idea a little more closely:
Let
cj(t) = Qjz
j(1 + hj(t)), hj(t) ∈ [−1,∞).
Mass conservation =⇒
∞∑
j=1
jQjz
jhj = 0.
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Convergence rates in Becker-Do¨ring
Let us see this idea a little more closely:
Let
cj(t) = Qjz
j(1 + hj(t)), hj(t) ∈ [−1,∞).
Mass conservation =⇒
∞∑
j=1
jQjz
jhj = 0.
In the new variable h = (hj )j the Becker-Do¨ring system becomes
dh
dt
= F (h1(t))h, (11)
where F (g) = L+ gΓ, with the linear operators L, Γ given by. . .
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Convergence rates in Becker-Do¨ring
∞∑
i=1
Qiz
i(Lh)iϕi :=
∞∑
i=1
aiQiQ1z
i+1(h1 + hi − hi+1)(ϕi+1 − ϕi − ϕ1),
∞∑
i=1
Qiz
i(Γh)iϕi :=
∞∑
i=1
aiQiQ1z
i+1hi(ϕi+1 − ϕi − ϕ1).
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∞∑
i=1
Qiz
i(Lh)iϕi :=
∞∑
i=1
aiQiQ1z
i+1(h1 + hi − hi+1)(ϕi+1 − ϕi − ϕ1),
∞∑
i=1
Qiz
i(Γh)iϕi :=
∞∑
i=1
aiQiQ1z
i+1hi(ϕi+1 − ϕi − ϕ1).
In an appropriately defined Hilbert space of sequences with exponential
weight, H = ℓ2((1 + σi)Qiz i), it can be proved that there exists a positive
constant λ0 such that
〈Lh, h〉H ≤ −λ0‖h‖2H.
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Convergence rates in Becker-Do¨ring
To control the nonlinear terms, a careful enlargement of the space to the
weighted ℓ1 space (where η ∈ (0, 1) is sufficiently small) defined by
Xη :=
{
h = (hi ) : ‖h‖ :=
∞∑
i=1
Qie
ηi |hi | <∞,
∞∑
i=1
Qi ihi = 0
}
is done, finally resulting in the proof of exponential convergence to
equilibria stated above.
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Xη :=
{
h = (hi ) : ‖h‖ :=
∞∑
i=1
Qie
ηi |hi | <∞,
∞∑
i=1
Qi ihi = 0
}
is done, finally resulting in the proof of exponential convergence to
equilibria stated above.
That result, which essentially says that if the tail of the initial condition
decays exponentially fast then the solution to the Becker-Do¨ring system
converges exponentially fast to the equilibrium as t →∞, was proved by
Can˜izo & Lods (2013), extending a slightly less general result by
Niethammer (2008).
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To control the nonlinear terms, a careful enlargement of the space to the
weighted ℓ1 space (where η ∈ (0, 1) is sufficiently small) defined by
Xη :=
{
h = (hi ) : ‖h‖ :=
∞∑
i=1
Qie
ηi |hi | <∞,
∞∑
i=1
Qi ihi = 0
}
is done, finally resulting in the proof of exponential convergence to
equilibria stated above.
That result, which essentially says that if the tail of the initial condition
decays exponentially fast then the solution to the Becker-Do¨ring system
converges exponentially fast to the equilibrium as t →∞, was proved by
Can˜izo & Lods (2013), extending a slightly less general result by
Niethammer (2008).
This was further complemented by Murray & Pego (2016) who,
under appropriate conditions, proved the following:
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Convergence rates in Becker-Do¨ring
For initial conditions with a polynomially decaying tail, the
solutions to the Becker-Do¨ring system converge to equilibria at
an algebraic rate, namely, for h as before,
‖h(t)‖X1+k ≤ C · (1 + t)−(k−m−1)‖h(0)‖X1+k ,
where k > m + 2 > 2 and, for k ≥ 1,
Xk :=
{
h = (hi ) : ‖h‖ :=
∞∑
i=1
Qiz
i ik |hi | <∞,
∞∑
i=1
Qiz
i ihi = 0
}
.
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Convergence rates in Becker-Do¨ring
An alternative approach, used by Jabin & Niethammer (2003) and Can˜izo,
Einav & Lods (2017) is based on so called “energy / energy dissipation
inequalities”
DBD(c)︸ ︷︷ ︸
energy
dissipation
≥ K · V (c |Qiz i)︸ ︷︷ ︸
energy
A
(12)
where V (c |Qiz i) is the relative energy of the solution c (relative to the
equilibrium Qiz
i), defined by
V (c |Qiz i) := Vz(c) +
∞∑
i=1
Qiz
i
=
(
∞∑
i=1
ci
(
log
ci
Qi
− 1
)
− (log z)
∞∑
i=1
ici
)
+
∞∑
i=1
Qiz
i .
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Convergence rates in Becker-Do¨ring
and DBD is (remember lecture 2) the free-energy dissipation rate for the
Becker-Do¨ring system
DBD(c) :=
∞∑
j=1
ajQj
(c1cj
Qj
− cj+1
Qj+1
)(
log
c1cj
Qj
− log cj+1
Qj+1
)
,
i.e., is the function such that d
dt
V (c |Qiz i) = −DBD(c).
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and DBD is (remember lecture 2) the free-energy dissipation rate for the
Becker-Do¨ring system
DBD(c) :=
∞∑
j=1
ajQj
(c1cj
Qj
− cj+1
Qj+1
)(
log
c1cj
Qj
− log cj+1
Qj+1
)
,
i.e., is the function such that d
dt
V (c |Qiz i) = −DBD(c).
The energy / energy dissipation inequality (12) allows one to deduce the
decay rate of V (c |Qiz i) and then, using the Csisza´r-Kullback (or Pinsker)
inequality
‖c − (Qiz i)‖ℓ1 ≤
√
2ρV (c |Qiz i),
to get the convergence rate result.
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Convergence rates in Coagulation-Fragmentation
For the general discrete coagulation-fragmentation (with weak
fragmentation type coefficients) Can˜izo (2007) proved that solutions with
subcritical mass converge to the equilibrium (with the same mass) with
the following rate
∥∥c(t)− (Qiz i)∥∥1 := ∞∑
i=1
i
∣∣ci (t)− Qiz i ∣∣ ≤ (constant)√
1 + log(1 + t)
. (13)
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Convergence rates in Coagulation-Fragmentation
For the general discrete coagulation-fragmentation (with weak
fragmentation type coefficients) Can˜izo (2007) proved that solutions with
subcritical mass converge to the equilibrium (with the same mass) with
the following rate
∥∥c(t)− (Qiz i)∥∥1 := ∞∑
i=1
i
∣∣ci (t)− Qiz i ∣∣ ≤ (constant)√
1 + log(1 + t)
. (13)
This was done by obtaining the estimate
0 <
∞∑
i=1
ici −
∞∑
i=1
iQiz
i ≤ max
{
2V (c |Qiz i) , Kz
√
V (c |Qiz i)
}
and proving an appropriate energy / energy dissipation inequality.
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Convergence rates in Coagulation-Fragmentation
For the general discrete coagulation-fragmentation (with weak
fragmentation type coefficients) Can˜izo (2007) proved that solutions with
subcritical mass converge to the equilibrium (with the same mass) with
the following rate
∥∥c(t)− (Qiz i)∥∥1 := ∞∑
i=1
i
∣∣ci (t)− Qiz i ∣∣ ≤ (constant)√
1 + log(1 + t)
. (13)
This was done by obtaining the estimate
0 <
∞∑
i=1
ici −
∞∑
i=1
iQiz
i ≤ max
{
2V (c |Qiz i) , Kz
√
V (c |Qiz i)
}
and proving an appropriate energy / energy dissipation inequality.
The decay estimate (13) is believed not to be optimal.
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Excess mass and the Lifschitz-Slyozov-Wagner PDE
Consider again the Becker-Do¨ring equations.
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Consider again the Becker-Do¨ring equations.
We saw in lecture 2 that if the initial density ρ is larger that the critical
density ρs then c(t)
∗
⇀ cρs in X1, as t →∞, where cρs is the unique
equilibrium with density ρs .
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Excess mass and the Lifschitz-Slyozov-Wagner PDE
Consider again the Becker-Do¨ring equations.
We saw in lecture 2 that if the initial density ρ is larger that the critical
density ρs then c(t)
∗
⇀ cρs in X1, as t →∞, where cρs is the unique
equilibrium with density ρs .
Since ‖c(t)‖1 = ρ, ∀t, and ‖cρs‖1 = ρs < ρ, a natural question is:
What happens with the distribution of clusters corresponding to
the excess mass ρ− ρs when t →∞?
This problem was investigated by several mathematicians (Carr, Laurenc¸ot,
Niethammer, Penrose, etc.) and the answer provides a very interesting
connection with an hyperbolic equation developed in the 1960s in the
classical theory of coarsening: the Lifschitz-Slyozov-Wagner equation.
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Excess mass and the Lifschitz-Slyozov-Wagner PDE
Assume the following coagulation and fragmentation coefficients:
ai = i
α, for some α ∈ [0, 1),
bi = ai
(
zs +
q
iγ
)
, with zs > 0, q > 0, γ ∈ (0, 1), and where
zs is the unique z such that ‖(Qi z i)‖1 = ρs .
F.P. da Costa (Univ. Aberta & CAMGSD) Coagulation-Fragmentation Models 71 / 85
Excess mass and the Lifschitz-Slyozov-Wagner PDE
Assume the following coagulation and fragmentation coefficients:
ai = i
α, for some α ∈ [0, 1),
bi = ai
(
zs +
q
iγ
)
, with zs > 0, q > 0, γ ∈ (0, 1), and where
zs is the unique z such that ‖(Qi z i)‖1 = ρs .
Consider large times t and let τ be defined by τ = ε1+γ−αt with
0 < ε≪ 1.
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Excess mass and the Lifschitz-Slyozov-Wagner PDE
Assume the following coagulation and fragmentation coefficients:
ai = i
α, for some α ∈ [0, 1),
bi = ai
(
zs +
q
iγ
)
, with zs > 0, q > 0, γ ∈ (0, 1), and where
zs is the unique z such that ‖(Qi z i)‖1 = ρs .
Consider large times t and let τ be defined by τ = ε1+γ−αt with
0 < ε≪ 1.
Adequately choosing a separation i∗ between small and large clusters,
where i∗ = i∗(ε)→∞ as ε→ 0, and considering the rescalings x = εi and
ci (t) = ε
2ν(τ, x), W˜i (c(t)) = ε
2+α−γυ(τ, x), c1(t) = zs + ε
γu(τ),
it can be proved that, to first order in ε as ε→ 0,
the rescaled variables satisfy. . .
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Excess mass and the Lifschitz-Slyozov-Wagner PDE
. . . the Lifschitz-Slyozov-Wagner equations
∂ν
∂τ
+
∂
∂x
(
xα(u(τ, x)− qx−γ)ν
)
= 0∫ ∞
0
xν(τ, x)dx = ρ− ρs .
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Excess mass and self-similarity in Smoluchowski coagulation system
A similar problem can be considered in the case of the Smoluchowski
coagulation equation studied in lecture 1:
∂
∂t
c(x , t) =
1
2
∫ x
0
a(x − y , y)c(x − y , t)c(y , t)dy − c(x , t)
∫ ∞
0
a(x , y)c(y , t)dy︸ ︷︷ ︸
=:Q(c)(x ,t)
(14)
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Excess mass and self-similarity in Smoluchowski coagulation system
A similar problem can be considered in the case of the Smoluchowski
coagulation equation studied in lecture 1:
∂
∂t
c(x , t) =
1
2
∫ x
0
a(x − y , y)c(x − y , t)c(y , t)dy − c(x , t)
∫ ∞
0
a(x , y)c(y , t)dy︸ ︷︷ ︸
=:Q(c)(x ,t)
(14)
If a(x , y) > 0 we have that c(x , t)→ 0 as t →∞, for (a.e.) all x .
Note that the null function is the only equilibrium solution of (14) and its
density is (obviously) equal to 0.
When the rate coefficient a(x , y) is such that the solution conserve the
initial density ρ = ‖c(·, 0)‖1, how is the excess density ρ distributed
among the various x-clusters ?
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It is an experimental observation that in many coagulation systems, after a
transient time has elapsed and a specific transformation of variables in
performed to the data, a “typical” cluster distribution emerges:
(in: S.K. Friedlander: Smoke, Dust, and Haze: Fundamentals of Aerosol Dynamics, 2nd ed., OUP, 2000.)
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So it seems that, at least in some cases, when t →∞ the cluster size
distribution c(x , t) that is a solution of the Smoluchowski coagulation
equation (14) approaches, after an appropriate rescalling, a universal
self-similar form
c(x , t) ∼ 1
r(t)
ψ(η), where η = x/s(t)
for some function (scaling profile) ψ.
F.P. da Costa (Univ. Aberta & CAMGSD) Coagulation-Fragmentation Models 75 / 85
Excess mass and self-similarity in Smoluchowski coagulation system
So it seems that, at least in some cases, when t →∞ the cluster size
distribution c(x , t) that is a solution of the Smoluchowski coagulation
equation (14) approaches, after an appropriate rescalling, a universal
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c(x , t) ∼ 1
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for some function (scaling profile) ψ.
A natural necessary condition for this to take place is that the cluster
system must be “scale-free” (or maybe “asymptotically scale-free”?).
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So it seems that, at least in some cases, when t →∞ the cluster size
distribution c(x , t) that is a solution of the Smoluchowski coagulation
equation (14) approaches, after an appropriate rescalling, a universal
self-similar form
c(x , t) ∼ 1
r(t)
ψ(η), where η = x/s(t)
for some function (scaling profile) ψ.
A natural necessary condition for this to take place is that the cluster
system must be “scale-free” (or maybe “asymptotically scale-free”?).
Mathematically this means that the coagulation rate function must satisfy
the homogeneity condition
a(ux , uy) = uλa(x , y), ∀x , y , u ∈ R+ (15)
for some real number λ.
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Now a huge distinction takes place between systems with homogeneity
degree λ ≥ 1 and λ < 1.
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Now a huge distinction takes place between systems with homogeneity
degree λ ≥ 1 and λ < 1.
At present nothing has rigorously been proved about the case λ ≥ 1 except
for the so called “solvable cases” a(x , y) = x + y and a(x , y) = xy (for
which one can use Laplace transforms to workout the solution explicitly:
see the work of Menon & Pego (2004, 2005, 2008)) and for some special
cases, like the diagonal kernel a(x , y) = xλδ(x − y).
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Now a huge distinction takes place between systems with homogeneity
degree λ ≥ 1 and λ < 1.
At present nothing has rigorously been proved about the case λ ≥ 1 except
for the so called “solvable cases” a(x , y) = x + y and a(x , y) = xy (for
which one can use Laplace transforms to workout the solution explicitly:
see the work of Menon & Pego (2004, 2005, 2008)) and for some special
cases, like the diagonal kernel a(x , y) = xλδ(x − y).
For the case of homogeneity degree λ < 1 the situation is much different:
until recently only the solvable case a(x , y) = (constant) was well
understood (Kreer & Penrose (1994), dC (1996), Menon & Pego (2004,
2005, 2008), Laurenc¸ot & Mischler (2005), Can˜izo et al (2010)), but
recently a large number of papers have been appearing that have
considering advanced our knowledge about existence, uniqueness,
properties of the scaling profile, and convergence issues (see works by
Fournier & Laurenc¸ot (2005), Niethammer & Vela´zquez (2013, 2014),
Laurenc¸ot (2018, 2019), Throm (2019), etc., etc.).
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Given the vast literature already in existence, we shall limit ourselves to
briefly pointing out what is the most common starting point.
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Given the vast literature already in existence, we shall limit ourselves to
briefly pointing out what is the most common starting point.
Consider an homogeneous coagulation rate kernel with homogeneity
degree λ < 1.
It is easy to observe that if c(x , t) is a solution of (14), then, for all
constants a, b > 0, the function c˜(x , t) := a1+λb−1c(ax , bt) is also a
solution of (14).
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Given the vast literature already in existence, we shall limit ourselves to
briefly pointing out what is the most common starting point.
Consider an homogeneous coagulation rate kernel with homogeneity
degree λ < 1.
It is easy to observe that if c(x , t) is a solution of (14), then, for all
constants a, b > 0, the function c˜(x , t) := a1+λb−1c(ax , bt) is also a
solution of (14).
This scale invariance leads to the expectation of existence of solutions with
the form
c(x , t) = t−αΦ(ξ), with ξ := x/tβ, (16)
with α = 1 + (1 + λ)β.
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If we require such a solution to conserve density we have
ρ0 := ‖c(·, 0)‖1 = ‖c(·, t)‖1
=
∫ ∞
0
xc(x , t)dx =
∫ ∞
0
xt−αΦ
(
x
tβ
)
dx
= t2β−α
∫ ∞
0
ξΦ(ξ)dξ
and thus α = 2β which, together with the previous relation
α = 1 + (1 + λ)β gives α = 21−λ and β =
1
1−λ
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If we require such a solution to conserve density we have
ρ0 := ‖c(·, 0)‖1 = ‖c(·, t)‖1
=
∫ ∞
0
xc(x , t)dx =
∫ ∞
0
xt−αΦ
(
x
tβ
)
dx
= t2β−α
∫ ∞
0
ξΦ(ξ)dξ
and thus α = 2β which, together with the previous relation
α = 1 + (1 + λ)β gives α = 21−λ and β =
1
1−λ
Plugging the ansatz with this values of the parameters into the
coagulation equation (14) and making use of the homogeneity condition
(15) we get that Φ should solve the equation
ξ
dΦ
dξ
+ 2Φ = (1− λ)Q(Φ)(ξ), with ‖Φ‖1 = ρ0. (17)
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The integro-differential (note that Q is the coagulation integral operator)
equation (17) is extremely difficult to study for at least two reasons:
1 it is not an initial value problem: at any given ξ˜ ∈ R+ the right-hand
side Q(Φ)(ξ˜) depends on the “past values” (0, ξ˜) of ξ, as well as on
the “future” (ξ˜,∞),
2 it is degenerate: the derivative term disappears when ξ = 0.
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The integro-differential (note that Q is the coagulation integral operator)
equation (17) is extremely difficult to study for at least two reasons:
1 it is not an initial value problem: at any given ξ˜ ∈ R+ the right-hand
side Q(Φ)(ξ˜) depends on the “past values” (0, ξ˜) of ξ, as well as on
the “future” (ξ˜,∞),
2 it is degenerate: the derivative term disappears when ξ = 0.
Some authors prefer to further modify (17) transforming it into an integral
equation as follows: under the assumption ξ2Φ(ξ)→ 0 as ξ →∞ we can
multiply the equation (17) by ξ and integrate from ξ to ∞ to obtain
ξ2Φ(ξ) = (1− λ)
∫ ξ
0
∫ ∞
ξ−η
ηa(η, ζ)Φ(η)Φ(ζ)dζdη (18)
still with the normalizing condition ‖Φ‖1 = ρ0.
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The integro-differential (note that Q is the coagulation integral operator)
equation (17) is extremely difficult to study for at least two reasons:
1 it is not an initial value problem: at any given ξ˜ ∈ R+ the right-hand
side Q(Φ)(ξ˜) depends on the “past values” (0, ξ˜) of ξ, as well as on
the “future” (ξ˜,∞),
2 it is degenerate: the derivative term disappears when ξ = 0.
Some authors prefer to further modify (17) transforming it into an integral
equation as follows: under the assumption ξ2Φ(ξ)→ 0 as ξ →∞ we can
multiply the equation (17) by ξ and integrate from ξ to ∞ to obtain
ξ2Φ(ξ) = (1− λ)
∫ ξ
0
∫ ∞
ξ−η
ηa(η, ζ)Φ(η)Φ(ζ)dζdη (18)
still with the normalizing condition ‖Φ‖1 = ρ0.
The study of (18) does not seem to be easier than (17).
Both equations have been used in various recent studies (see, for example,
Laurenc¸ot (2019), Niethammer (2014), Throm (2019), etc.)
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Although equations (17) and (18) are extremely hard to study in general,
there are an extremely small number of rate coefficients a(·, ·) for which
they can be explicitly solved.
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Although equations (17) and (18) are extremely hard to study in general,
there are an extremely small number of rate coefficients a(·, ·) for which
they can be explicitly solved.
At present only three explicitly “solvable cases” are known and the study
heavily depends on the hability to use the Laplace transform. The solvable
case for homogeneity degree λ < 1 is just a(x , y) = (constant). (The
others solvable cases are a(x , y) = x + y with degree λ = 1, and
a(x , y) = xy with λ > 1).
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Although equations (17) and (18) are extremely hard to study in general,
there are an extremely small number of rate coefficients a(·, ·) for which
they can be explicitly solved.
At present only three explicitly “solvable cases” are known and the study
heavily depends on the hability to use the Laplace transform. The solvable
case for homogeneity degree λ < 1 is just a(x , y) = (constant). (The
others solvable cases are a(x , y) = x + y with degree λ = 1, and
a(x , y) = xy with λ > 1).
Although a full study of the self-similar dynamics in the solvable cases is
far from trivial (see Menon & Pego (2004, 2005, 2008)) at least an
explicity self-similar solution can be obtain in those cases.
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We finish with the following easy. . .
Exercise
Let a(x , y) = 2 for all x , y > 0. Use (17) or (18) to check that (14) has a
self-similar solution of the form Φ(ξ) = Ae−Bξ and determine the precise
values of the constants A and B .
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We finish with the following easy. . .
Exercise
Let a(x , y) = 2 for all x , y > 0. Use (17) or (18) to check that (14) has a
self-similar solution of the form Φ(ξ) = Ae−Bξ and determine the precise
values of the constants A and B .
Thank you for staying till THE END !
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