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Large networks of sparsely coupled, excitatory and inhibitory cells occur throughout the brain.
A striking feature of these networks is that they are chaotic. How does this chaos manifest in
the neural code? Specifically, how variable are the spike patterns that such a network produces in
response to an input signal?
To answer this, we derive a bound for the entropy of multi-cell spike pattern distributions in large
recurrent networks of spiking neurons responding to fluctuating inputs. The analysis is based on
results from random dynamical systems theory and is complimented by detailed numerical simula-
tions. We find that the spike pattern entropy is an order of magnitude lower than what would be
extrapolated from single cells. This holds despite the fact that network coupling becomes vanish-
ingly sparse as network size grows – a phenomenon that depends on “extensive chaos,” as previously
discovered for balanced networks without stimulus drive. Moreover, we show how spike pattern en-
tropy is controlled by temporal features of the inputs. Our findings provide insight into how neural
networks may encode stimuli in the presence of inherently chaotic dynamics.
If a time-dependent signal is presented to a network
whose dynamics are chaotic and whose initial conditions
cannot be perfectly controlled, how much variability can
one expect in its responses? Such a scenario is central to
questions of stimulus encoding in the brain.
In this article, we study population level spiking re-
sponses in neural networks with sparse, random con-
nectivity and balanced excitation and inhibition. Such
networks are ubiquitous models in neuroscience, and re-
produce the irregular firing that typifies cortical activity.
Moreover the autonomous activity of such networks is
known to be chaotic, with extremely strong sensitivity
of spike outputs to tiny changes in a network’s initial
conditions [1–3]. Remarkably, in these autonomous sys-
tems, the chaos is invariant to the network scale (i.e., it
is extensive): the same spectrum of Lyapunov exponents
recurs regardless of network size, even when coupling re-
mains localized [4, 5]. Our goal is to add a stimulus
drive, and understand the implications for the network
spike patterns that result — a task made challenging by
the fact that spikes are related to phase space dynamics
in a highly nonlinear way.
Intriguingly, when such chaotic networks respond to
time-dependent signals, they produce spiking that is less
variable than one might expect (c.f. [6, 7]). In theoretical
work, this has been attributed to low-dimensional chaotic
attractors that “project” only intermittently to produce
variable spiking in any given single cell [8]. Similar phe-
nomena occur in in vivo experiments, where fluctuating
sensory stimuli are repeatedly presented to an animal.
Here, cortical neurons produce spikes with a wide range
of variability, with some spikes repeatedly evoked with
millisecond precision [9, 10]. Information theoretic meth-
ods suggest that this type of “intermittent noise” may
permit information to be encoded in the spike patterns
that single neurons produce over time [10, 11].
However, the impact of variability on network coding
cannot be understood by extrapolating from single cells
alone [12–17]. Thus, to eventually understand how net-
work chaos impacts coding, we need to capture the mul-
ticell spike train variability in chaotic networks – and
relate this to well-quantified measurements at the level
of single cells. Direct, sampling-based approaches to this
problem will fail, due to the combinatorial explosion of
spike patterns that can occur in high-dimensional net-
works. Another method is needed.
Studies of variability in recurrent networks typically
address two distinct properties. On one hand, there is
the question of spike-timing variability, often measured
by binarized spike pattern entropy and usually studied
for single cells or small cell groups [10, 12, 18]. On the
other hand, recent theoretical work investigates the dy-
namical entropy production of entire networks, quantify-
ing the state space expansion globally [4, 5]. It is not clear
how these two quantities are related. Here, we extend the
work of [8] to bridge this gap, leveraging random dynam-
ical systems theory to develop a direct symbolic mapping
between phase-space dynamics and binary spike pattern
statistics.
The result is a new bound for the variability of joint
spike pattern distributions in large spiking networks that
receive fluctuating input signals. This bound is in terms
of spike-response noise entropy, an information-theoretic
quantity that is directly related dynamical entropy pro-
duction. By verifying that the previous extensivity re-
sults of [4, 5] continue to hold in the presence of stimulus
drive, we show how the bound applies to networks of all
sizes.
We then apply this bound to make two observations
about the spike-pattern variability in chaotic networks.
The first is that the joint variability of spike responses
across large networks is at least an order of magnitude
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2lower than what would be extrapolated from measure-
ments of spike-response entropy in single cells, despite
noise correlations that are very low on average. Second,
we show that the spike-response entropy of the network
as a whole is strongly controlled by the tradeoff between
the mean (i.e. DC) and higher-frequency components of
the input signals. Entropy increases monotonically with
the mean input strength by almost an order of magni-
tude, even as network firing rates remain constant.
NETWORK MODEL
To develop these results, we use large random networks
of N “θ-neurons”, as in [4, 8]. The state of each cell is
represented by a phase variable θi(t) ∈ [0, 1] where 0
and 1 are identified (ie. S1) and a spike is said to occur
when θi = 1 ∼ 0. This model has non-dimensionalized
units but is equivalent to the Quadratic Integrate-and-
Fire model via a smooth change of coordinates [19]. In
addition, the network receives a temporally structured
input signal I(t), as described below.
The dynamics of the ith cell in the network are given
by the random dynamical system (RDS)
dθi =[F (θi) + Z(θi)
N∑
j=1
aijg(θj) +
ε2
2
Z(θi)Z
′(θi)]dt...
+ Z(θi) [ηdt+ εdWi,t]︸ ︷︷ ︸
Ii(t)dt
(1)
where F (θi) = 1 + cos(2piθi), Z(θi) = 1− cos(2piθi) and
g(θj) =
{
d
(
b2 − [(θi + 12)mod 1− 12]2)3 ; θi ∈ [−b, b]
0 ; else
is a smooth coupling function with small support around
θj = 1 ∼ 0, mimicking the rapid rise and fall of a synaptic
current (b = 1/20, d = 35/32). The ε2 term comes from
an Ito correction [20].
The network’s input I = {Ii}Ni=1, represented by the
last term in (1), models a temporal stimulus. It is a col-
lection of N independent signals Ii(t) = η + εdWi,t/dt
driving each neuron, where the dWi,t/dt are quenched
realizations of white noise – that is, scaled increments
of the independent Wiener processes Wi,t. Note that η
controls the network’s “excitability” and can take neg-
ative values [19] while ε ≥ 0 controls the amplitude of
input fluctuations. Both parameters are constant across
all cells. We begin by investigating network (1) in the
excitable regime with parameters η = −0.5 and ε = 0.5.
We emphasize that I is a signal and not stochastic noise,
and study the solutions of (1) arising from distinct ini-
tial conditions (IC) but receiving the same input I. The
model (1) has been analyzed previously for uncoupled
neurons [21, 22], and for a series of gradually more com-
plex networks in [8, 22, 23], cf. [4].
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FIG. 1. (Color online) (A) Top: Raster plot of spike output
for 100 randomly selected neurons on a single trial (dots are
spikes). Bottom: Illustration of binary SKL-word. (B) Raster
plot of one randomly selected cell’s spike output on 2000 tri-
als where only network initial conditions change. (C) Single
cell H1Lnoise estimates for different choices of “surrogate” noise
(round markers); see text. From top to bottom: homoge-
neous poisson (blue), inhomogeneous poisson (red), network
interactions (black). The bottom curve is a computation of
1
2
H2Lnoise from a cell pair (diamond markers). Abscissa scale
is 1/L to better visualize extrapolation of extensive regime
to L → ∞ (left square marker). For all panels: η = −0.5,
ε = 0.5, N = 500.
We assign 20% of the N neurons to be inhibitory and
80% to be excitatory, meaning that outgoing weights of
neuron j are either aij ≤ 0 or aij ≥ 0 respectively. The
coupling matrix A = {aij}i,j=1,...,N is chosen randomly
with mean in-degree κ such that each neuron receives on
average κ incoming connections from independently cho-
sen neurons, from each excitatory/inhibitory population.
Here, |aij | ∼ O(1/
√
κ) when non-zero, in accordance
with classical balanced state coupling [1]. Throughout,
we set κ = 20 but find that as long as κ  N , our find-
ings are qualitatively robust to the choice of κ.
Two consequences of this connectivity will be impor-
tant below. First, as the in-degree κ is the same for all
neurons, the spiking statistics of single cells are fairly
stereotypical across the network. This is evident in the
spike rasters of Figure 1 (a). Second, the magnitude of
inputs to single cells remains similar as network size N
grows, because κ is fixed.
SPIKE-RESPONSE NOISE ENTROPY AND
DIRECT ESTIMATES
To quantify spike pattern variability, we treat spike
trains as binary time series. We discretize time in bins of
3width ∆t small enough so that for a given cell, each bin
contains at most a single spike. Throughout, we use time
bins of width ∆t = 0.05; we found that moderately dif-
ferent resolutions did not significantly affect our results.
Let us define finite binary words for K neurons over L
time bins starting at time tl = l∆t for some integer l:
SKL(tl) = {Skl , ..., Skl+L−1}k=k1,...,kK with Skj ∈ {0, 1}
(see Figure 1 (a)).
The variability of the evoked spike response SKL(tl) is
captured by the spike-response noise entropy
HKLnoise(I, tl) =
−1
L∆t
∑
SKL
P (SKL(tl)|I) log2 P (SKL(tl)|I)
(2)
where P (SKL(tl)|I) denotes probability of observing
word SKL(tl) conditioned on input I, given a random
initial state of the network. This quantity may also be
referred to as conditional response entropy. It is normal-
ized to have units of bits per time-unit (bits/tu), as op-
posed to bits per time-bin, and thus represents an entropy
rate in continuous time. Since the inputs I and network
dynamics are statistically stationary processes [8], it fol-
lows that the expected noise entropy rate of KL words
conditioned on any I from the same input distribution
— controlled by the parameters η and ε — can be ob-
tained from a long time average on any single I∗ (see
eg. [18, 24]):
HKLnoise =
∫
I
P (I)HKLnoise(I, tl) = lim
T→∞
1
T
T−1∑
l=0
HKLnoise(I
∗, tl).
(3)
As demonstrated in [18] and reviewed below, (3) can
be used to estimate the true entropy rate of K-neuron
groups considered when L → ∞. As we will see this is
only practical for small K — we will need other tools
to understand this quantity for entire networks (K =
N). Nevertheless, we begin by applying a direct sampling
approach.
To estimate the probability terms in (2), we simulate
network (1) in response to a randomly chosen, quenched
I(t) for 10, 000 time units and 2000 “trials”, distinguished
by different ICs. Here, we wish to choose ICs from a
distribution that best describes random network states,
while being agnostic about its past. As discussed in [8],
we assume that system (1) possesses an ergodic sta-
tionary probability measure µ(θ), which is the steady
state solution of the Fokker-Planck equation associated
with (1). Thus, µ is the probability measure describing
how likely we are to find the network in a particular state
at any moment in time, given any input I with identical
statistics. We emphasize that µ serves only as an initial
distribution, and that ensembles of “trial” trajectories as
described above will have a very different distribution, as
they are conditioned on a fixed input I(t). (See [8, 22, 23]
for more details about this distinction).
To sample from µ, we first select seed ICs uniformly
over the state space, and evolve each of these for a “burn”
period of 50 time units, for which different inputs are
presented. The resulting endpoints of these trajectories
represent a new IC ensemble that approximates µ. From
then on, all ICs are integrated using the same input I(t)
and we use this solution ensemble to study variability of
spike-responses.
From these simulated network trajectories, we extract
the binary spike output of neurons across many trials
(see Figure 1 (b) for a single neuron example). Normal-
ized cross-trial counts of SKL words in consecutive, non-
overlapping L-windows serve as estimates of the proba-
bilities P (SKL(tl)|I) in equation (2).
SINGLE-CELL VARIABILITY
We begin by computing noise entropy in the spike re-
sponses of single cells in the network. Using the estima-
tion techniques described above, we compare the effect of
chaos to that of commonly used independent noise mod-
els on noise entropy. This complements similar analysis
in [8], which used a different metric of spike reliability
from trial to trial.
We begin by randomly selecting a cell in our network
and extract its binary spike output across many simu-
lated trials (see Figure 1 (b)). Using this data, we esti-
mate H1Lnoise for word lengths up to L = 20 and plot the
results in Figure 1 (c) as a function of 1/L. A system
with finite autocorrelation timescales is expected to pro-
duce entropy rates that behave extensively as L becomes
sufficiently large. This is readily apparent in the linear
decreasing trend in H1Lnoise as L grows, until a point where
the estimate quickly drops due to insufficient sampling.
Following [18], we use the point of least fractional change
in slope to extrapolate this extensive trend and obtain an
estimate for limL→∞H1Lnoise (intersection with ordinates
in Figure 1 (c)).
Our estimate of limL→∞H1Lnoise is 1.12 bits/tu. We
note that a “purely random”, homogeneous poisson spike
train with the same firing rate (0.8 spikes/tu) would
have noise entropy H1Lnoise of 3.67 bits/tu. Thus, while
chaotic dynamics produce variable spiking in single cells,
the resulting noise entropy is much less than that of a to-
tally random response, a fact also evident from the spike
rasters in Figure 1 (b).
Part of the reason for this difference is simply the pres-
ence of the stimulus; inputs from other cells in the chaotic
networks also play a role. To isolate the network effect,
we repeat the sampling process above by simulating our
chosen cell in isolation, keeping the input Ii intact but
replacing the incoming spike trains it receives from up-
stream cells by two surrogate ensembles meant to isolate
distinct statistical features of network activity. (i) Ho-
mogeneous poisson surrogates: independent, poisson dis-
4tributed spike trains with rate matching the mean firing
rate of corresponding upstream cells. (ii) Inhomogeneous
poisson surrogates: produced by independently drawing
a binary random variable in each ∆t-bin, according to
the time-dependent probability given by the normalized
spike count of the corresponding network train across all
original trials. For each new simulated trial, we draw in-
dependent surrogates. Figure 1 (c) shows a 66% increase
in noise entropy rate for the homogeneous surrogates, and
about 30% for the inhomogeneous case.
Overall, we have shown that single, stimulus-driven
cells in chaotic networks produce spike-response en-
tropy significantly lower than that expected for single,
stimulus-driven cells receiving poisson background in-
puts, as in many statistical models. We next seek to
characterize spike entropy in the joint responses of mul-
tiple cells.
MULTI-CELL VARIABILITY
Our network is connected — albeit sparsely (κ  N)
— and it is not clear in advance how coupling interac-
tions will impact the entropy rate of groups of cells. As
a first step, we repeat the noise entropy estimate de-
scribed above for a randomly selected pair of connected
cells up to L = 10, and extrapolate limL→∞H2Lnoise from
this data. The black lines in Figure 1 (c) show H2Lnoise/2,
normalized to units of bits per time-unit per neuron for
comparison with H1Lnoise. Due to combinatorial explosion
of possible spike patterns as more neurons are consid-
ered, we were unable to compute such estimates for K
greater than 2. Nevertheless, it appears from the K = 2
case shown that interactions between neurons conspire
to lower response noise entropy per neuron, if only by a
small margin.
However, this margin could easily be missed. For
a given neuron pair (i, j), consider the difference be-
tween the sum of independent cell entropy rates and their
joint pair rate: δij = limL→∞[H1Lnoise(i) + H
1L
noise(j) −
H2Lnoise(i, j)]. From 45 random pairs of neurons, we ob-
tain the average 〈δij〉 = 0.012 bits/tu. This implies a
relative difference of the order of O(10−2) when estimat-
ing the entropy rate of pairs of cells using their marginal,
single-cell response distributions. We will see later these
small differences compound significantly when consider-
ing the network as a whole (cf. [12]).
To quantify the extent of these interactions over space
and time, we compute the Pearson correlation coefficient
cij(tl) between the spiking probability of two cells i and
j in time bin tl. That is, we measure the cells’ instan-
taneous noise correlation. Figure 2 (a) shows a typical
histogram of cij(tl) across all neuron pairs of a network
with N = 500 for a fixed tl, where pairs with zero spiking
probability were discarded. We can see that at a fixed
moment, correlations are weak and most cells are uncor-
related. Moreover, these correlations are not static: a
high correlation between two cells in one time bin does
not guarantee that they will be correlated in another.
This is illustrated by Figure 2 (b), showing a histogram
of cij(tl) across 10000 time-units between two randomly
chosen connected cells.
We emphasize that this weak and highly dynamic cor-
relation structure might easily be dismissed as negligible
experimentally. If one would choose a single pair of cells
and measure the temporal average of cij(tl) over 500 time
units, one obtains an average of the order of 10−5 (over
4950 cell pairs tested), and standard deviation of the or-
der of 10−2 (across the 4950 cell pairs.) In other words,
each individual cell pair appears to be almost completely
uncorrelated – at least on average. Below, we will show
that the weak, transient dependencies that are in fact
present among neurons nevertheless have a very strong
impact on network-wide noise entropy.
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FIG. 2. (color online) (A) Typical histogram of noise correla-
tion coefficient cij(tl) between all neuron pairs for a fixed time.
Inset shows cij(tl) for the first 5000 pairs. (B) Histogram of
noise correlation coefficient cij(tl) between two connected cells
across 10, 000 tu. Inset shows cij(tl) for 100 tu. (C) Network-
wide noise entropy estimates in bits/tu as a function of N .
Slope 〈H1〉 averaged over 20 random cells in a network with
N = 500. Shaded area shows two standard errors of the mean.
Markers show direct samples of single cells for various network
sizes. HKS : square markers shows estimates from Lyapunov
spectra for a range of N ; black line is a linear fit. (D) Plot of
first 10% of Lyap spectrum for N = 500, 1000 and 2000 .For
all panels: η = −0.5, ε = 0.5.
To summarize, measures of entropy and correlations
indicate that there are noticeable but weak dependencies
in the spiking activity of connected pairs of cells. Scal-
ing up from such dependencies to accurately describe the
joint activity of an entire network is a notoriously difficult
problem. We take an approach based on RDS in what
follows. This approach will quantify the entropy HNLnoise
of the network as whole, as networks size N grows.
5A BENCHMARK FOR NETWORK ENTROPY
To benchmark HNLnoise, we first describe the joint net-
work entropy that would be naively predicted by direct
extrapolation from single cells. In other words, this is
the estimate one would obtain by ignoring statistical
interactions between neurons. Notice that unlike cell
pairs, spiking statistics of single neurons are expected
to be unchanged by network size N with fixed in-degree
κ. Moreover, the entropy of a multivariate distribution
is always greater or equal to the sum of the marginal
distributions’ entropies. If 〈H1〉 denotes the average
of limL→∞H1Lnoise over all neurons, then it follows that
N〈H1〉 ≥ limL→∞HNLnoise. Figure 2 (c) shows this esti-
mate as a function of N . The slope 〈H1〉 was sampled
over 20 neurons in a N = 500 network using the same
extrapolation technique as in Figure 1 (c). We verified
by spot checks that single cell activity in networks of dif-
ferent sizes agree with this extrapolation (see markers in
Figure 2 (c)). Next, we leverage dynamical properties of
our network to estimate how much reduction in entropy
can be expected from the joint activity of entire networks
in comparison to this naive extensive bound.
DYNAMICAL ENTROPY PRODUCTION
In what follows, we use symbolic dynamics to map
between the phase space of our network and the set
of binary spike trains. Consider trajectories θ(t) =
(θ1(t), ..., θN (t)) of model (1), evolving on the N -
dimensional torus TN . Recall that a spike from cell
i occurs when θi(t) = 1, and will lead to S
i
l = 1 in
the corresponding time bin. Notice that the phase re-
sponse curve Z(θi) modulates the effect of any input
on neuron i – whether that input comes from the sig-
nal I(t) or from network activity – and that it van-
ishes at θi(t) = 1. This implies that a neuron be-
comes insensitive to any inputs when it is about to
spike. Indeed, the Taylor expansion of neuron i’s dy-
namics about θi = 1 is constant up to quadratic order:
dθi = [2 +O((θi − 1)2)]dt+O((θi − 1)2)dWi,t. Based on
this observation we make the approximation that for ∆t
small enough, neuron i spikes in the time bin [t, t + ∆t]
if and only if θi(t) ∈ [1− 2∆t, 1) (see Appendix for veri-
fication).
Thus equipped, consider the partition of TN : Γ∗ =
{γ0, γ1}N , built of Cartesian products of intervals γ0 =
[0, 1 − 2∆t) and γ1 = [1 − 2∆t, 1) across all θi’s. At
any time tl = l∆t, the Γ
∗-address of θ(tl) determines
the binarized spiking state of the network in time bin
[tl, tl + ∆t]: θi(tl) ∈ γ0 ⇒ Sil = 0 and θi(tl) ∈ γ1 ⇒ Sil =
1. In order to describe L-long spike trains in terms of Γ∗-
addresses, we must understand how solutions θ(t) evolve
with respect to Γ∗. To this end, consider the discretized
dynamics given by the transition maps Φt;I that send TN
onto itself according to the flow of (1) from t to t + ∆t.
If θ(t) is a solution of (1), then Φt;I(θ(t)) = θ(t + ∆t)
where ∆t refers to the resolution of our binary spike
trains SNL. Note that the maps Φt;I depend on both
t and I, are generally smooth with smooth inverses (dif-
feomorphisms) [25], and together form a discrete RDS.
For detailed geometric properties of the RDS defined by
system (1), we refer the reader to [8].
For what follows, it is convenient to reverse time and
study spike trains and trajectories starting in the distant
past leading up to t = 0. This representation is statisti-
cally equivalent to forward time since our networks have
statistically stationary dynamics [8]. Consider now the l-
step inverse map: Φ−l0;I . For any set A in the partition Γ
∗,
its pre-image Φ−l0;I(A) refers to all points in TN at time
−l∆t that will be mapped to A, and consequently have
the same spiking state at t = 0. Similarly, if both A0 and
A1 are sets in Γ
∗, the intersection Φ−l0;I(A0)
⋂
Φ−l+10;I (A1)
describes all points that will be mapped to A1 at t = −∆t
and A0 at t = 0. It follows that any subset of the form
B =
⋂L
l=0 Φ
−l
0;I(As) where As ∈ Γ∗ captures all past net-
work states at time t = (−L)∆t leading to identical spik-
ing sequences {Si−L, ..., Si−1, Si0}i=1,..,N , when the same I
is presented. Moreover, it is easy to show that the col-
lections of all possible sets constructed as B, named the
join of pre-images of Γ∗ denoted ∨Ll=0Φ−l0;IΓ∗, is itself a
partition of TN .
It follows that this new partition offers a one-to-one
correspondence between its member sets and the space of
all SNL spike trains. Note that many sets in this partition
will be empty since not all spike sequences are accessible
by the network. In fact, the number of non-empty sets
remaining in ∨L−1l=0 Φ−l0;IΓ∗ as L→∞ represents the num-
ber of allowed infinite spike sequences. Furthermore, for a
given SNL and its associated set B(SNL) ∈ ∨L−1l=0 Φ−l0;IΓ∗,
the probability of observing spike pattern SNL can be
stated as an initial state probability in the distant past:
P (SNL|I) = P (θ(−L∆t) ∈ B(SNL)).
As discussed above and in [8], we assume that our
RDS possesses an ergodic stationary probability mea-
sure µ. Recall that we assume random ICs forming
our distinct trials are drawn from µ. It follows that
limL→∞ P (SNL|I) = µ(B(SNL)). Thus, if we let
hµ(Φt;I ,Γ
∗) = lim
L→∞
− 1
L
∑
B∈∨Ll=0Φ−l0;IΓ∗
µ(B) lnµ(B), (4)
it follows that
lim
L→∞
HNLnoise =
∆t
ln 2
hµ(Φt;I ,Γ
∗). (5)
For any dynamical system, the expression (4) measures
the amount of uncertainty produced by chaotic dynamics
if we can only observe the system with the precision given
6by the partition Γ∗. This concept is generalized by the
Kolmogorov-Sinai entropy hµ, also called dynamical or
metric entropy [26, 27], defined by
hµ = sup
Γ
hµ(Φt;I ,Γ) (6)
where the supremum is taken over all finite partitions
Γ. This quantity is related to the Lyapunov spectrum
λ1 ≥ λ2 ≥ ... ≥ λN of a dynamical system which mea-
sures rates of exponential divergence or convergence be-
tween trajectories. Lyapunov exponents λi are expected
to be well defined for our RDS in the sense that they
generally on system parameters on system parameters
such as coupling strength and the mean and variance
of inputs, but not on specific realizations of the inputs
I(t) [28]. The authors of [29] showed that although the
join of a partition Γ depends on I, hµ does not and that
under some ergodicity assumptions, the following entropy
formula holds:
hµ =
∑
λi>0
λi. (7)
If λi are the Lyapunov exponents of the original sys-
tem (1) computed over time-units instead of ∆t time-
steps, we get from (4), (5), (6) and (7) the following up-
per bound for noise entropy rate :
HKS ≡ 1
ln 2
∑
λi>0
λi ≥ lim
L→∞
HNLnoise (8)
which has units of bits per time-unit.
To evaluate this bound, we numerically compute the
exponents λi of system (1) and find that, as originally ob-
served in [4, 5] for autonomous networks, our driven sys-
tem has a size invariant Lyapunov spectrum (see Figure 2
(d)), which is insensitive to particular choices of random
coupling matrix A (see Appendix for details). This leads
to a spatially extensive behaviour of the bound HKS , as
shown in figure 2 (c).
Intriguingly, HKS is much smaller than estimates from
〈H1〉. This reveals a central result for our driven chaotic
networks: joint spike patterns are (at least) an order of
magnitude less variable than what would be predicted by
observing the spike train statistics of single cells, despite
averaged noise correlations across neurons that are very
low.
NOISE ENTROPY PRODUCTION AS A
FUNCTION OF INPUT STATISTICS
Previous studies showed that the level of sensitivity
emerging from chaotic network dynamics can be con-
trolled by carefully chosen inputs (see [6, 7] for different
contexts). We verify if this is the case for our network.
We first identify a range of input statistics — the mean
η and fluctuation amplitude ε — that are comparable in
that they all produce the same firing rate as for the “stan-
dard” parameter set used above (η = −0.5, ε = 0.5).
These parameters lie along the level curve in Figure 3
(a). Note that the curve is parametrized so that η grows
while ε decreases; thus, as we travel along it, we gradually
shift the dynamics from the excitable, fluctuation-driven
regime (η < 0) to an oscillatory, mean-driven one (η > 0).
In particular, the last point evaluated corresponds to a
purely autonomous regime (ε = 0) where the input I has
no fluctuating component.
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FIG. 3. (color online) (A) Heat map of excitatory population
mean firing rate for a range of input amplitude ε and input
mean η. Line is the contour curve for fixed firing rate of 0.820
spikes/tu ± 0.003, parametrized by numerical interpolation.
Arrow shows direction of parametrization. Markers: square:
η = −1, ε = 0.69, star: η = −0.5, ε = 0.5, circle: η = 0.07,
ε = 0. (B) Lyapunov spectra along contour curve from (a).
(C) HKS bounds evaluated along contour curve from (a). (D)
Network noise entropy bounds N〈H1〉 and HKS for square
and circle marker parameters in (a). Slope 〈H1〉 averaged over
20 random cells. Shaded area shows two standard errors of
the mean. Both 〈H1〉 and HKS extrapolated from a network
with N = 500, as are quantities from all other panels.
Figure 3 (b) shows the first 200 Lyapunov exponents
of a network with N = 500 along this level curve, and
panel (c) gives the corresponding HKS values. A clear
trend emerges: HKS increases monotonically as the sys-
tem transitions from fluctuation- to mean-driven regimes,
by almost an order of magnitude. Moreover, Figure 3 (d)
shows that, for the two extremes of the level curve, net-
work noise entropy continues to be much smaller than
that predicted from single cells, and that single-cell noise
entropy appears to follow the same trends as HKS . We
conclude that spike pattern variability emerging from
chaos is not a fixed property of a network, but can be
strongly modulated by the mean and variance of network
inputs.
7DISCUSSION
Biological neural networks may operate in a chaotic
regime, with irregular activity driven by a balance of
fluctuating excitatory and inhibitory interactions. This
network chaos is under vigorous study, fueled in part by
possible roles for chaos in generating “target” spatiotem-
poral patterns [30] and in enabling useful temporal pro-
cessing of inputs [31, 32]. Here, we address a comple-
mentary question – how much variability (or “noise”)
will chaotic dynamics add to network responses?
We compute bounds on network spike-response en-
tropy that give novel answers. In particular, we show
that the noise entropy of multi-cell spike responses is at
least an order of magnitude lower that would be naively
extrapolated from from single-cell measurements, under
the assumption that spike variability is independent from
cell to cell. The direction of the comparison between
noise entropy of single cell and multi-cell spike responses
agrees with intuition provided by the shape of the Lya-
punov spectrum, which indicates time-dependent chaotic
attractors of lower dimension than phase space. Thus,
the phase space dynamics of each neuron are not inde-
pendent. What we quantify explicitly is the order-of-
magnitude size of the effect, as it is manifested in the bi-
nary spiking outputs of the system — a fact which might
seem especially striking given that pairs of spike trains
appear to be very weakly correlated on average.
If one considers the level of noise entropy as an in-
dicator of potential information contained in spike pat-
terns, we show that balanced networks may be able to
encode inputs stimuli using spike timing if these inputs
contain strong enough temporal structure. This mech-
anism takes root in the complex noise-interactions that
chaos induces between neurons. The extensive nature
of this phenomenon suggests that this mechanism is scal-
able with network size. Moreover, the strong dependence
of entropy on the input signal’s mean and variance indi-
cate that a network can operate in different “regimes”
modulating the repeatability of spike patterns. This is
in addition to known advantages of balanced networks,
such as efficiently tracking changes in common, mean in-
puts with firing rates [1] — which may encode coarser
statistics about inputs at the population level.
To formalize these notions, future work could seek to
compute the mutual information between an input en-
semble and a system’s response. In order to estimate this
quantity, one needs to compute the total entropy [24] of
spike patterns, which captures how many distinct spike
outputs can be produced by the network, for any in-
put I. This quantity can be thought of as noise entropy
marginalized over the set of possible inputs, and therefore
depends on both network connectivity and single neuron
attributes.
Finally, we expect that the HKS bound can be adapted
to other neuron models provided a state space partition
linking dynamics to spike patterns can be derived. This
could prove to be a powerful tool to enquire about po-
tential encoding schemes as a function of many network
attributes such as spike-generating dynamics, connectiv-
ity, learning rules and input correlations.
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APPENDIX
Numerical simulations
Throughout the main text, we use data from nu-
merical simulations of the network model described
by (1). All simulations were implemented using a stan-
dard Euleur-Maruyama solver with time-steps of 0.005
time-units. We found that using smaller time-steps did
not alter our results. The solver was developed using
the Python/Cython programming language using the
Mersenne Twister random number generator and post-
processing (spike binning and empirical noise entropy es-
timates) was carried out in MATLAB. Large simulations
were performed on the NSF XSEDE Science Gateways
supercomputing platform.
Lyapunov spectrum estimates
Although the Lyapunov exponents λ1 ≥ λ2 ≥ ... ≥
λN of (1) do not depend on a particular choice of I or
initial conditions (IC), computing them analytically is a
very hard, if not an impossible, problem. Therefore, we
use numerical estimates. While numerically integrating a
solution of (1) above, we simultaneously evolve the linear
variational equation
M˙ = J(t)M (9)
where J(t) is the Jacobian of (1) evaluated along the sim-
ulated trajectory. Here, M is a N by N matrix where
M(0) is the identity. M(t) is orthonormalized at each
8time-step and the growth factors of each orthogonal vec-
tor obtained from the process are extracted to build esti-
mates that converge toward the λi’s, as described in [33].
This process was repeated for ten random choices of the
input I and the initial states; trajectories were integrated
for 5000 time-units. We verified that all reported λi’s
have a standard error less than 0.002 using the method
of batched means [34] (batch size of 100 time-units). Fig-
ure 4 (a) shows converging estimates of the first 60 Lya-
punov exponents over the initial 50 time-units.
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FIG. 4. Estimates of Lyapunov exponents for the initial 50
out of 5000 time-units, showing convergence. (a) Estimates of
the first 60 Lyapunov exponents (out of 500) for a given net-
work. (b) Three distinct estimates for λ1, λ25 and λ50 where
network IC, I and coupling matrix A are selected differently
and at random. For both panels, N = 500, ε = 0.5, η = −0.5.
In addition, we find that distinct realizations of con-
nectivity matrix A = {aij} did not significantly affect
the Lyapunov exponent estimates — and hence the sum
of all positive ones leading to the Kolmogorov-Sinai en-
tropy hµ. To illustrate this, Figure 4 (b) shows estimates
of three λi’s for three distinct systems, where input choice
I, IC and A are all different.
Relationship between state space partitioning and
spiking patterns
The derivation of the HKS bound relies on the sim-
ple assumption that neuron i will spike within ∆t time-
units if and only if θi(t) ∈ γ1 = [1 − 2∆t, 1]. We found
that for simulated trajectories of 1000 time-units from
network (1), only about 0.01% of all spikes violated the
spiking assumption for ∆t = 0.05. This number dropped
to zero for ∆t = 0.01. Such values are evidence that er-
rors in relating spike train entropy estimates to entropy
production in state space will be slight. As an additional
check, we next compare the spiking statistics and entropy
estimates for the main model (1) with those for an anal-
ogous dynamical system, for which our partition-based
spiking assumption holds exactly, by design.
Consider the piecewise model analogous to system (1):
dθi =[F˜ (θi) + Z˜(θi)
N∑
j=1
aijg(θj) +
ε2
2
Z˜(θi)Z˜
′(θi)]dt...
+ Z˜(θi) [ηdt+ εdWi,t]︸ ︷︷ ︸
Ii(t)
(10)
in which we replace the functions F and Z by the follow-
ing piecewise-defined terms:
F˜ (θi) =
{
1 + cos(2piθi) ; θi ∈ [0, 1− 2∆t)
2 ; θi ∈ [1− 2∆t, 1)
Z˜(θi) =
{
1− cos(2piθi) ; θi ∈ [0, 1− 2∆t)
0 ; θi ∈ [1− 2∆t, 1).
It is easy to see that the partition-based spiking assump-
tion holds exactly for the network defined by (10). How-
ever, notice that for ∆t > 0, both F˜ and Z˜ are discon-
tinuous functions of S1 and that as a result, the Jaco-
bian of (10) is ill-defined. Nevertheless, for practical pur-
poses, we can simulate system (10) and approximate its
Lyapunov spectrum, since there is only one discontinuity
point per neuron and the probability of a finite-duration,
discretized trajectory landing on such points is nil.
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FIG. 5. (a) Comparison of trajectories for single cells, for
models (1) and (10); initial conditions and inputs are fixed.
(b) First 60 Lyapunov exponents of models (1) and (10). (c)
Empirical noise entropy bounds NH1 and HKS for models (1)
and (10). For all panels, η = −0.5, ε = 0.5, ∆t = 0.05. For
panels (b) and (c), N = 500, κ = 20.
The purpose of model (10) is to assess the differ-
ences arising between the dynamics of our full (“normal”)
model, given by Eqn. (1), and the alternate (“piece-
wise”) model above for which the spiking assumption is
exact. We fix ∆t = 0.05 as in the main text and be-
gin by comparing single cell dynamics for the “normal”
and “piecewise” models. Figure 5 shows a simulated sin-
gle cell trajectory from each model, with identical input
Ii and identical incoming spike trains (extracted from
a separate network simulation). This setup mimics the
9activity a single cell would receive when embedded in a
network. Notice that apart from small discrepancies that
sometimes arise between spike times, the two trajectories
agree almost perfectly. When differences do arise, they
are quite small. From a simulation yielding about 3000
spikes from both models, most corresponding spikes from
the normal and piecewise models were indistinguishably
close, down to the numerical solver’s time-step. The max-
imal difference was about 0.02 time-units, smaller than a
∆t time-bin.
Figure 5 (b) shows the first 60 Lyapunov exponents of
a network with size N = 500, simulated with both the
normal (1) and piecewise (10) models. Since Lyapunov
exponents depend on the Jacobian of a system, we ex-
pected the piecewise model to yield smaller exponents:
its derivative is zero on the intervals [1 − 2∆t, 1). Nev-
ertheless, this discrepancy is minimal and amounts to a
difference of about 0.002 bits per neuron per time-unit
in the slope of the HKS estimates shown in Figure 5 (c).
Finally, we empirically estimate the noise entropy bound
〈H1〉, as described in the main text, for the piecewise
model (10). Its value differed from the normal model es-
timate by about 0.01 bits per neuron per time-unit, well
below the standard error of the mean of estimates from
both models, as can be seen in Figure 5 (c).
In light of these tests, we are confident that the main
result of the paper — a computable bound on spike-train
noise entropy that is much lower than what would be
extrapolated from single cells — is a robust phenomenon
for networks of the type modeled by (1), rather than a
consequence of a (seemingly tiny) approximation error.
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