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ABSTRACT
A turbulent boundary layer undergoing smooth-wall separation via an adverse pressure 
gradient was investigated using a novel combination of laser-Doppler anemometry and 
pulsed-wire anemometry to simultaneously measure instantaneous wall shear stress along 
with the velocity fluctuations immediately above. The aim of this experiment was to obtain 
the degree of correlation of instantaneous wall shear stress with fluctuations of velocity at 
various distances fl"om the surface as well as fi*om the time-averaged location of flow 
separation. It was found that there is no correlation of the wall shear stress with wall-normal 
velocity fluctuations while there is a relatively strong correlation with the tangential velocity. 
This trend held both upstream of separation and into the recirculation region. Time-lagged 
correlations of wall shear stress and tangential velocity revealed that the velocity fluctuations 
in the outer region always lead the wall shear stress, lending support to the concept that the 
near wall dynamics are primarily driven by large scale outer motions, independent of the 
mean profiles. A simple model involving an oscillating external pressure gradient forcing of 
an unsteady viscous sublayer was developed to elucidate basic physics underlying the 
observed correlation between wall shear stress and fluctuating velocity. This simple model 
was able to qualitatively capture the near wall behaviour and it demonstrated how finite 
spatial scale of the forcing was essential to realistically model the behaviour of the correlation 
coefficient at further distance from the wall.
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1 INTRODUCTION
The experimental work for this thesis was carried out within the WALLTURB programme, a 
European synergy for the assessment of wall turbulence funded by the EC under the 6th 
framework program (contract no. AST4-CT-2005-516008). As a contractor for this project, 
the University of Surrey was required to provide a high quality dataset of single and two- 
component velocity profiles and their associated statistics at various stations over a wall- 
mounted bump of specific two-dimensional geometry, as well as at two upstream reference 
stations. The bump geometry was designed such that the oncoming flow experienced an 
adverse pressure gradient leading to a separation near the ‘trailing edge’ of the bump, and a 
subsequent re-attachment on the wall downstream of the bump trailing edge. A second, large 
part of this work was devoted to oil film interferometry, which was used to independently 
obtain the mean wall shear stress distribution up to and through the mean separation position, 
as well as at upstream reference stations. Developments of this technique were shared with 
the Czestochowa University of Technology in Poland, who were also partners in the 
WALLTURB programme. However the focus of this thesis is on the final experiment carried 
out in addition to the requirements of the consortium. This novel experiment involved the 
combined use of laser-Doppler anemometry and pulsed-wire anemometry with the objective 
of obtaining an improved understanding of the correlations between instantaneous fluctuating 
velocity and wall-shear stress in the near-wall region in a separating flow. Furthermore, time- 
lagged correlations between the fluctuating velocity with increasing wall-normal distance and 
wall-shear stress provided insight into the essential question of whether (as expected) the 
outer motions drive the near-wall flow, or vice-versa, and insight into the mechanisms 
themselves.
This thesis comprises two volumes. The first volume contains the main thesis and the second 
volume is an Appendix containing all supporting work created by this author for the 
completion of this work. It is a compilation of internal reports bound together in 
chronological order.
In this main thesis, the following second chapter contains an overview of the equations of 
turbulent flow and a review of the literature on turbulent boundary layers subjected to adverse 
pressure gradients and separation. A review of the literature on the instrumentation and
associated processing and correction techniques is contained in the relevant internal reports in 
the Appendix volume.
The third chapter describes the experimental configuration and wind tunnel facilities used to 
first determine the geometry of the bump such that an appropriately sized separation bubble 
fi*ee fi-om end-wall influences is obtained, and then to carry out the measurements themselves.
The fourth chapter summarises the instrumentation used in the measurement of the flow. The 
section on hot-wire anemometry is brief since a large amount of work on this topic is 
contained in the Appendix volume due to the fact that the main experiment around which this 
thesis is based did not actually involve the use of hot-wire anemometry. A more detailed 
section on the oil film interferometry technique follows, while a rigorous derivation of the 
optical theory behind the technique and its optimisation can be found in the Appendix 
volume. Finally, the pulsed-wire wall-shear stress probe is described followed by the design 
of the traverse system made for the near wall measurement of instantaneous velocity using 
laser-Doppler anemometry.
The fifth chapter describes the various steps in the acquisition and post-processing of the 
experimental data. Topics include the alignment of data records obtained with un­
synchronised acquisition hardware, the correction of velocity -  sampling rate bias in the laser- 
Doppler anemometer velocity samples, and information on the general computation of 
corrected statistics.
The sixth chapter contains a complete summary of all experimental data, starting with oil film 
interferometry results used to validate the absolute accuracy of the pulsed-wire wall shear 
stress probe calibration, and then the auto and combined statistics of velocity and wall shear 
stress up to fourth order including production and transport of turbulence kinetic energy and 
Reynolds shear stress. The time-lagged correlation between wall shear stress and fluctuating 
velocity are then presented, followed by the variation of the integral timescale in the vicinity 
of separation. Finally, selected probability density functions are presented in order to confirm 
the quality of data.
The seventh chapter contains a summary of an attempt to model the observed correlation 
between wall shear stress and fluctuating tangential velocity component in the near-wall
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region using a simple low order model based on an unsteady, oscillating viscous sublayer 
with streamwise pressure gradient forcing.
The eighth chapter contains a theoretical analysis of the near-wall behaviour of the pressure- 
velocity correlation that appears in the turbulent/diffusive transport terms of the turbulence 
kinetic energy and Reynolds shear stress transport equations. The purpose of this chapter is to 
provide a starting point for any future follow-on experiment that may contain measurements 
of instantaneous wall pressure.
Following the eighth chapter are the concluding remarks, the list of references used in this 
main thesis volume, and the list of figures presented in this thesis volume.
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2 THEORETICAL BACKGROUND & LITERATURE 
REVIEW
The review in this section shall focus on the topic of turbulent boundary layers subjected to 
adverse pressure gradients leading to flow separation. Literature related to instrumentation 
and measurement techniques used in this work may be found in-place in the supporting 
reports contained in the Appendix volume. Owing to the vast amount of research relating to 
boundary layers in general carried out over the last century since the pioneering work of 
Ludwig Prandtl in identifying the canonical boundary layer as a thin region near the surface 
within which the effects of viscosity are non-negligible, this review is by no means exhaustive 
but makes reference to key concepts and findings over the last few decades that have some 
connection to the present work.
Preamble
From an engineering perspective, a more complete understanding of the boundary layer is 
essential if any further significant gains in fuel efficiency are to be attained in the 
transportation industry. For example around 50% of fuel consumption of a commercial 
airliner in cruise conditions is wasted on overcoming skin friction drag (D. Birch in Asfa- 
Wossen (2012)). This drag is ultimately the result of the no-slip condition at a fluid-solid 
interface, a consequence of which is the development of a shear-layer, a region of flow 
dominated by vorticity and rotation where deformation work is carried out on fluid elements 
in an irreversible manner. The very large Reynolds number of commercial aircraft in cruise 
conditions means that this shear layer will be almost entirely turbulent. A similar situation 
applies to road vehicles and sea vessels (in their case both the wetted hull and superstructure). 
The highly non-linear nature of turbulence and its underlying dynamics of energy and 
momentum transport processes have made turbulence one of the great unsolved problems of 
classical physics. With regards to controlling a turbulent boundary layer to reduce drag, either 
by active or passive means, it is obviously first necessary to understand the phenomenon itself 
in order to implement any fruitful actuation.
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Any convex closed body moving through a fluid such as an aircraft wing, a boat hull, a car, 
will subject the boundary layer developing over it to gradients of surface pressure. Using the 
aerofoil cross-section of a wing as an example, the fluid will initially accelerate over the 
leading edge leading to a drop in pressure (this applies even to a symmetric, non-lifting 
profile). Far from the body, the static pressure must equal that of the local atmospheric 
conditions, thus necessitating a pressure recovery towards the trailing edge. In a potential 
flow where the velocity field may be described as the gradient of some scalar potential such 
that continuity and irrotationality are automatically satisfied, the body becomes a streamline 
of the flow^ and the pressure recovery is perfect, with a stagnation point at the trailing edge. 
However, the situation is different for a real viscous flow, even if the viscosity is 
infinitesimal. The energy dissipated by both viscous and turbulent deformation work (which 
is irreversible) means that the pressure recovery cannot be complete and stagnation pressure at 
the trailing edge does not occur. Rather, the flow typically separates from the surface into a 
free shear layer that subsequently rolls up into large rotating structures due to the Kelvin- 
Helmholtz instability. In a time-averaged view of this phenomenon, the flow would appear 
reversed near the surface and cyclic. Despite the now negative skin friction in this region, the 
overall drag is largely increased due to the region of low pressure that exists behind the body. 
The latter effect is particularly significant for a bluff body where the surface normal vectors of 
the rear face are predominantly in the streamwise direction.
One of the ways of investigating flow separation near the trailing edge of a wing in a wind 
tunnel is by mounting a smoothly contoured bump to one of the walls of the wind tunnel. The 
bump surface profile in the present experiments (prior to modification) was determined by an 
inverse design method such that its pressure distribution matches that of the equivalent wing 
section at ‘high’ angle of attack. An advantage of this approach over just using an aerofoil 
placed in the freestream is that higher Reynolds numbers based on the momentum thickness 
can be attained for a given freestream speed by locating the bump further downstream, 
making use of the natural growth of the near-zero pressure gradient turbulent boundary layer 
over the wind tunnel wall. Since there is now a flat surface after the trailing edge of the bump, 
the separated flow is able to reattach by virtue of the turbulent entrainment of fluid 
downstream of the bubble allowing the separated shear layer to effectively suck itself back 
onto the surface (providing the adverse pressure gradient is sufficiently reduced in that
‘ This is always the case, regardless o f  irrotationality, due to the kinematic boundary condition o f  zero normal 
mass flux through a non-porous surface. An exception would be the application o f  wall-normal blowing.
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region). A cross-sectional schematic of the fluid streamlines near the position where the 
trailing edge joins the wind tunnel wall at some finite angle is presented below in Figure 2.1, 
viewed in a time-averaged sense.
external flow 
 >
separation point
recirculation “bubble’
reattachment point
Figure 2.1: Time-averaged schematic of flow separation
The turbulent nature of the upstream boundary layer has the advantage of delaying the onset 
of separation due to the enhanced mixing by the turbulent motions more effectively 
transporting higher momentum fluid towards the surface than the action of viscous diffusion 
of momentum alone would be able to accomplish in a laminar boundary layer.
Conservation and Transport Equations
The operating conditions of commercial and private transport vehicles are such that even the 
smallest scales of dissipating eddies, at the order of magnitude of the Kolmogorov length 
scale, remain several orders of magnitude above the mean free path length of the molecules 
that constitute the fluid medium through which the vehicle travels. At such conditions, the 
Knudsen number Kn = XlL (the ratio of mean free path length to some representative 
physical length scale) is much less than unity such that the fine structure of the medium need 
not be considered. The fluid may be modelled as a continuum and equations expressing the 
conservation of mass, momentum and energy can be derived. For the present work, it is 
appropriate to consider the case of an incompressible, constant property, Newtonian fluid 
(linear relationship between stress and strain-rate). Furthermore, effects of internal heat 
transfer are negligible and the flow is supposed isothermal. The continuity equation at any 
point in space is simply a zero divergence condition on the instantaneous velocity vector U
V «U  =  0 (2.1)
Application of Newton’s second law per unit volume gives
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where p is the fluid density. The material derivative can be expanded to convert the problem 
fl'om a Lagrangian formulation of tracking individual elements in space and time into an 
Eulerian formulation where fluxes through fixed elemental volumes in space are obtained. 
The resultant force vector F contains the divergence of the total stress tensor as well as any 
external body forces (such as gravity). In the absence of external forces equation (2.2) can 
now be re-written as follows, where the continuity condition has been used to eliminate 
various terms
^  +  (U * V )U  =  - i v P  +  !/V"U (2.3)
where v  is the kinematic viscosity and P  is the static pressure. The non-linear self advection 
term on the left-hand-side is both the source of all the beauty of fluidic motion and of the 
major difficulties in numerically solving the equation. The last term on the right-hand-side is 
the viscous diffusion of momentum, originating from the divergence of the deviatoric stress 
tensor i/V^U =  V*(2i/S), where S is the strain-rate tensor. Finally, the pressure gradient
appears as a forcing term on the right-hand-side. Its negative sign shows how fluid is 
accelerated in the direction of decreasing pressure, and decelerated in the direction of 
increasing pressure. Hence an increasing pressure is called ‘adverse’ and a decreasing 
pressure is called ‘favourable’.
In the statistical investigation of turbulent flows the momentum equation (2.3) undergoes a 
Reynolds decomposition such that an instantaneous velocity is separated into its mean plus 
fluctuating parts
U =  U-bu (2.4)
This is then substituted into the original equation which is finally time-averaged. A key 
feature of this decomposition is the introduction of the Reynolds stresses, —pu 0  u (where 
the symbol (g) denotes the outer product (dyadic)). These are actually turbulent momentum
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fluxes that, by Newton’s second law, are equivalent to stresses acting on the faces of a fluid 
element. The resulting equation can be written as follows
dV
dt
=  —^V P + —V»^2/iS —pugluj  (2.5)
Clearly this equation reveals how the presence of turbulence directly affects the mean flow 
via the Reynolds stresses. It is also worth pointing out how fluctuations of pressure do not 
directly affect the mean flow. In attempts to solve the above equation numerically, there is no 
constitutive relation for the Reynolds stress tensor as there is for the viscous stress tensor. 
Thus the Reynolds stresses must be modelled, and this modelling is a major topic of 
turbulence research. Transport equations can be formulated for the Reynolds stresses by 
taking the dyadic product of the Navier-Stokes equation (2.3) and the velocity vector and 
performing the Reynolds decomposition and subtracting off the mean part of the resulting 
equation. However in this equation there appear triple products of fluctuating velocity which 
are again unknown. Continuation of this procedure repeatedly yields unknown higher order 
products and this is known as the closure problem. At some point, modelling is required in a 
solution of the Reynolds-averaged Navier-Stokes equations (RANS). Some of the earliest 
models were simple one-equation models involving concepts such as eddy viscosity 
(Boussinesq (1877)), where the turbulence is modelled as a spatially varying enhancement of 
the molecular viscosity by analogy with the kinetic theory of gases and the transport of 
momentum by viscous diffusion, and Prandtl’s mixing-length hypothesis (see chapter 19 of 
Schlichting (1979) for details).
Outside of the boundary layer, the rates of strain are negligible (zero in ideal conditions) as 
are the velocity fluctuations. The flow is inviscid and also irrotational (curl-free, V x U =  0 ) 
and using the standard identity V(A • B) =  (A • V)B +  (B • V) A -t- A x (V x B) +  B x (V x A)
with A =  B gives the following equation for the freestream velocity vector from (2.5)
^ v ( u . . u j  =  - l v p .  (2.6)
2 p
This equation is in fact the Bernoulli equation (ignoring gravity terms)
, 7 4 1 " "
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=  0 (2.7)
For a steady freestream flow oriented entirely in the x-direction, the above reduces to
This equation directly links the external pressure gradient to the external velocity gradient. 
Thus a boundary layer subjected to an adverse pressure gradient is one whose external flow is 
undergoing deceleration.
Turbulence Kinetic Enersv and Vorticity
Another key equation in the study of the physics of turbulence is the Reynolds stress tensor 
transport equation, the formulation of which was described earlier. The trace of this tensor 
equation provides the turbulence kinetic energy equation, which may also be obtained by 
taking the dot product of the velocity vector with the Navier-Stokes equations and carrying 
out the usual Reynolds decomposition and time-averaging. Both of these equations are 
presented and elucidated in a term-by-term manner in §6.6.3.1 of this thesis. Both of these 
equations reveal the complex interaction between the production and transport of Reynolds 
stresses, both normal and shear, and the production and transport of turbulence kinetic energy. 
In particular, for thin turbulent shear layers the main production term is that involving
interaction between the Reynolds shear stress and mean shear strain rate, -u v d U jd y . This
same term (more generally - (u  g  u) : S , where : denotes the double contraction) appears in 
the mean flow kinetic energy equation but with opposite sign, which reveals that turbulence 
kinetic energy extracts its energy from the mean flow (since uv is always negative and 
dU /dy  positive in typical boundary layer flows). The large length scale of the mean flow 
relative to the smallest turbulent motions imply the existence of an energy transfer cascade 
process from large scale to small scale where energy is ultimately dissipated as heat by 
viscous deformation work. If the normal mean strain rate (e.g. deceleration under adverse 
pressure gradient) is sufficiently large and no longer negligible then the interaction between 
Reynolds normal stresses and mean normal strain rate also become significant, provided the
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turbulence is anisotropic {u^ ). Since the mean normal strain rate is directly affected by
the pressure gradient, then an adverse pressure gradient can be shown to increase the 
production of turbulence kinetic energy. Furthermore, most of this turbulence kinetic energy
is contained in the streamwise fluctuations (i.e. ) which in turn feeds back into the mean
flow equation (2.5).
Additional insight into the dynamics of turbulence can be obtained by examination of the 
vorticity equation. This equation is obtained by taking the curl of the Navier-Stokes vector 
equation. Without showing the intermediate steps, the instantaneous vorticity equation is as 
follows, where the vorticity co =  V x U
V)(o =  — Vpx  VP4-((o« V)U-}-z7V^to (2.9)
The left-hand-side is the usual material derivative involving the advection of vorticity by the 
local flow. The first term on the right-hand-side is the baroclinie term and shows how 
vorticity may be generated where isosurfaces of density and pressure are not parallel. This 
term is responsible for the initiation of a Kelvin-Helmholtz instability at the interface between 
two immiscible fluids of different density where the interface is sloping (i.e. the interface 
normal vector is not parallel to the local gravitational field). This term is zero for constant 
density flows. The fourth term on the right-hand-side is the viscous diffusion of vorticity. The
third term can be expounded by re-writing as o  •(VU)^ and using the fact that the Jacobian 
matrix can be written as the sum of symmetric and antisymmetric parts (in this case the strain 
and rotation rate tensors respectively, i.e. VU =  S -b R ) to give œ • S -t- (o • (note the 
transpose on S is irrelevant due to symmetry). Due to the nature of the terms of the 
antisymmetric tensor the second term is zero, thus
(o)»V)U=:to«S (2.10)
This term reveals how vorticity can be amplified and tilted by interaction with the strain-rate. 
When a vortex tube is parallel to direction of local positive strain-rate the vorticity is 
increased. By conservation of angular momentum this means that the vortex tube is being
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stretched and reduced in diameter. An important feature of this term is that this process of 
vortex stretching can only occur in three dimensions, since in two dimensions all vorticity is 
perpendicular to the plane of motion and so the dot product is always zero. Thus true 
turbulence involves stretching, squashing and tilting of vortex tubes and there is no such 
thing, strictly speaking, as “two-dimensional turbulence”. This must be kept in mind when 
making simplifications to two dimensions. In turbulent flow, the vorticity equation (2.9) after 
Reynolds decomposition on both the instantaneous velocity and vorticity followed by time- 
averaging becomes
âc5 / -
dt
(u«V]a) =  V*(—u0(oj +  (o«s-l-(o«S + z/V^ o) (2.11)
The new first and second terms on the right-hand-side show how the mean vorticity can be 
altered by transport divergence of fluctuating velocity-vorticity interactions as well as by 
stretching and rotation of fluctuating vorticity by fluctuating strain rates. It is worth pointing 
out at this stage that the pressure gradient does not appear in the turbulent vorticity equation. 
Thus an adverse pressure gradient affects the turbulent vortex dynamics only indirectly 
through the mean velocity appearing in the non-linear advection term and the fluctuating 
velocity appearing in the transport divergence term. Recall that the fluctuating velocity itself 
is altered indirectly by the mean pressure gradient through production of turbulence kinetic 
energy via interaction between Reynolds stresses and the mean strain rate.
Equations for the square of the mean vorticity and for the mean-square fluctuating vorticity 
can be obtained in a similar manner to obtaining the mean flow and turbulence kinetic energy 
equations, namely by taking the dot product of the vorticity vector with the instantaneous 
vorticity equation, and finally carrying out a Reynolds decomposition, time-averaging and 
subtracting off the embedded mean equation in the usual manner. The procedure is somewhat 
involved and only the final result for the mean-square vorticity equation is presented below
dt
f^j(o •(oj-h(^U •(oj = u 0  (0 j : Vco -b V • • (o)uj
+ c o 0 (o  : s - b ( o 0 o )  : S - b « « ( c ) « s j  (2.12)
( j O )  •  ( 0 j  — 17 ^Vco : V(oj
19
In order of appearance, the terms on the right-hand-side can be briefly expounded as follows, 
with respect to their effect on the fluctuating vorticity:
1. Gradient production. An identical term appears in the equation for the square of the
mean vorticity, analogous to the gradient production term - ( u 0 u ) : S  in the
turbulence kinetic energy equation (c.f. equation (6.11)). Thus there is a direct 
exchange between turbulent vorticity and mean vorticity, one being produced at the 
expense of the other
2. Transport by turbulence, analogous to the transport term V •u)uj  appearing
in the turbulence kinetic energy equation
3. Production by turbulent stretching
4. Production (or removal) by the mean rate of strain
5. Production by mixed mean and turbulent stretching. Interestingly the same term
appears in the equation for the square of the mean vorticity. This mixed production
affects both quantities in the same manner
6. Transport by viscous diffusion
7. Viscous dissipation. This term comprises a sum of squared gradients of the vorticity 
components and therefore always acts to remove fluctuating vorticity due to the 
leading minus sign. A similar term appears in the equation for the square of the mean 
vorticity.
An order-ofmagnitude analysis presented in Tennekes & Lumley (1972) reveals how the 
fluctuating strain rate is much larger than the mean strain rate and likewise for the vorticity, 
and also that the strain-rate and rotation-rate tensors have elements of similar order of 
magnitude. Therefore at large Reynolds number it can be shown that the dissipation of 
turbulence kinetic energy, e , is associated with vorticity fluctuations since
6 =  2z7S : s % * (0 (2.13)
Furthermore, at high Reynolds number the resulting vorticity budget was shown to be
(0 0 0 ) :s  =  Z7^ V(0 : V(oj (2.14)
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This result is interesting in that it demonstrates independence of the structure of the mean 
flow (and therefore effects of adverse pressure gradient) at high Reynolds number. Also the 
quadratic nature of the terms on the right-hand-side implies that, on average, vortex stretching 
must occur more than vortex squeezing. The vortex stretching process transfers energy from 
larger scales to smaller scales and it is in fact this mechanism that is responsible for the broad 
energy spectrum of turbulence. The above equation is essentially a statement of equilibrium 
between production and viscous dissipation of turbulent vorticity. Since viscous dissipation 
occurs at the smallest length scales (on the order of magnitude of the Kolmogorov length
scale = ) the equation implies the existence of an equilibrium spectrum of
turbulence at these small scales. However in the presence of sufficiently large streamwise
pressure gradients the term involving advection by the mean flow (U* «(oj may no
longer be negligible. In this situation, local equilibrium cannot be attained since the timescale 
of the turbulence is longer than that of the mean flow transport of turbulence. Therefore 
separating flows are typically non-equilibrium which renders a majority of classical 
theoretical work on turbulent spectra and equilibrium boundary layers not exactly applicable. 
A working definition for a non-equilibrium boundary layer given by Song & Eaton (2004) 
was “a wall shear layer subject to rapid changes in the streamwise direction such that the 
turbulence cannot be characterized solely in terms of local parameters.”
Thin-Shear-Laver Approximation
Unless otherwise stated, the following conventions apply throughout the remainder of this 
chapter: (x, y, z) represent the streamwise, wall-normal, and transverse coordinates
respectively; (U, V,JV) represent the streamwise, wall-normal and transverse components of 
velocity respectively.
In the context of two-dimensional boundary layer flows, the wall-normal extent of the 
boundary layer 6 is much less than the streamwise extent L, i.e. 6 / L ^ l .  Carrying out an 
order of magnitude analysis on the Navier-Stokes equations using these length scales in the 
appropriate directions results in the so-called “thin-shear-layer” equations (Cebeci & 
Bradshaw (1977))
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(2.15)
The second equation states that the static pressure is constant throughout the boundary layer 
and equal to the external pressure. Therefore the pressure gradient in the first equation can be 
replaced by equation (2.8) and treated as an external boundary condition. With the addition of 
the continuity equation and an appropriate model for the Reynolds shear stress, the above 
equation may be solved for mean U and V. In the absence of any Reynolds shear stress, the 
equation becomes parabolic and can be solved using a “marching” procedure where 
disturbances propagate only downstream and not upstream. The full Navier-Stokes equation is 
elliptic whereby a disturbance affects the entire field. In the presence of a strong adverse 
pressure gradient, the boundary layer may rapidly thicken to the point where the thin-shear- 
layer approximation becomes inaccurate and terms of 0{6) that were dropped in the equation
for V need to be re-introduced. In this case the constant pressure approximation becomes 
invalid and the equation for the wall-normal direction must instead be replaced by the 
following
\ dP I d I —
„ „ , (2.16)p dy p dy
The viscous stress is negligible compared to the turbulent Reynolds stress except very near 
the wall where the zero-flux boundary condition imposes a blocking effect on the wall-normal 
fluctuations. The above equation has the following solution
P = P ^ - p 7  (2.17)
which shows how wall-normal fluctuations in the boundary layer can reduce the internal 
pressure from that external to the boundary layer. From an engineering point of view, another 
effect of strong wall-normal fluctuations is the increased transfer of momentum in the wall- 
normal direction. This process ultimately extracts momentum from the external streamwise
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flow and is therefore an additional source of drag. If the boundary layer is very thick with 
high intensities of turbulence, the non-linear advection terms must be re-introduced as well. 
The pressure can then only be found by integration of all the terms throughout the boundary 
layer. In the most general case, an equation for pressure can be found by taking the 
divergence of the Navier-Stokes equation. This leads to a Poisson equation (derived in §8 
equation (8.9)) whose general solution involves an integral throughout the entire domain. 
Thus the local pressure is influenced globally and also has global influence (the Poisson 
equation is elliptic).
Effects o f Wall Curvature
The internal pressure can also be influenced through wall curvature. If the wall profile is 
parameterised by the local radius of curvature R, then the Navier-Stokes equations can be 
expressed in curvilinear coordinates. The full equations can be found in Schlichting (1979), 
however under the thin-shear-layer approximation many of the terms can be dropped. If the 
local radius of curvature is large compared to the boundary layer thickness and the rate of 
change of curvature in the streamwise direction is small, then equation (2.16) can be written 
as follows (following the order-of-magnitude analysis in Bradshaw (1977))
\ d P  . I d ( —
For a given distribution of Reynolds normal stress, the above equation reveals how a convex 
surface curvature (1/R > 0) creates a pressure gradient that is favourable towards the surface, 
while a concave surface curvature ( \ / R < 0 )  creates a pressure gradient that is favourable 
away fi*om the surface. Consideration of the behaviour of a locally displaced element of fluid 
shows that convex curvature can be considered to have a stabilising effect on the boundary 
layer while concave curvature has a de-stabilising effect. An important consideration of 
concave curvature on wall mounted bumps is the possible creation of Taylor-Gortler vortices 
via an inviscid instability mechanism that leads to the formation of persistent streamwise 
vortices with lateral scale on the order of the boundary layer thickness. Their presence causes 
lateral variation of streamwise velocity and wall shear stress. The Taylor-Gortler vortices are 
analogous to Taylor vortices that form between two concentric cylinders with relative
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rotation. At sufficient Reynolds number the destabilising effect of the concave outer cylinder 
wall causes the flow to self-organise into a cellular structure of periodic streamwise vortices 
of alternating direction of rotation. In the context of boundary layers over concave surfaces 
the strength of the Taylor-Gortler vortices depends upon the degree of extra strain rate due to 
curvature U/r  (with r being radial distance from the wall to the centre of curvature) 
compared to the mean strain rate due to the underlying flow d U j d r . The critical parameter in 
this case is the ratio of boundary layer thickness to radius of concave curvature, ôjR.  For 
laminar flows the theoretical minimum of the limit of stability occurs when 0.02 <  6/R <  0.1 
and 4 < <  6 (Schlichting (1979)).
Extra strain rates arise wherever there is streamline curvature (i.e. turning of the mean flow). 
In particular, longitudinal curvature can cause the dVjdx  strain rate term to be no longer 
negligible and even of same order of magnitude as dUjdy  in the outer region of the 
boundary layer. Such extra strain rates alter the production and transport of turbulence kinetic 
energy and Reynolds stresses and their omission in some of the more simple computational 
models is a source of error, in particular for the prediction of smooth wall separation over 
curved surfaces where the planar equations are not sufficiently accurate. A rigorous 
investigation into the effects of streamline curvature on turbulent flow can be found in the 
AGARD report by Bradshaw (1973).
Barlow and Johnston (1988) performed an experimental investigation into the effects of 
concave curvature on a turbulent boundary layer with 8lR = 0.05 and 0.1. They confirmed 
the destabilising nature of concave curvature and its amplification of large-scale motions 
normal to the wall (enhancing mixing and increasing the local skin friction compared to an 
equivalent flat plate turbulent boundary layer). In agreement with the experimental 
investigation of Baskaran et al. (1987) who studied the response of turbulent boundary layers 
to sudden changes in curvature and pressure gradient, Barlow and Johnston noted the 
existence of an inner region in equilibrium with the wall shear where mean and Reynolds 
stress profiles collapse well under the universal inner layer scaling of local friction velocity 
while the outer region showed significant increase in Reynolds stresses. An interesting 
observation was that concave curvature did not significantly alter the production of turbulence 
kinetic energy but did alter the velocity triple products, implying that concave curvature has a
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greater effect on redistribution (via turbulent diffusion) than on production of turbulence 
kinetic energy.
Conversely, Muck et al. (1985) investigated the effects of extended mild convex curvature 
(ô/R = 0.01) on a turbulent boundary layer and found that all Reynolds stresses diminished 
by 20-30% (in line with the stabilising effect of convex curvature) in the region of curvature 
and maintained these lower levels after about 46 downstream of the region of curvature, 
implying an initial increase in dissipation rate followed by a lower constant rate to maintain 
the equilibrium at lower stress levels. Thus even a small degree of curvature can significantly 
alter the nature of the turbulent boundary layer in a long-lasting manner. Wall mounted 
bumps typically contain both concave and convex curvatures and so the boundary layer over 
such an object is expected to be quite different from an equivalent flat plate boundary layer.
Definition o f “Separation”
Simpson (1989) describes separation as “the entire process of departure or breakaway, or the 
breakdown of boundary-layer flow” and that this breakaway is accompanied by an abrupt 
thickening of the rotational-fiow region near the wall along with significant wall-normal 
velocity fluctuations that cause unwanted interaction with the fi^eestream. He states that a 
simple criterion of vanishing surface shear stress or flow reversal is perhaps too simplistic for 
the more general case of un-steady two-dimensional and three-dimensional flows, where it is 
possible for the surface shear stress to change sign and the flow to undergo reversal without 
any breakdown of the boundary-layer flow. In the case of steady two-dimensional flows on a 
streamlined surface, separation begins intermittently. The Jfiaction of time that the flow near 
the surface moves in the downstream direction gradually decreases with downstream distance 
until the point where instantaneous backflow occurs 50% of the time and the time-averaged 
wall shear stress is zero. Simpson labelled 1% flow reversal time fraction as “incipient 
detachment”, 20% as “intermittent transitory detachment”, 50% as “transitory detachment”, 
and “detachment” where the time-averaged wall shear stress is zero. Importantly, he stated 
that the data available at the time indicate that both transitory detachment and detachment 
occur at the same location.
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Schlichting (1979) defines separation as “the limit between forward and reverse flow in the 
layer in the immediate neighbourhood of the wall”, with the following condition at the point 
of separation
=  0 (2.19)
}'=0
In other words, zero mean wall shear stress. 
Mean Velocity Profile at Separation
In the case of zero mean wall shear stress, the equations of motion at the wall y  = 0 with the 
no-slip boundary conditions u = v = 0 reduce to
dy"
=  (2.20)
In the immediate vicinity of the wall the curvature of the velocity profile depends on the 
relative strengths of the streamwise pressure gradient and Reynolds shear stress gradient. An
important result from equation (2.20) is that in a laminar boundary layer with uv = 0 an 
adverse pressure gradient always results in a point of inflection in the mean velocity profile 
(since the second derivative must become negative as the rate of increase of streamwise 
velocity decreases with distance from the wall until matching the freestream value). In a 
turbulent flow under adverse pressure gradient the condition for an inflection point is
A point of inflection manifests as a maximum point in the mean strain-rate profile that 
explains the lifting of the peak of turbulence production off the wall in the approach to 
separation. For a favourable pressure gradient there is no inflection point as the curvature 
remains negative throughout, and for a zero pressure gradient the point of inflection is at the 
wall. Thus smooth-wall separation can only occur under an adverse pressure gradient, i.e.
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when the outer potential flow is decelerating. Here a smooth wall is defined as one with 
roughness remaining buried well within the viscous sublayer < 5). A well known result 
from the Rayleigh equation (the inviscid variant of the Orr-Sommerfeld equation describing 
the stability of laminar flow to travelling wave perturbations) is that a velocity profile 
containing an inflection point is unstable to infinitesimal travelling wave disturbances 
(Bradshaw (1977), Schlichting (1979)).
Requirements for Two-Dimensional Mean Seyaration
All real flows occur in three dimensions, and turbulence itself is a three-dimensional 
phenomenon involving vortex stretching and entanglement in all possible orientations in 
space. Pressure fluctuations travel throughout the fluid domain at the local speed of sound, 
and, in an incompressible fluid would actually travel instantaneously to all points. Thus the 
question must be asked regarding the extent of the influence of end-wall effects on bumps 
mounted in wind tunnels. Ciampoli & Hancock (2006) considered the effects of flow width in 
nominally two-dimensional turbulent separated flow by measuring the mean and fluctuating 
wall shear stress beneath a separated and reattaching flow behind a flat splitter plate with a 
sharp-edged normal fiat plate mounted centrally on the front of the splitter plate (resembling 
the letter “T” rotated ninety degrees anti-clockwise and with an elongated tail, flow left to 
right). The flow width was varied by using end plates. They found that end effects have more 
of an effect on the near-wall flow than on the outer flow. Crucially, residual effects were seen 
in the mean wall shear stress even when the flow width was as large as seven separation 
bubble lengths. The effects on fluctuating wall shear stress were relatively weaker, in line 
with the fact that fluctuating stresses are determined by large scale outer motions. The wall- 
normal fluctuation inhibitory effect of the end-plate or end-wall on the flow was found to 
extend around 3.5 bubble lengths away from the boundary. Thus a criterion of flow width to 
separation bubble length ratio of no less than seven should be adhered to in any experiment if 
the centreline of the separated flow is to be validly considered two-dimensional (free of end 
effects). Two-dimensionality also implies that the separating streamline is also the reattaching 
streamline, which is not necessarily the case in a three-dimensional separation.
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Active and Inactive Motion
In order to reconcile the conflict of the universality of the mean velocity distribution with 
observations that turbulent intensities in constant-stress layers vary considerably between 
different flows of the same mean stress, Townsend (1961) supposed that “the motion at any 
point consists of two components, an active component responsible for turbulent transfer and 
determined by the stress distribution and an inactive component which does not transfer 
momentum or interact with the universal component”. He goes on to state that this “does not 
mean that the eddy structures contributing to the inactive component at a particular point can 
not form part of the active component at points further from the wall, and it seems likely that 
the inactive motion is a meandering or swirling motion made up from attached eddies of large 
size which contribute to the Reynolds stress much further from the wall than the point of 
observation.” This hypothesis was experimentally supported by Bradshaw (1967) who 
measured both fluctuating velocity and pressure frequency spectra in a turbulent boundary 
layer subjected to a strong adverse pressure gradient. Crucially a link was made between 
adverse pressure gradient and more intense inactive motions. The active motions are 
responsible for producing the shear stress in the inner region of the boundary layer (with 
statistical properties that are universal functions of the wall shear stress z  and wall normal 
distance y). The inactive motions are effectively irrotational and determined by turbulent 
motions in the outer layer, their most noticeable effect being “an increased dissipation of 
kinetic energy into heat in the viscous sublayer, supplied by turbulent energy diffusion from 
the outer layer towards the surface” (Bradshaw (1967)). The large scale of the inactive motion 
and the fact that it does not contribute to the Reynolds shear stress means that it does not 
directly produce or dissipate any significant amount of turbulence kinetic energy. Wall 
pressure fluctuations can also be linked to the inactive motion. Intense inactive motions are 
also associated with non-equilibrium boundary layers where “turbulent eddies at a given 
streamwise location are not characteristic of the local mean velocity profile” (Song & Eaton 
(2004)). Furthermore Song & Eaton (2004) confirmed that within a separation bubble the 
turbulence is inactive and caused by the sweeping of the separated shear layer vortices, 
themselves created by Kelvin-Helmholtz instability on the separated shear layer.
Hancock (1999) measured the mean and fluctuating wall shear stress beneath spanwise- 
invariant separation bubbles formed by a sharp-edged fence and splitter plate and found that 
the root-mean-square (r.m.s.) of the streamwise and lateral shear stress fluctuations were very
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nearly equal despite the r.m.s. of the streamwise velocity fluctuations being around 15% 
larger than the r.m.s. of the lateral velocity fluctuations. Furthermore this was the case in both 
un-swept and swept flow cases. This is direct evidence that the shear stress fluctuations are 
determined largely by inactive motion driven by the outer flow, rather than by the local mean 
strain rates near the surface.
Pressure Fluctuations
Gradients of pressure-velocity correlation play a key role in the diffusive transport of 
turbulence kinetic energy. It remains technically impossible to directly measure the static 
pressure within a laboratory scale turbulent flow without causing significant interference, and 
so early experimental investigations of fluctuating pressure were confined to measuring the 
wall pressure using microphones. Computation of the fluctuating pressure at a point in or near 
a turbulent flow requires a volume integral over the entire turbulent region. Bradshaw (1967) 
showed how the low-wave-number pressure fluctuations are generated outside the inner layer 
(y /6  >  0.2) and that these pressure fluctuations contribute to the inactive motions in the inner 
layer. Wooldridge & Willmarth (1962) measured the correlations between wall pressure 
fluctuations and both streamwise and wall-normal velocity fluctuations at various separations 
in space and time in a zero pressure gradient turbulent boundary layer. They found generally
weak correlation coefficients for both p j i  and p^v  of less than 0.1 throughout the boundary 
layer. This is in contrast to the adverse pressure gradient results of Bradshaw (1967) where
the near-wall correlation coefficient of p j i  approached 0.3. Suppression of p^v  very near
the surface was attributed to wall-blocking and the consequences of continuity. Schloemer
(1966) studied the effect of mild favourable and adverse pressure gradients on wall pressure 
fluctuations and found that, compared to zero pressure gradient measurements, the convection 
velocity of wall pressure fluctuations was lower under an adverse pressure gradient. 
Furthermore, spatial decay of a given single fi-equency component was more rapid in an 
adverse pressure gradient. Lateral decay appeared unaffected by streamwise pressure gradient. 
The ratio of r.m.s wall pressure to dynamic pressure was greater in an adverse pressure 
gradient. Willmarth (1975) presented experimental data for a variety of different surface- 
mounted pressure probe configurations and showed how orifice diameters d  with non- 
dimensional parameter <7t/^/z/>100 effectively ‘filter out’ the high frequency fluctuations 
which make a significant contribution to the measured r.m.s. pressure fluctuations. Bradshaw
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(1967) also cautioned on the inaccuracies in pressure fluctuation measurements resulting from 
inadequate spatial resolution of the pressure transducers.
Scaling Laws
An understanding of the scaling laws of turbulent flows is an important step in understanding 
the structure of turbulence and the key variables that determine both local and global 
characteristics of turbulent flows of all types. A celebrated classical result in the subject of 
fluid dynamics is the “law of the wall”. The tenet of this law is that once the wall shear stress 
is determined, the flow near a smooth wall depends only on the wall-normal distance and the 
fluid properties. This assumes that the only effect of the freestream velocity outside the 
boundary layer, the boundary layer thickness, the domain geometry and upstream history is to 
determine the wall shear stress (Bradshaw & Huang (1995)). Mathematically this may be 
expressed as
where the variables are defined as follows
(2.23)
V
Note that y+ can be interpreted as an eddy Reynolds number based on the eddy length and 
velocity scales (Bradshaw (1994)). In the viscous-dominated region very near the wall, 
7\ and the first equation of (2.22) becomes
(2.24)
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The existence of a pressure gradient introduces a term that is quadratic in into the 
equation. Further from the wall where viscosity plays a negligible role relative to the turbulent 
stresses the function 7  ^ becomes a constant 7  ^ =  1/K, where /r is the Karman
constant nominally taken to be 0.41. Integration of the second equation of (2.22) results in the 
log law of the wall
[ / + = - l n y + + C  (2.25)
n
The outer layer of the boundary layer flow is assumed to be independent of viscosity and only 
a function of the boundary layer thickness 8 and the freestream speed such that
C2.26)
In the region of overlap with the log law of the inner layer, the frinction must take the form 
of a logarithm as follows
U - U  1 V 
 =  - - l n ^  +  C (2.27)
K 6
Nagib et al. (2004) carried out experiments involving a flat plate turbulent boundary layer 
subjected to various pressure gradients. Crucially they obtained independent measurements of 
the wall shear stress by using oil film interferometry. Without such independent measurement 
it is not possible to confirm the validity of the log law (e.g. by obtaining the shear stress from 
the friction velocity inferred by fitting the data to the log law). They concluded that at high 
momentum thickness Reynolds numbers (15,800 <  Re^ <  34,000) the log law is the correct
representation of the overlap region. Furthermore, they found that the Karman ‘constant’ is 
not actually constant but changes with the imposed pressure gradient. Their zero pressure 
gradient (equilibrium state) value was k = 0.384 but this decreased to 0.34 in their adverse
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pressure gradient case. Conversely under their most favourable pressure gradient case the 
value increased to 0.49.
Zagarola & Smits (1998) in their experiment involving fully developed, high Reynolds 
number smooth pipe flow experiments (up to 35x10* based on average velocity and pipe 
diameter) concluded that actually a power law was the correct representation of the law of the 
wall for 60 <  <  500 and the log law for 600 <  y <  0.01 (where R is the pipe radius).
They also arrived at a different Karman constant of 0.436. Interestingly, considering the 
naturally favourable pressure gradient of pipe flow, this larger value is in line with the 
findings of Nagib et al. (2004) that /r increases from its equilibrium state value of 0.384 under 
favourable pressure gradients. Zagarola & Smits (1998) acknowledge the lack of consensus 
on the scaling in the overlap region (or even the very existence of such a region) and partly 
attributed this to the lack of adequate experimental data covering a sufficiently wide range of 
Reynolds numbers. A scaling based on a power law with Reynolds number dependency was 
argued as the more correct case by George and Castillo (1997). Their proposed scaling was 
based on asymptotic considerations and involved a combination of the freestream speed, 
boundary layer thickness and friction velocity.
DeGraaf & Eaton (2000) in their study of non-equilibrium boundary layer scaling with 
Reynolds number in a purpose-built pressurised wind tunnel facility concluded that the log 
law collapses the streamwise mean velocity profile in the inner layer well, however no 
conclusion could be drawn regarding the accuracy of the log law since they did not measure 
the wall shear stress independently (e.g. using oil film interferometry). Consequently all that 
could be concluded was that the log law works well in the range 1,430 <  Re^ <31,000. As
for the Reynolds stresses, they found that the streamwise Reynolds stress does not scale
on [ / / ,  even in the near-wall region. However good collapse was obtained using their 
proposed mixed scaling involving friction velocity and freestream speed, , with the near
wall peak occurring at y'^ =14. The wall-normal Reynolds stress did collapse well on 
, likewise with the Reynolds shear stress uv and the turbulence kinetic energy, the latter 
having a peak in the buffer region around =  10. In the outer region { y /6 >  0.2) there was 
fairly good collapse of and uv but not so with . Bradshaw (1994) discusses the
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significant contribution of inactive motion u component fluctuations towards while not 
significantly affecting the mean law of the wall. The so-called “splat” mechanism of Wood 
(1980) provides an explanation for the enhanced w-component fluctuation as being caused by 
large eddies in the outer flow travelling towards the surface. They are brought to rest by the 
wall blocking effect (zero normal flux) and consequently release their normal-component 
energy into the two tangential components u and w (simply by continuity). Experiments 
carried out by Thomas & Hancock (1977) and Hunt & Graham (1978) involving the passage 
of decaying, isotropic grid turbulence over a wall moving at the freestream speed to 
investigate the wall-blocking effect in the absence of mean shear corroborated the “splat”
mechanism. Bradshaw (1994) posits that the anomalous wall-normal dependence of is due 
to the inactive motion.
Aubertine & Eaton (2005) investigated turbulence development in a non-equilibrium 
turbulent boundary layer over a 4° ramp with mild adverse pressure gradient far from 
separation using high resolution laser-Doppler anemometry in two-dimensions. Their 
anemometer with its 35 x 60pm measurement cross-section offered significant advantage 
over a crossed-wire probe in terms of spatial averaging. Any kind of fluctuating velocity 
gradient between the wires (e.g. large intense eddy engulfing both wires, or small eddy
engulfing only one) ultimately manifests as an excess of . The boundary layer attained an 
upstream reference momentum thickness Reynolds number of 3,350. They found that the 
mean streamwise velocity contains a log law region, but that the outer layer does not collapse 
in deficit coordinates -  implying non-equilibrium of the boundary layer. With increasing 
downstream distance (and therefore continued influence of the adverse pressure gradient) the 
extent of the log law region was found to shrink as the wake region occupied a larger fi-action 
of the boundary layer. All three Reynolds stress components were found to be similar in the 
inner layer to flat-plate profiles but showed comparatively higher levels in the outer layer.
In the vicinity of separation and reattachment, the mean wall shear stress tends to zero thereby 
rendering the usual scaling on fi*iction velocity meaningless. In this situation, Hancock (2005) 
considered the idea that in the near-wall region a separate velocity scale is needed for each 
Reynolds stress in line with the effects of inactive motion on the streamwise and lateral 
fluctuations, and that these scales should be based on the r.m.s. of the fluctuating friction 
velocities, obtained from the fluctuating wall shear stress
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(128)
A similar equation applies to V w .In  the wall limit the above becomes
(2.29)
I» /
and similarly for . These scales essentially suppose that beneath a separated flow the 
r.m.s. of the velocity fluctuations depend only on the r.m.s. of the wall shear stress 
fluctuations, the wall-normal distance and the fluid properties. The mean flow and outer layer 
scales have no explicit parametric influence, although the inactive motion in the outer layer is 
expected to have influence due to its part in driving velocity fluctuations in the near-wall 
layer. However for very small y, the much larger length scale of the inactive motions becomes 
irrelevant. An extension of the above argument was used to form velocity scales for the wall- 
normal velocity and the Reynolds shear stress. In conclusion it was found that the wall- 
normal direct stress and shear stress each have independent velocity scales and that the 
scaling functions for these quantities appear to be universal, collapsing the data well both 
upstream of separation and downstream of reattachment. The non-universality of the 
streamwise component was put down to the disappearance and reappearance of the near-wall 
streak-like structures. Hancock (2004) demonstrated the success of the independent r.m.s. 
scaling laws in an experiment involving separated flow behind a fence and splitter plate. 
Previously, Devenport & Sutton (1991) in their investigation of the near-wall behaviour of 
separated and reattaching flows found that the distribution of streamwise turbulence intensity
in the near-wall region appeared independent of the mean wall shear stress, but that
it was related to the r.m.s. of the wall shear stress fluctuations expressed as a friction velocity. 
They went on to use a one-dimensional model of the near-wall flow to show how the form of 
the turbulence intensity profile is dependent on the frequency of the large-scale outer motions 
driving the near-wall flow.
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State o f the Art
In his monumental review of the kinematics of turbulent boundary layer structure, Robinson 
(1991) began by writing a chronological review of the advances in understanding of 
turbulence, as opposed to a topical review. It is interesting to observe the strong connection 
between technological advancement and advancement of understanding, either through 
elucidation of historical concepts using new tools, or through new concepts made feasible by 
new tools providing new kinds of measurement possibilities, or simply improving the quality 
of previous measurements, either in precision or resolution (or indeed both). If Robinson were 
to write his review today, it would no doubt include a section entitled “The PIV Era”. Particle 
Image Velocimetry has advanced significantly over the last decade, with much activity going 
in to improving and standardising the method and equipment. An example of this work is the 
EUROPIV programme formed specifically to improve PIV performance for industry and 
research (Stanislas et al. (2004)). The importance of visual techniques cannot be 
overestimated. For example the hydrogen bubble and dye visualisation work of Kim et al. 
(1971) led to new understanding of the structures involved in the production of turbulence in 
a turbulent boundary layer, namely that in the region 0 <  <100 essentially all turbulence
production occurs during intermittent ‘bursting’ periods. The bursting process was described 
to involve the lifting of low-speed streaks from the innermost layer, forming inflectional 
(thereby unstable) velocity profiles, followed by growth of an oscillatory motion in the region 
of flow following fi*om the inflection zone, followed by breakup of the oscillatory but well- 
defined motion into more chaotic motions. The chaotic motions were finally accompanied by 
a return to the wall of the low-speed streak, and a more quiescent flow. Using this work, 
Wallace et al. (1972) devised the quadrant splitting analysis where each instantaneous 
velocity sample was partitioned into four bins depending on the sign of each component of 
the velocity (in two-dimensions). Quadrants two (negative w, positive v) and four (positive w, 
negative v) are meant to correspond to the bursting process and the return to wall of low- 
speed streak event respectively, now commonly known as ‘ejection’ and ‘sweep’ events 
respectively. Quadrants one and three correspond respectively to high-speed fluid reflected 
outwards fi*om the wall and low-speed fluid deflected towards the wall. Wallace et al. (1972) 
used the analysis to find that in the region 3.5 <  <100 ejections and sweeps gave rise to a
stress contribution considerably greater than the mean Reynolds stress and that the events 
from quadrants one and three accounted for the ‘excess’ stress produced by ejections and
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sweeps (being of opposite sign). By carrying out autocorrelations of the classified portions of 
wv, they found that positive stress producing motions (quadrants two and four) had 
significantly larger time scales than the negative stress producing motions (quadrants one and 
three).
The latest era, “1984 -  Present”, mentioned by Robinson (1991) was the computer simulation 
era. He chose 1984 as mid-point of the period over which experimental emphasis shifted fi*om 
conditional-sampling studies (such as quadrant analysis described above and techniques such 
as VITA, Variable-Interval Time-Average, method introduced by Blackwelder & Kaplan 
(1976)) to investigations influenced by numerical simulations of turbulence. In 1991, the 'k-z 
model’ was considered a standard turbulence model. Briefly, the k-z model is a two-equation 
turbulence model involving the solution of the usual turbulence kinetic energy equation and a 
special form of the turbulence dissipation rate equation in tandem with the Reynolds- 
Averaged Navier-Stokes (RANS) equations. This method is still used very widely in industry 
today, despite its known limitations (WALLTURB (2005)). Such limitation was noted by 
Atkinson & Castro (1991) who examined solutions of a separated turbulent boundary layer 
using standard k-z and differential stress models. They found that separation, as present in 
measurements of the experimental setup on which the simulations were based, could not be 
achieved without modification to the model dissipation equation in the upstream part of the 
boundary layer. After the modifications, separation could be achieved along with agreement 
with experimental values of skin friction and boundary layer growth rates. However the 
behaviour of the Reynolds stresses and turbulence kinetic energy was considered far firom 
adequate, particularly in the region near separation.
The continued need for turbulence models exists due to inadequate computing power. Direct 
numerical simulation (DNS) of the Navier-Stokes equations is the ultimate computational 
method, however the vast number of cells required to fully resolve turbulence down to the 
Kolmogorov length scale at high Reynolds numbers (in three-dimensions the number scales 
as Re^ '^^  ) means that simulation of flows on the scale of, say, a whole aircraft, is still outside 
the reach of current capabilities. A review of DNS can be found in Moin & Mahesh (1998). 
Since 2001, Jimenez et al. have been at the forefront of DNS of turbulent channel flow up to a 
friction Reynolds number of 2,000, paying attention to anisotropy, spectra, scaling and most 
recently Reynolds number effects on the Reynolds-stress budgets (Hoyas & Jimenes (2008)).
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Lee & Sung (2009) investigated structures in turbulent boundary layers subjected to adverse 
pressure gradients using DNS. They showed that the spanwise spacing between near-wall 
streaks is affected by adverse pressure gradients and that regions of low momentum are 
dominant in the middle of the boundary layer and log layer. They found the mean width of the 
associated large scale structures is associated with the size of the hairpin vortices in the outer 
layer and that these hairpin-like vortices are the structures associated with production of outer 
turbulence. Finally they confirmed that the outer region of the adverse pressure gradient 
boundary layer is populated with streamwise-aligned vortical structures whose inclination 
angle is augmented by the adverse pressure gradient.
A computational method that essentially carries out DNS on only the large scale structures 
while modelling the near-wall dynamics, thereby greatly reducing the required number of 
cells by not having to fully resolve down to the smallest scales of the dissipating eddies, is 
that of Large-Eddy Simulation (LES). Accuracy of the near wall model is essential for an 
accurate estimation of, say, the drag of the object under investigation. This is not just because 
the skin firiction is obtained from the model but also because the outer flow uses the modelled 
near wall flow as a boundary condition, and there is necessarily feedback between the two 
regions. Drag may also be computed fi*om a wake survey (momentum deficit calculation), 
necessitating accurate simulation of the wake flow. The motivation for being able to 
successfully model the small scale motions comes fi^ om the fact that the small scales tend to 
be more isotropic and homogeneous, thereby more amenable to universal modelling. Piomelli 
& Balaras (2002) reviewed the available wall-layer models for LES and divided them into 
three categories: Equilibrium laws, zonal approaches, and “other methods”. Equilibrium law 
models, as their name suggests, assume instantaneous equilibrium between the outer flow and 
the inner flow such that information from the outer flow is used to determine the local wall 
shear stress, which then feeds back to the outer flow LES via momentum flux due to normal 
diffusion. Such models are successful with respect to mean skin fi*iction and outer flow 
velocity profiles only in simple flows such as zero pressure gradient flat plate boundary 
layers. Not surprisingly they fail in non-equilibrium flows driven by the outer layer (inactive) 
motion such as strongly adverse pressure gradient boundary layers with separation. Zonal 
approaches, specifically the two-layer model, divide the flow domain into two regions, an 
outer region with a coarse mesh and an inner region with a mesh refined in the wall-normal 
direction embedded in the outer layer’s coarse mesh. The flow in the inner region is obtained 
fi-om an explicit solution of a set of differential equations such as the thin-shear-layer
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equations (2.15) using an eddy-viscosity formulation for the Reynolds shear stress. The 
boundary conditions are no-slip at the wall and the first velocity point of the outer flow is 
treated as a local freestream speed. The pressure gradient is also obtained from the outer flow. 
Indeed this is reminiscent of the viscous-inviscid interaction methods for solving potential 
flows where there is only weak interaction between the inner and outer regions. The zonal 
approach fares better under more complex flow geometries than the equilibrium law 
approach. However the limitation here lies in the thin-shear-layer approximation. Under 
strong adverse pressure gradients and separation, the eddy-viscosity (or equivalent single 
length scale) model is generally inadequate and its empirical coefficients are typically tuned 
for a specific flow configuration. Furthermore, the streamwise gradient of normal Reynolds 
stress may no longer be negligible, necessitating a more complete modelling of the Reynolds 
stresses using their own transport equations. The effects of adverse pressure gradient on near­
wall length scale in the Reynolds stress model were investigated by Goh & Chua (1996) who 
found that it was necessary to increase dissipation in order to overcome the issue of over­
estimated length scale. Other approaches involve the incorporation of knowledge regarding 
the wall-layer coherent structures into the wall models using techniques such as linear 
stochastic estimation. Some examples of more recent LES research are Hickel & Adams 
(2008) who developed a new subgrid-scale model for implicit LES applied to zero pressure 
gradient and adverse pressure gradient boundary layer turbulence. Inoue & Pullin (2011) have 
performed LES of the zero pressure gradient turbulent boundary layer up to a momentum 
thickness Reynolds number of order one trillion. They state their maximum Re^ was limited
by the 64-bit machine precision rather than anything else, and that even higher Re^ should be 
possible with higher-precision arithmetic capabilities.
Despite the rapid advances in computational methods, experimentation remains (and will 
likely be the case for all time) an important tool for discovery and progress. There remain 
many open questions in the subject of adverse pressure gradient turbulent boundary layers. 
Monty et al. (2011) carried out a parametric study of adverse pressure gradient turbulent 
boundary layers, specifically examining the isolated effects of the pressure gradient parameter 
(3, the friction Reynolds number Re^, and the acceleration parameter K  as defined overleaf in 
equation (2.30)
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R e ^ = - ^  (2.30)
They used oil film interferometry to independently obtain the skin friction. Analysing only the 
streamwise fluctuating velocity, they found that in strong adverse pressure gradients the mean 
velocity profile does not conform to the log law, and in fact that there appeared to be no 
measurable logarithmic region at all. The adverse pressure gradient was found to be 
responsible for energising the large-scale outer motions and that these increasingly strong 
large-scale motions are the dominant contributor to the increase in turbulence intensity with 
increasing pressure gradient. Similar results were reported by Harun et al. (2011).
Over the last decade, Marusic and co-workers at the University of Melbourne have been 
involved with investigations of the outer flow influence on the near wall flow. Marusic & 
Kunkel (2003) proposed a similarity formulation to describe the streamwise turbulence 
intensity profile for smooth-wall zero pressure gradient flat-plate turbulent boundary layers. 
Their formulation was based on physical arguments around the attached eddy hypothesis and 
could be used to explain the success of the mixed scaling of DeGraaf & Eaton (2000). They 
found that the outer flow influence extends all the way down to the viscous sublayer. 
Attached eddy motions in the log region and beyond impose a forcing on the buffer region 
and viscous sublayer. The Reynolds number dependence in the inner layer was attributed to 
this outer layer forcing. Some years later Hutchins & Marusic (2007) revealed a possible 
influence of large scale boundary layer motions on the small scale near-wall cycle that was 
akin to a pure amplitude modulation. Mathis et al. (2009) built upon these observations to find 
strong supporting evidence that the small-scale structures are subject to a high degree of 
amplitude modulation originating from larger scales in the log region. The amplitude 
modulation effect was found to become stronger with increasing Reynolds number. The 
implications of this modulating effect are significant since the premise that the near-wall 
cycle is an autonomous process might not be the case if the entire cycle is subjected to the 
modulating influence of superstructures in the log region. There are also implications for the 
design of active flow control systems that could exploit this effect. Mathis et al. (2011)
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proposed a new model that can predict the statistics up to sixth order of the fluctuating 
streamwise velocity in the entire inner region of a turbulent boundary layer from only a single 
velocity measurement taken in the log region. Although the model does contain empirically 
determined constants (from zero pressure gradient boundary layer data) its success 
nonetheless suggests validity of the underlying concept of a universal inner region that is 
modified through a modulation and superposition of the large-scale outer motions. Work in 
this area is ongoing, with Hutchins & Marusic (2012) using hot-wire and DNS data in a high 
Reynolds number facility and, through decomposition of fluctuating velocity signals, again 
show the modulating influence of large-scale motions on the small-scale energy. The results 
again bring into question the supposition that the near-wall cycle is autonomous. The large- 
scale motions are not merely superimposed on the near-wall motions but actively modulate 
the small scales (i.e. the effect is a non-linear superposition), all the more so with increasing 
Reynolds number. Parallels can also be drawn between Townsend’s active and inactive 
motions although not in the exact sense since the large-scale wall-parallel motions do amplify 
small scale velocity fluctuations that contribute to the Reynolds stress in the inner region. 
Furthermore the superstructures carry a significant fraction of the Reynolds shear stress in the 
log region. It is the induced near-wall signatures of the superstructures that may be considered 
inactive owing to the negligible wall-normal component of the induced velocity.
Concluding Remarks
The topic of non-equilibrium turbulent boundary layers subjected to adverse pressure 
gradients remains an active topic of research in both experimental and computational fluid 
dynamics. There remain many open questions even on the fundamentals of turbulent 
boundary layer flows such as the correct scaling for the streamwise velocity fluctuations, the 
autonomous nature of the near-wall cycle and the degree of interaction between the inner and 
outer regions of the boundary layer. Regarding the experiment conducted for this thesis, it is 
apparent that the combined measurement of simultaneous wall shear stress and near-wall 
velocity using pulsed-wire and laser-Doppler anemometry is unique in the literature. The 
near-wall correlation between wall shear stress and velocity as well as the time-lagged 
correlation between these quantities would count as new information that researchers may use 
in the validation of their near-wall models for LES, for example. It is therefore the objective 
of this thesis to quantify these near-wall correlations and to explain their physical mechanism.
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EXPERIMENTAL CONFIGURATION
3.1 Small Scale Experiments
The small scale experiments were carried out at a scale factor of 0.18 to the full scale 
experiments and were performed in a separate wind tunnel. This wind tunnel was a filtered, 
open return, blow-down configuration with a top speed of 35.4m/s and 0.2% turbulence 
intensity at the working section inlet. The working section dimensions were 
2000x600x90mm. The entire wind tunnel was dismantled, cleaned and maintained before 
experimentation, including the filter bags. The contraction was also geometrically modified 
and had a 10% mass flow bleed slot added to correct a boundary layer anomaly simply by 
bleeding off any boundary layer that had developed in the modified contraction. The wind 
speed was controlled by either an analogue hardware controller, or by closed loop in software. 
The closed loop system operated by measuring the velocity given by the reference pitot-static 
system and then tweaking the velocity-voltage calibration to correct any deviations in 
velocity. This could be carried out at any desired frequency. Due to the nature of the magnetic 
clutch on the fan drive, velocity variations without closed loop correction were as much as 
5%. A trip wire in the form of a 2.5mm diameter tube was placed across the full width of the 
flow at the inlet of the working section. The diameter was chosen such that it would operate at 
a Reynolds number of 800 based on its diameter, following the results of Erm & Joubert 
(1991). A reference pitot-static system was also placed at the working section inlet, but, after 
recording the analogue settings for the required wind speeds, was removed due to its 
disturbing effect on the surface flow patterns. Single component hot wire measurements were 
made through the roof of the working section, which had a central slot with brush seals. The 
traverse system had three-axis motion capability and stepper motor control, without encoders. 
The position precision was nominally 10pm. Pressure tappings were also placed at various 
points on the Perspex roof over the bump.
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Figure 3.1: Photograph of the small-scale wind tunnel
The small scale bump occupied the entire width of the working section and was placed on the 
horizontal plane at 1350mm aft of the working section inlet, which is 45mm short of the 
correctly scaled length. This was due to a previous experiment conducted in the wind tunnel. 
Said bump was made out of Jelutong (a low density wood) with the profile shaped by a CNC 
milling machine and then finished by hand to a printed profile stuck adhesively to its side. It 
was painted matte black to aid surface flow visualisation. The manufacturing precision was 
nominally 0.01mm. The model was constructed in such a way that it fitted flush with the 
working section floor either side of it.
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Figure 3.2: Photograph of one of the preliminary bump shapes in the small-scale wind tunnel. Leading 
edge of the bump is in contact with the machined aluminium floor immediately upstream of it
The primary purpose of the small scale experiments was to modify the profile of the bump aft 
of the crest such that a separation bubble with a flow width to bubble length ratio WjL  of 
seven was obtained. This criterion is from the work by Ciampoli & Hancock (2006) where it 
was concluded that this is a sufficient ratio to mitigate the effects of end-wall presence on the 
mean surface shear stress distribution. The bubble length measurement was done with the aid 
of surface flow visualisation which involved fluorescent powder paint and paraffin mixed in a 
1:7 ratio by mass. This mixture was applied using an artist’s airbrush rather than a paint brush 
such that no streaklines were artificially imposed. The surface was cleaned with surfactant 
and water, then dried and polished with an anti-static spray after each experiment. In 
anticipation of the types of measurement to be done at full-scale, the modifications were 
carried out such that the bump geometry near the trailing edge comprised a fiat surface that 
met tangentially to the existing upstream bump geometry while also being curvature 
continuous. The profile made a sharp comer with the tunnel base-plate. By a process of 
additive manufacturing the location of this tangent was altered until the desired size of 
separation bubble was obtained.
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Figure 3.3: Flow visualisation example clearly showing the separation line and the sidewall effects
At the mean separation line, the surface streamlines converge thereby producing a distinct 
gathering of paint particles after evaporation is complete. Conversely at re-attachment the 
surface streamlines diverge which creates the opposite visual effect.
The secondary purpose was to test oil film interferometry techniques. In this setup, the bump 
was removed and replaced with a flat glass plate of automotive standard. The working section 
interior was painted white and a video camera was placed on the roof looking through an 
aperture in the painted glass on the roof. A black plastic backdrop was placed beneath the 
glass as a beam absorber, and an 18W low pressure sodium lamp was placed under the glass 
floor such that its light would reflect diffusely off the white roof and walls onto the viewing 
area of the video camera.
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Figure 3.4: The 18W sodium lamp placed in the small-scale wind tunnel
Details on the profile selection experiments, as well as an investigation into any Reynolds 
number effects on the separation bubble length can be found in Nathan & Hancock (2007a). 
The coordinates of the final selection are also contained in that report.
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3.2 Full Scale Experiments
The full scale experiments were carried out at half the scale of the experiments carried out in 
the Laboratoire Mechanique de Lille (LML, see for example Bernard et al. (2003)). They 
were done in a filtered, open return, blow-down configuration wind tunnel with a top speed of 
30m/s and 0.16% turbulence intensity at the location of the bump crest. The working section 
dimensions were 10189x1067x1368mm. The entire wind tunnel was cleaned and maintained 
before experimentation, including the construction of a new inlet filter box. The contraction 
exit was also geometrically modified to include a 10% mass flow bleed slot around the entire 
perimeter which had the added advantage of mechanically de-coupling the working section 
from the motor-side assembly. The wind speed was controlled by closed loop in software. As 
with the small-scale setup, the closed loop system operated by measuring the velocity given 
by the reference pitot-static system and then tweaking the velocity-voltage calibration to 
correct any deviations in velocity. This could be carried out at any desired frequency. The 
velocity variations with closed loop control were practically negligible (<0.1 %). Air 
temperature in the tunnel was recorded but not controlled and varied with the laboratory 
ambient temperature. Hot air from the drive motor cooling fan was ducted out of the 
laboratory in an effort to minimise heating in the vicinity of the inlet. Trip wires in the form 
of 2.5mm diameter tubes were placed around the entire perimeter at the inlet of the working 
section. The diameter was chosen such that it would operate at a Reynolds number of 800 
based on its diameter, for the same reason given for the small-scale setup. A reference pitot- 
static probe was also placed at 1150mm upstream of the bump leading edge on the floor of the 
tunnel in a central position lifted to 200mm above the floor in order to be outside the 
boundary layer. Point measurements were made either with a three-axis traverse system with 
encoder-less stepper motors built into the working section containing the rear section of the 
bump, or with a through-wall single-axis traverse system with encoded stepper motors (at a 
resolution of 1000 pulses per revolution (PPR)) attached to a rotatable and removable brass 
insert. The position precision was nominally 1pm.
In the ftill scale experiment, the model was mounted vertically and flush with a false wall 
constructed out of 1250mm lengths of melamine faced MDF. This material was chosen for its 
smooth yet durable surface finish, as well as its rigidity and stability with respect to moisture 
and temperature, unlike plywood or chipboard.
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The full scale bump was placed at 7750mm aft of the working section inlet. The bump was 
constructed out of equally spaced, profiled MDF ribs, overlaid with a 1.5mm aluminium skin. 
The thickness of the outer skin was taken into consideration in the design of the MDF rib 
profiles. Stiffeners and additional profile guides were added to minimise any waviness on the 
surface. The bump was painted matte black and the specified manufacturing precision was 
0.01mm. The bump was rigidly mounted into the wind tunnel and had its sides sealed with 
silicone rubber strips and sealant. Static pressure tappings were also put into the bump, with 
one streamwise set and three spanwise sets. The streamwise set was placed 80mm above the 
centreline to allow easy removal of the flat measurement section. The spanwise tappings were 
at the crest, nominal separation position and nominal reattachment position (as inferred from 
the small scale experiments). The tappings were placed at 80mm intervals, decreasing to 
40mm near the nominal flow separation position. A 250x200mm section at the centre of the 
aft flat tangential section of the bump was made to be removable and easily interchanged 
between either a flat plate with pressure tappings, a flat glass plate for oil film interferometry, 
or a set of interchangeable flat panels for pulsed-wire measurements. All joins were internally 
sealed with standard clear sticky tape.
Also carried out at full scale were experiments on a flat plate in place of the bump. This 
provided data on the near-zero pressure gradient boundary layer that would exist at the crest 
position in the absence of the bump.
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Figure 3.5: Layout of the bump in the wind tunnel
115mm aft of the reattachment line a sealed cut-out was made for a sodium lamp to be used in 
oil film interferometry. The opposite window was covered with a white adhesive sheet and 
the working section locally painted white to diffusely reflect the light onto the flat measuring 
surface. A viewport was cut out of the adhesive sheet for a viewing camera such that it had a 
central position about the bump centreline and an incidence of nominally 20° (actually 
22.66°) to the centre of the glass plate. A similar setup was created at the upstream reference
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station for oil film experiments to independently confirm the mean wall shear stress readings 
of the Preston tube for the zero pressure gradient flat plate boundary layer. The large Perspex 
windows of the wind tunnel were stiffened in order to reduce the amplitude of any induced 
vibrations.
e
Figure 3.6: Views of the oil film interferometry setup. Left: External view showing camera viewport and 
mounting. Right: Internal view showing 18W sodium lamp, glass substrate with black back-face, and also 
the hot-wire measuring station and reference pitot tube
The main experiment for this thesis involved Laser Doppler Anemometry (LDA) which 
required all the windows of the wind tunnel to be boarded up and a safety interlock to be 
fitted to the rear access window. LDA was used in conjunction with pulsed-wire anemometry 
(PWA) in order to acquire simultaneous surface shear stress and near-wall velocity 
measurements such that their degree of correlation leading up to and through separation may 
be assessed.
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Figure 3.7: Setup for LDA, showing control computer, gas laser, burst spectrum analyser, and the
boarded-up wind tunnel (looking upstream)
Detailed results and discussion of measurements carried out over the full-scale bump can be 
found in Nathan & Hancock (2007b). Contained in that report are hot-wire measurements 
over the extent of the flat plat to characterise the boundary layer development, as well as 
measurements over the bump including surface pressure coefficients. A potential flow code 
based on a constant strength source panel method was developed in order to compare the 
actual surface pressure coefficients to those of an ideal flow. Details on the derivation of this 
method from first principles can be found in Nathan (2007a). Subsequent developments of 
this method to cater for unsteady, three-dimensional, multiple bodies (lifting and non-lifting 
of arbitrary geometry) can be found in Nathan (201 la) and Nathan (201 lb).
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INSTRUMENTATION
4.1 Hot-Wire Anemometry (HWA)
The hot-wire anemometer is a well established, fast-response instrument for measuring fluid 
flow velocity by proxy of heat transfer over a very thin, heated wire. For more information the 
reader may refer to standard texts on the topic such as those of Bruun (1995) and Perry 
(1982). Derivation from first principles of the thermodynamics of a hot-wire probe as well as 
its operating principles, calibration and corrections for measurement in turbulent flows can be 
found in Nathan (2009c).
Since the wind tunnel and the laboratory were both not thermally regulated, the ambient 
temperature typically rose by several degrees Celsius during the measurement run which 
would affect the calibration of the hot-wire. An improved ambient temperature drift correction 
and a routine for its implementation were developed in Nathan (2009c).
An improved method for calibration of X-probes that includes the effects of tangential 
cooling of the wires was derived in Nathan (2011c). This method belongs to the family of 
“effective angle” calibrations. It allows for the variation of the wire effective angle and 
tangential cooling factor with flow speed. This feature is particularly important at low mean 
flow speed. A special temperature drift correction scheme was also derived that allows the 
entire calibration map to be corrected by performing only an un-yawed velocity calibration, 
thereby reducing the amount of experiment time taken up by calibration events.
In measurements subjected to high turbulence intensities the instantaneous flow vector may 
actually reverse over the hot-wire. This is problematic due to the fact that cooling by forced 
convection, the mode of operation of a hot-wire, is only affected by the magnitude of the 
velocity of the surrounding fluid over the wire and not its direction. This loss of sign 
information in the resulting resolved velocity components is know as rectification, and has the 
effect of distorting the joint probability density function (PDF) of the measured velocity 
components. This distortion alters the moments of the PDF which result in statistics that may 
be significantly different from the true values. This problem was addressed by Tutu &
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Chevray (1975) who used an assumed form for the true PDF in combination with the yaw 
response model for an X-probe to guess the true statistics such that the resulting distorted 
PDF has moments that match the measured statistics. A complete derivation of this method 
but with the removal of all assumptions and approximations made therein can be found in 
Nathan (2010). Also included in that report are various strategies for automating the 
procedure of finding the parameters of the supposed true PDF. Finally in Nathan (2012a) a 
rectification correction procedure was developed that achieved the same results as the 
preceding method but in a manner that is both conceptually simpler and quicker to implement 
computationally.
51
4.2 Oil Film Interferometry (OFI)
This chapter outlines the procedure used in this work for determining the shear stress 
variation in the region of adverse pressure gradient leading up to and through separation. 
Extensive analysis of the governing equations and the optics was presented in Nathan (2007b) 
and in Nathan (2009a) respectively, hereon referred to as N1 and N2. These works verified 
the validity of some key assumptions (such as the parallel film approximation), as well as 
providing a means of optimising fringe contrast by appropriate selection of substrate 
refractive index and camera angle, assessing errors, proving the invariance of the image with 
substrate viewing side, and improving the realism of the equations by incorporating non- 
infinite height for the initial conditions. A plan view schematic of the experimental setup is 
shown below in Figure 4.1. The setup follows one of the many setups involving the use of a 
diffuse monochromatic light source given in Driver (2003).
18W low-pressure 
sodium lamp, without 
diffusing cover
flat, 65% PbO glass
substrate (n=1.79) with 
back face painted matte 
black /
Flow direction
Smooth, matte white 
covering on opposite wall 
to diffusely reflect light
Camera and viewport
onto substrate
Figure 4.1: Plan view schematic of the OFI setup. Z axis is in the direction of gravity
A defining feature of this experiment is its vertical setup. Such a setup offers two main 
advantages, firstly that gravity naturally produces a straight leading edge of the oil as it falls 
and creates a repeatable initial condition, and secondly that the body force provided by 
gravity has no component in the streamwise direction. The second advantage is clearly
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manifest at separation where the oil agglomerates and falls vertically, revealing the separation 
line. In the case of a horizontal setup where the substrate’s normal vector has a component in 
the direction of gravity, the separation position would not be marked so clearly as gravity 
would just continue to pull the oil over the separation line. Of course there is also a 
disadvantage to the vertical setup in that gravity is constantly thinning the film, and so will 
have some effect on the measured streamwise shear stress component. Since the governing 
equations are non-linear, a simple decomposition by super-position of the two driving forces 
is not possible. For this vertical setup the equations reveal that the force of gravity acts in the 
same manner as a spanwise pressure gradient, which means that it is only really significant in 
the region very close to separation where the shear stress becomes very small. The complete 
equation describing the rate of change of thickness h{x,z,t)  of thin film of Newtonian fluid 
is.
( t  -f Vcr) -}- 2V aV h — pha • n — — pa • t  j = 0 (4.1)
where // is the dynamic viscosity, x is the surface shear stress vector, cris the surface tension,
P  is the surface pressure, a is the body acceleration vector, n and t are the unit surface 
normal and tangent vectors respectively. This equation reveals how surface shear stress and 
Marangoni stress (gradients of surface tension) are the first order terms affecting the thickness 
of the film, with pressure gradient and body force (such as gravity) terms being second order. 
For the present experimental configuration, Marangoni stresses are absent and the mean flow 
is two-dimensional. The thickness equation is consequently reduced to the following
dh 1
87+7 =  0 (4.2)
No known analytical solution exists for this equation and neither was one obtainable, and so 
recognising that the shear stress is the primary driver of film motion (associated with 0(ji)  as
opposed to 0[h^^ terms, where h is on the order of microns), all terms relating to the
pressure gradient and gravity are dropped thereby allowing a solution considering the effects 
of shear stress only.
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The choice of 65% lead oxide glass, specifically Schott Optical RD50 radiation (x-ray and 
gamma ray) shielding glass, was made due to its relatively high refractive index of 1.79 
compared to typical borosilieate float glass which has a refractive index around 1.5. 
Optimisation analysis of the oil film interferometer in N2 gave the result that for un-polarised 
light the optimum substrate refractive index at normal viewing angle is 1.979. The criterion 
for optimisation was maximum visibility (contrast) of the interference fringes. Although flint 
glass with refractive index 1.923 does exist (i.e. Schott N-SF66) it was prohibitively 
expensive for the required dimensions. In any ease, for viewing angles up to about 45° to the 
substrate surface normal the visibility surface plot below in Figure 4.2 reveals that the 1.79 
refractive index glass results in a 90 -  95% fringe contrast compared to just 35 -  40% contrast 
with standard 1.5 refractive index glass.
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Figure 4.2: Fringe visibility as a function of glass refractive index and viewing angle for natural (un-
polarised) light
Rather than just placing a dark screen behind the glass substrate, the back-faee of the glass 
substrate was actually spray painted black in order to prevent any air from coming into
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contact with it at all. Since the irradiance of light reflected off an interface is directly related 
to the mismatch in the electromagnetic impedances between the two media, the presence of 
air behind the glass resulted in a significant amount of source light being reflected back to the 
camera. This light added by incoherent superposition to the fi*inge pattern and resulted in a 
significant reduction of fi-inge contrast. Theoretical consideration of this problem revealed 
that even with optimal glass refractive index, the back-face reflections limited the contrast to 
just 37%. Spray painting the back-face black was a pragmatic solution to an otherwise costly 
problem of applying anti-reflection coatings to the back-face. A simple experiment 
documented in N2 revealed a 3.76 factor improvement in fringe contrast after spray painting 
the back-face with matte black paint.
One of the attractive features of the oil film technique is its independent nature in that no 
assumptions are necessary about the external flow. The only calibration that is required is that 
of the oil viscosity and this can be obtained from a very simple experiment that allows the oil 
to flow under gravity alone. In essence the oil film interferometer is a self-calibrating setup. 
Once the nominal viscosity at a given temperature is obtained in this manner, a linear 
correction for small temperature deviations can be used. The procedure from application of oil 
to calculation of the shear stress is detailed below, with the viscosity calibration method 
detailed afterwards.
4.2.1 Preparation
The substrate must be cleaned with anionic surfactant or isopropyl alcohol to remove any 
chemical contaminants or traces of oil from a previous experiment. Furthermore, a microfiber 
cloth should be used to wipe off any dust particles. It is imperative that there is no dust in the 
system as the perturbations on the fringe pattern caused by dust are quite severe and persist 
far downstream of the dust particle itself. Shining light at a grazing angle to the substrate 
helps to reveal the dust particles. Also, the pipette that is used to apply the oil must be 
thoroughly cleaned inside and out. To mitigate dust problems, the entire wind tunnel ought to 
be cleaned and filters installed at the inlet.
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4.2.2 Application of Oil
Fresh oil is drawn into the pipette which is then placed at a shallow angle to the substrate at 
the desired location. The oil is then gently and smoothly squeezed onto the substrate. Tests 
have shown that the amount of oil that is applied and even the speed at which it impacts the 
substrate have no significant effect on the final image. However what is significant is the 
duration between application and the commencement of the external flow, labelled r. . The
longer this duration, the longer it will take for the oil film profile to establish self-similarity. It 
is desirable to have a nearly self-similar profile since this mitigates the effects of the initial 
conditions on the fi-inge pattern (see Nl).
4.2.3 Recording of Data
Once the external flow is started, a timer must be started to record the elapsed time. This 
quantity appears in the equation used to determine shear stress. Since wind tunnels do not 
instantaneously reach the desired running speed, there will always be an error of a few 
seconds in this term. A consistent approach to the timing issue would be to start recording the 
elapsed time as soon as the local external velocity becomes non-zero. With appropriate 
selection of oil viscosity, the experiment can be made to have a duration of O(10^)s which 
reduces the timing error to 0(10'^)%. Either the whole duration of the experiment can be 
recorded onto tape, or single images taken at the desired elapsed times. This ultimately 
depends on the method that is to be used for the analysis. In addition, the ambient temperature 
must be recorded (assuming that the glass substrate is at ambient temperature as well) and the 
external flow speed be kept constant by an active, closed-loop control system.
4.2.4 Analysis of Data and Calculation of the Shear Stress
There are several ways of obtaining the shear stress fi*om the recorded data. One method is to 
construct an x-t (space-time) diagram and measure the slope of the lines in the x-t plane fitted 
by least squares to get the shear stress (see Femholz et al. 1996). An x-t diagram is 
constructed by selecting a line that runs in the streamwise direction (after any necessary 
rotation of the image) for every frame of the video and stacking these lines up the time axis.
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However this method is only valid for constant shear stress and so is not actually appropriate 
for the present case where there is a strong adverse shear gradient. The method of choice is 
the single image, inverse method put forward in Tanner & Blows (1975) where the general 
equation is inverted for the shear stress. This allows for any distribution of shear stress. The 
method and its errors have been investigated with a simulated (ray-traced) test case in N2, and 
the inverse equation improved to take into account the initial conditions. For linear or 
quadratic variations of shear stress it was shown in N l and N2 that even the surface velocity 
of the oil film may be obtained from just a single image.
4.2.5 Image Pre-processing
Software was specifically developed for the task of processing OFI images. Example outputs 
of the pre-processing stages are shown in the following sub-sections.
4.2.5.1 Contrast Enhancement
Before any analysis is carried out, some processing of the raw image may be necessary 
depending on the quality of the acquired image, particularly for images obtained from an 
interferometer made with a standard 1.5 refractive index glass substrate. Preliminary 
processing typically involves illumination gradient removal (background subtraction), 
followed by histogram equalisation and stretching to maximise the contrast. If the image is 
noisy, it is also possible to pass some sort of convolution kernel such as a de-speckle or 
median filter over the image. Tests have shown that Fourier filtering in the form of both high- 
pass filtering to remove any illumination trends and low-pass filtering to remove noise is 
satisfactory, although the use of an ideal filter may result in ringing and care must be taken to 
not remove too much information. Derivations and examples of all the above are given in the 
appendix of N2. For a good quality raw image, the simplest and most effective enhancement 
is contrast stretching or histogram equalisation. Examples of both enhancements are given 
overleaf (Figure 4.3 and Figure 4.4), with the associated fringe visibility, r;, which in terms of 
greyscale intensity I  is expressed as follows
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Figure 4.4: Example of histogram equalisation and the associated histograms and cumulative distribution
functions
Histogram equalisation works by using the original image’s luminance cumulative 
distribution function to re-map the luminance values of each pixel such that each luminance in 
the 8-bit range (0-255) has equal probability of occurring.
The effectiveness of contrast stretching is improved by employing shadow and highlight 
clipping using the cumulative distribution function. This is particularly true of the example 
given above where the dynamic range of the raw image is rather poor and there are sparse 
outliers of intensity far from the main information content.
4.2.S.2 Distortion and Perspective Removal
A certain amount of distortion is always present in a given lens system, especially in a wide 
angle configuration. Of interest here are the class of distortions known as radial distortions, 
namely barrel and pincushion distortions. These can be easily removed using an empirical 
radial distortion formula in the form of a quartic polynomial in r, the distance of a pixel from 
the optical centre (which is taken to be the image centre, although this can also be made 
variable if necessary). The coefficients of this polynomial are determined by drawing a 
Cartesian mesh over the image and manually varying the coefficients until the mesh curvature 
locally matches the curvature of any physically straight lines in the image (such as the 
substrate frame). This need only be done once for a given setup and all subsequent images 
corrected using the obtained coefficients. The transformation is carried out by applying the 
radial transformation to every pixel, and then re-sampling the image using bicubic 
interpolating surface patches. Bicubic interpolation yields excellent results and is 
recommended over bilinear methods due to the isotropy of its stencil. Derivations of the
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barrel and pincushion radial transformation as well as the complete bicubic resampling 
equations and example images can be found in the appendix of N2. Examples of barrel and 
pincushion distortion are shown below in Figure 4.5.
Figure 4.5: Left -  barrel distortion. Right -  pincushion distortion
After correcting for radial distortion, any perspective in the image must be removed in order 
that true distances can be measured from the image, both for obtaining a conversion factor for 
pixels to physical units and for the actual marking of the fringes. The perspective correction is 
done with a homographie transformation. This is a linear transformation that is carried out 
using homogenous coordinates (a topic of projective geometry). Homogenous coordinates 
make the vanishing point at infinity become zero and make this point the origin of all lines. 
Physical coordinates are restored by performing a ‘homogenous divide’ by the homogenous 
coordinate. The transformation requires four key points as inputs and these are chosen by the 
user. For example the comer points of the glass substrate may be used. The coefficients of the 
transformation matrix are then solved such that these points are mapped onto the image 
rectangle at the correct physical aspect ratio (determined from the ratio of the tme straight 
length of the sides made by the un-transformed key points). As with the radial distortion, 
every pixel is transformed using these coefficients and re-sampled using bicubic interpolation. 
A complete derivation of this transformation is given in the appendix of N2. The main results 
are summarised overleaf along with an example of the transformation.
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Figure 4.6: Nomenclature for the homographie transformation
The transformation of a coordinate from rectilinear space (x,y)  to perspective space 
is
Cl^ X^ + 13
y
<33iX +  fl327 +  l
/    ^ 2 1 ^  ~ i~  ^ 2 2 - f  ~ f  ^ 2 3
fl?3iX +  6^32 jy  H“  1
04 3)
where the transformation coefficients a., are obtained by solving the following linear system
Xi Ti 1 0 0 0 -XjX/ -7 i:^ r 1^1 x/'
0 0 0 Xi 7i 1 - 4 7 / -7i7i' 1^2 7 /
X2 72 1 0 0 0 —X2X2 “ 72-^ 2 «13 x'
0 0 0 X2 72 1 “ ^272 “ 7272 «21 72
X3 73 1 0 0 0 -XaX^ - 73^3 «22 X3'
0 0 0 X3 73 1 -^373 “ 7373 «23 73
X4 74 1 0 0 0 —X4X4 “ 74^4 «31 X4'
0 0 0 4^ 74 1 -^474 “ 7474, . 3^2, (74,
01.4)
An example of this transformation is shown overleaf in Figure 4.7.
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Figure 4.7: Perspective correction of a grid viewed at 20°. Left -  original image. Right -  after
transformation
4.2.S.3 Conversion Factor between Pixels and Physical Units
This is an essential task carried out after the distortion and perspective corrections and simply 
involves drawing a line connecting two points on the image that are a known physical 
distance apart. The conversion factor with units of metres/pixel is simply the ratio of the 
physical length to the length in image space expressed as the number of pixels.
4.2.6 Film Profile Reconstruction Using the Fringes
The interference fringes themselves are contours of constant film thickness, and their position 
and nature (i.e. constructive or destructive) is a function of the illumination source 
wavelength, the oil and air refractive indices, the viewing angle, and the local thickness of the 
oil film. It was shown in N2 how the fringes (irradiance maxima and minima) can be used to 
reconstruct the oil film profile. Once the profile is reconstructed, all information required to 
obtain the shear stress using the inverse method can be easily obtained. Since this is an 
essential part of the procedure, some of the details are summarised below.
It was demonstrated in N2 that once the fringes are visible to the naked eye (and thereby also 
to the camera), the parallel film approximation is automatically valid to an excellent degree. 
This approximation is one of the major features of the derivation of the governing equation 
for the oil film thickness and ultimately results in the reduction of a horrendously complex 
and insoluble fourth order highly non-linear PDE into a practically useful and mathematically
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amenable first order non-linear PDE. The parallel film approximation is also used in the 
derivation of the optical equations that are used to determine the change in film height 
between successive fringes and results in yet another reduction of a long and complex term 
into a smaller and more usefril term without compromise on accuracy. In fact the parallel film 
approximation is the most insignificant source of error in the technique, the largest errors 
coming from the image manipulation and temperature effects on the oil viscosity. The path of 
a single incident ray through a parallel film is illustrated below in Figure 4.8.
Imaging
device
Incident ray
air
glass
Figure 4.8: Single ray path through a parallel film
The higher order rays in light gray have negligible irradiance. Interference occurs due to a 
relative phase difference between the ray reflected off the oil film surface and the ray that was 
transmitted through it and subsequently reflected off the glass substrate and re-transmitted 
through the oil film. When the film is thin, the two exiting rays have very small lateral 
separation such that they are easily brought into focus without the need for a high powered 
lens system.
Under the parallel film approximation, the change in height Ah between successive fringe 
numbers m and m +1 is given by
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A h =  I ^  (4.5)
- n j s i n ^ e ,
where n is the refractive index of the medium indicated by its subscript, À, is the wavelength 
and is the angle of the viewing line to the substrate surface normal. This quantity is fixed
for a given setup and is then used in a simple manner to build the film profile. From this 
equation it becomes apparent that the oil film thickness is on the order of the wavelength of 
light. For pure sodium emission the wavelength is about 589nm.
For the fringes of constructive interference:
h = hQQ+mAh m =  0,1,2.... (4.6)
and for the destructive fringes:
h = Hq q [i n ^ ^  =  0,1,2.... (4.7)
The value hoo is always zero due to the initial condition at the leading edge used to solve the 
governing equation, /z(0,/) =  0. Using the destructive fringes in addition to the constructive 
fringes effectively doubles the resolution of the profile. Thus the height is given simply by the 
fringe number. The distance aft of the leading edge corresponding to that fringe number (and 
thereby the height) is yet to be determined. This task of marking the fringes in space is the 
most involved of all. There are a variety of methods for completing this task, ranging from 
curve fitting and peak detection (since it is the irradiance maxima and minima that define the 
‘position’ of the fringe, the smooth variation of irradiance between these points is just a 
consequence of the wave-like nature of classical light) to more sophisticated windowed auto­
correlation. Both methods are susceptible to the perturbations caused by dust, and unless 
some equally sophisticated pattern recognition is used to remove these perturbations, this may 
become an accuracy issue. The latter method is simple and tested to be very effective for 
images resulting from a constant shear stress scenario. However in the adverse shear gradient 
of the present case, the fringes rapidly converge near separation which means that the window 
size would have to be reduced with distance aft of the leading edge. Too small a window and 
the possibility of folding and spurious values exist, too large a window results in a loss of
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spatial resolution. These downfalls of more automated methods led to the conclusion that the 
best way to mark the fringes was manually. Indeed at the expense of repeatability, the human 
being is well suited to the task of pattern finding and marking. The repeatability issue may be 
mitigated by repeating the process several times and taking an average of the points. One 
further advantage of the human is the possession of intuition. A dust perturbation can be 
overlooked, and information surrounding the perturbation can be used to make a best 
estimate, taking care not to introduce any bias based on the expected final result. In the 
present case the entire process has been sped up by writing software specifically for this task.
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Figure 4.9: Screenshot of the software written to mark the interference fringes
One major difficulty with this method is determining the location of the oil film leading edge. 
This point is theoretieally the eentre of a half-width constructive fringe (w =  0). However it 
is often hard to see, and in particular with low viscosity oils may even have receded into the 
first destructive fringe ( w =  ÿ ) due to evaporation. An image taken at the start of the external
flow can be used to aseertain its position, although surfaee tension effeets may alter the true 
origin. Experience and knowledge of the fact that the m = 0 fringe is a half-width maximum 
has shown that it is possible to consistently guess the correct position to within less than 10 
pixels, but such errors near the leading edge have a dramatie effect on the inverse method and 
so an adjustment must be included in the subsequent analysis to improve the result by
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tweaking the position of the film leading edge. By assuming a linear variation of shear stress 
over the short distance making up the first few interference fi-inges, the location of the w =  0 
fringe is adjusted until the shear stress profile is indeed linear in this region. Without this 
adjustment there may be an unphysical wiggle in the shear stress near the leading edge of the 
oil film. Pragmatically one may simply discard the first few values of shear stress. In some 
cases, the process of histogram equalisation actually reveals (albeit faintly) the leading edge.
4.2.7 Obtaining the Shear Stress Distribution
Once the height map {h against %) is obtained, it can be used to extract the shear stress profile 
using the inverse equation, derived in N l to include the initial profile thickness ho. The 
thickness equation and its solution are
dh rh dh h^ dr
dt [1 dx 2/1 dx
h{x,t) =
j f _ r _ L
t y f r  J  V r
dx
(4.8)
The equation for h can then be inverted to solve for the shear stress by making the integral 
containing the shear stress the subject of the equation, differentiating both sides w. r. t x and 
then collecting terms. The result is as follows
r (x) = 2/1
li?
i - A
K ,
h rdx 04.9)
The integration is carried out numerically to obtain the shear stress. Analysis in N2 showed 
that the use of at least a second order scheme is imperative for accurate results. The test case 
at the end of N2 involved the use of second order interpolating polynomials of Newton’s 
form, the derivation and integration of which are given in the appendix of N2. When using 
these higher order methods, care must be taken at the start and end points to ensure continuity 
of slope and that the stencil does not extend to empty values outside the array. Regarding the
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aforementioned errors associated with leading edge position uncertainty, the following 
asymptotic relationship can be used to get the shear stress at the leading edge
^ (4.10)lim r =x-^ o Qh
t —— 
dx
where the slope is also evaluated using the interpolating polynomial method. This approach 
has the added advantage in that when the leading edge position is correctly adjusted the shear 
stress given by equation (4.10) comes into agreement with that given by equation (4.9) at the 
leading edge.
4.2.7.1 The Effect of Gravity on the Vertical Film
Since a rigorous strategy to correct for the effect of gravity is not available due to the inability 
to solve the more general thickness equation, a first approximation to the gravity problem is to 
assume that gravity only acts in the time period immediately after oil application and before 
external flow activation {tdw^- The solution to the equation governing the profile of an oil 
film under gravity is then used to provide the information for the initial thickness ho in the 
shear stress equation. It was shown in N2 that the use of the self-similar solution =  oo) 
resulted in a small over-prediction of the shear stress that worsens with distance aft of the 
leading edge to 0 ( l% ) . Particularly with low viscosity oils such as lOcst, gravity thins the
film down to fractions of a millimetre in under a minute and so this approximate correction 
has a significant effect. The equation and its self similar solution for a film driven by gravity 
alone is
_  / , =  i f l  (4.11)
dt fi dz V pgt
where z is the vertical distance from the leading edge taken as positive in the direction of 
gravity and t = . Thus, depending on the z position chosen for analysis, the above result is
used as ho in equation (4.9). The self-similar solution is used since the initial thickness of oil
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coming from the pipette is hard to determine and experiments have shown that the self-similar 
gravity solution is very accurate when used in a viscosity calibration. An effect of this 
approximate correction is the more realistic prediction of surface streaklines. Dust 
perturbations reveal that the oil film surface velocity vector is certainly not in the external 
flow streamwise direction and curves off with gravity as flow separation is approached as 
well as where the film is thicker towards its trailing edge. This is indeed sensible and 
asymptotic consideration of the surface velocity vectors results in their being streamwise at 
the leading edge and vertical with gravity at separation. This curvature of streamlines is 
worthy of investigation since it may invalidate the use of a straight line in the streamwise 
direction through the image for marking the fi-inges, despite the fact that the fi*inges appear to 
be almost perpendicular to the ffee-stream direction. For a linear variation of shear stress the 
film trailing edge position is found from continuity to be
XjE —
\2 w ^ \rd
tJ-
constant shear 
stress term
dr  
2fi dx
shear stress 
gradient term
(4.12)
where is the initial width of the applied oil film. Furthermore, the film surface velocity 
components are
i - A  ^ ht d r  
2 / i  dx
i - A
- 1
04 13)
ft 1 -
A
Assuming that to a first approximation these components may be linearly superimposed 
(which is technically not valid due to the non-linearity of the governing equation) then a 
representation of the surface streaklines may be computed as shown overleaf in Figure 4.10 in 
the case of an adverse shear stress gradient leading to separation.
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Figure 4.10: Surface streaklines using approximate gravity correction. Flow is right to left
Thus at the leading edge the film flows in the streamwise direetion where shear stress 
dominates over gravity whereas at separation the film flows vertically in the direction of 
gravity due to the complete absence of mean shear stress. For the same ease equation (4.12) 
can be used to predict the shape of the trailing edge of a film of oil that starts 1mm wide
x (m )
0.14 0.13 0.12 0.11 0.1 0.09 0.08 0.07 0.06 0.05 0.04 0.03 0.02 0.01 0
0.025
0.05
0.075
0.175
I 0.225
0.275
Figure 4.11: Trailing edge shape using approximate gravity correction. Flow is right to left
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The trailing edge shape predicted by this approximate method does agree qualitatively with 
those seen in experiment. See for example the image loaded into the software screenshot in 
Figure 4.9.
The true influence of gravity is most certainly underestimated in this approximate correction 
since in reality gravity does not ‘switch o ff as soon as the external flow is activated. Rather 
gravity is continuously acting to thin out the film for the duration of the experiment. The rate 
of thinning by gravity reduces with the square of the film thickness which again means that 
the influence of gravity is reduced by larger shear stress but also by increasing the duration of 
the experiment. Consider a simple case of (4.2) with only constant shear stress and gravity 
acting perpendicularly to each other
dh , 1 
dt
.dh ,2#AlTh—  + pgh —
dx dz
=  0 (4.14)
The relative influence of gravity on the thinning of the film is therefore related to the 
following non-dimensional parameter
M  (4.15)
T
So if this parameter is very small then the effects of gravity are negligible. For a given oil and 
external flow, this can be made so by extending the duration of the run such that the film 
becomes very thin. This also ensures that A/Ag 1 meaning that the finite thickness
correction can also be neglected. It was shown in N l how the effect of /2q is to offset the time
origin of the thinning film, so finite initial thickness effects can always be mitigated by 
increasing the duration of the experiment.
4.2.8 Calibration of Viscosity
The viscosity of the oil can be obtained by carrying out the above profile reconstruction 
method for a single image of the oil film spreading under gravity alone. Using the solution
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given in equation (4.11), the profile can be linearised by plotting h against Vz . After this 
linearisation the leading edge position correction is made very easy. Since the profile is now 
linear, the correction alteration is that which minimises the residual error in a linear least 
squares fit of the data that is forced through the origin. Once this is done, the viscosity is 
given simply by
11 = dh
dyfz
best fit
(4.16)
where the density p is taken from the oil data sheet and is assumed to vary much less with 
temperature than the viscosity. This assumption was justified after examination of the 
coefficient of thermal expansion for the DC200 range of Dow Coming silicone oils used in 
this work. The coefficient of thermal expansion p  is defined as
dT
£_
m [dT
(4.17)
Considering only the variation of density with temperature, the above becomes a simple 
ordinary differential equation that is readily solved for density to give
(4.18)
Ap - 1
Po
where subscript 0 denotes reference values. Using the manufacturer’s value of 
=  0.00108/Æ  for lOcst oil, for typically small changes in temperature this function is 
practically linear. Investigation reveals that for the density to change by 1%, a change in 
temperature of approximately ±10.5°C is necessary. In line with the justified assumption of 
constant density, a linearised temperature correction equation was derived in N l using values 
from the manufacturer’s datasheet to adjust the viscosity for a temperature different from that 
during the gravity calibration
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Afi
Po 7; + 7;
A T
1 - 7
7
7:
(4 . 19)
where 7] =  38°C and 7^  =  99°C and the value of /  is 0.56 for the lOcst fluid used in this 
work.
An aceurate estimate of the local gravitational acceleration g  is also required. This may be 
obtained using the Earth ellipsoid gravitational model of the United States Department of 
Defense World Geodetie System 1984 (WGS84)
g(<?i) =  9.7803267714 l +  0.00193185138639sin"ÿ 
/  -  0.00669437999013 sin" <p
(4.20)
where is the géographie latitude. With the experimental setup loeated at 51.243 UN the 
value of g used in this work is 9.8118m/s^.
An example of the fringes resulting from a gravity experiment with lOcSt silicone oil after 
complete pre-proeessing is shown below in Figure 4.12, taken after 4800s.
Figure 4.12: Image from a gravity experiment used to determine the oil viscosity
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The initial horizontal line of oil was created by holding a sharp-edged, flat piece of plastic 
against the substrate and applying the oil from the pipette as equally as possible over the strip. 
The strip was then suddenly removed and the timer started for the experiment. A small 
number of dust particles can be seen to afflict the fringes in this case. Also visible in the photo 
is the phenomenon of viscous fingering which causes the trailing edge to divide into multiple 
‘fingers’ rather than proceed as one line. Fortunately the fingering instability occurs far 
enough downstream that there are plenty of fringes available to reconstruct a film profile.
4.2.9 Cleaning
After every experiment, the substrate was first cleaned with water and detergent such that the 
surfactant in the detergent would collect the oil along with the water, and reduce the surface 
tension of the water to improve wetting. This was followed by wiping with clean water, then 
wiping with a dry cloth, and then a final cleaning with anionic surfactant or isopropyl alcohol 
with a microfiber cloth.
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4.3 Pulsed-Wire Anemometry (PWA)
4.3.1 Operating Principles
The pulsed-wire anemometer works on the principle of using the time of flight (TOF) of a 
packet of fluid at elevated temperature (hereon called a ‘heat packet’) as a proxy for the flow 
feature under investigation. In the present case the feature of interest is the wall shear stress, 
although PWA can also be used to measure the fluid velocity. The general layout of the probe 
head is shown below in plan view in Figure 4.13.
flow can be either direction, 
perpendicular to wires 
<  >
sensor wires
head made of thermally 
insulating material
pins to elevate 
sensor wires off the 
surface by fractions 
of a millimetre
pulsed wire
Figure 4.13: Basic elements of a pulsed wire wall shear stress probe
The probe head consists of a central ‘pulsed’ wire and two sensor wires positioned either side 
of this central wire which serve to detect the heat packet passing over them. The probe head is 
made of a thermally insulating material and the sensor wires are elevated off the surface by a 
fraction of a millimetre. Having a wire either side of the pulsed wire gives directional 
resolution. The wires are made so long in order to mitigate the effects of yaw in cases when 
the spanwise fluctuations may be large. The yaw response is nominally cosinal and is 
improved by having longer sensor wires placed closer to the pulsed wire.
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A single measurement is initiated by a software firing signal sent as a control voltage out to 
the pulsed-wire hardware controller. After a 0.8ms fixed delay, a heating current is passed 
through the central wire for 2ps and a 12-bit digital timer is started. The heat packet is 
advected away from the pulsed wire by the local flow and ultimately begins to arrive at one of 
the constant-current sensor wires. This is registered as a change in voltage across the wire due 
to the temperature-induced change in resistance. When the voltage of the differentiated signal 
crosses a user-determined threshold (necessary due to diffusion of the heat packet causing a 
rounding off of the ideal step function), the counter is stopped (entering the ‘TOF ready’ 
state) and the control system can send the counter bits to the acquisition device. The binary 
counter bits are then converted in software into a decimal time of flight which is related to the 
instantaneous wall shear stress through a calibration. The 12-bit counter thus gives a TOF 
range of 4095 ps in steps of Ips. Any longer TOF is returned as a timeout and must be 
appropriately dealt with in software post-processing. A thirteenth bit is used to determine the 
sign of the TOF (depending on which wire detected the heat packet). The counter is reset and 
the process repeated at the desired rate. This rate is limited by heat transfer to the substrate, 
and also by the need for the sensor wires to relax back to their base level (i.e. heat packets 
must be sufficiently distinct and with sufficient cooling interval). For the present experiments 
the rate was fixed at lOHz. An example of the firing pulse, TOF ready signal, and 
differentiated sensor wire voltage history for four pulses fired at 40Hz can be seen in the 
following graph
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Figure 4.14: Example of the acquired and control signals during pulsed-wire operation
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The time between the rising edge of the firing signal (blue line) and the falling edge of the 
TOF ready signal (magenta line) is the actual TOF, and the remainder of the trace is the heat 
packet passing over the wire and the wire relaxing back to its baseline resistance. Although 
the heat packet signals appear distinct in the above example at 40Hz this would not be the 
case in regions of very low shear stress near separation since the heat packet would not be 
transported away from the probe head sufficiently fast for full relaxation to occur. The 
operating value of lOHz was selected after experimental testing and confirmation of a return 
to baseline conditions after each pulse.
The heat packet dynamics is governed by the energy equation. In its most general Cartesian 
form for an incompressible flow, and where radiation is considered negligible, this is
pC„
, dt dx dy dz
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dx
+ C arl
[ d y j
+
dz
=  K, d^T d ^ f
[dx^ dy^ dz^l
diffusion o f temperature 
by thermal conduction
(4J1)
(dV  dU]
dx dy ^
+
dx dz
+
dy dz
where p is the fluid density, Cy is the fluid specific heat at constant volume, T is the fluid
temperature, k is the fluid thermal conductivity, 6  is the mechanical dissipation function for 
an incompressible Newtonian fluid, and is an internal heat source. The dissipation 
function is always positive and being on the right hand side of the equation it always results in 
an increase in temperature. The term models the wire as a heat source (which will take the
form of a Heaviside step function in time). Indeed various approximations can be made, such 
as assuming two-dimensionality, zero wall-normal velocity (necessitated by the kinematic 
boundary conditions anyway), and negligible streamwise velocity gradients. The temperature 
equation then simplifies to
{dT , 
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A most excellent treatment of this problem involving the solution of the above equation but 
neglecting the dissipation function term was done by Bradbury and Castro (1971) in one of 
the original papers on the pulsed-wire technique. A correction for the deformation of the heat 
packet in a shear flow was done by Schober et al. (1998). Further information is available in 
Bruun (1995). An example of the use of PWA to measure wall shear stress beneath a 
separation bubble with and without the presence of cross-flow can be found in Hancock 
(1999). A key finding in this paper was that the mean shear stress cannot be directly linked to 
the level of fluctuating shear stress because the latter is largely determined by large-scale 
‘inactive’ motions driven by the outer flow whereas the former by the local wall-normal mean 
velocity gradients. The implication of this is that the mean shear stress cannot be directly 
linked to the Reynolds stresses near the edge of the inner layer which is an important 
consideration in the development of physically correct near-wall models for computational 
methods.
4.3.2 Calibration
The wall shear stress probe is calibrated against a Preston tube in a flat wall, zero pressure 
gradient turbulent boundary layer flow (this is because the log-law assumption is built into the 
dynamic pressure / stress relationship used in the Preston tube, see Patel (1965)). Since the 
Preston tube returns the mean wall shear stress , the calibration fit is made for various
mean wall shear stresses, but this mean fit is subsequently used to obtain instantaneous values 
of the wall shear stress using a lookup table. The fit and instantaneous wall shear stress 
equations take the following empirical form, respectively
= A + c r "  -b D f ^  (4.23)
t^ = A  + Bt~^ +  C r" 4- Dr^  (4.24)
The fit is a cubic equation in r ’ and care must be taken to average the inverse powers o f the 
time-of-flight t in the proper manner. A simple least squares method is used to obtain the four 
unknown coefficients. Note that in the case of / =  oo the corresponding shear stress would be
zero, implying that A = 0. An actual calibration is shown overleaf in Figure 4.15. On the
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graph, the fit line is shown along with the mean value calibration points and, importantly, the 
calculated instantaneous values for the same TOF using the empirical fit (4.23)
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Figure 4.15: Example calibration of a pulsed-wire shear stress probe. Cubic fit line in black, original mean 
value points in blue circles, calculated instantaneous values in red crosses
Clearly, the principle of using a mean value calibration to obtain instantaneous values in the 
case of the pulsed-wire shear stress probe is acceptable and indeed quite accurate. For very 
small TOFs, noise can be a problem and so a minimum TOF cut-off is appropriately chosen. 
Near the origin (i.e. for large TOFs) the fitted analytical curve function may go through zero 
(on one side of the origin), which is unphysical and so the values must be clamped to maintain 
the correct sign. Alternatively a monotonie blending function such as a simple power law may 
be used in this region. It is extremely important to note that the rising edge voltage threshold 
value that was used during calibration must be kept unaltered for all subsequent experiments 
until the next calibration. Since the continuous active time of the pulsed wire is very short, 
and also the sensor wires are not continuously very hot as is the case for a hot-wire probe, it is 
not necessary to calibrate the pulsed-wire probe very often and the same calibration was used 
throughout the entire series of experiments.
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4.4 Laser Doppler Anemometry (LDA)
4.4.1 Operating Principles
LDA is a well established technique for the simultaneous measurement of multiple velocity 
components at a single point in space in a non-intrusive manner. Furthermore, unlike HWA, 
LDA does not suffer from issues of rectification in flows with high turbulence intensity. LDA 
works by having two monochromatic laser beams intersecting each other at a small included 
angle, with one of the beams having a slightly shifted frequency (on the order of megahertz) 
relative to the other. The two beams consequently heterodyne in the intersection region 
creating what would appear to be a moving fringe pattern. This motion of the fringe pattern is 
essential for determining the direction of the velocity vector as well as its magnitude. The 
flow is seeded with micron sized, neutrally buoyant particles that act as passive Lagrangian 
markers. When a seed particle passes through the measuring volume, light is scattered off the 
particle and subsequently collected and amplified by an avalanche photomultiplier (either in 
forward or backscatter configuration). This scattered light, known as a ‘burst event’ comprises 
a pattern of alternating dark and light ‘flashes’ as a result of the particle crossing the 
interference fringes in the measuring volume. The frequency of these flashes, / ^ , is directly
related to the speed of the particle through a simple linear equation, the Doppler frequency -  
velocity relationship
/ z , = X + ® ^  (4.25)
where is the shift in frequency of one of the beams, aL is the distance between the fringes 
in the interference pattern, ||u|| is the magnitude of the particle velocity vector, and /? is the
angle between the velocity vector and the wavenumber vector of the interference pattern. The 
wavenumber vector is always perpendicular to the bisector of the two laser beams, thus a pair 
of beams measures a single velocity component and additional pairs of beams of distinct 
colour are required to measure the remaining orthogonal components. The distance between 
the fringes can be found from geometrical considerations to be
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where \  is the vacuum wavelength of the un-shifted beam, n is the refractive index of the 
fluid medium, and 9j^  is half the included angle of the beams. Supposing a pair of beams are 
oriented to measure the U component of velocity, then equation (4.25) becomes
U = { f r > - L ) d f  (4.27)
The Doppler frequency itself is obtained via the Fourier transform of the burst event signal, 
subject to validation checks. For further details on this technique the reader is referred to the 
standard reference texts of Albrecht et al. (2003) and Durst et al. (1981) as well as a paper by 
Buchhave & George (1979) that focuses on measurements of turbulence and the influence of 
random phase fluctuations of the laser emission on the turbulent spectra. Furthermore, for a 
complete derivation from first principles of the Doppler frequency -  velocity relationship as 
well as a simulation of the interference pattern and a method of processing the burst event 
signal such that the particle acceleration may be obtained (i.e. not just the average speed of 
the particle but its time history as it passes through the measuring volume) the reader is 
referred to Nathan (2012b). Also contained therein is an interesting result that shows how it is 
possible to rotate the measurement direction vector by substantial frequency shifting of one of 
the intersecting beams. However the shift has to be on the order of Terahertz (which would 
actually be seen as a change in colour) and the resulting Doppler frequency would require 
detection hardware with picosecond resolution capability, unlike the microsecond response 
require by a typical LDA configuration. Nonetheless, the possibility of turning the 
measurement direction vector has potentially beneficial implications for near-wall 
measurements.
4.4.2 Traverse Design
A traverse system was specifically constructed to fulfil the objective of measuring 
instantaneous wall shear stress and two-components of velocity as close to the wall as
80
possible. In order to get to within 0.5mm of the surface, the LDA beams had to be passed 
through the underside of the bump and turned through an angle of 47° such that one of the 
beams was almost parallel to the surface. This enabled 6.33mm closer access to the wall at the 
negligible cost of a 2° rotation of the measured wall-normal velocity. A first-surface mirror of 
minimal size was used such that there was minimal disturbance to the flow and shear stress 
distribution at the measurement station, which was purposely set as far away as possible from 
the mirror, namely 88.1mm, but at the expense of traversable wall-normal distance. The 
disturbance was qualitatively assessed using oil-film interferometry and was determined to be 
negligible on the mean shear stress. By breaking up the laser beam paths into triangles, basic 
geometry could be applied to obtain equations for the elliptic mirror’s major and minor axes 
lengths. Note that a diamond-shaped mirror would not be suitable since this would cut out 
36.3% of the back-scattered light that may reach the probe head (wherein the photodetector is 
also located in the backscatter arrangement used in this work). A similar problem would apply 
to a ring mirror, despite the attraction of being more ‘porous’ to the oncoming flow. A scale 
ray-trace schematic of the optimum optical design to achieve 0.5mm minimum height is 
shown below in Figure 4.16.
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Figure 4.16: Correct scale side view schematic of setup. Beams in representative colour, red lines denote 
optical surfaces or planes. All dimensions in millimetres
The following equations for the optimal ellipse dimensions take into consideration the optical 
window refraction effects and the unfocussed beam radii
2 ((To +  y cap ) \  tan 6^
s • r
cos 9..
cos 6’.,
cos(e„,
(4.28)
s ' r
cos 6^.
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were is the major axis length, is the major axis length, b is the beam separation (fixed
by probe design and beam expander specification), is the thickness of the glass window,
s-r is the beam un-focussed radius multiplied by a safety factor to ensure that no part of the 
beam is clipped by the mirror edges, 9^  is the angle of the light through the glass window,
is the angle of the beam upon exiting the glass window, is the beam divergence half-angle,
and 9^ is the mirror angle taken fi-om the surface. All refi-action angles are found using
Snell’s law. Finally, is the desired traversing distance normal to the wall, where
any non-optical protrusions are taken into account. Note that this distance must be measured 
from the centre of the last lens in the probe head assembly and not the surface of the last lens. 
An unfortunate error in this regard reduced the traversable distance of the probe by 10mm, so 
that it only covered 0.5 -  7.5mm off the wall rather than the 0.5 -  17.5mm as intended. In 
retrospect this may have been advantageous as it meant higher resolution near the wall for the 
same number of points. The variation with mirror angle of the ellipse dimensions as well as 
the measurement station coordinates ) relative to the LDA probe centreline are
shown overleaf in Figure 4.17.
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Figure 4.17: Variation with mirror angle of: Top -  mirror dimensions; Bottom -  measurement station
coordinates (relative to LDA probe centreline)
With 6^  ^ =43° to give 0.5mm clearance, i9^ =3.814°, =  2mm and 5 -r =  0.81mm the
ellipse dimensions were =  18.39mm and =  13.4mm giving 68.5% eccentricity. One
of the implications of this mirrored setup is that the wall-normal velocity component was 
returned with its sign flipped and needed to be negated in post-processing. The optical glass 
window was anti-reflection coated in the visible wavelength range in order to mitigate beam 
irradianee lost to refleetion. With the anti-reflection coating, this meant that only 1.5% of the 
beam irradianee was reflected back, compared to 4.02% for an un-treated surface. The optical 
mirror and window were manufaetured by UQG optics and were selected from their stock 
catalogue due to cost and time limitations. The optieal window was part no. OWC-2502 of 
diameter 25mm, thickness 2mm and the circular first surface mirror was precision grade
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(quarter wavelength at 550nm) aluminium and silicon oxide coated with 89% reflectivity, part 
no. MDB-2560 diameter 25mm, thickness 6mm. With these components, 86.35% of the 
output laser irradianee reaehed the measurement station.
The aluminium plate onto which the system was attached was designed such that it could 
easily slide through nine different fixed positions in the wall-parallel direction along the bump 
tangent, in increments of 20mm. The empty space was taken up with simple 20mm and 40mm 
blanking plates, with all joins sealed with tape. The streamwise range extended about one 
mean separation bubble length upstream to about half way inside the bubble. A lead-screw 
traverse with optical encoder was used to move the probe and mirror assembly in tandem in 
the wall-normal direction. The resolution of the eneoder allowed for a positional precision of 
about 4pm. Alignment of the beams was carried out manually with great care, where 
alignment was attained by ensuring symmetry of the beam landing points and that their spread 
on the surface was of equal extent. The wall-normal distance was determined by measuring 
the laser spot at some fixed distance off the surface, and then relying on the encoder and 
traverse system to move as expected. Figure 4.18 below shows an annotated rendering of the 
CAD model of the assembly followed by some photographs.
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insertion hole
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LDA 15mm 
probe head with 
beam expander 
fixed on front
Figure 4.18: CAD rendering of assembly, with annotations
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Figure 4.19: View of assembly looking upstream with laser beams at low power visualised using talcum 
powder. LDA measurement volume at maximum elevation
Figure 4.20: Plan view of assembly showing beams intersecting directly above the pulsed-wire probe head
Figure 4.21: Rear view of assembly showing the LDA probe with attached beam expander, optical fibre, 
and the stepper motor and encoder on the linear traverse. Also in view is the pulsed-wire body (brass rod)
and connector
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The LDA traverse arrangement is similar to that used by Snyder & Castro (2002) in their 
investigation of rough-wall boundary layers, except for the mirror support structure which 
here has only a single, rear-mounted support compared to their double-strut and frame 
assembly.
4.4.3 Effect of the Mirror on the Mean Wall Shear Stress Distribution
Oil-film interferometry was used to qualitatively assess the effect of the mirror and stem on 
the wall shear stress. A set of raw images are shown below in Figure 4.22 and Figure 4.23 
with the (mock) mirror stuck on at various streamwise positions at the actual location over the 
plate. The location of the pulsed-wire probe is also outlined in black. Flow is right to left.
> ♦ .1'
Figure 4.22: Effect of mirror on mean wall shear stress distribution when upstream of mean separation 
position. Black circle marks the location of the pulsed-wire probe
" #
Figure 4.23: Effect of mirror on mean wall shear stress distribution when downstream of mean separation 
position. Black circle marks the location of the pulsed-wire probe
Interestingly when the mirror is placed downstream of the mean separation line, there is 
absolutely no discernible disturbance on the wall shear stress upstream of the separation line, 
at any spanwise location. It is as though the flow separation acts as a shield preventing any 
downstream disturbance from propagating upstream. The extent of the local disturbance is 
also a lot less than the case where the mirror is upstream of the mean separation line. With the 
mirror at the upstream location there is a rather large disturbance extending both upstream and 
downstream. The straightness of the fringe lines at the location of the pulsed-wire probe in 
both cases suggests that the mirror will not have any noticeable effect on the mean shear 
stress measured by the pulsed-wire probe.
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5 DATA ACQUISITION & POST-PROCESSING
For all data acquisition, control and post-processing. National Instruments Lab VIEW 8.6 
software was used. A National Instruments 6009 USB DAQ module was used to acquire all 
the signals as well as handle the digital signalling of pulsed-wire firing and reading the 12-bit 
digital output from the pulsed-wire hardware. Since the analogue acquisition part of the 
device comprised a single, multiplexed analogue-to-digital converter, the effect of sequential 
sampling was assessed by sequentially acquiring a slow sinusoidal signal from a signal 
generator over all the analogue channels and measuring the apparent phase drift between the 
channels. At the lOkHz sampling rate set for the main experiment, there was in fact no 
discernible phase drift. Thus sequential sampling was not an issue.
The acquisition task involved triggering the pulsed-wire from the computer using the 
computer’s internal high resolution clock (nominally 200ns) accessible through the Windows 
API. The Burst Spectrum Analyser (BSA) for the LDA system was then started immediately 
afterwards by activating its buffer. The BSA had a monitor port that floated high and, upon 
detection of a burst signal, dropped low. This signal was recorded in one of the analogue 
channels. However it was found that the pulse was sometimes missed due to the relatively 
slow lOkHz sampling rate and so a pulse stretcher had to be fitted in series. This pulse 
stretcher also introduced a sync delay into the BSA such that during this time no bursts would 
be processed. This came at the expense of around 10-20Hz sampling rate on the LDV. The 
pulse was stretched to ensure that at least three points per pulse were acquired. This is 
important since if even one pulse is dropped, all subsequent data points would be out of line 
and this would adversely affect any computed correlations. The wind tunnel reference 
velocity manometer voltage was also recorded in another analogue input. This reference 
velocity was used in a closed loop to maintain the wind tunnel flow speed. Furthermore, the 
BSA buffer was controlled and emptied through the computer’s serial port. The BSA sent 
back the velocity data, as well as the associated arrival time and residence time array.
After some low level processing, the numerical data ultimately comprised an unevenly spaced 
time history of two simultaneous LDA velocity components, an almost evenly spaced time 
history of shear stresses, an evenly spaced record of free-stream reference velocities, and a 
pulse train record of LDA burst signal detection events. For computing statistical correlations
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between the datasets, it was necessary to temporally align the LDA and pulsed-wire records, 
and then down-sample the LDA record to that of the pulsed-wire record times via a compact 
stencil monotonie cubic interpolation such that a set of simultaneous samples can be 
statistically processed as desired. A compact three-point monotonie interpolation stencil was 
used since this ensured that the interpolation remained localised in time and also bounded by 
the actual data without introducing any spurious over or undershoots. Due to the nature of the 
LDA data, there could be instances where the nearest two velocity samples that bracket a 
pulse-wire sample are distant in time. In order to assess how this affected the resulting 
correlations, a window was applied to the interpolation such that samples could be rejected if 
the nearest velocity samples did not satisfy a simple locality criterion. However, testing 
revealed that the windowing process only increased scatter in the statistics near the wall 
where the LDA data rate fell off and so ultimately all samples were used.
The controlling of the pulsed-wire firing from a non-realtime operating system meant that the 
firing intervals were subject to non-deterministic jitters. By stripping the system down to the 
barebones required for data acquisition by disabling background tasks and non-essential 
system services and hardware, these jitters were measured to be typically around 0.3ms. In 
any case, with the firing pulses being recorded, these jitters were of no consequence.
5.1 Temporal Alignment of Records using Cross Correlation
Concerning the LDA samples, the BSA rejected samples whose Doppler burst signal did not 
satisfy certain envelope, pedestal and zero-crossing count criteria. However, the signal 
recorded fi*om the monitor port was a simple ‘burst detect’ signal and flipped state even if the 
sample was eventually rejected. Thus the pulse train recorded via the analogue channel did 
not tie up with the LDA velocities based on the array of arrival time intervals. Without 
knowing which burst signal pulse corresponds in time to the first valid (BSA accepted) burst 
signal, there is no way to line up the separate data records. This problem was solved by 
exploiting the ‘random’ nature of the arrival of seed particles into the measurement volume. If 
the arrival of seed particles is truly ‘random’ then it ought to be the case that somewhere 
inside this pulse train of both valid and invalid bursts must uniquely reside the pulse train of 
the valid bursts alone. So by cross-correlating the two pulse trains, the temporal offset of the 
train of valid bursts relative to the start of the analogue acquisition is obtained by finding the
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offset of maximum correlation. Indeed by observing this procedure during post-processing of 
the data it was clear that there was always a very distinct single peak for the cross-correlation, 
typically having a signal-to-noise (SNR) gain of around 24dB. The accuracy was enhanced to 
sub time-step by fitting a quadratic curve to the cross-correlation peak point and its immediate 
neighbours and then finding the maximum of the quadratic fit curve. An example output of 
the cross-correlation is shown below in Figure 5.1
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Figure 5.1: Example cross-correlation spectrum to determine the LDA dataset absolute start time. Here 
the SNR is 24.3dB. Circles show the peak points and its immediate neighbours
With each data point comprising 20 blocks each of 30s worth of data (giving ten minutes of 
sampling per measurement location) then at lOkHz sampling rate each block contained 
300,000 samples. This gave the cross-correlation spectrum a resolution of 0.1ms. An 
illustration of the alignment for the above case is shown overleaf in Figure 5.2.
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Figure 5.2: Illustration of pulse train alignment. Black lines represent burst signal events, red lines 
represent only accepted burst signal events. The accepted event pulse train is uniquely buried within the
pulse train of all detected burst signal events
Once the temporal offset was obtained, the LDA arrival time array was appropriately shifted 
to line up with the start of the analogue aequisition and then the LDA data was proeessed as 
required.
The eross-eorrelation theorem states that the cross correlation of two functions in the time 
domain is analogous to the multiplication of the two functions in the frequency domain. The 
cross correlation was carried out in the frequency domain using the Fast Fourier Transform
(FFT) in 0 ( # lo g # )  time since evaluation using the o [n ^  ^ direct method was prohibitively
slow for such a large dataset. Labelling the analogue record A and the BSA record B, the 
eross-eorrelation spectrum C was obtained as follows
C = F F T “' FFT(yt)-FFT(5) (5.1)
where the overbar here denotes the complex conjugate. The Fourier transformed arrays are 
multiplied in an element-by-element manner.
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5.2 LDA Velocity- Sampling Rate Bias Correction
Consider the one-dimensional (ID) situation of a sequence of equally spaced particles 
crossing an arbitrary plane with speed U. Here the plane represents an idealised LDA 
measuring point
Ajc 
< ►
U
Figure 5.3: Idealised ID flow with homogeneous distribution of tracer particles crossing a measurement
plane
The frequency at which these particles cross the measurement plane is simply
Af A% (5.2)
Therefore the sampling frequency is directly proportional to the flow speed. This means that 
there will naturally be a bias towards higher velocity samples in the dataset. The velocity 
samples need to be weighted by a quantity that is inversely proportional to the sample 
velocity magnitude itself. From above it would seem a natural choice to use arrival time 
intervals. However this quantity is also affected by the spacing of the particles and so for a 
constant speed if the particles are not evenly distributed in space then equal velocities may be 
assigned different weights, which is inconsistent. Consider now a more realistic 
representation of the LDA measuring station as an interval of finite length L
L
< ►
U
Figure 5.4: A better representation of the measuring region as a finite interval
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The time taken for the particle to transit the measuring region, known either as the 
residence time or transit time, is
This time is independent of the tracer particle distribution and only depends on the inverse of 
the particle average speed through the measuring region, which is of fixed extent. It is 
therefore a better choice for weighting the velocity samples than the arrival time interval and 
was the weighting function of choice in this work. Denoting the transit time weight of 
velocity sample / by cu. then the weighted mean velocity components are computed as follows
_  E s A
—  y = —u—  (5-4)
E ^  E h
The higher order statistics for two components of velocity can be computed using the 
following general function, with upper case denoting instantaneous values and overbars 
denoting weighted mean values computed using the above equation
-----------------  (5.5)
E h
Evidence supporting the use of the transit time over the arrival time can be obtained 
experimentally by examining the correlation between the measured velocity magnitude and 
the associated sample transit time and arrival time interval. A scatter plot for ten blocks of 
data (five minutes) at the most upstream station is presented overleaf in Figure 5.5 giving a 
visual representation of the degree of correlation of the transit and arrival times with the 
velocity magnitude.
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Figure 5.5: Scatter plot illustrating degree of correlation of inverse arrival time (red points 1 / AT) and 
inverse transit time (black points 1 / TT) with sample velocity magnitude
Clearly the inverse transit times have a tighter grouping than the inverse arrival times with 
respect to the velocity magnitude. This result is more generally confirmed by examining the 
linear correlation coefficients as functions of wall-normal distance and wall-parallel station, 
as shown below in Figure 5.6 for the entire experimental data set
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Figure 5.6: Wall-normal variation of the correlation coefficient of velocity magnitude with the inverse 
arrival times (red) and inverse transit times (black) for all measurement stations
The inverse transit times are everywhere more correlated with the velocity magnitude. Further 
inspection reveals a possible trend with approach to flow separation which is elucidated by 
plotting the same data against the wall-parallel station
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Figure 5.7: Wall-parallel variation of the correlation coefficient of velocity magnitude with the inverse 
arrival times and inverse transit times for all wall-normal positions
There appears to be a clear trend towards the flow separation where the inverse arrival times 
become more correlated with the velocity magnitude, though still well below those of the 
inverse transit times. This trend appears to also level off into the separation bubble with the 
sensitivity to wall-normal distance also reducing (evidenced by decreased scatter of the 
points). This may suggest that the seeding particles are more homogeneously distributed in 
region approaching separation and also into the bubble itself due to the enhanced mixing 
effects of strong turbulent diffusion in combination with seed particle reeyeling in the 
separation bubble itself. A similar though less pronounced trend also exists for the transit 
times. Indeed these facts are cause for concern that the LDA measurements are themselves 
affected by the eharacteristie features of the flow itself.
Another question that arises is why the transit times only appear to reach a maximum 
correlation of around 0.7 with the velocity magnitude. Consider again a more realistic 
representation of the LDA measuring region eross-seetion as a circle instead of a rectangle (or 
indeed the volume as a cylinder as opposed to a cuboid)
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Figure 5.8: A more realistic representation of the measuring region cross-section as a circle
A particle ean traverse the measuring region with some offset y  from the centre. Such a 
trajectory would pass through a shorter length of the measuring region and, for the same 
velocity, would have a shorter transit time. Thus identical velocity values would have 
different weights applied to them, leading to an imperfect correlation between velocity 
magnitude and inverse transit time. If all possible trajectories through the measuring region 
have equal likelihood then the expected value of the transit time is
0
(5.6)
Therefore with a cylindrical measuring volume in a predominantly streamwise flow a 
correlation coefficient of 0.637 is expected between velocity magnitude and inverse transit 
time. Indeed upon inspection of Figure 5.6 and Figure 5.7 this value lies almost centrally 
within the scatter of points associated with the inverse transit time correlation coefficient. In 
reality this value represents a lower bound for the correlation coefficient since signals 
originating from trajectories passing through the extreme regions of the measuring volume 
will produce low quality burst event signals that will likely be rejected by the BSA. This 
effectively introduces a bias towards more central trajectories which in turn creates a bias 
towards transit times closer to the central value thereby increasing the correlation coefficient. 
This explains the occurrence of correlation coefficients higher than 0.637. Those lower than 
this value cannot be explained owing to the fact that the circular measuring volume in a one­
dimensional flow is an over-simplification of a truly three-dimensional problem. Furthermore,
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the issue of multiple particles simultaneously traversing the measuring volume has not been 
considered.
The good agreement between the expected correlation coefficient of 0.637 and the 
experimental values validates the use of the inverse transit time as a weighting function to use 
to remove velocity bias fi*om computed LDA statistics. The imperfect correlation is due to the 
fact that particle trajectories cross different regions of the measuring volume giving rise to the 
possibility of different transit times for the same flow velocity. Since a given trajectory 
through the measuring volume will produce a burst signal with a unique pedestal and 
envelope, the possibility exists to correct this trajectory-induced transit time scatter by 
creating a library of simulated burst signal pedestals and envelopes with associated transit 
time correction factors and cross correlating the actual burst signal with these library signals 
and applying the transit time correction factor belonging to the best match (c.f. Nathan 
(2012b)). It was not possible to test this idea in the present case due to a lack of hardware 
capability to acquire and store burst signals for external processing.
5.2.1 Correction of Probability Density Functions using Pseudo-samples
The probability density functions (PDFs) must possess the same central moments as those 
obtained from a sample-by-sample calculation using equations (5.4) and (5.5). Constructing a 
discrete PDF using the values of weighted samples wJJ  ^ is nonsensical. Rather, the bin
counts themselves must be weighted accordingly. This is achieved by using the concept of 
‘pseudo-samples’. For a given velocity sample and associated transit time, this velocity 
sample will fall within a bin interval on the discrete PDF, but rather than incrementing the bin 
count by one, the bin count is increment by the number of pseudo-samples. The number of 
pseudo-samples rip^  associated with each sample is given by
(5.7)
Thus the low velocity samples with the higher transit times will have greater contribution to 
their respective bins than the high velocity samples, thereby removing the velocity -  sampling
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frequency bias deseribed earlier. Since these are ‘pseudo-samples’ there is no need to truneate 
them to integers, rather the bin eounts are treated as floating point values and the PDF created 
in the usual manner from a histogram including some fractional samples. An illustration of 
the pseudo-samples is shown below in Figure 5.9.
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Figure 5.9: Illustration of pseudo-samples (red) associated with each actual sample (black)
Where the samples and their assoeiated pseudo-samples occur on the time line is irrelevant, 
only their count matters. The effeet of this correction is most pronounced near flow separation 
where the loeal mean velocity in the vicinity of the surface is praetically zero. An example of 
the correction at measuring station x=140, y=0.79mm is shown below in Figure 5.10 
comparing the un-correeted marginal PDF of streamwise velocity component with those 
correeted using either the transit time or arrival time weighting.
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Figure 5.10: Example of PDF correction using the pseudo-sample method at station x=140, y-0.79mm
The biased PDF reveals an unphysical bimodal shape around the zero velocity point. There is 
no reason why the flow speeds either side of zero should have greater probability of occurring
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than zero flow speed itself. Clearly the arrival time weights do not correct the problem at all 
while the transit time weights used to create the pseudo-samples correct the problem almost 
perfectly, resulting in a near-Gaussian profile. The slightly positive skewness is evidence of 
higher momentum flow from above being mixed with the local flow by turbulent mixing 
processes. This example also serves to highlight the importance of visual inspection of the 
PDFs rather than just computing the statistics sample-by-sample as the latter in isolation gives 
no hint of any instrumentation bias or unphysical trends caused by the method of processing. 
The computed first and second central moments of the above PDF (i.e. the mean and variance 
respectively) are presented in Table 5.1 below.
Table 5.1: Mean and variance computed from the PDFs in Figure 5.10
IT AT Biased
Mean 0.154 0.306 0.438
Variance 0.847 1.315 1.643
The biased data overestimates both the mean and variance of the velocity samples by factors 
of about three and two respectively. The arrival time correction trends in the right direction 
but is clearly insufficient.
5.2.2 Selecting the Resolution of the Discrete PDFs
For a given dataset, the central moments computed from the sample array should be identical 
to those computed from the associated PDF. In reality. Discretisation of the PDF means that 
this is never exactly the case and in fact it is desirable to have a coarse-grained PDF so that 
the data appears smooth and allows immediate visual appreciation of basic parameters such as 
mean, variance, skewness and kurtosis. A well resolved PDF typically appears ‘frizzy’ with 
gaps where no samples were acquired that fell into the particular bin. A simple criterion to 
decide the number of bins that make up the discrete PDF is that the central moments 
computed from the PDF must be within a certain error threshold of those computed from the 
samples directly. The example in Figure 5.11 overleaf at measuring station x=0, y=0.79mm 
shows this error for the wall-parallel component of velocity as a fiinction of the number of 
bins for statistics up to fourth order
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Figure 5.11: Example of the relative error of central moments as a function of discrete PDF resolution
The higher order moments are more sensitive to the PDF resolution while the mean value 
appears quite insensitive. Therefore the threshold should be based on the highest order 
moment of interest. Choosing a relative error threshold of 1% meant that 32 bins were 
sufficient to discretise the PDF such that it was visually representative yet sufficiently 
smooth. A similar procedure was carried out for the PDFs involving the wall-normal 
component of velocity as well as the wall shear stress from the pulsed-wire probe. A value of 
32 was selected for the wall-normal component of velocity and 16 for the pulsed-wire data. 
All PDFs used identical values for consistency in visual comparison.
5.2.3 LDA Autocorrelation Functions
The autocorrelation function of unevenly spaced LDA data may be obtained very roughly by 
a direct transform ignoring the effects of sampling intervals, or by a more sophisticated 
method such as slotted autocorrelation or by first resampling the record onto an evenly spaced 
grid and then carrying out the direct transform. The latter would typically be done using FFTs 
via the correlation theorem. For further details and a comparison of these methods see 
Benedict et al. (2000). In the present work the interpolation scheme used to downsample the 
LDA data onto the pulsed-wire data time grid was employed to also obtain the autocorrelation 
functions, with the pulsed wire data replaced by a copy of the LDA data. An interpolated 
dataset was therefore created for each lag time and the autocorrelation function then computed 
using the direct method. Although somewhat computationally slow, the direct method
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simplified the matter of applying the transit time weights to the velocity samples. An 
illustration of the interpolation is shown below in Figure 5.12.
time
Figure 5.12: Illustration of LDA data interpolation at a given lag time. Black points -  original samples,
white points -  interpolated ‘samples’
All points that fall outside the record are discarded. A monotonie cubic interpolation scheme 
is used to interpolate between samples. The interpolation procedure creates pairs of coincident 
samples that can then be processed point-by-point using the direct method. The issue of how 
to appropriately weight the interpolated samples was dealt with by testing various different 
methods and comparing the results to those of the full dataset. The method that caused 
minimal distortion of the PDFs was an interpolation of the array of weights in the same 
manner as the interpolated samples, and to use these interpolated weights with their associated 
samples in the usual manner. In the case of the autocorrelation it would seem logical to 
simply multiply the weights together as would be done for computing the weighted 
covariance of non-coincident samples (c.f. the equation given in Albrecht et al (2003) and 
also Tropea et al. (2007)). However this does not produce a correctly normalised 
autocorrelation function. Consider the case of zero time lag, the result of the numerator ought 
to be the variance thereby giving a value of unity for the autocorrelation function (i.e. the 
signal is perfectly correlated with itself). However using this equation would result in the 
square of the weights being used where, using equation (5.5) with v = ii to compute the 
variance it is clear that the weight is not squared and that the weight only appears once for 
coincident samples. Therefore rather than using the product it is necessary to in fact use the 
geometric mean of the weights. It should be noted that both the arithmetic mean and the 
harmonic mean also did not return a correctly normalised result. Thus, denoting interpolated
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samples with tildes, the autocorrelation function that returns correctly normalised values for 
interpolated samples with different weights is
^i+k
^uu (^) ~  ^  I— (5 8)
where the original velocity data is first standardised before interpolation and processing as 
follows
U = (5.9)
where equations (5.4) and (5.5) are used to compute the weighted mean and variance 
respectively. The value k  in equation (5.8) represents any arbitrary time lag, an advantage of 
the direct method being the ability to specify the resolution as desired. One problem with the 
direct method on interpolated values is the slight asymmetry between the positive and 
negative lag time portions of the resulting autocorrelation fonction. By definition the function 
must be symmetric and so this issue was remedied by setting the value at each lag time equal 
to the average of the result at positive and negative lag times. A comparison between 
autocorrelation functions computed using equation (5.8) and computed by first resampling the 
original dataset onto a regular grid and then performing the autocorrelation in the usual 
manner is shown overleaf in Figure 5.13 for a 30s block of data from station x=140, 
y=0.79mm
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Figure 5.13: Comparison of autocorrelation methods
The asymmetry before enforeing symmetry is visibly insignificant, but nonetheless necessary 
by definition. The result for the initially resampled data appears smoother and this effective 
low-pass filtering inherent in simple resampling by monotonie interpolation was the main 
reason to not go with this approach. The integral timescale may be found by integrating the 
autocorrelation function up to the zero-crossing point (or, in the presence of noise, some 
specified threshold consistently applied to all data) on one side. For the interpolated data it 
was 49.3ms while for the resampled data it was 53.3ms. Thus the act of resampling by 
interpolation caused a relative increase in the estimated integral timescale of 8%. It is of 
interest to compare the effect of the interpolated methods, and this is shown overleaf in Figure 
5.14 for the same case for nearest neighbour, linear, and monotonie cubic (Hermite) 
interpolation methods for both interpolated and resampled datasets
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Figure 5.14: Comparison of interpolation methods used to compute the autocorrelation function. Solid 
lines -  interpolated, dashed lines -  resampled dataset
The resampled dataset is consistently over-smoothed with larger integral timescale while the 
results for the interpolated dataset reveal that the linear stencil is worst (in terms of 
broadening the area under the spectrum like the resampling method) while the monotonie 
cubic and nearest neighbour methods appear very close, with the nearest neighbour method 
(effectively a sample and hold method) appearing to induce the least smoothing.
5.2.4 Time-lagged Wall-stressA/elocity Cross-Correlation
The time-lagged cross-eorrelation coefficient between fluctuating wall shear stress r  and an 
LDA fluctuating velocity component, say u , is computed, for a specified lag time T, by
K.. (T) = (5.10)
For each lag time T, the pulsed-wire dataset was shifted forward in time (i.e. lagged) by the 
amount T and then the LDA velocity component dataset and associated weights were 
interpolated to produce coincident samples at these lagged pulsed-wire sample times. The 
numerator being a simple weighted covariance was computed using equation (5.5). Likewise
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the velocity fluctuation variance was computed using the same equation. No weighting is 
required for the pulsed wire samples.
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6 RESULTS & DISCUSSION
In this chapter the full set of results are presented for the lOm/s upstream reference freestream 
speed. Lower case coordinates (%, y, z) denote positions relative to the start of the bump 
tangent oriented in the coordinate system aligned to the tangent plane as indicated in Figure 
4.1. Upper case coordinates (X, 7, Z) denote positions relative to the bump leading edge
oriented in the coordinate system aligned with the wind tunnel wall. For example the station 
x=100, y=7.5mm would be 100mm aft of the start of the bump tangent in the direction 
parallel to the tangent (wall-parallel) and 7.5mm off the surface in the direction normal to the 
surface (wall-normal). The station X=-1550, Z=Omm would be 1550mm upstream of the 
bump leading edge and on the bump centreline. U and V denote the wall-parallel and wall- 
normal velocity component respectively; over-bars denote mean values and lower case 
denotes fluctuations about the mean.
The first section contains thé combined results of mean wall shear stress measured by oil film 
interferometry (OFI) and by pulsed-wire anemometry (PWA), the second section contains the 
velocity statistics measured by laser Doppler anemometry (LDA) and combined velocity and 
wall shear stress statistics with PWA.
6.1 OFI & PWA
6.2 Image Processing Accuracy Assessment
By photographing a grid of known dimension and then carrying out the perspective correction 
and marking procedures as would be done for an oil film image, an estimate for the errors 
associated with the spatial position of the fi'inges can be obtained. Furthermore any issues 
with the perspective correction would manifest as a trend in the error with position on the 
image. The grid image and its transformed output is shown overleaf in Figure 6.1, taken at the 
upstream reference station
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Figure 6.1: 17mm reference grid before and after perspective correction
The nominal grid spacing (measured internally) was 17mm. Of course this measurement was 
subject to printing error as well as physical error using a ruler with 1mm resolution for 
confirmation. Furthermore the imperfect focus of the image eaused some uncertainty 
regarding the exact edge of the grid when zoomed in. With a resolution of 2290x1944 each 
pixel represented 0.117mm. The following graph in Figure 6.2 summarises the results taken 
along central strips in the horizontal and vertical {x and z respectively) directions
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Figure 6.2: Grid spacing measured from the reference image in Figure 6.1
Over the extent of the image there appears to be negligible trend implying that the 
homographie transformation to remove perspective indeed worked correetly. The average 
relative error from the nominal value was 0.65% in % and 0.30% in z. The maximum relative 
error was 1.2% in % and 0.61% in z. The standard deviation was 0.064mm in x and 0.042mm
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in z. The standard deviation in x corresponds to half a pixel and the average error corresponds 
to about one pixel. Thus the uncertainty is governed by the image resolution and may be 
reduced by working with higher resolution raw images. One can conclude from these results 
that the errors related to spatial terms in the evaluation of the shear stress are on the order of 
1 %
6.3 Viscosity Caiibration
For the lOcSt silieone oil used in the final experiments there were three gravity experiments 
earried out over a period of two weeks, two earried out at the upstream reference station 
labelled ‘Upstream 1’ and ‘Upstream 2’ and one earried out in plaee on the bump labelled 
‘Bump’. The images used in proeessing are shown below in Figure 6.3
■Ij:- •
Figure 6.3: Oil film thinning under gravity alone for obtaining the viscosity. From left to right -  Upstream
1, Upstream 2, Bump
The duration of the upstream experiments was Ihr 20min while that at the bump was Ihr. 
Several measurements were made from each image by taking a line through the film where 
disturbances by dust were minimal. The results for all three experiments are summarised 
overleaf in Figure 6.4
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Figure 6.4: Summary of results for the viscosity calibration experiments
All the results were temperature corrected to 21.I T  using equation (4.19). Assuming the oil 
is prepared to high tolerance, the expected kinematic viscosity at this temperature was 
10.32cSt. Inspection of the results shows a clear linear trend in the data with distance along 
the plate. This is of course undesirable. One possible cause is the existence of a temperature 
gradient across the plate, however this is unlikely since there were no heat sources near the 
plate and, judging by the almost exact alignment of all the different experiments, this 
particular temperature gradient would have to have been exactly the same over two weeks and 
at different locations in the rig. The culprit is most likely the method of application of the 
initial line of oil. It is no coincidence that for all three experiments the pipette was linearly 
drawn from the end of the plate furthest downstream to the opposite end. Thus by the time the 
pipette reached the opposite end of the plate the oil applied earlier had begun to thin out over 
the applicator strip. Although the applicator strip was inclined to prevent this from occurring 
clearly this was insufficient. Therefore it can be surmised that a gradient of initial thickness 
caused the trend in the measured viscosity over the plate. Unfortunately this systematic error 
was not corrected at the time since measurements at multiple points were not carried out 
thereby never revealing this trend. An improvement to the technique would be to apply the oil 
onto the plate in a horizontal orientation, allow the oil to naturally spread out and even its 
profile, and then rotate it to the vertical.
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The results are not completely useless however since the trend can be removed by linear de­
trending. If the cause is indeed the initial application, then the intercept point should occur at 
the start of the film line. However this was slightly different for each experiment and so the 
intercept was instead fixed using the temperature corrected value of the nominal viscosity. 
The relative difference between the intercept based on the experimental data and the 
temperature correction was just 1.44%. The de-trended values appear to group very well with 
an average absolute relative error of 0.84% and a maximum relative error of 2.28%. The 
standard deviation in viscosity was O.lOScSt which corresponds to 1% of the nominal value. 
One can therefore assign an error of the order of 2% in the measured shear stress due to 
uncertainty in the viscosity estimation. Since viscosity and distance appear as products in the 
shear stress equation then, to first order these errors may be summed to give a final relative 
error of the order of ±3% in shear stress.
6.4 Upstream Reference Test
The absolute accuracy of the OFI technique for measuring mean wall shear stress was 
assessed by carrying out an experiment at the upstream reference station X=-1945mm (about
1.5 chords upstream of the bump leading edge) where the near wall flow is essentially that of 
a near zero pressure gradient flat plate turbulent boundary layer. The wall shear stress was 
measured using a Preston tube placed at X=-1945 and also at X=-1550 such that the shear 
stress gradient could be known. A single drop of oil was applied and allowed to develop with 
the wind on for one hour. The image used for processing is shown overleaf in Figure 6.5
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Figure 6.5: Upstream reference test image. Flow is right to left
The results along the eentral line of the fringe pattern are shown in Figure 6.6 below
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Figure 6.6: OFI result with Preston tube data at upstream reference station, xo is the film leading edge
The OFI values have the right order of magnitude but indicate an unphysically large adverse 
shear stress gradient while the values from the Preston tube indicate the stress is 
approximately constant over the region in question (of course with the natural growth of the 
turbulent boundary layer the wall shear stress will deerease with downstream distance). 
Furthermore the shear stress obtained at the leading edge of the oil film is overestimated by 
about 3.8%. Considering the relative error estimate for the overall technique of 3% obtained 
earlier, this difference could be explained by an error in the viscosity value. Indeed it could be
I l l
the case that the Preston tube is incorrect, although tests with hot wire anemometry using 
Clauser’s method to obtain the wall shear stress from the log-law of the wall agreed well with 
the Preston tube. Of course that particular method depends on the choice of the constants in 
the log-law formula, so it is not absolute itself. More important to understand is the over­
predicted adverse shear stress gradient as this has implications for measurements over the 
bump. Figure 6.7 below shows the same data processed using variations of the shear stress 
equation, namely removing the initial thickness correction, assuming a self-similar shear 
stress profile, and using the local slope constant shear stress assumption
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Figure 6.7: Upstream station OFI results with different processing methods
Oddly the initial thickness correction appears to make the results much worse away from the 
leading edge of the oil film. The local slope results contain much scatter due to the inherent 
noise in numerical computation of the gradient (despite being done to second order). The best 
results actually come from the self-similar constant shear stress equation. This is perhaps not 
surprising considering the almost constant shear stress over the region, however the integral 
equation should return the same result. Attempts to use different integration stencils as well as 
integrate an analytical fit to the data did not yield any significant improvement. This suggests 
that the integral equation with its inherent dependence on the spatial history of the film profile 
does not work very well in practice. Whether this is mostly caused by the action of gravity on 
the vertical film remains unknown. A repeat of the experiment with the plate oriented 
horizontally would ultimately determine whether the influence of gravity explains the fall off
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in the shear stress towards the trailing edge of the oil film. The constant shear stress equation 
with self-similar solution is
d t  ji dx
h = ! ^
Tt
(6 .1)
The equation can be solved for the shear stress to give the point-by-point results presented in 
Figure 6.7. Observe how the self-similar oil film is wedge-shaped under a constant shear 
stress. In the case of constant shear stress the following equation makes use of the entire film 
profile to give a robust estimate of the slope and consequently the shear stress '
t
linear fit.
-1
(6 .2 )
Using this equation, five profiles across the width of the film were used to estimate the shear 
stress distribution over the plate. The results are presented below in Table 6.1
Table 6.1: Summary of results for upstream reference station
X=-1945mm
Z x^y
(mm) (Pa)
83 0.1604
42 0.1608
0 0.1547
-42 0.1563
-83 0.1561
avg. 0.1577
Preston 0.1605
tube 0.1607
(Z=-160) 0.1601
avg. 0.1604
The average error is 1.7% with the maximum variation being 3.9%. Each Preston tube wall 
shear stress value was obtained from a 2.5min time average (at 200Hz giving 30k samples). 
The variation within the Preston tube data is 0.4%. A single Preston tube of outer diameter 
1.82mm was used as this size was found to agree best with wall shear stress values computed 
fi*om mean streamwise velocity profiles obtained firom hot-wire measurements at the same
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location. Furthermore the shear stress appears to have no significant trend in the lateral 
direction which implies good two-dimensionality of the mean flow in that region. The results 
so far indicate that OFI is accurate to within 4% in a constant shear stress region. Interestingly 
this experiment suggests the possibility of using a Preston tube to calibrate the viscosity of the 
oil by adjusting the viscosity until the shear stress from both methods come into agreement. 
However this would annul the independent nature of OFI as a direct wall shear stress 
measurement technique.
6.5 Bump Measurements
Measurements over the bump tangent up to and through mean separation and into the 
separation bubble were made with three separate OFI experiments. The results from OFI can 
subsequently be overlaid with the PWA measurements in order to make a direct comparison 
and assess the effectiveness of OFI through flow separation. The three OFI images are shown 
below and overleaf in Figure 6.8 (a -  c) , each taken after a duration of 7200s (two hours). 
The experimental configuration is as illustrated in Figure 4.1, with the coordinate x =  0 being 
located at the upstream edge of the glass plate (which is the right edge in the following 
images)
X =  0 X  =  0
r i 1
a) b)
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Figure 6.8: OFI images in the region of flow separation near the bump trailing edge. External flow is right
to left
The images contain many overlapping regions that will serve as a self-consisteney cheek for 
the method. The first two images (Figure 6 .8a, b) comprise full length patches that also serve 
to confirm the two-dimensionality of the mean flow in the region by virtue of the straightness 
of the fringes. In an experiment not presented here, vortex generators were placed 7.5m 
upstream and their effect on the surface shear stress was qualitatively assessed. Suffice to say 
that severe undulations in the fringe pattern with amplitude roughly equal to one quarter of 
the plate length were created by the highly persistent streamwise vortical structure. This 
qualitative evidence was used to justify the non-existenee of Taylor-Gortler vortices that were 
thought to have been possibly forming over the eoneave region after the bump leading edge 
(e.f. Nathan & Hancock (2007b)). The third image (Figure 6 .8c) comprises a multitude of 
overlapping patches positioned in such a way that there is sufficient clearance over part of the 
leading edge of each patch such that it may be utilised for obtaining the shear stress without 
interference from any upstream oil, although it is clear from the image that the presence of 
upstream oil appears to have no effect on the downstream patches due to the film being so 
thin. This image also helps to reveal the location of mean separation as being at that patch of 
oil which falls vertically and has symmetric shape about its centreline. The curvature of the
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trailing edge of the patch helps to identify the direction of the surface flow. Clearly the flow is 
reversed on left (downstream) half of the plate. Using the integral equation for shear stress 
(4.9) and the initial thickness correction, the entire dataset along with the PWA data is 
presented below in Figure 6.9. The line taken through the oil film patches for marking the 
fringes was positioned at the same offset as the pulsed-wire probe.
0.07
0.06
0.05
0.04
0.03
0- 0.02
0.01
100 120 14040 240 260 280
-0.01 i
-0 .0 2  T
-0.03
-0.04
X (mm) □ OF11 ,2  X OFI 3 •  FW
Figure 6.9: Combined OFI and PWA results through flow separation
The OFI data directly follows the trend of the PWA data very well, only offset by the order of 
5mPa. Both dataset have cubic fits through them, although a quadratic also appeared to fit the 
data well. Much like the upstream test case, the values near the leading edge of an oil film 
patch are over-predicted while the shear stress magnitude falls off too quickly towards the 
trailing edge of the patch. This phenomenon appears to worsen as the magnitude of the shear 
stress decreases, possibly suggesting that the action of gravity on the vertical film may be 
responsible. Again, without a dedicated experiment to test the technique at low shear stress in 
both horizontal and vertical orientations it is not possible to draw any firm conclusions. 
Following on from the findings of the upstream test case, the results were improved again by 
dropping the initial thickness ‘correction’ and dramatically improved by using the self-similar 
solution (6.1) for a constant shear stress. In fact the self-similar solution causes excellent 
overlap of the results from the separate patches at the most upstream locations, but again in 
the region where |r| < 0.02 Pa the problem of leading edge overshoot of shear stress arises
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once more, though less severely than in the above ease. The results using the self-similar 
solution are shown below in Figure 6.10
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Figure 6.10: Combined OFI and PWA results through flow separation. OFI processed using self-similar
solution (6.1)
The excellent overlap between x=20 and x=100 can be seen for all three datasets. Furthermore 
the values fall almost exactly on the PWA trend line except near mean separation where the 
PWA data indicates a further downstream mean separation position by about 15mm while the 
OFI shear stress continues to go negative at a steeper rate. It was intended to obtain PWA data 
inside the separation bubble but a failure of the probe at the end of the experiment meant that 
it was not possible to achieve this in the allotted time since there was no in-house means of 
easily repairing the pulsed-wire probe. Since there should be no sudden jumps in wall shear 
stress, the full dataset can be trimmed down by eliminating the spurious points near the 
leading edge of each oil film patch such that all patches smoothly follow on from each other 
as shown overleaf in Figure 6.11. The elimination of spurious points is a somewhat 
unsatisfactory process as it depends more on ‘artistic interpretation’ and subjective judgement 
of trends than any numerical rigour. Typically the first four or five constructive fringes are 
eliminated in this process.
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Figure 6.11: Combined OFI and PWA results through flow separation. OFI processed using self-similar
solution (6.1), spurious points removed
This slightly clearer plot reveals both the exeellent overlap between datasets as well as the 
exeellent agreement between the shear stress values obtained from two eompletely different 
techniques, at least up to about 15mm upstream of separation. It is not immediately clear why 
there is disagreement between the values elose to separation although again the efleets of 
gravity on the film could be the culprit. However the good agreement before separation right 
down to stresses around 5mPa suggests that gravity is not affecting the values at all, in 
partieular eonsidering that the values selected for presentation are nearer the trailing edge of 
the patches where the film is thicker and gravity therefore has more efleet. Applying a shift of 
about +5mPa to all the OFI data after separation would indeed bring all the values in line with 
the PWA data, but there is no obvious justifieation for applying this shift. The PWA data 
shows how the mean wall shear stress has a smooth and low order monotonie deeline 
approaching separation as well as eontinuing through separation into the bubble. The OFI 
appears to jump through separation with what appears to be a diseontinuity in gradient. There 
is no physieal reason for this oeeurrence and so one ean only eonelude that OFI is good up to 
separation but not through to the bubble. Looking baek at Figure 6.10 the limiting factor 
appears to be the absolute value of the shear stress, where the results processed from patches 
experieneing | r | < 0 .0 2 Pa suffer from unphysieal shear stress overshoots near the leading 
edge of the patch. This is likely not a universal operating limit but also dependent on the oil
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viscosity and experiment duration. An empirical operating criterion based on a non- 
dimensional parameter taking all these variables into account would therefore be
— >15,000 (6.3)
Finally it is worth considering the implication of using a self-similar solution intended for 
constant shear stress in a situation of clearly adverse shear stress gradient. It is not 
immediately obvious why this simpler solution should give better results in general over the 
integral equation that considers the entire profile spatial history and is based on a more 
complete description of the oil film dynamics. Essentially the use of the self-similar equation 
implies that each point on the surface of the film is to be treated as though it is on a self­
similar wedge profile of arbitrary virtual origin. This seems most bizarre when inspecting the 
reconstructed film thickness profiles since, as Figure 6.12 below shows, the concave 
curvature associated with an adverse shear gradient is certainly increasing towards separation 
as indeed it should (c.f. Nathan (2009a)).
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Figure 6.12: Oil film thickness profiles for each oil patch from Figure 6.8c
In conclusion, the combined OFI and PWA shear stress measurements show how both 
techniques have excellent agreement up to the very near vicinity of separation. The
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combination of the independent nature of OFI and the agreement of OFI with PWA serves to 
validate the absolute accuracy of PWA, as well as the validity of using a Preston tube to 
calibrate the pulsed-wire probe in a flat plate turbulent boundary layer using the empirical 
relationship (4.23) under the assumption that a calibration based on mean values can be used 
to obtain instantaneous values as well. As for technique preference, the PWA offers the ability 
to measure instantaneous wall shear stress and also requires no user involvement in post­
processing, unlike OFI where there is a certain degree of subjectivity in the image processing 
and determination of the location of the film leading edge.
6.6 LDA & PWA
In this section the LDA and PWA auto statistics are presented first, followed by the joint 
statistics including conditional sampling analysis. Following this are the time-lagged cross­
correlations between velocity and wall shear stress, the autocorrelation functions and integral 
timescales, and finally a selection of joint and marginal probability density functions.
6.6.1 LDA Velocity Auto Statistics
6.6.1.1 Mean flow
The mean wall-parallel and wall-normal velocity components are presented overleaf in Figure 
6.13 and Figure 6.14 for all measurement stations
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Figure 6.14: Normalised wall-normal velocity component
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Figure 6.13: Normalised wall-parallel velocity component
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The wall-parallel velocity component follows a monotonie decrease towards separation, going 
negative below about 1 mm off the wall at the most downstream station indicating the start of 
the separation bubble. It would appear that both velocity components may be described by a 
simple scaling and offset of one of the profiles taken at any position, with V being of order 
0.1U. The rapid fall-off towards the surface caused by the no-slip condition ean be seen to 
begin for the two points nearest the wall, namely 0.5 and 0.79mm. Although this fall-off is not 
evident for the wall-normal velocity component it may simply be occurring closer to the wall
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as the wall-normal component scales with the square of the distance from the wall in a 
viscous sub-layer approximation which may not be resolved. However the wall-normal 
velocity does tend towards zero towards separation and does not ever go negative which rules 
out any systematic LDA setup error. A basic consistency check would be that of 
incompressible continuity, V • U =  0. Indeed continuity was numerically satisfied to within 
the same order of magnitude or less of either dUjdx  or dV/dy  which were typically of
order . It was not exactly satisfied simply due to the coarse nature of the data in a
region of strong gradients, where only a simple second order numerical stencil on an offset 
grid was used to perform the check. The continuity residual dUldx + dV/dy  is summarised 
below in Figure 6.15.
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Figure 6.15: Continuity residual
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The condition improves with distance away from the wall except for a point at the most 
upstream station. In all cases the residual was due to an excess in positive dVjdy  relative to 
the negative d lJ jd x . Furthest from the wall this excess was on average 2.9% and nearest the 
wall rose to a somewhat disconcerting 122%.The trend in the residual in fact ties in with the 
number of LDA samples that make up the statistics for each point, as shown overleaf in 
Figure 6.16
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Figure 6.16: Number of LDA samples acquired at each station
The number of samples that make up the statistics generally decreases towards the wall, in 
some cases resulting in a two to three times reduction in data compared to further away from 
the wall. The low value at x=0, y=7.5mm was due to a one-off acquisition error where only 
ten of the twenty blocks of data were successfully stored. The inconsistency in the trends as a 
function of station can be explained by the software controller for the LDA seeding machine 
not being optimally tuned for the setup, where its purpose was to maintain a constant data 
rate. In any case, the number of samples remained sufficient for convergence of statistics up 
to fourth order.
It is interesting to compare the wall-parallel velocity profile to that of the law of the wall for a 
near zero-pressure gradient flat surface turbulent boundary layer in order to qualitatively 
assess the degree of perturbation caused by the strong adverse pressure gradient as well as the 
distortion of the upstream boundary layer by the bump curvature (which contains an initial 
mild concave curvature followed by relatively strong convex curvature). The viscous sublayer 
(including mean pressure gradient) and the log-law of the wall are described as follows
u-
y <5  (viscous sub-layer)2i/ dx
— Infy I +  C y  > 30 (log-law region)
K  ^ '
(6.4)
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where the variables have been scaled using the usual inner-layer scaling involving the friction 
velocity and kinematic viscosity, and /î =  0.41, C =  5.1
V
P
(6.5)
First, the results at the station x=0
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Figure 6.17: Law of the wall formulation of wall-parallel velocity at station x=0
The mean pressure gradient of about +160Pa/m was obtained directly from the mean pressure 
distribution over the bump. It appears that the first point at 0.5mm is just outside the supposed 
VSL with — 7.6. Without the pressure gradient term the VSL velocity is somewhat under­
predicted while with this term the experimental data remains correctly bounded in the buffer 
region between the two asymptotic lines. It is quite clear that there is no extended logarithmic 
region in this flow and around =  30 the data crosses the log-law but does not match its 
slope and continues increasing away from the log-law. The constant C is known to be affected 
by the pressure gradient (c.f. Harun et al (2010)) but this would only alter the vertical offset of 
the log-law line, not its slope. However Nagib et al. (2004) found that the Karman constant 
decreases under an adverse pressure gradient. A decrease in k  would result in an increased
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slope of the log law, agreeing better with the data. For example at the x=0 station changing 
the constants to k = 0.32 and C =  2.8 caused the log law to run through the first four data 
points nearest the wall. Already at the x=0 station the flow is clearly not in the form of a 
canonical equilibrium boundary layer. Figure 6.18 below shows the situation at the station 
x=140, the last station of positive shear stress (almost zero)
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Figure 6.18: Law of the wall formulation of wall-parallel velocity at station x=140
On the verge of separation the picture is considerably different. The wall shear stress is on the 
order of ImPa and the mean pressure gradient has reduced to +38Pa/m. The local flow is so 
perturbed from the asymptotic theory that the comparison has lost any meaning. If anything 
the apparent extension of the log-law right back towards the wall around =  1 is 
reminiscent of the treatment of rough wall boundary layers (although a different wall-unit 
sealing is used), for example see Figure 20.20 in Schlichting (1979). Again, altering the log 
law constants this time to K =  0.30 and C =  3.5 caused the log law line to pass through the 
first four data points.
6.6.1.2 Velocity Variance
The variance of the velocity components is shown overleaf in Figure 6.19 and Figure 6.20
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Figure 6.19: Normalised variance of wall-parallel component of velocity
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Figure 6.20: Normalised variance of wall-normal component of velocity
The wall-normal variance is generally an order of magnitude less than the wall-parallel 
variance. This is predominantly due to the blocking effect of the wall as a kinematic boundary 
condition. Both quantities increase monotonically with distance from the wall while both
monotonieally decrease towards flow separation. Since ii  ^ most of the turbulence
kinetic energy is thus contained in the streamwise fluctuating motions. The (kinematic) 
turbulence kinetic energy is presented overleaf in Figure 6.21, and indeed is almost identical 
in appearance to Figure 6.19
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Figure 6.21: Turbulence kinetic energy
The turbulence intensity T for this particular case of a two-dimensional mean flow where the 
lateral variance is unknown may be defined as the square root of the ratio of turbulence 
kinetic energy to mean kinetic energy
u T v
(6 .6 )
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Figure 6.22: Turbulence intensity
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The turbulence intensity grows exponentially towards separation as the mean flow kinetic 
energy tends to zero. The turbulence intensity also grows towards the surface. The high 
turbulence intensities of 40% and above near the wall show how LDA is the best choice for 
measurement in this region of flow since HWA statistics would suffer from severe 
rectification distortion, to the point that they certainly could not be corrected considering the 
anisotropy of the local flow field.
6 .6 .1.3 Velocity Skewness and Kurtosis
The skewness of the velocity is given by the following equation (i.e. for the u component) and 
is presented below in Figure 6.23 and Figure 6.24 for each velocity component. Zero 
skewness implies similarity to a Gaussian distribution
5'., = (6.7)
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Figure 6.23: Skewness of the wall-parallel component of velocity
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Figure 6.24: Skewness of the wall-normal component of velocity
The wall-parallel eomponent of veloeity remains positively skewed in the approaeh to flow 
separation but appears to level off around 0.35 as separation is reaehed. Further upstream of 
separation the skewness decreases exponentially with wall-normal distance. A positive 
skewness is indicative of a bias towards higher veloeity events and the fact that the skewness 
increases further from the wall near separation when compared to further upstream suggests a 
more contorted boundary layer with more penetration events of the higher speed outer flow 
region towards the surface. Meanwhile the wall-normal veloeity remains negatively skewed 
and becomes more negative towards separation and towards the wall which suggests that 
despite the bias of higher speed wall-parallel events there is still a bias for low speed fluid 
originating from near the surface to be transported vertically by the turbulent mixing.
The excess kurtosis of the veloeity is given by the following equation (i.e. for the ii 
eomponent) and is presented overleaf in Figure 6.25 and Figure 6.26 for each velocity 
component. With excess kurtosis, a value of zero rather than three implies similarity to a 
Gaussian distribution
K. (6 .8)
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Figure 6.25: Excess kurtosis of the wall-parallel component of velocity
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Figure 6.26: Excess kurtosis of the wall-normal component of velocity
The wall-parallel component of velocity has slightly negative excess kurtosis furthest 
upstream from separation which monotonically increases towards and through separation. The 
profile shape remains similar for all stations and appears to simply shift upwards. The kurtosis 
also increases exponentially towards the wall. The kurtosis represents the statistical 
significance of extreme events far from the mean and either side of it, thus nearer the wall 
there are more extremes of high speed and low speed flow in the wall-parallel direction and 
this behaviour continues to increase towards separation. Along with the increased turbulence
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intensity this suggests enhaneed mixing of both the inner and outer regions as separation is 
approached, in particular nearer the wall. The excess kurtosis of the wall-normal eomponent 
of velocity remains positive and to almost an order of magnitude more so than the wall- 
parallel component, increasing exponentially towards the wall and monotonieally towards 
separation. The conclusions drawn from also apply to but with greater significance.
The higher order statistics thus far seem to imply enhanced wall-normal mixing and vertical 
transport of momentum in the approach to flow separation under an adverse pressure gradient. 
However these statistics alone do not provide any insight into the physical mechanism by 
which this occurs. Furthermore, these smooth and monotonically varying statistics provide no 
hint of an impending smooth wall separation and thus cannot be used for such an inference.
6.6.2 PWA Wall Shear Stress Auto Statistics
The mean wall shear stress from PWA is shown below in Figure 6.27. Indeed this is the same 
data as used in Figure 6.11 but here the data points for every y position of the LDA mirror are 
shown, highlighting any effects of the mirror on the wall shear stress.
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Figure 6.27: Mean wall shear stress distribution
The wall shear stress crosses zero through separation in a rather un-remarkably monotonie, 
low order fashion (the fitted curve is a cubic, but a quadratic appeared almost identical). The
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small scatter in the data points (for each y  position) is indicative of the negligible effect of the 
LDA mirror assembly on the flow in the vicinity of the pulsed-wire probe. The same data is 
plotted against y below in Figure 6.28 to further highlight this point
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Figure 6.28: Mean wall shear stress variation with LDA mirror height
There appears to be no significant trend with the mirror height off the wall. Perhaps at the 
three stations furthest from separation there is a slight negative trend up to 3mm off the 
surface. Indeed the OFI image Figure 4.22 of the disturbance caused by the mirror did 
indicate that there was a greater influence with the mirror further upstream from separation 
and almost negligible influence after separation.
The variance and turbulent shear stress intensity are shown overleaf in Figure 6.29 and Figure 
6.30 respectively, where the latter has been calculated using the following equation
t: = r
i i r f
(6.9)
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Figure 6.29: Variance of wall shear stress, showing data for all mirror heights
10000
(/)c 1000
c
I
(A
s
. c
(A
I3
100
T
10
20 40
-4—
60 80 100 
X (mm)
120 140 160
-t-H
180
Figure 6.30: Turbulent shear stress intensity, showing data for all mirror heights
While the variance in wall shear stress decreases by about a factor of three towards 
separation, the relative intensity of the fluctuations increases exponentially in line with the 
concomitant decrease in the mean wall shear stress. Interestingly even at the furthest upstream 
station the intensity of the wall shear stress fluctuations are already almost 100%, in other 
words the fluctuations either side of the mean have intensity (as defined by equation (6.9)) 
equal to the mean. This increases tenfold in the vicinity of separation.
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The skewness and excess 
and Figure 6.32, using the same 
equivalent velocity statistics
kurtosis of the wall shear stress are presented below in Figure 6.31 
form of the equations (6.7) and (6 .8) as for computing the
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Figure 6.31: Skewness of wall shear stress, showing data for all mirror heights
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Figure 6.32: Excess kurtosis of wall shear stress, showing data for all mirror heights
The skewness is positive at all stations, decreasing slightly towards symmetry through 
separation. Thus there exists an increased likelihood of encountering a higher shear stress 
event above the mean than one that is equally below the mean. The kurtosis begins slightly
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positive and continues to grow almost linearly through separation by a factor of around ten. In 
the vicinity of separation the kurtosis indicates how extremes of high and low shear stress 
events dominate the signal relative to a near-zero mean. The scatter in the data is due to the 
variation of the LDA mirror height, and there appears to be no trend in the scatter of those 
points with the mirror height.
The reverse flow factor is the fraction of instantaneous shear stress values that are negative, 
indicative of instantaneous reversed flow (relative to the ffeestream) right at the surface. For a 
given station this is computed simply by keeping a tally of negatively signed shear stress 
samples and finally dividing by the total number of samples. Timeouts (returned as zero shear 
stress) are included in the tally.
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Figure 6.33: Wall shear stress reversed flow factor
The reversed flow factor increased almost exactly linearly towards separation approaching a 
value of around 0.5 just inside the bubble. Thus at the station x= 161.5mm half of all wall 
shear stress events are reversed. Interestingly even at the station furthest from separation the 
reversed flow factor is not zero but appears to be tailing off to some small value around 3%. 
Therefore it can be stated that well upstream of separation there are still instantaneous 
reversals of the surface flow. The implication of this is that a separation bubble has far 
reaching, intermittent influence on the near-wall flow upstream of the bubble. With the mean
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bubble length — % measured to be about 180mm, the influenee thus extends at least one 
bubble length upstream of mean separation.
Finally as a cheek on the quality of data, the fraction of timeouts (where the heat packet did 
not reach a sensor wire before the 12-bit counter reached its limit and was consequently 
counted as zero shear stress) is examined as well as the fraction of values excluded due to 
returning a time-of-flight below the accepted noise cut-off threshold.
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Figure 6.34: PWA sample timeout fraction
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The increase in timeout fraction towards separation goes hand-in-hand with the reduction of 
the shear stress mean and variance. However only around 1.5% of samples were at most 
rejected therefore the effect on the convergence of statistics was expected to be negligible. 
The number of samples rejected due to noise on the differentiated sensor wire voltage signal 
was typically around 0.15%, a negligible fraction amounting to 9 of the 6000 samples per 
point. The low fraction of timeouts and rejections support the quality of data.
6.6.3 LDA Velocity Joint Statistics
Statistics involving both the wall-parallel and wall-normal velocity components from the frill 
LDA dataset are presented in this section.
6.6.3.1 Reynolds Shear Stress, Turbulence Kinetic Energy and Anisotropy
The Reynolds shear stress, —puv,  an apparent stress originating from the non-linear self- 
adveetion term from the Reynolds decomposition of the Navier-Stokes equations, is a key 
quantity in the transportation and production of turbulence in a wall bounded shear flow (or 
indeed any flow subjected to a mean strain rate). Energy is extracted from the mean flow and 
transferred to the turbulent motions (and associated scales) predominantly by interaction of 
the Reynolds shear stress with the mean strain rate. It is therefore an important quantity to 
examine and attempt to understand. From this point on the density p will be dropped and all 
values presented are their kinematic equivalents. The variation of the Reynolds shear stress is 
shown overleaf in Figure 6.36, followed by its structure function (i.e. correlation coefficient 
computed using the equivalent of equation (5.10) with zero lag time and replacing the shear 
stress with v) in Figure 6.37.
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Figure 6.36: Variation of Reynolds shear stress
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Figure 6.37: Reynolds shear stress strncture function
In line with the no-slip eondition at the wall, the Reynolds shear stress must be zero at the 
wall. Asymptotically it grows in proportional to the cube of the wall-normal distance. 
However this initial region of growth is not resolved in the data. The Reynolds shear stress 
continues to monotonieally increase with distance from the wall and the measurements do not 
extend far enough to capture the peak. Meanwhile the values also follow a monotonie 
decrease in the approaeh to separation, for the same wall-normal distances. The structure 
function has a slight positive trend with wall-normal distance and again the measurements do
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not extend far enough to observe the peak value. For cross-wire measurements carried out at 
the upstream reference station the structure function was observed to level off at a maximum 
around 0.42 (c.f. Nathan & Hancock (2009)). Again the structure fonction value decreases 
towards separation suggesting a gradual de-correlation of the coherent structures responsible 
for the existence of the Reynolds shear stress.
Thus far it has been shown that and that wv ^  0. This is evidence that the turbulence
is not isotropic (which would require =v^  and uv = 0), and the degree of anisotropy may
be formally characterised by examining the elements of the normalised anisotropy tensor A.
Since the lateral fluctuations were not measured, a special two-dimensional normalisation 
of the anisotropy tensor will be used here for self-consistency
U (X)U
u *u uv
uv
(6.10)
If the two-dimensional turbulence is isotropic, then all elements of A will be zero. Each 
element of the tensor is presented concurrently overleaf in Figure 6.38, against both the wall- 
normal and the wall-parallel distances to better reveal the separate trends (Figure 6.38 and 
Figure 6.39 respectively). Since the tensor is symmetric, and so only three of the
elements need be presented.
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Figure 6.38: Variation of the normalised anisotropy tensor elements with wall-normal distance
The overall degree of anisotropy decreases away from the surface and appears to level off 
above 5mm. While the contribution towards anisotropy from the normal Reynolds stresses 
initially decreases with wall normal distance, that from the Reynolds shear stress increases.
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Figure 6.39: Variation of the normalised anisotropy tensor elements with wall-parallel station
The anisotropy contribution from the normal Reynolds stresses appears to remain almost 
constant towards separation, while that of the Reynolds shear stress decreases but remains 
non-zero through separation. The positive value of 4 i  combined with the opposing negative
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value of A22 implies that the flow structures on the length scale of the turbulent eddies are
substantially elongated in the streamwise direction and this appears to be independent of the 
changing adverse pressure gradient and indeed of the flow separation phenomenon itself. The 
non-zero value of ^ 2  implies a rotation of the principal axes of the anisotropy tensor which
indicates a tilt of the elongated eddies away from the wall. The data indicates that this tilt 
decreases towards separation.
These results in combination with the non-zero spatial gradients of the Reynolds stresses 
demonstrate how the turbulence in this flow is both anisotropic and inhomogeneous.
The turbulence kinetic energy (TKE) equation can be derived by taking the dot product of the 
velocity vector with the Navier-Stokes equation, performing a Reynolds decomposition, 
subtracting off the mean equation and then collecting terms (a rather lengthy procedure of 
carefiil vector calculus operations). The final result for an incompressible, constant property 
Newtonian fluid with instantaneous strain rate tensor S is as follows
— +  U«fVA:) =  V* —-  pu — h i +  2z/u * s —(u 0 u ) :S  —l u s i s  (6.11)
'— ;— - ( p  ] '-------------  ' ' D  '
This is the same result as given by Tennekes & Lumley (1972) but expressed in vector 
calculus notation. Note that A: =  -ju «u here is actually the kinematic TKE. The collection of 
terms are expounded as follows
• A -  adveetion of TKE by the mean flow
• T -  transport of TKE by pressure-gradient work, turbulent velocity fluctuations and 
viscous stresses. Transport terms always have the form of divergences of energy flux
• P -  production of TKE by Reynolds stress interaction with mean strain rates
• D -  dissipation of TKE by viscous stresses performing deformation work against 
fluctuating strain rates. This is always a loss since the term is quadratic and is negated.
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The production term involves the double contraction of the Reynolds stress tensor with the 
mean strain rate tensor and is of interest here. In the case of two-dimensional flow this term 
can be expanded to give
  F ~ d U  ~ d V  —p  =  —u (g) u : S =  —w  V  uv
 ^dy dx
(6 .12)
With uv being negative along with the positive mean strain rate it is clear how the Reynolds 
shear stress is a contributor to TKE. It is important to note how the same production term also 
appears in the mean kinetic energy equation but with opposite sign, thus elucidating the 
mechanism of transfer of energy from the mean flow to the turbulent motions. Using a second 
order numerical derivative stencil allowing for non-evenly spaced points, the necessary 
derivatives of the mean flow were computed and the production of TKE is shown below in 
Figure 6.40
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Figure 6.40: Turbulence kinetic energy production with wall-normal distance
For the stations further from separation there appears to be a near-wall peak or plateau in TKE 
production followed by a continued rise with wall-normal distance. The peak or plateau 
appears to occur further from the wall as separation is approached, although the resolution of 
the data is too low to draw a firm conclusion. The overall level of TKE production decreases
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towards separation but remains non-zero through separation. Furthermore the overall wall- 
normal gradient of TKE production decreases towards separation.
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Figure 6.41: Turbulence kinetic energy production with wall-parallel station
Figure 6.41 demonstrates the decline of TKE production towards separation but also 
illustrates how the wall-normal variation of TKE production decreases towards separation 
while remaining relatively small but non-zero through separation. It is worthwhile examining 
the relative influence of each of the terms in the TKE production equation (6.12). This is 
graphically illustrated overleaf in Figure 6.42 for the stations x=0, 80 and 161.5
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Figure 6.42: Breakdown of TKE production equation into its separate terms for stations x=0, 80 and 161.5
It is immediately apparent that —uvdVjdx  is everywhere negligible. Thus, in the near-wall 
region, the added mean strain rate dVjdx  due to streamline eurvature is negligible over the 
flat bump tangent seetion and evidently there is negligible residual effeet from the eonvex 
curvature experienced upstream. The influenee of dV jdy  is negligible nearest the wall
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but increases to the same order of magnitude as the other remaining terms further from the 
wall and so its negative contribution cannot be neglected. Note that this term always acts in a
suppressive manner. Furthest upstream from separation the dominant term is —uvdUldy
however the contribution from —u^ dU/dx  is of similar order of magnitude and cannot be
neglected. Approaching separation the relative importance reverses and —u^dU /dx  becomes 
the dominant TKE producer. In fact at x= 161.5 it is clear that from the wall up to about 2mm 
there is negligible contribution from the Reynolds shear stress production term and all the 
production is due to the normal Reynolds stress and mean flow deceleration. Thus the usual
approximation of P ^ —uvdU/dy  made from an order of magnitude analysis of a two- 
dimensional shear flow is in fact invalid in a flow approaching separation under an adverse 
pressure gradient. It is clear that mean flow deceleration causes significant production of 
turbulence. Furthermore continuity of the mean flow causes d Y jd y  to become significant 
enough that it cannot be neglected either. Since the contribution from each of the normal 
Reynolds stresses is linked by continuity, it would be informative to now plot the net 
contribution from Reynolds shear and normal stresses rather than all terms separately.
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Figure 6.43: Net contribution of Reynolds normal and shear stresses to TKE production for stations x=0,
80 and 161.5
It is now evident that the net contribution to TKE production of the normal Reynolds stresses 
is always positive. Furthest from separation the shear term is largest, but the normal term is 
not negligible. Mid-way towards separation the terms contribute almost equally and in the 
vicinity of separation the normal stress contributes most near the wall and then both terms
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return to equal contribution above 5mm. Therefore an improved simplification of the 
production equation for two-dimensional turbulence is required. Using continuity to eliminate
dV/dy  as well as the fact that —uvdV/dx  is everywhere negligible the TKE production 
under a pressure gradient is best represented by the following equation for the special case of 
two-dimensional flows
— dU (—  — \d UP  — —uv------- \u —V 1-----  (6.13)
dy  ^ > dx
This result is supported by the findings of Simpson et al. (1977, 1981a, 1981b). The above 
equation is interesting in that it shows how in a decelerating shear flow a disparity in the 
normal Reynolds stresses is required in order to enhance TKE production. Furthermore this 
equation shows how anisotropy of turbulence automatically leads to either TKE production or 
suppression in non-self-similar or developing flows (depending on whether it is accelerating 
or decelerating), even in the absence of a mean strain rate. In the opposite case this equation 
also shows how a favourable pressure gradient (causing acceleration of the mean flow) can 
lead to a suppression of TKE production if the existing turbulence is anisotropic. In some 
cases it may even be possible to reverse the production into suppression.
The Reynolds stress tensor transport equation can be obtained by taking the outer product of 
the velocity vector with the Navier-Stokes equation, carrying out the Reynolds 
decomposition, averaging and then subtracting the mean-flow equation off the result. In its 
most simple and direct form the result for an incompressible, constant property Newtonian 
fluid in the absence of external forces is
d— (|u  (g)u)-Fu (g) V«(U(g)u) 
dt^ ’ '--------- ;------- L
' U   L2
______________   j ______  _________  (6.14)
=  —u 0 V«(u(g)U) —u (g )V * (u (g u ) u g V p  - F ( g ) V • (2s)
'---------- ^ ------- L '----------,----------' n '-------   '
R1 R2 '—  ------ ,-------------' R4
R3
Each term is expounded overleaf:
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• LI -  rate of change caused by unsteady mean flow
• L2 -  adveetion of Reynolds stresses by the mean flow
• R1 -  production of Reynolds stresses (and therefore turbulence) by interaction 
between Reynolds stresses and the mean strain rate
• R2 -  transport of Reynolds stresses by turbulent diffusion, interaction between 
Reynolds stresses and fluctuating strain rate
• R3 -  transport and redistribution (return to isotropy) of Reynolds stresses by 
fluctuating pressure-strain rate interaction, turbulent diffusion
• R4 -  Viscous dissipation of Reynolds stresses by fluctuating deformation work and 
difftision
The trace of this tensor equation returns the TKE equation (6.11). In the present context of 
turbulence production, the term R1 is of interest. For a two-dimensional mean flow this can 
be expanded into the following tensor
-u (g V • (u (g U) =  —
~ d U  — dU  u — \-uv
dx
— dU  . ^ d Uuv-
dx dy
^ d V  . — dV
dx
uv-
— dV  ~ d V  uv—— h V
dx
(6  15)
Note again how the trace of the above returns the TKE production term (6.12). It is now 
possible to examine the production terms P  of each of the Reynolds stresses by appropriate 
extraction of the elements in the tensor equation using unit dyads as follows
— dU  — dU  P— = -UV-
P - r  =  - V
^  dy dx
dV — dV-uv----
dx
' d û
dx dy]
dU dV
dx
(6.16)
(6.17)
(6.18)
=0
It is particularly interesting to compare equation (6.16) with (6.13) whence it becomes clear 
that most of the TKE contribution actually comes from the normal Reynolds stress u ^ . Thus
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the turbulence production process in a flow with mean strain rate is naturally anisotropic. 
Furthermore, in a decelerating mean flow (as is the case in this experiment) the normal 
Reynolds stress is in fact able to augment itself in a positive feedback loop, indicative of the 
destabilising effect of an adverse pressure gradient. Regarding the production of the Reynolds 
shear stress, continuity prevents any feedback of this quantity on itself in an aeeelerating or
decelerating mean flow. The production of ~uv is entirely dependent on the interaction 
between the normal Reynolds stresses and the mean strain rate, while the production of the 
normal Reynolds stresses occurs through both a self-feedbaek process and through interaction 
of the Reynolds shear stress and mean strain rate. In the absence of mean strain rate or 
streamline curvature there can be no Reynolds shear stress production, and with the additional 
absence of mean flow deceleration there can be no production of Reynolds normal stresses 
either, and therefore only the decay of turbulence.
The spatial variation of the production of the Reynolds stresses is shown below with a 
separate plot for each Reynolds stress (Figure 6.44 and Figure 6.45)
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Figure 6.44: Normal Reynolds stress production with wall-normal distance
Since most of the TKE contribution comes from the normal Reynolds stress, this figure 
closely resembles the equivalent TKE production Figure 6.40.
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Figure 6.45: Transverse Reynolds stress production with wall-normal distance
Interestingly is being suppressed at all locations, and more so with distance from the wall. 
Inspection of equation (6.17) immediately confirms that this must be the case in a thickening
boundary layer where dVjdy  is positive and of course is always positive. Even with
constant d v /d y ,  any increase in due to reduced wall blockage effect will actually
counteract its own production. This suggests that the observed increase in (c.f. Figure 
6 .20 ) must be due to transport and redistribution rather than any local production.
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Figure 6.46: Reynolds shear stress production with wall-normal distance
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The Reynolds shear stress production also closely resembles the TKE and ii  ^ data. This is
because —uv interaction with the mean strain rate is a major producer of ii  ^ which in turn is 
the main contributor to the TKE. The overall trend of Reynolds stress production in the 
approach to mean flow separation is shown below in Figure 6.47. The lines are just cubic fits 
through the scatter of data over all wall-normal distances, therefore this trend is supposed to 
be interpreted as the trend for the near-wall region only rather than an average over the extent 
of the entire boundary layer.
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Figure 6.47: Variation of production of Reynolds stresses over all stations
All terms diminish by a factor of around ten to a small but non-zero value through separation. 
It is informative to assess which of the terms making up the production equations are most 
significant and which, if any, can be dropped due to negligible contribution. First, the
breakdown of terms for the production of ii  ^ is shown overleaf in Figure 6.48 for the stations 
x=0, 80, 161.5.
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Figure 6.48: Breakdown of normal Reynolds stress production equation into its separate terms for
stations x=0, 80 and 161.5
Clearly both terms play equally important roles and must both be retained. The pattern of 
behaviour in the approach towards separation has the same explanation as that given for the
TKE after Figure 6.42 since most of the TKE is contained in . Next, the breakdown for 
production is shown overleaf in Figure 6.49.
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Figure 6.49: Breakdown of transverse Reynolds stress production equation into its separate terms for
stations x=0, 80 and 161.5
It can be seen that the term involving dVjdx  is everywhere negligible, as found for the TKE 
breakdown earlier, and can be dropped. This action is only valid where there is no significant 
surface streamline curvature. Lastly the breakdown for —uv is shown overleaf in Figure 6.50.
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Figure 6.50: Breakdown of Reynolds shear stress production equation into its separate terms for stations
x=0, 80 and 161.5
Once again the term involving dVjdx  is everywhere negligible and can also be dropped. 
Using the above results the set of justifiably simplified Reynolds stress production equations
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applicable to the case of a two-dimensional turbulent shear flow under an adverse pressure 
gradient leading to separation are as follows
— dU — dU  p  = uv ^ u ^
" dy dx
(6.19)
dy
(6 .20 )
dy
(6 .21 )
These equations highlight the importance of as the sole producer of both itself and the 
Reynolds shear stress. This in turn highlights the important role of transport and redistribution
of by turbulent diffusion since the production of was shown to be increasingly
negative with wall-normal distance while in fact continued to increase, leading to the
conclusion that must be originating from turbulent transport processes (including 
fluctuating pressure-strain rate interactions).
Returning to the Reynolds stress tensor equation (6.14), the term R2 describes the transport of 
Reynolds stresses by turbulent diffusion. This term can be expanded into the following tensor
—u (g) V • (u (g) u) =
2 du du
ox oy
du 2 Qu
2 0 V , dvu  h uv—
dx dy
0V  , 2 d v
(6.22)
It turns out that for the transport of the normal Reynolds stresses and TKE it is required to 
have information regarding instantaneous spatial gradients of fluctuating velocities, although 
under certain assumptions some terms may be dropped (in particular for isotropic turbulence). 
However it is fortunate that by using the product rule in combination with continuity of 
fluctuating velocities the transport equation for the Reynolds shear stress, 7  - ,  can be
expressed entirely as spatial gradients of velocity triple products as follows
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_  , 2 , 2 ^
T ~ = U V  h V  \ r U  \-UV----
dx dy dx dy
=  iiv dll dv
dx
ay
duv du V dv du'-------- 1------------u —----- V ----------
dy dx
duv^ du ^v
dy dx 
duv^ du ”v
du dv
dx dy
2uv
dx
(6.23)
The transport of Reynolds shear stress with wall-normal distanee over all stations is shown 
below in Figure 6.51.
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Figure 6.51: Reynolds shear stress transport (equation (6.23)) with wall-normal distance
This partieularly interesting plot reveals that there is a general deeline in eontribution to loeal 
—uv by turbulent transport with inereasing wall-normal distance. Very near the wall the 
contribution falls off rapidly and then experiences a more gradual deeline above about 1mm. 
At some point further from the wall however this positive eontribution crosses zero to become 
a loss. As the dashed envelope shows, this crossover point appears to monotonically move
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further away from the wall as separation is approached. Thus the turbulent structures further 
from the wall behave in such a manner that Reynolds stresses are either transported away or 
redistributed to the other Reynolds stresses. This particular behavioural development off the 
wall appeal's to be delayed in the vicinity of separation. It may be supposed, by a simple 
process of elimination, that the action of the mean adverse pressure gradient on the turbulence 
is responsible for this effect.
The relative significance of the two terms making up the Reynolds shear stress turbulent 
transport equation (6.23) are assessed below in Figure 6.52 in the usual manner at stations 
x=0, 80, 161.5
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Figure 6.52: Breakdown of Reynolds shear stress turbulent transport equation into its separate terms for
stations x=0, 80 and 161.5
The wall-normal gradient of the triple product uv^ is the main contributor towards the 
turbulent transport of Reynolds shear stress. Therefore it can be stated that turbulent transport 
of Reynolds shear stress occurs in regions of turbulence where there exists a wall-normal 
gradient of correlated instantaneous transverse variance and tangential velocity fluctuations. 
Thus the simplified turbulent transport equation for the Reynolds shear stress in a two- 
dimensional shear flow under an adverse pressure gradient leading to separation is as follows
T_- = diiv"
~ d ^
(6.24)
Without knowledge of the other turbulent transport terms involving pressure strain-rate 
interaction and pressure-velocity correlation it is not possible to rigorously estimate the 
turbulent dissipation function by means of a turbulent energy budget calculation. Although a 
calculation could be made using simplifying assumptions such as isotropic turbulence, this 
would defeat the objective of trying to understand actual physics based on experimental 
observation rather than idealised theory.
Returning to the TKE equation (6.11), it is possible to evaluate the second term in the 
grouping of terms related to the transport of TKE by turbulent velocity fluctuations, or, more 
specifically, the divergence of velocity triple-products:
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Tj^ 2 =  V»(-Aii) =  V * [ - 3 (u • u)u (625)
In two-dimensions this can be expanded as follows
d d
1 du^ diiv^ dii^v dv^
2 dx dx dy dy
0526)
The transport of TKE by turbulent velocity fluctuations as a function of wall-normal distance 
over all stations is shown below in Figure 6.53.
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Figure 6.53: TKE transport with wall-normal distance
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There is an immediate resemblance with the transport of the Reynolds shear stress shown in 
Figure 6.51. Furthest from separation there is an initially positive contribution towards TKE 
by turbulent transport of TKE nearer the wall which eventually becomes negative as the wall- 
normal distanee is increased. At mean separation, the eontribution to TKE from turbulent 
transport remains positive and actually appears to level off, in other words at separation the 
eontribution towards TKE by turbulent transport processes is independent of distance from 
the wall, at least in the near-wall region that was measured.
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The relative significance of the four terms making up the TKE turbulent transport equation 
(6.26) are assessed below in Figure 6.54 in the usual graphical manner at stations x=0, 80, 
161.5
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Figure 6.54: Breakdown of TKE turbulent transport equation into its separate terms for stations x=0, 80
and 161.5
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The contribution from the streamwise gradient of uv^ is everywhere negligible, and likewise
with except perhaps furthest upstream from separation. The wall-normal gradients are the 
key contributors to the turbulent transport of TKE. There is a marked change in behaviour as
separation is approached. At separation, both the wall-normal gradients of and u^v appear 
relatively constant and at a similar level compared to fiirther upstream where they both start 
positive near the wall and linearly decline through zero. Furthest upstream these quantities 
demonstrate opposite behaviour very near the wall, with the contribution from the wall-
normal gradient of u^v starting off negative while that of is positive. Thus in the near-wall 
region in the vicinity of mean separation the relevant terms in the turbulent transport of TKE 
are as follows
■ki
1 du^ v a7)
2 = - | ; H  (6 .27 )
The (negated) wall-normal gradient of correlated interaction between TKE and wall-normal 
velocity fluctuations is the main contributor towards TKE by turbulent transport processes. 
This is particularly interesting considering the fact that a major kinematic effect of the 
presence of the non-porous wall is the blocking of velocity fluctuations normal to the wall. 
Therefore despite this blocking, the wall-normal fluctuations near the surface cannot be 
neglected in the thickened boundary layer in the vicinity of separation.
It is noteworthy that despite the adverse streamwise pressure gradient, all terms involving 
streamwise gradients of velocity triple-products in the turbulent transport of TKE and 
Reynolds shear stress are negligible in the vicinity of separation. Indeed, the adverse pressure 
gradient only appears in the mean flow equation, and its decelerating effect only influences 
the production of TKE through the interaction of Reynolds normal stresses with the 
streamwise mean flow gradient as shown in equation (6.13). The wall-normal gradient of 
interaction of this altered TKE with fluctuating velocity consequently affects the turbulent 
transport of TKE. It is thus in this indirect manner through which an adverse pressure gradient 
affects the production and turbulent transport of TKE and Reynolds shear stress.
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6.6.3.2 Eddy Viscosity and Prandtl Mixing Length
Based on the success of the classical kinetic theory to describe the momentum transfer in 
gases by the action of a continuum process of viscous diffusion, Boussinesq (1877) 
hypothesised the analogy between momentum transfer by molecular diffusion and momentum 
transfer by turbulent diffusion, with molecules being replaced by eddies. Thus he sought to 
treat turbulence as an effective modification of the local fluid viscosity. The simplest model 
for an incompressible Newtonian fluid is
—pu (g) u =  Ifi jS  (6.28)
where fij is the so-called eddy viscosity. Although the eddy viscosity may vary in space and
time by algebraic relations the scalar nature of the term implies an underlying assumption of 
isotropy of turbulence. Furthermore this model contains no concept of separation of spectral 
scales and the memory of turbulence, assuming instantaneous local equilibrium of the large 
scale eddies. In the case of a two-dimensional shear flow the kinematic eddy viscosity Vj. can 
be found as follows
dy dx dy
Along similar lines, Prandtl developed his concept of the mixing length which represents
the length scale of the large eddies. The analogy in this case is between the viscosity predicted 
by kinetic theory being related simply to the mean free-path length and particle speed and the 
eddy viscosity being related simply to the mixing length and characteristic eddy velocity. 
Making use of the Boussinesq equation (6.29) the end result is (Davidson (2004))
^  (6.30)
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For the constant stress region in boundary layer flows, the mixing length has the form 
Im = ny  such that the eddy length scale is proportional to the wall-normal distance. This
assumption is one of the paths to obtaining the log-law of the wall. The kinematic eddy 
viscosity and mixing length variation are presented below in Figure 6.55.
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Figure 6.55; Wall-normal variation of kinematic eddy viscosity
The clustering of the data points indicates that the eddy viscosity is, somewhat surprisingly, 
relatively unaffected by approach to separation. The predominant variation is with wall- 
normal distance where it initially grows linearly and then begins to tail off further from the 
wall. In fact only at the furthest measured point from the wall does a streamwise dependency 
appear to come into play. In line with the Reynolds shear stress, the eddy viscosity must tend 
to zero at the wall. Considering the kinematic viscosity of room-temperature dry air being 
around 1.55 x 10“^m^/s, the eddy viscosity rises to become two orders of magnitude greater 
thereby implying a dominance of turbulent diffusion over molecular (viscous) diffusion 
further from the wall.
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Figure 6.56: Wall-normal variation of Prandtl mixing length
Unlike the eddy viscosity the mixing length does show a general monotonie increase towards 
separation. The mixing length is of the same order as the wall-normal distance and appears to 
follow the linear relationship =  ny  for canonical boundary layers very near the wall but
deviates further out by initially overshooting and then levelling off altogether. The 
implications of a constant mixing length are that the large eddies are not continuing to grow 
with distance from the wall. Considering the simplistic nature of this model, it is not worth 
drawing any firm conclusions from these results.
6.6.3.3 Conditional Sampling Quadrant Analysis of Reynolds Shear Stress
The quadrant-splitting technique of conditional analysis was first introduced by Wallace et al 
(1972). The idea is to sort each simultaneous pair of u and v velocity fluctuation that make up 
the Reynolds shear stress into one of four categories, or quadrants, based on their sign. The 
sorting into quadrants and their respective conditions are illustrated overleaf in Figure 6.57.
164
Q2
w <  0 
v > 0
01
M > 0
v > 0
0 3 0 4
u < 0 w >  0
V <  0 V <  0
Figure 6.57: Quadrant-splitting conditions on velocity component fluctuations
The quadrants are populated in the same manner as the bins of a PDF. In the case of transit­
time weighted LDA data, when a sample passes the condition for a given quadrant the 
quadrant count is incremented not by one but by the sample weight (i.e the pseudo-sample 
number as given by equation (5.7)). When all samples have been processed the quadrant 
counts are then normalised by the sum of the weights such that the sum of the quadrant 
probabilities is unity.
The physical meaning of the quadrants can be summarised as follows (Robinson (1991)):
Q1 -  outward interaction 
Q2 -  ejection 
Q3 -  inward interaction 
Q4 -  sweep
These characterisations were based on flow visualisation work by Kline et al. (1967). In 
canonical boundary layer flows Q2 and Q4 events dominate with ejections and bursting of the 
lifted low-speed streaks that form near the wall being responsible for the majority of Reynolds 
stress and turbulence production and transport. Furthermore, due to continuity, a Q4 event 
involving an inrush of fluid towards the wall typically follows a Q2 event that involved an 
outrush of fluid away from the wall.
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The wall-normal variation of these quadrant probabilities is shown below for stations x=0, 80 
and 161.5 (Figure 6.58) and then for all stations combined (Figure 6.59) to reveal any trend 
towards separation.
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For ail stations there appears to be little wall-normal variation of Q2 events while Q4 events 
consistently demonstrate an increased likelihood of occurrence further from the wall. Towards 
separation Q1 and Q3 events decrease further from the wall. Thus it appears that ejection 
events are dominant throughout this measured portion of the near-wall region with a 30% 
contribution to the Reynolds stress.
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Figure 6.59: Variation of Reynolds shear stress quadrant probabilities over all stations
The variation towards separation reveals some interesting trends. Again, ejection events 
remain dominant but do decrease towards and through separation. However the most striking 
feature is how sweep events decrease at a much higher rate towards separation, to the point 
where inward and outward interactions near the wall contribute more towards the Reynolds 
shear stress than sweep motions. Inward and outward interactions occur with almost identical 
probability, together contributing 40-50% of the Reynolds shear stress, with their occurrence 
increasing towards separation.
6.6.4 LDA & PWA Combined Joint Statistics
The combination of simultaneous PWA and LDA samples allows for the examination of the 
degrees of correlation between instantaneous wall shear stress and the components of velocity 
occurring at various distances from the wall. The author is not aware of any reports on such 
correlations in the literature and this is therefore one of the key results of this work. The wall-
167
normal variation of linear correlation coefficient of wall shear stress with wall-parallel, wall- 
normal and ‘instantaneous’ Reynolds shear stress is presented below for all stations (Figure 
6.60 -  Figure 6.62).
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Figure 6.60: Correlation coefficient of wall shear stress with wall-parallel velocity component
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Figure 6.61: Correlation coefficient of wall shear stress with wall-normal velocity component
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Figure 6.62: Correlation coefficient of wall shear stress with ‘instantaneous’ Reynolds shear stress
The wall shear stress appears to be virtually uncorrelated with the wall-normal velocity 
component at any height off the wall while having around 40% correlation with the wall- 
parallel component. There is a gradual decline in this correlation with wall-normal distance, 
dropping to around 30% at 7.5mm. The data appears to collapse quite well although despite 
the scatter there appears to be a general decrease in the correlation coefficient towards 
separation by about 0.1 (which, relatively, would be around a 30% decrease and therefore not 
insignificant). Due to the modulating effect of v, the correlation of wall shear stress with 
‘instantaneous’ Reynolds shear stress is also insignificant. It should be noted that the 
Reynolds stresses are time-averaged quantities and the concept of an instantaneous Reynolds 
stress is somewhat tenuous. There is no valid reason to suppose that a single instantaneous 
velocity fluctuation pair has any direct link to a coherent structure responsible for production 
and transport of Reynolds shear stress. Indeed such a fluctuation may have originated from 
inactive motions that have no link to the Reynolds shear stress. In any case the lack of 
correlation between instantaneous r  and —uv rules out the possibility of using the 
instantaneous Reynolds shear stress to determine the instantaneous wall shear stress. This has 
implications for large eddy simulations (LES) that use equilibrium laws for modelling the 
unresolved near-wall region, where quantities from the resolved outer flow are used to 
determine the wall shear stress which in turn sets the correct boundary condition at the 
interface between the two regions. Furthermore the imperfect correlation between 
instantaneous r  and u also has implications for equilibrium laws that assume a direct
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proportional relationship between these two quantities (c.f. Piomelli & Balaras (2002)), when 
in fact the results of Figure 6.60 show that the correlation is imperfect, but also dependent on 
distance from the wall.
6.6.4.1 Conditional Sampling Octant Analysis
An extension of the quadrant-splitting technique is introduced in this section whereby the sign 
of the instantaneous wall shear stress is also included in the conditions. Four additional ‘bins’ 
are required in order to cover all combination of signs of r  w and v . These are illustrated 
below in Figure 6.63.
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r  <  0 r  >  0 r  <  0 r  >  0
w <  0 w <  0 M >  0 w >  0
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0 3 - 0 3 + 0 4 - 0 4 +
r  <  0 r  >  0 r  <  0 r  >  0
M <  0 M <  0 w >  0 w >  0
v < 0 V <  0 V <  0 V <  0
Figure 6.63: Octant-splitting conditions on wall shear stress and velocity component fluctuations
The quadrant numbers represent the same sign conditions on the velocity components as in 
Figure 6.57 but here a “+” or postscript denotes an associated positive or negative wall 
shear stress respectively. Since these octants are similar to PDF bins, the triple-conditions can 
be reduced to double-conditions by addition of appropriate bins. For example the usual 
quadrants for u and v can be returned by eliminating the sign condition on the wall shear 
stress by addition of the + and -  partitions, i.e. Q1 =  (Q l+ )-f(Q l-) . Before examining any
results it is important to check the self-consistency of the interpolated dataset used to carry 
out the conditional analysis. The uv quadrant probabilities computed from the interpolated 
dataset by addition of the appropriate octants are compared to those presented earlier from the 
full LDA dataset for the station x=0 overleaf in Figure 6.64.
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Figure 6.64: Comparison between uv quadrant probabilities obtained from full (solid lines) and
interpolated (dashed lines) LDA dataset
Figure 6.64 confirms the self-consistency of the two datasets as well as demonstrating the 
validity of the method of carrying out the weighted interpolation used in this work. The 
significantly reduced number of samples between the two datasets accounts for the increased 
scatter in the results for the interpolated dataset. The wall-normal variation of the octant 
probabilities for stations x=0, 80 and 161.5 are shown overleaf (Figure 6.65) followed by the 
data for all stations (Figure 6 .66).
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Figure 6.65: Wall-normal variation of wall shear stress and velocity octant probabilities for stations x=0,
80 and 161.5
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Figure 6.66: Variation of wall shear stress and velocity octant probabilities over all stations
There is no more than a small variation of the probabilities with wall-normal distanee at any 
station, however there is a clear trend approaching separation which can be most succinctly 
described as a reversal of the + and -  quadrants, where the likelihood of all + quadrant events 
increases while the likelihood of all -  quadrant events decreases. Interestingly a precursor to 
this crossing over at separation is provided by the crossing over of Q1+, Q4+, and Q1-, Q4- 
probabilities. To summarise, in the approach to separation, outward interactions and sweeps 
with positive wall shear stress increase in relative frequency while outward interactions and 
sweeps with reversed wall shear stress decrease in relative frequency. Furthermore, ejections 
and inward interactions events with reversed shear stress reduce through separation while 
ejections and inward interaction events with positive shear stress increase. The dominant 
event over all stations is that of Q2-, namely ejection with reversed wall shear stress. This is 
followed by Q3-, inward interaction with reversed wall shear stress. The least frequent event 
is that of Q3+, namely inward interaction with positive wall shear stress. This is followed by 
Q2+, ejection with positive wall shear stress.
Having determined that the wall-normal velocity has negligible correlation with the wall shear 
stress, it is informative to eliminate the condition on v by summation of octants to return the 
quadrant probabilities of r  and u alone. The four resulting quadrants have the same conditions 
as those of Figure 6.57 but now with r  in place of u and u in place of v. The wall-normal
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variation of these t u  quadrant probabilities for stations x=0, 80 and 161.5 are shown below 
(Figure 6.67) followed by the data for all stations (Figure 6 .68).
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Figure 6.67: Wall-normal variation of quadrant probabilities of wall shear stress and wall-parallel 
component of velocity for stations x=0, 80 and 161.5
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Figure 6.68: Variation of octant probabilities of wall shear stress and wall-parallel component of velocity
over all stations
It is most interesting and somewhat eounterintuitive to diseover that the most probable event 
at all stations is a eombination of reversed wall shear stress and reversed wall-parallel velocity 
component. This holds for all measured heights off the wall. Only towards separation do 
positive wall shear stress and positive velocity fluctuation events rise in occurrence. In a 
similar manner to the octant probabilities shown in Figure 6.66  there is a cross-over of Q1 and 
Q2 events before separation and a eross-over of Q1 and Q3 as well as of Q2 and Q4 events at 
separation, as can be seen in Figure 6 .6 8 . Up to separation the least probable event is that of 
Q4, namely positive wall shear stress with negative wall-parallel velocity component.
It is worthwhile thinking about what these quadrants physically represent in the case of shear 
stress and velocity combinations. Consider the laminar motion of fluid moving over a surface. 
When a positive external velocity is applied, a shear stress acts on the wall in the same 
direction as this motion due to the no slip condition at the wall (and the same shear stress acts 
in the opposite direction on the fluid, but here the sign of the shear stress is taken to be that 
acting on the solid wall). Thus the fluid velocity and wall shear stress are directionally 
coupled. If these quantities have opposite sign, then they are considered directionally un­
coupled and the velocity fluctuation has no causal relation to the wall shear stress that 
happens to be occurring at the same time. This is likely to be the result of inactive motions 
further from the wall that are disconnected from local small-scale velocity fluctuations but are
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large enough to cause bulk motion of the fluid near the wall such that the shear stress is 
altered in direction. Therefore the following elassifieations can be assigned to the quadrants in 
the case of rand u quadrant-splitting:
Q1 + Q3 -  directionally coupled wall shear stress and velocity fluctuation 
Q2 + Q4 -  directionally un-coupled wall shear stress and velocity fluctuation
The results for all stations are presented according to this classification of diagonally summed 
quadrant probabilities below in Figure 6.69.
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Figure 6.69: Variation of diagonally summed quadrant probabilities of wall shear stress and wall-parallel
component of velocity for all stations
This key result reveals a 65 / 35 split between directionally coupled and directionally un­
coupled events respectively. Indeed this is directly linked to the t u  correlation shown in 
Figure 6.60. Perfect positive correlation would exist if all events were directionally coupled, 
perfect negative correlation if all events were directionally un-coupled, and zero correlation if 
there was a 50 / 50 split between the two. The last statement may be confirmed by examining 
the equivalent results for the wall shear stress with the wall-normal velocity component, 
shown overleaf in Figure 6.70.
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Figure 6.70: Variation of diagonally summed quadrant probabilities of wall shear stress and wall-normal
component of velocity for all stations
The equal likelihood of directionally coupled and un-coupled events leads to zero linear 
correlation in the time mean. These results show how the disparity between the sums of the 
diagonally opposed quadrants can be used to infer the degree of correlation between the two 
quantities undergoing conditional analysis.
Returning for a moment back to Figure 6.68  it remains to attempt to answer the question of 
why the most probable event is that of reversed wall shear stress with reversed wall-parallel 
velocity component, and not positive with positive. An explanation can be given by 
considering the simplistic picture of a simple shear layer with rotating large eddies. The 
direction of rotation is the key to explaining the negative sign of the events.
Figure 6.71: Simplistic phenomenological explanation for Q3 predominance of stress/velocity events
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The predominance of Q3 implies that structures as pictured above occur more frequently than 
any other kind, and this holds true even under an adverse pressure gradient in the approach to 
separation. However in the near vicinity of separation this picture is no longer predominant. 
With knowledge of the near-wall streaky structure of a turbulent boundary layer the most 
likely structure that creates the rotation of fluid depicted above is that of a hairpin vortex, 
specifically the head of the hairpin vortex as depicted in Figure 6.72 below.
head
Figure 6.72: Schematic hairpin vortex
It should be emphasised that there is insufficient evidence in the present measurements to 
draw any conclusions regarding the presence of hairpin vortices. Rather they are simply being 
suggested as the most likely source of vortices rotating in the sense depicted in Figure 6.71.
6.6.5 Time-lagged Cross-Correlations
Time lagged cross correlation spectra for wall shear stress and velocity help to elucidate the 
causal relationship between the two quantities. By logical deduction rather than physical, if 
the velocity signal leads the wall shear stress signal in order to attain maximum correlation 
then this implies that the flow away from the wall is driving shear stress events at the wall, 
whereas if the velocity signal lags the wall shear stress then it is the events at the wall that 
determine the instantaneous velocity further away. The time-lagged cross-correlations are 
computed via equation (5.10) and the results are shown overleaf for both components of 
velocity at stations x=0 and x=140 only (Figure 6.73 -Figure 6.76).
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Figure 6.73: Til  time-lagged correlation coefficient, x=0
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Figure 6.74: Til time-lagged correlation coefficient, x=140
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Figure 6.75: r v  time-lagged correlation coefficient, x=0
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Figure 6.76: r v  time-lagged correlation coefficient, x=140
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Over the same ±0.2s lag-time scale the wall shear stress and wall-normal velocity component 
remain uncorrelated, with the contours of the surface plots having no discernible structure. 
This result in combination with the statistics presented earlier allows one to conclude that the 
instantaneous wall shear stress and instantaneous wall-normal velocity component are 
uncorrelated everywhere and for all time. By extension a similar statement can also be made 
for instantaneous r  and uv. Effort in near wall models should therefore remain focused on the
wall-parallel component of velocity. The pictures for the ru  time-lagged correlations at both 
x=0  and x=140 show a vertical region of strong correlation near zero lag time in agreement 
with the statistics presented in §6.6.4. The correlation decays monotonically to zero with 
increased lag time either side of zero in both cases (typical of a stochastic ‘random’ process), 
however the region of stronger correlation appears broadened at x=140. Also a tilt of the 
contoured regions towards negative lag times can be observed in both cases with increasing 
wall-normal distance. The broadening of the region of strong correlation towards separation 
implies a temporal broadening of coherent structures that link the outer velocity to the wall 
shear stress in the approach to separation under an adverse pressure gradient. This temporal 
broadening ought to manifest as an increase in the integral timescale of the local flow and, 
using Taylor’s frozen flow hypothesis, an increase in the length scale of the structures. By 
conservation of angular momentum if the typical eddy size increases then their rotation rate 
must consequently reduce, implying a reduction of turbulent fluctuations in the region and an 
associated reduction of Reynolds stresses and production of turbulence simply by virtue of 
reduced localised mixing and straining by smaller more intense “active” eddies. Indeed this 
can be confirmed to be true in the approach to separation by confirming the reduction in 
variance shown in Figure 6.19, the reduction of turbulence kinetic energy shown in Figure 
6.21, the reduction of Reynolds shear stress shown in Figure 6.36, and the reduction of 
turbulence kinetic energy production shown in Figure 6.41.
The occurrence of peak correlation at negative PW lag time means that the wall shear stress 
signal requires a phase lead in order to be maximally correlated with the wall-parallel velocity 
component. This means that the wall shear stress lags behind the velocities sensed further 
from the wall. This can be confirmed with better resolution by using optimisation to find the 
exact locations of the correlation maxima as a function of wall-normal distance. Rather than 
using the graphical plots, Newton’s root finding method in combination with the secant 
method was used to seek the lag time of maximum correlation. For each iteration the PW
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dataset was time-lagged by the amount specified by the result of the previous iteration and the 
LDA dataset was then interpolated accordingly and the correlation coefficient computed from 
first principles. This allowed temporal resolution up to any desired tolerance. The results are 
presented below in Figure 6.77 at each station as a function ofy.
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Figure 6.77: Wall shear stress lag time for maximum correlation with the wall-parallel velocity component
The rate of increase of lead time for peak correlation with wall-normal distance increases 
monotonically towards separation and the envelope of the range of lag times can be formed 
by plotting just the x=0 and x=140 results, as shown overleaf in Figure 6.78.
182
20
15
10
(A
E
0)
E
f
ï
-10
-15
-20
y (m m) o x=0 □ x=140
Figure 6.78: Wall shear stress lag time envelope for maximum correlation with the wall-parallel velocity
component
Far upstream from separation the wall-parallel velocity component has a near-constant lead 
time of around 1.8ms. The absence of any trend with wall-normal distance suggests the 
presence of similar coherent structures over this range of y. The picture of hairpin vortex 
heads tilted at about 45° or any other tilted large coherent structures would be a case in point. 
At separation there exists a wall-normal gradient of velocity lead time such that further from 
the wall, the velocity leads the wall shear stress to an even greater extent. Interestingly as the 
wall is approached, the lead time actually crosses through zero and below about 2mm the 
velocity actually lags the wall shear stress. It is difficult to envisage what kind of alteration to 
the turbulent structures would cause such behaviour and it would be useful to carry out flow 
visualisation experiments in this region. One may assume that there would be a significant 
alteration of the topology of the turbulent structures with increasing distance from the wall, 
perhaps with two distinct regions, one where the wall shear leads the velocity fluctuations (up 
to 2mm in this case) and the other where the velocity fluctuations lead the wall shear stress.
The important point to take away from this analysis is that the wall shear stress generally lags 
the fluctuations in velocity away from the wall (except in vicinity of separation very close to 
the wall). In other words, the motions of the outer flow drive the instantaneous near wall 
dynamics. This is in partial support Townsend’s (1961) hypothesis of “inactive motions”, 
although without any demonstration of the lack of influence of the outer motions on the mean
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velocity and Reynolds shear stress profiles as well as on the turbulent transport of momentum 
by scale-separated “active motions”.
Another interpretation of the time lag between wall shear stress and outer region velocity is 
that the signals are out of phase. The implication of this is that the near-wall layer does not 
respond to the large scale outer motions in an instantaneous or lock-step, quasi-steady 
manner. Specifically, depending on the local advection velocity of the turbulent structures, a 
quasi-steady interaction is only valid at a given streamwise distance away from the point on 
the wall of interest. In other words the local wall dynamics respond to events that are not 
immediately above the region of interest. An estimate of this spatial lag or ‘advected lag 
distance’ can be found by invoking Taylor’s frozen turbulence hypothesis (turbulent 
structures are advected with the mean flow and do not significantly evolve over time). Thus 
the lag time can be converted into a lag distance by scaling the value with the local mean 
velocity, 5 =  L/ir. . Applying this transformation to the horizontal axis at each wall-normal
distance (requiring a somewhat involved re-meshing of the contour plot grid) gives the results 
as shown below at x=0 and x=140 (Figure 6.79 and Figure 6.80 respeetively)
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Figure 6.79: TU space-lagged correlation coefficient, x=0
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Figure 6.80: ru  space-lagged correlation coefficient, x=140
As the mean velocity increases with wall-normal distance, the spatial extent of correlation 
between outer motion velocity fluctuations and wall shear stress increases. In particular for 
the x=140 station, the tilt of the region of highest correlation towards the negative lag distance 
is evident. Thus for maximum correlation between tangential velocity and wall shear stress it 
is necessary to use velocity information from further downstream of the point of interest on 
the wall in order to compensate for the temporal phase lag between outer motions and the wall 
shear stress. The further away from the wall, the further downstream this point must be. For 
example at x=140, y=7.5, this downstream distance would be 13mm. In their equilibrium wall 
model, Piomelli et al. (1989) took this downstream offset into account and based their 
reasoning on the inclination of the elongated structures in the near wall region.
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6.6.6 Autocorrelation Functions and Integral TImescales
The autocorrelation function can be used to produce the auto power spectrum by employing 
the Wiener-Khinchin theorem which states that the auto power spectrum is the forward 
Fourier transform of the corresponding autocorrelation function. In the present case however 
the autocorrelation functions were used to investigate the variation of the integral time scale 
in the approach to separation. The integral timescale is a representative turnover time of 
meso-scale eddies and is found by simply integrating the normalised autocorrelation function 
up to the point of zero crossing (or, in case it is never reached, some sensible and consistently 
applied threshold). Its integral nature makes it less sensitive to noise in the autocorrelation 
function compared to the zero-crossing timescale.
Since the variation of the autocorrelation functions with station is smooth and monotonie only 
the results for x=0 and x=161.5 are presented below for U (Figure 6.81), and V and r  later on.
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Figure 6.81: U autocorrelation function for each wall-normal point at x=0 and x=161.5
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The autocorrelation function for U decays at a slower rate as separation is approached, 
indicating an increase in the integral timescale towards separation. There appears to be little 
variation with wall-normal distance. At x=0, the autocorrelation function appears to level off 
at some small positive value rather than continue to decline to zero. It should be pointed out 
that these graphs only show the lag time near the origin and the function does indeed very 
slowly continue to decline. This is not a numerical error as the autocorrelation function at 
x=161.5 decays to zero quicker despite its initially slower rate of decline. Physically this 
residual at long lag time may indicate the weak influence of long period oscillations 
associated with movement of the separation bubble. It may also indicate weak oscillations in 
the free-stream. However the flat, broadband nature of this residual suggests it is not periodic 
or regular but more like white noise. The integral timeseales computed from all the 
autocorrelation functions are shown below in Figure 6.82 and Figure 6.83, both as functions 
ofx and y.
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Figure 6.82: U integral timescale variation with wall-normal distance
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Figure 6.83: U integral timescale variation over all stations
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There is a clear linear increase of U integral timescale towards flow separation by, on average, 
a factor of roughly 2.5 over the distance covered in %. Eddies therefore enlarge in the 
approach to separation (supposing a frozen upstream turbulent flow-field). The U integral 
timescale also slowly decreases with wall-normal distance implying a shrinking in the 
streamwise extent of these eddies further from the wall. Presented below in Figure 6.84 are 
the equivalent results for V.
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Figure 6.84: V autocorrelation function for each wall-normal point at x-0  and x=161.5
Unlike the U autocorrelation functions, the initial decay rate of the V autocorrelation function 
sdoes not decrease to the same relative degree as separation is approached. Furthermore the 
zero crossing point is an order of magnitude earlier in lag time compared to that for U. This 
immediately suggests a much reduced integral timescale compared to U and this is confirmed 
overleaf in Figure 6.85 and Figure 6 .8 6 .
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Fignre 6.86: F integral timescale variation over all stations
The V integral timescale is around one quarter that of U and does not demonstrate a clear 
positive trend towards separation. However the wall-normal behaviour shows an initial steep 
decline followed by a continued very gradual decline. These two results show that the 
transverse extent of the eddies does not alter much towards separation and that their 
transverse extent very gradually declines with wall-normal distance except for a region very 
close to the wall where there is initially a more rapid decline. The disparity in the integral 
timeseales of U and F is indicative of scale anisotropy of the eddies, with increasing 
streamwise elongation towards separation, and more so nearer the wall. These results can be 
combined to form a surface plot giving a better picture of the global trends in the integral 
timeseales as shown overleaf in Figure 6.87 and Figure 6 .8 8 .
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It can now clearly be seen that the U integral timescale increases towards and through 
separation while the V integral timescale remains relatively unchanged everywhere (except for 
the initial sharp decline very near the wall). The tilt of the contours of constant U integral 
timescale confirms the gradual decrease in U integral timescale away from the wall.
Finally, the equivalent results for the wall shear stress are presented below in Figure 6.89 and 
Figure 6.90.
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Figure 6.89: rautocorrelation function, x=0 and x=161.5
Recall that y  has no meaning for the pulsed-wire probe since it is fixed at the surface. Rather 
it is associated with the movement of the LDA mirror assembly and therefore examination of 
each y  position in this case allows the assessment of the effect of the mirror position of the 
shear stress integral timeseales. Judging by the tight clustering of the lines there appears to be 
little influence. It is important to note that with the PWA operating at lOHz, the resolution of
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the autocorrelation function is limited to 0.1s. Consequently there are only four actual data 
points making up each plot, with all the other data points coming from the cubic interpolation 
of the time series used to obtain the autocorrelation function. Thus the smooth variation 
between points is entirely the result of an interpolation and is not real at all. The integral 
timeseales will therefore be heavily influenced by the smoothing characteristics of the cubic 
interpolation function and therefore the results are to be interpreted with caution.
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Figure 6.90: r integral timescale variation over all stations
The r  integral timescale has similar order of magnitude to that of U near separation. There is a 
slight positive trend towards separation of the r  integral timescale. It is worth stating that 
when the U integral timeseales were computed using the interpolated LDA dataset instead of 
the full dataset (as used in the results presented earlier), the positive trend towards separation 
was also somewhat reduced. Therefore the possible underestimation of the trend is connected 
to the low resolution and heavy interpolation of the autocorrelation function.
6.6.7 Probability Density Functions
In this section a selection of probability density functions (PDFs) are presented for both wall 
shear stress and velocity data. These serve the purpose of confirming quality of data as well as 
self consistency of the statistics, in particular between the interpolated and full LDA datasets. 
A case in point is the LDA velocity bias which would have gone unnoticed by inspection of 
the numerical statistics alone and was revealed only after inspection of the marginal PDF (c.f. 
Figure 5.10).
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6.6.7.1 Wall Shear Stress
PDFs are presented in Figure 6.91 below for stations x=0, 60, 120 and 161.5. The results for 
each y  value are also presented in order to assess the influence of the LDA mirror on the shear 
stress samples. This had an additional advantage in that the slightly different bin centres that 
resulted for each y  data point effectively acted as a resolution enhancer by scattering data 
between the bins of the other data points.
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Figure 6.91: Wall shear stress probability density functions, x=0, 60, 120,161.5
The peak of the PDF shifts towards zero in the approach to separation. The initial positive 
skewness at x=0  is also clearly evident as is the increased kurtosis towards separation (by 
virtue of a more ‘peaky’ appearance), c.f. Figure 6.32. The good grouping of the points as 
well as their smooth distribution once again confirms the negligible influence of the LDA 
mirror assembly on the measured wall shear stress for all y  positions.
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Ô.6.7.2 Velocity Marginal PDFs
PDFs from the full dataset are presented below for stations x=0, 60, 120 and 161.5 for all y  
positions, first for U (Figure 6.92) and then for F (Figure 6.93). Following this a comparison 
is made between the PDFs of the full and interpolated datasets. For clarity only the points 
y=0.5, 3.04 and 7.5 are displayed.
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Figure 6.92: U probability density functions, x=0, 60, 120, 161.5
The peaks shift towards zero and become more ‘peaky’ as the wall is approached. Importantly 
there is no hint of bi-modality near the bin containing U = 0 which would be indicative of 
imperfect removal of the LDA sample velocity bias. Thus the transit time weighting appears 
to work well in every situation.
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Figure 6.93: V probability density functions, x=0, 60, 120,161.5
Likewise the lack of bi-modality near the bin containing L =  0 is again evidence of the 
correct functioning of the transit time weighting to remove the LDA sample velocity bias.
In the comparison between the full and interpolated datasets shown overleaf for U (Figure 
6.94) and then for V (Figure 6.95), solid markers and lines are for the full dataset and dashed 
lines with hollow markers are for the interpolated dataset.
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Figure 6.94: Comparison of U between full and interpolated LDA datasets, x=0, 60, 120,161.5
The visual agreement is generally good although better at the upstream stations. The PDFs 
from the interpolated dataset appear generally more ‘peaky’ and so may result in under­
estimated variance.
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Figure 6.95: Comparison of F between full and interpolated LDA datasets, x=0, 60,120,161.5
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The agreement between the two datasets is generally very good for V, for all stations.
6.6.T.3 Velocity Joint PDFs
Joint PDFs for U and V are presented below only for stations x=0 (Figure 6.96) and x=140 
(Figure 6.97) and only for points y=0.5, 1.23, 3.04, 7.5 for the sake of brevity. The equivalent 
joint PDFs from the interpolated dataset are then presented for qualitative comparison.
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Figure 6.96: Joint PDFs for U and V, x=0 and y=0.5,1.23,3.04, 7.5
With increasing wall-normal distance, the PDF principal axes rotate such that if the PDF was 
centred about its mean (first moment) the contours would mostly occupy quadrants 2 and 4. 
This is in line with the increase in Reynolds shear stress with wall normal distance
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demonstrated in Figure 6.36 as well as the results of the conditional analysis quadrant 
splitting Figure 6.58.
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Figure 6.97: Joint PDFs for U and F, x=140 and y=0.5,1.23,3.04, 7.5
As with the marginal PDFs, the lack of bi-modality near the origin shows the success of the 
transit time sample weighting in removing LDA sample velocity bias.
The equivalent PDFs for the interpolated dataset are now presented overleaf, first for station 
x=0 (Figure 6.98) and then for x=140 (Figure 6.99).
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Figure 6.98: Joint PDFs for U and V from the interpolated dataset, x=0 and y=0.5,1.23,3.04, 7.5
As with the marginal PDFs, the joint PDFs from the interpolated dataset are more ‘peaky’ and 
also appear more noisy or ‘blobby’ with less smooth and elliptic contours. Considering the 
much reduced number of samples and the low-pass filtering (smoothing) effect of interpolated 
these visual traits are not surprising.
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Figure 6.99: Joint PDFs for U and V from the interpolated dataset, x=140 and y=0.5, 1.23,3.04, 7.5
Near separation, the joint PDFs from the interpolated dataset appear to agree better with those 
from the full dataset compared to those at the upstream station x=0. Inspection of Figure 6.16 
reveals how there were indeed considerably more samples contributing to the dataset at x=140 
than at x=0  (in particular further away from the wall), likely due to the aforementioned issue 
with the software control for the LDA seed particle generator. Though the total number of 
samples is probably the key factor in the better agreement between datasets at x=140 rather 
than anything to do with the mean flow speed being near zero or with the impending flow 
separation, it is worth recalling how the correlation between arrival time interval and velocity 
magnitude did increase towards separation, suggesting an improvement in the spatial 
homogeneity of the seeding particles (c.f. Figure 5.7).
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6.6.T.4 Wall Shear Stress and Velocity Joint PDFs
In this final sub-section the joint PDFs of wall shear stress with U and V are presented for the 
stations x=0 (Figure 6.100 and Figure 6.101 respectively) and x=140 (Figure 6.102 and Figure 
6.103 respectively) at the points y=0.5, 1.23, 3.04 and 7.5. Recall that the interpolated LDA 
dataset must be used in conjunction with PWA data.
The orientation of the principal axes of the joint PDF of r  and U (shown below in Figure
6.100) being in line with quadrants 1 and 3 goes hand-in-hand with the correlation of rand u 
as shown in Figure 6.60. The joint PDFs appear smooth and consistent around zero, although 
there is a hint of bi-modality in particular at y=7.5. This is likely not connected to the transit 
time weighting since the speed is not near zero where this feature occurs. Rather it is likely an 
artefact of the interpolation.
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Figure 6.100: Joint PDFs for rand x=0 and y=0.5,1.23,3.04, 7.5
201
The alignment of the principal axes of the joint PDFs of r  and V (shown below in Figure
6 .101) with the graph axes suggests negligible correlation between r  and v, as indeed 
demonstrated in Figure 6.61.
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Figure 6.101: Joint PDFs for rand V, x=0 and y=0.5, 1.23,3.04, 7.5
The joint PDFs of rand U near separation (shown overleaf in Figure 6.102) are more ‘peaky’ 
and appear to have no bi-modality or discontinuity issues going through zero.
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Figure 6.102: Joint PDFs for rand f/, x=140 and y=0.5, 1.23,3.04, 7.5
The joint PDFs of rand V near separation (shown overleaf in Figure 6.103) are considerably 
more ‘peaky’ in line with the near zero mean and higher kurtosis closer to the wall as reported 
in Figure 6.14 and Figure 6.26 respectively.
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Figure 6.103: Joint PDFs for rand F, x=140 and y=0.5,1.23,3.04, 7.5
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7 A SIMPLE MODEL FOR THE NEAR-WALL STRESS- 
VELOCITY CORRELATION
In this chapter, an attempt is made to model the observed correlation between instantaneous 
wall shear stress and instantaneous tangential velocity at some distance from the wall, as 
shown in Figure 6.60. The starting point is a simple near wall model of a one-dimensional 
oscillating viscous sublayer with zero mean flow, as follows
du 1 , d^u
dt p dx dy
= + (7.1)
Such a model was used in Devenport & Sutton (1991) in their investigation of the near wall 
flow at a reattachment surface. The justification was based on earlier findings that confirmed 
how the near-wall flow was dominated by large-amplitude, low-frequency velocity 
fluctuations parallel to the wall. Furthermore, specifically in the vicinity of reattachment, 
Simpson (1985) proposed that the large-scale velocity fluctuations occurring in the near-wall 
region are driven primarily by fluctuations in the streamwise pressure gradient produced by 
the separated shear layer above the separation bubble. It will here be supposed that a similar 
argument can be applied in the vicinity of separation, where these same pressure gradient 
oscillations are able to feed back some distance upstream of the location of the separated 
shear layer.
More recently, Mathis et al. (2011) devised a predictive inner-outer model for turbulence 
statistics in wall-bounded flow that was based on the simple yet demonstrably valid concept 
that the inner region is modified through a combination of modulation and superposition of 
the large-scale outer motions which are specific to the flow geometry and, importantly in the 
present context of the simple model, any imposed streamwise pressure gradient acting on the 
flow. By measuring the velocity at just one point in the logarithmic region of the boundary 
layer, they were able to reconstruct the velocity time history and statistics up to sixth order for 
the entire inner region with excellent accuracy (for zero pressure gradient). Although 
empirical constants were required, the success of the method confirmed the validity of the
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hypothesised principle of a superposition and modulation of large-scale outer motions driving 
events near the wall.
Of course a more pragmatic justification for this model is its simplicity, and the fact that with 
a specified pressure gradient function that is linear, the equation itself becomes linear and can 
be analytically solved by separation of variables. The linearity offers an additional advantage 
in that a superposition of linear solutions is also a solution of the equation and therefore 
multimodal pressure gradient forcing can be investigated. For starters, consider a single 
frequency u  of periodic pressure gradient fluctuations of infinite wavelength, analogous to a 
bulk push-pull forcing of the entire flow field
-LÊP = Ae-‘“-
p dx
(7.2)
Substituting this into the model equation (7.1) and solving gives the following general 
solution, after some tidying up
{y, t) = ) +  i Ae
U)
(7 J)
where 8q = yjlp/uj is known as the “ac boundary layer thickness” and, by applying
dimensional analysis for a laminar boundary layer, the term is in fact proportional to the
square root of the Stokes number. The following boundary conditions of no-slip and constant, 
finite velocity far from the wall are applied
du
w(0 ,/) =  0 
(00 ,/) =  0
(7.4)
Without going into the details, these conditions are only satisfied if Q  =  =  0. This then
results in finding that D ^ = —\ giving the following solution
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u{y,t) = i—
(jü
- -
_ g  J
(7.5)
+  /-
U)
COS ujt — e ® cos y Lût
The velocity profile comprises a periodic bulk oscillation superimposed with an outward 
travelling wave that is exponentially damped with distance from the wall. The wall shear 
stress is obtained from its definition in a one-dimensional laminar flow =  i idujdy
U)
(cos u t  +  sin Lût)-\-i (cos ujt — sin u t)
(7.6)
The variances can be found using the complex variables by making use of the following 
identity
= —zz^  
2
(7.7)
where * here denotes the complex conjugate. The variance of velocity and shear stress are 
therefore as follows
1u = —
_z \
1 — 2 g ^ cos— -{- g
(7.8)
2 aI
2 c 2
The imaginary part is always zero with any complex auto-product. However the covariance
T j i  will be complex and it is necessary to decide which variable to apply the complex 
conjugate operator to. The general rule is that the value that is not conjugated is the one to
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which the phase is relative to. In the following case, it will be the convention that the phase of 
u is taken relative to r. The result is
TU = — T w*
1
1 f iA ^  (l -  i)
2  w" ^0
y /
l +  e 4 s in Z -COS — — i 1 - g
^0,
. y , y sin— -F cos—
0^ 4 /
( 7 . 9 )
Finally the real part of the complex correlation coefficient and its phase can be written down
TU
f ^ ( \
1-Fe sin — --co s—
i 0^ ^oj
1 +  g e " —2 cos y
TU = — tan -1
1 —g . y , y sm— -Fcos—
l + e . y y Mn-— cos—
'OJ)
( 7 . 1 0 )
The correlation coefficient and phase are independent of the forcing amplitude. The 
dependency on forcing fi-equency and fluid viscosity is contained in 6q which merely acts as a 
scaling of the y axis.
Infinitely far fi*om the wall, the correlation coefficient and phase become
TU
0.707
y = O Q
( 7 . 1 1 )
208
This leads to the important finding that the velocity lags the wall shear stress by 45°. This is in 
agreement with the experimental findings only in the vicinity of separation and very near the 
wall. Further fi*om the wall and further fi*om separation it was found that the external velocity 
leads the wall shear stress (c. f. Figure 6.78). Considering this model is based on the external 
motions (in the form of pressure gradient oscillations) driving the near-wall flow, it is rather 
counterintuitive to think that the wall shear stress should have a lead on the velocity.
For very small values ofy, the terms to first order become
sm
y 1 1cos— % 1 — y
I 26,  4 6,
t a n - Z ^ Z
0^ 4
and the expressions for the correlation coefficient and phase reduce to
TU
TU
y
2
3 y 1
/ \ 
y
UJ .4 6 , 4 kJ
l z _ i
46„ 4
' 4 ( 4
/ \2 
y_ 
So;
(7.12)
These asymptotic expressions can be used to find the correlation coefficient and phase right at 
the wall by examining the limit as y  tends to zero
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lim
7 —>0
TU
(7.13)
Thus at the wall limit the local velocity and shear stress are perfectly correlated and exactly in 
phase.
Additional correlation coefficients may be formed such as those of wall stress with pressure 
gradient (PG) and of velocity with pressure gradient. Since the pressure gradient is driving the 
motions, the quantities are derived such that all phases are taken relative to the pressure 
gradient. For brevity, the results are shown below without the intermediate steps. First PG 
with wall shear stress
I
T,
dp
0.707
(7.14)
4^pgt ' ( - l )  =  -4 5 ‘
The pressure gradient forcing and the wall shear stress have a correlation of 0.707 and the 
pressure gradient leads (sensibly) the wall shear stress by 45°. Next PG with velocity
dp
dx
y
e sin — 
0^
idp] ye ^ — 2 cos —
i
(7.15)
4>pgu = - t a n
-1
1 — g cos—
g sin—
Infinitely far from the wall the correlation coefficient and phase become
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dx
=  0
y=cx>
^PGu\y^ oo -  - ta n
-1 '11
0 .
=  -9 0 '
(7.16)
So the velocity and pressure gradient very far fi*om the wall become un-correlated because the 
velocity then lags the pressure gradient by —90°.
Again, applying the small y approximations to equation (7.15) gives the near wall asymptotes
dp l - Z
dx
PGu
4&
y
i - Z
(7.17)
Therefore at y =  0
(
dx
dx
0.707
j = 0
PGu |y=0
(7.18)
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The periodic pressure gradient forcing and local velocity have a correlation coefficient of 
0.707 at the wall and the velocity lags the pressure gradient by 45°.
The results of this model can be succinctly summarised in graphical form as shown below in 
Figure 7.1.
. d p / d x
u d p j d :0.9
0.7
■5 0.6 
E
§ 0.5 u
o 0.4
ra
0.3Ëo
O 0.2
0 61 2 3 4 5 7 8 9 10 11 12 13 14 15
- 0.1
y/6o
Figure 7.1: Variation of the correlation coefficients between wall shear stress, velocity and pressure 
gradient with non-dimensionalised wall distance
Let the non-dimensionalised wall distance be labelled j) =  y/^Q . The correlation coefficient
for T^u appears to decay to its asymptotic value by about y  = 6. There also appears a slight 
undershoot before this levelling off that starts around y =  3. By examining the analytical 
wall-normal derivative of this correlation coefficient at the wall it turns out to be the ease that
the gradient at the wall is in fact zero. Not so for iidpjdx where the correlation drops right to 
zero by j) =  3 and experiences a similar undershoot before reaching is asymptotic value of 
zero around y =  6 . This critical value of y =  6 where the correlations reach constant values 
is reminiscent of the empirically defined edge of the steady viscous sublayer y"^  % 5 although 
there is no obvious connection and this is just a coincidence.
2 1 2
The relative phase angles shown below in Figure 7.2 demonstrate a similar pattern of 
behaviour compared to their associated correlation coefficients.
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Figure 7.2; Variation of the relative phases between wall shear stress, velocity and pressure gradient with
non-dimensionalised wall distance
Finally the variance of the velocity is shown below in Figure 7.3, normalised by its value at 
infinite distance (or alternatively just by plotting u / 1 )
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Figure 7.3: Variation of the normalised velocity variance with non-dimensionalised wall distance
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The variance grows to overshoot its outer region limit by about 14%, it then experiences a 
slight undershoot starting at j) =  5 to about 99.4% and eventually levels off to its asymptotic 
value far from the wall. At this point it is worth noting that when zooming in on the region 
where the undershoot occurs, there is in fact a succession of decaying oscillations much like a 
typical under-damped second order response. This is true for all the undershoots occurring 
around j) =  5 in the other plots.
7A Comparison with Experimental Results
The correlation coefficient of wall shear stress with wall-parallel velocity component from 
experiment and from the model equation (7.10) can now be directly compared for the station 
x=140 (Figure 7.4 below), chosen due to it being in the vicinity just upstream of separation 
with near zero mean local velocity, in line with this model. The pressure gradient driving 
frequency co was set to about 1571rad/s (250Hz) such that the location of the initial 
undershoot occurred at the same y  location for both the experiment and model results. The 
kinematic viscosity was set to 1.55 x 10“  ^m^/s .
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Figure 7.4: Comparison of experimental correlation coefficient of wall shear stress and tangential velocity
against the model prediction
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Based on the asymptotic considerations leading to equation (7.13), a value of unity at =  0 
was added to the experimental data. The model correctly predicts the initially rapid fall-off in 
the correlation coefficient, but clearly fails to drop to the experimentally determined value. 
Also, the linear decay of the correlation coefficient with wall-normal distance is not captured 
by the simple model.
The cause of the much lower actual correlation coefficient is most likely due to the presence 
of turbulence, as confirmed by the results in §6.6.3.1, where the chaotic mixing caused by the 
turbulence can be imagined to act as a pattern scrambler thereby reducing the correlation over 
extended distances. In keeping with the desire for this model to be simple such that it could 
serve as a low order model for the zonal approaeh of LES near-wall modelling (Piomelli & 
Ballaras (2002)), any attempt to include the effects of turbulence in this model shall be 
avoided. Indeed one could simply conclude at this point that the model is adequate only for 
the extremely near wall region where Reynolds stress production is negligible. However this 
would defeat the objective of saving computational time by not resolving the smallest scales 
near the wall. Within the confines of this model it may be possible to improve the realism by 
introducing finite spatial extent of the fluctuating pressure gradient. Indeed eddies passing 
overhead would not have infinite extent but rather a finite extent on the order of the time 
mean boundary layer thickness. Furthermore, these eddies are not spaced periodically and of 
the same strength but may be considered randomly intermittent and of ever-changing 
intensity. Thus these two features can be incorporated by introducing a non-zero wavenumber 
parameter into the pressure gradient forcing term and then using the principle of linear 
superposition to examine the effects of a more realistic spectrum of frequencies and 
wavenumbers of pressure gradient.
7.2 Im provem ents to the Model
7.2.1 Addition of Finite Spatial Scale to the External Forcing
The pressure gradient forcing term is now replaced by the following, using k  to denote the 
wavenumber
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_  j^^i{ky-ut)
p dx
(7.19)
This has the following general solution
-{y,t) = '
'  ' LÜ -\- V K
(7.20)
For the sake of brevity, without going through the motions involved in the solution (which are 
very similar to those carried out earlier) the final results will now be listed. The fluctuating 
velocity is given by
(T /)  =
A( î^cj +
A
+/
A
V Ü /+ zÿ ^
— sin (^ ky —Lût —^ )  + e sin
y
cos{^ky — Lüt — ^ )  — e cos
—  Lût —  $
—  Lût —  $
(7.21)
where
T> =  tan -1
2 iJl
(7.22)
Comparing this result to the zero wavenumber equivalent (7.5) (to which the new result does 
indeed fall back when A: =  0 ) reveals that the wavenumber acts as an additional damping 
term on the amplitude of the fluctuations and, more importantly, introduces a spatial element 
to the non-decaying oscillation term as well as a fixed phase lag to both the travelling wave 
terms. This phase lag is indeed always a lag as the arguments are always positive. It is directly 
related to the existence of a non-zero wavenumber. Interestingly, once the wavenumber is 
non-zero, the frequency can then alter this phase angle as well (since the frequency is 
contained in ). The fixed phase lag added to the original decaying travelling wave term is
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not expected to do much, however the introduction of wall-normal travelling waves in the un­
damped sinusoid is likely to have a significant effect on the correlations further fi*om the wall. 
The instantaneous wall shear stress is given by
u  +  ly k
—k  cos (üüt -f T>) -f- (cos (ut  H- T>) -b sin (ut  +  ^ ))
k  sin (ut sin (ut  — $)-b cos (ut —
(7.23)
The variances are as follows
2 u'  ^+iy^k"^
y
I f - ^
l — 2e cos 4-g ^
2 c 2 'I
1 — k6n
(7.24)
and the desired correlation coefficient and relative phase between wall shear stress and 
tangential velocity is then, after some beautification
TU
cos(ky -{-if) — e cos
y r _ z
,,1  +  e e —2  cos
V
4.,, =  -  tan ‘
y
sin(ky + 'ip) — e sin
f \
i + nA J
y
cos(ky-\-'ip) — e cos
I f  AA j,
(7.25)
where
217
ÿ; =  tan ' (l — )
The correlation coefficient of pressure gradient and wall shear stress is
(7.26)
dx
r.
=  cos — 0 ) -b z sin (Ay — 0 )
dx
(7.27)
sin (Ay— 0 )
cos ( ^  —0 )
where
0  =  tan -1
u  — {\ — k6o)vk"
(l — At6q ~b lyk'^
and finally the correlation coefficient of pressure gradient and tangential velocity is
(7.28)
dp
dx
+ . '^ s i n T — Ay — 0
[dp]
y
l + e
' _z
e —2 cos
/ \\ 
f - J
[dxj i i^ o JJ
(7.29)
P^Gu ~
-1
^  \-e cos
V Ü T + v P
— — Ay — $
lyk^
yfüA+T/jA  
where $  is as defined in equation (7.22).
e sin
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Very far from the wall, the correlation coefficient of r^u and the phase of the velocity 
relative to the wall shear stress are as follows
TU 1 cosfy —(l —A:^o)sin^ 1 ((l —A:6^o)cos^ +  s in ^ )
V I ' '2 c 2
J —>oo 1 — k6n
VI 2 c 2
=  — tan -1
(l —M o)cos^  +  s in ^
J —>oo c o s ^  —(l — Mo)sinAy
1 — kÔn
(7.30)
This result confirms that the introduction of a finite spatial extent by virtue of having wall- 
normal travelling waves in the oscillating pressure gradient does indeed alter the correlation 
between wall shear stress and velocity far from the wall. With A: =  0 the above equations 
returns the same results as given by equation (7.11). At the wall, the correlation coefficient 
and phase have the same values as given by equation (7.13) regardless of the wavenumber. 
However the same is not true for the correlation coefficient of pressure gradient with wall 
shear stress and with velocity where small wavenumbers can reduce their correlation 
coefficients at the wall. Also, any non-zero wavenumber has the effect of reducing the 
overshoot in the velocity variance below y  = 6 and for sufficient small wavenumbers the 
overshoot is eliminate altogether.
Comparison of this enhanced model with the experimental results at x=140 is shown overleaf 
in Figure 7.5. The linear frequency was maintained at 250Hz while the wavenumber was 
adjusted such that both results had matching rates of decay with wall-normal distance. The 
value of the wavenumber was about 25. Im'^ (corresponding to a wavelength A of 250mm via 
the relationship k  =  27t/A).
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Figure 7.5: Comparison of experimental correlation coefficient of wall shear stress and tangential velocity 
against the model prediction including wall-normal phase lag modification
This enhanced model allowing for wall-normal spatial phase lag to simulate finite scales of 
outer flow motions is clearly an improvement over the previous result. The linear fall-off in 
correlation coefficient with wall-normal distance is captured very well. However the problem 
of substantially over-predicted correlation coefficient still exists. The predicted correlation 
coefficient is generally almost double the actual value after the initial undershoot around 1mm 
off the wall.
It is informative to examine what the other correlation coefficients are doing for this particular 
combination of frequency and wavenumber, as shown overleaf in Figure 7.6 against non- 
dimensionalised wall distance y .
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Figure 7.6: Variation of the correlation coefficients between wall shear stress, velocity and pressure 
gradient with non-dimensionalised wall distance. Enhanced model
The fall-off in r  w correlation coefficient appears to be directly offset by a mirror-image
increase in dpjdx with distance from the wall, u dpjdx  appears little affected by the
enhanced forcing term due to the fact that the pressure gradient directly drives the velocity in 
the outer region where viscosity has negligible influence. With distance from the wall, the 
local velocity lags more and more behind the wall shear stress, as shown below in Figure 7.7.
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Figure 7.7: Variation of the relative phases between wall shear stress, velocity and pressure gradient with
non-dimensionalised wall distance. Enhanced model
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This lag is in agreement with the experimental data (c.f. Figure 6.78 and Figure 6.80) and the 
notion of slanted large eddies in the boundary layer. The variance is not visibly altered and is 
therefore not shown again.
Regarding the value of 250mm for the wavelength, this turns out to be approximately twice 
the local boundary layer thickness of around 130mm inferred from hot-wire measurements 
overlaid with the potential flow solution. It is likely not coincidental that the wavelength of 
the travelling wave introduced into the forcing terms happens to be of the order of the 
boundary layer thickness as this is also taken to be the typical length scale of the largest 
eddies that contribute to the inactive motions, the relevant feature here being that the mean 
profiles and gradients are unaffected by these motions. This wavelength is so large compared 
to the 8mm region under investigation that it does not manifest as a wavy instantaneous 
velocity profile in the region y > 1mm but rather as a tilt on the otherwise straight profile. 
The tilt is such that the velocity further from the wall appears to lag that nearer the wall when 
animated in time (and similarly for the pressure gradient), which is counterintuitive to the 
expectation that the outer motions ought to lead those nearer the wall. Introducing a negative 
wavelength such that the outer velocity appears to lead the inner region causes the correlation 
coefficient to actually increase, in contrary manner to the experimental results. This ‘tilt’ on 
the instantaneous velocity and pressure gradient profiles is shown below in Figure 7.8.
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Figure 7.8: Instantaneous velocity and pressure gradient profiles showing the effect of finite wavelength, 
taken at the start of a pressure gradient oscillation cycle
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7.2.2 Multi-mode Forcing
Since the governing equation is linear, it is possible to superimpose multiple solutions. This 
permits the examination of the effects of a spectrum of driving modes in a straightforward 
manner. Although the analytical expression for multiple frequencies becomes unwieldy (in 
particular due to the time-averaging step where sums of products are involved), it is easy to 
carry out the evaluation using a simple computer program. The relevant equations for a 
spectrum comprising j  frequency and corresponding wavenumber ordinates of specified 
amplitude and relative phase are given below. Note that each spectral ordinate is given its 
own relative phase by making the transformation cOjt co.t -j-
r. W = E
\iA.e (iUj
ik.
(1- / )
(7.31)
dx i
Due to the solution method being numerical, all time averages must be taken in the usual 
discrete manner by using block summation. For a set of complex values the real and 
imaginary parts are treated separately as follows
1 N - \ 1 # - l (7.32)
The auto variances are obtained as follows, making use of the identity (7.7)
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u
2 N 7=0
1 1 1
(7.33)
and the covariance as follows
~ u = \ v j r * = * ) + 4 ^ Ë i ™ ■TU (7.34)
The correlation coefficient of wall shear stress with velocity can now be evaluated
N - l
TU
J2Ke{T^u*)
7=0
\
N - \
Z)Re(r„T„*)
I  7 = 0
^Re(ww *)
I  7 = 0
-1
(  N - l
^ I m
7 = 0
1
Z)Re(r„w*)
j=0
(7.35)
Similar expressions apply for the correlation coefficients involving pressure gradient with 
wall shear stress and with velocity. Considering that there are infinite possible combinations 
of frequency and wavenumber, it is not the objective here to carry out a rigorous analysis but 
rather just to demonstrate the basic effects of the addition of a finite number of modes. In the 
plot shown overleaf in Figure 7.9 the following test cases are presented altogether
• 5 -  1004 Hz white noise, df =  IHz, A =  00
• 5 -  1004 Hz pink noise, df =  IHz, A =  00
• 5 -  1004 Hz brown noise, df  =  IHz, A =  00
• 5 -  1004 Hz white noise, df =  IHz, A =  0.12m
224
White noise is a simple flat spectrum with constant spectral ordinate for every discrete 
frequency bin, i.e. A ( f )  oc / °  . Pink noise has an amplitude spectrum A [ f ) ( x  while
brown noise has an amplitude spectrum ^ ( / )  oc . These power law spectra of the general
form A ( / ) ( x produce mono fractal signals whose fractal dimension D is related to the
exponent jd by D =  2 .5-j3  for 0.5 < /) < 1.5 (Barnsley et al. (1988)). A uniformly
distributed phase spectrum was used in all cases and was randomised for each of the six 
repeat ‘experiments’ carried out per case. These repeats were done to demonstrate the 
sensitivity of the correlations to the relative phase angles of the modes. For brevity only the
correlation coefficient of r i i  is shown.
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Figure 7.9: Multi-mode pressure gradient forcing examples. Different lines of the same colour represent
the outcome for different input phase spectra
The superposition of modes always has the effect of reducing the value of the correlation 
coefficient far from the wall below that of 0.707 for the single mode case. In particular it can 
be seen that white noise reduces the final correlation the most, down to a minimum of around
0.56 for A =  oo . The relative phases of the modes do influence the correlation asymptote as 
well as the initial rate of decline from the wall. It appears that the initial rate of decline and 
the far-field asymptote are linked. This is particularly evident for the other types of noise that 
essentially contain an energy bias towards the lower frequencies. Brown noise asymptotes are 
not too dissimilar to that of the single mode value 0.707, and also appear less affected by the
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phase angles between modes. However the very gradual decline in the near-wall region 
suggests that both brown and pink noise pressure gradient fluctuations do not possess the right 
characteristics for matching the experimental results. It is worth pointing out that a 
superposition of higher frequency modes only (250 -  lOOOHz) resulted in no visible alteration 
of the shape of the correlation coefficient function compared to the single mode result. A 
superposition of the lower frequency modes alone (5 -  250Hz) resulted in most of the drop in 
the far-wall correlation. However the far-wall correlation could only be fiirther reduced by the 
superposition of the higher frequency modes along with the existing lower frequency set. 
Thus a truly broadband spectrum over several orders of magnitude of frequencies is required 
to produce the lowest far-wall correlation between wall shear stress and velocity. The effect of 
the inclusion of a 0.12m wavelength in the pressure gradient forcing in combination with the 
broadband noise can also be seen in Figure 7.9 where the linear fall-off with wall-normal 
distance is now present, bringing the prediction closer to the experimental result. In the 
converse case of having a spectrum of wavelengths at some fixed single frequency, the overall 
level of the correlation cannot be lowered. The wavelength has the effect of preventing an 
asymptotic value from being reached far from the wall, replacing it with a limit cycle. The 
smaller the wavelength the closer to the wall this cycle begins, with the correlation coefficient 
actually cycling between +1 and -1. At least for the near-wall region measured in this work, 
this behaviour is not supported and so it appears that a spectrum of wavelengths is not 
required to better model the data, but rather one single, large wavelength to model the 
instantaneous velocity profile phase lag that exists with increasing wall-normal distance. The 
time histories of the pressure gradient at the wall and the associated wall shear stress for each 
of the above cases are shown overleaf in Figure 7.10, for a duration of 0.2s
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Figure 7.10: Wall streamwise pressure gradient (top) and associated wall shear stress (bottom) time 
history for various multi-mode pressure gradient forcing cases
Although there is much detail on the brown noise signals, it is dwarfed by the extreme 
fluctuations of the equivalent white noise signal and so not visible on the plots. The brown 
noise appears almost smooth and periodic, dominated by low frequency oscillations. The 
intense ‘random’ fluctuations of the white noise are evidently responsible for causing the 
most reduction in the correlation coefficient.
The inclusion of higher frequency modes up to 5000Hz (with IHz increment) caused a 
lowering of the far-wall correlation asymptote to around 0.5. The inclusion of yet higher 
frequency modes up to lOkHz (still with IHz increment) led to an asymptote of almost 
exactly 0.5. This is strongly suggestive (but not rigorous prool) that the asymptotic limit of
the T^ u correlation coefficient for broadband white noise pressure gradient forcing is 0.5. 
This value appeared unaffected by a reduction of the frequency increment. The two cases of
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single mode (250Hz) and broadband white noise (5Hz -  lOkHz) are shown together in Figure 
7.11 below, along with the inelusion of a single wavelength that best matehes the slope of the 
experimental data after about 1mm off the wall.
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Figure 7.11: Comparison of the effect of single mode and broadband white noise pressure gradient forcing 
on the correlation coefficient of wail shear stress and velocity
Clearly the broadband white noise forcing function with single wavelength provides the 
closest match to the experimental data, but nonetheless is still not at a low enough level. It is 
also interesting to note that with broadband noise the wavelength required to achieve a similar 
decline to the experimental result is slightly lower than that for the single mode ease. 
Additionally, the ability to model the linear decline further from the wall comes at the 
expense of the initial rapid decline. At this point the simplicity of the model limits any further 
improvement.
The results thus far indicate that temporally complex, aperiodic forcing of the near-wall layer 
is responsible for a reduction of the correlation eoeffieient end value (asymptote). Although 
the spectrum of turbulence is not correctly described by a broadband, white noise spectrum, 
the existence of turbulence in the near-wall region under scrutiny (c.f. non-zero and rising 
Reynolds shear stress and turbulence kinetic energy production shown in Figure 6.36 Figure 
6.40 respectively) suggests that in reality this turbulence may be acting as the equivalent ‘de- 
eorrelator’ as the broadband white noise in this simple unsteady diffusion model. This idea 
has some interesting ramifications for the notion that the active and inactive motions do not
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interact with each other due to separation of scales, in other words that they are ‘out-of-tune’ 
with each other by virtue of their spectral separation. If indeed the turbulence is responsible 
for an overall reduction of correlation between wall shear stress and outer region velocity then 
the results from this simple model indicate that the large scale outer motions (inactive 
motions) are responsible for the overall shape of the correlation as a function of wall-normal 
distance, namely the initial rapid decline followed by a more gradual decline, while the small 
scale local motions (active motions, local turbulence involving the Reynolds shear stress) are 
responsible for an overall drop in the correlation without altering the general shape of the 
function.
7.2.3 Non-linear Forcing Functions
The analytical solutions presented earlier are specific to phasor forcing functions only. In the 
more general case of any arbitrary, non-linear pressure gradient forcing function there is no 
general solution that may be expressed in terms of elementary functions. Such a problem 
motivates the derivation and coding of a simple numerical method to solve the governing 
equation (7.1). Emphasis must be placed on its simplicity lest the attractive feature of a low 
computational cost near-wall model be lost. Consider a fully implicit, first-order time, second- 
order space, finite difference method.
O
O
j  =  \ O
Aj;
Figure 7.12: Nomenclature for the one-dimensional computational grid
Let the temporal derivative be approximated by a backward Euler stencil and the spatial 
second derivative be approximated by central differencing. Subscripts denote node index and 
superscripts denote temporal index. The pressure gradient is treated as a specified function for 
each node.
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Xt
-26/;+' + u j+i
A y
(7.36)
Collecting terms for each instance of U gives
1 2u
At A / J p dx j
(7.37)
Finally, this can be re-written as a linear equation using the ‘compass notation’ of Patankar 
(1980) as follows
1 dP (7.38)
Clp — Cls +^n
This set of linear equations can be solved either iteratively using, say, the Gauss-Seidel 
method, or since the number of nodes N  is typically of the order 10^  (such that a resolution of 
order 10 microns may be attained over a few centimetres) a direct matrix solution method 
may be used. Since the resulting matrix is tridiagonal, a specifically developed fast tridiagonal 
solver such as the Thomas algorithm (Versteeg & Malalasekera (2007)) may be used.
The boundary condition on the wall is the no-slip condition, 6/J+' =  0. For a one-dimensional 
channel flow this could either be applied at both ends, or to simulate a fully developed 
laminar boundary layer the zero-gradient condition jdy  =  0 would be used. In practise
the zero-gradient condition can be achieved by setting the value at the wall equal to its 
neighbouring node value. However a far better result is obtained by suppressing the north link
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of the node # - l  to the top wall node N  by setting =  0 and re-evaluating a with
this broken link. Finally, the wall shear stress can be calculated numerically using finite 
differencing at the nodes nearest the wall.
This numerical method was coded in Visual Basic and was validated using the analytical 
solution for simple harmonic pressure gradient forcing (equation (7.10) for the correlation 
coefficient). With small enough tolerance the end result was indistinguishable from the 
analytical solution, and numerical precision of the far-wall asymptote could be matched to as 
many decimal places as desired.
7.2.3.1 Point Vortex Model
The choice of non-linear forcing function would be limited only by one’s imagination if not 
for the constraint that it must be a physically realistic model of actual phenomenon, albeit 
within the idealisation of the one-dimensional oscillating viscous sublayer model. Suppose the 
large scale oscillations in the outer region could be represented by the passage of rotating 
eddies overhead. Furthermore, suppose that these large scale rotating eddies can be idealised 
as point vortices. Consider the point P on a flat surface at which some velocity is
induced by a point vortex of strength F located at point X being advected by the local flow at 
speed as shown diagrammatically in Figure 7.13 below.
U .
<-
X
P - X
in d
in d
1
P
Figure 7.13: Diagram of a single point vortex passing over a point P
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The Biot-Savart law in the special case of two-dimensional flows where all vortex filaments 
are infinitely long and perpendicular to the plane of the flow states that the induced velocity 
vector is always perpendicular to the line connecting the point vortex to the point at which the 
induced velocity is being evaluated, and that the magnitude of this induced velocity is given 
simply by
2wr 27r||P-X||
The axis-aligned components of this induced velocity can be found using basic trigonometry 
as follows
ir -  H i t  II - F  P - X  /  - r ( X - P ) » j
"  27r |P -X ||P -X |* (  ■') 2-k ||x-P"'
_ i i„  II . r  P -X  / r  ( x - p ) » i
u  I w||si» 27r||P-X||||P-X||*( ') 27t ||X-P|P
(7.40)
For the general case of an arbitrary advection velocity history for the point vortex (which in 
fact represents the flow field history since vortices do not self-advect but are passively carried 
by the local mean flow) then the position of the point vortex at some time t is given by
t
X = X „ + f u j T  (7.41)
0
Since the point vortex is a solution of the Laplace equation for potential flow (naturally 
satisfying continuity and irrotationality), the net induced velocity by a system of N  point 
vortices may be found by superposition of the induced velocity of each point vortex.
In order to model the presence of the wall, the method of images must be used such that the 
wall becomes a streamline of the potential flow and is treated as a reflection boundary. With 
the wall taken to be the line y  =  0 the reflected position vector of the image point vortex X' 
and its strength are given by
x' = 1  0 
.0 -1
r' = -r
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^  (7.42)
For each point vortex, the induced velocity from its image must be superimposed at the point 
P on the wall.
Since the oscillating viscous sublayer model is driven by the fluctuating streamwise pressure 
gradient and not velocity, an expression relating the induced velocity to the local pressure 
gradient is required. The Navier-Stokes equations with zero viscosity reduces to the Euler 
equations. For an incompressible, constant property, Newtonian fluid the vector Euler 
equation is
d V f ( U * V ) U  =  - - V 7 ’ (7.43)
dt p
After using a standard identity of vector calculus the above can be written as
. ^  +  V ( ^ U * U ) - U x ( V x U )  =  - - V P  (7.44)
Since the flow field induced by the point vortices is irrotational, then V x U =  0 everywhere. 
With this simplification the above equation can now be written out in its Cartesian 
components as follows, in terms of the induced velocities as relevant to this problem
1 <9 1 ctP
[ u , jdt 2 &  ' ™ ' p d x  ^
dv,^ \ a ,  . i d P
Solving the above for the pressure gradients gives, after application of the product rule to 
simplify the derivatives of the squared velocity components
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1 dP du. ac/..
p dx dt
ind \ J J  W  I 7/ ind''-'ind o '*^ inddx dx
W f  , r r  aVw , r .
p dy dt
From equation (7.41) it can be seen that
U,ind Kind dy
(7.46)
(7.47)
Therefore the following change of variables may be made
a _  1 a (7.48)
Continuity V • U.  ^ =  0 in combination with (7.48) gives
ind ind 1 dU.ind
dx
(7.49)
Irrotationality V x =  0 in combination with (7.48) gives
dy dx U_ dt
(7.50)
Substituting these results into the pressure gradient equations gives the following version of 
(7.46)
1 dp 4- /■/ 1 8 Vw 1 1 d v ,A
p dx dt r  '-J ind [U. dt J k .  dt J
1 dP dv,„,
p dy dt
U,ind
1 dV„ind
d t
- K ind
I dU.ind
U. dt
(7.51)
234
In the general case of arbitrary advection velocity history, the time dérivâtes would have to be 
evaluated numerically using finite differences. For a system of V  point vortices including their 
images the pressure gradients cannot simply be superimposed, but rather they must be 
evaluated using the net induced velocity (since the velocities can be superimposed) as follows
p dx 
1 dP
/=0 dt
+
N - l
in d  i
ÿ^dV,.
y
dt
+
k  7 = 0  
N - l
+
(  N - l  
k  7 = 0
in d  7
V 7 = 0
# - l
E
1
/=o dt
N - l
k 7 = 0
h u „ ,  dt
dt
(7.52)
Before examining the solution with multiple vortices it is informative to consider the induced 
wall pressure gradient caused by a single point vortex passing over the point P. For a point 
vortex with strength F =  1 positioned 0.1 distance units off the wall and travelling at 1 unit of 
speed the induced inviscid wall velocity and streamwise pressure gradient are shown overleaf 
in Figure 7.14
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Figure 7.14: Induced wall velocity and streamwise pressure gradient caused by the passage of a single
vortex of +1 strength
Due to the wall boundary eondition there is no V eomponent anywhere as expeeted. The 
streamwise veloeity is everywhere negative due to the anti-eloekwise eireulation of the point 
vortex as it moves leftward (c.f. Figure 7.13) and experiences a peak as the vortex passes 
directly overhead (after 0.4 time units in this particular computation). The induced wall 
pressure gradient is rather interesting in that the approach of the vortex causes a slightly 
adverse pressure gradient, followed by a strongly favourable gradient, followed by zero 
gradient when the vortex is directly overhead, followed by the opposite pattern -  a strongly 
adverse pressure gradient followed by a slightly favourable gradient as the vortex continues to 
recede into the distance. The equivalent situation for a point vortex of strength T =  — 1 is 
shown overleaf in Figure 7.15 for comparison.
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Figure 7.15: Induced wall velocity and streamwise pressure gradient caused by the passage of a single
vortex of -1 strength
With the vortex having clockwise circulation and moving leftward the induced surface 
velocity is everywhere positive. The pressure gradient now no longer had an initially adverse 
region as the vortex approaches, but rather monotonically becomes more favourable until the 
vortex passes overhead at which point it becomes strongly adverse and continues to decay as 
the vortex recedes, remaining asymptotically adverse. The magnitude of the peaks of the 
pressure gradient appears to be almost doubled compared to the previous case.
These two simple examples serve to highlight how the sign of the vorticity of a single large 
eddy passing overhead can have a subtle influence on the resulting induced wall pressure 
gradient. An eddy that ‘rolls’ over the wall like a wheel has a destabilising influence 
downstream of its current position due to the creation of a slightly adverse pressure gradient 
before it gets close, while an eddy that ‘back-spins’ over the wall has a stabilising influence 
downstream of its current position due to the creation of a slightly favourable pressure
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gradient. Conversely the rolling eddy has an upstream stabilising influence while the back- 
spinning eddy has an upstream destabilising influence.
7.2,3,1.1 A Simple Test Case
Suppose a line of point vortices of fixed, non-identical strength with arbitrary spacing moving 
at constant speed in the streamwise direction at some fixed height above the wall with no 
motion caused by mutual induction, as illustrated in Figure 7.16 below.
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Figure 7.16: Illustration of the simple test case of a line of vortices
In this simple case the time derivatives appearing in equation (7.52) may be evaluated 
analytically. The induced velocity components (including images) and their time derivatives 
are summarised below.
in d  i
in d  i
- r ,
T o  - P y - T o  -  P y
2 7 T
{ ^ 0 i - ^ ^ J ~ P x )  + ( T o { ^ o i + ^ J - P x )  + ( - T o
r , ^0 / + P ^ J ~ P x ^0/ ~y^J~Px
27T
+  P ^ J - P x f  + { y o ~ P y f (xo,. +  U J - P ^ ^  +  ( - T o  - P y )  ^
(7.53)
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lyx^i +  U j - P ^ 2{Xq. -\-Uj -P^
^x)  +(>’0 ^v) j \{^0i +  (~3^ 0 “  )
1 1
0^, +()^0 - ^ )  i ^ O i + ^ J - ^ )  + {~yO -Py
(7.54)
The streamwise pressure gradient can then be evaluated numerically using the first line of 
equation (7.52).
As a first case, consider equally spaced vortices of equal strength but alternating sign all 
moving at constant speed over the point P. This configuration creates a periodic forcing that 
appears almost sinusoidal if the spacing between the vortices d  is chosen appropriately. The 
array of vortices was extended 20 wall heights either side of P and cycled periodically (i.e. 
when a vortex crosses the horizontal extent plus d, it is placed back at the start of the array a 
distance d  behind the first element). The value of 20 wall heights was chosen empirically 
based on negligible alteration to the induced velocity field upon sudden replacement of the 
point vortex. The results for two eases are shown below in Figure 7.17.
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Figure 7.17: Correlation coefficient for test case of uniformly translating periodic alternating vortices
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The function appears almost identical to that of the sinusoidal forcing result shown in Figure 
7.1. Furthermore an increase of has the same effect as increasing the frequency of the 
single-mode phasor forcing function, namely to increase the initial rate of decline of the 
correlation coefficient very near the wall. Note that the unit of U /d  is or Hz, a frequency. 
In similar fashion, an undershoot is also visible before the correlation coefficient reaches a 
steady value equal to that given by the phasor function of 0.707, and there appears to be zero 
gradient in the correlation coefficient at the wall. Thus one may conclude from this result that 
the simple sinusoidal pressure gradient forcing term examined right at the start of this chapter 
is analogous to a uniformly translating array of equally spaced vortices of equal strength but 
alternating sign, at constant height off the wall.
An improvement to this point vortex model with respect to realism would be to have 
uniformly distributed random vortex strengths. A selection of results for such a case is shown 
below in Figure 7.18, where the vortex strengths are randomly distributed between +1 and -1. 
The inter-vortex spacing was 1 unit of distance and the height off the wall was 0.5 units.
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Figure 7.18: Correlation coefficient for test case of uniformly translating random vortices of equal spacing
As found previously, increasing the advection speed for a given inter-vortex spacing has 
similar effect to increasing the frequency of the equivalent sinusoidal pressure gradient 
forcing function. Interestingly the distribution appeared to have only a small effect on the far-
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wall asymptotic value and also on the initial decline of the correlation coefficient, however 
there is no correspondence between increased advection speed and far-wall asymptotic value 
(compare =0.25 with =  4). The important feature of this case is that the far-wall
correlation coefficient is now below 0.707, the value attained with periodic alternative 
vortices or, analogously, sinusoidal pressure gradient forcing. It is worthwhile examining the 
time history of the induced wall pressure gradient and the resulting wall shear stress caused 
by the overhead passage of vortices of random strength and sign. These are shown below in 
Figure 7.19. Recall that the units are arbitrary.
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Figure 7.19: Time histories of streamwise wall pressure gradient (top) and wall shear stress (bottom) for 
uniformly translating, equally spaced random vortices, at fixed height off the wall
These signals bear qualitative resemblance to those of the various noise functions created by 
superposition of modes with the phasor pressure gradient forcing function (c.f. Figure 7.10), 
namely aperiodicity and multi-scale structure, although the present case does not generate 
monofi*actal signals since their power spectrum do not exactly follow an inverse power law.
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This test case involving random vortex strength and sign confirms previous findings that 
aperiodicity of pressure gradient fluctuations causes a lowering of the far-wall correlation 
coefficient of wall shear stress and velocity. However, this test case also shows that random 
vortex strength is insufficient to model the gradual decline in the correlation coefficient with 
increasing wall-normal distance. The question of how to model this particular feature of the 
experimental data using the point vortex model remains a topic for future investigation. There 
are many combinations of options such as non-equal spacing, vertical velocity, time-varying 
vortex strength and spacing and velocity, allowing mutual induction of the vortices, and 
having a two dimensional distribution of vortices.
7.3 Concluding Rem arks
A model was devised to attempt to reproduce the experimentally measured correlation 
between instantaneous wall shear stress and instantaneous tangential velocity in the near-wall 
region. This model was based on a one-dimensional oscillating viscous sublayer with some 
specified streamwise pressure gradient forcing function. Various different forcing functions 
were explored, such as single mode phasors with and without wall-normal spatial lag (finite 
wavelength), multi-mode phasors synthesising white, pink and brown noise, and finally a 
travelling point vortex model. The general finding was that aperiodicity is an essential feature 
of the pressure gradient fluctuations in order to lower the far-wall correlation coefficient to a 
value closer to the measured result. Considering the chaotic motions of turbulent flow, this is 
perhaps a rather obvious finding. More useful was the finding that a large scale spatial phase 
lag in the wall-normal direction was required to model the linear decline in the correlation 
coefficient with wall-normal distance after an initial rapid decline very near the wall. This 
phase lag visually appeared as a rocking motion of the now tilted external velocity profile 
rather than a rigid motion of a straight velocity profile. It is not immediately clear what aspect 
of the turbulent flow this spatial phase lag represents. Being a simplified model, there may in 
fact be no connection and the entire result is just pure coincidence and all the above has 
merely been an exercise in curve fitting. Hopefully this is not the case.
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8 THEORETICAL ANALYSIS OF THE PRESSURE- 
VELOCITY CORRELATION AND ITS NEAR-WALL 
ASYMPTOTIC BEHAVIOUR
In consideration of the fact that the model developed in the previous chapter was entirely 
based around fluctuating gradients of pressure and was able to qualitatively describe the 
experimental observations, a hirther investigation into the physics of pressure fluctuations in 
the near wall region is warranted. A logical starting point would be to develop a transport 
equation for the pressure-velocity correlation and then examine the terms that remain in the 
special case of the near-wall region. The fluctuating pressure-velocity transport equation can 
be obtained by multiplying the Navier-Stokes equations by the instantaneous pressure, 
carrying out a Reynolds decomposition into mean plus fluctuating parts, taking the time 
average and then subtracting off the mean equation. The last stage involves some substantially 
involved vector calculus operations to collect terms and simplify the equation into a 
physically meaningful form. For the sake of brevity only the final result for an 
incompressible, constant property Newtonain fluid in the absence of any body forces or 
material sources is shown here
9 pa ..dp  , /n
dt dt
u— +  (U« V);?u — v(V« j9ü) +  (/?u* v j u +  (v« V)/>u — u(V« pu)
"lÏ L2 L3 L4 L5
J _ „ —  . ^
  R3 R4
(8.1)
R1 R2
The unit of pu is W/m  ^which is a surface power (rather like irradiance in optics), and so the 
equation when integrated into control volume form describes the time rate of change of 
incident ‘flow power’ through the surfaces of the elemental control volumes. Therefore the 
equation could be called a turbulent flow power transport equation. The physical 
interpretation of each individual term shall now be expounded. A change in the turbulent flow 
power (TFP) may be caused by:
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LI -  Time-varying mean flow 
L2 -  Advection by the mean flow
L3 -  Transport by fluctuations and mean flow gradients with pressure-gradient work 
L4 -  Production of TFP by mean shear
L5 -  Advection and transport by velocity fluctuations. Note that this term originates 
from the Reynolds stresses.
R1 -  Transport by pressure fluctuations 
R2 -  Viscous diffusion
R3 -  Viscous diffusion of pressure fluctuations modulated by velocity fluctuations 
R4 -  Viscous dissipation by fluctuating strain rate / pressure gradient interactions
The Link with the Turbulence Kinetic Enersv Equation
Most of the terms involve either transport or diffusion of TFP, with the only production term 
being L4 which involves mean shear. This is similar to the production term in the turbulence 
kinetic energy (TKE) equation. Examination of the TKE equation (6.11) reveals that the TFP 
appears in the TKE equation as a transport divergence term. Therefore TFP is involved only 
in the transport or redistribution of TKE between components and has no direct role in the 
production or dissipation of turbulence, although the production mechanism for both TKE and 
TFP is the same -  mean flow shear. The TKE transport term involves the divergence of TFP. 
In the TFP equation, the divergence of TFP appears in terms L2 and L5 modulated by the 
local mean and fluctuating velocity components respectively. Terms L2 and L5 are advection 
(i.e. transport) terms themselves. This means that transport of TFP and transport of TKE are 
directly linked. This is because transport of TFP leads to a change of TFP components, and 
any change in the TFP field results in a transport or redistribution of TKE if and only if the 
resulting TFP field is not solenoidal (divergence free) at the point in question. Applying the
Helmholtz decomposition />u = V(3 + V xA  where cp and A are scalar and vector potentials
respectively and taking the divergence gives V*/?u = V^ ç? + V » (V x A ) .  Since the
divergence of the curl is zero, this means that the local divergent part of the TFP field is 
described solely by the gradient of some scalar potential given by the Poisson equation
V^  ^= V • />u. Furthermore, observe that V x Vç? = 0 . In other words:
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It is the irrotational part of the TFP field that plays a part in the transport of TKE.
The Link with the Reynolds Stress Tensor Equation
The only term in which pressure and velocity appear together in the Reynolds stress tensor 
equation (6.14) is the third term on the right hand side (R3). This term represents the transport 
and redistribution (return towards isotropy) of Reynolds stresses by fluctuating pressure-strain 
rate interactions and turbulent diffusion and can be written out explicitly as the following 
tensor
—u(g>yp =  
P
dpu du dpu du dpu
------ \ \
du
dx ^ d x dz ^ dz j
1 dpv dv dpv dv dpv dv
p dx ^ dx dz ^ dzj
dpw dw dpw dw dpw dw
dx ^ dx ^ 9 y , dz ^ dz //
(8.2)
Observe that the trace of this tensor returns the pressure-velocity transport term in the TKE 
equation, — Now,  consider the off-diagonal terms that correspond to equations for
the Reynolds shear stresses. Here the derivatives of TFP are taken in a transverse manner, 
rather than longitudinal. Thus the TFP field need not be irrotational in order to effectuate 
transport of Reynolds stresses. The irrotational part of the TFP field is involved in the 
transport of TKE, and the solenoidal part in the transport of Reynolds shear stresses.
The key role of spatial gradients of TFP in the transport or redistribution of both TKE and 
Reynolds stresses has now been demonstrated. The turbulence dynamics are complicated by 
the intrinsic coupling of these equations and the fact that spatial gradients of TFP also cause 
the evolution of the TFP field itself, in essence setting up a non-linear feedback loop much 
like the non-linear advection terms in the momentum equation. A further feedback loop is
created by the An term present amongst the transport terms in the TKE equation. Thus TFP 
evolution changes itself while transporting TKE, which in turn transports itself through the 
divergence of kinetic energy and velocity interactions.
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The Dynamics o f  TFP in the Near-Wall Re2Îon
At the wall the no slip boundary condition applies, which means that all velocities (mean and 
fluctuating) and their wall-parallel derivatives become zero. Many terms are consequently 
eliminated from the general TFP equation. However, wall-normal derivatives of velocity are 
generally not zero and must be preserved. An order of magnitude analysis can further reveal 
the relative importance of the remaining terms and whether more terms can be neglected in 
order to develop a simple analytical model.
Firstly for the equation at the wall the boundary conditions are
U =  V =  JV =  u =  v =  w =  0 (8.3)
and consequently if there are no velocity fluctuations then =  0
dpu
"âT
— Vp^ (pu] — 2u(Vu)»(Vp) =  0
2 p   ^ ’
(8.4)
At the wall, the TFP is governed by a balance between spatial gradients of mean square 
pressure fluctuations, viscous diffusion of TFP, and fluctuating strain rate and pressure 
gradient interactions. Now, supposing a steady-state two-dimensional mean flow, and noting 
that at the surface the no-slip condition requires that all wall-parallel derivatives of velocity 
are zero, the components of the equation are
0 =
0 =
I dp"
2p dx
1 V
a
pu pu
 ^ dx^ dy^
d^pv pv
dx^ 8 /
^du dp
(8.5)
^dv dp
Let the equation be non-dimensionalised as follows
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u =  uU 
v =  vU 
X — xL 
y  =  y8 
P =  ppu^
where U is some representative velocity scale. The components of the equation are now
0 =
0 =
1 dp^ 1 d^pu 1} d  ^pu du d p
2 dx Re^ ~2 a y d y  d y
\ dp^ 1 8 d  ^pv L d  ^pv dv d p
2 d y Re^ T ~1^ dx 8 dy^ 6 d y  d y
Also the continuity equation
\ du I dv 
L dx 8 d y
which implies that if u =  0 (l)  then v =  0(fyZ). Based on the streamwise component 
equation, the Reynolds number must be 0 [ l } /8^  ^ and the second derivative term w.r.t % can
be neglected. Using the value Û 18^  for the Reynolds number gives
0 =
0 =
\ d p  d  ^pu
2 dx
1 dp^
^du d p
ay
8 d  ^pv  ^8 dv d p
2 d y  L QŸ L d y  d y
This shows that the last two terms in the y-component equation which are Oif/L)  can also be 
neglected. Finally the dimensional equation can now be written
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i  &
.  9 ?
pu du dp
(8.6)
The y-component equation provides a useful Neumann boundary condition for the mean- 
square pressure fluctuations:
The wall-normal gradient of p  ^ is zero
Since these equations are only valid right on the surface, one cannot state that p  ^ is constant 
throughout the layer. The x-component equation has almost identical form to the equivalent 
viscous sublayer equation (from the momentum equations) except for an additional term 
involving the correlation between strain and pressure gradient fluctuations.
It is also of interest to examine the form of the equation at the surface in the asymptotic cases 
of zero and infinite Reynolds number. For infinite Reynolds number:
0 =
0 =
1 dp^ 
2p dx
- I ê Z
2p ^
i.e. Vp^ =  0. This is interesting in that it shows how as the Reynolds number is increased the 
streamwise gradient of mean-square pressure fluctuations at the surface becomes closer to 
zero, or simply that, at the surface, p  ^ becomes homogeneous. What is perhaps more striking 
is that all references to the TFP disappear. This means that in the viscous sublayer, molecular 
diffusion is the only process by which TFP can evolve. In the opposite case of zero Reynolds 
number:
2 4 8
^dudp  
dy  ^ dy dy
pv dv dp
dy dy dy
Now the mean-square pressure fluctuations do not even contribute to the TFP, and the wall- 
normal evolution of pv  is not negligible right near the surface. This is because in this 
creeping flow regime, viscous diffusion is the dominant process, and this molecular process is 
isotropic. Comparison of the x-component equation with that of the original equation reveals
how assuming dp^jdx =  0 is no different to assuming zero Reynolds number when
considering the evolution of pu . Practically this means that if such an assumption is used, the 
resulting computations should only be supposed valid very near the surface, well inside the 
viscous sublayer.
Attempt to Solve the TFP Equation at the Surface
Supposing that the streamwise gradient of p^ at the surface can be specified as a known 
function ofy, then the equation to solve takes the following form
=  (8.7)
dy dy dy v
An equation for dujdy can be obtained from the unsteady viscous sublayer equation with 
dpjdx  specified
du 1 dp d^u
dt p dx dy'
Lastly an equation for dp/dy  is required. This can be obtained by taking the divergence of 
the fluctuating Navier-Stokes equation and integrating the resulting Poisson equation once for 
the pressure (after reducing the equation to those terms that apply in the viscous sublayer 
only). Starting with the incompressible, constant property assumption:
2 4 9
5V»u
dt
V • (V • (u (g) u)) =  — V • (V • t)
V • ((u • V)u] =  — V • (—Vp +  /iV^u) 
V»(u* V)u =  —-V^p +  z/V (8.9)
—V^p — — V»(u • V)u 
P
The last term on the right hand side was eliminated by using the fact that the divergence of the 
vector Laplacian of a solenoidal vector field is zero. This is a scalar equation which can be 
written out in Cartesian components. Considering a two-dimensional flow only for this case
d  ^p  d^p
dx dy
d
dx
du du + dv dv (8.10)
Next, all outer-scale inertia terms and derivatives w.r.t x at the surface except for the second 
derivative of pressure (which is taken to be a known forcing function) can be dropped. The 
pressure equation reduces to a Laplace equation
^  +  ^  =  0 
dy^ (8.11)
This very interesting result shows that viscous diffusion of momentum has no effect on the 
pressure field, and therefore only the non-linear advection terms and non-conservative body 
force fields can alter the pressure field. This means that for a viscous dominated creeping 
flow, the pressure field is entirely a function of the boundary values, and can be found by 
solving the Laplace equation above. In the present case, matters are made even simpler by the 
fact that the streamwise derivative of pressure is being specified as a forcing function, 
therefore the required result immediately follows
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dp r  d^p
= - J dy
At the wall (y  =  0 ), it can be supposed that the constant of integration is zero such that
=  0
j = 0
Therefore a Neumann boundary condition applies to the pressure field, just as for the mean- 
square fluctuating pressure field. This important result (via supposition) means that the 
streamwise TFP equation can now actually be solved analytically in the immediate vicinity of 
y =  0
Due to the no-slip condition, pu   ^ =  0 and so Q  =  0. The final equation for the near-wall
asymptote of pu  is
dp '
dx
-dydy + C^y (8.12)
As was shown earlier, in the zero Reynolds number limit the influence of dp^ jd x  disappears, 
which reduces the above even further to just pu = C^y, i.e. streamwise TFP increases linearly
off the wall in the viscous sublayer. This is analogous to the mean streamwise velocity profile 
in the viscous sublayer, but here the slope is undetermined, and it may be even be negative. It
should also be noted that in the zero Reynolds number limit where dp^ /d y  also disappears, a 
similar result is produced for the wall-normal TFP, namely pv = C /y . Since this is only the 
case at zero Reynolds number ( pv  near the surface quickly becomes zero as the Reynolds
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number is increased), it is expected that C / <C Q . This means that pressure fluctuations near
the surface are more correlated with the streamwise velocity fluctuations than the wall-normal 
velocity fluctuations.
Attemvt to Solve the TFP Equation Further Away from the Surface
Now the wall-normal gradient of pressure shall be integrated off the surface, and an equation 
for du/dy is sought to form the correlation that was previously set to zero (as it actually is on 
the surface). As a first attempt, the streamwise pressure gradient shall take the form of a 
simple infinite wavelength oscillation in time and the solution of Devenport & Sutton (1991) 
for the associated fluctuating streamwise velocity component can be used immediately.
p dx
ax'
Au — —
LÜ
sin(cut) — sm
du A - f
dy ujSq
sm yLût----- +  COS yu t -  —
^0))
Since the pressure gradient has no streamwise structure, the second derivative is zero which 
means that
dp = C
and this constant must be zero since the specified streamwise pressure gradient has no spatial 
structure and is merely a push-pull action throughout all space. So for a simple oscillating 
pressure gradient it turns out that
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du dp A 
 — =  C — — e
ü j8. sin +  COS Lût — y =  0 (8.13)
Thus for an oscillating streamwise pressure gradient with no spatial structure, the near wall 
asymptote for pu  (equation (8.12)) can validly be extended away from the wall. In order to 
change this result a non-zero second derivative of pressure fluctuation in the streamwise 
direction is required, i.e. the streamwise fluctuating pressure gradient must have streamwise 
structure and vary in time. An alternative requirement is that the wall-normal pressure 
gradient be some function of time.
All was not in vain though, as it may still be possible to formulate an expression for dp^ /d x
that can be used in the equation for pu  . Supposing now a real fluctuating pressure gradient 
(since the phasor function gives zero mean-square)
p  = —pAxsm (ut)
p^ = - p ^ A ^ x ^
2
dp '
dx
In the one-dimensinonal simplification the x-location has no meaning and so it can be set to 
any value. This means that for an oscillating streamwise pressure gradient
dp '
dx
K
The streamwise gradient of the mean-square fluctuating pressure is constant with respect to y, 
at a given x  location. Inserting this result into the equation for pu  gives
pu 1 dp^ 
Ap, dx
y  + C j y (8.14)
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Thus any quadratic feature in the wall-normal variation of pu  (near the surface) is an 
indication of the local existence of a constant d p ^ /d x .  This is analogous to the streamwise 
component of mean velocity in the viscous sublayer where instead of dp^ /d x  there is 
dP jdx .
Obtainins an Equation for the Mean-Sauare Fluctuatins Pressure
The Poisson equation for the fluctuating pressure can be multiplied by p  to produce an 
equation for p ^ . Using the continuity equation to eliminate the viscous diffusion term and 
also to recast the non-linear advection term gives the following form of the pressure Poisson 
equation
1 a"pl a"v"
p ax" ax" ' ay"
1
dxdy ^
(8.15)
Multiplying both sides by p, taking p  into the derivatives and then averaging eventually gives
1
2p
2 2
dx^
-2
dx
d /
+ 'a p '"
d^ pu^ d^ pv
dx^ 
- 2
dy
2 2 d^P
dp a«" dp av"
dx dx dy dy
+2 d puv
dxdy
uv a"p dp duv dp duv
dxdy dx dy dy dx
(8.16)
This equation contains new unknown third order products, yet another example of the closure 
problem of RANS equations. Equations governing the transport of the third order products 
that appear in this equation can be obtained by multiplying the Reynolds stress tensor 
equation by p  and carrying out a similar procedure as above. Of course the resulting equations 
will themselves contain unknown fourth-order products and so on.
All the terms on the right hand side have their origins in the non-linear advection term of the 
Navier-Stokes equation. Again, consider the viscous dominated near-wall region where such
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terms may 
solution
be neglected. The resulting Poisson equation is now amenable to analytical
2 2
d y
dp
dx
+ dp (8.17)
Now, inserting this result into the near wall approximation of the equation for pu  gives
—  1pu = —
2/i
2 „ 2
dy'
dxdydy + C^y (8.18)
toFor a two-dimensional flow field, d^ p'  ^jdy^ is generally unknown and the only way
proceed is to numerically solve the Poisson equation for p^ and then numerically obtain and
then integrate the derivative dp^ I  dx in the pu  equation. However, in a one-dimensional 
system, the streamwise pressure gradient may be specified and so the integration could 
actually be carried out.
Concludins Remarks
An equation for the behaviour of the streamwise pressure-velocity correlation pu  in the near­
wall asymptote was derived solely for the purpose of making a prediction that can be 
validated (or indeed invalidated, as the case may be) by future experimentation that includes 
the measurement of instantaneous surface pressure in addition to velocity. En-route to 
deriving this equation, various interesting physical insights were made, such as the existence 
of a Neumann boundary condition on the mean-square pressure fluctuations at the wall and
how only the irrotational part of the pn  field is responsible for the transport of turbulent 
kinetic energy (via the transport divergence term in the turbulent kinetic energy equation).
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9 CONCLUDING REMARKS
The experiments carried out as part of this thesis demonstrated the absolute accuracy of the 
pulsed-wire wall shear stress probe in the vicinity of a separating flow by direct comparison 
with oil film interferometry. It was also shown that oil film interferometry carried out with a 
vertical orientation can be used as usual in the region approaching mean separation as well as 
continuing into the recirculation region. However it was found that the effects of gravity may 
affect the results in the very near vicinity of mean separation and that this can be mitigated by 
extending the duration of the oil film experiment. Curiously, despite the presence of an 
adverse gradient of wall shear stress, the self-similar solution for obtaining the wall shear 
stress from the measured oil film thickness profile gave both an improved self-consistency in 
the regions of data overlap as well as better agreement with the pulsed-wire data. It is 
recommended that a dedicated experiment to assess the effects of gravity on a vertically 
oriented oil film experiment be carried out at some point such that improved operating 
practises in this situation may be developed.
The use of transit time sample weighting in the processing of laser Doppler anemometry data 
was essential to remove the high velocity bias in the statistics. The arrival time interval was 
insufficient for this task as it was not highly correlated with the velocity magnitude. The 
imperfect correlation between the transit time and the velocity magnitude was found to be 
almost entirely related to the shape of the laser measurement volume.
The flow in the approach to separation under an adverse pressure gradient was found to be 
anisotropic and inhomogeneous, with the degree of anisotropy not significantly altering 
through separation. In the near wall region the rate of production of turbulence kinetic energy 
decreases towards separation while there is a reversal of the roles of the Reynolds shear stress 
and Reynolds normal stress such that the decelerating flow in combination with the 
streamwise normal stress contributes most to the production of turbulence kinetic energy. 
This means that under strong pressure gradients, the influence of the Reynolds normal stresses 
cannot be neglected in the production term of the turbulence kinetic energy equation. In 
particular it was found that a disparity between the streamwise and transverse normal stresses 
was necessary in order for this method of production to function, implying that only 
anisotropic turbulence can contribute to its own production under a decelerating mean flow.
256
Regarding the transport of turbulence kinetic energy and Reynolds shear stresses by turbulent 
diffusive transport processes in the vicinity of separation, the terms involving streamwise 
gradients of velocity triple-products were found to be negligible compared to the wall-normal 
gradients. The adverse streamwise pressure gradient only directly influences the mean flow, 
while its effects on the turbulent transport of turbulence kinetic energy and Reynolds shear 
stress occur indirectly through altered production of turbulence kinetic energy. Specifically, 
the decelerating mean flow enhances production of turbulence kinetic energy via interaction 
of the mean streamwise strain rate with the normal Reynolds stresses, provided the turbulence 
is anisotropic. Subsequently the wall-normal gradient of correlated interaction of this altered 
turbulence kinetic energy with velocity fluctuations leads to altered turbulent 
transport/diffusion of turbulence kinetic energy and Reynolds shear stress.
An extension of the conditional sampling technique of quadrant splitting by including the wall 
shear stress as an extra condition led to the creation of an octant splitting technique. It was 
found that turbulent ejection events in combination with reversed instantaneous wall shear 
stress dominate throughout the near-wall flow, followed by inward interaction in combination 
with reversed instantaneous wall shear stress. In the approach to separation, outward 
interactions and sweeps with positive instantaneous wall shear stress increase in occurrence 
while the aforementioned dominant processes experience a relative decrease in occurrence.
A key finding in this work is the existence of a correlation of instantaneous wall shear stress 
with tangential velocity that persists but gradually decays with increasing distance from the 
wall. Conversely the wall shear stress is practically uncorrelated with the wall-normal 
velocity at any distance. This pattern of behaviour appeared to hold over all the measured 
stations and the collapse of the correlation coefficient of the fluctuating quantities onto a 
tightly grouped line suggests a possible universal behaviour. It is therefore worth testing this 
correlation on a canonical zero pressure gradient flat plate boundary layer setup to confirm 
whether this is the case. Furthermore, by analysis of time-lagged correlations of wall shear 
stress and tangential velocity it was clearly shown how the velocity fluctuations lead the wall 
shear stress, lending firm support to the idea that large scale outer motions drive the near wall 
flow. This behaviour held true except in the near vicinity of separation very close to the wall 
where the wall shear stress began to lead the local velocity. Finally by inspection of the 
autocorrelation functions it was found that the integral timescale of the typical meso-scale 
eddies grows monotonically towards separation implying a general enlarging of the flow
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structures in the region. The much larger integral timescale of the streamwise velocity 
component compared to that of the transverse component further confirmed the elongated 
nature of the flow structures in the region.
An attempt to understand the physics of the near wall stress/velocity correlation using a 
simple low order model based on an oscillating viscous sublayer subjected to external forcing 
by an oscillating pressure gradient (in line with the notion of outer layer motions driving the 
near wall events) proved partially successful in eventually capturing the initially rapid decay 
of the correlation coefficient with distance from the wall followed by the linear fall-off with 
continuing distance from the wall. In order to capture this gradual fall-off with further 
distance from the wall it was necessary to include finite spatial extent of the pressure gradient 
forcing term by adding a spatial phase lag that can also be interpreted as a wall-normal 
travelling wave of wavelength of the order of two boundary layer thicknesses. The model 
indeed provided qualitative agreement with the experimental results, but substantially over­
predicted the absolute values of the correlation coefficient. Attempts with multi-mode forcing 
showed that it was possible to reduce the general level of the correlation closer to that of the 
experimental results by using broadband white noise pressure gradient forcing. A point vortex 
model was developed in an attempt to introduce some notion of realistic structures to the 
forcing term, however this approach failed to model the fall-off in correlation with distance 
from the wall and it predicted a levelling off of the correlation coefficient in a similar manner 
to the infinite wavelength single mode forcing function. The key point to take away from this 
investigation is that the near wall flow cannot be treated in a quasi-steady manner due to the 
phase lag between the velocity fluctuations far from the wall and the wall shear stress directly 
beneath. Furthermore, the lack of correlation of wall shear stress with wall-normal velocity 
fluctuations implies that any attempt to calculate the instantaneous wall shear stress from an 
outer flow computation of the ‘instantaneous’ Reynolds shear stress will fail.
Measurements of instantaneous wall pressure were not made in this experiment, and since the 
pressure-velocity correlations are involved in the redistribution of turbulence kinetic energy it 
is a key quantity that should be investigated further. Theoretical predictions were made of the 
near wall behaviour of the pressure-velocity correlation as well as the fluctuating pressure 
variance that may be tested experimentally. If a future experiment to continue this work is to 
be carried out, it is recommended that the instantaneous wall pressure be measured along with 
the wall shear stress and the near wall velocity fluctuations in order to build an even more
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complete picture of the key quantities that play a role in the dynamics of turbulence in the 
approach to smooth-wall flow separation under an adverse pressure gradient.
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