As is well known, average-cost optimality inequalities imply the existence of stationary optimal policies for Markov Decision Processes with average costs per unit time, and these inequalities hold under broad natural conditions. This paper provides sufficient conditions for the validity of the average-cost optimality equation for an infinite state problem with weakly continuous transition probabilities and with possibly unbounded one-step costs and noncompact action sets. These conditions also imply the convergence of sequences of discounted relative value functions to average-cost relative value functions and the continuity of averagecost relative value functions. As shown in the paper, the classic periodic-review inventory control problem satisfies these conditions. Therefore, the optimality inequality holds in the form of an equality with a continuous average-cost relative value function for this problem. In addition, the K-convexity of discounted relative value functions and their convergence to average-cost relative value functions, when the discount factor increases to 1, imply the K-convexity of average-cost relative value functions. This implies that average-cost optimal (s, S) policies for the inventory control problem can be derived from the average-cost optimality equation.
Introduction
For Markov Decision Processes (MDPs) with average costs per unit time, the existence of stationary optimal policies follows from the validity of the average-cost optimality inequality (ACOI). Feinberg et al. [5] established broad sufficient conditions for the validity of ACOIs for MDPs with weakly continuous transition probabilities and possibly noncompact action sets and unbounded one-step costs. In particular, these and even stronger conditions hold for the classic periodic-review inventory control problem with backorders; see Feinberg [4] or Feinberg and Lewis [8] . Previously, Schäl [16] established sufficient conditions for the validity of ACOIs for MDPs with compact action sets and possibly unbounded costs. Cavazos-Cadena [2] provided an example in which the ACOI holds but the average-cost optimality equation (ACOE) does not. This paper presents sufficient conditions for the validity of ACOEs for MDPs with infinite state spaces, weakly continuous transition probabilities and possibly noncompact action sets and unbounded one-step costs and, by showing that the classic periodicreview inventory control problems satisfy these conditions, establishes the validity of the ACOEs for the inventory control problems.
Sufficient conditions for the validity of ACOEs for discrete-time MDPs with countable and general state spaces with setwise continuous transition probabilities are described in Sennott [17, Section 7.4] , [18] and Hernández-Lerma and Lasserre [10, Section 5.5], respectively. Zheng [20] used Sennott's results to provide a simple proof of the optimality of (s, S) policies for average-cost periodic-review inventory control problems with discrete demand.
Jaśkiewicz and Nowak [12] considered MDPs with Borel state space, compact action sets, weakly continuous transition probabilities and unbounded costs. The geometric ergodicity of transition probabilities is assumed in Jaśkiewicz and Nowak [12] to ensure the validity of the ACOEs. Costa and Dufour [3] studied the validity of ACOEs for MDPs with Borel state and action spaces, weakly continuous transition probabilities, which are positive Harris recurrent, and with possibly noncompact action sets and unbounded costs. Neither the geometric ergodicity nor positive Harris recurrent conditions hold for the periodic-review inventory control problem.
An early attempt, to establish for problems with weakly continuous transition probabilities the results on the validity of the ACOE similar to the results in Hernández-Lerma and Lasserre [10, Section 5.5] for problems with setwise continuous transition probabilities, was undertaken in Montez-de-Oca [14] . However, the formulations and proofs there, as well as some proofs in [3] , relied on a technically incorrect paper with statements contradicting a counterexample in Luque-Vasques and HernndezLerma [13] relevant to Berge's maximum theorem. Section 2 of this paper describes the general MDPs framework. In particular, it states Assumptions (W*) and (B) from Feinberg et al. [5] , which guarantee the validity of the ACOIs. Section 3 provides the sufficient conditions for the validity of the ACOEs, which extends the sufficient conditions in Hernández-Lerma and Lasserre [10, Theorem 5.5.4 ] to weakly continuous transition probabilities. By verifying these conditions, it is shown in Section 4, that the ACOE holds for the classic periodic-review inventory control problems with general demands. The paper also establishes Kconvexity and continuity of the average-cost relative value function and shows that an optimal (s, S) policy can be derived from the ACOE. It also shows that at the level s there are at least two optimal decisions: do not order and order up to the level S.
Model definition
Consider a discrete-time MDP with a state space X, an action space A, one-step costs c, and transition probabilities q. Assume that X and A are Borel subsets of Polish (complete separable metric) spaces.
Let c(x, a) : X × A → R = R ∪ {+∞} be the one-step cost and q(B|x, a) be the transition kernel representing the probability that the next state is in B ∈ B(X), given that the action a is chosen in the state x.
We recalled that a function f : U → R ∪ {+∞} for a metric space U, where U is a subset of a metric space U, is called inf-compact, if for every λ ∈ R the level set {u ∈ U : f (u) ≤ λ} is compact.
Let the one-step cost function c and transition probability q satisfy the following condition.
Assumption (W*). (i) c is K-inf-compact and bounded below, and
(ii) the transition probability q(·|x, a) is weakly continuous in (x, a) ∈ X × A, that is, for every bounded continuous function f :
The decision process proceeds as follows: at each time epoch t = 0, 1, . . . , the current state of the system, x, is observed. A decision-maker chooses an action a, the cost c(x,a) is accrued, and the system moves to the next state according to q(·|x, a). Let H t = (X×A) t ×X be the set of histories for t = 0, 1, . . . . Let Π be the set of all policies. A (randomized) decision rule at period t = 0, 1, . . . is a regular transition probability π t : H t → A, that is, (i) π t (·|h t ) is a probability distribution on A, where h t = (x 0 , a 0 , x 1 , . . . , a t−1 , x t ), and (ii) for any measurable subset B ⊂ A, the function π t (B|·) is measurable on H t . A policy π is a sequence (π 0 , π 1 , . . . ) of decision rules. Moreover, π is called non-randomized if each probability measure π t (·|h t ) is concentrated at one point. A non-randomized policy is called stationary if all decisions depend only on the current state.
The Ionescu Tulcea theorem implies that an initial state x and a policy π define a unique probability P π x on the set of all trajectories H ∞ = (X × A) ∞ endowed with the product of σ-field defined by Borel σ-field of X and A; see Bertsekas and Shreve [1, pp. 140-141] or Hernández-Lerma and Lasserre [10, p. 178] . Let E π x be an expectation with respect to P π x . For a finite-horizon N = 0, 1, . . . , let us define the expected total discounted costs,
where α ∈ [0, 1) is the discount factor and v π 0,a (x) = 0. When N = ∞, equation (2.1) defines an infinite-horizon expected total discounted cost denoted by v π α (x). Let
The average cost per unit time is defined as
Define the optimal value function w(x) := inf π∈Π w π (x), x ∈ X. A policy π is called average-cost optimal if w π (x) = w(x) for all x ∈ X. Let
The function u α is called the discounted relative value function. Assume that the following assumption holds in addition to Assumption (W*).
Assumption (B). (i) w * := inf x∈X w(x) < +∞, and (ii) sup
As follows from Schäl Define the following function on X for the sequence {α n ↑ 1} n=1,2,... :
In words,ũ(x) is the largest number such thatũ(x) ≤ lim inf n→∞ u αn (y n ) for all sequences {y n → x}. Since u α (x) is nonnegative by definition, thenũ(x) is also nonnegative. The functionũ, defined in (2.5) for a sequence {α n ↑ 1} n=1,2,. 
withũ defined in (2.5) for an arbitrary sequence {α n ↑ 1} n=1,2,... , and
These equalities imply that the stationary policy φ is average-cost optimal and w φ (x) does not depend on x. Inequality (3.1) is known as the ACOI. We remark that a weaker form of the ACOI with w substituted withw is also described in Feinberg et al. [5] . If Assumptions (W*) and (B) hold, let us define w := w; see (3.2) for other equalities for w.
Recall the following definition. The family H is called equicontinuous (on X) if it is equicontinuous at all x ∈ X.
The following theorem provides sufficient conditions under which there exist a stationary policy φ and a functionũ(·) satisfying the ACOE. This theorem is similar to Theorem 5.5.4 in Hernández-Lerma and Lasserre [10] , where MDPs with setwise continuous transition probabilities are considered. Theorem 3.2. Let Assumptions (W*) and (B) hold. Consider a sequence {α n ↑ 1} n=1,2,... of nonnegative discount factors. If the sequence {u αn } n=1,2,... is equicontinuous and there exists a nonnegative measurable function U (x), x ∈ X, such that U (x) ≥ u αn (x), n = 1, 2, . . . , and X U (y)q(dy|x, a) < +∞ for all x ∈ X and a ∈ A, then the following statements hold.
(i) There exists a subsequence {α n k } k=1,2,... of {α n } n=1,2,... such that {u αn k (x)} converges pointwise toũ(x), x ∈ X, whereũ(x) is defined in (2.5) for the sequence {α n k } k=1,2,... . In addition, the functionũ(x) is continuous.
(ii) There exists a stationary policy φ satisfying the ACOE with the nonnegative functionũ defined for the subsequence {α 
and the convergence is uniform on each compact subset of X. Consider the functionũ(x) defined in (2.5) for the sequence {α n k } k=1,2,... . In view of the definition of the functionũ(x), there exist a subsequence {α l } l=1,2,... of {α n k } k=1,2,... and a sequence {y l } l=1,2,... ⊂ X such thatα l ↑ 1, y l → x as l → +∞ and
In addition, the family {uα l (x)} l=1,2,... is also equicontinuous for all x ∈ X. For any fixed ǫ > 0, (3.4) implies that there exists a constant
Since the family {uα l } l=1,2,... is equicontinuous, then there exist a constant N 2 > 0 and a neighborhood B(x) of x such that, for all l ≥ N 2 and y l ∈ B(x),
In view of (3.5), there exists N 3 > 0 such that for all l ≥ N 3 ,
Then (3.6), (3.7), and (3.8) imply that for all l ≥ max{N 1 , N 2 , N 3 },
Since ǫ > 0 can be chosen arbitrarily, then (3.4) and (3.9) imply that
(ii) Since Assumptions (W*) and (B) hold, then according to Feinberg et al. [5, Corollary 2] , there exists a stationary policy φ satisfying the ACOI withũ defined in (2.5) for the sequence {α n k } k=1,2,... , that is
To prove the ACOE, it remains to prove the opposite inequality to (3.11). According to Feinberg et al. [5, Theorem 2(iv) ], the discounted-cost optimality equation a) ], x ∈ X, which, by subtracting m α from both sides, implies that for all a ∈ A
Let k → ∞. In view of (2.4), (3.10), and Lebesgue's dominated convergence theorem, (3.12) implies that for all a ∈ A
which implies
, then (3.11) and (3.13) imply (3.3).
Inventory control problem
Let R denote the real line, Z denote the set of all integers, R + := [0, +∞) and N 0 = {0, 1, 2, . . .}. Consider the classic stochastic periodic-review inventory control problem with fixed ordering cost and general demand. At times t = 0, 1, . . . , a decision-maker views the current inventory of a single commodity and makes an ordering decision. Assuming zero lead times, the products are immediately available to meet demand. Demand is then realized, the decision-maker views the remaining inventory, and the process continues. The unmet demand is backlogged and the cost of inventory held or backlogged (negative inventory) is modeled as a convex function. The demand and the order quantity are assumed to be non-negative. The state and action spaces are either (i) X = R and A = R + , or (ii) X = Z and A = N 0 . The inventory control problem is defined by the following parameters.
1. K ≥ 0 is a fixed ordering cost;
2.c > 0 is the per unit ordering cost;
3. h(·) is the holding/backordering cost per period, which is assumed to be a convex function on X with real values and h(x) → ∞ as |x| → ∞; 5. α ∈ [0, 1) is the discount factor.
Without loss of generality, assume that h is nonnegative and h(0) = 0. The assumption P(D > 0) > 0 avoids the trivial case when there is no demand. If P(D = 0) = 1, then the optimality inequality does not hold because w(x) depends on x; see Feinberg and Lewis [8] for details. The dynamic of the system is defined by the equation
where x t and a t denote the current inventory level and the ordered amount at period t, respectively. Then the one-step cost is
where I {a>0} is an indicator of the event {a > 0}, According to Feinberg and Lewis [8, Corollary 6.1, Proposition 6.3], Assumptions (W*) and (B) hold for the MDP corresponding to the described inventory control problem. This implies that the optimality equation for the total discounted costs can be written as
where 
Recall the definitions of K-convex functions and (s, S) policies. 
where the limit exists and α * < 1 since the function h is convex, see Feinberg and Liang [9] .
Theorem 4.3 (Feinberg and Liang [9, Theorem 4.4(i) and Corollary 5.4]).
If α ∈ (α * , 1) is a nonnegative discount factor, then an (s α , S α ) policy is optimal for the discount factor α, where the real numbers S α and s α satisfy (4.5) and are defined in (4.6) respectively with f (x) = G α (x), x ∈ X. The stationary policy ϕ coinciding with the (s α , S α ) policy at all x ∈ X, except x = s α , where ϕ(s α ) = S α − s α , is also optimal for the discount factor α.
As shown in Feinberg and Lewis [8, Equations (6.20) , (6.23)], the optimality inequality can be written as
where
The following statement is Theorem 6.10(iii) from Feinberg and Lewis [8] with the value of α * is provided in (4.7); see Theorem 4.3.
Theorem 4.4. For each nonnegative α ∈ (α * , 1), consider an optimal (s ′ α , S ′ α ) policy for the discounted-cost criterion with the discount factor α. Let {α n ↑ 1} n=1,2,... be a sequence of negative numbers with α 1 > α * . Every sequence {(s ′ αn , S ′ αn )} n=1,2,... is bounded, and each its limit point (s * , S * ) defines an average-cost optimal (s * , S * ) policy. Furthermore, this policy satisfies the optimality inequality (4.8), where the functionũ is defined in (2.5) for an arbitrary subsequence {α n k } k=1,2,... of {α n } n=1,2,...
The following theorem states that the conditions and conclusions described in Theorem 3.2 hold for the described inventory control problem. It also states some problem-specific results.
Theorem 4.5. The MDP for the described inventory control problem satisfies the sufficient conditions stated in Theorem 3.2. Therefore, the conclusions of Theorem 3.2 hold for any sequence {α n ↑ 1} n=1,2,... of nonnegative discount factors with α 1 > α * , that is, there exists a stationary policy ϕ such that for all x ∈ X w +ũ(x) = KI {ϕ(x)>0} + H(x + ϕ(x)) −cx = min{min
where the function H is defined in (4.9). In addition, the functionsũ and H are K-convex, continuous and inf-compact, and a stationary optimal policy ϕ satisfying (4.10) can be selected as an (s * , S * ) policy described in Theorem 4.4. It also can be selected as an (s, S) policy with the real numbers S and s satisfying (4.5) and defined in (4.6) respectively for f (x) = H(x), x ∈ X.
To prove Theorem 4.5, we first state several auxiliary facts. Consider the renewal process Consider an arbitrary α ∈ [0, 1) and a state x α such that u α (x α ) = m α . Then, in view of (4.4), the inequalities x * L ≤ x α ≤ x * U take place. Define E y (x) := E[h(x − S N(y)+1 )] for x ∈ X, y ≥ 0. In view of Feinberg and Lewis [8, Lemma 6.2], E y (x) < +∞. According to Feinberg and Lewis [8, inequalities (6.11) , (6.17) 11) and for
(4.13) Lemma 4.6. The following inequalities hold for α ∈ [0, 1) :
(ii) If x * , x ∈ X and x * ≤ x, then C(x * , x) := sup y∈[x * ,x] U (y) < +∞;
Proof. (i) For x < x * L the inequality u α (x) ≤ U (x) holds because of (4.11). For x ≥ x * L denote by f the function added to the constant K in the right-hand side of (4.12),
(4.14)
For x ≥ x * U , inequality (4.12) and the inequality u * U ≥ x * L imply that
where the first inequality is (4.12), for x ≥ u * U ≥ x α , and the second inequality follows
where the first inequality follows from (4.11), (4.12) , and x * L ≤ x α ≤ x * U , the second inequality holds because the maximum of two nonnegative numbers is not greater than their sum, and the last inequality follows from x * L ≤ x α ≤ x * U . In addition, U (x) < +∞ because all the functions in the right-hand side of (4.13) take real values.
(
where the function f is defined in (4.14) and f (y)
To complete the proof of C(x * , x) < +∞ for x * L ≤ x * , we need to show that sup y∈[x * L ,x] E(y) < +∞. This is true because of the following reasons. First, by Feinberg and Lewis [8, inequalities (6.5), (6, 6) , and the inequality between them], for z ≥ 0 and y ∈ X
where the first inequality follows from the definition of the function E(·), introduced after (4.12), and from (4.16). The second inequality follows from the convexity of h and from
Now consider arbitrary x * , x ∈ X such that x * ≤ x. Choose z * , z ∈ X such that
where the first inequality follows from [
, and the last one follows from (4.15) and from (4.17). (iii) Let us define C(x * , x) = 0 for x * , x ∈ X and x * > x.
where the first equality holds because D is a nonnegative random variable, the first inequality follows from the definitions of the functions U and C, the second inequality holds because an expectation of an indicator of an event is its probability and because the random variable D and the constant C(x * L , x) are nonnegative, and the last inequality follows from E[D] < ∞ and from Lemma 4.6(ii).
The next lemma establishes the equicontinity on X of a family of discounted relative value functions {u αn } n=1,2,... with α n ↑ 1.
Lemma 4.7. For each sequence {α n ↑ 1} n=1,2,... of nonnegative discount factors with α 1 > α * , the family {u αn } n=1,2,... is equicontinuous on X.
Proof. Before providing the proof, we would like to describe its main idea. It is based on estimating the difference between the total discounted costs incurred when the process starts from two states, z 1 and z 2 , when the distance between z 1 and z 2 is small. Let z 1 < z 2 . This estimation is trivial when z 2 ≤ s αn because the function u αn (x) is linear on (−∞, s αn ]. By using Lemma (4.6)(ii), it is possible to derive such estimation for z 1 ≤ s αn < z 2 . For z 1 > s αn , the estimation consists of two parts: (i) the difference between the total holding costs incurred until the process, that starts at z 1 , reaches the set (−∞, s αn ], and this difference is small because of the Lipshitz continuity of the convex function E[h(x − D] on a bounded interval and because the average number of jumps is finite; (ii) the difference between the total costs incurred after the process, that starts at z 1 , reaches (−∞, s αn ], and this difference is small because it is bounded by the differences of the total costs for the two cased z 2 ≤ s αn and z 1 ≤ s αn < z 2 described above. Now we start the proof.
The discounted-cost optimality equations (4.2) and the optimality of (s αn , S αn ) policies, stated in Theorem 4.3, imply that the function v αn (x) is linear, when x ≤ s αn , and 
Therefore, for n = 1, 2, . . . (4.19) where the inequality holds because of α n < 1, the change of the expectations and the absolute values, and because the sum of absolute values is greater or equal than the absolute value of the sum. 20) and 
Formulas (4.23) and (4.24) imply
Therefore, since u αn (y 1 ) − u αn (y 2 ) = v αn (y 1 ) − v αn (y 2 ) for all y 1 , y 2 ∈ X, for x ∈ [s αn , s αn + δ 1 ] and for n = 1, 2, . . .
where the nonnegative function C is defined in Lemma 4.6. Let us define L := (1 − P(D = 0)) −1 , and Q(x, s αn ) := P(0 < D < x − s αn ). Recall that P(D > 0) > 0, which is equivalent to P(D = 0) < 1. Since (1 − α n P(D = 0)) −1 ≤ L, formula (4.26) implies that for n = 1, 2, . . . if |x − y| < δ 3 , which means that the family {u αn } n=1,2,... is equicontinuous on X.
Proof of Theorem 4.5. Since X U (y)q(dy|x, a) = E[U (x + a − D)], where the function U is defined in (4.6), then, in view of Lemma 4.6(iii), X U (y)q(dy|x, a) < +∞ for all x ∈ X and a ∈ A. According to Lemma 4.7, the family {u αn } n=1,2,... is equicontinuous on X. Therefore, Theorem 3.2 implies that there exists a subsequence {α n k } k=1,2,... of {α n } n=1,2,... such that there exists a policy ϕ satisfying ACOE (3.3) withũ defined in (2.5) for the sequence {α n k } k=1,2,... , the function u αn k converges pointwise toũ, and the functionũ is continuous. According to Feinberg and Lewis [8, Theorem 6 .10], the (s * , S * ) policy satisfies the ACOI withũ defined in (2.5) for the sequence {α n k } k=1,2,... . Since the ACOE holds withũ defined in (2.5) for the sequence {α n k } k=1,2,... , then the (s * , S * ) policy satisfies the ACOE.
Corollary 4.8. For the (s, S) policy defined in Theorems 4.5, consider the stationary policy ϕ coinciding with this policy at all x ∈ X, except x = s, and with ϕ(s) = S − s. Then the stationary policy ϕ also satisfies the optimality equation (4.10), and therefore the policy ϕ is average-cost optimal.
Proof. Since the proof of the optimality of (s, S) policies is based on the fact that K + H(S) < H(x), if x < s, and K + H(S) ≥ H(x), if x ≥ s. Since the function H is continuous, we have that K + H(S) = H(s). Thus both actions are optimal at the state s.
