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CONVERGENCE OF AN ADAPTIVE FINITE ELEMENT DTN METHOD FOR
THE ELASTIC WAVE SCATTERING PROBLEM
PEIJUN LI AND XIAOKAI YUAN
Abstract. Consider the scattering of an elastic plane wave by a rigid obstacle, which is immersed
in a homogeneous and isotropic elastic medium in two dimensions. Based on a Dirichlet-to-Neumann
(DtN) operator, an exact transparent boundary condition is introduced and the scattering problem
is formulated as a boundary value problem of the elastic wave equation in a bounded domain. By
developing a new duality argument, an a posteriori error estimate is derived for the discrete problem
by using the finite element method with the truncated DtN operator. The a posteriori error estimate
consists of the finite element approximation error and the truncation error of the DtN operator
which decays exponentially with respect to the truncation parameter. An adaptive finite element
algorithm is proposed to solve the elastic obstacle scattering problem, where the truncation parameter
is determined through the truncation error and the mesh elements for local refinements are chosen
through the finite element discretization error. Numerical experiments are presented to demonstrate
the effectiveness of the proposed method.
1. Introduction
A basic problem in classical scattering theory is the scattering of time-harmonic waves by a
bounded and impenetrable medium, which is known as the obstacle scattering problem. It has
played a crucial role in diverse scientific areas such as radar and sonar, geophysical exploration,
medical imaging, and nondestructive testing. Motivated by these significant applications, the obsta-
cle scattering problem has been widely studied for acoustic and electromagnetic waves. Consequently,
a great deal of results are available concerning its solution [17,36,37]. Recently, the scattering prob-
lems for elastic waves have received ever-increasing attention due to the important applications in
seismology and geophysics [3, 33, 34]. For instance, they are fundamental to detect the fractures in
sedimentary rocks for the production of underground gas and liquids. Compared with acoustic and
electromagnetic waves, elastic waves are less studied due to the coexistence of compressional waves
and shear waves that have different wavenumbers [15,32].
The obstacle scattering problem is usually formulated as an exterior boundary value problem
imposed in an open domain. The unbounded physical domain needs to be truncated into a bounded
computational domain for the convenience of mathematical analysis or numerical computation.
Therefore, an appropriate boundary condition is required on the boundary of the truncated domain
to avoid artificial wave reflection. Such a boundary condition is called the transparent boundary
condition (TBC) or non-reflecting boundary condition. It is one of the important and active subjects
in the research area of wave propagation [6, 18–20, 24, 35, 40]. Since Berenger proposed a perfectly
matched layer (PML) technique to solve the time-dependent Maxwell equations [7], the research on
the PML has undergone a tremendous development due to its effectiveness and simplicity. Vari-
ous constructions of PML have been proposed and studied for a wide range of scattering problems
on acoustic and electromagnetic wave propagation [5, 9, 14, 23, 26, 41]. The basic idea of the PML
technique is to surround the domain of interest by a layer of finite thickness fictitious medium that
attenuates the waves coming from inside of the computational domain. When the waves reach
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2 PEIJUN LI AND XIAOKAI YUAN
the outer boundary of the PML region, their values are so small that the homogeneous Dirichlet
boundary conditions can be imposed.
A posteriori error estimates are computable quantities which measure the solution errors of dis-
crete problems. They are essential in designing algorithms for mesh modification which aim to
equidistribute the computational effort and optimize the computation. The a posteriori error esti-
mates based adaptive finite element methods have the ability of error control and asymptotically
optimal approximation property [2]. They have become a class of important numerical tools for
solving differential equations, especially for those where the solutions have singularity or multiscale
phenomena. Combined with the PML technique, an efficient adaptive finite element method was
developed in [10] for solving the two-dimensional diffraction grating problem, where the medium has
a one-dimensional periodic structure and the model equation is the two-dimensional Helmholtz equa-
tion. It was shown that the a posteriori error estimate consists of the finite element discretization
error and the PML truncation error which decays exponentially with respect to the PML parameters
such as the thickness of the layer and the medium properties. Due to the superior numerical per-
formance, the adaptive PML method was quickly extended to solve the two- and three-dimensional
obstacle scattering problems [9,11] and the three-dimensional diffraction grating problem [4], where
either the two-dimensional Helmholtz equation or the three-dimensional Maxwell equations were
considered. Although the PML method has been developed to solve various elastic wave propaga-
tion problems in engineering and geophysics soon after it was introduced [13,16,21,31], the rigorous
mathematical studies were only recently done for elastic waves because of the complex of the model
equation [8, 12,29,30].
As a viable alternative, the finite element DtN method has been proposed to solve the obstacle
scattering problems [25, 28] and the diffraction grating problems [27, 42], respectively, where the
transparent boundary conditions are used to truncate the domains. In this new approach, the layer
of artificial medium is not needed to enclose the domain of interest, which makes is different from the
PML method. The transparent boundary conditions are based on nonlocal Dirichlet-to-Neumann
(DtN) operators and are given as infinite Fourier series. Since the transparent boundary conditions
are exact, the artificial boundary can be put as close as possible to the scattering structures, which
can reduce the size of the computational domain. Numerically, the infinite series need to be truncated
into a sum of finitely many terms by choosing an appropriate truncation parameter N . It is known
that the convergence of the truncated DtN map could be arbitrarily slow to the original DtN map in
the operator norm. The a posteriori error analysis of the PML method cannot be applied directly to
the DtN method since the DtN map of the truncated PML problem converges exponentially fast to
the DtN map of the untruncated PML problem. To overcome this issue, a duality argument had to
be developed to obtain the a posteriori error estimate between the solution of the scattering problem
and the finite element solution. Comparably, the a posteriori error estimates consists of the finite
element discretization error and the DtN truncation error, which decays exponentially with respect
to the truncation parameter N . The numerical experiments demonstrate that the adaptive DtN
method has a competitive behavior to the adaptive PML method.
In this paper, we present an adaptive finite element DtN method and carry out its mathematical
analysis for the elastic wave scattering problem. The goal is threefold: (1) prove the exponential
convergence of the truncated DtN operator; (2) give a complete a posteriori error estimate; (3)
develop an effective adaptive finite element algorithm. This paper significantly extends the work on
the acoustic scattering problem [25], where the Helmholtz equation was considered. Apparently, the
techniques differ greatly from the existing work because of the complicated transparent boundary
condition associated with the elastic wave equation.
Specifically, we consider a rigid obstacle which is immersed in a homogeneous and isotropic elastic
medium in two dimensions. The Helmholtz decomposition is utilized to formulate the exterior
boundary value problem of the elastic wave equation into a coupled exterior boundary value problem
of the Helmholtz equation. By using a Dirichlet-to-Neumann (DtN) operator, an exact transparent
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Figure 1. Schematic of the elastic wave scattering problem.
boundary condition, which is given as a Fourier series, is introduced to reduce the original scattering
problem into a boundary value problem of the elastic wave equation in a bounded domain. The
discrete problem is studied by using the finite element method with the truncated DtN operator.
Based on the Helmholtz decomposition, a new duality argument is developed to obtain an a posteriori
error estimate between the solution of the original scattering problem and the discrete problem.
The a posteriori error estimate consists of the finite element approximation error and the truncation
error of the DtN operator which is shown to decay exponentially with respect to the truncation
parameter. The estimate is used to design the adaptive finite element algorithm to choose elements
for refinements and to determine the truncation parameter N . Since the truncation error decays
exponentially with respect toN , the choice of the truncation parameterN is not sensitive to the given
tolerance. Numerical experiments are presented to demonstrate the effectiveness of the proposed
method.
The paper is organized as follows. In Section 2, the elastic wave equation is introduced for the
scattering by a rigid obstacle; a boundary value problem is formulated by using the transparent
boundary condition; the corresponding weak formulation is discussed. In Section 3, the discrete
problem is considered by using the finite element approximation with the truncated DtN operator.
Section 4 is devoted to the a posteriori error analysis and serves as the basis of the adaptive algorithm.
In Section 5, we discuss the numerical implementation of the adaptive algorithm and present two
numerical examples to illustrate the performance of the proposed method. The paper is concluded
with some general remarks and directions for future work in Section 6.
2. Problem formulation
Consider a two-dimensional elastically rigid obstacle D with Lipschitz continuous boundary BD,
as seen in Figure 1. Denote by ν and τ the unit normal and tangent vectors on BD, respectively.
The exterior domain R2zD is assumed to be filled with a homogeneous and isotropic elastic medium
with a unit mass density. Let BR “ tx “ px, yqJ P R2 : |x| ă Ru and BRˆ “ tx P R2 : |x| ă Rˆu
be the balls with radii R and Rˆ, respectively, where R ą Rˆ ą 0. Denote by BBR and BBRˆ the
boundaries of BR and RRˆ, respectively. Let Rˆ be large enough such that D Ă BRˆ Ă BR. Denote by
Ω “ BRzD the bounded domain where the boundary value problem will be formulated.
Let the obstacle be illuminated by an incident wave uinc. The displacement of the scattered field
u satisfies the two-dimensional elastic wave equation
µ∆u` pλ` µq∇∇ ¨ u` ω2u “ 0 inR2zD, (2.1)
where ω ą 0 is the angular frequency and λ, µ are the Lame´ constants satisfying µ ą 0, λ ` µ ą 0.
Since the obstacle is assumed to be rigid, the displacement of the total field u ` uinc vanishes on
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the boundary of the obstacle, i.e., we have
u “ g on BD, (2.2)
where g “ ´uinc. In addition, the scattered field u is required to satisfy the Kupradze–Sommerfeld
radiation condition
lim
ρÑ8 ρ
1{2pBρup ´ iκ1upq “ 0, lim
ρÑ8 ρ
1{2pBρus ´ iκ2usq “ 0, ρ “ |x|, (2.3)
where
up “ ´ 1
κ21
∇∇ ¨ u, us “ 1
κ22
curlcurlu,
are the compressional and shear wave components of u, respectively. Here
κ1 “ ωpλ` 2µq1{2 , κ2 “
ω
µ1{2
are knowns as the compressional wavenumber and the shear wavenumber, respectively. Clearly we
have κ1 ă κ2 since µ ą 0, λ` µ ą 0. Given a vector function u “ pu1, u2qJ and a scalar function u,
the scalar and vector curl operators are defined by
curlu “ Bxu2 ´ Byu1, curlu “ pByu,´BxuqJ.
For any solution u of (2.1), we introduce the Helmholtz decomposition
u “ ∇φ` curlψ, (2.4)
where φ, ψ are called the scalar potential functions. Substituting (2.4) into (2.1) yields that φ, ψ
satisfy the Helmholtz equation
∆φ` κ21φ “ 0, ∆ψ ` κ22ψ “ 0 inR2zD. (2.5)
Taking the dot product of (2.2) with ν and τ , respectively, we get
Bνφ´ Bτψ “ f1, Bνψ ` Bτφ “ f2 on BD, (2.6)
where f1 “ ´g ¨ ν and f2 “ g ¨ τ . It follows from (2.3) that φ, ψ satisfies the Sommerfeld radiation
condition
lim
ρÑ8 ρ
1{2pBρφ´ κ1φq “ 0, lim
ρÑ8 ρ
1{2pBρψ ´ κ2ψq “ 0. (2.7)
Based on the Helmholtz decomposition, it is easy to show the equivalence of the boundary value
problems (2.1)–(2.3) and (2.5)–(2.7). The details are omitted for brevity.
Lemma 2.1. Let u be the solution of the boundary value problem (2.1)–(2.3). Then φ “ ´κ´21 ∇ ¨
u, ψ “ κ´12 curlu are the solutions of the coupled boundary value problem (2.5)–(2.7). Conversely, if
φ, ψ are the solution of the boundary value problem (2.5)–(2.7), then u “ ∇φ`curlψ is the solution
of the boundary value problem (2.1)–(2.3).
Denote by L2pΩq the usual Hilbert space of square integrable functions. LetH1pΩq be the standard
Sobolev space equipped with the norm
}u}H1pΩq “
´
}u}2L2pΩq ` }∇u}2L2pΩq
¯1{2
.
Define H1BDpΩq “ tu P H1pΩq : u “ 0 on BDu. For any function u P L2pBBRq, it admits the Fourier
series expansion
upR, θq “
ÿ
nPZ
uˆnpRqeinθ, uˆnpRq “ 1
2pi
ż 2pi
0
upR, θqe´inθdθ.
The trace space HspBBRq, s P R is defined by
HspBBRq “ tu P L2pBBRq : }u}HspBBRq ă 8u,
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where HspBBRq norm is given by
}u}HspBBRq “
´
2pi
ÿ
nPZ
p1` n2qs|uˆnpRq|2
¯1{2
.
Let H1pΩq “ H1pΩq2 and H1BDpΩq “ H1BDpΩq2 be the Cartesian product spaces equipped with
the corresponding 2-norms of H1pΩq and H1BDpΩq, respectively. Throughout the paper, we take the
notation of a À b to stand for a ď Cb, where C is a positive constant whose value is not required
but should be clear from the context.
The elastic wave scattering problem (2.2)–(2.3) is formulated in the open domain R2zD, which
needs to be truncated into the bounded domain Ω. An appropriate boundary condition is required
on BBR.
Define a boundary operator for the displacement of the scattered wave
Bu “ µBru` pλ` µq∇ ¨ uer on BBR,
where er is the unit outward normal vector on BBR. It is shown in [33] that the scattered field u
satisfies the transparent boundary condition on BBR:
Bu “ pT uqpR, θq :“
ÿ
nPZ
MnunpRqeinθ, upR, θq “
ÿ
nPZ
unpRqeinθ, (2.8)
where T is called the Dirichlet-to-Neumann (DtN) operator and Mn is a 2ˆ 2 matrix whose entries
are given in Appendix A.
Based on the transparent boundary condition (2.8), the variational problem for (2.1)–(2.3) is to
find u PH1pΩq with u “ g on BD such that
bpu,vq “ 0, @v PH1BDpΩq, (2.9)
where the sesquilinear form b : H1pΩq ˆH1pΩq Ñ C is defined as
bpu,vq “ µ
ż
Ω
∇u : ∇vdx` pλ` µq
ż
Ω
p∇ ¨ uq p∇ ¨ vq dx
´ω2
ż
Ω
u ¨ vdx´
ż
BBR
T u ¨ vds. (2.10)
Here A : B “ trpABJq is the Frobenius inner product of square matrices A and B.
Following [33], we may show that the variational problem (2.9) has a unique weak solution u P
H1pΩq for any frequency ω and the solution satisfies the estimate
}u}H1pΩq À }g}H1{2pBDq À }uinc}H1pΩq. (2.11)
It follows from the general theory in [1] that there exists a constant γ ą 0 such that the following
inf-sup condition holds
sup
0‰vPH1pΩq
|bpu,vq|
}v}H1pΩq
ě γ}u}H1pΩq, @u PH1pΩq.
3. The discrete problem
Let us consider the discrete problem of (2.9) by using the finite element approximation. Let Mh
be a regular triangulation of Ω, where h denotes the maximum diameter of all the elements in Mh.
For simplicity, we assume that the boundary BD is polygonal and ignore the approximation error of
the boundary BBR, which allows to focus of deducing the a posteriori error estimate. Thus any edge
e PMh is a subset of BΩ if it has two boundary vertices.
Let V h ĂH1pΩq be a conforming finite element space, i.e.,
V h :“
 
v P CpΩq2 : vˇˇ
K
P PmpKq2 for any K PMh
(
,
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where m is a positive integer and PmpKq denotes the set of all polynomials of degree no more than
m. The finite element approximation to the variational problem (2.9) is to find uh P V h with uh “ g
on BD such that
bpuh,vhq “ 0, @vh P V h,BD, (3.1)
where V h,BD “ tv P V h : v “ 0 on BDu.
In the variational problem (3.1), the DtN operator T is given by an infinite series. In practical
computation, the infinite series must be truncated into a finite sum. Given a sufficiently large N ,
we define the truncated DtN operator
TNu “
ÿ
|n|ďN
MnunpRqeinθ. (3.2)
Using (3.2), we have the truncated finite element approximation: Find uhN P V h with uhN “ g onBD such that
bN puhN ,vhq “ 0, @vh P V h,BD, (3.3)
where the sesquilinear form bN : V h ˆ V h Ñ C is defined as
bN pu,vq “ µ
ż
Ω
∇u : ∇vdx` pλ` µq
ż
Ω
p∇ ¨ uq p∇ ¨ vqdx
´ω2
ż
Ω
u ¨ vdx´
ż
BBR
TNu ¨ vds. (3.4)
For sufficiently large N and sufficiently small h, the discrete inf-sup condition of the sesquilinear
form bN may be established by following the approach in [39]. Based on the general theory in [1], the
truncated variational problem (3.3) can be shown to have a unique solution uhN P V h. The details
are omitted since our focus is the a posteriori error estimate.
4. The a posterior error analysis
For any triangular element K P Mh, denoted by hK its diameter. Let Bh denote the set of all
the edges of K. For any edge e P Bh, denoted by he its length. For any interior edge e which is the
common side of triangular elements K1,K2 PMh, we define the jump residual across e as
Je “ ´
”
µ∇uhN ¨ ν1 ` pλ` µq∇p∇ ¨ uhN q ¨ ν1 ` µ∇uhN ¨ ν2 ` pλ` µq∇p∇ ¨ uhN q ¨ ν2
ı
,
where νj is the unit outward normal vector on the boundary of Kj , j “ 1, 2. For any boundary edge
e Ă BBR, we define the jump residual
Je “ 2
´
TNu´ µp∇uhN ¨ erq ´ pλ` µq∇p∇ ¨ uhN qer
¯
.
For any triangular element K PMh, denote by ηK the local error estimator which is given by
ηK “ hK}RuhN}L2pKq `
˜
1
2
ÿ
ePBK
he}Je}2L2peq
¸1{2
,
where R is the residual operator defined by
Ru “ µ∆u` pλ` µq∇ p∇ ¨ uq ` ω2u.
For convenience, we introduce a weighted norm ~ ¨ ~H1pΩq which is given by
~u~2
H1pΩq “ µ
ż
Ω
|∇u|2dx` pλ` µq
ż
Ω
|∇ ¨ u|2dx` ω2
ż
Ω
|u|2dx. (4.1)
It can be verified for any u PH1pΩq that
min
`
µ, ω2
˘ }u}2
H1pΩq ď ~u~2H1pΩq ď max
`
2λ` 3µ, ω2˘ }u}2
H1pΩq, (4.2)
which implies that the two norms } ¨ }H1pΩq and ~ ¨ ~H1pΩq are equivalent.
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Now we state the main result of this paper.
Theorem 4.1. Let u and uhN be the solution of the variational problem (2.9) and (3.1), respectively.
Then for sufficiently large N , the following a posterior error estimate holds
~u´ uhN~2H1pΩq À
˜ ÿ
KPMh
η2K
¸1{2
` max
|n|ąN
˜
|n|
ˆ
Rˆ
R
˙|n|¸
}uinc}H1pΩq.
We point out that the a posteriori error estimate consists of two parts: the first part arises from
the finite element discretization error; the second part comes from the truncation error of the DtN
operator. Apparently, the DtN truncation error decreases exponentially with respect to N since
Rˆ ă R.
In the rest of the paper, we shall prove the a posteriori error estimate in Theorem 4.1. First, we
present the result on trace regularity for functions in H1pΩq. The proof can be found in [25].
Lemma 4.2. For any u P H1pΩq, the following estimates hold
}u}H1{2pBBRq À }u}H1pΩq, }u}H1{2pBBRˆq À }u}H1pΩq.
Let ξ “ u´ uhN , where u and uhN are the solutions of the problems (2.9) and (3.1), respectively.
Combining (4.1), (2.10), and (3.4), we have from straightforward calculations that
~ξ~2
H1pΩq “ µ
ż
Ω
∇ξ : ∇ξdx` pλ` µq
ż
Ω
p∇ ¨ ξq `∇ ¨ ξ˘ dx` ω2 ż
Ω
ξ ¨ ξdx
“ <bpξ, ξq ` 2ω2
ż
Ω
|ξ|2dx` <
ż
BBR
T ξ ¨ ξds
“ <bpξ, ξq ` <
ż
BBR
pT ´TN q ξ ¨ ξds` 2ω2
ż
Ω
|ξ|2dx` <
ż
BBR
TNξ ¨ ξds, (4.3)
which is the error representation formula.
In the following, we discuss the four terms in (4.3) one by one. Lemma 4.4 presents the a posteriori
error estimate for the truncation of the DtN operator. Lemma 4.5 gives the a posteriori error estimate
for both of the finite element approximation and DtN operator truncation.
Lemma 4.3. Let 0 ă κ1 ă κ2 and 0 ă Rˆ ă R. For sufficiently large |n|, the following estimate
holds for j “ 1, 2: ˇˇˇˇ
ˇHpjqn pκ1RqHpjqn pκ1Rˆq ´ H
pjq
n pκ2Rq
H
pjq
n pκ2Rˆq
ˇˇˇˇ
ˇ ď κ2 pκ2 ´ κ1q|n| ´ 1 ´R2 ´ Rˆ2¯
ˆ
Rˆ
R
˙|n|
,
where H
p1q
n and H
p2q
n are the Hankel functions of the first and second kind with order n, respectively.
Proof. Since the Hankel functions of the first and second kind are complex conjugate to each other,
we only need to show the proof for the Hankel function of the first kind.
Let Jn and Yn be the Bessel functions of the first and second kind with order n, respectively.
Since J´npzq “ p´1qnJnpzq, Y´npzq “ p´1qnYnpzq, it suffices to show the result for positive n. For a
fixed z ą 0, they admit the following asymptotic properties [43]:
Jnpzq „ 1?
2pin
´ ez
2n
¯n
, Ynpzq „ ´
c
2
pin
´ ez
2n
¯´n
, nÑ8. (4.4)
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Define Spzq “ Jnpzq{Ynpzq. A simple calculation yields
H
p1q
n pzRq
H
p1q
n pzRˆq
“ JnpzRq ` iYnpzRq
JnpzRˆq ` iYnpzRˆq
“ YnpzRq
YnpzRˆq
1´ iJnpzRqYnpzRq
1´ iJnpzRˆq
YnpzRˆq
“ YnpzRq
YnpzRˆq
1´ iSnpzRq
1´ iSnpzRˆq
“ YnpzRq
YnpzRˆq
` iYnpzRq
YnpzRˆq
SnpzRˆq ´ SnpzRq
1´ iSnpzRˆq
. (4.5)
By (4.4)–(4.5), we have
Snpzq “ Jnpzq
Ynpzq „
1?
2pin
`
ez
2n
˘n
´
b
2
pin
`
ez
2n
˘´n „ ´12 ´ ez2n¯2n
and ˇˇˇˇ
ˇHp1qn pκ1RqHp1qn pκ1Rˆq ´ H
p1q
n pκ2Rq
H
p1q
n pκ2Rˆq
ˇˇˇˇ
ˇ ď
ˇˇˇˇ
ˇYnpκ1RqYnpκ1Rˆq ´ Ynpκ2RqYnpκ2Rˆq
ˇˇˇˇ
ˇ`
ˇˇˇˇ
ˇYnpκ1RqYnpκ1Rˆq Snpκ1Rˆq1´ iSnpκ1Rˆq
ˇˇˇˇ
ˇ
`
ˇˇˇˇ
ˇYnpκ1RqYnpκ1Rˆq Snpκ1Rq1´ iSnpκ1Rˆq
ˇˇˇˇ
ˇ`
ˇˇˇˇ
ˇYnpκ2RqYnpκ2Rˆq Snpκ2Rˆq1´ iSnpκ2Rˆq
ˇˇˇˇ
ˇ`
ˇˇˇˇ
ˇYnpκ2RqYnpκ2Rˆq Snpκ2Rq1´ iSnpκ2Rˆq
ˇˇˇˇ
ˇ .
It is easy to verify thatˇˇˇˇ
ˇ SnpzRq1´ iSnpzRˆq
ˇˇˇˇ
ˇ ď
ˆ
ezR
2n
˙2n
,
ˇˇˇˇ
ˇ SnpzRˆq1´ iSnpzRˆq
ˇˇˇˇ
ˇ ď
˜
ezRˆ
2n
¸2n
and
RzY 1npzRq
YnpzRq „
z2R2
2pn´ 1q ´ n,
YnpzRq
YnpzRˆq
„
˜
Rˆ
R
¸|n|
.
Combining the above estimates, we have for R ą Rˆ and κ2 ą κ1 thatˇˇˇˇ
ˇYnpκ1RqYnpκ1Rˆq Snpκ1Rˆq1´ iSnpκ1Rˆq
ˇˇˇˇ
ˇ`
ˇˇˇˇ
ˇYnpκ1RqYnpκ1Rˆq Snpκ1Rq1´ iSnpκ1Rˆq
ˇˇˇˇ
ˇ`
ˇˇˇˇ
ˇYnpκ2RqYnpκ2Rˆq Snpκ2Rˆq1´ iSnpκ2Rˆq
ˇˇˇˇ
ˇ
`
ˇˇˇˇ
ˇYnpκ2RqYnpκ2Rˆq Snpκ2Rq1´ iSnpκ2Rˆq
ˇˇˇˇ
ˇ ď 2
ˆ
eκ2R
2n
˙2n˜ˇˇˇˇˇYnpκ1RqYnpκ1Rˆq
ˇˇˇˇ
ˇ`
ˇˇˇˇ
ˇYnpκ2RqYnpκ2Rˆq
ˇˇˇˇ
ˇ
¸
.
Define F pzq “ YnpzRq{YnpzRˆq. By the mean value theorem, there exits ξ P pκ1, κ2q such that
F pκ1q ´ F pκ2q “ F 1pξqpκ1 ´ κ2q
“ RY
1
npξRqYnpξRˆq ´ RˆYnpξRqY 1npξRˆq
YnpξRˆq2
pκ1 ´ κ2q
“
˜
RξY 1npξRq
YnpξRq ´
RˆξY 1npξRˆq
YnpξRˆq
¸
YnpξRq
YnpξRˆq
κ1 ´ κ2
ξ
„ ξ pκ1 ´ κ2q
2pn´ 1q
´
R2 ´ Rˆ2
¯ YnpξRq
YnpξRˆq
.
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Therefore, ˇˇˇˇ
ˇHp1qn pκ1RqHp1qn pκ1Rˆq ´ H
p1q
n pκ2Rq
H
p1q
n pκ2Rˆq
ˇˇˇˇ
ˇ ď
ˇˇˇˇ
ξ pκ1 ´ κ2q
2pn´ 1q
ˇˇˇˇ ˇˇˇˇ
ˇ´R2 ´ Rˆ2¯ YnpξRqYnpξRˆq
ˇˇˇˇ
ˇ
`2
ˆ
eκ2R
2n
˙2n˜ˇˇˇˇˇYnpκ1RqYnpκ1Rˆq
ˇˇˇˇ
ˇ`
ˇˇˇˇ
ˇYnpκ2RqYnpκ2Rˆq
ˇˇˇˇ
ˇ
¸
ď κ2 pκ2 ´ κ1q|n| ´ 1
´
R2 ´ Rˆ2
¯˜Rˆ
R
¸|n|
,
which completes the proof. 
Lemma 4.4. Let u P H1pΩq be the solution of the variational problem (2.9). For any v P H1pΩq,
the following estimate holdsˇˇˇˇż
BBR
pT ´TN qu ¨ v ds
ˇˇˇˇ
ď C max
|n|ąN
˜
|n|
ˆ
Rˆ
R
˙|n|¸
}uinc}H1pΩq}v}H1pΩq,
where C is a positive constant independent of N .
Proof. Recalling the Helmholtz decomposition u “ ∇φ ` curlψ, we have from the Fourier series
expansions in (A.1) that
φnpRq “ H
p1q
n pκ1Rq
H
p1q
n pκ1Rˆq
φnpRˆq, ψnpRq “ H
p1q
n pκ2Rq
H
p1q
n pκ2Rˆq
ψnpRˆq.
Comparing the Fourier coefficients of u and φ, ψ in the Helmholtz decomposition gives
unpRq “
„
α1npRq inR
in
R ´α2npRq
 „
φnpRq
ψnpRq

“
„
α1npRq inR
in
R ´α2npRq
»—–H
p1q
n pκ1Rq
H
p1q
n pκ1Rˆq
0
0 H
p1q
n pκ2Rq
H
p1q
n pκ2Rˆq
fiffifl„φnpRˆq
ψnpRˆq

“
„
α1npRq inR
in
R ´α2npRq
»—–H
p1q
n pκ1Rq
H
p1q
n pκ1Rˆq
0
0 H
p1q
n pκ2Rq
H
p1q
n pκ2Rˆq
fiffifl«´α2npRˆq ´ inRˆ´ in
Rˆ
α1npRˆq
ff
unpRˆq
ΛnpRˆq
“ ´ 1
ΛnpRˆq
„
A11 A12
A21 A22

unpRˆq,
where αjn,Λn is given in (A.5) and
A11 “ H
p1q
n pκ1Rq
H
p1q
n pκ1Rˆq
α1npRqα2npRˆq ´ n
2
RRˆ
H
p1q
n pκ2Rq
H
p1q
n pκ2Rˆq
,
A12 “ H
p1q
n pκ1Rq
H
p1q
n pκ1Rˆq
α1npRq in
Rˆ
´ in
R
α1npRˆqH
p1q
n pκ2Rq
H
p1q
n pκ2Rˆq
,
A21 “ H
p1q
n pκ1Rq
H
p1q
n pκ1Rˆq
α2npRˆq in
R
´ in
Rˆ
α2npRqH
p1q
n pκ2Rq
H
p1q
n pκ2Rˆq
,
A22 “ H
p1q
n pκ2Rq
H
p1q
n pκ2Rˆq
α1npRˆqα2npRq ´ n
2
RRˆ
H
p1q
n pκ1Rq
H
p1q
n pκ1Rˆq
.
10 PEIJUN LI AND XIAOKAI YUAN
By Lemma 4.3, we have
|A11| ď
ˇˇˇˇ
ˇHp1qn pκ1RqHp1qn pκ1Rˆq
ˇˇˇˇ
ˇ
ˇˇˇˇ
α1npRqα2npRˆq ´ n
2
RRˆ
ˇˇˇˇ
` n
2
RRˆ
ˇˇˇˇ
ˇHp1qn pκ1RqHp1qn pκ1Rˆq ´ H
p1q
n pκ2Rq
H
p1q
n pκ2Rˆq
ˇˇˇˇ
ˇ
ď
ˆ
Rˆ
R
˙|n| ˇˇˇˇˇ
ˆ
κ21R
2pn´ 1q ´
n
R
˙˜
κ22Rˆ
2pn´ 1q ´
n
Rˆ
¸
´ n
2
RRˆ
ˇˇˇˇ
ˇ
` n
2
RRˆ
κ2 pκ1 ´ κ2q
|n| ´ 1
´
R2 ´ Rˆ2
¯ˆRˆ
R
˙|n|
ď κ2 pκ2 ´ κ1q
´
R2 ´ Rˆ2
¯ 2|n|
RRˆ
ˆ
Rˆ
R
˙|n|
ď C|n|
ˆ
Rˆ
R
˙|n|
,
where C is a positive constant independent of n. Similarly, it can be shown that there exists a
positive constant C independent of n such that
|Aij | ď C|n|
ˆ
Rˆ
R
˙|n|
, i, j “ 1, 2.
The proofs are omitted for brevity.
Combining the above estimates and Lemma A.1, we obtainˇˇˇ
upnqpRq
ˇˇˇ
ď C|n|
ˆ
Rˆ
R
˙|n| ˇˇˇ
upnqpRˆq
ˇˇˇ
.
Combining the above estimate with Lemma 4.2 and (2.11) yieldsˇˇˇˇż
BBR
pT ´TN qu ¨ vds
ˇˇˇˇ
“ 2piR
ÿ
|n|ąN
»– ´ µR ` ω2Λnα2npRq in´´ µR ` ω2Λ 1R¯
´in
´
´ µR ` ω
2
Λ
1
R
¯
´ µR ` ω
2
Λ α1npRq
fiflunpRq ¨ vnpRq
À 2piR
ÿ
|n|ąN
|n|2
ˆ
Rˆ
R
˙|n|
unpRˆq ¨ vnpRq
À 2piR
ÿ
|n|ąN
ˆ
Rˆ
R
˙|n|
|n|
´
|n|1{2unpRˆq
¯´
|n|1{2vnpRq
¯
ď C max
|n|ąN
˜
|n|
ˆ
Rˆ
R
˙|n|¸
}u}H1{2pBBRˆq}v}H1{2pBBRq
ď C max
|n|ąN
˜
|n|
ˆ
Rˆ
R
˙|n|¸
}u}H1pΩq}v}H1pΩq
ď C max
|n|ąN
˜
|n|
ˆ
Rˆ
R
˙|n|¸
}uinc}H1pΩq}v}H1pΩq,
which completes the proof. 
In Lemma 4.4, it is shown that the truncation error of the DtN operator decay exponentially with
respect to the truncation parameter N . The result implies that N can be small in practice.
Lemma 4.5. Let v be any function in H1pΩq, we haveˇˇˇˇ
bpξ,vq `
ż
BBR
pT ´TN q ξ ¨ vds
ˇˇˇˇ
À
¨˝˜ ÿ
KPMh
η2K
¸1{2
` max
|n|ąN
˜
|n|
ˆ
Rˆ
R
˙|n|¸
}uinc}H1pΩq‚˛}v}H1pΩq.
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Proof. For any function v in H1pΩq, we have
bpξ,vq `
ż
BBR
pT ´TN q ξ ¨ vds “ bpu,vq ´ bpuhN ,vq `
ż
BBR
pT ´TN q ξ ¨ vds
“ bpu,vq ´ bN puhN ,vq ` bN puhN ,vq ´ bpuhN ,vq `
ż
BBR
pT ´TN q ξ ¨ vds
“ bpu,vq ´ bN puhN ,vhq ´ bN puhN ,v ´ vhq `
ż
BBR
pT ´TN quhN ¨ vds
`
ż
BBR
pT ´TN q ξ ¨ vds
“ ´bN puhN ,v ´ vhq `
ż
BBR
pT ´TN qu ¨ vds.
For any vh P V h,BD, it follows from the integration by parts that
´bN puhN ,v ´ vhq
“ ´
ÿ
KPMh
"
µ
ż
K
∇uhN : ∇
`
v ´ vh˘dx` pλ` µq ż
K
`∇ ¨ uhN˘∇ ¨ `v ´ vh˘dx*
´
ÿ
KPMh
"
´ω2
ż
K
uhN ¨
`
v ´ vh˘dx´ ż
BBRXBK
T uhN ¨ v ´ vhds
*
“
ÿ
KPMh
"
´
ż
BK
”
µ∇uhN ¨ ν ` pλ` µq∇p∇ ¨ uhN q ¨ ν
ı
¨ `v ´ vh˘dx` ż
BBRXBK
T uhN ¨
`
v ´ vh˘ds*
`
ÿ
KPMh
ż
K
”
µ∆uhN ` pλ` µq∇∇ ¨ uhN ` ω2uhN
ı
¨ `v ´ vh˘dx
“
ÿ
KPMh
«ż
K
RuhN ¨
`
v ´ vh˘dx` ÿ
ePBK
1
2
ż
e
Je ¨
`
v ´ vh˘dsff . (4.6)
We take vh “ Πhv P V h,BD, where Πh is the Scott–Zhang interpolation operator [38], which has the
following interpolation estimates
}v ´Πhv}L2pKq À hK}∇v}L2pK˜q, }v ´Πhv}L2peq À h1{2e }v}H1pK˜eq.
Here K˜ and K˜e are the union of all the triangular elements in Mh, which have nonempty intersection
with the element K and the side e, respectively. Using the Ho¨lder inequality in (4.6), we getˇˇˇ
bN puhN ,v ´ vhq
ˇˇˇ
À
˜ ÿ
KPMh
η2K
¸1{2
}v}H1pΩq.
The proof is completed after combining Lemma 4.4. 
In the following lemma, we estimate the last two terms in (4.3).
Lemma 4.6. For any δ ą 0, there exists a positive constant Cpδq independent of N such that
<
ż
BBR
TNξ ¨ ξds ď Cpδq}ξ}2L2pBRzBRˆq `
ˆ
R
Rˆ
˙
δ}ξ}2
H1pBRzBRˆq.
Proof. Using (3.2), we get from a simple calculation that
<
ż
BBR
TNξ ¨ ξds “ 2piR<
ÿ
|n|ďN
pMnξnq ¨ ξn.
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Denote Mˆn “ pMn `Mn˚ q{2. Then < pMnξnq ¨ ξn “
`
Mˆnξn
˘ ¨ ξn. It is shown in [33] that Mˆn is
negative definite for sufficiently large |n|, i.e., there exists N0 ą 0 such that
`
Mˆnξn
˘ ¨ ξn ď 0 for any
|n| ą N0. Hence
<
ż
BBR
TNξ ¨ ξds “ 2piR
ÿ
|n|ďminpN0,Nq
`
Mˆnξn
˘ ¨ ξn ` 2piR ÿ
Ně|n|ąminpN0,Nq
`
Mˆnξn
˘ ¨ ξn (4.7)
Here we define ÿ
Ną|n|ąminpN0,Nq
`
Mˆnξn
˘ ¨ ξn “ 0, N ą N0.
Since the second part in (4.7) is non-positive, we only need to estimate the first part which consists
of finite terms. Moreover we have
<
ż
BBR
TNξ ¨ ξds ď 2piR
ÿ
|n|ďminpN0,Nq
`
Mˆnξn
˘ ¨ ξn
ď C
ÿ
|n|ďminpN0,Nq
|ξn|2 ď C}ξ}2L2pBBRq.
Consider the annulus
BRzBRˆ “ tpr, θq : Rˆ ă r ă R, 0 ă θ ă 2piu.
For any δ ą 0, it follows from Young’s inequality that
pR´ Rˆq|upRq|2 “
ż R
Rˆ
|uprq|2dr `
ż R
Rˆ
ż R
r
d
dt
|uptq|2dtdr
ď
ż R
Rˆ
|uprq|2dr ` pR´ Rˆq
ż R
Rˆ
2|uprq||u1prq|dr
“
ż R
Rˆ
|uprq|2dr ` pR´ Rˆq
ż R
Rˆ
2
|uprq|?
δ
?
δ|u1prq|dr
ď
ż R
Rˆ
|uprq|2dr ` δ´1pR´ Rˆq
ż R
Rˆ
|uprq|2dr ` δpR´ Rˆq
ż R
Rˆ
|u1prq|2dr,
which gives
|upRq|2 ď
”
δ´1 ` pR´ Rˆq´1
ı ż R
Rˆ
|uprq|2 ` δ
ż R
Rˆ
|u1prq|2dr.
On the other hand, we have
}∇u}2
L2pBRzBRˆq “ 2pi
ÿ
nPZ
ż R
Rˆ
´
r|u1nprq|2 ` n
2
r
|unprq|2
¯
dr,
}u}2L2pBRzBRˆq “ 2pi
ÿ
nPZ
ż R
Rˆ
r|unprq|2dr.
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Using the above estimates, we have for any u P H1pBRzBRˆq that
}u}2L2pBBRq “ 2piR
ÿ
nPZ
|unpRq|2
ď 2piR
”
δ´1 ` pR´ Rˆq´1
ı ÿ
nPZ
ż R
Rˆ
|unprq|2 ` 2piRδ
ÿ
nPZ
ż R
Rˆ
|u1prq|2dr
ď 2pi
”
δ´1 ` pR´ Rˆq´1
ıˆR
Rˆ
˙ ÿ
nPZ
ż R
Rˆ
r|unprq|2dr ` 2piδ
ˆ
R
Rˆ
˙ ÿ
nPZ
ż R
Rˆ
´
r|u1nprq|2 ` n
2
r
|unprq|2
¯
dr
ď 2pi
”
δ´1 ` pR´ Rˆq´1
ıˆR
Rˆ
˙
}u}2L2pBRzBRˆq ` δ
ˆ
R
Rˆ
˙
}∇u}2L2pBRzBRˆq
ď Cpδq}u}2L2pBRzBRˆq `
ˆ
R
Rˆ
˙
δ}∇u}2L2pBRzBRˆq.
Therefore,
<
ż
BBR
TNξ ¨ ξds ď C}ξ}2L2pBBRq ď Cpδq}ξ}2L2pBRzBRˆq `
ˆ
R
Rˆ
˙
δ
ż
Ω
|∇ξ|dx
ď Cpδq}ξ}2
L2pBRzBRˆq `
ˆ
R
Rˆ
˙
δ}ξ}2
H1pBRzBRˆq,
which completes the proof. 
To estimate the third term on the right hand side of (4.3), we consider the dual problem
bpv,pq “
ż
Ω
v ¨ ξdx, @v PH1BDpΩq. (4.8)
It is easy to check that p is the solution of the following boundary value problem$’&’%
µ∆p` pλ` µq∇∇ ¨ p` ω2p “ ´ξ in Ω,
p “ 0 on BD,
Bp “ T ˚p on BBR,
(4.9)
where T ˚ is the adjoint operator to the DtN operator T . Letting v “ ξ in (4.8), we obtain
}ξ}2
L2pΩq “ bpξ,pq `
ż
BBR
pT ´TN q ξ ¨ pds´
ż
BBR
pT ´TN q ξ ¨ pds. (4.10)
To evaluate (4.10), we need to explicitly solve system (4.9), which is very complicate due to the
coupling of the compressional and shear wave components. We consider the Helmholtz decomposition
to the boundary value problem (4.9). Let
ξ “ ∇ξ1 ` curlξ2,
where ξj , j “ 1, 2 has the Fourier series expansion
ξjpr, θq “
ÿ
nPZ
ξjnprqeinθ, Rˆ ă r ă R.
Meanwhile, we assume that
ξpr, θq “
ÿ
nPZ
´
ξrnprqer ` ξθnprqeθ
¯
einθ. (4.11)
14 PEIJUN LI AND XIAOKAI YUAN
Using the Fourier series expansions and the Helmholtz decomposition, we get
ξpr, θq “
ÿ
nPZ
”
ξrnprqer ` ξθnprqeθ
ı
einθ “ ∇ξ1 ` curlξ2
“
ÿ
nPZ
„
ξ11nprqer ` inr ξ1nprqeθ `
in
r
ξ2nprqer ´ ξ12nprqeθ

einθ
“
ÿ
nPZ
„´
ξ11nprq ` inr ξ2nprq
¯
er `
´ in
r
ξ1nprq ´ ξ12nprq
¯
eθ

einθ,
which shows that the Fourier coefficients ξ1n, ξ2n satisfy
ξ11nprq ` inr ξ2nprq “ ξ
r
nprq, inr ξ1nprq ´ ξ
1
2nprq “ ξθnprq, r P pRˆ, Rq.
Lemma 4.7. The Fourier coefficients ξjn, j “ 1, 2 satisfy the system$’&’%
ξ11nprq ` inr ξ2nprq “ ξrnprq, r P pRˆ, Rq,
in
r ξ1nprq ´ ξ12nprq “ ξθnprq, r P pRˆ, Rq,
ξ1npRq “ 0, ξ2npRq “ 0, r “ R,
(4.12)
which has a unique solution given by
ξ1nprq “ ´1
2
ż R
r
„´r
t
¯n ` ˆ t
r
˙n
ξrnptqdt` i2
ż R
r
„´r
t
¯n ´ ˆ t
r
˙n
ξθnptqdt, (4.13)
ξ2nprq “ i
2
ż R
r
„ˆ
t
r
˙n
´
´r
t
¯n
ξrnptqdt´ 12
ż R
r
„´r
t
¯n ` ˆ t
r
˙n
ξθnptqdt. (4.14)
Proof. Denote
Anprq “
„
0 ´ inr
in
r 0

.
By the standard theory of the first order differential system, the fundamental solution Φnprq is
Φnprq “ e
şr
Rˆ
Anpτqdτ “ exp
˜«
0 ´in ln r
Rˆ
in ln r
Rˆ
0
ff¸
“
«
1?
2
i?
2
i?
2
1?
2
ff»–´ rRˆ¯n 0
0
´
r
Rˆ
¯´n
fifl« 1?2 ´ i?2´ i?
2
1?
2
ff
.
The inverse of Φn is
Φ´1n prq “
«
1?
2
i?
2
i?
2
1?
2
ff»–´ rRˆ¯´n 0
0
´
r
Rˆ
¯n
fifl« 1?2 ´ i?2´ i?
2
1?
2
ff
.
Using the method of variation of parameters, we let
pξ1nprq, ξ2nprqqJ “ ΦnprqCnprq,
where the unknown vector Cnprq satisfies
C 1nprq “ Φ´1n prqpξrnprq, ξθnprqqJ
“ 1
2
»——–
„´
r
Rˆ
¯´n ` ´ r
Rˆ
¯n
ξrnprq ` i
„´
r
Rˆ
¯n ´ ´ r
Rˆ
¯´n
ξθnprq
i
„´
r
Rˆ
¯´n ´ ´ r
Rˆ
¯n
ξrnprq `
„´
r
Rˆ
¯´n ` ´ r
Rˆ
¯n
ξθnprq
fiffiffifl . (4.15)
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Using the boundary condition yields
pξ1npRq, ξ2npRqqJ “ ΦnpRqCnpRq “ p0, 0qJ,
which implies that CnpRq “ p0, 0qJ. Then
Cnprq “ ´
ż R
r
C 1nptqdt. (4.16)
Combining (4.15) and (4.16), we have
Cnprq “ ´1
2
»——–
şR
r
„´
t
Rˆ
¯´n ` ´ t
Rˆ
¯n
ξrnptqdt` i
şR
r
„´
t
Rˆ
¯n ´ ´ t
Rˆ
¯´n
ξθnptqdt
i
şR
r
„´
t
Rˆ
¯´n ´ ´ t
Rˆ
¯n
ξrnptqdt`
şR
r
„´
t
Rˆ
¯n ` ´ t
Rˆ
¯´n
ξθnptqdt.
fiffiffifl .
Substituting Cnprq into the general solution, we obtain
ξ1nprq “ ´1
2
ˆ
r
Rˆ
˙n ż R
r
ˆ
t
Rˆ
˙´n
ξrnptqdt` i2
ˆ
r
Rˆ
˙n ż R
r
ˆ
t
Rˆ
˙´n
ξθnptqdt
´1
2
ˆ
r
Rˆ
˙´n ż R
r
ˆ
t
Rˆ
˙n
ξrnptqdt´ i2
ˆ
r
Rˆ
˙´n ż R
r
ˆ
t
Rˆ
˙n
ξθnptqdt
ξ2nprq “ ´ i
2
ˆ
r
Rˆ
˙n ż R
r
ˆ
t
Rˆ
˙´n
ξrnptqdt` i2
ˆ
r
Rˆ
˙´n ż R
r
ˆ
t
Rˆ
˙n
ξrnptqdt
´1
2
ˆ
r
Rˆ
˙n ż R
r
ˆ
t
Rˆ
˙´n
ξθnptqdt´ 12
ˆ
r
Rˆ
˙´n ż R
r
ˆ
t
Rˆ
˙n
ξθnptqdt,
which completes the proof. 
Let p be the solution of the dual problem (4.9). Then p satisfies the following boundary value
problem in BRzBRˆ: $’&’%
µ∆p` pλ` µq∇∇ ¨ p` ω2p “ ´ξ inBRzBRˆ,
ppRˆ, θq “ ppRˆ, θq on BBRˆ,
Bp “ T ˚p on BBR.
(4.17)
Introduce the Helmholtz decomposition for p:
p “ ∇q1 ` curlq2, (4.18)
where qj , j “ 1, 2 admits the Fourier series expansion
qjpr, θq “
ÿ
nPZ
qjnprqeinθ.
Let ξjn, j “ 1, 2 be the solution of the system (4.12). Consider the second order system for
qjn, j “ 1, 2: $’&’%
q2jnprq ` 1r q1jnprq `
`
κ2j ´
`
n
R
˘2 ˘
qjnprq “ cjξjnprq, r P pRˆ, Rq,
qjnpRˆq “ qjnpRˆq, r “ Rˆ,
q1jnpRq “ αjnqjnpRq, r “ R,
(4.19)
where c1 “ ´1{pλ ` 2µq, c2 “ ´1{µ, and αjn is given in (A.5). The boundary condition q1jnpRq “
αjnqjnpRq comes from (A.2), i.e., qj satisfies the boundary condition
Brqj “ T ˚j qj :“
ÿ
nPZ
αjnqjnpRqeinθ on BBR,
where T ˚j is the adjoint operator to the DtN operator Tj .
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Lemma 4.8. The boundary value problem (4.17) and the second order system (4.19) are equivalent
under the Helmholtz decomposition (4.18).
Proof. It suffices to show if the Fourier coefficients qjn satisfy the second order system (4.19), then
p “ ∇q1 ` curlq2 is the solution of (4.17).
In the polar coordinates, we let
ppr, θq “
ÿ
nPZ
pprnprqer ` pθnprqeθqeinθ, r P pRˆ, Rq. (4.20)
It follows from the Helmholtz decomposition that
prnprq “ q11nprq ` inr q2nprq, p
θ
nprq “ inr q1nprq ´ q
1
2nprq. (4.21)
Using (4.20)–(4.21), we have from a straightforward calculation that
Bp “ `µBrp` pλ` µq∇ ¨ per˘|r“R
“
ÿ
nPZ
”
pλ` 2µqq21npRq ` pλ` µq 1Rq
1
1npRq ´ pλ` µq n
2
R2
q1npRq
ı
einθer
`
ÿ
nPZ
”
µ
in
R
q11npRq ´ µ inR2 q1npRq
ı
einθeθ `
ÿ
nPZ
”
µ
in
R
q12npRq ´ µ inR2 q2npRq
ı
einθer
`
ÿ
nPZ
´µq22npRqeinθeθ.
On the other hand, it is easy to verify that
T ˚p “
ÿ
nPZ
"”
M
pnq
11 p
r
npRq `M pnq21 pθnpRq
ı
er `
”
M
pnq
12 p
r
npRq `M pnq22 pθnpRq
ı
eθ
*
einθ
“
ÿ
nPZ
"
M
pnq
11
”
q11npRq ` inR q2npRq
ı
`M pnq21
” in
R
q1npRq ´ q12npRq
ı*
ere
inθ
`
ÿ
nPZ
"
M
pnq
12
”
q11npRq ` inR q2npRq
ı
`M pnq22
” in
R
q1npRq ´ q12npRq
ı*
eθe
inθ,
where M
pnq
ij , i, j “ 1, 2 are given in (A.4).
Using the boundary condition q1jnpRq “ αjnqjnpRq, we getˆ
µ
in
R
´M pnq12
˙
q11npRq ´
ˆ
M
pnq
22
in
R
` µ in
R2
˙
q1npRq
“
˜
µ
in
R
´ in µ
R
` ω2 in
R
1
ΛnpRq
¸
q11npRq ´
˜
´ µ
R
in
R
` ω2 in
R
α1n
ΛnpRq
` µ in
R2
¸
q1npRq
“ ω2 in
R
1
ΛnpRq
`
q11npRq ´ α1nq1npRq
˘ “ 0
and ˆ
µ
in
R
`M pnq21
˙
q12npRq ´
ˆ
M
pnq
11
in
R
` µ in
R2
˙
q2npRq
“
˜
µ
in
R
´ in µ
R
` inω
2
R
1
ΛnpRq
¸
q12npRq ´
˜
µ
in
R2
´ µ
R
in
R
` ω2 in
R
α2n
ΛnpRq
¸
q2npRq
“ inω
2
R
1
ΛnpRq
`
q12npRq ´ α2nq2npRq
˘ “ 0.
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Since q2n satisfies the second order equation
q22nprq ` 1r q
1
2nprq `
ˆ
κ22 ´
´ n
R
¯2˙
q2nprq “ ´ 1
µ
ξ2n, r P pRˆ, Rq,
we obtain from the boundary condition ξ2npRq “ 0 that
´µq22npRq ´
ˆ
M
pnq
12
in
R
q2npRq ´M pnq22 q12npRq
˙
“ ´µq22npRq ´ inR
˜
in
µ
R
´ ω2 in
R
1
ΛnpRq
¸
q2npRq `
˜
´ µ
R
` ω2 α1n
ΛnpRq
¸
q12npRq
“ ξ2npRq ` µκ22q2npRq ` ω2
ˆ
in
R
˙2 1
ΛnpRq
q2npRq ` ω2 α1n
ΛnpRq
q12npRq
“ ξ2npRq ` ω
2
ΛnpRq
ˆ´ n
R
¯2
q2npRq ´ α1nα2nq2npRq ´
´ n
R
¯2
q2npRq ` α1nq12npRq
˙
“ ξ2npRq ` ω2 α1n
ΛnpRq
`´α2nq2npRq ` q12npRq˘ “ 0.
Similarly, combining the equation
q21nprq ` 1r q
1
1nprq `
ˆ
κ21 ´
´n
r
¯2˙
q1nprq “ ´ 1
λ` 2µξ1nprq, r P pRˆ, Rq
and the boundary condition ξ1npRq “ 0, we have
pλ` 2µqq21npRq ` pλ` µq 1Rq
1
1nprq ´ pλ` µq n
2
R2
q1npRq ´M pnq11 q11npRq ´
in
R
M
pnq
21 q1npRq
“ pλ` 2µq
„
´ 1
λ` 2µξ1npRq ´
1
R
q11npRq ´
ˆ
κ21 ´
´ n
R
¯2˙
q1npRq

`
˜
λ` 2µ
R
´ ω2 α2n
ΛnpRq
¸
q11npRq `
˜
´pλ` 2µq
´ n
R
¯2 ` ω2 1
ΛnpRq
´ n
R
¯2¸
q1npRq
“ ´ξ1npRq ´ ω2 α2n
ΛnpRq
q11npRq `
˜
´ω2 ` ω2 1
ΛnpRq
´ n
R
¯2¸
q1npRq
“ ´ξ1npRq ´ ω
2
ΛnpRq
ˆ
α2nq
1
1npRq `
´ n
R
¯2
q1npRq ´ α1nα2nq1npRq ´
´ n
R
¯2
q1npRq
˙
“ ´ξ1npRq ´ ω
2
ΛnpRq
α2n
“
q11npRq ´ α1nq1npRq
‰ “ 0.
Hence we prove that Bp “ T ˚p on BBR.
Moreover, we get from the Helmholtz decomposition that
µ∆p` pλ` µq∇∇ ¨ p` ω2p
“ ∇ `pλ` 2µq∆q1 ` ω2q1˘` curl `µ∆q2 ` ω2q2˘
“ ´∇ξ1 ´ curlξ2 “ ´ξ,
which completes the proof. 
Based on Lemma 4.7 and Lemma 4.8, we have the asymptotic properties of the solution to the
dual problem (4.17) for large |n|.
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Theorem 4.9. Let p be the solution of (4.17) and amdit the Fourier series expansion
ppr, θq “
ÿ
nPZ
´
prnprqer ` pθnprqeθ
¯
einθ.
For sufficient large |n|, the Fourier coefficients prn, pθn satisfy the estimate
|prnpRq|2 ` |pθnpRq|2 À n2
ˆ
Rˆ
R
˙2|n|`2 ´
|prnpRˆq|2 ` |pθnpRˆq|2
¯
` 1|n|2
´
}ξrn}2L8prRˆ,Rsq ` }ξθn}2L8prRˆ,Rsq
¯
,
where ξrn, ξ
θ
n are the Fourier coefficients of ξ in the polar coordinates and are given in (4.11).
Proof. It follows from straighforward calculations that the second order systems (4.19) have a unique
solution, which is given by
q1nprq “ β1nprqq1npRˆq ` ipi
4
ż r
Rˆ
tW1npr, tqξ1nptqdt
` ipi
4
ż R
Rˆ
tβ1nptqW1npRˆ, rqξ1nptqdt, (4.22)
q2nprq “ β2nprqq2npRˆq ` ipi
4
ż r
Rˆ
tW2npr, tqξ2nptqdt
` ipi
4
ż R
Rˆ
tβ2nptqW2npRˆ, rqξ2nptqdt, (4.23)
where
βjnprq “ H
p2q
n pκjrq
H
p2q
n pκjRˆq
, Wjnpr, tq “ Hp1qn pκjrqHp2qn pκjtq ´Hp1qn pκjtqHp2qn pκjrq.
Taking the derivative of (4.22)–(4.23) respective to r gives
q11nprq “ β11nprqq1npRˆq ` ipi4
ż r
Rˆ
tBrW1npr, tqξ1nptqdt
` ipi
4
ż R
Rˆ
tβ1nptqBtW1npRˆ, rqξ1nptqdt, (4.24)
q12nprq “ β12nprqq2npRˆq ` ipi4
ż r
Rˆ
tBrW2npr, tqξ2nptqdt
` ipi
4
ż R
Rˆ
tβ2nptqBtW2npRˆ, rqξ2nptqdt. (4.25)
Evaluating (4.22)–(4.23) and (4.24)–(4.25) at r “ R and r “ Rˆ, respectively, we may verify that
q1npRq “ β1npRqq1npRˆq ` ipi
4
ż R
Rˆ
tβ1npRqW1npRˆ, tqξ1nptqdt,
q2npRq “ β2npRqq2npRˆq ` ipi
4
ż R
Rˆ
tβ2npRqW2npRˆ, tqξ2nptqdt,
q11npRˆq “ β11npRˆqq1npRˆq ` 1
Rˆ
ż R
Rˆ
tβ1nptqξ1nptqdt,
q12npRˆq “ β12npRˆqq2npRˆq ` 1
Rˆ
ż R
Rˆ
tβ2nptqξ2nptqdt.
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It follows from the Helmholtz decomposition that
prnprq “ q11nprq ` inr q2nprq, p
θ
nprq “ inr q1nprq ´ q
1
2nprq. (4.26)
Evaluating (4.26) at r “ R, noting β1jnpRq “ αjnpRq and q1jnpRq “ αjnpRqqjnpRq, we obtain„
prnpRq
pθnpRq

“ UnpRq
„
q1npRˆq
q2npRˆq

` ipi
4
UnpRq
«şR
Rˆ tW1npRˆ, tqξ1nptqdtşR
Rˆ tW2npRˆ, tqξ2nptqdt
ff
, (4.27)
where
UnpRq “
«
α1npRq inR
in
R ´α2npRq
ff„
β1npRq 0
0 β2npRq

.
Similarly, evaluating (4.26) at r “ Rˆ and noting β1jnpRˆq “ αjnpRˆq yield that«
prnpRˆq
pθnpRˆq
ff
“ KnpRˆq
„
q1npRˆq
q2npRˆq

`
„
η1
η2

, (4.28)
where
KnpRˆq “
»–α1npRˆq inRˆ
in
Rˆ
´α2npRˆq
fifl ,
and
η1n “ 1
Rˆ
ż R
Rˆ
tβ1nptqξ1nptqdt, η2n “ ´ 1
Rˆ
ż R
Rˆ
tβ2nptqξ2nptqdt.
Solving (4.28) for q1npRˆq, q2npRˆq in terms of prnpRˆq, prnpRˆq gives„
q1npRˆq
q2npRˆq

“ VnpRˆq
ΛnpRˆq
„
prnpRˆq ´ η1n
pθnpRˆq ´ η2n

, (4.29)
where
ΛnpRˆq “
ˆ
n
Rˆ
˙2
´ α1npRˆqα2npRˆq, VnpRˆq “
»–´α2npRˆq ´ inRˆ
´ in
Rˆ
α1npRˆq
fifl .
Substituting (4.29) into (4.27) yields„
prnpRq
pθnpRq

“ UnpRqVnpRˆq
ΛnpRˆq
«
prnpRˆq
pθnpRˆq
ff
` ipi
4
UnpRq
«şR
Rˆ tW1npRˆ, tqξ1nptqdtşR
Rˆ tW2npRˆ, tqξ2nptqdt
ff
´ UnpRqVnpRˆq
ΛnpRˆq
„
η1n
η2n

. (4.30)
Following proofs in Lemmas 4.4 and A.1, we may similarly show that for sufficiently large |n|ˇˇˇˇ
ˇUnpRqVnpRˆqΛnpRˆq
ˇˇˇˇ
ˇ À |n|
ˆ
Rˆ
R
˙|n|
.
For fixed t and sufficiently large |n|, using (4.13) and (4.14), we may easily show
|ξ1nptq| À
´
}ξrn}L8prRˆ,Rsq ` }ξθn}L8prRˆ,Rsq
¯ ż R
t
´r
t
¯|n|
dr, (4.31)
|ξ2nptq| À
´
}ξrn}L8prRˆ,Rsq ` }ξθn}L8prRˆ,Rsq
¯ ż R
t
´r
t
¯|n|
dr. (4.32)
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By (4.31)–(4.32) and
WjnpRˆ, tq „ ´ 2i
pi|n|
«ˆ
t
Rˆ
˙|n|
´
ˆ
Rˆ
t
˙|n|ff
, βjnptq „
ˆ
Rˆ
t
˙|n|
,
we get
ˇˇˇˇż R
Rˆ
tWjnpRˆ, tqξjnptqdt
ˇˇˇˇ
À
´
}ξrn}L8prRˆ,Rsq ` }ξθn}L8prRˆ,Rsq
¯ 1
|n|
ż R
Rˆ
t
ˆ
t
Rˆ
˙|n| ż R
t
´r
t
¯|n|
drdt
“
´
}ξrn}L8prRˆ,Rsq ` }ξθn}L8prRˆ,Rsq
¯ 1
|n|p|n| ` 1q
ˆ
ż R
Rˆ
t
ˆ
1
Rˆ
˙|n| ´
R|n|`1 ´ t|n|`1
¯
dt
À
´
}ξrn}L8prRˆ,Rsq ` }ξθn}L8prRˆ,Rsq
¯ 1
|n|2
ˆ
R
Rˆ
˙|n|
and
ˇˇˇˇ
1
Rˆ
ż R
Rˆ
tβjnptqξjnptqdt
ˇˇˇˇ
À
´
}ξrn}L8prRˆ,Rsq ` }ξθn}L8prRˆ,Rsq
¯ ż R
Rˆ
t
ˆ
Rˆ
t
˙|n| ż R
t
´r
t
¯|n|
drdt
“
´
}ξrn}L8prRˆ,Rsq ` }ξθn}L8prRˆ,Rsq
¯ 1
1` |n|
ˆ
ż R
Rˆ
ˆ
Rˆ
t
˙|n|R|n|`1 ´ t|n|`1
t|n|´1
dt
À
´
}ξrn}L8prRˆ,Rsq ` }ξθn}L8prRˆ,Rsq
¯ 1
|n|2
ˆ
R
Rˆ
˙|n|
.
Substituting the above estimates into (4.30), we obtain
|prnpRq|2 ` |pθnpRq|2 À n2
ˆ
Rˆ
R
˙2|n|`2 ´
|prnpRˆq|2 ` |pθnpRˆq|2
¯
` 1|n|2
´
}ξrn}2L8prRˆ,Rsq ` }ξθn}2L8prRˆ,Rsq
¯
,
which completes the proof. 
Using Theorem 4.9, we may estimate the last term in (4.10).
Lemma 4.10. Let p be the solution of the dual problem (4.17). For sufficiently large N , the following
estimate holds ˇˇˇˇż
BBR
pT ´TN q ξ ¨ pds
ˇˇˇˇ
À 1
N
}ξ}2
H1pΩq.
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Proof. Using the definitions of the DtN operators T and TN and Lemma 4.2, we haveˇˇˇˇż
BBR
pT ´TN q ξ ¨ pds
ˇˇˇˇ
ď 2piR
ÿ
|n|ąN
|pMnξnpRqq ¨ pnpRq|
À 2piR
ÿ
|n|ąN
|n|
´
|ξrnpRq| ` |ξθnpRq|
¯´
|prnpRq| ` |pθnpRq|
¯
À
ÿ
|n|ąN
´
p1` n2q1{2|n|
¯´1{2 »– ÿ
|n|ąN
p1` n2q1{2
´
|ξrnpRq| ` |ξθnpRq|
¯2fifl1{2
ˆ
»– ÿ
|n|ąN
|n|3
´
|prnpRq| ` |pθnpRq|
¯2fifl1{2
À N´1}ξ}H1{2pBBRq
»– ÿ
|n|ąN
|n|3
´
|prnpRq|2 ` |pθnpRq|2
¯fifl1{2
À N´1}ξ}H1pΩq
»– ÿ
|n|ąN
|n|3
´
|prnpRq|2 ` |pθnpRq|2
¯fifl1{2 . (4.33)
Following [25], we let t P rRˆ, Rs and assume, without loss of generality, that t is closer to the left
endpoint Rˆ than the right endpoint R. Denote ζ “ R´ Rˆ. Then we have R´ t ě ζ2 . Thus
|ξpr,θqn ptq|2 “ 1R´ t
ż t
R
´
pR´ sq|ξpr,θqn psq|2
¯1
ds
“ 1
R´ t
ż t
R
ˆ
´|ξpr,θqn psq|2 ` 2 pR´ sq<
`
ξpr,θq1n psqξpr,θqn psq
˘˙
ds
ď 1
R´ t
ż R
t
|ξpr,θqn psq|2ds` 2
ż R
Rˆ
|ξpr,θqn psq||ξpr,θq1n psq|ds,
which implies that
}ξpr,θqn }2L8prRˆ,Rsq ď
2
ζ
}ξpr,θqn }2L2prRˆ,Rsq ` 2}ξpr,θqn }L2prRˆ,Rsq}ξpr,θq1n }L2prRˆ,Rsq
ď
ˆ
2
ζ
` |n|
˙
}ξpr,θqn }2L2prRˆ,Rsq ` |n|´1}ξpr,θq1n }2L2prRˆ,Rsq.
Using Lemma 4.9 and the Cauchy–Schwarz inequality, we getÿ
|n|ąN
|n|3
´
|prnpRq|2 ` |pθnpRq|2
¯
À
ÿ
|n|ąN
|n|3
#
n2
ˆ
Rˆ
R
˙2|n|`2 ´
|prnpRˆq|2 ` |pθnpRˆq|2
¯
` 1|n|2
´
}ξrn}2L8prRˆ,Rsq ` }ξθn}2L8prRˆ,Rsq
¯+
À
ÿ
|n|ąN
|n|5
ˆ
Rˆ
R
˙|2n| ´
|prnpRˆq|2 ` |pθnpRˆq|2
¯
`
ÿ
|n|ąN
|n|
´
}ξrn}2L8prRˆ,Rsq ` }ξθn}2L8prRˆ,Rsq
¯
:“ I1 ` I2.
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Noting that the function t4e´2t is bounded on p0,`8q, we have
I1 À max|n|ąN
˜
n4
ˆ
Rˆ
R
˙|2n|¸ ÿ
|n|ąN
|n|
´
|prnpRˆq|2 ` |pθnpRˆq|2
¯
À }p}2H1{2pBBRˆq À }ξ}
2
H1pΩq,
where the last inequality uses the stability of the dual problem (4.17). For I2, we can show that
I2 À
ÿ
|n|ąN
„
|n|
ˆ
2
ζ
` |n|
˙´
}ξrn}2L2prRˆ,Rsq ` }ξθn}2L2prRˆ,Rsq
¯
`
´
}ξr1n }2L2prRˆ,Rsq ` }ξθ1n }2L2prRˆ,Rsq
¯
ď
ÿ
|n|ąN
„ˆ
2
ζ
|n| ` n2
˙
}ξn}2L2prRˆ,Rsq ` }ξ1n}2L2prRˆ,Rsq

.
On the other hand, a simple calculation yields
}ξpr,θqn }2H1pBRzBRˆq “ 2pi
ÿ
nPZ
ż R
Rˆ
„ˆ
r ` n
2
r
˙
|ξpr,θqn prq|2 ` r|ξpr,θq1n prq|2

dr
ě 2pi
ÿ
nPZ
ż R
Rˆ
„ˆ
Rˆ` n
2
R
˙
|ξpr,θqn prq|2 ` Rˆ|ξpr,θq1n prq|2

dr.
It is easy to note that
2
ζ
|n| ` n2 À Rˆ` n
2
R
.
Combining the above estimates, we obtain
I2 À }ξ}2H1pBRzBRˆq ď }ξ}
2
H1pΩq,
which gives ÿ
|n|ąN
|n|3
´
|prnpRq| ` |pθnpRq|
¯2 À }ξ}2H1pΩq.
Substituting the above inequality into (4.33), we getˇˇˇˇż
BBR
pT ´TN q ξ ¨ pds
ˇˇˇˇ
À 1
N
}ξ}2
H1pΩq, (4.34)
which completes the proof. 
Now, we prove the main result of this paper.
Proof. By Lemma 4.3, Lemma 4.5, and Lemma 4.6, we obtain
~ξ~2
H1pΩq “ <bpξ, ξq ` <
ż
BBR
pT ´TN q ξ ¨ ξds` 2ω2
ż
Ω
ξ ¨ ξdx` <
ż
BBR
TNξ ¨ ξds
ď C1
»–˜ ÿ
KPMh
η2K
¸1{2
` max
|n|ąN
|n|
ˆ
Rˆ
R
˙|n|
}uinc}H1pΩq
fifl }ξ}H1pΩq
`pC2 ` Cpδqq }ξ}2L2pΩq `
ˆ
R
Rˆ
˙
δ}ξ}2
H1pΩq.
Using (4.2) and choosing δ such that R
Rˆ
δ
minpµ,ω2q ă 12 , we get
~ξ~2
H1pΩq ď 2C1
»–˜ ÿ
KPMh
η2K
¸1{2
` max
|n|ąN
|n|
ˆ
Rˆ
R
˙|n|
}uinc}H1pΩq
fifl }ξ}H1pΩq
`2 pC2 ` Cpδqq }ξ}2L2pΩq. (4.35)
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Table 1. The adaptive finite element DtN method for the elastic wave scattering problem.
(1) Given the tolerance  ą 0, θ P p0, 1q;
(2) Fix the computational domain Ω “ BRzD by choosing the radius R;
(3) Choose R1 and N such that N ď 10´8;
(4) Construct an initial triangulation Mh over Ω and compute error estimators;
(5) While h ą  do
(6) Refine the mesh Mh according to the strategy:
if ηTˆ ą θ maxTPMh ηT , then refine the element Tˆ PMh;
(7) Denote refined mesh still by Mh, solve the discrete problem (3.1) on the new mesh Mh;
(8) Compute the corresponding error estimators;
(9) End while.
It follows from (4.10), (4.34), and (4.2) that we have
}ξ}2
L2pΩq “ bpξ,pq `
ż
BBR
pT ´TN q ξ ¨ pds´
ż
BBR
pT ´TN q ξ ¨ pds
À
»–˜ ÿ
KPMh
η2K
¸1{2
` max
|n|ąN
|n|
ˆ
Rˆ
R
˙|n|
}uinc}H1pΩq
fifl }ξ}H1pΩq ` 1N }ξ}2H1pΩq.
Substituting the above estimate intro (4.35) and taking sufficiently large N such that
2 pC2 ` Cpδqq
N
1
minpµ, ω2q ă 1,
we obtain
~u´ uhN~2H1pΩq À
˜ ÿ
KPMh
η2K
¸1{2
` max
|n|ąN
˜
|n|
ˆ
Rˆ
R
˙|n|¸
}uinc}H1pΩq.
which completes the proof of theorem. 
5. Implementation and numerical experiments
In this section, we discuss the algorithmic implementation of the adaptive finite element DtN
method and present two numerical examples to demonstrate the effectiveness of the proposed
method.
5.1. Adaptive algorithm. Based on the a posteriori error estimate from Theorem 4.1, we use the
FreeFem [22] to implement the adaptive algorithm of the linear finite element formulation. It is
shown in Theorem 4.1 that the a posteriori error estimator consists two parts: the finite element
discretization error h and the DtN truncation error N which dependents on the truncation number
N . Explicitly
h “
˜ ÿ
TPMh
η2T
¸1{2
, N “ max|n|ěN
˜
|n|
ˆ
Rˆ
R
˙|n|¸
}uinc}H1pΩq. (5.1)
In the implementation, we choose Rˆ, R, and N based on (5.1) to make sure that the finite element
discretization error is not polluted by the DtN truncation error, i.e., N is required to be very small
compared to h, for example, N ď 10´8. For simplicity, in the following numerical experiments,
Rˆ is chosen such that the obstacle is exactly contained in the disk BRˆ, and N is taken to be the
24 PEIJUN LI AND XIAOKAI YUAN
Table 2. Comparison of numerical results using adaptive mesh and uniform mesh
refinements for Example 1.
Adaptive mesh Uniform mesh
DoFh eh h DoFh eh h
1745 0.4632 3.9693 1745 0.4632 3.9693
2984 0.3256 2.6723 2667 0.3717 3.2365
5559 0.2253 1.9293 5857 0.2494 2.0625
9030 0.1778 1.5054 10630 0.1851 1.5856
15407 0.1384 1.1686 20224 0.1330 1.1257
smallest positive integer such that N ď 10´8. The algorithm is shown in Table 1 for the adaptive
finite element DtN method for solving the elastic wave scattering problem.
5.2. Numerical experiments. We report two examples to demonstrate the performance of the
proposed method. The first example is a disk and has an analytical solution; the second example
is a U-shaped obstacle which is commonly used to test numerical solutions for the wave scattering
problems. In each example, we plot the magnitude of the numerical solution to give an intuition
where the mesh should be refined, and also plot the actual mesh obtained by our algorithm to show
the agreement. The a posteriori error is plotted against the number of nodal points to show the
convergence rate. In the first example, we compare the numerical results by using the uniform and
adaptive meshes to illustrate the effectiveness of the adaptive algorithm.
Example 1. This example is constructed such that it has an exact solution. Let the obstacle
D “ B0.5 be a disk with radius 0.5 and take Ω “ B1zB0.5, i.e., Rˆ “ 0.5, R “ 1. If we choose the
incident wave as
uincpxq “ ´κ1H
p1q1
0 pκ1rq
r
ˆ
x
y
˙
´ κ2H
p1q1
0 pκ2rq
r
ˆ
y
´x
˙
, r “ px2 ` y2q1{2,
then it is easy to check that the exact solution is
upxq “ κ1H
p1q1
0 pκ1rq
r
ˆ
x
y
˙
` κ2H
p1q1
0 pκ2rq
r
ˆ
y
´x
˙
,
where κ1 and κ2 are the compressional wave number and shear wave number, respectively.
In Table 2, numerical results are shown for the adaptive mesh refinement and the uniform mesh
refinement, where DoFh stands for the degree of freedom or the number of nodal points of the mesh
Mh, h is the a posteriori error estimate, and eh “ }u ´ uhN}H1pΩq is the a priori error. It can be
seen that the adaptive mesh refinement requires fewer DoFh than the uniform mesh refinement to
reach the same level of accuracy, which shows the advantage of using the adaptive mesh refinement.
Figure 2 displays the curves of log eh and log h versus log DoFh for the uniform and adaptive mesh
refinements with ω “ pi, λ “ 2, µ “ 1, i.e., κ1 “ pi{2, κ2 “ pi. It indicates that the meshes and
the associated numerical complexity are quasi-optimal, i.e., }u ´ uhN}H1pΩq “ O
`
DoF
´1{2
h
˘
holds
asymptotically. Figure 3 plots the magnitude of the numerical solution and an adaptively refined
mesh with 15407 elements. We can see that the solution oscillates on the edge of the obstacle but it
is smooth away from the obstacle. This feature is caught by the algorithm. The mesh is adaptively
refined around the obstacle and is coarse away from the obstacle.
Example 2. This example does not have an analytical solution. We consider a compressional
plane incident wave uincpxq “ deiκ1x¨d with the incident direction d “ p1, 0qJ. The obstacle is
U-shaped and is contained in the rectangular domain
 
x P R2 : ´2 ă x ă 2.2,´0.7 ă y ă 0.7(. Due
to the problem geometry, the solution contains singularity around the corners of the obstacle. We
take R “ 3, Rˆ “ 2.31. Figure 4 shows the curve of log h versus log DoFh at different frequencies
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Figure 2. Quasi-optimality of the a priori and a posteriori error estimates for Ex-
ample 1.
Figure 3. The numerical solution of Example 1. (left) the magnitude of the numer-
ical solution; (left) an adaptively refined mesh with 15407 elements.
ω “ 1, pi, 2pi. It demonstrates that the decay of the a posteriori error estimates are O`DoF´1{2h ˘.
Figure 5 plots the contour of the magnitude of the numerical solution and its corresponding mesh
by using the parameters ω “ pi, λ “ 2, µ “ 1. Again, the algorithm does capture the solution feature
and adaptively refines the mesh around the corners of the obstacle where the solution displays
singularity.
6. Conclusion
In this paper, we present an adaptive finite element DtN method for the elastic obstacle scattering
problem. Based on the Helmholtz decomposition, a new duality argument is developed to obtain
the a posteriori error estimate. It not only takes into account of the finite element discretization
error but also includes the truncation error of the DtN operator. We show that the truncation error
decays exponentially with respect to the truncation parameter. The posteriori error estimate for
the solution of the discrete problem serves as a basis for the adaptive finite element approximation.
Numerical results show that the proposed method is accurate and effective. This work provides a
viable alternative to the adaptive finite element PML method to solve the elastic obstacle scattering
problem. The method can be applied to solve many other wave propagation problems where the
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Figure 4. Quasi-optimality of the a posteriori error estimates with different fre-
quencies for Example 2.
Figure 5. The numerical solution of Example 2. (left) The contour plot of the
magnitude of the solution; (right) an adaptively refined mesh with 12329 elements
transparent boundary conditions are used for open domain truncation. Future work includes extend-
ing our analysis to the adaptive finite element DtN method for solving the three-dimensional elastic
obstacle scattering problem, where a more complicated transparent boundary condition needs to be
considered.
Appendix A. Transparent boundary conditions
In this section, we show the transparent boundary conditions for the scalar potential functions
φ, ψ and the displacement of the scattered field u on BBR.
In the exterior domain R2zBR, the solutions of the Helmholtz equations (2.5) have the Fourier
series expansions in the polar coordinates:
φpr, θq “
ÿ
nPZ
H
p1q
n pκ1rq
H
p1q
n pκ1Rq
φnpRqeinθ, ψpr, θq “
ÿ
nPZ
H
p1q
n pκ2rq
H
p1q
n pκ2Rq
ψnpRqeinθ, (A.1)
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where H
p1q
n is the Hankel function of the first kind with order n. Taking the normal derivative of
(A.1), we obtain the transparent boundary condition for the scalar potentials φ, ψ on BBR:
Brφ “ T1φ :“
ÿ
nPZ
κ1H
p1q1
n pκ1Rq
H
p1q
n pκ1Rq
φnpRqeinθ, Brψ “ T2ψ :“
ÿ
nPZ
κ2H
p1q1
n pκ2Rq
H
p1q
n pκ2Rq
ψnpRqeinθ. (A.2)
The polar coordinates pr, θq are related to the Cartesian coordinates x “ px, yq by x “ r cos θ, y “
r sin θ with the local orthonormal basis ter, eθu, where er “ pcos θ, sin θqJ, eθ “ p´ sin θ, cos θqJ.
Define a boundary operator for the displacement of the scattered wave
Bu “ µBru` pλ` µqp∇ ¨ uqer on BBR.
Based on the Helmholtz decomposition (2.5) and the transparent boundary condition (A.2), it is
shown in [33] that the scattered field u satisfies the transparent boundary condition
Bu “ pT uqpR, θq :“
ÿ
nPZ
MnunpRqeinθ on BBR, (A.3)
where
upR, θq “
ÿ
nPZ
unpRqeinθ “
ÿ
nPZ
`
urnpRqer ` uθnpRqeθ
˘
einθ
and Mn is a 2ˆ 2 matrix defined by
Mn “
«
M
pnq
11 M
pnq
12
M
pnq
21 M
pnq
22
ff
“ 1
ΛnpRq
«
N
pnq
11 N
pnq
12
N
pnq
21 N
pnq
22
ff
. (A.4)
Here
ΛnpRq “
´ n
R
¯2 ´ α1npRqα2npRq, αjnpRq “ κjHp1q1n pκjRq
H
p1q
n pκjRq
, (A.5)
and
N
pnq
11 “µ
´ n
R
¯2 ´
α2npRq ´ 1
R
¯
´ α2npRq
„
pλ` 2µqκ
2
1H
p1q2
n pκ1Rq
H
p1q
n pκ1Rqq
` pλ` µq
´ 1
R
α1npRq ´
´ n
R
¯2 ¯
,
N
pnq
12 “µ
in
R
α1npRq
´
α2npRq ´ 1
R
¯
´ in
R
„
pλ` 2µqκ
2
1H
p1q2
n pκ1Rq
H
p1q
n pκ1Rqq
` pλ` µq
´ 1
R
α1npRq ´
´ n
R
¯2 ¯
,
N
pnq
21 “´ µ
in
R
α2npRq
´
α1npRq ´ 1
R
¯
` µ in
R
κ22H
p1q2
n pκ2Rq
H
p1q
n pκ2Rq
,
N
pnq
22 “µ
´ n
R
¯2 ´
α1npRq ´ 1
R
¯
´ µα1npRqκ
2
2H
p1q2
n pκ2Rq
H
p1q
n pκ2Rq
.
The matrix entries N
pnq
ij , i, j “ 1, 2 can be further simplied. Recall that the Hankel function
H
p1q
n pzq satisfies the Bessel differential equation
z2Hp1q2n pzq ` zHp1q1n pzq ` pz2 ´ n2qHp1qn pzq “ 0.
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We have from straighforward calculations that
N
pnq
11 “ ´α2npRq
«
pλ` 2µq
„
´ 1
R2
´
κjR
H
p1q1
n pκjRq
H
p1q
n pκjRq
` `pκjRq2 ´ n2˘ ¯
` pλ` µq
ˆ
1
R
α1npRq ´
´ n
R
¯2˙ff` µ´ n
R
¯2 ˆ
α2npRq ´ 1
R
˙
“ ´α2npRq
«
´
ˆ
λ` 2µ
R
˙
α1npRq ´ pλ` 2µqκ21 ` pλ` 2µq
´ n
R
¯2 ` ˆλ` µ
R
˙
α1npRq
´ pλ` µq
´ n
R
¯2 ff` µ´ n
R
¯2 ˆ
α2npRq ´ 1
R
˙
“ ´ µ
R
„´ n
R
¯2 ´ α1npRqα2npRq` α2npRqω2
“ ´ µ
R
ΛnpRq ` α2npRqω2,
N
pnq
12 “ ´
in
R
«
pλ` 2µq
„
´ 1
R2
´
κjR
H
p1q1
n pκjRq
H
p1q
n pκjRq
` `pκjRq2 ´ n2˘ ¯
` pλ` µq
ˆ
1
R
α1npRq ´
´ n
R
¯2˙ff` inµ
R
α1npRqα2npRq ´ µ in
R2
α1npRq
“ ´ in
R
„
´ µ
R
α1npRq ` µ
´ n
R
¯2 ´ pλ` 2µqκ21` inµR α1npRqα2npRq ´ inR2µα1npRq
“ ´ inµ
R
ΛnpRq ` in
R
ω2,
N
pnq
21 “ ´µ
in
R
α2npRqα1npRq ` inµ
R2
α2npRq ` µ in
R
ˆ´1
R2
˙`
Rα2npRq ` pκ2Rq2 ´ n2
˘
“ ´µ in
R
α1npRqα2npRq ` inµ
R2
α2npRq ´ µ in
R2
α2npRq ´ inµ
R
κ22 ` iµ
´ n
R
¯3
“ iµn
R
ΛnpRq ´ in
R
ω2,
N
pnq
22 “ µ
´ n
R
¯2
α1npRq ´ µ
R
´ n
R
¯2 ´ µα1npRq´1
R2
`
Rα2npRq ` pκ2Rq2 ´ n2
˘
“ µ
´ n
R
¯2
α1npRq ´ µ
R
´ n
R
¯2 ` µ
R
α1npRqα2npRq ` α1npRqµκ22 ´ µ
´ n
R
¯2
α1npRq
“ ´ µ
R
ˆ´ n
R
¯2 ´ α1npRqα2npRq˙` α1npRqω2
“ ´ µ
R
ΛnpRq ` α1npRqω2.
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Substituting the above into (A.3), we obtain
Bu “ T u “
ÿ
nPZ
1
Λn
"”´
´ µ
R
ΛnpRq ` α2npRqω2
¯
urnpRq
`
´
´ inµ
R
ΛnpRq ` in
R
ω2
¯
uθnpRq
ı
er `
”´ iµn
R
ΛnpRq ´ in
R
ω2
¯
urnpRq
`
´
´ µ
R
ΛnpRq ` α1npRqω2
¯
uθnpRq
ı
eθ
*
einθ.
Lemma A.1. Let z ą 0. For sufficiently large |n|, Λnpzq admits the following asymptotic property
Λnpzq “ 1
2
pκ21 ` κ22q `O
´ 1
|n|
¯
.
Proof. Using the asymptotic expansions of the Hankel functions [43]
H
p1q1
n pzq
H
p1q
n pzq
“ ´|n|
z
` z
2|n| `O
´ 1
|n|2
¯
,
we have
αjnpzq “ κjH
p1q1
n pκjzq
H
p1q
n pκjzq
“ ´|n|
z
` κ
2
jz
2|n| `O
´ 1
|n|2
¯
.
A simple calcuation yields that
Λnpzq “
´n
z
¯2 ´ α1npzqα2npzq “ 1
2
pκ21 ` κ22q `O
´ 1
|n|
¯
,
which completes the proof. 
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