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In this paper we describe space-eﬃcient data structures for the two-dimensional range
searching problem. We present a dynamic linear space data structure that supports
orthogonal range reporting queries in O (logn + k logε n) time, where k is the size of
the answer. Our data structure also supports emptiness and one-reporting queries in
O (logn) time and thus achieves optimal time and space for this type of queries. In
the case of integer point coordinates, we describe a static and a randomized dynamic
linear space data structures that support range reporting, emptiness and one-reporting
queries in sub-logarithmic time. These are the ﬁrst linear space data structures for
these problems that achieve sub-logarithmic query time. We also present a dynamic
linear space data structure for range counting queries with O ((logn/ log logn)2) time
and a dynamic O (n logn/ log logn) space data structure for semigroup range queries with
O ((logn/ log logn)2) query time.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In the orthogonal range searching problem we store the set of d-dimensional points P in a data structure so that for an
arbitrary d-dimensional query rectangle Q information about the points in Q ∩ P can be provided eﬃciently. In the case of
the orthogonal range reporting problem, all points in Q ∩ P must be reported. In the case of the orthogonal semigroup range
problem, we associate an element g(p) of a commutative semigroup G with each point p of P , and for a query rectangle Q ,∑
p∈Q ∩P g(p) can be computed. In the case of the orthogonal range counting problem, |Q ∩ P | must be reported. In the
case of emptiness queries, we must determine if P ∩ Q = ∅. One-reporting queries are a special case of range reporting
queries: for a query-rectangle Q we report an arbitrary point p ∈ P ∩ Q , if P ∩ Q = ∅. In this paper we describe linear
space dynamic data structures for two-dimensional range reporting and counting. We also improve the space usage and
query time of the dynamic data structure for the two-dimensional semigroup range problem.
Two-dimensional range reporting queries can be answered in O (logn+ k) time by a data structure that uses O (n logε n)
space both in static [10] and dynamic [19] scenarios. Here and further k denotes the size of the answer and ε is an
arbitrary positive constant. The fastest linear space data structure [16] supports queries in O (
√
n logn + k) and updates
in O (logn) time. If we allow penalties for each point in the answer, the best previously known linear space static data
structure of Chazelle [10] supports queries in O (logn + k logε n) time. The dynamic data structure of [20] supports queries
in O (logn log logn + k logε n) time, updates in O (log3 n log logn) time, and uses O (n) space. Two previous results imply
that emptiness and one-reporting queries can be answered in O (logn) time in the static case and O (logn log logn) time in
the dynamic case. Very recently, Blelloch [9] presented a data structure that supports range reporting queries in O (logn +
k(logn/ log logn)) time and updates in O (logn) time.
✩ A preliminary version of this paper appeared in the Proceedings of the 10th Workshop on Algorithms and Data Structures (WADS 2007).
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Data structures for two-dimensional orthogonal range reporting. Source references are listed in the ﬁrst column. New results obtained in this paper are
marked with an asterisk. All results are valid in the RAM model of computation.
Ref. Query Space Insertion,
Time Usage Deletion
[16] O (
√
n logn+ k) O (n) O (logn)
[10] O (logn+ k logε n) O (n) –
[10] O ((k + 1) log2 n) O (n) O (log2 n)
[17] O (logn+ k) O (n logn/ log logn) O (logn)
[1] O (logn+ k log logn) O (n log logn) –
[1] O (logn+ k) O (n logε n) –
[19] O (logn+ k) O (n logε n) O (log2 n),
O (logn log logn)
[19] O (logn+ k log logn) O (n log logn) O (log2 n),
O (logn log logn)
[20] O (logn log logn+ k logε n) O (n) O (log3 n log logn)
[9] O (logn+ k(logn/ log logn)) O (n) O (logn)
* O (logn+ k logε n) O (n) O (log3+ε n)
* O (logn/ log logn+ k logε n) O (n) –
In this paper, we present a dynamic linear space data structure that supports orthogonal range reporting queries in
O (logn + k logε n) time and updates in O (log3+ε n) time. Our data structure supports emptiness and one-reporting queries
in O (logn) time thus matching the static data structure of Chazelle [10]. We also present a linear space static data structure
with O (logn/ log logn+ k logε n) query time (respectively O (logn/ log logn) for the emptiness and one-reporting queries) in
the case when point coordinates are integers. This is the ﬁrst data structure with linear space and sub-logarithmic query
time for these problems. See also Table 1 for a comparison of different results. We describe a linear space dynamic data
structure for range counting queries with O ((logn/ log logn)2) query time. This is an O ((log logn)2) factor improvement
over the fastest previously known linear space data structure of Chazelle [10].1 All our results for range reporting and
counting are valid in the word RAM model of computation. We assume that all operations can be performed in O (1) time
and that x- and y-coordinates of an arbitrary point ﬁt in one machine word. Hence, each machine word consists of at least
logn bits.
We also obtain a new result for the semigroup range problem that uses a different model of computation: an element of
a semigroup G is associated with each point p ∈ P . We assume that each element g ∈ G is stored in one word of memory,
but we cannot pack more than one element of G into one word. The two-dimensional semigroup range query is to ﬁnd for a
query rectangle Q = [a,b]× [c,d] the sum ∑p∈P∩Q g(p). Our dynamic data structure for two-dimensional semigroup range
queries supports queries in O ((logn/ log logn)2) time and uses O (n logn/ log logn) space. According to the lower bound
recently proven by Paˇtras¸cu [21], even in the case of the group range problem, any data structure with poly-logarithmic
update time and poly-logarithmic word size needs ((logn/ log logn)2) time to answer range queries. The result of [21] is
proved in the cell probe model [25]; hence, it is also valid in the RAM model. Thus our dynamic data structure achieves
optimal query time for the semigroup range problem.
Our approach is based on the construction of eﬃcient data structures for the narrow grid: the y-coordinates of points
are (different) integers in the interval [1, O (n)] and the x-coordinates are integers in the interval [1, logρ n] for a constant
ρ < 1/4. We show that several types of queries (range reporting and range counting queries) on a narrow grid can be
answered as fast as the corresponding one-dimensional queries. It is known that one-dimensional data structures on the
interval of size O (n) can be stored in O (n) bits of space. The space usage of our data structures on a narrow grid is
O (n log logn) bits. We obtain our space-eﬃcient data structure with the help of techniques used by Blandford and Blel-
loch [8] to design compact one-dimensional data structures. Our method can be also extended to other types of queries on
a narrow grid and is of independent interest. In [17] a similar problem of range reporting on a colored grid is considered:
the ﬁrst coordinates of all points belong to an interval of size logδ for a small constant δ and the second coordinates of all
points belong to an interval of size s n. However, the data structure of [17] requires more space; besides that, range count-
ing and semigroup range problems are not considered. Very recently Blelloch [9] described a space-eﬃcient data structure
for range reporting problem on a colored grid. Range counting is not considered in [9] however.
Using a modiﬁcation of the standard range tree technique [7] a general two-dimensional range searching query can be
reduced to O (logn/ log logn) queries to data structures on a narrow grid. In Sections 3 and 4 we describe data structures
for range reporting and range counting on a narrow grid. Results for two-dimensional orthogonal range reporting and
orthogonal range counting are given in Section 5. In Section 6 we present a data structure for orthogonal semigroup range
queries. The model of computation used in this paper is the unit cost word RAM: we assume that point coordinates of
an arbitrary point ﬁt into one machine word and all operations, including multiplication and bitwise operations, can be
performed in O (1) time.
1 Unlike our results, the result of [10] is valid in the pointer machine model [23] endowed with operation +.
344 Y. Nekrich / Computational Geometry 42 (2009) 342–3512. Main idea
Two-dimensional orthogonal range searching can be reduced to one-dimensional range searching with the help of range
trees [7]. Leaves of a range tree are associated with x-coordinates of points. The range of an internal node v is an interval
range(v) = [lv , rv), where lv is the value associated with the leftmost leaf descendant of v , and rv is the value associated
with the successor of the rightmost leaf descendant of v . In every internal node v we store a one-dimensional data structure
that contains the y-coordinates of all points whose x-coordinates belong to the range of v . Given a query Q = [a,b]× [c,d],
we can represent the interval [a,b] as a union of node ranges for some nodes v1, . . . , vk . For every internal node vi , we
answer a one-dimensional query [c,d] with the help of the data structure Dvi , e.g. report all points whose y-coordinates
belong to [c,d] or the number of points in Dvi whose y-coordinates belong to [c,d]. If the node degree of Tx is O (1),
then the list v1, . . . , vk contains O (1) nodes on every tree level and k = O (logn). Hence, range trees allow us to reduce a
two-dimensional orthogonal range searching query to O (logn) one-dimensional queries.
Our approach is based on increasing the degree of internal nodes in the range tree to O (logρ n) for a constant ρ  1/4.
Increasing the node degree in the range tree was also used in other papers, e.g in [17]. We modify the data structure Dv ,
so that it contains two-dimensional data: if the x-coordinate of a point p = (x, y) belongs to the range of the ith child
of v , then Dv contains the point (i, y). The interval [a,b] can be represented as the union of node ranges for some
nodes v1, . . . , vk that can be divided into O (logn/ log logn) groups G1, . . . ,Gh . Each group Gi contains the set of children
vli , vli+1, . . . , vri of some node vi . There are at most two nodes vi on each tree level; hence, there are O (logn/ log logn)
groups Gi . Thus to answer a query Q = [a,b]× [c,d], it suﬃces to answer queries [li, ri]× [c,d] with the help of data struc-
tures Dvi , i = 1,2, . . . ,h. Observe that the x-coordinates of points stored in data structures belong to the interval [1, logρ n].
Besides that, we will show in Section 5 that the y-coordinate of each point p = (i, y) stored in Dv can be replaced by its
label lv(y); if Dv contains s elements, then lv(y) ∈ [1, O (s)]. This approach was already used in [20]. The labeling lv can be
maintained with the sparse table technique [15,24]; this technique was previously used in the problem of maintaining order
in a list [11], orthogonal range reporting [19,20] and cache-oblivious B-trees [6]. Thus a two-dimensional range reporting
query is reduced to answering O (logn/ log logn) range reporting queries with restrictions: the y-coordinates of all points
belong to [1, O (s)] and the x-coordinates belong to [1, logρ n]. Such queries will be further called queries on the narrow
grid. In Section 3 we describe a data structure for range reporting on the narrow grid. In Section 4 we describe a data struc-
ture for range counting on the narrow grid. Essentially we show that a range searching query on the narrow grid can be
answered as fast as the corresponding one-dimensional query. We also show that data structures on a narrow grid require
sub-linear space, i.e. those data structures use o(n) words of logn bits. We reduce space usage to sub-linear using the ideas
of compact one-dimensional data structures [8]. In Section 5 we give a more detailed description of the range trees and
of the labeling scheme and show how to obtain space-eﬃcient data structures for orthogonal range reporting and count-
ing in two dimensions. Finally, in Section 6 we use a very similar approach to obtain data structures for two-dimensional
orthogonal semigroup range queries.
3. Range reporting on the narrow grid
Overview. In this section we describe a data structure for range reporting queries on a W × H grid, so that W =
O (logρ n), ρ  1/4, and H = O (s), where s  n denotes the number of points stored in the data structure, and all s points
have different y-coordinates. We divide the grid into O (s/
√
logn) rows Ri = [1,W ] × [ri−1, ri), i = 1,2, . . . , O (s/
√
logn) for
ri = i
√
logn. Thus, the grid is divided into O (s/
√
logn) rows and every row contains O (
√
logn) elements. Our data structure
for the range reporting queries consists of the following components: For every pair i, j, 1  i  j  W , there is a data
structure Cij for one-dimensional range reporting queries. If there is at least one point p = (x, y) with re−1  y  re and
i  x  j, then we store an element e in Cij . For every row Ri , we also store the coordinates of points that belong to Ri .
We will show below that range reporting queries to a single row Ri can be supported in O (k) time, and the total space
necessary to store all points in all rows Ri is O (s log logn) bits. Then, we will show that each data structure Cij can be
implemented with O ((s/
√
logn)) bits, so that one-dimensional range reporting queries are supported eﬃciently. Finally, we
will describe how the queries and updates on the narrow grid are supported.
Range reporting in a single row. First, we describe a data structure for range reporting queries on Ri . For every point p
in Ri we store the difference dp between the y-coordinate of p and ri−1. Since dp 
√
logn and the total number of points
in Ri does not exceed
√
logn, the values of dp for all p ∈ Ri can be stored in O (
√
logn log logn) bits. Since the x-coordinates
of all points belong to [1, O (logρ n)], x-coordinates of all points can be also stored in O (√logn log logn) bits. All points in
Ri are stored in a ﬁxed order (e.g. sorted by their y-coordinates). Let d j be the value of dp for the jth point p. Let v be
the number of points in Ri . We store the values of d j in a word Di ; Di consists of v components of t = log logn bits each;
components are separated by special bits called ﬂag bits. In the same way we store the x-coordinates of points in a word Xi .
Since each point needs O (log logn) bits, we can store words Xi and Di for all i in a list L, so that L uses O (n log logn) bits.
Since both x- and y-coordinates of all points in Ri can be stored in one machine word, we can answer two-
dimensional range-reporting queries for Ri in constant time by exploiting the bit parallelism. Here and further we denote by
AND and OR the bitwise AND and OR operations; xv denotes the string x repeated v times. Consider a two-dimensional
range reporting query [a,b] × [c,d], so that 1 a  b  W , ri−1  c  d < ri . Let c′ = c − ri−1 − 1, d′ = d − ri−1 + 1. Using
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1(0t1)v and obtain the word Mc that contains v copies of c′ separated by zeros. We set all ﬂag bits of Di to 1 by AND
with (10t)v . Let M1 = Di − Mc . The t jth bit of M1 equals to 1 iff the jth component stored in Di is greater than c′ . We
set M1 = (M1 AND (10t)v). Analogously, we multiply d′ with 1(0t1)v and obtain the word Md that contains v copies of d′
separated by zeros. We set the ﬂag bits of Md to 1 by OR with (10t)v . Let M2 = ((Md − Di) AND (10t)v ). The jth ﬂag bit
of M2 is 1, iff the jth component of Di is smaller than d′ . Let M = M1 AND M2. The t jth bit of the mask M equals to 1, iff
c′ < d j < d′ . But c′ < d j < d′ iff c  y j  d, where y j is the y-coordinate of the jth point. In the same way, we can construct
the mask M ′ , such that the t jth bit of M ′ equals to 1, iff a x j  b. Hence, the t jth bit of M ′′ = M AND M ′ is 1 iff the jth
point in Ri is contained in [a,b] × [c,d]. Using a look-up table of size o(n) we can identify the positions of all non-zero bits
in M ′′ and output the coordinates of corresponding points using Xi and Di .
One-dimensional data structure. A data structure Cij contains elements from [1,m] for m = O (n/
√
logn). This fact can
be used to implement Cij with O (m) = O (n/
√
logn) bits. With a slight misuse of notation we will also denote by Cij the
set of elements stored in Cij . We store all elements of Cij in the compact list L organized in the same way as the data
structure of [8] (a similar approach is also used in [20]). All elements of L are divided into groups, and the elements of
each group except of the ﬁrst element are difference encoded: if the ith group Gi consists of elements ei1, ei2, . . . , eini ,
then we store ei1, δi2 = ei2 − ei1, . . . , δini = eini − eini−1 in Gi . Each difference δi j is gamma coded [12], so that δi j is stored
with O (log δi j) bits. We choose the size of each group Gi in such a way that all encoded elements in Gi require at most
8 logn − 4 bits and at least 2 logn − 1 bits. It can be shown (s. [8]) that all groups Gi require O (m) bits; hence, there are
O (m/ logn) groups. In [8] it is also shown that since Gi is stored in O (1) words, we can insert and delete elements into
Gi and search in Gi in O (1) time using table look-up. We store the ﬁrst elements of each group in a data structure C ′i j . If
we implement C ′i j using a linear space data structure, then C
′
i j uses O ((m/ logn) log
m
logn ) = O (m) bits. We can implement
C ′i j as a van Emde Boas data structure [13,14] with O (log logn + k) query time and O (log logn) update time. Alternatively,
C ′i j can be implemented as a static data structure with O (k) query time [2], or as a randomized data structure of [18] with
O (log log logn + k) query time and O (log logn) update time. We also store an array V with m/ logn entries: V [t] stores a
pointer to the smallest element et in Cij that belongs to the interval [(t − 1) logn, t logn]. V [t] consists of the pointer to a
group Gi in which et is stored and the index of et in Gi ; hence V [t] can be stored with O (logn) bits and V requires O (m)
bits. Due to the concavity of the logarithm function, the total number of bits to encode all elements e ∈ [(i−1) logm, i logm]
is O (ν log lognν ) for ν = |{e | e ∈ [(i − 1) logn, i logn] ∩ Cij}|. Since ν log lognν  logn for ν  logn, all difference coded values
can be stored in O (1) words. Hence, all elements of Cij that belong to an interval [(t − 1) logn, t logn] for some t are stored
in O (1) consecutive groups Gi .
A one-dimensional query [c,d] to Cij is answered as follows. We compute c′ = c/ logn and d′ = d/ logn. If V [c′] is
empty, we set c′′ = c/ logn, otherwise we ﬁnd succ(c,Cij). Here and further the predecessor of an integer e in a set S is
pred(e, S) = max{x ∈ S ∪ {−∞} | x e}, and the successor of e in a set S is succ(e, S) = min{x ∈ S ∪ {+∞} | x e}. Observe
that since at least one element of Cij belongs to [c′ logn, (c′ + 1) logn], either a predecessor or a successor of c is contained
in Cij ∩ [c′ logn, (c′ + 1) logn]. Since all elements from [c′ logn, (c′ + 1) logn] belong to a constant number of groups Gi that
follow the group to which V [c′] points, we can ﬁnd succ(c,Cij) in O (1) time. Let G j be the group to which succ(c,Cij)
belongs. We can ﬁnd all elements in G j that belong to [c,d] in O (1) time per element and set c′′ to be the ﬁrst element
in the group G j+1 that follows G j . If V [d′] is empty, we set d′′ = d′ logn, otherwise we ﬁnd a group Gl that contains the
predecessor of d in Gl . We report all elements of Gl that belong to [c,d] in O (1) time per element, and set d′′ to be the
ﬁrst element in Gl . We ﬁnd all groups Ge , such that all elements of Ge belong to [c′′,d′′] using C ′i j . For every element e of
C ′i j that belongs to [c′′,d′′] we output all elements of the corresponding group Ge . Thus a one-dimensional query to Cij can
be answered in O ( f (n) + k) time, where f (n) is the query time of the one-dimensional linear space data structure C ′i j and
k is the size of the answer.
Two-dimensional queries. To answer a two-dimensional range reporting query [a,b] × [c,d] on a narrow grid, we ﬁnd
f = c/√logn and l = d/√logn. If f = l, [a,b] × [c,d] is contained in a row R f , and we can report all points in [a,b] ×
[c,d] using X f and D f as described above. If f < l, [a,b] × [c,d] = [a,b] × [r f , rl−1] ∪ [a,b] × (rl−1,d] ∪ [a,b] × [c, r f ). Thus
a range reporting query is reduced to a one-dimensional range reporting query to Cab and two three-sided queries to rows
R f and Rl . If f < l we ﬁnd all relevant rows Rs that contain at least one element with x-coordinate in [a,b] by a one-
dimensional query [ f + 1, l − 1] to Cab . For every found element e we report all points in Re whose x-coordinates belong
to [a,b] using Xe . Finally we answer queries ([a,b] × (rl,d]) ∩ Rl and ([a,b] × [c, r f )) ∩ R f . See Fig. 1 for an example. The
search time is dominated by the search time of the one-dimensional query to Cab .
Updates. When a new point p = (x, y) is inserted, we ﬁnd e = y/√logn. For every pair a,b such that 1 a x b 
W , we insert e into Cab if necessary. If the row Re is empty, we construct the words Xe and De and insert them into the
list L. Deletions are processed in a similar way.
We can sum up the results of this section in the following:
Lemma 1. Let s n denote the number of points stored in the data structure. There exists a data structure for an O (logρ n)× O (s) grid,
ρ  1/4, that uses O (n log logn) bits and supports range reporting queries in O (log logn+k) time and updates in O (log2ρ n log logn)
time.
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There exists a static data structure for an O (logρ n)× O (s) grid, ρ  1/4, that uses O (n log logn) bits and supports range reporting
queries in O (k) time.
There exists a randomized data structure for a O (logρ n) × O (s) grid, ρ  1/4, that uses O (n log logn) bits and supports range
reporting queries in O (log log logn + k) time and updates in O (log1/2 n log logn) time.
4. Range counting on the narrow grid
In this section we describe a data structure for orthogonal range counting queries on a W × H grid for W = O (logρ n),
ρ  1/4, and H = O (s). We can use an approach similar to the approach of Section 3.
Overview. In the same way as in the previous section, the grid is divided into s/
√
logn rows Ri = [1, O (logρ n)] ×
[ri−1, ri), so that ri − ri−1 =
√
logn for i = 1,2, . . . , O (s/√logn).
For every row Ri we store words Xi and Di deﬁned in Section 3. The range counting queries for each row Ri can be
answered in O (1) time: As described in the previous section, for an arbitrary [a,b] × [c,d] contained in a row Ri , we can
construct the word M of o(logn) bits such that the number of 1’s in M equals to the number of points in [a,b]× [c,d] ∩ Ri .
We can count the number of 1’s in M in O (1) time with a look-up table of size o(n/ logn). We also store for each pair
i, j, 1 i  j W , a one-dimensional data structure Cij for the special case of range sum queries: we associate an integer
value w(e), w(e) 
√
logn, with each element e of Cij , so that for an arbitrary interval [c,d], the sum ∑e∈[c,d] w(e) can
be computed. Observe that this problem is easier than the semigroup range problem, because subtractions are allowed and
bit-packing techniques can be applied. We associate with each element e stored in Cij the number of points (x, y) ∈ Re with
i  x j. We will show later in this section that each Cij uses O (s log logn/
√
logn) bits.
Analogously to the range reporting query processing, a range counting query [a,b] × [c,d] is answered by answering
at most three queries: if l > f for f = c/√logn and l = d/√logn, [a,b] × [c,d] = [a,b] × [r f , rl−1] ∪ [a,b] × (rl−1,d] ∪
[a,b]× [c, r f ); if l = f , it suﬃces to answer a query [a,b] × [c,d] for the row R f . Range counting queries to a single row Ri
can be answered as described above.
One-dimensional range counting. Now we turn to the description of a data structure Cij . Elements of Cij belong to the
interval [1,U ] for U = O (s/√logn). We divide [1,U ] into O (s log logn/ logn) intervals of size logn/ log logn each. For the
mth interval Um = [(m − 1) logn/ log logn,m logn/ log logn], m = 1,2, . . . , O (s log logn/ log3/2 n), we store the preﬁx sums
sume of all elements of the interval Um in a word Wm . Here for an element e ∈ Um , sume =∑e′∈Um,e′e w(e). Observe
that each value associated with an element of Cij does not exceed
√
logn. Therefore preﬁx sums stored in Wi do not
exceed log3/2 n and each preﬁx sum can be stored in O (log logn) bits. When a value associated with some element of
Um is incremented or decremented, Wm can be updated in O (1) time using the bit parallelism. We associate with an
element m of the data structure C ′i j the sum of values associated with all elements of Cij that belong to Um . We will show
below that C ′i j uses linear space in the number of its elements. Since C
′
i j contains O (s log logn/ log
3/2 n) elements, C ′i j uses
O (s log logn/
√
logn) bits. The sum of values associated with elements of Cij in the interval [c,d] for c ∈ Um and d ∈ Um ,
can be computed as sumd − sumc−1, where sumd and sumc are the preﬁx sums of d and c respectively. Both sumd and sumc
can be computed in O (1) time with the help of Wm . Let v = logn/ log logn. We can answer a general range sum query
[c,d] to Cij by answering a range sum query [c/v, d/v] to C ′i j and two range sum queries [c, c/vv] and [d/vv,d]
to Wc/v and Wd/v+1 respectively. It remains to show how a linear space data structure C ′i j for range sum queries can be
constructed.
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in this section we will describe a static data structure. Dynamic data structure C ′i j is implemented as a B-tree T with node
degree log1/4 n. The values associated with elements of C ′i j are stored in the leaves of T . In every internal node v of T we
store the data structure Sv that supports range sum queries in the interval [1,2 log1/4 n]. A query (i, j) to Sv returns the
total number of leaves in children vi, vi+1, . . . , v j of the node v .
We say that a node v is on level l if the path from v to a leaf node consists of l edges. In every node v on level l > 1
the data structure Sv consists of two parts: an array Av with log
1/2 n entries and a word Bv with log
1/2 n components
of log logn bits. Following the idea of [22], we store the information about log1/2 n most recent updates in the word Bv
and the information about the older updates in array Av . Components in Bv and entries in Av correspond to pairs r, s,
1  r  s  log1/4 n. In the entry of Av that corresponds to a pair r, s we store the total number of elements in children
vr, vr+1, . . . , vs of v at some previous time. We keep track of the recent changes with the help of the word Bv . When
the ith child of v is updated, i.e. when the number of elements in vi is incremented or decremented, we update all
components r, t of Bv with r  i  t . Since all components of Bv ﬁt into one machine word, we can increment or decrement
all relevant components in O (1) time. During the qth update operation we set Av [r, t] = Av [r, t] + Bv [r, t] and Bv [r, t] = 0
for r = (q mod log1/2 n)/ log1/4 n and t = (q mod log1/2 n) mod log1/4 n. Hence, the components of Bv keep track of the
changes in the sums during the last log1/2 n updates. Therefore the values of components do not exceed log1/2 n and can
be stored in less than log logn bits each. Thus each data structure Sv for a node v on level l  2 uses log1/2 n words of
memory and supports updates in O (1) time. Data structures Sv for internal nodes on level l = 1 consist only of a word Bv .
Since the children of Bv are leaves, all components of Bv ﬁt into one word. If a new leaf child of v is inserted (an old child
is deleted), we insert or remove one component of Bv and update all relevant components of Bv in O (1) time. Since the
total number of nodes on levels l 2 is O (s/ log1/2 n), all data structures Sv use O (s) words. Suppose that the total number
of points in an interval [c,d] must be found. Using a standard searching data structure, we identify the predecessor td of
d and the successor tc of c among the leaves of T . Let q be the lowest common ancestor of tc and td . Then a range sum
query can be answered by answering at most two queries to internal nodes of T on each level l, 1 l  lq , where lq is the
level of the node q. Hence, a range sum query can be answered in O (logn/ log logn) time.
When a new element is inserted into C ′i j we insert the new leaf u into T . For the parent v of u we update Sv by
inserting new components into Bv in O (1) time. For every node w on the path from v to the root, we update Sw in O (1)
time as described above. If the number of children of some node x exceeds 2 log1/4 n, we split x and insert the new element
into the data structure S y for the parent y of x and rebuild S y into O (log
1/4 n) time. Since a node on level l is split after
O (Bl) updates the amortized cost of rebuilding data structures S y is O (logn/ log logn). Deletions can be processed in a
similar way. We can update the value associated with some element e of C ′i j by removing e from C
′
i j and re-inserting e
with the new associated value. Thus C ′i j (and hence, Cij) supports update operations in O (logn/ log logn) time. When a new
point is inserted or removed, O (log2ρ n) elements in data structures Cij may be updated; hence, the total update time is
O (log1+2ρ n/ log logn).
Static one-dimensional range sum. In the static case we can easily construct a data structure C ′i j that uses linear space
in the number of its elements and supports range sum queries in O (1) time: with every element e we store the sum Se
of values associated with elements that precede e, Se =∑e′e w(e′), and the sum of values in the range [c,d] equals to
Sd − Sc−1. We sum up our results in the following:
Lemma 2. Let s n denote the number of points stored in the data structure. There exists a dynamic data structure for range counting
queries on an O (logρ n) × O (s) grid, ρ  1/4, with O (logn/ log logn) query time and O (log1+2ρ n/ log logn) update time that uses
O (n log logn) bits.
There exists a static data structure for range counting queries on an O (logρ n) × O (s) grid, ρ  1/4, with O (1) query time that
uses O (n log logn) bits.
5. Two-dimensional range searching
Let P be the set of points stored in the data structure; let Px and P y be the sets of x- and y-coordinates of points in P .
We assume w.l.o.g. that all points have different y-coordinates.
Overview. We can transform a data structure for a narrow grid into a two-dimensional range searching data structure
using the standard range trees technique [7]. We build a tree Tx over the set of x-coordinates Px . In order to support re-
balancing operations eﬃciently, we implement Tx as a WBB tree [4] with branching parameter log
ρ n and leaf parameter 1.
Every internal node has at most 4 logρ n children [4]. With foresight, we set ρ = ε/2−δ for some arbitrarily small constant δ.
With every leaf x we associate a range [x, x′), where x′ is the successor of x in Px; a range associated with an internal node
is a union of ranges associated with its children.
In every internal node v we store a data structure Dv . For every point (x, y) such that x belongs to the range of v , we
store a point (i, lv(y)) in Dv . We choose i so that (x, y) belongs to the range of the ith child of v , and lv(y) is the v-label
assigned to the point (x, y) in the node v . The labels are assigned in such way that for any points (x1, y1), (x2, y2) whose
labels are stored in Dv , y1 < y2 ⇒ lv(y1) < lv(y2). Besides that, for all (x, y) that belong to the range of v , lv(y) ∈ [1, O (m)],
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a O (logρ n) × O (m) grid, we can implement Dv as one of the data structures described in Sections 3 and 4.
Queries. To answer a query [a,b]×[c,d] we ﬁnd ax = succ(a, Px) and bx = pred(b, Px). For every node v on the path from
the root of Tx to ax and for every node v on the path from the root to bx , we answer a two-dimensional range searching
query [i, j] × [cv ,dv ], such that the ranges of the children vi, vi+1, . . . , v j of v are contained in [a,b]. The interval [cv ,dv ]
contains a label lv(y), iff y ∈ [c,d]. We will show later how intervals [cv ,dv ] can be found. Since at most two queries to
data structures Dv are answered on each level of Tx , the total number of queries on a narrow grid is O (logn/ log logn).
Hence, a two-dimensional range counting query can be answered in O ((logn/ log logn)q(n)) time, where q(n) is the query
time for a data structure on a O (log1/4 n) × O (n) grid. A two-dimensional range reporting query can also be answered in
O ((logn/ log logn)q(n)) time, if we ignore the time to output the points in the answer.
Labeling scheme. The labeling lv can be constructed and maintained in the same way as in [20]. Let Yu be the set of
u-labels of the elements that belong to node u; let Yv,u be the set of v-labels of the elements that belong to u, where v is
the parent node of u. For every internal node v and every child u of v we store a mapping fu : Yv,u → Yu . Thus fu maps
the v-labels of points that belong to u into their u-labels. In the root r of Tx we store an additional mapping fr that assigns
a label lr to every element of P y . The mappings fu can be maintained with the sparse table technique [15,24]. As shown in
[5], to maintain the mapping fu it suﬃces to store |Yu |/ log(|Yu |) auxiliary records of log(|Yu |) bits each. When the set Yu
is updated, we may change the values of fu(e1), fu(e2), . . . , fu(es) for some elements e1, e2, . . . , es ∈ Yv,u , so that the order-
preserving property of fu is maintained. In this case we say that elements e1, . . . , es are fu-moved. Using e.g. the algorithm
of [5], we fu-move O (log
2 |Yv,u |) elements of Yv,u in the case of an update operation, so that the properties of the mapping
fu are preserved. It was shown in [20] that given a mapping f : S → V , such that S ⊂ U and V ⊂ U for |U | < n, we can
store a data structure of O (|S| log |U ||S| ) bits, so that for every element e ∈ S f (e) can be computed in O (log logn) time
and an element e with the corresponding f (e) can be inserted into (removed from) S in O (log logn) time. We can also
construct a static data structure that uses O (|S| log |U ||S| ) bits, such that for every e ∈ S f (e) can be computed in O (1) time.
Besides that, we store for every child vs of each node v a data structure that supports predecessor and successor queries in
O (log logn) time and uses O (|Yvs | log logn) bits; such a data structure is described in [20], Lemma 4. Alternatively, we can
store a static data structure that supports predecessor and successor queries in O (1) time and also uses O (|Yvs | log logn)
bits: we can construct a data structure that uses O (|Yvs | logn) bits by storing the predecessor of each element as shown in
the following lemma.
Lemma 3. Given S ⊂ U , such that |U | = |S| logρ n and ρ < 1/2, we can store S in a data structure that uses O (|S| log logn) bits and
answers predecessor queries in O (1) time.
Proof. We divide the universe into intervals of size log1+ρ n. The data structure D contains for each interval I j , I j ∩ S = ∅,
an element e j/ log
1+ρ n, where e j is the largest element of S∩ I j . All elements of D belong to a universe Ud of size |S|/ logn.
We can implement D as a table Td that contains the predecessor of each e ∈ Ud in D; Td contains |S|/ logn entries and
uses O (|S|) bits. If the number of elements in S ∩ I j does not exceed logn/ log logn we store all elements of S ∩ I j in a
data structure E j . Each element of I j can be speciﬁed with O (log logn) bits; hence, all elements of E j can be packed into
O (1) words and we can ﬁnd the predecessor of an arbitrary x ∈ I j in O (1) time using bit operations and a look-up table
of size O (nc) for any constant c > 0. E j can be implemented with the same methods as data structures for a single row in
Sections 3 and 4. Since every element of S ∩ I j uses O (log logn) bits, all data structures E j use O (|S| log logn) bits of space.
If an interval Il contains more than logn/ log logn elements, then I j is subdivided into subintervals Il,1, . . . , Il,logn of size
logρ n. We store a bit vector Bl of size logn for Il; the rth bit of Il is 1 if and only if the subinterval Il,r is not empty. Using
Bl we can ﬁnd the subinterval Il,r that contains the predecessor of x ∈ Il in O (1) time. All elements of Il,r are stored in a
data structure Fl,r that is implemented with the help of ideas from [8]. The ﬁrst (smallest) element of Il,r is speciﬁed with
O (log logn) bits in Fl,r ; all other elements are encoded with difference coding: if e(l, r)v is the vth smallest element in Fl,r
each difference e(l, r)v − e(l, r)v−1, v > 1, is encoded with log(e(l, r)v − e(l, r)v−1) bits using gamma coding [12]. Since all
elements of Fl,r can be packed into one word, we can answer predecessor queries on Il,r in O (1) time as described in [8].
The ﬁrst elements in all data structures Fl,r use O (|S| log logn) bits. All other elements in data structures Fl,r for all l and r
use
∑
l,r
|Il,r |∑
v=2
log
(
e(l, r)v − e(l, r)v−1
)
<
|S|∑
j=2
log(e j − e j−1),
where e j denotes the jth smallest element in the whole set S . Using Jensen’s inequality we can show that
∑|S|
j=2 log(e j −
e j−1)  |S| log |U ||S| = O (|S| log logn) bits. Hence, all data structures use O (|S| log logn) bits. To answer a predecessor query
for some x ∈ U , we ﬁrst ﬁnd the interval I j that contains pred(x, S). Then, we ﬁnd pred(x, I j) using E j or ﬁnd the subinterval
containing pred(x, I j) using B j and predecessor of x in the subinterval using some F j,r . The query time is dominated by the
search in D . Hence, the query is answered in O (1) time. 
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fr(succ(c, P y)) and dr = fr(pred(d, P y)). We visit all nodes on the paths from r to ax and from r to bx as described
above. In every visited node v we proceed as follows: If the ranges of children vi, vi+1, . . . , v j of v are contained in
[a,b], we answer a query [i, j] × [cv ,dv ]. By Lemma 1 such a query can be answered in O (log logn + k) time in the dy-
namic case or in O (k) time in the static case. If the child vs of v must also be visited, we set cvs = f vs (succ(cv , Yv,vs ))
and dvs = f vs (pred(dv , Yv,vs )). Since the total number of visited nodes is O (logn/ log logn), we can ﬁnd the labels of all
points in [a,b] × [c,d] in O (logn + k) time. If point coordinates are integers, a static data structure can answer queries
in O (logn/ log logn + k) time. For every found label ev ∈ Yv , such that cv  ev  dv , we identify the corresponding point
p = (x, y), such that ev is a v-label of p. This can be done by computing eu1 = f −1v (ev), eu2 = f −1u1 (eu1), . . . , er = f −1us (eus ),
where u1,u2, . . . ,us are nodes of Tx on the path from v to the root r. Since all points have different y-coordinates, we can
identify a point by its r-label using a look-up table of linear size. This procedure incurs a O (logn) penalty for each point in
the answer. The penalty can be reduced to O (logε n) using the method described in [20], Section 4. This is done by storing
auxiliary data structures that enable us to ﬁnd a v-label of some element e if the u-label of e is known, where u is a descen-
dant (but not necessarily a child) of v that contains e. Given the u-label of a point p, the data structure UP(u,d) allows us
to compute the v-label of p, where v is an ancestor of u situated d levels above u and p is a point that belongs to the range
of u. We can implement UP(u,d) with O (|Yu |l log logn) bits using Lemma 2 in [20]. For each i = 1,2, . . . ,2p − 1 we store
a data structure UP(u, logi/2p n) for all nodes u on levels tlogi/2p n. Given an arbitrary eu ∈ Yu for some node u we can
compute the corresponding eu1 for a node u1 on level t1log1/2
p
n for some t1 in O (log1/2p n log logn) time. Then, we use
data structures UP(v, log1/2p n) to compute eu2 that corresponds to eu for a node u2 on some level t2log2/2
p
n. This can
also be done in O (log1/2
p
n log logn) time. Using UP(v, log2/2p n) we can ﬁnd eu3 that corresponds to eu for a node u3 on
some level t3log3/2p n. Proceeding in the same way, we can ﬁnd er ∈ Yr that corresponds to eu in O (2p log1/2p n log logn)
time. Hence, the penalty for reporting each point in the answer is O ((2p) log1/2
p
n log logn). By choosing p = log(1/ε), we
attain the query time O (logn + k logε n) in the dynamic case and O (logn/ log logn + k logε n) in the static case (if all point
coordinates are integers). A detailed description of the auxiliary data structures can be found in [20].
Updates. When a new point (x, y) is inserted into the dynamic data structure, we insert the v-labels of p into data struc-
tures Dv for O (logn/ log logn) nodes v1, v2, . . . , vt (i.e. nodes whose ranges contain x). When a new v-label is inserted into
the set of v-labels Yv , we may have to change the values of O (log
2 n) other v-labels. This means that O (log2 n) elements
must be removed from and re-inserted into Dv . Hence the cost of an insertion is O (log
2 n log2ρ n log logn(logn/ log logn)) =
O (log3+ε n). When a new element is inserted into a WBB tree Tx , some internal nodes can be split and associated data
structures can be re-built. It follows from [4] that if a node v on level l is split, then at least logρl n/2 insertions be-
low v must be performed before it splits again. The total number of elements in the node v is nv  2 logρl n. Every
element is stored in l narrow grid data structures; the data structure on a narrow grid for a node u can be constructed
in O (nu log
2ρ n) time, where nu is the number of elements in u. Hence, data structures for all descendants of v can be
rebuilt in O (nvl log
2ρ n) = O (nv log1+ε n) time. Since each insertion affects O (logn/ log log logn) nodes of Tx , the amortized
cost incurred by re-building data structures associated with split nodes is O (log2+ε n). Hence, the total insertion time is
O (log3+ε n). Deletions are processed in the same way as insertions.
Results for two-dimensional range reporting queries are summed up in the following theorem:
Theorem 1. There is a linear space data structure A for two-dimensional orthogonal range reporting queries with O (logn + k logε n)
query time and O (log3+ε n) update time. A supports emptiness and one-reporting queries in O (logn) time.
If all point coordinates are integers, there exists a linear space static data structure B for two-dimensional orthogonal range re-
porting queries with O (logn/ log logn + k logε n) query time. B supports emptiness and one-reporting queries in O (logn/ log logn)
time.
Range counting. The data structure for the two-dimensional dynamic range counting problem is almost identical with
the data structure of Theorem 1. The only difference is that we store in every node v a data structure Sv of Lemma 2 that
supports range counting queries on a narrow grid in O (logn/ log logn) time.
Theorem 2. There is a linear space data structure C for orthogonal range counting queries with O ((logn/ log logn)2) query time and
O (log4+ε n) update time.
6. Two-dimensional semigroup range queries
In this section we assume that an element g(p) of a commutative semigroup G is associated with each point p. The goal
of the semigroup range query is to ﬁnd for a query rectangle [a,b] × [c,d] the sum of values associated with points p that
belong to [a,b]× [c,d]. We assume that an arbitrary element of G ﬁts into one word of memory. Observe that unlike in the
previous sections it is not possible to pack more than one element of G into a machine word.
In the following lemma we show how semigroup range queries on a modiﬁcation of the narrow grid can be processed.
While the x-coordinates of points are bounded by logρ n, y-coordinates can be arbitrarily large.
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range queries on O (logρ n) ×N grid, ρ  1/4, that supports queries in O (logn/ log logn) time and updates in O (log1+2ρ+ε n) time.
Proof. Suppose that the x-coordinates of all points belong to the range [1,W ] for W = O (logρ n). The data structure S
consists of the same components as data structures in Lemmas 1 and 2: the grid is divided into rows Ri = [1, O (logρ n)] ×
[ri−1, ri), so that each Ri contains between
√
logn/2 and 2
√
logn points. Elements of each row Ri are stored in a list Li .
For every pair i, j, such that 1 i  j  W , we store a data structure Cij that supports one-dimensional semigroup range
queries and contains O (s/
√
logn) elements. We associate a value v =∑p∈[rt−1,rt )×[i, j] g(p) with en element t stored in Cij .
All data structures Cij , 1 i  j W , contain O (s) elements and use O (s) space.
To answer a query [a,b] × [c,d] we ﬁnd r f = c/
√
logn and rl = d/
√
logn. If r f = rl , the query rectangle is contained
in row R f . Hence, we can examine all O (
√
logn) points in L f and compute the sum of values associated with points
p ∈ [a,b] × [c,d] in O (√logn) time. If r f < rl , we ﬁnd q1 =∑p∈([a,b]×(rl−1,d]) g(p), q2 =
∑
p∈([a,b]×[c,r f )) g(p), and q3 =∑
p∈([a,b]×[r f ,rl−1]) g(p). We can compute q1 and q2 in O (
√
logn) time; q3 is computed with a range query [ f , l] to Cab .
Cij can be implemented as a B-tree TB with node degree O (log
ε n). Elements and their values are stored in the leaves
of TB . In every internal node v we store a data structure Sv with O (log
ε n) elements. Let vi be the ith child of v and set(i)
be the set of all leaf descendants of vi . We associate with an element i of Sv the value w(i), such that w(i) equals to the
sum of values associated with leaf descendants of vi , w(i) =∑e∈set(i) g(e). For each node v on level l  2, we additionally
store in Sv the sum
∑ j
a=i w(a) for all pairs i, j. Every data structure Sv for a node v on level l  2 uses O (log
2ε n) space
and supports updates in O (log2ε n) time and semigroup range queries in O (1) time. Every data structure Sv for a node v
on level l = 1 supports semigroup range queries in O (logε n) time and updates in O (1) time. To answer a one-dimensional
semigroup range query, we visit all nodes ν on the path from lc to q and on the path from ld to q, where lc and ld are
the leaves of TB corresponding to c and d, and q is the least common ancestor of lc and ld . In every visited node ν we
answer a range query to Sν . There are at most two visited nodes on level l = 1, and the total number of visited nodes is
O (logn/ log logn). Hence, the total time to answer a query is O (logn/ log logn). Thus Cij uses O (s/
√
logn) space, semigroup
range queries are supported in O (logn/ log logn) time, and updates are supported in O (log1+2ε n) time.
When a new point (x, y) is inserted into (removed from) the data structure, we ﬁnd the row Rg , such that rg−1  y < rg
and update the value associated with s = y/√logn in all Cij for 1 i  x j W . We also add (x, y) into (remove (x, y)
from) the list Ls . If the number of points in Rg exceeds 2
√
logn, we split Rg into two groups that contain
√
logn elements,
construct new lists Lg1 and Lg2 for the new groups, and update data structures Cij . Hence, insertions are supported in
O (log1+2ρ+2ε n) time. Deletions are processed in a similar way. To obtain the result of the lemma, it remains to substitute
ε′ = ε/2 into the above proof. 
Theorem3. There exists a data structure for two-dimensional orthogonal semigroup range queries that uses O (n logn/ log logn) space
and supports queries in O ((logn/ log logn)2) time and updates in O (log2+ε n) time.
Proof. The data structure is organized in the same way as the data structures of Theorems 1 and 2, but in every node v of
the range tree Tx a data structure Fv of Lemma 4 is stored. Hence, there is no need to replace the y-coordinates of points
stored in Fv by their labels.
A two-dimensional range query can be answered by answering O (logn/ log logn) queries to data structures Fv . An
update operation leads to updating O (logn/ log logn) data structures Fv ; each Fv can be updated in O (log
1+2ρ+δ n) time
for an arbitrary constant δ. If we set ρ = (ε − δ)/2, then updates in Fv are supported in O (log1+ε n) time. Hence, the data
structure of Theorem 3 supports updates in O (log2+ε n/ log logn) = O (log2+ε n) time. 
7. Open problems
In this paper we presented linear space data structures for orthogonal range reporting problem whose performance
matches the best previously known upper bounds for the corresponding static data structure [10]. The drawback of our data
structure is high update time of O (log3 n). Recently, Blelloch [9] described a data structure that supports range reporting
queries in O (logn+k lognlog logn ) time and updates in O (logn) time. It would be interesting to design the data structure that has
lower penalty of logε n for each point in the answer and simultaneously has low update times, e.g. O (logn). It is known [3]
that any data structure that uses n logO (1) n space and supports updates in logO (1) n needs (logn/ log logn) time to answer
a two-dimensional orthogonal range emptiness queries. The optimal O (logn/ log logn) query time can be achieved with an
O (n logn/ log logn) space data structure [17]. Constructing a linear space dynamic data structure that answers queries in
O (logn/ log logn + k logc n) time for some c > 0 is another important problem. Finally, it is not known whether we can
construct a static or dynamic data structure that supports queries in O ( f (n) + kg(n)) time, where f (n) = logO (1) n and
g(n) = o(logε n) for any ε > 0.
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