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Abstract
In this paper, we construct the Rabinowitz-Floer homology for the coupled Dirac system
Du =
∂H
∂v
(x, u, v) on M,
Dv =
∂H
∂u
(x, u, v) on M,
where M is an n-dimensional compact Riemannian spin manifold, D is the Dirac operator
on M , and H : ΣM ⊕ ΣM → R is a real valued superquadratic function of class C1 with
subcritical growth rates. Solutions of this system can be obtained from the critical points of
a Rabinowitz-Floer functional on a product space of suitable fractional Sobolev spaces. In
particular, we consider the S1-equivariant H that includes a nonlinearity of the form
H(x, u, v) = f(x)
|u|p+1
p+ 1
+ g(x)
|v|q+1
q + 1
,
where f(x) and g(x) are strictly positive continuous functions on M , and p > 1, q > 1 satisfy
1
p+ 1
+
1
q + 1
>
n− 1
n
.
We establish the existence of a nontrivial solution by computing the Rabinowitz-Floer homol-
ogy in the Morse-Bott situation.
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1 Introduction and main results
Let (M,g) be an n-dimensional compact oriented Riemannian manifold equipped with a spin
structure ρ : PSpin(M) → PSO(M), and let ΣM = Σ(M,g) = PSpin(M) ×σ Σn denote the
complex spinor bundle onM . The latter is a complex vector bundle of rank 2[n/2] endowed with the
spinorial Levi-Civita connection ∇ and a pointwise Hermitian scalar product. In the following, let
〈·, ·〉 always denote the real part of the Hermitian product on ΣM . It induces a natural inner product
(u, v)L2 =
∫
M 〈u(x), v(x)〉dx on the space C∞(M,ΣM) of all C∞-sections of the bundle ΣM ,
where dx is the Riemannian measure of g. Denote by L2(M,ΣM) the completion Hilbert space
of C∞(M,ΣM). The Dirac operator is an elliptic differential operator of order one, D = Dg :
C∞(M,ΣM) → C∞(M,ΣM), locally given by Dψ = ∑ni=1 ei · ∇eiψ for ψ ∈ C∞(M,ΣM)
and a local g-orthonormal frame {ei}ni=1 of the tangent bundle TM . Consider Whitney direct sum
ΣM ⊕ ΣM of ΣM and itself, and write a point of it as (x, ξ, ζ), where x ∈M and ξ, ζ ∈ ΣxM .
Nolinear Dirac equations arise in many interesting problems in geometry and physics including
Dirac-harmonic maps describing the generalized Weierstrass representation of surfaces in three-
manifolds [24] and the supersymmetric nonlinear sigma model in quantum field theory [14, 15,
16]. In this paper we will construct the Rabinowitz-Floer homology to study the following system
of the coupled semilinear Dirac equations:
Du =
∂H
∂v
(x, u, v) on M,
Dv =
∂H
∂u
(x, u, v) on M,
(1.1)
where u, v ∈ C1(M,ΣM) are spinors and H : ΣM ⊕ ΣM → R is a continuous function. (1.1)
is the Euler-Lagrange equation of the functional
LH(u, v) =
∫
M
(〈Du, v〉 −H(x, u, v))dx. (1.2)
The functional LH is strongly indefinite since the spectrum of the operator D is unbounded from
below and above.
The problem (1.1) can be viewed as a spinorial analogue of other strongly indefinite variational
problems such as infinite dynamical systems [9, 10] and elliptic systems [7, 19], and in quantum
physics it describes a coupled fermionic fields, and this is our main motivation for its study. A
typical way to deal with such problems is the min-max method of Benci and Rabinowitz [11],
including the mountain pass theorem, linking arguments and so on. For example, Isobe [28, 29]
and authors [23] used this method to study the existence of solutions of generalized nonlinear Dirac
equations Du = Hu(x, u) on a compact oriented spin Riemannian manifold. Another way to
solve them is homological approach by using Morse theory or Floer homology as in [2, 8, 30, 33].
Inspired by the Rabinowitz-Floer homological method in [4, 5, 17, 18], Maalaoui [35] studied the
existence of solutions of the following subcritical Dirac equation
Du = |u|p−1u on M, (1.3)
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where 1 < p < n+1n−1 , by constructing Rabinowitz-Floer homology. Recently, he also extended his
results to a class of non-linear problems with the so-called starshaped potential [36]. Comparing
these two methods, it seems that the homological approach is more “intrinsic” in the sense that the
topology of the space of solutions is invariant under perturbations of the subcritical exponent p.
In the following we assume that two real numbers p, q > 1 satisfy
1
p+ 1
+
1
q + 1
>
n− 1
n
. (1.4)
It is not hard to verify that we can choose a real number s ∈ (0, 1) such that
p <
n+ 2s
n− 2s and q <
n+ 2− 2s
n+ 2s− 2 . (1.5)
On nonlinearity H , we make the following hypotheses:
(H0) H ∈ C0(ΣM ⊕ ΣM,R) is C1 in the fiber direction, and C2 in the fiber direction of
ΣM ⊕ ΣM \ {0}.
(H1) There exists a constant c0 ∈ (0, 2) such that
〈Hu(x, u, v), u〉 + 〈Hv(x, u, v), v〉 ≥ 2H(x, u, v) − c0 (1.6)
for all (x, u, v).
(H2) There exists a constant c1 > 0 such that∣∣Hu(x, u, v)∣∣ ≤ c1(1 + |u|p + |v| p(q+1)p+1 ) , (1.7)∣∣Hv(x, u, v)∣∣ ≤ c1(1 + |u| q(p+1)q+1 + |v|q) . (1.8)
(H3) There exist constants δ > 0 and c2 > 0 such that for |z| > δ with z = (u, v),∣∣Huu(x, u, v)∣∣ ≤ c2(1 + |u|p−1), (1.9)∣∣Hvv(x, u, v)∣∣ ≤ c2(1 + |v|q−1), (1.10)∣∣Huv(x, u, v)∣∣ ≤ c2, ∣∣Hvu(x, u, v)∣∣ ≤ c2. (1.11)
(H4) For any a ∈ R, the map
T : Es → L
2n
n+2s (M,ΣM)× L 2nn+2(1−s) (M,ΣM)
given by T (z) = (Hu(x, z),Hv(x, z))T , is bounded on the set
Σa(H) =
{
z ∈ Es
∣∣∣ ∫
M
H(x, z(x))dx ≤ a
}
,
where Es = Hs(M,ΣM)×H1−s(M,ΣM), see (2.4) for its definition.
Note: Since the equation (1.1) and the following assumptions (H2)-(H4) are invariant after
adding a constant to H , the assumption that c0 < 2 in (H1) is unnecessary. We assume it so that
the proof of Proposition 3.1 becomes simple.
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Consider the following typical examples satisfying the above (H0)− (H4),
H(x, u, v) = f(x)
|u|p+1
p+ 1
+ g(x)
|v|q+1
q + 1
, (1.12)
where f(x) and g(x) are strictly positive continuous functions on M . Then (1.1) reduces to the
following form {
Du = g(x)|v|p−1v on M,
Dv = f(x)|u|q−1u on M.
(1.13)
Note that
∫
M H(x, u, v)dx is not well-defined on the Hilbert space H
1
2 (M,ΣM)×H 12 (M,ΣM)
unless we make a stronger hypothesis on the exponents p, q as in [19]. The analytic framework
in [36] did not work well for our problem and so Maalaoui and Martino’s result cannot directly
lead to the existence of the solutions of (1.13). To overcome this difficulty, inspired by the ideas
of Hulshof and Van der Vorst [27], we consider the following well-defined functional
AH(u, v, λ) =
∫
M
〈Du, v〉dx− λ
∫
M
(
H(x, u, v) − 1)dx (1.14)
on a fractional Sobolev space Hs(M,ΣM)×H1−s(M,ΣM)×R as an analogue of one used by
Rabinowitz [37]. From § 2 to § 6 we shall construct, under the suitable assumptions on H , the
Rabinowitz-Floer homology in Morse and Morse-Bott situations, respectively. For the latter case,
that is, the critical manifold consists of connected components with different dimensions, in con-
trast to breaking the symmetry via a small perturbation to construct the S1-equivalent homology
as in [35], we shall follow [12, 13] construct the Morse-Bott homology as follows: choose a Morse
function on the critical manifold and define the chain complex to be the Z2-vector space generated
by the critical points of this Morse function, while the boundary operator is defined by counting
flow lines with cascades. The advantage of this method is that there exists a nice grading for such
a complex and the Rabinowitz-Floer homology for H0(x, u, v) = 12(|u|2 + |v|2) can be partially
worked out in Section 7. Based on these we prove the following result.
Theorem 1.1. Assume that n ≥ 2 and 0 /∈ Spec(D). Problem (1.13) has at least a nontrival
solution (u, v) ∈ C1(M,ΣM)× C1(M,ΣM).
The same method can also be used to derive analogue existence results for a larger class of ho-
mogeneous nonlinearities H . Of course, if H ∈ C2(ΣM ⊕ ΣM) satisfies (H1) − (H4) then the
functional LH in (1.2) is of class C2 by Proposition 2.1. The methods in [28] can be used to prove
some results on existence and multiplicity for solutions of (1.1) under certain further assumptions
on H . We can use the saddle point reduction to study it as done in [43] for Dirac equations. These
will be given in other places.
Organization of the paper. In section 2, we define a Rabinowitz-Floer functional on a suitable
product space of fractional Sobolev spaces, and the perturbed gradient flow. The aim of Section 3
is to prove the (PS)c condition and boundedness of the perturbed flows. In section 4, we define
*** 5
and study the relative index and moduli space of trajectories. Section 5 constructs the Rabinowitz
Floer homology in Morse and Morse-Bott situations, and also proves continuation invariance of the
homology. In section 6, we establish the transversality result. Finally, we compute the Rabinowitz-
Floer homology and prove Theorem 1.1 in section 7.
2 The analytic framework
Let (M,g) be as in Section 1. The Dirac operator D = Dg : C∞(M,ΣM) → C∞(M,ΣM)
is essentially self-adjoint in L2(M,ΣM) and its spectrum consists of an unbounded sequence of
real numbers (cf. [24, 34]). The well known Schro¨dinger-Lichnerowicz formula implies that all
eigenvalues of D are nonzero if M has positive scalar curvature. Hereafter, we assume:
0 /∈ spec(D) and
∫
M
dx = 1 i.e., the volume of (M,g) equals to 1.
(The second assumption is only for simplicity, it is actually unnecessary for our result!).
Let (ψk)∞k=1 be a complete L2- orthonormal basis of eigenspinors corresponding to the eigen-
values (λk)∞k=1 counted with multiplicity such that |λk| → ∞ as k → ∞. For each s ≥ 0, let
Hs(M,ΣM) be the Sobolev space of fractional order s, its dual space is denoted by H−s(M,
ΣM). We have a linear operator |D|s : Hs(M,ΣM) ⊂ L2(M,ΣM)→ L2(M,ΣM) defined by
|D|su =
∞∑
k=1
ak|λk|sψk, (2.1)
where u =
∑∞
k=1 akψk ∈ Hs(M,ΣM). Since 0 /∈ spec(D) the inverse |D|−s ∈ L (L2(M,ΣM))
is compact and self-adjoint. |D|s can be used to define a new inner product on Hs(M,ΣM),
(u, v)s,2 := (|D|su, |D|sv)2. (2.2)
The induced norm ‖ · ‖s,2 =
√
(·, ·)s,2 is equivalent to the usual one on Hs(M,ΣM) (cf. [1, 6]).
For r ∈ R consider the Hilbert space
ω¯2r =
{
a = (a1, a2, · · · )
∣∣∣ ∞∑
k=1
a2kλ
2r
k <∞
}
with inner product
〈〈a,b〉〉2r =
∞∑
k=1
λ2rk akbk.
Then Hs(M,ΣM) can be identified with the Hilbert space ω¯2s. Hence
H−s(M,ΣM) = (Hs(M,ΣM))′
can be identified with ω¯−2s, where the pairing between ω¯−2s and ω¯2s is given by
〈a,b〉 =
∞∑
k=1
akbk.
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It follows that |D|−2s gives a Hilbert space isomorphism from H−s(M,ΣM) to Hs(M,ΣM)
with respect to the equivalent new inner products as in (2.2). Moreover we have a continuous
inclusion L2(M,ΣM) →֒ H−s(M,ΣM) and
(|D|−2su, v)s,2 := (u, v)2 ∀u, v ∈ L2(M,ΣM). (2.3)
Consider the Hilbert space
Es := H
s(M,ΣM)×H1−s(M,ΣM) (2.4)
with norm ‖z‖ := (‖u‖2s+‖v‖21−s)
1
2 for z = (u, v) ∈ Es. By the Sobolev embedding theorem, we
have the compact embedding Es →֒ Lp+1(M,ΣM)×Lq+1(M,ΣM). LetE∗s = H−s(M,ΣM)×
H−(1−s)(M,ΣM), which is the dual space of Es. Then
Ds :=
(|D|−2s 0
0 |D|−2(1−s)
)
: E∗s → Es
is a Hilbert space isomorphism by the arguments above (2.3) and
(Dsz1, z2)Es = (z1, z2)L2 (2.5)
for any z1, z2 ∈ L2(M,ΣM)× L2(M,ΣM).
Since M is compact, by the assumption (H1) we have constants C1, C2 > 0 such that
|H(x, u, v)| ≥ C1(|u|2 + |v|2)− C2 ∀(x, u, v), (2.6)
and by the assumption (H2) we can use Young’s inequality to derive
|H(x, u, v)| ≤ C(1 + |u|p+1 + |v|q+1) ∀(x, u, v) (2.7)
for some constant C > 0. (Later on, we also use C to denote various positive constants inde-
pendent of u and v without special statements). (2.6) and (2.7) show that the nonlinearity H is
asymptotically quadric or superquadric.
From now on we also assume that
H ∈ C2(ΣM ⊕ ΣM). (2.8)
Proposition 2.1. Assume that H ∈ C1(ΣM ⊕ ΣM) satisfies (H1) − (H2) and (H4). Then the
functional H : Es → R defined by
H(x, u, v) =
∫
M
H(x, u(x), v(x))dx, (2.9)
is of class C1, its derivation at (u, v) ∈ Es is given by
H′(u, v)(ξ, ζ) =
∫
M
(〈Hu(x, u, v), ξ〉 + 〈Hv(x, u, v), ζ〉)dx ∀(ξ, ζ) ∈ Es, (2.10)
and H′ : Es → E∗s ≡ Es is a compact map. Furthermore, if this H also belongs to C2(ΣM ⊕
ΣM) and satisfies (H3), then H is of class C2.
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Remark 2.2. If the real numbers p, q satisfy
1 < p, q < min
{
n+ 2s
n− 2s ,
n+ 2(1− s)
n− 2(1− s)
}
for some s ∈ (0, 1), which implies (1.4), the above space Es can be replaced by E 1
2
. In particular,
for n = dimM = 2 and 2 < p, q < 3, we can prove that the functional H : E 1
2
→ R is of class
C3 provided that H ∈ C3(ΣM⊕ΣM) satisfies (H1)−(H4), and that suitable growth conditions
on Huuu, Hvvv , Huuv and Huvv are applied. Of course, for n = dimM = 1 it can also be proved
that the functional H is of class C∞ on E 1
2
if H ∈ C∞(ΣM ⊕ΣM) satisfies suitable conditions.
For the sake of completeness we shall give the proof of Proposition 2.1 in Appendix A.
It follows that the Rabinowitz-Floer functional AH in (1.14) is of class C2 on Hilbert space
E := Es ×R with inner product(
(ξ1, µ1), (ξ2, µ2)
)
E
= (ξ1, ξ2)Es + µ1 · µ2 (2.11)
for (ξi, µi) ∈ E , i = 1, 2. Moreover, (u, v, λ) ∈ E is a critical point of AH if and only if
Du = λHv(x, u, v) on M,
Dv = λHu(x, u, v) on M,∫
M H(x, u, v)dx = 1 on M.
(2.12)
Since 〈Du, v〉 = 〈u,Dv〉 and ∫M 〈Du, v〉dx = (Du, v)2, the functional AH can be written as
AH(z, λ) = 1
2
∫
M
〈Lz(x), z(x)〉dx − λ
∫
M
(H(x, z(x)) − 1)dx, (2.13)
where
L =
(
0 D
D 0
)
.
Note that
∫
M 〈Lz(x), z(x)〉dx = (Lz, z)2 = (DsLz, z)Es by (2.5). We deduce that the gradient
of AH with respect to the metric (2.11) is given by
∇AH(z, λ) =
( Ds{Lz − λHz(x, z)}
− ∫M (H(x, z) − 1)dx
)
, (2.14)
where Hz(x, z) = (Hu(x, u, v),Hv(x, u, v))T . Proposition 2.1 implies that ∇AH is of class C1
on Es. Hence the following system of PDE’s{
∂z
∂t = −Ds{Lz − λHz(x, z)},
∂λ
∂t =
∫
M (H(x, z) − 1)dx.
(2.15)
has a local flow on E . But the initial value problem for the L2 - gradient flow is ill-posed since
the spectrum of D is unbounded from below. We work on Es which makes the absence of the
symmetry of u and v by imposing more regularity of u than of v if p is large and q is small, and
vice versa.
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The perturbed flows. To obtain transversality, We shall follow the idea of Angenent and Vorst [7]
to perturb the metric on E = Es ⊕ R and thus make all connecting orbits between critical points
to be transverse.
Let C2 = C2(M,ΣM ⊕ΣM), which is a separable Banach space; see [32]. By the definition
(cf. [25]), a nuclear operator T from E to C2⊕R is a bounded linear operator which can be written
as an absolutely convergent sum
∑∞
k=1 yk ⊗ x∗k, where x∗k ∈ E∗ and yk ∈ C2⊕R. The norm of T
is defined by
‖T‖NS = inf
∞∑
k=1
‖x∗k‖E∗‖yk‖C2⊕R.
Consider the space
NS(E , C2 ⊕ R) :=
{
K ∈ L (E , C2 ⊕R)
∣∣∣∣ K is nuclear and symmetric withrespect to the inner product of E
}
.
It is a separable Banach space with respect to the above norm ‖ · ‖NS , and contains the space of
finite rank operator from E to C2 ⊕ R as a dense subspace.
Let K : E → NS(E , C2 ⊕ R) be a smooth map of form
K(w) = e−‖w‖
2
E K˜(w), (2.16)
where K˜ ∈ C∞(E ,NS(E , C2 ⊕ R)) satisfies the Gevrey type estimates
sup
n≥0
sup
w∈E
‖K˜(n)(w)‖Ln(E,NS(E,C2⊕R))
(n!)2
<∞. (2.17)
Denote by K0 the set of such maps K such that
sup
w∈E
‖K(w)‖L (E,E) <
1
2
. (2.18)
(Note: for any w ∈ E , K(ω) ∈ NS(E , C2⊕R) ⊂ L (E , C2⊕R) and C2⊕R →֒ E is continuous,
so K(ω) ∈ L (E , E).) The norm of K is defined to be the left side of inequality in (2.17). Then
K0 is a Banach space with respect to this norm. Note that the space K0 contains maps of the form
ρ(‖w − w0‖)k0, (2.19)
where k0 ∈ NS(E , C2 ⊕ R) is a constant, and ρ(t) = e−1/(1−t2) for t < 1, and ρ(t) = 0 for
t ≥ 1. We define a closed linear subspace of K0,
K = span({ all maps of form (2.19)}). (2.20)
Each K ∈ K can yield a perturbed Riemannian metric gK on E defined by
gKw
(
ξ1, ξ2
)
= (ξ1, (I +K(w))
−1ξ2)E , (2.21)
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where ξi ∈ TwE = E , i = 1, 2. Then the gradient of AH with respect to gK is given by
∇KAH(w) = (I +K(w))∇AH(w), (2.22)
and the modified gradient flow becomes
dw(t)
dt
+∇KAH(w(t)) = 0. (2.23)
Denote by Pr1 the projection from E to Es. From (2.16) we get
‖Pr1(K(w)∇AH(w))‖C2 ≤ C. (2.24)
Proposition 2.3. For any x ∈ E \ {0} and y ∈ C2 ⊕ R, there exists a K ∈ NS(E , C2 ⊕ R)
satisfying K(x) = y.
Proof. As noted above the space of finite rank operators from E to C2 ⊕ R is dense in the space
of nuclear operators. If (x, y)E = 0, by choosing ξ ∈ C2 ⊕R with (x, ξ)E 6= 0 we define
K(w) =
(w, ξ)E
(x, ξ)E
y +
(w, y)E
(x, ξ)E
ξ, ∀w ∈ E . (2.25)
If (x, y)E 6= 0, we put
K(w) =
(w, y)E
(x, y)E
y, ∀w ∈ E . (2.26)
In both cases, K is a finite rank operator which is symmetric with respect to the inner product in
(2.11). 
3 (PS)c condition and boundedness of the perturbed flows
In this section we always assume that H ∈ C2(ΣM⊕ΣM) satisfies (H1)−(H4) without special
statements.
3.1 (PS)c condition
Proposition 3.1. Suppose that H ∈ C1(ΣM ⊕ ΣM) satisfies (H1) − (H2) and (H4). Then the
functional AH satisfies the (PS)c condition; that is, suppose that a sequence {(zk, λk)}∞k=1 ⊂ E
satisfies AH(zk, λk)→ c ∈ R and
‖∇AH(zk, λk)‖E = ‖dAH(zk, λk)‖E∗ → 0 as k →∞,
then it has a convergent subsequence.
Proof. Since ‖∇AH(zk, λk)‖2E = ‖Ds{Lzk − λkHz(x, zk)}‖2Es +
(∫
M (H(x, zk)− 1)dx
)2 by
(2.14), we have {
ǫk := ‖Ds{Lzk − λkHz(x, zk)}‖Es → 0,
εk :=
∫
M (H(x, zk)− 1)dx→ 0
(3.1)
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as k →∞. Recalling ∫M dx = 1, from the assumption (H1) we derive∫
M
〈Hz(x, zk), zk〉dx ≥ 2(1 + εk)− c0 ≥ 2− c0 > 0 ∀k ∈ N. (3.2)
Moreover, the definition of dAH implies
〈dA(zk, λk), (zk, λk)〉
=
(Ds{Lzk − λkHz(x, zk)}, zk)Es − λk ∫
M
(H(x, zk)− 1)dx
= (Lzk, zk)L2 − λk(Hz(x, zk), zk)L2 − λk
∫
M
(H(x, zk)− 1)dx
= 2AH(zk, λk)− λk(Hz(x, zk), zk)L2 + εkλk
= 2c− λk(Hz(x, zk), zk)L2 + εkλk + o(1). (3.3)
Then it follows from (3.2) and (3.3) that for some constant C > 0 and all k ∈ N,
|λk| ≤ 1
2− c0 |λk(Hz(x, zk), zk)L2 |
≤ 1
2− c0 {|εkλk|+ 2|AH(zk, λk)|+ |dAH(zk, λk), (zk, λk)〉|}
≤ 1
2− c0 {|εkλk|+ 2|AH(zk, λk)|+ ‖dAH(zk, λk)‖E
∗ · ‖(zk, λk)‖E}
≤ C{1 + |εk||λk|+ (ǫk + εk)(‖zk‖+ |λk|)}. (3.4)
Next we estimate the Es- norms of zk. Since
∫
M H(x, zk)dx = 1 + εk is bounded, by the
Sobolev imbedding theorem and the assumption (H4), we get
‖DsHz(x, zk)‖Es ≤ ‖|D|−2sHu(x, zk)‖s,2 + ‖|D|−2(1−s)Hv(x, zk)‖1−s,2
= ‖Hu(x, zk)‖−s,2 + ‖Hv(x, zk)‖−(1−s),2
≤ C(‖Hu(x, zk)‖ 2n
n+2s
+ ‖Hv(x, zk)‖ 2n
n+2(1−s)
) ≤ C, (3.5)
where C > 0 denotes different constants. Note that the composition operator DsL : Es → Es is
an isometry. Thus
‖zk‖2Es = ‖DsLzk‖2Es
=
∣∣(DsLzk,Ds{Lzk − λkHz(x, zk)})Es + (DsLzk, λkDsHz(x, zk))Es∣∣
≤ ǫk‖DsLzk‖Es + |λk|‖DsLzk‖Es‖DsHz(x, zk)‖Es
≤ ǫk‖zk‖Es + C|λk|‖zk‖Es . (3.6)
Combining (3.4) with (3.6), we deduce that
|λk|+ ‖zk‖Es ≤ C{1 + |εk||λk|+ ǫk(‖zk‖Es + |λk|)}, (3.7)
which implies that both zk and λk are bounded. Passing to a subsequence, we may assume that zk
converges weakly in Es to z = (u, v) and λk converges to λ ∈ R. Let bk be the first component
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of ∇AH(zk, λk), i.e., bk = DsLzk−λkDsHz(x, zk), which converges to zero. Since the operator
DsL : Es → Es is an isometry, and H′ is compact by Proposition 2.1, we conclude that
zk = (DsL)−1bk − λk(DsL)−1DsHz(x, zk) (3.8)
converges in Es and so ‖zk − z‖Es → 0. This shows that AH satisfies the (PS)c condition. 
Obverse that in the proof of boundedness of ‖(zk, λk)‖E we only use the boundedness of
AH(zk, λk) and the condition that ‖∇AH(zk, λk)‖E is small enough. Consequently, we have
Corollary 3.2. Suppose |AH(z, λ)| < R for some constant R > 0. Then there exist ǫ > 0 and
C = C(R) such that each (z, λ) ∈ E with ‖∇AH(z, λ)‖E ≤ ǫ satisfies ‖(z, λ)‖E < C .
3.2 Boundedness in E for the autonomous flow
Since AH is of class C2 under our assumptions, the local flow of ∇KAH always exists.
Proposition 3.3. Assume that R ∋ t 7→ (z(t), λ(t)) ∈ E is a flow line of −∇KAH between
critical points and that {AH(z(t), λ(t)) | t ∈ R} ⊂ [a, b] for some two real numbers a < b. Then
there exists a constant C1 = C1(R, a, b) > 0 such that ‖(z(t), λ(t))‖E ≤ C1 for all t ∈ R.
Proof. Let ǫ be as in Corollary 3.2 withR = max{|a|, |b|}. For s ∈ R, if ∥∥∇AH(z(s), λ(s))∥∥E <
ǫ we define τ(s) = 0; otherwise, since
∥∥∇AH(z(s + t), λ(s + t))∥∥E → 0 as t → +∞ we have{
t ≥ 0 ∣∣ ∥∥∇AH(z(s+ t), λ(s + t))∥∥E < ǫ} 6= ∅ and hence
τ(s) := inf
{
t ≥ 0
∣∣∣ ∥∥∇AH(z(s+ t), λ(s + t))∥∥E < ǫ} (3.9)
is a nonnegative real number. Clearly, in the latter case it holds that∥∥∇AH(z(s+ t), λ(s + t))∥∥E ≥ ǫ ∀t ∈ [s, s+ τ(s)].
Moreover, (2.18) implies that ((I +K)w,w)E ≥ 12‖w‖2E for any w ∈ E . Then
‖∇KAH(z(t), λ(t))‖2gK =
(
(I +K((z(t), λ(t)))∇AH (z(t), λ(t)),∇AH (z(t), λ(t))
)
E
≥ 1
2
(∇AH(z(t), λ(t)),∇AH (z(t), λ(t)))E ,
and thus
b− a ≥ AH(z(−∞), λ(−∞)) −AH(z(+∞), λ(+∞))
= −
∫ +∞
−∞
d
dt
AH(z(t), λ(t))dt
=
∫ +∞
−∞
‖∇KAH(z(t), λ(t))‖2gKdt
≥ 1
2
∫ +∞
−∞
‖∇AH(z(t), λ(t))‖2Edt
≥ 1
2
∫ s+τ(s)
s
‖∇AH(z(t), λ(t))‖2Edt
≥ 1
2
τ(s)ǫ2 (3.10)
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if
∥∥∇AH(z(s), λ(s))∥∥E ≥ ǫ. So for any s ∈ R we always have
τ(s) ≤ 2(b− a)
ǫ2
. (3.11)
Moreover, |AH(z(s + τ(s)), λ(s + τ(s)))| ≤ max{|a|, |b|} and ‖∇AH(z(s + τ(s)), λ(s +
τ(s)))‖E ≤ ǫ. It follows from Corollary 3.2 that
‖z(s + τ(s))‖Es < C and |λ(s + τ(s))| < C. (3.12)
Since (2.18) implies that ((I +K)−1w,w)E ≥ 29‖w‖2E for any w ∈ E , we get
‖∇KAH(z(t), λ(t))‖2E ≤
9
2
(∇KAH(z(t), λ(t)), (I +K((z(t), λ(t)))−1∇KAH(z(t), λ(t)))E
=
9
2
‖∇KAH(z(t), λ(t))‖2gK .
This and (z′(t), λ′(t)) = −∇KAH(z(t), λ(t)) lead to∫ +∞
−∞
‖z′(t)‖2Esdt+
∫ +∞
−∞
|λ′(t)|2dt =
∫ +∞
−∞
‖∇KAH(z(t), λ(t))‖2Edt
≤ 5
∫ +∞
−∞
‖∇KAH(z(t), λ(t))‖2gK dt
≤ 5(b− a). (3.13)
Using this, (3.11)-(3.12) and the Ho¨lder inequality, we estimate
‖z(s)‖ ≤ ‖z(s + τ(s))‖+
∫ s+τ(s)
s
‖z′(t)‖dt
≤ C +
√
5(b− a)
√
τ(s)
≤ C + 5(b − a)
ǫ
:=
C1√
2
(3.14)
and
|λ(s)| ≤ |λ(s+ τ(s))|+
∫ s+τ(s)
s
|λ′(t)|dt
≤ C +
√
5(b− a)
√
τ(s) ≤ C1√
2
. (3.15)

3.3 Boundedness for the non-autonomous flow
Suppose that K ∈ C0(R,K) and H ∈ C2(R× ΣM ⊕ ΣM) satisfy
(i) Kt(·) := K(t, ·) is equal to K0 for t ≤ 0, and K1 for t ≥ 1;
(ii) Ht(·) := H(t, ·) is equal to H0 for t ≤ 0, and H1 for t ≥ 1, and satisfies (H1) − (H2) and
(H4) for all t ∈ [0, 1];
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(iii) there exists a constant A such that∫ +∞
−∞
∫
M
∣∣∣∣∂H∂t (t, x, z(x))
∣∣∣∣dxdt ≤ A, ∀z ∈ Es. (3.16)
For such a pair (H,K) we shall prove the boundedness on E of solutions of the following
nonautonomous system
dw(t)
dt
+ (I +K(t, w(t)))∇AH(t, x, w(t)) = 0. (3.17)
Proposition 3.4. Fix a pair (H,K) as above. Let w(t) = (z(t), λ(t)) be any solution of (3.17)
with lim
t→±∞
AHt(z(t), λ(t)) ∈ [a, b] for some a < b, and let ǫ be as in Corollary 3.2. If A <
ǫ/5, then there exists a constant C > 0 only depending on a and b such that |λ(t)| < C and
‖z(t)‖Es < C for any t ∈ R.
Proof. For a fixed t, we denote the gradient of AHt with respect to gKt by ∇KtAHt . Since
d
dt
AHt(w(t)) = −‖∇KtAHt(w(t))‖gK − λ(t)
∫
M
∂H
∂t
(t, x, z(t))dx, (3.18)
we have ∫ +∞
−∞
‖∇KtAHt(w(t))‖2gKdt (3.19)
≤ lim
t→−∞
AHt(w(t)) − lim
t→+∞
AHt(w(t)) +
∫
M
∫ +∞
−∞
|λ(t)|
∣∣∣∣∂H∂t (t, x, z)
∣∣∣∣dtdx
≤ b− a+A‖λ‖∞. (3.20)
Defining τ(s) for s ∈ R as in the proof of Proposition 3.3, we have
ǫ2τ(s) ≤
∫ s+τ(s)
s
‖∇AHt(w(t))‖2Edt
≤ 2
∫ s+τ(s)
s
‖∇KtAHt(w(t))‖2gKdt
≤ 2(b− a+A‖λ‖∞), (3.21)
and hence
τ(s) ≤ 2(b− a+A‖λ‖∞)
ǫ2
. (3.22)
Then as in (3.13) we have∫ +∞
−∞
‖z′(t)‖2Esdt+
∫ +∞
−∞
|λ′(t)|2dt =
∫ +∞
−∞
‖∇KAHt(z(t), λ(t))‖2Edt
≤ 5
∫ +∞
−∞
‖∇KAHt(z(t), λ(t))‖2gK dt
≤ 5(b− a+A‖λ‖∞).
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This and (3.22) lead to
|λ(s)| =
∣∣∣λ(s+ τ(s)) + ∫ s+τ(s)
s
λ′(t)dt
∣∣∣
≤ |λ(s+ τ(s))|+
∫ s+τ(s)
s
‖∇AKHt(w(t))‖Edt
≤ C +
√
2τ(s)
√
5(b− a+A‖λ‖∞)
≤ C + 5(b− a+A‖λ‖∞)
ǫ
∀s ∈ R.
It follows from A < ǫ/5 that
‖λ‖∞ ≤ Cǫ+ 5(b− a)
ǫ− 5A .
Similarly, we have the uniform bound for ‖z(t)‖. In fact, the following estimate holds
‖z(s)‖ ≤ ‖z(s + τ(s))‖ + 5(b− a+A‖λ‖∞)
ǫ
.
From Corollary 3.2, we obtain ‖z(s + τ(s))‖ ≤ C and thus ‖z(t)‖ is uniformly bounded. 
3.4 Boundness in Ho¨lder spaces
In Proposition 3.4 we get an uniform bound for all nonautonomous flows under certain conditions.
Following the ideas in [7] we shall show that z(t) is also uniformly bounded in Ho¨lder spaces
Ci,α(M,ΣM), i = 0, 1 (for the explicit definition see [6, Chapter 3]) through the bootstrap argu-
ment.
Proposition 3.5. Assume H is as in Proposition 3.4. Let w(t) = (z(t), λ(t)) be a solution of
(3.17). Then z(t) is bounded in Cα(M,ΣM) ⊕ Cβ(M,ΣM) with 0 < α < min{1, 2s} and
0 < β < min{1, 2(1 − s)}. In particular, for some constant C > 0 we have
sup
−∞<t<∞
‖z(t)‖Cα⊕Cβ < C sup
−∞<t<∞
‖z(t)‖Es .
For 0 < α < 1 (resp. 1 < α < 2), let Cα(M,ΣM) represent Ho¨lder spaces C0,α(M,ΣM)
(resp. C1,α−1(M,ΣM)).
In order to prove the above proposition we give two lemmas.
Lemma 3.6. Let 0 < r <∞ and 1 < α, β <∞. Assume u ∈ Lα(M,ΣM).
If α < nr then |D|−ru ∈ Lβ(M,ΣM) with 1β = 1α − rn .
If α > nr then |D|−ru ∈ Cr−
n
α (M,ΣM).
Since DsL : Es → Es is an self-adjoint Fredholm isometry operator and
(DsL) ◦ (DsL) =
(|D|−2sD|D|−2(1−s)D 0
0 |D|−2(1−s)D|D|−2sD
)
= IdEs ,
we can split Es into
Es = E+ ⊕ E− (3.23)
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with (DsL)|E± = ±IdE± . Denote by P± projections onto the eigenspace E± respectively. Then
the evolution operator ddt +DsL has a fundamental solution operator
G(t) = e−tχR+(t)P− − etχR−(t)P+,
which gives us a formulation for any solution of (3.17)
z(t) =
∫ +∞
−∞
G(t− s)
{
λ(s)DsHz(s, x, z(s)) + Pr1
(
K(s, z(s))∇AH)(w(s)
)}
ds,
where Pr1
(
K(s, z(s))∇AH(w(s))
)
is uniformly bounded in C2(M,ΣM ⊕ ΣM) by (2.24) and
Proposition 3.4. To show that the operator G(t)Ds has a regularizing effect, note that the above
projections P± onto E± can be written as
P± =
1
2
(
I+ ±|D|−2sD
±|D|−2(1−s)D I−
)
,
where I± represents the identity operator on E± respectively. It is not hard to estimate
|G(t)DsHz(t, x, z(t))| ≤ 1
2
e−|t|
( |D|−2s|Hu|+ |D|−1|Hv|
|D|−1|Hu|+ |D|−2(1−s)|Hv|
)
. (3.24)
Using this estimate, the assumption (H2) and Lemma 3.6, we obtain the bootstrap lemma
Lemma 3.7. Let (z(t), λ(t)) be a solution of (3.17) with [z]α,β <∞, where
z(t) = (u(t, ·), v(t, ·)) and [z]α,β := sup
−∞<t<+∞
{‖u(t, ·)‖Lα + ‖v(t, ·)‖Lβ}.
Suppose that two real numbers α∗ and β∗ are defined by
1
α∗ = max
{ p
α − 2sn , p(q+1)β(p+1) − 2sn , q(p+1)α(q+1) − 1n , qβ − 1n
}
1
β∗ = max
{ p
α − 1n , p(q+1)β(p+1) − 1n , q(p+1)α(q+1) − 2(1−s)n , qβ − 2(1−s)n
}
.
(3.25)
If α∗, β∗ > 0, then [z]α∗,β∗ <∞.
If α∗ < 0, then u(t, ·) is uniformly bounded in C− 1α∗ (M,ΣM).
If β∗ < 0, then v(t, ·) is uniformly bounded in C− 1β∗ (M,ΣM).
Proof of Proposition 3.5. Since z(t) is uniformly bounded in Es, we have [z]α1,β1 < ∞ with
α1 =
2n
n−2s and β1 =
2n
n−2(1−s) because of the Sobolev embedding theorems. By Lemma 3.7
the condition [z]α,β < ∞ implies [z]α∗,β∗ < ∞. It follows from the subcritical condition (1.4)
that α∗ > α and β∗ > β whenever α ≥ α1 and β ≥ β1. After k times of iterations one gets
[z]αk ,βk < ∞ with αk+1 < 0 and βk+1 < 0. Using the bootstrap lemma again we arrive at the
conclusion of Proposition 3.5. 
16 Wenmin Gong and Guangcun Lu
4 Relative index and Moduli space of trajectories
4.1 Morse functions and the relative index
According to the usual definition of the Morse index of a critical point, the Rabinowitz-Floer
functional AH has infinite index and co-index at each critical point. In order to give a natural
grading of the Rabinowitz-Floer homology groups we will adopt the way of Abbondandolo [3].
If (z, λ) is a critical of AH , then the Hessian of AH at (z, λ) can be written as
HessAH(z, λ) =
(DsL− λDsHzz(x, z) −DsHz(x, z)
−(DsHz(x, z))∗ 0
)
.
Definition 4.1. A critical point (z, λ) of AH is called nondegenerate if the Hessian operator
HessAH(z, λ) : E → E is a bounded linear bijective operator. The functional AH is said to
be Morse if all critical points of it are nondegenerate.
Remark 4.2. In our case, we always view E as a real Hilbert space with the inner product (·, ·)E
defined by (2.11). In the following, for a subspace V of E , dim(V ) stands for the real dimension
of V .
Definition 4.3. Let U and V be two closed subspaces in a Hilbert space H . Denote PU and PV
the orthogonal projections onto U and V respectively. If PU − PV is compact on H , U is said to
be commensurable to V , and define the relative dimension of U and V as
dim(U, V ) = dim(U ∩ V ⊥)− dim(U⊥ ∩ V ).
One can check that it is well-defined and finite. Moreover, if U , V and W are three each other
commensurable closed subspaces in H , then
dim(U, V ) = dim(U,W ) + dim(W,V ) (4.1)
(cf. [3, Section 2]).
Lemma 4.4. Suppose A and B are self-adjoint Fredholm operators on a Hilbert space H with
A − B compact. Then the negative (resp. positive ) eigenspaces of B is commensurable with the
negative (resp. positive ) eigenspaces of A.
Definition 4.5. Let E− be as in (3.23). Denote V −(z, λ) the maximal negative definite subspace
in E of the Hessian of AH at a critical point (z, λ). We define the relative index as
irel(z, λ) = dim(V
−(z, λ), E− × {0}). (4.2)
Lemma 4.6. Under the assumptions (H1)−(H4), the relative index is well defined for all critical
points of AH .
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Proof. Let (z, λ) be a critical point of AH . Notice that DsL ⊕ IdR and HessAH(z, λ) are both
self-adjoint Fredholm operators on E respectively, where IdR is the identity operator on R. More-
over, E− × {0} and V −(z, λ) are the negative eigenspaces of DsL ⊕ IdR and HessAH(z, λ),
respectively. It follows from Proposition 2.1 that
HessAH(z, λ) −DsL⊕ IdR =
(−λDsHzz(x, z) −DsHz(x, z)
−(DsHz(x, z))∗ −1
)
(4.3)
is compact on E . Hence Lemma 4.4 implies that the relative index irel(z, λ) is well defined. 
4.2 Moduli space of trajectories and grading
Let w1 = (z1, λ1) and w2 = (z2, λ2) be two nondegenerate critical points of AH , and let a and b
be two real numbers such that a ≤ AH(wi) ≤ b, i = 1, 2. Define the space of connecting orbits
from w1 to w2 as
Ma,bH,K(w1, w2) =
w ∈ C1(R, E)
∣∣∣∣∣
w(t) is a solution of (2.23) with
w1 = w(−∞) =: limt→−∞w(t)
and w2 = w(+∞) =: limt→+∞w(t)
 , (4.4)
and the moduli space of trajectories M̂a,bH,K(w1, w2) to be the quotient of Ma,bH,K(w1, w2) with
respect to the free action of R given by the flow of −∇KAH . Denote by wˆ ∈ M̂a,bH,K(w1, w2) the
unparametrized trajectory corresponding to w ∈ Ma,bH,K(w1, w2). Let
Q1 = w +W
1,2(R, E) and Q0 = L2(R, E),
where w : R→ E is a fixed smooth map which satisfies w(t) ≡ w1 for t ≤ −1 and w(t) ≡ w2 for
t ≥ 1. The space of parametrized trajectories Ma,bH,K(w1, w2) can be considered as the zero set of
the map FH,K : Q1 → Q0 given by
FH,K(w) = dw
dt
+∇KAH(w). (4.5)
Suppose that AH is a Morse function. To determine the dimension of the moduli space of trajec-
tories, we need that (H,K) satisfies the so-called Morse-Smale condition, that is to say, for every
pair of critical points w1, w2 of AH the unstable manifold W u(w1;−∇KAH) is transverse to the
stable manifold W s(w2;−∇KAH), i.e.,
TwW
u(w1) + TwW
s(w2) = E , ∀w ∈W u(w1) ∩W s(w2).
The pair (H,K) with H satisfying (H1)− (H4) and K ∈ K is called regular if AH is Morse and
(H,K) satisfies the Morse-Smale condition. Denote by Ωreg the set consisting of all such regular
pairs.
18 Wenmin Gong and Guangcun Lu
Lemma 4.7 ([7, Proposition 12]). Let E be a Banach space. Let B : R→ L (E,E) be a continu-
ous map such that each B(t) is compact operator and that limt→±∞B(t) = 0. Then the operator
MB :W
1,2(R, E)→ L2(R, E) given by
MBa(t) = B(t)a(t) for a ∈W 1,2(R, E)
is compact.
Lemma 4.8 ([3, Theorem 3.4]). Let E be a Banach space. Let A : R → L(E,E) be continuous
map such that
A(−∞) := lim
t→−∞
A(t) and A(+∞) := lim
t→+∞
A(t)
exist and are self-adjoint and invertible. Then the operator
LA : W
1,2(R, E)→ L2(R, E)
given by LAw(t) = w′(t) +A(t)w(t), is a Fredholm operator of index
indLA = dim
(
V −(A(−∞)), V −(A(+∞))),
where V −(L) represents the negative eigenspace of L on E.
Proposition 4.9. Let (H,K) be a regular pair. Suppose that the relative indexes of two critical
points w1 and w2 of AH satisfy irel(w1) − irel(w2) > 0. Then M̂a,bH,K(w1, w2) is a manifold of
dimension irel(w1)− irel(w2)− 1 if Ma,bH,K(w1, w2) 6= ∅.
Proof. Let Kθ(w) = I + θK(w) for any w ∈ E , where θ ∈ [0, 1]. Then the linearized operator of
FH,θK at w = (z, λ) is given by
DFH,θK(w) = d
dt
+Kθ(w(t))HessAH(w(t)) + {dKθ(w(t))[·]}∇AH (w(t)). (4.6)
We shall use the implicit function theorem to prove our result. To this end we need to show that
DFH,K(w) is Fredholm and onto. Notice that HessAH(w) has the following decomposition
HessAH(z, λ) =
(DsL 0
0 1
)
+
(−λDsHzz(x, z) −DsHz(x, z)
−(DsHz(x, z))∗ −1
)
.
It follows from Proposition 2.1 that HessAH(w) is a compact perturbation of
(
DsL 0
0 1
)
with spec-
trum {−1, 1}. For a fixed t ∈ R, by definition the linear maps
T (t) : E → C2(M,ΣM ⊕ ΣM)× R, ξ 7→ {dKθ(w(t))[ξ]}∇AH (w(t))
is bounded, and hence compact as an operator from E to E . Since limt→±∞∇AH(w(t)) = 0,
Lemma 4.7 implies that the third term in (4.6) is compact. Therefore DFH,θK(w) is a family of
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Fredholm operator from W 1,2(R, E) to L2(R, E). By the homotopy invariance of Fredholm index
(cf. [31]) and Lemma 4.8, we obtain
ind(DFH,K(w)) = ind(DFH,0(w))
= dim(V −(w1), E− × {0}) + dim(E− × {0}, V −(w2))
= dim(V −(w1), E− × {0}) − dim(V −(w2), E− × {0})
= irel(w1)− irel(w2).
On the other hand, the Morse-Smale condition guarantees that DFH,K(w) is onto (see [2] for
a detailed proof). So Ma,bH,K(w1, w2) is a manifold of dimension irel(w1) − irel(w2) and thus the
desired result is obtained by modeling the free R-action. 
4.3 Broken trajectories and gluing
By Proposition 3.5, for any w = (z, λ) ∈ MH,K(w1, w2) with supt |AH(w(t))| < ∞, λ(t) is
bounded in R and z(t) belongs to a compact subset of
Xα,β := C
α(M,ΣM)⊕ Cβ(M,ΣM)
for some two constants 0 < α < min{1, 2s}, 0 < β < min{1, 2(1 − s)}. As a result, the moduli
spaces are modeled on the affine space
Q1 := C1(R,X), where X = Xα,β × R.
In the following, we will equip the C0loc(R,X)- topology on the moduli space M̂H,K(w1, w2),
i.e., the uniform X-norm convergence on bounded intervals of R.
Definition 4.10. A broken trajectory from x ∈ Crit(AH) to y ∈ Crit(AH) consists of critical
points x = w0, w1, . . . , wk = y, k ≥ 2 and a tuple (uˆ1, . . . , uˆk) of unparametrized flow lines of
−∇KAH such that ui−1(−∞) = wi−1 and ui−1(+∞) = wi, 1 ≤ i ≤ k.
The evaluation map EV :MH,K(w1, w2)→ X defined by
EV (w) = w(0)
is a continuous injective map. It has also a precompact image set. In fact, let (wi)∞i=1 be a sequence
in MH,K(w1, w2). Write EV (wi) = wi0 and denote the corresponding orbits by ci := wi(R). As
a result of the compactness before, the union set
⋃
i c
i
⋃{w1, w2} constitutes a compact set in X.
Under the assumption that the critical points of AH are isolated, a standard argument ([7, Section
5]) shows that the sequence c¯i = ci⋃{w1, w2} has a subsequence converging to some compact
set c∗ in X which is either a broken trajectory or the union of an unparametrized flow line and the
set {w1, w2}.
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The above argument tells us that moduli spaces of trajectories are generally not compact. In
the following we will use a gluing construction similar to that in Morse homology [40, Chapter 2]
to show that the closure of EV
(MH,K(w1, w2)) is compact in X.
Suppose that w12 ∈ MH,K(w1, w2) and w23 ∈ MH,K(w2, w3) with irel(w1) > irel(w2) >
irel(w3). Since both DFH,K(w12) and DFH,K(w23) are Fredholm and onto provided that (H,K)
satisfies the Morse-Smale condition, they have bounded right inverses Ψ12 and Ψ23 from L2(R, E)
to W 1,2(R, E), respectively. Let ζ be a nonnegative smooth function such that
ζ(t) ≡ 0 for t ≤ −1, ζ(t) ≡ 1 for t ≥ 1, and ζ ′(t) ≥ 0 ∀t.
Let ζT (t) = ζ( tT ) for large T > 0. Now we glue w12 and w23 as follow:
w13,T (t) = (1− ζT (t))w12(t+ 2T ) + ζT (t)w23(t− 2T ), t ∈ R.
Accordingly, we define the gluing operator
ΦT = ρ
+
T τ2TΨ12τ−2Tρ
+
T + ρ
−
T τ2TΨ23τ−2Tρ
−
T ,
where τs is a translation operator satisfying τhg(t) = g(t+h) and ρ± is a pair of smooth functions
satisfying
ρ±T = ρ
±
(
t
T
)
, (ρ+1 )
2 + (ρ−1 )
2 = 1,
ρ+1 (t) = 0 for t ≤ −1, ρ−1 (t) = ρ+1 (−t).
A direct computation yields thatDFH,K(w13,T )◦ΦT converges to the identity operator onL2(R, E)
as T →∞. Then it follows from the implicit function theorem that the equation
FH,K(w) = 0
has solutions of the form w = w13,T + ΦTη with η ∈ L2(R, E) whenever T is large enough.
Moreover, such a solution w with small η ∈ L2(R, E) is unique, denoted by w12#Tw23. Hence
one can approximate the broken trajectory (wˆ12, wˆ23) by such C1-glued orbits. Since these glued
orbits represent approximate solutions of the negative gradient flow in a unique way for large
gluing parameter T , from the fact that EV
(MH,K(w1, w2)) has compact closure we deduce that
the moduli space M̂H,K(w1, w2) is finite whenever irel(w1) = irel(w2) + 1.
5 The Rabinowitz Floer complex of AH
In former two subsections we shall give the construction of the Rabinowitz Floer homology ofAH
in Morse situation and Morse-Bott one. Then we prove continuation invariance of the homology
in the Morse case in Section 5.3.
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5.1 The Morse situation
Given a pair (H,K) ∈ Ωreg, k ∈ N and real numbers a < b, let Crit(AH) be the set of critical
points of the functional AH , Critk(AH) = {x ∈ Crit(AH) | irel(x) = k} and
Crit[a,b](AH) := {x ∈ Crit(AH) | a ≤ AH(x) ≤ b},
Crit
[a,b]
k (AH) := {x ∈ Critk(AH) | a ≤ AH(x) ≤ b}.
Denote by CFk(H) the chain complex as the vector space over Z2 generated by Critk(AH). It
needs not to be finitely generated. But its Z2-subspace CF[a,b]k (H) generated by Crit
[a,b]
k (AH) has
only finite elements since AH is Morse and satisfies the (PS)c condition. As we said before, if
x, y ∈ Crit(AH) satisfy irel(x) = irel(y) + 1, then the integer #M̂H,K(x, y) is finite. Define
n2(x, y) := #M̂H,K(x, y) mod [2],
and the boundary operator ∂k : CF
[a,b]
k (H)→ CF[a,b]k−1(H) by
∂k
 r∑
j=1
mjxj
 = r∑
j=1
∑
y∈CF
[a,b]
k−1(H)
mjn2(xj , y)y (5.1)
for
∑r
j=1mjxj ∈ CF[a,b]k (H). Due to the gluing argument of Section 4.3, we have ∂k∂k−1 = 0.
So (CF∗[a,b](H), ∂∗) is a chain complex which is called the Rabinowitz Floer complex of AH .
The corresponding homology is called the Rabinowitz Floer homology of AH defined by
RHF
[a,b]
k (H,K) =
ker(∂k)
im(∂k+1)
.
5.2 The Morse-Bott situation
In this subsection, we construct the Rabinowitz Floer homology when the functional AH is Morse-
Bott.
Definition 5.1. Let B be a Hilbert space. A Ck functional f (k ≥ 2) on a Hilbert space B is called
Morse-Bott if its critical set
Crit(f) = {x ∈ B|df(x) = 0}
is a Ck−1 submanifold (possible with components of different dimensions) and it holds that
TxCrit(f) = ker(Hess(f)(x)) ∀x ∈ Crit(f).
Suppose that H is invariant under the action of S1 on ΣM × ΣM , that is,
H(x, eiθz) = H(x, z), ∀θ ∈ R, ∀x ∈M, ∀z = (u, v) ∈ ΣxM ×ΣxM.
By extending the S1 action on R trivially, we find that AH is also invariant under this action, i.e.,
AH(eiθz, eiθλ) = AH(z, λ), ∀z ∈ Es, ∀λ ∈ R.
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In this case, the functional AH is never Morse. One way to overcome it is to choose an additional
small perturbation to reduce to the Morse situation as before. However, even for the nonlinearity
H(x, u, v) = 12 (u
2 + v2), giving an explicit computation of the Rabinowitz Floer homology of it
needs an elaborate perturbation and a good computation for the index. It seems to be difficult for
the authors to carry out them.
Instead we may assume that AH is Morse-Bott, and then choose a Morse function satisfying
the Morse-Smale condition on the critical manifold. The chain complex is generated by the critical
points of this Morse function, while the boundary operator is defined by counting flow lines with
cascades. For the definition of gradient flow lines with cascades we refer to Frauenfelder [20] or
[13, 17].
5.2.1. Flow lines with cascades. Assume that Crit(AH) is a C2-submanifold of E . We choose
a Riemannian metric g on Crit(AH) and a Morse function h : Crit(AH) → R, such that (h, g)
satisfy the Morse-Smale condition, that is, for every pair of critical points x, y of h, the unstable
manifold W u(x;−∇h) is transverse to the stable manifold W s(x;−∇h). Let ind(x) denote the
Morse index of h at x, i.e., ind(x) = dimW u(x;−∇h). We now assign an index ν to x by
ν(x) := irel(x) + ind(x).
Given two real numbers a < b, we further assume
the critical manifold of AH containing in A−1H [a, b] is the union of a
finite number of disjoint, compact, non-degenerate critical manifolds.
Let Ψh(t) ∈ Diff(Crit[a,b](AH)) be the smooth family of diffeomorphisms defined by
Ψh(t)(p) = ϕp(t), ∀ p ∈ Crit[a,b](AH),
where ϕp is the flow line of −∇h with ϕp(0) = p. Let σ0 and σ1 be two components of
Crit[a,b](AH), and xi ∈ σi, i = 0, 1, and an integer m ≥ 1. A flow line from x0 to x1 with m
cascades consists of m − 1 components c1, . . . , cm−1 of Crit(AH) and a m tuple (w1, . . . , wm)
of solutions of the Rabinowitz-Floer equation (2.23) such that
w1(−∞) ∈W u(x0;−∇h), wm(+∞) ∈W s(x1;−∇h),
wj+1(−∞) = Φh(tj)(wj(+∞)) for some tj ∈ R+, j = 1, · · · ,m− 1,
where R+ := {r ∈ R : r ≥ 0}. Denote by
Ma,bm (x0, x1;H,K, h, g)
the set of flow fines from x0 to x1 with m cascades, and by M̂a,bm (x0, x1;H,K, h, g) the quotient
of Ma,bm (x0, x1;H,K, h, g) by the free action of Rm given by s-translations on each wj .
We also define the set of flow lines from x0 to x1 with zero cascades, denoted by
Ma,b0 (x0, x1;H,K, h, g),
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is the intersection W u(x0;−∇h)∩W s(x1;−∇h) whenever σ0 = σ1, and empty if σ0 and σ1 are
different. When σ0 = σ1, x0 6= x1 the quotient of Ma,b0 (x0, x1;H,K, h, g) by the R- action is
denoted by M̂a,b0 (x0, x1;H,K, h, g), otherwise M̂a,b0 (x0, x1;H,K, h, g) is defined to be empty.
We call
M̂a,b(x0, x1;H,K, h, g) =
⋃
m≥0
M̂a,bm (x0, x1;H,K, h, g)
the moduli space of Morse-Bott trajectories with cascades. For each m ≥ 0, the moduli space
of trajectories M̂a,bm (x0, x1;H,K, h, g) with m cascades can be compactified by adding broken
trajectories in the same way as Theorem A.10 in [20]. The rest of this subsection is mainly devoted
to prove
Theorem 5.2. Given two components of Crit[a,b](AH), σ0, σ1, and xi ∈ σi, i = 0, 1, for generic
choice of K , the set M̂a,b(x0, x1;H,K, h, g) has the structure of a finite dimensional manifold
and its dimension is given by
dimM̂a,b(x0, x1;H,K, h, g) = ν(x0)− ν(x1)− 1.
The idea of the proof of the theorem is owned to Frauenfelder [20, Theorem A.11]. By (4.3),
we can write HessAH(z, λ) = T1 + T2, where
T1 = DsL⊕ IdR, (T1)2 = IdE ,
and
T2 =
(−λDsHzz(x, z) −DsHz(x, z)
−(DsHz(x, z))∗ −1
)
is compact on E . Since (T1 + T2)2 = IdE + T1T2 + T2T1 + T 22 , and T1T2 + T2T1 + T 22 is
a compact self-adjoint operator, by the spectral theory of compact operator we obtain that the
spectrum of (T1 + T2)2 can be described as a sequence of discrete points tending to 1, and thus
Spec(HessAH(z, λ)) \ {0} is away from 0. Let d be a constant such that
0 < d < min{|λ| : λ ∈ Spec(Hess(AH)(w)) \ {0}, w ∈ Crit[a,b](AH)}, (5.2)
and let sd : R→ R be the weight function defined by
sd(t) = e
dϑ(t)t,
where ϑ(t) is a smooth cutoff function satisfying ϑ(t) = −1 for t < 0 and ϑ(t) = 1 for t > 1. We
introduce suitable weighted Sobolev spaces as follow:
L2d(R, E) :=
{
w ∈ L2(R, E) | sdw ∈ L2(R, E)
}
,
W 1,2d (R, E) :=
{
w ∈W 1,2(R, E) | sdw ∈W 1,2(R, E)
}
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with weighted norms
‖w‖d := ‖sdw‖L2(R,E), w ∈ L2d(R, E),
‖w‖21,d := ‖sdw‖2L2(R,E) + ‖sdw′‖2L2(R,E), w ∈W 1,2d (R, E).
We define
X = Ea,bd (H,h)
as the Banach manifold consisting of all tuples
w = ((wj)1≤j≤m, (tj)1≤j≤m−1) ∈
(
W 1,ploc (R, E)
)m × (R+ \ {0})m−1
with the following properties:
(i) For 1 ≤ j ≤ m there exist pj , qj ∈ Crit[a,b](AH) such that
wj(−∞) = pj, wj(+∞) = qj, wj ∈ w¯j +W 1,2d (R, E),
where w¯j : R→ E is a smooth map which for some R ∈ R satisfies w¯j(t) ≡ pj for t ≤ −R
and w¯j(t) ≡ qj for t ≥ R.
(ii) pj+1 = Ψh(tj)qj for 1 ≤ j ≤ m− 1.
There exist two natural evaluation maps
ev1 : X → Crit[a,b](AH), w 7→ w1(−∞) = p1,
ev2 : X → Crit[a,b](AH), w 7→ wm(+∞) = qm.
The tangent space of X at w can be identified with a subspace of
m⊕
j=1
(
W 1,2d (R, E)× TpjCrit[a,b](AH)× TqjCrit[a,b](AH)
)× Rm−1
consisting of tuples ω = ((ξj , ζj,1, ζj,2)1≤j≤m, (τj)1≤j≤m−1) which satisfy
dΨh(tj)ζj,2 +
d
dt
(Ψh(0)qj)τj = ζj+1,1.
TwX is a Banach space with norm
‖ω‖ :=
m∑
j=1
(‖ξj‖1,d + |ζj,1|g + |ζj,2|g) +
m−1∑
j=1
|τj|,
where | · |g is the norm with respect to the Riemannian metric g on Crit(AH). Consider the map
FK : X →
m⊕
j=1
L2d(R, E), w 7→ (w′j(t) +∇KAH(wj(t)))1≤j≤m.
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Let MK = F−1K (0). The differential of FK at w ∈ MK is denoted by
dwFK : TwX →
m⊕
j=1
L2d(R, E).
5.2.2. Proof of Theorem 5.2. We prove the theorem in three steps.
Step 1. Let m = m(w) be the number of cascades. Then dwFK is a Fredholm operator of index
ind(dwFK) = irel(ev1(w)) + dimev1(w)Crit
[a,b](AH)− irel(ev2(w)) +m− 1. (5.3)
For 1 ≤ j ≤ m denote by
dw,jFK : W
1,2
d (R, E)→ L2d(R, E)
the restriction of dwFK to
W 1,2d (R, E) ≡W 1,2d (R, E)× {0} × {0} ⊂W 1,2d (R, E)× TpjCrit[a,b](AH)× TqjCrit[a,b](AH),
which is a Fredholm operator given by
dw,jFK =
d
dt
+K(wj(t))HessAH(wj(t)) + {dK(wj(t))[·]}∇AH (wj(t)).
By deforming K(·) linearly to zero as in Proposition 4.9, we see that
ind(dw,jFK) = ind(Lw,j), (5.4)
where Lw,j : W 1,2d (R, E)→ L2d(R, E) is defined by
Lw,j =
d
dt
+HessAH(wj(t)).
By conjugating Lw,j with sd we define the operator
L˜w,j = sdLw,js−d : W
1,2(R, E)→ L2(R, E).
This is also Fredholm and satisfies
ind(L˜w,j) = ind(Lw,j). (5.5)
For ξ ∈W 1,2(R, E) we calculate
L˜w,jξ = sdLw,j(s−dξ)
=
dξ
dt
+
(
HessAH(wj(t))− d(ϑ(t) + ϑ′(t)t)id
)
ξ.
Set
Aj(t) := HessAH(wj(t))− d(ϑ(t) + ϑ′(t)t)id.
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Then
Aj(−∞) = HessAH(pj) + d id and Aj(+∞) = HessAH(qj)− d id.
The inequality (5.2) implies that Aj(±∞) are invertible and satisfy
V −(Aj(−∞)) = V −(HessAH(pj)) and
V −(Aj(+∞)) = V −(HessAH(qj))⊕ ker(HessAH(qj)).
It follows from Lemma 4.8 that L˜w,j is a Fredholm operator of index
ind(L˜w,j) = dim(V
−(Aj(−∞)), V −(Aj(+∞)))
= dim(V −(Aj(−∞)), V −(HessAH(qj)))
+dim(V −(HessAH(qj)), V −(Aj(+∞)))
= dim(V −(HessAH(pj)), V −(HessAH(qj)))
+dim(V −(HessAH(qj)), V −(HessAH(qj))⊕ ker(HessAH(qj)))
= irel(pj)− irel(qj)− dimqjCrit[a,b](AH). (5.6)
Combining the following index formulation
ind(dwFK) =
m∑
j=1
ind(dw,jFK) + dimp1Crit
[a,b](AH) +
m∑
j=1
dimqjCrit
[a,b](AH) +m− 1
with (5.4), (5.5) and (5.6), we obtain (5.3).
Step 2. For generic K ∈ K the set MK = F−1K (0) is a finite dimensional manifold with the local
dimension dimwMK = indFK .
We define
F : X ×K→
m⊕
j=1
L2d(R, E), (w,K) 7→ FK(w),
and set
Θ := {(w,K) ∈ X ×K|F(w,K) = 0}.
For each (w,K) ∈ Θ, the derivative of F at (w,K) is given by
dF(w,K)(ζ, κ) = dFK(w)ζ + (κ(wj)∇AH(wj))1≤j≤m, ∀ (ζ, κ) ∈ T(w,K)(X ×K).
We claim that dF(w,K) is surjective. In fact, since dFK(w) is a Fredholm operator, it and
hence dF(w,K) has a closed range and a finite dimensional cokernel. So it suffices to prove that
Im(dF(w,K)) is dense. By a contradiction we assume that
(
Im(dF(w,K))
)⊥
contains a nonzero
element
η = (ηj)1≤j≤m ∈
m⊕
j=1
L2d(R, E).
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Then we have
m∑
j=1
∫
M
〈ηj , (dFK(w)ζ)j〉dt = 0, ∀ ζ ∈ TwX , (5.7)
m∑
j=1
∫
M
〈ηj , κ(wj)∇AH(wj)〉dt = 0, ∀ κ ∈ K. (5.8)
(5.7) implies that for all ξj ∈W 1,2(R, E),∫
M
〈
ηj,
d
dt
ξj(t) +K(wj(t))HessAH(wj(t))ξj(t) + {dK(wj(t))[ξj(t)]}∇AH(wj(t))
〉
dt = 0.
It follows that ηj is C1 for 1 ≤ j ≤ m. These and (5.8) yield that η vanishes identically. (See
Lemma 6.2 for a similar proof). This contradiction leads to the claim. Hence it follows from the
implicit function theorem that Θ is a Banach manifold.
Consider the projection
π : Θ→ K, (w,K)→ K,
which has the differential
dπ(w,K) : T(w,K)Θ→ TKK, (ζ, κ)→ κ.
The kernel of dπ(w,K) is isomorphic to the kernel of dFK(w). The fact that dF(w,K) is surjec-
tive implies that dπ(w,K) has the same codimension as the image of dFK(w). Thus dπ(w,K)
is a Fredholm operator of the same index as dF(w,K). It follows from the Sard-Smale Theorem
that all regular values of π forms a residual (and thus dense) subset in K. And such regular values
correspond to K for which dFK(w) is surjective for each w ∈ F−1K (0).
Step 3. By step 2 for generic K ∈ K the set M̂a,bm (x0, x1;H,K, h, g) can be endowed with the
structure of a manifold with corners of dimension ν(x0)− ν(x1)− 1. Set
M≤l(x0, x1) :=
⋃
1≤m≤l
M̂a,bm (x0, x1;H,K, h, g), ∀l ∈ N.
We show by induction on l that for generic K ∈ K the set M≤l(x0, x1) has the structure
of manifold of dimension ν(x0) − ν(x1) − 1. For l = 1 this is clear since M≤1(x0, x1) =
M̂a,b1 (x0, x1;H,K, h, g). As we said above Theorem 5.2, M≤l(x0, x1) can be compactified to a
manifold with corners M¯≤l(x0, x1) such that
∂M¯≤l(x0, x1) = ∂M̂a,bl+1(x0, x1;H,K, h, g).
SoM≤l+1(x0, x1) =M≤l(x0, x1)∪M̂a,bl+1(x0, x1;H,K, h, g) has a finite dimensional manifold
structure with
dimM≤l+1(x0, x1) = dimM≤l(x0, x1) = ν(x0)− ν(x1)− 1.

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Assume that ν(x0) = ν(x1) + 1. Then the set M̂a,b(x0, x1;H,K, h, g) is finite by Theo-
rem 5.2. Put
n(x0, x1) = #M̂a,b(x0, x1;H,K, h, g).
The chain group BC [a,b]∗ (H,K, h, g) is defined as the finite dimension Z2-vector space given by
BC
[a,b]
∗ (H,K, h, g) := Crit
[a,b](h)⊗ Z2,
where Crit[a,b](h) := Crit(h) ∩Crit[a,b](AH). The grading is given by the above index ν and the
differential operator is defined by
∂x =
∑
y∈Crit[a,b](h),
ν(y)=ν(x)−1
(
n(x, y) mod[2]
)
y.
Using the compactness in Proposition 3.5 and a standard gluing construction as in [20], we can
prove that ∂2 = 0. Thus
(
BC
[a,b]
∗ (H,K, h, g), ∂
)
is a chain complex, still called the Rabinowitz
Floer complex of AH . The corresponding homology
HF
[a,b]
∗ (H,K, h, g) := H∗
(
BC
[a,b]
∗ (H,K, h, g)∂
)
is called the Rabinowitz Floer homology ofAH . Standard arguments show thatHF [a,b]∗ (H,K, h, g)
is independent up to canonical isomorphism of the choices ofH,K, h and g, see [20, Frauenfelder]
for details. So HF [a,b]∗ (H,K, h, g) will be simply denoted by HF [a,b]∗ (H).
5.3 Continuation of the Rabinowitz-Floer homology
In this subsection, we show that under a small perturbation of the pair (H,K) there exists a natural
isomorphism between the Rabinowitz-Floer homology of AH and that of the pertubed functional
A
H˜
. Then by taking a partition of a smooth path connecting from (H0,K0) to (H1,K1), under
suitable hypotheses we prove RHF [a,b]k (H0,K0) = RHF
[a,b]
k (H1,K1). In order to control length
of this paper we only consider the Morse situation. The similar proof can be completed in the
Morse-Bott situation; see [20, Appendix A].
Fix a constant ǫ as in Proposition 3.4. Assume that (H0,K0), (H1,K1) ∈ Ωreg and
sup
z∈Es
∫
M
|H0(x, z)−H1(x, z)|dx + ‖K0 −K1‖K < ǫ
10
. (5.9)
Let β(t) ∈ C∞(R, [0, 1]) satisfy β(t) ≡ 0 for t ≤ 0, β(t) ≡ 1 for t ≥ 1, and 0 ≤ β′(t) ≤ 2 for
all t. We define the t-dependent functions H(t, x, z), K(t, w) by
H(t, x, z) = (1− β(t))H0(x, z) + β(t)H1(x, z), K(t, w) = (1− β(t))K0(w) + β(t)K1(w).
It is not hard to check that they satisfy the assumptions (i)-(iii) with A = ǫ/5 at the beginning of
Section 3.3. By replacing (H,K) by an arbitrary small perturbation we can assume that (H,K) is
regular in the sense that the map FH,K : Q1 → Q0 given by
FH,K(w)(t) = dw(t)
dt
+ (I +K(t, w(t)))∇AH (t, x, w(t))
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is transversal to 0 ∈ Q1, whereQ0 andQ1 are as in (4.5). Hence for given any pair of critical points
w0 ∈ Crit(AH0) and w1 ∈ Crit(AH1), if w(t) is a solution of (3.17) satisfying w(−∞) = w0
and w(+∞) = w1, by Proposition 3.4 w(t) is uniformly bounded by a constant depending only
on w0 and w1. This uniform boundedness implies precompactness, therefore we can define the
moduli space of trajectories of the negative non-autonomous gradient flow
M(w0, w1) =
{
w ∈ C1(R, E)
∣∣∣∣ w(t) is a solution of (3.17) withw(−∞) = w0 and w(+∞) = w1
}
.
One can show that M(w0, w1) is either empty or a manifold of dimension
dimM(w0, w1) = iH0rel (w0)− iH1rel (w1),
where iHjrel (wj) is the relative index with respect to Hj at wj , j = 0, 1. The key techniques of the
proof are compactication of broken trajectories and the gluing construction very similar to that of
the autonomous case, which we will not reproduce here. If iH0rel (w0) = i
H1
rel (w1), then the integer
n(w0, w1) := #M(w0, w1) is finite. For each k ∈ Z, we consider a homomorphism
Ψ01 : CFk(H0)→ CFk(H1)
defined by
Ψ01
 l∑
j=1
mjxj
 = l∑
j=1
∑
y∈Critk(AH1 )
(n(xj , y) mod [2])mjy
for
∑l
j=1mjxj ∈ CFk(H0) with xj ∈ Crit(AH0) and mj ∈ Z2, j = 1, · · · ,m. We claim: Ψ01
is a chain homomorphism. That is, the following diagram communicates
CFk+1(H0)
∂0k+1−−−−→ CFk(H0)yΨ01 yΨ01
CFk+1(H1)
∂1k−−−−→ CFk(H1),
where ∂j , j = 0, 1, are boundary operators corresponding to (Hj,Kj). The proof is standard.
In fact, we only need to consider the 1-dimension moduli space M(w0, w1) with iH0rel (w0) =
iH1rel (w1) + 1. The boundary of M(w0, w1) then splits into two parts:
∂M(w0, w1) =
 ⋃
x∈Critk+1(AH1 )
M(w0, x)×MH1,K1(x,w1)

⋃ ⋃
y∈Critk(AH0 )
MH0,K0(w0, y)×M(y,w1)
 .
The first part appears in ∂0 ◦ Ψ01 while the second parts does in Ψ01 ◦ ∂1. The desired claim
follows.
Moreover, we have
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Lemma 5.3. If (Hl,Kl) ∈ Ωreg, l = 1, 2, 3, satisfy
sup
z∈Es
∫
M
|Hm(x, z)−Hn(x, z)|dx + ‖K0 −K1‖K < ǫ
5
∀m,n ∈ {1, 2, 3},
then Ψln = Ψlm ◦Ψmn and Ψll = id. In particular, Ψ12 is an isomorphism.
Again using the result of compactness and the standard arguments in [7, 17, 39], we arrive
at the conclusion of the above lemma. The proof is omitted here. By transversality, for each H
satisfying (H1)− (H4), there exists (H˜, K˜) ∈ Ωreg such that |H − H˜| is small enough, then one
can define the Rabinowitz-Floer homology of AH to be that of AH˜ .
Proposition 5.4 (Global continuation). If (H0,K0), (H1,K1) ∈ Ωreg, then it holds that
RHF
[a,b]
∗ (H0,K0) = RHF
[a,b]
∗ (H1,K1).
Proof. We prove the propostion in two steps.
Step 1. Let us make an additional hypothesis that supz∈Es
∫
M |H0(x, z) −H1(x, z)|dx is finite.
Let ǫ be as in (5.9). Given a smooth path (Hs,Ks) with s ∈ [0, 1] from (H0,K0) to (H1,K1),
for example one can choose Hs(x, z) = sH0(x, z) + (1 − s)H1(x, z) and then take a partition
0 = s0 < s1 < · · · < sm = 1 such that
sup
z∈Es
∫
M
|Hsj+1(x, z)−Hsj(x, z)|dx <
ǫ
5
, ‖Ksj+1 −Ksj‖K <
ǫ
5
, j ∈ {0, . . . ,m}.
It follows from Lemma 5.3 that there exist isomorphisms
Ψj,j+1 : RHF∗(Hsj ,Ksj ) = RHF∗(Hsj+1 ,Ksj+1).
By composing these isomorphisms we get an isomorphism between the Rabinowitz-Floer homolo-
gies of AH0 and AH1 .
Step 2. If (z, λ) ∈ Crit[a,b]k (AHl) then z ∈ Σ1(Hl) = {z ∈ Es |
∫
M H(x, z(x))dx ≤ 1},
l = 0, 1. From the proof of Proposition 3.1, we see that the assumption (H4) implies that Σ1(H0)
and Σ1(H1) are bounded sets in Es. It follows from Proposition 3.3 that the negative gradient flow
lines connecting two critical points are uniformly bounded in E . Take a ball BR(0) ⊂ Es such that
Σ1(Hl) and the z-components of corresponding connecting orbits are all contained within it. For
δ > 0, one chooses a smooth function χδ(t) such that χδ(t) = 1 for 0 ≤ t ≤ R and χδ(t) = 0 for
t ≥ (R+ δ). Given Kδ ∈ K, consider the modified function on ΣM ⊕ ΣM ,
Hδ(x, z) = χδ(‖z‖)H0(x, z) + (1− χδ(‖z‖))H1(x, z).
Clearly, supz∈Es
∫
M |Hδ(x, z) −H1(x, z)|dx < +∞. By step 1, it holds
RHF
[a,b]
∗ (H
δ,Kδ) = RHF
[a,b]
∗ (H1,K1) (5.10)
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Moreover, since Σ1(Hδ) → Σ1(H0) as δ → 0, and the Rabinowitz-Floer groups are defined in
terms of the critical points and connecting orbits between them, we obtain
RHF
[a,b]
∗ (H
δ,Kδ) = RHF
[a,b]
∗ (H0,K0). (5.11)
The desired result follows from (5.10) and (5.11). 
Because of the above theorem we can simply write RHF [a,b]k (H) = RHF
[a,b]
k (H,K). As
we said before, the global continuation also holds in the Morse-Bott situation. In particular, if
AH is Morse, we can take h vanishing identically on Crit[a,b](AH), and obtain RHF [a,b]∗ (H) =
HF
[a,b]
∗ (H).
6 Transversality
In this section we first show that the nonlinearity H can be slightly perturbed so that AH is Morse.
Then following the ideas of Abbondandolo and Majer [3] we can make a small perturbation of
AH such that the perturbed functional A˜ satisfies the Morse-Smale condition.
Consider the Gevrey space G of C∞ functions h : ΣM ⊕ ΣM → R with the norm
|h|G := sup
k∈N
‖h‖Ck
(k!)4
< +∞.
Here the ‖ · ‖Ck -norm can be explicitly given as follows: Because of compactness of M we
choose a finite open cover {Uk}mk=1 of M consisting of domains of chart maps ϕk : Uk → Ωk,
k = 1, · · · ,m, where Ωk = ϕk(Uk) ⊂ Rn is an open unit ball; and therefore there exist local
trivializations Φk : ΣM ⊕ ΣM |Uk → Uk × Σn × Σn, k = 1, · · · ,m. Fix a partition {λk}mk=1 of
unity subordinate to {Uk}mk=1, and define for any smooth function h : ΣM ⊕ ΣM → R,
‖h‖Ck =
∑
k
sup
Ω¯k×(Σn)2
∥∥∥dk((λk ◦ ϕ−1k ) · (h ◦ Φ−1k ))(x, u, v)∥∥∥ .
It is not hard to see that any alternative choice of finite open covering of charts, trivializations and
partition of unity gives an equivalent norm on G. Let us fix such choice. Then G is a separable
Banach space [26].
Lemma 6.1. Assume that H ∈ C2(ΣM ⊕ ΣM) satisfies (H1) − (H4). Then AH+h is a Morse
function for a generic perturbation h of H in G.
Proof. We define a map Ψ : E ×G→ E by
Ψ(w, h) = ∇AH+h(w), (6.1)
where w = (z, λ) ∈ E . One can easily checks that Ψ is a map of class C1.
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We first prove that 0 is a regular value of Ψ. Since we have assume 0 /∈ spec(D), for each
(w, h) ∈ Ψ−1(0) with w = (z, λ) it must hold that λ 6= 0. It is not hard to see that the derivative
of Ψ at (w, h) ∈ Ψ−1(0) with respect to w is given by
dwΨ(w, h) =
(DsL 0
0 1
)
+
(−λDs(Hzz + hzz) −Ds(Hz + hz)
−(Ds(Hz + hz))∗ −1
)
.
This is Fredholm operator with Fredholm index 0 since it is a compact perturbation of the invertible
operator
(
DsL 0
0 1
)
. Hence the range of dwΨ(w, h) has finite codimension. To prove that dΨ(w, h)
is surjective, we only need to show that the range of the derivative of Ψ with respect to h at (w, h)
given by
dhΨ(w, h)X =
( −λDsXz(x, z)
− ∫M X(x, z)dx
)
(6.2)
is dense in E , where X ∈ ThG = G. Choosing X ≡ constant 6= 0 and substituting it into (6.2),
we see that the second component of dhΨ(w, h)X spans R.
Claim. The first component of dhΨ(w, h) has dense range in Es.
In fact, consider the element ofC1(M,ΣM⊕ΣM) of form (aφ, bϕ), where (φ,ϕ) ∈ C1(M,ΣM⊕
ΣM) and a, b ∈ C∞(M) satisfy the following condition
sup
x∈M
{|dja(x)|, |djb(x)|} ≤ C(j!)4 ∀j ∈ N ∪ {0}
for some constant C . Define the function X¯ : ΣM ⊕ ΣM → R by
X¯(x, u, v) = a(x)〈φ(x), u〉 + b(x)〈ϕ(x), v〉.
Then X¯ ∈ G and
X¯z(x, z(x)) =
(
a(x)φ(x), b(x)ϕ(x)
)T
.
Denote by △ the set consisting of all such X¯ . Since {X¯z | X¯ ∈ △} is dense in C1(M,ΣM) ×
C1(M,ΣM), and Ds maps this set into a dense subspace in Es, we deduce that the set
{the first component of dhΨ(w, h)X¯ | X¯ ∈ △} = {−λDsXz | X¯z ∈ △}
is dense in Es. Here we use the fact that λ 6= 0, which comes from the assumption that 0 /∈
Spect(D) as showed at the beginning. Hence 0 is a regular value of Ψ.
Next we consider the C1-submanifold Z = {(w, h) ∈ E × G |Ψ(w, h) = 0} and the pro-
jection π : Z → G given by π(w, h) = h. By a standard argument [40], the Fredholm prop-
erty of dwΨ(w, h) implies that the derivative dπ(w, h) is Fredholm and has the same index 0 as
dwΨ(w, h). Therefore all regular values of π form a residual subset of G by the Sard-Smale the-
orem [42]. Moreover, h ∈ G is a regular value of π if and only if AH+h is a Morse functional.
Hence AH+h is a Morse functional for a generic h ∈ G. 
With the same strategy as the above arguments we shall prove
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Lemma 6.2. Let H ∈ C2(ΣM ⊕ ΣM) satisfying (H1) − (H4). Then for generic K ∈ K the
map FH,K : Q1 → Q0 in (4.5) satisfying irel(w1)− irel(w2) = 0 has the regular value 0 ∈ Q0.
Proof. We divide our proof into two steps.
Step 1. Consider the map FH : Q1 ×K→ Q0 defined by
FH(w,K) = FH,K(w) = dw
dt
+∇KAH(w).
It is of class C1 by our assumption, and the derivative of FH at (w,K) is given by
dFH(w,K)(y, κ) = dFH,K(w)y + κ(w)∇AH(w), ∀ (y, κ) ∈ T(w,K)Q1 ×K.
Since dFH,K(w) is a Fredholm operator with the index irel(w1) − irel(w2) = 0, it has a closed
range and a finite dimensional cokernel. Therefore, dFH(w,K) has a closed range and a finite
dimensional cokernel. We claim that 0 ∈ Q0 is a regular value of FH . Arguing by contradiction,
assume that there exists (w,K) ∈ (FH)−1(0) such that dFH(w,K) is not surjective. Then there
exists ψ ∈ L2(R, E) \ {0} such that∫
M
〈ψ(t),dFH,K(w(t))y〉dt = 0, ∀ y ∈W 1,2(R, E), (6.3)∫
M
〈ψ(t), κ(w(t))∇AH (w(t))〉dt = 0, ∀ κ ∈ K. (6.4)
(6.3) implies that ψ(t) is a weak solution of the adjoint equation (dFH,K(w(t)))∗ψ(t) = 0 and
thus continuous. For any κ ∈ NS(E , C2 ⊕ R) and a fixed t0 ∈ R, we put
κǫ(w) =
1
ǫ
ρ
(‖w − w(t0)‖E
ǫ
)
κ, (6.5)
where ρ is as in (2.19). Substituting κǫ into (6.4) and taking ǫ→ 0, we get∫ 1
−1 e
−1/(1−s2)ds
‖w′(t0)‖E 〈ψ(t0), κ∇AH(w(t0))〉 = 0. (6.6)
Since ∇AH(w(t0)) 6= 0 and C2 ⊕ R is dense in E , it follows from Proposition 2.3 that ψ(t0) =
0. But t0 is arbitrary. We arrive at ψ = 0, which contradicts with our assumption ψ 6= 0. So
dFH(w,K) is onto.
Step 2. NowZ := F−1H (0) is aC1-submanifold ofQ1×K by Step 1, and the projection Q1×K→
K restricts to a Fredholm map π : Z → K with index 0. Hence the set of π’s regular values is of
second category by the Sard-Smale theorem and satisfies the property of Lemma 6.2. 
Remark 6.3. Lemma 6.1 and Lemma 6.2 imply that for generic h ∈ G and generic K ∈ K
the functional AH+h has the Morse-Smale property up to order 0, that is to say, for each two
critical points w1, w2 of AH+h such that irel(w1) − irel(w2) = 0 the unstable manifold of w1
and the stable mainfold of w2 meet transversally. However, according to the usual method the
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perturbed functional should own the Morse-Smale property up to at least order 2 for constructing
the Rabinowitz-Floer complex. This requires that ∇AH should be at least of class C3 because
using the Sard-Smale theorem for Fredholm maps to obtain the Morse-Smale property requires the
regularity to be strictly higher than the Fredholm index. But it is regrettable that when dimM ≥ 3
the functional AH : E → R is at most of class C2 even if H is C∞. Fortunately, the functional
AH : E → R can be written as
AH(z, λ) = 1
2
∫
M
〈Lz(x), z(x)〉dx +G(z, λ),
where G(z, λ) := −λ ∫M{H(x, z(x)) − 1}dx and the gradient of the functional G : E → R,
(z, λ) 7→ ∇G(z, λ) =
( −λDsHz(x, z)
− ∫M (H(x, z) − 1)dx
)
,
is a compact map on E by Proposition 2.1. Thus according to [3, Appendix B] (see [3, page 758]
for precise explanation) we can approximate AH by a smooth functional A˜ on E with the Morse-
Smale property up to every order.
Lemma 6.4. Given h as in Lemma 6.1 and two real numbers a, b with a < b, for each ǫ > 0 there
exists a functional A˜ ∈ C∞(E) such that
(i) ‖AH+h − A˜‖C2(E) < ǫ,
(ii) A˜ satisfies the (PS)c-condition in [a− ǫ, b+ ǫ],
(iii) A˜ has the Morse-Smale property up to each order,
(iv) A˜ and AH+h have the same critical points and the same connecting orbits.
Remark that by Lemma 6.4 the perturbed functional A˜ can be used to define a boundary ho-
momorphism
∂ : Ck(A˜, [a, b]) −→ Ck−1(A˜, [a, b])
which is the same as (5.1). The invariance of the homology [3, Section 9] implies that different
perturbed functionals give the same homology. The Rabinowitz-Floer homology RHF∗(H) is
then defined to be the homology of the above complex.
7 Existence results for the coupled Dirac system
In this section, we prove Theorem 1.1 via computing the Rabinowitz-Floer homology. To do it,
we choose a special nonlinearity H0(x, u, v) = 12 (|u|2 + |v|2) whose homology can be easily
computed, then by continuation we get the desired result.
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7.1 Computations of Rabinowitz-Floer homology
By (2.12), each critical (z, λ) of AH0 satisfies{
Lz = λz,∫
M H0(x, z)dx = 1.
(7.1)
So each connected component σk of Crit(AH0) has the form
{(zk, λ¯k) ∈ E × R | (zk, λ¯k) satisfies (7.1)},
where λ¯k is a fixed eigenvalues of L. If λ¯k has multiplicity mk, then σk is a manifold diffeomorphic
to a sphere S2mk−1 and has the tangent space at (zk, λ¯k)
T(zk ,λ¯k)σk = {(z, 0) ∈ E ×R |Lz = λ¯kz, (zk, z)L2 = 0}.
Since
HessAH0(z, λ) =
(DsL− λDs −Dsz
−(Dsz)∗ 0
)
,
it is easy to check that
Ker
(
HessAH0(zk, λ¯k)
)
= T(zk,λ¯k)σk.
Therefore, AH0 is a Morse-Bott functional. As done in the construction of the homology in sub-
section 5.2, for each k ∈ Z we can choose a Morse function hk and a Riemannian metric gk on σk
such that hk has precisely a maximum point p+k and a minimum point p
−
k . It follows that
ν(p+k ) = irel(p
+
k ) + 2mk − 1 and ν(p−k ) = irel(p−k )
since ind(p+k ) = 2mk−1 and ind(p−k ) = 0. Let h be the Morse function on the critical manifold of
AH0 , which coincides with hk on each connected component σk. To compute the relative indices
of critical points of AH0 , we need
Lemma 7.1 ([3, Proposition 2.4]). Let H1,H2 be two Hilbert spaces, and T : H1 → H2 an
injective bounded linear operator. If U, V are commensurable subspaces of H1, then T (U), T (V )
are commensurable subspaces of H2 and dim(T (U), T (V )) = dim(U, V ).
Denote by
A = DsL⊕ IdR, B(z, λ) = HessAH(z, λ).
Consider unbounded self-adjoint operators on L2(M,ΣM)× L2(M,ΣM)× R defined by
C =
(
L 0
0 1
)
, D(z, λ) =
(
L− λId −z
−(z)∗ 0
)
.
Let j : E →֒ L2(M,ΣM)× L2(M,ΣM) × R be the inclusion map. Then (2.5) implies that
(Aw,w)E =
(
C(j(w)), j(w)
)
L2×R
∀w ∈ E , (7.2)
(B(z, λ)w,w)E =
(
D(z, λ)(j(w)), j(w)
)
L2×R
∀w ∈ E . (7.3)
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Let V be a subspace of E . From (7.2) and (7.3), we deduce that A (resp. B(z, λ)) is negative
definite on V if and only if C (resp. D(z, λ)) is negative definite on j(V ). Let V −(C) and
V −(D(z, λ)) be the maximal negative definite subspaces of C and D(z, λ) respectively. For a
critical point w of AH0 , by Lemma 7.1 we have
irel(w) = dim
(
V −(D(w), V −(C))
)
.
Since L is essentially self-adjoint and has compact resolvents in L2(M,ΣM)×L2(M,ΣM), the
spectrum of L consists of eigenvalues λ¯l satisfying
−∞ ↓ λ¯−k < · · · < λ¯−1 < 0 < λ¯1 < · · · < λ¯k ↑ +∞, k ∈ N.
Note that Spec(L) = Spec(D). (In fact, L(u, v) = λ(u, v) =⇒ D(u ± v) = λ(u ± v), and
Du = λu implies L(u, v) = λ(u, v) and u = v). In particular, 0 is not an eigenvalue of L by our
assumption that 0 /∈ Spec(D). Clearly, there exist z ∈ L2(M,ΣM) × L2(M,ΣM), λ, µ ∈ R
such that C(z, µ)t = λ(z, µ)t if and only if µ = λµ and Lz = λz.
For each l ∈ Z \ {0}, denote by zl,1, . . . , zl,ml the orthogonal eigenvectors of L with L2-norm√
2 corresponding to λ¯l with multiplicity ml. Given λ¯k, k ∈ Z, n ∈ {1, . . . ,mk}, let
z =
∑
l∈Z\{0}
al,1zl,1 + · · ·+ al,mlzl,ml
with al,1, . . . , al,ml ∈ C, such that D(zk,n, λ¯k)(z, µ)t = λ(z, µ)t. Then we have
− (zk,n, z)L2 = λµ (7.4)
and 
al,1(λ¯l − λ¯k) = λal,1 + µδl,1k,n,
al,2(λ¯l − λ¯k) = λal,2 + µδl,2k,n,
· · · · · · · · · · · · · · ·
al,ml(λ¯l − λ¯k) = λal,ml + µδl,mlk,n
(7.5)
for each l ∈ Z. It follows from (7.4) and (7.5) that either µ 6= 0 and so
z = −µ
λ
zk,n and λ = ±‖zk,n‖L2 ,
or µ = 0 and hence z = al,1zl,1 + · · ·+ al,mlzl,ml for some l 6= k and λ = λ¯l − λ¯k.
Summarizing up the above computation, we obtain that
V −(C) =
⊕
l∈N
spanC{(z−l,1, 0), . . . , (z−l,m−l , 0)} and
V −(D(zk,n, λ¯k)) =
⊕
l<k
spanC{(zl,1, 0), . . . , (zl,ml , 0)}
⊕
spanR{(
√
2
2
zk,n, 1)}.
Let us discuss the relative index at (zk,n, λ¯k) in two cases.
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Case 1. If k < 0, then
V −(D(zk,n, λ¯k)) ∩
(
V −(C)
)⊥
= {0} and
[V −(D(zk,n, λ¯k))]
⊥ ∩ V −(C) =
⊕
k≤l<0
spanC{(z−l,1, 0), . . . , (z−l,m−l , 0)}.
It follows that
irel(zk,n, λ¯k) = −2
∑
k≤l<0
ml,
which implies
ν(p+k ) = −1− 2
∑
k+1≤l<0
ml and ν(p−k ) = −2
∑
k≤l<0
ml.
Case 2. If k > 0, then
V −(D(zk,n, λ¯k))∩
(
V −(C)
)⊥
=
⊕
0<l<k
spanC{(zl,1, 0), . . . , (zl,ml , 0)}
⊕
spanR{(
√
2
2
zk,n, 1)}
and (
V −(D(zk,n, λ¯k))
)⊥ ∩ V −(C) = {0}.
These lead to
irel(zk,n, λ¯k) = 1 + 2
∑
0<l<k
ml,
and thus
ν(p+k ) = 2
∑
0<l≤k
ml and ν(p−k ) = 1 + 2
∑
0<l<k
ml.
Since in both cases it holds that
ν(p−k )− ν(p+k−1) = 1 for k 6= 0, 1,
ν(p−±1) = ±1 and ν(p−1 )− ν(p+−1) = 2,
we have one generator for each ν(p±k ) in the chain complex BC∗(H,K, g, h) for generic choice
of K and g, that is to say,
BC∗(H0,K, g, h) =

Z2, ∗ = ±1,
Z2, ∗ = 2
∑
1≤j≤kmj, k ∈ N,
Z2, ∗ = 1 + 2
∑
1≤j≤kmj, k ∈ N,
Z2, ∗ = −2
∑
1≤j≤km−j, k ∈ N,
Z2, ∗ = −1− 2
∑
1≤j≤km−j , k ∈ N,
0, otherwise.
(7.6)
Notice that ν(p+k ) − ν(p−k ) ≥ 3 for mk > 1. But for mk = 1 one can choose (hk, gk) such that
there exist precisely two flow lines from p+k to p
−
k on the connected component σk ≈ S1. In both
cases, we get
∂ν(p+k )
= 0 for all k ∈ Z \ {0}.
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To compute homology it remains to compute ∂ν(p−k ). Since there exists no generators of index 0,
the image of ∂0 must be zero. Then ker∂−1 = Z2 implies that
RHF−1(H0) = HF−1(H0) = Z2. (7.7)
Furthermore, by continuation we have
Theorem 7.2. Let H ∈ C2(ΣM ⊕ΣM) satisfy (H1) − (H4). Then
RHF−1(H) = RHF−1(H0) = Z2. (7.8)
7.2 Proof of Theorem 1.1
By the transversality results in Section 6 and Theorem 7.2 there exist a sequence of smooth func-
tions Hn : ΣM ⊕ ΣM → R satisfying (H1) − (H4) and the following conditions
•H −Hn ∈ G ∀n, and εn := |H −Hn|C2 → 0 as n→∞;
• RHF [a,b]−1 (Hn) 6= 0 ∀n for some two real numbers a < b.
Thus AHn has critical points (zn, λn) satisfying
AHn(zn, λn) ∈ [a, b].
From the proof of Proposition 3.1 we see that ‖(zn, λn)‖E is bounded by some constant C1 which
is independent of Hn. Then
|AH(zn, λn)−AHn(zn, λn)| ≤ |λn|
∫
M
|H(x, zn)−Hn(x, zn)|
≤ C1εn (7.9)
and
‖∇AH(zn, λn)−∇AHn(zn, λn)‖E ≤
∥∥∥∥Ds{∂H∂z (x, zn)− ∂Hn∂z (x, zn)
}∥∥∥∥
+|λn|
∫
M
|H(x, zn)−Hn(x, zn)|
≤ C0εn + C1εn, (7.10)
where in (7.10) we have use the facts: Ds : E∗s → Es is bounded and L∞ × L∞ ⊂ E∗s , which
imply that the first term of the right side is bounded by C0‖Hz − Hnz‖L∞ ≤ C0εn. From (7.9)
we may assume that
(zn, λn) ∈ A−1H [a−K, b+K] =: S ⊂ E
for some constant K > 0. Let
α := inf
(z,λ)∈S
∇AH(z, λ). (7.11)
We claim that α = 0. By a contradiction, suppose α > 0. Then (7.10) yields
‖∇AHn(zn, λn)‖E ≥ ‖∇AH(zn, λn)‖E − ‖∇AH(zn, λn)−∇AHn(zn, λn)‖E
≥ α−C0εn − C1εn > 0
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for very large n. This contradiction shows α = 0.
Now by (7.11) one can choose a sequence {(zn, λn)}∞n=1 ⊂ S ⊂ E such that{ AH(zn, λn)→ c ∈ [a−K, b+K],
∇AH(zn, λn)→ 0, n→∞.
That is, {(zn, λn)}∞n=1 is a (PS)c-sequence. It follows from Proposition 3.1 that there exists a
subsequence of {(zn, λn)}∞n=1 converging to (z∗, λ∗) in E , which is a critical point of AH . Then
(2.12) implies that z∗ = (u∗, v∗) 6= 0 and λ∗ 6= 0. Put{
u0 = λ
∗
q+1
1−pq u∗,
v0 = λ
∗
p+1
1−pq v∗.
Then (u0, v0) is a nontrivial weak solution of the Dirac system (1.13) and thus is of class C1 by
the elliptic regularity.
A Proof of Proposition 2.1
Step 1. H is Gaˆteaux differentiable. Given z = (u, v) ∈ Es, h = (ξ, ζ) ∈ Es and t ∈ (−1, 1) \
{0} we have, by the mean value theorem,
H(x, u(x) + tξ(x), v(x) + tζ(x))−H(x, u(x), v(x))
t
= 〈Hu(x, u(x) + θ1ξ(x), v(x) + tζ(x)), ξ(x)〉 + 〈Hv(x, u(x), v(x) + θ2ζ(x)), ζ(x)〉
for some θj = θ(t, x, z(x), h(x)) ∈ (0, 1), j = 1, 2. It follows from the condition (H2) that∣∣∣∣H(x, u(x) + tξ(x), v(x) + tζ(x))−H(x, u(x), v(x))t
∣∣∣∣
≤ c1
(
1 + |u(x) + θ1ξ(x)|p + |v(x) + tζ(x)|
p(q+1)
p+1
)
|ξ(x)|
+c1
(
1 + |u(x)|
q(p+1)
q+1 + |v(x) + θ2ζ(x)|q
)
|ζ(x)|
≤ c1
(
1 + 2p|u(x)|p + 2p|ξ(x)|p + 2
p(q+1)
p+1 |v(x)|
p(q+1)
p+1 + 2
p(q+1)
p+1 |ζ(x)|
p(q+1)
p+1
)
|ξ(x)|
+c1
(
1 + |u(x)|
q(p+1)
q+1 + 2q|v(x)| + 2q|ζ(x)|q
)
|ζ(x)|.
Hereafter c1, c2, · · · , denote constants only depending on H and M . By the Ho¨ler inequality and
the Sobolev embedding theorem it is easily checked that the last two lines of the above inequalities
are integrable. Using the Lebesgue Dominated Convergence Theorem we deduce
lim
t→0
H(x, u+ tξ, v + tζ)−H(x, u, v)
t
=
∫
M
lim
t→0
H(x, u(x) + tξ(x), v(x) + tζ)−H(x, u(x), v(x))
t
dx
=
∫
M
{〈Hu(x, u(x), v(x)), ξ(x)〉 + 〈Hv(x, u(x), v(x)), ζ(x)〉}dx
40 Wenmin Gong and Guangcun Lu
because H ∈ C2(ΣM ⊕ ΣM). Notice that (H2) implies∫
M
|〈Hu(x, u, v), ξ〉|dx ≤ c1
∫
M
(
1 + |u|p + |v|
p(q+1)
p+1
)|ξ|dx,∫
M
|〈Hv(x, u, v), ζ〉|dx ≤ c1
∫
M
(
1 + |u|
q(p+1)
q+1 + |v|q)|ξ|dx.
It follows from Ho¨ler inequalities, (1.5) and Sobolev embeddings that∫
M
|〈Hu(x, u, v), ξ〉|dx ≤ C
(
1 + ‖u‖ps,2 + ‖v‖
p(q+1)
p+1
1−s,2
)‖ξ‖s,∫
M
|〈Hv(x, u, v), ζ〉|dx ≤ C
(
1 + ‖u‖
q(p+1)
q+1
s,2 + ‖v‖q1−s,2
)‖ζ‖1−s.
Hence the Gaˆteaux derivative DH(z) = DH(u, v) exists and
DH(z)h = DH(u, v)(ξ, ζ)
=
∫
M
{〈Hu(x, u(x), v(x)), ξ(x)〉 + 〈Hv(x, u(x), v(x)), ζ(x)〉}dx
=
∫
M
Hz(x, z(x))h(x)dx. (A.1)
Step 2. DH : Es → E∗s is continuous and thusH has continuous (Fre´chet) derivative H′ = DH.
Consequently, the gradient ∇H(z) at z is given by
∇H(z) = DsHz(·, z). (A.2)
Let
rˆ1 =
2n
n− 2s , rˆ2 =
2n
n− 2(1 − s) .
(H2) implies that if r1 ≥ p+ 1 and r2 ≥ q + 1 then there exists a constant c3 > 0 such that
|Hu(x, u, v)| ≤ c3(1 + |u|r1−1 + |v|r2(r1−1)/r1), (A.3)
|Hv(x, u, v)| ≤ c3(1 + |u|r1(r2−1)/r2 + |v|r2−1). (A.4)
Obviously, the above two inqualities yield
|Hu(x, u, v)|r1/(r1−1) ≤ c4(1 + |u|r1 + |v|r2), (A.5)
|Hv(x, u, v)|r2/(r2−1) ≤ c4(1 + |u|r1 + |v|r2). (A.6)
By the Sobolev embedding we can find two constants Ci, i = 1, 2, such that
‖u‖L2n/(n−2s) ≤ C1‖u‖s ∀u ∈ Hs(M,ΣM),
‖v‖L2n/(n−2(1−s)) ≤ C2‖v‖1−s ∀v ∈ H1−s(M,ΣM).
In particular, there is a constant ar1,r2 > 0 such that for any z = (u, v) ∈ Es = Hs(M,ΣM) ×
H1−s(M,ΣM) we have
‖u‖Lr1 + ‖v‖Lr2 ≤ ar1,r2‖z‖. (A.7)
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Given z = (u, v), h = (h1, h2) ∈ Es, combining (A.3) and (A.5) gives∫
M
|Hu(x, z(x) + h(x)) −Hu(x, z(x))|r1/(r1−1)dx
≤ c5
∫
M
(1 + |u|r1 + |h1|r1 + |v|r2 + |h2|r2)dx
≤ c5(1 + ‖z‖r1 + ‖z‖r2 + ‖h‖r1 + ‖h‖r2). (A.8)
Similarly, from (A.4) and (A.5) we arrive at∫
M
|Hv(x, z(x) + h(x)) −Hv(x, z(x))|r2/(r2−1)dx
≤ c6(1 + ‖z‖r1 + ‖z‖r2 + ‖h‖r1 + ‖h‖r2). (A.9)
By the definition and the Ho¨lder inequality we get
‖DH(z + h)−DH(z)‖E∗s = sup
‖g‖≤1
|DH(z + h)−DH(z), g〉|
= sup
‖g‖≤1
[ ∫
M
(|Hu(x, z(x) + h(x)) −Hu(x, z(x))||g1(x)|
+|Hv(x, z(x) + h(x))−Hv(x, z(x))||g2(x)|
)
dx
]
≤ sup
‖g‖≤1
[
‖g1‖Lr1 ×
(∫
M
|Hu(x, z(x) + h(x)) −Hu(x, z(x))|r1/(r1−1)dx
)(r1−1)/r1
+‖g2‖Lr2 ×
(∫
M
|Hu(x, z(x) + h(x))−Hu(x, z(x))|r2/(r2−1)dx
)(r2−1)/r2 ]
≤ ar1,r2
[(∫
M
|Hu(x, z(x) + h(x)) −Hu(x, z(x))|r1/(r1−1)dx
)(r1−1)/r1
+
(∫
M
|Hv(x, z(x) + h(x)) −Hv(x, z(x))|r2/(r2−1)dx
)(r2−1)/r2 ]
, (A.10)
where we have used (A.5) in the last inequality. We deduce from (A.5) and (A.8) that the Nemytski
map
NHu : L
r1(M,ΣM)× Lr2(M,ΣM)→ L
r1
r1−1 (M,ΣM), h 7→ Hu(·, h(·))
is continuous. Similarly, (A.6) and (A.9) imply the Nemytski map
NHv : L
r1(M,ΣM)× Lr2(M,ΣM)→ L
r2
r2−1 (M,ΣM), h 7→ Hv(·, h(·))
is also continuous. Then by the Sobolev embedding we have∫
M
|Hu(x, z(x) + h(x))−Hu(x, z(x))|r1/(r1−1)dx→ 0, (A.11)∫
M
|Hv(x, z(x) + h(x)) −Hv(x, z(x))|r2/(r2−1)dx→ 0 (A.12)
as ‖h‖ → 0. Combining (A.10), (A.11) and (A.12) yields
‖DH(z + h)−DH(z)‖L(Es,E∗s ) → 0 as ‖h‖ → 0.
42 Wenmin Gong and Guangcun Lu
Step 3. H′ is a compact map. Suppose that (zk) ⊂ Es is bounded. Passing to a subsequence, one
may assume that zk converges weakly in Es to z = (u, v). By the Rellich embedding theorem and
the continuousness of H′ = DH we obtain that H′(zk)→ H′(z) as k →∞.
Step 4. H′ is of class C1. Given x ∈ M , z = (u, v), h = (h1, h2), g = (g1, g2) ∈ Es, and
t ∈ (−1, 1)\{0}, the mean value theorem implies that
H′(z + th)g −H′(z)g
=
∫
M
(Hz(x, z(x) + th(x)) −Hz(x, z(x)))g(x)dx
=
∫
M
〈Hzz(x, z(x) + θth(x))th(x), g(x)〉dx (A.13)
with θ = θ(x, t, z(x), h(x)) ∈ (0, 1). Let s1 := n2s and s2 := n2(1−s) . Then we have
2
rˆ1
+
1
s1
= 1 and 2
rˆ2
+
1
s2
= 1. (A.14)
(H3) implies that there is a constant a1 > 0 such that for any z = (u, v) ∈ ΣxM ⊕ ΣxM it holds
that
|Huu(x, z(x))|s1 ≤ a1
(
1 + |u(x)|p−1)s1 ,
|Hvv(x, z(x))|s2 ≤ a1
(
1 + |v(x)|q−1)s2 ,
|Huv(x, z(x))|n ≤ a1, |Hvu(x, z(x))|n ≤ a1. (A.15)
Notice that 0 < (p− 1)s1 < rˆ1 and 0 < (q − 1)s2 < rˆ2, using the Ho¨lder inequality gives∫
M
|Huu(x, z(x)) + θth(x))−Huu(x, z(x))|s1dx
≤ a2
∫
M
(
1 + |u(x)|s1(p−1) + |h1(x)|s1(p−1)
)
dx
≤ a3
(
1 + ‖u‖s1(p−1)
Lrˆ1
+ ‖h1‖s1(p−1)Lrˆ1
)
, (A.16)
∫
M
|Hvv(x, z(x)) + θth(x))−Hvv(x, z(x))|s2dx
≤ a4
∫
M
(
1 + |v(x)|s2(q−1) + |h2(x)|s2(q−1)
)
dx
≤ a5
(
1 + ‖v‖s2(q−1)
Lrˆ2
+ ‖h2‖s2(q−1)Lrˆ2
)
, (A.17)
∫
M
|Huv(x, z(x)) + θth(x))−Huv(x, z(x))|ndx ≤ a6 (A.18)
and ∫
M
|Hvu(x, z(x)) + θth(x))−Hvu(x, z(x))|ndx ≤ a6 (A.19)
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It follows from (A.13) and the Ho¨lder inequality that∥∥∥∥1t (H′(z + th)−H′(z)) −Hzz(·, z)h
∥∥∥∥
E∗s
≤ sup
‖g‖≤1
∣∣∣∣1t (H′(z + th)g −H′(z)g) − 〈Hzz(·, z)h, g〉
∣∣∣∣
≤ sup
‖g‖≤1
∣∣∣∣∫
M
〈Hzz(x, z(x) + θth(x))h(x)−Hzz(x, z(x))h(x), g(x)〉dx
∣∣∣∣
≤ sup
‖g‖≤1
∫
M
[|Huu(x, z(x) + θth(x))−Huu(x, z(x))||h1(x)||g1(x)|
+|Huv(x, z(x) + θth(x))−Huv(x, z(x))||h2(x)||g1(x)|
+|Hvu(x, z(x) + θth(x))−Huv(x, z(x))||h1(x)||g2(x)|
+|Hvv(x, z(x) + θth(x))−Huv(x, z(x))||h2(x)||g2(x)|
]
dx
≤ sup
‖g‖≤1
[‖Huu(·, z + θth)−Huu(·, z)‖Ls1 ‖h1‖Lrˆ1‖g1‖Lrˆ1
+‖Huv(·, z + θth)−Huv(·, z)‖Ln‖h2‖Lrˆ2‖g1‖Lrˆ1
+‖Hvu(·, z + θth)−Hvu(·, z)‖Ln‖h1‖Lrˆ1‖g2‖Lrˆ2
+‖Hvv(·, z + θth)−Hvv(·, z)‖Ls2 ‖h2‖Lrˆ2‖g2‖Lrˆ2
]
.
Combining (A.16)-(A.19), the Sobolev inequality and the Lebesgue dominated convergence theo-
rem implies that the right hand side of the last one of the above inequalities tends to 0 as t → 0.
Therefore H′ : Es → E∗s is Gaˆtuaux differentiable and
DH′(z)h = Hzz(·, z)h. (A.20)
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For z, h ∈ Es it holds that
‖DH′(z + h)−DH′(z)‖L(Es,E∗s ) = sup
‖g‖≤1
‖DH′(z + h)g −DH′(z)g‖E∗s
≤ sup
‖g‖≤1
sup
‖κ‖≤1
|〈DH′(z + h)g −DH′(z)g, κ〉|
= sup
‖g‖≤1
sup
‖κ‖≤1
∣∣∣∣∫
M
〈Hzz(x, z(x) + h(x))g(x) −Hzz(x, z(x))g(x), κ(x)〉dx
∣∣∣∣
≤ sup
‖g‖≤1
sup
‖κ‖≤1
∫
M
[|Huu(x, z(x)) + h(x)) −Huu(x, z(x))||g1(x)||κ1(x)|
+|Huv(x, z(x)) + h(x))−Huv(x, z(x))||g2(x)||κ1(x)|
+|Hvu(x, z(x)) + h(x))−Huv(x, z(x))||g1(x)||κ2(x)|
+|Hvv(x, z(x)) + h(x))−Huv(x, z(x))||g2(x)||κ2(x)|
]
dx
≤ sup
‖g‖≤1
sup
‖κ‖≤1
[‖Huu(·, z + h)−Huu(·, z)‖Ls1 ‖g1‖Lrˆ1‖κ1‖Lrˆ1
+‖Huv(·, z + h)−Huv(·, z)‖Ln‖g2‖Lrˆ2‖κ1‖Lrˆ1
+‖Hvu(·, z + h)−Hvu(·, z)‖Ln‖g1‖Lrˆ1‖κ2‖Lrˆ2
+‖Hvv(·, z + h)−Huv(·, z)‖Ls2 ‖g2‖Lrˆ2‖κ2‖Lrˆ2
]
≤ a2rˆ1,rˆ2
[‖Huu(·, z + h)−Huu(·, z)‖Ls1 + ‖Huv(·, z + h)−Huv(·, z)‖Ln
+‖Hvu(·, z + h)−Hvu(·, z)‖Ln + ‖Hvv(·, z + h)−Huv(·, z)‖Ls2
]
, (A.21)
where we have used (A.5) in the last inequality. Obviouly, (A.15) implies that there is a constant
b1 > 0 such that
|Huu(x, z(x))|s1 ≤ b1
(
1 + |u(x)|rˆ1), |Hvv(x, z(x))|s2 ≤ b1(1 + |v(x)|rˆ2),
|Huv(x, z(x))|n ≤ b1, |Hvu(x, z(x))|n ≤ b1. (A.22)
Then the above inequalities imply that the Nemytski maps
NHuu : L
rˆ1(M,ΣM)× Lrˆ2(M,ΣM)→ Ls1(M,End(ΣM)), h 7→ Huu(·, h(·)),
NHvv : L
rˆ1(M,ΣM)× Lrˆ2(M,ΣM)→ Ls2(M,End(ΣM)), h 7→ Hvv(·, h(·)),
NHuv : L
rˆ1(M,ΣM)× Lrˆ2(M,ΣM)→ Ln(M,End(ΣM)), h 7→ Huv(·, h(·)) and
NHvu : L
rˆ1(M,ΣM)× Lrˆ2(M,ΣM)→ Ln(M,End(ΣM)), h 7→ Hvu(·, h(·))
are all continuous. From this, (A.21) and the Sobolev embedding we deduce that
‖DH′(z + h)−DH′(z)‖L(Es ,E∗s ) → 0
as ‖h‖ → 0. The desired result is proved. 
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