Abstract-In this letter we consider the design of multidimensional compact constellations that minimize the average symbol energy for a given minimum Euclidian distance between constellation points. We formulate the constellation design as a non-convex quadratically constrained quadratic programming. We propose a simple and efficient optimization method, which offers good solutions for small to medium sized constellations.
I. INTRODUCTION
I N a digital communication system a set of bits is used to select a symbol to be transmitted. This symbol belongs to a given constellation with M symbols. To allow good power efficiency we want to minimize the transmit power for a given error rate. Although the performance depends on the combined effects of channel coding and constellation, the overall gain can be decomposed in coding gain and shaping gain, the later associated to the constellation design addressed in this work, which can be optimized separately with minor losses [1] ). This means that the distance between symbols within the constellation should be as high as possible, for a given average bit energy. The constellation symbols can be regarded as vectors in a N -dimensional space and the design of good constellations can be regarded as an optimization problem.
In general, the larger the number of dimensions the worse the spectral efficiency, although we can improve the power efficiency. On the other hand, increasing the constellation size while maintaining the number of dimensions leads to higher spectral efficiency. If we do not have bandwidth constraints it is known that we can achieve excellent power efficiency by using orthogonal constellations. Since orthogonal constellations have non-zero mean, we can improve the power efficiency of an orthogonal constellation by employing simplex constellations, where the orthogonal constellation is shifted to have a zero mean, or bi-orthogonal constellations, where we have a vector and its symmetric in each dimension [2] . Manuscript On the opposite side we have the highly bandlimited case where we want high spectral efficiency and, consequently, constellations with a large number of points per dimension. Typically we employ constellations with one or two dimensions. It is known that regular PAM constellations with zero average are the best linear (i.e, with one dimension) constellations. For 2-D constellations we usually employ QAM or APSK constellations. Although QAM constellations can have better shaping gains than APSK constellations, the mutual information of the later ones might be slightly higher [3] , [4] . Even in terms of shaping gains, QAM constellations are the best 2-D constellations since we could reduce the average symbol energy by using approximately circular instead of a square shape. The best known 2-D constellations are Voronoi constellations [5] , where we place the points over a hexagonal grid [6] . The gain on the average symbol energy when we move from a N -dimension cube to a Ndimension sphere, usually denoted shaping gain, is about 1.53 dB for large multi-dimensional constellations [6] . By employing generalized QAM constellations we can achieve good shaping gains [7] and even better gains with Voronoi constellations [8] . In [9] , Foschini et al constructed good codes in 2-D using a gradient descent (GD) algorithm. The problem of constructing compact constellations in 3-D and 4-D was addressed in the past by J. A. Sloane et al using a number of different techniques, which include quadratic programming among others [10] , [11] . Most constellations are designed to have the points over a grid so as to give them some structure that simplifies its implementation [12] . However, this sets some restrictions in the constellation design that might limit the achievable gains. If the constellation does not have a clear structure the mapping and demapping operations can be done through table-lookup procedures, something that is not difficult with present day technology, even for high bit rates. Therefore, it is important to know the achievable power efficiency of multi-dimension constellations and how to design good multi-dimension constellations. Unfortunately, obtaining the best constellations with more than two dimensions is a difficult problem.
In this letter we consider the design of size-M constellations with N > 2 dimensions. Instead of the extreme cases where the constellation size is similar or not much higher than the number of dimensions (i.e., for the case without bandwidth limitations) or the case where the constellation size is much higher than the number of dimensions (i.e., the case with very high spectral efficiencies), we consider intermediate cases.
We formulate the constellation design as a non-convex optimization problem which is tackled by solving a sequence of convex optimization problems where we minimize the convex quadratic objective function subject to a set of linear inequality 2162-2337/12$31.00 c 2012 IEEE constraints.
This letter is organized as follows: The constellation design is formulated as an optimization problem in Sec. II and in Sec. III we describe our optimization procedure. The best constellations that we obtained are presented in Sec. IV and Sec. V is concerned with the conclusions of this letter.
II. PROBLEM FORMULATION
For the sake of simplicity, we consider a N -dimensional real-valued AWGN channel. For an even value of N our results could easily be extended to a N/2-dimension complexvalued AWGN channel; for odd values of N the extension to complex-valued channels is possible, but not so straightforward.
For a given pair (N, M ), the goal is to find the minimum
.., M , while keeping the Euclidian distance between different symbols (codes) greater or equal to a certain threshold D. Clearly, a constellation C is a point in the space
Following this approach, we are led to define the merit function
Without loss of generality, we set D = 1. Arbitrary real values of the symbols x 1 , ..., x M are allowed. The problem defined in (1) is a non-convex optimization problem since all the constraints in the set M are nonconvex. More precisely, it belongs to the class of nonconvex quadratically constrained quadratic programming (QCQP) problems. Nonconvex QCQP is a well known problem in the optimization literature with many applications [13] . The nonconvex QCQP is NP-hard [13] . Consequently, it is generally difficult to solve a QCQP, even for a small number of constraints.
III. OPTIMIZATION PROCEDURE
A simple method to find out good constellations is now proposed. The proposed method iterates a sequence of quadratic programming problems under linear inequality constraints. Initializing from a feasible point x (0) of (1), a new feasible point is found from the following program:
subject to
where The problem in (2)- (3) is formed by linearizing all the constraints around the original feasible point x (0) . It is a convex second-order cone programming (SOCP) problem, and can be solved efficiently, e.g., by CVX [14] , to produce a new feasible point x (1) with a lower objective value. Remark that for a pair (i, j), the left hand side of the constraint (3) is an affine lower bound on the function x T E ij x. Hence the feasible set of the problem (2)- (3) is a convex subset of the original nonconvex feasible set. Clearly, by linearizing the original nonconvex constraints we obtain a set of convex constraints that are tighter than the original ones. If one linearizes again the problem around x (1) and repeat the procedure, a sequence of feasible points with decreasing objective values is generated, not requiring feasibility checks and projections onto the feasible set. To prove this claim, let x (1) be the solution of (2)-(3). Combining the obvious in- (1) is feasible for the original problem (1). Next, remark that x (0) is feasible for (2)-(3). This implies that x (1) 2 ≤ x (0) 2 . Note, however, that there is no guarantee that the generated sequence will have strictly decreasing objective values. The algorithm stops when ||x (k) − x (k+1) || < 0.001 for some k. The starting point x (0) is randomly generated such that x
This reformulation/linearization-based method is also known as the convex-concave procedure (CCP) [13] . To the best of our knowledge, the problem in (1) has not been previously addressed using the CCP. The simulation results in Section IV will judge its effectiveness.
IV. NUMERICAL RESULTS For each pair (N, M ), 100 trials are performed to obtain the most suitable constellation. Although the number of trials may seem large, it should be noted that this is not a serious drawback since constellations are generated off-line. We focus on small-to-medium sized constellations since they are more common in practical systems. Moreover, the worst-case complexity of our method
making it less attractive for large sized constellations. For N = 2, it is known that an optimal signal constellation can be achieved by putting the points in a hexagonal grid. We have tested our algorithm for M = 7, M = 16, M = 32 and M = 64. The results of the simulations are presented in Fig. 1 . As we can see, our constellations follow the pattern of the optimal constellation grid in 2D. For M = 7, the energy of the constellation is 6. Table I shows the results of our search for M -ary constellation of dimension N > 2 that minimize ||x|| 2 , i.e., maximize the asymptotic coding gain (ACG) defined as ACG = M log 2 M 4||x|| 2 . A comparison with known schemes is desirable to assess the performance of our constellations. In the general case, the choice of benchmark schemes is not obvious. However, we know good constellations for M = N and M = 2N . In this first case we can have simplex (i.e., In general, constellations that attain the kissing number are considered to be good ones. Thus, for (N, M ) = (3, 13), we compare our new constellation with the lattice construction presented in [15] . This lattice construction attains the kissing number with energy 12. One can easily check that our designed (nonlattice) constellation with energy 11.93 indeed meets the kissing number which is 12 for N = 3 and M = 13.
Our constellation is represented in the following matrix 
In [9] , 4, 7, 8, 16 and 19-point constellations in 2-D were presented. Also, Gaudenzi et. al. in [3] presented some good 4 + 12−APSK and 4 + 12 + 16−APSK constellations. Table II shows a comparison of the constellations obtained by the new method, called here "CCP", with the ones in [3] and [9] , called here "APSK" and "GD", respectively, for N = 2. (Note that the constellations in [3] and [9] were first normalized so that the minimum distance constraints are met). For the sake of completeness, the performance of the corresponding QAM constellations were presented as well. (The 7-QAM and 8-QAM constellations are obtained from the 16-QAM constellation by removing the points with higher energy. In the same way, the 19-QAM and 32-QAM were obtained from the standard 36-QAM). As we can see, the new constellations perform better than the ones proposed in [3] and [9] , and QAM constellations.
Although our constellations are optimized to minimize the average energy for a given minimum distance, they are also good in terms of mutual information [3] . For instance, the required E b /N 0 (E b denotes the average bit energy and N 0 the one-sided power spectral density of the noise component) for a mutual information of 3 bps/Hz (corresponding to combining a 16-point 2D constellation with a rate-3/4 code) with our best (M, N ) = (16, 2) constellations is more than 0.1 dB lower than with 16-QAM or optimized 4+12-APSK. Naturally, for larger code rates the gains become closer to the energy gains that are behind our constellation optimization procedure. It is well-known that the minimum Euclidean distance criterion (1) translates into minimum error probability for high signal-to-noise ratio values (SNR), but for intermediate SNR values we should also take into account the average number of nearest neighbors (ANNN). We say that the two symbols x i and x j are neighbors if 1 ≤ ||x i − x j || ≤ 1 + , where > 0 is an arbitrary small constant. Table III shows the ANNN of the new constellations for = 0.05 2 As expected, our optimized constellations have higher values of ANNN than (K-PAM) N constellations, when available (i.e., for M = K N ). This is a consequence of the fact that for compact constellations (as our optimized constellations) the number of neighbors is high for all points (with the natural exception of the points at the constellation's edge). Although this leads to some performance degradation for small-to-moderate SNR values, its impact is small at high SNR, vanishing at the asymptotic level. To confirm this, in Fig. 2 we compare the symbol error rate (SER) of the the best constellations that we found for M = 256, where N = 4 and N = 8, and (N, M ) = (6, 64) with the corresponding (K-PAM) N constellations. The SER is expressed as a function of E b /N 0 . We have
which is an accurate SER approximation for moderate-tohigh SNR values. From this figure, it is clear that our optimized constellations outperform the corresponding multidimensional PAM constellations by more than one dB. 2 Note that the ACG, f (C) and ANNN are represented in a linear scale.
V. CONCLUSIONS
We have revisited the problem of designing multidimensional compact constellations that minimize the average symbol energy for a given minimum Euclidian distance between constellation points. We formulate the constellation design as a non-convex optimization problem which is addressed by a simple and efficient iterative method. The simulation results confirm that our proposed method offers better solutions than existing ones. This shows the relevance of the tool proposed herein.
