Analysis of huge datasets has been a major concern in almost all areas of technology in the past decade and the role of data mining has become so crucial as a result of this crisis. As the data sizes in these datasets increase, from gigabytes to terabytes or even larger the complexity in collecting and warehousing these massive dataset as such in a single site is practically impossible as it may not have enough main memory to hold all the data. Therefore they are accumulated usually in geographically distributed sites. The challenge in distributed data mining is how to learn as much knowledge from distributed databases as we do from the centralized database without costing too much communication bandwidth.
INTRODUCTION
Recent development of high throughput data acquisition technologies in a number of domains (e.g., biological sciences, commerce etc) together with advances in digital storage, computing, and communications technologies have resulted in the explosion of distributed data repositories created and maintained by autonomous entities. Data mining technology extended to these data rich domains offer extraordinary opportunities in computer assisted data-driven knowledge acquisition in a number of applications including, data-driven scientific discovery, data-driven decision making Against this background, we propose a simple but efficient algorithm called Transaction Encoding Algorithm (TEA), which does not disturb the structure of original data specified by users. The paper is organized as follows. Section 2 presents related work on minimizing communication cost. It is followed by section 3 which outlines our algorithm. Section 4 presents the experimental results of our implementation.
Conclusion and future work and open research problems in
the area in is explained in section 5. The matrix E records the reduced version of transactions in D.
PREVIOUS WORK
The number of columns in the row in E is equal to the number of rows in C.
Algorithm
Algorithm DIM, in figure 3 
EXPERIMENTAL RESULTS
As shown in Table 4 , we use these randomly generated sample data to simulate the process of TEA algorithm. The data in the table indicate that different customers purchase different types of goods, the first column data is the serial number of customers, and the rest the commodities in the market basket. We simulated the algorithm for 100 actions for transactions with 150 commodities, 100
commodities, 50 commodities 15 commodities and 5 commodities respectively. The results of our si mulated study are shown in table 5. Table 4 : Sample data to illustrate the market basket transaction T 
Number of Commodities in a transaction

