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A key feature of topological insulators is the robustness of the electron energy spectrum. At a surface of a
topological insulator, Dirac point is protected by the characteristic symmetry of the system. The breaking of the
symmetry opens a gap in the energy spectrum. Therefore, topological insulators are very sensitive to magnetic
fields, which can open a gap in the electronic spectrum. Concerning "internal" magnetic effects, for example the
situation with doped magnetic impurities, is not trivial. A single magnetic impurity is not enough to open the
band gap, while in the case of a ferromagnetic chain of deposited magnetic impurities the Dirac point is lifted.
However, a much more interesting case is when localized magnetic impurities form a chiral spin order. Our first
principle density functional theory calculations have shown that this is the case for Fe deposited on the surface
of Bi2Se3 topological insulator. But not only magnetic impurities can form a chiral helicoidal spin texture. An
alternative way is to use chiral multiferroics (prototype material is LiCu2O2) that induce a proximity effect. The
theoretical approach we present here is valid for both cases. We observed that opposite to a ferromagnetically
ordered case, a chiral spin order does not destroy the Dirac point. We also observed that the energy gap appears
at the edges of the new Brillouin zone. Another interesting result concerns the spin dynamics. We derived an
equation for the spin density dynamics with a spin current and relaxation terms. We have shown that the motion
of the conductance electron generates a magnetic torque and exerts a certain force on the helicoidal texture.
I. INTRODUCTION
The current interest to topological insulators (TI)1,2 is
twofold. Firstly, this is a new fascinating case study for the-
oretical approaches to understand "band-inverted" electronic
structure3,4 of semiconducting or insulating materials, based
on the topology of corresponding wave functions and electron
bands5. Secondly, this is a new possibility to design mate-
rials and structures with a range of very unusual electronic
and magnetic properties. One of such unusual properties is
the rigidity of the electron energy spectrum at the TI sur-
face in the vicinity of the Dirac point to any perturbation pro-
vided that they do not break the time-inversion symmetry, the
property usually called the symmetry-protected Dirac point.
Correspondingly, any potential-like perturbation (scattering)
due to impurities does not destroy a topologically protected
electronic structure, whereas ordered magnetic impurities can
open a band gap6–10. The best studied case is that of the fer-
romagnetic ordering with a nonzero magnetization being per-
pendicular to the TI surface11–13. In some recent works the
nontrivial role of the in-plane magnetic order has been dis-
covered. In particular, it was found that the in-plane magnetic
order leads to an anomalous Josephson current14,15. Also, the
nonconventional magnetization order can lead to some inter-
esting physical phenomena. The purpose of our study is to
consider the case when the magnetic ordering at the TI sur-
face is noncollinear.
Usually, such magnetic ordering and spin frustrations oc-
cur due to the ferromagnetic nearest-neighbour exchange in-
teraction competing with the next-nearest-neighbour antifer-
romagnetic coupling. Another source of noncollinear heli-
coidal magnetic order is the Dzyaloshinskii-Moriya (DM) in-
teraction. The DM interaction appears due to the breaking of
inversion symmetry at a surface. The helicoidal ordering of
magnetic moments at the TI surface can be related to an indi-
rect exchange interaction between the magnetic moments. As
shown in Ref. 16, the exchange interaction mediated by elec-
trons in a TI contains the DM term due to the essential role
of the spin-orbit interaction. This can lead to the formation of
the helicoidal order of the moments. We checked this possi-
bility performing Monte-Carlo simulations and first principle
density functional calculations for a model of magnetic impu-
rities (forming a chain at the surface of the Bi2Se3 topological
insulator2,17) and for a chiral multiferroic system. Our calcu-
lations show that due to the DM interaction, the spins of the
impurities form an in-plane spiral magnetic texture. A partic-
ular feature of the in-plane spiral magnetic texture is the zero
average magnetization component 〈Mz〉.
The problem of our interest is not limited solely to magnetic
impurities. Another possibility is to use a magnetic structure
of a one-phase chiral multiferroic film placed on the top of a
TI surface18. A remarkable advantage of the multiferroic ma-
terials is the strong magnetoelectric coupling,19–27, which al-
lows to control the magnetization via an external electric field.
Moreover, in the case of multiferroics there exists a possibil-
ity to tune the period of the helicoid by an external electric
field (since the period of the helicoid depends on the vector
chirality, which can be modified via electric field).
The paper is organised as follows: In Sec. II we describe a
model of a 2D electron system on a surface of TI in the pres-
ence of a helicoidal magnetic field. This helicoidal magnetic
field can be formed by a chiral multiferroic system (prototype
material is LiCu2O2); an option, which is discussed in details
in Sects. III and IV. An alternative source for the helicoidal
magnetic field can be magnetic impurities forming a chain at
the surface of the Bi2Se3 TI, which is discussed in Sec. V. Af-
2ter studying the physics of localized spins we come back to
the physics of conductance electrons. In Sections VI and VII,
we study the energy spectrum of the system and spin dynam-
ics of the conductance electrons. In Sec. VIII we demonstrate
that the mechanical torque generated by the motion of con-
ductance electrons exerts a force on the helicoid formed by
spins of the chain.
II. MODEL WITH A CONTINUOUS HELICOIDAL
MAGNETIZATION
We considered a model with TI electrons subject to a con-
tinuous helicoidal field generated by the magnetization M(r)
of some embedded magnetic subsystem (to be specified later).
A continuous approximation for the helicoidal field is justified
when the characteristic length of the variation of magnetiza-
tion vectorM is much larger then the distance a between mag-
netic adatoms at the TI surface (or distance between lattice
sites in the chiral multiferroic). We assume that in cartesian
coordinates the magnetization field is described by
M(r) =
(
M0 cos(Qh · r), M0 sin(Qh · r), 0
)
, (1)
where Qh is the wavevector of the helicoid. Then the condi-
tion of applicability of the continuous model is Qha≪ 1.
The Hamiltonian of 2D electrons at the surface of a TI cou-
pled to this field reads
Hˆ = Hˆ0 + Hˆint , (2)
where
Hˆ0 = −iv (σx∂x + σy∂y) (3)
describes the electron spectrum of the TI and
Hˆint = gσ ·M(r), (4)
is the perturbation. Here g is the coupling constant of the in-
teraction of the TI electrons and the magnetization field M(r).
Note that the complexity of this problem is related to the
fact that for an arbitrary nonzero electron momentum k 6= 0
the two terms Hˆ0 and Hˆint do not commute. Therefore,
the spin is not a good quantum number in this problem.
The expectation value of the electron spin in TI with a he-
licoid magnetization depends on the interaction constant g.
A ferromagnetic ordering of the localized moments corre-
sponds to a relatively simple case. In particular, an in-plane
ferromagnetic order Qh = 0 leads to the spectrum E =
±
√
v2k2 + g2M22 + 2vgM0kx and to the following shift of
the Dirac point from kx = 0, ky = 0 to kx = −gM0/v, ky =
0.
We choose the axis x to be parallel to the vector Qh. Then
Qh = (Q, 0) and Q = 2π/L, where L is the period of heli-
coid.
The eigenfunctions of the unperturbed Hamiltonian Hˆ0 are
ψk,±(r) =
eik·r√
2Ω
(
1
± k
k
−
)
, (5)
X
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FIG. 1. Schematic drawing of the helicoid orientation.
where k± = kx±iky . They correspond to the energy branches
with linear dispersion, ε±(k) = ±vk.
The periodic along axis x perturbation (4) affects the en-
ergy spectrum and eigenfunctions of the TI. It is known that
a homogeneous magnetization field can open a gap in the en-
ergy spectrum of Dirac electrons. We can show that this is
not the case of inhomogeneous field (1) with a zero average in
space magnetization, 〈M(r)〉 = 0.
The formation of a helical spin order in the system of local-
ized spins (either addatoms or chiral multiferroic) deserves a
particular attention and is presented in the next section.
III. HELICOIDAL ORDER IN THE SYSTEM OF
LOCALIZED SPINS
In this section we rigorously deduce the helicoidal magneti-
zation field M(r) from the spin chain model of localized mo-
ments. One way to generate a periodic magnetization of the
structure given in Eq. (1) is with the help of a frustrated spin
chain with a non-zero next nearest neighbour (NNN) coupling
in addition to the conventional nearest neighbour exchange.
The minimal Hamiltonian for the localized spins then reads
Hˆchain = J1
N∑
i=1
Si · Si+1 + J2
N∑
i=1
Si · Si+2
−E ·P , (6)
where the coupling parameters J1,2 usually carry opposite
signs. Typical values, e.g., for LiCu2O2 are: J1 = −11 ± 3
meV and J1 = +7 ± 1 meV, see Refs. 35 and 36. Opposite
signs of the exchange constants usually lead to spin frustra-
tions and to the formation of a chiral spin order. We also allow
the chain to be ferroelectrically active adding a term propor-
tional to the external electric field E , which couples to the
ferroelectric polarization vector
P = gME
N∑
i=1
[ex × (Si × Si+1)] (7)
with the amplitude of magnetoelectric coupling gME .
3In the absence of the electric field E , the system is of the
celebrated Majumdar-Ghosh type and possesses very interest-
ing properties.28–30 They have been studied in detail in the
context of frustrated two-leg zig-zag spin ladders. Among
the most spectacular findings is for example the possibility of
a spiral incommensurate order.31 Applying a finite magnetic
field or breaking the SU(2) symmetry of the couplings (for
instance introducing a coupling anisotropy) leads to a non-
zero expectation value of the vector chirality
κ = (Si × Si+1) , (8)
(see e. g. [32,33]), and thus to a spin ordering, the xy-
projection of which is given in Eq. (1). Obviously, the same
effect takes place when κ appears as a perturbation of a
Hamiltonian explicitly as it is the case for gME 6= 0. The
ground state is easiest to understand in the case of switched
off NNN coupling, when J2 = 0. For simplicity, we assume
the electric field E to be oriented along the y-axis, then the
magnetoelectric coupling term is
E ·P = EgME(Sxi Syi+1 − Syi Sxi+1) . (9)
Formally it has precisely the same form as the Dzyaloshinskii-
Moriya (DM) interaction along the z-direction. It is known
that in this case the J2 = 0 isotropic chain can be mapped
onto an anisotropic Heisenberg chain with the Hamiltonian
Hˆ = −J ′
N∑
i=1
S′i · S′i+1 +∆S′zi S′zi+1 , (10)
where S±j = e±ijθS′
±
j , S
z
j = S
′z
j , θ = − arctan(EgME/J),
J ′ = J/ cos θ, and ∆ = cos θ.34 Thus the ground state of
our model can be mapped out from the ground state of the
anisotropic Heisenberg chain by a simple spatial ‘twist’ with
an angle θ between the adjacent sites.
The key point is that angle between adjacent spins continu-
ously depends on the electric field θ = − arctan(EgME/J).
The period of the helicoid reads θ(n −m) = 2π, where n,m
are the site numbers. Using notations of the (1) we deduce:
Qh · rl = 2π = (m− n) arctan(EgME/J). Here |rl| = L is
the length of the helicoid.
Switching on finite J2 potentially changes the induced M
slightly as in this case the θ periodicity starts to compete with
the incommensurability effects due to frustrations. However
localized spins still form a helicoidal structure. A possible
way to understand this might be a generalization of the ap-
proach presented in [31]. To support of the theoretical esti-
mations, we performed Monte Carlo calculations, which are
presented in the next section.
A. Monte Carlo simulation
To support to the analytical estimates we performed a
Monte Carlo study of the Hamiltonian (6) for the magnetic
moments. A competition between the nearest-neighbour fer-
romagnetic coupling with the next-nearest-neighbour antifer-
romagnetic coupling leads to the chiral spin structure with the
pitch angle arccos(−J1/4J2) for J2 > |J1|/4 at T = 0.
In Monte Carlo calculations we adopt dimensionless units
J2 → J2/|J1|, kBT → kBT/|J1|, and set the parameters
−J1 = J2 = 1.
The spiral plane of frustrated spins is found to be sensitive
to the applied electric field due to the coupling term
E ·P = EgME
N∑
i=1
[ex × (Si × Si+1)] . (11)
The electric field along Y-axis E = (0, Ey, 0) stabilizes the
ferroelectric polarization P in parallel. Fig. 2 shows that the
maximum of the spin structure 〈Sk · S−k〉 tends to diverge at
T=0, indicating the formation of a helical long-range magnetic
order given in Eq. (1). The expectation values of the spins 〈Si〉
can be evaluated via Monte Carlo method as well.
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FIG. 2. The static spin structure factor 〈Sk · S−k〉 for different tem-
peratures. Fourier-transformed correlation function is 〈Sk · S−k〉 =
1 +
M∑
n=1
〈S0 · Sn〉 cos kn and number of spins M = 100.
B. Noncollinear helicoidal magnetic system: Fe in Bi2Se3
A possible candidate as a system with a noncollinear mag-
netic order can be a Bi2Se3 (0001) surface doped with Fe.
Such material can be fabricated by deposing a certain amount
of Fe on the Bi2Se3 (0001) surface37. Therewith, Fe atoms
replace Bi in the first quintuple layer. The impurity con-
centration can be controlled during the experiment. Using
the experimentally found geometry, we performed a first-
principles study on electronic and magnetic structures of
(Bi1−xFex)2Se3/Bi2Se3 (0001) using a self consistent full
relativistic Green function method38 designed to treat semi-
infinite systems such as surfaces and interfaces39. The calcu-
lations were carried out within the density functional theory
in a generalized gradient approximation40. To simulate Fe im-
purities in the Bi2Se3 layer a coherent potential approxima-
tion41 was used as it is implemented within the multiple scat-
tering theory42. Noncollinear magnetic configurations were
4calculated using a noncollinear magnetism approach within
the density functional theory43.
Figure 3 shows the calculated total energy difference of
(Bi0.95Fe0.05)2Se3/Bi2Se3 (0001) as a function of the spiral
vector q‖ in Γ¯-K¯ direction. The total energy minimum was
found at q‖={0.4,0.0} −1. A large exchange splitting of 3.5
eV and very narrow 3d Fe states are responsible for a such
magnetic behaviour (see the corresponding density of states
on Fig. 4). Fe atoms possess a magnetic moment of 3.4 µB
and interact with each other with the exchange energies of
1.5 meV and -1.3 meV for the first and the second neighbour
shells, respectively. A such competing exchange interaction
between the next-nearest-neighbour results in a noncollinear
helical magnetic order.
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FIG. 3. Total energy difference as a function of the spiral vector q‖
in Γ¯-K¯ direction.
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FIG. 4. Total spin-resolved density of states of the surface quintuple
layer and that of Fe impurities in (Bi0.95Fe0.05)2Se3/Bi2Se3 (0001).
The DOS of Fe is scaled by the factor 2. The negative DOS here
means the DOS of the minority spin channel.
IV. THE k · p APPROACH: LOW-ENERGY SOLUTION
Let us consider now the electron energy spectrum of the
TI with magnetic helicoidal order (1) using Hamiltonian (2).
In a close vicinity to the Dirac point k = 0 one can use the
k · p perturbation method. The Schrödinger equations for the
spinor components ϕ(x), χ(x) of the wavefunctionsψTk (r) =
eik·r (ϕ, χ) of the perturbed Hamiltonian Hˆ are
−εϕ+ (−iv∂x + vk− + gM0e−iQx)χ = 0, (12)(−iv∂x + vk+ + gM0eiQx)ϕ− εχ = 0 . (13)
Let us assume that for kx = ky = 0 there is a solution of
Eqs. (12),(13) with the energy ε = 0. In this case Eqs. (12)
and (13) acquire the following form
−ivχ′ + gM0e−iQxχ = 0 , (14)
−ivϕ′ + gM0eiQxϕ = 0 , (15)
and we obtain the solution for ε = 0
ϕ(x) = C1 exp
(
−gM0e
iQx
Qv
)
, (16)
χ(x) = C2 exp
(
gM0e
−iQx
Qv
)
. (17)
Then following the k · p method we take two basis functions
ψ1k(r) = C1e
ik·r
(
1
0
)
exp
(
−gM0e
iQx
Qv
)
, (18)
ψ2k(r) = C2e
ik·r
(
0
1
)
exp
(
gM0e
−iQx
Qv
)
, (19)
where C1 and C2 are constants determined by normalization.
The matrix of the Hamiltonian Hˆ in the basis of functions
(18) and (19) is
Hˆk·p =
(
0 v˜k−
v˜∗k+ 0
)
, (20)
where
v˜ = v C1C2Ly
∫ Lx
0
dx exp
(
2gM0e
iQx
Qv
)
. (21)
Lx and Ly are the sizes of the sample in x and y directions,
and we use a normalization of the wavefunctions ψ1,2k(r) in
a 2D box with dimensions Lx × Ly . Obviously, it follows
from (21) that in the present k · p approximation the energy
spectrum near the Dirac point is defined by the renormalized
electron velocity ε˜±(k) = ±|v˜|k.
As we see, there is no energy gap in the Dirac point. This
is related to the property of Hamiltonian (2) with respect to
the unitary transformation σzHˆσz = −Hˆ, which means that
if a function ψ(r) is a solution of Schrödinger equation for the
energy ε then σzψ(r) is the solution for the energy−ε. Corre-
spondingly, the existence of a solution with ε = 0 implies the
existence of another with the property ψ(r) = σzψ(r). This
is obviously fulfilled for the functions (18) and (19). The so-
lution we found describes the wave functions and the energy
spectrum of the states near the point k = 0.
5V. PERTURBATION THEORY
Now we calculate the energy spectrum in the periodic per-
turbation Hˆint(r) not restricting ourselves by a small neigh-
bourhood of the Dirac point. For this purpose we use the
perturbation theory. Due to the periodicity of Hˆint(r), the
only nonzero matrix elements of this perturbation couple an
arbitrary state with wavevector k to the states with k±Q.
Then, assuming a weak perturbation g/vQ ≪ 1 we can use
the basis of only six functions. They are eigenfunctions (5) of
the Hamiltonian Hˆ0 corresponding to the wavevectors k and
k±Q
Φ1k = ψk,+, Φ2k = ψk+Q,+, Φ3k = ψk−Q,+,
Φ4k = ψk,−, Φ5k = ψk+Q,−, Φ6k = ψk−Q,− . (22)
The Hamiltonian Hˆ in this basis is a matrix
Hˆper =


v|k| A∗ B 0 −A∗ B
A v|k +Q| 0 A 0 0
B∗ 0 v|k−Q| −B∗ 0 0
0 A∗ −B −v|k| −A∗ −B
−A 0 0 −A −v|k+Q| 0
B∗ 0 0 −B∗ 0 −v|k−Q|


,
(23)
where we denote
A =
gM0 |k+Q|
k+ +Q
, B =
gM0 |k|
k+
. (24)
The eigenfunctions of the full Hamiltonian Hˆ, Eq. (2), can
be written down as a superposition of the basis functions
ψnk(r) =
6∑
m=1
cnmΦmk(r) , (25)
where cn = (cn1, ..., cn6) is an eigenvector of the matrix (23)
corresponding to the energy εnk in the n-th energy band.
A. Electron energy bands
The electron energy bands, calculated numerically by us-
ing the Schrödinger equation with the matrix (23), are pre-
sented in Figs. 5 and 6 as a function of kx and ky , respec-
tively. We use dimensionless energies and coupling strengths
and denote k˜ = k/k0, E˜nk = Enk/vk0, g˜ = gM0/vk0 and
Q˜ = Q/k0, where k0 can be chosen arbitrarily. One can take
k0 = 10
5 cm−1, and then we get gM0 = g˜vk0 = 0.02 meV.
As we see in Fig. 5, the energy gap is zero at k = 0 but the
gap appears at the edges of the Brillouin zone kx = ±Q/2.
However, since the periodicity of the perturbation is only
along the axis x, there is no gap in ky-direction, which means
that electrons can continuously fill the states with larger val-
ues of energy ε by growing ky . But there is the gap at the
edges of the Brillouin zone at kx = ±Q/2 for any value of
ky including the point ky = 0. This is because the perturbed
Hamiltonian (2), which is not commuting with σy for any ky ,
so that the equations for spinor components of the wavefunc-
tion are always coupled. This leads to an effective periodic
perturbation in equations for the spinor components similar to
the case of usual electron gas with a periodic potential along
axis x.
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FIG. 5. The energy spectrum E˜n(kx) for fixed values of Q˜ = 0.2,
g˜ = 0.02, k˜y = 0.0. The Brillouin zone edges are at kx = ±Q/2,
which corresponds to k˜x = ±0.1.
B. Spin polarization
Using the wavefunctions (25) of the perturbed Hamiltonian
one can find the spin polarization of the electrons in the state
(n,k). Without perturbation related to the magnetization (4),
the eigenstates of TI Hamiltonian Hˆ0 are fully spin-polarized
along the vector k or−k (i.e. they are the states with a certain
helicity). Due to the perturbation (4), the spin is no longer a
good quantum number but the average value of the spin po-
larization Snk = 〈nk|σ|nk〉 is not zero and is depending on
n and k. The matrices of the spin operator components in the
basis of the functions (22) are listed in appendix A.
Then, the average value of spins can be calculated numeri-
cally by using Eqs. (A2),(A3) with eigenvectors of the matrix
6−0.4
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FIG. 6. The energy spectrum E˜n(ky) for fixed values of Q˜ =
0.2, g˜ = 0.05, k˜x = 0.0.
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FIG. 7. Mean values of spin polarization along axes x and y as a
function of coupling constant g˜ for k˜x = k˜y = 0.02 and Q˜ = 0.2.
(23). This value characterizes a spin polarization of an eigen-
state of the Hamiltonian Hˆ . The average values Sx and Sy
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FIG. 8. Mean values of spin polarization along axes x and y as a
function of coupling constant g˜ for k˜x = k˜y = 0.02 and Q˜ = 0.4.
components are presented in Figs. 7 and 8 as a function of
coupling constant for Q˜ = 0.2 and Q˜ = 0.4, respectively. As
we see, the mean spin polarization of electrons is nonzero but
decreases with a growing coupling strength to the magnetiza-
tion. Comparing the results in these two figures, we see that
the larger is the transferred momentum Q˜, the smaller are the
expectation values of the in-plain spin components. The result
is comprehensible as a stronger scattering leads to a stronger
deviation from the ground state spin configuration (the spin
collinear to the wave vector). Using Eq. (A1) we also found
that the mean value of the spin polarization along axis z is
zero.
C. Spin dynamics
The dynamics of the electron spin density Sµ = ψ†σµψ can
be described by using the standard equation for spin density
variation46
∂
∂t
(
ψ†σµψ
)
=
i
h¯
ψ† [Hˆ, σµ]ψ , (26)
7where index µ = x, y, z refers to the spin polarization. It leads
to the macroscopic equation of the spin density dynamics
∂Sµ
∂t
+ div Jµ = −Rµ , (27)
where (index i = x, y as we consider the 2D system)
Jµi = δµi
v
2h¯
ψ†ψ (28)
is the spin current and
Rµ =
iv
2h¯
ǫµiν
[
(∇iψ†)σνψ − ψ†σν(∇iψ)
]
−gMi
h¯
ǫiµν ψ
†σνψ (29)
describes the spin relaxation rate. We note that even Eq. (28)
explicitly does not depend on the coupling constant g, the
coupling between conductance electrons and localized spins
is still preserved in the wave functions. As we see in Eq. (28),
the spin current Jµ(r) does not depend on the perturbation
Hˆint and is always transmitted along the wavevector k, just
like in the case of TI without any helicoid. This does not con-
tradict to the suppression of the spin polarization in the state
with a given k because the effect of the perturbation is the
creation of a superposition of k and k±Q states, which does
not really affect the spin current direction.47
If the coupling g = 0, the relaxation Rµ(r) is nonzero only
for the orientation of the spin perpendicular to the wave vec-
tor k. This result is understandable since for free TI electrons
only the spin polarization parallel to the wave vector is al-
lowed. The perturbation related to the helicoid magnetization
induces relaxation of all components of the spin density. The
dependence of the spin relaxation rate as a function of cou-
pling g is presented in Fig. 9. Different curves correspond to
different possible eigenstates of the perturbed Hamiltonian.
Note that negative Rµ is acting on the system like a spin
pumping term. For example, when the spin density is lower
compared to the reference equilibrium value, then due to the
negativeRµ < 0 the spin density is larger - relaxing to the
equilibrium value.
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FIG. 9. The relaxation terms Ry and Rz for fixed values of k˜x =
0.02, k˜y = 0.0, and Q˜ = 0.2.
VI. SPIN TORQUE-INDUCED FORCE
The spin currents in a topological insulator are related to the
free motion of electrons transmitting an angular momentum
along the wave vector k. Due to the coupling to the magnetic
moments at the TI surface a spin torque is generated, which
acts on the moments. Therewith one can expect creation of a
resulting spin-current-induced mechanical force acting on the
magnetic helicoid. As a result, one can observe the motion
of the helicoid, which can be experimentally realized. Since
magnetic moments are pinned, motion of the helicoid means a
drift of the magnetic texture. Such a drift occurs because of a
rotation of pinned magnetic moments. The mechanical force
can be calculated by using the standard relation F = ∂L/∂r,
where L is the Lagrangian of the system. In our case of TI
with a magnetic helicoid, the Hamiltonian Hˆ depends on r
in the direction of the helicoid vector Q. Thus we have to
calculate the quantity
Fx = −ψ† dHˆint
dx
ψ , (30)
8which is the mean macroscopic x-component of the force.
Then using Eq. (4) for the perturbation Hˆint we find
Fx = gM0Qψ
†
[
σx sin(Qx)− σy cos(Qx)
]
ψ . (31)
Using Eq. (31) and the eigenfunctions (25) one can find the
force induced by a single state (n,k). Taking the sum over
all occupied electron states of the system one obtains the total
force.
Clearly, the total force in the equilibrium of the system is
zero. The reason is that in equilibrium we have equal number
of electrons moving in opposite directions. Correspondingly,
there is equal number of electrons with opposite spin orienta-
tions. Therefore there is no net force (force related to electron
moving along x is compensated by the force related to another
one moving along −x). For an applied external electric field
a certain imbalance appears. This can be confirmed by di-
rect calculations using the wave functions (25). Therefore, we
consider the linear response to a weak electric field E , taking
the direction of electric field along axis x.
In the linear response approximation the total force can be
presented by the following equation corresponding to the sim-
ple loop diagram (an analogue to the Kubo formula for the
conductivity44,45)
F totx = −
evE
2π
Tr
(
Fˆx Gˆ
R σx Gˆ
A
)
, (32)
where Fˆx = gM0Q [σx sin(Qx) − σy cos(Qx)] is the force
operator and
GˆR,A =
(
µ− Hˆ ± iΓ)−1 (33)
are, respectively, retarded and advanced Green’s functions of
the TI electronic states computed using the Hamiltonian Hˆ ; µ
is the chemical potential and Γ is the quantum decay rate of
states related to the scattering from impurities.
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FIG. 10. The dependence of total force on the coupling g˜ for Q˜ =
0.5 and δk = 0.002. The total force F totx = F˜ totx F0, where F0 =
gM0QeE/ (2piv).
Using Eq. (32) we calculated the force F totx numerically.
For this purpose all the operators in this equation have been
presented as matrices in the basis of the functions (22),
whereby the trace in Eq. (33) includes 2D integration over the
wave vector k. The result of calculation of F totx as a function
of the coupling g˜ is presented in Fig. 10 for different values
of the chemical potential µ. The magnitude of the force in-
creases with the coupling and becomes larger with increasing
the chemical potential µ since the transfer of the spin torque
is due to the free carriers. Therefore, there is no force for
µ = 0. Our calculations also show that the force is stronger
for smaller value of Q˜. Clearly, the force is zero in the limit
when the electron wave length is of the order of the helicoid
period L, i.e., in the limit of Q˜ ∼ kF .
VII. CONCLUSIONS
The main purpose of the present work was to study the
influence of the internal magnetic effects (magnetic impuri-
ties or the proximity of the single phase chiral MF system)
on the electronic properties of topological insulators, which
are known for the robustness of their electron energy spec-
trum. A symmetry breaking opens a gap in the energy spec-
trum. Hence, the band gap opening in the electronic spectrum
by an applied external magnetic field is obvious, but "inter-
nal" magnetic effects may have subtle consequences. While
a single magnetic impurity is not able to alter the electronic
spectrum, magnetic order in the system of localized spins has
a number of important consequences. Here, we studied the
case when localized magnetic impurities form a chiral spin
order. We performed first principle density functional theory
calculations and showed that the magnetic moments of Fe de-
posited on the surface of Bi2Se3 topological insulator form a
chiral spin order. A very similar effect can be achieved by chi-
ral multiferroics (a prototype material is LiCu2O2) lodged in
the proximity of TI. Our theoretical approach applies to both
cases. We observed that, in contrast to the case of ferromag-
netic ordering, in the case of the chiral spin order the Dirac
point survives. An the energy gap appears at the edges of the
new Brillouin zone. Another interesting result concerns the
spin dynamics. We derived an equation for the spin density
dynamics including a spin current and relaxation terms. We
have shown that the motion of a conductance electron gener-
ates a magnetic torque and exerts a certain force on the heli-
coidal texture.
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9Appendix A: The matrices of the spin operator
Here we provide the matrices employed in the calculations
of Section VII B.
Szk =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0


. (A1)
Sxk =


kx
|k| 0 0 −
iky
|k| 0 0
0 kx+Q|k+Q| 0 0 −
iky
|k+Q| 0
0 0 kx−Q|k−Q| 0 0 − iky|k−Q|
iky
|k| 0 0 − kx|k| 0 0
0
iky
|k+Q| 0 0 − kx+Q|k+Q| 0
0 0
iky
|k−Q| 0 0 − kx−Q|k−Q|


.
(A2)
Syk =


ky
|k| 0 0
ikx
|k| 0 0
0
ky
|k+Q| 0 0
i(kx+Q)
|k+Q| 0
0 0
ky
|k−Q| 0 0
i(kx−Q)
|k−Q|
− ikx|k| 0 0 −
ky
|k| 0 0
0 − i(kx+Q)|k+Q| 0 0 −
ky
|k+Q| 0
0 0 − i(kx−Q)|k−Q| 0 0 −
ky
|k−Q|


.
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