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Abstract
We propose a new approach which generalizes and improves principal component analysis
(PCA) and its recent advances. The approach is based on the following underlying ideas. PCA
can be reformulated as a technique which provides the best linear estimator of the ﬁxed rank
for random vectors. By the proposed method, the vector estimate is presented in a special
quadratic form aimed to improve the error of estimation compared with customary linear
estimates. The vector is ﬁrst pre-estimated from the special iterative procedure such that each
iterative loop consists of a solution of the unconstrained nonlinear best approximation
problem. Then, the ﬁnal vector estimate is obtained from a solution of the constrained best
approximation problem with the quadratic approximant. We show that the combination of
these techniques allows us to provide a new nonlinear estimator with a signiﬁcantly better
performance compared with that of PCA and its known modiﬁcations.
r 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
In this paper, we propose a new method which generalizes and improves principal
component analysis (PCA) and its recent advances.
Jolliffe [10] writes: ‘Principal component analysis is probably the oldest and best
known of the techniques of multivariate analysis’. This technique was discovered by
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Pearson [16] in 1901 and then independently developed by Hotelling [4] in 1933, by
Karhunen [11] in 1947 and by Loe`ve [13] in 1948. Owing to its application in many
versatile areas, PCA has been extended in many directions (see, in particular
[9,15,17,23] and the corresponding bibliographies). In engineering applications, PCA
is normally called the Karhunen–Loe`ve transform. Keeping the uniform terminol-
ogy, we use the abbreviation ‘PCA’ for the Karhunen–Loe`ve transform as well.
Note that PCA can be reformulated as a technique which provides the best linear
estimator of the ﬁxed rank for random vectors [9,17]. The error associated with the
estimators [2,9,10,15] based on the PCA idea is the smallest in the corresponding
class of linear estimators with the same rank. Nevertheless, the performance
of the linear estimators may not be as good as required. See Section 5.3 for more
details.
Motivations for the approach proposed in this paper are based on the following
observations. An optimal estimator is a solution to the best approximation problem.
It is known that a nonlinear approximant can normally provide better accuracy
compared with a linear approximation. Therefore, it is natural to seek an
appropriate nonlinear form for the desired approximant. Next, methods for best
approximations are aimed at obtaining the best solution within a certain class, and
therefore the solution cannot be improved by these techniques in the cases when the
approximation is not satisfactory. In contrast, iterative methods are normally
convergent, but the error associated with each iteration loop of the particular
method is not the smallest. As a result, convergence can be quite slow for a wide
variety of problems. Moreover, in practice only a ﬁnite number of iteration loops can
be carried out, and therefore the ﬁnal approximate solution is often unsatisfactorily
inaccurate.
A natural idea is to combine the techniques above to exploit their advantageous
features.
Here, we present the method which realizes this idea. First, the estimator is
nonlinear and is given by a special second-degree operator. Second, the vector is pre-
estimated from the special iterative procedure such that each iterative loop is aimed
at a solution of the unconstrained best approximation problem. Third, the ﬁnal
estimate follows from a solution of the constrained best approximation problem with
the quadratic approximant.
We show that the combination of these techniques allows us to build a more
efﬁcient and ﬂexible method compared with PCA and its known recent modiﬁcations
[9,17,23]. The estimation accuracy associated with the proposed method can be
adjusted by a variation of the three degrees of freedom which are the estimator
degree, the number of iterations and the rank of the special covariance matrix. In
connection with this, see Remark 5.5 in Section 5.4. In contrast, the techniques based
on the development of the PCA idea [9,10,17,23] have the rank of covariance matrix
as the only degree of freedom.
We establish quite an unrestrictive condition (see inequality (71) in Section 5.3),
under which our estimator provides a signiﬁcantly smaller estimation error than the
error associated with the PCA’s method [9,10,17,23], previously known.
The proposed approach develops some ideas from Refs. [4,6,8–11,13–15,17,21].
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2. Review of PCA and its generalizations
Let ðO;S; mÞ be a probability space, where O ¼ fog is the set of outcomes, S a
s-ﬁeld of measurable subsets of O and m : S-½0; 1 an associated probability
measure on S with mðOÞ ¼ 1: Let xAL2ðO;RmÞ; yAL2ðO;RnÞ be random vectors with
realizations xðoÞARm; yðoÞARn:
Each matrix MARm	n deﬁnes a bounded linear transformation
MMALðL2ðO;RnÞ; L2ðO;RmÞÞ via the formula ½MMyðoÞ ¼ MyðoÞ for each
oAO; and it is customary to write My rather than MMy; since we then have
½MyðoÞ ¼ MyðoÞ for each oAO:1 It is also convenient to write y instead of yðoÞ:
Let Cx ¼
Pm
j¼1 ljuju
T
j be the eigendecomposition of the matrix Cx ¼ E½xxT; where
uj and lj are eigenvectors and corresponding eigenvalues of Cx; and E is the
expectation operator.
PCA can be represented in the following way. Given xAL2ðO;RmÞ; PCA produces
a square matrix P0 of maximum possible rank rðpmÞ that minimizes
JðPÞ ¼ E½jjx  Pyjj2
over all matrices PARm	m of the same rank r; where jj  jj is the Frobenius norm and
y ¼ x:
The matrix P0 is given by P0 ¼ UrUTr ; where Ur ¼ ½u1; u2;y; ur: The
corresponding estimate of x is xˆ ¼ P0y:
Scharf [17] presented an elegant extension of PCA for the case where y is arbitrary
random data and the covariance matrix E½yyT is nonsingular.
Yamashita and Ogawa [23] proposed and justiﬁed a version of PCA for the case
where E½yyT is singular and y ¼ x þ w with w an additive noise.
Hua and Liu [9] rediscovered the result [17] with a replacement of the inverse of
matrix E½yyT by its pseudo-inverse.2
An attractive feature of the methods [9,23] is that invertibility of the covariance
matrix E½yyT is not assumed. Some other known extensions of PCA work under the
condition that E½yyT is nonsingular, and this restriction can impose certain
limitations on the applicability of the method. In many practical situations, the
matrix E½yyT is singular. See, for example, [18, and 20] in this regard.
Note that the efﬁciency of the PCA and the ﬁxed rank estimators [9,17,23] is
characterized by the two parameters which are the compression ratio and the
accuracy of the estimate of vector x: The compression ratio is deﬁned by the quotient
c ¼ r
m
; where r is the estimator rank (i.e the number of principal components) and m
is the dimension of the vector xAL2ðO;RmÞ:
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in the form ½MM vðoÞ ¼ MvðoÞ for each oAO:
2We note that the justiﬁcation for using the pseudo-inverse ðE½yyTÞw follows from Lemma 1 in [20].
The general form of the optimal linear estimator in terms of the pseudo-inverse is given by (58) in
Section 5.3.
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3. Problem formulation and method description
Hereinafter we use the Hadamard product for vectors to deﬁne y2 as y2 ¼
ðy2ð1Þ;y; y2ðnÞÞT where y ¼ ðyð1Þ;y; yðnÞÞTARn:
We suppose that x is an unknown random vector and y is observable random
data.
For any estimate x of x given by equation x ¼ AðyÞ; where A :Rn-Rm; we call
A the estimator of x from y:
The problem is to ﬁnd a best possible nonlinear estimator T of x from data y so
that T provides both a smaller error associated with the estimate TðyÞ; for a given
compression ratio, and a better compression ratio for the ﬁxed accuracy of the
estimateTðyÞ; compared with the best-known ﬁxed rank linear estimator produced
by the generalized PCA [9,17].
The proposed method of the solution consists of the following device.
We write T˜j ¼ ½U˜j V˜j W˜jARm	ð2vþ1Þ and vj ¼
1
xj
x2j
2
4
3
5; where U˜jARm and
V˜j ; W˜jARm	v with n ¼ n if j ¼ 0 and n ¼ m if j ¼ 1; 2;y; p: Let x0 ¼ y and let
x1; x2;y; xpAL2ðO;RmÞ be deﬁned by
xjþ1 ¼ T˜jvj ð1Þ
for j ¼ 0; 1;y; p  1; with T˜j providing the unconstrained minimum JðT˜jÞ for the
functional
JðTjÞ ¼ E½jjx  Tjvjjj2; ð2Þ
where Tj ¼ ½Uj Vj Wj ARm	ð2nþ1Þ; UjARm and Vj; WjARm	n; i.e.
JðT˜jÞ ¼ min
Tj
JðTjÞ: ð3Þ
The desired estimator T is deﬁned by the equation
TðyÞ ¼ T0prðvpÞ; ð4Þ
where T0pr ¼ ½U0p B0p W 0p ARm	ð2nþ1Þ; U0j ARm and V 0j ; W 0j ARm	n are such that T0pr
gives the constrained minimum JðT0prÞ for the functional
JðT˜pÞ ¼ E½jjx  T˜pvpjj2 ð5Þ
subject to
rank T˜p ¼ r ð6Þ
with rom; i.e.
JðT0prÞ ¼ min
T˜p: rank T˜p¼r
JðT˜pÞ: ð7Þ
In other words, the desired nonlinear estimatorT of x; from data y; is reduced to the
linear estimator T0pr of x from the vector vp formed from the pre-estimate xp of x: The
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pre-estimate xp follows from a solution of the unconstrained best approximation problem
(3) iterated p times. We call this procedure the method of best recurrent approximations.
The solution to problem (3) aims to improve the known solution of the customary linear
least-squares problem due to terms U˜j; W˜j and vj in (2), (3). The recurrent procedure (1),
(3) is to obtain the pre-estimate xjþ1 with the accuracy better than the accuracy of pre-
estimates from the preceding iterative loops. The terms U0p ; W
0
p and vp in (5), (6), (7) are
used with the purpose of improvement of the linear constrained problem solution [9,17].
Note that Eq. (4) can equivalently be rewritten as
TðyÞ ¼ U0p þ V0p xp þ W 0p x2p; ð8Þ
i.e. TðyÞ can be interpreted as the second-degree estimate (with respect to xp) of x:
In the next sections, we substantiate that the combination of these new techniques
allows us to obtain the estimator with a considerably better performance in
comparison with the generalised PCA [9,17]. In particular, it will be shown that the
error associated with the proposed estimator can be achieved less than the error
associated with the estimators [9,10,17,23] by exploiting the second-degree terms in
(1)–(7) and by increasing the number of iterations in (1).
It will also be shown that the proposed method does not require invertibility of
any matrix used for the solution of problems (3),(5)–(7).
4. Preliminary results
Let g and h be random vectors with realizations in Rm and Rn respectively, and let
q ¼ h2 and s ¼
1
h
q
2
4
3
5: We denote Egh ¼ E½ghT and Egh ¼ Egh  E½gE½hT:
The null space of matrix Egh is denoted by NðEghÞ and the Moore–Penrose
pseudo-inverse of a matrix M is denoted by Mw:
Lemma 4.1 (Torokhti and Howlett [20]). The following equations hold:
EghE
w
hhEhh ¼ Egh; EqhEwhhEhh ¼ Eqh and EgqEwqqEqq ¼ Egq: ð9Þ
Lemma 4.2 (Torokhti and Howlett [20]). Let Dqh ¼ Eqq  EwqhEhq: Then
EqqD
w
qhDqh ¼ Eqq; EgqDwqhDqh ¼ Egq and EhqDwqhDqh ¼ Ehq: ð10Þ
Lemma 4.3. Let
P11 ¼ 1 P12E½h  P13E½q; P12 ¼ PT21; P13 ¼ E½hTP23  E½qTP33;
P21 ¼ P22E½h  P23E½q; P22 ¼ Ewhh  P23EqhEwhh; P23 ¼ PT32;
P31 ¼ P33E½q  P32E½h; P32 ¼ P33EwqhEwhh; P33 ¼ Dwqh:
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Then
Ewss ¼
P11 P12 P13
P21 P22 P23
P31 P32 P33
2
64
3
75: ð11Þ
Proof. Let
t ¼ 1
h
" #
; G11 ¼ 1 G12E½h; G12 ¼ E½hTG22; ð12Þ
G21 ¼ GT12; G22 ¼ Ewhh and G ¼
G11 G12
G21 G22
" #
: ð13Þ
Then
Ewtt ¼ G: ð14Þ
The validity of Eq. (14) is shown by the following observations. We have
EttGEtt ¼
Q11 Q12
Q21 Q22
" #
;
where
Q11 ¼ G11 þ E½hTG21 þ G12E½h þ E½hTG22E½h ¼ 1;
Q12 ¼ G11E½hT þ E½hTG21E½hT þ G12Ehh þ E½hTG22Ehh ¼ E½hT;
Q21 ¼ E½hG11 þ EhhG21 þ E½hG12E½h þ EhhG22E½h ¼ E½h
and
Q22 ¼ E½hG11E½hT þ EhhG21E½hT þ E½hG12Ehh þ EhhG22Ehh ¼ Ehh:
Hence, EttGEtt ¼ Ett; i.e. the ﬁrst Moore–Penrose condition is satisﬁed. The
remaining Moore–Penrose conditions for Ewtt; deﬁned by (14), are easily veriﬁed as
well, and therefore (14) is valid.
Next, let
R11 ¼ Ewtt  R12EqtEwtt; R12 ¼ RT21; R21 ¼ R22EqtEwtt and R22 ¼ Dwqt:
ð15Þ
Similar to the above and on the basis of Lemmas 1 and 2; it can be shown that
Ewss ¼
R11 R12
R21 R22
" #
; ð16Þ
where Dqt ¼ Eqq  EqtEwttEtq ¼ Eqq  EqhEwhhEhq ¼ Dqh: Then (11) follows from (16)
by virtue of (12)–(15). &
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5. The main results
In this section, we give solutions to the minimization problems posed above and
provide the error analysis associated with the solutions.
5.1. Solution of the problem
For any matrix M we write Mð:; n1:n2Þ to denote a matrix consisting of n2  n1 þ 1
successive columns of M beginning from the column numbered by n1:
Let
Kj ¼ Kj ½I  E1=2vjvj ðE1=2vj vj Þw;
where KjARm	ð2vþ1Þ is an arbitrary matrix and I is the identity matrix, and let
KUj ¼Kjð:; 1:1Þ; KVj ¼Kjð:; 2:nþ 1Þ and KWj ¼Kjð:; nþ 2:2nþ 1Þ:
We also denote zj ¼ x2j ;
%Uj ¼ E½x  %VjE½xj  %WjE½zj ; %Vj ¼ ðExxj  %WjEzjxj ÞEwxj xj ð17Þ
and
%Wj ¼ ðExzj  ExxjEwxjxjExjzj ÞDwzjxj : ð18Þ
The following theorem provides the solution to problem (3) both in terms of pseudo-
inverse matrix Ewvj vjAR
ð2nþ1Þ	ð2nþ1Þ and in terms of smaller pseudo-inverse matrices
Ewxj xjAR
n	n;DwzjxjAR
n	n: The latter is used for a computation of the alternative
representation of the estimate xjþ1 ¼ T˜jvj given by Eq. (27) below.
Theorem 5.1. The unconstrained minimum (3) is achieved for
T˜j ¼ ½U˜j V˜j W˜j  ¼ Exvj Ewvj vj þKj ð19Þ
where
U˜j ¼ %Uj þKUj ; V˜j ¼ %Vj þKVj and W˜j ¼ %Wj þKWj : ð20Þ
Proof. By the direct analogy with the proof of Lemma 1 in [20], it can be shown
that
Exvj E
w
vjvj
Evj vj ¼ Exvj ð21Þ
and then
JðTjÞ ¼Lj þ trfðTj  Exvj Ewvjvj ÞEvjvj ðTj  Exvj Ewvjvj ÞTg
¼Lj þ jjðTj  Exvj Ewvjvj ÞE1=2vj vj jj
2; ð22Þ
where
Lj ¼ trfExx  Exvj Ewvjvj Evjxg: ð23Þ
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The minimum of this functional is achieved if
TjE
1=2
vjvj
¼ Exvj ðE1=2vjvj Þ
w; ð24Þ
where we used the equation
Ewvjvj E
1=2
vjvj
¼ ð½E1=2vjvj 
T
E1=2vj vj Þ
w½E1=2vj vj 
T ¼ ðE1=2vjvj Þ
w ¼ ðEwvj vj Þ
1=2: ð25Þ
The necessary and sufﬁcient condition [1] for Eq. (24) to have a solution is
Exvj ðE1=2vj vj ÞwðEwvj vj Þ1=2E
1=2
vj vj ¼ Exvj ðEwvjvj Þ1=2 which is satisﬁed on the basis of (25), and
therefore it follows from [1, pp. 39–40] that the solution is given by Tj ¼ T˜j:
Next, on the strength of Lemma 3; it is easy to see that
Exvj E
w
vjvj
¼ ½ %Uj %Vj %Wj: ð26Þ
Then (20) follows from (19) and (26).
The theorem is proved. &
Remark 5.1. Particular cases of Eqs. (19) and (21) with vj ¼ y and Wj ¼ O assumed
true in [9] are correct provided that the ﬁrst equation in Lemma 4.1 has been
proved.
Corollary 5.1. The best estimate of x in the sense (3) is given by (1) where %Tj is defined
by (19).
Corollary 5.2. The equivalent representation of estimate (1) is
xjþ1 ¼ T˜jvj ¼ U˜j þ V˜jxj þ W˜jzj ð27Þ
with U˜j; V˜j and W˜j defined by (20). The error associated with estimate (1),(27) is
E½jjx  xjjj2 ¼ Lj1 ¼ trfExx  Exvj1Ewvj1vj1Evj1xg: ð28Þ
Proof. Eq. (28) follows directly from (22), (23) and (24). &
The representation of estimate xjþ1 in the form (27) can be computationally more
effective compared with the form given in Eq. (1).
Note, that it is natural to chooseKUj ¼ O; KVj ¼ O andKWj ¼ O in Eqs. (20)
and (27), where O is the zero matrix/vector.
Deﬁnition 5.1. The estimate given by Eqs. (1), (19) or by (27) is called the ðj þ 1Þth
unconstrained estimate of x:
Next, to ﬁnd matrix T0pr giving the minimum (7) subject to constraint (6) we use the
notation as follows. Let
GSQT ¼ ExvpðE1=2vpvpÞw ð29Þ
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be the singular-value decomposition (SVD) of ExvpðE1=2vpvpÞw where
G ¼ ½g1;y; g2nþ1ARm	ð2nþ1Þ and Q ¼ ½q1;y; q2nþ1ARð2nþ1Þ	ð2nþ1Þ
are orthogonal matrices and
S ¼ diagðs1;y; s2vþ1ÞARð2nþ1Þ	ð2nþ1Þ
is a diagonal matrix with s1X?Xsl40 and slþ1 ¼? ¼ s2nþ1 ¼ 0: Put Gr ¼
½g1;y; gr; Qr ¼ ½q1;y; qr and Sr ¼ diagðs1;y; srÞ and deﬁne
Pr ¼ Prðx;vpÞ ¼ GrSrQTr : ð30Þ
The desired estimator T; given by Eq. (4), is deﬁned by the following theorem.
Theorem 5.2. The constrained minimum (7) is achieved for
T0pr ¼ PrðE1=2vpvpÞ
w þ Mp½I  E1=2vpvpðE1=2vpvpÞ
w; ð31Þ
where MpARm	ð2nþ1Þ is an arbitrary matrix, and this minimum is
JðT0prÞ ¼ Lp þ jjPr  ExvpðEwvpvpÞ
1=2jj2: ð32Þ
Proof. Similar to (22) we have
JðT˜pÞ ¼ Lp þ jjðT˜p  Exvp EwvpvpÞE1=2vpvp jj
2; ð33Þ
where Ewvpvp E
1=2
vpvp ¼ ðE1=2vpvpÞw (see (25)). Functional (33) achieves the minimum subject
to constraint (6) if [3]
T˜pE
1=2
vpvp
¼ Pr: ð34Þ
The solution to this equation is given [1] by T˜p ¼ T0pr where T0pr is deﬁned by Eq. (31).
Eq. (32) follows directly from the above.
The theorem is proved. &
Remark 5.2. The methods of matrices Exvj ; Evj vj estimation and associated error
analysis can be found, for example, in [12,22].
Remark 5.3. The ðj þ 1Þth unconstrained estimate xjþ1 of x with j ¼ 0; 1;y; p  1;
and the constrained estimate T0prvp of x; are not unique because Kj and Mp are
arbitrary matrices.
We note that the non-uniqueness of the particular case [9] of the proposed
estimator has not been established there.
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5.2. Error analysis associated with estimator T
The optimal estimator T results in the estimate
xp;r ¼TðyÞ ¼ T0prvp: ð35Þ
Theorem 5.3. Let
DðxjÞ ¼ jjðExzj  ExxjEwxj xjExjzj ÞðDwzjxj Þ
1
2jj2: ð36Þ
The error associated with the optimal estimator T is
E½jjx TðyÞjj2 ¼ trfExxg þ
Xl
i¼rþ1
s2i  jjExyðEwyyÞ1=2jj2 
Xp1
j¼0
DðxjÞ: ð37Þ
Proof. Let us ﬁrst show that the error associated with the pth unconstrained estimate
xp (1) is
E½jjx  xpjj2 ¼ trfExxg  jjExyðEwyyÞ1=2jj2 
Xp1
j¼0
DðxjÞ: ð38Þ
Indeed it follows from (22) and (23) that
E½jjx  xpjj2 ¼ trfExx  Exvp1Ewvp1vp1Evp1xg; ð39Þ
where on the strength of Lemma 3;
trfExvp1Ewvp1vp1Evp1xg ¼ trfE½xE½xTg þ jjExxp1ðEwxp1xp1Þ
1=2jj2
þ Dðxp1Þ: ð40Þ
Therefore,
E½jjx  xpjj2 ¼ trfExxg  jjExxp1ðEwxp1xp1Þ1=2jj2  Dðxp1Þ: ð41Þ
Hence, for p ¼ 1 Eq. (38) follows directly from (41).
Let us assume that (38) is true for p ¼ k: To prove that (38) is now true for
p ¼ k þ 1; we need some preliminaries.
Let us denote
t ¼ x  E½x; ti ¼ xi  E½xi; W ¼ zi  E½zi;
and consider the functional
JtðUi; Vi; WiÞ ¼ E½jjt ðUi þ Viti þ WiWiÞjj2: ð42Þ
It is easy to see that
min
Ui ;Vi ;Wi
JtðUi; Vi; WiÞ ¼ min
Vi ;Wi
JrðVi; WiÞ; ð43Þ
where
JtðVi; WiÞ ¼ JtðO; Vi; WiÞ:
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Note that the functional JrðVi; WiÞ can be written as
JtðVi; WiÞ ¼ JtðZiÞ ¼ E½jjt Ziyijj2; ð44Þ
where Zi ¼ ½Vi Wi and yi ¼ ½tiWi:
Next, let
DWiti ¼ EWiWi  EWiti Ewtiti EtiWi : ð45Þ
Then matrices
Vˇi ¼ ðEtti  WˇiEWitiÞEwWiti þKVi; ð46Þ
Wˇi ¼ ðEtWi  Etti Ewtiti EtiWiÞDwWiti þKWi ð47Þ
and
Zˇi ¼ Etyi Ewyiyi þ Mi½I  E
1=2
yiyi
ðE1=2yiyi Þ
w; ð48Þ
where MiARm	2n is arbitrary, are such that
JtðVˇi; WˇiÞ ¼ min
Vi ;Wi
JtðVi; WiÞ and JtðZˇiÞ ¼ min
Zi
JtðZiÞ:
Then for tiþ1 deﬁned by
tiþ1 ¼ Vˇiti þ WˇiWi ¼ ZˇiWi; ð49Þ
we have
E½jjt tiþ1jj2 ¼ trfEtt  Etyi Ewyiyi Eyitg
¼ trfEtt  Etti Ewtiti Etitg  $DðtiÞ; ð50Þ
where
$DðtiÞ ¼ jjðEtWi  Etti Ewtiti EtiWiÞðDwWitiÞ
1=2jj2:
Now, on the strength of (38) with p ¼ k and of (50) with i ¼ k  1;
E½jjx  xkjj2 ¼E½jjt tkjj2 ¼ trfEtt  Etyk1Ewyk1yk1Eyk1tg
¼ trfEttg  jjEtt0ðEwt0t0Þ
1=2jj2 
Xk1
j¼0
$DðtjÞ; ð51Þ
since
Exx ¼ Ett; Ezixi ¼ EWiti ; Exzi ¼ EtWi and Exixi ¼ Etiti : ð52Þ
Eqs. (48) and (49) imply that
Ettk ¼E½tyTk1ðZˇk1ÞT ¼ Etyk1Ewyk1yk1Eyk1t
þ Etyk1fI  ðEwyk1yk1Þ
1=2
E
1=2
yk1yk1gMTi ¼ Etyk1E
w
yk1yk1Eyk1t:
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Analogously,
Etktk ¼ E½Zˇk1yk1yTk1ðZˇk1ÞT ¼ Etyk1Ewyk1yk1Eyk1t:
As a result, we have
Ettk E
w
tktk Etkt ¼ Etyk1Ewyk1yk1Eyk1t: ð53Þ
Thus, on the basis of (50) and (53),
E½jjt tkþ1jj2 ¼ trfEtt  Ettk Ewtktk Etktg  $DðtkÞ
¼ trfEtt  Etyk1Ewyk1yk1Eyk1tg  $DðtkÞ; ð54Þ
and therefore (51) implies
E½jjt tkþ1jj2 ¼E½jjx  xkþ1jj2
¼ trfEttg  jjEtt0ðEwt0t0Þ
1=2jj2 
Xk1
j¼0
$DðtjÞ  $DðtkÞ: ð55Þ
Then (38) with p ¼ k þ 1 follows from (55) on the basis of (52). By virtue of that, the
error estimate (38) is proved.
Next, it follows from (28), (32) that
E½jjx  xp;rjj2 ¼ JðT0prÞ ¼ E½jjx  xpjj2 þ jjPr  Exvp1ðEwvp1vp1Þ1=2jj2; ð56Þ
where [3]
jjPr  Exvp1ðEwvp1vp1Þ
1=2jj2 ¼
Xl
i¼rþ1
s2i : ð57Þ
Hence, (38), (56) and (57) prove (37). &
Remark 5.4. It follows from Eq. (37) that the error associated with the proposed
estimator T is decreasing with an increase in the number of iterations p:
Remark 5.5. The second-degree term Wx2j in (1), (2) is an important ingredient of
the estimator T: Firstly, the term
Dðx0Þ ¼ jjðExz0  Exx0Ewx0x0Ex0z0ÞðDwz0x0Þ
1
2jj2
which decreases the value E½jjx TðyÞjj2 in (37), is a result of implementing the
term Wx20 in (1), (2). Secondly, if Wx
2
j ¼ O then procedure (1), (35) gives no decrease
in the error E½jjx TðyÞjj2 for j ¼ 1; 2;y since in this case, DðxjÞ ¼ 0 for
j ¼ 1; 2;y :
Remark 5.6. The proposed approach generalizes PCA and the known methods
based on modiﬁcations of the PCA idea as follows. If y ¼ x; p ¼ 0; U0p ¼ O;
W 0p ¼ O; Mp ¼ O in (31), then T0pr coincides with PCA. The best ﬁxed rank linear
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estimator [17], which generalizes PCA, follows from (31) as a particular case if
p ¼ 0; U0p ¼ O; W 0p ¼ O and if the matrix E½yyT is invertible. The extension [9] of
the method [17] to the case where invertibility of E½yyT is not assumed, also follows
from (31) if p ¼ 0; U0p ¼ O and W 0p ¼ O: The best unconstrained estimator of
the second order [18] produces the estimate which coincides with (27) if j ¼ 0 and
U˜0 ¼ O:
5.3. Comparative analysis of errors associated with estimators T and Hg [9]
Let Sgðx;yÞ be the truncated SVD of ExyðE1=2yy Þw deﬁned similarly to Eqs. (29), (30)
but with the replacement of vp by y and of r by g such that gpm:
The estimator Hg proposed in [9] can be written in the general form as follows:
Hg ¼ Sgðx;yÞðE1=2yy Þw þ Kg½I  E1=2yy ðE1=2yy Þw; ð58Þ
where KgARm	n is any matrix such that rank Hgpgos with s the number of nonzero
singular values b1;y; bs of the matrix ExyðE1=2yy Þw:
We note that estimator (58) is not unique due to the arbitrary matrix Kg:
As it has been mentioned before, the estimator Hg is optimal in the class of the
linear estimators and it is a particular case of the proposed nonlinear estimator T
deﬁned by Eqs. (4), (31) when p ¼ 0; U0p ¼ O and W 0p ¼ O:
Let us compare the error E½jjx  Hgyjj2 associated with the estimator Hg (58) and
the error E½jjx TðyÞjj2 associated with a particular case $T of the proposed
estimator when U0j ¼ O in (31), (35), as in [9], but for all j ¼ 1; 2;y; p in (1)–(7).
The equations representing estimator $T follow from (1), (17)–(20),(27), (29)–(31),
(35) when U˜j ¼ %Uj ¼ U0p ¼ O; and they are as follows:
xˇp;r ¼ $TðyÞ ¼ Tˇp;r $vp; ð59Þ
where $vj ¼ xˇjzˇj
 
; zˇj ¼ xˇ2j ;
Tˇp;r ¼ Prðx;$vpÞðE1=2$vp $vpÞ
w þ Mp½I  E1=2$vp $vpðE
1=2
$vp $vp
Þw; ð60Þ
xˇjþ1 ¼ Tˇj $vj ¼ Vˇj xˇj þ Wˇjzˇj ; ð61Þ
Tˇj ¼ Ex$vj Ew$vj $vj þ $Kj ¼ ½Vˇj Wˇj; ð62Þ
$Kj ¼ Kj ½I  E1=2$vj $vj ðE
1=2
$vj $vj
Þw; ð63Þ
Vˇj ¼ ðExxˇj  WˇjEzˇj xˇj ÞEwxˇj xˇj þ $Kjð:; 1:nÞ; ð64Þ
Wˇj ¼ ðExzˇj  Exxˇj Ewxˇj xˇj Exˇj zˇj ÞD
w
zˇj xˇj
þ $Kjð:; nþ 1:2nÞ ð65Þ
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and where Prðx;$vpÞ is deﬁned similarly to (30),
Prðx;$vpÞ ¼ Gˇr $SrQˇTr ð66Þ
with Gˇr ¼ ½ $g1;y; $gr; Qˇr ¼ ½qˇ1;y; qˇr and $Sr ¼ diagð $s1;y; $srÞ formed from
orthogonal matrices Gˇ ¼ ½ $g1;y; $g2nARm	2n; Qˇ ¼ ½ $g1;y; $g2nAR2n	2n and from
diagonal matrix $S ¼ diagð $s1;y; $s2nÞARð2nÞ	ð2nÞ with $s1X?X $sl40 and $slþ1 ¼
? ¼ $s2n ¼ 0; respectively, such that
Gˇ $SQˇT ¼ Ex$vpðE1=2$vp $vpÞ
w: ð67Þ
Matrix Dzˇjxˇj in (65) is deﬁned in accordance with (45). We also denote
$Dj ¼ jjðExzˇj  Exxˇj Ewxˇj xˇj Exˇj zˇj ÞðD
w
zˇj xˇj
Þ1=2jj2
and
X ¼
Xp1
j¼0
$Dj þ
Xs
i¼gþ1
b2i 
Xl
k¼rþ1
$s2k:
Theorem 5.4. The error E½jjx  $TðyÞjj2 associated with the proposed estimators
(59)–(66) is less than the error E½jjx  HgðyÞjj2 associated with the estimator (58), [9],
for X; i.e.
E½jjx  HgðyÞjj2  E½jjx  $TðyÞjj2
¼
Xp1
j¼0
$Dj þ
Xs
i¼gþ1
b2i 
Xl
k¼rþ1
$s2k: ð68Þ
Proof. Similar to (37) we have
E½jjx  $TðyÞjj2 ¼ trfExxg þ
Xl
k¼rþ1
$s2k  jjExyðEwyyÞ1=2jj2 
Xp1
j¼0
$Dj: ð69Þ
The equation for the error E½jjx  HgðyÞjj2;
E½jjx  HgðyÞjj2 ¼ trfExxg þ
Xl
i¼gþ1
b2i  jjExyðEwyyÞ1=2jj2 ð70Þ
is derived from (58) by virtue of Lemma 1; and then (68) is obvious. &
Corollary 5.3. If
Xl
k¼rþ1
$s2ko
Xp1
j¼0
$Dj þ
Xs
i¼gþ1
b2i ð71Þ
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then
E½jjx  $TðyÞjj2oE½jjx  HgðyÞjj2:
Proof. The proof follows directly from the above. &
Thus, inequality (71) is the condition for a better performance of the proposed
estimator compared with estimator (58), [9]. In particular, inequality (71) takes place
for the case when r ¼ g; where r and g are numbers of principal components
produced by methods (59)–(66) and (58), [9], respectively. In other words, if (71) is
true then for the same r and g; the error associated with our method (59)–(66) is less
than the error associated with method (58), [9].
Note that condition (71) is not hardly restrictive and is normally satisﬁed, mainly
due to the term
Pp1
j¼0 $Dj :
5.4. A special case: the errors E½jjx  HgðyÞjj2 and E½jjx  $TðyÞjj2 are the same
Let us now consider the case when errors (69), (70) associated with methods (59)–
(66) and (58), [9] are the same, and consider the corresponding rank values r and g
(i.e. the numbers r and g of the corresponding principal components of methods
(59)–(66) and (58), [9] respectively).
First, note that the RHS’s of expressions (69), (70) contain the same constant term
trfExxg  jjExyðEwyyÞ1=2jj2; and the terms
Pl
k¼rþ1 $s
2
k 
Pp1
j¼0 $Dj and
Pl
i¼gþ1 b
2
i which
are variable with respect to r; p; and g:
Let us suppose that
E½jjx  HgðyÞjj2 ¼ E½jjx  $TðyÞjj2 ¼: e:
Then Eq. (68) implies that
Xs
i¼gþ1
b2i ¼
Xl
k¼rþ1
$s2k 
Xp1
j¼0
$Dj; ð72Þ
where the LHS and RHS are the variable terms of errors (69), (70) associated with
methods (59)–(66) and (58), [9].
We observe that the RHS in (72) can be reduced by increasing the number of
iterations p in our method (1), (35). The corresponding reduction of the LHS in (72)
can only be made by increasing the number g in the estimator (58) produced by the
method [9]. Hence, to achieve the same accuracy e; methods (59)–(66) use, in general,
a smaller number r of the principal components than the PCA and its modiﬁcation
(58), [9].
Moreover, for some et where et ¼ E½jjx  $TðyÞjj2; the accuracy E½jjx  $TðyÞjj2
cannot be achieved by method (58), [9] for any g in (58), (70).
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Remark 5.7. Eqs. (37), (68)–(70), (72) substantiate the remark made in Section 1: the
proposed method possess three degrees of freedom as follows: the number p of
iteration loops in (1), (2) and (5), the degree of the approximants Tjvj and Tˇpvp in (2)
and (5) respectively,3 and the rank r of T0p;r in (5), (6). In contrast, the performance of
the method (58), [9] can be regulated by a variation of the rank g only.
Remark 5.8. PCA is a particular case of the method [9,17] (see Remark 5.6)
and therefore the results of the comparative analysis above are valid for PCA
as well.
6. Concluding remarks
We have proposed a method which generalizes and improves PCA and its recent
modiﬁcations. The novelties are that the estimator is constructed from the second-
degree operator and the estimation procedure exploits the advantageous features of
both best approximation techniques and iterative processes.
The error analysis given by expressions (37),(68), (71), (72) demonstrates that the
advantages of the proposed approach over PCA [10] and its recent generalisations
[9,17,23] are as follows:
(i) under condition (71), for the same rank r (i.e. for the same number of principal
components r), the error associated with our method can be made less than the errors
associated with the techniques [9,10,17,23] both by exploiting the second degree
term in (1), (35), (59), (61) and by increasing the number of iterations p in (1), (61);
and
(ii) for the same errors associated with the method (1), (35) and the methods
[9,10,17,23], our method (1), (35) generates a smaller number of principal
components.
These features imply that the proposed technique is preferable for many applied
problems of the high dimensionality which have been considered, for example, in
[2,9,10,17,23].
Note, in particular, that the results of this paper can be interpreted as a method of
best constrained approximation for identity mapping. Therefore, another applica-
tion area of the proposed approached is constructive operator approximation. A
background in nonlinear operator approximation can be found, for example, in
[5,7,6,8,19,20].
Acknowledgments
The authors are grateful to an anonymous reviewer for useful comments which
helped to improve the paper.
ARTICLE IN PRESS
3For instance, W˜j ¼ O in (1) and W 0paO in (4) imply the estimates of the ﬁrst- and of the second-degree
correspondingly.
A. Torokhti, P. Howlett / Journal of Multivariate Analysis 86 (2003) 293–309308
References
[1] A. Ben-Israel, T.N.E. Greville, Generalized Inverses: Theory and Applications, John Wiley & Sons,
New York, 1974.
[2] K. Fukunaga, Introduction to Statistical Pattern Recongnition, Academic Press, Boston, 1990.
[3] G.H. Golub, C.F. Van Loan, Matrix Computations, Johns Hopkins University Press, Baltimore,
1996.
[4] H. Hotelling, Analysis of a complex of statistical variables into principal components, J. Educ.
Psychol. 24 (1933) 417–441 and 498–520.
[5] P.G. Howlett, A.P. Torokhti, A methodology for the constructive approximation of nonlinear
operators deﬁned on non-compact sets, Numer. Funct. Anal. Optim. 18 (1997) 343–365.
[6] P.G. Howlett, C.E.M. Pearce, P. Torokhti, A best linear estimator for random vectors with values in
Hilbert space, Math. Res., St. Petersburg 4 (1999) 99–107.
[7] P.G. Howlett, A.P. Torokhti, Weak interpolation and approximation of non-linear operators on the
space Cð½0; 11Þ; Numer. Funct. Anal. Optim. 19 (1998) 1025–1043.
[8] P.G. Howlett, A.P. Torokhti, C.E.M. Pearce, The modelling and numerical simulation of causal non-
linear systems, Nonlinear Analysis: Theory, Methods Appl. 47 (2001) 5559–5572.
[9] Y. Hual, W.Q. Liu, Generalized Karhunen–Loe`ve transform, IEEE Signal Process. Lett. 5 (1998)
141–143.
[10] I.T. Jolliffe, Principal Component Analysis, Springer-Verlag, New York, 1986.
[11] K. Karhunen, U¨ber Lineare Methoden in der Wahrscheinlichkeitsrechnung, Ann. Acad. Sci.
Fennicae, Ser. A137 (1947).
[12] E.I. Lehmann, Testing Statistical Hypotheses, John Wiley, New York, 1986.
[13] M. Loe`ve, Fonctions Ale´atoires de Second Order, in: P. Le´vy (Ed.), Processus Stochastiques et
Mouvement Brownien, Hermann, Paris, 1948.
[14] D.G. Luenberger, Optimization by Vector Space Methods, John Wiley & Sons, Inc., New York,
1969.
[15] F.A. Ocan˜a, A.M. Aguilera, M.J. Valderrama, Functional principal components analysis by choice of
norm, J. Multivariate Anal. 71 (1999) 262–276.
[16] K. Pearson, On lines and planes of closet ﬁt to systems of points in space, Philos. Mag. 6 (2) (1901)
559–572.
[17] L.L. Scharf, The SVD and reduced rank signal processing, Signal Process. 25 (1991) 113–133.
[18] A. Torokhti, P. Howlett, An optimal ﬁlter of the second order, IEEE Trans. Signal Process. 49 (2001)
1044–1048.
[19] A.P. Torokhti, P.G. Howlett, On the constructive approximation of non-linear operators in the
modelling of dynamical systems, J. Austral. Math. Soc. Ser. B 39 (1997) 1–127.
[20] A.P. Torokhti, P.G. Howlett, On the best quadratic approximation of nonlinear systems, IEEE
Trans. Circuits Systems. Part 1, Fund. Theory Appl. 48 (2001) 595–602.
[21] A. Torokhti, P. Howlett, Method of recurrent best estimators of second degree for optimal ﬁltering of
random signals, Signal Processing 83 (2003) 1013–1024.
[22] V.N. Vapnik, Estimation of Dependences Based on Empirical Data, Springer-Verlag, New York,
1982.
[23] Y. Yamashita, H. Ogawa, Relative Karhunen–Loe`ve transform, IEEE Trans. Signal Process. 44
(1996) 371–387.
ARTICLE IN PRESS
A. Torokhti, P. Howlett / Journal of Multivariate Analysis 86 (2003) 293–309 309
