Abstract. Differential rotation is known to suppress linear instabilities in fusion plasmas. However, numerical experiments show that even in the absence of growing eigenmodes, subcritical fluctuations that grow transiently can lead to sustained turbulence, limiting the ability of the velocity shear to suppress anomalous transport. Here transient growth of electrostatic fluctuations driven by the parallel velocity gradient (PVG) and the ion temperature gradient (ITG) in the presence of a perpendicular (E × B) velocity shear is considered. The maximally simplified (but most promising for transport reduction) case of zero magnetic shear is treated in the framework of a local shearing box approximation. In this case there are no linearly growing eigenmodes, so all excitations are transient. In the PVG-dominated regime, the maximum amplification factor is found to be e N with N ∝ q/ǫ (safety factor/aspect ratio), the maximally amplified wavenumbers perpendicular and parallel to the magnetic field are related by k y ρ i ≈ (ǫ/q) 1/3 k v thi /S, where ρ i is the ion Larmor radius, v thi the ion thermal speed and S the E × B shear. In the ITGdominated regime, N is independent of wavenumber and N ∝ v thi /(L T S), where L T is the ion-temperature scale length. Intermediate ITG-PVG regimes are also analysed and N is calculated as a function of q/ǫ, L T and S. Analytical results are corroborated and supplemented by linear gyrokinetic numerical tests. Regimes with N 1 for all wavenumbers are possible for sufficiently low values of q/ǫ ( 7 in our model); ion-scale turbulence is expected to be fully suppressed in such regimes. For cases when it is not suppressed, an elementary heuristic theory of subcritical PVG turbulence leading to a scaling of the associated ion heat flux with q, ǫ, S and L T is proposed; it is argued that the transport is much less "stiff" than in the ITG regime.
Introduction
It has long been understood that anomalous transport in tokamaks is caused by turbulence at or just above the ion Larmor scale, which is powered by drift instabilities extracting free energy from background gradients. The ion-temperature-gradient (ITG) instability [40, 15, 31] and the resulting turbulence [17] have been identified as a particular culprit. With the advent first of gyrofluid and then gyrokinetic numerical simulations, ITG turbulence has been the main focus of numerical studies aiming to map out levels of turbulent transport expected for any given set of equilibrium parameters (mean profile gradients and the magnetic configuration) [30, 18, 29, 8] . These studies assumed that the differential (toroidal) rotation of the tokamak plasmas, caused by momentum injection from the heating beams, had a negligible effect on the turbulence and on the resulting transport. This, however, is known to be an inadequate approximation for many devices and configurations in which the rotational shear can be comparable to the typical turbulent rate of strain. Linear eigenmode analysis [3, 5, 20, 14] suggests that the ITG growth rates are reduced and can be completely quenched by E × B shear. A reduction or even complete suppression of associated transport was therefore expected and indeed found numerically, at least for some parameter regimes [28, 39, 9 ] -a result that kindled high hopes for controlling turbulence with shear and achieving transport bifurcations to steeper temperature gradients [21, 48] .
Since the tokamak rotation is (to lowest order in the gyrokinetic expansion) purely toroidal [27, 16, 10, 13, 2] , strong perpendicular E × B shear comes at the price of a (stronger by a factor of q/ǫ) parallel velocity gradient (PVG) -which is itself a source of free energy and so can trigger a drift instability [11] , which in turns gives rise to turbulence and anomalous transport [47, 19, 7] . This instability is in fact also suppressed by the E × B shear, but only in the sense that no unstable eigenmodes survive at large enough velocity and small enough magnetic shear: transient linear amplification is still possible [45, 46, 35] . This transient amplification (illustrated in figure 1 ) can be sufficient to give rise to subcritically excited turbulence [7, 25, 26] . It is this turbulence that limits the effectiveness of differential rotation in suppressing anomalous transport. While transport bifurcations are still possible [25, 26, 37] , finding them in the parameter space turns out to be quite a delicate task, mostly because the subcritical PVG turbulence is a largely unexplored phenomenon. In particular, it is not amenable to the usual "quasilinear" mixing-length-type arguments because those are based on the calculation of linear growth rates -and it is not obvious what should replace them for subcritical turbulence.
We take the rather obvious view that addressing this problem should start from a systematic understanding of the linear transient amplification of gyrokinetic fluctuations in the presence of velocity shear. The purest example is presented by the limit of zero (negligibly low) magnetic shear, which has the twin advantages of analytical simplicity and of being most amenable to transport bifurcations or at least reduced levels of turbulent transport -as suggested both by numerical experiments [25, 26] and laboratory measurements [32, 33] . Formally, this regime supports no growing eigenmodes at any finite value of velocity shear, so we can focus on transient amplification and its dependence on the parameters of the problem (the ion temperature gradient, the velocity shear, the safety factor q and the device aspect ratio ǫ) without the complications of dealing with the transition to linear eigenmode stability. This is the kinetic treatment of this problem, following in the footsteps of the fluid theory [35] (which was done for a finite magnetic shear; note that zero magnetic shear is formally a singular limit). Since much of the transport modeling for fusion devices relies on gyrokinetic simulations, it is important to ascertain that the linear behaviour predicted analytically is reproducible in direct gyrokinetic simulations with standard numerical codes. In what follows, we do this using the AstroGK code [36] , which, for all practical purposes, is the slab version of the widely used fusion code GS2 2 (running GS2 itself in slab mode produces similar results). The code solves (2) and (3) with nonlinearity switched off and a collision operator [1, 6] added to provide small-scale regularisation in phase space. These simulations demonstrate the degree to which our asymptotic results represent an adequate description of realistic parameter regimes and how the transition from the short-time to the long-time limit occurs, subject also to (minor) modifications of our results by collisions, finite resolution and numerical inaccuracies.
The rest of the paper is organised as follows. In § 2, we introduce gyrokinetics in a shearing box -the governing equations of the minimal model we have chosen to treat. In § 3, we consider a further simplified limit in which the ITG drive is negligible compared with the PVG drive and so we can concentrate on the essential properties of the latter, namely, work out how the transient amplification time and the amplification exponent depend on the velocity shear, q and ǫ and which wavenumbers prove most prone to being amplified. In § 4, we generalise these considerations by including the ITG. Both analytical and (linear) numerical results are presented throughout. A qualitative summary of the linear regime and a comparison with the fluid limit treated in [35] are given in § 5. Finally, in § 6, a criterion for the onset of subcrtitical PVG turbulence is proposed, followed by a very crude heuristic theory of this turbulence and of the resulting heat transport -these considerations provide a version of the standard mixing-length "quasilinear" arguments suitable for transiently growing fluctuations and a set of scaling predictions in the spirit of [8] . In particular, we give a semi-quantitative form to the argument that heat transport must be much much less "stiff" in the presence of velocity shear [32, 33, 25, 26] than in in the standard ITG regime because the turbulence is no longer driven by the temperature gradient.
Gyrokinetics in a shearing box
Consider a plasma in a strong mean magnetic field. On the assumption of axisymmetry, this field can be expressed in the form B = I(ψ)∇φ+∇ψ×∇φ, where ψ (magnetic flux) and I(ψ) are two scalar functions determined by solving the mean MHD equilibrium equations and φ is the azimuthal angle with respect to which symmetry is assumed. It can be shown (see [2] and references therein) that if such a plasma rotates with some velocity ordered in the gyrokinetic expansion as similar in size to the speed of sound, this mean rotation must be purely azimuthal, the same for both species and with an angular velocity ω that depends on the flux label ψ only: u = ω(ψ)R 2 ∇φ, where R is the radial coordinate. Thus, each of the nested toroidal flux surfaces rotates at its own rate and there is a velocity shear set up by the variation of ω with ψ. In this paper, we will be concerned only with the effect on the plasma stability of this differential character of the rotation. Formally, this effect is isolated by assuming the Mach number M = u/v thi (v thi is the ion thermal speed) to be moderately low. Mathematically, this can be cast as an expansion in M ≪ 1 (subsidiary to the gyrokinetic expansion) where, while the mean velocity is ordered subsonic, u ∼ O(M), its scale length is ordered as O(1/M). Under this scheme, effects such the Coriolis or centrifugal motion (as well as other, more obscure, ones) that scale with the magnitude of the mean velocity are negligible, while velocity gradients are retained.
Let us consider the vicinity of some flux surface ψ = ψ 0 and introduce a local orthogonal Cartesian frame (x, y, z) that is moving with the flux surface ψ 0 and in which x is the cross-flux-surface ("radial") coordinate, z is the coordinate in the direction of the magnetic field and y completes the orthogonal frame (ŷ =ẑ ×x). Then the velocity field can be replaced by a pure linear shear flow:
where B p = |∇ψ|/R is the poloidal magnetic field (see Appendix A.1 for details; figure  2 illustrates the geometry). This model might be called the "flying slab approximation," or, perhaps more conventionally, the shearing box -a common analytical simplification in the fluid dynamics of differentially rotating systems [23] . We will make three further simplifying approximations by assuming all fluctuations to be electrostatic, electrons to have purely Boltzmann response and the mean magnetic field to be (locally) straight and uniform, so it has neither curvature nor variation of magnitude nor shear (which means that the magnetic drifts can be dropped). With all these assumptions and working in the flying slab (shearing box), we can write the gyrokinetic system of equations in the following form (see Appendix A)
where h(t, R, w, w ) is the ion gyrocentre distribution function, F 0 (ψ, w) the equilibrium Maxwellian (of the ions),φ(t, r) = Zeϕ/T i the nondimensionalised electrostatic potential (Ze is the ion charge), ρ i the ion Larmor radius, n i the ion number density, w the particles' peculiar velocity with respect to the mean flow, r the position coordinate, R the guiding-centre coordinate, and the angle brackets denote the gyroaverages holding constant the coordinate appearing in their subscript (the precise definitions are provided in Appendix A). We have defined the equilibrium gradients and two other standard parameters as follows 1
where n i and T i are the ion density and temperature, respectively, and B φ is the azimuthal mean magnetic field.
Note that the velocity shear S appears in two ways in (2): as perpendicular shear (multiplying x ∂/∂y) and as parallel shear (multiplying F 0 in the right-hand side). The perpendicular shear rips apart the unstable fluctuations and will have a stabilising effect, whereas the parallel shear (the PVG) acts as a source of free energy in a manner analogous to ITG and drives a drift instability ( § 3.1). The relative size of these two effects is set by the value of q/ǫ.
Case of non-zero magnetic shear
Including a (locally) constant linear magnetic shear into the problem amounts to replacing in (2)
where L s is the scale length associated with the magnetic shear. This appears to introduce complications as we now have an "effective shear" that depends on the particle velocity w . However, since the size of w is constrained by the Maxwellian equilibrium distribution, this term can be neglected provided M s = SL s /v thi ≫ 1. Under this assumption, the theory developed below applies without modification. We note that the "shear Mach number" M s is precisely the parameter that is known to control linear stability and transient amplification of in the ITG-PVG-driven plasmas in the fluid (collisional) limit [35] .
Shearing frame
The next step -standard in treatments of systems with linear shear -is to make a variable transformation (t, r) → (t ′ , r ′ ) that removes the shear terms (Sx∂/∂y):
and similarly for (t, R) → (t ′ , R ′ ). The Fourier transform can then be performed in the primed variables, sõ
where
As usual in the gyrokinetic theory, working in Fourier space allows us to compute the gyroaverages in terms of Bessel functions:
we have shifted the origin of time:
Finally, we rewrite the gyrokinetic system (2)-(3) in the new variables (t ′′ , k ′ ). Since we are interested only in the linear problem here, we will drop the nonlinearity. We also suppress all primes in the variables. The result is
where ω * = k y ρ i v thi /2L n is the drift frequency and
Integral equation for the linearised problem
We integrate (9) with respect to time, assume the initial fluctuation amplitude small compared to values to which it will grow during the subsequent time evolution, rescale time |k |v thi t → t, denote ∆t = t − t ′ , use (10) , in which the velocity integrals involving the Maxwellian F 0 = n e
3/2 are done in the usual way, and obtain finally the following integral equation forφ(t):
whereω * = ω * /|k |v thi = k y ρ i /2|k |L n is the normalised drift frequency,ω S = Sk y ρ i /k v thi the normalised shear parameter, and
, and I 0 and I 1 are modified Bessel functions of the first kind.
Equation (11) is the master equation for the linear time evolution of the plasma fluctuations driven by the ITG (theω * η i term) and the PVG (the (q/ǫ)ω S term).
Solution for the case of strong shear
We will first consider the maximally simplified case of pure PVG drive (strong shear). This is a good quantitative approximation to the general case ifω * , η iω * ≪ (q/ǫ)ω S , which in terms of the basic dimensional parameters of the problem translates into
This is the regime into which the plasma is pushed as the flow shear is increasedunder certain conditions, the transition can occur abruptly, via a transport bifurcation [25, 37, 26] . Besides being, therefore, physically the most interesting, this limit also has the advantage of particular analytical transparency (the more general case including ITG will be considered in § 4).
Thus, neglecting all terms that containω * and η i , (11) becomes
3.1. Short-time limit: the PVG instability Let us first consider the case in which the velocity shear is unimportant except for the PVG drive, i.e., we can approximate λ ≈ λ ′ ≈ k 2 y ρ 2 i /2 and so there is no time dependence in the Bessel functions in (14) . We would also like to be able to assume t ≫ 1 so that the time integration in (14) can be extended to ∞. Formally this limiting case is achieved by ordering k y ρ i ∼ 1 and 1 ≪ t ≪ 1/ω S q/ǫ (in dimensional terms, this is equivalent to St ≪ 1, k v thi t ≫ 1 and 1 ≪ k v thi /S q/ǫ). Physically, this regime is realised in the initial stage of evolution of the fluctuations or, equivalently, in the case of very weak shear but large q/ǫ.
Under this ordering, we can seek solutions to (14) in the formφ(t) =φ 0 exp(−iωt), whereω = ω/|k |v thi is the nondimensionalised complex frequency and ω its dimensional counterpart. The time integral in (14) can be expressed in terms of the plasma dispersion function, which satisfies [22] 
With the aid of these formulae, (11) is readily converted into a transcendental equation forω: (16) is simply the dispersion relation for the ion acoustic wave modified by the PVG drive term. This point is probably best illustrated by considering the coldion/long-wavelength limit
, and so, restoring dimensions in (16), we get
where in the last expression, we have restored dimensions and denoted c s = (Z/2τ ) 1/2 v thi = (T e /m i ) 1/2 , the sound speed. When (q/ǫ)ω S is sufficiently large, the sound wave is destabilised and turns into the PVG instability. Note that it loses its real frequency in this transition.
Some further (elementary) analytical considerations of the PVG instability are relegated to Appendix B.1. Here it will suffice to notice that if the (dimensional) growth rate γ = Im ω is scaled by qS/ǫ and k by (qS/ǫ)/v thi , their mutual dependence is universal for all values of the velocity shear or q/ǫ, namely, Here τ /Z = 1, and the two curves are for k y ρ i = 0.1 (red) and k y ρ i = 1 (brown). The growth rate becomes independent of k y for k y ρ i ≫ 1 (see end of Appendix B.1) and all curves for large k y ρ i are very close to each other and similar in shape to k y ρ i = 1 (see right panel). The mode has no real frequency for k v thi /(qS/ǫ) < k y ρ i ; for k v thi /(qS/ǫ) > k y ρ i , it turns into a damped sound wave: the corresponding frequencies and the damping rate are shown only for k y ρ i = 0.1, as thin blue (dashed) and red (solid) lines, respectively. The discrete points show growth rates calculated by direct linear numerical simulation using the gyrokinetic code AstroGK [36] . Once this rescaling is done, the dispersion relation (16) no longer contains any parameters (except τ /Z, which we can safely take to be order unity). The growth rate, obtained via numerical solution of (16) with τ /Z = 1, is plotted in figure 3 . The maximum growth rate is γ max ≈ 0.10(qS/ǫ). This peak value is reached when k y ρ i ≈ 1.0 and k ≈ 0.10(qS/ǫ)/v thi , i.e., at (q/ǫ)ω S ≈ 10.
The conclusion is that, at least in the initial stage of their evolution, plasma fluctuations in a significant part of the wavenumber space (k y and k are constrained by (B.1)) are amplified by the PVG. This amplification does not, however, go on for a long time as the approximation we adopted to derive the dispersion relation (16) breaks down whenω S t ∼ k y ρ i (or St ∼ 1 if the dimensional units of time are restored) -this gives γt ∼ 0.1(q/ǫ), so, realistically, after barely one exponentiation. The key question is what happens after that. We will see shortly that all modes will eventually decay and that the fastest initially growing modes are in fact not quite the ones that will grow the longest or get maximally amplified.
Long-time limit: transient growth
Let us now investigate the long-time limit,ω S t ≫ 1, k y ρ i (or, in dimensional form, St ≫ 1, k y ρ i St ≫ 1). In this limit, the kernel involving the Bessel function in (14) simplifies considerably: we have λ ≈ω
Working to the lowest nontrivial order in 1/t, we can now rewrite (14) as follows
We will seek a solution to this equation in the form
whereγ(t) = γ(t)/|k |v thi is the effective time-dependent growth rate (nondimensionalised) and γ(t) the dimensional version of it (remember that time is scaled by |k |v thi ).
Because of the exponential in the kernel, the memory of the time-history integral in the right-hand side of (20) is limited, so ∆t ≪ t and we will be able to make progress by expandingφ
We will assume that this expansion can be truncated; the resulting solution will indeed turn out to satisfyγ ′ (t) ≪ 1, with all higher-order terms even smaller. Substituting (22) into (20), we obtain an implicit transcendental equation forγ(t):
This equation can be written in a compact form by invoking once again the plasma dispersion function (15):
-effectively, a time-dependent dispersion relation, reminiscent of the PVG dispersion relation (16).
Transient growth.
First of all, it is immediately clear from (23) that as time increases, (the real part of) the effective time-dependent growth rateγ(t) must decrease and indeed go negative because the right-hand side has to keep up with the increasing left-hand side. Therefore, fluctuations will eventually decay. However, if Reγ(t) is positive for some significant initial period of time, there can be a substantial transient amplification.
We can determine the time t 0 when the transient growth ends by setting Reγ(t 0 ) = 0 in (24) . We immediately find that Imγ(t 0 ) = 0 as well and that . Time evolution of the effective growth rate: the red (bold) line is γ(t) = γ(t)/|k |v thi ω 2 S + 1 obtained as a numerical solution of (26) and plotted vs. t/t 0 (the time axis is logarithmic in base 10). The black (thin) lines are the asymptotics (27) and (32) . The discrete points show the time evolution of the effective growth rate obtained in a direct linear numerical simulation using the gyrokinetic code AstroGK
The short-time-limit PVG growth rate for this case (obtained by solving (16)) is shown as a dotted horizontal line. The time is normalised using (25) for t 0 . The time evolution of the perturbation amplitude for this case is shown in figure 1 .
The dependence of t 0 on k y and k -viaω S = Sk y ρ i /k v thi and via the time normalisation factor of |k v thi | -tells us which modes grow longest. The interesting question, however, is rather which modes get maximally amplified during this transient growth.
Maximal amplification.
The total amplification factor is given by e N , where N = t 0 0 dtγ(t) is the number of exponentiations experienced by the mode during its growth period. In order to determine this, we need to know the time evolution ofγ(t) up to t = t 0 . Using (25) , it is convenient to rewrite (24) as follows
When t ≪ t 0 , the solution is found by expanding the plasma dispersion function iñ γ ≫ 1:
This asymptotic is not valid when t approaches t 0 . More generally, (26) has a solutioñ γ =γ(t/t 0 ), whose functional form is independent of any parameters of the problem. It is plotted in figure 4 together with the asymptotic (27) and with a direct numerical solution showing how the transition between the short-time ( § 3.1) and long-time limits occurs. The amplification exponent is easily found: (29)] and the q/ǫ ≪ 1 asymptotic, the latter straightforwardly obtained from
(but this is purely formal because the long-time conditions St 0 ≫ 1 and k y ρ i St 0 ≫ 1 will be broken in this regime, except for extremely long wavelengths). The discrete points show N max obtained via an AstroGK numerical parameter scan: k v thi /S = 0.5, varying k ⊥ ρ i and holding all other parameters fixed as in figure 4 (note that the asymptotic results do not in fact depend on k or S, although the quality of the long-time asymptotic does).
where we have used (25) for t 0 and computed the integral numerically. It is clear from (27) that the integral converges on its lower limit and is not dominated by it, so it does not matter that we cannot technically use (26) for short times.
According to (28) , N depends on both wavenumbers viaω S only (a plot of this dependence will be given in figure 8 ). Assuming q/ǫ ≫ 1, we find that the amplification exponent is maximised forω S ≈ (ǫ/q) 1/3 , giving
These results are illustrated in the left panel of figure 5 . The amplification time for the maximally amplified modes identified in (29) is, from (25),
where we have restored dimensions to make explicit the dependence of t 0 on k . Thus, we have learned that an entire family of modes, characterised by a particular (linear) relationship between k y and k , given in (29) , will eventually enjoy the same net amplification, even though, as follows from the results of § 3.1, they were not the fastest initially growing modes and some within this equally amplified family started off growing more slowly than others or even decaying. The more slowly growing modes are the longer-wavelength ones and, according to (30) , they compensate for their sluggishness with longer growth times.
Note that (30) confirms that the long-time limit is analytically reasonable because for large q/ǫ, (30) formally satisfies k y ρ i St 0 ∼ (q/ǫ) 2/3 ≫ 1 and also St 0 ≫ 1, provided k v thi /S ≪ q/ǫ. The latter condition is marginally broken by the fastest initially growing modes: indeed, in § 3.1, we saw that they had k v thi /S ∼ 0.1q/ǫ, so for them, St 0 ∼ 3, not really a large number. For all longer-wavelength modes, t 0 is safely within the domain of validity of the long-time limit.
Note also that, as we show at the end of Appendix B.1, the time-dependent dispersion relation (26) and its consequences derived above can be obtained directly from the PVG-instability dispersion relation (16) simply by restoring its k x dependence, setting k x = Sk y t, taking the short-wavelength and long-time limit (k x ρ i ≫ 1, St ≫ 1), and assuming ǫ/q ≪ω S ≪ 1. This calculation underscores the fundamental simplicity of the physics of the transient amplification: perturbations initially destabilised by the PVG are eventually swept by the perpendicular velocity shear into a stable region of the wavenumber space.
Limits on short and long wavelengths.
We have seen that modes with parallel wavenumbers up to k v thi /S ∼ q/ǫ can be transiently amplified. From (29), we conclude that of these, the maximally amplified ones will have perpendicular wavenumbers up to k y ρ i (q/ǫ) 2/3 , i.e., k y ρ i can be relatively large -unlike in the short-time limit treated in § 3.1, where the modes with k y ρ i ∼ 1 grew the fastest (although large k y ρ i were also unstable).
It should be understood that, while there is no ultraviolet cutoff in our theory that would limit the wavenumbers of the growing modes (in either direction), such a cutoff does of course exist in any real system. In the parallel direction, those k that were strongly damped in the short-time limit (see (B.1)) are unlikely to recover in the long-time limit. In the perpendicular direction, the cutoff in k y ρ i will come from the collisional damping, which, in gyrokinetics, contains a spatial diffusion (see, e.g., [1] ), and from the electron Landau damping, which we have lost by using the Boltzmann electron response (see (3) ) and which should wipe out large k y and k .
On the infrared (long-wavelength) side of the spectrum, we have no cutoffs either. In a slab, these would be provided by the dimensions of the periodic box. In a real plasma, the cutoffs are set by the scales at which the system can no longer be considered homogeneous (in a tokamak, these are the equilibrium-gradient scale lengths and the minor radius for the perpendicular scales and the connection length qR for the parallel scales; we will need these considerations to fix transport scaling in § 6).
Significant amplification threshold.
If we maximise (28) without assuming q/ǫ ≫ 1 (with the caveat that the long-time limit asymptotics are at best marginally valid then), we obtain a more general curve than (29) , plotted in the right panel of figure 5 . We may define a critical threshold for significant amplification: N max = 1 when q/ǫ ≈ 7. The role of this threshold will be discussed in § 6.1.
Long-time decay.
Finally, we obtain the long-time asymptotic decay law. Let us seek a solution of (26) such that t ≫ t 0 andγ ≪ −1. Then
Sinceγ is only root-logarithmically large, the quality of this asymptotic is rather poor.
If we insist on a more precise decay law, we can retain small corrections in (31) and get what turns out, upon a numerical test, to be a reasonably good approximation (see figure 4 ):γ
For the maximally amplified modes (see (29) ), the dimensional damping rate is γ(t) ≈ |k |v thiγ (t) with t 0 given by (30) . This tells us is that the decay is just slightly faster than exponential at the rate of order S. The longest-wavelength modes decay the slowest, after having being amplified the longest.
Solution including ITG
Let us now generalise the results obtained in § 3 to include non-zero (i.e., non-negligible) density and temperature gradients. This means that we restore the terms involvingω * and η i in the general integral equation (11).
Short-time limit: the ITG-PVG dispersion relation
The short-time limit, introduced at the beginning of § 3.1 for the case of pure PVG, is treated in an analogous fashion for the general ITG-PVG case. An analysis of the solutions of the resulting dispersion relation is useful in that its results assist physical intuition in ways relevant for some of the forthcoming discussion, but it is not strictly necessary for us to have them in order to work out how transient growth happens in the presence of the ITG drive. We have therefore relegated this analysis to Appendix B.2.
Long-time limit
We now continue in the same vein as in § 3.2 and consider the long-time limit (St ≫ 1, k y ρ i St ≫ 1), in which we can simplify the kernels involving the Bessel functions in (11) by using (19) and also
This allows us to rewrite (11) in the form that generalises (20):
As in § 3.2, we seek a solutions to this equation in the form (21), taking ∆t ≪ t and expanding the delayed potential under the integral according to (22) . The result is the generalised form of (23):
Using again the plasma dispersion function (15) to express the time integrals and introducing the complex scaled frequencyω(t) = iγ(t)/ ω 2 S + 1, we get
a time-dependent dispersion relation, which is the generalisation of (24).
Transient growth.
The general argument that the real part ofγ(t) (i.e., the effective time-dependent growth rate) must eventually decrease and so fluctuations will, in the end, decay, applies to (35) similarly to the way it did to (23) (see § 3.2.1), although this decay need not (and, as we will see, will not) be monotonic. The time t 0 when the transient growth ends is now determined as follows. Let Imω(t 0 ) = 0 andω(t 0 ) =ω 0 (real!). Then from (36) taken at t = t 0 , we find the real frequencyω 0 by demanding that the imaginary part of the right-hand side vanish -this means that the coefficient in front of Z(ω 0 ) must be zero, because, for realω 0 , Im
0 . This condition gives
Substituting this solution into the real part of (36) and taking advantage of the already enforced vanishing of the coefficient in front of Z(ω 0 ), we get
where we have replaced η
S /4 with η S = v thi /L T S a new parameter that measures the strength of the ITG drive relative to the velocity shear. Note that we picked the "−" mode in (38) because the "+" mode is not amplified (t 0 < 0, assuming η i > 1). Equation (39) is the generalisation of (25) , to which it manifestly reduces when η S = 0 and with which it shares the property that the transient growth time depends on k y and k only viaω S and the time normalisation factor |k |v thi .
General dispersion relation.
We can now recast the general ITG-PVG case in a form that shows explicitly how it reduces to the case of pure PVG drive studied in § 3.2. First we note that the transient growth termination time (39) can be rewritten as
where t
is given by (25) ,
Then the time-dependent dispersion relation (36) can be manipulated into the following form:
The analogous equation for the case of pure PVG drive, (26) , is recovered when χ ≪ 1, which means η S ≪ q/ǫ (cf. (13)) and η SωS ≪ 1. In this limit, the behaviour of fluctuations in the presence of both PVG and ITG drives is well described by the results of § 3.2. Before discussing the general case, it is useful to consider the opposite extreme of weak velocity shear.
Case of weak shear
Let η S ≫ q/ǫ and η SωS ≫ 1, so χ ≫ 1 (note that the same limit is also achieved for ω S → ∞). Then the χ dependence falls out of (41):
where we have discarded the 1/η i terms by assuming η i ≫ 1. The transient growth termination time in this limit is, from (40),
When t ≪ t 0 , we find the solution of (42) by expanding inω ≫ 1. It turns out that it consists of a large real frequency and an exponentially small growth rate: (42) becomes
More generally, for finite values of t/t 0 , the solution of (42) isω =ω(t/t 0 ), with a functional form independent of the parameters of the problem. This solution it plotted in figure 6 . It turns out that at t ≈ 0.15 t 0 , the growth rate increases sharply, reaches a . Time evolution of the effective growth rate and frequency: the red (upper bold) line isγ(t) = Im ω(t)/|k |v thi ω 2 S + 1 and the blue (lower bold) line is Re ω(t)/|k |v thi ω 2 S + 1, both obtained as a numerical solution of (42) and plotted vs. t/t 0 (the time axis is logarithmic 10 ). The black (thin) lines show the growth rate and frequency given by the asymptotics (44) and (C.9) (the latter taken in the limit χ → ∞ and η i → ∞).
finite maximum and then decreases towards zero, which it reaches at t = t 0 , whereupon growth turns to decay. Thus, there is a period of strong transient amplification, which lasts for a finite fraction of time t 0 . The amplification exponent is
where we have used (43) and calculated the value of the integral under the curve in figure 6 numerically (note that since the growth rate is exponentially small at t ≪ t 0 , the precise lower integration limit is irrelevant). Remarkably, unlike in the case of the PVG drive (see (29) ), the amplification exponent has no wavenumber dependence at all. Also unlike in the PVG case, it does depend on the shear and on the temperature gradient:
To recapitulate, we have found that, at low velocity shear, all modes are amplified by a large (and the same) factor before decaying eventually. Their transient amplification time is given by (43) . Restoring dimensions, (43) and (45) are . Effective normalised growth rates Imω(t/t 0 ) (red, top) and frequencies Reω(t/t 0 ) (blue, bottom) obtained via numerical solution of (41) with η i = 5 and χ = 0.1, 1, 2, 10 (from top/lighter to bottom/darker curves). See figure C1 for a more detailed depiction of the χ = 1 case (in Appendix C, where the functional form of these curves is derived analytically).
The transient growth lasts for a very long time at low S and the longest-growing modes are the long-wavelength ones. The limit S → 0 is singular in the sense that for arbitrarily small but non-zero S all modes eventually decay, while for S = 0, the indefinitely growing linear ITG instability is recovered (t 0 = ∞, N = ∞).
We have already made the point (in § 3.2.3) that while our theory does not limit the transiently growing wavenumbers from above, a fuller description of the plasma will.
Case of finite shear
In the intermediate regimes between large and small χ (i.e., weak and strong shear), the solutions of (41) transit from the weak-shear form described in § 4.3 to the pure-PVG case treated in § 3.2. Figure 7 shows the time-dependent growth rates and frequencies for several values of χ. As χ decreases (i.e., S increases), the peak of the growth rate moves further into the past and the growth rate asymptotes to the pure-PVG case (figure 4). It is not hard to convince oneself analytically that this is indeed what ought to happen. Since intuitively it is rather obvious, further asymptotic considerations on this subject are exiled to Appendix C. The long-time decay asymptotic is also derived there (it is exactly analogous to that found in § 3.2.5).
Similarly to our previous calculations, the amplification exponent is
whereω is the solution of (41). The wavenumber dependence enters via theω S dependence of t 0 and of χ (see (40) ). The numerically computed amplification exponent as a function ofω S and of η S is plotted in the left panel of figure 8 for η i = 5 and q/ǫ = 10 (these are representative of the values encountered in the more realistic numerical studies of tokamak transport [7, 25, 26] ). The pure-PVG case treated in § 3.2 remains a good (29) and (45) . The finite offsets between the asymptotics and the exact curve are due to the fact that the asymptotics were calculated in the limits η i ≫ 1 and q/ǫ ≫ 1, while for the exact solution we used relatively moderate values of these parameters. The discrete points show N max obtained via an AstroGK numerical parameter scan varying k ⊥ ρ i and S (i.e., η S ) while holding k L T = 0.02 and the rest of the parameters fixed at the same values as quoted above.
approximation up to values of η S of order 10. After that, there is a transition towards the weak-shear limit ( § 4.3), accompanied by the loss of wavenumber dependence as η S is increased to values of order 100. The constant of proportionality between k y and k for the maximally amplified modes (i.e.,ω S at which N is maximised) does not appear to depend on η S , although at large η S , the maximum is increasingly weak. The maximal amplification exponent is plotted in the right panel of figure 8 . It is perhaps worth pointing out the qualitative similarity between this plot and figure 1 of Ref. [25] , obtained from gyrokinetic simulations in full tokamak geometry.
Finally, the amplification exponent as a function of k y and k , obtained in direct (linear) numerical simulations, is shown in figure 9 (the parameters are the same as in the "theoretical" figure 8, left panel) . The transition from the PVG curve (29) to the flat wavenumber dependence (45) is manifest, as are the limits of applicability of our approximations in the wavenumber space. Note the different normalisation of the parallel wavenumber here (k L T , characteristic of ITG) compared to the left panel of figure 5 (k v thi /S, characteristic of PVG). Hence the drift towards higher k L T as η S = v thi /SL T decreases towards the PVG-dominated regime, where the parallel scale of maximally amplified modes is set by the shear rather than the temperature gradient. 
Qualitative summary of the linear results
In a gyrokinetic plasma with radial gradients of temperature and parallel velocity, both gradients are sources of free energy and so will drive the growth of fluctuations (ITG and PVG instabilities). The typical growth rate is of order γ ∼ v thi /L T for ITG and γ ∼ qS/ǫ for PVG (see (18)), or the mean square of the two if they are comparable (see (B.10)). Because the mean plasma velocity is toroidal, it always has both a parallel and a perpendicular component (the latter a factor of q/ǫ smaller than the former). The shear in the perpendicular (E × B) velocity is stabilising and causes all modes to decay eventually, so the fluctuation growth is transient -it is always transient in the limit, considered here, of zero magnetic shear and it is transient for large enough velocity shear S when the magnetic shear is finite [35, 7] . If the linear physics provides sufficiently vigorous and lasting amplification of finite initial perturbations, it is intuitively clear that the system must be able to sustain nonlinearly a saturated (subcritical) turbulent state (see § 6). Therefore, the interesting question is how much transient amplification should be expected to occur and on what time scale.
In the preceding sections, we have addressed this question mathematically, with the results summarised by figures 5, 8 and 9 (see also (29) , (30) and (46)). Very roughly, these results can be explained as follows. The effect of the perpendicular shear is to produce a secular increase with time of the radial wavenumber, k x (t) ∼ Sk y t. When this becomes large enough, the instability is killed by Landau damping (see discussion at the end of Appendix B.1). If we estimate that this happens after t 0 ∼ S −1 (i.e., for k x (t 0 )ρ i ∼ 1, assuming k y ρ i ∼ 1), we may conclude that initial perturbations will be amplified by a factor of e N , where the amplification exponent is
Thus, the shear quenches the ITG amplification -but N cannot fall below the shearindependent level associated with the PVG ( figure 8, right panel) . This is indeed the case (see (29) and (46)), although, strictly speaking, one has to take into account the dependence of the quenching effect on the perpendicular and parallel wavenumberslong-wavelength modes grow more slowly, but for a longer time; in the case of PVG, there is also a preferred relationship k y ρ i ∼ (ǫ/q) 1/3 k v thi /S for the most strongly amplified modes (see § 3.2 and figure 9 ). While these wavenumber dependences are likely to be important in the analysis of the resulting turbulent state and the associated transport, they effectively cancel out in the expression for the amplification exponent (because γ ∝ k y ρ i , t 0 ∝ 1/k y ρ i at long wavelengths) and the results of the qualitative argument that we have given hold true.
It is instructive to compare these results with the conclusions of a long-wavelength fluid ITG-PVG theory presented in [35] (for the case of finite magnetic shear). In that regime, perpendicular shear, by effectively increasing k x (t), also caused eventual damping of the fluctuations, but this time via collisional viscosity. Therefore, to estimate the transient growth time t 0 , one must set
, where ν ii is the ion collision rate. Then, ignoring wavenumber dependences again, t 0 ∝ γ 1/2 S −1 , so the amplification exponent is
Thus, the E × B velocity shear again quenches the ITG instability, but once S is large enough for the PVG drive to take over, the amplification exponent actually grows as √ S, the result obtained rigorously by [35] -in contrast with the shear-independent N ∼ q/ǫ that we have found in the kinetic regime. The practical conclusion from this is that it should be easier to obtain states of reduced transport [7, 25, 26, 37] in weakly collisional, kinetic plasmas.
Subcritical PVG turbulence and transport
While a detailed nonlinear theory is not the primary objective of this paper, we would like to give a preliminary, very crude and very heuristic discussion, inspired by the linear results presented above and by previous work on turbulence and transport scalings [8] .
Turbulence threshold
Consider a situation when initial perturbations can grow transiently. The reason they decay eventually is that their radial wavenumber k x (t) gets swept by the E × B shear from the unstable to damped region (see discussion at the end of Appendix B.1 and at the end of Appendix B.2). If nonlinear interactions can scatter the energy from these modes back into the unstable region before they decay to small amplitudes beyond the reach of nonlinearity, then they can be transiently amplified once again and so on. Thus a nonlinear saturated state can be sustained -the subcritical PVG turbulence. This argument is entirely analogous to the standard paradigm for subcritical turbulence in hydrodynamic shear flows [44] .
The typical time scale for the nonlinear interactions is the nonlinear decorrelation time ∼ 1/k ⊥ δv E , where δv E ∼ k ⊥ (cϕ/B) is the fluctuating E × B velocity. Therefore, in order to sustain turbulence the transient growth should last at least as long as one nonlinear decorrelation time:
where t 0 is the amplification time. In the saturated state, if it is sustained, the rate of amplification should be comparable to nonlinear decorrelation rate:
where N is the amplification exponent. Combined with (50), this immediately implies, unsurprisingly, that the criterion for onset of turbulence is
For subcritical turbulence, this criterion replaces the marginal stability condition γ = 0, usually employed for cases with well-defined eigenmodes. It is the "significant amplification threshold" introduced in § 3.2.4. As we saw there, for PVG turbulence in a slab, it is equivalent to q/ǫ 7. One might expect that much more sophisticated criteria could be derived by refining our arguments and testing these refinements against dedicated numerical parameter scans. The key conclusion is that q/ǫ is now the critical parameter to be tuned and so magnetic configurations in which it is smaller may hold the promise of reduced or even completely suppressed ion turbulent transport (e.g., spherical tokamaks [39] ).
Transport scalings
The standard mixing-length heuristics (often, somewhat misleadingly, referred to as "quasilinear" theory) are based on the argument that if fluctuations are driven by a linear instability with a characteristic growth rate γ, then they will saturate at amplitudes and scales such that the nonlinear decorrelation rate is comparable to this growth rate, viz.,
For subcritical fluctuations, there is no definite γ, but it is intuitive to argue, as we did in § 6, that it should be replaced by γ eff ∼ N/t 0 . For the PVG-driven fluctuations, we showed in § 3.2.2 that, at maximal amplification, N ∼ q/ǫ and t 0 ∼ (q/ǫ)/k v thi , so (51) gives
This simple estimate is actually consistent with a very general idea that in systems with parallel propagation (or particle streaming) and perpendicular nonlinearity, turbulence tunes itself into a critically balanced state, viz., the time scales for these two effects are always comparable [24, 12, 41, 42, 34, 8] . We may now use the relationship (29) between k and k y for the maximally amplified modes to estimate k ⊥ ρ i ∼ (ǫ/q) 1/3 k v thi /S and conclude, therefore, that
In the last expression, we have made another important assumption: since it is the longest-wavelength fluctuations that dominate transport, we should use the lowest parallel wavenumber possible in a tokamak: k ∼ 1/qR, where R is the major radius. This prescription was proposed in [8] for ITG turbulence. In a sense, it is even more natural here than it was there because, in the theory developed in the preceding sections, the wavelengths of maximally amplified modes are not limited from above by any microscale physics -if we took the slab model literally, the limit would be the periodicity length of the box; in a tokamak, the connection length is a natural choice.
Finally, under this scheme, the ion heat flux scales as
One fairly obvious feature of the scalings (54) and (55) (independent of most of the specific assumptions that we made in deriving them) is that the heat diffusivity is independent of the temperature gradient and so heat transport is not very "stiff" -the relevant comparison is with the scaling for the ITG regime, Q i ∝ q(R/L T ) 3 [8] . A softening of transport in the presence of velocity shear has indeed been reported both in experimental [32, 33] and in numerical [7, 25, 26] studies. Physically, it is not surprising: as the driver of the turbulence in this regime is the PVG, not the ITG, steeper temperature gradients do not produce stronger turbulence and so the positive feedback loop between R/L T and the heat diffusivity is broken.
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Appendix A. Low-Mach-number local gyrokinetics in a rotating axisymmetric plasma
Here we describe the version of the gyrokinetic system of equations appropriate for a rotating axisymmetric plasma, which is the starting point for our calculation. For a detailed derivation, we refer the reader to [2] (earlier treatments are [4, 43, 38] ).
We consider the axisymmetric rotating equilibrium and work in the subsidiary lowMach-number limit, as described at the beginning of § 2. The distribution function of particles of species s is written in the following form
Let us explain the numerous notation that appears here. The standard 6D kinetic position-and-velocity phase space (r, v) is transformed to the 5D gyrokinetic phase space, where the dynamics are averaged over the Larmor orbits and so do not depend on the gyroangle. If w = v − u is peculiar velocity with respect to the mean flow, B is the magnitude of the mean magnetic field,b = B/B its direction, Ω s = Z s eB/m s c the cyclotron frequency, Z s e is particle charge (Z e = −1), m s particle mass, c the speed of light, then the gyrokinetic variables (R s , ε s , µ s , σ ) are defined as follows: the guiding centre position R s = r −b×w/Ω s , the energy variable ε s = m s w 2 /2 (this is only correct in the low-M limit), the magnetic moment µ s = m s w 2 ⊥ /2B, and the sign of the parallel velocity σ = w /|w | (the subscripts ⊥ and refer to the mean-field directionb). In (A.1), the particle distribution function is split into the mean Maxwellian, which can be shown to depend only on the flux label ψ(R s ) via the mean density n s and mean temperature T s , namely,
the mean perturbed distribution function F 1s , which contains collisional (classical and neoclassical) effects and will not concern us here, the Boltzmann response containing the perturbed scalar potential ϕ, and the guiding-centre distribution function h s . If we take the mean fields B (i.e., ψ and I(ψ)), n s (ψ), T s (ψ) and ω(ψ) to be known and the fluctuations about them to be purely electrostatic, then the latter are fully described by a closed system containing the gyrokinetic evolution equation for h s and the quasineutrality condition determining ϕ: Note that we suppressed the collision term in (A.3) (formally, we are ordering the collision frequency small via a subsidiary expansion).
The approximation of Boltzmann electrons amounts to setting h e = 0 in (A.4).
In the second expression, we have restored dimensions and assumed (q/ǫ)ω S ≫ 1 (which ensuresγ ≫ 1 and is consistent with the short-time ordering adopted at the beginning of § 3.1). Note that, while this asymptotic has a peak at k y ρ i ∼ 1, it does not capture the maximum growth rate because of its monotonic increase with k . The maximum growth rate is, in fact, reached forγ ∼ 1, where the plasma dispersion function does not yield itself to a simple asymptotic expansion. The numerical solution is shown in figure 3 .
Growth at short perpendicular wavelengths. Finally, we note that one can obtain a good approximate preview of the results of § 3.2 if one restores the dependence on k x by setting λ = (k
The effect of the perpendicular shear is to increase the instantaneous k x of the mode, so the limit of short perpendicular wavelengths (or, more precisely, large k x but finite k y ) is similar to the limit of long times. Since (16) becomes (assuming also k y ρ i ≫ k v thi /(qS/ǫ), i.e., we are far outside the domain of the damped sound waves discussed above):
where t 0 is given by (25) , but with dimensions restored (i.e., not normalised by k v thi ) and ǫ/q ≪ω S ≪ 1 (as will be the case for the most strongly amplified modes in § 3.2.2). This formula has two interesting consequences. Firstly, setting k x = Sk y t and St ≪ 1, we recover the time-dependent dispersion relation (26) and so the transient growth and eventual decay of the fluctuations derived more formally in § 3.2 (without the assumption ǫ/q ≪ω S ≪ 1). Thus, there is a smooth connection between the short-time and long-time behaviour of the PVG-driven fluctuations. Note that applying the same asymptotics to (B.3), we recover (27) . That the PVG growth rate must be extinguished at large enough k x is also obvious from the instability criterion (B.1), where increasing λ eventually breaks the first inequality.
Secondly, in the short-time but also short-perpendicular-wavelength limit (k x ≪ k y but k y ρ i ≫ 1), the growth rate of the PVG instability is independent of k y , as is indeed manifest in figure 3 .
Appendix B.2. ITG-PVG dispersion relation
In the short-time limit, we can, analogously to the derivation in § 3.1, reduce the integral equation (11) to a dispersion relation for the normalised complex frequencȳ ω = ω/|k |v thi :
where Γ 0 (λ) = e −λ I 0 (λ) and Λ(λ) = 1 −λ + λI 1 (λ)/I 0 (λ); we recapitulate the definitions
This is the standard slab ITG-PVG dispersion relation for an unsheared gyrokinetic plasma.
Marginal stability thresholds. The way in which ITG and PVG coexist is easiest to understand by examining the marginal stability thresholds. Setting Imω = 0, ω = Reω =ω 0 and demanding that the imaginary part of (B.5) vanish, we get the equation for the real frequency of the mode at marginal stability:
Substituting the solution of this equation back into (B.5), we arrive at the marginal stability condition:
Since η iω * = k y ρ i /2|k |L T andω S = Sk y ρ i /k v thi , the above equation can be solved for the two curves in the (k , k y ) plane that enclose the unstable region:
u is a convenient normalisation of the parallel wavenumber for the mixed ITG-PVG regime and η u = (v thi /L T )/(qS/ǫ) = η S /(q/ǫ) is a parameter that measures the relative strength of the ITG and PVG drives.
The pure PVG regime is η u ≪ 1, in which case the "+" curve above turns into (B.1) (which is perhaps easier to infer directly from (B.7)), while the "−" curve is simply k = 0 -these demarcate two symmetric PVG-unstable regions at k > 0, k y > 0 and k < 0, k y < 0 (assuming S > 0). The pure ITG regime is η u ≫ 1, in which case
These curves enclose four symmetric ITG-unstable regions in the four quadrants of the (k , k y ) plane. In the general case of finite η u , when both ITG and PVG drives play a role, these drives combine constructively in the PVG-unstable quadrants k > 0, k y > 0 and k < 0, k y < 0, whereas in the remaining two quadrants, the stable PVG mode, which is just a PVG-modified sound wave (cf. (17)), has a stabilising influence on the ITG drive.
Solutions. It is not hard to show that the solutions of the ITG-PVG dispersion relation (B.5) can be expressed in the general form, which is a direct generalisation of (18):
The growth rate γ = Im ω, obtained numerically for a typical situation with finite η u , is shown in figure B1 , as are the marginal stability thresholds (B.8), (B.9) and (B.1).
Note that in general the ITG-PVG mode also has a real frequency. Note also that the solutions of the general ITG-PVG dispersion relation retain the PVG-mode property Figure B1 . The ITG-PVG growth rate γ/ (qS/ǫ) of independence of k y at short perpendicular wavelengths. This is easily demonstrated analytically by taking the limit k y ρ i ≫ 1, k L uT in (B.5) -all factors of k y ρ i then cancel on both sides of the equation.
Growth at long parallel wavelengths. To assist physical intuition and some of the forthcoming discussion, it is useful to consider the ITG-PVG dispersion relation in the "fluid" limit,ω ≫ 1 (case of long parallel wavelengths). Expanding Z(ω) = −1/ω − 1/2ω 3 − 3/4ω 5 + . . ., we recast (B.5) as a cubic equation
If we also consider long perpendicular wavelengths, λ → 0, and assume η i ≫ 1, we get 2τ Zω 3 + q ǫω S − 1 ω − η iω * = 0. (B.12)
The long-wavelength PVG instability (17) is recovered as a balance of the first two terms (in the limit η u ≪ 1); the fluid version of the ITG instability obtains from the balance of the first and third terms (when η u ≫ 1):
(B.13) (three roots, one real, two complex, of which one unstable).
Analysing the long-wavelength dispersion relation in great detail is not a useful exercise because it turns out to be a very poor quantitative approximation to (B.5) in most parameter regimes. It does, however, make transparent how the ITG and PVG modes coexist. It also helps understand qualitatively what is perhaps a somewhat obscure property of the ITG (and ITG-PVG) mode: if the parallel wavenumber is held fixed and low (k L uT ≪ 1), the mode is unstable at long perpendicular wavelengths (λ ≪ 1), becomes stabilised at finite λ, and then reignites at larger λ. This is because the "fluid" ITG solution (B.13) depends on the cancellation Λ(λ → 0) ≈ 1 (and the limit η i ≫ 1) in the second term of (B.11). As λ increases, this second term becomes larger than the first and the mode is stabilised (or, more precisely, it still has an exponentially small growth rate originating from the i √ π e −ω 2 term in Z(ω), neglected in the derivation of (B.11) -this comes from the Landau pole and is not recoverable in fluid theories). The instability is rekindled at larger λ because the coefficient in the first (cubic) term in (B.11) grows (∼ √ λ as λ → ∞) and comes back into play (although the approximationω ≫ 1 breaks down simultaneously).
This behaviour, calculated from the full dispersion relation (B.5), is illustrated in figure B1 . In the right panel of this figure, we show the growth rate dependence on k x ρ i , the dependence on which we have restored by setting λ = (k and Appendix C -because the effect of the perpendicular shear is to increase gradually the instantaneous k x of the mode. At long parallel wavelengths, as time increases, the mode first grows (when St ≪ 1), then slows down for a while, then (at St ≫ 1) the growth is resumed for another period and finally extinguished at t = t 0 . Figure C1 . Effective normalised growth rate Imω(t/t 0 ) (red, top) and frequency Reω(t/t 0 ) (blue, bottom) obtained via numerical solution of (41) with η i = 5 and χ = 1. This is one of the cases already shown in figure 7 , replotted here to compare with the analytic solutions derived in Appendix C: the black (thin) lines show the (combined) growth asymptotics (C.3) and (C.6) for t/t 0 ≪ 0 (the growth rate (C.7) is so small that it is zero for all practical purposes) and the decay asymptotic (C.9) for t/t 0 ≫ 1.
The "+" branch in (C.3) is a growing mode and is a direct generalisation of (27) . The difference with the pure-PVG case is that growth does not extend indefinitely into the past, but requires that multiply χ in the above expressions). For values of χ significantly larger than unity, this agreement breaks down and one has to use (C.2).
Thus, we have learned that both PVG-and ITG-dominated dominated transient growth is exponentially weak at very short times, then increases to large or finite values before slackening again and turning to decay at t = t 0 . At what time the transition happens and how largeγ can get depends on χ. Recalling the definition of χ (see (40)), we note that larger values of χ are achieved for stronger shear (i.e., η S larger compared to q/ǫ), larger k y ρ i or smaller k v thi /S (i.e., largerω S ). Thus, the transition between the ITG and PVG regimes happens non-uniformly in the wavenumber space (as, indeed, is evident in the middle panel of figure 8) .
We remind the reader that all of the above is only valid in the long-time limit, ω S t ≫ 1, k y ρ i (see the beginning of § 3.2), which means that for some wavenumbers and/or values of η S and q/ǫ, the transition from exponentially small to finite growth rate may be superseded by the transition from the short-to long-time limit, i.e., the initial ITG-PVG instability may not have time to peter out (due to increase in k ⊥ ρ i caused by shearing; see Appendix B.2) before being rekindled again by the transient growth.
Long-time decay. Finally, to complete our treatment of the general ITG-PVG case, let us consider the eventual decay of the fluctuations. This is done in exactly the same way as in § 3.2.5. In the limit t ≫ t 0 , we assume again thatω = iγ, whereγ is large, negative and mostly real. Then (41) is approximated by 8) so, like in (31), we have a root-log law, i.e., the decay of the modes with time is just barely super-exponential. As before, (C.8) is a quantitatively poor approximation except at ridiculously long times and a better one can be obtained by retaining corrections. This way we also obtain the (decaying with time) real frequency. The result is For χ ≪ 1, we recover the pure-PVG result (32) . For χ ≫ 1 and η i ≫ 1 (the weak-shear limit), these asymptotics are shown in figure 6 and for χ = 1 and η i = 5 in figure C1 .
