We propose a notion of isometric coaction of a compact quantum group on a compact quantum metric space in the framework of Rieffel where the metric structure is given by a Lipnorm. We prove the existence of a quantum isometry group for finite metric quantum spaces, preserving a given state.
Introduction
This paper pertains to the study quantum symmetries of a (classical or quantum) space. This problem can be formulated and studied in various settings. In [16] , Wang considers the case where the space is finite and doesn't carry any extra structure. The quantum symmetry groups he obtains, can thus be interpreted as quantum permutation groups.
The spaces we are interested in in this paper, are metric spaces, both classical and quantum. Symmetries of a (quantum) metric space should then preserve the extra metric structure of the space, i.e. they should be 'isometric' in a sense to be made precise. For finite metric spaces, the 'quantum isometry group' is therefore expected to be a quantum subgroup of the quantum permutation group of Wang. For finite classical metric spaces, this problem was studied by Banica [1] . He has given a definition for a quantum symmetry of a classical finite metric space. With this definition, he was able to construct a quantum isometry group as a subgroup of Wang's quantum permutation group.
The framework of Banica is still a half-classical framework since the metric spaces he considers, are classical. The concept of a metric space also has a quantum version. One approach of quantizing metric spaces is by spectral triples ( [7] ). These triples are used in non-commutative geometry to quantize the differential structure of a manifold as well as the metrical structure of the space. The quantum isometries of spectral triplets have been studied in a number of papers (e.g. [8] , [3] , [9] , [4] , [5] , [2] , [6] ).
There exists another framework to describe quantum metric spaces. In [12] , Rieffel introduces a framework in which he only quantizes the metrical information of the space, disregarding the differential structure. Hence Rieffel considers quantum spaces that come only with a quantum metric (encoded by a so called Lipnorm) and carry no further structure. This is the framework we will be working in. In fact, this paper wants to formulate a suitable answer to Rieffel's suggestion at the end of section 6 of [13] : "It would be interesting to develop and study the notion of a 'quantum isometry group' for quantum metric spaces as quantum subgroups of the quantum symmetry groups studied by Wang [16] ".
The quantum metric spaces considered by Rieffel, are compact. Classically, the isometry group of a compact space is a compact group. Hence, if we want to define a 'quantum isometry group' in Rieffel's framework, we might expect it to be compact. Therefore, we gather some information on compact quantum groups and compact quantum metric spaces together with other preliminary notions in the second section.
Next, we introduce and motivate our notion of isometric actions in the third section. Actually, we will need two notions: 1-isometric coactions and full-isometric coactions. The former notion is the more natural one from the intuitive point of view. The latter is technically stronger and will allow us to construct a quantum isometry group in some cases. In the fourth section, we prove that both notions coincide with the existing definition of Banica [1] for quantum isometries of finite classical metric spaces.
In the following sections, we further explore the notion(s) of isometric coactions we introduced. In the fifth section we mainly prove Theorem 5.2 which is a quantum version of the classical result that a group acting on a metric space has a largest subgroup acting isometrically. Using that theorem, we can prove in section 6 the main result of this paper: the existence of a quantum isometry group for finite quantum metric spaces preserving a given state on the space, as subgroups of the quantum symmetry groups of Wang.
Preliminaries
First we need to recall some introductory definitions. We define compact quantum groups, compact quantum metric spaces and coactions. The notion of a compact quantum group generalizes the notion of a 'classical' compact group. Indeed, any compact group G can be seen as a CGQ: take A = C(G) (the commutative C*-algebra of continuous complex valued functions on G) and define the comultiplication ∆ : C(G) → C(G) ⊗ C(G) ∼ = C(G × G) : f → ∆f by (∆f )(s, t) = f (st) for s, t ∈ G.
Compact quantum groups
Conversely, if (A, ∆) is a CQG for which the C*-algebra A happens to be commutative, then there is a compact group G such that A can be identified with C(G) and such that, under this identification, ∆ is given by (1).
Definition 2.2. Let (A, ∆) and (Ã,∆) be two compact quantum groups. We say that ϕ : A →Ã is a morphism of CQGs from (A, ∆) to (Ã,∆) if ϕ is a *-homomorphism such that
For more information on compact quantum groups we refer to [11] , [18] .
Compact quantum metric spaces
Definition 2.3. A compact quantum metric space (CQMS) is a pair (B, L) where
-L is lower semicontinuous -the ρ L -topology coincides with the weak *-topology on S(B), where ρ L is the metric on the state space S(B) defined by
for every µ, ν ∈ S(B).
The classical notion of a compact metric space fits into this framework. Indeed, let (X, d) be a compact metric space. Put B = C(X) and consider the Lipschitz seminorm
One can prove that this seminorm is a Lipnorm. Conversely, if (B, L) is a CQMS for a commutative C*-algebra B, then B = C(X) for some compact space X and one can construct a metric d on X by restricting the metric ρ L on the state space to the set of pure states µ x : C(X) → C : f → f (x) (where x ∈ X). Rieffel has proven in [12] that L is now equal to the Lipschitz seminorm L d .
Another source of examples of compact quantum metric spaces is given by some spectral triples. A spectral triple (B, H, D) is a *-subalgebra B of the bounded operators on a Hilbert space H, together with a Dirac operator D on H. This is a self-adjoint (possibly unbounded) operator on H such that [D, b] has a bounded extension for every b ∈ B. In some cases, the normclosure of B in B(H) will be a CQMS for the seminorm L determined by
For more information and examples of compact quantum metric spaces, we refer to the work of Rieffel [12] , [14] . Note that in [14] and later articles, the definition of a Lipnorm is without the requirement of lower semicontinuity. But Rieffel shows that, starting from any, possibly not lower semicontinuous, Lipnorm L on B , one can always construct a lower semicontinuous LipnormL such that L andL induce the same metric on the state space of B. Therefore, we prefer to have this requirement in the definition.
Coactions
Definition 2.4. A coaction of a CQG (A, ∆) on a unital C*-algebra B is a unital *-homomorphism α : B → B ⊗ A such that
We say that α is faithful if the set {(ψ ⊗ ι)α(b) | b ∈ B, ψ ∈ B * } generates A as a C*-algebra.
A classical action of a compact group G on a space X fits in this framework by taking α :
Definition 2.5. If B is a C*-algebra, (A, ∆) is a compact quantum group and α : B → B ⊗ A is a coaction, we call the triple (A, ∆, α) a quantum transformation group (QTG) of B. We say that the QTG (A, ∆, α) is faithful if the coaction α is faithful.
If ψ is a functional on B, we say that α preserves ψ if
In that case, we say that (A, ∆, α) is a quantum transformation group of the pair (B, ψ). If (A, ∆, α) and (Ã,∆,α) are two quantum transformation groups of B or (B, ψ), we say that ϕ : A →Ã is a morphism of QTGs from (A, ∆, α) to (Ã,∆,α) if ϕ is a morphism of compact quantum groups such that (ι ⊗ ϕ)α =α.
Isometric coactions
Now the natural question arises: if in the Definition 2.4 B happens to have the extra structure of a compact quantum metric space as in Definition 2.3, when would it make sense to call the action α isometric?
Before we answer this question in general, we take a look at a specific case. Consider the situation where the CQG is actually a classical group, i.e. the situation where A is C(G) for some compact group G. Let α : B → B ⊗ C(G) be a coaction of the group G on a compact quantum metric space (B, L). To simplify notations, we identify B ⊗ C(G) with C(G, B), by
for b ∈ B and f ∈ C(G). In this context, it is rather evident what an isometric coaction should be: we call α isometric if
Notice that, in case of a classical CQMS (B, L), i.e. when B = C(X) and L = L d for some compact metric space (X, d), condition (2) expresses that the action of G on X is isometric in the classical sense. Now we want to extend this definition to the double-quantum case, where a CQG is acting on a CQMS. Therefore we must get rid of everything that refers to the individual group elements. To start with, we write α(b)(s) as (ι ⊗ ω s )α(b) where ω s is the pure state on C(G) given by evaluating in s:
To get rid of the s in this formula, we want to replace ω s by an arbitrary state ω on A. Let's first take a look at what happens for a convex combination ω = k i=1 λ i ω s i for some group elements s 1 , · · · , s k ∈ G and some positive num-
Using the lower semicontinuity of L, one can show that the above inequality also holds for arbitrary states, which will be done in Lemma 3.4. These ideas motivate the following definition for a coaction to be isometric. For later purposes, we formulate the definition in a more general setting. 
When writing this paper, we discovered that this notion already appeared in a recent paper of H. Li ([10] , definition 8.8). He calls a coaction invariant if the above inequality holds. However, he did not further explore this notion in the direction we are studying (the problem of the existence of a quantum isometry group).
Let us explain why we used the terminology '1-isometric', and why the definition was formulated for *-homomorphisms instead of coactions. This has to do with the following problem: suppose we let two CQGs (A 1 , ∆ 1 ) and (A 2 , ∆ 2 ) act 1-isometrically on a CQMS (B, L) (denote the coactions by α 1 and α 2 ). In order to have a good definition of isometric coactions, we want the 'coaction' obtained by applying both coactions successively (i.e. the *-homomorphism (α 1 ⊗ ι)α 2 ), to be isometric. Firstly, the *-homomorphism (α 1 ⊗ ι)α 2 is not necessarily a coaction for the comultiplication one can define on A 1 ⊗ A 2 . That is why we will also be using the terminology '1-isometric' for *-homomorphisms α from a CQMS (B, L) to B ⊗ A where A is a C*-algebra. Moreover, we cannot prove why condition (4) would hold for (α 1 ⊗ ι)α 2 . To solve this problem, we strengthen the notion of 1-isometric to 'full isometric'. In order to formulate the definition, we introduce some notations. Notation 3.2. Let B be a C*-algebra and (C i , ∆ i , β i ) be QTGs of B for i = 1, · · · , n. Then we denote β 1 * β 2 for the *-homomorphism (β 1 ⊗ ι)β 2 :
As the terminology suggests, being full-isometric implies being 1-isometric. The inequality (4) is not always very practical to work with. The following lemma states that it is enough to have inequality (4) for some specific states, for example the set of all pure states. Lemma 3.4. Suppose we have two unital C*-algebras C and B, and a *-homomorphism β : B → B ⊗ C. Assume that S ⊆ S(C) is a set of states on C such that the convex hull of S is weakly-* dense in the state space S(C). Then, for any lower semicontinuous seminorm L on B, the following are equivalent:
Proof. Suppose (i) holds. First we check that the inequality in (ii) holds if ω is taken from the convex hull of S. Indeed, suppose ω = k i=1 λ i ω i for some states ω i in S and some positive numbers λ i with
Now, if ω is an arbitrary state on C, then ω is the weak-* limit of some net of states ω i in the convex hull of S. This implies that, for any b ∈ B, the net (ι ⊗ ω i )β(b) converges weakly to (ι ⊗ ω)β(b). Hence (ι ⊗ ω)β(b) belongs to the weak closure of the convex set
But the weak closure of a convex set equals its norm closure. Therefore we can take a net of states ψ n in the convex hull of S, such that the net (ι ⊗ ψ n )β(b) norm-converges to (ι ⊗ ω)β(b). Using the lower semi-continuity of L, we find
There are two half classical cases that have been studied before. We prove that in these settings, the defined notions of 1-isometries and fullisometries both coincide with the existing notion of isometries. First we study the case where A is commutative, and thus of the form C(G) for a compact group G. (i) α is isometric in the sense of (2) (ii) α is 1-isometric (Definition 3.1)
Proof.
• (iii) implies (ii): straightforward.
• (ii) implies (i). For s ∈ G, we write ω s for the state in C(G) defined in (3). Then we use α s to denote the mapping
We fix elements b ∈ B and s ∈ G.
On the other hand we also have
Both inequalities together prove (i).
To prove that α * β is 1-isometric, we fix an element b ∈ B and a pure state ω on C(G) ⊗ C. Since C(G) is commutative, we can use theorem 4.14 of [15] to write ω = ω s ⊗ ϕ for an element s ∈ G and a pure state ϕ on C. But then, by (i), we have
Lemma 3.4 shows that this inequality holds for all states on C(G) ⊗ C since it holds for all pure states.
More specifically, this theorem implies that in the double-classical case, where A = C(G) for a compact group G and B = C(X) for a metric space (X, d), the definitions 3.1 and 3.3 are equivalent to the usual notion of an isometric group action.
There is another special case of our setting that has been studied before, namely the case of a compact quantum group acting on a finite classical metric space. This has been studied by Banica in [1] . The setting is as follows.
Let α : C(X) → C(X) ⊗ A be a coaction of a CQG (A, ∆) on a finite metric space (X, d) with n points. A coaction on any finite space X with n points is completely described by an (n × n) matrix a = (a ij ) i,j=1,...,n over A. Indeed, consider the standard basis {δ 1 , . . . , δ n } of C(X), where δ i is the function that is one in the i-th point of X, and zero elsewhere. The coaction α is determined by the elements α(δ j ) for j ∈ {1, . . . , n}. As the element α(δ j ) belongs to C(X) ⊗ A we can write
for some elements a ij in A. The properties of α being a coaction translate into properties of the elements a ij (see [16] ): the matrix a = (a ij ) has to be a so called magic biunitary, which means that its rows and columns are partitions of the unity of A with projections, or, explicitly, for all i, j ∈ {1, · · · , n}, we have:
The comultiplication on the elements a ij is given by
Note that (5) implies that
..,n which we also denote by d. In [1] Banica calls the coaction α of A on X isometric if the matrices a and d commute:
Does Banica's notion of isometric coactions coincide with the notions introduced in definitions 3.1 and 3.3 for the general 'double-quantum' setting? This question is answered in the following theorem, which we will prove in the next section. Theorem 3.6. Let (X, d) be a finite metric space with n points and (A, ∆) a CQG acting faithfully on X by the coaction α :
Take elements a ij in A such that α(δ j ) = n i=1 δ i ⊗ a ij where δ j is 1 on the j-th point of X and 0 elsewhere. Write
Then the following are equivalent:
4 Proof of Theorem 3.6
Part 1: (b) implies (a)
Before we can start the proof of the first implication of Theorem 3.6, we want to express the commutation of a and d in a different, for our purposes more practical way. This is done in the following lemma. We will need this lemma in the second part of the proof too.
Lemma 4.1. Using the notations of Theorem 3.6, the following are equivalent:
Proof. Suppose (A) holds, so a and d commute. We want to prove (B). Take
If we multiply this equality on the left by a ij , we get
because a ix a iy is zero whenever x = y. Similarly, by multiplying this by a kl on the right, we get
this equality is only possible if a ij a kl is zero which is what we wanted to prove. Conversely, suppose (B) holds. We want to prove (A), so we need a and d to commute. But for every i, j in X, we have
The last equality expresses the given fact that a ix a yj is zero whenever d(x, j) is different from d(i, y). We also used the fact that the rows and columns of a sum up to the unit element. Now we can start proving that (b) implies (a) in Theorem 3.6. Using the notations of that theorem, we suppose
for every f ∈ C(X) and every state ω on A. We want to prove ad = da.
Before we give the actual proof, we need another lemma. The formulation of that lemma needs some notations. Since we are working in a finite metric space, the set D = {d(i, j) | i, j ∈ X} of all distances is a finite set. So we can rearrange the numbers in D, writing
and every point i ∈ X, we can look at the set of all points that are at a distance d γ from i. We denote this set by
We use the notations of Theorem 3.6 and assume the inequality in (b). If a state ω on A is one on an element a ij , then it is zero on every a kl with d(i, k) = d(j, l). In other words: for all γ ∈ {0, · · · , N }, all i, j ∈ X and all ω ∈ S(A) with ω(a ij ) = 1, we have
Proof. We prove this lemma by induction on γ.
Step 1: First of all, we want to check the lemma for γ = 0. We fix points i, j ∈ X and a state ω on A such that ω(a ij ) = 1. The value γ = 0 corresponds with the smallest distance in the metric space, which is zero.
First, we take
We also take some l ∈ V 0 j . (hence l = j) and we want to show that ω(a kl ) is zero. But ω(a kl ) = ω(a il ) ≤ x =j ω(a ix ), because all a ix are positive and ω is a positive map. Moreover, x∈X a ix = 1 and since ω(1) = 1, we have ω(a kl ) ≤ 1 − ω(a ij ) = 0. Hence ω(a kl ) = 0, which is the first item we had to prove.
Secondly, we take k ∈ V 0 i , so k = i, and l ∈ V 0 j , so l = j. Then we have, by a similar argument as before, that ω(a kl ) = ω(a kj ) ≤ x =i ω(a xj ) = 1 − ω(a ij ) = 0, so ω(a kl ) = 0.
Step 2: We proceed by induction. We suppose that the lemma holds for every value in {0, . . . , γ} for a certain γ. We want to prove that it also holds for γ + 1. Again, we fix points i and j in X, and a state ω on A such that ω(a ij ) = 1. We take k ∈ V γ+1 i , and l ∈ V γ+1 j . We are going to use the inequality
for the chosen state ω and for f = D j , where
Notice that D j = x∈X d(j, x)δ x , so, using the formula from Theorem 3.6 for the α(δ x ), we get
In the first step, we have proven that ω(a ix ) = 0 whenever x = j. We also know that d(j, j) = 0. Those two facts give
Because of the induction hypothesis, we have that ω(a kx ) = 0 if d(j, x) < d γ+1 . Indeed, in that case, we can find a value c ∈ {0, · · · , γ} such that d(j, x) = d c and hence x ∈ V c j . On the other hand, since k ∈ V γ+1 i
, we know that k ∈ V c i . As c ≤ γ, it follows from the induction hypothesis that ω(a kx ) = 0. This means that the left hand side of inequality (8) 
We still have to prove the second case, for k ∈ V γ+1 i and l ∈ V γ+1 j
. In this case, we define a new state
where S is the antipode of (A, ∆). Since ω ′ (a ji ) = ω(S(a ji )) = ω(a ij ) = 1, we can use the first case of this lemma on the distance γ + 1, the points j and i in X and the state ω ′ . Since l ∈ V γ+1 j and k ∈ V γ+1 i , the first case states that 0 = ω ′ (a lk ) = ω(a kl ) and this concludes the proof.
Using the previous lemma, we now need to show the commutation of a and d to complete the proof of the first implication of Theorem 3.6. Choose any i, j, k, l ∈ X with d(i, k) = d(j, l). By Lemma 4.1 it suffices to show that a ij a kl = 0. Suppose that the product a ij a kl is nonzero. Then also a ij a kl a ij = (a ij a kl )(a ij a kl ) * is nonzero. Hence we can find a state ω on A such that ω(a ij a kl a ij ) is nonzero. But then also ω(a ij ) is nonzero, because of the Cauchy-Schwarz inequality:
Using this state ω, we define a new state
One can easily check that this is indeed a state and that ω ij (a ij ) = 1. So we can use the first case of the Lemma 4.2 on the number γ for which d(i, k) = d γ , on the points i and j, and on the state ω ij , and conclude that ω ij (a kl ) = 0. But this clearly contradicts the fact that ω ij (a kl ) =
is nonzero because of the choice of ω. Therefore a ij a kl = 0, and this concludes the proof of this first implication.
Part 2: (a) implies (b)
Since this part of the theorem will not use anything specific about the CQGstructure we have on A (except for the fact that the matrix a is a magic biunitary), we can reformulate this part in a more general setting. Theorem 4.3. Let (X, d) be a finite metric space with n points, A a unital C*-algebra and α :
We use the notations from the theorem, and we suppose that the magic biunitary matrix a commutes with d. We want to prove that
for every f ∈ C(X) and every state ω on A.
First note that it is sufficient to prove the following lemma:
Lemma 4.4. Using the notations and assumptions of Theorem 4.3, we fix elements x, y ∈ X and a state ω on A. Then there exist positive numbers λ ij (i, j ∈ X) such that for all i, j ∈ X, we have
Suppose the lemma holds, then we can prove Theorem 4.3. Indeed, we fix a state ω ∈ S(A) and a function f ∈ C(X). Now we can rewrite
Choose elements x, y ∈ X with x = y. Using Lemma 4.4, we can write
Because this holds for all elements x and y in X with x = y, we find that
for every f ∈ C(X), which would conclude the proof of Theorem 4.3.
Of course, we still have to prove Lemma 4.4. This lemma is combinatorial, and its proof will use a famous theorem in graph theory. To formulate this theorem, we need to introduce some notations.
The graph theory we need concerns flow networks. A flow network is a set V of vertices, and a set E ⊆ V × V of directed edges. Every edge (u, v) in E has a positive capacity c(u, v). We also fix two vertices s and t, called the source and the sink.
An s-t-flow in such a network is a mapping from the set of edges to the positive numbers, which maps every edge (v, w) ∈ E on f (v, w), the 'flow from v to w'. The conditions are that the flow f (v, w) through an edge is always smaller than the capacity c(v, w) of the edge. Secondly, the flow can not stay inside a vertex (except for the source and the sink). So the flow entering a vertex must equal the flow leaving the vertex, or u∈V f (u, v) = w∈V f (v, w) for every vertex v ∈ V \{s, t}. In this mathematical notation we suppose that the capacity c(v, w) (and hence also the flow f (v, w)) is zero when there is no edge (v, w) in E.
The value F of an s-t-flow is then the sum of all the flow leaving the source v∈V f (s, v). This equals the flow entering the sink.
An s-t-cut is a partition of the vertices. We cut the graph into two pieces, partitioning the set of vertices in two sets, S and T in such a way that S contains the source s and T contains the sink t. The capacity of such a cut is then the sum of the capacities of all edges crossing the cut from S to T . Mathematically, this is v∈S,w∈T c(v, w). Now we can formulate the famous max-flow-min-cut theorem briefly.
Theorem 4.5 (Max-flow-min-cut theorem). The maximal value of an s-tflow is equal to the minimal capacity of an s-t-cut.
This theorem will be used to prove the following combinatorial lemma.
Lemma 4.6. Suppose we have positive numbers α 1 , α 2 , · · · , α n and
Next, suppose that for every i ∈ {1, · · · , n}, there exists a set V i ⊆ {1, · · · , n} such that for every subset Z of {1, · · · , n}
Then, for i, j ∈ {1, · · · , n}, we can take positive numbers λ ij such that for all i, j ∈ {1, · · · , n}
Proof. We construct a flow network. We have n vertices on the left hand side, which we label l 1 , l 2 , · · · , l n , and n vertices on the right hand side, labeled r 1 , r 2 , · · · , r n . For short, we denote L for {l 1 , · · · , l n } and R for {r 1 , · · · , r n }. For every i ∈ {1, · · · , n}, we have an edge from the source s to vertex l i with capacity α i , and an edge from vertex r i to the sink t with capacity β i . In the center, we have an edge from vertex l i to every vertex r j with j ∈ V i . We give those edges capacity 1. We denote the set of vertices by V and the set of edges by E. From now on, we will see V i as the subset of all vertices r j with j ∈ V i .
An example for n = 5 can be found on figure 1. 
We want to use the max-flow-min-cut theorem to find a maximal flow in this flow network. For this end, we investigate the minimal capacity of an s-t-cut. An example of an s-t-cut with capacity one is S = {s}, T = V \{s}. We claim that this capacity is minimal. So we want to prove that every other s-t-cut has a capacity of at least one. Let us consider all possible cases.
• First we suppose S contains non of the vertices on the left hand side: L ⊆ T . Then the capacity of the cut is
• If one of the central edges is crossing the cut from S to T , then the capacity of the cut is bigger than one. This is, if S ∩ L = ∅ and T ∩ l i ∈S V i = ∅, then we have a vertex r j ∈ T in one of the V i , with l i ∈ S. Then l i belongs to S and r j to T , so the capacity of the cut is bigger than c(l i , r j ), which is 1 because r j ∈ V i .
• The last case is the case where
If we now use the given inequality (9) on the set S ∩ L, we get
For the total capacity of the cut, this gives
We have proven that the minimal capacity of an s-t-cut in the flow network we consider is one. Because of the max-flow-min-cut theorem, this implies that we can have a maximal flow f of value one through this network. If we denote the flow in the edge (l i , r j ) by λ ij , we have found the positive numbers we were looking for:
• It is obvious that all λ ij = f (l i , r j ) are positive.
• For the first condition, we have to calculate n j=1 λ ij = n j=1 f (l i , r j ). This is the total amount of flow leaving the vertex l i , so this has to equal the amount of flow entering l i . The only edge through which the flow can enter l i , is the edge (s, l i ), which has capacity α i . In order to have a total flow of value one, the flow in every edge (s, l k ) must reach its capacity α k (since n k=1 α k = 1). Hence, in particular, the flow through the edge (s, l i ) equals its capacity α i . So we have proven that
• For the second condition, we calculate
f (l i , r j ) similarly, we see that this is the total amount of flow entering the vertex r j . This is equal to the amount of flow leaving r j , which is the flow through the edge (r j , t). With a similar reasoning as for the first condition, we see that the flow f (r j , t) equals the capacity β j of the edge.
• If j ∈ V i , there is no edge from l i to r j . Clearly, there cannot be any flow going from l i to r j , so λ ij = f (l i , r j ) is zero.
We want to use this purely combinatorial lemma to prove Lemma 4.4.
Proof of Lemma 4.4:
Fix elements x and y in X and a state ω on A. It is obvious that we want to use Lemma 4.6 for the numbers α i = ω(a xi ) and β i = ω(a yi ). To make the third condition of Lemma 4.6 match with the third condition of Lemma 4.4, we take V i to be the set {j ∈ X | d(i, j) = d(x, y)}. For example, if the metric space looks like figure 2(a) (where the numbers represent the distances between the points), and we chose x to be c 1 and y to be c 2 , then the flow network used in the proof of Lemma 4.6 will look like the network in figure 2(b) (which we also used as an example on figure 1 in the proof of Lemma 4.6). Because both factors in the previous product are projections, we have i∈Z a xi ≤ j∈X:
Since ω is a positive map, we immediately get the desired inequality. Hence we can apply Lemma 4.6 to obtain the desired positive numbers λ ij .
Part 3: Equivalence of (b) with (c)
Theorem 3.6 also states that, in case of a finite classical space, the notions 1-isometric (Definition 3.1) and full-isometric (Definition 3.3) coincide. We already know that (c) implies (b). To prove that (b) implies (c), we need another lemma.
Lemma 4.7. Let (B, L) be a CQMS and suppose we have CQGs (C i , ∆ i ) with bounded counits ǫ i and coactions
Proof. We fix i ∈ {1, · · · , m}. Since (ι⊗ǫ j )β j = id B for every j ∈ {1, · · · , m}, one can compute that
Now we can easily prove that β i is 1-isometric if β is 1-isometric: we first choose b ∈ B and ω ∈ S(C i ). Then, because of the previous formula for β i , we have
Proof of (b) implies (c) in Theorem 3.6. We suppose that the coaction α of the CQG (A, ∆) on (C(X), L d ) is 1-isometric, which means that the matrix a = (a ij ) commutes with the distance matrix. To prove that α is fullisometric, we first choose faithful QTGs (C i , ∆ i , β i ) for i = 1, · · · , m such that β = β 1 * · · · * β m is 1-isometric. We want to prove that α * β is 1-isometric. We denote X for A ⊗ C 1 ⊗ · · · ⊗ C n , and we use x ij for the matrix elements in X such that, for every j ∈ {1, · · · , n} we have
Then, by Theorem 4.3, it is sufficient to prove that the matrix x = (x ij ) ij is a magic biunitary that commutes with the distance-matrix d.
We need to compute the elements x ij . For every k ∈ {1, · · · , m} we can take elements c
ij for every j ∈ {1, · · · , n}. We can also take elements a ij in A such that for every j ∈ {1, · · · , n} we have α(δ j ) = n i=1 δ i ⊗ a ij . Then one can check that for every i, j ∈ {1, · · · , n}, we have
Now we can check whether the elements x ij satisfy all the conditions needed to apply Theorem 4.3. Firstly, since α and all the β k are coactions, we know that the matrix a = (a ij ) ij and all matrices c (k) = c (k) ij ij are magic biunitary matrices. From this, one can easily see that also x will be a magic biunitary.
Secondly, since α is given to be 1-isometric, we know that a commutes with d. We also supposed β to be 1-isometric, which by Lemma 4.7 implies that every coaction β k is 1-isometric. Notice that the conditions of Lemma 4.7 are met here since all C k have bounded counits as they are faithfully acting on C(X) [16] . Hence all matrices c (k) commute with d. Then, using (10), it is straightforward to verify that d commutes with x as well.
Subgroup acting isometrically
Classically, when a group G is acting on a metric space (X, d), the subset H consisting of those elements g of G for which the action X → X : x → gx is isometric forms a subgroup of G. We show in Theorem 5.2 that this remains true in the general quantum context for full-isometric coactions. Before stating the theorem, we need to introduce a definition.
Definition 5.1. Let (A, ∆) be a compact quantum group and I ⊆ A a subset of A. We say that I is a Woronowicz Hopf C*-ideal if I is a two-sided closed *-ideal in A such that
where p is the canonical projection A → A/I : a → a + I.
In the above situation, A/I becomes a compact quantum group for the comultiplication defined by
The CQG (A/I, ∆ I ) can be considered as a compact quantum subgroup of (A, ∆). 
is a faithful and full-isometric coaction, where p I is the canonical projection of A onto A/I. The ideal I can be chosen to be the smallest one possible, in the sense that for any other Woronowicz Hopf C*-ideal J with α J = (ι⊗p J )α a faithful and full-isometric coaction, we have that I ⊆ J.
We need a couple of lemmas before we can start the proof of this theorem.
Lemma 5.3. Let S be a set of states on a unital C*-algebra A such that (i) S separates the points of A (i.e. ∀a ∈ A\{0}, ∃ω ∈ S : ω(a) = 0)
(ii) For all a ∈ A and all ω ∈ S with ω(a * a) = 0, the state ω a belongs to S, where ω a is defined by
Then for every element a of A, a ≥ 0 is equivalent to ω(a) ≥ 0 for all ω in S.
Proof. We fix an element a ∈ A. First of all, it is clear that, if a is positive, ω(a) will also be positive for all ω in S, since every state is a positive mapping. Next, we suppose that ω(a) ≥ 0 for all ω in S, and we want to prove that a is positive. First we check that a is self-adjoint. Suppose not, then a − a * is nonzero. Since the states in S separate the points of A, there exists an ω ∈ S such that ω(a − a * ) = 0. But then ω(a) = ω(a * ) = ω(a) which contradicts the fact that ω(a) is a positive (and hence real) number. So we may suppose that a is self-adjoint. Then we can write a as a + −a − for some positive elements a + and a − in A with a + a − = 0. To prove that a is positive, we have to show that a − is zero. But if a − were non-zero, then also (a − ) 3 would be non-zero. Hence we could find a state ω in S such that ω((a − ) 3 ) = 0. But then also ω((a − ) 2 ) = 0, since by the Cauchy-Schwarz inequality we have 0 < |ω((a − ) 3 )| 2 ≤ ω((a − ) 2 )ω((a − ) 4 ). By the second property of the set S, we now know that ω a − belongs to S, which implies that ω a − (a) ≥ 0. But
and this would be strictly negative, since both ω((a − ) 3 ) and ω((a − ) 2 ) are supposed to be positive and non-zero. We get an obvious contradiction and conclude that a = a + is positive.
Lemma 5.4. Let S be a set of states on a unital C*-algebra A such that for every element a ∈ A we have a ≥ 0 iff ω(a) ≥ 0 for all ω ∈ S. Then the convex hull of S is weakly *-dense in the state space S(A).
Proof. Suppose the lemma does not hold. Then we can take a state ω in S(A)\conv(S). As conv(S) is weakly *-compact, there exists, by the Hahn-Banach separation theorem, a linear, weakly *-continuous mapping ψ : A * → C and a real number λ such that
for all states ϕ in conv(S). But since ψ is linear and weakly *-continuous, there must exist an element a in A such that ψ(ϕ) = ϕ(a) for all ϕ in A * . Now the above equality reads
for all ϕ in conv(S). Since ω and all ϕ ∈ conv(S) are self-adjoint, we can use b to denote Re(a) and then we get
for all ϕ in conv(S). So, for the element λ1 − b (where 1 is the unit element of A), we get ϕ(λ1 − b) = λ − ϕ(b) ≥ 0 for all ϕ ∈ conv(S), and hence in particular for all ϕ in S. By the assumption in the lemma, this would mean that λ1−b is a positive element of A. But since ω is a state, this would imply that ω(λ1 − b) is positive, which gives a contradiction with ω(b) > λ.
Lemma 5.5. Let A be a unital C*-algebra and Π be a set of *-homomorphisms π : A → C π where the C π are unital C*-algebras. We suppose Π separates the points of A, so if a ∈ A is non-zero, then there exists an element π ∈ Π such that π(a) = 0. Then the convex hull of the set
is weakly *-dense in S(A).
Proof. We will use the above two lemma's to prove this result. We verify both conditions for Lemma 5.3. Firstly, we choose a non-zero element a ∈ A. Since Π separates the points of A, there is a π ∈ Π : A → C π such that π(a) is non-zero. But then it is clear that there also exists a state ω on C π such that ω(π(a)) = 0. Hence we have found a state ω • π in S that is non-zero on a, which shows that S separates the points of A. Secondly, we take an element a ∈ A and an arbitrary state ϕ in S. Then there exists a π ∈ Π : A → C π and a state ω on C π such that ϕ = ω•π. Since π is a *-homomorphism, one can compute that ϕ a = ω π(a) • π if ϕ(a * a) = 0. This clearly implies that ϕ a belongs to S, since ω π(a) is still a state on C π . So, from Lemma 5.3, we may conclude that an element a ∈ A is positive if and only if ϕ(a) ≥ 0 for all ϕ ∈ S. But then Lemma 5.4 tells us that the convex hull of S is weakly *-dense in the state space S(A). Now we have all the results needed to prove the main Theorem 5.2 of this section. To be able to construct the desired Woronowicz Hopf C*-ideal, we introduce some notations. Definition 5.6. Let B be a unital C*-algebra and take QTGs (A, ∆, α) and (C i , ∆ i , α i ) for i = 1, · · · , n. We say that π : A → C 1 ⊗ · · · ⊗ C n is a multimorphism of QTGs if π is of the form π 1 * · · · * π n for some morphisms of QTGs π i : A → C i (i = 1, · · · , n). We used the notation π 1 * π 2 to denote the *-homomorphism (π 1 ⊗ π 2 )∆ : A → C 1 ⊗ C 2 , and inductively one can define π 1 * · · · * π n .
Definition 5.7. Let (B, L) be a CQMS and (A, ∆, α) a QTG of B. Let π i : (A, ∆, α) → (C π i , ∆ π i , α π i ) be morphisms of QTGs for i = 1, · · · , n. We say that the multi-morphism of QTGs π = π 1 * · · · * π n is admissible if every coaction α π i is faithful and full-isometric (i = 1, · · · , n).
We denote the set of all admissible multi-morphisms of QTGs on (A, ∆, α) by Π A .
Proof of Theorem 5.2: We claim that the desired Woronowicz Hopf C*-ideal will be I = π∈Π A ker(π).
For the first part of the theorem, we have to prove that the set I is a Woronowicz Hopf C*-ideal. It is easy to see that I is a closed two-sided *-ideal, since every kernel of a *-homomorphism is a closed *-ideal. We want to show that (p I ⊗ p I )∆(I) = {0}. To do so, it is sufficient to prove that (π 1 ⊗π 2 )∆(I) = {0} for every π 1 , π 2 ∈ Π A . So we choose π 1 = π 
is still a multi-morphism of QTGs, and since all α (j) i are faithful and fullisometric, we know that π 1 * π 2 is admissible. Hence (π 1 ⊗ π 2 )∆(I) = (π 1 * π 2 )(I) = {0}, so I is a Worononwicz Hopf C*-ideal.
Notice that the counit ǫ : A → C is an admissible morphism of QTGs. Therefore I is a proper Woronowicz Hopf C*-ideal.
Hence it makes sense to consider the CQG A/I with comultiplication
and the coaction α I of (A/I, ∆ I ) on B, as defined in the theorem. Since α is faithful, it is clear that also the induced coaction α I = (ι⊗p I )α is faithful. To prove that α I is full-isometric, we first choose faithful QTGs (C i , ∆ i , β i ) for i = 1, · · · , n such that β = β 1 * · · · * β n is 1-isometric. Denote C 1 ⊗ · · · ⊗ C n by C. We want to prove that α I * β : B → B ⊗ A/I ⊗ C is 1-isometric, using Lemma 3.4.
We choose a multi-morphism π ∈ Π A . Then we can write π = π 1 * · · · * π m for some morphisms π i : (A, ∆, α) → (C π i , ∆ π i , α π i ) of QTGs. We use C π to denote C π 1 ⊗ · · · ⊗ C πm . We introduce some more notations: for i ∈ {1, · · · , m} we writeπ i for the unique * -homomorphism from A/I to C π i such thatπ i • p I = π i . Remark that this is well-defined since π i (I) = {0}. We denoteπ 1 * · · · * π m byπ, where the * -product is defined using the comultiplication ∆ I . We will also write α (j) for α * · · · * α, the * -product of j factors α (hence α (j) is a mapping from B to B ⊗ A ⊗j ). The symbol
where we have j factors in the composition (hence ∆ (j) is a mapping from A to A ⊗(j+1) ).
Notice that for any state ω on C π ⊗ C, the mapping ω(π ⊗ ι) is a state on A/I ⊗ C. Moreover, for any b ∈ B, we have
Now, since π is admissible, we know that every coaction α π i is faithful and full-isometric. In particular α πm is full-isometric, so, because of the choice of β, we now know that α πm * β is 1-isometric. Since α πm is faithful and α π m−1 is full-isometric, this implies that α π m−1 * α πm * β is 1-isometric. We can continue this argument to conclude that α π 1 * · · · * α πm * β is 1-isometric. Together with the above calculation, it follows that L((ι ⊗ ω(π ⊗ ι))(α I * β)(b)) ≤ L(b) for any element b ∈ B, any π : A → C π in Π A and any state ω on C π ⊗ C.
By Lemma 3.4, we need to show that the convex hull of the set
is weakly *-dense in the set of states on A/I ⊗ C, to conclude that α I * β is 1-isometric. This will follow from applying Lemma 5.5 to the C*-algebra A/I ⊗ C and the set Π of *-homomorphismsπ ⊗ ι : A/I ⊗ C → C π ⊗ C with π ∈ Π A . It is sufficient to prove that this set of *-homomorphisms separates the points of A/I ⊗ C. We choose an element x in A/I ⊗ C and suppose x is nonzero. Then, since the product states separate the points of the minimal tensor product, there exists a state ψ on C such that (ι ⊗ ψ)(x) is non-zero. We can take an element y in A such that p I (y) = (ι ⊗ ψ)(x). Since this element is non-zero in A/I, we know that y ∈ I. Hence, there exists a morphism π in Π A such that π(y) is nonzero. But thenπ(ι ⊗ ψ)(x) =π(p I (y)) = π(y) is non-zero in C π . So we may conclude that (π ⊗ ι)(x) is non-zero, which proves that Π separates the points of A/I ⊗C. This finishes the proof of the fact that α I is full-isometric.
C(B, L), there is a unique morphism of transformation groups from (A, ∆, α) to (Ã,∆,α).
If ψ is a functional on B, we define the quantum isometry group of (B, L, ψ) to be the universal object in C(B, L, ψ) if such an object exists.
Obviously it is not immediately clear under what conditions such a quantum isometry group exists, but Theorem 5.2 is certainly a step in the right direction. This theorem allows us to define the quantum isometry group if we have a 'quantum permutation group' at our disposition. For example, for finite compact quantum metric spaces, we can define a quantum isometry group fixing the trace (or another functional), since S. Wang defined the quantum automorphism group [16] , [17] . Theorem 6.3. Let (B, L) be a finite compact quantum metric space and let ψ be a functional on B. Then there exists a quantum isometry group of (B, L, ψ).
Proof. Denote by (A, ∆, α) the quantum automorphism group of (B, ψ), according to Wang's definition [16] . This means that (A, ∆, α) is a universal object in the category C(B, ψ) of all faithful transformation groups of the pair (B, ψ). Note that (A, ∆) is of Kac type, and hence has a bounded counit.
Then we claim that (A/I, ∆ I , α I ) is the desired quantum isometry group of (B, ψ), where I is the Woronowicz Hopf C*-ideal as in (the proof of) Theorem 5.2. That is, I is the intersection of all kernels of admissible multimorphisms of QTGs on (A, ∆, α). As before, we used ∆ I to denote the induced comultiplication of A/I, and α I to denote the induced coaction (ι ⊗ p I )α.
From Theorem 5.2 we already know that (A/I, ∆ I , α I ) is a faithful and full-isometric quantum transformation group. To prove the universality, let (Ã,∆,α) be a second faithful and full-isometric quantum transformation group of (B, ψ). We want to show that there exists a unique morphism of quantum transformation groups from (A/I, ∆ I , α I ) to (Ã,∆,α).
Because of the universality of the object (A, ∆, α) in the category C(B, ψ), we know that there is a unique morphism of QTGs θ : A →Ã from (A, ∆, α) to (Ã,∆,α).
Since θ is a morphism of QTGs, we know that α θ = (ι ⊗ θ)α equalsα, hence α θ is full-isometric. But then, by definition, θ is admissible. It is now clear that θ(I) = {0}, by the construction of I.
We have verified that the mappinḡ θ : A/I →Ã : (a + I) → θ(a).
is well defined. Remark thatθp I = θ. We claim thatθ is the desired morphism of quantum transformation groups from (A/I, ∆ I , α I ) to (Ã,∆,α).
• It is clear thatθ is a unital *-homomorphism since θ is a unital *-homomorphism.
• We have (θ ⊗θ)∆ I p I = (θ ⊗θ)(p I ⊗ p I )∆ = (θ ⊗ θ)∆ =∆θ =∆θp I which means that the mappings (θ ⊗θ)∆ I and∆θ are equal on A/I.
• We also have (ι ⊗θ)α I = (ι ⊗θ)(ι ⊗ p I )α = (ι ⊗ θ)α =α.
To conclude the proof, we have to check the uniqueness ofθ. But if we take any morphism of quantum transformation groups σ from (A/I, ∆ I , α I ) to (Ã,∆,α), then σp I would be a morphism of quantum transformation groups from (A, ∆, α) to (Ã,∆,α). Because of the uniqueness of θ, this implies that σp I = θ. But then of course σ =θ, which proves the uniqueness ofθ.
The previous theorem shows that every finite quantum metric space had an isometry group (fixing a state). We compute this isometry group in a 'small' example, where the isometry group is non-classical: the quantum space M 2 (C) ⊕ C ⊕ C. One can check that the quantum symmetry group of Wang (preserving the trace) reduces to the C*-algebra A generated by four generators x, y, z, p with relations    x 2 = −yz 2xx * + yy * + zz * = 1 p * = p = p 2 and such that the *-algebra generated by x, y, z is commutative.
The comultiplication is defined by ∆(x) = (zz * − yy * ) ⊗ x + x ⊗ z + x * ⊗ y ∆(y) = (yx * − xz * ) ⊗ 2x + y ⊗ z + z * ⊗ y ∆(z) = (xy * − zx * ) ⊗ 2x + z ⊗ z + y * ⊗ y ∆(p) = p ⊗ p + (1 − p) ⊗ (1 − p).
We will write the elements of M 2 (C) ⊕ C ⊕ C as triples. We use the notation e ij (i, j = 1, 2) for the matrix units in M 2 (C). Then the coaction of A on M 2 (C) ⊕ C ⊕ C is the unital *-homomorphism defined by α(e 12 , 0, 0) = (e 11 − e 22 , 0, 0) ⊗ x + (e 12 , 0, 0) ⊗ z + (e 21 , 0, 0) ⊗ y α(0, 1, 0) = (0, 1, 0) ⊗ p + (0, 0, 1) ⊗ (1 − p).
There are several Lipnorms that make this space into a CQMS. The Lipnorm L we will consider here will be the following: For this Lipnorm, one can prove that a representation π of A is admissible if and only if π(x) = π(y) = 0. Hence, to find the quantum isometry group, we take the quotient of A by the ideal generated by x and y. We find that the quantum isometry group of M 2 (C) ⊕ C ⊕ C is the universal C*-algebra generated by a unitary element z and a projection p. 
