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a b s t r a c t
This paper studies decoupled numerical methods for a mixed Stokes/Darcy model for
coupling fluid and porous media flows. A two-level algorithm is proposed and analyzed in
Mu and Xu (2007) [10]. We generalize the two-level algorithm to a multilevel algorithm
in this paper and present numerical analysis on the error estimates for the multilevel
algorithm. The multilevel algorithm solves the mixed Stokes/Darcy system by applying
efficient legacy code for single model solvers to solve two decoupled Stokes and Darcy
subproblems on all the subsequently refined meshes, except for a much smaller global
problem only on a very coarse initial mesh. Numerical experiments are conducted for both
the two-level and multilevel algorithms to illustrate their effectiveness and efficiency, and
validate the related theoretical analysis.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In realworld applications, there aremore andmore concerns onmulti-domain problemswithmulti-physics, for instance,
a Navier–Stokes flow in an interior region coupled with an Oseen flow in an exterior region [1,2]; a fluid flow in an upper
region interacting with a porous media flow in a lower region [3–11]; an acoustic wave model coupled with an elastic
model [12]. However, multi-domain problems are usually difficult to solve. The governing equations in different regions
may be substantially different in type and scale, and coupling of different equations may lead to very singular and stiff
systems.
We study a particular multi-domain problem, a mixed Stokes/Darcy model for coupling fluid and porous media flows. It
is composed of Stokes equations in an upper domain and a Darcy’s equation in a lower domain, coupled together through
certain interface conditions. A two-level algorithm was proposed and analyzed in [10]. It consists of two steps: 1. solving a
coupled problemon a coarsemesh; 2. solving two decoupled subproblems on a finemesh by using the coarse grid solution to
supplement the boundary conditions at the interface for each subproblem. Numerical analysis suggests that the decoupled
two-level algorithm retains the same approximation accuracy as the coupled algorithm with a scaling of h = H2 between
the coarse grid size H and the fine grid size h; however, optimal error estimates for the velocity and pressure in the fluid
region have not been obtained due to technical difficulties [10]. We now carry out numerical experiments with benchmark
problems to investigate the effectiveness and the efficiency of the two-level algorithm and validate its theoretical analysis.
Numerical results confirm that the two-level algorithm indeed retains the optimal approximation accuracy as the coupled
algorithm if the fluid and porous media regions are both convex polygons with regular meshes.
Furthermore,we generalize the two-level algorithm [13,14] to amultilevel algorithm [15] and present numerical analysis
on the error estimates for the multilevel algorithm. The multilevel algorithm solves the mixed Stokes/Darcy system by
applying efficient legacy code for single model solvers to solve two decoupled Stokes and Darcy subproblems on all the
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Fig. 1. A global domainΩ consisting of a fluid regionΩf and a porous media regionΩp separated by an interface Γ .
subsequently refined meshes, except for a much smaller global problem only on a very coarse initial mesh. Numerical
experiments are also conducted to illustrate the effectiveness and efficiency of the multilevel algorithm.
The rest of this paper is organized as follows. The mixed Stokes/Darcy model is described in Section 2. In Section 3, the
two-level algorithm is briefly reviewed, and themultilevel algorithm is then presented, followed by several preconditioning
techniques [16,17]. Numerical experiments and implementation details of all algorithms are reported in Section 4.
2. A mixed Stokes/Darcy model
LetΩ ⊂ Rd with d = 2 or 3 be a bounded domain consisting of a fluid regionΩf and a porous media regionΩp as shown
in Fig. 1, whereΩf

Ωp = ∅ andΩ f Ωp = Γ is the interface between two regions, nf and np denote the unit outward
normal vectors of ∂Ωf and ∂Ωp, separately.
The governing variable in Ωp is the so-called piezometric head φ = z + ppρf g , where z is the elevation from a reference
level (for simplicity, z is assumed to be 0), pp is the pressure inΩp, ρf is the fluid density, and g is the gravity acceleration.
The porous media flow motion is modeled by Darcy’s law, which states that the velocity in the porous media region is
proportional to ∇φ. Specifically,
up = −Kn∇φ,
where n is the volumetric porosity describing the fraction of void space in the material and K is the hydraulic conductivity
tensor [18]. Typically,Kij is proportional to ϵ
2
ν
with ϵ being the characteristic length of the porousmedia and ν > 0 being the
viscosity. For simplicity, we assume that K is a diagonal matrix with Ki,i ≥ c0 > 0. Furthermore, the velocity inΩp satisfies
− div

K
n
∇φ

= fp, ∀x ∈ Ωp, (1)
where fp is the source term due to injection or pump.
The fluid flow motion inΩf is modeled by Stokes equations−div (T(uf , pf )) = f, ∀x ∈ Ωf ,
div uf = 0, ∀x ∈ Ωf , (2)
where uf is the velocity vector, pf is the pressure, f is the external force, and
T(uf , pf ) = −pf I+ 2νD(uf )
is the stress tensor and
D(uf ) = 12 (∇uf +∇
Tuf )
is the deformation rate tensor.
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For simplicity, let us assume that the boundary conditions on ∂Ωf /Γ = ∂Ωf ,D and ∂Ωp/Γ = ∂Ωp,D are all of Dirichlet
type, i.e.,
uf = uD, on ∂Ωf /Γ ,
φ = φD, on ∂Ωp/Γ , (3)
and without loss of generality, we assume that uD = 0 and φD = 0.
The key part of this mixed model is the interface conditions, which state the interaction mechanism of the two different
types of flows. The following interface conditions have been extensively used and studied in the literature, see [3,5,6,19,20,
9,21], 
uf · nf = up · nf ,
[−T(uf , pf ) · nf ] · nf = ρf gφ,
[−T(uf , pf ) · nf ] · τ i = ναBJ√
τ i · νK · τ i uf · τ i, i = 1, . . . , d− 1,
(4)
where {τ i}d−1i=1 are linearly independent unit tangential vectors onΓ , αBJ is a positive parameter depending on the properties
of the porous medium andmust be experimentally determined. The first interface condition ensures the mass conservation
across Γ . The second one is the balance of normal forces across the interface. The third condition is well known as the
Beavers et al.’s law [3,9,21], which states that the slip velocity along Γ is proportional to the shear stress along Γ . The
Beavers–Joesph–Saffman condition is justified by using homogenization theory [20] as
√
kϵ
∂uτ
∂nf
= αBJSuτ + O(kϵ),
where uτ is the slip velocity along the interface, kϵ ∼ O(ϵ2) is the (scalar) permeability tensor, and αBJS is a constant.
Therefore,
uτ ∼ ϵ ∂uτ
∂nf
. (5)
Denote
Hp = {φ ∈ H1(Ωp) | φ = 0 on ∂Ωp,D},
Hf = {v ∈ (H1(Ωf ))d | v = 0 on ∂Ωf ,D},
W = Hf × Hp,
Q = L2(Ωf ).
Multiplying test functions to (1) and (2), integrating by parts and plugging in the interface conditions (3) and (4), we have
the weak form of the mixed Stokes/Darcy model: for f ∈ W ′, find u = (u, φ) ∈ W , p ∈ Q such that
a(u, v)+ b(v, p) = (f , v), ∀v = (v, ψ) ∈ W ,
b(u, q) = 0, ∀q ∈ Q , (6)
where
(f , v) = (f, v)+ (fp, ψ) =

Ωf
nf · v+

Ωp
ρf gfpψ
and 
a(u, v) = af (u, v)+ ap(φ, ψ)+ aΓ (u, v),
b(v, p) = −

Ωf
npdivv,
with 
af (u, v) =

Ωf
2nνD(u) : D(v)+

Γ
n
d−1
j=1
ναBJ
τ j · νK · τ j
(u · τ j)(v · τ j),
ap(φ, ψ) =

Ωp
ρf g∇ψ · K∇φ,
aΓ (u, v) =

Γ
nρf g[φv− ψu] · nf .
Here and thereafter, we use x . y to denote that there exists a generic constant C such that x ≤ Cy. The following lemma
is well known [19,10,22].
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Lemma 1. (i) a(., .) is continuous on W ×W:
|a(u, v)| . ∥u∥W∥v∥W .
(ii) a(., .) is coercive on W: there exists a positive constant c2 such that
a(v, v) ≥ c2∥v∥2W .
(iii) b(., .) is continuous onW×Q and satisfies the inf–sup condition: there exists a positive constant β such that ∀q ∈ Q , ∃w ∈
W , w ≠ 0,
b(w, q) ≥ β∥w∥W∥q∥Q .
The well-posedness of the mixed Stokes/Darcy problem (6) then follows from Lemma 1 and Babuska–Brezzi’s theory [23,24].
3. Algorithms
3.1. A coupled algorithm and a two-level decoupled algorithm
Let us first briefly review a coupled algorithm and a two-level decoupled algorithm. Let Wh = Hf ,h × Hp,h ⊂ W and
Qh ⊂ Q be finite element spaces, satisfying the discrete inf–sup condition [6]: there exists a positive constant β∗ > 0,
independent of h, such that ∀qh ∈ Qh, ∃vh = (vh, 0) ∈ Hf ,h × Hp,h:
b(vh, qh) ≥ β∗∥vh∥W∥qh∥Q . (7)
It is also required that the triangulations ofΩf andΩp coincide at the interface Γ .
A coupled algorithm.
Find uh = (uh, φh) ∈ Wh, ph ∈ Qh ⊂ Q such that
a(uh, vh)+ b(vh, ph) = (f , vh), ∀vh = (vh, ψh) ∈ Wh,
b(uh, qh) = 0, ∀qh ∈ Qh. (8)
The coupled algorithm (8) is well-posed, and the following error estimates hold [6,10].
Lemma 2. For u ∈ (H2+k(Ωf ))d ∩ Hf , p ∈ H1+k(Ωf ), and φ ∈ H2+k(Ωp) ∩ Hp, k = 0, 1, we assume that there exists
(u˜h, p˜h, φ˜h) ∈ Hf ,h × Qh × Hp,h such that
∥u− u˜h∥Hf . h1+k∥u∥H2+k(Ωf ), k = 0, 1,
(div(u− u˜h), qh) = 0, ∀qh ∈ Qh,
∥p− p˜h∥Q . h1+k∥p∥H1+k(Ωf ), k = 0, 1,
∥φ − φ˜h∥Hp . h1+k∥φ∥H2+k(Ωp), k = 0, 1,
then
∥φh − φ∥Hp . h1+k, k = 0, 1, (9)
∥uh − u∥Hf . h1+k, k = 0, 1, (10)
∥ph − p∥Q . h1+k, k = 0, 1. (11)
For k = 0, Lemma 2 gives the error estimates for the first order discretization, where one may apply Mini elements [25]
to the Stokes equations and piecewise linear elements to Darcy’s equation.When k = 1, Lemma 2 corresponds to the second
order discretization, and one may employ Taylor–Hood elements [26] to the Stokes equations and piecewise quadratic
elements to Darcy’s equation.
A two-level algorithm [10].
1. Solve a coarse grid problem (8) H : find uH = (uH , φH) ∈ WH ⊂ Wh, pH ∈ QH ⊂ Qh such that
a(uH , vH)+ b(vH , pH) = (f , vH), ∀vH = (vH , ψH) ∈ WH ,
b(uH , qH) = 0, ∀qH ∈ QH; (12)
2. Solve a modified fine grid problem: find uh = (uh, φh) ∈ Wh, ph ∈ Qh such that
af (uh, vh)+ ap(φh, ψh)+ b(vh, ph) = (f , vh)− aΓ (uH , vh), ∀vh ∈ Wh,
b(uh, qh) = 0, ∀qh ∈ Qh. (13)
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The modified fine grid problem (13) is also well-posed, and is equivalent to two decoupled subproblems inΩf and inΩp
separately. Specifically, taking the test function as vh = (vh, 0) in (13), it is easy to verify that the discrete Stokes problem
inΩf reads: find uh ∈ Hf ,h, ph ∈ Qh such thataf (uh, vh)+ b(vh, ph) =

Ωf
nf · vh −

Γ
nρf gφHvh · nf , ∀vh ∈ Hf ,h,
b(uh, qh) = 0, ∀qh ∈ Qh.
(14)
This weak form corresponds to the Stokes equations (2) with the boundary conditions given by
uf = uD, on ∂Ωf /Γ ,
[−T(uf , pf ) · nf ] · nf = ρgφH , on Γ ,
[−T(uf , pf ) · nf ] · τ i = ναBJ√
τ i · νK · τ i uf · τ i, i = 1, . . . , d− 1, on Γ .
(15)
Similarly, by taking vh = (0, ψh) in (13), the discrete Darcy problem inΩp reads: find φh ∈ Hp,h such that
ap(φh, ψh) =

Ωp
ρf gfpψh +

Γ
nρf gψhuH · nf , ∀ψh ∈ Hp,h. (16)
The weak form corresponds to Darcy’s equation (1) with the boundary conditions given by
φ = φD, on ∂Ωp/Γ ,
K
n
∇φ · np = uH · nf , on Γ . (17)
The two-level algorithm allows efficient legacy code for single model Stokes and Darcy solvers to be applied on the fine
grid and also executed in parallel. Meanwhile, the following analysis suggests that the two-level decoupled algorithm, with
a properly chosen coarse grid, still retains the same order of approximation accuracy as the coupled algorithm (8).
Lemma 3 ([10]). Let (uh, ph) and (uh, ph) be solutions defined by the two algorithms (8) and (13) on the fine grid. Under the
assumptions in Lemma 2, the following error estimates hold:
∥φh − φh∥Hp . H2+k, k = 0, 1, (18)
∥uh − uh∥Hf . H3/2+k, k = 0, 1, (19)
∥ph − ph∥Q . H3/2+k, k = 0, 1. (20)
We suspect that similar optimal order of approximation accuracy also holds for the velocity and pressure:
∥uh − uh∥Hf . H2+k, ∥ph − ph∥Q . H2+k, (21)
although it has not been able to prove them due to technical difficulties. Recall that the error estimates (19) and (20) are
based on the following arguments:
∥uh − uh∥2Hf . af (uh − uh,uh − uh)
= nρf g

Γ
(φh − φH)(uh − uh) · nf
. ∥φh − φH∥L2(Γ )∥uh − uh∥(L2(Γ ))d
. ∥φh − φH∥L2(Γ )∥uh − uh∥Hf
. H3/2+k∥uh − uh∥Hf . (22)
It would be possible to improve these estimates if one could prove that
∥φh − φH∥
H−
1
2 (Γ )
. H2+k. (23)
Note that similar estimate like (23) indeed holds for a single model Poisson problem on a convex domain with the Dirichlet
boundary condition [27]. However, it is not clear how to extend it to the present coupled Stokes/Darcymodel yet. Therefore,
we will conduct numerical experiments in the next section to show that the practical numerical errors are indeed of the
optimal order as expected in (21).
Nevertheless, from Lemmas 2 and 3, taking h = H k+3/2k+1 , the errors between the solution of the two-level algorithm and
the exact solution retain the order of O(hk+1). If (21) could be proved, the scaling between the coarse grid and the fine grid
would be further improved to h = H 2+k1+k . When k = 0, for instance, the optimal estimates (18) and (21) would suggest to
take the scaling as h = H2.
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3.2. A multilevel algorithm
We now generalize the two-level algorithm to a multilevel algorithm.
A multilevel algorithm.
1. Solve a coarse grid problem (8) H : find uH = (uH , φH) ∈ WH , pH ∈ QH such that
a(uH , vH)+ b(vH , pH) = (f , vH), ∀vH = (vH , ψH) ∈ WH ,
b(uH , qH) = 0, ∀qH ∈ QH;
2. set h0 = H , for j=1, to L,
find uhj = (uhj , φhj) ∈ Whj ⊃ Whj−1 , phj ∈ Qhj ⊃ Qhj−1 such that
af (uhj , vhj)+ ap(φhj , ψhj)+ b(vhj , phj) = (f , vhj)− aΓ (uhj−1 , vhj), ∀vhj ∈ Whj ,
b(uhj , qhj) = 0, ∀qhj ∈ Qhj . (24)
end.
Similar to the second step in the two level algorithm, the second step of the multilevel algorithm is equivalent to two
decoupled subproblems in Ωf and in Ωp. Specifically, the discrete Stokes problem in Ωf reads: find uhj ∈ Hf ,hj , phj ∈ Qhj
such thataf (uhj , vhj)+ b(vhj , phj) =

Ωf
nf · vhj −

Γ
nρf gφhj−1vhj · nf , ∀vhj ∈ Hf ,hj ,
b(uhj , qhj) = 0, ∀qhj ∈ Qhj .
(25)
The discrete Darcy problem inΩp reads: find φhj ∈ Hp,hj such that
ap(φhj , ψhj) =

Ωp
ρf gfpψhj +

Γ
nρf gψhjuhj−1 · nf , ∀ψhj ∈ Hp,hj . (26)
The following analysis studies the approximation properties for the multilevel algorithm, where only the first order
discretization is considered for simplicity and without loss of generality.
Theorem 1. Let (uhj , phj) and (u
hj , phj) be the solutions defined by the coupled algorithm and the multilevel decoupled
algorithms (8) and (24) on the mesh level with the mesh size hj. Under the same assumptions as in Lemma 2, the following error
estimates hold:
∥φhj − φhj∥Hp . hj−1∥u− uhj−1∥Hf + ∥u− uhj−1∥(L2(Ωf ))d , (27)
∥uhj − uhj∥2Hf . ∥φ − φhj−1∥L2(Γ ), (28)
∥phj − phj∥L2(Ωf ) . ∥φ − φhj−1∥L2(Γ ). (29)
Proof. Let us consider the difference between the solutions of the coupled algorithm and the multilevel algorithm. Taking
h = hj in (8) and subtracting from (24), we have, ∀vhj ∈ Whj ,∀qhj ∈ Qhj ,
af (uhj − uhj , vhj)+ ap(φhj − φhj , ψhj)+ b(vhj , phj − phj) = −aΓ (uhj − uhj−1 , vhj),
b(uhj − uhj , qhj) = 0. (30)
Taking vhj = (0, φhj − φhj) in (30), we obtain
ap(φhj − φhj , φhj − φhj) = nρf g

Γ
(φhj − φhj)(uhj − uhj−1) · nf .
Let θ ∈ H1(Ωf ) be a harmonic extension of φhj − φhj to the fluid flow regionΩf , satisfying
−1θ = 0, inΩf ,
θ = φhj − φhj , on Γ ,
θ = 0, on ∂Ωf /Γ .
Then, we have
∥θ∥H1(Ωf ) . ∥φhj − φhj∥H1/200 (Γ ) . ∥φhj − φ
hj∥Hp .
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Note that, ∀qhj−1 ∈ Qhj−1 ,
Γ
(φhj − φhj)(uhj − uhj−1) · nf =

∂Ωf
θ(uhj − uhj−1) · nf
=

Ωf
div(uhj − uhj−1)θ +

Ωf
(uhj − uhj−1) · ∇θ
=

Ωf
(θ − qhj−1)div(uhj − uhj−1)+

Ωf
(uhj − uhj−1) · ∇θ,
where in the last equality, we have used the discrete divergence-free property for uhj and u
hj−1 ,
b(uhj − uhj−1 , qhj−1) = n

Ωf
qhj−1div(uhj − uhj−1) = 0, ∀qhj−1 ∈ Qhj−1 ⊂ Qhj .
Therefore,
∥φhj − φhj∥2Hp . ap(φhj − φhj , φhj − φhj)
. inf∀qhj−1∈Qhj−1


Ωf
(θ − qhj−1)div(uhj − uhj−1)
+


Ωf
(uhj − uhj−1) · ∇θ

. ∥uhj − uhj−1∥Hf inf∀qhj−1∈Qhj−1
∥θ − qhj−1∥L2(Ωf ) + ∥uhj − uhj−1∥(L2(Ωf ))d∥θ∥H1(Ωf )
. hj−1∥uhj − uhj−1∥Hf + ∥uhj − uhj−1∥(L2(Ωf ))d∥θ∥H1(Ωf )
. (hj−1∥u− uhj−1∥Hf + ∥u− uhj−1∥(L2(Ωf ))d)∥φhj − φhj∥Hp , (31)
which proves (27).
To show (28), we take vh = (vhj , 0) ∈ Whj in (30), which yields
af (uhj − uhj , vhj)+ b(vhj , phj − phj)+ nρf g

Γ
(φhj − φhj−1)vhj · nf = 0. (32)
Note that b(uhj −uhj , phj − phj) = 0 from the discrete divergence-free property of uhj and uhj . Taking vhj = uhj −uhj in (32),
we then have
af (uhj − uhj ,uhj − uhj) = −nρf g

Γ
(φhj − φhj−1)(uhj − uhj) · nf .
Hence,
∥uhj − uhj∥2Hf . af (uhj − uhj ,uhj − uhj)
= −nρf g

Γ
(φhj − φhj−1)(uhj − uhj) · nf
. ∥φhj − φhj−1∥L2(Γ )∥uhj − uhj∥(L2(Γ ))d
. ∥φhj − φhj−1∥L2(Γ )∥uhj − uhj∥Hf
. ∥φ − φhj−1∥L2(Γ )∥uhj − uhj∥Hf , (33)
which proves (28).
Finally, to prove (29), from (32) and the discrete inf–sup condition (7), we have
∥phj − phj∥L2(Ωf ) .
1
∥vhj∥H1(Ωf )
|b(vhj , phj − phj)|
.
1
∥vhj∥H1(Ωf )
af (uhj − uhj , vhj)+ 
Γ
(φhj − φhj−1)vhj · nf

. ∥uhj − uhj∥H1(Ωf ) + ∥φhj − φhj−1∥L2(Γ )
. ∥uhj − uhj∥H1(Ωf ) + ∥φ − φhj−1∥L2(Γ )
. ∥φ − φhj−1∥L2(Γ ). (34)
This completes the proof. 
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In estimates (28) and (29), taking the weight as ϵ = h−δj−1 with 0 < δ < 1 in the following property [28]
∥φ − φhj−1∥L2(Γ ) . ϵ∥φ − φhj−1∥L2(Ω) + ϵ−1∥φ − φhj−1∥H1(Ω), 0 < ϵ < 1, (35)
we expect that the error bounds for ∥φhj − φhj∥Hp , ∥uhj − uhj∥Hf , and ∥phj − phj∥L2(Ωf ) could be of a higher order than hj−1
because ∥φ−φhj−1∥L2(Ω) should be of a higher order than ∥φ−φhj−1∥H1(Ω). Numerical experiments in the next section will
show that the multilevel algorithm also retains the same order of approximation accuracy as the coupled algorithm, but is
computationally much more efficient.
4. Numerical experiments
4.1. Benchmark problems and experimental setup
Benchmark Problem 1. The first benchmark problem is designed to validate the actual approximation accuracy of the
numerical algorithms. The mixed Stokes/Darcy model is defined on a convex domainΩ = (0, 1)× (0, 2)with the interface
Γ = (0, 1) × {1}. The model parameters ρf , g, n and αBJ are simply set to 1. The boundary conditions and right hand side
functions in the model are selected such that the exact solution is given by:
u = − cos2
π
2
y

sin
π
2
x

,
v = 1
4
cos
π
2
x

(sin(πy)+ πy),
pf = −π4 cos
π
2
x
 
y− 2 cos2
π
2
y

,
φ = −π
4
cos

1
2
πx

y,
(36)
where the components of uf are denoted by (u, v) for convenience.
Benchmark Problem 2. The second benchmark problem is designed to investigate the effectiveness of the decoupled
algorithms in practical applications. The computational domain is the same as that in Benchmark Problem 1. To simulate
the effects of the pore size ϵ on the slip velocity along the interface, for instance, we set the physical parameters are as
follows: First, ν, n, ρf , g , and αBJ are set to 1, and the source term fp and the external force f are all set to zero. We then
let the hydraulic conductivity K vary by taking K = kI with k = 10−1, k = 10−3 and k = 10−5 in the experiments. The
boundary conditions are also set as in Fig. 2. The inlet flow is a parabolic profile, and the outflow part on ∂Ωoutp is set to be
the Dirichlet boundary condition for φ. More precisely,
uf = ((y− 1)(2− y), 0) , on ∂Ω inf , uf = 0, on ∂Ωf /(∂Ω inf ∪ Γ ),
φ = 1
k
x(x− 1)y = 0, on ∂Ωoutp ,
K
n
∇φ · np = 0, on ∂Ωp/(∂Ωoutp ∪ Γ ).
The implementation details of the two-level algorithm are described as follows. For the purpose of illustration, we plot in
Fig. 3 some elements located near the interface. The two large triangles are the two elements on a coarse grid (a Taylor–Hood
element inΩf and a P2 element inΩp), and the common edge (the edge between node 1 and node 2) is on the interface. The
smaller triangles are on the fine mesh. For simplicity, the two-level algorithm is implemented with the scaling h = H2 for
both first order discretization and second order discretization, although the scaling for second order discretization should
be of the order of h = H3/2 from the theoretical analysis. It is also noted that second order discretization has certain super-
convergence effect [4].
Note that the two-level algorithm requires to compute the Neumann data at the quadrature points of the fine grid by
using the coarse grid solution as in (15) and (17). For instance, let us illustrate belowhowφH(x, y) is evaluated at a quadrature
point of the fine mesh on the interface. Assume that {Φi}6i=1 are the nodal values of φH(x, y), then
φH(x, y) = Φ1b1(x, y)+ Φ2b2(x, y)+ Φ4b4(x, y),
b1(x, y) = (1− x− y)(1− 2x− 2y),
b2(x, y) = −2x

x− 1
2

,
b4(x, y) = 4x(1− x− y),
(37)
where b1, b2, b4 are the basis functions. Therefore, the integral in (15) can be easily computed by using (37).
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Fig. 2. Boundary conditions for the coupled Stokes/Darcy model in Benchmark Problem 1.
Fig. 3. Elements located near the interface. ‘‘∗’’ denotes the quadrature point of the line element on Γh .
In terms of the algebraic solvers, the preconditioned GMRES method with a decoupled triangular preconditioner [16] is
applied to solve both the fine grid problem (8) and the coarse grid problem (12). The stopping criterion is
∥rq∥2
∥r0∥2 < 10
−10, (38)
where rq is the residual vector at the q-th iteration. The fine grid Darcy problem (14) is solved by using the preconditioned
conjugate gradient method with a diagonal preconditioner. The PCG iteration is terminated until the l2-norm of the error
vector is reduced to 1.0 × 10−8. The fine grid Stokes problem (16) is solved by using the preconditioned MINRES method
with a decoupled diagonal preconditioner [16] and the stopping criterion given by (38).
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Table 1
The errors between the exact solution and the finite element approximations of the coupled algorithm with first order discretization.
h ∥φh − φ∥0 |φh − φ|1 ∥uh − u∥0 |uh − u|1 ∥vh − v∥0 |vh − v|1 ∥p− ph∥0
2−1 3.059× 10−2 2.355× 10−1 6.081× 10−2 5.693× 10−1 4.773× 10−2 5.717× 10−1 1.552× 100
2−2 8.691× 10−3 1.216× 10−1 1.610× 10−2 2.706× 10−1 1.114× 10−2 2.338× 10−1 4.005×10−1
2−3 2.261× 10−3 6.134× 10−2 4.074× 10−2 1.326× 10−1 2.791× 10−3 1.082× 10−1 1.094×10−1
2−4 5.713× 10−4 3.075× 10−2 1.017× 10−3 6.564× 10−2 6.930× 10−4 5.263× 10−2 3.168×10−2
2−5 1.432× 10−4 1.538× 10−2 2.535× 10−4 3.267× 10−2 1.726× 10−4 2.605× 10−2 9.683×10−3
2−6 3.582× 10−5 7.693× 10−3 6.324× 10−5 1.630× 10−2 4.306× 10−5 1.297× 10−2 3.114×10−3
Table 2
The errors between the exact solution and the solutions of the two-level algorithm with first order discretization.
h = H2 ∥φh − φ∥0 |φh − φ|1 ∥uh − u∥0 |uh − u|1 ∥vh − v∥0 |vh − v|1 ∥ph − p∥0
2−2 1.190× 10−2 1.247× 10−1 1.508× 10−2 2.755× 10−1 1.132× 10−2 2.344× 10−1 4.360×10−1
2−4 1.889× 10−3 3.163× 10−2 9.194× 10−4 6.567× 10−2 6.967× 10−4 5.265× 10−2 3.891×10−2
2−6 4.206× 10−4 7.917× 10−3 5.662× 10−5 1.630× 10−2 5.380× 10−5 1.298× 10−2 5.968×10−3
Table 3
The errors between the exact solution and the finite element approximations of the coupled algorithm with second order discretization.
h ∥φh − φ∥0 |φh − φ|1 ∥uh − u∥0 |uh − u|1 ∥vh − v∥0 |vh − v|1 ∥p− ph∥0
2−1 2.380× 10−4 4.592× 10−2 3.736× 10−3 1.550× 10−1 3.432× 10−3 1.066× 10−1 8.410×10−2
2−2 2.173× 10−5 1.152× 10−2 2.631× 10−4 3.957× 10−2 2.625× 10−4 2.663× 10−2 1.752×10−2
2−3 1.790× 10−6 2.892× 10−3 1.577× 10−5 9.878× 10−3 1.695× 10−5 6.619× 10−3 4.196×10−3
2−4 1.479× 10−7 7.252× 10−4 9.786× 10−7 2.466× 10−3 1.084× 10−6 1.652× 10−3 1.039×10−3
2−5 1.246× 10−8 1.816× 10−4 6.127× 10−8 6.163× 10−4 6.907× 10−8 4.127× 10−4 2.591×10−4
2−6 1.067× 10−9 4.544× 10−5 3.847× 10−9 1.541× 10−4 4.399× 10−9 1.032× 10−4 6.474×10−5
Table 4
The errors between the exact solution and the solutions of the two-level algorithm with second order discretization.
h = H2 ∥φh − φ∥0 |φh − φ|1 ∥uh − u∥0 |uh − u|1 ∥vh − v∥0 |vh − v|1 ∥ph − p∥0
2−2 4.812× 10−5 1.152× 10−2 2.698× 10−4 3.958× 10−2 2.656× 10−4 2.664× 10−2 1.752×10−2
2−4 6.140× 10−6 7.276× 10−4 1.973× 10−6 2.466× 10−3 1.958× 10−6 1.652× 10−3 1.040×10−3
2−6 4.256× 10−7 4.569× 10−5 9.551× 10−8 1.541× 10−4 1.007× 10−7 1.032× 10−4 6.482×10−5
4.2. Numerical experiments for validating the approximation accuracy of the two-level algorithm
Recall that numerical analysis suggests that the two-level algorithm retains the same order of accuracy as the coupled
algorithm, although the optimal error bounds have not been theoretically proved for the velocity and pressure. We now
report the numerical investigation to validate such approximation properties by applying the two-level algorithm to solve
Benchmark Problem 1.
Let us start with the first order discretization. Specifically, Mini elements and piecewise linear elements are used inΩf
andΩp, respectively. In the following tables, we will use ∥ · ∥0 to denote the L2-norm and | · |1 to denote the H1-semi-norm.
In Table 1, we show the errors between the exact solution of the mixed model and the finite element approximations of
the coupled algorithm. As observed from Table 1, the contraction factors for |φh−φ|1, |uh−u|1, and ∥ph−p∥0 are all around
1
2 as the mesh is refined once, which illustrates that the corresponding errors are of the order of O(h). Moreover, the errors
for φ, u and v in the L2-norm are of the order of O(h2), since the contraction factors are approximately equal to 14 when the
mesh is refined once.
In contrast, we show in Table 2 the errors between the exact solution and the solutions of the two-level algorithm.
Apparently, the accuracy of the two-level algorithm as shown in Table 2 is comparable with that of the coupled algorithm
as shown in Table 1 with the same mesh sizes h = 2−2, 2−4, 2−6. We also plot these errors in Fig. 4 to easily visualize that
the two-level algorithm indeed retains the same order of accuracy with first order discretization as the coupled algorithm.
We now consider second order discretization, where Taylor–Hood elements are applied inΩf and piecewise quadratic
elements are applied inΩp.
In Table 3, we show the errors between the exact solution and the finite element solutions of the coupled algorithm
with second order discretization. The contraction factors of the errors |φh − φ|1, |uh − u|1, |vh − v|1 and |ph − p|0 are now
around 14 when the mesh is refined once. Moreover, the errors for φ, u and v in the L
2-norm have the contraction factors
approximately equal to 18 when the mesh is refined once.
In Table 4, we show the errors between the exact solution and the solutions of the two-level algorithmwith second order
discretization. We observe almost no differences when comparing the errors in Tables 3 and 4 with the same mesh sizes
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Fig. 4. Comparison of the errors between the exact solution and the finite element solutions of the coupled algorithm, denoted by ‘‘∗’’, with the errors
between the exact solution and the finite element solutions of the two-level algorithm, denoted by ‘‘◦’’, with first order discretization.
Table 5
The errors between the exact solution and the solutions of the multilevel algorithm with second order discretization.
hj |φhj − φ|1 |uhj − u|1 |vhj − v|1 ∥phj − p∥0
2−1 4.592× 10−2 1.550× 10−1 1.066× 10−1 8.410×10−2
2−2 1.152× 10−2 3.958× 10−2 2.664× 10−2 1.752×10−2
2−4 7.280× 10−4 2.466× 10−3 1.652× 10−3 1.040×10−3
2−8 5.296× 10−6 9.981× 10−6 7.922× 10−6 1.694×10−5
h = 2−2, 2−4, 2−6. Again, we plot in Fig. 5 the errors from Tables 3 and 4 to easily visualize that the two-level algorithm still
retains the same order of accuracy with second order discretization as the coupled algorithm.
4.3. Numerical experiments for the multilevel algorithm
We now apply the multilevel algorithm with second order discretization to solve the same benchmark problem as
the coupled algorithm and two-level algorithm in Section 4.2. The implementation for the two-level algorithm described
above can be easily extended to the multilevel algorithm with H = 2−1, and for simplicity, with hj = h2j−1 for successive
refinements.
In Table 5, we list the errors between the exact solution and the solutions of the multilevel algorithm. The comparison
between Tables 3 and 5 shows that the multilevel algorithm is still as accurate as the coupled algorithm numerically,
even with a very coarse mesh at the beginning. However, the multilevel algorithm has many advantages over the coupled
algorithm in that efficient singlemodel solversmaybe applied in parallel on all the finedmeshes except for the coarsestmesh
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Fig. 5. Comparison of the errors between the exact solution and the finite element solutions of the coupled algorithm, denoted by ‘‘∗’’, with the errors
between the exact solution and the finite element solutions of the two-level algorithm, denoted by ‘‘◦’’, with second order discretization.
Fig. 6. Zoom of the velocity field near the interface when K = 10−1I.
where only a very small sized coupled system is to be solved, and furthermore, the multilevel algorithm is of the cascadic
type and with a nonlinear scaling between two successive meshes so that the algorithm is very efficient numerically.
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Fig. 7. Zoom of the velocity field near the interface when K = 10−3I.
Fig. 8. Zoom of the velocity field near the interface when K = 10−5I.
4.4. Simulation of the effects of the pore size on the slip velocity along the interface
For illustrating the effectiveness of the decoupling techniques in practical applications, let us we apply both the coupled
algorithm and the two-level algorithm with second order discretization and mesh sizes h = H2 = 116 to solve Benchmark
Problem 2. The velocity fields near the interface are plotted in Figs. 6–8 for various physical parameters k = 10−1, k = 10−3
and k = 10−5, respectively, where the left plots correspond to the coupled algorithm and the right plots to the two level
algorithm. We observe again almost no differences in the velocity field plots computed by the coupled and decoupled
algorithms, which confirms that the computationwith themixedmodel in practical applicationsmay be decoupled properly
without losing approximation accuracy as in a coupled algorithm.
From Figs. 6–8, it is also of interest to note that the slip velocity decreases as the hydraulic conductivity decreases.
For instance, the slip velocity along the interface is rather noticeable when K = 10−1I. However, when the hydraulic
conductivity is decreased to K = 10−5I, the velocity at the interface is almost perpendicular to the interface, which implies
that the slip velocity along the interface becomes very small. Since the viscosity is fixed, K decreases implies that the pore
size ϵ decreases. Therefore, the numerical simulation agrees with the Beaver et al.’s law (5) very well.
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