Definitions
Aschoff's rule A phenomenon originally described by Jürgen Aschoff in which the circadian period of diurnal organisms decreases with increasing light intensity (nocturnal organisms display the opposite response). Continuous entrainment The modulation of the internal period as a result of gradual changes in the environment, including the changes in light intensity that arise from the rotation of the Earth on its axis. Discrete entrainment
The modification of the relative phase of the rhythm by an abrupt change in an environmental cue, such as a brief dark pulse during the maintenance of the organism in constant light conditions. Q 10 value
The ratio of the rate of a given process at one temperature to the rate at a temperature 10 C lower; Q 10 values of rhythms maintained by a circadian clock are near 1.0.
Subjective day/night
The time during constant conditions that the organism would ordinarily be in the light or dark, respectively, of a light/dark (LD) cycle. Two-component signal transduction system A regulatory system common in prokaryotic organisms that consists of two proteins-a histidine protein kinase that autophosphorylates in response to some stimulus, and the response regulator protein to which it subsequently transfers it phosphate to elicit a response to the initial stimulus.
I. INTRODUCTION
Most organisms are subjected to daily fluctuations in light and temperature as a result of the full rotation of the Earth on its axis approximately every 24 h. Endogenous circadian biological clocks evolved that allow for the anticipation of these daily variations to control rhythmic gene expression, which in turn regulates metabolic and behavioral processes to provide a selective advantage (DeCoursey, 1961; DeCoursey et al., 2000; Johnson, 2005; Michael et al., 2003; Ouyang et al., 1998; Woelfle et al., 2004) . For decades after their description, circadian clocks were believed to exist only in eukaryotes, as prokaryotes were thought to lack the complexity that could support a clock, or the lifespan that would benefit from one (Edmunds, 1983; Kippert, 1987) . However, the existence of two incompatible biochemical processes-oxygenic photosynthesis and oxygen-sensitive nitrogen fixation-that occur in some unicellular cyanobacteria led to investigation of the mechanism used to separate these dissonant reactions (Mitsui et al., 1986) . Ensuing research uncovered that these and other alternating rhythms in cyanobacteria display the three hallmark circadian characteristics: persistence under constant conditions, entrainment and phase resetting, and temperature compensation (Chen et al., 1991; Grobbelaar and Huang, 1992; Grobbelaar et al., 1986; Huang et al., 1990; Mitsui et al., 1986; Schneegurt et al., 1994; Sweeney and Borgese, 1989) .
While several different cyanobacterial strains were identified as having bona fide circadian mechanisms, ultimately Synechococcus elongatus PCC 7942 was chosen as the model system due to its genetic malleability (Golden, 1988; Golden et al., 1987) . This bacterium offered genetic advantages in that it has a small (2.7 Mb) and a fully sequenced genome (US Department of Energy Joint Genome Institute, www.jgi.doe.gov; Holtman et al., 2005) is naturally transformable (Golden and Sherman, 1984) , conjugates with Escherichia coli (Elhai and Wolk, 1988) , and has a suite of vectors available for cloning S. elongatus genes (Clerico et al., 2007) . In addition, an easily observable circadian "behavior" was genetically designed by fusing the promoter of the photosynthesis gene psbAI (PpsbAI) or any other S. elongatus PCC 7942 promoter to the luxAB bioluminescence genes from Vibrio harveyi (Kondo et al., 1993; Liu et al., 1995) . The resulting bioluminescence obeys all three rules that deem a process under circadian control and can be monitored automatically in high-throughput assays; these reporter strains were paramount to the rapid discovery and characterization of the genes involved in the cyanobacterial circadian mechanism. As such, the S. elongatus PCC 7942 model now serves as a leader for understanding a biological clock system and its connection with metabolism, cell division, and other fundamental cellular processes.
In the less than two decades since the development of a tractable prokaryotic clock model system (Kondo et al., 1993) , we have made considerable headway in our understanding of the circadian mechanism in cyanobacteria. What has become increasingly apparent is that the prokaryotic circadian clock is quite complex, despite some historical prejudices regarding the lack of complexity in bacterial systems, and basic research into the Kai clock system has led to interesting insights into eukaryotic circadian mechanisms. Our purpose for this review is to summarize the most current information regarding input, oscillator, and output pathways in S. elongatus by highlighting the importance of genetic and mutational analyses that helped elucidate the players, biochemical modifications, and protein interactions that drive the circadian oscillator and the rhythms it controls in this single-celled, yet highly complex organism.
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II. THE KAI-BASED OSCILLATOR: EARLY STUDIES

A. Identification of the kai genes
Since the initial physiological characterization of circadian rhythms in cyanobacteria, genetic investigations into the underlying circadian clock have played a significant role in the discovery of genes that encode key clock proteins. Due to the photoautotrophic nature of S. elongatus, maintaining the cells in constant dark (DD) conditions to monitor their circadian activity is not possible. Instead, circadian rhythms of cyanobacterial cells are measured in constant light (LL); the times in LL in which the organism would ordinarily be in the light or the dark of a light/dark (LD) cycle are considered subjective day and subjective night, respectively. To determine the pervasiveness of the clock system on gene expression, a promoterless luxAB transposon was inserted throughout the genome randomly to report promoter activity via light production. This study showed that of the over 800 colonies that produced detectable bioluminescence, all displayed the same near 24-h periodicity of rhythmic promoter activity. Two distinct classes of rhythms were detected as displaying expression patterns that are 12 h out of phase from one another: class 1 peaked at subjective dusk, while class 2 peaked at subjective dawn (Liu et al., 1995) . The use of the luxAB luciferase reporter system provided a practical method to screen tens of thousands of S. elongatus colonies to identify mutants defective in maintaining circadian time. Chemical mutagenesis generated a variety of circadian phenotypes that included arrhythmia and altered period lengths, which extended between the shortest at 16 h to the longest at 60 h (Kondo and Ishiura, 1994) .
Complementation of the mutants with an S. elongatus genomic DNA library showed that each of the circadian defects was rescued by a single locus that contained three adjacent genes . These genes were named kaiA, kaiB, and kaiC from the Japanese kanji for kaiten, which translates as a cycle of events suggestive of the turning of the heavens. The kai genes are essential for circadian rhythms to persist in S. elongatus. Deletion of each of the kai genes, singly, by operon, or all three together, renders the clock arrhythmic (Ditty et al., 2005; Ishiura et al., 1998) . Importantly, kai genes are not essential for cell viability, and kai mutants do not display a growth deficiency when grown in pure culture .
The kai genes are expressed from two promoters: one promoter drives expression of kaiA (PkaiA), and a promoter upstream of kaiB (PkaiBC) expresses a kaiBC dicistronic message . Expressing luxAB reporter genes from either of these promoters produces class 1 rhythms in bioluminescence that peak about 12 h after release into LL and every 24-25 h thereafter. The cyclic nature of kai transcription is mirrored in the accumulation of mRNA, with kaiA and kaiBC messages showing circadian fluctuations in absolute levels throughout the day . The kai genes and their protein products have been shown to possess autoregulatory properties similar to those of eukaryotic circadian systems . The presence of KaiA positively regulates PkaiBC, as overexpression of KaiA increases the levels of bioluminescence from a PkaiBC::luxAB reporter. This activation is most likely indirect, as KaiA does not contain a predicted DNA-binding domain. When produced in excess, KaiC represses expression from the kaiBC promoter, suggesting a role in negative regulation of its own expression; however, some level of KaiC is necessary for full activity from the kaiBC promoter because levels of kaiBC expression decrease when kaiC is inactivated Iwasaki et al., 2002; Nishiwaki et al., 2004) . Together, the Kai proteins form a negative transcription-translation feedback loop, yet this feedback loop is not required for sustained circadian oscillation as is seen in other eukaryotic systems (BellPedersen et al., 2005; Dunlap, 1999) .
Interestingly, neither the kaiA nor kaiBC promoter region contains specific cis elements needed to maintain circadian rhythms in vivo. Placing kaiBC under control of the heterologous Ptrc promoter from E. coli restores wildtype rhythms of bioluminescence and kaiBC mRNA accumulation in a reporter strain that lacks endogenous kaiBC genes (Xu et al., 2003) . Driving either kaiA or kaiBC expression from a class 2 promoter, such that peak levels of kai expression should be 12 h out of phase from that of their wild-type counterpart, can complement the respective kai null mutation (Ditty et al., 2005) . These results provided preliminary evidence to hint that transcriptional-translational feedback is not the key parameter required to maintain rhythmicity in the prokaryotic model.
A short-term overexpression of KaiC can reset and shift the phase of peak expression in subsequent cycles Xu et al., 2000) . When the levels of kaiBC mRNA are on the rise during the subjective day, a pulse of elevated kaiC expression causes a phase advance. A short pulse of kaiC overexpression during the subjective night, when kaiBC levels are declining, causes a phase delay. The value of the phase shift is proportional to the phase difference between the time when the pulse is given and the time when kaiBC levels would normally be at their maximum . Murayama et al. (2008) quantitatively assessed KaiC-mediated transcriptional regulation; kaiBC mRNA abundance increased proportionally with the KaiC phosphorylation (KaiC-P) ratio. KaiC-P state was found to be a major determinant in the activation of PkaiBC; however, no similar correlation between decreasing PkaiBC activity and decreasing KaiC-P ratio was found (Murayama et al., 2008) .
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B. Basic Kai protein properties
Original primary motif searches within the Kai proteins revealed little about how these proteins work together to form a circadian oscillator, as they have no homology to known eukaryotic circadian clock proteins; this turned out to be a fortuitous characteristic in that there were few preconceived notions about their biochemical functions. It was foreshadowed that phosphorylation of KaiC would be integral to its activity as bioinformatic analysis of the KaiC primary amino acid sequence revealed ATP-binding domains that predicted testable phosphorylation events . KaiC is composed of two tandemly duplicated domains (CI and CII) with each domain containing a Walker A P-loop ATPbinding motif, an imperfect Walker B motif, and catalytic carboxylate glutamate residues that are also present in other proteins known to bind ATP (Fig. 2.1 ). The CI domain also contains two DXXG motifs (where X represents any amino acid residue) that are conserved among members of the GTPase family . Site-directed mutagenesis resulting in a K52H mutant protein of the P-loop 1 ATP-binding motif of CI disrupted the binding of ATP in vitro and led to an inability to complement a kaiC null mutation in vivo. A corresponding K294H mutant in the P-loop 2 of CII had no effect on the ability of KaiC to bind ATP and was able to restore rhythmicity to the kaiC null strain, albeit with a 70-h period (Nishiwaki et al., 2000) . Neither mutation affected GTP binding. Mutations in the DXXG motifs also resulted in mutant rhythm phenotypes. The G71A mutant in CI had a lowered amplitude and distorted waveform in PkaiBC expression, and the G114A mutant had a 27-h period and a bimodal waveform. A glutamine residue immediately following the CI DXXG motif, when changed to Q115R, abolished the circadian rhythm (Nishiwaki et al., 2000) .
Functions for KaiA and KaiB became apparent when they were incubated with KaiC in the presence of ATP. Although neither KaiA nor KaiB can undergo an autophosphorylation reaction, both alter the rate of KaiC autokinase activity (Iwasaki et al., 2002; Kitayama et al., 2003; Williams et al., 2002) . The addition of KaiA to KaiC in vitro increases the rate at which KaiC autophosphorylates by 2.5-fold, while the addition of only KaiB to KaiC does not have any effect. KaiB does, however, abrogate the positive action of KaiA on KaiC when combined together, such that autophosphorylation by KaiC is reduced to about half of the KaiA/KaiC combination. The phosphorylation state of KaiC, as detected by immunoblot from cell extracts, cycles throughout the day, which led to the hypothesis that KaiC-P would be critical for circadian timing (Iwasaki et al., 2002) . Mutations in the kai genes or other clock components that affect the ability of KaiC to phosphorylate in a rhythmic fashion alter the functionality of the clock (Iwasaki et al., 2002; Mehra et al., 2006; Xu et al., 2003) .
C. Kai protein structure and homotypic and dynamic heterotypic interactions
Numerous structural studies revealed that KaiC, purified from S. elongatus PCC 7942 or thermophilic strains, interacts homotypically (Hayashi et al., 2003 (Hayashi et al., , 2006 Kang et al., 2009; Ming et al., 2007; Mori et al., 2002) . KaiC, when purified in the presence of ATP, forms a dumb-bell shape consisting of six KaiC monomers and 12 bound ATP molecules (Hayashi et al., 2003; Mori et al., 2002) . A thinner region connects the CI and CII structural domains, and a channel exists in the center of the ring structure that narrows near the CI regions of the KaiC monomers ( Fig. 2.1 carboxylate glutamate residues have greater effect on hexamerization than their CII domain counterparts, suggesting that the CI domain of KaiC is important for hexamerization. The CII domain of KaiC was shown to have phosphorylation activity similar to the wild-type levels, while the CI domain lacks phosphorylation activity. As such, the CII domain, particularly the last 25-aminoacyl residues, was shown to interact with KaiA, while CI alone does not (Hayashi et al., , 2006 Pattanayek et al., 2006) . Structural information obtained for KaiA provided additional hints at its function (Garces et al., 2004; Uzumaki et al., 2004; Vakonakis et al., 2004; Williams et al., 2002) . KaiA forms a dimer in solution through interaction of a novel fold in its C-terminus. The C-terminal domain of KaiA is capable of binding a small peptide from the CII domain of KaiC in solution and is alone responsible for the stimulation of KaiC autophosphorylation Vakonakis et al., 2004; Williams et al., 2002) . The N-terminal domain of KaiA resembles the receiver domains of proteins typically involved in bacterial two-component signal transduction pathways; however, this domain is considered a pseudo-receiver (PsR) in that it does not contain the conserved aspartate residue of bona fide receivers that accepts a phosphoryl group from a partner kinase (Stock et al., 2000) . The hypothesized function of the N-terminal domain of KaiA is to act as a conduit for environmental information to the Kai oscillator to regulate the extent by which KaiA stimulates the autophosphorylation of KaiC ; see Section IV.C).
The X-ray crystal structure of KaiB reveals four subunits that are organized into a dimer of two asymmetric dimers that bind to KaiC in the presence of KaiA and ATP (Iwase et al., 2005; Pattanayek et al., 2008) . The KaiB C-terminal tail is flexible, negatively charged, and via its interaction with KaiC has been hypothesized to displace ATP and interfere with KaiC subunit exchange by interacting with the CII hexameric barrel (Pattanayek et al., 2008) . The same structural studies also suggest that KaiB binding to KaiC sterically inhibits the binding of KaiA.
As suggested by the biochemical relationship among the Kai proteins, KaiA, KaiB, and KaiC physically interact with one another both in vitro and in vivo. Initial yeast two-hybrid assays demonstrated both homotypic and heterotypic interactions among these clock components (Iwasaki et al., 1999) . In vitro analysis using GST-Kai protein fusions also showed that KaiA and KaiB only weakly interact, but their interaction is strengthened in the presence of KaiC. Both the CI and CII domains of KaiC interact with the other two Kai proteins, and the interaction between KaiA and KaiB is strengthened more by the CI domain than by full-length KaiC; CII had the least positive effect on KaiA/KaiB binding and further demonstrates the differences in function of the two KaiC domains. Mutational analysis also supports the importance of Kai interactions in maintaining circadian rhythmicity. A mutation in kaiA that causes a 33-h free-running period (FRP) was shown to enhance the interaction of KaiA with KaiB (Iwasaki et al., 1999) . Mutations in kaiC that cause enhanced interactions between KaiA and KaiC lengthen the circadian period to 44 h and 60 h, respectively, whereas a KaiC mutant that interacts weakly with KaiA results in a short 16-h period in LL (Taniguchi et al., 2001) . These data show that strong interactions between KaiA, KaiB, and KaiC can slow the rate at which the clock proceeds.
Not only do the Kai proteins interact, but they do so dynamically both in vivo and in vitro. KaiA, KaiB, and KaiC have been shown to interact in a ratio of 1:1:4 by weight (Kitayama et al., 2003) with the largest amounts of KaiA and KaiB proteins interacting with KaiC 16-20 h after being released into LL to form a large complex during the early subjective night (Kitayama et al., 2003) . In the cell, KaiB and KaiC protein levels display robust rhythmicity in either LD or LL conditions with peak levels occurring 4-6 h ( CT 15) after the peak in mRNA. KaiA protein levels are thought to be more consistent throughout the circadian cycle (Ivleva et al., 2005; Xu et al., 2000) . The result of the dynamic interaction of the Kai proteins is the alteration of the KaiC-P state at various times of day with the highest levels of KaiC-P appearing to accumulate around CT 12-16 with reduced levels at CT 0-4 (Iwasaki et al., 2002) . Kai protein stability is also rhythmic, as KaiC is most stable with a 20-h half-life at CT 16 when accumulation and phosphorylation are at maximum levels; in the early subjective day, KaiC stability is decreased to a 6-h half-life (Imai et al., 2004) . It has been suggested that the Kai system may resemble an F1-ATPase system, whereby KaiA rotates inside KaiC through phosphorylation and release of ADP, and KaiB association slows down the rotation antagonizing the function of KaiA on KaiC-P (Wang, 2005) .
III. KAIC: BREAKTHROUGHS INTO OSCILLATOR TIMING AND CLOCK SYNCHRONIZATION
What became clear from early studies into the Kai oscillator was that dynamic interactions among KaiA, KaiB, and KaiC lead to KaiC-P events that are central to the timing mechanism, but questions still remained regarding the biochemical basis for timekeeping. Pivotal genetic and mutational studies led to four major findings that have adjusted previous paradigms established for not only the cyanobacterial circadian system but also clock mechanisms in general: first, the canonical transcription-translation feedback loop, central to timing models in eukaryotic circadian oscillators, takes a back seat to strictly posttranslational oscillations in KaiC phosphorylation; second, ordered KaiC autokinase and autophosphatase activity drives the Kai circadian oscillator; third, shuffling of 22 Mackey et al. various KaiC monomer phosphoforms between KaiC hexamers provides a mechanism for stability and synchronization; and fourth, the innate and slow-turnover ATPase activity of KaiC dictates timing in the Kai oscillator.
A. Which came first? Feedback loops and the in vitro oscillator
Clearly, initial studies into the Kai oscillator demonstrated that the kai genes and their protein products possess autoregulatory properties, similar to those of eukaryotic circadian systems . However, placing kai genes under the control of heterologous promoters was shown to have little effect on timekeeping (Ditty et al., 2005; Xu et al., 2003) , indicating that transcriptional control of clock genes is not central to Kai-based timekeeping. Arguably, the biggest breakthrough toward understanding the mechanism of oscillations came from the realization that transcription and translation are not required at all for the maintenance of circadian rhythmicity in the prokaryotic model. An in vivo temperature-compensated cycling of KaiC-P was sustained in the absence of nascent rhythmic accumulation of Kai proteins or kai mRNA for 56 h in DD (Tomita et al., 2005) . In addition, the presence of transcription and translation inhibitors had no effect on DD KaiC-P rhythms, suggesting a self-sustainable posttranslational rhythm in KaiC-P. The C28a kaiC4 allele, which directs a 28-h period, resulted in a KaiC-P rhythm extended by 4 h in DD (Tomita et al., 2005) . Most convincingly, in vitro incubation of KaiA, KaiB, and KaiC with ATP leads to a stable, temperature compensated, near 24-h rhythm in KaiC-P for multiple cycles ( Fig. 2 .2A), and various KaiC variants that cause period changes in vivo had similarly correlated changes in the period of the in vitro KaiC-P rhythms . While in vitro oscillation of KaiC-P in the absence of transcriptionaltranslational feedback shattered the dogma, further investigation into the timing mechanism in vivo revealed that transcription-translation-based oscillation of kai genes is still important. In a KaiA-overexpressing strain, which forces constitutive KaiC-P, temperature-sensitive and phase resettable rhythms in PkaiBC and KaiB and KaiC are detected, albeit with a shorter period and higher trough (Kitayama et al., 2008) . Strains producing unphosphorylated S431A/T432A mutant KaiC proteins are arrhythmic at the level of the PkaiBC promoter, and S431E/T432E KaiC mutant proteins that are phospholocked generate damped and 48-h period rhythms. In a K294H KaiC mutant strain that lacks autokinase activity, KaiC is unphosphorylated; however, a weak PkaiBC oscillation with a long period is evident (Kitayama et al., 2008) . Therefore, multiple coupled oscillatory systems are important for precise and robust rhythms, and the importance of the transcription-translation feedback loop plays second chair to the Initially at ZT 0, unphosphorylated KaiC (U-KaiC) associates with KaiA to induce phosphorylation of KaiC (T-KaiC) at T432 (white star) at ZT 4, which is subsequently followed by phosphorylation at S431 (black star) and possibly T426 (gray star) for a fully phosphorylated KaiC (ST-KaiC) by ZT 8. Fully phosphorylated KaiC initiates the dephosphorylation stage and is amenable to monomer shuffling between ZT 8 and 12 to synchronize multiple intracellular KaiC hexamers, leading to the lone S431 phosphoform (S-KaiC) by ZT 12 and association with KaiB. KaiC continues autodephosphorylation through ZT 16, yielding U-KaiC by ZT 20. Note that indicated KaiC phosphoforms at each ZT time represent the most prominent KaiC-P phosphoform relative to the population. P, phosphate.
primary posttranslational KaiC-P oscillation. It is the work of the entire clock system, with its input and output pathways, that helps to coordinate this independent Kai oscillation with the environmental day/night cycle.
B. Ordered KaiC autokinase and autophosphatase activities drive the circadian oscillator
KaiC protein autophosphorylates when incubated with radiolabeled ATP, and crystallographic, mass spectrometric, and mutational analyses demonstrated at least two main, and one additional, phosphorylation sites in KaiC Pattanayek et al., 2004 Pattanayek et al., , 2009 Xu et al., 2004 Xu et al., , 2009 . Kinetic studies divulged an intricate and ordered phosphorylation of KaiC on two adjacent aminoacyl residues in CII, S431, and T432. Four phosphoforms of KaiC exist over the course of a phosphorylation cycle with T432-KaiC-P and S431-KaiC-P phosphoforms predominating during the phosphorylation and dephosphorylation phases, respectively (Fig. 2.2A and B) . When KaiA is mixed with unphosphorylated KaiC, T432 is initially phosphorylated followed by S431 to result in a fully phosphorylated KaiC. T432 and S431-KaiC double phosphorylation initiates the switch in KaiC from autokinase to autophosphatase activity, resulting in the dephosphorylation of T432 followed by S431. As expected, KaiA association is only seen during the initial KaiC-P phase. Association of KaiC with KaiA and KaiB results from S431-KaiC-P, and these interactions are important for maintaining the amplitude of KaiC-P Rust et al., 2007) . An additional third phosphorylation site at T426 seems to play a role in KaiC-P status. Structural evidence suggests that T426 and S431 face each other across a looped region of KaiC , and that T426 can be phosphorylated in vitro (Pattanayek et al., 2009) . In vivo studies of T426A and T426E mutant strains, which are expected to mimic unphosphorylated and phospholocked states, respectively, abolish rhythmicity . Various substitutions at T426, S431, and T432 cannot support KaiC-P rhythms, and the T426N mutant KaiC variant specifically hinders the rate of dephosphorylation. When overexpressed with wild-type KaiC, T426N or T426E KaiC variants lengthen the period of the clock to 31 h in vivo, inhibit interactions with KaiA and KaiB, and increase the Q 10 value, a measure of temperature compensation, to 1.3. While direct phosphorylation of T426 is debatable, this residue could be transiently phosphorylated or be involved in stabilizing phosphorylation at S431 (Pattanayek et al., 2009; Xu et al., 2009) . Additional structural and mutational analyses of KaiC revealed how the KaiA and KaiB proteins act to shift the active state of KaiC from autokinase to autophosphatase (Kim et al., 2008) . Aminoacyl residues 488-497 at the C-terminus of every KaiC monomer constitute a regulatory switch called the "A-loop," and whether these residues are buried or exposed determines the steady-state level of phosphorylation ( Fig. 2.1 ). The current model depicts KaiA as stabilizing the exposed loop to direct KaiC phosphorylation, as a KaiC487 mutant that lacks the A-loop and additional tail residues (498-519) structurally mimics the exposed state and is constitutively phosphorylated irrespective of the presence of KaiA. A KaiC497 mutant protein is truncated such that it has the Aloop but not the solvent-exposed tail, which mimics an A-loop buried state resulting in unphosphorylated KaiC, either alone or in combination with KaiA. Truncations partway through the A-loop are hyperphosphorylated, but to a lesser level than that of KaiC487. In addition, ectopic expression of KaiC487 or KaiC497 abolishes rhythmicity in wild-type S. elongatus PCC 7942, as measured by the PkaiBC::luxAB reporter strain, demonstrating dominant-negative effects. KaiA directly binds and stabilizes the exposed state of the A-loop, while KaiB indirectly stabilizes the buried state of the A-loop by hindering KaiC interaction with KaiA. It is hypothesized that A-loop displacement moves bound ATP closer to the sites of phosphorylation (Kim et al., 2008) .
In addition to Kai protein interactions, concentrations of the Kai proteins affect the in vitro KaiC-P oscillation (Nakajima et al., 2010) . In a reaction with 3.5 mM KaiC, a KaiA concentration range from 0.6 to 6.0 mM is necessary for rhythmic KaiC-P and the period and amplitude are continuously influenced by KaiA concentration; outside this concentration range, the KaiC-P rhythm is damped. Although KaiB protein at a concentration of 1.75 mM or higher is necessary for a KaiC-P rhythm, excess KaiB does not affect the period or amplitude. As such, KaiA and KaiB are "parameter-tuning" and "state-switching" regulators of the KaiC-P rhythm, respectively (Nakajima et al., 2010) . The ability of KaiA to fine-tune KaiC-P rhythms based on concentration may give future insight to an entrainment mechanism for the clock.
C. Stabilization of the KaiC-P cycle by monomer shuffling
The Kai circadian system functions as a result of quantitative fluctuations in clock components and KaiC-P levels that ultimately dictate cellular activity. Therefore, the question of how such stable oscillations are synchronized among multiple KaiC hexamers in dynamic interaction with all other aspects of the clock drew attention. Studies on the rhythm in single cells revealed that the oscillations in individual cells are extremely resilient to outside perturbations; single S. elongatus cells maintain a robust circadian oscillation with a correlation time of several months (Amdaoud et al., 2007; Mihalcescu et al., 2004) . Therefore, stability in the clock is innate to the clock machinery of individual cells without the need for cell-to-cell communication.
The stability phenomenon has provided fodder for many mathematical models predicting how synchronization occurs within the Kai oscillator (Clodong et al., 2007; Eguchi et al., 2008; Emberly and Wingreen, 2006; 26 Mackey et al. Kurosawa et al., 2006; Markson and O'Shea, 2009; Mehra et al., 2006; Miyoshi et al., 2007; Mori et al., 2007; Nagai et al., 2010; Rust et al., 2007; TakigawaImamura and Mochizuki, 2006; van Zon et al., 2007; Yoda et al., 2007) . Stability is based on monomer exchange among KaiC hexamers and is linked to KaiC dephosphorylation. Using native and FLAG-tagged KaiC monomers, the monomers were shown to shuffle among KaiC hexamers, and this shuffling is phosphorylation-dependent as S431A and T432A mutant monomers do not shuffle (Kageyama et al., 2006) . KaiA inhibited shuffling and KaiB had no effect, suggesting that monomer shuffling acts as a potential dephosphorylation mechanism by diluting KaiC-P with nascent, unphosphorylated KaiC (Kageyama et al., 2006) . This model was tested by monitoring resilience of the in vitro KaiC-P rhythm by mixing KaiC hexamers from different phases offset by 4 h. When KaiC hexamers from six different circadian phases are mixed, the overall KaiC-P pattern is immediately rhythmic, suggesting that individual KaiC hexamers synchronize due to monomer shuffling. KaiC-P cycling persists without damping for 10 days in vitro as long as sufficient ATP is present in the reaction. Unphosphorylated S431A/T432A KaiC proteins do not affect monomer shuffling while the phospholocked S431D/T432E KaiC proteins increase shuffling by almost twofold and fix KaiC in the dephosphorylation stage, leading to arrhythmia. In addition, KaiC hexamers in the dephosphorylation state are dominant in shuffling as they have been shown to exchange monomers with KaiC proteins in other states. Therefore, shuffling is tightly linked with dephosphorylation and is mediated early in the dephosphorylation phase (ZT 28-32 h; Ito et al., 2007) .
D. KaiC ATPase activity as a basis for oscillator timing and cell-division control
While earlier studies on nucleotide binding revealed insights into KaiC function and hexamerization (Hayashi et al., 2003 (Hayashi et al., , 2006 Ishiura et al., 1998; Nishiwaki et al., 2000) , investigations into the rate of ATP consumption by KaiC revealed that KaiC consumes ATP at an extremely low level, as each monomer only requires approximately 15 ATP molecules for one circadian cycle . Peak ATPase activity occurs 4 h before phosphorylation of KaiC in vitro , and in vivo KaiC ATPase is at its peak at CT 12 . One major finding regarding KaiC ATPase activity is the linear correlation between ATPase activity and circadian frequency. The ATPase activities of short and long period KaiC mutant proteins are higher and lower than wild-type KaiC, respectively, such that timing of the circadian cycle correlates with the rate of ATP hydrolysis . Per circadian dogma, period must be temperature compensated. Using purified KaiC from Thermosynechococcus elongatus BP-1, ATPase activity was shown to be temperature-compensated in the wild-type, but not in a S431A/T432A KaiC-P double mutant, providing a possible mechanism for temperature compensation of the circadian period (Murakami et al., 2008) .
Recent studies of the role of KaiC ATPase activity reveal a link between ATPase activity and clock output by providing a checkpoint for cell division ; see Section V.F). An oscillator state that correlates with elevated KaiC-P under normal conditions is responsible for a daily pause in cytokinesis; however, the correlating activity matches that of ATPase activity rather than that of phosphorylation of KaiC. For example, cells expressing the S431D/T432E phospholocked KaiC variant mimic the peak KaiC-P state, but this phosphomimicry does not inhibit cell division. Conversely, the S431A/ T432A unphosphorylated KaiC variant blocks cell division. This conundrum was resolved through the recognition that S431A/T432A and other variants that cause cell elongation have elevated ATPase activity, and low ATPase mutants have no effect on cell division . Thus, although the phosphorylation cycle is the trackable mark of oscillator progression, it only hints at other processes that comprise the oscillator time stamp.
Generating an in vitro Kai circadian oscillation in KaiC-P was a monumental breakthrough that allowed prokaryotic chronobiologists to think outside the box for an endogenous timekeeping mechanism (Fig. 2.2C ). The combination of ordered KaiC autokinase and autophosphatase activity drives the Kai circadian oscillator, and ATPase activity provides the biochemical basis for timekeeping. Shuffling of various KaiC monomer phosphoforms among KaiC hexamers provides a mechanism for stability and synchronization. A complete clock system is more than an oscillator alone, but rather the sum of all of the clock parts; recent insights into input and output pathways have further shaped the cyanobacterial circadian model system.
IV. INPUT PATHWAYS: LIGHT-DEPENDENT CELLULAR METABOLISM SYNCHRONIZES THE CLOCK WITH LOCAL TIME
As an obligate photoautotroph, S. elongatus benefits from the ability to organize its cellular processes in anticipation of "feeding time" that occurs with the rising sun. In contrast to the dedicated photoreceptors of eukaryotic clock systems that transduce light cues to their central oscillator components, no photoreceptors have been identified as essential to the input pathways of the cyanobacterial clock. Multiple genetic screens for phase-resetting mutants as well as directed gene inactivation of each of the seven predicted blue light photoreceptors failed to demonstrate a direct link between these photoreceptors and input to the 28 Mackey et al.
oscillator (Mackey et al., 2009) . Instead, the S. elongatus input pathways rely on the metabolic changes within the cell that result from changes in light quantity to synchronize their circadian cycle to that of the environment.
Mutations have been identified in three S. elongatus genes-pex [period extender, cikA (circadian input kinase), and ldpA (light-dependent period)]-that alter the ability of S. elongatus to effectively synchronize the phasing of behaviors with repetitive LD cues, reset phase in response to changes in light cues, and adjust period in response to subtle differences in light intensity, respectively. Inactivation of any of these three genes results in a short circadian period as compared to that of wild-type cells (Katayama et al., 2003; Kutsuna et al., 1998 Kutsuna et al., , 2007 Schmitz et al., 2000) ; these data suggest that the S. elongatus input pathway (s) is used to delay the internal Kai-based oscillation to better match daily time. In addition to these components, KaiA has been implicated as being a key player in the coordination between environmental stimuli and the timing of the KaiC-P rhythm . Given the central role that KaiC plays in the circadian system, it is not surprising that a mutation of kaiC exists that allows cells to maintain near 24-h time but prevents the ability to synchronize that timing with the solar day (Kiyohara et al., 2005) .
A. Pex protein synchronizes phase with LD cycles
The pex gene was originally identified through its apparent complementation of a 22-h short-period kaiC mutant; further analysis showed that the resulting wildtype rhythm was due to the presence of an ectopic copy of the pex gene, which resulted in a 2-h extension of the 22-h mutant period . The pex gene encodes a 148 amino acid protein whose structure has a winged-helix motif similar to DNA-binding domains of the PadR family (Arita et al., 2007) . Overexpression of the pex gene by an inducible promoter demonstrated a dosedependent lengthening of the period of the circadian rhythm in both wild-type and kai circadian period mutant backgrounds, while inactivation of pex results in a 1-h period shortening in LL conditions . Cells that lack pex do not fully synchronize to the entraining LD cycles, such that the resulting phase of the rhythm in LL is advanced as compared to wild type (Takai et al., 2006) . This defect in synchronization likely results from a lack of Pex protein accumulation during the dark (subjective night) phase of the cycle, during which wild-type pex mRNA and Pex protein levels peak at ZT 16 and ZT 20, respectively, during LD12:12 cycles (Takai et al., 2006) .
Pex protein is predicted to function as a dimer and binds preferentially to the upstream promoter region of the kaiA gene; individual alanine substitution of arginine residues in the wing region abolishes the DNA-binding activity of Pex (Arita et al., 2007) . Cells that lack pex display a substantial increase in kaiA promoter activity and mRNA accumulation while overexpression of Pex protein reduces kaiA expression . The period length that results from pex inactivation or overexpression can be recapitulated by direct manipulation of kaiA levels using an inducible promoter to overexpress wild-type or antisense kaiA messages, respectively. Pex is predicted to function during the dark phase of an LD12:12 cycle, where its accumulation likely leads to the repression of kaiA through direct binding of the kaiA promoter region; the resulting decrease in KaiA protein relieves the positive effect of KaiA on KaiC-P and delays the internal oscillation such that it more closely matches that of the environment .
B. CikA protein bridges input and output pathways
Unlike pex mutants that display a subtle phase difference as compared to that of wild type, cells that lack the cikA gene are unable to effectively reset the phase of their circadian rhythm to abrupt changes in environmental stimuli, such as pulses of darkness. The cikA gene was originally identified as altering expression of a PpsbAII luciferase reporter by causing a shortened circadian period ( 22 h), altered phase angle, and low-amplitude rhythmicity in LL conditions (Schmitz et al., 2000) . Subsequent analyses revealed a cell-division defect in the cikA mutant (Miyagishima et al., 2005) . The role of CikA in circadian periodicity appears to be nonoverlapping relative to those of the Kai proteins because inactivation of cikA in kai mutant backgrounds results in additional period shortening and adjustments to the phase angle as compared to the kai mutation alone (Schmitz et al., 2000) . Overexpression of cikA in vivo results in arrhythmia (Mutsuda et al., 2003) . CikA protein accumulates in a circadian fashion with lower levels during the subjective day and an increase during the subjective night (Ivleva et al., 2006) . In the absence of kaiC, CikA levels remain low and constant in LL, but not in LD conditions, which suggests that the clock system can regulate CikA protein levels in the absence of external cues. Thus, the level of CikA protein is modulated both by the environment and by the circadian system. Bioinformatic analysis of the CikA protein predicted an N-terminal GAF domain, which is typically involved in bilin chromophore attachment in bacterial photoreceptors. The presence of this domain initially suggested a role for CikA in phototransduction, which led to the testing of CikA as a component on the input pathway of the clock. As predicted, inactivation of cikA prevents S. elongatus cells from resetting the phase of their circadian rhythm by more than 2 h in response to pulses of darkness that would otherwise cause wild-type cells to adjust their phase by up to 8-10 h (Schmitz et al., 2000) . This phenotype is not likely attributed to the GAF domain, which lacks the conserved cysteine amino acid residue responsible for bilin adduct formation and phototransduction; attempts to purify CikA with an attached bilin in vivo were unsuccessful (Mutsuda et al., 2003) . Rather, this GAF domain regulates the phosphorylation 30 Mackey et al. state of the CikA central histidine protein kinase (HPK) domain, which is similar to that of sensor protein kinases involved in bacterial two-component regulatory systems (Stock et al., 2000) . Removal of the GAF domain results in severely decreased CikA autophosphorylation at its conserved histidine residue (H393) in vitro ( Fig. 2.3A ; Mutsuda et al., 2003) . A CikA variant that lacks the GAF domain is unable to complement a cikA null in vivo (Zhang et al., 2006) , which is likely due to the decreased autophosphorylation of CikA, an essential posttranslational modification for normal CikA function.
The C-terminal end of the CikA protein contains a PsR domain that is receiver-like in sequence and structure (Gao et al., 2007) , with the exception of the conserved aspartic acid residue that is involved in phosphotransfer from the HPK partner protein of a true two-component system. No phosphorylation event could be detected in experiments designed to allow the transfer of a phosphate group from the HPK of CikA to its PsR domain (Mutsuda et al., 2003) . The PsR is involved in multiple roles that provide CikA with its fundamental phenotypic characteristics. It is predicted that the PsR domain physically blocks the H393 residue through direct interaction with the CikA HPK domain (Gao et al., 2007) ; this interaction would repress autophosphorylation and is consistent with in vitro experiments that show a 10-fold increase in phosphorylated CikA when the PsR domain is removed (Mutsuda et al., 2003) . Additionally, the PsR domain is necessary for CikA localization (Fig. 2.3B) . A fluorescent-tagged CikA variant that lacks the PsR domain is found throughout the cell and no longer localizes to the pole of the cell like that of the wild-type CikA protein ( Fig. 2.3C ; Zhang et al., 2006) . Overexpression of the CikA-PsR alone in a wild-type background produces a phenotype similar to that of the cikA null, which suggests that the free PsR constructs may be competing with wild-type CikA for binding sites at the pole to allow for proper CikA function (Zhang et al., 2006) or preventing autophosphorylation of HPK domains on full-length CikA protein.
The role of CikA in resetting of the circadian phase appears to derive from its effect on KaiC activity. In response to a 5-h dark pulse that resets the phase of bioluminescent reporter gene expression by 8 h, CikA protein levels increase (Ivleva et al., 2006) . Pex protein levels also increase in the dark to repress kaiA expression (Takai et al., 2006) . CikA inhibits the ATPase activity of KaiC protein ( Fig. 2.3D ; Dong et al., 2010) , and the Pex-induced decrease in KaiA prevents KaiA-stimulated autophosphorylation of KaiC. Together, these input components lead to a decrease in the population of phosphorylated KaiC molecules (Ivleva et al., 2006) . The combined data suggest that resetting of the circadian phase is dependent upon changes in KaiC-P status.
Consistent with a role for KaiC-P in resetting the circadian phase rather than in maintenance of circadian period, two mutants that lack the ability to reset their rhythm do not display robust fluctuations in the ratio of KaiC-P throughout the circadian cycle. Both a cikA null and a cyanobacterial strain CikA inhibits the ATPase activity of KaiC, such that in the absence of CikA, the ATPase activity rises above a maximum threshold to activate the SasA/RpaA two-component system of the circadian output pathway. RpaA is predicted to indirectly repress the localization of FtsZ protein that is involved in determining the midline of the cell to allow for division to proceed. (E) At ZT 8, the nucleoid region of the wild type (WT) and cikA null is diffuse. After being subjected to a 5-h dark pulse (DP5) beginning at ZT 8, the cikA null does not display complete chromosome compaction like that of a wild-type cell.
that harbors a point mutation in the kaiC gene, named kaiC (pr1), are unable to reset the phase of their rhythm in response to external dark pulses, yet produce the rhythmic output of bioluminescence in LL conditions (Kiyohara et al., 2005; Schmitz et al., 2000) . Neither of these phase-resetting mutants undergoes complete chromosome compaction when placed in 5-h darkness that would otherwise result in tightly condensed chromosomes in a wild-type cell ( Fig. 2.3E ; Smith and Williams, 2009) . Taken together, these data suggest a relationship among discrete entrainment, KaiC activity, and nucleoid topology, although the pathway that unites them is unknown.
C. LdpA regulates continuous entrainment of the clock
The ldpA locus was initially identified in a screen for light input mutants that disrupted the ability to reset to pulses of darkness throughout the circadian cycle. Further analyses demonstrated that the true role of the ldpA gene and its protein product is in continuous entrainment of the circadian rhythm through modulation of the period of the internal rhythm in response to changes in light intensity (Katayama et al., 2003) . Like other diurnal organisms that possess intrinsic biological timing mechanisms, the circadian period decreases (indicative of a faster clock) as light intensity increases, a phenomenon named Aschoff's rule (Aschoff, 1981) ; however, mutants that lack ldpA maintain the short-period (22-23 h) phenotype associated with high-light intensity regardless of the actual environmental light intensity (Katayama et al., 2003) . This light-dependent period mutant phenotype also affects the enhanced susceptibility of the kaiC22a mutation to changing light intensity. Inactivation of ldpA in the C22a mutant showed no substantial change in period across light intensities that would otherwise display up to a 3-h difference in period; the ldpA null displayed the high-light intensity phenotype across the light spectrum (Katayama et al., 2003) . These data indicate that ldpA is epistatic to kaiC22a with regards to light input. In an ldpA mutant background, CikA protein is maintained at its trough level throughout the circadian cycle; this level corresponds to the amount of CikA that is present in high-light conditions in a wild-type strain (Ivleva et al., 2005) . In contrast, KaiA protein levels are elevated as compared to wild type, which may lead to the short-period phenotype of the ldpA null, as kaiA induction is associated with a 1-h period shortening in vivo . Despite this increase in KaiA protein and decrease in CikA protein, both of which would be predicted to result in increased expression from the PkaiBC promoter Taniguchi et al., 2010) , there is no noticeable change in the level of bioluminescence from a PkaiBC::luc reporter in the absence of ldpA.
The ldpA gene encodes a 352 amino acid protein that carries two redoxactive Fe 4 S 4 clusters (Ivleva et al., 2005) . The presence of these Fe 4 S 4 clusters, coupled with the circadian phenotype of the ldpA mutant, suggested that LdpA is involved in carrying redox signals from the photosynthetic apparatus to the circadian oscillator to align the circadian rhythm with the changing external environment. Addition of DCMU (3-(3,4-dichlorophenyl)-1,1-dimethylurea) , which inhibits electron transport from the photosystem II reaction center to the plastoquinone (PQ) pool, was able to partially rescue the ldpA phenotype; in the presence of DCMU, the ldpA mutant displayed a small change in period length across light intensities (Katayama et al., 2003) . These data suggest that photosynthetic activity contributes to continuous entrainment of the circadian oscillator, but that LdpA is not the sole component in this pathway.
The addition of the quinone analogue DBMIB (2,5-dibromo-3-methyl-6-isopropyl-p-benzoquinone) results in a saturation of electrons (overall reduction) of the PQ pool by preventing electron transport from PQ to cytochrome b 6 f; introduction of sublethal concentrations of DBMIB leads to the rapid degradation of both the LdpA and CikA proteins (Ivleva et al., 2005 (Ivleva et al., , 2006 . DBMIB-dependent degradation of CikA occurs more slowly in the absence of LdpA. The PsR domain of CikA binds directly the DBMIB molecule and is necessary and sufficient for DBMIB-dependent degradation (Ivleva et al., 2006) ; thus, the environmental input that is received by CikA and transduced to the central oscillator reflects that of the metabolic state of the cell. These data provide a molecular mechanism for the phenotypic phenomenon of Aschoff's rule.
In contrast to the eukaryotic clock systems that require compartmentalization of clock components to allow for proper circadian rhythmicity, the cyanobacterial clock proteins of the oscillator, input, and output pathways interact closely with one another to dictate the internal timing mechanisms. Using a 6xHis-tagged LdpA variant, KaiA, CikA, and a component of the output pathway (Synechococcus adaptive sensor, SasA) were shown to form a complex in vivo (Ivleva et al., 2005) . Interaction with KaiA peaked during LL 8-12, despite overall soluble KaiA protein accumulation peaking between LL 16 and 20. CikA copurification with LdpA remained relatively constant across the circadian cycle. The interaction between KaiA and CikA is likely indirect and possibly mediated through LdpA because copurification of LdpA and CikA was uninterrupted in a kaiA mutant, and the interaction between LdpA and KaiA is maintained in a cikA mutant background (Ivleva et al., 2005) . The path by which CikA transduces input information to the oscillator does not appear to require LdpA, as an ldpA mutant, unlike a cikA null, can reset its phase in response to dark pulses. CikA copurifies with KaiA and KaiC in large multimeric complexes in vivo that change in their overall molecular weight throughout the circadian cycle (Ivleva et al., 2006) ; these interactions place CikA in the heart of the clock complex. The interactions between components of the input pathways and the central oscillator suggest direct transduction of environmental information among protein partners. The current model places KaiA as the conduit for environmental information to the Kai-based oscillator. The N-terminus of KaiA contains a PsR, similar to that of CikA, which lacks the necessary aspartic acid residue necessary for phosphoryl transfer . This PsR domain binds directly the oxidized, but not reduced, form of the DBMIB quinone analogue . The bound oxidized DBMIB results in irreversible aggregation of KaiA protein, such that KaiA is no longer able to stimulate the autokinase activity of KaiC in vitro . Although the electron donor for KaiA is not yet known, the copurification of CikA and LdpA with the Kai proteins, the direct binding of DBMIB to the CikA-PsR, and the rapid degradation of CikA and LdpA in response to DBMIB together implicate the possibility of direct electron transfer from the photosynthesis machinery via known input proteins to the redox-sensitive KaiA protein as a mechanism of entrainment of the cyanobacterial clock.
V. OUTPUT PATHWAYS: MULTIPLE INDEPENDENT PATHWAYS MERGE TO COORDINATE CELLULAR AND PHYSIOLOGICAL PROCESSES
The presence of circadian rhythms in a diverse range of organisms-including cyanobacteria, fungi, insects, plant, and mammals-has led most chronobiologists to hypothesize that these internal oscillations beget an adaptive advantage to those organisms through behaviors anticipatory of the changing LD cycle (Dunlap et al., 2004) . Microarray analyses demonstrate that 89% of the S. elongatus genes that encode proteins involved in photosynthesis display peak expression near subjective dawn, which would allow for their photosynthesisrelated products to be most prominent during the daytime (Vijayan et al., 2009) . The enhanced fitness of mammals has been demonstrated in the decreased survival rates of clock mutants as compared to those organisms with circadian oscillations that are consonant with the external LD cycles (DeCoursey et al., 2000) . The natural variation in FRPs of Arabidopsis thaliana plants that live at different latitudes correlates with the day length to which those plants are subjected (Dodd et al., 2005; Michael et al., 2003) , which suggests a selective pressure to possess an internal rhythm that matches that of the environment. Because S. elongatus does not fix nitrogen (Herrero et al., 2001 ) and has no physiological requirement for temporally separating this oxygen-sensitive process from that of photosynthesis as do diazotrophic cyanobacteria, the evolutionary advantage for maintaining internal time was not initially clear. To test the evolutionary advantage that the clock may bestow upon S. elongatus, strains that harbor mutations in one of the three genes-kaiA, kaiB, or kaiC-that encode the core oscillator proteins were placed in direct competition with wild-type cells in a variety of environmental conditions (Ouyang et al., 1998; Woelfle et al., 2004) . When grown independently as pure cultures, the mutant cultures that produce long period, short period, or arrhythmic phenotypes from bioluminescent reporters grew at a rate indistinguishable from that of wild type in either LL or LD conditions. When two cultures were grown together in a continuously diluted culture, which allows for growth to continue for 30-45 generations, the strain whose FRP most closely matched that of the given LD cycle would out-compete the other strain (Ouyang et al., 1998; Woelfle et al., 2004) . If cells are subjected to an LD12:12 cycle, a wild-type strain that produces a FRP of 25 h outcompetes a 23-h mutant, yet this mutant will quickly dominate the population if provided an LD11:11 cycle (Ouyang et al., 1998) . This advantage occurs only when the competing cultures are subjected to LD cycles and not in LL conditions, and only when strains are cocultured, which suggests that the internal timekeeping system confers an adaptive advantage to S. elongatus only when in a competitive environment. Notably, nature is a competitive environment, and the laboratory setting is likely the only location in which cyanobacteria would be in pure culture and LL conditions.
A. Global clock-controlled regulation of gene expression
Even before the kai genes were identified, a screen was conducted to determine the extent by which the circadian system regulates the timing of S. elongatus gene expression; the strategy used a "promoter trap" that inserted promoterless luxAB throughout the genome to randomly sample promoter activity via bioluminescence (Liu et al., 1995) . Two major classes of peak expression patterns emerged that were 12 h out of phase with one another. Class 1 appears to be the "default" phasing for promoters because the majority of promoter activities peak at subjective dusk, including heterologous E. coli promoters (PconII and Ptrc) that have been introduced into the cyanobacterial chromosome (Tsinoremas et al., 1996; Xu et al., 2003) . Taken together, these data pinpoint the circadian system as a global regulator for gene expression in S. elongatus.
The widespread circadian regulation of transcription is not necessarily indicative of rhythmic mRNA and/or protein accumulation. Microarray analyses show that only 30-64% of S. elongatus transcripts accumulate in a rhythmic fashion in LL (Ito et al., 2009; Vijayan et al., 2009) ; similar to those of the promoter trap assay, transcript rhythms fall into the two major categories of peaking near subjective dusk (CT 8-12) or subjective dawn (CT 20-24). Interestingly, not all of the known clock components display rhythmic mRNA levels throughout the day. The kaiBC and cikA transcripts accumulate with a near 24-h rhythm, yet those of other known clock components, including sasA, 36 Mackey et al. ldpA, and pex, do not (Ito et al., 2009 ). The timing of the peak KaiB, KaiC, and CikA protein levels lag their respective mRNA rhythms by 6-8 h; this fact implies that posttranscriptional and posttranslational modifications play an important role in the functionality of those proteins, especially in the dark where mRNA levels are quickly reduced within 4 h, yet KaiC-P rhythms persist for 3 days in DD (Ito et al., 2009; Tomita et al., 2005) .
The inhibitory role that KaiC plays on its own expression is paralleled throughout most of the genome, such that constitutive overexpression of kaiC leads to repression of nearly every promoter tested (Ito et al., 2009; Nakahira et al., 2004) . For class 1 genes, the level of promoter activity after KaiC-induced repression is at a level consistent with the trough of the activity level in a wildtype background. These promoters are divided into two main types based on the level of expression that remained after the KaiC-induced repression occurred. The "clock-dominated" promoters display high-amplitude rhythms in the presence of the clock, but almost no expression occurred when the clock was disrupted by excess KaiC. Other "clock-modulated" promoters maintained relatively higher levels of arrhythmic expression with the nonfunctional clock. The mRNA levels that result from KaiC overexpression are similar to those seen at subjective dawn with a functional clock, such that class 1 genes produce mRNA levels that mirror the trough level in LL and class 2 genes escalate mRNA production to reach peak levels (Ito et al., 2009 ).
B. Chromosome topology as a mediator of rhythmic gene expression
Multiple lines of evidence have hinted that the pervasiveness of clock control of gene expression in S. elongatus is not necessarily a direct result of the transcription-translation feedback loop of the kai genes and their protein products (Ito et al., 2009; Kutsuna et al., 2005; Nakahira et al., 2004; Nakajima et al., 2005; Terauchi et al., 2007; Tomita et al., 2005; Xu et al., 2003) . Negative regulation of kaiBC by excess KaiC is not due to specific cis-acting elements within the promoter. Although a negative regulatory region exists within the kaiBC promoter region, removal of this negative element does not prevent the promoter from responding to KaiA or KaiC overexpression. Further, there do not appear to be specific cis-or trans-acting elements that contribute to the phasing of expression for class 1 or 2 genes during LL conditions (Min and Golden, 2000; Min et al., 2004) . Rather, the local DNA topology likely determines the times at which a promoter is accessible to the transcriptional machinery. Early evidence for this "oscilloid model" (Mori and Johnson, 2001a) stems from introduction of E. coli promoters (Pfis and PtyrT), whose expression patterns in E. coli are dependent upon the surrounding DNA topology. These promoters drive luciferase reporter genes with a near 24-h rhythm and specific phasing to suggest the importance of DNA superhelicity and arrangement within the cell in the maintenance of circadian-regulated gene expression (Min et al., 2004) .
When S. elongatus cells are sampled over time and stained with DAPI (4 0 , 6-diamidino-2-phenylindole) dye to visualize the nucleoid, a rhythm in the compaction/decompaction of the chromosome can be observed (Smith and Williams, 2006) . This rhythm occurs in a circadian pattern in LD12:12 cycles and continues with a period of approximately 24 h when cells are transferred to LL. The chromosome slowly condenses during the light (or subjective day) with full compaction occurring just before the anticipated light to dark transfer, and decompaction proceeds during the (subjective) night (Smith and Williams, 2006) . The predictable changes in DNA topology over time are not limited to the chromosome; endogenous plasmids of S. elongatus exhibit the rhythmic fluctuations in superhelicity, and luciferase reporters display similar patterns of bioluminescence when expressed from the endogenous pANS plasmid as they do from the chromosome (Woelfle et al., 2007) .
By comparing microarray analysis and the superhelical conformation of the pANS plasmid of S. elongatus, each topological state of the DNA can be associated with a particular state of gene expression (Vijayan et al., 2009) . The activation or repression of genes results directly from response to the change in superhelicity of the chromosome. These responses were tested by adding novobiocin, a DNA gyrase inhibitor that results in a more relaxed chromosome, to cells at sublethal concentrations. Almost 80% of the tested promoters responded in a predictable manner: those genes that are highly expressed when the plasmid is supercoiled DNA were repressed, while other genes had increased expression upon novobiocin addition to suggest that they are normally repressed when the DNA is supercoiled (Vijayan et al., 2009) .
The link between the Kai oscillator and changes in DNA topology likely lies in KaiC (Fig. 2.4) . The structure of KaiC resembles the hexameric proteins of the RecA/DnaB family-recombinase and helicase proteins that can bind DNAand KaiC can interact with forked, double-stranded DNA molecules (Mori et al., 2002) . In a kaiC null background, the rhythms in chromosome condensation are lost; however, the rhythm is not dependent solely upon the presence of KaiC, as the inactivation of kaiA produces a phenotype indistinguishable from that of the kaiC mutant (Smith and Williams, 2006) . The period of the genome compaction rhythm is dependent upon the timing of the Kai oscillator. The 14-h periodicity of a kaiC14 mutant is paralleled in the compaction rhythm. An inactivation of sasA still allows the chromosome to condense in a rhythmic fashion, but the transfer of information is lost without SasA present, and the result is arrhythmic gene expression (Smith and Williams, 2006) . Additionally, unlike its wild-type counterpart, the kaiC (pr1) allele cannot induce repression globally when overexpressed (Kiyohara et al., 2005) and cannot undergo dark-induced chromosome compaction. The kaiC (pr1) mutant 38 Mackey et al. will allow for wild-type rhythms to occur in LL conditions. These data suggest that the kaiC (pr1) allele is defective in its ability to regulate stimulus-induced chromosome compaction. Pulsed kaiC (pr1) overexpression at different times throughout the cycle cannot induce phase shifts like that of wild type, which suggests that there is a role for KaiC feedback to input pathways or compaction as an input to the cell Williams, 2006, 2009) .
C. The SasA-RpaA two-component system as a positive limb of output
The positive limb of the S. elongatus output pathway comprises the two-component regulatory system proteins SasA and RpaA (Regulator of phycobiliosome associated). The importance of SasA in the S. elongatus circadian timing mechanism 
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was recognized through its direct interaction with KaiC using a yeast two-hybrid screen . Immunoprecipitation experiments showed that either full-length or the N-terminal domain (residues 1-97) of SasA is capable of interaction with KaiC; either the CI or CII domain of KaiC is sufficient for this binding. No direct interactions between SasA and either KaiA or KaiB were detected in vivo or in vitro . The sasA gene encodes a 387-amino acid protein that belongs to the HPK family of proteins involved in His-to-Asp two-component signal transduction (Stock et al., 2000) . Further bioinformatic analyses revealed the N-terminal domain of SasA has 60% amino acid similarity to the full-length KaiB protein ; however, the tetrameric structure of KaiB (Iwase et al., 2005) differs from the thioredoxin-like fold of the KaiC-interacting N-terminus of SasA (Klewer et al., 2002) . Removal of sasA shortens the circadian period and severely decreases the amplitude of circadian gene expression to near-baseline levels . The clock is still running and can be reset by light and temperature cues, but the timekeeping mechanism can no longer effectively transduce that information to clock-controlled processes. Rhythmic accumulation of kaiA and kaiBC mRNA does not persist in a sasA mutant background; KaiA protein levels are reduced to approximately 70% compared to those of wild type, while KaiB and KaiC protein levels decrease to levels that are nearly undetectable using standard protocols. Constitutive overexpression of SasA causes arrhythmia as measured by bioluminescent reporters. Short pulses of SasA overexpression shift the phase of the rhythm with advances in the oscillation when sasA levels are decreasing and delay when sasA levels are on the rise . The direction of the phase shifts that result from short pulses of SasA overexpression are contradictory to those seen when KaiC is overexpressed for short durations. This discrepancy further demonstrates that SasA is important for the functionality of the clock system, but that its function is distinct and separate from that of the Kai complex.
The interaction between the N-terminal sensor domain of SasA and KaiC allows for KaiC to increase the rate by which SasA autophosphorylates, though the reciprocal experiment does not show a SasA-dependent change in KaiC autokinase activity (Smith and Williams, 2006) . The autokinase activity of SasA is crucial to its function, as an amino acid substitution at the conserved histidine residue (H162Q) results in a sasA null phenotype . This KaiC-induced activation of SasA is predicted to be limited during the late subjective night/early subjective day of the circadian cycle in which SasA is part of a large multimeric complex that contains at least the KaiA, KaiB, and KaiC proteins (Kageyama et al., 2003) , and likely also CikA (Ivleva et al., 2006) and LdpA (Ivleva et al., 2005) . SasA transfers its phosphate group to RpaA (Fig. 2.4) , which is predicted to activate the protein to serve as a transcription factor through its DNA-binding domain (Takai et al., 2006) ; the exact target(s) of RpaA has not yet been elucidated. 40 Mackey et al. RpaA in S. elongatus was identified using bioinformatic analyses to identify sequences that encode receiver domains commonly found in RR proteins (Takai et al., 2006) . Of 24 identified sequences, only disruption of rpaA resulted in the attenuated expression from the kaiBC promoter that would be expected of the partner protein of SasA. The phenotype of the rpaA null is more severe than that of a sasA mutant in that elimination of rpaA results in arrhythmia from nearly all promoters regardless of light intensity; however, the residual rhythmicity from a PpsbAI reporter in the absence of rpaA shows that the oscillator continues to function in the absence of this output pathway (Takai et al., 2006) . The overall decrease in the level of gene expression in the absence of either sasA or rpaA suggests that the SasA-RpaA system acts as a positive regulator of the output pathway.
D. LabA and CikA as negative regulators of output
The labA (low-amplitude and bright) gene was identified because its absence lessened the inhibitory effects of excess KaiC protein on the kaiBC promoter (Taniguchi et al., 2007) . In an otherwise wild-type background, a labA null mutant displays decreased amplitude that results from elevated trough levels from bioluminescence reporters, but maintains a wild-type circadian period. These phenotypes are paralleled in the overall increased levels of kaiBC mRNA and KaiC protein with a maintained 24-h rhythmic accumulation and KaiC-P rhythm (Taniguchi et al., 2007) . Overexpression of labA reduces the overall level of bioluminescence and corresponding KaiC protein levels, but a wild-type period is maintained by the luxAB reporter and KaiC-P status. These data support the role of LabA as a negative limb of the output pathway through which KaiC-P acts to repress gene expression.
LabA and SasA are predicted to function in separate pathways that converge at RpaA (Fig. 2.4) . The labA/sasA double mutant displays an intermediate phenotype of overall low-amplitude rhythms, but overall higher bioluminescence levels than that of the sasA mutant alone; inactivation of labA can attenuate the bioluminescence repression that results from SasA overexpression (Taniguchi et al., 2007) . The rpaA gene is epistatic to labA because inactivation of both labA and rpaA results in the phenotype that is similar to that of rpaA alone (Taniguchi et al., 2007) . Thus, RpaA likely receives circadian output information through (at least) two independent pathways: SasA positively influences RpaA function via phosphotransfer, and LabA negatively regulates RpaA function by indirect mechanisms.
The residual rhythmicity of the labA/sasA double mutant may be the result of the CikA protein, which is most notable for its role in the S. elongatus input pathway for discrete entrainment. A transposon insertion in the cikA gene was identified in the same screen that identified labA; inactivation of cikA resulted in decreased repression of the PkaiBC promoter by excess KaiC (Taniguchi et al., 2010) . Inactivation of labA, sasA, and cikA in the same cell resulted in arrhythmic bioluminescence from luciferase reporters; however, the oscillator itself appears to be intact, as the pattern of KaiC-P over the circadian cycle was similar to that of wild type (Taniguchi et al., 2010) .
Genetic analyses demonstrated that LabA and CikA work through independent output pathways to negatively regulate expression of kaiBC. The cikA/labA double mutant displays the additive phenotype of a short period and low-amplitude rhythm associated with the removal of cikA, but with an overall increase in bioluminescence as seen in the labA null (Taniguchi et al., 2010) . In each single mutant and the double mutant, KaiC protein levels were higher than those of wild type; however, only the cikA null showed a change in the phase of the KaiC-P pattern to suggest that CikA-mediated repression of kaiBC expression is separate from that of the KaiC-P-mediated feedback in which LabA participates.
E. CpmA and Group 2 sigma factors affect subsets of genes
The circadian phase modifier (cpmA) gene has also been implicated as a component in output from the S. elongatus clock. Although overexpression of the cpmA gene does not alter the circadian rhythm, its inactivation results in a drastic change in the relative phase angle of a small subset of cyanobacterial reporters (Katayama et al., 1999) . In a cpmA background, rhythms from the kaiBC promoter are unaffected, but the phase of expression from a PkaiA::luxAB reporter is shifted by 10 h, such that its expression peaks almost in antiphase to that of PkaiBC (Katayama et al., 1999) . Despite this discrepancy in timing from the kai promoters, robust rhythms of gene expression continue with wild-type period lengths. This fact suggests that cpmA is not part of the oscillator, or a general output pathway, but rather specifically relays temporal information to a subset of genes.
The basic transcriptional machinery is implicated in contributing to circadian output pathways. In bacteria, the RNA polymerase holoenzyme can include different sigma factors, which are the subunits that recognize promoter elements (Gross et al., 1998) . The Group 2 sigma factors in cyanobacteria are a family of proteins that have sequence similarity to the housekeeping sigma-70 RpoD1 protein but are not essential for viability of the cells (Tanaka et al., 1992) . Inactivation of any of the Group 2 sigma factor genes (rpoD2, rpoD3, rpoD4, or sigC) either alone or in pairs alters the rhythm from a PpsbAI::luxAB reporter by affecting the phase, period, or amplitude of expression (Nair et al., 2002; Tsinoremas et al., 1996) . The inactivation of sigC lengthens the period of expression from the PpsbAI promoter but has little effect on the expression patterns from either the PkaiBC or PpurF promoters. The PkaiBC promoter is 42 Mackey et al. only slightly perturbed as a result of the rpoD2 single mutant, or the rpoD3/rpoD4 and rpoD2/rpoD3 double mutants, which suggests that there is greater buffering of the kaiBC promoter compared to others. The current model proposes that RNA polymerase forms holoenzymes with different Group 2 sigma factors throughout the circadian cycle. Durations of activity for some sigma factors likely overlap; redundancy in their roles is indicated by discrepancies in their phenotypes. The connection between the SasA-RpaA pathway and the regulation by the Group 2 sigma factors are still unclear.
F. Cell division
Circadian oscillations in gene expression persist in S. elongatus cells with generation times much shorter (as fast as 6 h) than a full circadian cycle (Kondo et al., 1993; Mori et al., 1996) . The Kai-based system regulates cell division such that the number of cells in a continuously diluted culture displays a circadian rhythm in LL that matches the phase of its synchronizing LD cycle (Mori et al., 1996) . In an arrhythmic kaiC mutant, the rhythm in cell division can be driven by external LD cycles, but does not continue in LL (Mori and Johnson, 2001b) . The circadian clock gates cell division, such that there are times in the circadian cycle where cell division is forbidden. For S. elongatus, this forbidden phase occurs early to mid-subjective night (Mori et al., 1996) . The regulation is unidirectional, as the cell-division cycle does not influence the timing of circadian oscillation (Mori and Johnson, 2001b) . Cells maintain wild-type rhythms in bioluminescence from transcriptional fusion reporters regardless of doubling time, which varies in response to light intensity, as well as during stationary phase where cells do not undergo cell division, and during chemically induced inhibition of cell division (Mori and Johnson, 2001b) .
Because DNA synthesis occurs at a constant rate in free-running cells (Mori et al., 1996) , the checkpoint for the cell-division cycle is likely cytokinesis. Coordination of protein components from the three intermingled sectors of the clock-input, oscillator, and output-has been implicated in the transduction pathway leading to the cell-cycle checkpoint. This gating results from elevated ATPase activity of KaiC, rather than overall abundance or phosphorylation state of this central oscillator component ; the two latter properties play important roles in the maintenance of circadian period and global repression of S. elongatus promoters.
Of the known clock genes, only the cikA and kaiB individual mutants produce elongated cells indicative of altered circadian control of cell division Miyagishima et al., 2005) , although deletion of cikA does not eliminate the gating phenomenon. The elongated cell phenotype in the absence of either CikA or KaiB is suppressed when kaiC, sasA, or rpaA is removed from the cell . The current model predicts that when KaiC ATPase activity rises above a necessary threshold, cell division is not allowed to proceed because the gate is closed (Fig. 2.3D ). Conformational changes in KaiC that are predicted to occur when ATPase activity is above the threshold allow for its stimulation of SasA autophosphorylation and subsequent phosphotransfer to RpaA. Phosphorylated RpaA likely inhibits the formation and localization of FtsZ rings that function to denote the midline of the cell where cell division would occur. Support for this model includes mutants with elevated KaiC ATPase activity that display mislocalized FtsZ proteins .
Interestingly, the forbidden phase of cell division is coincident with the formation of the clock complex and with the transition from a decondensed to condensed nucleoid. It is possible that cell division is tightly regulated by the circadian system in order to protect the clock itself from disruptions that would result in an otherwise desynchronized population. Mathematical models that describe the coupling of the cell-division cycle with that of the circadian rhythm help to explain how a population of cyanobacterial cells is able to maintain a similar circadian phase with one another after multiple generations (Mihalcescu et al., 2004) .
VI. CONCLUSIONS
The benefits of the genetic and mutational exploitation of the S. elongatus PCC 7942 model for a circadian oscillator have been multifold. The ease of working with this single-celled system was monumental to unveiling the nuts and bolts of the clock and continues to provoke new ideas about circadian mechanisms. The idea of a self-sustained oscillation in the absence of a traditional feedback loop (Nakajima et al., , 2010 Tomita et al., 2005) flew in the face of canonical circadian models for timing (Cheng et al., 2003; Cyran et al., 2003; Dunlap, 1999; Harmer et al., 2001; Okamura et al., 2002; Van Gelder et al., 2003) and has subsequently transformed the way, or at least opened the possibilities as to how, eukaryotic-centered chronobiologists think about circadian mechanisms. Recent work in the unicellular picoeukaryotic alga Ostreococcus tauri and in human red blood cells has shown that circadian rhythms in peroxiredoxin oxidation and oligomerization, respectively, exist in the absence of transcription and in eukaryotic cells lacking a nucleus . With redox sensing as an essential part of LdpA, CikA, and KaiA function, oscillators in cellular metabolism and redox status are emerging as interesting avenues for further investigation to the understanding of timekeeping mechanisms.
Although a transcriptional-translational feedback loop is not required, one does exist. The theory of, and evidence for, multiple oscillators in circadian systems is not new (Bell-Pedersen et al., 2005; de Paula et al., 2007; Indic et al., 2007) . There are multiple lines of evidence for the presence of at least a second 44 Mackey et al. oscillator in the S. elongatus model. Inactivation of sigC causes period changes in some, but not all reporters leading to the idea that there might be more than one oscillator in the S. elongatus system that become uncoupled from one another when SigC is missing (Nair et al., 2002) . In microarray analyses using a kaiABC null strain, 17 genes were found to continue to display rhythmic mRNA accumulation, again suggestive that there is a weak secondary oscillator that controls those transcripts in the absence of the Kai-based oscillator (Vijayan et al., 2009 ). In addition, genome-wide proteomic studies to determine which clock components (or other proteins) fluctuate their abundance in a circadian manner suggest that only 30-64% of mRNA levels are rhythmic, some of which are known clock components. A more thorough proteomic analysis would allow for a determination of the physiological relevance of these proteins in the circadian system. While there is evidence to predict multiple oscillators, their mechanisms have not yet been described. And, more importantly, the mechanism by which these multiple oscillators communicate with one another to drive precise rhythms has yet to be elucidated.
In addition to the oscillator mechanism itself, there are many questions still remaining with regards to the prokaryotic clock system as a whole. The current data suggest that KaiA is the conduit for relaying input information to the oscillator as a result of direct expression regulation by Pex (Arita et al., 2007) and interactions with CikA (Ivleva et al., 2006) and LdpA (Ivleva et al., 2005) , but the story is not complete. While sensing redox state via the quinone pool seems to be the cue, questions still remain regarding how CikA and LdpA relay this environmental information to the central oscillator. The existence of a cognate RR for CikA that relays redox information to the clock directly is currently elusive. In terms of output, how KaiC-P, KaiC ATPase activity, the SasA/RpaA two-component regulatory system, LabA, Group 2 factors, and chromosome compaction coordinate to dictate precise rhythmic activity is not understood. KaiC overexpression has been shown to have differential effects on the promoters that exist on the chromosome and on plasmids. On the chromosome, KaiC overexpression eliminates rhythmic gene expression to the trough levels of all promoters tested and leads to complete chromosome compaction. However, gene expression from the same reporter construct on the pANS plasmid results in elevated, arhythmic expression (Woelfle et al., 2007) . How the clock controls DNA topology and gene expression, how it differentially controls gene expression based on chromosome or plasmid status, and how topology changes feedback on the clock itself are also still in question.
We have also learned to be careful of our own biases. Since its discovery and as dictated by its name, CikA is known to function in the input pathway for the Kai oscillator (Ivleva et al., 2006; Schmitz et al., 2000; Zhang et al., 2006) . However, recent lines of evidence elucidated by genetic studies have shown that CikA also functions as an inhibitor of KaiC ATPase activity and as a component of one of three independent output pathways to negatively regulate expression of kaiBC (Taniguchi et al., 2010) . Regardless of its multiple personalities, the activity of CikA in input, the oscillator, or output is currently placed in an indirect role; exactly how CikA functions in each of these parts of the oscillator is unclear.
No circadian system is understood to completion; however, insights from classic circadian studies and dogma-shattering breakthroughs have shaped the pathway for understanding the Kai oscillator, illustrating the importance of multiple model systems and basic science. What we have learned thus far is that it is important to keep an eye on the past but an open mind in the future regarding overall clock processes. Undoubtedly, the ease of this single-celled prokaryotic model will aid in teasing out the intricacies of a circadian clock model, which will lead to advances in other systems as well.
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