Abstract. In this paper it is shown how the Heisenberg group of order 27 can be used to construct quotients of degenerate Sklyanin algebras. These quotients have properties similar to the classical Sklyanin case in the sense that they have the same Hilbert series, the same character series and a central element of degree 3. Regarding the central element of a 3-dimensional Sklyanin algebra, a better way to view this using Heisenberg-invariants is shown.
Introduction
The 3-dimensional Sklyanin algebras form an important class of noncommutative graded algebras, as they correspond to the notion of a noncommutative P 2 following Artin, Tate, Van den Bergh and others (see for example [3] and [4] ). These algebras are parametrized by an elliptic curve E / / P 2 and a point τ ∈ E. They form the largest class of examples of quadratic 3-dimensional AS-regular algebras, that is, graded algebras of global dimension 3 with relations in degree 2 with excellent homological properties. These AS-regular algebras can be described as the quotient of C x, y, z by the relations It was remarked in many early papers (see for example [2] ) about these algebras that there was a central element of degree 3, which was somewhat mysterious. In [7] , a intrinsic presentation of this central element was found. It turns out that the central element gave a connection between the Sklyanin algebra A τ (E) and the algebra A −2τ (E) if E is an elliptic curve and τ ∈ E. This was proved using the concept of superpotentials, as explained in for example [12] .
The first purpose of this paper is to give a better statement of this theorem in terms of Heisenberg invariants and the degree 3 part of the Koszul dual of a Sklyanin algebra.
The second purpose is the study of quotients of the 12 nonregular algebras. In particular, we show that there is a 1-dimensional family of quotients of each of these 12 algebras parametrized by C * such that the quotients have Hilbert series 1 (1−t) 3 . In addition, these algebras also have a central element of degree 3, fixed by the Heisenberg group. We also show that for the constructed quotients of the algebra C x, y, z /(x 2 , y 2 , z 2 ), the nth roots of unity give quotients that are finite modules over their center of PI-degree 2n.
1.1. Notation. In this article, we use the following notations:
• V(I) for I ⊂ C[a 1 , . . . , a n ] an ideal is the Zariski-closed subset of A n or P n−1 determined by I, it will be clear from the context if the projective or affine variety is used.
• D(I) for I an ideal I ⊂ C[a 1 , . . . , a n ] is the open subset A n \ V(I) or P n−1 \ V(I), it will be clear from the context if it is an open subset of affine space or of projective space. If I = (a), then we write D(a) for D(I).
• Z n = Z/nZ for n ∈ N.
• Grass(m, n) will be the projective variety parametrizing m-dimensional vector spaces in C n .
• For an algebra A and elements x, y ∈ A, {x, y} = xy + yx and [x, y] = xy − yx.
• For V a n-dimensional vector space, we set T (V ) = ⊕ ∞ k=0 V ⊗k , the tensor algebra over V .
• Every graded algebra A will be positively graded, finitely generated over C and connected, that is A 0 = C.
• The group SL m (p) (respectively PSL m (p)) is the special linear group (respectively projective special linear group) of degree m over the finite field with p elements.
• For any vector space V , C[V ] = T (V )/(wv − vw|w, v ∈ V ).
• If A is a connected, finitely generated, positively graded algebra, then the Hilbert series is defined as H A (t) = ∞ k=0 dim A k t k .
• Take a reductive group G and 2 finite dimensional representations V, W of G. Then Emb G (V, W ) is the set of injective linear G-maps from V to W up to G-isomorphisms of V .
• Modules will always be left modules unless otherwise mentioned.
G-algebras
This section is a summary of the general theory developed in [6] .
Definition 2.1. Let G be a reductive group. We call a positively graded connected algebra A, finitely generated in degree 1, a G-algebra if G acts on it by gradation preserving automorphisms.
This definition implies that there exists a finite dimensional representation V of G such that T (V )/I ∼ = A with I a graded ideal of T (V ), which is itself a Gsubrepresentation of T (V ).
One can make quadratic G-algebras as follows. Let V be a G-representation. Then V ⊗ V is also a G-representation which decomposes as a summation of simple representations, say
where the S i are distinct simple representations of G and a i ≥ 0. A G-algebra A is then constructed by taking embeddings of the S i in V ⊗ V as relations of A.
One can of course do the same for other degrees by taking relations in
and take different embeddings of the simple representations of G in V ⊗i as relations.
Definition 2.2. Let A be a G-algebra with corresponding ideal I of T (V ). We call B a G-deformation of A up to degree k if B is also a quotient of
If the relations for A are all of the same degree k, then all G-deformations up to degree k of A depend on a product of Grassmannians. For example, let A be a quadratic algebra of which we want to find all G-deformations up to degree 2.
with S i distinct simple representations and 0 ≤ e i ≤ a i natural numbers. Then the G-deformations up to degree 2 are parametrized by
Grass(e i , a i ). In general, the total set of G-deformations up to degree k of a G-algebra A = T (V )/I are determined by a Zariski closed subset of
Grass(e i,j , a i,j )
Definition 2.3. We say that a variety Z parametrizes G-deformations up to degree k of a G-algebra A if Z φ / / Z k can be embedded in Z k and the point corresponding to A in Z k belongs to the image of φ. We say that Z parametrizes G-deformations of A if Z parametrizes G-deformations up to degree k for some k and for each point x ∈ Z with corresponding algebra A x , we have
We will show in the next section that the 3-dimensional Sklyanin algebras are H 3 -deformations of the polynomial ring C[V ]. We first show a computational way to decode how a G-algebra decomposes as a G-module.
2.1.
Character series. Given a G-algebra A, it is a natural question to ask how A behaves as a G-module. As G acts as gradation preserving automorphisms, we have a decomposition
with almost all e k,S equal to 0. We will only consider the case that G is finite.
Definition 2.4. Let G be a finite group. The character series for an element g ∈ G and for a G-algebra A is a formal sum
For example, if g = 1, then we have Ch A (1, t) = H A (t), the Hilbert series of A. As a character of a representation is constant on conjugacy classes, we can represent the decomposition of A in simple G-representations as a vector of length equal to the number of conjugacy classes and on the ith place the character series Ch A (g, t) with g ∈ C i , the ith conjugacy class.
Lemma 2.5. Let V be a simple representation of G and let A be a G-algebra constructed from T (V ). For every element z of the center, we have that Ch A (z, t) = H A (λt), where z acts on V by multiplication with λ.
Proof. It follows that in degree k the action of z on A k is given by multiplication with λ k , so the character series for the element z in this case is given by
3. The finite Heisenberg group of order 27 While in previous papers (see [5] and [6] ) we needed the finite Heisenberg group of order p 3 for any odd prime p, we will only consider here the special case p = 3.
Definition 3.1. The Heisenberg group of order 27 is the finite group given by generators and relations
H 3 has 9 1-dimensional representations coming from the quotient H 3 /([e 1 , e 2 ]) = Z 3 × Z 3 and 2 3-dimensional simple representations, corresponding to the primitive 3rd roots of unity. These 2 representations are defined in the following way: let ω be a primitive 3rd root of unity and let V 1 = C 3 = Cx 0 + Cx 1 + Cx 2 . Then the action is defined by
* is the representation corresponding to ω 2 and will be denoted by V 2 . We will use χ a,b for the character H 3
There is an action of SL 2 (3) on H 3 as group automorphisms by the rule
The central element [e 1 , e 2 ] is fixed by this action. From this it follows that the induced action of SL 2 (3) on the simple representations fixes V 1 and V 2 .
3.1. 3-dimensional Sklyanin algebras are H 3 -deformations. Using the construction of Section 2, we will now show that the 3-dimensional Sklyanin algebras are
. In order to find all H 3 -deformations up to degree 2 of A, we need to decompose V ⊗ V in H 3 -representations. A quick calculation shows that V ⊗ V = (V * ) 3 and that the H 3 -generators of V ⊗ V are given by
The first generator corresponds to the wedge product V ∧ V . Taking another copy of V * in V ⊗ V corresponds to an element of Grass(1, 3). Given p = [A : B : C] ∈ Grass(1, 3) = P 2 , then p determines the quotient C x 0 , x 1 , x 2 /(I) with I generated by the relations In particular, the 3-dimensional Sklyanin algebras have the same Hilbert series as the polynomial ring in 3 variables. Using the results of [6] , we see that the character series with respect to H 3 of any Sklyanin algebra B is the same as the character series of A. In fact, this is true for all Artin-Schelter regular algebras parametrized by points of Emb
This projective representation of SL 2 (3) has the property that points lying in the same orbit determine isomorphic algebras. In particular, the only non-regular algebras are those lying in the SL 2 (3)-orbit of either the point 
Central elements and Heisenberg invariants
In [7] , it was proved that there was a connection between the superpotential defining the Sklyanin algebra A −2τ (E) and the central element c 3 of degree 3 in A τ (E). This connection however can better be explained using Heisenberg invariant elements of V ⊗ V ⊗ V .
Let p = [a : b : c] and define S p = C x, y, z /(R p ) to be the algebra with relations
Let W p ⊂ V ⊗ V be the vector space spanned by these relations, with
This element is easily seen to be fixed by H 3 . In turn, any element g ∈ P((V ⊗ V ⊗ V ) H3 ) determines quadratic relations by taking the cyclic derivatives δ x , δ y , δ z as in [7] . For AS-regular algebras,
we have an injective morphism
In order for this to extend to Emb H3 (V * , (V * ) 3 ) = P 2 and to get an isomorphism, one should need that (
H3 is always 1-dimensional. This is indeed the case. Let χ a,b be the 1-dimensional representation of
H3 is 1-dimensional.
Proof. As these algebras are monomial algebras, it is easy to find a basis of In these 3 cases, it is clear that e 2 works trivially on these elements and e 1 works by cyclic permutation, leading to the claimed decomposition. Now, the other points that correspond to nonregular algebras lie in the SL 2 (3)-orbit of these 3 points. In order to prove that (
H3 is indeed 1-dimensional, we need to work out what the SL 2 (3)-orbits are in the set of simple representations of H 3 . From the natural action of SL 2 (3) on Z 3 × Z 3 we find that
• χ 00 is fixed, • V and V * are fixed because the center is fixed, • the action is transitive on the set χ a,b , (a, b) = (0, 0). Now, the vector spaces of the theorem have one thing in common: the action of e 2 is fixed. If one takes the H 3 -representations W a,b = χ a,b ⊕χ −a,−b , a, b ∈ {0, 1}, then the center of SL 2 (3) works trivially on the set {W a,b |a, b ∈ {0, 1}}, so the action is really a PSL 2 (3)-action.
From this, we see that the induced action of SL 2 (3) on the decomposition of W for some a, b ∈ {0, 1}. We have proved
So φ indeed extends to an isomorphism of P 2 . Now, theorem 1 of [7] can be described as
be a Sklyanin algebra, c 3 be the central element of degree 3 in A and let
be the natural projection map. Then
to the tangent line of the elliptic curve E at the point p.
Proof. According to [7] , the vector space corresponding to the point −2p ∈ P((V ⊗ V ⊗ V ) H3 ) is indeed mapped to Cc 3 . As the vector space
is the kernel of π, it follows that the vector space generated by p and −2p is indeed π −1 (Cc 3 ). The fact that this is the tangent line to p at E follows as the third point of intersection of the line through p and −2p is p itself.
Quotients of non-regular quadratic algebras
In the projective plane P 1−2t and are clearly not domains, for a detailed description of these algebras, see [9] and [11] . However, it seems that these algebras have a 1-dimensional family of quotients that 'behave' like the 3-dimensional AS-regular algebras in the following sense:
• the Hilbert series is the same,
• the character series is the same for each element of H 3 and • there exists a central element of degree 3, fixed by the H 3 -action. Let us consider the following example: take the Clifford algebra C over C[u 0 , u 1 , u 2 ] with associated quadratic form
In terms of generators and relations of C, we have 3 generators x 0 , x 1 , x 2 with relations
This algebra is a quotient of the algebra S [0:0:1] by 2 elements of degree 3 (adding 2 commutation relations of degree 3 automatically implies the third relation).
Theorem 5.1. The character series of C is the same as the character series of the polynomial ring in 3 variables.
Proof. Define on C an action of H 3 by
C is a free module of rank 8 over C[u 0 , u 1 , u 2 ] with basis
It is then easy to compute that under these conditions, C is a graded algebra with character series equal to the polynomial ring in 3 variables with the standard action of H 3 (see [5] for the AS-regular case, this one is similar).
In particular, this means that the natural epimorphism
has as kernel an ideal generated by 2 elements of degree 3. The C-vector space generated by these 2 elements decomposes as
Considering the representations of C, we have
Proof. C is not Azumaya over a point if and only if the associated quadratic form after specialization is of rank ≤ 1. Taking the 2 × 2-minors of the quadratic form, this only happens if u 2 i is mapped to 0 for all 0 ≤ i ≤ 2. This means that, considering representations, C has more in common with the Sklyanin algebras associated to points of order 2 than the quantum algebra C −1 [x, y, z], although the last one is AS-regular.
In the next section, we will find a 1-dimensional family of quotients of S [0:0:1] by degree 3 elements that have the correct character series up to degree 4. we will show that there is an open subset in this quotient that gives algebras with the correct character series.
5.1. The Hilbert series. We work for now in the algebra S = S [0:0:1] . V will be the vector space Cx + Cy + Cz and the action of H 3 is defined by
Decomposing the degree 3 part S 3 in H 3 -modules, we find
In particular, the multiplicity of χ 1,0 and χ 2,0 is 2 in S 3 . This means that the variety parametrizing quotients of S with the right character series up to degree 3 is given by P 1 × P 1 . Let I p be the ideal of S generated by
One of the similarities we want to investigate is whether we can get quotients such that the Hilbert series is correct, in particular, correct in degree 4. As dim S 4 = 24 and dim C[x, y, z] 4 = 15, we need to have that dim(I p ) 4 = 9. We have
We don't need to worry about character series up to degree 4 as
Lemma 5.3. S/I p has the correct Hilbert series up to degree 4 iff p lies on the line
Proof. The elements fixed by e 2 in W p ⊗V +V ⊗W p lie in the vector space generated by
Then V ⊗ W p ∩ W p ⊗ V = 0 iff the following matrix has rank ≤ 3:
The first 4 × 4-minor is equal to
If A 1 = 0, then we can take B 1 = 1 and the 4 × 4-minor given by the columns (2, 3, 4, 5) becomes 
Taking the determinant of this matrix, one gets A 2 2 ω. So this also implies A 1 B 2 − A 2 B 1 = 0. A similar result is true if we set A 2 = 0.
If A 1 B 2 − A 2 B 1 = 0, then one immediately checks that
As either one of the rows of the first matrix is not 0, we have that dim V ⊗W p ∩W p ⊗ V ≥ 3. The only points where this inequality is possibly strict is when either both A 1 and B 2 are 0 or both A 2 and B 1 are 0, this follows from taking the determinants of  
But if for example A 1 = 0, then necessarily A 2 = 0, but B 2 and A 2 can not be 0 at the same time. Similar results hold for the other cases, so we are done.
This means that the only points we have to consider lie on the diagonal ∆ ⊂ P 1 and let I t be the ideal in S generated by the elements (v 1 ) t = A(zxy + ωxyz + ω 2 yzx) + B(yxz + ωzyx + ω 2 xzy),
The next obvious question is whether these algebras parametrized by P 1 have the correct Hilbert series. For C * = P 1 \ {0, ∞} this is true.
Lemma 5.4. The Clifford algebra C corresponds to taking the quotient for the value t = −1.
Proof. It is enough to prove that the relation [{x, y}, z] belongs to the vector space
This means that the following matrix should have rank 2
which is indeed true.
We will later see that all these algebras can be embedded in a smashed product C#Z if t = 0, ∞, from which it will follow that Theorem 5.5. Each algebra S/I t has the correct Hilbert series if t = 0, ∞.
5.2.
Point modules of T t . In [9] the point modules of S were classified. We can classify the point modules of T t = S/I t using these results. Recall that point modules of S were determined by the following way: let V = V(XY Z) ⊂ P 2 be the union of 3 lines and let q 0 , q 1 , q 2 be the intersection points. Then a point module P of S depends on a point sequence p 0 p 1 p 2 . . . fulfilling the following requirements
• for every i ∈ N, p i ∈ V,
• if p i = q j for any j, then p i+1 is the intersection point not lying on the same line as p i , • if p i = q j for some j, then p i+1 is any point on the line opposite of q j . If we write P = ⊕ n∈N Ce n , then the point p i = [a i : b i : c i ] corresponds defining an action of S on P by
x · e i = a i e i+1 , y · e i = b i e i+1 , z · e i = c i e i+1 . Theorem 5.6. The point modules of T t for t = 0, ∞ are parametrized by 6 lines, call this set W. The isomorphism φ induced by sending a point module P to P [1] on W is such that φ 2 fixes the intersection points and sends each line of W to itself.
Proof. Let P be a point module of T t with associated point sequence p 0 p 1 p 2 . . .. Let p i p i+1 p i+2 be a subtriple of this sequence.
• Assume that p i is one of the intersection points. Using the Heisenberg action, we may assume that • Assume that p i is not one of the intersection points. Again using the Heisenberg-action, we may assume that p i = [0 : α : β], p i+1 = [1 : 0 : 0] and p i+2 = [0 : γ : δ]. But then it follows from the degree 3 relations that δα = −tγβ or differently put, φ 2 is an isomorphism of V(XY Z) fixing the intersection points.
From the proof of this theorem we also notice that if −t is primitive nth root of unity, then φ 2n is the identity. This implies that a point module P of T t in this case parametrizes a C * -family of 2n-dimensional simple representations of T t . The point module corresponding to q 0 q 1 q 0 q 1 . . . corresponds to the C * -family of 2-dimensional simple representations coming from the quotient T t /(z) = C x, y /(x 2 , y 2 ). Similar results hold for the Heisenberg-orbit of this point module.
The central element.
One of the many similarities we want for these new algebras is that there exists a central element of degree 3, fixed by the action of the Heisenberg group.
Theorem 5.7. For every element t ∈ ∆ ⊂ P 1 × P 1 there exists a degree 3 central element in (T t ) 3 fixed by H 3 .
Proof. Using for example MAGMA, one checks that
One also checks that g t acts trivially on each point module. These observations show that the constructed quotients have indeed much in common with the ASregular algebras, as each point module of the generic AS-regular algebra is also annihilated by the unique central element in degree 3.
5.
4. An analogue of the twisted coordinate ring. We can now calculate the Hilbert series of M t = T t /(g t ).
Theorem 5.8. The Hilbert series of M t is 1−t 3 (1−t) 3 except if t = 0, ∞. Proof. Adding the relation (zxy + xyz + yzx) + t(yxz + zyx + xzy), we can find an easier basis for the degree 3 relations of M t . Taking linear combinations, we find      zxy = −tyxz, xyz = −tzyx, yzx = −txzy, for t = 0. For t = −1, the corresponding algebra is a quotient of the Clifford algebra, so in this particular case the Hilbert series is correct. But it then follows that the Hilbert series is correct for all these cases, as all these algebras are monomial algebras with the same basis as the quotient of the Clifford algebra.
Corollary 5.9. g t is not a zerodivisor of T t .
Proof. This follows directly from Hilbert series considerations and from Theorem 5.5.
We can find an easy basis for M t = T t /(g t ) if t = 0, ∞. Lemma 5.10. A monomial w ∈ M t is 0 iff any letter is both on an even and an odd place in w.
Proof. If w is a monomial with not one variable on both an even and an odd place, then w can never be 0, as the 3 relations preserve the even and odd places of the variables. So the combinations x 2 , y 2 , z 2 can never occur in w. Suppose now that x occurs on both an even and an odd place. There is then a submonomial of w of the form xzyzy . . . yx or xyzyz . . . zx. But then we can bring the last x to place 2 in the submonomial, so we get x 2 and w becomes 0. Similar results are true for y and z.
If we now take a monomial which is not 0 in M t , then it follows that either all odd or all even places have the same variable, say x. But then we can 'jump' over this variable to get 1 variable to the left and the other to the right. Fixing a lexicographical order x > y > z, we can therefore find a nice basis in the following way: take 2 variables, say for example x, y, take the basis of C[x, y] an put a z between each variable. Put z first on the odd places and then the even places. Apply this procedure 3 times (one for each variable), but remember to discard 6 elements (for xzxz . . ., yzyzyzy . . . and others have been counted twice). For example, a basis for (M t ) 4 is given by xyxy xyzy zyzy, xzxz xzyz yzyz, yxyx yxzx zxzx, yxyz zxzy xyxz.
In the even cases, we then find a linearly independent set consisting of 3( n 2 + 1) + 3( n 2 + 1) − 6 = 3n elements, so this is a basis in even degree. In odd degree, we find 3( n+1 2 + 1) + 3( n−1 2 + 1) − 6 = 3n, so also in this case the constructed linearly independent set is a basis.
The next question is to determine the center of M t .
Proposition 5.11. M t has no central elements in odd degree.
Proof. M t maps surjectively to the algebras C y, z /(y 2 , z 2 ), C x, z /(x 2 , z 2 ) and C x, y /(x 2 , y 2 ). This means that any central element of odd degree, say w, has to have all variables in its monomials, as each of these quotients doesn't have central elements in odd degree, so w has to belong to the kernel of each of these algebra morphisms. So say that w has as one of its monomials xyxy . . . xzx, with all x on the odd places. For w to belong to the center, we need to get the first y in yxyxy . . . xzx to the last place. This is however impossible, as the first y is in a odd place and the last place is even. Similar results hold for monomials of the form yxyx . . . zy and zxzx . . . yz. For monomials of the form yx . . . xz with x on every even place, we have to get the first x in xyxyx . . . xz to the last place, but again this is impossible as the first place is odd and the last place is even. Similar results hold for xy . . . yz (y at even place) and yz . . . zx (z at even place). This means that w does not contain any monomials, so w = 0.
Theorem 5.12. If −t is a primitive nth root of unity, then the elements (x + y) 2n , (x + z) 2n and (y + z) 2n generate the center.
Proof. It is clear that these 3 elements belong to the center of M t , as we have that
The other claimed elements are central by the fact that the center is stable under the action of the Heisenberg group. Consider the second Veronese subalgebra P t = M (2) t with generators xy, yx, xz, zx, yz, zy. We then have
(xy)(zx) = 0, (xy)(yz) = 0, (xy)(zy) = (−t)(zy)(xy), together with Heisenberg orbits (in particular, any word consisting of 3 different couples is necessarily 0). It then follows that the center of P t is generated by these 6 monomials of degree 2 to the nth power. Take a degree 2n central element w of M t and suppose it contains the monomial (xy) na (xz) nb . We then have
We find that this monomial can only be in w if and only if the monomial (yx) na (zx) nb also occurs in w, with the same coefficient. But this sum of 2 monomials is equal to (xy + yx)
Similar results hold for the other monomials, so we are done.
From now on, assume that −t is a primitive nth root of unity. We have (xy + yx) n (yz + zy) n (zx + xz) n = 0, so the dimension of the center is ≤ 2.
Theorem 5.13. M t is a finite module over its center.
Proof. M t is a finite module over P t , which in turn is a finite module over its center. The center of P t is generated by u = (xy)
is generated as a module over Z(M t ) by the elements 1, u, u ′ , v, v ′ , w, w ′ , as we have for example
so by induction we conclude that M t is a finite module over its center.
Corollary 5.14. The dimension of the center is 2.
Proof. We know that the dimension of the center is ≤ 2. If it was < 2, then M t would not be a finite module over its center.
We can now give a description of the simple representations of M t .
Theorem 5.15. The PI-degree of M t is 2n.
Proof. As the elements of the center of smallest degree are of degree 2n, it follows from the Cayley-Hamilton polynomial that the PI-degree of M t is at least 2n. If we can now find an open subset of Spec(Z(M t )) with 2n-dimensional simple representations, we are done. However, by determining the point modules of T t and the observation that each point module is annihilated by g t , we have indeed found a 2-dimensional family of 2n-dimensional simple representations of M t , as the induced automorphism φ on the point variety of M t coming from the shift functor of Proj(M t ) has the property φ 2n = Id.
5.5.
Connection with the Clifford algebra. Let λ ∈ C * , for the moment not a root of unity. Define an action of the infinite cyclic group Z = C ∞ = σ on the Clifford algebra C by
and take the smash product Q = C#Z, which is graded by the classic grading on C and deg(σ) = 0. Consider the elements
This means that x ′ , y ′ , z ′ are solutions for the relations of T −λ .
Proposition 5.16. The Hilbert series of the algebra Q generated by x ′ , y ′ , z ′ is equal to 1 (1−t) 3 and all the relations holding in this algebra come from degree 3 relations that hold in T −λ .
Proof. The algebra C = C#Z is defined by generators and relations by
We give C the gradation determined by deg(x) = deg(y) = deg(z) = 1, deg(t) = 0. Then a basis in degree k is determined by fixing a monomial basis W k for C in degree k and taking all powers of t {f #t m |f ∈ W k , m ∈ Z}. Now, write an element f ∈ W k as f (x, y, z). Then the elements f (x ′ , y ′ , z ′ ) are also linearly independent: let a reps. b, c be the number of times x, resp. y, z is in
y, z)#t r be an element of Q k with g(x, y, z) a monomial of degree k, g = 0. Then necessarily r = b − c where b is the number of times y occurs in g and c is the number of times z occurs in g. g can be written as a unique linear combination of elements in W k , say using the terms f 1 , . . . , f i . However, due to the fact that in the defining relations of C the number of times a variable occurs does not change (unless the monomial becomes 0), this linear combination has the following property: for each f i , the number of occurrences of x, y, z stays the same. But then g(x, y, z)#t b−c can be written as a linear combination of f i (x, y, z)#t
. So the Hilbert series indeed stays the same.
The fact that the only relations are of degree 3 follows as the only relations between monomials can occur if all variables occur and the relations come from [{x, y}, z] and [{y, z}, x].
Corollary 5.17. The algebra T −λ can be embedded in a smash product C#Z.
From this, it follows that Theorem 5.5 is proved. When λ is a primitive root of unity of order n, we can take the same action of Z n = σ on C, take the smash product C#Z n and take the same elements x ′ , y ′ , z ′ as generators of a subalgebra of C#Z n . These 3 elements then fulfil the relations of T −λ and again we have found a subalgebra of P isomorphic to T −λ . In the case that λ is a primitive nth root of unity, we can lift the 3 linearly independent central elements of degree n of T −λ /(g −λ ).
n belongs to the center of C#Z n .
Proof. We have
xz and zx are fixed by σ, so we get
which is indeed central.
This implies that (xz + zx) n belongs to the center of T −λ . Then we can use the Heisenberg action in T −λ to see that (yz + zy) n and (xy + yx) n are also central in T −λ . From [10, Lemma 3.6], we now deduce Theorem 5.19. The center of T −λ with λ a primitive nth root of unity is generated by 1 element of degree 3 g −λ and 3 linear independent elements of degree 2n, say u, v, w, with one relation of the form uvw = αg 2n for some α ∈ C * . T −λ is also a finite module over its center.
Proof. All the conditions of the mentioned lemma are satisfied: g −λ is regular and the image of C[u, v, w] generates the center of M −λ . Moreover, as we have in M −λ that the relation in the center is uvw = 0, it follows that the only relation is of the form uvw = αg 2n . α is not 0 as (
5.6. Representation theory. Fix λ a primitive root of unity of order n, n = 1. Let P = P λ be the smash product of C with Z n defined in last section and let Q = Q λ = T −λ be the subalgebra of P coming from a quotient of S. Proof. The center of C is generated by (x + y) 2 , (y + z) 2 , (x + z) 2 , g = zxy − yxz with one relation of the form (x + y) 2 (y + z) 2 (x + z) 2 = αg 2 for some α ∈ C * . The elements in Z(C) fixed by σ are xz + zx, (yz + zy) n , (yx + xy) n , g and (yz + zy)(yx + xy). But then the relations become (yz + zy)((xz + zx)(yx + xy)) = αg 2 ,
(xz + zx) n (yx + xy) n = ((xz + zx)(yx + xy)) n .
Up to a scalar, these are the relations of the claimed ring.
Corollary 5.21. The PI-degree of P is 2n.
Proof. P is a free module of rank n over C. C is a module of rank 4 over its center Z(C), which in turn is a module of rank n over its ring of invariants Z(C) Zn . The claim follows.
Proposition 5.22. The PI-degree of Q is 2n.
Proof. We know that the PI-degree is at least 2n, as we have found simple 2n-dimensional representations coming from the quotient of Q by the degree 3 central element g −λ . As Z(P ) is a finite Z(Q)-module of rank n, every simple 2n-dimensional representation of P induces a representation of Q and the induced map Spec(Z(P )) / / Spec(Z(Q)) is surjective. But then there is an open subset of Spec(Z(Q)) containing simple 2n-dimensional representations. This proves the claim.
In fact, by using the (C * ) 3 -action as gradation preserving algebra automorphisms, we find 
The central element becomes g t = (zyx + xzy + yxz) + t(y
Proof. We find that
x * x * x = xzy, y * y * y = yxz, z * z * z = zyx, z * y * x = zxy, y * x * z = yzx, x * z * y = xyz . As this element is also fixed under φ, we are done.
The controlling variety
In order to get algebras with the correct Hilbert series up to degree 4, we replaced the point [0 : 0 : 1] with a P 1 . One of course hopes that the corresponding variety parametrizing these algebras is just the blow-up of P 2 in this point.
Theorem 7.1. The variety parametrizing H 3 -deformations up to degree 3 of the polynomial ring C[x, y, z] with the correct Hilbert series up to degree 4 is the blow-up of P 2 in 12 points.
Proof. We will show that the variety
parametrizing nice quotients with the right multiplicity of χ 1,0 in degree 3 is the blow-up of P 2 in the H 3 -orbit of [0 : 0 : 1]. Let R correspond to the relations
Let φ be the subspace of V ⊗ V ⊗ V generated by , call Z 1,0 the blow-up of P 2 in these 3 points. We could now do the same for the representation χ 2,0 to get Z 2,0 , which is also isomorphic to P 2 blown-up in 3 points. However, in order to get the right Hilbert series up to degree 4, we have seen that we need to take the 'diagonal' ∆ ⊂ Z 1,0 × P 2 Z 2,0 , which is of course just the blow-up of P 2 in 3 points. For the other 9 points, we can use the SL 2 (3)-action. In the blow-up of P 2 in 12 points, there are still 24 points where the Hilbert series of the corresponding algebras explodes. Still, it would be useful to know what the Hilbert series of these algebras are. As all these algebras are isomorphic to each other (or isomorphic to a Zhang twist) by courtesy of the SL 2 (3)-action, it is enough to calculate the Hilbert series of the algebra C = C x, y, z /(x 2 , y 2 , z 2 , zxy + ωxyz + ω 2 yzx, zxy + ω 2 xyz + ωyzx).
Proposition 8.1. The element g 0 = zxy + xyz + yzx fulfils the conditions g 0 x = xg 0 = g 0 y = yg 0 = g 0 z = zg 0 = 0.
Proof. Using the Heisenberg action, it is enough to prove this for x. Then it is an easy computer calculation with for example MAGMA.
It is therefore enough to compute the Hilbert series of A = C/(g 0 ) = C x, y, z /(x 2 , y 2 , z 2 , xyz, yzx, zxy).
This algebra has the advantage that 2 words w and w ′ can only be equal to each other if and only if w = w ′ = 0. From this it follows that each A n has a unique monomial basis B n on which e 1 acts by a permutation of order 3, without fixed points. This means that #{w ∈ B n |w begins with x} = #{w ∈ B n |w begins with y} = #{w ∈ B n |w begins with z}.
We know from Lemma 5.3 that the Hilbert series starts with the terms H A (t) = 1 + 3t + 6t 2 + 9t 3 + 15t 4 + . . .
Theorem 8.2. Let f (t) = H A (t) =
∞ n=0 a n t n be the Hilbert series of H A (t) with a n = dim A n . Then the coefficients of f (t) fulfil the recurrence relation a n = 2a n−1 − a n−3 for n ≥ 4.
Proof. For n = 4, we are done by Lemma 5.3. Let n ≥ 5. Let A n−1 fx / / A n be the linear map defined by w → xw. It then follows that a n = 3 dim Im(f x ). So we need to calculate ker(f x ). Due to the relations, ker(f x ) is the subspace of A n−1 spanned by the words beginning with x or yz. The space spanned by the words beginning with x has dimension an−1 3 . The space spanned by the words beginning with yz is the image of the map A n−3 fyz / / A n−1 . The kernel of f yz is the subspace spanned by the monomials in A n−3 starting with x or z. So dim Im(f yz ) = a n−3 − 2an−3 3 = an−3
3 . This gives a n = 3 dim Im(f x ) = 3(a n−1 − dim ker(f x )) = 3(a n−1 − a n−1 3 + a n−3 3 = 2a n−1 − a n−3 . Corollary 8.3. For n ≥ 3, we have the recurrence relation a n = a n−1 + a n−2
Proof. n = 3 is trivial. By induction, we may assume that a n−1 = a n−2 + a n−3 . But then we get a n = 2a n−1 − a n−3 = a n−1 + (a n−2 + a n−3 ) − a n−3 = a n−1 + a n−2 .
Corollary 8.4.
H A (t) = 3 1 − (t + t 2 ) − 2
Unfortunately, this is not exactly the Fibonacci sequence. However, if we take B = A e1 , then we get b n = dim B n = F n with F n the nth Fibonacci number starting from F 0 = 1, F 1 = 1.
