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1. INTRODUCTION 
For a function 4 defined on the unit circle with Fourier coefficients d,+, 
the Toeplitz matrices 
TnCdl= (dj-k), j, k = O,..., II 
have been studied for some time. Approximations for the inverses and 
determinants of these matrices have been described in the case where 4 is a 
smooth function and in the more difficult case for piecewise continuous 
functions [2,6]. In this paper we consider the problem of computing 
asymptotically for certain functions f and for 4, a piecewise continuous 
function. The more general problem has been studied for smooth 4 in [9] 
and also for many other classes of operators [7, 8, lo]. It of course yields 
information about determinants by choosing f to be the logarithm and 
gives information about the behavior of the eigenvalues of T,,[&]. 
Closely related to the matrix T,[q5] is the Toeplitz matrix T,: HZ + Hz, 
where 
HP= {fELP(S’)If,=O, k<O} 
and T6 is defined by Tbf = P(df ), w h ere P is the orthogonal projection of 
L* onto H*. Now for any Sanalytic in a region containing the spectrum of 
an operator A, f(A) is defined [4]. Thus iff is analytic on a disc centered 
at a point c with radius R > 114 - cl1 r, ,f( T4) is defined. Since 
.f(TnCdl)=f(p,T,Pn) where P,: HZ + HZ 
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maps (a,,, a,, a2 ,..., a,, a,, ,,... )--+ (a,, a,, a2 ,..., a,, 0 ,... ), the matrix 
f( T,[q5]) is defined for any f satisfying the above condition. We shall only 
consider piecewise continuous functions q3 with a finite number of jump dis- 
continuities which are piecewise twice differentiable. We state the main 
result. 
THEOREM 1.1. For a piecewise C2 function I$ and a function f analytic on 
a disc centered at a point c E C with radius R > IIq3 - all ~ the asymptotic for- 
mula 
holds with the constants a,, a2, a3 determined. 
The constants are fairly complicated to describe. The values for a,, a2 
were determined in [7] but the value for a3 is new. A description of the 
constant is now given. The constant 
and the constant a2 is given by 
where 0, is a point of discontinuity for q5 and 
‘f((l 
U(a, hf) = jO 
-t) a+ tb)- ((I- t)f(a)+ ?/lb)) dt 
t(l -t) 
For the constant a3 we have 
with 
a3 = a,(1 ) + Q(2) 
a,(l)=& ij k.w(kAf), 
&=I 
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and 
where 
f-1=0, f(,=l, t,=t ,,..., t2k+I=t2k+,. 
Here [ is the Riemann-Zeta function and y is Euler’s constant. 
It is not immediately clear that all of the constants make sense. The spec- 
trum of q5 contains the range of q5 and also the line segment joining the 
values of q5(0, ) and &0,? ) [4]. Thus the integrals for a, and a2 are defined. 
To prove that the series used to define a,(l) converges conditionally is a 
simple integration by parts argument. 
To see that the series for a,(2) converges, we first observe that replacing 
z by z + c has the same effect as replacing q3 by 4 + c. So we assume that 
our analytic functionf converges on a disc centered at the origin. Let 
f(z) = f a,z’ 
/=o 
and consider the polynomial z’. We begin by finding a good estimate for 
a2k-t ,(u, b,f). A curious fact which makes this possible is the identity 
where S is the simplex given by 
S= (s, ,..., sk)cRk+’ csi= l,s,30 
and ds is the measure ds, ds, . . . ds, _ 1. This identity can be easily checked 
and is found in [ll]. Notice that the identity implies that for 2k + 1 > I the 
term a 2k + ,(a, b, z’) vanishes. (This fact can also be checked using elemen- 
tary algebra.) We now assume that a = 0 and b = 1, the computation being 
only slightly more complicated in the general case. Then we have 
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21! 
y2rC)2k+2(1-2k-2)! s 
s(s’+ ... +SZk+*):; 2k -* 
21! 1 
< 
(27qk+2(1-2k-2)!l(2k+2)! 
The last step is justified by writing S, + ... + s2k+I as 1 - s0 and then 
integrating. Hence 
I 2I! Ia 2k+ ,(o, I, z’)i < (271)‘~+~(1-2k-2)!(2k+2)! if 2k+l<l, 
0 if 2k+ 1 >I. 
Now consider the function 
I 
F(z) = 1 la,\ ZI. 
0 
By our assumption that a = 0, h = 1, it is required that F(z) converge for 
z E [0, 11. By the above computation 
Ia 2k+ I(O, l~f(~))i < b2k. I(O, l, F(z))l 
2 
E 
I! 
G (2n) 2k+2(2k+2)!,=2k+, (l-X-2)! 
I4 
2 
’ (2n)2k+2(2k + 2)! 
F’2k + “( 1). 
This last estimate for a 2/r+ ,(O, 1,f) gives the convergence for u,(2). 
The main idea of the paper is to use the information known about the 
determinants of Toeplitz matrices combined with some complex analysis 
and what can only be called a trick to find the answer for generalf. This 
requires uniform estimates in the asymptotic expansions obtained for the 
determinant. These will be verified in the next section. The reader that 
already believes this to be the case can skip this section and read only the 
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computations derived in Section 3. The last section of the paper will com- 
ment on Wiener-Hopf operators and make some additional miscellaneous 
observations. 
2. PRELIMINARIES 
For a functionf satisfying the conditions of Theorem 1, the operator 
.f(~,C#l) is given by 
where y is a curve contained in the region of analyticity off and also con- 
taining the spectrum off [4]. This formula can be used to compute traces 
as well. We have 
tracej(r,,[d])=&Cr(l) trace(z- 7’,,[~,15]) -I dz. 
Y 
Now let 
Then 
h(z) = trace log(z - r,[4]). 
traccf(~~[~li=~jf(i)h’(.-)dz. 
Y 
The point of the rest of the section is to check that already known for- 
mulas for h(z) can be differentiated and integrated on y. This requires of 
course that the asymptotic formulas that yield h(z) be uniform in z. To 
state the formula for h(z) that appears in [l] or [2] we need a little 
notation. If 4 is a piecewise continuous function with a finite number of 
discontinuities then d can be written in the form 
d(@=7(Q) fj e&u( 0 ~ 0,) 5 (2.1) 
r= I 
where 
u(6) = n - e for O<fI<271 and r(8) is continuous. 
Now for any piecewise function 0, one can consider the image of 
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where p E [0, 11. If q3 # (0) # 0 and if the image of this function has winding 
number 0, then ~+4 is said to have index 0. For such 4, the & in (2.1) can be 
taken to have 11A,( < 4. The asymptotic formula for the determinant of 
T,[qS] is given by the following theorem. 
THEOREM 2.1. Zf q4 has index 0 and is piecewise C2 then the asymptotic 
formula for the determinant of T,[d] is given by 
where 
G[cj]” &=l “‘E[d] fi g(%r), (2.2) 
t-=1 
and 
G[d] = exp k 12’ log d(0) de, 
0 
E[Q]=exp f, k(log~),(logq5),-k-* f 15 , 
k=l r=, 
g(~)=e(l+~)~2 fi (1+12/k2)ke~-@ik: 
k=l 
where y is Euler’s constant. Here the log q4 is chosen so that it is continuous 
at points of continuity of q4 and so that 
logQI(B)=logr(B)+ i 3Lr14(0-Qr). 
r= 1 
Thus there are determinations of the logarithm so that 
tr log T,C41 = n & J:Z log d(Q) d8 + log n f Af 
r=l 
+ f k(log~),(log~)_,-k-’ f 1”; 
k=l r=l 
x 
+ c f(l+Y)~f+logg(~,)}+o(l). 
r= I 
We need to check the uniformity in the proof of Theorem 2.1. This 
depends on the proof of a localization type lemma which can be found in 
[l] and in a slightly different version in [2]. In this lemma we are given a 
pair of functions u and $ and associate with this pair the operators 
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&(a, $I= TnC$l-’ TnCol-’ PnffCal ffcv1 PN 
A(a, $) = T,‘T;‘H[a] H[lj’] 
&(% $I= A”(Uf, $‘I 
40, $I= A,(al, V) 
with H[a] = cri+/+ ,, i,j>O and a’(eiO)=a(ePi’). 
LEMMA 2.2. Assume that the pair G and II/ satisfies the following three 
conditions: 
(i) g, $ have index zero and have no common point of discontinuity 
and are piecewise C2. 
(ii) The functions o, @, as well as the operators T;~‘, T; ‘, T,[&] ~-’ 
are umformly bounded. 
(iii) As n + GO, the trace norms of each of the operators A, - A, 
B,, - B, P, AQ,, BP,, tends to zero. 
Then if (2.2) holds for u and $ it also holds for a$. 
It is easy to see how this lemma yields (2.2). If q5 is given in the form 
(2.1) the factors satisfy (i))(iii). See [ 11. Hence the asymptotic formula in 
Theorem 2.1 can be obtained providing that one is known for r(O) and also 
for the factors ei.rP(BPOr). The former is just an application of the Strong- 
Szego limit theorem and the latter was fortunately computed in [3]. In our 
case, the application of this will be to the function 
z-(b=r,(fl) fi ei.,(=) Pc(B ~ 0,) 3 (2.3) 
r=I 
where 
and 
k&z - d(Q,+ l/z - d(e; )I I < 71, 
TJe)=(z-(b) fi 
i 
ei.,(z) p(H 8,) 
?-=I 
Now suppose that z lies in neighborhood of the curve y, We need to check 
that for such z the estimates in the proof of Lemma 2.2 are uniform. Now 
consideration of that proof shows that if (ii) and (iii) are satisfied uniformly 
in z then Lemma 2.2 is uniform as well. 
409.‘120.1-3 
32 E. L. BASOR 
LEMMA 2.3. For any pair of factors or and $; that arise in (2.3) con- 
ditions (ii) and (iii) hold uniformly. 
Proof: First we consider the trace norm of ,4,-A. By Proposition 2.1 of 
[6], it is sufficient to show that the operators H[o,] H[rc/;] lie in a com- 
pact subset of trace class operators and the operators Tn[cz], Tn[$i] have 
uniformly bounded inverses. Let f and g be continuous piecewise C2 
functions with sum 1 such that fi and glc/ belong to C2. Note that these 
functions depend on the points of discontinuity of 0: and I/: as these are 
fixed. Easily checked is the identity 
TOti - T, T, = H[o] H[$‘]. 
Thus, the operator H[o=] H[$i] can be written in the form 
No;1 fKf’1 T,: + ffIIoJ.1 fJC$fl 
+ T,:HCgl WIc/f-1 + Wazl W(s$z)‘l. 
Now the mapping 
z --t e%2.) P(~~ - 0,) 
is continuous from a compact neighborhood of y into L,(s’). Since the 
trace norm satisfies IIABII, < Il4, IIBII, and IIT,ll, = lMllr, IIffCdIII, d 
11411 x: (11 /( 1 = the usual operator norm) it is clear that the Iirst and third 
term in the above operators lie in a compact set of trace class operators. A 
term such as H[o;,f] H[$f-] satisfies 
These arguments apply to all cases except in the case where the factor rz 
is involved. The Hankel operator H(r;] is trace class since the function rz 
is piecewise C2 and continuous. In fact, I(r,),l = A/k2, where A depends on 
the jumps of ci and the bound for tJ’. Using the argument given in [ 1, 
Sect. 33 we have that the mapping 
is also continuous. The same argument works for H[af-] H[$-] and since 
the operator QN is independent of z, condition (iii) holds uniformly 
providing T,[a,], T,[$f-] have uniformly bounded inverses. This is true 
for fixed z by the work found in [4, Chap. V] and the uniform bounded- 
ness theorem. The results in [4, Chap. IV] show that the convergence of 
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is uniform providing B has sufficiently small norm. Thus we have condition 
(iii) and (ii) satisfied. 
In the special case of 
4 = exp J(z) ~(0 - 0,) 
one can check the uniformity by the explicit computation due to Hartwig 
and Fischer [3]. At this point we are left with showing that the 
asymptotics for Tn[rZ] are uniform. The asymptotics for 7’,,[zJ follow 
again from Lemma 2.3 applied to the Wiener-Hopf factors(r;)+ The 
function 5, has Fourier coefficients ck which satisfy C lckl < cc uniformly in 
z. Thus (7,) + = exp P(log tZ) is uniformly bounded in z since log T- satisfies 
the above condition as well. Thus the operators T(z,)+, TPi(rZ)+ = 
T(G),‘, T,;‘[(L)+l= T,,k),‘l are all uniformly bounded. The same, of 
course, can be said for (t,) ~. In this case the operators B, B, are all zero, 
so we need only to show that A,, + A in the trace norm uniformly, but this 
follows by the same argument as given previously. Thus Theorem 2.1 hold 
uniformly for z in some compact neighborhood of y. 
3. MAIN RESULT 
This section will be devoted to the computation necessary to verify 
Theorem 1.1. In order to keep things straight, we will consider each term in 
a separate lemma. 
LEMMA 3.1. a,= (1/2~) j,?Xd(~)) df?. 
ProqJ: Let 
h,(;)=k 
l ” log(z - 4(O)) do. 0 
Thus 
and 
Interchanging the integration and using contour integration yields 
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LEMMA 3.2. a2 = (l/271*) Cp=, U(t$(dy ), b(d,T ),f), where 
U(a, b,f) = I, ‘(f(l-t)“+tb)-(l-t)f(u)-tfOdt. f(l-t) 
Proof. Let 
h*(Z) = rg, 
( ) 
; * (log(z - 40: l/z- 40, ))I’. 
If we consider 
k(z) = (l/2) log(z - b/z-a)’ 
and differentiate we are left with 
k’(z) = logb - /z - a) (z -;,;a_ b)
Thus 
_ ’ 1 f(z) 
-1-j 
1 
0 2ni 
-W42dzdt 
yX(z-u-(6-a) t)X (z-b) “;z- 
i 
’ -f(u) ) -f(b)+f(n+W4t)dt = 
0 t l-t t(1 -t) 
= ‘f(u+(b-u)t)-((l-t)f(u)+!f(h))dt. 
s 0 r(1 -t) 
Summing over r yields the formula for u2. 
LEMMA 3.3. u3( 1) = (1/27r*) CFz, kw(k, qb,f), wherr 
Proof. To compute u3( 1) we consider the function 
b(z) = f (kS,(z) S-,(z)- 2 
k=l r=l 
if(z) $ 
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where S,(z) = (log(z - q3))k. Since 
(l‘%(.d)),=+-1; log(z-&~-‘k”d6’ 
x 
where the last estimate depends on the bound of log(z-4)’ and 
log(z - 4)“, it is true that the series converges uniformly to h(z). Consider a 
term of the form Sk(z) S,( -z). After differentiating we have 
1 2H 2n 
=4712 ,, s s 
o (z _ jio )) [log(z - #(Q,))] e-ik(u’ ‘*I dtl, do, 
I 
1 2n 2n 
+4712 s j 
1 
log(z -&Q,)) e ~ik(“l @)dtl, do,. 
0 0 (z-d(fl2)) 
Since k # 0 these integrals remain the same if we add 
- (log(z - d(Q, )I 
z-c&O,) 
to the first integral and the same expression with 8, replaced by 13~ to the 
second. Considering only the first integral we have 
1 2n 2n 
7 I i 471 0 
o zpf(s,) [log(,--I,))-log(z-~(8,))] e-‘“‘“‘-“*‘dO, d@, 
1 2n 2n 
=- 
s i 
1 ’ 
4x2 0 0 i 
- (d(Q2) - 40, )I dt 
z-&Q,) 0 (;-~(e,)-(~(e,)-~(e,)r) 
p ik(& 021 dt,, &, 
1 2n r2n 
SJS 
I - (qS(O,) - fj(O,)) e m’k(‘h ‘b) 
=- 
47t2 0 
dt do, do,. 
0 0 (z-d(e,)((z-~(e,)-(~(e,)-~(e,)t)) 
The second integral can be written in the same form with 8, and 8, 
reversed. Replace t by 1 - t in the second integral and combine terms so 
that 
tskcz) sk(-z))‘=&j2n j’” ecik(oi “)ji (r~~~HI~~xz~~~~ ) 
0 0 2 
-(d(e2)-d(Ql))2 
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The differentiation for if(z) can be computed in exactly the same way as it 
was for Lemma 3.2. If we multiply by .f(z) and integrate we have 
which gives the desired result. 
LEMMA 3.4. %(2) = (t/27r2) c,“=, {u(#(& 1, he: 1, .f)(l + Y) + 
c:= I ck”=, ( - 1)” 1(2k + 1) u2k + ,(d(e; 1, ‘G%+ 13 .f). 
Proof We only need to show that this holds in the case of one discon- 
tinuity. Referring back to (2.2) it is clear that we must only consider 
IQ(Z)= f kl g 1 + k=l { o ( $-)-jl(z),k}. 
Suppose that I,?(z)1 < 1, an assumption that will be later justified, and let 
j(z) = k log( 1 + 2(z)/k2) - %‘(z)/k. 
j’(z) = 
i 
k 
- !. 22(z) A’(z) 
k’+,l*(.z) k > 
=; 21(z) A’(z) 
1 
1 + (J.*(z),Jk’) 
-1 
=;21(z)qz)( f ‘:y2”) 
n=l 
= -f (-,,.&}2X 
i n=l 
Interchanging the order of the summation, which is justified by the 
assumption that IA(z)] -=z 1, we have 
h\(z)= f 2(-l)“Al”f’ [(2n + 1) i’(z). 
n=l 
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We need to use contour integration on these terms as well so we write 
l’(Z) =’ 
b-a 
2n (z - a)(z - 6)’ 
2n+ I 
-.!-~ol (z-a-(b-a)t)p’zdt] . 
We now write AH(z) as a multiple integral and integrate. To show how we 
proceed consider first the case where n = 1. We have in that case the 
integral 
(b-a)” 
(z-a)(z-b)nf=,(z-a-(b-a)t,)~~’ 
dt, dt, dt,. 
Interchanging the integration we have 
1 ’ 1 1 
(2n)4 JJJ 0 0 0 
-f(a) 
+ 
f(b) 
t, c,t, (1 - fl)(l - f2N1 - t3) 
+ i f(a+ (b-0) ti) 
i= 1 tj(li- l) nj+iCti- [j) 
dt, dt, dt, 
=&j-i j; j; ;f.,f;;;;t-~;~‘4 dtzdt3, 
1 I 
where we call t ~, = 0 and to = 1. In general, using the same convention we 
have 
Putting this all together, we are left with 
=,,f, (-1)” C(2n-t 1) (2$,+ZJ1... J’ 2~‘f’~~c~t-~: ;‘)dt, ...dt2n+l. 
0 O (z-1 I+/ 1 I 
If we consider the case wheref(z) is a polynomial then the assumption 
that IA(z)/ < 1 is valid since the contour can be taken to yield this 
assumption. Since these polynomials converge uniformly to f(z) on a com- 
pact neighborhood of the contour, we need only notice that the term u,(2) 
is continuous thought of as a linear functional acting on the space of 
analytic functions. We must show that if fn +f uniformly, then 
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a,(2) (fn) + a,(2) (f). This is true since iff, converges uniformly on a com- 
pact set, so do the derivatives. Hence uZk+ I(fn) -+ aZk + ,(f). This con- 
vergence together with the fact that the series for a,(2) exists yields the final 
desired result. 
4. MISCELLANEOUS REMARKS 
It is interesting to note that the first two terms of the asymptotic expan- 
sion of trf(r,[qS]) depend on the symbol of the Toeplitz operator T6 
defined in [4]. This indicates that there ought to be perhaps a more direct 
proof of these results. This would be interesting because of the problem of 
generalizing these answers to higher dimensions. 
Finally asymptotics for Wiener-Hopf operators undoubtedly have the 
same form and also should follow from [2]. The proof for these is more 
dificult because of the various estimates that must be made. 
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