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Abstract
Forward-time models of diversification (i.e., speciation and extinction) produce phy-
logenetic trees that grow “vertically” as time goes by. Pruning the extinct lineages
out of such trees leads to natural models for reconstructed trees (i.e., phylogenies
of extant species). Alternatively, reconstructed trees can be modelled by coalescent
point processes (CPP), where trees grow “horizontally” by the sequential addition
of vertical edges. Each new edge starts at some random speciation time and ends at
the present time; speciation times are drawn from the same distribution indepen-
dently. CPP lead to extremely fast computation of tree likelihoods and simulation
of reconstructed trees. Their topology always follows the uniform distribution on
ranked tree shapes (URT).
We characterize which forward-time models lead to URT reconstructed trees
and among these, which lead to CPP reconstructed trees. We show that for any
“asymmetric” diversification model in which speciation rates only depend on time
and extinction rates only depend on time and on a non-heritable trait (e.g., age), the
reconstructed tree is CPP, even if extant species are incompletely sampled. If rates
additionally depend on the number of species, the reconstructed tree is (only) URT
(but not CPP). We characterize the common distribution of speciation times in the
CPP description, and discuss incomplete species sampling as well as three special
model cases in detail: 1) extinction rate does not depend on a trait; 2) rates do not
depend on time; 3) mass extinctions may happen additionally at certain points in
the past.
Running head. Macro-evolutionary models and coalescent point processes.
Key words and phrases. random tree; birth-death process; incomplete sampling;
likelihood; inference.
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Introduction
A general, lineage-based forward-time model of macroevolution assumes that spe-
ciation and extinction rates may change as a function of (i) time, (ii) number of
co-existing species, (iii) a non-heritable trait (i.e., a trait changing in the same way
in all species independently), and (iv) a heritable trait (Stadler, 2011a). Here spe-
ciation is implicitly assumed asymmetric, i.e., we distinguish between mother and
daughter species and the trait of the mother species is assumed to remain unchanged
upon speciation.
Phylogenetic trees of only extant species, i.e., reconstructed phylogenies, con-
tain information about past speciation and extinction dynamics. (Thompson, 1975;
Nee et al., 1994) provides analytic equations for calculating the likelihood of a re-
constructed phylogenetic tree, under a model of diversification assuming constant
speciation rate λ and constant extinction rate µ. These equations allow maximum
likelihood inference of speciation and extinction rates based on the knowledge of the
reconstructed phylogeny. In Aldous and Popovic (2005), it is actually shown that
when λ = µ, the reconstructed tree viewed from a given stem age T is a coales-
cent point process (CPP). In Yang (2006); Gernhard (2008a), it was shown that this
property holds for any values of λ and µ, and in Lambert (2010), this result has
been generalized to models where the extinction rate is a function of the age.
A CPP with stem age T is specified by draws from independent and identically
distributed (iid) one-dimensional random variables until a value larger than T is
drawn. Let the first draw being bigger than T be the n−th draw. The first n −
1 draws H1, . . . , Hn−1 give rise to a phylogenetic tree on n tips in the following
way (see Fig. 1b): the n tips of the tree are located in a 2-dimensional plot on
(0, T ), (1, T ), . . . , (n − 1, T ). Now the realization hk of the random variable Hk in
the CPP (k = 1, . . . , n − 1) is located at (k, T − hk). We obtain the phylogeny as
follows. The first branch in the phylogeny is the line between (0, T ) and (0, 0). Now
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we proceed iteratively for k = 1, . . . , n−1. We add to the phylogeny the vertical line
joining (k, T ) to (k, T − hk). Now we add the horizontal line joining (k, T − hk) to
(m, T −hk) where m < k is the rightmost pre-existing edge at height T −hk (dotted
lines in Fig. 1b).
Thus we can produce reconstructed trees under the CPP by sequentially sampling
‘points’, i.e. speciation times from left to right (horizontally), compared to simulating
sequentially speciation (and extinction) events under a speciation-extinction model
from bottom to top (vertically).
The common probability density f of the iid random variablesH1, H2, . . . is called
the coalescent density. Knowing the coalescent density allows us to calculate the like-
lihood of a given reconstructed tree with stem age T and node depths h1, . . . , hn−1:
it is simply the product of f(hi) over i = 1, . . . , n−1, times the probability r(T ) that
the n-th draw is larger than T (i.e., r(T ) =
∫∞
T
f(t)dt). This likelihood function can
then be used directly for macroevolutionary parameter inference using maximum
likelihood or Bayesian methods. The likelihood of a given phylogeny with stem age
T conditioned on the number n of species can be calculated by taking the product
of fT (hi) over i = 1, . . . , n− 1, where fT is f conditioned on the draw being smaller
than T , that is, fT (hi) = f(hi)/ (1− r(T )). Note that these calculations can only
be done with the knowledge of the stem age or alternatively the crown age (or un-
der some prior distribution thereof). This is in contrast with random tree models
that are stationary in time, as those used in population genetics (e.g., Kingman
coalescent (Kingman, 1982)).
Furthermore, based on the CPP representation, fast simulation algorithms for
phylogenetic trees with stem age T and additionally fixing or not fixing the number
of species n were developed: essentially only n−1 one-dimensional random variables
(corresponding to the (n−1) speciation times) have to be sampled (Hartmann et al.,
2010). As classical forward-in-time simulation tools have to account for each spe-
ciation and extinction event, and the number of events may be much higher than
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n in the case of high extinction rates, the CPP-based simulations are in particular
advantageous for high extinction rates. Even for low extinction rates, the CPP-based
method remains much more efficient for the simulation of reconstructed trees when
there is a need to fix the number of tips n together with the stem age T .
A common feature of the coalescent point process with n tips is that it induces,
ignoring time and orientation (see below), the same distribution on ranked tree
shapes with n tips as that induced (ignoring labels) by the uniform distribution
on ranked trees shapes with n labelled tips (URT). Ranked trees are reconstructed
phylogenies in which branch lengths are ignored, but the order of branching times is
acknowledged. The URT distribution is often also called Yule-Harding distribution
Yule (1924); Harding (1971).
The aim of this paper is to identify which macroevolutionary models, depending
on the scenarios (i)-(iv), give rise to URT reconstructed trees, and among these,
which give rise to CPP reconstructed trees. For the latter models, we characterize
the coalescent density of node depths, so that those models can be used for parameter
inference and fast simulations.
We show that whenever the speciation and/or extinction rates depend on (i)
time and (ii) number of species, and the extinction rate possibly further depends
on (iii) a non-heritable asymmetric (see below) trait, then the distribution induced
on ranked tree shapes by the reconstructed tree is URT. We show that if the rates
are additionally independent of species number, then the reconstructed tree is a
CPP. We provide counterexamples of the last two assertions when the corresponding
requirements are not fulfilled, therefore providing a complete characterization of
forward-in-time scenarios leading to CPP or to URT reconstructed trees (see Table
1).
We start with a rigorous definition of macroevolutionary models and of asso-
ciated notions (Section“Macroevolutionary Models”), then define coalescent point
processes (Section “Coalescent point processes”). In the main part of the paper (Sec-
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tion “Main results”), we characterize the macroevolutionary models which induce
URT reconstructed trees, and within these, which induce CPP reconstructed trees.
Concerning the latter models, we provide various ways of characterizing the coa-
lescent density of the associated CPP in terms of the model ingredients. We then
discuss examples and applications of macroevolutionary models with CPP recon-
structed trees (Section “Three special cases”). We finally study the link between
CPP and another popular model for random binary trees with edge lengths, namely
the Kingman coalescent (Kingman, 1982) (Section “What about Kingman coales-
cent?”).
Macroevolutionary models
Useful definitions
We define a general, lineage-based macroevolutionary model of speciation and ex-
tinction. The process starts with one species at time 0 in the past. A species speciates
with rate λ and goes extinct with rate µ. Both rates may change as a function of:
(i) time;
(ii) number of co-existing species;
(iii) a non-heritable trait, i.e., a trait changing in the same way in all species inde-
pendently, either deterministically like age, or randomly, provided the initial
value of the trait follows the same distribution for all species (this distribution
may possibly depend on time);
(iv) a heritable trait, i.e., the initial value of the trait is correlated with the trait
value of the mother species at speciation (Stadler, 2011a).
For models with trait-dependent speciation, conditionally given the initial trait
values (at speciation), traits of different species evolve independently through time,
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with the same probability transitions. The initial value of a trait is drawn indepen-
dently, from the same distribution for all species (non-heritable trait), or from a
distribution which depends on mother species trait (heritable trait).
When heritability is less than 100 %, it becomes important to distinguish between
symmetric and asymmetric speciation. Under symmetric speciation, both daughter
species are “new” species and inherit the mother trait only partially (or not at all
in the case of non-heritability). Under asymmetric speciation, one daughter species
is the “new” species and inherits only partially (and possibly not at all) the mother
trait while the other descendant corresponds to the mother species, inheriting the
trait to 100 %.
A non-heritable trait is typically the age of a species. It is equivalent to say
that the extinction rate depends on the age and to say that the species lifetime
has a probability density which is arbitrary (and not necessarily exponential, as in
the case of a constant extinction rate). Another example of a non-heritable trait
is speciation stage, as in the model of protracted speciation (Rosindell et al., 2010;
Etienne and Rosindell, 2012; Lambert et al., 2013), where species are incipient fol-
lowing speciation and eventually become good (and can only be detected as species
when they are good).
Trees are given an orientation (Ford et al., 2009), by distinguishing, upon speci-
ation, between the left species (mother species in the case of asymmetric speciation)
and the right species (daughter species in the case of asymmetric speciation).
The process is stopped at the present (time T ) leading to a complete tree (Figure
1a; left species is the species with the straight line, right species the added species).
The resulting tree consists of extant and extinct species. Pruning all extinct species
yields an ultrametric tree with stem age T (Figure 1b), in the sense that all tip
points are at the same distance T from the root point, called the reconstructed tree
(Nee et al., 1994). Note that when pruning lineages, the orientation of each new
branch is obtained by the orientation of the most ancestral branch in the complete
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tree corresponding to the new branch in the reconstructed tree.
Most available phylogenies are not complete, in the sense that not all extant
species descending from the same ancestor species are sampled and included in the
phylogeny. There are four main ways considered in the literature for randomly re-
moving tips from a phylogenetic tree: the p−sampling or Bernoulli model (Stadler,
2009; Lambert, 2009; Stadler, 2011b; Morlon et al., 2010, 2011; Hallinan, 2012),
the n-sampling model (Stadler, 2009; Etienne et al., 2012), the diversified sampling
model (Ho¨hna et al., 2011), and the higher-level phylogeny model (Paradis, 2003;
Stadler and Bokma, 2013). In the p-sampling scheme, given the phylogenetic tree
(or the reconstructed tree), each tip is removed independently with probability 1−p,
where p is the so-called sampling probability. In the n-sampling scheme, given a phy-
logenetic tree (or a reconstructed tree) with more than n tips, n tips are selected
uniformly (e.g., sequentially) and all other tips are removed. In the diversified sam-
pling scheme, the n − 1 oldest speciation events are preserved, and each of the n
monophyletic clades existing after the n−1th speciation event is collapsed into a sin-
gle lineage. Finally higher-level phylogenies are phylogenies in which monophyletic
species clades are collapsed into one tip, and the number of species represented
by this tip is recorded. Such phylogenies are common if only one species per (say)
genus is added to the phylogeny, but the sizes of the different genera are known.
We restrict our higher-level phylogenies to trees obtained by collapsing descendant
monophyletic clade of each lineage existing at a specified time xcut in the past (also
called strict higher-level phylogenies (Stadler and Bokma, 2013)).
An oriented, ultrametric tree with n tips is characterized by its node depths,
h0 = T and h1, . . . , hn−1, as in Figure 1b. The orientation of the tree implies that hi
(1 ≤ 1 ≤ n − 1) is the coalescence time between species i − 1 and species i, where
species are labelled 0, . . . , n− 1 from left to right, and also that max{hi+1, . . . , hj}
is the coalescence time between species i and species j.
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[Figure 1 about here.]
[Figure 2 about here.]
A ranked tree is obtained from an ultrametric tree by ignoring branch lengths in
the tree but maintaining the information about the order of speciation events. The
rank of the most ancestral speciation event is 1, the next speciation event has rank 2,
etc (indicated by Roman figures in Figure 2b). The number of ranked oriented trees
on n tips is (n− 1)! (number of permutations of the n− 1 edges different from the
leftmost one, which has length equal to T ). The number of ranked labelled trees with
n tips is n!(n−1)!/2n−1 (Edwards (1970) and Proposition 2.3.4 in Semple and Steel
(2003)).
It can be proven straightforward that the following two probability distributions
on ranked tree shapes with n tips (ranked speciation events, but no orientation, no
labels) are equal. These are the probabilities respectively induced
• by the uniform distribution on ranked oriented trees after ignoring the orien-
tation;
• by the uniform distribution on ranked labelled trees after ignoring the labels.
We denote this probability by URT. By standard calculations, it can be seen that
under URT, the probability of a ranked tree shape τ is
2n−1−c(τ)
(n− 1)! ,
where c(τ) is the number of cherries of τ (i.e. the number of nodes subtending two
tips), see Figure 2.
Recall that oriented reconstructed trees are CPP if the node depths are n
iid draws with the n−th draw being the first draw bigger than T . In particular,
this means that each reconstructed tree on n tips can be uniquely represented
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by n − 1 points, and n − 1 points uniquely define a reconstructed tree on n tips
(Gernhard, 2008a). A noticeable feature of the CPP with n tips is that, after ig-
noring its edge lengths (and orientation), it follows the URT distribution on ranked
trees (Aldous and Popovic, 2005; Gernhard, 2008a). Thus, macroevolutionary model
which do not give rise to URT reconstructed trees cannot give rise to CPP recon-
structed trees.
We highlight here that any model inducing URT on completely sampled trees
also induces URT on trees with incomplete sampling modelled as p− or n− sampling
(Ford et al. (2009), follows from Proposition A5), as well as with diversified sampling
(Stadler (2013) and again shown below). Furthermore any model inducing CPP trees
induce URT on higher-level phylogenies (as shown below).
In the following, we will characterize which of the rate dependencies (i)-(iv) in-
duce a URT distribution on complete trees and thus may have a CPP representation.
We further investigate which sampling schemes preserve a CPP representation.
Characterization of macroevolutionary models
Recall that trait heritability can be symmetric or asymmetric. For a non-heritable
trait, either the traits of both incipient species are reset upon speciation (sym-
metric speciation, two daughters), or the trait of one (the mother) species remains
unchanged upon speciation (asymmetric speciation, one mother and one daughter).
We start by showing that there exist symmetric speciation models giving rise to non-
URT reconstructed trees, in simple cases where only one of the speciation/extinction
rates is age-dependent and the other rate is constant.
There are two distinct (ranked or not) trees with 4 tips, the perfectly balanced
tree B and the caterpillar tree C. Let us start with a symmetric speciation model
where extinction rate is zero and speciation rate is λ in a small interval [1 − ε, 1],
and zero outside. If λ is sufficiently large, species speciate with high probability at
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an age close to 1. For T = 2, reconstructed trees with 4 tips are of type B with
arbitrarily high probability, and so cannot follow the URT distribution (see Figure
3a).
[Figure 3 about here.]
Now let us consider a symmetric speciation model where speciation rate is con-
stant equal to λ and extinction rate is equal to µ for ages larger than 1− ε and zero
otherwise. If µ is sufficiently large, species have lifetimes smaller than (and close to)
1. Assume T = 2. If all species have lifetimes smaller than 1, at least 4 speciation
events have to occur for a reconstructed tree to be of type C, whereas only 3 suffice
for type B reconstructed trees. If λ is very small, most trees never reach T , but (the
rare) trees with 4 tips are of type B with arbitrarily high probability, and so do not
follow the URT distribution (see Figure 3b).
A consequence of the previous paragraph is that symmetric speciation models
do not give rise to URT reconstructed trees in general if at least one of the speci-
ation/extinction rates depends on a non-heritable trait. Since non-heritable traits
are particular cases of heritable traits, we have shown in general that symmetric
trait-dependent speciation models do not give rise to URT reconstructed trees and
thus not to CPP. Then we will not consider this class of models further.
From now on, speciation is then assumed to be asymmetric. Recall though that
the asymmetry is only important for scenarios (iii) and (iv) (trait-dependent rates).
Scenarios (i) (time-dependent rates) and (ii) (rates dependent upon the number of
co-existing species) are equivalent under symmetric and asymmetric speciation. We
will now investigate which of the scenarios (i) — (iv) produce URT reconstructed
trees, and which of those produce CPP reconstructed trees.
Table 1 summarizes new results obtained in this paper, classifying models and
stating which models give rise to URT reconstructed trees, and within these models,
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which give rise to CPP reconstructed trees. This characterization hopefully facili-
tates the usage of the different macroevolutionary models in an efficient way.
We provide examples of model classes 4 (speciation rate depends on (iii-iv) a
trait, heritable or not; extinction rate can be arbitrary) and 5 (extinction rate de-
pends on (iv) a heritable trait; speciation rate can be arbitrary) leading to non-URT
reconstructed trees. This means in particular that such models do not give rise to
CPP reconstructed trees in general (Section “Model classes 4-5 do not induce URT”).
We thus focus on speciation rates depending on (i) time and/or (ii) number of
species, and extinction rates not depending on a heritable trait (model classes 1, 2
and 3). In this case, we show that with arbitrary extinction rates (i-iii), we always
obtain URT reconstructed trees (Section “Model classes 1-3 induce URT”). However,
we show that whenever extinction rates (model class 2) or speciation rates (model
class 3) depend on (ii) the number of species, then reconstructed trees are not CPP
in general (Section “Model classes 2-3 do not induce CPP”).
In fact model classes 1-3 are the only models discussed above belonging to
the class of “species-speciation-exchangeable models” defined in Stadler (2013) and
shown to induce URT; all other models discussed above (including the symmetric
speciation models) belong to the “species-non-exchangeable models”.
[Table 1 about here.]
Macroevolutionary model class 1
Based on the previous observations, only models in class 1 may give rise to CPP
reconstructed trees. We show that these models actually always give rise to CPP
reconstructed trees (Section “Model class 1 induces CPP”, Theorem 4), and so in
particular to URT reconstructed trees. In other words, when the extinction rate
µ(t, x) only depends on (i) time t and (iii) a non-heritable trait x, and the specia-
tion rate λ(t) only depends on (i) time t, the resulting reconstructed trees can be
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represented by a CPP.
In Theorem 4, we provide a characterization of the one-dimensional coalescent
density f(t) of the CPP for any model belonging to class 1. In Proposition 5, we
present a way to evaluate, at least numerically, this density. By formulas (2), (3)
or (4), this density can then be used to calculate the likelihood of a reconstructed
phylogeny, meaning we can obtain speciation and extinction rate estimates, using
maximum likelihood or Bayesian methods, under very general macroevolutionary
models. Further, we are able to simulate reconstructed phylogenies under model
class 1 very fast by sampling n − 1 one-dimensional random variables from the
coalescent density conditioned on T .
We furthermore show that even under certain incomplete sampling schemes,
reconstructed trees of model class 1 remain coalescent point processes (see Section
“Missing tips”). In Section “Three special cases” we discuss some special cases of
our model class 1 in detail:
• Speciation and extinction rates are both functions of time, but uniquely of
time (λ(t), µ(t, x) = µ(t)). The coalescent density is given in Proposition 6.
The likelihood of the whole tree had previously been derived (Nee et al., 1994;
Morlon et al., 2011; Ho¨hna, 2013) for general λ(t), µ(t), and in (Stadler, 2011b)
for piecewise constant rates, but none of the previous work acknowledged the
coalescent point process representation.
• Speciation and extinction rates do not depend on time, but the extinction
rate may change deterministically as a function of a non-heritable trait with
deterministic initial value upon speciation. This is equivalent to an extinction
rate changing as a function of the age x of the species (λ(t) = λ, µ(t, x) =
µ(x)). The coalescent density is given in Proposition 7. This case extends the
analyses made in (Lambert, 2010). We illustrate this case by providing explicit
densities in the case when lifetimes are deterministic (not random) or follow
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the Gamma distribution with shape parameter 1 or 2.
• We demonstrate how the results can be used for processes featuring mass
extinction events, meaning that at some time point t (or multiple time points)
in the past each species becomes extinct independently and instantaneously
with a fixed probability pt. Again, the reconstructed tree is a CPP, and its
coalescent density is given in Proposition 8. In (Stadler, 2011b), the probability
density of a tree with mass extinction events was derived for piecewise constant
speciation and extinction rates, however again the point process representation
was not acknowledged.
Coalescent point processes
We now introduce notation and properties of the CPP which will be used later.
Consider a CPP with age T and coalescent density f . From now on, we denote by
H a random variable with this coalescent density f . We define
F (t) =
1
P (H > t)
t ≥ 0,
the inverse tail distribution of H . One can recover the coalescent density f , from F
as follows
f(t) = − d
dt
P (H > t) =
F ′(t)
F (t)2
.
Let NT be the number of extant species in the coalescent point process. Conditional
on NT = n, the node depths H1, . . . , Hn−1 are independent copies of H conditioned
on H ≤ T .
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Number of lineages
The number of lineages in the coalescent point process present at time s < T is
exactly one plus the number of node depths larger than T − s. By independence,
except for the ancestral lineage, this number is geometrically distributed with success
parameter P (H > T | H > T − s). This can be stated as follows.
Proposition 1. Let N⋆s denote the number of lineages at time s in the CPP. Then
P (N⋆s = k) = P (H > T | H > T − s)P (H ≤ T | H > T − s)k−1 k ≥ 1,
which is the geometric distribution. In particular,
E(N⋆s ) =
1
P (H > T | H > T − s) =
P (H > T − s)
P (H > T )
=
F (T )
F (T − s) .
In particular, taking s = T , since NT = N
⋆
T , we obtain the distribution of the
number of extant species at time T
P (NT = k) = P (H > T )P (H ≤ T )k−1 k ≥ 1. (1)
The likelihood of a reconstructed tree
In this section, we display likelihood formulae for trees produced by a coalescent
point process. Recall that CPP trees always have at least one tip, so there is no
need to condition them upon survival.
Under a CPP with inverse tail distribution F and coalescent density f , the
likelihood L of the non-labelled tree τ with known topology, stem age T , n extant
species and node depths x1 < · · · < xn−1 is given by
L(τ, n | T ) = C(τ)
F (T )
n−1∏
i=1
f(xi), (2)
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where C(τ) = 1 if τ is oriented and C(τ) = 2n−1−c(τ) if τ is non-oriented.
Note that if T is the crown age of τ , that is, if the two longest edges of τ both
have length T , then the likelihood Lc(τ) (the subscript ‘c’ stands for ‘crown age’)
of the reconstructed tree τ with crown age T , n extant species and node depths
x1 < · · · < xn−2 (now there are only n − 2 node depths strictly smaller than T ),
conditional on speciation at time 0 and survival of the two incident subtrees, is the
product, properly renormalized, of the likelihoods of the two subtrees conditional
on survival, which equals
Lc(τ, n | T ) = C(τ)
F (T )2
n−2∏
i=1
f(xi), (3)
where C(τ) was defined previously.
Note that if the tree with stem (resp. crown) age T is conditioned to have exactly
n tips, then the conditioned likelihoods become
L(τ | T, n) = C(τ)
n−1∏
i=1
fT (xi) and resp. Lc(τ | T, n) = C(τ)
n− 1
n−2∏
i=1
fT (xi), (4)
where fT (x) dx = P (H ∈ dx | H < T ), that is, fT (x) = f(x)F (T )/(F (T ) − 1).
Indeed, for the crown age, the probability to have n tips conditional on two ancestors
each having alive descendance at T equals (n − 1)P (H < T )n−2P (H > T )2. This
also reads
L(τ | T, n) = L(τ, n | T )
(
F (T )
F (T )− 1
)n−1
F (T )
Lc(τ | T, n) = Lc(τ, n | T ) 1
n− 1
(
F (T )
F (T )− 1
)n−2
F (T )2 (5)
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Missing tips
We will first discuss that reconstructed trees after p− sampling are CPP recon-
structed trees if the completely sampled reconstructed trees are CPP reconstructed
trees. Second, n− sampling induces a URT distribution after sampling if the pre-
sampling distribution is also URT (Ford et al., 2009). The same holds for diversified
sampling as we show below. Since the number of tips under these two sampling
schemes is n with probability 1, the number of tips does not follow a geometric
distribution, and thus under these sampling schemes trees are not CPP. Actually,
they are not even CPP conditioned to have n tips, since their n − 1 node depths
are shown to be correlated. Last, we show that higher-level phylogenies obtained
from pre-sampling CPP trees give rise to a URT distribution. We show that the tree
likelihoods under our four schemes of incomplete sampling can be readily calculated
for any model which has a CPP representation under complete sampling.
The p-sampling scheme. A common way of modeling trees with missing species
is to assume that each tip is sampled independently with probability p (i.e. Bernoulli
sampling). From the orientation of the tree, we know that in a CPP, the coalescence
time between species i and species j is max{Hi+1, . . . , Hj}. The number of unsam-
pled species between two consecutive sampled species is a geometric r.v. with success
probability p.
Therefore, the genealogy of the sample of a CPP is again a CPP, where H is
replaced by the r.v. Hp distributed as the maximum of K independent copies of H ,
where K is an independent geometric r.v. with success probability p.
As a consequence,
P (Hp ≤ t) =
∑
j≥1
p(1− p)j−1P (H ≤ t)j = pP (H ≤ t)
1− (1− p)P (H ≤ t) t > 0.
This can be recorded in the following statement. Also, this connection is further
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developed in (Lambert and Steel, 2013), where the authors study the effect of tip
removals, viewed as contemporary extinctions, on the total length of the tree, also
called phylogenetic diversity.
Proposition 2. The genealogy of a Bernoulli(p)-sample taken from a CPP with
inverse tail distribution F is a CPP with typical node depth denoted Hp with inverse
tail distribution Fp given by
Fp(t) :=
1
P (Hp > t)
= 1− p + pF (t).
Check that when p = 1, 1/P (Hp > t) = F (t) = 1/P (H > t), we recover the
CPP with typical node depth H .
If we are given a complete phylogenetic tree, we can obtain the phylogeny of
sampled tips either by first reconstructing the phylogenetic tree (i.e., throwing away
extinct lineages) and then sampling tips on the reconstructed tree, or by first re-
moving tips from the phylogenetic tree and then reconstructing the sampled tree.
This has the following important consequence. For a speciation-extinction model
whose reconstructed tree is a CPP with inverse tail distribution F , the last propo-
sition implies that the phylogeny of Bernoulli(p)-sampled species is a CPP with
inverse tail distribution Fp. Therefore, every property we will state for the complete
phylogeny under such models will hold for the incomplete phylogeny (under the
Bernoulli(p)-sampling scheme), provided we change F for Fp.
The n-sampling scheme. Another way of modeling missing species is to ran-
domly pick n tips out of NT ≥ n tips, by selecting uniformly n tips among NT (se-
lecting uniformly one tip among NT , then selecting uniformly a second tip among
the remaining NT − 1, and so on n times). The tree obtained from a CPP after
this so-called n-sampling scheme is not a CPP any longer. The following results are
proved in the Appendix.
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Proposition 3. The likelihood Ls(τ,m | T, n) of a reconstructed tree τ with stem
age T , n sampled species, m missing species (i.e., n +m extant species) and node
depths x1 < · · · < xn−1, is given by (writing xn = T )
Ls(τ,m | T, n) = L(τ, n | T )
(
m+ n
n
) ∑
~m:m1+···+mn=m
n∏
i=1
(mi + 1)P (H < xi)
mi (6)
where L(τ, n | T ) is given by (2). The same correction factor holds for the likelihood
Ls
c
(τ | T, n) of a reconstructed tree τ with crown age T , n sampled species, m missing
species and node depths x1 < · · · < xn−2, if now we write xn−1 = xn = T .
As in (5), the likelihoods Ls(τ | T, n,m) and Ls
c
(τ | T, n,m) conditional on the
total number n +m of extant species are given by
Ls(τ | T, n,m) = Ls(τ,m | T, n)
(
F (T )
F (T )− 1
)n+m−1
F (T ) (7)
and
Ls
c
(τ | T, n,m) = Ls
c
(τ,m | T, n) 1
n+m− 1
(
F (T )
F (T )− 1
)n+m−2
F (T )2. (8)
A consequence of the last proposition is that node depths after n−sampling are
not iid any more, conditionally or not on the total number m of tips. Thus, after
n−sampling, CPP trees are not CPP any longer.
When m is large, the right-hand side in (6) is hardly computable. There is no
simpler formula available for this likelihood. Nevertheless, we are able to provide a
quite simple formula for the multivariate distribution function of the node depths
of the tree, as we now show.
Relabel the n sampled tips 1, 2, . . . , n ranked in the same order as they were in
the initial coalescent point process and set H ′i the coalescence time between sampled
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tip i and sampled tip i+ 1, i = 1, . . . , n− 1. Setting
p0 := P (H < T ) and pi := P (H < xi) i = 1, . . . , n,
if x1, . . . , xn−1 are pairwise distinct, we get
P (NT = n +m,H
′
1 < x1, . . . , H
′
n−1 < xn−1)
=
(
m+ n
n
)
(1− p0)p1 · · ·pn−1
(
n−1∑
i=1
pm+ni
(pi − p0)2
∏
j=1,...,n−1,j 6=i(pi − pj)
−
n−1∑
i=1
pm+n0
(p0 − pi)
∏n−1
j=1 (p0 − pj)
+
(n+m)pn+m−10∏n−1
j=1 (p0 − pj)
)
. (9)
This shows in particular that the node depths H ′1, . . . , H
′
n−1 have the same distribu-
tion, given by
P (NT = n+m,H
′
1 < x1) = n(1− p0)pn−20 p1(p0 − p1)−n
∫ p0
p1
ym(y − p1)n−1 dy. (10)
Diversified sampling. Diversified sampling, defined as picking n tips such that
the most ancient speciation events are kept (Ho¨hna et al., 2011), is not a CPP,
as we now show. Diversified sampling essentially means that we pick the n − 1
deepest nodes (n− 1 first order statistics of (Hi)) yielding the following results (see
last paragraph and also (Ho¨hna et al., 2011), p.2581, bottom left equation). The
likelihood Ld(τ,m | T, n) of a reconstructed tree τ with stem age T , n sampled
species, m missing species (i.e., n+m extant species), and node depths x1 < · · · <
xn−1, is given by
Ld(τ,m | T, n) = L(τ, n | T )
(
m+ n− 1
n− 1
)
P (H < x1)
m.
The likelihood Ld(τ | T, n,m) conditional on the total number of missing tips is
obtained as usual from Ld(τ,m | T, n) by dividing it by P (H < T )n+m−1P (H > T ).
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Clearly, the likelihood cannot be factorized as a product of identical terms, and so
after diversified sampling, CPP trees are not CPP any longer, conditionally or not
on the total number m of tips. However, each permutation of branching times is
equally likely, meaning the tree distribution obtained from pre-sampling CPP trees
is URT. We highlight that diversified sampling operates directly on trees ignoring
branch lengths. Thus, as CPP trees induce URT, we showed that pre-sampling URT
induces URT after diversified sampling.
Higher-level phylogenies. In higher-level phylogenies, not all species are in-
cluded in a reconstructed phylogeny, because some monophyletic clades are collapsed
into one tip, with this tip having the number of tips in the original subtree assigned
(numbers of species in a clade). Here we assume each lineage present at time xcut
in the past is collapsed into one tip representing a clade of size ki (i = 1, . . . , n
for a higher-level phylogeny on n tips), and we define k =
∑n
i=1 ki. Previously only
likelihood inference methods assuming constant speciation and extinction rates were
available (Paradis, 2003; Stadler and Bokma, 2013). However, the CPP representa-
tion facilitates the calculation of the tree likelihood, which is given by
Lhl(τ, k, n | T ) = L(τ, n | T ) P (H < xcut)k−n. (11)
The likelihood Lhl(τ | T, n, k) conditional on n clades and k extant species is
obtained from Lhl(τ, k, n | T ) by dividing it by P (H < xcut)k−nP (xcut < H <
T )n−1P (H > T )
(
k−1
n−1
)
.
The likelihood Lhl(τ, k | T, n) conditional on n extant lineages at depth xcut
(clades) is obtained from Lhl(τ, k, n | T ) by dividing it by
∞∑
k=n
P (H < xcut)
k−nP (xcut < H < T )
n−1P (H > T )
(
k − 1
n− 1
)
= P (H < T | H > xcut)n−1P (H > T | H > xcut),
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which indeed is the probability to have n extant lineages at depth xcut, according
to Proposition 1. Note that the likelihood in (11) can be written in product form,
so that the pairs constituted by node depth and clade size are iid random numbers.
Furthermore, each permutation of branching times is equally likely, meaning the
higher-level phylogeny distribution obtained from pre-sampling CPP trees (ignoring
the tip labels) is URT.
Main results
In this section, we will prove the statements of Table 1.
Model classes 4-5 do not induce URT
Here, we first give a counter-example of a model in class 4 (trait-dependent speciation
rate) which does not induce URT, even in the absence of extinction (zero extinction
rate). The trait under consideration is the age, which is a non-heritable trait. Since
non-heritable traits are particular cases of heritable traits, this counter-example is
sufficient to prove that model class 4 does not induce URT. Then we give a counter-
example of a model in class 5 (heritable trait-dependent extinction rate) which does
not induce URT, even when the speciation rate is constant.
Let us start with model class 4. Suppose speciation happens deterministically
in each species once it reaches age 1. The resulting reconstructed tree is a so-called
caterpillar tree, i.e. a tree where each speciation event has only a single species
descending to the left and all other species descending to the right. This means that
the caterpillar tree has probability 1 and all other ranked trees have probability
0, which is obviously different from a uniform distribution on ranked trees. This
counter-example does not rigorously fit our general model, since the speciation rate
is infinite at age 1, but can be modified as follows. If the speciation rate is positive
(and finite) inside an arbitrarily small time window around age 1 and zero outside,
22
most trees will only have one extant species at time T , but conditional on having n
species extant at T , the probability of a caterpillar tree can be arbitrarily close to 1
(see Figure 4a).
In the case of model class 5, we can also produce reconstructed trees which are
caterpillar trees with a high probability. Now species can be of two types, long-lived
(type 0, extinction rate 0), or short-lived (type 1, extinction rate µ). The trait under
consideration is the pair (i, a), where i is the type of the species and a its age. The
speciation rate is constant. The inheritance is as follows: if the age of the mother
species upon speciation is close to 1 (in the sense of the previous example), and if
this species is of type 0, then the type of the incipient species is 0. In all other cases,
the type of the incipient species is 1. Age of the incipient species is set to 0 as usual.
If µ is large, then in such a model, most trees only have one extant species at time
T . In (the rare) trees with more than 1 tip, all tips will be of type 0, born from
species of type 0 at age 1, with a high probability. This shows that reconstructed
trees with a fixed number of tips will be caterpillar trees with an arbitrarily high
probability, as µ gets large enough (see Figure 4b).
Model classes 1-3 induce URT
We want to show that when the speciation rate and the extinction rate possibly
both depend on (i) time and (ii) number of species, and that the extinction rate
possibly further depends on (iii) a non-heritable trait, then the distribution induced
on ranked tree shapes by the reconstructed tree is URT. This property holds even
if the distribution of the non-heritable trait at birth depends on the number of
coexisting species. Aldous (2001) proved the statement for (i) and (ii), and Stadler
(2013) provided a non-formal argument for (iii).
The formal argument relies on the fact that at each branching event, the lineage
on which sprouts the incipient lineage is chosen uniformly among existing lineages.
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Then since further extinction and speciation events do not depend on the orientation
of the tree, regrafting subtrees of the complete tree on other lineages but at the same
time, does not change the probability of the complete tree. This property obviously
carries over to the reconstructed tree, which has the following consequence.
The reconstructed tree is an oriented, ultrametric tree with n tips and node
depths H1, . . . , Hn−1. Let τi be the subtree descending from the i-th branch, that
is the tree spanned by tips i, i + 1, . . . , σ(i, Hi) − 1, where σ(i, x) := min{k ∈ {i +
1, . . . , n} : Hk > x} (with the convention Hn = +∞). The tree obtained after
regrafting τi on the j-th branch (provided Hj > Hi) is the oriented tree whose node
heights remain in the same order, except that the block (Hi, Hi+1, . . . , Hσ(i,Hi)−1) has
been inserted between branches σ(j,Hi)−1 and σ(j,Hi). According to the previous
paragraph, this oriented tree has the same distribution as the initial reconstructed
tree.
By composing several such subtree regraftings, we easily see that we can perform
any permutation on edges without changing the probability of the oriented tree.
Therefore, each oriented tree has the same probability, which induces URT on the
(unoriented) reconstructed tree.
[Figure 4 about here.]
Model classes 2-3 do not induce CPP
Here, we show that when extinction rates (model class 2) or speciation rates (model
class 3) depend on the number of species, reconstructed trees cannot be CPP in
general.
We first provide a counter-example in model class 2. Assume that the speciation
rate is constant equal to λ, and that the extinction rate is equal to µ when the number
of species is two, and to 0 otherwise. If µ is large, then in such a model, most trees
only have one extant species at time T . In (the rare) trees with two tips, the unique
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branching time of the reconstructed tree is close to T with high probability. In (the
rare) trees with more than two tips, the first branching time of the reconstructed
tree is the first speciation event followed sufficiently closely by a second speciation
event to have three co-existing species before the rapid extinction caused by the co-
existence of two species. Therefore, in such trees, the second branching time closely
follows the first branching time with high probability, whereas further branching
times are spaced as in a Yule process. This shows that the reconstructed tree has
correlated node depths, and therefore is not a CPP (see Figure 4c).
We now treat model class 3. Recall that the number of speciation events in a
CPP follows a geometric distribution. In particular, the probability of having K
speciation events is strictly positive for any K. However, this will not be the case
when speciation rate is zero as soon as the number of species is greater thanK. Thus,
reconstructed trees under models of class 3 cannot be CPP in general. However, one
could wonder whether they keep the property of CPP that conditional on the number
of tips, node depths are independent with the same distribution (as is the case in the
previous example where the speciation rate is constant for less than K co-existing
species). But there is a counter-example very similar to the one displayed for model
class 2. Assume that the extinction rate is zero and that the speciation rate is equal
to Cλ when the number of species is 2, and to λ otherwise. If C is large, then as
earlier, the first and second branching times of the reconstructed tree will be closer
than others, showing that node depths are correlated (see Figure 4c).
Model class 1 induces CPP
Here, we consider a diversification model in class 1, that is, the extinction rate may
depend on a non-heritable trait and on absolute time, and the speciation rate may
depend on absolute time (only).
More specifically, the instantaneous speciation rate at time t is denoted λ(t) for
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all species and the instantaneous extinction rate at time t of a species carrying trait
value x at this time is denoted µ(t, x). The fact that the trait is not heritable means
that upon speciation at time t, the trait of the daughter species is drawn from a
distribution νt(dx) that may depend on t, and that the trait of the mother species is
not altered by the speciation event. In addition, traits of different species, conditional
on the trait values at speciation, change independently through time according to
the same (possibly stochastic, possibly time-inhomogeneous) dynamics. Age is a
typical example of a non-heritable trait. For simplicity we will assume that a trait
is always one-dimensional.
In order to prove future statements in this section, we need to remind the reader
of some mathematical properties of instantaneous rates.
Precisions about rates
The meaning of rate has to be taken in the usual mathematical sense. To say that
the speciation rate at time t is λ(t) is equivalent to saying that a given species
extant at time t gives birth to a daughter species in the time interval (t, t+ h) with
probability hλ(t)+o(h) as h goes to 0. Equivalently, the number of new species born
from the same species during the time interval (a, b) follows a Poisson distribution
with parameter
∫ b
a
λ(t) dt. In particular, a species extant during the time interval
(a, b) does not speciate during this interval with probability
exp
(
−
∫ b
a
λ(t) dt
)
.
Similarly, a species carrying trait value x at time t becomes extinct during the time
interval (t, t + h) with probability hµ(t, x) + o(h) as h goes to 0. Now if a species
born at time a carries trait value Xt at time t, for t ∈ (a, b), then the probability to
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not become extinct before time b equals
exp
(
−
∫ b
a
µ(t, Xt) dt
)
.
To obtain the probability that a species born at time a with trait x survives at least
until time b, the last quantity has to be averaged over all trait dynamics with initial
starting point Xa = x (see forthcoming Equations (13) and (14)).
Characterizing the CPP under model class 1
We start with one species at time 0, we condition the tree to have at least one extant
species at time T , and we label 0, 1, . . . , NT − 1 the NT species extant at time T
from left to right, assuming that the tree is oriented. Recall that the node depths
of the reconstructed tree are denoted H0 = T and then H1, . . . , HNT−1, where Hi is
the coalescence time between species i − 1 and species i (see Figure 1). The proof
of our main result below is put to the Appendix.
Theorem 4. Consider a macro-evolutionary tree generated by a model of class 1
(notation specified above), started at 0 and conditioned on having at least one species
extant at time T . The oriented reconstructed tree is a coalescent point process with
typical node depth H whose inverse tail distribution is given by
F (t) :=
1
P (H > t)
= exp
(∫ T
T−t
λ(s) (1− q(s)) ds
)
t ∈ [0, T ],
where q(t) denotes the probability that a species born at time t has no descendants
by time T .
The quantity q(t) involved in the expression of F is not directly available from
the model parameters (but see Appendix, Section “Generator and Feynman-Kac
formulae”). In the next statement, we give a characterization of F in terms of quan-
tities which are more easily computable from the model parameters. The proof only
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requires a few lines and is found in the Appendix.
Proposition 5. For any s ≥ t, let g(t, s) be the density at time s of the extinction
time of a species born at time t. Then F is the unique solution to the following
integro-differential equation
F ′(t) = λ(T − t)
(
F (t)−
∫ t
0
ds F (s) g(T − t, T − s)
)
t ≥ 0, (12)
with initial condition F (0) = 1.
Recall that for a CPP with inverse tail distribution F , the reconstructed tree of
sampled tips, when tips are sampled independently with probability p, is a coalescent
point process with node depths distributed as Hp and inverse tail distribution Fp
given by Fp = 1− p+ pF , where F can be computed thanks to one of the previous
two statements. Also recall (or check) that the common density of node depths, or
coalescent density, is F ′/F 2 (or F ′p/F
2
p in case of sampling) so that the knowledge
of F yields instantaneously the likelihood of a reconstructed tree produced by a
macro-evolutionary model belonging to class 1, thanks to the results in Section“The
likelihood of a reconstructed tree”.
This proposition has the very important following consequence. From the knowl-
edge of g, the pair (F, F ′) can be computed by (possibly numerical) integration of
(12), and the coalescent density is then obtained as F ′/F 2. This represents an im-
portant advance, because g can be made available in terms of the model parameters
much more easily than q, as we now see.
Let X denote the stochastic process which describes the dynamics of the trait
in a single species. Invoking arguments from Section “Precisions about rates” the
density at time s of the extinction time of a species born at time t with trait value
x, conditional on the trait dynamics (Xt = x in particular), equals
µ(s,Xs) e
−
∫ s
t
dr µ(r,Xr).
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If Et,x denote the expectation associated to the distribution of X started at time t
in state x, then
g(t, s) =
∫
R
νt(dx) us(t, x) s ≥ t, (13)
where
us(t, x) := Et,x
(
µ(s,Xs) e
−
∫ s
t
dr µ(r,Xr)
)
s ≥ t. (14)
Now assume that X is a Markov process. Then in general, us (and so g) can be
computed thanks to the Feynman-Kac formula, which ensures that us is the unique
solution to
∂us
∂t
(t, x) + Ltus(t, x) = µ(t, x) us(t, x), (15)
with terminal condition us(s, x) = µ(s, x), and where Lt is the generator at time t
of X (see Appendix, Section “Generator and Feynman-Kac formulae”). Specifically,
when X is the age, the initial trait value is x = 0 and the age at s of a species born
at t is Xs = s− t so that
g(t, s) = µ(s, s− t) e−
∫ s
t
dr µ(r,r−t) s ≥ t. (16)
In the following section, we display some special cases of biological interest leading
to at least partially explicit expressions for g and for F .
Three special cases
In this section, we study three special cases of macroevolutionary models in class 1.
The reconstructed trees under each of these models are coalescent point processes
as shown in the previous section. We study these coalescent point processes, and
provide means of computing their associated coalescent density. The three cases
are: trait-independent models (Markovian case), time-independent models and mass
extinction events.
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The time-dependent models, without trait dependency
Here, we assume that speciation and extinction rates may depend on time but do
not depend on a trait. Thus, we denote by λ(t) the speciation rate at time t and by
µ(t) the extinction rate at time t. We also define
r(t) = λ(t)− µ(t)
sometimes referred to as the time-dependent diversification rate. Using Proposition
5, we get the following statement by a few lines of calculations which are put to the
Appendix.
Proposition 6. In the case when the rates λ and µ only depend on time, the recon-
structed tree is a CPP whose inverse tail distribution F is given by
F (t) = 1 +
∫ T
T−t
ds λ(s) e
∫ T
s
du r(u).
Recall that the inverse tail distribution of the incomplete phylogeny with sam-
pling probability p is Fp = 1− p+ pF , so that
Fp(t) = 1 + p
∫ T
T−t
ds λ(s) e
∫ T
s
du r(u).
When rates do not depend on time, the diversification process is a linear birth–death
process with birth rate λ and death rate µ. The last formula then boils down to
Fp(t) =


1 + pλ
r
(
ert − 1) if r 6= 0
1 + pλt if r = 0.
(17)
Let us now check that we can recover the likelihood formulae for the reconstructed
tree of the birth–death model computed by different means in the earlier works
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(Stadler, 2009, 2010; Hallinan, 2012). Recall that the coalescent density fp is given
by fp = F
′
p/F
2
p , so in the case r 6= 0, we further obtain
fp(t) =
pλr2e−rt
(pλ+ (r − pλ)e−rt)2
and
P (Hp < T ) = 1− 1
Fp(T )
=
pλ(1− e−rT )
pλ+ (r − pλ)e−rT .
Plugging these expressions into the likelihood formulae (4) and (2) respectively yields
(Stadler, 2009), Equation (2), and (Stadler, 2010) Corollary 3.7 (with ψ = 0, m =
0, k = 0).
Deterministic non-heritable trait dynamics without time-
dependence
Main result on age-dependent extinction rates
Here, we assume that (a) rates are not time-dependent, (b) the dynamics of the
trait is deterministic, and (c) the initial value of the trait of a new species is also
deterministic. Because of assumption (a), we can denote by λ the speciation rate and
by µ(x) the speciation rate of a species carrying trait value x. Because of assumptions
(b) and (c), the trait of a species is a deterministic function, say φ, of its age a, so
that the death rate of a species of age a is µ(φ(a)). It is then equivalent to assume
that the death rate is a function µ˜ = µ ◦ φ of the species age. Sticking to the
notation µ instead of µ˜, we get that g(t, s) = g(t − s), where g is now the density
of the lifetime of a species. More specifically, let L denote the lifetime of a species,
i.e., the age at which a species becomes extinct. Invoking arguments from Section
“Precisions about rates”, the probability of becoming extinct before age a is
P (L < a) =
∫ a
0
g(s) ds = 1− e−
∫ a
0
ds µ(s),
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so by differentiating,
g(a) = µ(a) e−
∫ a
0
ds µ(s) a ≥ 0. (18)
Note that the integral
∫∞
0
g(a) da is equal to the probability 1 − e−
∫
∞
0
dsµ(s) that L
is finite, and so can be strictly smaller than 1. Conversely, if a species lifetime has
density g, then the extinction rate is the following function of age
µ(a) =
g(a)
1− ∫ a
0
g(s) ds
a ≥ 0, (19)
which is constant only if the density g of the species lifetime L is exponential.
Proposition 7. In the case when the extinction rate µ is a function of age, but both
λ and µ are time-independent, the reconstructed tree is a CPP whose inverse tail
distribution F is the unique solution to
F ′(t) = λ (F (t)− F ⋆ g(t)) , (20)
with F (0) = 1, where g is the density of species lifetimes, specified by (18), and ⋆
denotes the convolution product. Equivalently, F is the unique non-negative function
with Laplace transform ∫ ∞
0
F (t) e−tx dt =
1
ψ(x)
, (21)
where
ψ(x) = x− λ+ λ
∫ ∞
0
g(t) e−tx dt x ≥ 0.
The proof of this proposition can be found in the Appendix. Note that the inver-
sion of Laplace transforms can sometimes be numerically unstable, and it can then
be preferrable to use the convolution equation (20) to obtain numerical evaluations
of F .
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Proposition 7 is proved by other means in (Lambert, 2010), where the contour
process of the phylogenetic tree is defined. This process starts at the extinction time
of the progenitor species, decreases linearly, and makes jumps at each encounter of
a speciation event, whose size is the lifetime of the incipient species. The contour
process of the tree truncated at T is a Le´vy process reflected below T and killed upon
hitting 0. In the jargon of stochastic processes, the function ψ is called the Laplace
exponent of this Le´vy process and F is called its scale function. More information
(on dead branches) than that on the reconstructed tree can be retrieved from the
knowledge of this contour process, but we will not develop this point here.
We will now discuss some special cases of µ(x).
Deterministic lifetimes
The result of the previous section holds even when species lifetimes do not have a
density. As an example, we now treat the case of a fixed species lifetime equal to b
with probability 1. This amounts to replacing the distribution g(a) da by δb(da), i.e.,
the Dirac measure at b. Thanks to (21), F is then the unique non-negative function
whose Laplace transform equals
∫ ∞
0
F (t) e−tx dt =
(
x− λ+ λe−bx)−1 ,
or equivalently thanks to (20), it is the unique solution to F (0) = 1 and
F ′(t) = λ (F (t)− F (t− b)) .
In particular F has a continuous derivative (except at b) and can be computed as
follows. For any integer n, for any t ∈ [nb, (n+ 1)b]
F (t) = Pn(λe
−λb(t− nb)) eλt,
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where Pn is a polynomial of degree n solving the recurrence relationship
Pn+1(t) = Pn(B)−
∫ t
0
Pn(s) ds t ∈ [0, B],
with B = bλe−bλ, and initial condition P0 ≡ 1. The polynomials Pn can be evaluated
in a straightforward manner by any software of symbolic calculus (e.g., Mathemat-
ica). For our purpose, it is even sufficient to compute Pn for the integers n such that
nb ≤ T (since we only require F (t) for t ≤ T ).
Exponentially distributed lifetimes
In the case when the species lifetimes are exponentially distributed with parameter
µ (i.e. µ does not depend on age of the species), the diversification process is a linear
birth–death process with birth rate λ and death rate µ, and we should recover the
expression given by Equation (17). Indeed, it is easy to obtain ψ(x) = x(x−r)/(x+
µ), where ψ is defined in Proposition 7 and r = λ − µ is the net diversification
rate. It is then straightforward to invert the Laplace transform in (21), which yields
Equation (17), as expected.
Gamma distributed lifetimes
Here, we assume that species lifetimes follow a Gamma distribution with shape
parameter 2, i.e., their probability density is g(a) = θ2a e−θa. The parameter θ is
not an extinction rate any longer, since from (19), the age-dependent extinction rate
is given by
µ(a) =
g(a)∫∞
a
g(s) ds
=
θ2a
1 + θa
,
which increases from 0 for small ages to θ for large ages.
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It is straightforward to compute the function ψ defined in Proposition 7
ψ(x) =
xQ(x)
(x+ θ)2
x ≥ 0,
where
Q(x) = x2 + (2θ − λ)x+ θ(θ − 2λ).
Provided that θ 6= 2λ (and that both parameters are nonzero), Q(x) = (x−x1)(x−
x2), where x1 < x2 are both nonzero, and given by
x1 =
λ− 2θ −√∆
2
and x2 =
λ− 2θ +√∆
2
,
with ∆ = λ2 + 4λθ. Then 1/ψ can be decomposed as follows
1
ψ(x)
=
α
x− x1 +
β
x− x2 +
γ
x
,
where
α = −(λ−
√
∆)2
4x1
√
∆
, β =
(λ+
√
∆)2
4x2
√
∆
, γ =
θ
θ − 2λ.
Note that there are the following alternative formulae for α and β
α =
λ(λ+ θ −√∆)
(θ − 2λ)√∆ and β = −
λ(λ + θ +
√
∆)
(θ − 2λ)√∆ .
It is then elementary to invert (21) to obtain F , and thanks to Fp = 1− p+ pF ,
Fp(t) = 1− p+ γp+ pα etx1 + pβ etx2 .
Since fp = F
′
p/F
2, we get
fp(t) =
px1α e
tx1 + pβx2 e
tx2
(1− p+ γp+ pα etx1 + pβ etx2)2 .
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Mass extinction events
We again start with a phylogenetic tree running between times 0 and T and add
extra extinctions at fixed times T − sk < . . . < T − s1 by assuming that each
lineage is independently terminated (together with its subsequent descendance) at
time T − si with the same fixed probability 1 − εi, as for so-called bottlenecks in
population genetics. For example, a single lineage starting at time 0 and ending
up at time T survives the k mass extinction events and makes it to time T with
probability
∏k
i=1 εi. Bernoulli sampling with probability p can be seen as a special
case of bottleneck at time T , with s0 = 0 and (survival probability) ε0 = p.
Notice that the effect of mass extinctions on the phylogeny of contemporaneous
species is the same on the initial phylogeny as on the smaller tree which is the recon-
structed tree obtained in the absence of mass extinctions. Then instead of working
with the forward-in-time diversification process, we can as well work with the associ-
ated coalescent point process obtained before the passage of bottlenecks. Therefore,
the following proposition can be applied to any class 1 model of diversification, pro-
vided the function F is chosen to be the inverse tail distribution of the associated
CPP reconstructed tree. The following proposition states that the addition of mass
exitnctions preserves the CPP property of the reconstructed tree and displays a
characterization of its coalescent distribution. It is proved in the Appendix.
Proposition 8. Start with a CPP tree with inverse tail distribution F . Add extra
mass extinctions with survival probabilities ε1, . . . , εk at times T − s1 > . . . > T − sk
(where s1 > 0 and sk < T ). Then conditional on survival, the reconstructed tree
of the phylogenetic tree obtained after the passage of mass extinctions is again a
coalescent point process with inverse tail distribution Fε given by
Fε(t) = ε1 · · · εm F (t)+
m∑
j=1
(1−εj) ε1 · · · εj−1 F (sj) t ∈ [sm, sm+1], m ∈ {0, 1, . . . , k},
(22)
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where s0 := 0 and sk+1 = T (empty sum is zero, empty product is 1).
This formula can also include sampling by adding a bottleneck with s0 = 0 and
ε0 = p, resulting in
Fε(t) = ε0 · · · εm F (t)+
m∑
j=0
(1−εj) ε0 · · · εj−1 F (sj) t ∈ [sm, sm+1], m ∈ {0, 1, . . . , k},
which boils down to Fε = 1 − ε0 + ε0F when k = 0 (since F (0) = 1), as expected
from Proposition 2.
What about Kingman coalescent?
Another popular way of randomly constructing rooted, binary trees with edge
lengths is the Kingman coalescent (Kingman, 1982). For a tree with a finite number
n of tips, the model can be described as follows. Start with n labelled lineages and
let time run backwards, from tips to root. In the first step, after a random exponen-
tial duration with parameter n(n − 1)/2, one pair of lineages is merged, uniformly
chosen among the n(n − 1)/2 unordered pairs of labelled lineages. This procedure
is repeated recursively until the (n − 1)-st step where the two remaining lineages
are merged, after an exponential duration with parameter 1. Then the probability
of any labelled ranked tree shape under this model is
n∏
k=2
2
k(k − 1) =
2n−1
n!(n− 1)!
i.e., the Kingman coalescent tree shape is URT (uniform on ranked labelled trees).
One could wonder if the Kingman coalescent can be built via the CPP procedure.
First observe that the node depths of the Kingman coalescent can be arbitrarily
large, so it is impossible to equate its law with that of a CPP with stem age T ,
whose node depths are all smaller than T . But then to go round this problem, we
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could try to set T = +∞ or to randomize T , in order to allow for node depths of
arbitrary length in the CPP. In other words, for each fixed n we ask the following
question Qn:
Question Qn: “Are there random variables Tn and An on (0,+∞] such that
the node depths of the n-Kingman coalescent can be obtained by first drawing
a realization T of Tn and then n− 1 independent copies of An conditioned to
be smaller than T ?”
As usual, we denote by H1, H2, . . . , Hn−1 the node depths of the CPP with n tips.
Mathematically, we ask if P cppn = P
K
n , where P
K
n is the law of the Kingman coalescent
with n tips and P cppn is the law of the randomized CPP conditioned on n tips, that
is
P cppn (H1 ∈ dx1, . . . , Hn−1 ∈ dxn−1) =
∫
(0,+∞]
P(Tn ∈ dT )
n−1∏
i=1
P(An ∈ dxi | An < T )
The distribution P cppn has been considered in Aldous & Popovic (2005)
(Aldous and Popovic, 2005), in the special case when
• An has the law of node depths in the reconstructed tree of the critical birth–
death process with (constant) rates (both) equal to bn;
• Tn is given the (improper) density equal to 1 everywhere, further conditioned
on this birth–death process (started at 0 and stopped at Tn) to have n tips
(which makes it a proper random variable).
In other words, here P cppn is the law of the reconstructed tree of a critical birth–
death process with a ‘uniform’ prior on its stem age, further conditioned to have
n tips. In particular in this case, P(Tn ∈ dT )/dT = n bnn T n−1/(1 + bnT )n+1 and
P(An > T ) = 1/(1 + bnT ). The second author of the present paper has shown in
(Gernhard, 2008b) that when bn = n/2, the expectations of node depths under P
K
n
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are equal to the expectations of node depths under P cppn . However, she also proved
that these two probabilities are not equal, so that the answer to Qn is ‘no’ for this
special case of randomized CPP, despite the equality between expectations of node
depths.
Proposition 9. The answer to Q2 is ‘yes’, but the answer to Qn cannot be ‘yes’ for
infinitely many n.
The answer to Q2 is ‘yes’ since for n = 2 we can set T2 = +∞ and choose A2 as
the exponential random variable with parameter 1. Now assume that P cppn = P
K
n for
infinitely many n. First, observe that under P cppn the node depths are exchangeable,
that is, their law is invariant under any permutation. Second, recall that the laws
P Kn converge as n → ∞ to the law P K∞ of what is known as the standard Kingman
coalescent (i.e., starting at infinity). It is known that under P K∞, the node depths
can be ranked in decreasing order in a single sequence converging to 0. Then since
P cppn = P
K
n for infinitely many n, there is a subsequence of (P
cpp
n ) converging to P
K
∞.
This forces the sequence of node depths under P K∞ to be exchangeable. This yields
a contradiction, since by de Finetti’s representation theorem of infinite sequences of
exchangeable random variables, no such sequence can be ranked in decreasing order.
Our question remains unsolved but we conjecture that the answer to Qn is ‘no’
for all n ≥ 3.
Discussion
In this paper, we characterized the forward-time macroevolutionary models which
have URT reconstructed trees, and among those which have CPP reconstructed
trees. We showed that reconstructed trees are CPP if speciation and extinction
rates may only depend on time, and extinction rates may additionally depend on
a non-heritable trait, in the case of asymmetric speciation. For all these models,
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reconstructed tree shapes follow the URT distribution.
When the speciation or extinction rate depends additionally on the number of
species, reconstructed trees are not CPP any longer, however, their ranked tree
distribution again is the URT distribution. For all remaining model classes, we have
displayed examples where the ranked tree distribution is not the URT distribution.
We end the paper outlining how to use the results in empirical studies. Phylo-
genies with branch lengths are increasingly becoming available from empirical data,
and such phylogenies have been fitted to speciation and extinction models in order
to quantify speciation and extinction rates (Stadler, 2011a). However, the inference
methods had to make restrictive assumptions on the speciation and extinction rates.
Here we provide a general framework for calculating the likelihood of a reconstructed
phylogeny for any model under which the speciation and/or extinction rate may de-
pend on time and the extinction rate may additionally depend on an asymmetric
non-heritable trait (model class 1). The likelihood calculation is based on a CPP
representation and allows for model selection and the quantification of the model
parameters, using e.g. maximum likelihood or Bayesian methods. In order to do the
statistical analysis of the empirical trees using our CPP representation, the following
numerical steps have to be performed:
1. Compute the density of species lifetimes g by Equations (13), (14), and (15),
or very simply (16) in the case when the trait is the age, even if there also is
time-dependence;
2. Compute (F, F ′) by solving the integro-differential equation (12);
3. For adding bottlenecks or sampling, compute Fp or Fε and their derivatives
using (22);
4. Compute the likelihood of the tree using (2), (3) or (4) (or in the case of
incomplete sampling using the equations in Section “Missing tips”).
40
5. Use likelihood in maximum likelihood or Bayesian parameter inference.
If we want to simulate trees, we use the coalescent distribution F , Fp or Fε and
sample the speciation times from this one-dimensional distribution. Analytic solu-
tions for F are only known in the case of constant rates, piecewise constant rates, or
a Gamma-distributed lifetime with shape 2 (see above); semi-analytic solutions are
known for deterministic lifetimes. For other models, numerical approaches become
necessary, and the main challenge of a future study (Alexander et al., 2013) will be
to address point 2 with satisfying accuracy and efficiency.
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Proofs of technical results
Proof of Proposition (3) and Equations (9) and (10)
Recall that H ′i denotes the coalescence time between sampled tip i and sampled tip
i+ 1, i = 1, . . . , n− 1. Observe that each sampling configuration ~m = (m0, . . . , mn)
such that m0 + · · ·+mn = m has the same probability, which can be interpreted as
a single way of choosing n among n+m labelled balls, so that
P (~m) =
n! m!
(n+m)!
.
By summing over all possible sampling configurations, the same argument as in the
paragraph on Bernoulli sampling implies that for any m ≥ 0 and any x1, . . . , xn−1 ∈
[0, T ]
P (NT = n +m,H
′
1 < x1, . . . , H
′
n−1 < xn−1) =
n! m!
(n+m)!
P (H > T ) ×
×
∑
~m:m0+···+mn=m
P (H < x1)
m1+1 · · ·P (H < xn−1)mn−1+1P (H < T )m0+mn . (23)
It is easy to differentiate (23) to get
P (NT = n +m,H
′
1 ∈ dx1, . . . , H ′n−1 ∈ dxn−1)/dx1 · · · dxn−1
=
n! m!
(n+m)!
P (H > T )
∑
~m:m0+···+mn=m
P (H < T )m0+mn
n−1∏
i=1
(mi+1)f(xi)P (H < xi)
mi.
If we sum directly over all pairs (m0, mn), and if we write xn = T , we get
P (NT = n +m,H
′
1 ∈ dx1, . . . , H ′n−1 ∈ dxn−1)/dx1 · · · dxn−1
=
n! m!
(n+m)!
P (H > T )
∑
~m:m1+···+mn=m
(mn+1)P (H < xn)
mn
n−1∏
i=1
(mi+1)f(xi)P (H < xi)
mi.
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This proves (6). A similar line of reasoning shows that the same correction factor
holds for the reconstructed tree with crown age T .
Let us prove Equation (9). With the new notation, we can rewrite equation (23)
as
P (NT = n+m,H
′
1 < x1, . . . , H
′
n−1 < xn−1) =
n! m!
(n +m)!
(1−p0)p1 · · · pn−1 fn+1,m(p0, p1 . . . , pn−1, p0),
where
fn,m(p1, . . . , pn) :=
∑
(m1,...,mn)∈Nnm
n∏
i=1
pmii ,
and Nnm is the set of n-tuples of integers (m1, . . . , mn) such that
∑n
i=1mi = m. Let
us state a useful lemma, which is proved at the end of this section.
Lemma 10. For all integers n ≥ 1 and m ≥ 0, for any pairwise distinct p1, . . . , pn ∈
[0, 1],
fn,m(p1, . . . , pn) =
n∑
i=1
pm+n−1i∏
j=1,...,n,j 6=i(pi − pj)
.
In view of this lemma, we get
P (NT = n+m,H
′
1 < x1, . . . , H
′
n−1 < xn−1) =
n! m!
(n +m)!
(1−p0)p1 · · · pn−1 lim
pn→p0
n∑
i=0
pm+ni∏
j=0,...,n,j 6=i(pi − pj)
.
Now the following limit holds for any k = 1, . . . , n
lim
pi→p0,∀i=n−k+1,...,n
n∑
i=0
pm+ni∏
j=0,...,n,j 6=i(pi − pj)
=
n−k∑
i=1
pm+ni
(pi − p0)k+1
∏
j=1,...,n−k,j 6=i(pi − pj)
+
1
k!
(
b
an−k
)(k)
(p0),
where
b(x) := xm+n and ak(x) :=
k∏
j=1
(x− pj).
Applying this to k = 1, we get (9). Actually, it is also possible to apply this to k = n
46
to recover the law of N , and to k = n− 1 to get the law of H ′1, namely
P (NT = n +m,H
′
1 < x1) =
n! m!
(n+m)!
(1− p0)pn−20 p1(p1 − p0)−n
×
(
b(p1)− b(p0)− (p1 − p0)b′(p0)− · · · − (p1 − p0)
n−1
(n− 1)! b
(n−1)(p0)
)
= n(1− p0)pn−20 p1(p0 − p1)−n
∫ p0
p1
ym(y − p1)n−1 dy,
which is Equation (10).
Proof of Lemma 10. We will need the following preliminary result. For any n ≥ 1
and any pairwise distinct real numbers p1, . . . , pn, the polynomial R defined by
R(x) :=
n∑
i=1
pn−1i
∏
j=1,...,n,j 6=i
x− pj
pi − pj
is actually also given by R(x) = xn−1. This is merely due to the fact that R has
degree n − 1, and hence is characterized by the values it takes at n distinct points
(here, the points p1, . . . , pn).
It is easy to check that the formula holds for n = 1 and any m ≥ 0 since
f1,m(s) = s
m. Let us prove the formula by induction on n. Let n ≥ 1 and assume
the formula holds for this integer n and any m ≥ 0. Thanks to this assumption, for
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any pairwise distinct real numbers p1, . . . , pn+1,
fn+1,m(p1, . . . , pn+1) =
m∑
mn+1=0
pm+1n+1
∑
(m1,...,mn)∈Nnm−mn+1
n∏
i=1
pi
mi
=
m∑
mn+1=0
p
mn+1
n+1 fn,m−mn+1(p1, . . . , pn)
=
m∑
mn+1=0
p
mn+1
n+1
n∑
i=1
p
m−mn+1+n−1
i∏
j=1,...,n,j 6=i(pi − pj)
=
n∑
i=1
pn−1i∏
j=1,...,n,j 6=i(pi − pj)
pm+1i − pm+1n+1
pi − pn+1
=
n∑
i=1
pm+ni∏
j=1,...,n+1,j 6=i(pi − pj)
+ pm+1n+1
R(pn+1)∏n
j=1(pn+1 − pj)
,
where R is the polynomial introduced in the beginning of this proof. Since we have
shown that R(x) = xn−1, the result is proved by the induction principle.
Proof of Theorem 4
Let n ≥ 1 be an integer, h0 = T and h1, . . . , hn−1 be elements of (0, T ). Assume
NT ≥ n, and condition on Hi = hi for i = 0, . . . , n− 1. We are going to prove that
the conditional law of Hn is given by
P (Hn > t) = exp
(
−
∫ T
T−t
λ(s) (1− q(s)) ds
)
t ∈ [0, T ], (24)
which will show that Hn is independent of H1, . . . , Hn−1 and has F as inverse tail
distribution. This result yields the theorem by induction. Note that conditonal on
NT ≥ n, NT exactly equals n iff Hn > T .
Label by 0, 1, . . . , n− 1 the extant species at time T in the order induced by the
orientation of the tree. In particular, hi is the coalescence time between species i−1
and i (0 ≤ i ≤ n− 1).
48
We denote by k the number of generations separating species n − 1 from the
progenitor species. We let xk denote the time when species n− 1 was born, xk−1 <
xk the time when her mother was born, and so on, until x0 = 0 the birth time
of the progenitor species. By the orientation of the tree, there are (conditionally)
deterministic indices 0 = i0 < · · · < ik = n−1, such that xj = T −hij (and hv < hij
for all v ∈ {ij−1+1, . . . , ij − 1}), so that conditional on Hi = hi for i = 0, . . . , n− 1,
the times x0, . . . , xk are deterministic.
By the orientation of the tree again, apart from the species already labelled,
species extant at T descend from speciations occurring during one of the time in-
tervals Ij := [xj , xj+1), where xk+1 := T for convenience. On each of these time
intervals, speciations occur at rate λ(t), and so successful speciations, i.e., specia-
tions with extant descendance at time T , occur at rate λ(t) (1−q(t)). But conditional
on the (xj), all the ancestors of species n − 1 (including her) independently speci-
ate on their corresponding interval Ij. Then if A denotes any subset of [0, T ), the
number N(A) of successful speciations occurring during A is the sum
N(A) =
k∑
j=0
N(A ∩ Ij),
where the random numbers N(A∩Ij) are independent. Now from Section “Precisions
about rates”, N(A∩ Ij) is a Poisson random variable with parameter
∫
A∩Ij
λ(t) (1−
q(t)) dt. As a consequence, N(A) is a Poisson random variable with parameter
k∑
j=0
∫
A∩Ij
λ(t) (1− q(t)) dt =
∫
A
λ(t) (1− q(t)) dt.
The proof finishes noticing that Hn > t iff N([T − t, T )) = 0, which occurs with the
probability displayed in (24).
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Proof of Proposition 5
Invoking arguments from Section “Precisions about rates”, it is easy to see that
q(t) =
∫ T
t
ds g(t, s) e−
∫ s
t
duλ(u) (1−q(u)).
Recalling that
F (t) =
1
P (H > t)
= exp
(∫ T
T−t
λ(s) (1− q(s)) ds
)
,
we get
q(t) =
∫ T
t
ds g(t, s)
F (T − s)
F (T − t) ,
or equivalently
q(T − t) =
∫ t
0
ds g(T − t, T − s) F (s)
F (t)
.
Now check that
F ′(t) = λ(T − t) (1− q(T − t))F (t).
Equation (12) is a consequence of the last two displayed equations.
Proof of Proposition 6
By an integration by parts on Equation (12) in Proposition 5, we get
F ′(t) = λ˜(t)
[
e−
∫ t
0
µ˜(u) du +
∫ t
0
ds F ′(s) e−
∫ t
s
µ˜(u) du
]
,
where
λ˜(t) := λ(T − t) and µ˜(t) := µ(T − t).
Setting
G(t) := F ′(t) e
∫ t
0
µ˜(u) du,
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we get
G(t) = λ˜(t)
(
1 +
∫ t
0
dsG(s)
)
,
which yields
G(t) = λ˜(t) e
∫ t
0
λ˜(u) du.
Since F (0) = 1, we have
F (t) = 1 +
∫ t
0
F ′(s) ds = 1 +
∫ t
0
G(s) e−
∫ s
0
µ˜(u) du = 1 +
∫ t
0
λ˜(s) e
∫ s
0
(λ˜−µ˜)(u) du,
which proves the result after changing variables.
Proof of Proposition 7
Since g(t, s) = g(t− s), (12) becomes (20), that is
F ′(t) = λ
(
F (t)−
∫ t
0
F (s)g(t− s) ds
)
= λ (F (t)− F ⋆ g(t)) ,
where ⋆ denotes the convolution product. Denoting by L the Laplace transform
and using the fact that L (F ⋆ g) = L (F )L (g), we get
L (F ′) = λL (F )(1−L (g)).
An integration by parts shows that
L (F ′)(x) =
∫ ∞
0
F ′(t) e−tx dt =
[
F (t) e−tx
]∞
0
+ x
∫ ∞
0
F (t) e−tx dt,
so that as soon as x is larger than the exponential growth parameter of F (which
is the largest root of the convex function ψ), we have L (F ′)(x) = −1 + xL (F )(x).
As a consequence,
(x− λ+ λL (g)(x))L (F )(x) = 1,
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which is the announced equality.
Proof of Proposition 8
We first characterize the effect of one bottleneck on a coalescent point process and
then generalize to k bottlenecks by iterative thinnings.
Assume k = 1 and s1 ∈ (0, T ). Recall that a coalescent point process is defined
thanks to a sequence of independent, identically distributed random variables (Hi).
We will see that the tree obtained after thinning is still a coalescent point process,
defined from independent random variables, say (Bi). Let (ei) be the i.i.d. Bernoulli
random variables defined by ei = 1 if lineage i survives the bottleneck (this has a
meaning only if Hi ≥ s1; it happens with probability ε1). By the orientation of the
tree, a tip terminating a branch with depth smaller than s1 is kept alive iff the last
branch with depth larger than s1 is not thinned at time T − s1. As a consequence,
if H1 < s1, then the first lineage is alive and its coalescence time with the left-hand
ancestral lineage is B = H1. Otherwise, define 1 = J1 < J2 < · · · the indices of
consecutive branches with depths larger than s1. Then the first lineage kept alive
after thinning is the least Jm such that eJm = 1, and its coalescence time with
the ancestral lineage is B = max(HJ1, . . . , HJm). By the independence property of
coalescent point processes and by the independence of the Bernoulli random variables
(ei), the new genealogy is obtained by a sequence of independent random variables
(Bi) all distributed as B.
Let us specify a little bit the law of B. First, with probability P (H < s1),
P (B ∈ ·) = P (H ∈ · | H < s1). Second, with probability P (H ≥ s1)
B
(d)
= max{A1, . . . , AK},
where the Ai’s are i.i.d. distributed as H conditional on H ≥ s1 and K is an
independent (modified) geometric r.v., that is, P (K = j) = ε1(1− ε1)j−1. Similarly
52
as in Proposition 2, we get for any s ≥ s1
1
P (B ≥ s) =
1− ε1
P (H ≥ s1) +
ε1
P (H ≥ s) s ≥ s1.
Then if Fε denotes the inverse tail distribution of B, i.e., Fε(s) := 1/P (B ≥ s), we
have
Fε(s) =


F (s) if 0 ≤ s ≤ s1
(1− ε1)F (s1) + ε1F (s) if s1 ≤ s ≤ t,
where F is the inverse tail distribution of H . Iterating this procedure yields the
result in Proposition 8.
Generator and Feynman-Kac formulae
We first define what is the generator Lt of the trait dynamics. If the trait takes values
in a finite (or even countable) state-space E, then for any function ϕ : E → R, the
function Ltϕ : E → R is defined by
Ltϕ(x) =
∑
y∈E,y 6=x
ρt(x, y) (ϕ(y)− ϕ(x)),
where ρt(x, y) is the jump rate from trait value x to trait value y, at time t. If X is
a diffusion process on the real line, and if ϕ is twice differentiable, then
Ltϕ(x) = c(t, x) ϕ
′(x) +
1
2
σ2(t, x) ϕ′′(x),
where c(t, x) is the infinitesimal mean and σ2(t, x) is the infinitesimal variance. This
includes the case when X is driven by a differential equation (σ ≡ 0), which in turn
includes the case when X is the age (c ≡ 1, since then dXt = dt).
We now explain why we did not follow the path of characterizing q(t) in terms
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of the model parameters. Let q(t, x) denote the probability that a species carrying
trait value x at time t has no descendance by time T . In particular,
q(t) =
∫
R
νt(dx) q(t, x),
and in the case when the trait is the age, q(t) = q(t, 0) (νt is then the Dirac measure
at 0).
If the process X is Markovian, then it is possible to prove that
∂q
∂t
(t, x) + Ltq(t, x) = −λ(t) q(t, x) q(t)− µ(t, x) + (λ(t) + µ(t, x)) q(t, x), (25)
with the terminal condition q(T, x) = 0. Solving (25) will yield an expression of
q(t, x) involving q(t) as an argument. Integrating q(t, x) against νt(dx) will yield q(t),
which will then appear on both sides of the equation. Since it is not always clear
in general how to identify q(t) from this equation, we have provided an alternative
solution in Proposition 5.
Beyond rates
We end this appendix by highlighting that all the results in this paper would still
hold even if speciation and extinction rates were not proper rates. For example, in
Section “Deterministic lifetimes”, we have applied Proposition 7 to the case when
species lifetimes can be deterministic, fixed to some value, say b. This amounted to
replacing the lifetime distribution g(a) da by the Dirac measure δb(da).
Here, the number N(a, b) of speciations from a same mother species between
times a and b is a Poisson random variable with parameter
∫ b
a
λ(t) dt. It is usual,
as we do here, to say that speciations occur at rate λ(t) at time t, but we could
also say that speciation dates are the ‘atoms’ of a ‘Poisson point measure’ with
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intensity measure λ(t) dt. This definition can be extended to considering a Poisson
point measure with intensity measure Λ, where Λ is any finite measure on the real
numbers. This means that N(a, b) now is a Poisson random variable with parameter
Λ([a, b]) =
∫ b
a
Λ(dt). For example, if Λ =
∑n
i=1 αiδsi, with αi > 0 for all i and
0 < s1 < · · · < sn < T , then N(a, b) is obtained by adding independent numbers
of speciation events at each time si, each following the Poisson distribution with
parameter αi. All statements hold, including Theorem 4, if we replace everywhere
λ(t) dt with a general Λ(dt) and µ(t) dt by a general M(dt).
In particular, in the case when rates only depend on time, Proposition 8 (CPP
with mass extinctions) can be seen as a generalized version of Proposition 6 where
we add to the extinction intensity measure M0(dt) = µ(t) dt a point measure M1
with atoms at the time points where mass extinctions occur. More specifically, with
M1 =
k∑
i=1
ln(1/εi) δT−si,
the reconstructed tree of the diversification model with extinction intensity mea-
sure M0 +M1 is the reconstructed tree of the diversification model with extinction
intensity measure M0 (i.e., with extinction rate µ(t) at time t) to which mass ex-
tinctions are added at the times T − si with survival probability εi. Indeed, there
will be an additional extinction at time T − si if the number of atoms at T − si of
the Poisson point measure of extinctions is nonzero, which happens with probability
1 − exp(− ln(1/εi)) = 1 − εi. Now recall from Proposition 6 that in the Markovian
case,
F (t) = 1 +
∫ T
T−t
ds λ(s) e
∫ T
s
dr (λ(r)−µ(r)).
It can be seen that if we replace in the previous equation the measure µ(r) dr by
µ(r) dr +M1(dr), we indeed recover the function Fε displayed in Proposition 8.
55
✻(a)
(b)
❄
❄H4
H5
1 2 3 4 5 6 7 8
0
1
2 3 4 5 6 7 8
T
0
T
0
0
Figure 1: a) An oriented phylogenetic tree generated by a general macroevolutionary
lineage-based speciation and extinction model; the NT = 9 species extant at T are
labelled 0, 1, . . . , 8 from left to right; b) The reconstructed tree obtained from the
complete tree in a), showing the coalescence times H4, between species 3 and 4, and
H5 between species 4 and 5.
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Figure 2: (a) a ranked oriented tree with 5 tips (labelled from left to right); (c)
a ranked labelled tree with 5 tips; (b) the ranked tree shape associated to (a) by
ignoring orientation and to (b) by ignoring labels. Under the uniform distribution
on ranked oriented trees, the probability of the tree in (a) is 1/(n − 1)! = 1/24;
under the uniform distribution on ranked labelled trees, the probability of the tree
in (c) is 2n−1/n!(n − 1)! = 1/180. Under URT, the probability of the tree τ in (b)
is 2n−1−c(τ)/(n − 1)! = 1/6. The node rankings are indicated by Roman figures,
specifying in particular that the split of the three-tip subtree comes before the split
of the cherry.
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Figure 3: Trees with 4 tips at time 2 produced by a symmetric speciation model
with age-dependent rates, time flowing upwards, where: (a) extinction rate is 0
and speciation rate is high for ages close to 1 (0 otherwise); (b) extinction rate is
high for ages larger than 1 (0 otherwise) and speciation rate is small and constant.
Reconstructed trees with 4 tips will be of type B (balanced) with high probability
(panels a and b-left). Panel (b-right) shows that a type C tree (caterpillar) requires
at least 4 speciations.
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(a) (b) (c)
Figure 4: Trees illustrating the counterexamples for (a) model class 4; (b) model
class 5; (c) model classes 2-3. As in main text, (a) reconstructed trees in model
class 4 are not URT: age-dependent speciation rates can produce caterpillar trees
with high probability (w.h.p.); (b) reconstructed trees in model class 5 are not URT:
heritable trait-dependent extinction rates can produce caterpillar trees w.h.p. (short
edges are of type 1 and long edges are of type 0); (c) reconstructed trees in model
class 2-3 are not CPP: rates dependent on the number of species can produce trees
where the first and second speciations are arbitrarily close w.h.p.
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Model class speciation extinction URT CPP
1 0,i 0,i,iii x x
2 0,i ii x -
3 ii 0-iii x -
4 iii-iv 0-iii - -
5 0-iv iv - -
Table 1: Asymmetric speciation models: (0) constant, (i) time-, (ii) number of
species-, (iii) non-heritable trait-, (iv) heritable trait- dependent speciation or ex-
tinction. URT = uniform ranked tree distribution, CPP = coalescent point process.
A property (URT, CPP) is satisfied (x) by a model class if it is satisfied under all
possible combinations of assumptions on speciation and extinction rates; a property
is not satisfied (-) if there is a counterexample for any combination of assumptions.
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