Abstract-We introduce Splatterplots, a novel presentation of scattered data that enables visualizations that scale beyond standard scatter plots. Traditional scatter plots suffer from overdraw (overlapping glyphs) as the number of points per unit area increases. Overdraw obscures outliers, hides data distributions, and makes the relationship among subgroups of the data difficult to discern. To address these issues, Splatterplots abstract away information such that the density of data shown in any unit of screen space is bounded, while allowing continuous zoom to reveal abstracted details. Abstraction automatically groups dense data points into contours and samples remaining points. We combine techniques for abstraction with perceptually based color blending to reveal the relationship between data subgroups. The resulting visualizations represent the dense regions of each subgroup of the data set as smooth closed shapes and show representative outliers explicitly. We present techniques that leverage the GPU for Splatterplot computation and rendering, enabling interaction with massive data sets. We show how Splatterplots can be an effective alternative to traditional methods of displaying scatter data communicating data trends, outliers, and data set relationships much like traditional scatter plots, but scaling to data sets of higher density and up to millions of points on the screen.
INTRODUCTION
S CATTER plots are a simple, intuitive, and natural way of visualizing two-dimensional point data. Scatter plots can display data trends and correlations between any two dimensions. They can make outliers easy to identify because regions with higher density of points will be grouped perceptually. Additionally, scatter plots offer a means for comparing different data sets when plotted on the same axes. These properties make scatter plots good for exploring data sets and communicating interesting findings. Unfortunately, scatter plots become less effective as the overlap within points increases.
Overdrawing occurs when the glyphs that are used to visualize data points overlap. This overlap can become so severe that it is impossible to perceive the number of points in a given region of the scatter plot. This interferes with the viewer's ability to group points perceptually and spot outliers. Overdrawing increases as the available drawing space per glyph decreases. High density regions, large numbers of points, and multiple data sets all contribute to the overdraw problem. Even if we decrease the size of the glyphs to be a single pixel, an increasing number of data sets contain many more points than there are pixels in a monitor. Additionally, many analysis and visualization techniques, such as scatter plot matrices (SPLOMS), call for several different concurrent plots, further diminishing the amount of available screen space.
In this paper, we introduce Splatterplots, a novel presentation of point data that addresses weaknesses in scatter plots to better scale to larger data sets. Our key idea is to limit the amount of visual complexity in any screen space area. Splatterplots abstract point data so that the amount of information shown in any area of screen space is bounded. Dense regions are shown as smooth shapes, and outlying points are subsampled so they do not exceed a specified visual density. A screen space metric controls both the amount of detail in the smooth shapes and the display density of outlier glyphs, enforcing a limit on the amount of visual complexity. The details removed in a Splatterplot can be revealed through interaction mechanisms such as zooming and panning, enabling fast exploration of massive data sets. Continuous zooming automatically reveals abstracted details since abstractions are determined in screen space. Splatterplots allow a user to see trends and patterns in data sets even as the number of points grows large relative to the diagram size. Particularly, subgroup relationships and ranges can be clearly observed, even as the number of data subgroups grows past 2 or 3. The main features of Splatterplots are illustrated in Fig. 1 . This paper discusses the design of Splatterplots, describing how perceptual research led us to a design that uses abstraction and multiple visual representations. We describe a process for creating Splatterplots that incorporates kerneldensity estimation (KDE) and especially tuned color blending. We integrate zooming techniques that reveal abstracted information as it becomes feasible to perceive it. A GPUaccelerated implementation allows interaction, even with large data sets. We demonstrate the usefulness and flexibility of Splatterplots on examples of several hundred thousand scatter points.
Contributions: The central contribution of this paper is a new technique for displaying scattered data that remains interpretable as the number of points grows large. Our design is based on two key ideas: to explicitly perform abstraction to reduce visual clutter; and to perform these abstractions in screen space. To realize these ideas, we provide a design that uses different encodings for sparse and dense regions, each bounding information density in screen space. The design reduces the amount of information presented so that the main features of the data remain visible. Additionally, abstracting dense regions as smooth regions enables data subgroup comparisons. Our novel design is supported through a pipeline of steps that couple standard data abstraction tools with interaction techniques, all performed with the aid of the GPU, enabling our approach to scale well. Our results show useful depictions of massive data sets.
RELATED WORK
The problem providing scalable views of scatter data has been approached in several ways. These prior efforts motivate our work.
Perhaps one of the most common ways of dealing with dense scatter data is the use of density estimations. Whether the method is parametric or not, these methods involve computing a smooth function over the area of interest. These densities can then be displayed as a continuous scalar field, for example, by mapping the values to visual parameters or creating contour plots. Unfortunately, existing methods for scalar field display are problematic. Methods do not handle outliers well, as isolated points create small regions of low density. Methods for the denser regions do not scale to multiple data series. While effective encodings of a single value are well known, for example, color ramps from ColorBrewer [1] , encoding multiple, overlapping fields is challenging. Contour plots quantize the density values to better expose shape, but fail to capture outliers, become complex quickly with data details, and fail to scale to multiple data series. Hexbin plots and 2D histograms similarly quantize density in local regions, but dense regions created by such plots do not create perceptually smooth contours, making them hard to group and compare visually. Our approach builds on the ideas of density estimation, color mapping, and contour finding but adds explicit consideration of abstraction in screen space to limit visual complexity and handles outliers specifically.
Alpha bending can be used to show each individual scatter plot point semitransparently [2] . This common and simple form of density estimation can be implemented efficiently using accumulation in the frame buffer. While it does not address any of the shortcomings of the more general approach, it does suggest an efficient implementation using graphics hardware, an approach we build upon.
The general challenge of visualizing multiple scalar fields has led to techniques that are unsatisfying for display density information from scatter data. Color blending does not offer a satisfactory solution for even two sets as the nonlinearity of perception make a quantitatively interpretable blend difficult [3] , [4] . Methods such as Texton Maps [5] , Attribute Blocks [6] , and Color Weaving [7] all trade spatial resolution for value resolution and are primarily effective at indicating regions of constant value, not continuously varying quantities such as density. The methods also fail to scale in the number of fields. Our approach provides spatial resolution by explicitly showing contours and limits the amount of density information conveyed so that we can employ ideas inspired by the multifield techniques to provide for multiple overlapping data subgroups. The contours created by our technique are analogous to overlapping sets. Bubble Sets [8] and Simonetto et al. [9] show relationships between overlapping sets by enclosing related groups with contours. While these techniques effectively show relationships between different sets, they fail to scale directly to visualizations representing large amounts of data points.
The dense point problem has also been addressed through the use of clustering, sampling, and filtering. Ellis and Dix [10] , [11] use sampling as a means to reduce the density of points shown. Bertini and Santucci [12] model the underlaying data density to perform uniform and nonuniform sampling. Ellis and Dix [13] have also compiled a taxonomy of clutter reduction techniques used in information visualization. While these approaches can very effectively reduce the number of points in the data set to a manageable number, the challenge of handling multiple sets remains. Our approach effectively performs clustering by grouping dense regions of points into continuous regions. These solutions provide a perceptually motivated clustering that affords effective visual presentation and adapts to interaction. We use sampling strategies in less dense regions.
Dang et al. [14] present a method for dealing with overlapping data by stacking points in the third dimension, but this method does not scale well with large data sets. Tory et al. [15] compare similar encodings, but similarly do not consider issues of scalability.
Generalized scatter plots [16] present a way of nonlinearly warping the scatter dimensions to avoid overdrawing. While this makes the shape of the data in the dense regions more apparent without losing outliers, it is difficult to see the relationship between the dense regions and the nondense regions. The warps are also hard to understand intuitively, but they can be visualized by overlaying Voronoi shapes over the points. This makes it hard to overlay different data sets on top of each other, since the warp must be computed for the aggregated set. Variable binned scatter plots [17] explicitly groups regions of space into subplots and highlight different statistical properties, such as median and internal quartiles. Again, while this may work for one data set, comparison with another is difficult. Additionally, the visualization is not as intuitive as scatter plots and requires a significant amount of training to understand.
Scatter plots have been extended in several ways. For example, extensions support higher dimensional data, such as interactive SPLOMs [18] . Such techniques do not address the scalability issues in scatter plots, if anything they exacerbate it by creating more, smaller plots. This problem can be ameliorated by view selections techniques such as those presented Sips et al. [19] and Wilkinson and Wills [20] . Other extensions that encode additional data variables onto the points, such as bubble plots or shaped glyphs, generally fail to scale to dense point sets as they also exacerbate the overdraw problem.
Several studies have examined specific aspects of the perception of scatter plots. These include the perception of correlation [21] , discrimination of symbol size [22] , symbol lightness [23] , and symbol contrast [24] . While these do not explicitly deal with the perception issues caused by overdrawing, a full solution toward perceptually scalable scatter plots should take these findings into account.
Continuous scatter plots [25] solve an orthogonal problem. They are designed to generate 2D continuous histograms of values from a scalar or vector field with a spatial embedding, in an effort to bring the advantages of scatter plots to scalar and vector fields.
DESIGN AND MOTIVATION
The amount of information that can be displayed and observed in a unit of screen area is bounded by perceptual limits and display resolution. In traditional scatter plots, this manifests both as actual overdraw and as visual clutter. Showing too many points creates visual clutter and makes judgments about the data harder, effectively causing perceptual data loss. The main goal of our design is to achieve perceptual scalability: As the number of points grows, the display remains readable. Since data loss is inevitable, we choose to abstract information explicitly, rather than fall prey to shortcomings in visual perception and display density. Fig. 2 shows the same data set shown as a Splatterplot and as a scatter plot, with zoom level increasing from left to right. Splatterplots maintain a readable display, regardless of zoom level.
Our main intuition is that since the problems in scatter plots arise from limitations in the visual perceptual system and display density, the right space to think about abstractions is in visual perceptual space, and not data space. Visual perception may depend on many factors, such as the display, distance to display, the data being visualized, and even the viewer. Also, the only way to judge abstraction parameters is by visual inspection. This means that the system should be have a way to quickly and effectively visually explore the space of abstraction parameters.
This line of reasoning leads us to two main design principles. First, we perform data abstractions in screen space, which acts as a proxy for visual perceptual space. Second, our system must be able to handle large data sets at interactive rates to quickly explore abstraction parameters, enabling the user to choose good parameters for the task at hand. Consequently, these two principles, screen space abstraction and fast performance, result in a continuous zoom that smoothly reveals abstracted details. With these design principles in mind, we examine common methods for dealing with overdraw and clutter, including density based displays and point filtering, to create a visualization that combines the strengths of both while removing drawbacks of both.
Single Encodings
First, we look at visualizations that use a single encoding for displaying point data. Specifically, we look at densitybased visualization and point filtering approaches and examine how one might extend these approaches to meet our design goals. 
Density
Density and contour plots are a common way of dealing with overdraw issues, because they remove the idea of discrete glyphs for data points. However, most implementations of density and contour plots implement rules of thumb or statistical models to compute the ideal amount of smoothing in data space. While these approaches have merits when making statistical queries about the data, they completely ignore how the resulting plots will be perceived by viewers.
A simple way to make density plots conform to our first principle (screen space abstraction) is to directly tie the amount of smoothing used to create density functions directly to screen space. However, we need to do this in such a way that we can generate visualizations at interactive rates. While density displays might do an adequate job of reducing clutter, too much information is lost in the sparse regions. Also, density displays do not show the original data points, which is important for doing direct queries of the data when the specific values of points of interest are important.
Point Filtering
Point filtering approaches address the overdraw problem while still showing a portion of the original data. While different approaches have different sampling methods for reducing the amount of visible points, one of the main considerations is whether to sample uniformly in data space, or sample such that the resulting figure has a constant density. Even if we tie filtering parameters to screen space, this question still remains. Uniform data sampling retains some density information, but may still lead to visual clutter in data sets with large numbers of points, while constant density sampling bounds the amount of visual clutter but removes a lot of density information. In other words, point filtering approaches work well in the sparser regions of scatter plots, but not as well in the dense regions where overdraw occurs.
Dual Encoding
The previous section suggests that dense and sparse regions in scatter plots behave differently at a perceptual level and, therefore, should be treated differently. We combine elements of point filtered scatter plots, density displays, and contour plots to create a visualization based in a dual encoding.
The Gestalt law of proximity states that perception tends to group similar objects that are close together as part of a greater whole [26] . Because of overdraw, visual estimates of density within the group may be imprecise or impossible, since the shape of the perceived grouping may not match the distribution of density in the underlying data. Instead, we use contours to aggregate points, which assists in perceptual grouping and explicitly shows the shape of dense data regions.
The literature on contour perception suggests several specific perceptual goals for making contours as easy to perceive as possible. First, concentric contours such as those found in contour plots should be avoided as they create parallel flankers, making it difficult to perceptually integrate any specific contour [27] (see Fig. 3 ). Second, contours should be locally linear [28] and globally circular or elliptical [29] . Therefore, our design represents regions as smooth contours and avoids concentric rings.
Dense regions where extensive overdraw obscures the true shape of the data are represented as smooth contours with a solid fill, while sparse regions are encoded with a mix of density data and filtered points. This encoding allows the user to clearly perceive the shape, location, and extent of the densest regions of data, while still being able to get an idea about the rest of the data. Additionally, aggregating dense regions of data as a single shape frees up significant portions of the color ramp, allowing for increased detail density in the sparse region. This representation works well when displaying plots where all the data points belong to the same group. When multiple groups are present, the display needs to support differentiation among the groups, while introducing minimal amounts of visual clutter. Our approach uses color for this purpose.
Color Blending
Our approach uses color to encode multiple things (group membership, density, and amount of overlap with other groups), which means that we need to be careful about how these properties map to color. Color has several related components separated into three different groups: lightness/brightness, saturation/colorfulness/chromaticity, and hue. Generally, three, one from each group, are needed to describe color. Lightness, chromaticity, and hue are a possible combination of parameters that are generally considered to be orthogonal [30] .
Our approach uses hue to differentiate between data subgroups. This leaves both chromaticity and lightness open for encoding density information for each group, as well amount of overlap between groups. For encoding density in sparse areas, we essentially interpolate from white for zero density to the group color for max density. For amount of overlap, our approach attenuates the blended color between groups, pushing the resulting color toward black. This type of color blending strategy effectively ties blackness to amount of overlap, albeit at the expense of clearly encoding which groups belong to the overlapping region, as illustrated in Fig. 4 . However, this blending allows us to clearly show group relationships effectively with a small number of groups when using the dual encoding, while still showing points and density information in the sparse regions (see Sections 4.3 and 4.6 for details). 3 . Two data sets drawn with as a contour plot with concentric contours. Parallel contours make it difficult to perceive any single level. The intersecting rings create many small regions, adding considerable amounts of visual complexity that is difficult to untangle.
Splatterplots
Splatterplots make use of the dual encoding and color blending to create easy to perceive displays of dense data with multiple subgroups, in an interactive system that has few parameters. Fig. 5 shows a visual summary of how these parameters behave. These parameters can be changed with a simple slider, and the system provides the user with immediate visual feedback. In our uses, we found that bandwidth, threshold level, and the size of the point filtering window were the most used parameters.
SPLATTERPLOTS
The design described in Section 3 is implemented by the multirepresentation pipeline outlined in Fig. 6 . The process treats each data subgroup separately to produce dense regions and sparse points, and then combines these into a single splatterplot. For each group, a density function is computed (Section 4.1), and a thresholded distance function is used to identify the contour (Section 4.2). Unaggregated subgroup data points are then sampled to compute the visible outliers for the current view (Section 4.5). Colors are assigned to each subgroup (Section 4.3) in a manner that affords perceptual blending (Section 4.4) when the regions from the different subgroups are combined. With the help of the GPU, these steps are computed fast enough to allow for interactive exploration, including zooming, panning, and changing the value of screen space parameters. Screen space parameters control the amount of smoothing in the density computation and the sampling density of points in the sparse region, bounding the visual complexity of each group in terms of screen space. We empirically test the limits of our approach (Section 4.6), including an analysis of performance, color blending, and visual clutter.
Kernel Density Estimation
Point aggregation into contours is achieved through density estimation and thresholding. As a first step, we compute a density scalar field from the data points of each subgroup. KDE provides a well-studied, statistically sound, family of methods that is used in other similar contexts [31] , [32] . Because our points are dense and our samples are close together and regularly spaced, we can use a simple version that allows us to leverage the GPU for efficient computation.
KDE estimates continuous density values by summing the contribution of discrete samples around a point based on a kernel function. Formally, for n points x i 2 X where X is the set of samples, the density estimatef at point q can be computed byf
where K B ðxÞ ¼ (Fig. 5a) is the bandwidth parameter, and r i ¼ kq À x i k. B controls the amount of smoothing. We use K to equal a Gaussian function and therefore, the B parameter effectively becomes the variance of the Gaussian kernel. Our implementation accumulates the points into a frame buffer texture creating a 2D scalar field of point counts per pixel. This scale field is convolved with the kernel K, blurring the field using a two pass approach (one horizontal, one vertical), exploiting the separability of the 2D Gaussian kernel. Any noticeable artifacts caused by accumulating points at the pixel level are removed by blurring. While the choice of kernel function KðrÞ is important, the bandwidth parameter B has the biggest influence on the shape of the density field. In our technique, B is equal to the current value of the screen space abstraction metric.
Distance Transform
To ensure that outlier points do not clutter contours, we filter out any points that lie too close to the contours (Fig. 5c) .
Instead of calculating the distance to the contour for each data point, we use a distance transform that calculates the distance to the closest point on the contour at each point in space. This creates a scalar field that we can efficiently sample. A distance transform also facilitates the antialiased rendering of contour outlines in a shader by allowing each pixel to query whether it falls in the immediate vicinity of the contour. The boundary of the contour is determined by the relative threshold parameter T (Fig. 5b) .
To compute the distance transform, our implementation uses a vector propagation algorithm tuned to the GPU, known as the jump flooding algorithm (JFA) [33] , which is initialized by thresholding the previously computed density field.
Coloring and Contouring
The final step in contour aggregation is to represent the dense regions as an enclosed smooth shape. This step takes as input the density and distance fields, maximum density value, relative thresholding level T (Fig. 5b) , foreground and background color. The output is a fully colored and outlined contour that represents the aggregated dense points of a subgroup.
Foreground colors for each data subgroup will be used in the later blending stage and require special considerations. We work in the CIE Lab and LCH color spaces for most of our color computations. CIE Lab is a perceptually motivated color space where euclidian distances can be used to approximate perceptual distances [30] . Color choices need to be easily distinguishable and must work well with our blending strategy, which we use to deal with multiple data subgroups. Our blending strategy uses the lightness channel in later stages, disallowing the use of precomputed color schemes such as those in ColorBrewer [1] . Therefore, our approach computes colors to be isoluminant and as far away in Lab space as possible by choosing an L value of 74.5 and evenly spacing the colors along hue angles H. We allow the computed colors to be adjusted manually, however that has not been done for any of the examples in this paper, except for Fig. 4 . We use a background color of white.
Using the density field, any pixel value that falls at or above the specified relative threshold level is assigned the foreground color. We draw a three pixel outline around the isocontour assigned by the relative thresholding level. This is largely facilitated by the distance field created in the previous step.
We show density information in sparse regions by using the density values to modulate the lightness and saturation of each pixel toward white. We also take precautions so that during the blending step the colors in the sparse region are not blended with those in the dense regions of other groups.
Blending and Combining
Once the aggregated contours and sampled outliers have been computed for each subgroup, we combine all of the results to generate the Splatterplot.
In general, color blending is not an effective means to indicate set membership between overlapping sets, especially for more than three sets. Although we use color blending to provide limited set membership information, we emphasize the amount of overlapping sets in each region using lightness and chroma parameters. This provides a coarse measure of overall density while distinguishing regions with different amounts of overlap.
Color blending is computed as straightforward weighted averaging in LAB space, with one caveat. We attenuate both chroma (saturation) and lightness (brightness) by a factor based on the total density weight at the current pixel. For each group, a pixel that falls inside the aggregated region is assigned a weight of 1, while those outside are assigned a weight based on the local density. This means that as the total density weight per pixel increases, the resulting color gets closer to black. The final blend of n colors c i each with density weight w i can be computed by the formulas:
where att L ; att C (Figs. 5d and 5e) are the lightness and chroma attenuation factors, respectively, and LABtoLCH and LCHtoLAB are conversions between the two color spaces. Attenuation factors are controlled by the user interactively. Fig. 7 shows the difference between RGB, LAB, and blending with attenuation. Fig. 4 shows how this coloring scheme cleanly separates regions that have different number of member regions, while at the same time making it much harder for the viewer to misjudge the members of a particular region.
Sampling Sparse Regions
We want to retain any points not aggregated by contours without creating visual clutter or overdraw. To do this, our approach imposes a screen space limit on how close points can be to each other, as well as how close points are to contours. Once the contours have been generated, the outliers need to be identified. Ideally, we would like this procedure to scale linearly with the number of data points. Our implementation does this by first reading back the distance field created during the JFA step into program memory. Our approach then performs a simple nearest neighbor query on the distance field for each point. Only points at a distance greater than the screen space metric value proceed to the sampling stage.
For the sampling stage, our approach divides the current viewing area into a grid where each bin has a size determined by screen space parameter W (Fig. 5c) . Then, we simply collect the allowed points into the bins and render the first point in each bin. This simple heuristic works well in practice, but begins to slow down considerably as the number of points grows beyond 100,000. To enable interactive exploration of massive data sets, we perform a prefiltering step with the help of the GPU.
To do the prefiltering, we render all of the points into a texture. The Z value of each point is set to be a normalized index. We do the same for the color of each point. During rendering, we enable depth testing, and set the depth testing function to pass Z values that are less than or equal to the previous value. After rendering, we read back the texture information and recover an index for each nonzero value by multiplying by the total number of points. This procedure essentially prefilters all of the points, setting an upper bound of width Ã height where these are the height and width of the current viewport.
This simple heuristic is fast, effectively randomly choosing a point per bin to convey that there are data points in the region, and sets a minimum on the average distance between points that creates a screen space density limit on the shown outlier points.
Implementation
We performed several experiments to analyze the performance and behavior of several of our design decisions and our prototype implementation. Our prototype system was written as a 64-bit .Net application in C# and uses OpenGL through the OpenTK library. Our performance analysis was conducted in a machine with an Intel i7-3770k processor, 16 GB of RAM, and an NVIDIA GTX 670 graphics card, all under Windows 7 64 bit.
Performance Analysis
One of our main design goals was to make a system that ran at interactive rates, even when dealing with massive data sets. To test the behavior of our system under heavy stress, we ran a series of performance experiments. We first created several synthetic data sets with Gaussian distributions. These range from having 1,000 points to 3,000,000 points. Along with varying the number of points, we also split up the data sets into groups, varying from one to eight different groups. For each data set, we then created a splatterplot in a viewport of 700 Ã 700 pixels and varied the smoothing parameter. For each possible combination of these variables, 100 frames were rendered, measuring the amount of time each frame took to render.
After collecting all of the data, we averaged the frame rates and performed a simple analysis. Fig. 8 shows a graphical summary of our results. From the graphs, we can see that the dominating factor affecting performance is the number of groups in the splatterplot. This is to be expected: The most time consuming steps in the process, such as computing the distance transformation and density estimation, must be performed independently for each group. We can also see that in the most extreme scenario (3 million points, over 30 px bandwidth, and eight different groups), we still achieved a frame rate of about 2 fps. Realistically, bandwidth parameters over 30 px are not very useful as they tend to over smooth the data. In a more realistic data scenario of 3 million, about 15 px bandwidth, and about four different groups, we would observe a frame rate between 4-5 fps.
Color Blending Analysis
We designed our color blending to scale beyond three different groups by blending colors in CIELAB and attenuating Lightness and Chroma. We also tested the limits of our color blending approach to verify that our design goals were met. For numbers of groups G varying from 2 to 8, we computed initial colors as we describe in Section 4.3. We also calculated the resulting color from each possible combination of initial colors, using our blending strategy from Section 4.4, varying the Chroma and Lightness (att C and att L , respectively) attenuation parameters from 0 to 1 in increments of .01.
This results in a list of colors, for which we measured the pairwise euclidian distance in CIELAB space. For each G, we then found the att C and att L parameters that maximized the minimum distance between different colors. The results are presented in Fig. 9 .
In CIELAB space, an euclidian distance of over about 2.5 is said to be the just noticeable difference [34] . In other words, as long as two colors are further than 2.5 units in lab space, they should be perceptually different. From the table, we can see that for up to five groups, our color blending strategy can achieve a perceptual distance between colors well over this threshold. At six groups, main groups are still distinct, and in overlapping regions, the amount of darkness still conveys amount of overlap.
Visual Clutter Analysis
A key idea of Splatterplots is that they bound the perceptual density of the results: As the amount of data increases, the complexity of the display remains constant. To quantify complexity, we can use the metric of visual clutter as a proxy for the more subjective and complex concept. Rosenholtz et al. [35] provide an image-based clutter metric and show its utility for computer displays [36] . To assess how our methods scale perceptually, we performed an experiment using the publicly available implementation of Rosenholtz's [35] visual clutter metric. To test the clutter, we used several synthetic data sets with Gaussian distributions, varying from 50,000 to 3,000,000 points. The number of groups in each data set also varied from one group to eight. For each data set, we started with a viewport that includes all of the points in the data set, and then slowly zoomed in to the center. At each zoom step, we saved images that correspond to a regular scatter plot and a splatterplot. All of the resulting images where then run through Rosenholtz's visual clutter metric. Fig. 10 show a graphical summary of the results. The results show that the visual clutter for Splatterplots remains fairly constant, while the clutter for scatter plots is higher and depends heavily on the number of points in the viewport. The trend line for the scatter plot clutter behaves as expected. When there are very few points, overdraw is minimal, and therefore clutter. However, as points begin to become closer, some overdraw begins to occur, and the space between points becomes about the same size as the points themselves. As overdraw begins to increase dramatically, the points become a blob with a simple texture, and therefore, the visual clutter drop, but at the same time the plot no longer shows an accurate representation of the data.
CASE STUDIES
Splatterplots are useful in a variety of applications including multidimensional data exploration and spatially embedded event visualization (see Fig. 13 ). Here, we describe scenarios on standard model data sets, along with some real data sets.
Synthetic Data Sets
To illustrate Splatterplots, we provide some examples on simple data sets. While the benefits of Splatterplots are most clear in multigroup comparison problems, where there are few good alternate approaches, they are also effective in single class problems. Fig. 11 shows the application of our tool to the well-known "pollen" data set, allowing the dense region to be identified, and the hidden word to be revealed through zooming. Fig. 12 illustrates several methods for large scatter data set visualization on a synthetic example consisting of eight groups of points each sampled from a Gaussian distribution. The splatterplot technique is able to convey the circular shape of the core of each Gaussian, provide a sense of the overlaps between regions, and indicate that there are outliers beyond the core dense region. We can also see that the method is beginning to break down visually with eight groups: It is difficult to keep this many colors visually distinct.
Fatal Car Crashes
Here, we show a data set from the fatality analysis reporting system (FARS). We picked two years, 2005 and 2010, and plotted the position of fatal car crashes. From Fig. 13 , we can see that car crashes tend to cluster in more heavily populated areas. As we zoom in to the midwest region of the U.S., we can see different clusters rise up, corresponding to large cities such as Chicago and Indianapolis. The use of Splatterplots enables us to see that these two data groups are very similar, but still highlights differences. Note that this example illustrates the use of scatterplots with a provided spatialization: The technique is appropriate to apply to maps. 9 . Optimal att C and att L parameters for our blending strategy. These combinations of parameters maximize the distance between possible resulting colors.
Tree Cover Type Data Set
This standard data set from the UCI machine learning repository [37] is derived from a cartographic survey of the Roosevelt National Forest of Colorado and contains over half a million instances, each with several different normalized cartographic measurements, separated into seven different kinds of tree cover types. A quick look at the summary statistics of the data set reveals that two of the tree cover types, Lodgepole Pine and Spruce, are in much higher abundance than the others. One question we could ask is if there are any specific patterns and trends in the data that can help us decipher why this is. To explore this question, we plot the top two cover types, against the bottom two, Cottonwood/Willow and Aspen.
One of the advantages to using Splatterplots is that even when the display size is small, we can still perceive general trends in the data. This is especially useful when looking at splatterplot matrices (Fig. 14a ).
An inspection of the Splatterplot matrix (SPLAM) reveals that elevation tends to spread out and separate the four groups. Looking closely at the first column, we can also see that the ranges of the groups along H Hydrology (horizontal distance to nearest water source) varies. Fig. 15a examines this more closely.
The large splatterplot confirms the judgement made from the small plot in the SPLAM. It also reveals the full extent of the data in each group. We can see that even though the dense regions of all the groups tend to have a pretty narrow range of H Hydrology, Lodgepole (purple), and Spruce (red) spread out much further than the other two cover types. If we also examine the plot of Elevation versus V Hydrology (Fig. 15b) , we can see that the same types of patterns emerge. In fact, if we plot H Hydrology versus V Hydrology, another pattern becomes clear.
From Fig. 16 , we can see that Cottonwood and Apsen have a much smaller range of distances to water than Lodgepole and Spruce. From the analysis of the data, we can start to form some hypothesis about why there are so many more Lodgepole and Spruce cover types than Cottonwood and Aspen. Cottonwood seems to like lower elevations and be close to water sources. This could probably mean that Cottonwood require more moisture to grow and are more fragile trees. Aspen trees seem to be a bit more tolerant to water source distance, but seem particularly picky on elevation. This could be to the preference of a type of soil, or temperature. In contrast, while Lodgepole and Spruce seem to concentrate in specific regions elevation and water source distances, both of these tree types seem a lot more tolerant of large changes to these variables. One might hypothesize that Spruce and Lodgepole are sturdier, Fig. 12 . Applying different scatter-data visualization techniques to a data set generated by sampling a differently located Gaussian for each of eight groups. Only Splatterplots are able to convey the circular nature of each set, the degree of overlap, and the existence of outliers Fig. 13 . A Splatterplot of fatal car crash locations in 2005 (blue) and 2010 (red). This demonstrates the technique working on a data set with a spatial embedding. The views contrast dense and sparse regions allowing the similarities of the subgroups to be seen. Fig. 11 . Applying Splatterplots to the pollen data set. Dense regions are notable in large-scale views, and details are exposed by zooming. more adaptable trees. All of these findings suggest further questions deserving investigation.
Digital Humanities Data Sets
This is a data set consisting of over a thousand english texts from 1,530 to 1,800. Our domain collaborators have tagged each text using simple word matching that separate words into about 100 different categories. The counts of each of these types of words are then normalized by text length, creating a vector representation for each text. Each of these text has also been labeled with a genre. One of the things that our collaborators were interested in was how well texts from the same or similar genres clustered together. We performed principal component analysis (PCA) on the data and plotted the first two components against each other [38] .
As stated before, our splatterplot visualization allows us to make judgements about data even when dealing with small plots, such as in a SPLAM. Another type of display that is useful when there are many different groups at once is a one versus the rest type of display (Fig. 17) . Fig. 17 shows the top nine genres and lumps the rest of the texts into a group labeled "Rest." Each of these groups is then plotted along with the rest of the data corpus. From the figure, we can see that save for the "Rest" group, most of the genres tend to group fairly well. We can also plot the top seven genres in the same plot and see how they relate to each other (Fig. 18) .
The first principal component (x-axis) separates the genres into two larger groups. On the left, we have Sermons, Religious Prose, and Nonfictional Prose, while on the right we have Fictional Prose, Verse Collection, Poetry, and Drama. At a first glance, it would seem that Prin1 tends to separate works of fiction from nonfiction. Prin2 also has interesting properties, as it tends to separate genres on the right, but not those on the left. Looking at the loadings of the original data dimensions along these two principal components would open a line of inquiry and analysis to further investigate this data set. Splatterplots provide a new technique for displaying point data that scales well with the number of points. As the number of points grows larger, the amount of information to be presented exceeds what can be displayed. Splatterplots explicitly abstract the data to fit within a screen-space information density bound. By showing dense regions of points as contour-bounded filled areas and subsampling the number of points outside these areas, Splatterplots preserve the ability to see overall shapes and trends, relationships between sets, and a sense of the range of outliers-even as the number of data points greatly exceeds the number of pixels. Detailed information hidden by these abstractions can be revealed through interactive navigation, made possible at interactive rates through an efficient GPU-accelerated implementation.
The key feature of Splatterplots, that information is abstracted based on screen-space limits to enforce readability, is also a limitation. Abstraction removes detail that may be important to the viewer. The choices in Splatterplots emphasize conveying shape and set relations, at the expense of providing details of density and specific point positions. Specific points can be revealed through zooming. However, for some applications, different tradeoffs may be advantageous. Splatterplots allow the user to explore the density through interactive control of the aggregation parameter. However, user control over parameters emphasizes another limitation: Changes to the parameter effect the shapes of the dense regions. The impact of this issue is lessened because Splatterplots have few parameters; these parameters are easy to control because they are defined in screen (rather than data) space; and the displays can be updated at interactive rates allowing experimentation with parameters.
Another limitation of Splatterplots is that most abstraction is done on individual data subgroups, which may potentially lead to visual complexity due to the interactions between subgroups. Fig. 19 shows an example of this phenomenon. Notice how in Fig. 19a each of the separate contours is relatively smooth and has easy to perceive features. However, once the contours are displayed on the same plot, the contours interact in nonobvious ways, creating a large number of visually salient and distracting features. Increasing the amount of smoothing during KDE greatly diminishes and performing shape optimization reduce these problems and makes the resulting Splatterplot more comprehensible. However, we rely on user tuning of the abstraction parameters to find the appropriate balance of data fidelity and readability.
While Splatterplots scale well in the number of points, they are limited in their scaling in the number of subgroups. Our reliance on colors as the primary group identification mechanism limits the number of potential groups, especially when a combinatorial explosion of new groups are formed from the group intersections. In situations where many overlapping groups must be displayed, alternate identification mechanisms, such as textual labels, will be needed. Our experience suggests that the visual complexity of multiple overlapping sets is the main limiting factor.
Our prototype implementation of Splatterplots has proven effective at displaying point sets with moderate numbers of subgroups (5) (6) (7) (8) , and large numbers of points (several million). By aggregating dense regions and subsampling sparse ones, Splatterplots quickly convey the overall distributions of large data sets. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
