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BOUNDS ON SOBOLEV NORMS FOR THE
NONLINEAR SCHRÖDINGER EQUATION ON
GENERAL TORI
F. CATOIRE AND W.-M. WANG
Abstrat. We prove Strihartz estimates on general at d-torus
for arbitrary d. Using these estimates, we prove loal wellposed-
ness for the ubi nonlinear Shrödinger equations in appropri-
ate Sobolev spaes. In dimensions 2 and 3, we prove polynomial
bounds on the possible growth of Sobolev norms of smooth solu-
tions.
1. Introdution
We onsider the ubi nonlinear Shrödinger equation (NLSE) on
the general at d-torus Td:
i∂tu+∆u = |u|
2u,
u(0, x) = u0(x), (1)
where
Td := Rd/
d∏
j=1
αjZ, 1/2 ≤ αj ≤ 2 , j = 1, ..., d,
and u the solution to the Cauhy problem (1) is a omplex valued
funtion on R × Td. The L2 norm of u is onserved. If u0 ∈ H
1
, then
‖u‖H1 is uniformly bounded in time.
We say that the Cauhy problem is uniformly (smoothly) wellposed
in Hs when, for any R > 0, there exists T > 0 and a Banah spae XT
embedded in C0([0, T ], Hs) suh that :
• for any u0 ∈ H
s
suh that ‖u0‖Hs ≤ R, (1) has a unique solution
u ∈ Hs
• if u0 ∈ H
s′
with s′ > s then u ∈ C0([0, T ], Hs
′
)
• the map u0 7→ u is uniformly ontinuous (C
∞
).
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In this paper, we prove the following two results.
Theorem 1. Let Td be a general d-torus. Then the ubi Shrödinger
equation (1) is loally well posed in Hs for any s satisfying
s >
1
3
, d = 2,
>
d
2
−
d
d+ 1
, d ≥ 3, d odd,
>
d
2
− 1, d ≥ 4, d even.
Theorem 2. For d ≤ 3, the ubi Shrödinger equation (1) is globally
well posed in Hs for s ≥ 1. Moreover if u0 ∈ H
s
(s ≥ 1), then
‖u(t)‖Hs . t
A(s−1),
for every A suh that
A >
3
2
, d = 2,
>
15
2
, d = 3.
The main ingredient for the proofs of Theorems 1 and 2 is an L4
Strihartz estimates on the Shrödinger semi-group (Proposition 1). By
Fourier series, this is redued to asymptoti estimates on the number of
integer points in an ellipti annulus (Lemma 1). This line of researh
was initiated by Bourgain in the series of papers [Bou1-4℄. Here we
work out the ase of general d-torus for arbitrary d, where no number
theoretial assumptions are made on the ratios of the αj.
When d = 2, we use the geometri argument of Janik [J℄ to obtain
the exponent s0 = 1/3 in Theorem 1 for loal wellposedness. We note
that the generi estimate for ompat 2-manifolds is s0 = 1/2 from
[BGT1℄. Here it is important to remark that the improvement omes
from the strit onvexity of the level sets (ellipti annulus). Otherwise
the length of the boundary over the real and the integers are of the
same order giving s0 = 1/2. For example, for the irular dis of area
πR, Rs0 is preisely the error term in ounting the number of integers
in the dis. Viewing the problem this way, a natural lower bound for
s0 would be 1/4 from [CdV℄, while the best upper bound obtained so
far is 7/22 [Bom℄.
When d ≥ 3, our argument mainly uses analysis. (The argument
also applies to d = 2, but it only gives s0 = 1/2.) When d = 3, we
3obtain s0 = 3/4. In [Bou4℄, using a more involved analysis, this is
improved to s0 = 2/3.
One we have established the Strihartz estimates, the proof proeeds
via the routine of Xs,b spaes:
Denition 1.
Xs,b := {u ∈ S ′ so that ‖u‖Xs,b <∞}
where
‖u‖Xs,b := ‖e
−it∆u(t, .)‖Hb(Hs) = ‖(1 + |i∂t +∆|)
b/2(1−∆)s/2(u)‖L2.
We denote Xs,bT the set of restritions of these funtions to [0, T ] with
its norm :
‖u‖Xs,b := inf(‖v‖Xs,b , v suh that v|[0,T ] = u).
The organization of the paper is as follows: in setion 2, we prove
the Strihartz estimates, in setion 3, loal well-posedness and nally
in setion 4, we prove bounds on Sobolev norms in dimensions 2 and 3
for smooth initial data.
2. Strihartz estimates for general tori
Proposition 1. If f ∈ L2(Td) whose spetrum lies in [−N,N ]d, then
‖eit∆f‖L4tL4x . N
1
3‖f‖2L2, d = 2,
. N
d
2
− d
d+1
+ǫ‖f‖2L2, d ≥ 3, d odd,
. N
d
2
−1+ǫ‖f‖2L2, d ≥ 4, d even,
where L4t denotes L
4
t (lo) and ǫ > 0 is arbitrarily small.
The proof of the proposition redues to estimates on the (near) de-
generay fator. Preisely,
Lemma 1. If f ∈ L2(Td) whose spetrum lies in [−N,N ]d, then
‖eit∆f‖L4tL4x . ‖#Aℓ‖
1/2
∞ ‖f‖
2
L2,
where Aℓ = {m ∈ [−N,N ]
d | |Q(m)− ℓ| ≤ 1} and #Aℓ is the ardinal
number of Aℓ.
We rst prove a simple lemma on almost orthogonality.
Lemma 2. Let H be a Hilbert spae and (Hk)k∈[−N,N ]d subspaes of H.
Suppose that for any l and m, if hℓ ∈ Hℓ and hm ∈ Hm then
〈hℓ|hm〉 ≤
‖hℓ‖‖hm‖
1 + |ℓ−m|2
.
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Then for any sequene (hk) ∈
∏
kHk,
‖
∑
k
hk‖ ≤ C
∑
k
‖hk‖.
Proof. let ek = hk/‖hk‖ and
φ : ℓ2 → H,
(ck) 7→
∑
k
ckek.
Then, |||φ|||2ℓ2→H = |||tφφ|||ℓ2→ℓ2. Reall that ψ = tφφ is assoiated to
the matrix (〈eℓ|em〉)ℓ,m. We have assumed that
max
ℓ
∑
m
|ψℓ,m| ≤ C <∞
and
max
m
∑
ℓ
|ψℓ,m| ≤ C <∞.
Hene by Shur's lemma :
|||tφφ|||ℓ2→ℓ2 ≤ C,
where C is a onstant that does not depend on the hoie of hk, so the
proof is omplete. 
We now prove Lemma 1:
Proof.
‖eit∆f‖L4tL4x = ‖(e
it∆f)‖
L
p/2
t L
2
x
= ‖(
∑
a∈Zd
|
∑
n
fˆ(n)fˆ(a− n)eit(Q(n)+Q(a−n))|)1/2‖L2t
≤ (
∑
a∈Zd
‖
∑
n
fˆ(n)fˆ(a− n)eit(Q(n)+Q(a−n))‖L2t )
1/2. (2)
In order to ompute eiently, we shall deompose:
ga(t) =
∑
n
fˆ(n)fˆ(a− n)eit(Q(n)+Q(a−n))
=
∑
k
∑
|Q(n)+Q(a−n)−k|≤1/2
fˆ(n)fˆ(a− n)eit(Q(n)+Q(a−n)).
5Then aording to Lemma 2 and let cn = |fˆ(n)|, one has :
‖ga‖L2 . ‖
∑
|Q(n)+Q(a−n)−k|≤1/2
cnca−n‖ℓ2k
Let Q(n) + Q(a − n) = 2(Q(2n − a) + Q(a)), ℓ = 2k − Q(a) and
Aℓ = {m ∈ [−N,N ]
d
suh that |Q(m)− ℓ| ≤ 1}, the ondition |Q(n)+
Q(a− n)− k| ≤ 1/2 beomes 2n ∈ Aℓ. Then,
‖ga‖L2 . (
∑
ℓ
(
∑
2n∈Aℓ
cnca−n)2)1/2
. (
∑
ℓ
#Aℓ(
∑
2n∈Al
cnca−n))1/2
. (sup
ℓ
#Aℓ)
1/2(
∑
n
cnca−n)1/2
using Cauhy-Shwarz. Inserting this in (2), we obtain Lemma 1. 
(i) Estimates on ‖#Aℓ‖∞ for d ≥ 3.
Lemma 3.
‖#Aℓ‖∞ . N2s0 ,
where
s0 =
d
2
−
d
d+ 1
+ ǫ, d ≥ 3, d odd,
=
d
2
− 1 + ǫ, d ≥ 4, d even,
and ǫ > 0 is arbitrarily small.
Proof. Let φ be a funtion of fast deay at innity so that φˆ(τ) ≥ 0
and φˆ(τ) ≥ 1 on [−1, 1]. We have therefore
#Aℓ .
∑
m
φˆ(Q(m)− ℓ)
=
∫ ∑
m
eitQ(m)e−iℓtφ(t)dt.
Hene
‖#Aℓ‖
ℓ
p
p−4
ℓ
. (
∫
|
∑
m
eitQ(m)|p/4|φ(t)|dt)4/p (4 ≤ p ≤ 8),
whih is obvious when p = 4 and an be shown by almost-orthogonality
when p = 8. By interpolation, the previous inequality holds for any
4 ≤ p ≤ 8.
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Then,
‖#Aℓ‖
ℓ
p
p−4
ℓ
. (
∫
|
∑
m
eitQ(m)|p/4|φ(t)|dt)4/p
. (
∫
|
∑
m
eitQ(m)|p/4|φ(t)|dt)4/p
. (
∫
|
∑
m1
eitθ1m1 |p/4...|
∑
md
eitθ2m3 |p/4|φ(t)|dt)4/p
. (
∫
|
∑
−N≤k≤N
eitk|dp/4|φ(t)|dt)4/p (4 ≤ p ≤ 8).
Suppose d is even and write it as 2d′. Let p = 4, we have
‖#Aℓ‖ℓ∞ .
∫
|
∑
−N≤k≤N
eitk|2d
′
|φ(t)|dt
.
∫
|
∑
−N≤k1,...,kd≤N
eit(k1+...+k
2
d′
)|2|φ(t)|dt
.
∫
|
∑
m≤N2
rd′(m)e
itm||φ(t)|dt,
where rd′(m) = #(k1, ..., kd′) ∈ Z
d′
so that m = k1 + ... + k
2
d′. Sine
rd′(m) . m
(d−2)/2+ε
for d ≥ 4, we obtain the lemma for even d.
For odd d, d ≥ 3, take p = 4d+1
d
and write d+ 1 = 2d′. We have
‖#Aℓ‖ℓ∞ ≤ ‖#Aℓ‖ℓd+1
. (
∫
|
∑
−N≤k≤N
eitk|d+1|φ(t)|dt)
d
d+1
. (
∫
|
∑
−N≤k1,...,kd≤N
eit(k1+...+k
2
d′
)|2|φ(t)|dt)
d
d+1
. (
∫
|
∑
m≤N2
rd′(m)e
itm||φ(t)|dt)
d
d+1 ,
whih gives the lemma for odd d. 
The argument above gives s0 = 1/2 for d = 2, whih is the generi
bound for ompat 2-manifolds proven in [BGT1℄. In the present ase,
using onvexity and Janik's [J℄ geometri proof, we improve the bound
to s0 = 1/3. The Janik argument works in arbitrary d. For us, it is
only useful for d = 2.
7(ii) Estimates on ‖#Aℓ‖∞ for d = 2.
Lemma 4. Assume Σ1 is a losed strittly onvex hyper-surfae in R
d
ontaining 0 in its onvex envelope so the urvature is stritly positive.
Suppose for all X ∈ R∗+, ΣX is the image of Σ1 by homothety of enter
0 and sale X1/2. For any d + 1 non oplanar integer points in the
annulus formed by ΣX and ΣX+1, the largest pairwise distane is at
least CX
1
2(d+1)
, where C only depends on the urvature of Σ1 and d.
Corollary 1. For d = 2
‖#Aℓ‖∞ . N2/3.
Proof. For d = 2, Lemma 4 gives that the largest distane among 3
non olinear points & N1/3. Sine the number of olinear points in the
ellipti annulus is nite (uniform in N), this proves the orollary. 
Proof of Proposition 1. Inserting Lemma 3 and Corollary 1 into Lemma
1 gives Proposition 1. 
We now prove Lemma 4.
Proof. We rst suppose that these d + 1 non oplanar points: A1, ...,
Ad+1 are all on the hyper-surfae ΣX . We an always assume that the
largest distane between pars of points is less than X1/2. Sine ΣX
is stritly onvex, the polyhedron A1...Ad+1 is not at and its volume
1/d ∗ | det(
−−−→
A1A2, ...,
−−−−→
A1Ad+1)| is at least 1/d. Let A
′
1, ... , A
′
d+1 be the
homothetis respetively of A1, ... , Ad+1 aording to the sale X
−1/2
and D the largest pairwise distane of these points. The volume of
the polyhedron A′1...A
′
d+1 is of order X
−d/2/d. (D < 1, in view of the
restrition on the pairwise distane of points of A1, ..., Ad+1.)
Suppose we are in a oordinate system suh that A′1 maximises the
absissa, then the dierene in the ordinates is less than D and the
absisse D2. So
X−d/2/d . Dd+1
Hene D & X−d/(2(d+1)) and the largest pairwise distane of Aj is of
order X1/2 ∗X−d/(2(d+1)) = X1/(2(d+1)).
We now only assume that the Aj are non oplanar (and that the
largest pairwise distane is less than X1/2). The volume of the poly-
hedron A1...Ad+1 is again at least 1/d. Projet the d + 1 points Aj
onto ΓX and name them respetively as A
#
j (i.e. A
#
j = [O,Aj] ∩ ΣX).
We remark that AjA
#
j . X
−1/2
, whih an be seen as follows. Let
O be the origin, then OAj = OA
#
j + A
#
j Aj, OA
#
j = OA
′
j ∗ X
1/2
and
OAj ≤ OA
′
J ∗ (X + 1)
1/2
. So AjA
#
j ≤ OA1((X + 1)
1/2 −X1/2), whih
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gives AjA
#
j ≤ rX
−1/2
, where r is the distane between the origin and
Γ1.
So the volume of the polyhedron A#1 ...A
#
d+1 is at least 1/2d. As
before, let D be the largest pairwise distane of the homothetis A′j of
A#j :
det(
−−−→
A1A2, ...,
−−−−→
A1Ad+1)− det(
−−−−→
A#1 A
#
2 , ...,
−−−−−→
A#1 A
#
d+1) =
det(
−−−→
A1A2,
−−−−−−→
Ad+1A
#
d+1)− det(
−−−→
A1A2,
−−−→
A1A
#
1 )
+...
+det(
−−−→
A2A
#
2 ,
−−−−−→
A#1 A
#
d+1)− det(
−−−→
A1A
#
1 ,
−−−−−→
A#1 A
#
d+1)
≤ dD ∗X−1/2,
whih shows that the dierene in volume is o(1) sine D < X1/2.
This onludes the proof using the previous argument on the hyper-
surfae. 
3. Loal wellposedness
Proposition 2. If f1 and f2 ∈ L
2(Td) whose spetra lie in [−N1, N1]
d
and [−N2, N2]
d
, then
‖eit∆f1e
it∆f2‖L2tL2x . min(N1, N2)
s0‖f1‖L2‖f2‖L2 , (3)
where
s0 =
1
3
, d = 2,
=
d
2
−
d
d+ 1
+ ǫ, d ≥ 3, d odd,
=
d
2
− 1 + ǫ, d ≥ 4, d even,
and ǫ > 0 is arbitrarily small.
Proof. Suppose N1 ≤ N2. It is easy to show that Proposition 1 holds
more generally for f ∈ L2(Td) whose spetrum lies in a + [−N,N ]d,
a ∈ Zd and arbitrary. Let us deompose f2 :
f2 =
∑
i
f
(i)
2 =
∑
i
1iN1≤(−∆)1/2≤(i+1)N1f2.
Then using almost orthogonality and Hölder's inequality, we have
9‖eit∆f1e
it∆f2‖L2tL2x = ‖
∑
i
eit∆f1e
it∆f
(i)
2 ‖L2tL2x
. (
∑
i
‖eit∆f1e
it∆f
(i)
2 ‖L2tL2x)
1/2
. (
∑
i
‖eit∆f1‖L4tL4x‖e
it∆f2‖L4tL4x)
1/2
. N s01 ‖f1‖L2
∑
i
‖f
(i)
2 ‖L2)
1/2
. N s01 ‖f1‖L2‖f2‖L2

Proposition 3. Let (M, g) be a ompat Riemannian d−manifold. As-
sume (3) holds with 0 ≤ s0 < 1 for any f1, f2 ∈ L
2(M) with spetra in
[−N1, N1]
d
, [−N2, N2]
d
, then the NLSE is smoothly loally well posed
in Hs for every s > s0.
Proof of Theorem 1. This follows diretly from Propositions 2 and 3.

The proof of Proposition 3 uses the Xs,b spaes, see [Bou3, BGT2, Z℄.
For ompleteness, we reprodue the arguments. Below we assume the
hypothesis in Proposition 3 holds.
Proposition 4. If f1, f2, f3, f4 ∈ L
2(M) whose spetra lie respetively
in [N1, 2N1]
d
, [N2, 2N2]
d
, [N3, 2N3]
d
, [N4, 2N4]
d
and if χ is a funtion
ompatly supported in R then,
sup
τ∈R
∫
R
∫
M
χ(t)eitτu1u2u3u4dxdt . m(N1, N2, N3, N4)
s0‖f1‖L2‖f2‖L2‖f3‖L2‖f4‖L2 ,
(4)
where uj = e
it∆fj, m(N1, N2, N3, N4) is the produt of the two smallest
Nj, j = 1, ...4 and s0 as in Proposition 3.
Proof. Suppose that m(N1, N2, N3, N4) = N1N3. Then,
sup
τ∈R
∫
R
∫
M
χ(t)eitτu1u2u3u4dxdt . ‖u1u2‖L2‖u3u4‖L2
. N s01 ‖f1‖L2‖f2‖L2 ∗N
s0
3 ‖f3‖L2‖f4‖L2
. m(N1, N2, N3, N4)
s0‖f1‖L2‖f2‖L2‖f3‖L2‖f4‖L2

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Lemma 5. Under the assumption (4), for every b > 1/2 and every u1,
u2, u3, u4 ∈ X
0,b
whose spetra (relative to the spae variable) lie re-
spetively in [N1, 2N1]
d
, [N2, 2N2]
d
, [N3, 2N3]
d
, [N4, 2N4]
d
, the following
holds: ∫
R
∫
M
u1u2u3u4dxdt . m(N1, N2, N3, N4)
s0
∏
1≤i≤4
‖ui‖X0,b . (5)
Proof. Assume rst that u3 and u4 are supported in [0, 1] in the time
variable and that χ = 1 in [0, 1]. Let u∗j = e
−it∆uˆj and take the Fourier
transformation in time, one has:
(
u1u2u3u4
)
(t) =
∫
R
∫
R
∫
R
∫
R
eit(τ1−τ2+τ3−τ4)eit∆u∗1(τ1)eit∆u
∗
2(τ2)
eit∆u∗3(τ3)eit∆u
∗
4(τ4)
dτ
(2π)4
By Funini :
I :=
∫
R
∫
M
u1u2u3u4dxdt
=
∫
...
∫
χ(t)eit(τ1−τ2+τ3−τ4)eit∆u∗1(τ1)eit∆u
∗
2(τ2))e
it∆u∗3(τ3)
eit∆u∗4(τ4)dtdx
dτ
(2π)4
.
The assumption (4) says that :
|I| . m(N1, N2, N3, N4)
s0
∫
R
∫
R
∫
R
∫
R
∏
j
‖uj‖L2(M)(τj)dτ.
Sine (1 + τ 2)b is integrable, using Cauhy-Shwartz inequality one
obtains (5).
In the general ase, deomposing the support of u3 and u4 and using
almost orthogonality, one proves (5). 
Lemma 6.∫
R
∫
M
u1u2u3u4dxdt . m(N1, ..., N4)
d/2
∏
1≤i≤4
‖ui‖X0,1/4
Proof. Suppose that m(N1, ..., N4) = N1N3, from Hölder and Sobolev
inequalities:
11
∫
R
∫
M
u1u2u3u4dxdt . ‖u1u2‖L2L2‖u3u4‖L2L2
≤ C‖u1‖L4L∞‖u2‖L4L2‖u3‖L4L∞‖u4‖L4L2
≤ C(N1N3)
d/2‖u1‖L4L2‖u2‖L4L2‖u3‖L4L2‖u4‖L4L2
≤ C(N1N3)
d/2
∏
1≤i≤4
‖ui‖X0,1/4 ,
using the embedding X0,1/4 ⊂ L4L2 (Sobolev injetion in t applied to
e−it∆u(t)). 
Lemma 7. For every s > s0, there exists b < 1/2 suh that (5) holds
(with s replaing s0).
Proof. Deompose uj as follows:
uj =
∑
Kj
uj,Kj
uj,kj = 1Kj≤1+|i∂t+∆|≤Kj+1(uj)
where Kj are dyadi integers. Hene,
‖uj‖X0,b ≃
∑
Kj
K2bj ‖uj,Kj‖L2 ≃
∑
Kj
‖uj,Kj‖X0,b
Then, if b > 1/2, the previous two lemme an be interpreted as
|I(u1, u2, u3, u4)| ≤ Cm(N1, N2, N3, N4)
s0∑
K1,K2,K3,K4
(K1K2K3K4)
b
∏
j
‖uj,Kj‖L2
and
|I(u1, u2, u3, u4)| ≤ Cm(N1, N2, N3, N4)
d/2
∑
K1,K2,K3,K4
(K1K2K3K4)
1/4
∏
j
‖uj,kj‖L2
Hene for s > s0, one an hoose b suiently lose to 1/2 and inter-
polate between the two inequalities to obtain :
|I(u1, u2, u3, u4)| ≤ Cm(N1, N2, N3, N4)
s
∑
K1,K2,K3,K4
(K1K2K3K4)
b
∏
j
‖uj,kj‖L2
with b < 1/2. 
12 F. CATOIRE AND W.-M. WANG
Lemma 8. If b and b′ are suh that 0 ≤ b′ < 1/2 and 0 ≤ b+b′ < 1 and
if T ∈ [0, 1], then there exists C suh that if w(t) =
∫ t
0
S(t− t′)f(t′)dt′
then ‖w‖Xs,bT
≤ CT 1−b−b
′
‖f‖
Xs,−b
′
T
.
Proof. See [G℄ for a proof of this lemma 
Lemma 9. If s > s0 then there exist b and b
′
suh that 0 < b′ < 1/2 < b
and b+ b′ < 1 so that :
‖u1u2u3‖Xs,−b′T
. ‖u1‖Xs,bT
‖u2‖Xs,bT
‖u3‖Xs,bT
To prove Lemma 9, we need the following inequality, (see [BGT2℄ for
a proof).
Lemma 10. Let Pλ (λ ≥ 0) be the orthogonal projetion onto ker (−∆−
λ2). There exists C > 0 suh that if 0 ≤ λj ≤ λ4 for j = 1, 2, 3 then
for every p > 0, there exists Cp so that for every wj ∈ L
2(M)
∫
M
Pλ1(w1)Pλ2(w2)Pλ3(w3)Pλ4(w4)dx ≤
Cpλ
−p
4 ‖w1‖L2‖w2‖L2‖w3‖L2‖w4‖L2.
Proof of Lemma 9. By a duality argument, one only needs to prove:
∣∣∣∣
∫
R×M
u1u2u3u4dx dt
∣∣∣∣ . ‖u1‖Xs,b‖u2‖Xs,b‖u3‖Xs,b‖u4‖X−s,b′ .
Deomposing the four funtion as :
uj =
∑
Nj
uj,Nj
uj,Nj = (1)
√
1−∆∈[Nj ,2Nj ](uj)
with Nj being dyadi integers. Then the integral an be writen as the
sum of terms of the form:
J(N1, N2, N3, N4) =
∫
R×M
u1,N1u2,N2u3,N3u4,N4dx dt.
Without restritions, suppose that N1 ≤ N2 ≤ N3. Let s
′
be suh that
s0 < s
′ < s. Lemma 7 gives b′ < 1/2 so that
|J(N1, N2, N3, N4)| . (N1N2)
s′‖u1‖X0,b′‖u2‖X0,b′‖u3‖X0,b′‖u4‖X0,b′
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Hene,
∣∣∣∣
∫
R×M
u1u2u3u4dx dt
∣∣∣∣ .
∑
Nj
(N1N2)
(s′−s)(
N4
N3
)s
3∏
j=1
‖uj,Nj‖Xs,b′‖u4,N4‖X−s,b′ .
We distinguish two types of terms, the ones with N4 ≤ CN3 and the
others. For the rst ones, we use Cauhy-Shwarz inequality to bound
by :
(
∑
Nj
(N1N2)
2(s′−s)(
N4
N3
)2s
∑
Nj
4∏
j=1
‖uj,Nj‖Xs,b′‖u4,N4‖X−s,b′ )
1/2.
The prefator is bounded by :
(
∑
N1
N s
′−s
1
∑
N2
N
(s′−s)/2
2
∑
N3
(N
(s′−s)/2
3
∑
N4≤CN3
(
N4
N3
)2s))1/2.
Every series is bounded, sine the sum is over dyadi integers, the
fourth series is equivalent to its last term N2s3 /N
2s
3 . For the terms so
that N4 > CN3, we use Lemma 10.
Let p > s, one has:
|J(N1, N2, N3, N4)| . N
−p
4
∫
R
∏
j
‖uj,Nj(t)‖Ldt
. N−p4
∏
j
‖uj,Nj(t)‖L4L2
. N−p4
∏
j
‖uj,Nj(t)‖X0,1/4
. N−p4
∏
j
‖uj,Nj(t)‖X0,b′
. (N1N2N3)
−sN−p+s4 ‖u1,N1(t)‖Xs,b′
‖u2,N2(t)‖Xs,b′‖u3,N3(t)‖Xs,b′‖u4,N4(t)‖X−s,b′ .
Using Cauhy-Shwarz, the above is bounded by
‖u1‖Xs,b′‖u2‖Xs,b′‖u3‖Xs,b′‖u4‖X−s,b′ .
Choosing b suh that 1/2 < b < 1− b′ onludes the proof. 
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Proof of Proposition 3. Lemme 8 and 9 show that the seond term in
the Duhamel formula:
u(t) = eit∆u0 − i
∫ t
0
ei(t−τ)∆(|u(τ)|2)u(τ)dτ
is a ontration in Xs,bT and for T suiently small has norm less than
1. Moreover this norm only depends on b, b′ (f. Proposition 2.11 of
[BGT2℄). Hene we have proved Proposition 3. In ase s ≥ 1, T an
be shown [Z℄ to depend only on ‖u‖H1(M), whih is uniformly bounded
in time. .
4. Bounds on Sobolev norms
Theorem 2 follows from the following:
Proposition 5. Let (M, g) be a ompat Riemannian d-manifold. As-
sume (3) holds with 0 ≤ s0 < 1 for any f1, f2 ∈ L
2(M) with spetra
in [−N1, N1]
d
, [−N2, N2]
d
. If u ∈ C(R, Hs(M)) is the solution to the
Cauhy problem with the initial datum u0 ∈ H
s(M), s ≥ 1:
i∂tu+∆u = |u|
2u
u(0, x) = u0(x),
then
‖u(t)‖Hs . t
A(s−1)
for every A suh that
A−1 < 1− s0, if d = 2,
< (1−
d− 2
2(d− 2s0)
)(1−
d− 2
d− s0 − 1
), if d ≥ 3 .
For ompleteness, we present the proof of the proposition, whih is
adapted from the proof in [Z℄, see also [Bou3℄.
Proof. Suppose s is an even integer written as 2r. This is no restrition
as one the proposition is proven for every even integer, by interpola-
tion, the result holds for every s > 1. From Proposition 3, the loal
existene time T only depends on the H1 norm. By elementary itera-
tion proess, the solution is therefore global.
Let tj = j ∗ T/2. Sine L
2
norm is onserved, one only needs to
majorize ‖∆ru‖L2. Hene :
‖∆ru(tj+1)‖
2
L2 − ‖∆
ru(tj)‖
2
L2 =
∫
[tj ,tj+1]
∂t‖∆
ru‖L2dt
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and
∂t‖∆
ru‖L2 = 2ℜ
∫
M
∂t∆
ru∆rudx
= 2ℜ(
∫
M
∆r(−i|u|2u+ i∆u)∆rudx)
= 2ℑ(
∫
M
∆r(uu2)∆rudx),
sine ℑ(
∫
M
∆(∆ru)∆rudx) = 0.
Computing ∆r(uu2), there are three types of terms. The rst type
is the one where all the derivatives from ∆ at on u:∫
M
|∆ru|2|u|2dx,
whih is real and so makes no ontribution. The seond type is the one
where all the derivatives at on u:∫
M
(∆ru)2(u)2dx,
whih is the most diult to deal with. In all other terms, the deriva-
tives do not at on the same fator. They are of the form:∫
M
∂α1x u∂
α2
x u∂
α3
x u∆
rudx,
where the integers αj are suh that their sums equal to 2r = s and at
most one of them is zero.
We rst deal with the third type of terms where no αj is zero. The
estimates from Lemma 9 are ruial.
∫
[tj ,tj+1]
∫
M
∂α1x u∂
α2
x u∂
α3
x u∆
rudxdt . ‖∆ru‖X−s0−ε,b‖∂
α1
x u∂
α2
x u∂
α3
x u‖Xs0+ε,−b
. ‖∆ru‖X−s0−ε,b‖∂
α1
x u‖Xs0+ε,b‖∂
α2
x u‖Xs0+ε,b‖∂
α3
x u‖Xs0+ε,b
. ‖u‖Xs−s0−ε,b‖u‖Xα1+s0+ε‖u‖Xα2+s0+ε‖u‖Xα3+s0+ε
Writing Xs−s0−ε,b as the interpolate between (Xs,b, 1 − s0+ε
s−1 ) and
(X1,b, s0+ε
s−1 ), one has:
‖u‖Xs−s0−ε,b . ‖u‖
1− s0+ε
s−1
Xs,b
‖u‖
s0+ε
s−1
X1,b
. ‖u(tj)‖
1− s0+ε
s−1
Hs .
Sine eah αj is at least 1,X
αj+s0+ε,b
is the interpolate between (Xs,b,
s0+ε+αj−1
s−1 )
and (X1,b,
s−αj−s0−ε
s−1 ):
‖u‖Xαj+s0+ε . ‖u‖
s0+ε+αj−1
s−1
Hs .
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The ontribution of these terms are at most |u‖
1+2
s0+ε
s−1
+ s−3
s−1
Hs i.e., |u‖
2−2 1−s0−ε
s−1
Hs .
The same omputation gives a ontribution of |u‖
2− 1−s0−ε
s−1
Hs when one αj
is allowed to be zero.
Returning to the term:
∫
M×[0,T ]
(∆ru¯)2u2dxdt,
let us write u0 = ∆
ru = u1, u2 = u = u3 and prove
J =
∫
M×[0,T ]
u0u1u2u3dxdt . ‖u0‖X0,b‖u1‖X−c,b‖u2‖X1,b‖u3‖X1,b (6)
for some c to be determined.
Let Pλ be the orthogonal projetion onto the eigenspae with eigen-
value λ2 as before and deompose uj =
∑
Nj
u
Nj
j =
∑
Nj
∑
Nj≤λ≤2Nj Pλuj
with Nj being dyadi integers. Then,
|J | ≤
∑
N
J(N) =
∑
N
|
∫
M×[0,T ]
uN00 u
N1
1 u
N2
2 u
N3
3 dxdt|.
Sine terms suh that N0 ≥ N1+N2+N3 are taken are of by Lemma
10, we suppose that N0 ≤ N1+N2+N3. Let 0 < δ < 1, ε and b > 1/2.
They will be hosen later, ε is only meant to be as small as desired so
2ε will be writen as ε to avoid useless omputation. Let us rst study
the terms where N δ1 ≤ N2, (the terms where N
δ
1 ≤ N3 are similar).
J(N) ≤ ‖u0u2‖L2(M×[0,T ])‖u1u3‖L2(M×[0,T ])
≤ min(N0, N2)
s0+εmin(N1, N3)
s0‖u0‖X0,b‖u1‖X0,b‖u2‖X0,b‖u3‖X0,b
≤ (N0N1N2N3)
−ε(N0N1)ε(N2N3)s0−1+ε‖u0‖X0,b‖u1‖X0,b‖u2‖X1,b‖u3‖X1,b ,
where s0−1+ ǫ < 0 if ε is small enough, N
δ
1 ≤ N3, N0 ≤ N1+N2+N3
and of ourse, N1 ≤ N1 +N2 +N3. So,
J(N) ≤ (N0N1N2N3)
−εN ε1N
s0−1+ε
3 ‖u0‖X0,b‖u1‖X0,b‖u2‖X1,b‖u3‖X1,b
≤ (N0N1N2N3)
−εN δ(s0−1)+ε1 ‖u1‖X0,b‖u2‖X1,b‖u3‖X1,b
≤ (N0N1N2N3)
−ε‖u0‖X0,b‖u1‖Xδ(s0−1),b‖u2‖X1,b‖u3‖X1,b ,
whih proves (6) in this ase with c = δ(s0 − 1).
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For the terms where N δ1 ≥ N2 et N
δ
1 ≥ N3, more deomposition is
needed. Let
u
Nj ,Lj
j =
1
2π
∑
Nj≤λ≤2Nj
∫
τ+λ
eitτ P̂λuj(τ)dτ.
(We remark that this deomposition, the Xs,b spaes and norms are
inspired by the same intuition.) Hene,
J(N) ≤
∑
L
|
∫
R×M
uN0,J00 u
N1,J1
1 u
N2,J2
2 u
N3,J3
3 dxdt|
≤
∑
L
|
∫
{τ0+τ1+τ2+τ3=0}×M
uˆN0,L00 uˆ
N1,L1
1 uˆ
N2,L2
2 uˆ
N3,L3
3 dxdτ |
For eah term of this sum, we will deompose the integral depending
on whether |τ2| ≤ 1/4N
2
1 and |τ3| ≤ 1/4N
2
1 or if one of these statements
fails.
In order to deal with the rst ase, notie that :
|τ0 + λ0|+ |τ1 + λ1| ≥ |τ0 + τ1 + λ0 + λ1|
≥ |λ0 + λ1| − |τ0 + τ1|
≥ λ1 − |τ2 + τ3|
≥ 1/2N21
Hene, if L0 + L1 ≥ 1/2N
2
1 does not hold, the term will be zero.
Then L0L1 ≥ 1/2N
2
1 − 1. So the term an be bounded by :
J(N,L) . ‖uN0,L00 ‖L4tL2x‖u
N1,L1
1 ‖L4tL2x‖u
N2,L2
2 ‖L2tL∞x ‖u
N3,L3
3 ‖L2tL∞x
. (N2N3)
d/2Πj‖u
Nj ,Lj
j ‖L4tL2x
. (N2N3)
d/2Πj‖u
Nj ,Lj
j ‖X0,1/4
.
(N2N3)
d/2−1
(L0L1L2L3)b−1/4
‖u0‖X0,b‖u1‖X0,b‖u2‖X1,b‖u3‖X1,b
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Summing over L, we obtain∑
L
J(N,L)
.
∑
L0,L1
(N2N3)
d/2−1
(L0L1)b−1/4
‖u0‖X0,b‖u1‖X0,b‖u2‖X1,b‖u3‖X1,b
.
∑
L0,L1
N
2(1/4−b+ε)
1 (N2N3)
d/2−1
(L0L1)ε
‖u0‖X0,b‖u1‖X0,b‖u2‖X1,b‖u3‖X1,b
. N
−2(b−1/4−ε)
1 (N2N3)
d/2−1‖u0‖X0,b‖u1‖X0,b‖u2‖X1,b‖u3‖X1,b
. (N0N1N2N3)
−εN ε0N
−2(b−1/4)
1 N
d/2−1+ε
2 N
d/2−1+ε
3 ‖u0‖X0,b‖u1‖X0,b‖u2‖X1,b‖u3‖X1,b
. (N0N1N2N3)
−εN−2(b−1/4)+ε(2+2δ)+δ(d−2)1 ‖u0‖X0,b‖u1‖X0,b‖u2‖X1,b‖u3‖X1,b
. (N0N1N2N3)
−ε‖u0‖X0,b‖u1‖Xc,b‖u2‖X1,b‖u3‖X1,b ,
where c′ = −2(b− 1/4) + ε(2 + 2δ) + δ(d− 2).
Finally in the seond ase |τ2| > 1/4N1 (or |τ3| > 1/4N1). Notie
that
|τ2 + λ2| > τ2 − λ2 > 1/2N1.
Then unless L2 > N1, the term is zero. So omputing as previously :
J(N,L) .
(N2N3)
d/2−1
(L0L1L2L3)b−1/4
‖u0‖X0,b‖u1‖X0,b‖u2‖X1,b‖u3‖X1,b .
Summing over L:∑
L
J(N,L)
.
∑
L2
(N2N3)
d/2−1L−(b−1/4)2 ‖u0‖X0,b‖u1‖X0,b‖u2‖X1,b‖u3‖X1,b
.
∑
L2
(N0N1N2N3)
−εN ε0N
ε−2(b−1/4)
1 (N2N3)
d/2−1+εL−ε2 ‖u0‖X0,b‖u1‖X0,b‖u2‖X1,b‖u3‖X1,b
. (N0N1N2N3)
−εN−2(b−1/4)+ε+2δ(d/2−2)1 ‖u0‖X0,b‖u1‖X0,b‖u2‖X1,b‖u3‖X1,b
. (N0N1N2N3)
−ε‖u0‖X0,b‖u1‖Xc′′,b‖u2‖X1,b‖u3‖X1,b ,
where c′′ = −2(b− 1/4) + ε+ 2δ(d/2− 1).
Reall we have just proved that ‖∆ru(tj+1)‖
2
L2 − ‖∆
ru(tj)‖
2
L2 an
be written as the sum of terms whih are respetively bounded by
‖u‖
2−2 1−s0−ε
s−1
Hs , ‖u‖
2−1 1−s0−ε
s−1
Hs , ‖u‖Hs‖u‖Hs−c ,‖u‖Hs‖u‖Hs−c′ or ‖u‖Hs‖u‖Hs−c,
sine ‖u‖H1 is bounded with c = δ(s0− 1), c
′ = c′′ = −2(b− 1/4)+ ε+
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2δ(d/2−1). When d = 2, c > c′ for any δ < 1. When d ≥ 3, we equate
c with c′ and let δ = 2(b−1/4)
d−s0−1 , then c =
2(b−1/4)(s0−1)
d−s0−1 By interpolation,
one has ‖u‖Hs‖u‖Hs−c′ ≤ |u‖
2− c
s−1
Hs as b an be hoosen lose to 1/2, so
c = (1−s0)
2(d−s0) .
Using the above bounds and integrating the dierential inequality,
we obtain the proposition. 
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