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Abstract
In this paper we answer Open Problem 2 of Goodearl’s book on
partially ordered abelian groups in the case of partially ordered sim-
ple groups. As a consequence, we obtain a version of the Theorem of
structure of dimension groups in the case of simple Riesz groups. Also,
we give a method for constructing torsion-free strictly perforated simple
Riesz groups of rank one, and we see that every dense additive subgroup
of Q can be obtained using this method.
Introduction
In [5], Effros, Handelman and Shen gave one of the most important results
in the theory of ordered groups: the Theorem of structure of dimension groups.
This Theorem characterizes these groups as direct limits of direct systems of
∗Partially supported by DGICYT grants no. PB-93-0900 and PB-95-0626, and by the
Comissionat per Universitats i Recerca de la Generalitat de Catalunya. This paper is part
of the author’s Ph. D. Thesis, written under the supervision of Professor P. Ara.
simplicial groups (i.e., groups of the form Zn for some n ∈ N, endowed with the
product ordering). It is closely related to a previous paper [6], where Elliott
stated the classification of all AF C∗-algebras, by using the ordered K0 group as
an invariant. Thus, a natural question, in order to study the structure of wider
classes of ordered abelian groups – as well as for its potential applications to
K-Theory – is how far one could go in the way of obtaining (partial) versions of
this Theorem in the case of groups satisfying weaker hypotheses. In particular,
Goodearl, in Open Problems 1 and 2 of [8], asks what kind of results about
dimension groups hold without the unperforation assumption. These questions
are related with [7, Open Problem 27], where the question is whether K0(R)
is unperforated and torsion-free for every unit-regular ring R, and also with
the analogous questions for simple C∗-algebras of real rank zero, which can be
found in [3]. These questions have negative answers, as shown by Goodearl
in [9] for the case of simple unit-regular rings, and by Blackadar in [2] for the
case of simple C∗-algebras of real rank zero, with the construction of rings
of these two classes whose K0 group is an interpolation group with torsion.
Nevertheless, as far as we know, there are no known examples of Grothendieck
groups in those classes that are simultaneously perforated and torsion-free.
In this note, we use the results of [12] about the density of the image of the
representation of a pre-ordered abelian group with order-unit into the space of
affine and continuous functions on its state space to answer [8, Open Problem
2] in the affirmative, as far as simple Riesz groups are concerned, because the
answer in the general case is negative, as Dugas shows in [4] by constructing
a counterexample. This result allows us to obtain a version of the Theorem
of Effros, Handelman and Shen in the case of simple Riesz groups, by using
building blocks similar to simplicial groups. Unfortunately, our version only
guarantees that this kind of groups are direct limits of some basic building
blocks, not all of which are necessarily simple. Also, we give a method for
building examples of torsion-free strictly perforated simple Riesz groups, which
shows that our generalization is not vacuous (after we constructed our example,
K. R. Goodearl informed us of an unpublished example of Lawrence [10] with
the same pathology, which is different from ours. Also, in the final revision of
this note, the referee communicated us that the existence of an example similar
to ours was quoted by Wehrung, without proof, in [13]). In fact we show that
every dense additive subgroup of Q containing Z can be built in this way.
Throughout this note we will refer to [8] for notations and definitions on
partially ordered abelian groups. We recall here some basic definitions about
the context of this note. Given an abelian group G, a cone of G is an additive
submonoid P of G containing zero, and we say that the cone P is strict if
P ∩ (−P ) = {0}. Thus, a partially ordered abelian group is an abelian group
G endowed with a strict cone, called the positive cone of G and denoted by
G+, whose elements are called the positive elements of G. Also, we denote
G++ = G+ \ {0} (so that Z++ = N). A partially ordered abelian group G is
said to be directed provided that any element can be written as a difference of
two positive elements. Given a partially ordered abelian group G, an element
u ∈ G is said to be an order-unit provided that u ∈ G++ and for each element
x ∈ G there exists n in N such that x ≤ nu (in particular a group with
order-unit is directed). A partially ordered abelian group is said to be simple
when it is nonzero and every nonzero positive element is an order-unit. A
partially ordered abelian group G is said to be (strictly) unperforated provided
that for all x ∈ G and for all n ∈ N, if nx ∈ G+ (nx ∈ G++), then x ∈ G+
(x ∈ G++). Finally, a partially ordered abelian group is an interpolation group
if for all x1, x2, y1, y2 ∈ G such that ∀i, j xi ≤ yj, there exists an element z ∈ G
such that ∀i, j xi ≤ z ≤ yj. A Riesz group is a directed interpolation group.
1 The main result
In this section we will state a (partial) version of the Theorem of structure
of dimension groups in the case of torsion-free simple Riesz groups. The key
point to obtain this result is the fact that we can answer in the affirmative [8,
Open Problem 2] in the case of simple Riesz groups. This problem asks if the
interpolation property of a partially ordered abelian group is preserved if we
replace G+ by: (a) the set of elements x ∈ G such that mx ∈ G+ for some
m ∈ N; (b) the set of elements x ∈ G such that 2nx ∈ G+ for some n ∈ N.
Notice that our result proves that a simple Riesz group is, essentially, a simple
dimension group in which we have “suppressed” some elements of the positive
cone (in particular, as we will see, it could be realized as a direct limit of some
special building blocks).
As we noticed above, we will show that the answer to [8, Open Problem 2]
is affirmative in the case of simple groups (the non simple case is taken care of
in Dugas’ example [4]). To do this, we recall a definition that will be necessary.
Let (G, u) be a partially ordered abelian group with order-unit, and let Φ :
G→ Aff(S(G, u)) be the natural affine and continuous representation map (see
[8, p. 117]). A partially ordered abelian group with order-unit (G, u) is said
to satisfy condition (D) provided that Φ(G+) is dense in Aff(S(G, u))+ (this
definition was introduced in [1]). Also recall that, according to [8, Proposition
14.3], the state space of a noncyclic simple Riesz group contains no discrete
states. Then, by applying [12, Theorem 3.5] we obtain the following result
Lemma 1.1 If (G, u) is a noncyclic, simple Riesz group with order-unit, then
G satisfies condition (D). 2
Definition 1.2 Let G be a partially ordered abelian group. Then, we define
the strict unperforated cone of G to be
G(c)+ = {x ∈ G : (∃n ∈ N)(nx ∈ G++)} ∪ {0}.
Obviously G(c)+ is a strict cone, and we call the canonical strictly unperforated
image of G, denoted by G(c), the group G endowed with this new cone. Notice
that, if G is torsion-free, then G(c)+ = {x ∈ G : (∃n ∈ N)(nx ∈ G+)}, as 0 is
not a special case. In order to make clearer the arguments below, we will say
that x ∈ G is a perforated element provided that x ∈ G(c)+ \G+.
As a consequence, we can show the desired result:
Theorem 1.3 Let G be a partially ordered abelian group. Then G(c) is strictly
unperforated. Furthermore, if u ∈ G is a fixed order-unit, then S(G, u) =
S(G(c), u). Finally, if G is a simple Riesz group, so is G(c).
Proof. The first two claims hold directly from Definition 1.2. Also, if G is
simple, so is G(c). Clearly, we can assume that G is noncyclic by [8, Theorem
14.3], and then, as (G, u) satisfies condition (D), so does (G(c), u). Moreover,
S(G(c), u) is a Choquet simplex by [8, Theorem 11.4]. Hence, G(c) is a Riesz
group because of [11, Proposition 2.7]. 2
For simple groups, Theorem 1.3 answers [8, Open Problem 2] in the case (a).
In order to answer it in case (b) we apply the proof of Theorem 1.3 to the group
G endowed with the positive cone G̃+ = {x ∈ G : (∃n ∈ N)(2nx ∈ G++)}∪{0}.
We will define now the basic building blocks to construct perforated direct
limits.
Definition 1.4 Let H be a partially ordered abelian group. We will say that
H is a quasi-simplicial group if H(c) is a simplicial group.
Observe that, aside from simplicial groups, this kind of groups are not
directed, or are not interpolation groups. Now, we will prove the main result
of this section:
Theorem 1.5 If G is a directed torsion-free group such that G(c) is a di-
mension group, then there exists a direct system (Hi, g̃i)i∈I of quasi-simplicial
groups such that G = lim−→ Hi.
Proof. To see this result, it suffices to prove that, if G1 is a quasi-simplicial
group, and g1 : G1 → G is a positive morphism, then there exist a quasi-sim-
plicial group G2, and there exist positive morphisms h : G1 → G2 and g2 :
G2 → G such that g1 = g2h and Ker g1 = Kerh. If this assertion holds, then
the rest of the proof is analogous to [8, Theorem 3.17] and [8, Theorem 3.19].
By the nature of G1 and G, we can send the problem to G1
(c) and G(c)
throughout the identity morphism between partially ordered abelian groups
and their canonical strictly unperforated images. Now, by [8, Proposition
3.16], there exists a simplicial group G̃2 and there exist positive morphisms
g̃2 : G̃2 → G(c) and h̃ : G1(c) → G̃2 such that g1 = g̃2h̃ and Ker g1 = Ker h̃.
Now, view g̃2 and h̃ as homomorphisms of partially ordered abelian groups from
G1 to G̃2 and from G̃2 to G respectively. Notice that g̃2(G̃2
+
) is a subcone of




that is a strict cone, and we verify that G2
(c)+ = G̃2
+
. For all x ∈ G(c)+2 there
exists n ∈ N such that nx ∈ G2+, thus a fortiori nx ∈ G̃2
+
, and hence, since
G̃2
+
is a simplicial group, x ∈ G̃2
+
. Conversely, if x ∈ G̃2
+
, then g̃2(x) ∈ G(c)+,
i.e., there exists n ∈ N such that ng̃2(x) ∈ G+ (because G is torsion-free), so
that nx ∈ g̃2−1(G+), but also nx ∈ G̃2
+
, so that nx ∈ G+2 . Hence x ∈ G
(c)+
2 ,
and so we have proved that G2
(c)+ = G̃2
+
. In particular, this means that
h̃(G+1 ) ⊆ G+2 . Thus the assertion holds. So the result is proved in the same
way of [8, Theorem 3.17, Corollary 3.18 and Theorem 3.19]. 2
In particular, this result allows us to understand better the structure of
torsion-free simple Riesz groups.
Corollary 1.6 Every torsion-free simple Riesz group is a direct limit of a
direct system of quasi-simplicial groups.
Proof. Simply notice that, by Theorem 1.3, such a group satisfies the hypothe-
ses of Theorem 1.5, whence the result holds. 2
2 Additive subgroups of the rationals
In this section we show some (probably well-known) results relating additive
subgroups of Q and generalized integers.
From now on, let P denote the set of all primes. If a and b are integers, we
write a | b (respectively a⊥b) for “a divides b” (respectively “ g.c.d.(a, b) = 1”).
Definition 2.1 A generalized integer n is a map
n : P −→ {0, 1, 2, . . . ,∞}.





When n is finite (i.e. it never takes the value∞ and it is zero except at finitely
many primes), we identify n with the integer appearing on the right hand side
of (1).
Notice that the notion of divisibility of integer numbers extends to the
context of generalized integers: given m, n ∈ Ñ, we say that n | m if there exists
n′ ∈ Ñ such that m = n ·n′, that is, for each p ∈ P we have m(p) = n(p)+n′(p).
Lemma 2.2 Let n be a generalized integer. Then:
(i) If a, b ∈ N and a | n, b | n, then l.c.m.(a, b) | n.
(ii) Let n be infinite, and let a ∈ N. If a | n, then n/a is also infinite.
(iii) Let n be infinite, and let a ∈ N. Then there exists b ∈ N with a ≤ b such
that b | n.
Proof. (i) It is obvious by the above remark.
(ii) As n is infinite,
∑
p∈P
n(p) = ∞, while ∑
p∈P
a(p) < ∞ because a ∈ N. So
the result holds by definition.
(iii) Let k be the least positive integer such that a ≤ 2k. Since n is infinite,
there exist positive integers r,m1, . . . ,mr and there exist p1, . . . , pr ∈ P such
that mi ≤ n(pi) for all i ∈ {1, . . . , r} and
r∑
i=1





notice that b | n. Since p ≥ 2 for all p ∈ P, we have a ≤ 2k ≤ b, so we are
done. 2
Lemma 2.3 Let G be an additive subgroup of Q containing 1, and let a, b be
natural numbers. Then:
(i) If a⊥b and a/b ∈ G, then 1/b ∈ G.
(ii) If b | a and 1/a ∈ G, then 1/b ∈ G.
(iii) If 1/a, 1/b ∈ G, then 1/l.c.m.(a, b) ∈ G.
Proof. (i) Since a⊥b, there exist r, s ∈ Z such that ar + bs = 1. Then, as
1 ∈ G, so is ra/b+ s = (ar)/b+ (bs)/b = 1/b, as desired.
(ii) There exists a natural number c such that a = bc. Then, 1/b = c/bc =
c/a ∈ G.
(iii) There exist integers r, s such that ra + sb = g.c.d.(a, b). Then, as
a · b = l.c.m.(a, b) · g.c.d.(a, b), we have that 1/l.c.m.(a, b) = g.c.d.(a, b)/ab =
s/a+ r/b ∈ G. 2
Now, given G an additive subgroup of Q containing 1, we associate to G a
generalized integer nG in the following way: let DG = {d ∈ N : 1/d ∈ G}, and
define nG to be the least generalized integer such that d | nG for all d ∈ DG.





where e(p) is the supremum of n ∈ N such that pn ∈ DG.
Similarly, given n a generalized integer, we associate to n an additive sub-
group of Q containing 1 in the following way: put Zn = {a/b : (a ∈ Z)(b | n)}.
It is easy to see that Zn is an additive subgroup of Q (by using Lemma
2.3(ii-iii)), and it contains 1 by definition.
We are ready to show a result that relates generalized integers and additive
subgroups of Q containing 1.
Lemma 2.4 (i) There is a one-to-one correspondence between Ñ and the set
of additive subgroups of Q containing 1.
(ii) Let n be a generalized integer. Then, Zn is a dense subgroup of Q if and
only if n is infinite.
Proof. (i) We will show that the maps defined above between generalized
integers and additive subgroups of Q containing 1 are mutually inverse.
First, let n be a generalized integer, and consider nZn . Fix p ∈ P and
a ∈ N. If pa | n, then 1/pa ∈ Zn by definition of this group, and thus pa | nZn
by definition of the generalized integer associated to Zn. Conversely, if pa | nZn ,
then by definition of this integer and Lemma 2.3(ii) 1/pa ∈ Zn, and thus pa | n
by definition of Zn. Hence, n = nZn .
Now, let G be an additive subgroup of Q containing 1, and consider the
group ZnG . Fix p/q ∈ Q with p⊥q. If p/q ∈ G, then 1/q ∈ G by Lemma 2.3(i),
so that q | nG, and thus p/q ∈ ZnG . Conversely, if p/q ∈ ZnG with p⊥q, then
q | nG by definition. Thus 1/q ∈ G and so does p/q. Hence G = ZnG .
(ii) It is well-known that every additive subgroup of R is either dense or
cyclic. Notice that the cyclic subgroups of R containing 1 are those of the
form G = (1/n)Z for any n ∈ N, and thus nG = n ∈ N by part (i), whence the
result holds. 2
3 Construction of strictly perforated simple
Riesz groups
In this section, we give a procedure to construct examples of strictly perfo-
rated, torsion-free, simple Riesz groups. The idea is to use the fact that such
a group is, according to Corollary 1.6, the direct limit of a direct system of
quasi-simplicial groups. For our concrete construction, we will take as basic
building blocks quasi-simplicial groups which are isomorphic to Z as abelian
groups, and also that are directed and simple as partially ordered abelian
groups. For the sake of simplicity we will call these groups simple components.
Notice that the simple components are exactly the groups G = (Z, G+), where
G+ = {0, n1, · · · , nk} ∪ (m+ Z+) for suitable n1 <Z · · · <Z nk <Z m ∈ N with
nk + 2 ≤Z m (in order to guarantee that m is uniquely determined). Thus,
our construction provides us with examples of rank one, while the examples of
Lawrence [10] have infinite rank.
We start by showing some results of elementary number theory that will be
useful in the sequel. To do this, we fix some notation. For every real number
x, let bxc (respectively dxe) denote the largest integer ≤ x (respectively the
least integer ≥ x).




− 1 < |I ∩mZ| ≤ `
m
+ 1.
Proof. Put I = [a, b] (so that ` = b− a). For all x ∈ Z, mx belongs to I if and
only if
da/me ≤ x ≤ bb/mc,
so that the desired number is |I ∩ mZ| = bb/mc − da/me + 1. But we have
b/m− 1 < bb/mc ≤ b/m and a/m ≤ da/me < a/m+ 1, so that it follows that
(b/m− 1)− (a/m+ 1) + 1 < |I ∩mZ| ≤ b/m− a/m+ 1
and the conclusion follows. 2
Lemma 3.2 Let 〈pi : i < k〉 be a (finite) list of mutually distinct primes, let
I be an interval of R and let ` be the length of I. Put
X = {x ∈ I ∩ Z : (∀i < k)(pi⊥x)}.
Then we have




Proof. For all i < k, put Xi = I ∩ piZ. Then we have X = (I ∩ Z) \
⋃
i<kXi,








where we define [k]n as the set of all n-elements subsets of {0, 1, . . . , k−1} and
we put XU =
⋂




q∅ = 1), we have
XU = {x ∈ I ∩ Z : qU | x},





















Lemma 3.3 (i) Let I be an interval of R of length ` ≥ 2, and let p ∈ P. Then
I ∩ Z contains an element coprime with p.
(ii) Let I be an interval of R of length ` ≥ 4 and let p, q ∈ P. Then I ∩ Z
contains an element coprime with both p and q.
Proof. (i) Apply Lemma 3.1 with m = 1. Then 1 ≤ ` − 1 < |I ∩ Z|, so there
are at least two consecutive integers in I. One of them must be necessarily
coprime with p, as otherwise p | 1, a contradiction.
(ii) By the result of (i), one can suppose that p 6= q. Again, apply Lemma 3.1
with m = 1. Then 3 ≤ ` − 1 < |I ∩ Z|, so there are at least four consecutive
integers n, n + 1, n + 2, n + 3 in I ∩ Z. Suppose that the property fails for I.
Hence, without loss of generality p | n. One cannot have p | n + 1, so that
q | n + 1. Similarly p | n + 2 and q | n + 3. Therefore, p | 2 and q | 2, a
contradiction. 2
From now on, let ϕ be the Euler function, let ν : N −→ Z+ be the function
defined by the rule ν(n) = number of prime factors of n. Define a function





Proposition 3.4 Let n ≥ 2 be an integer and let I be an interval of R. If the
length of I is > τ(n)n, then I ∩ Z contains an element coprime with n.
Proof. Let n =
∏
i<k
peii be the decomposition of n into prime factors (so that
k = ν(n), the pi’s are mutually distinct primes and the ei’s belong to N), and
let ` be the length of I. Then the number of elements of I ∩ Z which are
coprime with n is, by Lemma 3.2, at least equal to ` · ∏
i<k
(1− 1/pi) − 2k =
` · ϕ(n)/n− 2k > (2k/ϕ(n)) · n · (ϕ(n)/n)− 2k = 0. 2
Corollary 3.5 Let n ≥ 3 be an integer and let I be an interval of R. If the
length of I is > 2
3
n, then I ∩ Z contains an element coprime with n.
Proof. Let again ` be the length of I. If n ∈ {3, 4, 5} then ` ≥ 2 and we
conclude by Lemma 3.3(i). If 5 < n < 2 · 3 · 5 = 30 then ν(n) = 2 and
` > 2/3 · n ≥ 2/3 · 6 = 4, whence we conclude again by Lemma 3.3(ii). If
n = 30, then ` ≥ 20, thus there exists an even integer m ∈ I such that
m + 5 ∈ I. If no element of I ∩ Z is coprime with 30, then every element of
the set J = {m+ 1,m+ 3,m+ 5} would be a multiple of either 3 or 5. By the
Pigeonhole Principle, either 3 or 5 divides two distinct elements of J . Then,
in any case, either 3 or 5 divides the difference between two elements of J , i.e.,
3 or 5 divides 2 or 4, a contradiction.
Thus let us suppose from now on that n ≥ 31. To conclude the desired
result, it suffices by Proposition 3.4 to prove that τ(n) ≤ 2/3. If ν(n) ≤ 2, as
` > 2/3 · n ≥ 20 > 4, we conclude again by Lemma 3.3(ii), so we can suppose
from now on that ν(n) ≥ 3. If 2, 3 and 5 are the only prime factors of n, then
there are a, b, c ∈ N (with at least one of them ≥ 2, since n > 30) such that










2a−1 · 3b−1 · 5c−1
,
whence τ(n) ≤ 1/2 < 2/3. The only remaining possibility is when n admits a





pei−1i (pi − 1)
. (2)
Thus, if pi ≥ 3 then 2/pei−1i (pi − 1) ≤ 1, and if pi = 2 then 2/pei−1i (pi − 1) ≤ 2.
Hence by (2)
τ(n) ≤ 2 · 2
p− 1
≤ 4/6 = 2/3.
2
Now we introduce a concept that will be useful in the sequel. If G is
a partially ordered abelian group, we say that an interpolation problem of
G is a quadruple of the form α = (x1, x2, y1, y2) of elements of G satisfying
{x1, x2} ≤G {y1, y2}, while a solution of α is an element z ∈ G satisfying
{x1, x2} ≤G z ≤G {y1, y2}. If G is a simple component, we say that a reduced
interpolation problem is an interpolation problem of the form (0, x, y1, y2) with
0 <Z x <Z y1 <Z y2. The following results guarantees that, with this kind
of building blocks, we can construct a direct limit that in each step “interpo-
lates” the elements of the previous step without losing the perforation property.
Given G = (Z, G+) a simple component with G+ = {0, n1, . . . , nk}∪ (m+Z+),
we denote qG = 16m.
Lemma 3.6 Let G = (Z, G+) be a simple component, and let α be a reduced
interpolation problem of G. Then for all q ≥ qG there exists a simple compo-
nent H such that q· (i.e., multiplication by q) defines an order-embedding of
partially ordered abelian groups from G into H such that qα admits a solution
in H.
Proof. As we noticed above, such a group has the form G = Z, G+ =
{0, n1, . . . , nk} ∪ (m + Z+) for suitable n1 <Z · · · <Z nk <Z m of N. Set
α = (0, x, y1, y2) the reduced interpolation problem.
Let q ∈ N such that q ≥ qG = 16m. Then, the interval I = [q(x +
1/8), q(y1 − 1/8)] of Q has length q(y1 − x− 1/4) ≥ 3/4 · q > 2/3 · q. Thus by
Corollary 3.5 there exists r ∈ I ∩ Z coprime with q.
Let S be the submonoid of Z+ generated by {r, r−qx, qy1−r, qy2−r}∪qG+,
and let H be the simple component defined by H = Z, H+ = S ∪ (qm+ Z+).
Let g : G→ H be the morphism defined by multiplication by q, that is clearly
positive because of the definition of S. Also notice that {0, qx} ≤H r ≤H
{qy1, qy2}, i.e., that r is a solution of the problem qα. It remains to show that
g is an order-embedding. Thus, let t ∈ G such that g(t) ∈ H+, and notice that
t ∈ Z+. If t ≥Z m, then t ∈ G+ directly. So suppose that 0 <Z t <Z m. It
follows that g(t) ∈ S, and thus there are α1, α2, β1, β2 in Z+ and h in G+ such
that qt = α1r+α2(r− qx) +β1(qy1− r) +β2(qy2− r) + qh; dividing by q yields
t = α1r/q + α2(r − qx)/q + β1(qy1 − r)/q + β2(qy2 − r)/q + h. (3)
By definition of r, the numbers r/q, (r− qx)/q, (qy1− r)/q and (qy2− r)/q are
larger or equal than 1/8. Thus it follows that if one of the αi’s or the βi’s is
larger or equal than 8m, then t ≥Z m, a contradiction. Therefore, if we define
δ = (α1 + α2)− (β1 + β2), it satisfies −16m <Z δ <Z 16m, thus a fortiori
−q <Z δ <Z q. (4)
On the other hand, rearranging (3) yields
t = δr/q + (β1y1 + β2y2 − α2x) + h,
whence q | δ · r, but also we have that r⊥q, and thus q | δ. Hence, by (4),
δ = 0, i.e., α1 + α2 = β1 + β2. Now, by Riesz decomposition in Z+, there are
γi ≤ βi (i ∈ {1, 2}) in Z+ such that α2 = γ1 + γ2. Therefore we obtain that
t = (β1 − γ1)y1 + γ1(y1 − x) + (β2 − γ2)y2 + γ2(y2 − x) + h ∈ G+,
so we are done. 2
Lemma 3.7 Let G = (Z, G+) be a simple component. Then:
(i) For each interpolation problem α of G there exists a reduced interpolation
problem α′ of G and there exists an element n ∈ G such that if r ∈ G is a
solution of α′ then r + n ∈ G is a solution of α.
(ii) There are only finitely many reduced interpolation problems of G without
solution in G.
Proof. (i) Let α = (x1, x2, y1, y2) be an interpolation problem of G. We can
assume that these elements, as elements of Z with the natural ordering, are
ordered as follows:
x1 ≤Z x2 ≤Z y1 ≤Z y2.
If x1 = x2, or x2 = y1, or y1 = y2, then α admits a trivial solution in G. So
that we can assume that
x1 <Z x2 <Z y1 <Z y2.
Put x = x2−x1, y1 = y1−x1 and y2 = y2−x1. Thus we have α′ = (0, x, y1, y2)
a reduced interpolation problem. If r is a solution for α, so is r′ = r − x1 for
α′, and conversely, if r′ is a solution for α′, so is r = r′ + x1 for α.
(ii) Let α = (0, x, y1, y2) be a reduced interpolation problem in G, where
G+ = {0, n1, . . . , nk} ∪ (m + Z+) for suitable n1 <Z · · · <Z nk <Z m of
N. If x ∈ G+ or y2 − y1 ∈ G+, then the interpolation problem admits a
trivial solution. Thus, the only possibilities for α having no solution in G are
0 <Z x <Z m and x 6∈ G+, y1 <Z 2m + x and y1 <Z y2 <Z m + y1, but
y2 − y1 6∈ G+. In particular, {x, y1, y2} <Z 4m, which ends the proof. 2
Definition 3.8 (a) For every generalized integer n, a sequence {an}n≥1 of pos-




(b) For every simple component G and every finite list of interpolation prob-
lems α1, · · · , αt of G, let E(G;α1, · · · , αt) be the set of all positive integers q
such that there exists a simple component H satisfying both following condi-
tions:
(i) The multiplication map q· defines an embedding of ordered groups from
G into H.
(ii) For all i ∈ {1, . . . , t}, qαi admits a solution in H.
If α1, · · · , αt is the list of all reduced interpolation problems of G without a
solution in G (which is finite because of Lemma 3.7), we write E(G) instead
of E(G;α1, · · · , αt).
As a consequence of these lemmas we have the following result.
Lemma 3.9 Let G = (Z, G+) be a simple component, let n be an infinite
generalized integer, let {an}n≥1 be a sequence associated to n. Then there are
arbitrary large k ∈ N such that qk = a1 · · · ak belongs to E(G).
Proof. Let E(G) = {α1, . . . , αt} be the set of reduced interpolation problems
of G without solution in G. We will prove the result by induction on t. First
suppose that t = 1. Since n is infinite, there exists k ∈ N such that qG ≤Z
a1 · · · an for all n ≥ k, whence the result holds because of Lemma 3.6. By
induction hypothesis there are arbitrary large k′ ∈ N such that qk′ = a1 · · · ak′
belongs to E(G;α1, . . . , αt−1). Fix one of these positive integers k
′, and notice
that there exists a simple component H ′ such that the map qk′ · defines an
embedding of ordered groups from G into H ′, and for all i ∈ {1, . . . , t − 1},
qαi admits a solution in H
′. As n is infinite, by Lemma 2.2(ii) there exists an
infinite generalized integer n′ such that n = qk′ ·n′. Now, the sequence {ak+i}i≥1
is associated to n′, and again there exists k′′ > k′ such that qH′ ≤Z ak′+1 · · · an
for all n ≥ k′′. Hence by Lemma 3.6, for each n ≥ k′′ there exists a simple
component Hn such that the multiplication map q
′
n· (where q′n = ak′+1 · · · an)
defines an embedding of ordered groups from H ′ into Hn, and for all i ∈
{1, . . . , t}, q′nqk′αi admits a solution in Hn. Thus for each n ≥ k′′ the positive
integer qn = a1 · · · an belongs to E(G), and hence the induction step holds,
which ends the proof. 2
Lemma 3.10 Let n be an infinite generalized integer. Then:
(i) There exists a sequence associated to n.
(ii) Let {an}n≥1 be a sequence associated to n, let {Gn}n≥1 be a sequence of
simple components such that for all n ≥ 1, g = an· is an embedding of ordered
groups from Gn into Gn+1. For all n ∈ N, let hn : Gn → Zn be defined by





(G,G+) is the direct limit of the direct system (Gn, G
+
n , gn) with limiting maps
hn : Gn → G.
Proof. (i) For each n ≥ 1 and for each p ∈ P with p ≤ n, define ϕ(n, p) =





So we have that t1 = 1, that tn | tm for 1 ≤ n ≤ m, and that tn | n for every
n ≥ 1. For n ≥ 1, put an = tn+1/tn, and notice that for each n ≥ 1 we have
n∏
i=1
= a1 · · · an = t2/t1 · · · tn+1/tn = tn+1.
Obviously, if p ∈ P, n ≥ 1 and pn | tm for some m ≥ 1, then pn | n. Conversely,
if p ∈ P, n ≥ 1 and pn | n, then n ≤ n(p), whence for any m ≥ max{n, p} we





Consequently, {an}n≥1 is a sequence associated to n, as desired.
(ii) The maps gn and hn satisfy the following properties: (a) For every
n ≥ 1 the morphism hn : Gn → Zn is injective; (b) For every n ≥ 1 the












If we denote H = lim−→ Gn and ϕn : Gn → H are the natural maps given by
the direct limit construction then, by the Universal Property of direct limits,
there is a unique group morphism g : H −→ Zn (which is injective, as so is hn
for all n ≥ 1) that for every n ≥ 1 satisfies
gϕn = hn. (6)
So, if 1/q ∈ Zn, then q | n, and as {an}n≥1 is associated to n, there exist
m, k ∈ N such that q · m = ∏
1≤i≤k
ai. By (6), if we take m ∈ Gk+1, then
g(ϕk+1(m)) = m/(a1 · · · ak) = 1/q, whence the map g is an isomorphism.
Hence, G is the direct limit of the given direct system with respect to the
limiting maps hn : Gn → G, as desired. 2
As a consequence we obtain the following result.
Theorem 3.11 For every simple component (Z,M), and for every dense ad-
ditive subgroup G of Q containing Z, there exists a submonoid P of G ∩ Q+
such that G = P+(−P ) and (G,P ) is a simple Riesz group, with M = P ∩Z+.
Proof. By Lemma 2.4(i-ii), G = ZnG , where nG is an infinite generalized
integer. Let {an}n≥1 be the sequence defined in Lemma 3.10(i).
Now let (G1, G
+
1 ) = (Z,M) be the given simple component. By Lemma 3.9
there exists k1 ∈ N such that q1 = a1 · · · ak1 belongs to E(G1), with witness
a simple component G2. Let n1 = n/q1, and apply Lemma 3.9 to the simple
componentG2 and the infinite generalized integer n1. Then there exists k2 > k1
such that q2 = ak1+1 · · · ak2 belongs to E(G2), with witness a simple component
G3. So by recurrence we construct simple components (Gn, G
+
n ) and group
morphisms gn = qn· : Gn → Gn+1 satisfying: (a) For every n ≥ 1 the map gn
is an embedding of ordered groups from Gn into Gn+1; (b) For every n ≥ 1,
if α is an interpolation problem in Gn, then gn(α) admits a solution in Gn+1
(because of Lemma 3.7(i) and the fact that qn belongs to E(Gn) with witness
the group Gn+1).
We define maps hn : Gn → ZnG by the rule hn(x) = (1/q1 · · · qn−1)x, and




n ). Then, since {qn}n≥1 is a sequence associated to n
(because of (5)), we have that (G,P ) is the direct limit of the direct system
(Gn, G
+
n , gn) with limiting maps hn because of Lemma 3.10(ii). As each group
(Gi, G
+
i ) is simple and directed (because they are simple components), then
so is (G,P ). Moreover, since each group morphism gn is an order-embedding
(because of (a)), we have that (G,P ) is an interpolation group by (b). Finally,
as h1(x) = x, we have that h1(M) = M , whence P ∩ Z+ = M , so we are
done. 2
To end this note, we construct some examples of torsion-free, strictly perfo-
rated, simple Riesz groups that illustrate the construction technique described
in Theorem 3.11. First of all, we fix the simple component G1 = (Z, G+1 ),
where G+1 = {0} ∪ (2 + Z+). Now, according to Lemma 2.4(i) and Theorem
3.11, for each infinite generalized integer that we fix, there is a dense additive
subgroup G of Q containing 1 and a strict cone P such that P ∩Z+ = G+1 and




p∞ (where the primes appear in the natural ordering of N). In case
(a) the group that we obtain through the construction is G = Z[1/2], with
associated sequence {an}n≥1 = {2, 4, 8, . . . , 2n, . . .}, and in case (b) the group
is G = Q, with associated sequence {an}n≥1 = {4, 54, 6, 18750, . . .}. To apply
the construction technique described in Lemmas 3.6 and 3.9, we need also to
state which are the reduced interpolation problems in G1 with no solution.
According to Lemma 3.7, those are:
α1 = ( 0, 1, 3, 4 ),
α2 = ( 0, 1, 4, 5 ).
Then, in the first step of case (a) we have q1 = 2 · 22 · 23 = 64 and so if we take
r = 73 (which is coprime with 64) we obtain
G+2 = {0, 9, 18, 27, 36, 45, 54, 63, 72, 73, 81, 82,
90, 91, 99, 100, 109, 110, 118, 119} ∪ (127 + Z+).
Similarly, in the first step of case (b) we have q1 = 4 · 54 = 216 and so if we
take r = 245 (which is coprime with 120) we obtain
G+2 = {0, 29, 58, 87, 116, 145, 174, 203, 232, 245, 261, 274, 290,
303, 319, 334, 348, 361, 377, 390, 403, 406, 419} ∪ (432 + Z+).
In both cases h2(G
+
2 ) ∩ Z = G+1 . The examples are now obtained by applying
recursively this procedure.
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