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MACDONALD CUMULANTS, G-INVERSION POLYNOMIALS AND
G-PARKING FUNCTIONS
MACIEJ DOŁE˛GA
ABSTRACT. We prove a combinatorial formula for Macdonald cumulants which generalizes
the celebrated formula of Haglund, Haiman and Loehr for Macdonald polynomials. We pro-
vide several applications of our formula. Firstly, it allows us to give a new, constructive proof
of a strong factorization property of Macdonald polynomials proven recently by the author of
this paper. Moreover, we prove that Macdonald cumulants are q, t–positive in the monomial
and in the fundamental quasisymmetric bases. Furthermore, we use our formula to prove the
recent higher-order Macdonald positivity conjecture for the coefficients of the Schur poly-
nomials indexed by hooks. Our combinatorial formula relates Macdonald cumulants to the
generating function of G-parking functions, or equivalently to a certain specialization of the
Tutte polynomials.
1. INTRODUCTION
1.1. Schur–positivity and Macdonald polynomials. An ubiquitous problem in the theory
of symmetric functions is to express a given symmetric function f in a given basis {sλ}λ of
particular interest. In other words, one can ask: what can we say about the coefficients aλ in
the following expansion:
f =
∑
λ
aλ sλ?
Most often, such a basis is the basis of Schur symmetric functions, which turns out to be
the most natural in many different contexts such as the representation theory of the sym-
metric groups, algebraic geometry, or random discrete models, among others. Indeed, Schur
symmetric functions are characters of irreducible representations of GLn, their asymptotic
behaviour describe many random processes and they represent Schubert classes in Grass-
mannian varieties, see [Ful97, BG16]. In many cases it was observed that a beautiful but
notoriously difficult to prove phenomenon occurs: all the coefficients aλ are nonnegative
integers, or in a more general setting they are polynomials with nonnegative integer coef-
ficients. For instance, the homogeneous symmetric function hµ which has positive integer
coefficients in the Schur basis expansion has a natural q–deformation given by the mod-
ified Hall-Littlewood symmetric function Q′µ(q). The coefficients of Q
′
µ(q) expanded in
the Schur basis are polynomials in q with nonnegative integer coefficients. This phenom-
enon, called Schur–positivity, has a deep geometric reason and a beautiful combinatorial
interpretation in the case of Hall–Littlewood symmetric functions [LS78, Lus81]. More-
over, in the case of other symmetric functions Schur–positivity builds deep connections be-
tween many different areas of mathematics and physics such as the representation theory
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of groups, Hecke algebras, algebraic geometry, or the theory of quantum groups, see for
instance [LLT96, KT99, Hai01, LPP07, SW12]. Therefore, deciding whether a given sym-
metric function is Schur–positive is one of the major questions in the contemporary algebraic
combinatorics of symmetric functions.
One of the most prominent examples of Schur–positive symmetric functions which con-
tain the aforementioned modified Hall–Littlewood symmetric functions as a special case is
the Macdonald symmetric function H˜µ(x; q, t), introduced by Macdonald in 1988 [Mac88,
Mac95] (here, we use “the transformed form” of Macdonald polynomials sometimes called
“the modified form” introduced by Garsia and Haiman - see [GH93] for its initial definition
and a relation with other forms of Macdonald polynomials). Strictly from the definition,
this is a symmetric function in variables x := x1, x2, . . . with the coefficients being rational
functions in q, t. However, Macdonald conjectured [Mac88] that expanding it in the Schur
basis:
H˜µ(x; q, t) =
∑
λ
K˜λ,µ(q, t) sλ(x)
the coefficients K˜λ,µ(q, t) (called transformed q, t–Kostka coefficients) are in fact polyno-
mials in q, t with nonnegative coefficients. In the following Garsia and Haiman gave a
conjectural representation–theoretic interpretation of the transformed q, t-Kostka coefficients
[GH93], and it took almost ten years more to Haiman to prove it [Hai01]. He achieved this
goal by connecting a representation theoretic interpretation of the transformed q, t-Kostka
coefficients with the problem from algebraic geometry of the Hilbert scheme of n points in
the plane. This result is considered as a great breakthrough in the symmetric functions theory
and initiated very active research in the remarkable algebraic combinatorics of the Macdonald
polynomials, see the expository textbook of Haglund [Hag08].
Macdonald positivity ex-conjecture has seen many generalizations in different directions
up to these days. One example of such a generalization called higher–order Macdonald
positivity conjecture was presented in our recent work [Doł17a] and will be the main subject
of this paper.
1.2. Cumulants and higher–order Macdonald positivity conjecture.
1.2.1. Cumulants. A classical problem in the symmetric functions theory, which is related
to the positivity problem from Section 1.1, is to understand the so-called structure constants
aλµ,ν of a given linear basis {sµ}µ:
sµ · sν =
∑
λ
aλµ,ν sλ.
Let us look on the structure constants for Macdonald polynomials. For partitions λ =
(λ1, λ2, . . . ) and µ = (µ1, µ2, . . . ) we define a new partition λ⊕µ := (λ1+µ1, λ2+µ2, . . . )
by adding coordinates of partitions λ and µ. Since Macdonald polynomials {H˜µ}µ form a
linear basis of the algebra Λ of symmetric functions overQ(q, t), we can define a multiplica-
tion ⊕ on Λ by setting H˜µ ⊕ H˜ν := H˜µ⊕ν and extending it by linearity. Macdonald showed
[Mac95] that algebras (Λ,⊕) and (Λ, ·) coincide in the specialization q = 1 (this also follows
from Haglund, Haiman and Loehr’s formula (17)). Thus, the much simpler algebraic struc-
ture (Λ,⊕) can be interpreted as an approximation of the algebra (Λ, ·) of interest, as q → 1,
therefore it is desirable to understand the difference between these two product structures. A
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natural way of measuring the discrepancy between two algebraic structures is provided by
conditional cumulants.
Let A be a commutative ring with two different multiplicative structures · and ⊕ which
define two (different) algebra structures on A. For any X1, . . . , Xr ∈ A one can define
a conditional cumulant κ(X1, . . . , Xr) ∈ A as the coefficient of t1 · · · tr in the following
formal power series in t1, . . . , tk:
(1) κ(X1, . . . , Xr) := [t1 · · · tr] log·
(
exp⊕(t1X1 + · · · trXr)
)
,
where log· and exp⊕ are defined in a standard way with respect to multiplication given by ·
and ⊕ respectively. Thus
log·(1 + A) =
∑
n≥1
(−1)n−1A·n
n
,
and
exp⊕(A) =
∑
n≥0
A⊕n
n!
.
Definition (1) can be transformed into an equivalent but more combinatorial definition:
(2) κ(X1, . . . , Xr) =
∑
π∈P([r])
(−1)#π−1(#π − 1)!
∏
B∈π
⊕
b∈B
Xb.
Here we sum over set-partitions of [r] := {1, 2, . . . , r}, that is all possible sets π of nonempty
subsets of [r] such that every element i ∈ [r] belongs to precisely one element of π (i. e., [r]
is a disjoint union of the elements in π);#π denotes the number of elements of π. It is worth
mentioning that the Möbius inversion formula asserts that (2) has an equivalent form:
(3)
⊕
j∈J
Xj =
∑
π∈P(J)
∏
B∈π
κ(Xi : i ∈ B).
Note that cumulants are multilinear. Thus, in order to understand the discrepancy between
(Λ,⊕) and (Λ, ·) it is enough to study cumulants κ(H˜λ1 , . . . , H˜λr) of the basic elements. It is
clear that κ(H˜λ1 , . . . , H˜λr) ∈ Z[q, t]{mµ}µ because the cumulant κ(H˜λ1 , . . . , H˜λr) is a linear
combination of products of Macdonald polynomials. It is also clear that κ(H˜λ1 , . . . , H˜λr) ∈
Z[q, t]{(q − 1)mµ}µ for r > 1 since (Λ,⊕) and (Λ, ·) coincide in the specialization q = 1,
but one check that κ(H˜λ1, H˜λ2 , H˜λ3) ∈ Z[q, t]{(q − 1)2mµ}µ, which is quite nontrivial. We
can observe a pattern here – it is reasonable to think that “higher–order” cumulants provide
the approximation of higher order when q → 1, that is κ(H˜λ1 , . . . , H˜λr) ∈ Z[q, t]{(q −
1)r−1mµ}µ. This statement was conjectured in [DF16], and this implies the partial solution
of the b–conjecture, see Section 1.2.2. The proof was found recently by the author:
Theorem 1.1. [Doł17a] For any partitions λ1, . . . , λr one has
κ(H˜λ1, . . . , H˜λr) ∈ Z[q, t]{(q − 1)
r−1mµ}µ.
1.2.2. Motivations. The initial motivation for studying cumulants κ(H˜λ1 , . . . , H˜λr) comes
from our attempts [DF16] to prove the b-conjecture – one of the major open problems in the
theory of Jack symmetric functions posed by Goulden and Jackson [GJ96]. The b-conjecture
states that the coefficients of a certain multivariate generating function ψ(x,y, z; β) involv-
ing Jack symmetric functions can be interpreted as weighted generating functions of graphs
embedded into surfaces. Except some special cases [BJ07, La 09, KV16, Doł17b] not much is
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known and the b-conjecture is still wide open. However, in our recent paper [DF16] the author
and Féray were able to rewrite the function ψ(x,y, z; β) as a linear combination of cumu-
lants of Jack symmetric functions, which are specializations of cumulants κ(H˜λ1 , . . . , H˜λr),
and we showed that Theorem 1.1 implies a partial solution of the b-conjecture. In view of
this result, understanding of the structure of cumulants κ(H˜λ1 , . . . , H˜λr) is of great interest
as a potential tool for solving the b-conjecture in general.
Furthermore, cumulants κ(H˜λ1 , . . . , H˜λr) are of a special interest from the following rea-
son: the structure of Macdonald polynomials H˜µ is directly related to algebraic geometry
[Hai02]. It turns out that cumulants appear naturally in algebraic geometry [DNWZ] and it
is interesting to investigate what kind of geometric information is encoded in the structure of
κ(H˜λ1, . . . , H˜λr). Secondly, we recall that one of the most typical application of cumulants
in the context of probability is to show that a certain family of random variables is asymp-
totically Gaussian. Especially, when one deals with discrete structures, whose “observables”
form a nice algebraic structure, the main technique is to show that conditional cumulants
have a certain small cumulant property exactly of the same form as in Theorem 1.1; see
[S´ni06, FM12, Fér13, DS´18]. It is therefore natural to ask for a probabilistic interpretation of
Theorem 1.1, which leads to some kind of a central limit theorem. The most natural frame-
work to investigate this problem seems to be related to Macdonald processes introduced by
Borodin and Corwin [BC14] and it would be interesting to link our work with this probabilis-
tic aspect.
Finally, the biggest motivation for us to study cumulants κ(H˜λ1, . . . , H˜λr) is their beauti-
ful and mysterious combinatorial structure. In particular, their Schur–positivity is yet to be
resolved. For partitions λ1, . . . , λr we define theMacdonald cumulant κ(λ1, . . . , λr)(x; q, t)
as
(4) κ(λ1, . . . , λr)(x; q, t) :=
κ(H˜λ1(x; q, t), . . . , H˜λr(x; q, t))
(q − 1)r−1
.
We recall that monomial symmetric functions have integer coefficients in the Schur basis
expansion. Thus, one can reformulate Theorem 1.1 as follows: for any partitions λ1, . . . , λr
one has the following expansion
κ(λ1, . . . , λr) ∈ Z[q, t]{sµ}µ.
Remarkably, extensive computer simulations suggest that Macdonald cumulants are, in fact,
Schur–positive, which we conjectured in our recent paper [Doł17a]:
Conjecture 1.2 (Higher–order Macdonald positivity conjecture). Let λ1, . . . , λr be parti-
tions. Then, for any partition µ, themultivariate q, t-Kostka number K˜
(q,t)
µ;λ1,...,λr defined by the
following expansion
κ(λ1, . . . , λr) :=
∑
µ
K˜
(q,t)
µ;λ1,...,λr sµ
is a polynomial in q, t with nonnegative integer coefficients.
Note that the case r = 1 corresponds to the Macdonald positivity ex-conjecture, so our
conjecture generalizes it from the cumulant of order 1 to cumulants of higher order.
1.3. The main results. Our main result is an explicit combinatorial formula for Macdonald
cumulants κ(λ1, . . . , λr). Before we go into details of the formula, let us briefly summarize
its consequences.
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First of all, our main result strengthens Theorem 1.1 twofold. On the one hand – Theo-
rem 1.1 is an immediate consequence of our explicit formula, while the original proof relied
on some complicated induction and was not constructive; in particular it asserted that the
coefficients of the monomial expansion of Macdonald cumulants belong to Z[q, t] by some
abstract argument. On the other hand our formula shows that Macdonald cumulants are
monomial–positive and the coefficients in this expansion have an explicit combinatorial in-
terpretation in terms of counting trees with some weights.
Secondly, we deduce from our formula an explicit, q, t–positive expansion of Macdonald
cumulants in fundamental quasisymmetric functions.
Finally, we would like to comment a relation between our main result and Conjecture 1.2.
There is a well-known combinatorial formula expanding Schur polynomials as a linear com-
bination of monomial symmetric functions with nonnegative integer coefficients. One can
invert this formula to expand monomial symmetric function in Schur basis and the coef-
ficients in this expansion are no longer positive in general. In particular, Conjecture 1.2
stronger than positivity and integrality of Macdonald cumulants in monomial basis. How-
ever, it turned out that our combinatorial formula implies that Conjecture 1.2 holds true in
the special case of hooks. In other words, for any partitions λ1, . . . , λr and for any partition
µ of the hook shape (of the form µ = (r + 1, 1s) for some nonnegative integers r, s) the
multivariate q, t-Kostka number K˜(r+1,1s);λ1,...,λr(q, t) is a polynomial in q, t with nonnega-
tive integer coefficients. Here, as before, we interpret the polynomial K˜(r+1,1s);λ1,...,λr(q, t)
as a generating series of some trees. There is a hope that our combinatorial formula can be
transformed into a combinatorial proof of the Schur–positivity of Macdonald cumulants in
the future (see Section 8 for more details), but so far this is a big open problem even in the
case of Macdonald polynomials.
1.3.1. Graphs and our main theorem. Let us introduce the graph theory terminology neces-
sary for presenting our main result. LetG = (V,E) be a connected multigraph, possibly with
loops, where V = [r]. The vertex with label 1 is called the root. For any vertices i, j ∈ V let
ei,j(G) denote the number of edges linking i with j in G. We say that H ⊂ G is a spanning
subgraph of G, if for any vertex v ∈ V there exists an edge in H containing v. We say that
T ⊂ G is a spanning tree ofG if it is a spanning subgraph ofG and it is a tree (it is connected
and has no cycles). For a pair of different vertices i, j ∈ V of T we say that j is a descendant
of i if i lies on the shortest path from j to the root, and we call i an ancestor of j. If i is an
ancestor of j adjacent to it, we call it a parent of j. We say that a pair (i, j) which does not
contain the root is a κ-inversion of a spanning tree T ofG if it is an inversion (i is an ancestor
of j and i > j) and j is adjacent to the parent of i in G. Let G˜ be a graph obtained from G by
replacing all multiple edges by single ones. We define the G-inversion polynomial by
(5) IG(q) = q
number of loops in G
∑
T⊂G˜
qκ(T )
∏
{i,j}∈T
[ei,j(G)]q,
where the sum runs over all spanning trees of G˜,
(6) κ(T ) =
∑
{i,j}−κ−inversion in T
eparent(i),j(G),
and we use a standard notation [n]q :=
qn−1
q−1
= 1 + q + · · · + qn−1. For example, if we
want to compute IG(q) for G from Fig. 1, we first notice that there are 3 spanning trees of G˜
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which we denote by T1, T2 and T3. A pair (3, 2) is not a κ–inversion of T1 nor T2, but it is a
1
2 3
6 6
8
G˜
1
2 3
6 6
8
T1
1
2 3
6 6
8
T2
1
2 3
6 6
8
T3
Figure 1. G = ([3], E), where e1,2(G) = e1,3(G) = 6 and e2,3(G) = 8. T1, T2
and T3 are indicated by double edges.
κ–inversion of T3. Therefore κ(T1) = κ(T2) = 0 and κ(T3) = eparent(3),2(G) = e1,2(G) = 6.
Thus,
IG(q) = q
4
(
q0[6]q[8]q + q
0[6]q[6]q + q
6[6]q[8]q
)
=
q4(1+q+q2+q3+q5)(2+2q+2q2+2q3+2q4+2q5+2q6+2q7+q8+q9+q10+q11+q12+q13).
Note that the G–inversion polynomial for a complete graph G = Kr is given by
IG(q) =
∑
T
qinv(T ).
Thus, this is an inversion polynomial – a polynomial which counts the labeled trees on r
vertices with respect to the number of their inversions. The G-inversion polynomial has var-
ious interpretations in terms of Tutte polynomials, G-parking functions, the abelian sandpile
model or Tesler matrices among others – see Sections 2 and 8 for more details.
We are ready to formulate our main result.
Theorem 1.3. Let λ1, . . . , λr be partitions. Then, the following formula holds true:
(7) κ(λ1, . . . , λr) =
∑
σ:λ[r]→N+
IGσ
λ1,...,λr
(q) tmaj(σ) xσ,
where λB :=
⊕
b∈B λ
b and xσ :=
∏
∈λ[r] xσ().
The summation index in (7) runs over all the fillings σ of a Young diagram λ[r] by positive
integers, Gσλ1,...,λr is a certain multigraph (we refer for its construction to (4.1)), and maj(σ)
is a certain statistic of the filling σ (see (3.3) for the precise definition). We finish this section
by mentioning that our formula (7) specializes to the celebrated formula of Haglund, Haiman
and Loehr (17) when r = 1. The work of Haglund, Haiman and Loehr [HHL05a], where
many consequences of the formula (17) were presented, was a source of inspiration for our
research and most of the consequences of our formula (7) can be derived in a similar manner
as in [HHL05a].
1.4. Organization of the paper. In Section 2 we discuss various interpretations of the poly-
nomial IG(q) and we prove some of its properties. Section 3 introduces the necessary back-
ground on the combinatorics of Macdonald polynomials. Section 4 is devoted to the proof of
our main result and explains the construction of graphs involved in our formula. Section 5
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gives an explicit formula for the fundamental quasisymmetric functions expansion of Mac-
donald cumulants. Section 6 is devoted to the proof of the Schur–positivity of Macdonald
cumulants in the case of hooks. In Section 7 we investigate a certain subfamily of Macdonald
cumulants which arises from the study of the b-conjecture and we show that this family is
a basis of the symmetric functions algebra. We finish with Section 8, where we state some
open problems and possible directions for the future research.
2. TUTTE POLYNOMIALS, G-INVERSION POLYNOMIALS AND G-PARKING FUNCTIONS
2.1. Tutte polynomials and G-inversion polynomials. From now on each graph G =
(V,E) can possibly have multiple edges and loops. Moreover, in this section we additionally
assume that G is connected. The Tutte polynomial of G denoted by TutteG(x, y) was intro-
duced by Tutte in [Tut47], and its various specializations give rise to many important graph
invariants such as the number of its spanning trees or the number of its acyclic orientations,
among others. This remarkable interdisciplinary of TutteG(x, y) made it one of the most
important invariants in modern graph theory, see [Bol98].
Tutte polynomials are defined by the following equality:
(8) TutteG(x, y) =
∑
H⊂G
(x− 1)c(H)−1 (y − 1)#E(H)−#V+c(H),
where we sum over all (possibly disconnected) sub-graphs ofG, c(H) denotes the number of
connected components of H , and E(H) is the set of edges of H . Tutte [Tut54] noticed that
for a connected graph G the specialization TutteG(1, 1) counts the number of spanning trees
of G, and this observation allows him to express TutteG(x, y) as the bivariate generating
function of spanning trees of G:
TutteG(x, y) =
∑
T⊂G
xia(T ) yea(T ) ∈ N[x, y],
where ia(T ), and ea(T ) are certain statistics of a spanning tree T , called internal and external
activities.
In this paper we will be entirely focused on the specialization TutteG(1, q), which is of
a special interest as it appears naturally in many different contexts. Gessel, and Gessel with
Sagan [Ges95, GS96] interpreted TutteG(1, q) as the generating function of spanning trees of
G with respect to the so-called κ-inversion statistic, which is more natural and simpler than
the external activity. We label vertices of G in an arbitrary way by consecutive nonnegative
integers. We also set for every pair of distinct vertices ofG an arbitrary linear order on the set
of edges linking this pair of vertices and for any edge e ∈ E(G) we define s(e) as the number
of edges in G strictly greater then e. We extend this definition to any subgraph H ⊂ G by
setting s(H) :=
∑
e∈H s(e). We recall that an inversion i > j in a tree T ⊂ G forms a
κ-inversion if the parent of i is adjacent to j in the graph G. It was shown by Gessel and
Sagan [GS96] that
TutteG(1, q) = q
number of loops inG
∑
T⊂G
qκ(T )+s(T ),
where we sum over all spanning trees of G, and κ(T ) is given by (6). It is easy to show that
above formula can be rewritten in the form (5), thus
(9) IG(q) = TutteG(1, q).
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In particular, the polynomial IG(q) depends only on the structure of G and is invariant under
permuting the labels of the vertices. When G is a graph with no multiple edges nor loops,
Gessel [Ges95] found that
IG(q) =
∑
T⊂G
κ(T )=0
∏
w∈V \{v}
[δT (w)]q,
where v is the root of G, δT (w) is the number of descendants of w (including w) adjacent to
the parent of w in G. In fact, the same argument as used by Gessel allows us to extend his
formula to the general case of graphs (with multiple edges and loops), which will be useful
for us later. We recall that a graph G˜ is obtained from G by replacing all multiple edges by
single ones.
Proposition 2.1. Let G be a graph. Then
(10) IG(q) = q
number of loops in G
∑
T⊂G˜
κ(T )=0
∏
w∈V \{v}
[δT (w)]q,
with
δT (w) =
∑
i
ei,parent(w)(G),
where we sum over all descendants of w (including w), and v is the root of G.
Proof. Using (8) we obtain the formula for the specialization
(11) cG(q) := q
#V−1TutteG(1, q + 1) =
∑
H⊂G
q#E(H),
where we sum over all connected sub-graphs of G. Let U ⊂ V be a non-empty subset of
vertices of G, and for w ∈ V we define dG(U,w) as the number of edges in G connecting
w with some vertex from U . Note that erasing a vertex w from the connected graph H splits
this graph into a collection of connected sub-graphs H1, . . . , Hl with the corresponding sets
of their vertices V1, . . . , Vl. Then {V1, . . . , Vl} ∈ P(V \ {w}) and for all 1 ≤ i ≤ l there is at
least one edge linking w with Vi. This leads to the following recursion
cG(q) = q
number of loops in w
∑
π∈P(V \{w})
∏
B∈π
(
(q + 1)dG(B,w) − 1
)
cB(q),
which can be rewritten as
(12) TutteG(1, q) = q
number of loops in w
∑
π∈P(V \{w})
∏
B∈π
[dG(B,w)]q TutteB(1, q)
and it holds true for any vertex w ∈ V . It is therefore enough to show that the right hand side
of (10) satisfies the same recursion for w = v being the root (which implies that also for any
other vertex).
Let T be a spanning tree of G˜ with κ(T ) = 0. If we delete its root v, we obtain a collection
of trees T1, . . . , Tl with the corresponding sets of their vertices V1, . . . , Vl, and their roots
v1, . . . , vl. Then, for each 1 ≤ i ≤ l the graph Ti is a spanning tree of G|Vi and κ(Ti) = 0.
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Thus, for any such a tree T one has
qnumber of loops in G
∏
w∈V \{v}
[δT (w)]q
= qnumber of loops in v
∏
1≤i≤l
[∑
w∈Vi
ev,w(G)
]
q
qnumber of loops in Gi
∏
w∈Vi\{vi}
[δTi(w)]q
 .
Since
∑
w∈Vi
ev,w(G) = dG(Vi, v), the right hand side of (10) satisfies recursion (12), which
finishes the proof of Proposition 2.1. 
We recall that a rooted tree T is increasing if it contains no inversions.
Corollary 2.2. Let a2, . . . , ar be positive integers, and let Ga2,...,ar := (V,E) be a graph
without loops such that ei,j(G) = amax(i,j) for each i 6= j ∈ V = [r]. Then
(13) IGa2,...,ar (q) = Pa2,...,ar(q) :=
∑
T increasing tree on [r]
∏
2≤i≤r
[δT (i)]q,
and δT (i) :=
∑
j aj , where j ranges over descendants of i (including i itself ).
Proof. Proposition 2.1 asserts the following formula
IGa2,...,ar (q) =
∑
T⊂ ˜Ga2,...,ar
κ(T )=0
∏
2≤i≤r
[δT (i)]q,
where δT (i) =
∑
j amax(parent(i),j). Note that G˜a2,...,ar is the complete graph Kr, therefore its
spanning trees T with κ(T ) = 0 are precisely increasing trees. Thus, for any descendant of i
one has max(parent(i), j) = j, which finishes the proof. 
Remark. In this section we assumed that a graph G is connected. Typically when G is not
connected the corresponding Tutte polynomial is defined as the product of Tutte polynomials
of each connected component. However, for our purposes we extend the definition of the
Tutte polynomial to non-connected graphs by setting its value to 0, which agrees with the
idea that this is a weighted generating function of spanning trees of G.
We finish this section by an important lemma which links Tutte polynomials with cumu-
lants. This lemma can be also found in [JV13, Proposition 4.1], but our proof differs from
the one of Josuat-Verges.
Lemma 2.3. Let G = (V,E) be a graph. Then
TutteG(1, q) = (q − 1)
1−#V
∑
π∈P(V )
(−1)#π−1(#π − 1)!
∏
B∈π
q#E|B ,
where E|B denotes the subset of E consisting of the edges with both endpoints from the set
B ⊂ V .
Proof. Let G be a graph (possibly disconnected), and we define two generating functions
ncG(q) =
∑
H⊂G
q#E(H),
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where we sum over all (possibly disconnected) sub-graphs of G and
cG(q) =
∑
H⊂G
q#E(H),
where we sum over all connected sub-graphs of G. Then, clearly
ncG(q) =
∑
π∈P(V )
∏
B∈π
cG|B(q).
Thus, the Möbius inversion formula ((2)–(3)) implies that
cG(q) =
∑
π∈P(V )
(−1)#π−1(#π − 1)!
∏
B∈π
ncG|B(q).
Plugging ncG|B(q) = (1 + q)
#E|B and (11) into the above equality yields the desired result.

2.2. G-parking functions and the abelian sandpile model. The polynomial IG(q) is also
a generating function of two other objects of interest: G-parking functions, and recurrent
configurations in an abelian sandpile model on G.
Let G = (V,E) be a graph with the set of vertices V = [r], where r ≥ 1 is a positive
integer and we denote the root of G by v ∈ [r]. For any i ∈ U ⊂ [r] \ {v} we define the
outdegree outdegU(i) of a vertex i as the number of edges in G linking i with some vertex
j /∈ U . We call a function f : [r] \ {v} → N aG-parking function if for any nonempty subset
U ⊂ [r] \ {v} there exists i ∈ U such that f(i) < outdegU(i). For example, when G = Kr is
the complete graph on [r], then the set of G-parking functions is precisely the set of parking
functions.
Postnikov and Shapiro noticed that G-parking functions are directly related to recurrent
configurations in the abelian sandpile model for G, which is a model where we are trying to
distribute chips among vertices of our graph. A function u : [r]\{v} → N giving the number
of chips placed in vertices of G different from the root is called a configuration. We say that
a vertex i ∈ [r] \ {v} is unstable if u(i) ≥ deg(i) – if this is a case, this vertex can topple by
sending chips to adjacent vertices one along each incident edge. We say that a configuration
is stable if all the vertices i ∈ [r] \ {v} except the root are stable. For the root we set
u(v) = −
∑
i∈[r]\{v} u(i), and the root can always topple. Finally, we say that a configuration
u is recurrent if there exists a nontrivial configuration u′ 6= 0 such that u can be obtained
from u + u′ by a sequence of topplings. Postnikov and Shapiro noticed that a configuration
u is recurrent if and only if f : [r] \ {v} → N defined by f(i) := deg(i) − u(i) − 1 is a
G-parking function. We define a weight of a G-parking function f :
wt(f) := #E − (r − 1)−
∑
i∈[r]\{v}
f(i),
and we define a q-generating function of G-parking functions PG(q) :=
∑
f q
wt(f) with re-
spect to their weights. We can also interpret PG(q) as the generating function of recurrent
configurations on G with respect to their level, where
level(u) :=
∑
i∈[r]\{v}
u(i) + deg(0)−#E.
Merino López proved [ML97] that PG(q) = TutteG(1, q) = IG(q), therefore we have two
additional interpretations of the G-inversion polynomial I(q).
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aλ()
ℓλ()
a′λ()
ℓ′λ()

Figure 2. Arm-, coarm-, leg- and coleg-lengths of a box in a Young diagram.
3. PRELIMINARIES ON SYMMETRIC FUNCTIONS AND YOUNG DIAGRAMS
3.1. Partitions and Young diagrams. We call λ := (λ1, λ2, . . . , λl) a composition of n if it
is a sequence of nonnegative integers such that λ1 + λ2 + · · ·+ λl = n and λl > 0. If λ is a
weakly decreasing sequence we call it a partition of n. Then n is called the size of λ and l
is its length. We use the notation λ ⊢ n, or |λ| = n to indicate its size, and ℓ(λ) = l for its
length.
There exists a canonical involution on the set of partitions which associates with a partition
λ its conjugate partition λt. By definition, the j-th part λtj of the conjugate partition is the
number of positive integers i such that λi ≥ j. We define the partial order called dominance
order on the set of partitions of the same size as follows:
λ ≥ µ ⇐⇒
∑
1≤i≤j
λi ≥
∑
1≤i≤j
µi for any positive integer j.
A partition λ is identified with some geometric object, called Young diagram, defined by:
λ = {(i, j) : 1 ≤ i ≤ λj , 1 ≤ j ≤ ℓ(λ)}.
For any box  := (i, j) ∈ λ from a Young diagram we define its arm-length by aλ() :=
λj − i, its coarm-length by a
′
λ() := i − 1, its leg-length by ℓλ() := λ
t
i − j and its coleg-
length by ℓ′λ() := j − 1 (the same definitions as in [Mac95, Chapter I]), see Fig. 2.
3.2. Macdonald polynomials and plethysm. Let pi(x) be the power-sum symmetric func-
tion, that is
pi(x) :=
∑
j≥1
xij .
For any formal power series A in the indeterminates q, t,x, we define the plethystic substitu-
tion pi[A] as the result of substituting a
i for each indeterminate a appearing in A. We extend
this definition to any symmetric function f ∈ Λ by expanding it in the power-sum basis, and
then applying the plethystic substitution as above, i.e.
f [A] :=
∑
λ
cλ pλ[A],
where f(x) =
∑
λ cλ pλ(x) and pλ[A] :=
∏
i pλi [A].
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1 2 10 11 2 4 6 12 14 11 13
2 4 3 1 8 10 7 8 9 9
6 7 4 10 9 9 13 13
1 1 1 11 4 4 4
9 3 4 9
Figure 3. Inversion triples in the above filling σ are indicated by gray lines,
while the set of descents is highlighted in light gray.
Similarly as above, we define a symmetric function ωpλ(x) := (−1)
|λ|+ℓ(λ)pλ(x) and we
extend the action of ω on Λ by linearity. We make a convention that a bolded capital letter
denotes the sum of countably many indeterminates indexed by positive integers, for example
X := x1 + x2 + · · · . Note that if f is a homogeneous symmetric function of degree n then
(14) f [−X] = (−1)nωf(x).
There exists a scalar product on Λ, called the Hall scalar product which is defined on the
Schur basis {sλ}λ by making it the orthonormal basis.
It turned out that there exists a unique family {H˜µ(x; q, t)}µ of the symmetric functions,
indexed by partitions, which fulfills the following conditions:
(C1) H˜µ[X(q − 1); q, t] ∈ Q(q, t){sλ}λ≤µt ,
(C2) H˜µ[X(t− 1); q, t] ∈ Q(q, t){sλ}λ≤µ,
(C3) 〈H˜µ, s(|µ|)〉 = 1.
The elements of the above family are called theMacdonald polynomials, and their character-
ization by conditions (C1)–(C3) is equivalent to the characterization proved by Macdonald
[Mac95] (Macdonald used a different normalization; for the proof of this equivalence see
[Hai99, Proposition 2.6]).
3.3. Fillings of Young diagrams. For any partition λ ⊢ n let σ : λ→ N+ be a filling of the
boxes of the diagram λ by positive integers. A descent of σ is a pair of entries σ() > σ(′)
such that lies immediately above′, that is′ = (i, j) and = (i, j+1) for some positive
integers i, j. We define the set of descents as follows:
Des(σ) := { ∈ λ : σ() > σ(′) is a descent}.
The major index maj(σ) of a filling σ is defined as:
(15) maj(σ) :=
∑
∈Des(σ)
(ℓλ() + 1).
The second statistic that is of great importance in this paper is a certain generalization of
inversions in a permutation. First, we say that two boxes,′ ∈ λ attack each other if either
• they are in the same row:  = (i, j),′ = (k, j), or;
• they are in consecutive rows, with the box in the upper row strictly to the right of the
one in the lower row:  = (i, j + 1),′ = (k, j), where i > k.
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1 2 1011 2 4 6 12141113
2 4 3 1 8 10 7 8 9 9
6 7 4 10 9 9 1313
1 1 1 11 4 4 4
9 3 4 9
σ = σ[3]
↔
1 2 2 14
2 4 8 9
6 7 9
1 1 4
9 3
σ1
⊕
10 4 11
3 10 9
4 9
1 4
4
σ2
⊕
11 6 1213
1 7 8
101313
11 4
9
σ3
Figure 4. The diagram of an entry-wise sum of partitions.
The reading order is the linear ordering of the entries of λ given by reading them row by
row, top to bottom, and left to right within each row. We associate to a filling σ its reading
word wσ by reading its entries in the reading order. An inversion of σ is a pair of entries
σ() > σ(′), where ,′ attack each other, and  precedes ′ in the reading order.
We say that the ordered triple of boxes 1,2,3 is counterclockwise increasing, if one
of the following conditions holds true:
• σ(1) ≤ σ(3) < σ(2), or
• σ(3) < σ(2) < σ(1), or
• σ(2) < σ(1) ≤ σ(3).
We define the inversion triple as a pair of boxes (1,2), where 1 is a box lying in the
same row as 2 to its left and such that a triple 1,2,3 is counterclockwise increasing,
where 3 is a box lying directly below 1. Here, the convention is that for 1,2 lying in
the first row σ(3) < min∈λ σ(). The set of inversion triples of σ is denoted by InvT(σ).
Fig. 3 presents an example of above defined objects.
Remark. Note that an inversion triple (1,2) is defined a priori as a pair of boxes, not as a
triple. However, this pair uniquely determines a counterclockwise triple from the definition,
and we decided to pick a name triple to avoid a confusion with an inversion σ() > σ(′),
which is also a pair (of entries).
We define
(16) inv(σ) := # Inv(σ)−
∑
∈Des(σ)
aλ() = # InvT(σ),
where the second equality was shown in [HHL05a].
It turned out that the statistics maj, and inv can be used to describe the combinatorics of
the Macdonald polynomials, by the following explicit combinatorial formula, which from
now on we treat as the definition of Macdonald polynomials:
Theorem 3.1. [HHL05a]
(17) H˜λ(x; q, t) =
∑
σ:λ→N+
qinv(σ) tmaj(σ) xσ.
Finally, we say that a filling σ : λ→ N+ is standard if the set of entries corresponds to the
set [|λ|]. Note that standard fillings of λ are in a natural bijection with permutations fromSn
given by the correspondence σ ↔ wσ, where wσ is the reading word of σ.
4. COLORING OF THE YOUNG DIAGRAM λ[r] AND GRAPHS
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4.1. Coloring of the Young diagram λ[r]. Let λ1, . . . , λr be partitions, and let π ∈ P([r])
be a set partition. For each B ∈ π, we are going to color the columns of λB by numbers
b ∈ B as follows: we observe that the Young diagram λB can be constructed by sorting
the columns of the diagrams λb1 , . . . , λbt in decreasing order, where B = {b1, . . . , bt} and
b1 < · · · < bt. When several columns have the same length, we use the total order of B, that
is we put first the columns of λb1 , then those of λb2 and so on. We say that a column of λB is
colored by b ∈ B if this column is identified with the column of λb in the above construction.
Similarly, we say that a box  ∈ λB is colored by b ∈ B if it lies in the column colored by
b; see Fig. 4 (at the moment, please disregard entries). This gives a way to identify boxes of
λ[r] with the boxes of {λB : B ∈ π}. To be more precise a box  ∈ λB which lies in the i-th
column colored by b in λB (not necessarily in the i-th column of λB) and in the j-th row of
λB is identified with the box ˜ of λ[r] which lies in the i-th column colored by b in λ[r] and
in the j-th row of λ[r].
This identification leads to a one-to-one correspondence between all the fillings σ of λ[r]
with entries from a given set A and between the sets of fillings {σB : λB → A | B ∈ π}.
For a given set of fillings {σb : λ
b → A | b ∈ B} the corresponding filling σ : λB → A is
denoted by σB, see Fig. 4. In particular, for any filling σ = σ[r] : λ[r] → N+, and for any
set-partition π ∈ P([r]) we have the following formula:
(18) maj(σ) =
∑
∈Des(σ)
(ℓλ[r]() + 1) =
∑
B∈π
∑
∈Des(σB)
(ℓλB() + 1) =
∑
B∈π
maj(σB).
Indeed, for any filling σ : λB → N+ its descent set Des(σ) decomposes as Des(σ) =⊔
b∈B Des(σb), and for any  ∈ λ
B colored by b one has ℓ′
λb
() = ℓ′λB() = ℓ
′
λ[r]
(˜)
and ℓλb() = ℓλB() = ℓλ[r](˜).
The statistic inv is not additive with respect to the operation ⊕ but its behaviour is also
very simple. Let InvT1(σ) denote the set of triples (1,2) ∈ InvT(σ) such that 1,2
have the same color, and InvT2(σ) denotes the set of triples (1,2) ∈ InvT(σ) such that
1,2 have different colors. Then, the set InvT(σ
B) of inversion triples of the colored filling
σB decomposes as the disjoint sum InvT(σB) = InvT1(σ
B) ⊔ InvT2(σ
B) and
(19) InvT1(σ
B) =
⊔
i∈B
InvT1(σ
{i}), InvT2(σ
B) =
⊔
{i,j}⊂B
InvT2(σ
{i,j}).
Let σ : λ[r] → N+ be a filling. We are ready to construct the graph Gσλ1,...,λr := (V,E).
For each inversion triple in σ, we draw an edge linking its boxes, and we color its endpoints
by the colors of these boxes from the colored diagram λ[r]; then we identify all the endpoints
of the same color – see Fig. 5 for a construction of Gσλ1,...,λr for r = 3 and σ, λ
1, λ2, λ3 as in
Fig. 4. More formally, Gσλ1,...,λr := (V,E) is defined by the following data:
(G1) the set of vertices V is equal to [r];
(G2) ei,j(G
σ
λ1,...,λr) =
{
#InvT1(σ
{i}) for i = j,
#InvT2(σ
{i,j}) for i 6= j.
4.2. Proof of Theorem 1.3. We recall the formula (7) that we need to prove:
κ(λ1, . . . , λr) =
∑
σ:λ[r]→N+
IGσ
λ1,...,λr
(q) tmaj(σ) xσ.
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(a)
6 6
8
(b)
Figure 5. The gray and yellow edges in Fig. 5(a) represent inversion triples
in InvT2(σ) and in InvT1(σ), respectively, and colors of their endpoints for σ
from Fig. 4. Fig. 5(b) presents a graph Gσλ1,λ2,λ3 obtained from the edges from
Fig. 5(a) by identifying the vertices of the same color. The labels on the edges
of Gσλ1,λ2,λ3 indicate their multiplicities.
Proof of Theorem 1.3. Using definition of Macdonald cumulants ((2) and (4)) and HHL’s
formula (17), we rewrite the left hand side of (7) as follows:
(q − 1)1−r
∑
π∈P([r])
(−1)#π−1(#π − 1)!
∏
B∈π
H˜λB(x; q, t)
= (q − 1)1−r
∑
π∈P([r])
(−1)#π−1(#π − 1)!
∑
σ:λ[r]→N+
∏
B∈π
qinv(σ
B) tmaj(σ
B) xσB
=
∑
σ:λ[r]→N+
tmaj(σ)
(q − 1)1−r ∑
π∈P([r])
(−1)#π−1(#π − 1)!
∏
B∈π
qinv(σ
B)
xσ.
The first equality is a consequence of the one-to-one correspondence between fillings of a
given diagram and the sets of fillings of its subdiagrams described in Section 4.1, while the
last equality follows from (18). The expression in parentheses is given by the following
formula:
(q − 1)1−#V
∑
π∈P(V )
(−1)#π−1(#π − 1)!
∏
B∈π
q#E|B ,
where (V,E) = Gσλ1,...,λr , which is equal to IGσλ1,...,λr
(q) by Lemma 2.3 and (9). Indeed,
strictly from the definition ((G1))–((G2)) of Gσλ1,...,λr one has V = [r], and
#E|B =
∑
i∈B
#InvT1(σ
{i})+
∑
{i,j}⊂B
#InvT2(σ
{i,j}) = # InvT1(σ
B)+# InvT2(σ
B) = inv(σB),
where the second equality is given by (19). This concludes the proof. 
5. FUNDAMENTAL QUASISYMMETRIC FUNCTION EXPANSION
In this section we are going to find a formula for Macdonald cumulants in terms of funda-
mental quasisymmetric functions and their superization by applying themethod from [HHL05a,
Section 4].
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5.1. Fundamental quasisymmetric functions.
Definition 5.1 ([Ges84]). For any nonnegative integer n and a subset D ⊂ [n − 1] a funda-
mental quasisymmetric function Fn,D(x) of degree n in variables x = x1, x2, . . . is defined
by the formula
Fn,D(x) :=
∑
i1≤···≤in
j∈D⇒ij<ij+1
xi1 · · ·xin .
More generally, let A = Z+ ∪ Z− = {1, 1¯, 2, 2¯, . . . } be a “super” alphabet of positive
letters i and negative letters i¯, and let (A,≤) be a total order ofAwhich preserves the natural
order of positive integers. The “super” quasisymmetric function F˜n,D(x,y) in variables x =
x1, x2, . . . and y = y1, y2, . . . is defined by
F˜n,D(x,y) :=
∑
i1≤···≤in
ij=ij+1∈Z+⇒j /∈D
ij=ij+1∈Z−⇒j∈D
zi1 · · · zin ,
where the indices i1, . . . , in run over A, and we set zi = xi for i ∈ Z+, and zi¯ = yi for
i¯ ∈ Z−.
Definition 5.2 ([HHL+05b]). The superization of a symmetric function f(x) is
f˜(x,y) := ωY f [X + Y ]
(the subscript Y denotes that ω acts on f [X + Y ] = f(x,y) considered as a symmetric
function of the y variables only).
Proposition 5.3 ([HHL+05b]). Let f(x) be a homogeneous symmetric function of degree n,
written in terms of fundamental quasisymmetric functions as
f(x) =
∑
D
cD Fn,D(x).
Then its ”superization” is given by
f˜(x,y) =
∑
D
cD F˜n,D(x,y).
5.2. Fundamental quasisymmetric function expansion and super fillings. For any pair
of letters x, y ∈ (A,≤) and for any sign • ∈ {+,−} we write x ≤• y when x < y, or
x = y ∈ Z•. We define ≥• similarly.
Given a super alphabet A, a super filling of µ is a function σ : µ→ A.
We define the set Des(σ) of boxes  ∈ µ occurring as the upper box in a descent, that is
in the pair σ() ≥− σ(
′), where  lies directly above ′ in µ. The entries of an attacking
pair (,′) such that σ() ≥− σ(
′) and such that  precedes ′ in the reading order form
an inversion. The set of positions of all inversions in σ is denoted by Inv(σ), as before.
We say that the ordered triple of boxes 1,2,3 is counterclockwise increasing, if one
of the following conditions holds true:
• σ(1) ≤+ σ(3) ≤− σ(2), or
• σ(3) ≤− σ(2) ≤− σ(1), or
• σ(2) ≤− σ(1) ≤+ σ(3).
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λ[3]
G1,2,3λ1,λ2,λ3
Figure 6. The graph G1,2,3λ1,λ2,λ3 for λ
1, λ2, λ3 from Fig. 4.
We define the inversion triple as a pair of boxes (1,2), where 1 is a box lying in the
same row as 2 to its left and such that a triple 1,2,3 is counterclockwise increasing,
where 3 is a box lying directly below 1.
The statistics inv(σ) and maj(σ) are defined in terms of Inv(σ), Des(σ) and InvT(σ) by
(15), and (16) as for ordinary fillings. Given a permutation σ ∈ Sn and an integer i < n, we
say that i is an inverse descent of σ if i + 1 lies to the left of i in σ. Let iDes(σ) denote the
set of inverse descents of σ.
Let λ1, . . . , λr be partitions and let n = |λ1| + · · · + |λr|. Then, using formula (7) and a
verbatim argumentation as in [HHL05a, Section 4] we have the expansion
(20) κ(λ1, . . . , λr)(x) =
∑
σ∈Sn
IGσ
λ1,...,λr
(q) tmajλ[r](σ) Fn,iDes(σ)(x),
where we abuse notation by denoting both a permutation by σ, and the associated standard
filling of λ[r] with the reading word given by σ (see Section 3.3). Thus, by Proposition 5.3
κ˜(λ1, . . . , λr)(x,y) =
∑
σ∈Sn
IGσ
λ1,...,λr
(q) tmajλ[r](σ) F˜n,iDes(σ)(x,y),
or equivalently (which will be more useful in applications)
(21) κ˜(λ1, . . . , λr)(x,−y) = κ˜(λ1, . . . , λr)[X − Y ] =
∑
σ:λ[r]→A
IGσ
λ1,...,λr
(q) tmajλ[r](σ) zT ,
where we sum over all super fillings of λ[r], and zi = xi for i ∈ Z+, and zi¯ = −yi for i¯ ∈ Z−.
The first equality in (21) follows from (14).
6. MULTIVARIATE q, t-KOSTKA COEFFICIENTS FOR HOOKS
Let λ1, . . . , λr be partitions, and let 1 ≤ s ≤ |λ1|+ · · ·+ |λr| be a positive integer. For any
subset {1, . . . ,s} ⊂ λ
[r] of boxes we construct a graph G1,...,sλ1,...,λr := (V,E) as follows: we
draw an edge between each i and each box to its left lying in the same row, and we color its
endpoints by the colors of the corresponding boxes in λ[r]; then we identify all the endpoints
of the same color – see Fig. 6 for a construction of G1,2,3λ1,...,λr for r = 3 and λ
1, λ2, λ3 as in
Fig. 4. In other words
• the set of vertices V is equal to [r],
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• the number of edges linking vertices i, j ∈ V is equal to the number of pairs (k,
′)
such that ′ is in the same row as k to its left, and the pair (k,
′) is colored by
{i, j}, where 1 ≤ k ≤ s.
We are ready to prove Conjecture 1.2 in the case of hooks.
Theorem 6.1. Let λ1, . . . , λr be partitions with |λ[r]| = n. Then, for any nonnegative integer
s, the coefficient of (−u)s in κ(λ1, . . . , λr)[1− u] is equal to
(22) κ(λ1, . . . , λr)[1− u]|(−u)s =
∑
{1,...,s}⊂λ[r]
I
G
1,...,s
λ1,...,λr
(q) t
∑
1≤i≤s ℓ
′
λ[r]
(i).
Equivalently, the multivariate q, t-Kostka number K˜(n−s,1s);λ1,...,λr(q, t) is a polynomial in q, t
with nonnegative integer coefficients given by the following formula:
(23) K˜(n−s,1s);λ1,...,λr(q, t) =
∑
{1,...,s}⊂λ[r]\(1,1)
I
G
1,...,s
λ1,...,λr
(q) t
∑
1≤i≤s ℓ
′
λ[r]
(i).
Proof. Firstly, we sketch an argument of Macdonald showing the equivalence of formulas
(22) and (23). Macdonald proved [Mac95, Section VI.8, Example 2] that
sλ[1− u] =
{
0 if λ is not a hook,
(1− u)(−u)s if λ = (n− s, 1s).
Thus, for any homogeneous symmetric function
f :=
∑
λ⊢n
cλ sλ,
we obtain the following relation
(24) f [1− u]|(−u)s = c(n−s,1s) + c(n−s+1,1s−1).
Note that for any subset {1, . . . ,s} ⊂ λ
[r] \ (1, 1) graphs G1,...,sλ1,...,λr and G
1,...,s,(1,1)
λ1,...,λr coin-
cide, which is clear from our construction (there are no boxes to the left of (1, 1)). Moreover,
ℓ′
λ[r]
((1, 1)) = 0, therefore∑
{1,...,s}⊂λ[r]
I
G
1,...,s
λ1,...,λr
(q) t
∑
1≤i≤s ℓ
′
λ[r]
(i)
=
∑
{1,...,s}⊂λ[r]\(1,1)
I
G
1,...,s
λ1,...,λr
(q) t
∑
1≤i≤s ℓ
′
λ[r]
(i)
+
∑
{1,...,s−1}⊂λ[r]\(1,1)
I
G
1,...,s−1
λ1,...,λr
(q) t
∑
1≤i≤s−1 ℓ
′
λ[r]
(i),
and we proved that the relation (24) is satisfied by (22) and (23). This proves that formulas
(22) and (23) are equivalent.
In order to compute the coefficient of (−u)s in κ(λ1, . . . , λr)[1 − u] we use formula (21),
which says that this coefficient is equal to the sum of IGσ
λ1,...,λr
(q) tmajλ[r](σ) over super fillings
σ with n− s entries equal to 1 and s entries equal to 1¯. If we use an ordering of A in which
1¯ < 1 then the set of inversion triples consists of the pairs (1,2) such that σ(2) = 1¯
and σ(1) is arbitrary (and, as a part of the definition, 1 is in the same row as 2 to its
left). Moreover,  ∈ Des(σ) if and only if σ(′) = 1¯ for ′ strictly below . Let σ be
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a super filling of λ[r] with s boxes 1, . . . ,s filled by 1¯ and other boxes filled by 1. It
is obvious from the construction that Gσλ1,...,λr = G
1,...,s
λ1,...,λr . Indeed, we recall that G
σ
λ1,...,λr
is constructed by replacing inversion triples by edges and identifying vertices of the same
color. Inversion triples in σ are given by (,i), where 1 ≤ i ≤ s, and  is an arbitrary
box in the same row as i to its left. Thus, the construction of both G
σ
λ1,...,λr and G
1,...,s
λ1,...,λr
coincides. Let σ be a super filling of λ[r] with s boxes 1, . . . ,s filled by 1¯ and other boxes
filled by 1. We associate with it another super filling σ̂ of λ[r] with s boxes ̂1, . . . , ̂s filled
by 1¯ and other boxes filled by 1, by setting (̂x, y) :=
(
x, (λ[r])tx + 1− y
)
∈ λ[r]. In other
words (̂x, y) is a box lying in the same column as (x, y), but in the y-th row counting from
the top of this column. The operation̂is an involution on the set of super fillings of λ[r]
with s entries equal to 1¯ and n − s entries equal to 1. Note that ℓλ[r]() = ℓ
′
λ[r]
(̂), and
majλ[r](σ) =
∑
1≤i≤s ℓλ[r](i), so
majλ[r](σ̂) =
∑
1≤i≤s
ℓλ[r](̂i) =
∑
1≤i≤s
ℓ′λ[r](i).
Finally, it is straightforward from the construction of G1,...,sλ1,...,λr that for a fixed integer 1 ≤
i ≤ s one can replace the box i by any other box 
′ from the same column of λ[r] and the
resulting graph G1,...,
′,...,s
λ1,...,λr is the same as the initial one G
1,...,s
λ1,...,λr . Indeed, for any color
j ∈ [r] the number of boxes colored by j and lying in the same row as i to its left is the
same as the number of boxes colored by j and lying in the same row as ′ to its left. In
particular
G1,...,sλ1,...,λr = G
̂1,...,̂s
λ1,...,λr .
Concluding, we can compute the coefficient in question as follows∑
σ:λ[r]→{1n−s,1¯s}
IGσ
λ1,...,λr
(q) tmajλ[r](σ) =
∑
σ:λ[r]→{1n−s,1¯s}
IGσ
λ1,...,λr
(q) tmajλ[r](σ̂)
=
∑
{1,...,s}⊂λ[r]
I
G
1,...,s
λ1,...,λr
(q) t
∑
1≤i≤s ℓ
′
λ[r]
(i),
which proves (22) and finishes the proof of Theorem 6.1. 
7. FULLY COLORED MACDONALD POLYNOMIALS
In this section we focus on the special case of cumulants κ(λ1, . . . , λr) where all the par-
titions λ1, . . . , λr are columns. These cumulants are directly related to the cumulants we
used in our previous work [DF16], where we proved polynomiality part of the b-conjecture,
and we believe that studying their structure might be an important step toward resolving the
b-conjecture. Moreover, they seem to carry many remarkable properties and therefore they
might be of an independent interest.
Definition 7.1. For any partition µ, we define fully colored Macdonald polynomial H¯µ(x; q, t)
as follows:
H¯µ(x; q, t) := κ(1
µt1 , 1µ
t
2 , . . . , 1µ
t
µ1 ).
Theorem 7.2. The family of fully colored Macdonald polynomials H¯µ(x; q, t) is a linear
basis of the algebra Λ of symmetric functions.
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In order to prove above theoremwe find an explicit combinatorial formula for some plethys-
tic substitution in the cumulants of Macdonald polynomials.
Let σ : µ→ A be a super filling of µ. We say that it is compatible with µ if |σ(x, y)| ≥ y
for all (x, y) ∈ µ. We also denote by m(σ) and p(σ), respectively, the number of negative
and positive, respectively, entries in µ. We fix the following ordering of A:
1 < 2 < · · · < 2¯ < 1¯,
and we set x|σ| :=
∏
∈µ x|σ()|.
Lemma 7.3. For any positive integer r and partitions λ1, . . . , λr we have
(25) κ(λ1, . . . , λr)[X(t− 1); q, t] =
∑
σ:λ[r]→A
compatible with λ[r]
IGσ
λ1,...,λr
(q) (−1)m(σ) tp(σ)+maj(σ) x|σ|.
Proof. The proof of [HHL05a, Lemma 5.2] which corresponds to the case r = 1 works
without any changes in the general case, so we only recall the main argument. Using (21) we
get the formula
κ(λ1, . . . , λr)[X(t− 1); q, t] =
∑
σ:λ[r]→A
IGσ
λ1,...,λr
(q) (−1)m(σ) tp(σ)+maj(σ) x|σ|.
Therefore, it is enough to show that there exists an involution φ on the set of super fillings
σ : λ[r] → A which fixes super fillings compatible with µ, and for other super fillings
preservesGσλ1,...,λr and p(σ)+maj(σ) but increases/decreasesm(σ) by one. Let σ be a super
filling not compatible with λ[r], and let a be the smallest integer such that a = |σ(x, y)| < y
for some (x, y) ∈ λ[r]. Let ′ ∈ λ[r] be the first box in the reading order with |σ(′)| = a.
We define
φ(σ)() =
{
σ() for  6= ′,
σ() for  = ′.
It was shown in [HHL05a, Proof of Lemma 5.2] that
p(σ) + maj(σ) = p
(
φ(σ)
)
+maj
(
φ(σ)
)
,
and
InvT(σ) = InvT
(
φ(σ)
)
.
It implies that Gσλ1,...,λr = G
φ(σ)
λ1,...,λr , which finishes the proof. 
Proof of Theorem 7.2. Observe that for any partitions λ1, . . . , λr one has
κ(λ1, . . . , λr)[X(t− 1)] ∈ Q(q, t){sλ}λ≤λ[r],
which is an immediate corollary from (C1) and (C2). Indeed, it is enough to use definition of
Macdonald cumulants ((2) and (4)), and a well-known property of Schur functions: sµsν ∈
Z{sλ}µ∪ν≤λ≤µ⊕ν (alternatively, it also follows from (25)).
In particular, H¯µ[X(t− 1); q, t] ∈ Q(q, t){sλ}λ≤µ and it is enough to show that
[sµ]H¯µ[X(t− 1); q, t] 6= 0.
We claim that
(26) [sµ]H¯µ[X(t− 1); q, t] = (−1)
|µ|Pµt2,µt3,...,µtµ1
(q) +O(t),
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where Pµt2,µt3,...,µtµ1
is given by (13). Indeed, using (25) we end up with the following expan-
sion
[sµ]H¯µ[X(t− 1); q, t] = (−1)
|µ|IGσ
1
µt
2 ,1
µt
3 ,...,1
µtµ1
(q) +O(t),
where σ is the unique super filling compatible with µ with entries {1¯µ1 , . . . , ¯ℓ(µ)
µℓ(µ)}. This
filling is given by the explicit formula:
σ(i, j) := j¯
for any box (i, j) ∈ µ. Thus, each pair of boxes lying in the same row belongs to InvT(σ),
since i¯ ≤− i¯ ≤+ i− 1. This implies that the number of edges ei,j
(
Gσ
1µ
t
2 ,1µ
t
3 ,...,1
µtµ1
)
linking
vertices i 6= j is equal to the number µtmax(i,j), and (26) follows from Corollary 2.2. In
particular [sµ]H¯µ[X(t− 1); q, t] 6= 0, which finishes the proof. 
Remark. Note that
[s1|µ| ]H¯µ = t
n(µ)Pµt2,µt3,...,µtµ1
(q),
where n(µ) :=
∑
i≥1(i − 1)µi. This follows from Theorem 6.1 and from the above analysis
of the polynomial IGσ
1
µt
2 ,1
µt
3 ,...,1
µtµ1
(q). A polynomial Pa1,...,ar(q) already appeared in the litera-
ture in the context of Macdonald polynomials, and it would be interesting to find a connection
between these results and our work – see Section 8 for more details.
Proposition 7.4. For any partition µ the fully colored Macdonald polynomial H¯µ(x;−1, t)
is t–positive in the monomial basis, and in the fundamental quasisymmetric basis.
Proof. This is straightforward from formulas (7) and (20) and from Proposition 2.1. 
8. OPEN PROBLEMS
We decided to conclude the paper by mentioning several possible directions for the future
research that arise naturally from Theorem 1.3 which actually raises more questions than it
answers.
8.1. Schur positivity, G-parking functions and geometry of Hilbert schemes. The first
topic is related to the standard technique of proving Schur–positivity of a given function f by
constructing a certainSn–module V and interpreting f as the Frobenius characteristic of V .
We are going to quickly review this technique in the following. Let V be a Sn-module and
we decompose it as a direct sum of its irreducible submodules:
V =
⊕
λ
V cλλ .
Then, we define the Frobenius characteristic of V as
Fr(V ) :=
∑
λ
cλ sλ.
If, additionally, V is a k-graded Sn–module, that is
V =
⊕
i1,...,ik≥0
V i1,...,ik ,
22 M. DOŁE˛GA
and each summand in this decomposition is a Sn–module, then
Fr(V ) :=
∑
i1,...,ik≥0
ti11 · · · t
ik
k Fr
(
V i1,...,ik
)
.
Equivalently, let µ ⊢ n be a partition of n, and let V i1,...,ikµ denote the subspace of V
i1,...,ik
consisting of fix-points of the action of the subgroup
Sµ := S{1,...,µ1} ×S{µ1+1,...,µ1+µ2} × · · · ×S{µ1+···+µl−1+1,...,|µ|} < Sn,
where ℓ(µ) = l. Then
(27) Fr(V ) =
∑
i1,...,ik≥0
ti11 · · · t
ik
k
∑
µ⊢n
dim
(
V i1,...,ikµ
)
mµ.
The celebrated result of Haiman [Hai01] proves that the Macdonald polynomial H˜µ(x; q, t)
can be interpreted as the Frobenius characteristic of a certain Sn–module Dµ (associated
with a partition µ ⊢ n), which carries a natural structure of a bigraded module. Thanks to our
explicit, combinatorial formula (7) it is natural to use (27) and try to prove Schur–positivity
of Macdonald cumulant κ(λ1, . . . , λ
r) by constructing a bigraded Sn–module D
λ1,...,λr such
that
Hilbq,t
(
Dλ
1,...,λr
µ
)
=
∑
σ:λ[r]≃{1µ1 ,2µ2 ,...}
IGσ
λ1,...,λr
(q) tmajλ[r](σ),
where
Hilbq,t(D) =
∑
i,j
qi tj dim(Di,j)
is the Hilbert series of a bigraded vector space D with respect to its gradation. We mention
here that Postnikov and Shapiro [PS04] introduced G-parking functions in order to construct
certain graded vector spaces, whose Hilbert series are given by IG(q). Is it possible to merge
ideas of Haiman, and Postnikov with Shapiro to construct a moduleDλ
1,...,λr as in question?
In fact, Haiman’s representation-theoretical interpretation of Macdonald polynomials was
a corollary of another result of him – Haiman showed that a certain geometric object, called
isospectral Hilbert scheme has “nice” geometric properties, that is it is normal, Cohen–
Macaulay, and Gorenstein (see [Hai02], which explains all these terms and much more in
an available way for non-experts). What kind of geometric properties (if any) of isospectral
Hilbert schemes or related geometric objects assure Schur–positivity of Macdonald cumu-
lants? The other way round – does Schur–positivity of Macdonald cumulants imply that
some geometric object has nice properties? One can ask a weaker question by using various
specializations of Macdonald cumulants carrying geometric interpretations.
8.2. G-inversion polynomials and Macdonald polynomials. We recall Section 7 which
points that the coefficient [s1|µ| ]H¯µ[x, q, t] is given by the polynomial Pµt2,µt3,...,µtµ1
(q), where
Pa2,...,an(q) :=
∑
T increasing tree on [n]
∏
2≤i≤n
[δT (i)]q,
and δT (i) =
∑
j aj (here j ranges over descendants of i including i itself ). When a2 =
· · · = an = 1 this is the inversion polynomial but this also corresponds to the generating
function of parking functions with respect to the statistic called area. This function appeared
in the context of the Shuffle ex-conjecture [HHL+05b] proved recently by Carlsson andMellit
[CM18].
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We define two sets Bµ(q, t) := {q
a′()tℓ
′()| ∈ µ}, Tµ(q, t) := Bµ(q, t) \ {1}. Given
any symmetric function f , we define two operators∆f ,∆
′
f acting on the space of symmetric
functionsΛ by describing their action on the Macdonald basis and extending this by linearity:
∆f H˜µ(x; q, t) := f(Bµ(q, t)) · H˜µ(x; q, t), ∆f H˜µ(x; q, t) := f(Bµ(q, t)) · H˜µ(x; q, t).
The Shuffle ex-conjecture expresses the function ∆′en−1en in terms of parking functions
with respect to two statistics called area and dinv and the polynomial P1,...,1(q) appears as
〈∆′en−1en, h1n〉t=1, where eµ, hµ are elementary and complete symmetric functions, respec-
tively.
The Shuffle ex-conjecture was generalized in two directions. The first generalization is
given by the Rational Shuffle ex-conjecture of Bergeron, Garsia, Leven, and Xin [BGSLX16]
proved very recently by Mellit [Mel16], and the second one is given by the Delta conjecture
of Haglund, Remmel andWilson [HRW18]. Both conjectures are related to the combinatorics
of Tesler matrices and their generalizations, where polynomials Pa2,...,an(q) appear naturally,
see [AGH+12, Wil17]. Moreover, polynomialsPa2,...,an(q) correspond to (q, t)–Ehrhart func-
tions of certain flow polytopes [LMM18].
We believe that all these similarities are not coincidental and finding a missing link between
Macdonald cumulants and the aforementioned problems would be of a great importance.
We leave all these questions wide open for future research.
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