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We introduce a systematic construction of a gapless symmetry protected topological phase in one
dimension by “decorating” the domain walls of Luttinger liquids. The resulting strongly interacting
phases provide a concrete example of a gapless symmetry protected topological (gSPT) phase with
robust symmetry-protected edge modes. Using boundary conformal field theory arguments, we
show that while the bulks of such gSPT phases are identical to conventional Luttinger liquids, their
boundary critical behavior is controlled by a different, strongly-coupled renormalization group fixed
point. Our results are checked against extensive density matrix renormalization group calculations.
I. INTRODUCTION
Topological materials offer a rich and diverse set of
condensed matter systems, extending beyond the Lan-
dau paradigm of symmetry-breaking order. The dis-
covery of topological insulators and superconductors in
the past decade [1–10] led to the general concept of
Symmetry-Protected Topological phases (SPTs) which,
as the name suggests, are gapped quantum phases of
matter with topological properties protected by symme-
try [11–20]. They feature short-range entanglement and
spectral gaps, and have gapless edge states protected
by the presence of certain symmetries. (For a review,
see [21].) Examples include the experimentally accessi-
ble Haldane phase in quantum spin chains [22–24]. Non-
perturbative techniques have led to an essentially exhaus-
tive classification of gapped bosonic [17, 19, 20, 25] and,
to some extent, fermionic SPT phases [14, 26–30]. A key
feature in the definition of SPTs is the spectral gap to
bulk excitations, whose presence is generally believed to
be necessary to ensure protection of the edge states.
Attention has recently turned to gapless topological
materials, including Weyl and Dirac semi-metals with
topologically-protected Fermi arc surface states [31–35].
In previous work [36], the authors showed that the as-
sumption of a spectral gap for strongly interacting SPT
systems is unnecessary (see also [37, 38]). We provided
a general construction of systems —in any dimension—
that are gapless in the bulk with symmetry-protected
topological edge modes, which we dub gapless SPTs
(gSPTs). Through exactly solvable examples, we demon-
strated that many of the tools regularly applied to
gapped SPTs — including unitary twists [20], entan-
glement spectra [39], strange correlators [40], and trial
wavefunctions [41] — carry over to the gapless case. In
general, our construction works by “twisting” [20] a gap-
less topologically trivial system, or by “decorating” its
domain walls [42]. The resultant non-trivial gSPT is as
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stable as the underlying gapless system. Therefore twist-
ing can turn critical points or lines into points or lines of
gSPTs, but also gapless phases into gSPT phases.
In this work we systematically study an exactly solv-
able gSPT phase created by twisting a Luttinger liq-
uid [43, 44] (LL). The resulting phase, which we call
“LL?” is a topologically non-trivial phase with gapless
edge modes. Just as for a regular SPT, the edge states
are robust to all perturbations that preserve certain pro-
tecting symmetries. Additionally, we show that while the
LL and LL? phases are identical in the bulk, the bound-
ary critical behavior of the LL? state realizes a differ-
ent strongly-coupled renormalization group fixed point.
The spectrum of boundary critical exponents is exactly
described within boundary CFT [45, 46], and the topo-
logical edge states lead to an exotic “superposition” of
conformally invariant boundary conditions.
The goal of this work is two-fold. First, we wish to put
the notion of topological Luttinger liquids in a more sys-
tematic context. Similar kinds of topological Luttinger
liquids have been studied previously in several works [47–
49] with a variety of setups — relying essentially on the
spin-charge separation property of Luttinger liquids. By
examining a topological Luttinger liquid as a gSPT, we
can construct such gapless topological states in a more
systematic way, and we can understand their topolog-
ical nature using the powerful tools and techniques of
SPTs. Second, by studying this one-dimensional example
— where exact results are available through CFT and ex-
plicit numerical confirmation is possible — we may com-
pletely understand this example of a gSPT. We expect
that many of the results and physical pictures developed
here have close analogues in higher-dimensional gSPTs.
This paper is organized as follows. In Section II we
introduce our model and briefly describe its topological
and spectral properties. Section III establishes the exis-
tence of a gSPT phase and analyzes its phase diagram.
The surface critical behavior of this problem is analyzed
in terms of BCFT in Section IV, along with extensive
numerical validation. We then conclude with possible
generalizations to higher dimensions and implications for
gapless topological systems.
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2II. MODEL AND TOPOLOGICAL EDGE
MODES
Consider a spin-1/2 chain with two alternating species,
which we call σ and τ , as shown in Figure 1 (c). We will
follow the systematic procedure for constructing a gSPT
from our previous work [36]: start with a gapless phase
and then twist it by a local unitary operator to arrive at
a topologically non-trivial phase. This is directly analo-
gous to how the Z2×Z2 gapped SPT [20, 42, 51, 52], the
simplest one-dimensional bosonic SPT, is constructed in
the decorated domain wall picture [42].
We start from a topologically trivial phase which is the
XXZ model for the σ spins and a paramagnet for the τ
spins:
H
(Z)
gTrivial =
∑
i
σxi σ
x
i+2 + σ
y
i σ
y
i+2 + ∆σ
z
i σ
z
i+2 − τxi +Hint
Hint =
∑
i
ασzi τ
x
i+1σ
z
i+2 − gττzi τzi+2 − uττxi τxi+2.
(1)
This has a U(1)oZ(σ)2 ×Z(τ)2 global symmetry, generated
by Uθ =
∏
i=1,3,... e
iθσzi /2, Cσ =
∏
i=1,3,... σ
x
i and Cτ =∏
i=2,4,... τ
x
i respectively.
The choice of anisotropy in the Z-direction is arbitrary;
taking the anisotropy in the Y -direction gives the same
gTrivial state, but we will show below that it will produce
a slightly different gSPT. Because this choice amounts to
an onsite unitary σyi ↔ σzi , we will, for the most part,
treat both models simultaneously. For brevity, we refer
to the Hamiltonian in Eq. (1) as the (Z)-model, and the
one obtained from Eq. (1) by doing σyi ↔ σzi as the (Y )-
model:
H
(Y )
gTrivial =
∑
i
σxi σ
x
i+2 + σ
z
i σ
z
i+2 + ∆σ
y
i σ
y
i+2 − τxi +Hint
Hint =
∑
i
ασyi τ
x
i+1σ
y
i+2 − gττzi τzi+2 − uττxi τxi+2.
(2)
However, the slight differences between the two models
will help to elucidate several subtle issues, so we will
contrast them at several points below.
The symmetry protecting the topological properties is
given by Z(σ)2 ×Z(τ)2 , while the U(1) symmetry enforces a
gapless bulk in the Luttinger liquid phase. Interactions in
Hint are chosen to be the simplest ones compatible with
the symmetry. The perturbation gτ takes the τ ’s from a
simple paramagnet to an Ising model, and uτ takes the
Ising model away from integrability. The interaction α
couples the σ and τ sectors together by the simplest term
compatible with all symmetries.
To twist the model into a non-trivial gapless SPT, we
use the local unitary operator U (also used to construct
the gapped Z2 × Z2 SPT)
U =
∏
DW(σ)
(−1) 1−τ
z
i
2 , (3)
where the product runs over all the domain walls of the
σ spins in the z basis. One can think of U as attaching
a charge of Z(τ)2 to the domain walls of Z
(σ)
2 [42, 53].
From a more concrete perspective, U gives a factor of
(−1) for each instance of two consecutive down spins (in
the z basis) in a classical spin configuration, as shown in
Figure 1 (c).
The non-trivial gapless SPT is defined by
HgSPT = UHgTrivialU. (4)
For the (Z)-model, the U(1) symmetry is invariant un-
der conjugation by U , but for the Y -model, the U(1)
symmetry is also twisted in the process, and is therefore
slightly less natural as a physical symmetry after twist-
ing. With periodic boundary conditions, HgSPT clearly
has the same spectrum as HgTrivial. However, for open
boundary conditions, we will see that HgSPT has gapless
edge modes. This manifests as a two-fold exponential
degeneracy of all the low-energy states, as shown in Fig-
ure 1 (b). Remarkably, we will see that these topological
edge modes (and the associated two-fold degeneracy of
the spectrum) are robust to symmetry-preserving per-
turbations, even if they are strongly coupled to the bulk
gapless degrees of freedom.
To demonstrate the presence of edge modes, let us first
restrict ourselves to a limit were they can be found ex-
actly: a semi-infinite chain i ≥ 1, starting with σ1, with-
out interactions, i.e. α = gτ = uτ = 0. The action
of U on the Pauli matrices is σxi → τzi−1σxi τzi+1, σyi →
τzi−1σ
y
i τ
z
i+1, σ
z
i → σzi , and similarly for the τ ’s. Hence,
the first few terms in HgSPT for the (Z)-model are given
by
HopengSPT = ∆σ
z
1σ
z
3 + τ
z
2 σ
x
3σ
x
5 τ
z
6 + τ
z
2 σ
y
3σ
y
5τ
z
6 − σz1τx2 σz3 + · · ·
(5)
(Terms such as σx1σ
x
3 τ
z
4 and σ
y
1σ
y
3τ
z
4 are not compatible
with the symmetries and cannot be included.) In this
simple case, the edge mode Ψ is simply the first spin;
Ψ = σz1 commutes with the Hamiltonian and thus indexes
a double degeneracy of every state. Even in this simple,
exactly solvable limit, the edge mode does not completely
decouple from the gapless degrees of freedom. In partic-
ular, because of the ∆σz1σ
z
3 term in the Hamiltonian, en-
forcing σz1 = ±1 induces an effective magnetic field ±∆
acting on σz3 . The effects of this boundary magnetic field
on the gapless degrees of freedom will be discussed in
Section IV. We emphasize that this is dramatically dif-
ferent from edge modes at the boundary of gapped SPTs:
for gapped SPTs, one can construct local operators that
can flip the edge mode from σz1 = ±1 to σz1 = ∓1, while
in the gapless case above this is not possible because of
the coupling to the gapless bulk modes. (In particular,
this is why there is only a two-fold degeneracy of the
low-energy states for an open system of finite length L,
instead of the four-fold degeneracy expected for gapped
1d SPT with two spin- 12 edge modes.)
The edge modes survive in the presence of generic in-
teractions compatible with the symmetry. In particular,
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FIG. 1. (a) The spectrum of HgTrivial. (b) The spectrum of HgSPT for the (Y )-model. For both cases, open boundary conditions
were chosen, and the spectra are normalized to be able to read off CFT operator dimensions. The conformal blocks are labelled
by the magnetic charge sector m and spaced horizontally, and small horizontal spacings show degenerate eigenvalues (up to
exponential splitting). One can see that the states in the gSPT case are all doubly degenerate, due to the edge modes, but also
that operator dimensions have changed relative to the gTrivial case. The numerical spectra were computed via DMRG [50]
on up to 32 sites with finite-size scaling, and the solid lines correspond to the exponents expected from boundary CFT using
∆eff = − cospig. To improve convergence, the gap on the paramagnetic sector was increased from one to ten. See Section IV
for additional numerical details. The Hamiltonian parameters used are ∆ = 0.3, α = 0.1, gτ = 0.3, uτ = 0.1 for both (a) and
(b). (c) The spin chain for the gSPT. White sites corresponds to σ spins and grey sites to τ spins. The dotted box shows the
effect of the local unitary U , which gives a phase factor of −1 for each adjacent pair of down spins (red bar). (d) The bulk
phase diagram of HLL
?
gSPT, as computed via DMRG [50]. Each line denotes a different eigenvalue crossing which accompanies a
phase transition, and black crosses denote multicritical points. The parameters are given by gτ = 0.3 and uτ = 0.1.
we add α, gτ , and uτ , as well as additional Z(σ)2 × Z(τ)2 -
preserving boundary perturbations such as σx1 . (We allow
terms breaking the U(1) symmetry at the boundary since
this symmetry only protects the gaplessness of the bulk,
and plays no role in the topological properties of the sys-
tem.) Due to the spectral gap in the τ sector, local chan-
nels to flip the edge mode are exponentially suppressed.
Thus the only effect of interactions is to dress Ψ, which
remains largely localized to the first site. In a system
with finite length L, open boundary conditions and say,
uτ = α = 0 but gτ  1, the amplitude for flipping the
edge modes at both ends scales as ∼gLτ = eL log gτ and is
thus exponentially small in L. As for gapped SPTs, we
thus expect the edge modes to remain protected by the
gap of the τ spins away from the exactly solvable limit
described above. This picture is confirmed numerically
below.
We may thus consider HgSPT as a gapless symmetry-
protected topological state. We emphasize that our con-
struction was completely systematic, following the gen-
eral construction from previous work [36] and employing
the same unitary transformation used for the standard
Z2 × Z2 SPT. We should therefore expect it to inherit
many of the properties of normal SPTs. As a practical
matter, this implies HgSPT should be robust to perturba-
tions and therefore constitute a phase. We confirm this
in the next section.
III. PHASE DIAGRAM
In this section we study the phase diagram of HgSPT,
and show that it has a genuine gapless SPT phase pro-
tected by the symmetry U(1) o Z(σ)2 × Z(τ)2 . Since, for
periodic boundary conditions, HgSPT and HgTrivial are
related by a local unitary transformation, they share the
same bulk properties. In particular, their phase bound-
aries are the same; the LL? state is as stable as the
original (untwisted) LL phase [36]. We therefore ana-
lyze Eq. (1) to understand the phase diagram of HgSPT
(which is the same for both the (Y )- and (Z)-models).
A numerical phase diagram is shown in Figure 1 (d),
computed with DMRG [50, 54] and finite-size scaling.
To avoid fine-tuning, we include all perturbations from
Hint. It is clear that LL
? is a genuine phase and not
just a critical point. By working in various limits and
approximations, we may identify the various proximate
phases and many of the phase transitions. First, the line
4α = 0 is the same as the well-known XXZ model, which
is a ferromagnet for ∆ < −1 and an antiferromagnet for
∆ > 1. The middle region −1 < ∆ < 1 is a Luttinger
liquid, whose low-energy properties are given by the com-
pact free boson conformal field theory, a fact we employ
in the following section.
When α → ∞, the Hamiltonian is dominated by the
interaction ασzτxσz. This has 2L/2 degenerate ground
states: any classical configuration of σz is permitted,
and the σ spins fix the τ spins by the requirement
〈σzi τxi+1σzi+2〉 = −1. Adding the other terms at first order
in perturbation theory gives an effective Hamiltonian for
this low-energy sector of Heff =
∑
i (∆ + 1)σ
z
i σ
z
i+2. This
implies the ground state is ferromagnetic for ∆ < −1 and
undergoes a direct transition to the anti-ferromagnetic
phase at ∆ > −1. Indeed, we see a transition near
∆ = −1 for α 0 in the phase diagram.
For ∆ → ∞, the situation is trivial and we always
have an anti-ferromagnet for σ and a paramagnet for the
τ ’s. In the opposite limit ∆→ −∞, we may assume the
σ’s are perfectly ferromagnetic, and hence 〈σzi σzi+2〉 =
1. This gives an effective Hamiltonian Heff = −
∑
i(1 −
α)τxi +gττ
z
i τ
z
i+2+uττ
x
i τ
x
i+2 for the τ spins. When uτ = 0,
this gives Ising transitions for the τ ’s at α = 1 ± gτ .
Adding in uτ breaks the integrability of the Ising model,
moving the transitions to α = 1± (gτ −O(uτ )).
Lastly, we can understand the phase transitions out of
the LL? phase in an effective theory. Integrating out the
gapped τ spins gives ∆eff(α) = ∆+α 〈τx〉 ≈ ∆+α. This
gives phase transitions at ∆eff(α) = ±1, i.e. ∆(α) =
±1 − α. Figure 1 (d) shows this argument accurately
predicts the phase boundaries for LL? up to α ≈ 1.
We have established that LL? is a genuine phase within
our choice of parameters and does not rely on fine-tuning.
The stability of LL? is a separate question, which we
defer to Section IV B. For now, note that both the LL
and LL? phases can be gapped out by dimerizing the σ
spins, so translation invariance by a single unit cell should
also be included in the symmetry group protecting the
gaplessness of the system.
IV. BOUNDARY CRITICALITY
Since HgSPT is a gapless model in 1+1 dimensions,
its universal properties are described by conformal field
theory [55]. In this section we will show that boundary
CFT (BCFT) [45, 46] predicts the exact low-energy spec-
trum (below the paramagnetic gap) in the LL? phase, in-
cluding degeneracies. We will see that HgSPT realizes a
superposition of boundary conditions that would other-
wise require symmetry-breaking fields in non-topological
(gTrivial) systems.
A. BCFT for LL
To start, let us review some facts about the standard
(non-twisted) XXZ model, which will apply to HgTrivial.
Through bosonization, and integrating out the τ spins,
the low-energy physics of this model can be captured by
a single gapless bosonic field (Luttinger liquid)
LLL = g
4pi
(∂µϕ)
2
, (6)
where ϕ is a free scalar field compactified onto a circle of
radius 2pi (i.e. ϕ ≡ ϕ + 2pi), and g = pi−1 arccos(−∆eff)
is the Luttinger parameter [44] and ∆eff is the effective
anisotropy of the σ spins after integrating out the gapped
τ spins. (For our choice of parameters, ∆eff ≈ ∆+α 〈τx〉.)
For simplicity, we rescaled the space coordinate x to set
the Fermi velocity vF = 2pi
√
1−∆2eff
arccos ∆eff
to unity in the La-
grangian. The correspondence between spins and the
bosonization fields is [44]
σzk '
1
pi
∂xϕ+A(−1)k sinϕ,
σxk ± iσyk ' e±iθ
(
B cosϕ+ C(−1)k) , (7)
where A,B,C are non-universal constants, and θ is the
dual variable with commutation relation [ϕ(x), θ(y)] =
ipi sgn(x − y). Free boundary conditions on the σ spins
correspond to the Dirichlet boundary conditions ϕ(x =
0) = 0 = ϕ(x = L) [56]. The U(1)oZ2 symmetry of the
σ spins acts as θ → θ+α, and (ϕ, θ)→ (−ϕ,−θ), respec-
tively. The gaplessness of the XXZ chain is also protected
by translation invariance, which acts on the field the-
ory [44, 57] as a discrete symmetry (ϕ, θ)→ (ϕ+pi, θ+pi)
(or by a mirror symmetry (ϕ, θ)→ (pi−ϕ, θ+ϕ)). With
these protecting symmetries, the leading perturbation is
cos 2ϕ with scaling dimension 2/g, which is irrelevant for
∆eff < 1 and opens a Ne´el gap for ∆eff > 1. The same
stability analysis applies to the LL? (gSPT) state.
The partition function of this gTrivial model can be
computed using standard tools of boundary conformal
field theory and is summarized in the Appendix. Ignoring
non-universal contributions, it reads
ZgTrivial(g) = Tr e
−βHgTrivial =
1
η(q)
∑
e∈Z
qge
2
, (8)
where q = e−βpivF /L and η(q) = q1/24
∏∞
n=1(1 − qn) is
the Dedekind η-function. This partition function can
be interpreted as a generating function q−1/24
∑
i q
∆i
for the boundary scaling dimensions ∆e,n = ge
2 + n
(e ∈ Z, n > 1) of the theory, whose multiplicity is p(n),
the number of integer partitions of n [55]. In CFT lan-
guage, these are the scaling dimensions of the electric op-
erators for the massless free boson with Dirichlet bound-
ary conditions (and their descendants). The value of e
for a state corresponds to total spin quantum number
〈σz〉 = ∑i 〈σzi 〉. These critical exponents can also be
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FIG. 2. (Left) Comparison between the BCFT predictions from (9) for the trivial XXZ spectrum with open boundary conditions
(solid lines) and numerical eigenvalues from DMRG (data). (Right) Comparison between BCFT predictions from (13), and
DMRG for H
(Y )
gSPT. Numerical details are in the text. The degeneracies of the different branches can be inferred from Fig. 1.
extracted numerically from the finite size scaling of the
energy gaps of HgTrivial
Ee,n(L)−E0(L) = pivF
L
[
g(∆eff)e
2+n
]
, for e ∈ Z, n > 1,
(9)
with E0(L) is the groundstate energy and Ek,n(L) the en-
ergy of an excited state. To compare with numerics, the
standard technique is to determine the operator dimen-
sions via extrapolation from finite size data. In prac-
tice, one extracts the operator dimension x by fitting
pivF
L [E(L)− E0(L)] = x+a1L−1 +a2L−2 + · · · . We per-
form this in Figures 1 (a) and 2 (a). Figure 2 (a) shows
(9) matches the numerical data essentially exactly, with
minor deviations for |∆eff | ≈ 1 where additional opera-
tors become marginal.
Numerics were performed with DMRG using the ITen-
sor Library [50]. For each ∆eff , the lowest 50 eigen-
values were computed for L = 20, 24, 28, 32 with bond
dimension up to χ = 400 or until the error, estimated
by 〈ψ|H2|ψ〉 − 〈ψ|H|ψ〉2, was less than 10−6 for each
state. The Hamiltonian parameters used were α = 0.1,
gτ = 0.3, uτ = 0.1. To improve convergence under finite
size scaling, the gap to the τ sector was increased by tak-
ing −τxi → −10τxi . The data shown in Figure 1 (a) and
(b) is a slice of Figure 2 at ∆ = 0.3. The degeneracies, as
well as the operator dimensions, match CFT predictions.
Away from |∆| ≈ 1, errors are ∼1%, and are due to a
combination of finite-size fitting error, failure to match
corresponding eigenvalue correct at different finite sizes,
and DMRG errors. The last is increasingly prevalent be-
yond eigenvalue 30 where errors in previous states begin
to accumulate significantly.
B. BCFT for LL?
We now consider the case of the non-trivial gSPT Lut-
tinger Liquid (LL?). Because HgTrivial and HgSPT have
identical spectra with periodic boundary conditions, the
difference between the two Hamiltonians can only mani-
fest itself at the boundaries. Hence the low-energy part of
the spectrum of HgSPT should again be described by the
effective field theory (6) — but now with different bound-
ary conditions. In this section we restrict ourselves to the
(Y )-model and treat the (Z)-model subsequently.
To determine the correct boundary conditions, let us
consider the physical effect of the topological edge modes.
From the exactly solvable limit studied in Sec. II, we ex-
pect LL? to have localized topological edge modes that
strongly overlap with σz at the edges. To leading or-
der, an edge mode in the states |↑〉 or |↓〉 will induce an
effective boundary field ±hb for the gapless σ spins in
the z (easy-plane) direction. Using the bosonization for-
mulas (7) (with the cyclic relabeling X → Z, Y → X,
Z → Y ), we thus find the effective action for the LL?
phase on an interval [0, L]
SgSPT =
g
4pi
∫ L
0
dx
∫
dτ (∂µϕ)
2 ∓ λL
∫
dτ cos θ(x = 0)
∓ λR
∫
dτ cos θ(x = L), (10)
where the ∓ signs correspond to the edge modes on the
left and right of the chain being in the state |↑〉 or |↓〉 (in
the z-basis), respectively. With our bosonization con-
vention, we have cos θ → − cos θ under the Z(σ)2 sym-
metry, so that the cos θ terms would not be allowed by
themselves in a Z(σ)2 × Z(τ)2 -symmetric action. The co-
efficients λR and λL are non-universal functions of the
boundary field hb induced by the edge modes. They are
6simply proportional to hb for small fields. From our mi-
croscopic model, we expect hb to be the same order as
the single-particle bandwidth, so the λ couplings are not
perturbatively small. In any case, the cos θ boundary
perturbations have scaling dimension h = g < 1 and are
therefore always relevant [58]. At low energy, λR and λL
flow to strong coupling so the cosines will pin down the θ
field at the boundary. This induce a flow from Dirichlet
(ϕ|∂ = 0) to Neumann boundary conditions (θ|∂ = 0 or
θ|∂ = pi depending on the ± signs).
The total partition function in this case is given by
the superposition of these conformally invariant bound-
ary conditions corresponding to the four configurations
of the two edge modes
ZgSPT = Z0,0 + Z0,pi + Zpi,0 + Zpi,pi, (11)
where Za,b denotes the boundary partition function of a
free boson with θ(x = 0) = a and θ(x = L) = b. Using
standard boundary CFT tools (see Appendix), we find
that
ZgSPT(g) =
2
η(q)
∑
m∈Z
(
qm
2/g + q(m−
1
2 )
2
/g
)
= 2ZgTrivial
(
1
4g
)
. (12)
where, as above, g = pi−1 arccos(−∆eff). This immedi-
ately implies the spectrum for HgSPT is
Em,n − E0 = pivF
L
[m2
4g
+ n
]
, for m ∈ Z, n > 1, (13)
now with multiplicity 2p(n). This is the same as (9)
with g → 1/4g and the double degeneracy. In the special
case ∆eff = 0 (i.e. g =
1
2 ), the spectrum of HgSPT is ex-
actly a doubly degenerate version of HgTrivial. (This non-
interacting limit agrees with previous results [36, 37, 59].)
For generic ∆eff , however, the spectrum of boundary crit-
ical exponents will change. Employing the same proce-
dure as for the trivial case, Figure 2 (b) compares (13)
to numerical results. One can see that the correspon-
dence is excellent, away from |∆eff | ≈ 1. Note that re-
alizing these boundary conditions in a topologically triv-
ial Luttinger liquid would require introducing symmetry-
breaking magnetic fields at the boundary.
Note that the groundstate of HgSPT (as well as all
low-lying excited states) is doubly degenerate, in con-
trast with ordinary gapped SPTs with spin- 12 edge modes
that exhibit a 4-fold degeneracy, such as the Haldane
chain. This is because edge modes in the configura-
tions |↑L↓R〉 and |↓L↑R〉 in the z basis (corresponding
to Z0,pi and Zpi,0) induce a kink of pi in θ(x). In bound-
ary CFT language, this corresponds to the insertion of
a boundary condition changing (BCC) operator. This
modifies the critical exponents by a factor of − 12 , visible
in Eq. (12). The states with |↑L↓R〉, |↓L↑R〉 are hence
power-law (∼1/L) split from states with |↑L↑R〉, |↓L↓R〉
in any finite size system. Of course, finite-size eigenstates
should preserve the symmetry Cσ =
∏
i σ
x
i and will there-
fore come in cat-state superpositions of the edge modes
|↑L↓R〉±|↓L↑R〉 and |↑L↑R〉±|↓L↓R〉. At finite sizes, these
cat states are not exactly degenerate but are exponential
split ∼e−L/ξ since the edge modes are exponentially lo-
calized, as the degeneracy between the states is broken
at Lth order in perturbation theory. In practice, this ex-
ponential splitting is completely negligible compared to
the 1/L critical scaling in Eq. (13).
The presence of cat states of edge modes has interesting
consequences for the edge magnetization in the ground-
state. As discussed above, in the doubly degenerate (up
to exponentially small correction) ground state of HgSPT,
the edge modes the ends of the chain are in linear combi-
nations of |↑L↓R〉 ± |↓L↑R〉 (in the z-basis). As in usual
symmetry breaking, any magnetic field larger than the
exponential splitting between these cat states and much
smaller than the CFT finite size gap ∼1/L is enough to
pick out one of the two states breaking the symmetry at
the boundary. This creates a spontaneous edge magne-
tization for the σ spins in the z direction, which decays
algebraically into the bulk (see Fig. 3 (a) and (b)). The
Z(σ)2 symmetry is therefore spontaneously broken at the
edge. In the language of surface criticality, this would
correspond to an extraordinary transition, in which the
edge breaks the symmetry before the bulk does [60]. Note
that such an extraordinary transition would be forbidden
in a regular 1D system since the edge is zero-dimensional.
The boundary fixed point ZgSPT is therefore extremely
unusual and strongly relies on SPT physics.
C. BCFT for the (Z)-model
Now that the boundary CFT picture of the edge modes
is well-established for the (Y )-model, let us comment
briefly on the (Z)-model. The same techniques apply,
but the boundary critical exponents happen to be non-
universal in this case. The ground states of H
(Z)
gSPT also
have pinned edge spins along the z axis, which are anti-
ferromagnetic (i.e. |↑L↓R〉 and |↓L↑R〉) for ∆eff > 0 and
ferromagnetic (i.e. |↑L↑R〉 and |↓L↓R〉) for ∆eff < 0. This
is shown in Figure 3.
The edge field is now in the direction of anisotropy,
so by the bosonization dictionary (7), it is a perturba-
tion ∂xϕ at the boundary. This is an exactly marginal
perturbation, which can be absorbed by a singular gauge
transformation leading to a line of RG fixed points with
a non-universal critical exponents [58]. Phenomenologi-
cally, this gives the same result: we still have a “super-
position” of boundary conditions, giving rise to double
degneracy and edge magnetization. Now, however, the
edge magnetization can have either algebraic or exponen-
tial decay, as shown in Figure 3 (c), which is a feature
of boundary fields in the z direction for the XXZ spin
chain. Both the (Y )- and (Z)-models are gapless SPTs
with gapless edge modes. The primary difference is that
the (Y )-model is more appealing from the field theory
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FIG. 3. (Top) Edge magnetization for gSPT and gTrivial sys-
tems at ∆ = α = 0, gτ = 0.3, uτ = 0.1 on 16 sites, via exact
diagonalization. (Middle) Power-law decay of edge magne-
tization into the (antiferromagnetic) bulk via DMRG on 80
sites under an applied magnetic field hz = 10
−5. The power
law depends on ∆; gτ = 0.3, uτ = 0.1, α = 0. (Bottom)
Edge magnetization for H
(Z)
gSPT with the same parameters.
The magnetization is now non-universal and changes between
algebraic antiferromagnetism for ∆ = 0.8 and exponentially
decaying ferromagnetism for ∆ = −0.8.
perspective, while the (Z)-model has more natural pro-
tecting symmetries (since in that case the U(1) symmetry
commutes with the SPT twisting unitary U).
V. CONCLUSIONS
We have demonstrated the existence of a gapless
symmetry-protected topological phase, LL?. It has the
crucial phenomenological feature of an SPT — topolog-
ical edge states — so long as the protecting symmetries
are preserved. Using standard field theory and numerical
techniques, we have shown LL? is a genuine phase, and
thus robust to small perturbations. Using the language
of boundary CFT, we have exactly solved the low-energy
part of the model, which realizes an exotic “superposi-
tion” of conformal boundary conditions. These boundary
conditions give rise to unusual edge effects in physical ob-
servables.
From a field theory point of view, gapped SPTs can
be understood as non-linear sigma models with a bulk
topological theta term with θ = 2pi [25]. Gapless SPTs
can then be obtained by tuning a subset of the protecting
symmetries to criticality. It would be interesting to study
how the kind of exotic surface criticality reported here
arises in this language.
There are multiple ways to interpret gSPTs. On the
one hand, they provide a host of novel examples of surface
criticality, where the anomalous edge properties produce
effects similar to the so-called extraordinary transitions.
The universality classes realized by these should be com-
monplace in the quantum phase transitions separating
gapped SPTs and broken-symmetry phases. On the other
hand, gSPTs can be thought of as new type of gapless
topological matter. For example, twisting U(1) gauge
theories in 3D can lead to gapless topological phases in
higher dimensions [61]. One could also partially gauge
the symmetries [18], which might produce gapless frac-
tionalized matter. We therefore expect gSPTs to be a
useful concept which paves the way to a complete under-
standing of gapless topological matter.
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Appendix A: Boundary Conformal Field Theory
Partition Functions
This Appendix will compute the partition functions of
the free boson BCFT and derive the equation in Section
IV. The computation is standard and relatively straight-
9forward, but is detailed here for completeness. We will
follow closely the references [56, 62].
We would like to compute the partition function for
the compactified free boson with various (conformally
invariant) boundary conditions. Initially, we will work
with Dirichlet boundary conditions, fixing ϕ to ϕa and
ϕb on the two ends. In order to follow more closely the
CFT literature, we choose to work with a boson with
compactification radius r =
√
g/2. Since time does not
enter the Hamiltonian we may rescale x→ x/vF to elim-
inate the Fermi velocity and instead work on an interval
of length L/vF . With this convention, the Hamiltonian
density is H = 12pi
[
(∂xθ)
2
+ (∂xϕ)
2
]
and via the stan-
dard relation ∂xθ = −piΠϕ = ∂tϕ [44], this equivalent to
the Lagrangian density L = 12pi (∂µϕ)2.
The Dirichlet-Dirichlet partition function may now be
computed on a cylinder with circumference β and length
L/vF . It is convenient to use conformal invariance to
reverse time and space: this is called the “direct channel”
in the boundary CFT language. Define ϕ = ϕ(x, t) ≡
ϕ(x + β, t) for 0 ≤ x ≤ β and 0 ≤ t ≤ L/vF . Since
imaginary time is propagating along the original spatial
direction, the partition function in this picture is not a
trace, but is given by the amplitude
ZDD(∆ϕ) =
〈
D(ϕa)
∣∣∣ e− LvF Hβ ∣∣∣D(ϕb)〉 , (A1)
where |D(ϕa,b)〉 are the conformal boundary states asso-
ciated with Dirichlet boundary conditions, ∆ϕ = ϕa −
ϕB , and Hβ is the Hamiltonian for the free boson on the
circle with circumference β.
To proceed, expand the chiral components ϕ(x, t) =
ϕL(x
+) + ϕL(x
−) as
ϕL(x
+) =
aˆ0
2
+
pi
β
(
rw +
aˆ†
2
)
x+
+
1
2
∞∑
n=1
[
an√
n
e−inx
+ 2pi
β
]
+
a†n√
n
einx
+ 2pi
β ,
ϕR(x
−) =
aˆ0
2
+
pi
β
(
−rw + aˆ
†
2
)
x−
+
1
2
∞∑
n=1
[
bn√
n
e−inx
− 2pi
β
]
+
b†n√
n
einx
− 2pi
β .
where w is an integer winding number and x± = ±x +
t. Since the constant mode xˆ also obeys xˆ ≡ xˆ + 2piβ,
the conjugate momentum p is quantized to an integer
multiple of 1/r. The new operators obey commutation
relations [an, a
†
m] = [bn, b
†
m] = δnm and [xˆ, pˆ] = i. We
may then rewrite the Hamiltonian, in terms of the modes,
either in the CFT picture as the generator of translations
in the t direction, or by putting the modes back into the
Hamiltonian:
Hβ =
2pi
β
[
(rw)2 +
(
pˆ
2
)2
+
∞∑
n=1
na†nan + nb
†
nbn −
1
12
]
.
(A2)
The Dirichlet boundary states also take a simple form in
terms of these modes [56]
|D(ϕ0)〉 = 1√
2r
∑
k∈Z
e−ikϕ0/r exp
[
−
∞∑
n=1
a†nb
†
n
]
|(0, k)〉 ,
(A3)
where |(w, k)〉 is the vacuum state with winding num-
ber w and pˆ = k/r. For Neumann boundary conditions,
by contrast, which can also be interpreted as Dirichlet
boundary conditions for the dual field θ, the boundary
state is
|N(ϕ0)〉 =
√
r
∑
k∈Z
e−i2rkϕ0 exp
[
+
∞∑
n=1
a†nb
†
n
]
|(w, 0)〉 .
(A4)
These are related by the duality transformation ϕ ↔ θ,
r ↔ 1/(2r) (or g ↔ 1/g in the Luttinger parameter con-
vention).
We may now directly evaluate (A1), and following [62],
we introduce the basis
|m〉 = |(m1,m2, . . . )〉 =
∞∏
n=1
(
a†n
)mn
√
mn!
|Ω〉 , (A5)
where |Ω〉 is the vacuum, and the factors were chosen so
that 〈n|m〉 = δnm. Similarly, define |m˜〉 with a†n → b†n.
It is also convenient to introduce the anti-unitary charge
conjugation operator, C , whose action on the modes
CanC−1 = −an, CbnC−1 = −bn and performs complex
conjugation C z C−1 = z∗ for z ∈ C. Using these states,
we find
exp
[
−
∞∑
n=1
a†nb
†
n
]
|Ω〉 =
∑
{m}
|m〉 ⊗ |C m˜ 〉 , (A6)
where {m} runs over all configurations of mn. Notice
that the state naturally separated into two chiral sectors.
Combining Equations (A1), (A2), (A3) and (A6) yields
ZDD(∆ϕ) =
1
2r
∑
k∈Z,{m}
e−ik∆ϕ/rA×B × C, (A7)
A = 〈k| exp
(
−2piL
vFβ
[
(rw)
2
+
(
pˆ
2
)2
− 1
12
])
|k〉 ,
B = 〈m| exp
(
−2piL
vFβ
[ ∞∑
n=1
na†nan
])
|m〉 ,
C = 〈C m˜ | exp
(
−2piL
vFβ
[ ∞∑
n=1
nb†nbn
])
|C m˜ 〉 ,
where we have used the orthogonality property of
the |k〉’s |m〉’s and | m˜ 〉’s. We can now easily
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compute each of these terms. Since the wind-
ing number is always zero, A = e
− 2piLvF β
[
( k2r )
2− 112
]
.
Since a†nan is the number operator, we have
exp
(∑∞
n=1 na
†
nan
) |m〉 = exp (∑∞n=1 nmn) |m〉, which
implies B = e
− 2piLvF β [
∑∞
n=1 nmn]. Of course, the same
logic applies to the other chiral sector, so C = B. The
partition function is therefore
ZDD(∆ϕ) =
1
2r
∑
k,{m}
eik∆ϕ/r q˜
k2
8r2 q˜−1/24
∞∏
n=1
q˜nmn ,
(A8)
using the modular parameter q˜ = e2piiτ˜ = e
− 4piLvF β . The k
and m parts separate out. Focusing on the m part,∑
m
q˜−
1
24
∞∏
n=1
q˜nmn = q˜−
1
24
∞∏
n=1
∞∑
mn=0
q˜nmn =
1
η(q˜)
. (A9)
where η(q) = q
1
24
∏∞
n=1(1 − qn) is the Dedekind η-
function. The k-part is naturally expressed in terms of
the Jacobi θ-function [63]
Θ(z|τ) =
∑
k∈Z
q
1
2k
2
e2piikz =
∑
k∈Z
(
e2piiτ
) 1
2k
2
e2piikz. (A10)
Hence the partition function is
ZDD(∆ϕ) =
1
2r
1
η(q˜)
Θ
(
∆ϕ
2pir
∣∣∣∣∣ − 12r2 LvFβ
)
. (A11)
Finally, we use the modular properties of the η and
Θ functions to rewrite the partition function as a sum
of Boltzmann weights to read off the operator content of
the theory. For Im τ > 0 [63]
Θ(z| − 1/τ) =
√
τ/i eipiτz
2
Θ (zτ |τ) ,
η(−1/τ) =
√
τ/iη(τ).
Applying these and simplifying yields
ZDD(∆ϕ) =
1
η(q)
∑
k∈Z
qg(k+z)
2
, (A12)
with conjugate modular parameter q = e−β
pivF
L , z =
∆ϕ/(2pir), and we have substituted back in the Luttinger
parameter g = 2r2. This is precisely Equation (8).
In the CFT language, the state-operator correspon-
dence tells us each term in the sum (A12) represents one
operator, whose scaling dimension is g(k + z)2. Notice
that if we increase z → z + 1, the partition function
is unchanged, which comports with the fact that ϕ is
compactified. The role of η is to generate descendant
fields. It is the generating function for partitions num-
bers
∏∞
n=1
1
1−qn =
∑∞
n=1 p(n)q
n [63].
Expanding the partition function as
ZDD(∆ϕ) =
∑
k∈Z,n≥1
p(n)q−
1
24+g(k+z)
2+n, (A13)
and interpreting these as Boltzmann weights, we find the
boundary spectrum of the theory is
Ek,n =
pivF
L
[
− 1
24
+ g(k + z)2 + n
]
, (A14)
with multiplicity p(n).
Now that we have done the Dirichlet case, the case with
Neumann boundary conditions at both ends is simple.
We simply substitute ∆ϕ→ ∆θ and g → 1/g in Equation
(A13) to find
ZNN (∆θ) =
1
η(q)
∑
k∈Z
q(k+w)
2/g, (A15)
where w = ∆θr/pi. When we pin a spin at the edge
to point up (down), that is equivalent to pinning θ = 0
(θ = pi/2r). The superposition of up and down at both
ends is therefore
ZgSPT = Z
NN (0)+ZNN (0)+ZNN (pi/2r)+ZNN (−pi/2r),
(A16)
so that
ZgSPT =
2
η(q)
∑
m∈Z
(
qm
2/g + q(m+
1
2 )
2
/g
)
. (A17)
This is precisely Eq. (12).
