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Abstract
We obtain sharp approximation results for into nearisometries between Lp spaces and
nearisometries into a Hilbert space. Our main theorem is the optimal approximation result for
nearsurjective nearisometries between general Banach spaces.
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1. Introduction
Let X and Y be real Banach spaces and eX0: A map f :X-Y is called an
e-nearisometry if
j jj f ðxÞ  f ðyÞjj  jjx  yjj jpe
for all x; yAX : We also say that f is a nearisometry if it is an e-nearisometry for
some eX0:
The basic question is how close is f to an actual isometry. Note that when studying
such maps there is no loss of generality in assuming that f ð0Þ ¼ 0: Indeed, if a
mapping f is an e-nearisometry, then f  f ð0Þ is also an e-nearisometry, and f  f ð0Þ
can be approximated by an isometry U if and only if f is close to the isometry
U þ f ð0Þ:
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The study of this problem was initiated by Hyers and Ulam [6], who proved that
for every surjective e-nearisometry f : X-Y between real Hilbert spaces satisfying
f ð0Þ ¼ 0 there is a bijective linear isometry U : X-Y such that
jj f ðxÞ  Uxjjp10e ð1Þ
for every xAX : In 1983, after many partial results extending over almost four
decades, Gevirtz [5] extended this theorem to arbitrary Banach spaces X and Y with
the better estimate 5e in (1). Finally, Omladicˇ and Sˇemrl [9] showed that 2e is a sharp
constant in (1) for general Banach spaces. The surjectivity assumption is
indispensable in this result. Namely, already Hyers and Ulam [6] gave an example
of a nearisometry f from the real line into the Euclidean plane such that fjj f ðxÞ 
Uxjj : xARg is an unbounded set for every isometry U : R-R2: Another such
example is given by f ðxÞ ¼ ðx; ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2ejxjp Þ:
The classical Mazur–Ulam theorem [8] states that every onto isometry f : X-Y
with f ð0Þ ¼ 0 is linear. When studying into nearisometries we have to start with a
nonsurjective substitute for the Mazur–Ulam theorem. Such a substitute was given
by Figiel (see [4] or [1, 14.2]), who proved that for any isometry f : X-Y with
f ð0Þ ¼ 0 there is a linear operator T of norm one from span f ðXÞ onto X such that
T3f is the identity on X : Qian [10] gave an example to show that the approximate
version of Figiel’s theorem does not hold for general Banach spaces. He also proved
the approximate version of Figiel’s theorem in two special cases when X and Y are
Lp spaces or when Y is a Hilbert space. More precisely, in these two special cases the
assumption that f : X-Y is an into e-nearisometry with f ð0Þ ¼ 0 yields the existence
of a continuous linear operator T :Y-X with jjT jj ¼ 1 such that
jjTf ðxÞ  xjjp6e ð2Þ
for every xAX : In the next section we shall obtain a sharp version of these two
theorems by reducing 6e in (2) to 2e:
Dilworth [3] noted that a nearisometry f : X-Y which can be uniformly
approximated by a linear isometry maps X approximately onto some closed
subspace of Y : More precisely, let f : X-Y be a map, Y1 a closed subspace of Y ;
and d a nonnegative real number. Then we say that f maps X d-onto Y1 if for every
yAY1 there is xAX with jj f ðxÞ  yjjpd and for every uAX there is vAY1 with
jj f ðuÞ  vjjpd: When f maps X d-onto Y we simply say that f is d-nearsurjective.
Moreover, f is nearsurjective if it is d-nearsurjective for some dX0: Now, if f : X-Y
is a nearisometry that can be uniformly approximated by a linear isometry U (that is,
there exists a nonnegative real number d such that jj f ðxÞ  Uxjjpd; xAX ), then
clearly f maps X d-onto the closed subspace UðXÞCY : The converse is also true.
Namely, Dilworth [3, Proposition 2] proved that if e; dX0 and f : X-Y is an e-
nearisometry between Banach spaces satisfying f ð0Þ ¼ 0 and mapping X d-onto
some closed subspace Y1CY ; then there exists a bijective linear isometry U : X-Y1
such that
jj f ðxÞ  Uxjjp12eþ 5d; xAX : ð3Þ
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The natural question here is how far the estimate 12eþ 5d is from the optimal one. If
d ¼ 0; then we already know that 2e is the sharp estimate in (3). The example given
by Dilworth [3, Remark 1] shows that the optimal estimate in (3) increases at least
linearly with d: So one may ask if the estimate 12eþ 5d can be replaced by 2eþ cd for
some positive c? Using the result of Dilworth and some geometrical considerations
we shall show that the answer is afﬁrmative and that for general Banach spaces the
optimal value of c is 2. In the case that Y is a Hilbert space the sharp bound in (3) is
given by 2eþ d:
In our main result we consider nearsurjective nearisometries. A lot of work has
been done on surjective nearisometries. The notion of nearisometries was motivated
by the fact that real-world observations have always some small error. So, the map f
which associates to the real-world points the points in a mathematical model is
always a nearisometry. But if we cannot measure the distances exactly, then we
cannot check if f is surjective. Hence, we believe that it is more natural to study the
maps that are both nearisometric and nearsurjective. We shall prove that for every
pair of Banach spaces X and Y and for every d-nearsurjective e-nearisometry
f : X-Y with f ð0Þ ¼ 0 there exists a bijective linear isometry U : X-Y such
that
jj f ðxÞ  Uxjjp2e; xAX : ð4Þ
Thus, the sharp estimate (4) is independent of d: Up to now the best-known
approximation estimates were 12eþ 5d obtained by Dilworth [3, Proposition 2] and
2eþ 35d obtained by Tabor [11]. The statement of our main result has also been
known to be true under the additional condition that the set of points in X at which
the norm is Fre´chet differentiable is dense [3, Theorem 2] as well as under the
stronger assumption that f is surjective [9].
2. Nearisometries between Lp spaces
The deﬁnition of a nearisometry obviously makes sense for maps between any
metric spaces. We start this section with a statement on nearisometries deﬁned on
rays. This result is of its own interest but will also be needed for a sharp approximate
version of Figiel’s theorem for Lp spaces.
Theorem 2.1. Suppose that Y is a Banach space and that f : ½0;NÞ-Y is an e-
nearisometry with f ð0Þ ¼ 0: Then there is a linear functional F :Y-R of norm one
such that t  2epFf ðtÞpt þ e for all tX0:
Proof. We modify an idea of Figiel [4]. For each integer n4e we have jj f ðnÞjjXn 
e40: By the Hahn–Banach theorem there is a linear functional Fn : Y-R such
that jjFnjj ¼ 1 and Fnf ðnÞ ¼ jj f ðnÞjjA½n  e; n þ e
: For all tX0 we have
jFnf ðtÞjpjj f ðtÞjjpt þ e:
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Let 0ptpn: Since jjFnjj ¼ 1 and since f is an e-nearisometry, we obtain
jFnf ðtÞ  Fnf ðnÞjpjj f ðtÞ  f ðnÞjjpn  t þ e:
Hence
Fnf ðtÞ ¼ Fnf ðnÞ  Fnðf ðnÞ  f ðtÞÞXn  e ðn  t þ eÞ ¼ t  2e:
Since jjFnjj ¼ 1 for all n; it follows by Alaoglu’s theorem that the sequence ðFnÞ has a
cluster point FAY n in the wn topology. Then jjF jjp1 and
t  2epjjF jj jj f ðtÞjjpjjF jjðt þ eÞ:
Dividing by t and letting t-N yields jjF jjX1; and the theorem is proved. &
Let X be a uniformly convex Banach space with modulus of convexity t (see [1,
p. 409]). This means that t : ½0; 2
-½0; 1
 is an increasing function such that tðsÞ40
for 0osp2 and jjx þ yjj=2p1 tðsÞ whenever jjxjjp1; jjyjjp1; and jjx  yjjXs: For
our purposes, it is more convenient to use the function g : ½0; 1
-½0; 2
 deﬁned by
gðtÞ ¼ supfsA½0; 2
 : tðsÞptg: ð5Þ
We have gðtÞ-0 as t-0: Indeed, let 0oep2: For sXe we have tðsÞXtðeÞ: Hence
gðtÞpe whenever 0ptotðeÞ:
One can show that the minimal modulus of convexity tX [1, p. 409] is a
homeomorphism onto ½0; 1
 and then g is simply t1X ; but we do not need this fact.
For RX0 and xAX set %Bðx; RÞ ¼ fyAX : jjy  xjjpRg: In the case x ¼ 0 we write
shortly %BðRÞ ¼ %Bð0; RÞ:
Lemma 2.2. Let X be a uniformly convex Banach space with modulus of convexity t
and let g be as above. Assume that 0oroR and that x; yA %BðRÞ with jjx þ yjj=2Xr:
Then jjx  yjjpRgð1 r=RÞ:
Proof. Suppose ﬁrst that R ¼ 1: Assume that jjx  yjj ¼ s4gð1 rÞ: Then rpjjx þ
yjj=2p1 tðsÞ; and hence tðsÞp1 r; which yields the contradiction gð1 rÞXs:
In the general case we set a ¼ x=R; b ¼ y=R: Then jja þ bjj=2Xr=R: By the special
case we obtain jja  bjjpgð1 r=RÞ; and the lemma follows. &
Proposition 2.3. Suppose that X and Y are Banach spaces with Y uniformly convex.
Let f : X-Y be a nearisometry with f ð0Þ ¼ 0: Then the limit jðxÞ ¼ lims-N f ðsxÞ=s
exists for each xAX ; and the map j : X-Y is a linear isometry.
Proof. Let x be any vector in X : We want to prove that lims-N f ðsxÞ=s exists. We
may assume that jjxjj ¼ 1: Suppose that f is an e-nearisometry. Let 2eosot: Setting
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y ¼ sf ðtxÞ=t we have
jjyjjpsðt þ eÞ=tps þ e
and
jjy  f ðtxÞjj ¼ js=t  1j jj f ðtxÞjjpðt þ eÞðt  sÞ=tpt  s þ e:
Hence y and f ðsxÞ lie in the convex set
C ¼ %Bðs þ eÞ- %Bðf ðtxÞ; t  s þ eÞ:
For each zAC we have
jjzjjXjj f ðtxÞjj  jjz  f ðtxÞjjXt  e ðt  s þ eÞ ¼ s  2e;
and consequently, CC %Bðs þ eÞ\Bðs  2eÞ: By Lemma 2.2 this implies that
jjy  f ðsxÞjjpðs þ eÞg 1 s  2e
s þ e
 












 ¼ jj f ðsxÞ  yjj=spð1þ e=sÞg 3es þ e
 
-0
as s-N: Since Y is complete, this implies the existence of jðxÞ:
Dividing the inequality
j jj f ðsxÞ  f ðsyÞjj  jjsx  syjj jpe
by s and sending s to inﬁnity we see that j is an isometry. Clearly jð0Þ ¼ 0; and since
Y is strictly convex, j must be linear. This completes the proof. &
Note that the above statement has been proved by Bourgin [2, Theorem 4] under
two additional assumptions. We are now ready to prove the main result of this
section.
Theorem 2.4. Let ðOi;Si; miÞ; i ¼ 1; 2; be two measure spaces, let 1opoN; and let
Xi ¼ LpðOi;Si; miÞ: Assume that f : X1-X2 is an e-nearisometry with f ð0Þ ¼ 0: Then
there is a continuous linear operator T : X2-X1 with jjT jj ¼ 1 such that
jjTf ðxÞ  xjjp2e; xAX1:
Proof. We shall several times make use of the fact that the norm function x/jjxjj of
X2 has a Fre´chet derivative jðzÞ at every nonzero point zAX2: Alternatively, jðzÞAXn2
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is the unique supporting functional at z; characterized by the conditions jjjðzÞjjp1
and jðzÞz ¼ jjzjj:
Suppose that wAX2 with jðzÞw ¼ 0: From the deﬁnition of Fre´chet differentiability
it easily follows that
lim
t-N
ðjjtz þ wjj  tjjzjjÞ ¼ 0; ð6Þ
see [3, (2), p. 472].
Since X2 is uniformly convex, Proposition 2.3 gives a linear isometry j : X1-X2:
Then K ¼ jðX1Þ is a closed linear subspace of X2; and K is linearly isometric to X1:
We shall consider j as a bijective linear isometry of X1 onto K : Then c ¼
fj1 :K-X2 is an e-nearisometry with cð0Þ ¼ 0:
It follows from [7, p. 162] that there is a linear projection P from X2 onto K with
jjPjj ¼ 1: We shall show that T ¼ j1P : X2-X1 is the desired map. Clearly jjT jj ¼
jjPjj ¼ 1: Let xAX1: Setting y ¼ jx we have
jjTf ðxÞ  xjj ¼ jjj1Pf ðxÞ  xjj ¼ jjPf ðxÞ  jxjj ¼ jjPcðyÞ  yjj:
Consequently, it sufﬁces to show that
jjPcðyÞ  yjjp2e:
We ﬁrst prove the weaker estimate
jjPcðyÞ  yjjp3e: ð7Þ
Set l ¼ jjPcðyÞ  yjj and choose a unit vector zAK with y  PcðyÞ ¼ lz: By
Theorem 2.1 there is a linear functional F : X2-R with jjF jj ¼ 1 such that jFcðtzÞ 
tjp2e for all tX0: For t40 we have
jFðf ðtj1zÞ=tÞ  1j ¼ jFcðtzÞ  tj=tp2e=t:
As t-N; this yields Fz ¼ 1: Since jjF jj ¼ 1; we have F ¼ jðzÞ: Moreover, since
jjFPjjp1 and FPz ¼ Fz ¼ 1; we have F ¼ FP:
We can write PcðyÞ ¼ az þ w with a ¼ FcðyÞ and Fw ¼ 0: Then y ¼ ðlþ aÞz þ w:
Let t40: Since FcðtzÞXt  2e; we obtain
t  a 2epFcðtzÞ  FcðyÞpjjcðtzÞ  cðyÞjjpjjtz  yjj þ e
¼ jjðt  l aÞz  wjj þ e:
As t-N; this and (6) yield (7).
We next improve (7) to the sharp estimate lp2e: For each positive integer m we
write
cðy þ mzÞ  cðyÞ ¼ kmz þ wm; ð8Þ
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where kmAR and Fwm ¼ 0: Setting pm ¼ Pcðy þ mzÞ  ðy þ mzÞ; applying P to (8)
and observing that Pz ¼ z we obtain
kmz þ Pwm ¼ Pcðy þ mzÞ  PcðyÞ ¼ pm þ mz þ lz:
Applying F to this equality and observing that Fz ¼ 1 and FPwm ¼ Fwm ¼ 0 we get
km ¼ Fpm þ m þ l: Since (7) holds for all yAK ; we have jFpmjpjjpmjjp3e: Hence
jkm  mjpjFpmj þ lp6e; and thus
km=m-1 ð9Þ
as m-N:
Set bm ¼ z þ wm=m: Then jjbmjjXFbm ¼ 1: Since c is an e-nearisometry, we have
m  epjjkmz þ wmjjpm þ e: ð10Þ
Dividing by m and letting m-N yields jjbmjj-1 by (9). Since Fwm ¼ 0; we have
jjz þ wm=2mjjXFðz þ wm=2mÞ ¼ Fz ¼ 1: The uniform convexity of X2 and Lemma
2.2 imply that
jjwmjj=m ¼ jjz  bmjjpjjbmjjgð1 1=jjbmjjÞ-0; ð11Þ
where g is as in (5).
Write
c ¼ cðyÞ  PcðyÞ; vm ¼ cðy þ mzÞ; PcðyÞ ¼ bz þ u;
where bAR and Fu ¼ 0: Then vm ¼ ðbþ kmÞz þ wm þ u þ c; and hence vm=m-z by
(9) and (11). Since j is continuous by [1, 4.7], this implies that
jðvmÞ ¼ jðvm=mÞ-jðzÞ ¼ F :
Moreover, by (10) we have
jjvmjj ¼ jðvmÞvmpjðvmÞðbz þ u þ cÞ þ jjkmz þ wmjjpjðvmÞðbz þ u þ cÞ þ m þ e:
Since Fc ¼ FPc ¼ 0; this yields
lim sup
m-N
ðjjvmjj  mÞpFðbz þ u þ cÞ þ e ¼ bþ e: ð12Þ
Since c is an e-nearisometry, we have jjy þ mzjj  jjcðy þ mzÞjjpe; which can be
rewritten as
jjðbþ lþ mÞz þ ujj  jjvmjjpe:
As m-N; this implies by (6) and (12) that l epe; and the theorem is proved. &
Remark 2.5. (1) In particular, Theorem 2.4 holds for e-nearisometries f : lp-lp;
1opoN:
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(2) The proof of Theorem 2.4 is valid if X1 and X2 are Banach spaces and if
(a) X2 is uniformly convex,
(b) the norm of X2 is Fre´chet differentiable,
(c) there is a linear projection of norm one of X2 onto jðX1Þ; where jðxÞ ¼
lims-N f ðsxÞ=s exists by uniform convexity.
We thank the referee for pointing out that our original assumption that X2 is
uniformly smooth can be replaced by (b).
Condition (c) is quite strong. However, it is satisﬁed if X2 is a Hilbert space, and
we get the following result, whose direct proof is given in [12, 5.3].
Theorem 2.6. Let H be a Hilbert space and X any Banach space. Let f :X-H be an
e-nearisometry with f ð0Þ ¼ 0: Then there is a continuous linear operator T : H-X
with jjT jj ¼ 1 such that
jjTf ðxÞ  xjjp2e; xAX :
3. Nearsurjective nearisometries between general Banach spaces
We start this section by recalling the following useful result of Dilworth [3,
Proposition 2].
Lemma 3.1. Suppose that f : X-Y is a nearisometry between Banach spaces with
f ð0Þ ¼ 0 and that f maps X d-onto some closed subspace Y1 of Y : Then there exist a
number L40 and a bijective linear isometry U :X-Y1 such that jj f ðxÞ  UxjjpL for
all xAX :
Our ﬁrst goal in this section is to improve estimate (3) to the sharp one.
Theorem 3.2. Let e; dX0 and let f : X-Y be an e-nearisometry between Banach
spaces satisfying f ð0Þ ¼ 0: Assume further that f maps X d-onto some closed subspace
Y1CY : Then there exists a bijective linear isometry U :X-Y1 such that
jj f ðxÞ  Uxjjp2eþ 2d; xAX : ð13Þ
This estimate is sharp: For each pair e; dX0; there are Banach spaces X ; Y and an e-
nearisometry f :X-Y mapping X d-onto a closed subspace Y1CY such that for each
linear isometry U : X-Y1; we have jj f ðxÞ  UxjjX2eþ 2d for some xAX :
Proof. As f maps X d-onto Y1; we can ﬁnd a map g : X-Y1 satisfying gð0Þ ¼ 0
such that jj f ðxÞ  gðxÞjjpd for all xAX : Then g : X-Y1 is a d1-nearsurjective e1-
nearisometry with d1 ¼ 2d; e1 ¼ eþ 2d: By Lemma 3.1 there exist a positive constant
L and a bijective linear isometry U : X-Y1 such that jjgðxÞ  UxjjpL for all xAX :
Consequently, jj f ðxÞ  UxjjpL þ d ¼ K for all xAX :
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Replacing f by fU1 : Y1-Y we may assume that X ¼ Y1CY and that jj f ðxÞ 
xjjpK for all xAX : Let xAX and set l ¼ jjgðxÞ  xjj: It sufﬁces to show that
lp2eþ d; ð14Þ
because jj f ðxÞ  gðxÞjjpd:
Choose a unit vector uAX with x  gðxÞ ¼ lu: For positive integers m we set
xm ¼ x þ mu; zm ¼ f ðxmÞ  gðxÞ; um ¼ zm=m; and
a ¼ lim sup
m-N
ðjj f ðxmÞjj  jjzmjjÞ:
Observe that jajpjjgðxÞjjoN: Then jjzm  ðm þ lÞujj ¼ jj f ðxmÞ  xmjjpK for all m:
Dividing by m we see that um-u as m-N:
Let 0otom: Then jjzmjj4tjjumjj; and thus jjzmjj ¼ tjjumjj þ jj f ðxmÞ  ðgðxÞ þ
tumÞjj: Consequently,
jj f ðxmÞjj  jjzmjjpjjgðxÞ þ tumjj  tjjumjj:
As m-N; this yields apjjgðxÞ þ tujj  t: Applying this with t ¼ lþ n; where n is a
positive integer, we get apjjxnjj  jjxn  xjj  l: Since f is an e-nearisometry, this
implies that
apjj f ðxnÞjj  jj f ðxnÞ  f ðxÞjj þ 2e lpjj f ðxnÞjj  jjznjj þ dþ 2e l:
As n-N; this gives (14).
To prove the sharpness, let X be the real axis, let Y be the plane equipped with the
norm jjðs; tÞjj ¼ jsj þ jtj; and deﬁne f : X-Y by setting f ð0Þ ¼ ð0; 0Þ; f ðdþ eÞ ¼
ðe; dÞ; and
f ðtÞ ¼
ðt  e; 0Þ if to0;
ðe; tÞ if 0otpd;
ðt  d e; dÞ if tXd; tadþ e:
8><
>:
Then f is an e-nearisometry with f ð0Þ ¼ ð0; 0Þ mapping X d-onto Y1 ¼ fðs; tÞ : t ¼
0g: There are only two linear isometries U :X-Y1; namely Ut ¼ ðt; 0Þ and Ut ¼
ðt; 0Þ: In the latter case f  U is unbounded, and in the former case we have
jj f ðdþ eÞ  Uðdþ eÞjj ¼ 2dþ 2e: &
We next show that in the case of Hilbert spaces, the bound 2eþ 2d of Theorem 3.2
can be improved to 2eþ d: We need the following lemma from [12, 4.5]. Let x  y
denote the inner product of vectors x and y:
Lemma 3.3. Suppose that X and Y are inner product spaces, that x; yAX ; and that
f : f0; x; yg-Y is an e-nearisometry with f ð0Þ ¼ 0: Then
jf ðxÞ  f ðyÞ  x  yjp2eðjjxjj þ jjyjj þ eÞ:
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Proof. We repeat the proof of [12, 4.5]. Since
2x  y ¼ jjxjj2 þ jjyjj2  jjx  yjj2; 2fx  fy ¼ jj fxjj2 þ jj fyjj2  jj fx  fyjj2;
we get
2jfx  fy  x  yjp j jj fxjj  jjxjj jðjj fxjj þ jjxjjÞ þ j jj fyjj  jjyjj jðjj fyjj þ jjyjjÞ
þ j jj fx  fyjj  jjx  yjj jðjj fx  fyjj þ jjx  yjjÞ
p eð2jjxjj þ eÞ þ eð2jjyjj þ eÞ þ eð2jjx  yjj þ eÞ
p eð4jjxjj þ 4jjyjj þ 3eÞ;
and the lemma follows. &
Theorem 3.4. If the space Y in Theorem 3.8 is a Hilbert space, then the bound 2eþ 2d
in (13) can be replaced by 2eþ d but not by ceþ c0d for any co2 or c0o1:
Proof. We may again assume that X ¼ Y1 and that jj f ðxÞ  xjjpK for all xAX :
Then f ðsxÞ=s-x as s-N: Let P : Y-X be the orthogonal projection. Fix xAX ; set
a ¼ jjPf ðxÞ  xjj; and choose a unit vector uAX with au ¼ Pf ðxÞ  x: By Lemma 3.3
we have
jf ðxÞ  f ðsuÞ  x  sujp2eðjjxjj þ jjsujj þ eÞ:
Dividing by s and letting s-N yields jf ðxÞ  u  x  ujp2e: Since f ðxÞ  u ¼ Pf ðxÞ 
u; this implies that a ¼ au  up2e: Since jj f ðxÞ  Pf ðxÞjj ¼ distðf ðxÞ; XÞpd; we
obtain
jj f ðxÞ  xjjpaþ jj f ðxÞ  Pf ðxÞjjp2eþ d:
The example in [9, p. 620] or [3, p. 474] shows that the constant 2e is optimal already
in the case d ¼ 0: To prove that also the constant d is optimal, let X be the real line,
let Y be the euclidean plane, let e; d40; set r ¼ d2=ð2eÞ; and deﬁne f : X-Y by







Then f is an e-nearisometry, and f maps X d-onto Y1 ¼ fðs; tÞ : t ¼ 0g: As in the
proof of the previous theorem, it sufﬁces to consider the isometry U : X-Y1;
Ut ¼ ðt; 0Þ: For tXr we have jj f ðtÞ  Utjj ¼ d: If the theorem holds with the bound
ceþ c0d; we obtain dpceþ c0d; which yields c0X1 as e-0: &
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Remark 3.5. Although the bound 2eþ d in 3.10 is the best-possible linear bound, the





We ﬁnally give the main result of the paper.
Theorem 3.6. Suppose that f : X-Y is a nearsurjective e-nearisometry between
Banach spaces satisfying f ð0Þ ¼ 0: Then there exists a bijective linear isometry
U : X-Y such that
jj f ðxÞ  Uxjjp2e; xAX : ð15Þ
Hence f is 2e-nearsurjective. The constant 2 is the best possible.
Proof. By Lemma 3.1 there exist a positive constant L and a bijective linear isometry
U : X-Y such that jj f ðxÞ  UxjjpL for all xAX : Replacing f by fU1 : Y-Y we
may assume that X ¼ Y and that jj f ðxÞ  xjjpL for all xAX :
We can now proceed as in the proof of Theorem 3.8, but the situation is simpler,
because gðxÞ is replaced by f ðxÞ: For l ¼ jj f ðxÞ  xjj we obtain the inequality
apjj f ðxnÞjj  jjznjj þ 2e l; which gives lp2e as n-N:
The sharpness of the bound is well known already in the case d ¼ 0; see [9, p. 620]
or [3, p. 474]. &
Remark 3.7. Theorem 3.6 was proved by Dilworth [3, Theorem 2] under the
additional condition that the norm of X is Fre´chet differentiable at each point of a
dense set.
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