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1
Introduction
Let K denote the functor of complex K-theory, which associates to every compact Hausdorff space X the
Grothendieck group K(X) of isomorphism classes of complex vector bundles on X . The functor X 7→ K(X)
is an example of a cohomology theory: that is, one can define more generally a sequence of abelian groups
{Kn(X,Y )}n∈Z for every inclusion of topological spaces Y ⊆ X , in such a way that the Eilenberg-Steenrod
axioms are satisfied (see [14]). However, the functor K is endowed with even more structure: for every
topological space X , the abelian group K(X) has the structure of a commutative ring (when X is compact,
the multiplication on K(X) is induced by the operation of tensor product of complex vector bundles). One
would like that the ring structure on K(X) is a reflection of the fact that K itself has a ring structure, in a
suitable setting.
To analyze the problem in greater detail, we observe that the functor X 7→ K(X) is representable. That
is, there exists a topological space Z = Z×BU and a universal class η ∈ K(Z), such that for every sufficiently
nice topological space X , the pullback of η induces a bijection [X,Z] → K(X); here [X,Z] denotes the set
of homotopy classes of maps from X into Z. According to Yoneda’s lemma, this property determines the
space Z up to homotopy equivalence. Moreover, since the functor X 7→ K(X) takes values in the category
of commutative rings, the topological space Z is automatically a commutative ring object in the homotopy
category H of topological spaces. That is, there exist addition and multiplication maps Z × Z → Z, such
that all of the usual ring axioms are satisfied up to homotopy. Unfortunately, this observation is not very
useful. We would like to have a robust generalization of classical algebra which includes a good theory of
modules, constructions like localization and completion, and so forth. The homotopy category H is too
poorly behaved to support such a theory.
An alternative possibility is to work with commutative ring objects in the category of topological spaces
itself: that is, to require the ring axioms to hold “on the nose” and not just up to homotopy. Although
this does lead to a reasonable generalization of classical commutative algebra, it not sufficiently general for
many purposes. For example, if Z is a topological commutative ring, then one can always extend the functor
X 7→ [X,Z] to a cohomology theory. However, this cohomology theory is not very interesting: in degree
zero, it simply gives the following variant of classical cohomology:∏
n≥0
Hn(X ;πnZ).
In particular, complex K-theory cannot be obtained in this way. In other words, the Z = Z×BU for stable
vector bundles cannot be equipped with the structure of a topological commutative ring. This reflects the
fact that complex vector bundles on a space X form a category, rather than just a set. The direct sum and
tensor product operation on complex vector bundles satisfy the ring axioms, such as the distributive law
E⊗(F⊕F′) ≃ (E⊗F)⊕ (E⊗F′),
but only up to isomorphism. However, although Z×BU has less structure than a commutative ring, it has
more structure than simply a commutative ring object in the homotopy category H, because the isomorphism
displayed above is actually canonical and satisfies certain coherence conditions (see [33] for a discussion).
To describe the kind of structure which exists on the topological space Z × BU , it is convenient to
introduce the language of commutative ring spectra, or, as we will call them, E∞-rings. Roughly speaking,
an E∞-ring can be thought of as a space Z which is equipped with an addition and a multiplication for
which the axioms for a commutative ring hold not only up to homotopy, but up to coherent homotopy.
The E∞-rings play a role in stable homotopy theory analogous to the role played by commutative rings in
ordinary algebra. As such, they are the fundamental building blocks of derived algebraic geometry.
Our goal in this paper is to introduce the theory of E∞-ring spectra from an∞-categorical point of view.
An ordinary commutative ring R can be viewed as a commutative algebra object in the category of abelian
groups, which we view as endowed with a symmetric monoidal structure given by tensor product of abelian
groups. To obtain the theory of E∞-rings we will use the same definition, except that we will replace the
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ordinary category of abelian groups by the ∞-category of spectra. In order to carry out the details, we will
need to develop an ∞-categorical version of the theory of symmetric monoidal categories. The construction
of this theory will occupy our attention throughout most of this paper.
The notion of a symmetric monoidal ∞-category can be regarded as a special case of the more general
notion of an ∞-operad. The theory of ∞-operads bears the same relationship to the theory of ∞-categories
that the classical theory of colored operads (or multicategories) bears to ordinary category theory. Roughly
speaking, an ∞-operad C⊗ consists of an underlying ∞-category C equipped with some additional data,
given by “multi-input” morphism spaces MulC({Xi}i∈I , Y ) for Y ∈ C, where {Xi}i∈I is any finite collection
of objects of C; we recover the usual morphism spaces in C by taking the set I to contain a single element.
We will give a more precise definition in §1, and construct a number of examples.
Remark 0.0.1. An alternate approach to the theory of ∞-operads has been proposed by Cisinski and
Moerdijk, based on the formalism of dendroidal sets (see [12] for details). It seems very likely that their
theory is equivalent to the one presented here. More precisely, there should be a Quillen equivalence between
the category of dendroidal sets and the category POp∞ of ∞-preoperads which we describe in §1.8.
Nevertheless, the two perspectives differ somewhat at the level of technical detail. Our approach has
the advantage of being phrased entirely in the language of simplicial sets, which allows us to draw heavily
upon the preexisting theory of ∞-categories (as described in [36]) and to avoid direct contact with the
combinatorics of trees (which play an essential role in the definition of a dendroidal set). However, the
advantage comes at a cost: though our∞-operads can be described using the relatively pedestrian language
of simplicial sets, the actual simplicial sets which we need are somewhat unwieldy and tend to encode
information in a inefficient way. Consequently, some of the proofs presented here are perhaps more difficult
than they need to be: for example, we suspect that Theorems 2.5.6 and 3.4.3 admit much shorter proofs in
the dendroidal setting.
If C⊗ is a symmetric monoidal ∞-category (or, more generally, an ∞-operad), then we can define an
∞-category CAlg(C) of commutative algebra objects of C. In §2, we will study these ∞-categories in some
detail: in particular, we will show that, under reasonable hypotheses, there is a good theory of free algebras
which can be used to construct colimits of diagrams in CAlg(C). If A ∈ CAlg(C) is a commutative algebra
object of C, we can also associate to A an ∞-category ModA(C) of A-module objects of C. We will define
and study these ∞-categories of modules in §3, and show that (under some mild hypotheses) they inherit
the structure of symmetric monoidal ∞-categories.
The symmetric monoidal ∞-category of greatest interest to us is the ∞-category Sp of spectra. In §4,
we will show that the smash product monoidal structure on Sp (constructed in §M.4.2) can be refined, in
an essentially unique way, to a symmetric monoidal structure on Sp. We will define an E∞-ring to be a
commutative algebra object in the∞-category of Sp. In §4.2, we will study the∞-category CAlg(Sp) of E∞-
rings and establish some of its basic properties. In particular, we will show that the ∞-category CAlg(Sp)
contains, as a full subcategory, the (nerve of the) ordinary category of commutative rings. In other words,
the theory of E∞-rings really can be viewed as a generalization of classical commutative algebra. We will
also introduce the notion of a Noetherian E∞-ring, and prove a version of the Hilbert basis theorem.
Remark 0.0.2. There are many other definitions of commutative ring spectrum available in the literature.
In §4.3, we will introduce the tools needed to compare our theory of E∞-rings with some of these other
approaches. More precisely, we will show that if A is a simplicial model category equipped with a symmetric
monoidal structure satisfying suitable hypotheses, then the ∞-category CAlg(N(Ao)) is equivalent to the
∞-category underlying the category of strictly commutative algebras in A itself. Though the hypotheses
needed for our argument are somewhat restrictive, they will apply in particular when A is the category of
symmetric spectra; this will imply that our theory of E∞-rings is equivalent to the (more classical) theory of
commutative ring spectra.
3
Notation
Throughout this paper, we will freely use the theory of ∞-categories developed in [36]. We will also use
[37] as a reference for the theory of stable ∞-categories, and [38] as reference for the theory of monoidal
∞-categories. References to [36] will be indicated by use of the letter T, references to [37] will be indicated
by use of the letter S, and references to [38] will be indicated by use of the letter M. For example, Theorem
T.6.1.0.6 refers to Theorem 6.1.0.6 of [36].
If p : X → S is a map of simplicial sets and s is a vertex of S, we will typically write Xs to denote the
fiber X ×S {s}. If f : s → s′ is an edge of S such that the induced map X ×S ∆1 → ∆1 is a coCartesian
fibration, then p determines a functor from Xs to Xs′ which we will denote by f! (this functor is well-defined
up to canonical equivalence).
Given maps of simplicial sets X
f
→ S ← Y , we let FunS(X,Y ) denote the simplicial set Y X ×SX {f}.
Warning 0.0.3. Throughout this paper, we will encounter mild variations of the ideas presented in [38].
We will often recycle the notation of [38], even in cases when this notation conflicts with its previous usage.
For example, a symmetric monoidal structure on an ∞-category C is encoded by a coCartesian fibration
C
⊗ → N(Γ) (see §1); in [38], we used the same notation C⊗ to denote a simplicial set equipped with a
coCartesian fibration C⊗ → N(∆)op which encodes a (possibly noncommutative) monoidal structure on C.
Notation 0.0.4. If I is a finite set, we will often let I∗ denote the pointed set I
∐
{∗} obtained by adjoining
a disjoint base point to I. For each element i ∈ I, we let ρi : I∗ → {1}∗ be the map described by the formula
ρi(j) =
{
1 if i = j
∗ if i 6= j.
1 ∞-Operads
Our goal in this section is to develop an∞-categorical version of the theory of colored operads. We will begin
in §1.1 by reviewing the classical definition of a colored operad. The structure of an arbitrary colored operad
O is completely encoded by a category which we will denote by O⊗, together with a forgetful functor from
O
⊗ to Segal’s category Γ of pointed finite sets. Motivated by this observation, we will define an∞-operad to
be an ∞-category O⊗ equipped with a map O⊗ → N(Γ), satisfying an appropriate set of axioms (Definition
1.1.12).
Every symmetric monoidal category C gives rise to a colored operad, from which we can recover the
original symmetric monoidal category (up to symmetric monoidal equivalence). Consequently, we can view
the theory of symmetric monoidal categories as a specialization of the theory of colored operads. There is
a corresponding specialization in the ∞-categorical case: we will define a symmetric monoidal ∞-category
to be an ∞-operad p : C⊗ → N(Γ) for which the map p is a coCartesian fibration. More generally, we
can associate to any ∞-operad O⊗ a theory of O-monoidal ∞-categories, which are encoded by coCartesian
fibrations C⊗ → O⊗. The relevant definitions will be given in §1.2. In the special case where O⊗ is the
associative∞-operad (Example 1.1.22), the theory of O⊗-monoidal∞-categories is essentially equivalent to
the theory of monoidal ∞-categories introduced in [38] (Corollary 1.4.17).
If C⊗ is a symmetric monoidal ∞-category, then there is an associated theory of commutative algebra
objects of C⊗: these can be defined as sections of the fibration C⊗ → N(Γ) which satisfy a mild additional
condition. More generally, to any fibration of∞-operads C⊗ → O⊗, we can associate an∞-category AlgO(C)
of O-algebras in C. We will give the basic definitions in §1.3, and undertake a much more comprehensive
study in §2.
The next few sections are devoted to giving examples of symmetric monoidal ∞-categories. In §1.4, we
will show that if C is an ∞-category which admits finite products, then the formation of products endows
C with a symmetric monoidal structure, which we will call the Cartesian symmetric monoidal structure
on C. There is a dual theory of coCartesian symmetric monoidal structures (on ∞-categories C which
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admit finite coproducts) which we will describe in §1.5. In §1.6, we will show that any ∞-operad O⊗ has
a canonical enlargement to a symmetric monoidal ∞-category Env(O)⊗, which we will call the symmetric
monoidal envelope of O⊗. Finally, in §1.7, we will study conditions under which a subcategory of a symmetric
monoidal ∞-category C (such as a localization of C) inherits a symmetric monoidal structure.
In §1.8, we will show that the collection of∞-operads can be identified with the fibrant-cofibrant objects
of a simplicial model category POp∞, which we call the category of ∞-preoperads. The category POp∞ is
in fact a monoidal model category: the monoidal structure underlies the classical tensor product of operads.
In §1.9, we will study a particular ∞-operad E0 which is idempotent with respect to this tensor product:
tensor product with E0 therefore determines a localization from the ∞-category of ∞-operads to itself,
whose essential image we will describe as the class of unital ∞-operads. Finally, in §1.10 we will introduce
the notion of an∞-operad family: this is a mild generalization of the notion of an∞-operad, which will play
an important role in §3.
1.1 Basic Definitions
Our goal in this section is to introduce the definition of an ∞-operad (Definition 1.1.12), laying the founda-
tions for the remainder of the paper. We begin by reviewing the classical theory of colored operads.
Definition 1.1.1. A colored operad O consists of the following data:
(1) A collection {X,Y, Z, . . .} which we will refer to as the collection of objects or colors of O. We will
indicate that X is an object of O by writing X ∈ O.
(2) For every finite set of colors {Xi}i∈I in O and every color Y ∈ O, a set MulO({Xi}i∈I , Y ), which we
call the set of morphisms from {Xi}i∈I to Y .
(3) For every map of finite sets I → J having fibers {Ij}j∈J , a finite collection of objects {Xi}i∈I , every
finite collection of objects {Yj}j∈J , and every object Z ∈ O, a composition map∏
j∈J
MulO({Xi}i∈Ij , Yj)×MulO({Yj}j∈J , Z)→ MulO({Xi}i∈I , Z).
(4) A collection of morphisms {idX ∈ MulO({X}, X)}X∈O which are both left and right units for the
composition on O in the following sense: for every finite collection of colors {Xi}i∈I and every color
Y ∈ O, the compositions
MulO({Xi}i∈I , Y ) ≃ MulO({Xi}i∈I , Y )× {idY }
⊆ MulO({Xi}i∈I , Y )×MulO({Y }, Y )
→ MulO({Xi}i∈I , Y )
MulO({Xi}i∈I , Y ) ≃ (
∏
i∈I
{idXi})×MulO({Xi}i∈I , Y )
⊆ (
∏
i∈I
MulO({Xi}, Xi))×MulO({Xi}i∈I , Y )
→ MulO({Xi}i∈I , Y )
both coincide with the identity map from MulO({Xi}i∈I , Y ) to itself.
(5) Composition is required to be associative in the following sense: for every sequence of maps I → J → K
of finite sets together with collections of colors {Wi}i∈I , {Xj}j∈J , {Yk}k∈K , and every color Z ∈ O,
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the diagram∏
j∈J MulO({Wi}i∈Ij , Xj))×
∏
k∈K MulO({Xj}j∈Jk , Yk)×MulO({Yk}k∈K , Z)
uukkkk
kkk
kkk
kkk
k
))SSS
SSS
SSS
SSS
SS
∏
k∈K MulO({Wi}i∈Ik , Yk)×MulO({Yk}k∈K , Z)
))SSS
SSS
SSS
SSS
SSS
∏
j∈J MulO({Wi}i∈Ij , Xj)×MulO({Xj}j∈J , Z)
uukkkk
kkk
kkk
kkk
kk
MulO({Wi}i∈I , Z)
is commutative.
Remark 1.1.2. Every colored operad O has an underlying category (which we will also denote by O) whose
objects are the colors of O and whose morphisms are defined by the formula HomO(X,Y ) = MulO({X}, Y ).
Consequently, we can view a colored operad as a category with some additional structure: namely, the
collections of “multilinear” maps MulO({Xi}i∈I , Y ). Some authors choose to emphasize this analogy by
using the term multicategory for what we refer to here as a colored operad.
Variant 1.1.3. We can also define the notion of a simplicial colored operad by replacing the morphism sets
MulO({Xi}i∈I , Y ) by simplicial sets in Definition 1.1.1.
Remark 1.1.4. Remark 1.1.2 describes a forgetful functor from the category Cat of (small) categories to the
category MCat of (small) colored operads. This functor has a left adjoint: every category C can be regarded
as a colored operad by defining
MulC({Xi}1≤i≤n, Y ) =
{
Hom(X1, Y ) if n=1
∅ otherwise.
This construction exhibits Cat as a full subcategory of MCat: namely, the full subcategory spanned by those
colored operads O for which the sets MulO({Xi}i∈I , Y ) are empty unless I has exactly one element.
Example 1.1.5. Let C be a symmetric monoidal category: that is, a category equipped with a tensor
product functor ⊗ : C×C → C which is commutative and associative up to coherent isomorphism (see [47]
for a careful definition). Then we can regard C as a colored operad by setting
MulC({Xi}i∈I , Y ) = HomC(⊗i∈IXi, Y ).
We can recover the symmetric monoidal structure on C (up to canonical isomorphism) via Yoneda’s lemma.
For example, for every pair of objects X,Y ∈ C, the tensor product X ⊗ Y is characterized up to canonical
isomorphism by the fact that it corepresents the functor Z 7→ MulC({X,Y }, Z). It follows from this analysis
that we can regard the notion of a symmetric monoidal category as a special case of the notion of a colored
operad.
Example 1.1.6. An operad is a colored operad O having only a single color 1. For every nonnegative
integer n we let On = Mul({1}1≤i≤n,1). We sometimes refer to On as the set of n-ary operations of O.
The structure of O as a colored operad is determined by the sets {On}n≥0 together with the actions of the
symmetric groups Σn on On and the “substitution maps”
Om×(
∏
1≤i≤m
Oni)→ On1+···+nm .
Definition 1.1.1 is phrased in a somewhat complicated way because the notion of morphism in a colored
operad O is assymetrical: the domain of a morphism consists of a finite collection of object, while the
codomain consists of only a single object. We can correct this assymetry by repackaging the definition of a
colored operad in a different way. First, we recall the definition of Segal’s category Γ of pointed finite sets:
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Definition 1.1.7. For each n ≥ 0, we let 〈n〉◦ denote the set {1, 2, . . . , n−1, n} and 〈n〉 = 〈n〉◦∗ = {∗, 1, . . . , n}
the pointed set obtained by adjoining a disjoint base point ∗ to 〈n〉◦. We define a category Γ as follows:
(1) The objects of Γ are the sets 〈n〉, where n ≥ 0.
(2) Given a pair of objects 〈m〉, 〈n〉 ∈ Γ, a morphism from 〈m〉 to 〈n〉 in Γ is a map α : 〈m〉 → 〈n〉 such
that α(∗) = ∗.
Remark 1.1.8. The category Γ is equivalent to the category of all finite sets equipped with a distinguished
point ∗. We will often invoke this equivalence implicitly, using the following device. Let I be a finite linearly
ordered set. Then there is a canonical bijection α : I∗ ≃ 〈n〉, where n is the cardinality of I; the bijection α
is determined uniquely by the requirement that the restriction of α determines an order-preserving bijection
of I with 〈n〉◦. We will generally identify I∗ with the object 〈n〉 ∈ Γ via this isomorphism.
Construction 1.1.9. Let O be a colored operad. We define a category O⊗ as follows:
(1) The objects of O⊗ are finite sequences of colors X1, . . . , Xn ∈ O.
(2) Given two sequences of objects
X1, . . . , Xm ∈ O Y1, . . . , Yn ∈ O,
a morphism from {Xi}1≤i≤m to {Yj}1≤j≤n is given by a map α : 〈m〉 → 〈n〉 in Γ together with a
collection of morphisms
{φj ∈ MulO({Xi}i∈α−1{j}, Yj)}1≤j≤n
in O.
(3) Composition of morphisms in O⊗ is determined by the composition laws on Γ and on the colored
operad O.
Let O be a colored operad. By construction, the category O⊗ comes equipped with a forgetful functor
π : O⊗ → Γ. Using the functor π, we can reconstruct the colored operad O up to canonical equivalence.
For example, the underlying category of O can be identified with the fiber O⊗〈1〉 = π
−1{〈1〉}. More generally,
suppose that n ≥ 0. For 1 ≤ i ≤ n, let ρi : 〈n〉 → 〈1〉 be as in Notation 0.0.4, so that ρi induces a functor
ρi! : O
⊗
〈n〉 → O
⊗
〈1〉 ≃ O and these functors together determine an equivalence of categories O
⊗
〈n〉 ≃ O
n. Given
a finite sequence of colors X1, . . . , Xn ∈ O, let ~X denote the corresponding object of O
⊗
〈n〉 (which is well-
defined up to equivalence). For every color Y ∈ O, the set MulO({Xi}1≤i≤n, Y ) can be identified with the
set of morphisms f : ~X → Y in O⊗ such that π(f) : 〈n〉 → 〈1〉 satisfies π(f)−1{∗} = {∗}. This shows that
π : O⊗ → Γ determines the morphism sets MulO({Xi}1≤i≤n, Y ) in the colored operad O; a more elaborate
argument shows that the composition law for morphisms in the colored operad O can be recovered from the
composition law for morphisms in the category O⊗.
The above construction suggests that it is possible to give an alternate version of Definition 1.1.1: rather
than thinking of a colored operad as a category-like structure O equipped with an elaborate notion of
morphism, we can think of a colored operad as an ordinary category O⊗ equipped with a forgetful functor
π : O⊗ → Γ. Of course, we do not want to consider an arbitrary functor π: we only want to consider those
functors which induce equivalences O⊗〈n〉 ≃ (O
⊗
〈1〉)
n, so that the category O = O⊗〈1〉 inherits the structure
described in Definition 1.1.1. This is one drawback of the second approach: it requires us to formulate a
somewhat complicated-looking assumption on the functor π. The virtue of the second approach is that it
can be phrased entirely in the language of category theory. This allows us to generalize the theory of colored
operads to the ∞-categorical setting. First, we need to introduce a bit of terminology.
Definition 1.1.10. We will say that a morphism f : 〈m〉 → 〈n〉 in Γ is inert if, for each element i ∈ 〈n〉◦,
the inverse image f−1{i} has exactly one element.
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Remark 1.1.11. Every inert morphism f : 〈m〉 → 〈n〉 in Γ induces an injective map of sets α : 〈n〉◦ → 〈m〉◦,
characterized by the formula f−1{i} = {α(i)}.
Definition 1.1.12. An∞-operad is a functor O⊗ → N(Γ) between∞-categories which satisfies the following
conditions:
(1) For every inert morphism f : 〈m〉 → 〈n〉 in N(Γ) and every object C ∈ O⊗〈m〉, there exists a p-coCartesian
morphism f : C → C′ in O⊗ lifting f . In particular, f induces a functor f! : O
⊗
〈m〉 → O
⊗
〈n〉.
(2) Let C ∈ O⊗〈m〉 and C
′ ∈ O⊗〈n〉 be objects, let f : 〈m〉 → 〈n〉 be a morphism in Γ, and let Map
f
O⊗
(C,C′)
be the union of those connected components of MapO⊗(C,C
′) which lie over f ∈ HomΓ(〈m〉, 〈n〉).
Choose p-coCartesian morphisms C′ → C′i lying over the inert morphisms ρ
i : 〈n〉 → 〈1〉 for 1 ≤ i ≤ n.
Then the induced map
Mapf
O⊗
(C,C′)→
∏
1≤i≤n
Mapρ
i◦f
O⊗
(C,C′i)
is a homotopy equivalence.
(3) For every finite collection of objects C1, . . . , Cn ∈ O
⊗
〈1〉, there exists an object C ∈ O
⊗
〈n〉 and a collection
of p-coCartesian morphisms C → Ci covering ρi : 〈n〉 → 〈1〉.
Remark 1.1.13. Definition 1.1.12 is really an∞-categorical generalization of the notion of a colored operad,
rather than that of an operad. Our choice of terminology is motivated by a desire to avoid awkward language.
To obtain an ∞-categorical analogue of the notion of an operad, we should consider instead ∞-operads
O
⊗ → N(Γ) equipped with an essentially surjective functor ∆0 → O⊗〈1〉.
Remark 1.1.14. Let p : O⊗ → N(Γ) be an ∞-operad. We will often abuse terminology by referring to
O
⊗ as an ∞-operad (in this case, it is implicitly assumed that we are supplied with a map p satisfying the
conditions listed in Definition 1.1.12). We will usually denote the fiber O⊗〈1〉 ≃ p
−1{〈1〉} by O. We will
sometimes refer to O as the underlying ∞-category of O⊗.
Remark 1.1.15. Let p : O⊗ → N(Γ) be an ∞-operad. Then p is a categorical fibration. To prove this, we
first observe that p is an inner fibration (this follows from Proposition T.2.3.1.5 since O⊗ is an ∞-category
and N(Γ) is the nerve of an ordinary category). In view of Corollary T.2.4.6.5, it will suffice to show that
if C ∈ O⊗〈m〉 and α : 〈m〉 → 〈n〉 is an isomorphism in Γ, then we can lift α to an equivalence α : C → C
′ in
O
⊗. Since α is inert, we can choose α to be p-coCartesian; it then follows from Proposition T.2.4.1.5 that α
is an equivalence.
Remark 1.1.16. Let p : O⊗ → N(Γ) be a functor between ∞-categories which satisfies conditions (1) and
(2) of Definition 1.1.12. Then (3) is equivalent to the following apparently stronger condition:
(3′) For each n ≥ 0, the functors {ρi! : O
⊗
〈n〉 → O}1≤i≤n induce an equivalence of ∞-categories
φ : O⊗〈n〉 → O
n .
It follows easily from (2) that φ is fully faithful, and condition (3) guarantees that φ is an equivalence.
Remark 1.1.17. Let p : O⊗ → N(Γ) be an ∞-operad and O = O⊗〈1〉 the underlying ∞-category. It
follows from Remark 1.1.16 that we have a canonical equivalence O⊗〈n〉 ≃ O
n. Using this equivalence, we can
identify objects of O⊗〈n〉 with finite sequences (X1, X2, . . . , Xn) of objects of O. We will sometimes denote
the corresponding object of O⊗ by X1 ⊕X2 ⊕ · · · ⊕Xn (this object is well-defined up to equivalence). More
generally, given objects X ∈ O⊗〈m〉 and Y ∈ O
⊗
〈n〉 corresponding to sequences (X1, . . . , Xm) and (Y1, . . . , Yn),
we let X ⊕ Y denote an object of O⊗〈m+n〉 corresponding to the sequence (X1, . . . , Xm, Y1, . . . , Yn). We will
discuss the operation ⊕ more systematically in §1.6.
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Notation 1.1.18. Let O⊗ be an∞-operad, and suppose we are given a finite sequence of objects {Xi}1≤i≤n
of O and another object Y ∈ O. We let MulO({Xi}1≤i≤n, Y ) denote the union of those components
of MapO⊗(X1 ⊕ . . . ⊕ Xn, Y ) which lie over the unique active morphism β : 〈n〉 → 〈1〉. We regard
MulO({Xi}1≤i≤n, Y ) as an object in the homotopy categoryH of spaces, which is well-defined up to canonical
isomorphism.
Remark 1.1.19. Let O⊗ be an ∞-operad. Then we should imagine that O⊗ consists of an ordinary
∞-category O which comes equipped with a more elaborate notion of morphism supplied by the spaces
MulO(•, •) of Notation 1.1.18. These morphism spaces are equipped with a composition law satisfying the
axiomatics of Definition 1.1.1 up to coherent homotopy. A precise formulation of this idea is cumbersome,
and Definition 1.1.12 provides an efficient substitute.
Example 1.1.20. The identity map exhibits O⊗ = N(Γ) as an ∞-operad, whose underlying ∞-category
O is equivalent to ∆0. We will refer to this ∞-operad as the commutative ∞-operad. When we wish to
emphasize its role as an ∞-operad, we will sometimes denote it by Comm.
Example 1.1.21. Let Γsi denote the subcategory of Γ spanned by all objects together with those morphisms
f : 〈m〉 → 〈n〉 such that f−1{i} has at most one element for 1 ≤ i ≤ n. The nerve N(Γsi) is an ∞-operad,
which we will denote by E0.
Example 1.1.22. We define a category Assoc as follows:
• The objects of Assoc are the objects of Γ.
• Given a pair of objects 〈m〉, 〈n〉 ∈ Γ, a morphism from 〈m〉 to 〈n〉 in Assoc consists of a pair (f, {≤i
}1≤i≤n), where f : 〈m〉 → 〈n〉 is a morphism in Γ and ≤i is a linear ordering on the inverse image
f−1{i} ⊆ 〈m〉◦ for 1 ≤ i ≤ n.
• The composition of a pair of morphisms
(f, {≤i}1≤i≤n) : 〈m〉 → 〈n〉 (g, {≤
′
j}1≤j≤p) : 〈n〉 → 〈p〉
is the pair (g ◦ f, {≤′′j }1≤j≤p), where each ≤
′′
j is the lexicographical ordering characterized by the
property that for a, b ∈ 〈m〉◦ such that (g ◦ f)(a) = (g ◦ f)(b) = j, we have a ≤′′j b if and only if
f(a) ≤′j f(b) and a ≤i b if f(a) = f(b) = i.
Let Assoc denote the nerve of the category Assoc. The forgetful functor Assoc → Γ induces a map
Assoc→ N(Γ) which exhibits Assoc as an ∞-operad; we will refer to Assoc as the associative ∞-operad.
Example 1.1.23. Let Triv be the subcategory of Γ spanned by the inert morphisms (together with all
objects of Γ), and let Triv = N(Triv). Then the inclusion Triv ⊆ Γ induces a functor Triv → N(Γ) which
exhibits Triv as an ∞-operad; we will refer to Triv as the trivial ∞-operad.
Example 1.1.24. Each of the above examples is an instance of the following general observation. Let O be
a colored operad in the sense of Definition 1.1.1, and let O⊗ be the ordinary category given by Construction
1.1.9. Then the forgetful functor N(O⊗)→ N(Γ) is an ∞-operad.
According to Definition 1.1.10, a morphism γ : 〈m〉 → 〈n〉 in Γ is inert if exhibits 〈n〉 as the quotient
of 〈m〉 obtained by identifying a subset of 〈m〉◦ with the base point ∗. In this case, γ−1 determines an
injective map from 〈n〉◦ to 〈m〉◦. By design, for any ∞-operad O⊗, the morphism γ induces a functor
γ! : O
⊗
〈m〉 → O
⊗
〈n〉. This functor can be identified with the projection map O
m → On determined by γ−1.
Our choice of terminology is intended to emphasize the role of γ! as a forgetful functor, which is not really
encoding the essential structure of O⊗. We now introduce a class of morphisms which lies at the other
extreme:
Definition 1.1.25. A morphism f : 〈m〉 → 〈n〉 in Γ is active if f−1{∗} = {∗}.
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Remark 1.1.26. Every morphism f in Γ admits a factorization f = f ′ ◦ f ′′, where f ′′ is inert and f ′ is
active; moreover, this factorization is unique up to (unique) isomorphism. In other words, the collections of
inert and active morphisms determine a factorization system on Γ.
The classes of active and inert morphisms determine a factorization system on the category Γ which
induces an analogous factorization system on any ∞-operad O⊗.
Definition 1.1.27. Let p : O⊗ → N(Γ) be an ∞-operad. We will say that a morphism f in O⊗ is inert if
p(f) is inert and f is p-coCartesian. We will say that a morphism f in O⊗ is active if p(f) is active.
Proposition 1.1.28. Let O⊗ be an∞-operad. Then the collections of active and inert morphisms determine
a factorization system on O⊗.
Proposition 1.1.28 is an immediate consequence of Remark 1.1.26 together with the following general
result:
Proposition 1.1.29. Let p : C → D be an inner fibration of ∞-categories. Suppose that D admits a
factorization system (SL, SR) satisfying the following condition:
(∗) For every object C ∈ C and every morphism α : p(C) → D in D which belongs to SL, there exists a
p-coCartesian morphism α : C → D lifting α.
Let SL denote the collection of all p-coCartesian morphisms α in C such that p(α) ∈ SL, and let SR = p−1SR.
Then (SL, SR) is a factorization system on C.
Proof. We will prove that (SL, SR) satisfies conditions (1) through (3) of Definition T.5.2.8.8:
(1) The collections SL and SR are stable under retracts. This follows from the stability of SL and SR
under retracts, together with the observation that the collection of p-coCartesian morphisms is stable
under retracts.
(2) Every morphism in SL is left orthogonal to every morphism in SR. To prove this, let α : A → B
belong to SL and β : X → Y belong to SR. Let α : A → B and β : X → Y denote the images of α
and β under the functor p. We wish to prove that the space MapCA//Y (B,X) is contractible. Using
the fact that α is p-coCartesian, we deduce that the map MapCA/ /Y (B,X) → MapDA/ /Y (B,X) is a
trivial Kan fibration. The desired result now follows from the fact that α ∈ SL is left orthogonal to
β ∈ SR.
(3) Every morphism α : X → Z admits a factorization α = β ◦ γ, where γ ∈ SL and β ∈ SR. To prove
this, let α : X → Z denote the image of α under p. Using the fact that (SL, SR) is a factorization
system on D, we deduce that α fits into a commutative diagram
Y
β
@
@@
@@
@@
X
γ
>>~~~~~~~ α // Z
where γ ∈ SL and β ∈ SR. Using assumption (∗), we can lift γ to a p-coCartesian morphism γ ∈ SR.
Using the fact that γ is p-coCartesian, we can lift the above diagram to a commutative triangle
Y
β
>
>>
>>
>>
X
γ
??
α // Z
in C having the desired properties.
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We conclude this section with a simple observation that will prove useful throughout this paper:
Remark 1.1.30. Let p : O⊗ → N(Γ) be an ∞-operad, and suppose we are given a collection of in-
ert morphisms {fi : X → Xi}1≤i≤m in O
⊗ covering maps 〈n〉 → 〈ni〉 in Γ which induce a bijection∐
1≤i≤m 〈ni〉
◦ → 〈n〉◦. These morphisms determine a p-limit diagram q : (〈m〉◦)⊳ → O⊗. To prove this,
choose inert morphisms gi,j : Xi → Xi,j covering the maps ρj : 〈ni〉 → 〈1〉 for 1 ≤ j ≤ ni. Using the
fact that O⊗ is an ∞-category, we obtain a diagram q : (
∐
1≤i≤m(〈ni〉
◦
)⊳)⊳ → O⊗. Since the inclusion
〈m〉◦ ⊆
∐
1≤i≤m 〈ni〉
◦⊲ is cofinal, it will suffice to show that q is a p-limit diagram. Using the assumption
that O⊗ is an∞-operad, we deduce that q|(
∐
1≤i≤m(〈ni〉
◦
)⊳) is a p-right Kan extension of q|〈n〉◦. According
to Lemma T.4.3.2.7, it will suffice to show that q|〈n〉◦
⊳
is a p-limit diagram, which again follows from the
assumption that O⊗ is an ∞-operad.
1.2 Fibrations of ∞-Operads
In order to make effective use of the theory of∞-operads, we must understand them not only in isolation but
also in relation to one another. To this end, we will introduce the notion of ∞-operad fibration (Definition
1.2.3). We begin with the more general notion of an ∞-operad map, which we will study in more detail in
§1.3.
Definition 1.2.1. Let O⊗ and O′
⊗
be ∞-operads. An∞-operad map from O⊗ to O′
⊗
is a map of simplicial
sets f : O⊗ → O′
⊗
satisfying the following conditions:
(1) The diagram
O
⊗
f //
""D
DD
DD
DD
D O
′⊗
||yy
yy
yy
yy
N(Γ)
commutes.
(2) The functor f carries inert morphisms in O⊗ to inert morphisms in O′
⊗
.
We let Funlax(O⊗,O′
⊗
) denote the full subcategory of FunN(Γ)(O
⊗,O′
⊗
) spanned by the ∞-operad maps.
Remark 1.2.2. Let O⊗ and O′
⊗
be ∞-operads, and let F : O⊗ → O′
⊗
be a functor satisfying condition
(1) of Definition 1.2.1. Then F preserves all inert morphisms if and only if it preserves inert morphisms in
O
⊗ lying over the maps ρi : 〈n〉 → 〈1〉. For suppose that X → Y is an inert morphism in O⊗ lying over
β : 〈m〉 → 〈n〉; we wish to prove that the induced map β!F (X) → F (Y ) is an equivalence. Since O
′⊗ is
an ∞-operad, it suffices to show that the induced map ρi! : β!F (X) → ρ
i
!F (Y ) is an equivalence in O
′ for
1 ≤ i ≤ n. Our hypothesis allows us to identify this with the morphism F (ρi!β!X) → F (ρ
i
!Y ), which is an
equivalence since Y ≃ β!X .
Definition 1.2.3. We will say that a map of ∞-operads q : C⊗ → O⊗ is a fibration of ∞-operads if q is a
categorical fibration.
Remark 1.2.4. Let p : C⊗ → O⊗ be a fibration of ∞-operads, and suppose we are given a collection
of inert morphisms {fi : X → Xi}1≤i≤m in C
⊗ covering maps 〈n〉 → 〈ni〉 in Γ which induce a bijection∐
1≤i≤m 〈ni〉
◦ → 〈n〉◦. Then these morphisms determine a p-limit diagram q : 〈m〉◦
⊳
→ C⊗. This follows
from Remark 1.1.30 and Proposition T.4.3.1.5.
The following result describes an important special class of ∞-operad fibrations:
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Proposition 1.2.5. Let O⊗ be an ∞-operad, and let p : C⊗ → O⊗ be a coCartesian fibration. The following
conditions are equivalent:
(a) The composite map q : C⊗ → O⊗ → N(Γ) exhibits C⊗ as an ∞-operad.
(b) For every object T ≃ T1 ⊕ · · · ⊕ Tn ∈ O
⊗
〈n〉, the inert morphisms T → Ti induce an equivalence of
∞-categories C⊗T →
∏
1≤i≤n C
⊗
Ti
.
Proof. Suppose that (a) is satisfied. We first claim that p preserves inert morphisms. To prove this, choose
an inert morphism f : C → C′ in C⊗. Let g : p(C) → X be an inert morphism in O⊗ lifting q(f), and let
g : C → X be a p-coCartesian lift of g. It follows from Proposition T.2.4.1.3 that g is a q-coCartesian lift of
q(f) and therefore equivalent to f . We conclude that p(f) is equivalent to p(g) = g and is therefore inert.
The above argument guarantees that for each n ≥ 0, the maps {ρi}1≤i≤n determine a homotopy commu-
tative diagram
C
⊗
〈n〉
//

O
⊗
〈n〉

C
n // On
and the assumption that C⊗ and O⊗ are ∞-operads guarantees that the vertical maps are categorical
equivalences. Let T be an object of O⊗〈n〉. Passing to the homotopy fibers over the vertices T and (Ti)1≤i≤n
(which are equivalent to the actual fibers by virtue of Corollary T.3.3.1.4), we deduce that the canonical
map C⊗T →
∏
1≤i≤n C
⊗
Ti
is an equivalence, which proves (b).
Now suppose that (b) is satisfied. We will prove that the functor q : C⊗ → N(Γ) satisfies the conditions
of Definition 1.1.12. To prove (1), consider an object C ∈ C⊗ and an inert morphism α : q(C) → 〈n〉 in
Γ. Since O⊗ → N(Γ) is an ∞-operad, there exists an inert morphism α˜ : p(C) → X in O⊗ lying over α.
Since p is a coCartesian fibration, we can lift α˜ to a p-coCartesian morphism α : C → X in C⊗. Proposition
T.2.4.1.3 implies that α is p-coCartesian, which proves (1).
Now let C ∈ C⊗〈m〉, C
′ ∈ C⊗〈n〉, and f : 〈m〉 → 〈n〉 be as in condition (2) of Definition 1.1.12. Set T = p(C),
set T ′ = p(C′), choose inert morphisms gi : T
′ → T ′i lying over ρ
i for 1 ≤ i ≤ n, and choose p-coCartesian
morphisms gi : C
′ → C′i lying over gi for 1 ≤ i ≤ n. Let fi = ρ
i ◦ f for 1 ≤ i ≤ n. We have a homotopy
coherent diagram
Mapf
C⊗
(C,C′) //

∏
1≤i≤nMap
fi
C⊗
(C,C′i)

Mapf
O⊗
(T, T ′) //
∏
1≤i≤nMap
fi
O⊗
(T, T ′i ).
Since O⊗ is an ∞-operad, the bottom horizontal map is a homotopy equivalence. Consequently, to prove
that the top map is a homotopy equivalence, it will suffice to show that it induces a homotopy equivalence
after passing to the homotopy fiber over any h : T → T ′ lying over f . Let D = h!C and let Di = (gi)!D for
1 ≤ i ≤ n. Using the assumption that p is a coCartesian fibration and Proposition T.2.4.4.2, we see that the
map of homotopy fibers can be identified with
Map
C
⊗
T ′
(D,C)→
∏
1≤i≤n
Map
C
⊗
Ti
(Di, Ci),
which is a homotopy equivalence by virtue of assumption (b).
We now prove (3). Fix a sequence of objects {Ci ∈ C
⊗
〈1〉}1≤i≤n, and set Ti = p(Ci). Since O
⊗ is an ∞-
operad, we can choose an object T ∈ O⊗ equipped with inert morphisms fi : T → Ti lifting ρi for 1 ≤ i ≤ n.
Invoking (b), we conclude that there exists an object C together with p-coCartesian morphisms f i : C → Ci
lifting fi. It follows from Proposition T.2.4.1.3 that each f i is q-coCartesian, so that condition (3) is satisfied
and the proof is complete.
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Definition 1.2.6. Let O⊗ be an ∞-operad. We will say that a map p : C⊗ → O⊗ is a coCartesian fibration
of ∞-operads if it satisfies the hypotheses of Proposition 1.2.5. In this case, we might also say that p exhibits
C
⊗ as a O-monoidal ∞-category.
Remark 1.2.7. Let O⊗ be an ∞-operad and let p : C⊗ → O⊗ be a coCartesian fibration of ∞-operads.
Then p is a map of ∞-operads: this follows from the first step of the proof of Proposition 1.2.5. Combining
this observation with Proposition T.3.3.1.7, we conclude that p is a fibration of ∞-operads in the sense of
Definition 1.2.3.
Remark 1.2.8. In the situation of Definition 1.2.6, we will generally denote the fiber product C⊗×O⊗ O by
C, and abuse terminology by saying that C is an O-monoidal ∞-category.
Remark 1.2.9. Let O⊗ be an∞-operad and let p : C⊗ → O⊗ be a coCartesian fibration of∞-operads. For
every object X ∈ O⊗, we let C⊗X denote the inverse image of T under p. If X ∈ O, we will also denote this
∞-category by CX . Note that if X ∈ O
⊗
〈n〉 corresponds to a sequence of objects {Xi}1≤i≤n in O, then we
have a canonical equivalence C⊗X ≃
∏
1≤i≤n CXi .
Given a morphism f ∈MulO({Xi}1≤i≤n, Y ) in O, the coCartesian fibration p determines a functor∏
1≤i≤n
CXi ≃ C
⊗
X → CY
which is well-defined up to equivalence; we will sometimes denote this functor by ⊗f .
Remark 1.2.10. Let O⊗ be an ∞-operad, and let C⊗ → O⊗ be a O-monoidal ∞-category. Then the
underlying map C → O is a coCartesian fibration of ∞-categories, which is classified by a functor χ : O →
Cat∞. In other words, we can think of a O-monoidal ∞-category as assigning to each color X ∈ O an
∞-category χ(X) of X-colored objects. We will later see that χ can be extended to a map of ∞-operads,
and that this map of ∞-operads determines C⊗ up to equivalence (Example 1.4.13 and Proposition 1.4.14).
Definition 1.2.11. A symmetric monoidal ∞-category is an ∞-category C⊗ equipped with a coCartesian
fibration of ∞-operads p : C⊗ → N(Γ).
Remark 1.2.12. In other words, a symmetric monoidal∞-category is a coCartesian fibration p : C⊗ → N(Γ)
which induces equivalences of ∞-categories C⊗〈n〉 ≃ C
n for each n ≥ 0, where C denotes the ∞-category C⊗〈1〉.
Remark 1.2.13. Let C⊗ → N(Γ) be a symmetric monoidal ∞-category. We will refer to the fiber C⊗〈1〉
as the underlying ∞-category of C⊗; it will often be denoted by C. We will sometimes abuse terminology
by referring to C as a symmetric monoidal ∞-category, or say that C⊗ determines a symmetric monoidal
structure on C.
Using the constructions of Remark 1.2.9, we see that the active morphisms α : 〈0〉 → 〈1〉 and β : 〈2〉 → 〈1〉
determine functors
∆0 → C C×C → C,
which are well-defined up to a contractible space of choice. The first of these functors determines an object
of C which we will denote by 1 (or sometimes 1C if we wish to emphasize the dependence on C) and refer to
as the unit object of C.
It is not difficult to verify that the unit object 1 ∈ C and the tensor product ⊗ on C satisfy all of the
usual axioms for a symmetric monoidal category up to homotopy. In particular, these operations endow the
homotopy category hC with a symmetric monoidal structure.
Example 1.2.14. Let C be a symmetric monoidal category (see [47]), so that we can regard C as a colored
operad as in Example 1.1.5. Then the ∞-operad N(C⊗) of Example 1.1.24 is a symmetric monoidal ∞-
category. (whose underlying ∞-category is the nerve N(C)). We will discuss some generalizations of this
example in §4.3.
13
We conclude this section with a useful criterion for detecting ∞-operad fibrations:
Proposition 1.2.15. Let q : C⊗ → O⊗ be a map of ∞-operads which is an inner fibration. The following
conditions are equivalent:
(1) The map q is a fibration of ∞-operads.
(2) For every object C ∈ C⊗ and every inert morphism f : q(C)→ X in O⊗, there exists an inert morphism
f : C → X in C⊗ such that f = q(f).
Moreover, if these conditions are satisfied, then the inert morphisms of C⊗ are precisely the q-coCartesian
morphisms in C⊗ whose image in O⊗ is inert.
Proof. According to Corollary T.2.4.6.5, condition (1) is satisfied if and only if condition (2) is satisfied
whenever f is an equivalence; this proves that (2) ⇒ (1). For the reverse implication, suppose that q is a
categorical fibration and let f : q(C) → X be as in (2). Let f0 : 〈m〉 → 〈n〉 denote the image of f in N(Γ),
and let f
′
: C → X
′
be an inert morphism in C⊗ lifting f0. Since f and q(f
′
) are both inert lifts of the
morphism f0, we can find a 2-simplex
X ′
g
  @
@@
@@
@@
@
q(C)
q(f
′
)
<<zzzzzzzz
f // X
in O⊗ where g is an equivalence. Since q is a categorical fibration, Corollary T.2.4.6.5 guarantees that we
can choose an equivalence g : X
′
→ X in C⊗ lifting g. Using the fact that q is an inner fibration, we can lift
the above diagram to a 2-simplex
X
′
g
@
@@
@@
@@
C
f
′
?? f // X
in C⊗. Since f is the composition of an inert morphism with an equivalence, it is an inert morphism which lifts
f , as desired. This completes the proof of the implication (1)⇒ (2); the final assertion follows immediately
from Proposition T.2.4.1.3 (and the assumption that q preserves inert morphisms).
1.3 Algebra Objects
In this section, we will undertake a more systematic study of maps between ∞-operads.
Definition 1.3.1. Let p : C⊗ → O⊗ be a fibration of ∞-operads. A O-algebra object of C is a map of ∞-
operads A : O⊗ → C⊗ such that p◦A = idO⊗ . We let AlgO(C) denote the full subcategory of FunO⊗(O
⊗,C⊗)
spanned by the O-algebra objects of C. In the special case where O⊗ = N(Γ), we will denote AlgO(C) by
CAlg(C), which we refer to as the ∞-category of commutative algebra objects of C.
More generally, suppose that we are given a fibration of ∞-operads p : C⊗ → O⊗ as above, and let
f : O′
⊗
→ O⊗ be a map of ∞-operads. A O′-algebra object of C is an ∞-operad map A : O′
⊗
→ C⊗ such
that p ◦ A = f . We let AlgO′(C) denote the full subcategory of FunO⊗(O
′⊗,C⊗) spanned by the O′-algebra
objects of C.
Remark 1.3.2. The notation of Definition 1.3.1 is somewhat abusive: note that AlgO′(C) depends strongly
on the underlying ∞-operad O⊗, which we generally assume to be clear from context.
Remark 1.3.3. When O⊗ = N(Γ), the∞-category AlgO′(C) coincides with the∞-category Fun
lax(O′
⊗
,C⊗)
of Definition 1.2.1.
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Example 1.3.4. Let C be a symmetric monoidal category, and let us regard N(C) as a symmetric monoidal
∞-category via the construction described in Example 1.2.14. Then CAlg(N(C)) can be identified with the
nerve of the category of commutative algebra objects of C: that is, objects A ∈ C equipped with a unit map
1C → A and a multiplication A⊗A→ A which is commutative, unital, and associative.
Remark 1.3.5. Let O⊗ be an ∞-operad, let C⊗ → O⊗ be a O-monoidal ∞-category, and let K be an
arbitrary simplicial set. Then the induced map
Fun(K,C⊗)×Fun(K,O⊗) O
⊗ → O⊗
is another O-monoidal ∞-category D⊗. For every object X ∈ O, we have a canonical isomorphism
DX ≃ Fun(K,CX), and the operations ⊗f of Remark 1.2.9 are computed pointwise. We have a canoni-
cal isomorphism
AlgO(D) ≃ Fun(K,AlgO(C)).
Example 1.3.6. Let q : O⊗ → N(Γ) be an ∞-operad such that the image of q is contained in Triv ⊆ N(Γ),
and let p : C⊗ → O⊗ be a O-monoidal∞-category. We observe that a section A : O⊗ → C⊗ of p is a O-algebra
if and only if A is a p-right Kan extension of its restriction to O ⊆ O⊗. Using Proposition T.4.3.2.15, we
deduce that the restriction map AlgO(C)→ MapO(O,C) is a trivial Kan fibration. In particular, taking O
⊗
to be the trivial ∞-operad Triv, we obtain a trivial Kan fibration AlgTriv(C)→ C.
Remark 1.3.7. Let O⊗ be an ∞-operad. Since Triv can be identified with a simplicial subset of N(Γ), an
∞-operad map p : O⊗ → Triv is unique if it exists; the existence of p is equivalent to the requirement that
every morphism in O⊗ is inert. If this condition is satisfied, then p is automatically a coCartesian fibration
and exhibits O⊗ as a Triv-monoidal ∞-category.
Now let O⊗ be a general ∞-operad. The ∞-category AlgTriv(O) can be identified with the collection of
Triv-algebras in the Triv-monoidal ∞-category O⊗×N(Γ) Triv. By virtue of Example 1.3.6, we deduce that
evaluation at 〈1〉 induces a trivial Kan fibration AlgTriv(O)→ O .
The following variant of Example 1.3.6 can be used to describe algebras over the∞-operad E0 of Example
1.1.21:
Proposition 1.3.8. Let p : O⊗ → E0 be a fibration of ∞-operads, and consider the map ∆
1 → E0 corre-
sponding to the unique morphism α : 〈0〉 → 〈1〉 of Γsi ⊆ Γ. Then the restriction functor
θ : AlgE0(O)→ FunE0(∆
1,O⊗)
is a trivial Kan fibration.
Remark 1.3.9. Suppose that C⊗ is a symmetric monoidal ∞-category with unit object 1. Proposition
1.3.8 implies that we can identify AlgE0(C) with the ∞-category C1/ consisting of maps 1 → A in C. In
other words, an E0-algebra object of C is an object A ∈ C equipped with a unit map 1 → A, but no other
additional structures.
Proof. Since p is a categorical fibration, the map θ is also a categorical fibration. The morphism α determines
a functor s : [1] → Γsi. Let J denote the categorical mapping cylinder of s. More precisely, we define the
category J as follows:
• An object of J is either an object 〈n〉 ∈ Γsi or an object i ∈ [1].
• Morphisms in J are described by the formulas
HomJ(〈m〉, 〈n〉) = HomΓsi(〈m〉, 〈n〉) HomJ(〈m〉, i) = HomΓsi(〈m〉, s(i))
HomJ(i, j) = Hom[1](i, j) HomJ(i, 〈m〉) = ∅.
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Note that there is a canonical retraction r of N(J) onto the simplicial subset E0 = N(Γ
si). We let C denote
the full subcategory of FunE0(N(J),O
⊗) spanned by those functors F satisfying the following conditions:
(a) For i ∈ [1], the morphism F (s(i))→ F (i) is an equivalence in O⊗.
(b) The restriction F |E0 belongs to AlgE0(C).
We observe that a functor F satisfies condition (∗) if and only if it is a left Kan extension of F |E0. Using
Proposition T.4.3.2.15, we deduce that the restriction map φ : C → AlgE0(C) is a trivial Kan fibration. Let
θ′ : C → FunE0 (∆
1,O⊗) be the map given by restriction to ∆1 ≃ N([1]). The map θ can be written as a
composition
AlgE0(O)→ C
θ′
→ FunE0(∆
1,O⊗),
where the first map is the section of φ given by composition with r (and therefore a categorical equivalence).
By a two-out-of-three argument, we are reduced to proving that θ′ is a categorical equivalence.
We will show that θ′ is a trivial Kan fibration. By virtue of Proposition T.4.3.2.15, it will suffice to prove
the following:
(i) A functor FunE0(N(J),O
⊗) belongs to C if and only if F is a p-right Kan extension of F |∆1.
(ii) Every functor F0 ∈ FunE0(∆
1,O⊗) admits a p-right Kan extension F ∈ FunE0(N(J),O
⊗).
To see this, fix an object F ∈ FunE0(N(J),O
⊗) and consider an object 〈n〉 ∈ Γsi. Let I = J〈n〉/×J[1], let
I0 denote the full subcategory of I obtained by omitting the map 〈n〉 → 1 corresponding to the nonsurjective
map 〈n〉 → 〈1〉 in Γsi, and let I1 denote the full subcategory of I0 obtained by omitting the unique map
〈n〉 → 0. We observe that the inclusion N(I0)op ⊆ N(I)op is cofinal and that the restriction F |N(I0) is a
p-right Kan extension of F |N(I1). Using Lemma T.4.3.2.7, we deduce that F is a p-right Kan extension of
F |∆1 at 〈n〉 if and only if the induced map
N(I1)
⊳ → N(J)
F
→ O⊗
is a p-limit diagram. Combining this with the observation that I1 is a discrete category (whose objects can
be identified with the elements of 〈n〉◦), we obtain the following version of (i):
(i′) A functor F ∈ FunE0(N(J),O
⊗) is a p-right Kan extension of F |∆1 if and only if, for every nonnegative
integer n, the maps F (ρi) : F (〈n〉)→ F (1) exhibit F (〈n〉) as a p-product of the objects {F (1)}1≤i≤n.
Since O⊗ is an ∞-operad, condition (i′) is equivalent to the requirement that each of the maps F (ρi) :
F (〈n〉)→ F (1) is inert.
We now prove (i). Suppose first that F is a p-right Kan extension of F |∆1. We will show that F ∈ C.
We first show that the map F (s(i)) → F (i) is an equivalence in O⊗ for i ∈ [1]. If i = 0 this is clear (the
∞-category O⊗〈0〉 is a contractible Kan complex, so every morphism in O
⊗
〈0〉 is an equivalence). If i = 1, we
apply condition (i′) in the case n = 1. Using this observation, we see that the condition of (i′) is equivalent
to the requirement that the maps ρi : 〈n〉 → 〈1〉 induce inert morphisms F (〈n〉)→ F (〈1〉) for 1 ≤ i ≤ n, so
that F |E0 ∈ AlgE0(O). This proves that F ∈ C as desired.
Conversely, suppose that F ∈ C. If 1 ≤ i ≤ n, then the map F (ρi) : F (〈n〉 → F (1) factors as a
composition
F (〈n〉)→ F (〈1〉)→ F (1).
The first map is inert by virtue of our assumption that F |E0 ∈ AlgE0(O), and the second map is an equivalence
since F satisfies condition (a). It follows that F satisfies the hypothesis of (i′) and is therefore a p-right Kan
extension of F |∆1. This completes the proof of (i).
The proof of (ii) is similar: using Lemma T.4.3.2.7, we can reduce to showing that for each n ≥ 0 the
composite map
N(I1)→ {1} ⊆ ∆
1 F0→ O⊗
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can be extended to a p-limit diagram (lying over the canonical map N(I1)
⊳ → N(J)→ E0). The existence of
such a diagram follows immediately from Proposition 1.2.5.
Suppose that p : C⊗ → N(Γ) and q : D⊗ → N(Γ) are symmetric monoidal ∞-categories. An ∞-operad
map F ∈ AlgC(D) = Fun
lax(C⊗,D⊗) can be thought of as a functor F : C → D which is compatible with
the symmetric monoidal structures in the sense that we are given maps
F (C)⊗ F (C′)→ F (C ⊗ C′)
1→ F (1)
which are compatible with the commutativity and associativity properties of the tensor products on C and
D. Our next definition singles out a special class of ∞-category maps for which the morphisms above are
required to be equivalences.
Definition 1.3.10. Let O⊗ be an ∞-operad, and let p : C⊗ → O⊗ and q : D⊗ → O⊗ be coCartesian
fibrations of∞-operads. We will say that an∞-operad map f ∈ AlgC(D) is a O-monoidal functor if it carries
p-coCartesian morphisms to q-coCartesian morphisms. We let Fun⊗
O
(C,D) denote the full subcategories
FunO⊗(C
⊗,D⊗) spanned by the O-monoidal functors.
In the special case where O⊗ = N(Γ), we will denote Fun⊗
O
(C,D) by Fun⊗(C,D); we will refer to objects
of Fun⊗(C,D) as symmetric monoidal functors from C⊗ to D⊗.
Remark 1.3.11. Let O⊗ be an ∞-operad. We define a simplicial category Cat∆,lax,O∞ whose objects are
fibrations of ∞-operads p : C⊗ → O⊗, where Map
Cat∆,lax,O∞
(C⊗,D⊗) is the largest Kan complex contained in
the ∞-category AlgC(D). We let Cat
lax,O
∞ denote the simplicial nerve N(Cat
∆,lax,O
∞ ); we will refer to Cat
lax,O
∞
as the ∞-category of O-operads. Let CatO∞ denote the subcategory of Cat
lax,O
∞ spanned by the O-monoidal
∞-categories and O-monoidal functors between them.
Remark 1.3.12. Let F : C⊗ → D⊗ be a O-monoidal functor between O-monoidal ∞-categories, where O⊗
is an ∞-operad. Using Corollary T.2.4.4.4, we deduce that the following conditions are equivalent:
(1) The functor F is an equivalence.
(2) The underlying map of ∞-categories C → D is an equivalence.
(3) For every color X ∈ O, the induced map of fibers CX → DX is an equivalence.
The analogous statement for lax O-monoidal functors is false.
Our goal for the remainder of this section is to describe the ∞-category of Assoc-algebra objects.
Construction 1.3.13. Let ∆ denote the category of combinatorial simplices: the objects of ∆ are the
linearly ordered sets [n] = {0, . . . , n}, and the morphisms are (nonstrictly) order-preserving maps between
linearly ordered sets. We define a functor φ :∆op → Assoc as follows:
(1) For each n ≥ 0, we have φ([n]) = 〈n〉.
(2) Given a morphism α : [n] → [m] in ∆, the associated morphism φ(α) : 〈m〉 → 〈n〉 is given by the
formula
φ(α)(i) =
{
j if (∃j)[α(j − 1) < i ≤ α(j)]
∗ otherwise.
where we endow each φ(α)−1{j} with the linear ordering induces by its inclusion into 〈n〉◦.
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More informally, φ assigns to a nonempty linearly ordered set [n] the set of all “gaps” between adjacent
elements of [n].
Suppose that p : C⊗ → Assoc is an Assoc-monoidal ∞-category. Pulling back via the functor φ, we
obtain a coCartesian fibration q : C⊗×AssocN(∆
op)→ N(∆op). Unwinding the definitions, we deduce that
q exhibits C⊗×AssocN(∆)op as a monoidal ∞-category, in the sense of Definition M.1.1.2. We will refer to
C
⊗×AssocN(∆)op as the underlying monoidal ∞-category of C
⊗.
Algebras over the associative ∞-operad Assoc can be described as follows:
Proposition 1.3.14. Let q : C⊗ → Assoc be a fibration of ∞-operads, and let D⊗ → N(∆op) be the pullback
of q along the nerve of the functor φ : ∆op → Assoc of Construction 1.3.13. Then composition with φ
induces an equivalence of∞-categories θ : AlgAssoc(C)→ Alg(D), where Alg(D) ⊆ FunN(∆op(N(∆)
op,D⊗) ≃
FunAssoc(N(∆
op,C⊗) is the full subcategory spanned by those sections which carry every convex morphism
in ∆op to inert morphisms in C⊗.
Remark 1.3.15. In the situation of Proposition 1.3.14, if q is a coCartesian fibration of ∞-operads, then
D
⊗ is a monoidal∞-category and our definition of Alg(D) agrees with the one given in Definition M.1.1.14.
Proof. The proof is similar to that of Proposition M.1.7.15. We define a category I as follows:
(1) An object of I is either an object of ∆op or an object of Assoc.
(2) Morphisms in I are give by the formulas
HomI([m], [n]) = Hom∆op([m], [n]) HomI(〈m〉, 〈n〉) = HomAssoc(〈m〉, 〈n〉)
MapI(〈m〉, [n]) = MapLin∗(〈m〉, φ([n])) MapI([n], 〈m〉) = ∅.
where φ : ∆op → Assoc is the functor defined in Construction 1.3.13. We observe that φ extends to a
retraction φ : I → Assoc. Let Alg(C) denote the full subcategory of MapAssoc(N(I),C
⊗) consisting of those
functors f : N(I)→ C⊗ such that q ◦ f = ψ and the following additional conditions are satisfied:
(i) For each n ≥ 0, f carries the canonical map 〈n〉 → [n] in I to an equivalence in C⊗.
(ii) The restriction f |N(∆)op belongs to Alg(D).
(ii′) The restriction f |Assoc is an Assoc-algebra object of C.
If (i) is satisfied, then (ii) and (ii′) are equivalent to one another. Moreover, (i) is equivalent to the
assertion that f is a q-left Kan extension of f |Assoc. Since every functor f0 : Assoc → C admits a q-
left Kan extension (given, for example, by f0 ◦ ψ), Proposition T.4.3.2.15 implies that the restriction map
p : Alg(C)→ AlgAssoc(C) is a trivial Kan fibration. The map θ is the composition of a section to p (given by
composition with ψ) and the restriction map p′ : Alg(C)→ Alg(D). It will therefore suffice to show that p′
is a trivial fibration. In view of Proposition T.4.3.2.15, this will follow from the following pair of assertions:
(a) Every f0 ∈ Alg(D) admits a q-right Kan extension f ∈MapAssoc(N(I),C
⊗).
(b) Given f ∈MapAssoc(N(I),C
⊗) such that f0 = f |N(∆)op belongs to Alg(D), f is a q-right Kan extension
of f0 if and only if f satisfies condition (i) above.
To prove (a), we fix an object 〈n〉 ∈ Assoc. Let J denote the category (∆)op ×Assoc (Assoc)〈n〉/, and
let g denote the composition N(J) → N(∆)op → C⊗ . According to Lemma T.4.3.2.13, it will suffice to
show that g admits a q-limit in C⊗ (for each n ≥ 0). The objects of J can be identified with morphisms
α : 〈n〉 → φ([m]) in Assoc. Let J0 ⊆ J denote the full subcategory spanned by those objects for which α
is inert. The inclusion J0 ⊆ J has a right adjoint, so that N(J0)
op → N(J)op is cofinal. Consequently, it will
suffice to show that g0 = g|N(J0) admits a q-limit in C.
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Let J1 denote the full subcategory of J0 spanned by the morphisms ρ
j : 〈n〉 → φ([1]). Using our
assumption that f0 is an algebra object of D, we deduce that g0 is a q-right Kan extension of g1 = g0|N(J1).
In view of Lemma T.4.3.2.7, it will suffice to show that the map g1 has a q-limit in C. But this is clear;
our assumption that f0 belongs to Alg(D) guarantees that f0 exhibits f0([n]) as a q-limit of g1. This proves
(a). Moreover, the proof shows that f is a q-right Kan extension of f0 at 〈n〉 if and only if f induces an
equivalence f(〈n〉)→ f([n]); this immediately implies (b) as well.
1.4 Cartesian Monoidal Structures
Our goal in this section is to prove that if C is an∞-category which admits finite products, then the formation
of products endows C with the structure of a symmetric monoidal ∞-category. The collection of symmetric
monoidal structures which arise in this way is easy to characterize:
Definition 1.4.1. Let C be an ∞-category. We will say that a monoidal structure on C is Cartesian if the
following conditions are satisfied:
(1) The unit object 1C ∈ C is final.
(2) For every pair of objects C,D ∈ C, the canonical maps
C ≃ C ⊗ 1C ← C ⊗D → 1C ⊗D ≃ D
exhibit C ⊗D as a product of C and D in the ∞-category C.
We will say that a symmetric monoidal structure on C is Cartesian if the underlying monoidal structure (see
Construction 1.3.13) on C is Cartesian.
Our first goal is to show that if C admits finite products, then there is an essentially unique Cartesian
symmetric monoidal structure on C. To prove this, we need a criterion for detecting when a symmetric
monoidal structure is Cartesian.
Definition 1.4.2. Let p : C⊗ → N(Γ) be an ∞-operad. A lax Cartesian structure on C⊗ is a functor
π : C⊗ → D satisfying the following condition:
(∗) Let C be an object of C⊗〈n〉, and write C ≃ C1 ⊕ · · · ⊕ Cn. Then the canonical maps π(C) → π(Ci)
exhibit π(C) as a product
∏
1≤j≤n π(Cj) in the ∞-category D.
We will say that π is a weak Cartesian structure if it is a lax Cartesian structure, C⊗ is a symmetric
monoidal ∞-category, and the following additional condition is satisfied:
(∗′) Let f : C → C′ be a p-coCartesian morphism covering an active morphism α : 〈n〉 → 〈1〉 in Γ. Then
π(f) is an equivalence in D.
We will say that a weak Cartesian structure π is a Cartesian structure if π induces an equivalence C⊗〈1〉 → D.
It follows immediately from the definition that if C is a symmetric monoidal ∞-category and there exists
a Cartesian structure C⊗ → D, then the symmetric monoidal structure on C is Cartesian. Our first result
is a converse: if C is a Cartesian symmetric monoidal ∞-category, then there exists an essentially unique
Cartesian structure on C.
Proposition 1.4.3. Let p : C⊗ → N(Γ) be a Cartesian symmetric monoidal ∞-category and let D be an
∞-category which admits finite products. Let Fun×(C⊗,D) denote the full subcategory of Fun(C⊗,D) spanned
by the weak Cartesian structures, and let Fun×(C,D) be the full subcategory of Fun(C,D) spanned by those
functors which preserve finite products. The restriction map Fun×(C⊗,D) → Fun×(C,D) is an equivalence
of ∞-categories.
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The proof will be given at the end of this section.
Corollary 1.4.4. Let C⊗ be a Cartesian symmetric monoidal ∞-category. Then there exists an (essentially
unique) Cartesian structure C⊗ → C extending the identity map idC.
We now treat the problem of existence for Cartesian structures. We wish to show that, if C is an ∞-
category which admits finite products, then there exists a Cartesian symmetric monoidal structure on C. We
will prove this by giving an explicit construction of a symmetric monoidal ∞-category C× equipped with a
Cartesian structure C× → C.
Notation 1.4.5. The category Γ× is defined as follows:
(1) An object of Γ× consists of an ordered pair (〈n〉, S), where 〈n〉 is an object of Γ and S is a subset of
〈n〉◦.
(2) A morphism from (〈n〉, S) to (〈n′〉, S′) in Γ× consists of a map α : 〈n〉 → 〈n′〉 in Γ with the property
that α−1S′ ⊆ S.
We observe that the forgetful functor Γ× → Γ is a Grothendieck fibration, so that the induced map of
∞-categories N(Γ×)→ N(Γ) is a Cartesian fibration (Remark T.2.4.2.2).
Remark 1.4.6. The forgetful functor Γ× → Γ has a canonical section s, given by s(〈n〉) = (〈n〉, 〈n〉◦).
Construction 1.4.7. Let C be an ∞-category. We define a simplicial set C˜
×
equipped with a map C˜
×
→
N(Γ) by the following universal property: for every map of simplicial sets K → N(Γ), we have a bijection
HomN(∆)op(K, C˜
×
) ≃ HomSet∆(K ×N(Γ) N(Γ
×),C).
Fix 〈n〉 ∈ Γ. We observe that the fiber C˜
×
〈n〉 can be identified with the ∞-category of functors f :
N(P )op → C, where P is the partially ordered set of subsets of 〈n〉◦. We let C× be the full simplicial subset
of C˜
×
spanned by those vertices which correspond to those functors f with the property that for every
S ⊆ 〈n〉◦, the maps f(S)→ f({j}) exhibit f(S) as a product of the objects {f({j}}j∈S in the ∞-category
C.
The fundamental properties of Construction 1.4.7 are summarized in the following pair of results, whose
proofs we defer until the end of this section:
Proposition 1.4.8. Let C be an ∞-category.
(1) The projection p : C˜
×
→ N(Γ) is a coCartesian fibration.
(2) Let α : f → f ′ be a morphism of C˜
×
whose image in N(Γ) corresponds to a map α : 〈n〉 → 〈n′〉.
Then α is p-coCartesian if and only if, for every S ⊆ 〈n′〉◦, the induced map f(α−1S) → f(S) is an
equivalence in C.
(3) The projection p restricts to a coCartesian fibration C× → N(Γ) (with the same class of coCartesian
morphisms).
(4) The projection C× → N(Γ) is a symmetric monoidal ∞-category if and only if C admits finite products.
(5) Suppose that C admits finite products. Let π : C× → C be the map given by composition with the section
s : N(Γ)→ N(Γ×) defined in Remark 1.4.6. Then π is a Cartesian structure on C×.
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Proposition 1.4.9. Let O⊗ be an∞-operad, D an∞-category which admits finite products, and π : D× → D
the Cartesian structure of Proposition 1.4.8. Then composition with π induces a trivial Kan fibration
θ : Funlax(O⊗,D×)→ Funlax(O⊗,D)
where Funlax(O⊗,D) denotes the full subcategory spanned by the lax Cartesian structures. If O⊗ is a sym-
metric monoidal ∞-category, then composition with π induces a trivial Kan fibration
θ0 : Fun
⊗(O⊗,D×)→ Fun×(O⊗,D)
where Fun×(O⊗,D) denotes the full subcategory of Fun(O⊗,D) spanned by the weak Cartesian structures.
We are now in a position to establish the uniqueness of Cartesian symmetric monoidal structures. Let
CatComm,⊗∞ denote the∞-category of symmetric monoidal∞-categories (Remark 1.3.11), Cat
Comm,×
∞ the full
subcategory spanned by the Cartesian symmetric monoidal ∞-categories, and CatCart∞ the subcategory of
Cat∞ whose objects are∞-categories which admit finite products, and whose morphisms are functors which
preserve finite products.
Corollary 1.4.10. The forgetful functor θ : CatComm,×∞ → Cat
Cart
∞ is an equivalence of ∞-categories.
Proof. We first observe that if C is an ∞-category which admits finite products, then Proposition 1.4.8
implies that the symmetric monoidal ∞-category C× is a preimage of C under the forgetful functor θ. It
follows that θ is essentially surjective. Moreover, if C⊗ is any Cartesian symmetric monoidal structure on C,
then Proposition 1.4.3 guarantees the existence of a Cartesian structure π : C⊗ → C. Applying Proposition
1.4.9, we can lift π to a symmetric monoidal functor F : C⊗ → C×. Remark M.1.1.13 guarantees that F is
an equivalence.
We now show that θ is fully faithful. Let C⊗ and D⊗ be Cartesian symmetric monoidal structures on
∞-categories C and D. We wish to show that the restriction map
MapCatComm∞ (C
⊗,D⊗)→ MapCatCart∞ (C,D)
is a homotopy equivalence. We will prove a slightly stronger assertion: namely, that the restriction map
ψ : Fun⊗(C⊗,D⊗)→ Fun×(C,D) is a categorical equivalence, where Fun×(C,D) denotes the full subcategory
of Fun(C,D) spanned by those functors which preserve finite products. In view of the above remarks, it
suffices to prove this in the case where D⊗ = D×. In this case, the map ψ factors as a composition
Fun⊗(C⊗,D⊗)
ψ′
→ Fun×(C⊗,D)
ψ′′
→ Fun×(C,D).
Proposition 1.4.9 implies that ψ′ is a categorical equivalence, and Proposition 1.4.3 implies that ψ′′ is a
categorical equivalence.
We now study algebra objects in a Cartesian symmetric monoidal ∞-category.
Definition 1.4.11. Let C be an ∞-category and let O⊗ be an ∞-operad. A O-monoid in C is a functor
M : O⊗ → C with the following property: for every object X ∈ O⊗〈n〉 corresponding to a sequence of objects
{Xi ∈ O}1≤i≤n, the canonical maps M(X) → M(Xi) exhibit M(X) as a product
∏
1≤i≤nM(Xi) in the
∞-category C. We let MonO(C) denote the full subcategory of Fun(O
⊗,C) spanned by the O-monoids in C.
Remark 1.4.12. In the special case where O⊗ is the commutative∞-operad, we will refer to O-monoids in
an ∞-category C as commutative monoid objects of C. These objects might also be referred to as Γ-objects
of C; in the special case where C is the ∞-category of spaces, the theory of Γ objects is essentially equivalent
to Segal’s theory of Γ-spaces.
Example 1.4.13. Let O⊗ be an ∞-operad. A functor M : O⊗ → Cat∞ is a O-monoid in Cat∞ if and only
if the coCartesian fibration C⊗ → O⊗ classified by M is a O-monoidal ∞-category. Arguing as in Remark
M.1.2.15, we deduce that there is a canonical equivalence of CatO,⊗∞ with the ∞-category of O-monoids
MonO(Cat∞).
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Proposition 1.4.14. Let C⊗ be a symmetric monoidal ∞-category, π : C⊗ → D a Cartesian structure, and
O
⊗ an ∞-operad. Then composition with π induces an equivalence of ∞-categories AlgO(C)→ MonO(D).
Proof. As in the proof of Corollary 1.4.10, we may assume without loss of generality that C⊗ = D×. We
now apply Proposition 1.4.9 again to deduce that the map
AlgO(C) = Fun
lax(O⊗,C⊗)→ Funlax(O⊗,D) = MonO(D)
is a trivial Kan fibration.
Corollary 1.4.15. Let O⊗ be an ∞-operad, and regard Cat∞ as endowed with the Cartesian symmetric
monoidal structure. Then we have a canonical equivalence of ∞-categories
CatO∞ ≃ AlgO(Cat∞).
Proof. Combine Proposition 1.4.14 with Example 1.4.13.
Corollary 1.4.16. Let Triv denote the trivial ∞-operad of Example 1.1.23. Then passing to the fiber over
the object 〈1〉 ∈ Triv induces an equivalence of ∞-categories CatTriv∞ → Cat∞.
Proof. Combine Corollary 1.4.15 with Example 1.3.6.
Corollary 1.4.17. Let Assoc denote the associative ∞-operad of Example 1.1.22. Then Construction 1.3.13
induces an equivalence of ∞-categories
CatAssoc∞ → Cat
Mon
∞ ,
where CatMon∞ is the ∞-category of monoidal ∞-categories (Definition M.1.1.12).
Proof. Combine Remark M.1.2.15, Corllary 1.4.15, and Proposition 1.3.14.
The following criterion is useful for establishing that a symmetric monoidal structure on an ∞-category
C is Cartesian:
Proposition 1.4.18. Let C be a symmetric monoidal ∞-category. The following conditions are equivalent:
(1) The symmetric monoidal structure on C is Cartesian.
(2) The induced symmetric monoidal structure on the homotopy category hC is Cartesian.
(3) The unit object 1C is final, and for each object C ∈ C there exists a diagonal map δC : C → C ⊗ C
satisfying the following conditions:
(i) Let C be an object of C and let u : C → 1C be a map (automatically unique up to homotopy).
Then the composition
C
δC→ C ⊗ C
id⊗u
−→ C ⊗ 1C → C
is homotopic to the identity.
(ii) For every morphism f : C → D in C, the diagram
C
f //
δC

D
δD

C ⊗ C
f⊗f // D ⊗D
commutes up to homotopy.
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(iii) Let C and D be objects of C. Then the diagram
C ⊗D
δC⊗δD
vvmmm
mmm
mmm
mmm δC⊗D
((QQ
QQQ
QQQ
QQQ
Q
(C ⊗ C)⊗ (D ⊗D)
∼ // (C ⊗D)⊗ (C ⊗D)
commutes up to homotopy.
Proof. The implications (1)⇒ (2)⇒ (3) are obvious. Let us suppose that (3) is satisfied. We wish to show
that, for every pair of objects C,D ∈ C, the maps
C ≃ C ⊗ 1C ← C ⊗D → 1C ⊗D ≃ D
exhibit C ⊗D as a product of C and D in C. In other words, we must show that for every object A ∈ C, the
induced map
φ : MapC(A,C ⊗D)→ MapC(A,C)×MapC(A,D)
is a homotopy equivalence. Let ψ denote the composition
MapC(A,C) ⊗MapC(A,D)
⊗
→ MapC(A⊗A,C ⊗D)
δA→ MapC(A,C ⊗D).
We claim that ψ is a homotopy inverse to φ. The existence of a homotopy ψ ◦ φ ≃ id follows from (i). We
will show that ψ ◦ φ is homotopic to the identity. In view of condition (ii), ψ ◦ φ is homotopic to the map
defined by composition with
C ⊗D
δC⊗D
→ (C ⊗D)⊗ (C ⊗D)→ (C ⊗ 1C)⊗ (1C ⊗D) ≃ C ⊗D.
Invoking (iii), we deduce that this composition is homotopic with the map
C ⊗D
δC⊗δD→ (C ⊗ C)⊗ (D ⊗D)→ (C ⊗ 1C)⊗ (1C ⊗D) ≃ C ⊗D,
which is equivalent to the identity in virtue of (i).
We conclude this section with the proofs of Propositions 1.4.3, 1.4.8, and 1.4.9.
Proof of Proposition 1.4.3. We define a subcategory I ⊆ Γ×[1] as follows:
(a) Every object of Γ×[1] belongs to I.
(b) A morphism (〈n〉, i) → (〈n′〉, i′) in Γ×[1] belongs to I if and only if either i′ = 1 or the induced map
α : 〈n〉 → 〈n′〉 satisfies α−1{∗} = ∗.
Let C′ denote the fiber product C⊗×N(Γ)N(I), which we regard as a subcategory of C
⊗×∆1, and let
p′ : C′ → N(I) denote the projection. Let C′0 and C
′
1 denote the intersections of C
′ with C⊗×{0} and C⊗×{1},
respectively. We note that there is a canonical isomorphism C′1 ≃ C
⊗.
Let E denote the full subcategory of Fun(C′,D) spanned by those functors F which satisfy the following
conditions:
(i) For every object C ∈ C⊗, the induced map F (C, 0)→ F (C, 1) is an equivalence in D.
(ii) The restriction F |C′1 is a weak Cartesian structure on C
⊗.
It is clear that if (i) and (ii) are satisfied, then the restriction F0 = F |C
′
0 satisfies the following additional
conditions:
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(iii) The restriction F0|C
⊗
〈1〉×{0} is a functor from C to D which preserves finite products.
(iv) For every p′-coCartesian morphism α in C′0, the induced map F0(α) is an equivalence in D.
Moreover, (i) is equivalent to the assertion that F is a right Kan extension of F |C′1. Proposition T.4.3.2.15
implies that the restriction map r : E → Fun×(C⊗,D) induces a trivial Kan fibration onto its essential image.
The map r has a section s, given by composition with the projection map C′ → C⊗. The restriction map
Fun×(C⊗,D)→ Fun×(C,D) factors as a composition
Fun×(C⊗,D)
s
→ E
e
→ Fun×(C,D),
where e is induced by composition with the inclusion C ⊆ C′0 ⊆ C
′. Consequently, it will suffice to prove that
e is an equivalence of ∞-categories.
Let E0 ⊆ Fun(C
′
0,D) be the full subcategory spanned by those functors which satisfy conditions (iii) and
(iv). The map e factors as a composition
E
e′
→ E0
e′′
→ Fun×(C,D).
Consequently, it will suffice to show that e′ and e′′ are trivial Kan fibrations.
Let f : C′0 → D be an arbitrary functor, and let C ∈ C
⊗
〈n〉 ⊆ C
′
0. There exists a unique map α : (〈n〉, 0)→
(〈1〉, 0) in I; choose a p′-coCartesian morphism α : C → C′ lifting α. We observe that C′ is an initial
object of C×(C′0)/C′ ×C′0 C. Consequently, f is a right Kan extension of f |C at C if and only if f(α) is
an equivalence. It follows that f satisfies (iv) if and only if f is a right Kan extension of f |C. The same
argument (and Lemma T.4.3.2.7) shows that every functor f0 : C → D admits a right Kan extension to C
′
0.
Applying Proposition T.4.3.2.15, we deduce that e′′ is a trivial Kan fibration.
It remains to show that e′ is a trivial Kan fibration. In view of Proposition T.4.3.2.15, it will suffice to
prove the following pair of assertions, for every functor f ∈ E0:
(1) There exist a functor F : C′ → D which is a left Kan extension of f = F |C′0.
(2) An arbitrary functor F : C′ → D which extends f is a left Kan extension of f if and only if F belongs
to E.
For every finite linearly ordered set J , let J+ denote the disjoint union J
∐
{∞}, where ∞ is a new
element larger than every element of J . Let (C, 1) ∈ C⊗J∗ ×{1} ⊆ C
′. Since there exists a final object 1C ∈ C,
the ∞-category C′0×C′ C
′
/C also has a final object, given by the map α : (C
′, 0) → (C, 1), where C′ ∈ C⊗
J+∗
corresponds, under the equivalence
C
⊗
J+∗
≃ C×C⊗J∗ ,
to the pair (1C, C). We now apply Lemma T.4.3.2.13 to deduce (1), together with the following analogue of
(2):
(2′) An arbitrary functor F : C′ → D which extends f is a left Kan extension of f if and only if, for every
morphism α : (C′, 0)→ (C, 1) as above, the induced map F (C′, 0)→ F (C, 1) is an equivalence in D.
To complete the proof, it will suffice to show that F satisfies the conditions stated in (2′) if and only
if F ∈ E. We first prove the “if” direction. Let α : (C′, 0) → (C, 1) be as above; we wish to prove that
F (α) : F (C′, 0)→ F (C, 1) is an equivalence in D. The map α factors as a composition
(C′, 0)
α′
→ (C′, 1)
α′′
→ (C, 1).
Condition (i) guarantees that F (α′) is an equivalence. Condition (ii) guarantees that F (C′, 1) is equivalent
to a product F (1C, 1)×F (C, 1), and that F (α′′) can be identified with the projection onto the second factor.
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Moreover, since 1C is a final object of C, condition (ii) also guarantees that F (1C, 1) is a final object of D.
It follows that F (α′′) is an equivalence, so that F (α) is an equivalence as desired.
Now let us suppose that F satisfies the condition stated in (2′). We wish to prove that F ∈ E. Here we
must invoke our assumption that the monoidal structure on C is Cartesian. We begin by verifying condition
(i). Let C ∈ C⊗J∗ for some finite linearly ordered set J , and let α : (C
′, 0) → (C, 1) be defined as above.
Let β : (J∗, 0) → (J+∗ , 0) be the morphism in I induced by the inclusion J ⊆ J
+. Choose a p′-coCartesian
morphism β : (C, 0) → (C′′, 0) lifting β. Since the final object 1C ∈ C is also the unit object of C, we
can identify C′′ with C′. The composition (C, 0)
β
→ (C′, 1)
α
→ (C, 1) is homotopic to the canonical map
γ : (C, 0)→ (C, 1) appearing in the statement of (i). Condition (iv) guarantees that F (β) is an equivalence,
and (2′) guarantees that F (α) is an equivalence. Using the two-out-of-three property, we deduce that F (γ)
is an equivalence, so that F satisfies (i).
To prove that F satisfies (ii), we must verify two conditions:
(ii0) If β : (C, 1)→ (D, 1) is a p′-coCartesian morphism in C
′, and the underlying morphism β : 〈m〉 → 〈n〉
satisfies β−1{∗} = {∗}, then F (β) is an equivalence.
(ii1) Let C ∈ C
⊗
〈n〉, and choose p-coCartesian morphisms γi : C → Cj covering the maps ρ
j : 〈n〉 → 〈1〉.
Then the maps γi exhibit F (C, 1) as a product
∏
1≤j≤n F (Cj , 1) in the ∞-category D.
Condition (ii0) follows immediately from (i) and (iv). To prove (ii1), we consider the maps α : (C
′, 0)→
(C, 1) and αj : (C
′
j , 0) → (Cj , 1) which appear in the statement of (2
′). For each 1 ≤ j ≤ n, we have a
commutative diagram
(C′, 0)
α //
γ′j

(C, 1)
γj

(C′j , 0)
αj // (Cj , 1).
Condition (2′) guarantees that the maps F (α) and F (αi) are equivalences in D. Consequently, it will suffice
to show that the maps f(γ′i) exhibit f(C
′, 0) as a product
∏
j∈J f(C
′
j , 0) in D. Let f0 = f |C. Using condition
(iv), we obtain canonical equivalences
f(C′, 0) ≃ f0(1C ⊗
⊗
j∈J
Cj) f(C
′
j , 0) ≃ f0(1C ⊗ Cj)
Since condition (iii) guarantees that f0 preserves products, it will suffice to show that the canonical map
1C ⊗ (
⊗
1≤j≤n
Cj)→
⊗
1≤j≤n
(1C ⊗ Cj)
is an equivalence in the∞-category C. This follows easily from our assumption that the symmetric monoidal
structure on C is Cartesian, using induction on n.
Proof of Proposition 1.4.8. Assertions (1) and (2) follow immediately from Corollary T.3.2.2.13, and (3)
follows from (2) (since C× is stable under the pushforward functors associated to the coCartesian fibration
p). We now prove (4). If C has no final object, then C×〈0〉 is empty; consequently, we may assume without
loss of generality that C has a final object. Then C×〈1〉 is isomorphic to the ∞-category of diagrams X → Y
in C, where Y is final. It follows that π induces an equivalence C×〈1〉 ≃ C. Consequently, C
× is a symmetric
monoidal ∞-category if and only if, for each n ≥ 0, the functors ρj! determine an equivalence φ : C
×
〈n〉 → C
n.
Let P denote the partially ordered set of subsets of 〈n〉◦, and let P0 ⊆ P be the partially ordered set
consisting of subsets which consist of a single element. Then C×〈n〉 can be identified with the set of functors
f : N(P )op → C which are right Kan extensions of f |N(P0)op, and φ can be identified with the restriction
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map determined by the inclusion P0 ⊆ P . According to Proposition T.4.3.2.15, φ is fully faithful, and is
essentially surjective if and only if every functor f0 : N(P0)
op → C admits a right Kan extension to N(P )op.
Unwinding the definitions, we see that this is equivalent to the assertion that every finite collection of objects
of C admits a product in C. This completes the proof of (4). Assertion (5) follows immediately from (2) and
the construction of C×.
Proof of Proposition 1.4.9. Unwinding the definitions, we can identify Funlax(O⊗,D×) with the full subcat-
egory of
Map(O⊗×N(Γ)N(Γ
×),D)
spanned by those functors F which satisfy the following conditions:
(1) For every object C ∈ O⊗〈n〉 and every subset S ⊆ 〈n〉
◦
, the functor F induces an equivalence
F (C, S)→
∏
j∈S
F (C, {j})
in the ∞-category D.
(2) For every inert morphism C → C′ in O⊗ which covers 〈n〉 → 〈n′〉 and every subset S ⊆ 〈n′〉◦, the
induced map F (C,α−1S)→ F (C′, S) is an equivalence in D.
The functor F ′ = π ◦ F can be described by the formula F ′(C) = F (C, 〈n〉◦), for each C ∈ O⊗〈n〉. In other
words, F ′ can be identified with the restriction of F to the full subcategory C ⊆ O⊗×N(Γ)N(Γ
×) spanned
by objects of the form (C, 〈n〉◦).
Let X = (C, S) be an object of the fiber product O⊗×N(Γ)N(Γ
×). Here C ∈ O⊗〈n〉 and S ⊆ 〈n〉
◦
. We
claim that the ∞-category CX/ has an initial object. More precisely, if we choose a p-coCartesian morphism
α : C → C′ covering the map α : 〈n〉 → S∗ given by the formula
α(j) =
{
j if j ∈ S
∗ otherwise,
then the induced map α˜ : (C, S)→ (C′, S) is an initial object of CX/. It follows that every functor F
′ : C → D
admits a right Kan extension to O⊗×N(Γ)N(Γ
×), and that an arbitrary functor F : O⊗×N(Γ)N(Γ
×) → D
is a right Kan extension of F |C if and only if F (α˜) is an equivalence, for every α˜ defined as above.
Let E be the full subcategory of Fun(O⊗×N(Γ)N(Γ
×),D) spanned by those functors F which satisfy the
following conditions:
(1′) The restriction F ′ = F |C is a lax Cartesian structure on O⊗ ≃ C.
(2′) The functor F is a right Kan extension of F ′.
Using Proposition T.4.3.2.15, we conclude that the restriction map E → Funlax(O⊗,D) is a trivial fibration
of simplicial sets. To prove that θ is a trivial Kan fibration, it will suffice to show that conditions (1) and
(2) are equivalent to conditions (1′) and (2′).
Suppose first that (1′) and (2′) are satisfied by a functor F . Condition then (1) follows easily; we will
prove (2). Choose a map C → C′ covering a inert morphism 〈n〉 → 〈n′〉 in Γ, and let S ⊆ 〈n′〉◦. Define
another inert morphism α : 〈n′〉 → S∗ by the formula
α(j) =
{
j if j ∈ S
∗ otherwise,
and choose a p-coCartesian morphism C′ → C′′ lifting α. Condition (2′) implies that the maps F (C,α−1S)→
F (C′′, S) and F (C′, S) → F (C′′, S) are equivalences in D. Using the two-out-of-three property, we deduce
that the map F (C,α−1S)→ F (C′, S) is likewise an equivalence in D. This proves (2).
26
Now suppose that (1) and (2) are satisfied by F . The implication (2)⇒ (2′) is obvious; it will therefore
suffice to verify (1′). Let C be an object of O⊗〈n〉, and choose p-coCartesian morphisms gj : C → Cj
covering the inert morphisms ρj : 〈n〉 → 〈1〉 for 1 ≤ j ≤ n. We wish to show that the induced map
F (C, 〈n〉◦)→
∏
1≤j≤n F (Cj , 〈1〉
◦
) is an equivalence in D, which follows immediately from (1) and (2′). This
completes the proof that θ is a trivial Kan fibration.
Now suppose that O⊗ is a symmetric monoidal ∞-category. To prove that θ0 is a trivial Kan fibra-
tion, it will suffice to show that θ0 is a pullback of θ. In other words, it will suffice to show that if
F : O⊗×N(Γ)N(Γ
×) → D is a functor satisfying conditions (1) and (2), then F |C is a weak Cartesian
structure on O⊗ ≃ C if and only if F determines a symmetric monoidal functor from O⊗ into D×. Let
q : D× → N(Γ) denote the projection. Using the description of the class of q-coCartesian morphisms
provided by Proposition 1.4.8, we see that the latter condition is equivalent to
(2+) For every p-coCartesian morphism α : C → C′ in O
⊗ covering a map α : 〈n〉 → 〈n′〉 in Γ, and every
S ⊆ 〈n′〉◦, the induced map F (C,α−1(S))→ F (C, S) is an equivalence in D.
Moreover, F |C is a weak Cartesian structure if and only if F satisfies the following:
(3′) For each n ≥ 0 and every p-coCartesian morphism β : C → C′ in O⊗ lifting the map β : 〈n〉 → 〈1〉
such that β−1{∗} = {∗}, the induced map F (C, 〈n〉◦)→ F (C′, 〈1〉◦) is an equivalence in D.
It is clear that (2+) implies (3
′). Conversely, suppose that (3′) is satisfied, and let α and S ⊆ 〈n〉◦ be as
in the statement of (2+). Choose p-coCartesian morphisms γ : C → C0, γ′ : C
′ → C′0, β : C
′
0 → C
′′
0 covering
the maps γ : 〈n〉 → (α−1S)∗, γ′ : 〈n′〉 → S∗, β : 〈n′〉 → 〈1〉 described by the formulas
β(j) =
{
1 if j ∈ S
∗ if j = ∗
γ(j) =
{
j if j ∈ α−1S
∗ otherwise
γ′(j) =
{
1 if j ∈ S
∗ otherwise.
We have a commutative diagram
F (C,α−1S) //

F (C′, S)

F (C0, α
−1S)
g // F (C′0, S)
g′ // F (C′′0 , {0})
Condition (3′) implies that g′ and g′ ◦ g are equivalences, so that g is an equivalce by the two-out-of-three
property. Condition (2′) implies that the vertical maps are equivalences, so that the upper horizontal map
is also an equivalence, as desired.
1.5 CoCartesian Monoidal Structures
Let O⊗ be an∞-operad. The theory of O-monoidal∞-categories is not manifestly self-dual. However, using
Example 1.4.13 and the argument of Remark M.1.2.16, we see that a O-monoidal structure on an∞-category
C determines a O-monoidal structure on Cop, which is well-defined up to equivalence.
In particular, if C admits finite coproducts, then the Cartesian symmetric monoidal structure on Cop
determines a symmetric monoidal structure on C, which we will call the coCartesian symmetric monoidal
structure. It is characterized up to equivalence by the following properties:
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(1) The unit object 1C ∈ C is initial.
(2) For every pair of objects C,D ∈ C, the canonical maps
C ≃ C ⊗ 1C → C ⊗D ← 1C ⊗D ≃ D
exhibit C ⊗D as a coproduct of C and D in the ∞-category C.
The coCartesian symmetric monoidal on an ∞-category C can be generalized to the case where C does
not admit finite coproducts: however, in this case, we obtain an∞-operad rather than a symmetric monoidal
∞-category.
Construction 1.5.1. We define a category Γ∗ as follows:
(1) The objects of Γ∗ are pairs (〈n〉, i) where i ∈ 〈n〉◦.
(2) A morphism in Γ∗ from (〈m〉, i) to (〈n〉, j) is a map of pointed sets α : 〈m〉 → 〈n〉 such that α(i) = j.
Let C be any simplicial set. We define a new simplicial set C∐ equipped with a map C∐ → N(Γ) so that
the following universal property is satisfied: for every map of simplicial sets K → N(Γ), we have a canonical
bijection
HomN(Γ)(K,C
∐) ≃ HomSet∆(K ×N(Γ) N(Γ
∗),C).
Remark 1.5.2. If C is a simplicial set, then each fiber C∐〈n〉 = C
∐×N(Γ){〈n〉} can be identified with C
n; we
will henceforth invoke these identifications implicitly.
Proposition 1.5.3. Let C be an ∞-category. Then the map p : C∐ → N(Γ) of Construction 1.5.1 is an
∞-operad.
Proof. We first show that p is an inner fibration of simplicial sets. Suppose we are given a lifting problem
Λni
f0 //

C
∐

∆n //
f
<<z
z
z
z
z
N(Γ)
where 0 < i < n. The lower horizontal map determines a sequence of maps 〈k0〉 → . . . → 〈kn〉 in Γ.
Unwinding the definitions, we see that finding the desired extension f of f0 is equivalent to the problem of
solving a series of extension problems
Λni
fj0 //

C
∆n
fj
>>~
~
~
~
indexed by those elements j ∈ 〈k0〉
◦ whose image in 〈kn〉 belongs to 〈kn〉
◦. These extensions exist by virtue of
the assumption that C is an ∞-category. If i = 0 and the map 〈k0〉 → 〈k1〉 is inert, then the same argument
applies: we conclude that the desired extension of f exists provided that n ≥ 2 and f j0 carries ∆
{0,1} to an
equivalence in C.
Unwinding the definitions, we see that an object of C∐ consists of an object 〈n〉 ∈ Γ together with a
sequence of objects (C1, . . . , Cn) in C. A morphism f from (C1, . . . , Cm) to (C
′
1, . . . , C
′
n) in C
∐ consists of a
map of pointed sets α : 〈m〉 → 〈n〉 together with a sequence of morphisms {fi : Ci → C′α(i)}i∈α−1〈n〉◦ . The
above argument shows that f is p-coCartesian if α is inert and each of the maps fi is an equivalence in C.
In particular (taking each fi to be the identity map), we deduce that for every object C ∈ C
∐
〈m〉 and every
inert morphism α : 〈m〉 → 〈n〉 in Γ, there exists a p-coCartesian morphism C → C′ in C∐ lifting σ.
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Let C = (C1, . . . , Cn) be an object of C
∐
〈n〉 and choose p-coCartesian morphisms C → C
′
i covering ρ
i
for 1 ≤ i ≤ n, corresponding to equivalences gi : Ci ≃ C′i in C. These morphisms determine a diagram
q : 〈n〉◦
⊳
→ C∐; we must show that q is a p-limit diagram. To prove this, we must show that it is possible
to solve lifting problems of the form
∂∆m ⋆ 〈n〉◦
f0 //

C
∐

∆m ⋆ 〈n〉◦ //
f
99s
s
s
s
s
s
N(Γ)
provided that f0|({m} ⋆ 〈n〉
◦
) is given by q. Unwinding the definitions, we see that this is equivalent to
solving a collection of extension problems of the form
Λm+1m+1
f ′0 //

C
∆m+1,
f ′
=={
{
{
{
{
where f ′0 carries the final edge of ∆
m+1 to one of the morphisms gi. This is possible by virtue of our
assumption that each gi is an equivalence.
To complete the proof that C∐ is an ∞-operad, it suffices to show that for each n ≥ 0, the functors
ρi! : C
∐
〈n〉 → C
∐
〈1〉 induce an equivalence θ : C
∐
〈n〉 →
∏
1≤i≤n C
∐
〈1〉. In fact, we have canonical isomorphisms of
simplicial sets C∐〈n〉 ≃ C
n which allow us to identify θ with idCn .
Remark 1.5.4. Unwinding the definitions, we deduce that a map (C1, . . . , Cm) → (C′1, . . . , C
′
n) in C
∐
covering a map α : 〈m〉 → 〈n〉 is p-coCartesian if and only if for each j ∈ 〈n〉◦, the underlying maps
{fi : Ci → C′j}α(i)=j exhibit C
′
j as a coproduct of {Ci}α(i)=j in the ∞-category C. It follows that C
∐ is
a symmetric monoidal ∞-category if and only if C admits finite coproducts. If this condition is satisfied,
then C∐ determines a coCartesian symmetric monoidal structure on C and is therefore determined by C up
to essentially unique equivalence. We will see that the situation is similar even if C does not admit finite
coproducts.
Example 1.5.5. The projection map N(Γ∗) → N(Γ) induces a canonical map C×N(Γ) → C∐. If C = ∆0,
this map is an isomorphism (so that C∐ is the commutative ∞-operad N(Γ)). For any ∞-operad O⊗, we
obtain a map C×O⊗ → C∐×N(Γ) O
⊗ which determines a functor C → AlgO(A), where A
⊗ is the ∞-operad
C
∐×N(Γ) O
⊗.
Our main goal in this section is to prove the following result, which characterizes∞-operads of the form
C
∐ by a universal mapping property.
Theorem 1.5.6. Let C be an ∞-category and let O⊗ and D⊗ be ∞-operads. The construction of Example
1.5.5 induces a trivial Kan fibration
θ : Funlax(C∐×N(Γ) O
⊗,D⊗)→ Fun(C,AlgO(D)).
In particular (taking O⊗ to be the commutative operad), we have a trivial Kan fibration Funlax(C∐,D⊗) →
Fun(C,CAlg(D)).
Corollary 1.5.7. Let C and D be ∞-categories. Then the restriction map θ : Funlax(C∐,D∐)→ Fun(C,D)
is a trivial Kan fibration.
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Proof. We can factor the map θ as a composition
Funlax(C∐,D∐)
θ′
→ Fun(C,CAlg(D))
θ′′
→ Fun(C,D)
there θ′ is a trivial Kan fibration by Theorem 1.5.6 and θ′′ is a trivial Kan fibration by Corollary 1.9.9.
Definition 1.5.8. We will say that an ∞-operad O⊗ is coCartesian if it is equivalent to C∐, for some
∞-category C.
Corollary 1.5.9. The forgetful functor φ : Catlax,Comm∞ → Cat∞ induces an equivalence from the full sub-
category of Catlax,Comm∞ spanned by the coCartesian ∞-operads to Cat∞.
Proof. Let φ0 denote the restriction of φ to the full subcategory spanned by the coCartesian ∞-operads.
Since every ∞-category C can be identified with the underlying ∞-category of C∐, we deduce that φ0 is
essentially surjective. Corollary 1.5.7 guarantees that φ0 is fully faithful.
We now turn to the proof of Theorem 1.5.6. We will need a few preliminaries.
Lemma 1.5.10. Let S be a finite set (regarded as a discrete simplicial set), let v denote the cone point of
S⊳, and suppose we are given coCartesian fibrations p : X → S⊳ and q : Y → S⊳ which induce categorical
equivalences
Xv ≃
∏
s∈S
Xs Yv ≃
∏
s∈S
Ys.
Let Fun′S⊳(X,Y ) denote the full subcategory of FunS⊳(X,Y ) spanned by those maps which carry p-coCartesian
morphisms to q-coCartesian morphisms. Then the restriction functor
Fun′S⊳(X,Y )→ FunS(X ×S⊳ S, Y ×S⊳ S)
is a trivial Kan fibration.
Proof. In view of Proposition T.4.3.2.15, it will suffice to prove the following:
(1) A functor F ∈ FunS⊳(X,Y ) belongs to Fun
′
S⊳(X,Y ) if and only if F is a q-right Kan extension of F |X .
(2) Every map F0 ∈ FunS(X ×S⊳ S, Y ×S⊳ S) can be extended to a map F ∈ FunS⊳(X,Y ) satisfying the
equivalent conditions of (1).
To prove (1), consider an arbitrary object x of Xv, and choose p-coCartesian morphisms fs : x→ xs to
objects xs ∈ Xs for s ∈ S. We note that the inclusion {fs}s∈S →֒ ((X ×S⊳ S)x/)
op is cofinal. It follows that
a functor F as in (1) is a q-right Kan extension of F0 at x if and only if the maps F (fs) exhibit F (x) as a
q-product of the objects F0(xs). This is equivalent to the requirement that each F (fs) is q-coCartesian. This
proves the “if” direction of (1); the converse follows from same argument together with the observation that
every p-coCartesian morphism f : x→ xs in X can be completed to a collection of p-coCartesian morphisms
{fs′ : x→ xs′}s′∈S.
To prove (2), it suffices (by Lemma T.4.3.2.13) to show that for every x ∈ Xv, the diagram (X×S⊳S)x/ →
Y induced by F0 can be extended to a q-limit diagram covering the projection map (X ×S⊳ S)⊳x/ → S
⊳. Let
{fs : x → xs}s∈S be as above. We must show that there exists an object y ∈ Yv equipped with morphisms
y → F0(xs) for s ∈ S, which exhibit y as a q-product of {F0(xs)}s∈S . It suffices to choose y to be any
preimage of {F0(xs)}s∈S under the equivalence Yv ≃
∏
s∈S Ys.
Lemma 1.5.11. Let S be a finite set (regarded as a discrete simplicial set), let n > 0, and suppose we are
given inner fibrations p : X → ∆n ⋆ S and q : Y → ∆n ⋆ S. For every simplicial subset K ⊆ ∆n, let XK
denote the fiber product X ×∆n⋆S (K ⋆ S), and define YK similarly. Assume that the maps X{n} → S
⊳ and
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Y{n} → S
⊳ satisfy the hypotheses of Lemma 1.5.10, and for {n} ⊆ K define Fun′K⋆S(XK , YK) to be the fiber
product
FunK⋆S(XK , YK)×Fun{n}⋆S(X{n},Y{n}) Fun
′
{n}⋆S(X{n}, Y{n}).
Then the map
θ : Fun′∆n⋆S(X,Y )→ Fun
′
∂∆n⋆S(X∂∆n , Y∂∆n)
is a trivial Kan fibration.
Proof. The proof proceeds by induction on n. We observe that θ is evidently a categorical fibration; to prove
that it is a trivial Kan fibration, it will suffice to show that θ is a categorical equivalence. Let θ′′ denote the
composition
Fun′∆n⋆S(X,Y )
θ
→ Fun′∂∆n⋆S(X∂∆n , Y∂∆n)
θ′
→ Fun∆n−1⋆S(X∆n−1 , Y∆n−1).
By a two-out-of-three argument, it will suffice to show that θ′ and θ′′ are trivial Kan fibrations. The map θ′
is a pullback of the composition
Fun′K⋆S(XK , YK)
φ
→ Fun′{n}⋆S(X{n}, Y{n})
φ′
→ FunS(X∅, Y∅),
where K = ∆n−1
∐
{n} ⊆ ∆n. It follows from iterated application of the inductive hypothesis that φ is a
trivial Kan fibration, and it follows from Lemma 1.5.10 that φ′ is a trivial Kan fibration. Consequently, to
complete the proof, it will suffice to show that θ′′ is a trivial Kan fibration. In view of Proposition T.4.3.2.15,
it will suffice to prove the following:
(1) A map F ∈ Fun∆n⋆S(X,Y ) is a q-right Kan extension of F0 = F |X∆n−1 if and only if it belongs to
Fun′∆n⋆S(X,Y ).
(2) Every map F0 ∈ Fun∆n−1⋆S(X∆n−1, Y∆n−1) admits an extension F ∈ Fun∆n⋆S(X,Y ) satisfying the
equivalent conditions of (1).
These assertions follow exactly as in the proof of Lemma 1.5.10.
Proof of Theorem 1.5.6. The map θ is evidently a categorical fibration; to prove that it is a trivial Kan
fibration, it suffices to show that it is a categorical equivalence. We are therefore free to replace C by any
∞-category equivalent to C; using Proposition T.2.3.3.8 we may reduce to the case where the ∞-category C
is minimal.
We now proceed with the proof by defining a rather elaborate filtration of C∐. To describe this filtration,
we need to introduce a bit of terminology. Recall that a morphism α from (C1, . . . , Cm) to (C
′
1, . . . , C
′
n)
in C∐ consists of a map of pointed sets α : 〈m〉 → 〈n〉 together with a morphism fi : Ci → C′α(i) for each
i ∈ α−1〈n〉◦. We will say that α is quasidegenerate if each of the morphisms fi is a degenerate edge of C.
Let σ be an n-simplex of C∐ given by a sequence of morphisms
σ(0)
α(1)
→ σ(1)→ · · ·
α(n)
→ σ(n)
and let
〈k0〉
α(1)
→ 〈k1〉 → · · ·
α(n)
→ 〈kn〉
be the underlying n-simplex of N(Γ). We will say that σ is closed if kn = 1, and open otherwise. If σ is
closed, we define the tail length of σ to be the largest integer m such that the maps α(k) are isomorphisms
for n − m < k ≤ n. We will denote the tail length of σ by t(σ). We define the break point of a closed
simplex σ to be smallest nonnegative integer m such that the maps α(k) are active and quasidegenerate for
m < k ≤ n − t(σ). We will denote the break point of σ by b(σ). Let S =
∐
0≤i≤n 〈ki〉
◦
. We will say that
an element j ∈ 〈ki〉
◦ ⊆ S is a leaf if i = 0 or if j does not lie in the image of the map α(i), and we will say
that j is a root if i = n or if α(i+ 1)(j) = ∗. We define the complexity c(σ) of σ to be 2l− r, where l is the
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number of leaves of σ and r is the number of roots of σ. We will say that σ is flat if it belongs to the image
of the embedding N(Γ)× C → C∐. Since C is minimal, Proposition T.2.3.3.9 implies that if σ is closed and
b(σ) = 0, then σ is flat.
We now partition the nondegenerate, nonflat simplices of C∐ into six groups:
(A) An n-dimensional nonflat nondegenerate simplex σ of C∐ belongs to A if σ is closed and the map
α(b(σ)) is not inert.
(A′) An n-dimensional nonflat nondegenerate simplex σ of C∐ belongs to A′ if σ is closed, b(σ) < n− t(σ),
and the map α(b(σ)) is inert.
(B) An n-dimensional nonflat nondegenerate simplex σ of C∐ belongs to B if σ is closed, b(σ) = n− t(σ),
the map α(b(σ)) is inert, and α(b(σ)) is not quasidegenerate.
(B′) An n-dimensional nonflat nondegenerate simplex σ of C∐ belongs to B if σ is closed, b(σ) = n−t(σ) < n,
the map α(b(σ)) is inert, and α(b(σ)) is quasidegenerate.
(C) An n-dimensional nonflat nondegenerate simplex σ of C∐ belongs to C if it is open.
(C′) An n-dimensional nonflat nondegenerate simplex σ of C∐ belongs to C′ is it is closed, b(σ) = n−t(σ) =
n, the map α(b(σ)) is inert, and α(b(σ)) is quasidegenerate.
If σ belongs to A′, B′, or C′, then we define the associate a(σ) of σ to be the face of σ opposite the
b(σ)th vertex. It follows from Proposition T.2.3.3.9 that a(σ) belongs to A if σ ∈ A′, B if σ ∈ B′, and C if
σ ∈ C′. In this case, we will say that σ is an associate of a(σ). We note that every simplex belonging to A
or B has a unique associate, while a simplex σ of C has precisely k associates, where 〈k〉 is the image of the
final vertex of σ in N(Γ).
For each n ≥ 0, let K(n) ⊆ C∐ be the simplicial subset generated by those nondegenerate simplices which
are either flat, have dimension ≤ n, or have dimension n+ 1 and belong to either A′, B′, or C′. We observe
that K(0) is generated by C×N(Γ) together with the collection of 1-simplices belonging to C′. Let E(0)
denote the full subcategory of MapN(Γ)(K(0) ×N(Γ) O
⊗,D⊗) spanned by those maps F with the following
properties:
(i) The restriction of F to C×N(Γ) determines an object of Fun(C,AlgA(D)).
(ii) Let f be an edge of K(0)×N(Γ) O
⊗ whose image in O⊗ is inert and whose image in K(0) belongs to
C′. Then F (f) is an inert morphism in D⊗.
To complete the proof, it will suffice to show that the restriction maps
Funlax(C∐×N(Γ) O
⊗,D⊗)
θ′
→ E(0)
θ′′
→ Fun(C,AlgO(D))
are trivial Kan fibrations. For the map θ′′, this follows from repeated application of Lemma 1.5.10. To prove
that θ′ is a trivial Kan fibration, we define E(n) to be the full subcategory of MapN(Γ)(K(n)×N(Γ) O
⊗,D⊗)
spanned by those functors F whose restriction to K(0) ×N(Γ) O
⊗ belongs to E(0). It now suffices to prove
the following:
(a) A functor F ∈ MapN(Γ)(C
∐×N(Γ) O
⊗,D⊗) is a map of ∞-operads if and only if F satisfies conditions
(i) and (ii). Consequently, Funlax(C∐×N(Γ) O
⊗,D⊗) can be identified with the inverse limit of the
tower
· · · → E(2)→ E(1)→ E(0).
(b) For n > 0, the restriction map E(n)→ E(n− 1) is a trivial Kan fibration.
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We now prove (a). The “only if” direction is obvious. For the converse, suppose that
F ∈MapN(Γ)(C
∐×N(Γ) O
⊗,D⊗)
satisfies conditions (i) and (ii) above. We wish to prove that F preserves inert morphisms. Let f : X → X ′
be an inert morphism in C∐×N(Γ) O
⊗ covering the map α : 〈m〉 → 〈m′〉 in Γ; we must show that F (f) is
inert. If m′ = 1, then we can identify the image of X in C∐ with a sequence of objects (C1, . . . , Cm) in C,
the image of X ′ in C∐ with an object C′ ∈ C, and the image of f in C∐ with a morphism f : Ci → C′ for
some i ∈ 〈m〉◦. Replacing f by an equivalent morphism if necessary, we can assume that f is degenerate.
Then the image of f in C∐ belongs to K(0) and the desired result follows from either (i) (if C1 = · · · = Cm)
or (ii) (otherwise).
In the general case, we can choose inert morphisms fi : X
′ → X ′i in C
∐×N(Γ) O
⊗ covering ρi for 1 ≤ i ≤ m.
The argument above shows that the morphisms F (fi ◦ f) ≃ F (fi) ◦ F (f) and F (fi) are inert. Since D
⊗ is
an ∞-operad, it follows that F (f) is inert, which completes the proof of (a).
We now prove (b). For each integer c ≥ 0, let K(n, c) denote the simplicial subset K(n) spanned by those
simplices which either belong to K(n − 1) or have complexity ≤ c. Let E(n, c) denote the full subcategory
of MapN(Γ)(K(n, c)×N(Γ) O
⊗,D⊗) spanned by those maps F whose restriction to K(0) satisfies conditions
(i) and (ii). We have a tower of simplicial sets
· · · → E(n, 2)→ E(n, 1)→ E(n, 0) ≃ E(n− 1)
with whose inverse limit can be identified with E(n). It will therefore suffice to show that for each c > 0, the
restriction map E(n, c)→ E(n, c− 1) is a trivial Kan fibration.
We now further refine our filtration as follows. Let K(n, c)A denote the simplicial subset of K(n, c)
spanned by K(n, c − 1) together with those simplices of K(n, c) which belong to A or A′ and let K(n, c)B
denote the simplicial subset of K(n, c) spanned by K(n, c− 1) together with those simplices which belong to
A, A′, B, or B′. Let E(n, c)A denote the full subcategory of MapN(Γ)(K(n, c)A ×N(Γ) O
⊗,D⊗) spanned by
those functors which satisfy (i) and (ii), and define E(n, c)B similarly. To complete the proof, it will suffice
to prove the following:
(A) The restriction map E(n, c)A → E(n, c− 1) is a trivial Kan fibration. To prove this, it suffices to show
that the inclusion K(n, c − 1) ×N(Γ) O
⊗ → K(n, c)A ×N(Γ) O
⊗ is a categorical equivalence. Let An,c
denote the collection of all n-simplices belonging to A having complexity c. Choose a well-ordering of
An,c with the following properties:
– If σ, σ′ ∈ An,c and t(σ) < t(σ′), then σ < σ′.
– If σ, σ′ ∈ An,c, t(σ) = t(σ′), and b(σ) < b(σ′), then σ < σ′.
For each σ ∈ An,c, let K(n, c)≤σ denote the simplicial subset of K(n, c) generated by K(n, c− 1), all
simplices τ ≤ σ in An,c, and all of the simplices in A′ which are associated to simplices of the form
τ ≤ σ. Define K(n, c)<σ similarly. Using transfinite induction on An,c, we are reduced to proving that
for each σ ∈ An,c, the inclusion
i : K(n, c)<σ ×N(Γ) O
⊗ → K(n, c)≤σ ×N(Γ) O
⊗
is a categorical equivalence. Let σ′ : ∆n+1 → C∐ be the unique (n+ 1)-simplex of A′ associated to σ.
We observe that σ′ determines a pushout diagram
Λn+1b(σ′)
//

K(n, c)<σ

∆n+1 // K(n, c)≤σ.
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Consequently, the map i is a pushout of an inclusion
i′ : Λn+1b(σ′) ×N(Γ) O
⊗ → ∆n+1b(σ) ×N(Γ) O
⊗ .
Since the Joyal model structure is left proper, it suffices to show that i′ is a categorical equivalence,
which follows from Lemma 2.5.8.
(B) The map E(n, c)B → E(n, c)A is a trivial Kan fibration. To prove this, it suffices to show that the
inclusion K(n, c)A ×N(Γ) O
⊗ ⊆ K(n, c)B ×N(Γ) O
⊗ is a categorical equivalence of simplicial sets. Let
Bn,c denote the collection of all n-simplices belonging to B having complexity c. Choose a well-ordering
of Bn,c such that the function σ 7→ t(σ) is nonstrictly decreasing. For each σ ∈ Bn,c, we let K(n, c)≤σ
be the simplicial subset of K(n, c) generated by K(n, c)A, those simplices τ of Bn,c such that τ ≤ σ,
and those simplices of B′ which are associated to τ ≤ σ ∈ Bn,c. Let K(n, c)<σ be defined similarly.
Using a induction on Bn,c, we can reduce to the problem of showing that each of the inclusions
K(n, c)<σ ×N(Γ) O
⊗ → K(n, c)≤σ ×N(Γ) O
⊗
is a categorical equivalence. Let σ′ : ∆n+1 → C∐ be the unique (n+ 1)-simplex of B′ associated to σ.
We observe that σ′ determines a pushout diagram
Λn+1b(σ′)
//

K(n, c)<σ

∆n+1 // K(n, c)≤σ.
Consequently, the map i is a pushout of an inclusion
i′ : Λn+1b(σ′) ×N(Γ) O
⊗ → ∆n+1b(σ) ×N(Γ) O
⊗ .
Since the Joyal model structure is left proper, it suffices to show that i′ is a categorical equivalence,
which follows from Lemma 2.5.8.
(C) The map E(n, c) → E(n, c)B is a trivial Kan fibration. To prove this, let Cn,c denote the subset of
C consisting of n-dimensional simplices of complexity c, and choose a well-ordering of Cn,c. For each
σ ∈ Cn,c, let K(n, c)≤σ denote the simplicial subset of K(n, c) generated by K(n, c)B, those simplices
τ ∈ Cn,c such that τ ≤ σ, and those simplices of C′ which are associated to τ ∈ Cn,c with τ ≤ σ.
Let E(n, c)≤σ be the full subcategory of MapN(Γ)(K(n, c)≤σ ×N(Γ) O
⊗,D⊗) spanned by those maps F
satisfying (i) and (ii). We defineK(n, c)<σ and E(n, c)<σ similarly. Using transfinite induction on Cn,c,
we are reduced to the problem of showing that for each σ ∈ Cn,c, the map ψ : E(n, c)≤σ → E(n, c)<σ
is a trivial Kan fibration.
Let 〈k〉 denote the image of the final vertex of σ in Γ. For 1 ≤ i ≤ k, let σi ∈ C′ denote the unique
(n+ 1)-simplex associated to σ such that σi carries ∆
{n,n+1} to the morphism ρi in Γ. The simplices
{σi}1≤i≤k determine a map of simplicial sets ∆n ⋆ 〈k〉
◦ → K(n, c)≤σ. We have a pushout diagram of
simplicial sets
(∂∆n) ⋆ 〈k〉◦ //

K(n, c)<σ

∆n ⋆ 〈k〉◦ // K(n, c)≤σ.
The map ψ fits into a pullback diagram
E(n, c)≤σ //
ψ

Map′∆n⋆〈k〉◦((∆
n ⋆ 〈k〉◦)×N(Γ) O
⊗,D⊗×N(Γ)(∆
n ⋆ 〈k〉◦))
ψ′

E(n, c)<σ // Map
′
N(Γ)((∂∆
n ⋆ 〈k〉◦)×∂∆n⋆〈k〉◦ O
⊗,D⊗×N(Γ)(∂∆
n ⋆ 〈k〉◦))
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where ψ′ is the trivial fibration of Lemma 1.5.11. It follows that ψ is a trivial fibration, as desired.
1.6 Monoidal Envelopes
By definition, every symmetric monoidal∞-category can be regarded as an∞-operad, and every symmetric
monoidal functor as a map of∞-operads. This observation provides a forgetful functor from the∞-category
CatComm,⊗∞ of symmetric monoidal ∞-categories to the ∞-category Cat
Comm,lax
∞ of ∞-operads. Our goal in
this section is to construct a left adjoint to this forgetful functor. More generally, we will give a construction
which converts an arbitrary fibration of ∞-operads C⊗ → O⊗ into a coCartesian fibration of ∞-operads
EnvO(C)
⊗ → O⊗.
Definition 1.6.1. Let O⊗ be an ∞-operad. We let Act(O⊗) denote the full subcategory of Fun(∆1,O⊗)
spanned by the active morphisms. Suppose that p : C⊗ → O⊗ is a fibration of∞-operads. We let EnvO(C)⊗
denote the fiber product
C
⊗×Fun({0},O⊗)Act(O
⊗).
We will refer to EnvO(C)
⊗ as the O-monoidal envelope of C⊗. In the special case where O⊗ is the commutative
∞-operad, we will denote EnvO(C)⊗ simply by Env(C)⊗.
Remark 1.6.2. Let C⊗ be an ∞-operad. Evaluation at {1} ⊆ ∆1 induces a map Env(C)⊗ → N(Γ). We
let Env(C) denote the fiber Env(C)⊗〈1〉. Unwinding the definitions, we deduce that Env(C) can be identified
with the subcategory C⊗ac ⊆ C
⊗ spanned by all objects and active morphisms between them.
We will defer the proof of the following basic result until the end of this section:
Proposition 1.6.3. Let p : C⊗ → O⊗ be a fibration of ∞-operads. The functor q : EnvO(C)
⊗ → O⊗ given
by evaluation at {1} ∈ ∆1 exhibits EnvO(C)⊗ as a O-monoidal ∞-category.
For any ∞-operad O⊗, the diagonal embedding O⊗ → Fun(∆1,O⊗) factors through Act(O⊗). Pullback
along this embedding induces an inclusion C⊗ ⊆ EnvO(C)⊗ for any fibration of ∞-operads C
⊗ → O⊗. It
follows from Proposition 1.6.3 and Lemma 1.6.15 (below) that this inclusion is a map of ∞-operads. The
terminology “O-monoidal envelope” is justified by the following result, whose proof we will also defer:
Proposition 1.6.4. Let p : C⊗ → O⊗ be a fibration of ∞-operads, and let q : D⊗ → O⊗ be a O-monoidal
∞-category. The inclusion i : C⊗ ⊆ EnvO(C)⊗ induces an equivalence of ∞-categories
Fun⊗
O
(EnvO(C)
⊗,D⊗)→ FunlaxO (C
⊗,D⊗).
Taking O⊗ to be the commutative ∞-operad, we deduce the following:
Corollary 1.6.5. Let C⊗ be an ∞-operad. Then there is a canonical symmetric monoidal structure on the
∞-category C⊗ac of active morphisms.
Remark 1.6.6. If C⊗ is an ∞-operad, we let ⊕ : C⊗ac×C
⊗
ac → C
⊗
ac denote the functor induced by the
symmetric monoidal structure described in Corollary 1.6.5. This operation can be described informally
as follows: if X ∈ C⊗〈m〉 classifies a sequence of objects {Xi ∈ C}1≤i≤m and Y ∈ C
⊗
〈n〉 classifies a sequence
{Yj ∈ C}1≤j≤n, then X⊕Y ∈ C
⊗
〈m+n〉 corresponds to the sequence of objects {Xi ∈ C}1≤i≤m∪{Yj ∈ C}1≤j≤n
obtained by concatenation.
Remark 1.6.7. The symmetric monoidal structure on C⊗ac described in Corollary 1.6.5 can actually be
extended to a symmetric monoidal structure on C⊗ itself, but we will not need this.
35
Remark 1.6.8. Let O⊗ be an ∞-operad, and let q : C⊗ → O⊗ be a O-monoidal ∞-category. Then the
collection of active q-coCartesian morphisms in C⊗ is stable under the operation ⊕ : C⊗ac×C
⊗
ac → C
⊗
ac. To
see this, let α : C → C′ and β : D → D′ be active q-coCartesian morphisms in C⊗. Let γ : C ⊕D → E be a
q-coCartesian morphism lifting q(α⊕ β). We have a commutative diagram in O⊗
p(C)

p(C ⊕D) //oo

p(D)

p(C′) p(C′ ⊕D′)oo // p(D′)
We can lift this to a diagram of q-coCartesian morphisms
C

C ⊕D //oo

D

C′ Eoo // D′.
Let δ : E → C′ ⊕D′ be the canonical map in C⊗p(C′⊕D′); the above diagram shows that the image of δ is an
equivalence in both C⊗p(C′) and C
⊗
p(D′). Since C
⊗
p(C′⊕D′) ≃ C
⊗
p(C′)×C
⊗
p(D′), it follows that δ is an equivalence,
so that α⊕ β is q-coCartesian as desired.
Remark 1.6.9. Since every diagonal embedding O⊗ → Act(O⊗) is fully faithful, we conclude that for every
fibration of ∞-operads C⊗ → O⊗ the inclusion C⊗ →֒ EnvO(C)
⊗ is fully faithful. In particular, we deduce
that for every∞-operad C⊗ there exists a fully faithful ∞-operad map C⊗ → D⊗, where D⊗ is a symmetric
monoidal ∞-category.
We now turn to the proofs of Propositions 1.6.3 and 1.6.4. We will need several preliminary results.
Lemma 1.6.10. Let p : C → D be a coCartesian fibration of ∞-categories. Let C′ be a full subcategory of C
satisfying the following conditions:
(i) For each D ∈ D, the inclusion C′D ⊆ CD admits a left adjoint LD.
(ii) For every morphism f : D → D′ in D, the associated functor f! : CD → CD′ carries LD-equivalences
to LD′-equivalences.
Then:
(1) The restriction p′ = p|C′ is a coCartesian fibration.
(2) Let f : C → C′ be a morphism in C′ lying over g : D → D′ in D, and let g! : CD → CD′ be the
functor induced by the coCartesian fibration p. Then f is p′-coCartesian if and only if the induced map
α : g!C → C′ is an LD′-equivalence.
Proof. We first prove the “if” direction of (2). According to Proposition T.2.4.4.3, it will suffice to show
that for every object C′′ ∈ C′ lying over D′′ ∈ D, the outer square in the homotopy coherent diagram
MapC(C
′, C′′)
θ //

MapC(g!C,C
′′) //

MapC(C,C
′′)

MapD(D
′, D′′) // MapD(D
′, D′′) // MapD(D,D
′′)
is a homotopy pullback square. Since the right square is a homotopy pullback (Proposition T.2.4.4.3), it
will suffice to show that θ induces a homotopy equivalence after passing the homotopy fiber over any map
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h : D′ → D′′. Using Proposition T.2.4.4.2, we see that this is equivalent to the assertion that the map h!(α)
is an LD′′-equivalence. This follows from (ii), since α is an LD′-equivalence.
To prove (1), it will suffice to show that for every C ∈ C′ and every g : p(C) → D′ in D, there exists
a morphism f : C → C′ lying over g satisfying the criterion of (2). We can construct f as a composition
C
f ′
→ C′′
f ′′
→ C′, where f ′ is a p-coCartesian lift of g in C, and f ′′ : C′′ → C′ exhibits C′ as an C′D′ -localization
of C′′.
We conclude by proving the “only if” direction of (2). Let f : C → C′ be a p′-coCartesian morphism in
C
′ lying over g : D → D′. Choose a factorization of f as a composition
C
f ′
→ C′′
f ′′
→ C′
where f ′ is p-coCartesian and f ′′ is a morphism in CD′ . The map f
′′ admits a factorization as a composition
C′′
h
→ C′′′
h′
→ C′
where h exhibits C′′′ as a C′D′-localization of C
′′. The first part of the proof shows that the composition h◦f ′
is a p′-coCartesian lift of g. Since f is also a p′-coCartesian lift of g, we deduce that h′ is an equivalence.
It follows that f ′′ = h′ ◦ h exhibits C′ as a C′D′ -localization of C
′′ ≃ g!C, so that f satisfies the criterion of
(2).
Remark 1.6.11. Let C′ ⊆ C and p : C → D be as in Lemma 1.6.10. Hypotheses (i) and (ii) are equivalent
to the following:
(i′) The inclusion C′ ⊆ C admits a left adjoint L.
(ii′) The functor p carries each L-equivalence in C to an equivalence in D.
Suppose first that (i) and (ii) are satisfied. To prove (i′) and (ii′), it will suffice (by virtue of Proposition
T.5.2.7.8) to show that for each object C ∈ CD, if f : C → C′ exhibits C′ as a C
′
D-localization of C,
then f exhibits C′ as a C′-localization of C. In other words, we must show that for each C′′ ∈ C′ lying
over D′′ ∈ D, composition with f induces a homotopy equivalence MapC(C
′, C′′) → MapC(C,C
′′). Using
Proposition T.2.4.4.2, we can reduce to showing that for every morphism g : D → D′′ in D, the induced map
MapCD′′ (g!C
′, C′′)→ MapCD′′ (g!C,C
′′) is a homotopy equivalence. For this, it suffices to show that g!(f) is
an LD′′ -equivalence, which follows immediately from (ii).
Conversely, suppose that (i′) and (ii′) are satisfied. We first prove (i). Fix D ∈ D. To prove that the
inclusion C′D ⊆ CD admits a left adjoint, it will suffice to show that for each object C ∈ CD there exists a C
′
D-
localization of C (Proposition T.5.2.7.8). Fix a map f : C → C′ in C which exhibits C′ as a C′-localization
of C. Assumption (ii′) guarantees that p(f) is an equivalence in D. Replacing f by an equivalent morphism
if necessary, we may suppose that p(f) = idD so that f is a morphism in CD. We claim that f exhibits
C′ as a C′D-localization of C. To prove this, it suffices to show that for each C
′′ ∈ C′D, composition with
f induces a homotopy equivalence MapCD (C
′, C′′) → MapCD (C,C
′′). Using Proposition T.2.4.4.2, we can
reduce to showing that f induces a homotopy equivalence MapC(C
′, C′′) → MapC(C,C
′′), which follows
from the assumption that f exhibits C′ as a C′-localization of C.
We now prove (ii). Let f : C → C′ be an LD-equivalence in CD, and let g : D → D′′ be a morphism in
D. We wish to show that g!(f) is an LD′′ -equivalence in CD′′ . In other words, we wish to show that for each
object C′′ ∈ C′D′′ , the map MapCD′′ (g!C
′, C′′)→ MapCD′′ (g!C,C
′′) is a homotopy equivalence. This follows
from Proposition T.2.4.4.2 and the fact that MapC(C
′, C′′)→ MapC(C,C
′′) is a homotopy equivalence.
Lemma 1.6.12. Let p : C → D be an inner fibration of ∞-categories. Let D′ ⊆ D be a full subcategory and
set C′ = D′×D C. Assume that:
(i) The inclusion D′ ⊆ D admits a left adjoint.
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(ii) Let C ∈ C be an object and let g : p(C) → D be a morphism which exhibits D as a D′-localization of
p(C). Then g can be lifted to a p-coCartesian morphism C → C′.
Then:
(1) A morphism f : C → C′ exhibits C′ as a C′-localization of C if and only if p(f) exhibits p(C′) as a
D
′-localization of p(C) and f is p-coCartesian.
(2) The inclusion C′ ⊆ C admits a left adjoint.
Proof. We first prove the “if” direction of (1). Fix an object C′′ ∈ C′; we wish to prove that f induces
a homotopy equivalence MapC(C
′, C′′) → MapC(C,C
′′). Using Proposition T.2.4.4.3, we deduce that the
homotopy coherent diagram
MapC(C
′, C′′) //

MapC(C,C
′′)

MapD(p(C
′), p(C′′)) // MapD(p(C), p(C
′′))
is a homotopy pullback square. It therefore suffices to show that the bottom horizontal map is a homotopy
equivalence, which follows from the assumptions that p(C′′) ∈ D′ and p(f) exhibits p(C′) as a D′-localization
of p(C).
Assertion (2) now follows from (ii) together with Proposition T.5.2.7.8. To complete the proof, we verify
the “only if” direction of (1). Let f : C → C′ be a map which exhibits C′ as a C′-localization of C, and let
g : D → D′ be the image of f in D. Then f factors as a composition
C
f ′
→ g!C
f ′′
→ C′;
we wish to prove that f ′′ is an equivalence. This follows from the first part of the proof, which shows that
f ′ exhibits g!C as a C
′-localization of C.
Lemma 1.6.13. Let p : C⊗ → O⊗ be a fibration of ∞-operads, and let D = C⊗×Fun({0},O⊗) Fun(∆
1,O⊗).
Then the inclusion EnvO(C)
⊗ ⊆ D admits a left adjoint. Moreover, a morphism α : D → D′ in D exhibits
D′ as an EnvO(C)
⊗-localization of D if and only if D′ is active, the image of α in C⊗ is inert, and the image
of α in O⊗ is an equivalence.
Proof. According to Proposition 1.1.28, the active and inert morphisms determine a factorization system on
O
⊗. It follows from Lemma T.5.2.8.19 that the inclusion Act(O⊗) ⊆ Fun(∆1,O⊗) admits a left adjoint, and
that a morphism α : g → g′ in Fun(∆1,O⊗) corresponding to a commutative diagram
X
f //
g

X ′
g′

Y
f ′ // Y ′
in O⊗ exhibits g′ as an Act(O⊗)-localization of g if and only if g′ is active, f is inert, and f ′ is an equivalence.
The desired result now follow from Lemma 1.6.12.
Lemma 1.6.14. Let p : C⊗ → O⊗ be a fibration of ∞-operads, and let D = C⊗×Fun({0},O⊗) Fun(∆
1,O⊗).
Then:
(1) Evaluation at {1} induces a coCartesian fibration q′ : D → O⊗.
(2) A morphism in D is q′-coCartesian if and only if its image in C⊗ is an equivalence.
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(3) The map q′ restricts to a coCartesian fibration q : EnvO(C)
⊗ → O⊗.
(4) A morphism f in EnvO(C)
⊗ is q-coCartesian if and only if its image in C⊗ is inert.
Proof. Assertions (1) and (2) follow from Corollary T.2.4.7.12. Assertions (3) and (4) follow by combining
Lemma 1.6.13, Remark 1.6.11, and Lemma 1.6.10.
Lemma 1.6.15. Let C denote the full subcategory of Fun(∆1,N(Γ)) spanned by the active morphisms, and
let p : C → N(Γ) be given by evaluation on the vertex 1. Let X ∈ C be an object with p(X) = 〈n〉, and choose
p-coCartesian morphisms fi : X → Xi covering the maps ρi : 〈n〉 → 〈1〉 for 1 ≤ i ≤ n. These morphisms
determine a p-limit diagram 〈n〉◦
⊳
→ C.
Proof. Let X be given by an active morphism β : 〈m〉 → 〈n〉. Each of the maps fi can be identified with a
commutative diagram
〈m〉
γi //
β

〈mi〉
βi

〈n〉
ρi // 〈1〉
where βi is active and γi is inert. Unwinding the definitions, we must show the following:
(∗) Given an active morphism β′ : 〈m′〉 → 〈n′〉 in Γ, a map δ : 〈n′〉 → 〈n〉, and a collection of commutative
diagrams
〈m′〉
ǫi //

〈mi〉
βi

〈n′〉
ρi◦δ // 〈1〉,
there is a unique morphism ǫ : 〈m′〉 → 〈m〉 such that ǫi = γi ◦ ǫ.
For each j ∈ 〈m′〉, let j′ = (δ ◦ β′)(j) ∈ 〈n〉. Then ǫ is given by the formula
ǫ(j) =
{
∗ if j′ = ∗
γ−1j′ (ǫi(j)) if j
′ 6= ∗.
Proof of Proposition 1.6.3. Lemma 1.6.14 implies that q is a coCartesian fibration. It will therefore suffice
to show that EnvO(C)
⊗ is an ∞-operad. Let r denote the composition
EnvO(C)
⊗ q→ O⊗ → N(Γ).
Let X ∈ EnvO(C)
⊗
〈n〉, and choose r-coCartesian morphisms X → Xi covering ρ
i : 〈n〉 → 〈1〉 for 1 ≤ i ≤ n.
We wish to prove that these morphisms determine an r-limit diagram α : 〈n〉◦
⊳
→ EnvO(C)
⊗.
Let D = C⊗×Fun({0},O⊗) Fun(∆
1,O⊗). Then r extends to a map r′ : D → N(Γ). To show that α is an
r-limit diagram, it will suffice to show that α is an r′-limit diagram. Write r′ as a composition
D
r′0→ Fun(∆1,O⊗)
r′1→ Fun(∆1,N(Γ))
r′2→ N(Γ).
In view of Proposition T.4.3.1.5, it will suffice to show that α is an r′0-limit diagram, that r
′
0 ◦α is an r
′
1-limit
diagram, and that r′1 ◦ r
′
0 ◦ α is an r
′
2-limit diagram. The second of these assertions follows from Remark
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1.1.30 and Lemma M.2.3.1, and the last from Lemma 1.6.15. To prove that α is an r′0-limit diagram, we
consider the pullback diagram
D //

Fun(∆1,O⊗)

C
⊗ //
O
⊗ .
Using Proposition T.4.3.1.5, we are reduced to the problem of showing that the induced map 〈n〉◦
⊳
→ C⊗ is
a p-limit diagram; this follows from Remark 1.2.4.
To complete the proof, it will suffice to show for any finite collection of objects Xi ∈ EnvO(C)
⊗
〈1〉
(parametrized by 1 ≤ i ≤ n), there exists an object X ∈ EnvO(C)
⊗
〈n〉 and a collection of r-coCartesian
morphisms X → Xi covering the maps ρ
i : 〈n〉 → 〈1〉. Each Xi can be identified with an object Ci ∈ C
⊗ and
an active morphism βi : p(Ci)→ Yi in O
⊗, where Yi ∈ O. The objects Yi determine a diagram g : 〈n〉
◦ → O⊗.
Using the assumption that O⊗ is an ∞-operad, we deduce the existence of an object Y ∈ O⊗〈n〉 and a collec-
tion of inert morphisms Y → Yi covering the maps ρi : 〈n〉 → 〈1〉. We regard these morphisms as providing
an object Y ∈ O⊗/g lifting Y . Let Ci ∈ C
⊗ lie over 〈mi〉 in Γ. Since C
⊗ is an∞-operad, there exists an object
C ∈ C⊗〈m〉 and a collection of inert morphisms C → Ci, where m = m1 + · · ·+mn. Composing these maps
with the βi, we can lift p(C) to an object Z ∈ O
⊗
/g. To construct the object X and the maps X → Xi, it
suffices to select a morphism Z → Y in O⊗/g. The existence of such a morphism follows from the observation
that Y is a final object of O⊗/g.
Proof of Proposition 1.6.4. Let E⊗ denote the essential image of i. We can identify E⊗ with the full subcat-
egory of EnvO(C)
⊗ spanned by those objects (X,α : p(X)→ Y ) for which X ∈ C⊗ and α is an equivalence
in O⊗. We observe that i induces an equivalence of ∞-operads C⊗ → E⊗. It will therefore suffice to prove
that the restriction functor
Fun⊗
O
(EnvO(C)
⊗,D⊗)→ FunlaxO (E
⊗,D⊗)
is an equivalence of ∞-categories. In view of Proposition T.4.3.2.15, it will suffice to show the following:
(a) Every ∞-operad map θ0 : E
⊗ → D⊗ admits a q-left Kan extension θ : EnvO(C)⊗ → D
⊗.
(b) An arbitrary map θ : EnvO(C)
⊗ → D⊗ in (Set∆)/O⊗ is a O-monoidal functor if and only if it is a q-left
Kan extension of θ0 = θ|E
⊗ and θ0 is an ∞-operad map.
To prove (a), we will use criterion of Lemma T.4.3.2.13: it suffices to show that for every object X = (X,α :
p(X)→ Y ) in EnvO(C)⊗, the induced diagram
E
⊗×EnvO(C)⊗ EnvO(C)
⊗
/X
→ D⊗
admits a q-colimit covering the natural map
(E⊗×EnvO(C)⊗ EndO(C)
⊗
/X
)⊲ → D⊗ .
To see this, we observe that the ∞-category E⊗×EnvO(C)⊗ EnvO(C)
⊗
/X
has a final object, given by the pair
(X, idp(X)). It therefore suffices to show that there exists a q-coCartesian morphism θ0(X, idp(X)) → C
lifting α : p(X) → Y , which follows from the assumption that q is a coCartesian fibration. This completes
the proof of (a) and yields the following version of (b):
(b′) Let θ : EnvO(C)
⊗ → D⊗ be a morphism in (Set∆)/O⊗ such that the restriction θ0 = θ|E
⊗ is an
∞-operad map. Then θ is a q-left Kan extension of θ0 if and only if, for every object (X,α : p(X)→
Y ) ∈ Env(O)⊗, the canonical map θ(X, idp(X))→ θ(X,α) is q-coCartesian.
40
We now prove (b). Let θ : EnvO(C)
⊗ → D⊗ be such that the restriction θ0 = θ|E
⊗ is an ∞-operad map.
In view of (b′), it will suffice to show that θ is a O-monoidal functor if and only if θ(X, idp(X) → θ(X,α)
is q-coCartesian, for each (X,α) ∈ EnvO(C)⊗. The “only if” direction is clear, since Lemma 1.6.15 implies
that the morphism (X, idp(X) → (X,α) in EnvO(C)
⊗ is p′-coCartesian, where p′ : EnvO(C)
⊗ → O⊗ denotes
the projection. For the converse, suppose that we are given a p′-coCartesian morphism f : (X,α)→ (Y, α′)
in EnvO(C)
⊗. Let β : p(X)→ p(Y ) be the induced map in O⊗, and choose a factorization β ≃ β′′ ◦ β′ where
β′ is inert and β′′ is active. Choose a p-coCartesian morphism β
′
: X → X ′′ lifting β′. We then have a
commutative diagram
(X, idp(X))
f ′ //
g

(X ′′, idp(X′′))
g′

(X,α)
f // (X ′, α′).
The description of p′-coCartesian morphisms supplied by Lemma 1.6.15 shows that the map X ′′ → X ′ is an
equivalence in O⊗. If θ satisfies the hypotheses of (b′), then θ(g) and θ(g′) are q-coCartesian. The assumption
that θ0 is an ∞-operad map guarantees that θ(f
′) is q-coCartesian. It follows from Proposition T.2.4.1.7
that θ(f) is q-coCartesian. By allowing f to range over all morphisms in EnvO(C)
⊗ we deduce that θ is a
O-monoidal functor, as desired.
1.7 Subcategories of O-Monoidal ∞-Categories
Let C⊗ be an ∞-operad, and let D ⊆ C be a full subcategory of the underlying ∞-category of C⊗ which is
stable under equivalence. In this case, we let D⊗ denote the full subcategory of C⊗ spanned by those objects
D ∈ C⊗ having the form D1⊕ · · ·⊕Dn, where each object Di belongs to D. It follows immediately from the
definitions that D⊗ is again an ∞-operad, and that the inclusion D⊗ ⊆ C⊗ is a map of ∞-operads. In this
section, we will consider some refinements of the preceding statement: namely, we will suppose that there
exists a coCartesian fibration of ∞-operads p : C⊗ → O⊗, and obtain criteria which guarantee that p|D⊗ is
again a coCartesian fibration of ∞-operads. The most obvious case to consider is that in which D is stable
under the relevant tensor product operations on C.
Proposition 1.7.1. Let p : C⊗ → O⊗ be a coCartesian fibration of∞-operads, let D ⊆ C be a full subcategory
which is stable under equivalence, and let D⊗ ⊆ C⊗ be defined as above. Suppose that, for every operation
f ∈ MulO({Xi}, Y ), the functor ⊗f :
∏
1≤i≤n CXi → CY defined in Remark 1.2.9 carries
∏
1≤i≤n DXi into
DY . Then:
(1) The restricted map D⊗ → O⊗ is a coCartesian fibration of ∞-operads.
(2) The inclusion D⊗ ⊆ C⊗ is a O-monoidal functor.
(3) Suppose that, for every object X ∈ O, the inclusion DX ⊆ CX admits a right adjoint LX (so that DX
is a colocalization of CX). Then there exists a commutative diagram
C
⊗
p
!!B
BB
BB
BB
B
L⊗ //
D
⊗
}}{{
{{
{{
{{
O
⊗
and a natural transformation of functors α : L⊗ → idC⊗ which exhibits L
⊗ as a colocalization functor
(see Proposition T.5.2.7.4) and such that, for every object C ∈ C⊗, the image p(α(C)) is a degenerate
edge of O⊗.
(4) Under the hypothesis of (3), the functor L⊗ is a map of ∞-operads.
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Remark 1.7.2. Assume that O⊗ is the commutative∞-operad, and let C⊗ → O⊗ be a symmetric monoidal
∞-category. A full subcategory D ⊆ C (stable under equivalence) satisfies the hypotheses of Proposition 1.7.1
if and only if D contains the unit object of C and is closed under the tensor product functor ⊗ : C×C → C.
Proof. Assertions (1) and (2) follow immediately from the definitions. Now suppose that the hypotheses of
(3) are satisfied. Let us say that a morphism f : D → C in C⊗ is colocalizing if D ∈ D⊗, and the projection
map
ψ : D⊗×C⊗ C
⊗
/f → D
⊗×C⊗ C
⊗
/C
is a trivial Kan fibration. Since ψ is automatically a right fibration (Proposition T.2.1.2.1), the map f is
colocalizing if and only if the fibers of ψ are contractible (Lemma T.2.1.3.4). For this, it suffices to show
that for each D′ ∈ D⊗, the induced map of fibers
ψD′ : {D
′} ×C⊗ C
⊗
/f → {D
′} ×C⊗ C
⊗
/C
has contractible fibers. Since ψD′ is a right fibration between Kan complexes, it is a Kan fibration (Lemma
T.2.1.3.3). Consequently, ψD′ has contractible fibers if and only if it is a homotopy equivalence. In other
words, f is colocalizing if and only if composition with f induces a homotopy equivalence
MapC⊗(D
′, D)→ MapC⊗(D
′, C)
for all D′ ∈ D⊗.
Suppose now that f : D → C is a morphism belonging to a particular fiber C⊗X of p. Then, for every
object D′ ∈ C⊗Y , we have canonical maps
MapC⊗(D
′, D)→ MapO⊗(Y,X)← MapC⊗(D
′, C)
whose homotopy fibers over a morphisms g : Y → X in O⊗ can be identified with Map
C
⊗
X
(g!D
′, D) and
Map
C
⊗
X
(g!D
′, C) (Proposition T.2.4.4.2). Our hypothesis that D is stable under the tensor operations on C
implies that g!D
′ ∈ D⊗X . It follows that f is colocalizing in C
⊗ if and only if it is colocalizing in C⊗X .
To prove (3), we need to construct a commutative diagram
C
⊗×∆1
α //
##H
HH
HH
HH
HH
C
⊗
p
~~||
||
||
||
O
⊗
with α|C⊗×{1} equal to the identity, and having the property that, for every object C ∈ C⊗, the restriction
α|{C} × ∆1 is colocalizing. For this, we construct α one simplex at a time. To define α on a vertex
C ∈ C⊗X where X ∈ O
⊗
〈n〉 corresponds to a sequence of objects {Xi}1≤i≤n in O, we use the equivalence
C
⊗
X ≃
∏
1≤i≤X CXi and the assumption that each DXi ⊆ CXi is a colocalization. For simplices of higher
dimension, we need to solve extensions problems of the type indicated below:
(∂∆n ×∆1)
∐
∂∆n×{1}(∆
n × {1})
α0 //
 _

C
⊗
p

∆n ×∆1 //
55kkkkkkkkk
O
⊗,
where n > 0 and α0 carries each of the edges {i} ×∆1 to a colocalizing morphism in C
⊗. We now observe
that ∆n ×∆1 admits a filtration
X0 ⊆ X1 ⊆ . . . ⊆ Xn ⊆ Xn+1 = ∆
n ×∆1,
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where X0 = (∂∆
n ×∆1)
∐
∂∆n×{1}(∆
n × {1}) and there exist pushout diagrams
Λn+1i+1
  //

∆n+1

Xi // Xi+1.
We now argue, by induction on i, that the map α0 admits an extension to Xi (compatible with the projection
p). For i ≤ n, this follows from the fact that p is an inner fibration. For i = n+1, it follows from the definition
of a colocalizing morphism. This completes the proof of (3). Assertion (4) follows from the construction.
Remark 1.7.3. Let D⊗ ⊆ C⊗ be as in the statement of Proposition 1.7.1, and suppose that each inclusion
DX ⊆ CX admits a right adjoint LX . The inclusion i : D
⊗ ⊆ C⊗ is a O-monoidal functor, and therefore
induces a fully faithful embedding AlgO(D) ⊆ AlgO(C). Let L
⊗ be the functor constructed in Proposition
1.7.1. Since L⊗ is a map of ∞-operads, it also induces a functor f : AlgO(C)→ AlgO(D). It is not difficult
to see that f is right adjoint to the inclusion AlgO(D) ⊆ AlgO(C). Moreover, if θ : AlgO(C) → CX denotes
the evaluation functor associated to an object X ∈ O, then for each A ∈ AlgO(C) the map θ(f(A)) → θ(A)
induced by the colocalization map f(A)→ A determines an equivalence θ(f(A)) ≃ LXθ(A).
Proposition 1.7.1 has an obvious converse: if i : D⊗ → C⊗ is a fully faithful O-monoidal functor between
O-monoidal ∞-categories, then then the essential image of D in C is stable under the tensor operations of
Remark 1.2.9. However, it is possible for this converse to fail if we only assume that i belongs to AlgD(C).
We now discuss a general class of examples where D is not stable under tensor products, yet D nonetheless
inherits a O-monoidal structure from that of C.
Definition 1.7.4. Let C⊗ → O⊗ be a coCartesian fibration of∞-operads and suppose we are given a family
of localization functors LX : CX → CX for X ∈ O. We will say that the family {LX}X∈O is compatible with
the O-monoidal structure on C if the following condition is satisfied:
(∗) Let f ∈MulO({Xi}1≤i≤n, Y ) be an operation in O, and suppose we are given morphisms gi in CXi for
1 ≤ i ≤ n. If each gi is a LXi -equivalence, then the morphism ⊗f{gi}1≤i≤n in CY is an LY -equivalence.
Example 1.7.5. In the situation where O⊗ is the commutative ∞-operad, the condition of Definition 1.7.4
can be simplified: a localization functor L : C → C is compatible with a symmetric monoidal structure on C
if and only if, for every L-equivalence X → Y in C and every object Z ∈ C, the induced map X⊗Z → Y ⊗Z
is again an L-equivalence. This is equivalent to the requirement that L be compatible with the induced
monoidal structure on C (Definition M.1.3.4).
Proposition 1.7.6. Let p : C⊗ → O⊗ be a be a coCartesian fibration of ∞-operads and suppose we are given
a family of localization functors {LX : CX → CX}X∈O which are compatible with the O-monoidal structure
on C. Let D denote the collection of all objects of C which lie in the image of some LX, and let D
⊗ be defined
as above. Then:
(1) There exists a commutative diagram
C
⊗ L
⊗
//
p
!!B
BB
BB
BB
B D
⊗
}}{{
{{
{{
{{
O
⊗
and a natural transformation α : idC⊗ → L
⊗ which exhibits L⊗ as a left adjoint to the inclusion
D
⊗ ⊆ C⊗ and such that p(α) is the identity natural transformation from p to itself.
43
(2) The restriction p|D⊗ : D⊗ → N(Γ) is a coCartesian fibration of ∞-operads.
(3) The inclusion functor D⊗ ⊆ C⊗ is a map of ∞-operads and L⊗ : C⊗ → D⊗ is a O-monoidal functor.
Proof. We first prove (1). Let us say that a map f : C → D in C⊗ is localizing if it induces a trivial Kan
fibration
D
⊗×C⊗ C
⊗
f/ → D
⊗×C⊗ C
⊗
D/ .
Arguing as in the proof of Proposition 1.7.1, we see that f is localizing if and only if, for every object
D′ ∈ D⊗, composition with f induces a homotopy equivalence MapC⊗(D,D
′) → MapC⊗(C,D
′). Suppose
that f lies in a fiber C⊗X of p, and let D
′ ∈ C⊗Y of p. We have canonical maps
MapC⊗(D,D
′)→ MapO⊗(X,Y )← MapC⊗(C,D
′)
and Proposition T.2.4.4.2 allows us to identify the homotopy fibers of these maps over a morphism g : X → Y
in O⊗ with Map
C
⊗
Y
(g!D,D
′) and Map
C
⊗
Y
(g!C,D
′). It follows that f is localizing in C⊗ if and only if g!(f) is
localizing in C⊗Y for every map g : X → Y in O
⊗. Let X ∈ O⊗〈n〉 and Y ∈ O
⊗
〈m〉 correspond to sequences of
objects {Xi}1≤i≤n and {Yj}1≤j≤m in O. Using the equivalence C
⊗
Y ≃
∏
1≤j≤m CYi we see that it suffices to
check this in the casem = 1. Invoking the assumption that the localization functors Invoking the assumption
that the localization functors {LZ}Z∈O are compatible with the O-monoidal structure on C
⊗, we see that f
is localizing if and only if it induces a LXi-localizing morphism in CXi for 1 ≤ i ≤ n.
We now argue as in the proof of Proposition 1.7.1. To prove (1), we need to construct a commutative
diagram
C
⊗×∆1
α //
$$I
II
II
II
II
C
⊗
p
}}zz
zz
zz
zz
N(Γ)
with α|C⊗×{0} equal to the identity, and having the property that, for every object C ∈ C⊗, the restriction
α|{C} ×∆1 is localizing. For this, we construct α one simplex at a time. To define α on a vertex C ∈ C⊗X
for X ∈ O⊗〈n〉, we choose a morphism f : C → C
′ corresponding to the localization morphisms Ci → LXiCi
under the equivalence C⊗X ≃
∏
1≤i≤n CXi and apply the argument above. For simplices of higher dimension,
we need to solve extensions problems of the type indicated below:
(∂∆n ×∆1)
∐
∂∆n×{0}(∆
n × {0})
α0 //
 _

C
⊗
p

∆n ×∆1 //
55kkkkkkkkk
O
⊗,
where n > 0 and α0 carries each of the edges {i}×∆1 to a localizing morphism in C
⊗. We now observe that
∆n ×∆1 admits a filtration
X0 ⊆ X1 ⊆ . . . ⊆ Xn ⊆ Xn+1 = ∆
n ×∆1,
where X0 = (∂∆
n ×∆1)
∐
∂∆n×{0}(∆
n × {0}) and there exist pushout diagrams
Λn+1n−i
  //

∆n+1

Xi // Xi+1.
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We now argue, by induction on i, that the map α0 admits an extension to Xi (compatible with the projection
p). For i ≤ n, this follows from the fact that p is an inner fibration. For i = n + 1, it follows from the
definition of a localizing morphism. This completes the proof of (1).
Lemma M.1.3.8 implies that p′ = p|D⊗ is a coCartesian fibration. It follows immediately from the defi-
nition that for every object X ∈ O⊗〈m〉 corresponding to {Xi ∈ O}1≤i≤m, the equivalence C
⊗
X ≃
∏
1≤i≤m CXi
restricts to an equivalence D⊗X ≃
∏
1≤i≤m DXi . This proves that p
′ : D⊗ → O⊗ is a coCartesian fibration of
∞-operads and that the inclusion D⊗ ⊆ C⊗ is a map of ∞-operads. Lemma M.1.3.8 implies that L⊗ carries
p-coCartesian edges to p′-coCartesian edges and is therefore a O-monoidal functor.
Example 1.7.7. Let C be a symmetric monoidal∞-category which is stable. We will say that a t-structure
on C is compatible with the symmetric monoidal structure on C if it is compatible with the underlying
monoidal structure on C, in the sense of Definition M.1.3.10. In other words, a t-structure on C is compatible
with the symmetric monoidal structure if
(1) For every object C ∈ C, the functor C ⊗ • is exact.
(2) The full subcategory C≥0 contains the unit object 1C and is closed under tensor products.
Proposition 1.7.1 implies that C≥0 inherits a the structure of a symmetric monoidal ∞-category. Applying
Proposition M.1.3.12, we deduce that the truncation functors τ≤n : C≥0 → (C≥0)≤n are compatible with the
symmetric monoidal structure on C≥0. Consequently, Proposition 1.7.6 implies that (C≥0)≤n inherits the
structure of a symmetric monoidal ∞-category. Taking n = 0, we deduce that the heart of C inherits the
structure of a symmetric monoidal category (in the sense of classical category theory).
1.8 ∞-Preoperads
In §1.3, we saw that the collection of all ∞-operads could be organized into an ∞-category Catlax∞ . In this
section, we will show that Catlax∞ can be identified with the underlying ∞-category of a simplicial model
category POp∞.
Definition 1.8.1. An ∞-preoperad is a marked simplicial set (X,M) equipped with a map of simplicial
sets f : X → N(Γ) with the following property: for each edge e of X which belongs to M , the image f(e) is
an inert morphism in Γ. A morphism from an ∞-preoperad (X,M) to an ∞-preoperad (Y,N) is a map of
marked simplicial sets (X,M)→ (Y,N) such that the diagram
X //
""E
EE
EE
EE
E Y
||zz
zz
zz
zz
N(Γ).
The collection of ∞-preoperads (and ∞-preoperad morphisms) forms a category, which we will denote by
POp∞.
Remark 1.8.2. The category POp∞ of ∞-preoperads is naturally tensored over simplicial sets: if X is an
∞-preoperad and K is a simplicial set, we let X ⊗K = X ×K♯. This construction endows POp∞ with the
structure of a simplicial category.
Notation 1.8.3. Let O⊗ be an ∞-operad. We let O⊗,♮ denote the ∞-preoperad (O⊗,M), where M is the
collection of all inert morphisms in O⊗.
Proposition 1.8.4. There exists a left proper combinatorial model structure on POp∞ which may be char-
acterized as follows:
(C) A morphism f : X → Y in POp∞ is a cofibration if and only if it induces a monomorphism between
the underlying simplicial sets of X and Y .
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(W ) A morphism f : X → Y in POp∞ is a weak equivalence if and only if, for every ∞-operad O
⊗, the
induced map
MapPOp∞(Y ,O
⊗,♮)→ MapPOp∞(X,O
⊗,♮)
is a homotopy equivalence of simplicial sets.
This model structure is compatible with the simplicial structure of Remark 1.8.2. Moreover, an object of
POp∞ is fibrant if and only if it is of the form O
⊗,♮, for some ∞-operad O⊗.
Proof. Let P = (M,T, {pα : Λ20 → N(Γ)}α∈A) be the categorical pattern on N(Γ) where M consists of all
inert morphisms, T the collection of all 2-simplices, and A ranges over all diagrams
〈p〉 ← 〈n〉 → 〈q〉
where the maps are inert and induce a bijection 〈n〉◦ ≃ 〈p〉◦
∐
〈q〉◦. We now apply Theorem B.??.
Remark 1.8.5. We will refer to the model structure of Proposition 1.8.4 as the ∞-operadic model structure
on POp∞.
The following result is a special case of Proposition B.??:
Proposition 1.8.6. Let O⊗ be an ∞-operad. A map X → O⊗,♮ in POp∞ is a fibration (with respect to
the model structure of Proposition 1.8.4) if and only if X ≃ C⊗,♮, where the underlying map C⊗ → O⊗ is a
fibration of ∞-operads (in the sense of Definition 1.2.3).
Example 1.8.7. The inclusion {〈1〉}♭ ⊆ Triv♮ is a weak equivalence of∞-preoperads. This is an immediate
consequence of Example 1.3.6. In other words, we can view Triv♮ as a fibrant replacement for the object
{〈1〉}♭ ∈ POp∞.
Example 1.8.8. Using Proposition 1.3.8, we deduce that the morphism 〈0〉 → 〈1〉 in Γ induces a weak
equivalence of ∞-preoperads (∆1)♭ ⊆ E♮0, so that E
♮
0 can be viewed as a fibrant replacement for the ∞-
preoperad (∆1)♭.
Example 1.8.9. Let N(∆) = (N(∆),M), where M is the collection of edges of N(∆) corresponding to
convex morphisms in∆. Proposition 1.3.14 implies that the functor φ of Construction 1.3.13 induces a weak
equivalence of ∞-preoperads N(∆)
op
→ Assoc♮.
Our next goal is to show that POp∞ has the structure of a monoidal model category, underlying the
operation of tensor product of ∞-operads.
Notation 1.8.10. We define a functor ∧ : Γ×Γ→ Γ as follows:
(i) On objects, ∧ is given by the formula 〈m〉 ∧ 〈n〉 = 〈mn〉.
(ii) If f : 〈m〉 → 〈m′〉 and g : 〈n〉 → 〈n′〉 are morphisms in Γ, then f ∧ g is given by the formula
(f ∧ g)(an+ b− n) =
{
∗ if f(a) = ∗ or g(b) = ∗
f(a)n′ + g(b)− n′ otherwise.
In other words, ∧ is given by the formula 〈m〉 ∧ 〈n〉 = (〈m〉◦ × 〈n〉◦)∗, where we identify 〈m〉
◦ × 〈n〉◦
with 〈mn〉◦ via the lexicographical ordering.
Definition 1.8.11. Let X = (X,M) and Y = (Y,N) be ∞-preoperads. We let X ⊙ Y denote the marked
simplicial set X × Y , regarded as an ∞-preoperad by the composite map
X × Y → N(Γ)×N(Γ)
∧
→ N(Γ).
The construction (X,Y ) 7→ X ⊙ Y endows the category POp∞ of ∞-preoperads with a monoidal structure.
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Warning 1.8.12. The monoidal structure on the category POp∞ of ∞-preoperads can be regarded as
obtained from the monoidal structure on the category Γ via the functor ∧. In order to guarantee that
the operation ⊙ on POp∞ is associative up to isomorphism (rather than merely associative up to weak
equivalence), it is necessary to arrange that the operation ∧ on Γ is strictly associative (the construction of
Notation 1.8.10 has this property). We note that Γ is actually a symmetric monoidal category with respect to
∧. However, this does not lead to a symmetric monoidal structure on POp∞: if X and Y are∞-preoperads,
then X ⊙ Y and Y ⊙ X are generally not isomorphic in POp∞ (though there is a canonical isomorphism
between them in the homotopy category hPOp∞).
Proposition 1.8.13. The functor ⊙ endows POp∞ with the structure of a monoidal model category.
Proof. Since every object of POp∞ is cofibrant, it will suffice to show that the functor
⊙ : POp∞×POp∞ → POp∞
is a left Quillen bifunctor. Let P be as in the proof of Proposition 1.8.4. Using Remark B.??, we deduce
that the Cartesian product functor POp∞×POp∞ → (Set
+
∆)/P×P is a left Quillen bifunctor. The desired
result now follows by applying Proposition B.?? to the product functor N(Γ)×N(Γ)→ N(Γ).
Remark 1.8.14. Since every object of POp∞ is cofibrant, we observe that the functor ⊙ preserves weak
equivalences separately in each variable.
Notation 1.8.15. Let O⊗ and O′
⊗
be maps of ∞-operads, let X be an ∞-preoperad, and suppose we
are given a map f : X ⊙ O⊗,♮ → O′
⊗,♮
. For every fibration of ∞-operads C⊗ → O⊗, we let AlgO(C)
⊗
denote an ∞-preoperad with a map AlgO(C)
⊗ → X with the following universal property: for every map of
∞-preoperads Y → X , we have a canonical bijection
Hom(POp∞)/X (Y ,AlgO(C)
⊗) ≃ Hom(POp∞)/O′⊗ (Y ⊙ O
⊗,♮,C⊗,♮).
We will denote the underlying simplicial set of AlgO(C)
⊗ by AlgO(C)
⊗.
Remark 1.8.16. It follows immediately from Proposition 1.8.13 (and Proposition 1.8.6) that the map
AlgO(C)
⊗ → X is a fibration in POp∞. In particular, if X = D
⊗,♮ for some ∞-operad D⊗, then the map
AlgO(C)
⊗ → D⊗ is a fibration of ∞-operads.
Example 1.8.17. Suppose that X = (∆0)♯, regarded as an ∞-preoperad by the map ∆0 ≃ {〈1〉} ⊆ N(Γ).
Then X ⊙ O⊗,♮ ≃ O⊗,♮, so that we can identify a map f as in Notation 1.8.15 with a map of ∞-operads
O
⊗ → O′
⊗
. In this case, we can identify AlgO(C)
⊗ with the ∞-category AlgO(C) of Definition 1.3.1.
Moreover, an edge of AlgO(C)
⊗ is marked if and only if it is an equivalence in AlgO(C).
More generally, if X ∈ POp∞ is an arbitrary object containing a vertex x lying over 〈1〉 ∈ Γ, then a map
f : X ⊙O⊗,♮ → O′
⊗,♮
restricts on {x}♯ ⊙O⊗,♮ to a map of ∞-operads O⊗ → O′
⊗
, and the fiber AlgO(C)
⊗
x is
canonically isomorphic to AlgO(C).
Definition 1.8.18. Let O⊗, O′
⊗
, and O′′
⊗
be ∞-operads. We will say that a map of simplicial sets
O
⊗×O′
⊗
→ O′′
⊗
is a bifunctor of ∞-operads if it induces a map of ∞-preoperads O⊗,♮⊙O′
⊗,♮
→ O′′
⊗,♮
.
More concretely, a map O⊗×O′
⊗
→ O′′
⊗
as in Definition 1.8.18 is a bifunctor of ∞-operads if the
following conditions are satisfied:
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(1) The diagram
O
⊗×O′
⊗ //

O
′′⊗

N(Γ)×N(Γ)
∧ // N(Γ)
commutes.
(2) If f is a morphism in O⊗×O′
⊗
which projects to an inert morphism in each factor, then the image of
f in O′′
⊗
is inert.
Proposition 1.8.19. Suppose given a bifunctor of ∞-operads O⊗×O′
⊗
→ O′′
⊗
. Let p : C⊗ → O′′
⊗
be a
O
′′-monoidal ∞-category. Then:
(1) Define a simplicial set D⊗ equipped with a map q : D⊗ → O⊗ so that the following condition is satisfied:
for every map of simplicial sets K → O⊗, we have a canonical bijection
HomO⊗(K,D
⊗) ≃ HomO′′⊗(K × O
′⊗,C⊗).
Then q is a coCartesian fibration. In particular, D⊗ is an ∞-category.
(2) A morphism f : D → D′ in D⊗ is q-coCartesian if and only if, for each object X ∈ O′
⊗
, the induced
map D(X)→ D′(X) in C⊗ is p-coCartesian.
(3) The full subcategory AlgO′(C)
⊗ ⊆ D⊗ has the following property: if f : D → D′ is a coCartesian
morphism in D⊗ such that D ∈ AlgO′(C)
⊗, then D′ ∈ AlgO′(C)
⊗.
(4) The restriction q0 of q to AlgO′(C)
⊗ is a coCartesian fibration, which therefore exhibits AlgO′(C) as a
O-monoidal ∞-category.
(5) A morphism f : D → D′ in AlgO′(C)
⊗ is q0-coCartesian if and only if, for every X ∈ O
′, the induced
map D(X)→ D′(X) in C⊗ is q-coCartesian.
Proof. Assertions (1) and (2) follow immediately from Proposition T.3.1.2.1, and (4) is an obvious conse-
quence of (1), (2), and (3). To prove (3), suppose we are given a q-coCartesian morphism f : D → D′ in
D
⊗ where D ∈ AlgO′(C)
⊗. We can view f as a natural transformation of functors D,D′ : O′
⊗
→ C⊗. Let
α : X → Y be an inert morphism of O′
⊗
, so we have a commutative diagram
D(X) //

D(Y )

D′(X) // D′(Y ).
We wish to prove that the bottom horizontal morphism is p-coCartesian. Invoking Proposition T.2.4.1.7,
we may reduce to showing that the upper horizontal morphism and both of the vertical morphisms are
p-coCartesian. The first follows from the assumption that D ∈ AlgO′(C)
⊗, and the second from the charac-
terization of q-coCartesian morphisms given by (2).
We now prove (5). The “only if” assertion follows immediately from (2). To prove the converse, suppose
that f : D → D′ is a morphism in AlgO′(C)
⊗ such that D(X)→ D′(X) is q-coCartesian for every X ∈ O′.
Choose a factorization of D as a composition
D
f ′
→ D′′
f ′′
→ D′
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where f ′ is q0-coCartesian and q0(f
′′) is degenerate. To prove that f is q0 coCartesian, it will suffice to
show that f ′′ is an equivalence. Using Proposition T.2.4.1.7, we deduce that f ′′ induces an equivalence
D′′(X) → D′(X) for each X ∈ O′. Fix any object Y ∈ O′
⊗
, and choose inert morphisms Y → Yi in O
′⊗
covering the maps ρi : 〈n〉 → 〈1〉 in N(Γ). Since D′′ and D′ preserve inert morphisms, we deduce that the
vertical maps in the diagram
D′′(Y )
g //

D′(Y )

D′′(Yi)
gi // D′(Yi)
are inert. Since C⊗ is an ∞-operad, we conclude that g is an equivalence if and only if each gi is an
equivalence. The desired result now follows from the observation that each Yi ∈ O
′.
Example 1.8.20. Let O⊗ and C⊗ be any ∞-operads. We have a canonical ∞-operad bifunctor
O
⊗×Comm→ Comm×Comm→ Comm,
where the second map is induced by the functor ∧ : Γ×Γ → Γ. Applying Example 1.8.17, we obtain
an ∞-operad AlgO(C)
⊗ whose underlying ∞-category agrees with the ∞-category AlgO(C) of ∞-operad
maps from O⊗ to C⊗. If C⊗ is a symmetric monoidal ∞-category, then Proposition 1.8.19 ensures that
AlgO(C)
⊗ is again symmetric monoidal, and that for each X ∈ O the evaluation functor the forgetful functor
AlgO(C)
⊗ → C⊗ is symmetric monoidal.
In particular, if C⊗ is an ∞-operad, then we can define a new ∞-operad CAlg(C)⊗ = AlgComm(C)
⊗. If
C
⊗ is a symmetric monoidal ∞-category, then CAlg(C)⊗ has the same property.
Example 1.8.21. Let O⊗ be any∞-operad. Combining Example 1.8.7 and Remark 1.8.14, we deduce that
the inclusion {〈1〉} ⊆ Triv induces equivalences of preoperads
O
⊗,♮ ≃ O⊗,♮⊙{〈1〉}♭ → O⊗,♮⊙Triv♮ .
O
⊗,♮ ≃ {〈1〉}♭ ⊙ O⊗,♮ → Triv♮⊙O⊗,♮ .
In other words, we can regard the trivial ∞-operad Triv as the unit object of Catlax∞ with respect to the
monoidal structure determined by the operation ⊙ of Proposition 1.8.13.
Example 1.8.22. The functor ∧ : N(Γ) ×N(Γ)→ N(Γ) is a bifunctor of ∞-operads. Moreover, ∧ induces
a weak equivalence of ∞-preoperads N(Γ)♮ ⊙N(Γ)♮ → N(Γ)♮. To prove this, it suffices to show that for any
∞-operad C, the functor ∧ induces an equivalence of ∞-categories CAlg(C)→ CAlg(CAlg(C)). This follows
from Corollary 1.9.9, since the ∞-operad CAlg(C)⊗ is coCartesian (Proposition 2.7.9).
Let V : Catlax∞ → Cat
lax
∞ be induced by the left Quillen functor • ⊙N(Γ)
♮ from POp∞ to itself. It follows
from Example 1.8.22 and Proposition T.5.2.7.4 that V is a localization functor on Catlax∞ . The following
result characterizes the essential image of V :
Proposition 1.8.23. Let C⊗ be an ∞-operad. The following conditions are equivalent:
(1) The∞-operad C⊗ lies in the essential image of the localization functor V defined above: in other words,
there exists another ∞-operad D⊗ and a bifunctor of ∞-operads θ : N(Γ)×D⊗ → C⊗ which induces a
weak equivalence of ∞-preoperads.
(2) The ∞-operad C⊗ is coCartesian.
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Proof. Suppose first that (1) is satisfied. We will prove that C⊗ is equivalent to D
‘
. Let θ0 : N(Γ)×D → C
⊗
be the restriction of θ. In view of Theorem 1.5.6, it will suffice to show that for every ∞-operad E⊗,
composition with θ0 induces an equivalence of ∞-categories AlgC(E)→ Fun(D,CAlg(E)). This map factors
as a composition
AlgC(E)
φ
→ AlgD(CAlg(E))
φ′
→ Fun(D,CAlg(E)).
Our assumption that θ induces a weak equivalence of ∞-preoperads guarantees that φ is an equivalence of
∞-categories. To prove that φ′ is a weak equivalence, it suffices to show that CAlg(E)⊗ is a coCartesian
∞-operad (Proposition 1.9.8), which follows from Proposition 2.7.9.
Conversely, suppose that C⊗ is coCartesian. We will prove that the canonical map C⊗×{〈1〉} →
C
⊗×N(Γ) induces a weak equivalence of ∞-preoperads C⊗,♮ ≃ C⊗,♮⊙N(Γ)♮. Unwinding the definitions,
it suffices to show that for every ∞-operad D⊗, the canonical map
AlgC(CAlg(D))→ AlgC(D)
is an equivalence of ∞-categories. Invoking Theorem 1.5.6, we can reduce to proving that the forgetful
functor ψ : Fun(C,CAlg(CAlg(D)) → Fun(C,CAlg(D)) is an equivalence of ∞-categories. This is clear,
since ψ is a left inverse to the functor induced by the equivalence CAlg(D) → CAlg(CAlg(D)) of Example
1.8.22.
1.9 Unital ∞-Operads
Our goal in this section is to introduce a special class of∞-operads, which we will call unital∞-operads. We
will also establish a basic result about O-algebra objects in the case where O is unital (Proposition 1.9.8),
which was already used in §1.5.
We begin with an elementary observation about the∞-operad E0. Note that the functor ∧ : Γ×Γ→ Γ of
Notation 1.8.10 restricts to a functor Γsi×Γsi → Γsi. Passing to nerves, we obtain a bifunctor of ∞-operads
E0 × E0 → E0.
Proposition 1.9.1. The above construction determines an equivalence of ∞-preoperads
E
♮
0 ⊙ E
♮
0 → E
♮
0.
Proof. Consider the map f : ∆1 → E0 determined by the morphism 〈0〉 → 〈1〉 in Γ
si. Example 1.8.8 asserts
that f induces a weak equivalence of ∞-preoperads (∆1)♭ → E♮0. It follows from Remark 1.8.14 that the
induced map
(∆1)♭ ⊙ (∆1)♭ → E♮0 ⊙ E
♮
0
is a weak equivalence of∞-preoperads. By a two-out-of-three argument, we are reduced to showing that the
induced map (∆1)♭ ⊙ (∆1)♭ → E♮0 is a weak equivalence of ∞-preoperads. Example 1.8.8 asserts that the
composition of this map with the diagonal δ : (∆1)♭ → (∆1)♭⊙ (∆1)♭ is a weak equivalence of∞-preoperads.
Using a two-out-of-three argument again, we are reduced to proving that δ is a weak equivalence.
Unwinding the definitions, it suffices to show the following: for every ∞-operad p : O⊗ → N(Γ), compo-
sition with δ induces a trivial Kan fibration
FunN(Γ)(∆
1 ×∆1,O⊗)→ FunN(Γ)(∆
1,O⊗).
This follows from Proposition T.4.3.2.15, since every functor F ∈ FunN(Γ)(∆
1 × ∆1,O⊗) is a p-left Kan
extension of F ◦ δ (because every morphism in O⊗〈0〉 is an equivalence).
Corollary 1.9.2. Let i : {〈0〉}♭ → E♮0 denote the inclusion. Then composition with i induces weak equiva-
lences of ∞-preoperads
E
♮
0 ≃ E
♮
0 ⊙ {〈0〉}
♭ → E♮0 ⊙ E
♮
0
E
♮
0 ≃ {〈0〉}
♭ ⊙ E♮0 → E
♮
0 ⊙ E
♮
0.
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Corollary 1.9.3. Let Catlax∞ denote the ∞-category of (small) ∞-operads, which we identify with the un-
derlying ∞-category N(POp∞
o) of the monoidal simplicial model category POp∞. Let U : Cat
lax
∞ → Cat
lax
∞
be induced by the left Quillen functor X 7→ X ⊙ E♮0. Then U is a localization functor from Cat
lax
∞ to itself.
Proof. Combine Corollary 1.9.2 with Proposition T.5.2.7.4.
Our next goal is to describe the essential image of the localization functor U : Catlax∞ → Cat
lax
∞ of Corollary
1.9.3.
Definition 1.9.4. We will say that an∞-operadO⊗ is unital if, for every objectX ∈ O, the spaceMulO(∅, X)
is contractible.
Example 1.9.5. The commutative and associative ∞-operads are unital. The ∞-operad E0 is unital. The
trivial ∞-operad is not unital.
Proposition 1.9.6. Let O⊗ be an ∞-operad. The following conditions are equivalent:
(1) The ∞-category O⊗ is pointed (that is, there exists an object of O⊗ which is both initial and final).
(2) The ∞-operad O⊗ is unital.
(3) The∞-operad O⊗ lies in the essential image of the localization functor U : Catlax∞ → Cat
lax
∞ of Corollary
1.9.3.
The proof depends on the following preliminary results:
Lemma 1.9.7. Let p : O⊗ → N(Γ) be an ∞-operad. Then an object X of the ∞-category O⊗ is final if and
only if p(X) = 〈0〉. Moreover, there exists an object of O⊗ satisfying this condition.
Proof. Since O⊗ is an ∞-operad, we have an equivalence O⊗〈0〉 ≃ O
0 ≃ ∆0; this proves the existence of an
object X ∈ O⊗ such that p(X) = 〈0〉. Since O⊗ is an ∞-operad, the object X ∈ O⊗ is p-final. Since
p(X) = 〈0〉 is a final object of N(Γ), it follows that X is a final object of O⊗.
To prove the converse, suppose that X ′ is any final object of O⊗. Then X ′ ≃ X so that p(X ′) ≃ 〈0〉. It
follows that p(X ′) = 〈0〉, as desired.
Proof of Proposition 1.9.6. We first show that (1) ⇔ (2). According to Lemma 1.9.7, the ∞-category O⊗
admits a final object Y . Assertion (1) is equivalent to the requirement that Y is also initial: that is, that
the space MapO⊗(Y,X) is contractible for every X ∈ O
⊗. Let 〈n〉 denote the image of X in N(Γ), and
choose inert morphisms X → Xi covering ρ
i : 〈n〉 → 〈1〉 for 1 ≤ i ≤ n. Since X is a p-limit of the diagram
{Xi}1≤i≤n → O
⊗, we conclude that MapO⊗(Y,X) ≃
∏
1≤i≤nMapO⊗(Y,Xi). Assertion (1) is therefore
equivalent to the requirement that MapO⊗(Y,X) is contractible for X ∈ O, which is a rewording of condition
(2).
We now show that (1) ⇒ (3). Let α : O⊗ → U O⊗ be a morphism in Catlax∞ which exhibits U O
⊗ as
a U -localization of O⊗. We will prove that there exists a morphism β : U O⊗ → O⊗ such that β ◦ α is
equivalent to idO⊗ . We claim that β is a homotopy inverse to α: to prove this, it suffices to show that α ◦ β
is homotopic to the identity idU O⊗ . Since U O
⊗ is U -local and α is a U -equivalence, it suffices to show that
α ◦ β ◦ α is homotopic to α, which is clear.
To construct the map β, we observe that U O⊗ can be identified with a fibrant replacement for the object
O
⊗,♮⊙(∆1)♭ ∈ POp∞ (here we regard (∆1)♭ as an ∞-preoperad as in the proof of Proposition 1.9.1). It
will therefore suffice to construct a map h : O⊗×∆1 → O⊗ such that h|(O⊗×{1}) = idO⊗ and h|(O
⊗×{0})
factors through O⊗〈0〉. The existence of h follows immediately from assumption (1).
To show that (3)⇒ (1), we reverse the above reasoning: if O⊗ is U -local, then there exists a morphism
β : U O⊗ → O⊗ which is right inverse to α, which is equivalent to the existence of a map h : O⊗×∆1 → O⊗
as above. We may assume without loss of generality that h|(O⊗×{0}) is the constant map taking some value
X ∈ O⊗〈0〉. Then h can be regarded as a section of the left fibration (O
⊗)X/ → O⊗. This proves that X is an
initial object of O⊗. Since X is also a final object of O⊗, we deduce that O⊗ is pointed as desired.
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Proposition 1.9.8. Let O⊗ be a unital ∞-operad. Let C be an ∞-category, and regard C as the ∞-category
underlying the ∞-operad C∐. Then the restriction functor AlgO(C) → Fun(O,C) is an equivalence of ∞-
categories.
Corollary 1.9.9. Let C be an ∞-category, and regard C as the underlying ∞-category of the ∞-operad C∐.
Then the forgetful functor CAlg(C)→ C is a trivial Kan fibration.
Proof of Proposition 1.9.8. Let D denote the fiber product
O
⊗×N(Γ)N(Γ
∗).
By definition, a map O⊗ → C∐ in (Set∆)/N(Γ) can be identified with a functor A : D → C. Such a functor
determines a map of ∞-operads if and only if the following condition is satisfied:
(∗) Let α be a morphism in D whose image in N(Γ) is inert. Then A(α) is an equivalence in C.
We can identify AlgO(C) with the full subcategory of Fun(D,C) spanned by those functors which satisfy (∗).
We observe that the inverse image in D of 〈1〉 ∈ N(Γ) is canonically isomorphic to O. Via this isomor-
phism, we will regard O as a full subcategory of D. In view of Proposition T.4.3.2.15, it will suffice to prove
the following:
(a) A functor A : D → C is a left Kan extension of A|O if and only if it satisfies condition (∗).
(b) Every functor A0 : O → C admits an extension A : D → C satisfying the equivalent conditions of (a).
We can identify objects of D with pairs (X, i), where X ∈ O⊗〈n〉 and 1 ≤ i ≤ n. For any such pair, we can
choose an inert morphism X → Xi lying over ρi : 〈n〉 → 〈1〉. We then have a morphism f : (X, i)→ (Xi, 1).
Using the assumption that O⊗ is unital, we deduce that the map
MapD(Y, (X, i))→ MapD(Y, (Xi, 1)) ≃ MapO(Y,Xi)
is a homotopy equivalence for each Y ∈ O ⊆ D. In particular, we conclude that f admits a right homotopy
inverse g : (Xi, 1)→ (X, i). It follows that composition with g induces a homotopy equivalence
MapD(Y, (Xi, 1))→ MapD(Y, (X, i))
for each Y ∈ O. This implies that the inclusion O ⊆ D admits a right adjoint G, given by (X, i) 7→ (Xi, 1).
This immediately implies (b) (we can take A = A0 ◦G) together with the following version of (a):
(a′) A functor A : D → C is a left Kan extension of A|O if and only if, for every object (X, i) ∈ D, the
map A(g) is an equivalence in C, where g : (Xi, 1)→ (X, i) is defined as above.
Since g is a right homotopy inverse to the inert morphism f : (X, i) → (Xi, 1), assertion (a′) can be
reformulated as follows: a functor A : D → C is a left Kan extension of A|O if and only if the following
condition is satisfied:
(∗′) Let (X, i) ∈ D be an object, and let f : (X, i) → (Xi, 1) be defined as above. Then A(f) is an
equivalence in C.
To complete the proof, it will suffice to show that conditions (∗) and (∗′) are equivalent. The implication
(∗)⇒ (∗′) is obvious. For the converse, suppose that h : (Y, j)→ (X, i) is an arbitrary morphism in D whose
image in O⊗ is inert. We then have a commutative diagram
(Y, j)
f ′
$$H
HH
HH
HH
HH
f // (X, i)
f ′′zzvvv
vv
vv
vv
(Xi, 1)
Condition (∗′) guarantees that A(f ′) and A(f ′′) are equivalences, so that A(f) is an equivalence by the
two-out-of-three property.
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1.10 O-Operad Families
Let O⊗ be an ∞-operad. Then, for each n ≥ 0, we have a canonical equivalence of ∞-categories O⊗〈n〉 ≃ O
n.
Our goal in this section is to introduce a mild generalization of the notion of an∞-operad, where we replace
the absolute nth power On with the nth fiber power over some base simplicial set S ≃ O⊗〈0〉. The discussion
in this section is of a somewhat technical nature and we recommend that it be skipped at a first reading
(these ideas will be needed in §3).
It will be convenient for us to employ the formalism of categorical patterns developed in §B.??; in what
follows, we will assume that the reader is familiar with the terminology described there.
Definition 1.10.1. Let O⊗ be an ∞-operad. We define a categorical pattern (see Definition B.??) PfamO =
(M,T, {pα : ∆1 ×∆1 → O
⊗}α∈A) on O
⊗ as follows:
(1) The set M consists of all inert morphisms in O⊗.
(2) The set T consists of all 2-simplices in O⊗.
(3) The set A parametrizes all diagrams ∆1 ×∆1 → O⊗ of inert morphisms having the property that the
induced diagram of inert morphisms in Γ
〈m〉 //

〈n〉

〈m′〉 // 〈n′〉
induces a bijection of finite sets 〈m′〉◦
∐
〈n′〉◦ 〈n〉
◦ → 〈m〉◦.
We will say that a map of simplicial sets C⊗ → O⊗ exhibits C⊗ as a O-operad family it it is PfamO -fibered,
in the sese of Remark B.??. In the special case O⊗ = N(Γ), we will simply say that C⊗ is an ∞-operad
family.
Definition 1.10.2. Let O⊗ be an∞-operad, and let p : C⊗ → O⊗ be an∞-operad family. We will say that
a morphism f in C⊗ is inert if p(f) is an inert morphism of O⊗ and f is p-coCartesian.
The following basic result guarantees that∞-operad families are not far from being∞-operads themselves.
Proposition 1.10.3. Let p : C⊗ → N(Γ) be a map of simplicial sets. The following conditions are equivalent:
(1) The map p exhibits C⊗ as an ∞-operad family, and the fiber C⊗〈0〉 is a contractible Kan complex.
(2) The map p exhibits C⊗ as an ∞-operad.
We will give the proof of Proposition 1.10.3 at the end of this section.
Remark 1.10.4. Let O⊗ be an∞-operad, and letD be any∞-category. Then the projection map D×O⊗ →
O
⊗ exhibits D×O⊗ as a O-operad family. Moreover, a morphism in D×O⊗ is inert if and only if its image
in O⊗ is inert and its image in D is an equivalence. To prove this, it suffices to show that the product
functor X 7→ X × (O⊗,M) is a right Quillen functor from the category Set+∆ of marked simplicial sets to
(Set+∆)/Pfam
O
; here M denotes the collection of all inert morphisms in O⊗. Equivalently, it suffices to show
that the forgetful functor (Set+∆)/Pfam
O
→ Set+∆ is a left Quillen functor. This follows from Example B.??.
Proposition 1.10.5. Let O⊗ be an ∞-operad, let p : C⊗ → O⊗ be an ∞-operad family. Suppose we are
given a pullback diagram of ∞-categories
C
′⊗ //

C
⊗
q

D
′ // D
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where q× p : C⊗ → D×O⊗ is a categorical fibration and q carries inert morphisms in C⊗ to equivalences in
D. Then:
(1) The ∞-category C′
⊗
is an O-operad family, and a morphism in C′
⊗
is inert if and only if its image in
C
⊗ is inert and its image in D′ is an equivalence.
(2) Suppose that D′ is a contractible Kan complex and that q induces an equivalence of ∞-categories
C
⊗
〈0〉 → D. Then the functor C
′⊗ → O⊗ is a fibration of ∞-operads.
Proof. Let MC denote the collection of inert morphisms in C
⊗, let MO denote the collection of inert mor-
phisms in O⊗. For each∞-category E, let E♮ denote the marked simplicial set (E,M), where M denotes the
collection of all equivalences in E. Assertion (1) is equivalent to the requirement that the fiber product
(D′
♮
× (O⊗,MO))×D♮×(O⊗,MO) (C
⊗,MC)
is a fibrant object of (Set+∆)/Pfam
O
. Since (D′)♮ × (O⊗,MO) is fibrant (Remark 1.10.4), it will suffice to show
that q × p induces a fibration
(C⊗,MC)→ D
♮×(O⊗,MO).
Since the domain and codomain of this morphism are both fibrant (using Remark 1.10.4 again), this is
equivalent to our assumption that q × p is a categorical fibration (Proposition B.??). This proves (1).
Using Proposition B.?? again, we deduce that the underlying map of simplicial sets C′
⊗
→ D′×O⊗ is a
categorical fibration, so the map C′
⊗
→ O⊗ is a categorical fibration. To prove (2), it will suffice to show
that C′
⊗
is an ∞-operad. We have a pullback diagram
C
′⊗
〈0〉
//

C
⊗
〈0〉
q0

D
′ // D .
Since p × q is a categorical fibration, the map q0 is a categorical fibration. If q0 is also an equivalence of
∞-categories, then it is a trivial Kan fibration. If D′ is a contractible Kan complex, we conclude that C′
⊗
〈0〉
is a contactible Kan complex, so that C′
⊗
is an ∞-operad by virtue of Proposition 1.10.3.
Definition 1.10.6. Let O⊗ be an ∞-operad, and let C⊗ → O⊗ be an O-operad family. We let AlgO(C)
denote the full subcategory of FunO⊗(O
⊗,C⊗) spanned by those functors which preserve inert morphisms.
Remark 1.10.7. In the special case where C⊗ → O⊗ is a fibration of ∞-operads, Definition 1.10.6 agrees
with Definition 1.3.1.
Example 1.10.8. Let O⊗ be an ∞-operad and let D be an ∞-category, and regard C⊗ = D×O⊗ as a
O-operad family (Remark 1.10.4). Unwinding the definitions, we see that AlgO(C) can be identified with
the full subcategory of Fun(O⊗,D) spanned by those functors F which carry inert morphisms in O⊗ to
equivalences in D. This condition is equivalent to the requirement that F be a right Kan extension of its
restriction to the contractible Kan complex O⊗〈0〉. Using Proposition T.4.3.2.15, we deduce that evaluation
at any object X ∈ O⊗〈0〉 induces a trivial Kan fibration AlgO(C) → D. This Kan fibration has a section
s : D → AlgO(C), given by the diagonal embedding D → Fun(O
⊗,D). It follows that s is an equivalence of
∞-categories.
Proof of Proposition 1.10.3. We first prove that (1)⇒ (2). Fix an objectX ∈ C⊗〈n〉, and choose p-coCartesian
morphisms fi : X → Xi covering the maps ρ
i : 〈n〉 → 〈1〉 in N(Γ). These maps determine a diagram
q : 〈n〉◦
⊳
→ C⊗; we wish to prove that q is a p-limit diagram. The proof proceeds by induction on n.
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If n = 0, then we must show that every object X ∈ C⊗〈0〉 is p-final. In other words, we must show that
for every object Y ∈ C⊗〈m〉, the homotopy fiber of the map
MapC⊗(Y,X)→ MapN(Γ)(〈m〉, 〈0〉)
is contractible. Fix a map α : 〈m〉 → 〈0〉 (in fact, there is a unique such morphism); since α is inert, we can
choose a p-coCartesian morphism Y → Y ′ lifting α. In view of Proposition T.2.4.4.2, we can identify the
relevant homotopy fiber with Map
C
⊗
〈0〉
(Y ′, X). This space is contractible by virtue of our assumption that
C
⊗
〈0〉 is a contractible Kan complex.
If n = 1, there is nothing to prove. Assume that n > 1. Let β : 〈n〉 → 〈n− 1〉 be defined by the formula
β(i) =
{
i if 1 ≤ i ≤ n− 1
∗ otherwise,
and choose a p-coCartesian morphism g : X → X ′ lying over β. Using the assumption that g is p-coCartesian,
we obtain factorizations of fi as a composition
X
g
→ X ′
f ′i→ Xi
for 1 ≤ i ≤ n. These factorizations determine a diagram
q′ : (〈n− 1〉◦
⊳
∐
{n})⊳ → C⊗
extending q. Fix an object X0 ∈ C
⊗
〈0〉. We have seen that X0 is a p-final object of C
⊗. Since 〈0〉 is also a
final object of N(Γ), we deduce that X0 is a final object of C
⊗. We may therefore extend q′ to a diagram
q′′ : {x} ⋆ (〈n− 1〉◦
⊳
∐
{n}) ⋆ {x0} → C
⊗
carrying x to X and x0 to X0.
In view of Lemma T.4.3.2.7, to prove that q is a p-limit diagram it will suffice to show the following:
(a) The restriction q′′|(〈n− 1〉◦
⊳∐
{n}) ⋆ {x0} is a p-right Kan extension of q′′|〈n〉
◦
.
(b) The diagram q′′ is a p-limit.
Using Proposition T.4.3.2.8, we can break the proof of (a) into two parts:
(a′) The restriction q′′|(〈n− 1〉◦
⊳∐
{n}) ⋆ {x0} is a p-right Kan extension of q′′|(〈n− 1〉
◦⊳∐{n}).
(a′′) The restriction q′′|(〈n− 1〉◦
⊳∐
{n}) is a p-right Kan extension of q′′|〈n〉◦.
Assertion (a′) follows from the observation that X0 is a p-final object of C
⊗, and (a′′) follows from the
inductive hypothesis.
To prove (b), we observe that the inclusion (∅⊳
∐
{n}) ⋆ {x0} ⊆ (〈n− 1〉
◦⊳∐{n}) ⋆ {x0} is cofinal (for
example, using Theorem T.4.1.3.1). Consequently, it suffices to show that the restriction of q′′ to {x} ⋆
(∅⊳
∐
{n}) ⋆ {x0} is a p-limit diagram, which follows from assumption (2) (since this restriction of q′′ is a
p-coCartesian lift of the inert diagram
〈n〉
ρi //
β

〈1〉

〈n− 1〉 // 〈0〉.
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To complete the proof that (1) ⇒ (2), we must show that for each n ≥ 0, the maps ρi! : C
⊗
〈n〉 → C
⊗
〈1〉
induce an equivalence of ∞-categories θn : C
⊗
〈n〉 → (C
⊗
〈1〉)
n. The proof again proceeds by induction on n.
When n = 0, this follows immediately from the contractibility of C⊗〈0〉, and when n = 1 there is nothing to
prove. Assume therefore that n ≥ 2 and observe that θ is equivalent to the composition
C
⊗
〈n〉
β!×α!→ C⊗〈n−1〉×C
⊗
〈1〉
θn−1×id
→ (C⊗〈1〉)
n,
where β : 〈n〉 → 〈n− 1〉 is defined as above and α = ρn. By virtue of the inductive hypothesis, it suffices
to show that the map β! × α! is an equivalence of ∞-categories. We have a homotopy coherent diagram of
∞-categories
C
⊗
〈n〉
β! //
α!

C
⊗
〈n−1〉

C
⊗
〈1〉
// C⊗〈0〉 .
Because C⊗ is an ∞-operad family, this square is a homotopy pullback. Since C⊗〈0〉 is a contractible Kan
complex, we conclude that β! × α! is a categorical equivalence as desired. This completes the proof that
(1)⇒ (2).
We now prove that (2)⇒ (1). Assume that C⊗ is an ∞-operad. Then we have a categorical equivalence
C
⊗
〈0〉 → (C
⊗
〈1〉)
0, so that C⊗〈0〉 is a contractible Kan complex. It will therefore suffice to show that C
⊗ is an
∞-operad family. Fix a diagram σ : ∆1 ×∆1 → N(Γ) of inert morphisms
〈n〉
α //
β

γ
""D
DD
DD
DD
D
〈m〉

〈m′〉 // 〈k〉
which induces a bijection 〈m〉◦
∐
〈k〉◦ 〈m
′〉◦. We wish to prove the following:
(i) Every map σ : ∆1×∆1 → C⊗ lifting σ which carries every morphism in ∆1×∆1 to an inert morphism
in C⊗ is a p-limit diagram.
(ii) Let σ0 denote the restriction of σ to the full subcategory K of ∆
1×∆1 obtained by omitting the initial
object. If σ0 : K → C
⊗ is a map lifting σ0 which carries every edge of K to an inert morphism in C
⊗,
then σ0 can be extended to a map σ : ∆
1 ×∆1 → C⊗ satisfying the hypothesis of (i).
To prove these claims, consider the ∞-category A˜ = (∆1 ×∆1) ⋆ 〈n〉◦, and let A denote the subcategory
obtained by removing those morphisms of the form (1, 1)→ i where i ∈ γ−1{∗}, (0, 1)→ i where i ∈ β−1{∗},
and (1, 0)→ i where i ∈ α−1{∗}. We observe that σ can be extended uniquely to a diagram τ : A → N(Γ)
such that τ(i) = 〈1〉 for i ∈ 〈n〉◦, and τ carries the morphism (0, 0) → i to the map ρi : 〈n〉 → 〈1〉. The
assumption that 〈n〉◦ ≃ 〈m〉◦
∐
〈k〉◦ 〈m
′〉◦. guarantees that for each i ∈ 〈n〉◦, the∞-category (∆1×∆1)×AA/i
contains a final object corresponding to a morphism (j, j′) → i in A, where (j, j′) 6= (0, 0). Note that the
image of this morphism in N(Γ) is inert.
Let σ : ∆1 ×∆1 be as (i). Using Lemma T.4.3.2.13, we can choose a p-left Kan extension τ : A→ C⊗ of
σ such that p ◦ τ = τ . Let A0 denote the full subcategory of A obtained by removing the object (0, 0). We
observe that the inclusion Kop ⊆ (A0)op is cofinal (Theorem T.4.1.3.1). Consequently, to prove that σ is a
q-limit diagram, it suffices to show that τ is a q-limit diagram. Since C⊗ is an∞-operad, the restriction of τ
to {(0, 0)} ⋆ 〈n〉◦ is a p-limit diagram. To complete the proof, it will suffice (by virtue of Lemma T.4.3.2.7)
to show that τ |A0 is a p-right Kan extension of τ |〈n〉◦. This again follows immediately from our assumption
that C⊗ is an ∞-operad.
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We now prove (ii). Let σ0 : K → C
⊗ be as in (ii). Using Lemma T.4.3.2.13, we can choose a p-left Kan
extension τ0 : A
0 → C⊗ of σ0 covering the map τ0 = τ |A0. Using the assumption that C
⊗ is an ∞-operad,
we deduce that τ0 is a p-right Kan extension of τ0|〈n〉
◦, and that τ0|〈n〉
◦ can be extended to a p-limit
diagram τ˜0 : {(0, 0)} ⋆ 〈n〉
◦ → C⊗ lifting τ |({(0, 0)} ⋆ 〈n〉◦); moreover, any such diagram carries each edge
of {(0, 0)} ⋆ 〈n〉◦ to an inert morphism in C⊗. Invoking Lemma T.4.3.2.7, we can amalgamate τ˜0 and τ0 to
obtain a diagram τ : A→ C⊗ covering τ . We claim that σ = τ |∆1 ×∆1 is the desired extension of σ0. To
prove this, it suffices to show that τ carries each morphism of ∆1 ×∆1 to an inert morphism of C⊗. Since
the composition of inert morphisms in C⊗ is inert, it will suffice to show that the maps
τ(0, 1)
β
← τ (0, 0)
α
→ τ (1, 0)
are inert, where α and β are the morphisms lying over α and β determined by τ . We will prove that α is
inert; the case of β follows by the same argument. We can factor α as a composition
τ(0, 0)
α′
→ α!τ (0, 0)
α′′
→ τ (1, 0).
We wish to prove that α′′ is an equivalence in the ∞-category C⊗〈m〉. Since C
⊗ is an ∞-operad, it will suffice
to show that for 1 ≤ j ≤ m, the functor ρj! : C
⊗
〈m〉 → C carries α
′′ to an equivalence in C. Unwinding the
definitions, this is equivalent to the requirement that the map τ(0, 0)→ τ (i) is inert, where i = α−1(j) ∈ 〈n〉◦,
which follows immediately from our construction.
2 Algebras
Let C⊗ → O⊗ be a fibration of ∞-operads. In §1.3, we introduced the ∞-category AlgO(C) of O-algebra
objects of C. Our goal in this section is to study these ∞-categories in more detail. In particular, we will
study conditions which guarantee the existence (and allow for the computation of) limits and colimits in
AlgO(C). We begin in §2.1 with the study of limits in AlgO(C). This is fairly straightforward: the basic
result is that limits in AlgO(C) can be computed in the underlying ∞-category C (Proposition 2.1.1).
The study of colimits is much more involved. First of all, we do not expect colimits in AlgO(C) to be
computed in the underlying ∞-category C in general. This is sometimes true for colimits of a special type
(namely, colimits of diagrams indexed by sifted simplicial sets). However, even in this case the existence of
colimits in AlgO(C) requires strong assumptions than the existence of the relevant colimits in C: we must also
assume that these colimits are compatible with the ∞-operad structure on C. In §2.2 we will axiomatize the
relevant compatibility by introducing the theory of operadic colimit diagrams. As with the usual theory of
colimits, there is a relative version of the notion of an operadic colimit diagram, which we will refer to as an
operadic left Kan extension. We will study operadic left Kan extensions in §2.5, and prove a basic existence
and uniqueness result (Theorem 2.5.6). The proof is somewhat technical, and involves a mild generalization
of the theory of minimal ∞-categories which we review in §2.4.
Suppose we are given a map of ∞-operads O′
⊗
→ O⊗. Composition with this map induces a forgetful
functor θ : AlgO(C)→ AlgO′(C). In §2.6, we will apply the theory of operadic left Kan extensions to construct
a left adjoint to the forgetful functor θ (assuming that C satisfies some reasonable hypotheses). In the special
case where O′
⊗
is the trivial∞-operad, we can think of this left adjoint as a “free algebra” functor F . Though
it is difficult to construct colimits of algebras in general, it is often much easier to construct colimits of free
algebras, since the functor F preserves colimits (because it is a left adjoint). In §2.7 we will exploit this
observation to construct general colimits in AlgO(C): the basic idea is to resolve arbitrary algebras with free
algebras. Although this strategy leads to a fairly general existence result (Corollary 2.7.3), it is somewhat
unsatisfying because it does not yield a formula which describes the colimit of a diagram K → AlgO(C)
except in the special case where K Is sifted. However, we can sometimes do better for specific choices of
the underlying ∞-operad O⊗. For example, if O⊗ is the commutative ∞-operad Comm = N(Γ), then it is
easy to construct finite coproducts in the ∞-category AlgO(C) = CAlg(C): these are simply given by tensor
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products in the underlying ∞-category C (Proposition 2.7.6). For coproducts of empty collections, we can
be more general: there is an easy construction for initial objects of AlgO(C) whenever the ∞-operad O
⊗ is
unital. We will describe this construction in §2.3.
2.1 Limits of Algebras
In this section, we will study the formation of limits in ∞-categories of algebra objects. Our main result is
the following:
Proposition 2.1.1. Suppose we are given maps of∞-operads C⊗
p
→ D⊗ → O⊗. and a commutative diagram
K
f //

AlgO(C)
q

K⊳
g // AlgO(D).
Assume that for every object X ∈ O, the induced diagram
K
fX //

CX

K⊳ //
fX
==z
z
z
z
DX
admits an extension as indicated, where fX is a p-limit diagram. Then:
(1) There exists an extension f : K⊳ → AlgO(C) of f which is compatible with g, such that f is a q-limit
diagram.
(2) Let f : K⊳ → AlgO(C) be an arbitrary extension of f which is compatible with g. Then f is a q-limit
diagram if and only if for every object X ∈ O, the induced map fX : K
⊳ → CX is a p-limit diagram.
Warning 2.1.2. Let f : K⊳ → AlgO(C) be as in part (2) of Proposition 2.1.1, and let X ∈ O. Although the
map fX takes values in C ⊆ C
⊗, the condition that fX be a p-limit diagram is generally stronger than the
condition that fX be a p0-limit diagram, where p0 : C → D denotes the restriction of p.
In spite of Warning 2.1.2, the criterion of Proposition 2.1.1 can be simplified if we are willing to restrict
our attention to the setting of O-monoidal ∞-categories.
Corollary 2.1.3. Let O⊗ be an∞-operad and let p : C⊗ → D⊗ be a O-monoidal functor between O-monoidal
∞-categories. Suppose given a commutative diagram
K
f //

AlgO(C)
q

K⊳
g // AlgO(D)
such that, for every object X ∈ O, the induced diagram
K
fX //

CX
pX

K⊳ //
fX
==z
z
z
z
DX
admits an extension as indicated, where fX is a pX-limit diagram. Then:
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(1) There exists an extension f : K⊲ → AlgO(C) of f which is compatible with g, such that f is a q-limit
diagram.
(2) Let f : K⊳ → AlgO(C) be an arbitrary extension of f which is compatible with g. Then f is a q-limit
diagram if and only if for every object X ∈ O, the induced map K⊳ → C is a pX-limit diagram.
Proof. Combine Proposition 2.1.1 with Corollary T.4.3.1.15.
Passing to the case D⊗ = O⊗, we obtain the following result:
Corollary 2.1.4. Let p : C⊗ → O⊗ be a coCartesian fibration of ∞-operads, and let q : K → AlgO(C) be a
diagram. Suppose that, for every object X ∈ O, the induced diagram qX : K → CX admits a limit. Then:
(1) The diagram q : K → AlgO(C) admits a limit.
(2) An extension q : K⊳ → AlgO(C) of q is a limit diagram if and only if the induced map qX : K
⊳ → CX
is a limit diagram for each X ∈ O.
Corollary 2.1.5. Let p : C⊗ → O⊗ be a coCartesian fibration of ∞-operads and let K be a simplicial set.
Suppose that, for every object X ∈ O⊗, the fiber CX admits K-indexed limits. Then:
(1) The ∞-category AlgO(C) admits K-indexed limits.
(2) An arbitrary diagram K⊳ → AlgO(C) is a limit diagram if and only the composite diagram
K⊳ → AlgO(C)→ CX
is a limit, for each X ∈ O.
In particular, for each X ∈ O the evaluation functor AlgO(C)→ CX preserves K-indexed limits.
Corollary 2.1.6. Let pC⊗ → O⊗ be a coCartesian fibration of ∞-operads. Then a morphism f in AlgO(C)
is an equivalence if and only if its image in CX is an equivalence, for each X ∈ O.
Proof. Apply Corollary 2.1.5 in the case K = ∆0.
We now turn to the proof of Proposition 2.1.1. We will need the the following simple observation:
Lemma 2.1.7. Let p : C⊗ → O⊗ be a fibration of ∞-operads, and let γ : A→ A′ be a morphism in AlgO(C).
The following conditions are equivalent:
(1) The morphism γ is an equivalence in AlgO(C).
(2) For every object X ∈ O, the morphism γ(X) is an equivalence in C.
Proof. The implication (1) ⇒ (2) is obvious. Conversely, suppose that (2) is satisfied. Let X ∈ O⊗〈n〉; we
wish to prove that γ(X) is an equivalence in C⊗〈n〉. Since C
⊗ is a symmetric monoidal ∞-category, it suffices
to show that for every 1 ≤ j ≤ n, the image of γ(X) under the functor ρj! : C
⊗
〈n〉 → C is an equivalence. Since
A and A′ are lax monoidal functors, this morphism can be identified with γ(Xj) where Xj is the image of
X under the corresponding functor O⊗〈n〉 → O. The desired result now follows immediately from (2).
Proof of Proposition 2.1.1. We first establish the following:
(∗) Let h : K⊳ → C⊗〈n〉 be a diagram, and for 1 ≤ i ≤ n let hi denote the image of h under the functor
ρi! : C
⊗
〈n〉 → C. If each hi is a p-limit diagram, then h is a p-limit diagram.
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To prove (∗), we observe that there are natural transformations h → hi which together determine a map
H : K⊳ × 〈n〉◦
⊳
→ C⊗. Since the restriction of H to K⊳ × {i} is a p-limit diagram for 1 ≤ i ≤ n and the
restriction of H to {v} × 〈n〉◦
⊳
is a p-limit diagram for all vertices v in K⊳ (Remark 1.2.4), we deduce from
Lemma T.5.5.2.3 that h is a p-limit diagram as desired.
We now prove the “if” direction of (2). Suppose that f : K⊳ → AlgO(C) induces a p-limit diagram
fX : K
⊳ → C⊗ for each X ∈ O. We claim that the same assertion holds for each X ∈ O⊗. To prove this,
let 〈n〉 denote the image of X in N(Γ), and choose inert morphisms X → Xi in O
⊗ lifting ρi : 〈n〉 → 〈1〉
for 1 ≤ i ≤ n. The image of fX under ρ
i
! can be identified with fXi , and is therefore a p-limit diagram;
the desired result now follows from (∗). Applying Lemma M.2.3.1, we deduce that the diagram f is a q′-
limit diagram, where q′ denotes the projection MapO⊗(O
⊗,C⊗) → MapO⊗(O
⊗,D⊗). Passing to the full
subcategories
AlgO(C) ⊆ MapO⊗(O
⊗,C⊗) AlgO(D) ⊆MapO⊗(O
⊗,D⊗)
we deduce that f is also a q-limit diagram, as desired.
We now prove (1). Choose a categorical equivalence i : K → K ′, where K ′ is an ∞-category and i is a
monomorphism. Since AlgO(D) is an∞-category and q is a categorical fibration, we can assume that f and
g factor through compatible maps f ′ : K ′ → AlgO(C) and K
′⊳ → AlgO(D). Using Proposition T.A.2.3.1,
we deduce that the extension f exists if and only if there is an analogous extension of f ′. We are therefore
free to replace K by K ′ and reduce to the case where K is an ∞-category. The map f classifies a functor
F : K × O⊗ → C⊗ and the map g classifies a functor G : K⊳ × O⊗ → C⊗. We first claim:
(∗′) There exists an extension F : K⊳×O⊗ → C⊗ of F lying over G such that F is a p-right Kan extension
of F .
Let v denote the cone point of K⊳. According to Lemma T.4.3.2.13, it suffices to show that for each object
X ∈ O⊗, the induced diagram (K × O⊗)(v,X)/ ≃ K × O
⊗
X/ → C
⊗ can be extended to a p-limit diagram
compatible with G. Since the inclusion K × {idX} →֒ K × O
⊗
X/ is the opposite of a cofinal morphism, it
suffices to show that we can complete the diagram
K
fX //

C
⊗

K⊳
gX //
fX
=={
{
{
{
D
⊗
so that fX is a p-limit diagram. Let 〈n〉 denote the image of X in N(Γ). Since C
⊗ and D⊗ are ∞-operads,
we have a homotopy commutative diagram
C
⊗
〈n〉
//

C
n

D
⊗
〈n〉
// Dn
where the horizontal morphisms are categorical equivalences. Using Proposition T.A.2.3.1 and our assump-
tion on f , we deduce that fX admits an extension fX (compatible with gX) whose images under the functors
ρi! are p-limit diagrams in C. It follows from (∗) that fX is a p-limit diagram, which completes the verification
of (∗′). Moreover, the proof shows that an extension F of F (compatible with G) is a p-right Kan extension
if and only if, for each X ∈ O⊗〈n〉, the functor ρ
i
! : C
⊗
〈n〉 → C carries F |(K
⊳×{X}) to a p-limit diagram in C⊗.
Let s : O⊗ → C⊗ be the functor obtained by restricting F to the cone point of K⊳. Then s preserves
inert morphisms lying over the maps ρi : 〈n〉 → 〈1〉 and is therefore a map of ∞-operads (Remark 1.2.2). It
follows that F determines an extension f : K⊳ → AlgO(C) of f lifting g. The first part of the proof shows
that f is a q-limit diagram, which completes the proof of (1).
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We conclude by proving the “only if” direction of (2). Let f be a q-left Kan extension of f lying over
g. The proof of (1) shows that we can choose another q-left Kan extension f
′
of f lying over g such that
f
′
X : K
⊳ → C⊗ is a p-limit diagram for each X ∈ O. It follows that f and f
′
are equivalent, so that each fX
is also a p-limit diagram.
2.2 Operadic Colimit Diagrams
Let C⊗ be a symmetric monoidal ∞-category. If the underlying ∞-category C of C⊗ admits limits, then the
∞-category of commutative algebra objects CAlg(C) admits limits: moreover, these limits can be computed
at the level of the underlying objects of C (Corollary 2.1.5). The analogous statement for colimits is false:
colimits of commutative algebra objects generally cannot be computed at the level of the underlying ∞-
category C (though this is often true for sifted colimits: see Proposition 2.7.1). Moreover, to guarantee the
existence of colimits in CAlg(C) it is not enough to assume that C admits all (small) colimits: we must also
assume that the formation of colimits in C is compatible with the symmetric monoidal structure on C.
(∗) For every object C ∈ C, the functor • 7→ C ⊗ • preserves colimits.
Our goal in this section is to study a generalization of condition (∗), which is adapted to fibrations of
∞-operads q : C⊗ → O⊗ which are not necessarily coCartesian fibrations, where O⊗ is not necessarily the
commutative∞-operad, and for which the fibers CX are not necessarily assumed to admit colimits in general.
To this end, we will introduce the rather technical notion of an operadic q-colimit diagram (Definition 2.2.2).
Though this notion is somewhat complicated, it often reduces (under the assumption of a condition like (∗))
to the usual theory of colimits: see Example 2.2.16.
Notation 2.2.1. Let O⊗ be an ∞-operad. We let O⊗ac denote the subcategory of O
⊗ spanned by the active
morphisms.
Definition 2.2.2. Let O⊗ be an ∞-operad and let p : K → O⊗ be a diagram. We let Op/ denote the
∞-category O×O⊗ O
⊗
p/. If p factors through O
⊗
ac, we let O
ac
p/ ⊆ Op/ denote the ∞-category O×O⊗ac(O
⊗
ac)p/.
Let q : C⊗ → O⊗ be a fibration of ∞-operads, let p : K⊲ → C⊗ac be a diagram, and let p = p|K. We will
say that p is a weak operadic q-colimit diagram if the evident map
ψ : Cacp/ → C
ac
p/×Oacqp/ O
ac
qp/
is a trivial Kan fibration.
We say that an active diagram p : K → C⊗ is an operadic q-colimit diagram if the composite functor
K
p
→ C⊗ac
•⊕C
−→ C⊗ac
is a weak operadic q-colimit diagram, for every object C ∈ C⊗ (here the functor ⊕ is defined as in Remark
1.6.6).
Remark 2.2.3. Let q : C⊗ → O⊗ be as in Definition 2.2.2, let p : K⊲ → C⊗ac be a weak operadic q-colimit
diagram, and let L → K be a cofinal map of simplicial sets. Then the induced map L⊲ → C⊗ac is a weak
operadic q-colimit diagram.
Remark 2.2.4. The map ψ appearing in Definition 2.2.2 is always a left fibration (Proposition T.2.1.2.1);
consequently, it is a trivial Kan fibration if and only if it is a categorical equivalence (Corollary T.2.4.4.6).
Example 2.2.5. Let q : C⊗ → O⊗ be as in Definition 2.2.2, letK = ∆0, and suppose that p : K⊲ ≃ ∆1 → C⊗ac
corresponds to an equivalence in C⊗. Then p is an operadic q-colimit diagram.
The remainder of this section is devoted to a series of somewhat technical results which are useful for
working with operadic colimit diagrams.
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Proposition 2.2.6. Let q : C⊗ → O⊗ be a fibration of ∞-operads let p : K⊲ → C⊗ac be a diagram. The
following conditions are equivalent:
(1) The map p is a weak operadic q-colimit diagram.
(2) For every n > 0 and every diagram
K ⋆ ∂∆n
f0 //

C
⊗
ac

K ⋆∆n
f
;;v
v
v
v
v f // O⊗ac
such that the restriction of f0 to K ⋆ {0} coincides with p and f0(n) ∈ C, there exists a dotted arrow f
as indicated above.
Proof. The implication (2) ⇒ (1) follows immediately from the definition. For the converse, suppose that
(1) is satisfied. Let r : ∆n ×∆1 → ∆n be the map which is given on vertices by the formula
r(i, j) =
{
i if j = 0
n if j = 1.
Set
X = ∂∆n
∐
Λnn×{0}
(Λnn ×∆
1)
∐
Λnn×{1}
∆n,
and regard X as a simplicial subset of ∆n ×∆1; we observe that r carries X into ∂∆n. Composing f0 and
f with r, we obtain a diagram
X
g0 //

(C⊗ac)f0|K/
q′

∆n ×∆1) //
g
88r
r
r
r
r
r
(O⊗ac)f |K/.
To complete the proof, it will suffice to show that we can supply the dotted arrow in this diagram (we can
then obtain f by restricting g to ∆n × {0}). To prove this, we define a sequence of simplicial subsets
X = X(0) ⊂ X(1) ⊂ X(2) ⊂ · · · ⊂ X(2n+ 1) = ∆n ×∆1
and extend g0 to a sequence of maps gi : X(i)→ (C
⊗
ac)f0|K/ compatible with the projection q
′. The analysis
proceeds as follows:
(i) For 1 ≤ i ≤ n, we let X(i) be the simplicial subset of ∆n×∆1 generated by X(i−1) and the n-simplex
σ : ∆n → ∆n ×∆1 given on vertices by the formula
σ(j) =
{
(j, 0) if j ≤ n− i
(j − 1, 1) if j > n− i.
We have a pushout diagram of simplicial sets
Λnn−i //

X(i− 1)

∆n // X(i).
If 1 ≤ i < n, then the extension gi of gi−1 exists because q
′ is an inner fibration. If i = n, then the
desired extension exists by virtue of assumption (1).
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(ii) If i = n+ i′ for 0 < i′ ≤ n+ 1, we let X(i) be the simplicial subset of ∆n ×∆1 generated by X(i− 1)
and the (n+ 1)-simplex σ : ∆n+1 → ∆n ×∆1 given on vertices by the formula
σ(j) =
{
(j, 0) if j < i′
(j − 1, 1) if j ≥ i′.
We have a pushout diagram of simplicial sets
Λn+1i′
//

X(i− 1)

∆n+1 // X(i).
If 1 ≤ i′ ≤ n, then the extension gi of gi−1 exists because q′ is an inner fibration. If i = n + 1, then
the desired extension exists because gi−1 carries ∆
{n,n+1} to an equivalence in (C⊗ac)f0|K/.
Proposition 2.2.7. Let q : C⊗ → O⊗ be a fibration of∞-operads, and suppose we are given a finite collection
{pi : K
⊲
i → C
⊗
ac}i∈I of operadic q-colimit diagrams. Let K =
∏
i∈I Ki, and let p denote the composition
K⊲ →
∏
i∈I
K⊲i →
∏
i∈I
C
⊗
ac
⊕I→ C⊗ac .
Then p is an operadic q-colimit diagram.
The proof of Proposition 2.2.7 depends on the following lemma:
Lemma 2.2.8. Let q : C× → O⊗ be a fibration of ∞-operads, let p′ : K0×K⊲1 → C
⊗
ac, and let p = p
′|K0×K1.
Suppose that, for each vertex v of K0, the induced map p
′
v : K
⊲
1 → C
⊗
ac is a weak operadic q-colimit diagram.
Then the map
θ : Cacp′/ → C
ac
p/×Oacqp/ O
ac
qp′/
is a trivial Kan fibration.
Proof. For each simplicial subset A ⊆ K0, let LA denote the pushout (K0 ×K1)
∐
(A×K1)
(A×K⊲1 ), and let
pA = p
′|LA. For A′ ⊆ A, let θAA′ denote the map
C
ac
pA/ → C
ac
pA′/
×Oac
qp
A′
/
O
ac
qpA/ .
We will prove that each of the maps θAA′ is a trivial Kan fibration. Taking A = K0 and A
′ = ∅, this will
imply the desired result.
Working simplex-by-simplex on A, we may assume without loss of generality that A is obtained from A′
by adjoining a single nondegenerate n-simplex whose boundary already belongs to A′. Replacing K0 by A,
we may assume that K0 = A = ∆
n and A′ = ∂∆n. Working by induction on n, we may assume that the
map θA
′
∅ is a trivial Kan fibration. Since the map θ
A
A′ is a left fibration (Proposition T.2.1.2.1), it is a trivial
Kan fibration if and only if it is a categorical fibration (Corollary T.2.4.4.6). Since θA∅ = θ
A′
∅ ◦ θ
A
A′ , we can
use the two-out-of-three property to reduce to the problem of showing that θA∅ is a categorical equivalence.
Since A = ∆n, the inclusion {n} ⊆ A is cofinal so that θA{n} is a trivial Kan fibration. It therefore suffices to
show that θ
{n}
∅ is a trivial Kan fibration, which follows from our assumption that each p
′
v is a weak operadic
q-colimit diagram.
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Proof of Proposition 2.2.7. If I is empty, the desired result follows from Example 2.2.5. If I is a singleton,
the result is obvious. To handle the general case, we can use induction on the cardinality of I to reduce
to the case where I consists of two elements. Let us therefore suppose that we are given operadic q-colimit
diagrams p0 : K
⊲
0 → C
⊗ and p1 : K
⊲
1 → C
⊗; we wish to prove that the induced map p : (K0 ×K1)⊲ → C
⊗ is
an operadic q-colimit diagram. Let X ∈ C⊗; we must show that the composition
(K0 ×K1)
⊲ → C⊗
⊕X
→ C⊗
is a weak operadic q-colimit diagram. Replacing p0 by the composition
K⊲0 → C
⊗ ⊕X→ C⊗,
we can reduce to the case where X is trivial; it will therefore suffice to prove that p is a weak operadic
q-colimit diagram.
Let L denote the simplicial set K0 ×K⊲1 . We have a commutative diagram of simplicial sets
K //

L

K0 × {v}oo

K⊲ // L⊲ K⊲0 × {v}oo
where v denotes the cone point of K⊲1 . Let p
′ denote the composition
L⊲ → K⊲0 ×K
⊲
1 → C
⊗
ac×C
⊗
ac
⊕
→ C⊗ac .
Since p0 is an operadic q-colimit diagram, we deduce that p
′|(K⊲0×{v}) is a weak operadic q-colimit diagram.
Since the inclusion K0×{v} ⊆ L is cofinal, we deduce that p
′ is a weak operadic q-colimit diagram (Remark
2.2.3). The inclusion K⊲ ⊆ L⊲ is cofinal (since the cone point is cofinal in both). Consequently, to prove
that p is a weak operadic q-colimit diagram, it will suffice to show that the map
C
ac
p′/ → C
ac
p/×Oacqp/ O
ac
qp′/,
where p = p|K. Since p′ is a weak operadic q-colimit diagram, it will suffice to show that the map
C
ac
p′/×Oacqp′/ O
ac
qp′/ → C
ac
p/×Oacqp/ O
ac
qp′/
is a trivial Kan fibration, where p′ = p′|L. This map is a pullback of
C
ac
p′/ → C
ac
p/×Oacqp/ O
ac
qp′/,
which is a trivial Kan fibration by Lemma 2.2.8 (since p1 is an operadic q-colimit diagram).
Proposition 2.2.9. Let q : C⊗ → O⊗ be a fibration of ∞-operads. Suppose we are given a finite collection
of operadic q-colimit diagrams {pi : K
⊲
i → C
⊗
ac}i∈I , where each pi carries the cone point of K
⊲
i into C ⊆ C
⊗.
Let K =
∏
i∈I Ki, and let p : K
⊲ → C⊗ be defined as in Proposition 2.2.7. If each of the simplicial sets Ki
is weakly contractible, then p is a q-colimit diagram.
We will need a few preliminaries:
Lemma 2.2.10. Let q : C⊗ → O⊗ be a fibration of ∞-operads, let X ∈ C⊗ be an object lying over 〈n〉 ∈ Γ,
and choose inert morphisms fi : X → Xi in C
⊗ covering ρi : 〈n〉 → 〈1〉 for 1 ≤ i ≤ n. Then the maps
{fi : X → Xi}1≤i≤n determine a q-limit diagram χ : 〈n〉
◦⊳ → C⊗.
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Proof. Let p : O⊗ → N(Γ) be the map which exhibits O⊗ as an ∞-operad. Since each q(fi) is an inert
morphism in O⊗, we can invoke the definition of an ∞-operad to deduce that q ◦ χ is a p-limit diagram
in O⊗. Similarly, we conclude that χ is a p ◦ q-limit diagram in C⊗. The desired result now follows from
Proposition T.4.3.1.5.
Lemma 2.2.11. Let q : C⊗ → O⊗ be a fibration of ∞-operads, let p : K⊲ → C⊗ be a diagram, and let
p = p|K. Then p is a q-colimit diagram if and only if the induced map
φ0 : Cp/ → Cp/×Oqp/ Oqp/
is a trivial Kan fibration.
Proof. The “only if” direction is obvious. To prove the converse, suppose that φ0 is a trivial Kan fibration,
and consider the map
φ : C⊗p/ → C
⊗
p/×O⊗
qp/
O
⊗
qp/ .
We wish to prove that φ is a trivial Kan fibration. Since φ is a left fibration (Proposition T.2.1.2.1), it
suffices to show that the fibers of φ are contractible (Lemma T.2.1.3.4). Let X be an object in the codomain
of φ having image X ∈ C⊗ and image 〈n〉 ∈ Γ. For 1 ≤ i ≤ n, choose an inert morphism X → Xi in C
⊗
lying over ρi : 〈n〉 → 〈1〉. Since the projection
C
⊗
p/×O⊗
qp/
O
⊗
qp/ → C
(this follows from repeated application of Proposition T.2.1.2.1), we can lift each of these inert morphisms
in an essentially unique way to a map X → Xi. Using Lemma 2.2.10, we deduce that the fiber φ−1(X) is
homotopy equivalent to the product
∏
1≤i≤n φ
−1(Xi), and therefore contractible (since φ
−1(Xi) = φ
−1
0 (Xi)
is a fiber of the trivial Kan fibration φ0 for 1 ≤ i ≤ n), as desired.
Proof of Proposition 2.2.9. In view of Lemma 2.2.11, it will suffice to show that the map
φ0 : Cp/ → Cp/×Oqp/ Oqp/
is a trivial Kan fibration. Since φ0 is a left fibration (Proposition T.2.1.2.1), it will suffice to show that
φ−10 {X} is contractible for each vertex X ∈ Cp/×Oqp/ Oqp/ (Lemma T.2.1.3.4). Such a vertex determines a
map α : I∗ → 〈1〉; let I0 = α−1{1} ⊆ I. Let K ′ =
∏
i∈I0
Ki, let p
′ denote the composite map
K ′
⊲
→
∏
i∈I0
K⊲i →
∏
i∈I0
C
⊗ ⊕→ C⊗,
and let p′′ denote the composition K⊲ → K ′⊲
p′
→ C⊗.
There is a canonical map P : ∆1 ×K⊲ → C⊗ which is an inert natural transformation from p to p′′. Let
p′′ = p′′|K and P = P |∆1 ×K, so we have a commutative diagram
Cp/
φ0 // Cp/×Oqp/ Oqp/
CP/ //
OO

CP/×OqP/ OqP/
OO

Cp′′/ // Cp′′/×Oqp′′/ Oqp′′/
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which determines a homotopy equivalence φ−10 X with a fiber of the map ψ : C
ac
p′′/ → C
ac
p′′/×Oacqp′′/ O
ac
qp′′/ . It
will therefore suffice to show that the fibers of ψ are contractible. Since ψ is a left fibration (Proposition
T.2.1.2.1), this is equivalent to the assertion that ψ is a categorical equivalence (Corollary T.2.4.4.6).
Because the simplicial sets {Ki}i∈I−I0 are weakly contractible, the projection map K → K
′ is cofinal.
Consequently, we have a commutative diagram
C
ac
p′/
ψ′ //

C
ac
p′/×Oacqp′/ O
ac
qp′/

C
ac
p′′/
ψ // Cacp′′/×Oacqp′′/ O
ac
qp′′/
where the vertical maps are categorical equivalences. Using a two-out-of-three argument, we are reduced to
proving that ψ′ is a categorical equivalence. We conclude by observing that Proposition 2.2.7 guarantees
that p′ is an operadic q-colimit diagram, so that ψ′ is a trivial Kan fibration.
Proposition 2.2.12. Let q : C⊗ → O⊗ be a fibration of∞-operads and let K = ∆0. The following conditions
are equivalent:
(1) The map q exhibits C⊗ as a O-monoidal ∞-category (in other words, the map q is a coCartesian
fibration).
(2) For every map p : K → C⊗ac and every extension p0 : K
⊲ → O⊗ac of q ◦ p carrying the cone point of K
⊲
into O, there exists an operadic q-colimit diagram p : K⊲ → C⊗ac which extends p and lifts p0.
Lemma 2.2.13. Let O⊗ be an∞-operad and let q : C⊗ → O⊗ be a O-monoidal∞-category. Let p : ∆1 → C⊗ac
classify an active q-coCartesian morphism X → Y in C⊗. Then p is an operadic q-colimit diagram.
Proof. Let Z ∈ C⊗. Replacing p by its composition with the functor C⊗
⊕Z
→ C⊗ (and using Remark 1.6.8),
we can reduce to showing that p is a weak operadic q-colimit diagram, which is clear.
Proof of Proposition 2.2.12. To prove that (1) implies (2), we observe that we can take p to be a q-
coCartesian lift of p0 (by virtue of Lemma 2.2.13). Conversely, suppose that (2) is satisfied. Choose an
object X ∈ C⊗, let X = q(X), and suppose we are given a morphism α : X → Z in O⊗; we wish to prove
that we can lift α to a q-coCartesian morphism X → Z in C⊗. Using Proposition 1.1.28, we can factor α as
a composition
X
α′
→ Y
α′′
→ Z
where α′ is inert and α′′ is active. Let α′0 denote the image of α
′ in Γ, and choose an inert morphism
α′ : X → Y in C⊗ lifting α′0. Then q(α
′) is an inert lift of α′0, so we may assume without loss of generality that
α′ lifts α′. Proposition T.2.4.1.3 guarantees that α′ is q-coCartesian. Since the collection of q-coCartesian
morphisms in C⊗ is stable under composition (Proposition T.2.4.1.7), we may replace X by Y and thereby
reduce to the case where the map α is active.
Let 〈n〉 denote the image of Z in Γ. Since C⊗ and C⊗ are ∞-operads, we can identify X with a
concatenation ⊕1≤i≤nXi and α with ⊕1≤i≤nαi, where each αi : Xi = q(Xi)→ Zi is an active morphism in
O
⊗ where Zi lies over 〈1〉 ∈ Γ. Assumption (2) guarantees that each αi can be lifted to an operadic q-colimit
diagram αi : Xi → Zi in C
⊗. It follows from Proposition 2.2.9 that the concatenation α = ⊕1≤i≤nαi is
q-coCartesian. The map q(α) is equivalent to ⊕1≤i≤nq(αi) ≃ α. Since q is a categorical fibration, we can
replace α by an equivalent morphism if necessary to guarantee that q(α) = α, which completes the proof of
(1).
Our next two results, which are counterparts of Propositions T.4.3.1.9 and T.4.3.1.10, are useful for
detecting the existence of operadic colimit diagrams:
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Proposition 2.2.14. Let q : C⊗ → O⊗ be a fibration of ∞-operads, let K be a simplicial set, and let
h : ∆1 ×K⊲ → C⊗ac be a natural transformation from h0 = h|{0} ×K
⊲ to h1 = h|{1} ×K⊲. Suppose that
(a) For every vertex x of K⊲, the restriction h|∆1 × {x} is a q-coCartesian edge of C⊗.
(b) The composition
∆1 × {v} ⊆ ∆1 ×K⊲
h
→ C⊗
q
→ O⊗
is an equivalence in O⊗, where v denotes the cone point of K⊲.
Then:
(1) The map h0 is a weak operadic q-colimit diagram if and only if h1 is a weak operadic q-colimit diagram.
(2) Assume that q is a coCartesian fibration. Then h0 is an operadic q-colimit diagram if and only if h1
is an operadic q-colimit diagram.
Proof. Assertion (2) follows from (1) and Remark 1.6.8 (after composing with the functor C⊗
⊕X
→ C⊗ de-
termined by an arbitrary object X ∈ C⊗). It will therefore suffice to prove (1). Let h = h|∆1 × K,
h0 = h|{0} ×K, and h1 = h|{1} ×K. We have a commutative diagram
C
ac
h0/

C
ac
h/
φoo //

C
ac
h1/

C
ac
h0/×Oacqh0/
O
ac
qh0/
C
ac
h/×Oacqh/ O
ac
qh/
//ψoo Cach1/×Oacqh1/
O
ac
qh1/
.
According to Remark 2.2.4, it suffices to show that the left vertical map is a categorical equivalence if and
only if the right vertical map is a categorical equivalence. Because the inclusions {1} ×K ⊆ ∆1 ×K and
{1} × K⊲ ⊆ ∆1 × K⊲ are right anodyne, the horizontal maps on the right are trivial fibrations. Using a
diagram chase, we are reduced to proving that the maps φ and ψ are categorical equivalences.
Let f : x → y denote the morphism C⊗ obtained by restricting h to the cone point of K⊲. The map φ
fits into a commutative diagram
C
ac
h/
φ //

C
ac
h0/

C
ac
f/
// Cacx/ .
Since the inclusion of the cone point into K⊲ is right anodyne, the vertical arrows are trivial fibrations.
Moreover, hypotheses (1) and (2) guarantee that f is an equivalence in C⊗, so that the map Cacf/ → C
ac
x/ is a
trivial fibration. This proves that φ is a categorical equivalence.
The map ψ admits a factorization
C
ac
h/×Oacqh/ O
ac
qh/
ψ′
→ Cach0/×Oacqh0/
O
ac
qh/
ψ′′
→ Oach0 ×Oacqh0/
O
ac
qh0/
.
To complete the proof, it will suffice to show that ψ′ and ψ′′ are trivial fibrations of simplicial sets. We first
observe that ψ′ is a pullback of the map
C
ac
h/ → C
ac
h0/×Oacqh0/
O
ac
qh/,
which is a trivial fibration (by Proposition T.3.1.1.12). The map ψ′′ is a pullback of the left fibration
ψ′′0 : O
ac
qh/
→ Oac
qh0/
. It therefore suffices to show that ψ′′0 is a categorical equivalence. To prove this, we
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consider the diagram
O
ac
qh/
ψ′′0 //

O
ac
qh0/

O
ac
q(f)/
ψ′′1 // Oacq(x)/ .
As above, we observe that the vertical arrows are trivial fibrations and that ψ′′1 is a trivial fibration (because
the morphism q(f) is an equivalence in O⊗). It follows that ψ′′0 is a categorical equivalence, as desired.
In the case where q : C⊗ → O⊗ is a categorical fibration, Proposition 2.2.14 allows us to reduce the
problem of testing whether a diagram p : K⊲ → C⊗ac is an operadic q-colimit to the special case where p
factors through C⊗X , for some X ∈ O
⊗. In this case, we can apply the following criterion:
Proposition 2.2.15. Let O⊗ be an ∞-operad, let q : C⊗ → O⊗ be a O-monoidal ∞-category, and let
p : K⊲ → C⊗X be a diagram for some X ∈ O
⊗. The following conditions are equivalent:
(1) The map p is an operadic q-colimit diagram.
(2) For every object Y ∈ C⊗ with image Y ∈ O⊗, every object Z ∈ O, and every active morphism
m : X ⊕ Y → Z in O, the induced functor
C
⊗
X
⊕Y
→ C⊗X⊕Y
m!→ CZ
carries p to a colimit diagram in CZ .
Example 2.2.16. Let q : C⊗ → N(Γ) exhibit C as a symmetric monoidal ∞-category. Then a diagram
p : K⊲ → C is an operadic q-colimit diagram if and only if, for every object C ∈ C, the induced diagram
K⊲
p
→ C
⊗C
→ C
is a colimit diagram in C. More informally: an operadic colimit diagram in C is a colimit diagram which
remains a colimit diagram after tensoring with any object of C.
Proof of Proposition 2.2.15. Replacing p by its image under the functor C⊗
⊕Y
→ C⊗, we are reduced to proving
the equivalence of the following pair of assertions:
(1′) The map p is a weak operadic q-colimit diagram.
(2′) For every object Z ∈ O and every active morphism m : X → Z in O, the induced functor
C
⊗
X
m!→ CZ
carries p to a colimit diagram in CZ .
Assertion (1′) is equivalent to the statement that the map
θ : Cacp/ → C
ac
p/×Oacqp/ O
ac
qp/
is a trivial fibration of simplicial sets. Since θ is a left fibration (Proposition T.2.1.2.1), it will suffice to
show that the fibers of θ are contractible. Consider an arbitrary vertex of Oacqp/ corresponding to a diagram
t : K ⋆∆1 → O⊗ac. Since K ⋆∆
1 is categorically equivalent to (K ⋆ {0})
∐
{0}∆
1 and t|K ⋆ {0} is constant,
we may assume without loss of generality that t factors as a composition
K ⋆∆1 → ∆1
m
→ O⊗ac .
Here m : X → Z can be identified with an active morphism in O⊗. It will therefore suffice to show that the
following assertions are equivalent, where m : X → Z is fixed:
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(1′′) The map Cacp/×Oacqp/{t} → C
ac
p/×Oacqp/{t0} where t ∈ O
⊗
qp/ is determined by m as above, and t0 is the
image of t in Oacqp/.
(2′′) The map m! : C
⊗
X → CZ carries p to a colimit diagram in CZ .
This equivalence results from the observation that the fibers of the maps
C
ac
p/ → O
ac
qp/ C
ac
p/ → O
ac
qp/
can be identified with the fibers of the maps
C
ac
m!p/ → O
ac
qm!p/ C
ac
m!p/ → O
ac
qm!p/ .
We now establish a general criterion for the existence of operadic colimit diagrams.
Definition 2.2.17. Let O⊗ be an ∞-operad, let q : C⊗ → O⊗ be a coCartesian fibration of ∞-operads
and let K be a simplicial set. We will say that the O-monoidal structure on C is compatible with K-indexed
colimits if the following conditions are satisfied:
(1) For every object X ∈ O, the ∞-category CX admits K-indexed colimits.
(2) For every operation f ∈ MulO({Xi}1≤i≤n, Y ), the functor ⊗t :
∏
1≤i≤n CXi → CY of Remark 1.2.9
preserves K-indexed colimits separately in each variable.
Proposition 2.2.18. Let O⊗ be an ∞-operad, let K be a simplicial set, and let q : C⊗ → O⊗ be a O-
monoidal structure on C which is compatible with K-indexed colimits. Let p : K → C⊗ac be a diagram, and
let p0 : K
⊲ → O⊗ac be an extension of qp which carries the cone point of K
⊲ to an object X ∈ O. Then there
exists an operadic q-colimit diagram p : K⊲ → C⊗ which extends p and lifts p0.
Proof. Let p0 = qp. The map p0 determines a natural transformation α : p0 → X of diagrams K → O
⊗,
where X denotes the constant diagram taking the value X . Choose a q-coCartesian natural transformation
α : p→ p′ lifting α. Since CX admitsK-indexed colimits, we can extend p
′ to a colimit diagram p′ : K⊲ → CX .
The compatibility of the O-monoidal structure on C with K-indexed colimits and Proposition 2.2.15 imply
that p′ is an operadic q-colimit diagram. Let C ∈ CX be the image under p
′ of the cone point of K⊲, so we
can regard p′ as a diagram K → C⊗/C which lifts p
′. Using the assumption that C⊗/C → C
⊗×O⊗ O
⊗
/X is a
right fibration, we can choose a transformation p → p′ lifting α : p→ p′. It follows from Proposition 2.2.14
that p is an extension of p with the desired properties.
Corollary 2.2.19. Let q : C⊗ → O⊗ be a fibration of ∞-operads and let κ be a regular cardinal. The
following conditions are equivalent:
(1) The map q is a coCartesian fibration of ∞-operads, and the O-monoidal structure on C is compatible
with κ-small colimits.
(2) For every κ-small simplicial set K and every diagram
K
p //

C
⊗
ac

K⊲
p
>>|
|
|
| p0 //
O
⊗
such that p0 carries the cone point of K
⊲ into O, there exists an extension p of p as indicated in the
diagram, which is an operadic q-colimit diagram.
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Proof. The implication (1)⇒ (2) is immediate from Proposition 2.2.18. Assume that (2) is satisfied. Taking
K = ∆0 and applying Proposition 2.2.12, we deduce that q is a coCartesian fibration of∞-operads. Applying
(2) in the case where the map p0 takes some constant value X ∈ O, we deduce that every κ-small diagram
K → C⊗X can be extended to an operadic q-colimit diagram. This operadic q-colimit diagram is in particular
a colimit diagram, so that C⊗X admits κ-small colimits. Moreover, the uniqueness properties of colimits show
that every κ-small colimit diagram p : K⊲ → C⊗X is a q-operadic colimit diagram. Combining this with the
criterion of Proposition 2.2.15, we conclude that the O-monoidal structure on C is compatible with κ-small
colimits.
2.3 Unit Objects and Trivial Algebras
Let O⊗ be a unital∞-operad, and let p : C⊗ → O⊗ be a coCartesian fibration of∞-operads. For each object
X ∈ O, there is an essentially unique morphism 0 → X (where 0 denotes the zero object of O⊗), which
determines a functor C⊗0 → CX . Since C
⊗
0 is a contractible Kan complex, we can identify this functor with
an object of 1X ∈ CX . We will refer to the object 1X as the unit object of C (of color X). Our goal in this
section is to study the basic features of these unit objects. We begin by formulating a slightly more general
definition, which makes sense even if we do not assume that p is a coCartesian fibration.
Definition 2.3.1. Let p : C⊗ → O⊗ be a fibration of ∞-operads, let X ∈ O⊗, and let f : C0 → 1X be
a morphism in C⊗, where 1X ∈ CX . We will say that f exhibits 1X as an X-unit object if the following
conditions are satisfied:
(1) The object C0 belongs to C
⊗
〈0〉.
(2) The morphism f determines an operadic p-colimit diagram (∆0)⊲ → C⊗.
More generally, we will say that an arbitrary morphism C0 → C in C
⊗ exhibits C as a unit object if, for
every inert morphism C → C′ with C′ ∈ C, the composite map C0 → C′ exhibits C′ as a p(C′)-unit object.
Suppose that O⊗ is a unital ∞-operad. We will say that a fibration C⊗ → O⊗ has unit objects if, for
every object X ∈ O⊗, there exists a morphism f : C0 → 1X in C
⊗ which exhibits 1X as an X-unit object.
Remark 2.3.2. The terminology of Definition 2.3.1 is slightly abusive: the condition that a morphism
f : C0 → C exhibits C as a unit object of C
⊗ depends not only on the ∞-operad C⊗, but also on the
∞-operad fibration C⊗ → O⊗.
Example 2.3.3. Corollary 3.4.4 implies that if p : C⊗ → O⊗ is a fibration of∞-operads and O⊗ is coherent,
then ModO(C)⊗ → O⊗ has units.
Remark 2.3.4. Let p : C⊗ → O⊗ be a fibration of ∞-operads. If X ∈ O and f : C0 → C is a morphism
in C⊗ which exhibits C as a unit object, then f is p-coCartesian: this follows immediately from Proposition
2.2.9.
Remark 2.3.5. Let p : C⊗ → O⊗ be a fibration of ∞-operads, and assume that O⊗ is unital. Let X denote
the full subcategory of Fun(∆1,C⊗) spanned by those morphisms f : C0 → C which exhibit C as a unit
object. Then the composite map
φ : X ⊆ Fun(∆1,C⊗)→ Fun({1},C⊗)
p
→ O⊗
induces a trivial Kan fibration onto a full subcategory of O⊗. To see this, we let X′ denote the full subcategory
of Fun(∆1,C⊗) spanned by those morphisms f : C0 → C which are p-coCartesian and satisfy C0 ∈ C
⊗
〈0〉.
Proposition T.4.3.2.15 implies that the map
X
′ → C⊗〈0〉×Fun({0},O⊗) Fun(∆
1,O⊗)
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is a trivial Kan fibration onto a full subcategory of the fiber product X′′ = C⊗〈0〉×Fun({0},O⊗) Fun(∆
1,O⊗).
Since C⊗〈0〉 → O
⊗
〈0〉 is a categorical fibration between contractible Kan complexes, it is a trivial Kan fibration;
it follows that the induced map
X
′′ → O⊗〈0〉×Fun({0},O⊗) Fun(∆
1,O⊗)
is also a trivial Kan fibration. The target of this map can be identified with the ∞-category O⊗∗ of pointed
objects of O⊗, and the forgetful functor O⊗∗ → O
⊗ is a trivial Kan fibration because O⊗ is unital. The
desired result now follows by observing that φ is given by the composition
X ⊆ X′ → X′′ → O⊗∗ → O
⊗ .
We can summarize our discussion as follows: if f : C0 → C is a morphism in C
⊗ which exhibits C as
a unit object, then f is determined (up to canonical equivalence) by the object p(C) ∈ O⊗. We observe
that C⊗ → O⊗ has unit objects if and only if the functor φ above is essentially surjective. In this case the
inclusion X → X′ must also be essentially surjective: in other words, a morphism f : C0 → C exhibits C as
a unit object if and only if f is p-coCartesian and C0 ∈ C
⊗
〈0〉.
Remark 2.3.6. . It is easy to see that the essential image of the functor φ of Remark 2.3.5 is stable under
the concatenation functor ⊕ of Remark 1.6.6. Consequently, to show that a fibration of∞-operads C⊗ → O⊗
has units objects, it suffices to show that for every object X ∈ O there exists a map f : C0 → 1X which
exhibits 1X as an X-unit object of C.
Example 2.3.7. Let p : C⊗ → O⊗ be a coCartesian fibration of ∞-operads, where O⊗ is unital. Then p
has unit objects. This follows immediately from Proposition 2.2.18 and Remark 2.3.6.
Definition 2.3.8. Let p : C⊗ → O⊗ be a fibration of∞-operads, and assume that O⊗ is unital. We will say
that an algebra object A ∈ AlgO(C) is trivial if, for every object X ∈ O
⊗, the induced map A(0) → A(X)
exhibits A(X) as a unit object; here 0 denotes the zero object of O⊗.
When trivial algebra objects exist, they are precisely the initial objects of AlgO(C):
Proposition 2.3.9. Let p : C⊗ → O⊗ be a fibration of ∞-operads, where O⊗ is unital. Assume that p has
unit objects. The following conditions on a O-algebra object A ∈ AlgO(C) are equivalent:
(1) The object A is an initial object of AlgO(C).
(2) The functor A is a p-left Kan extension of A|O⊗〈0〉.
(3) The algebra object A is trivial.
Corollary 2.3.10. Let C⊗ be a symmetric monoidal ∞-category. Then the ∞-category CAlg(C) has an
initial object. Moreover, a commutative algebra object A of C is an initial object of CAlg(C) if and only if
the unit map 1→ A is an equivalence in C.
The proof of Proposition 2.3.9 depends on the following:
Lemma 2.3.11. Let p : C⊗ → O⊗ be a fibration of ∞-operads, where O⊗ is unital. The following conditions
are equivalent:
(1) The fibration p has unit objects.
(2) There exists a trivial O-algebra object A ∈ AlgO(C).
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Proof. The implication (2) ⇒ (1) follows immediately from Remark 2.3.6. Conversely, suppose that (1) is
satisfied. Choose an arbitrary section s of the trivial Kan fibration C⊗〈0〉 → O
⊗
〈0〉. Since p has units, Lemma
T.4.3.2.13 (and Remark 2.3.4) imply that s admits a p-left Kan extension A : O⊗ → C⊗. For every morphism
f : X → Y in O⊗, we have a commutative diagram
X
f
  @
@@
@@
@@
0
g
?? h // Y
in O⊗. Since A(g) and A(h) are p-coCartesian morphisms of C⊗, Proposition T.2.4.1.7 implies that f is p-
coCartesian. It follows in particular that A preserves inert morphisms, so that A ∈ AlgO(C). Using Remark
2.3.5, we conclude that A is trivial.
Proof of Proposition 2.3.9. The implication (2)⇒ (3) follows from the proof of Lemma 2.3.11, and (3)⇒ (2)
follows immediately from Remark 2.3.4. The implication (2)⇒ (1) follows from Proposition T.4.3.2.17 (since
the ∞-category of sections of the trivial Kan fibration C⊗〈0〉 → O
⊗
〈0〉 is a contractible Kan complex). The
reverse implication (1)⇒ (2) follows from the uniqueness of initial objects up to equivalence, since Lemma
2.3.11 guarantees the existence of an object A ∈ AlgO(C) satisfying (3) (and therefore (2) and (1) as well).
For the remainder of this section, we will assume familiarity with the theory of module objects developed
in §3. Our goal is to prove the following result, which asserts that trivial algebras have equally trivial module
categories:
Proposition 2.3.12. Let p : C⊗ → O⊗ be a fibration of ∞-operads, and assume that O⊗ is coherent. Let
A be a trivial O-algebra object of C. Then the forgetful functor θ : ModOA(C)
⊗ → C⊗ is an equivalence of
∞-categories.
The proof will require a few preliminary results.
Lemma 2.3.13. Let p : X → S be an inner fibration of simplicial sets. Let X0 be a full simplicial subset of
X, and assume that the restriction map p0 = p|X0 is a coCartesian fibration. Let q : Y → Z be a categorical
fibration of simplicial sets. Define a simplicial sets A and B equipped with a maps A,B → S so that the
following universal property is satisfied: for every map of simplicial sets K → S, we have bijections
Hom(Set∆)/S (K,A) ≃ Fun(X ×S K,Y )
Hom(Set∆)/S(K,B) ≃ Fun(X
0 ×S K,Y )×Fun(X0×SK,Z) Fun(X ×S K,Z).
Let φ : A→ B be the restriction map. Let A′ denote the full simplicial subset of A spanned by those vertices
corresponding to maps f : Xs → Y such that f is a q-left Kan extension of f |X0s , and let B
′ denote the full
simplicial subset of B spanned by those vertices of the form φ(f) where f ∈ A′. Then φ induces a trivial
Kan fibration φ′ : A′ → B′.
Proof. For every map of simplicial sets T → S, let F (T ) = MapS(T,A
′) and let G(T ) = MapS(T,B
′). If
T0 ⊆ T is a simplicial subset, we have a restriction map θT0,T : F (T )→ G(T )×G(T0) F (T0). To prove that
φ′ is a trivial Kan fibration, it will suffice to show that θT0,T is surjective on vertices whenever T = ∆
n and
T0 = ∂∆
n.We will complete the proof by showing that θT0,T is a trivial Kan fibration whenever T has only
finitely many simplices.
The proof proceeds by induction on the dimension of T (if T is empty, the result is trivial). Assume first
that T = ∆n. If T0 = T there is nothing to prove. Otherwise, we may assume that T0 has dimension smaller
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than n. Using the fact that q is a categorical fibration, we deduce that θT0,T is a categorical fibration. It
therefore suffices to show that θT0,T is a categorical equivalence. We have a commutative diagram
F (T )
ψ
##G
GG
GG
GG
GG
// G(T )×G(T0) F (T0)
ψ′wwnnn
nnn
nnn
nnn
G(T ).
The inductive hypothesis (applied to the inclusion ∅ ⊆ T0) guarantees that ψ
′ is a trivial Kan fibration. It
will therefore suffice to show that ψ is a trivial Kan fibration. In view of Proposition T.4.3.2.15, it will suffice
to prove the following assertions:
(a) Let F : ∆n ×S X → Y be a functor. Then F is a q-left Kan extension of F |(∆n ×S X0) if and only if
F |({i} ×S X) is a q-left Kan extension of F |({i} ×S X
0) for 0 ≤ i ≤ n.
(b) Suppose given a commutative diagram
∆n ×S X0
f //

Y
q

∆n ×S X
g //
F
::u
u
u
u
u
Z
such that for 0 ≤ i ≤ n, there exists a q-left Kan extension Fi : {i}×S X → Y of f |{i}×S X
0 which is
compatible with g. Then there exists a dotted arrow F as indicated satisfying the condition described
in (a).
Assertion (a) follows from the observation that for x ∈ {i}×SX , the assumption that p0 is a coCartesian
fibration guarantees that X0 ×X ({i} ×S X)/x is cofinal in X
0 ×X (∆
n ×S X)/x. Assertion (b) follows from
the same observation together with Lemma T.4.3.2.13.
We now complete the proof by considering the case where T is not a simplex. We use induction on the
number k of simplices of T ′ which do not belong to T . If k = 0, then T ′ = T and there is nothing to prove.
If k = 1, then there is a pushout diagram
∂∆n //

T0

∆n // T.
It follows that θT0,T is a pullback of the map θ∂∆n,∆n , and we are reduced to the case where T is a simplex.
If k > 1, then we have nontrivial inclusions T0 ⊂ T1 ⊂ T . Using the inductive hypothesis, we conclude that
θT1,T and θT0,T1 are trivial Kan fibrations. The desired result follows from the observation that θT0,T can be
obtained by composing θT1,T with a pullback of the morphism θT0,T1 .
Lemma 2.3.14. Let p : C⊗ → O⊗ be a fibration of ∞-operads. Assume that O⊗ is unital and that p has
unit objects. Let C ∈ C⊗ and let α : p(C)→ Y be a semi-inert morphism in O⊗. Then α can be lifted to a
p-coCartesian morphism α : C → Y in C⊗.
Proof. The map α can be factored as the composition of an inert morphism and an active morphism. We
may therefore reduce to the case where α is either active or inert. If α is inert, we can choose α to be an
inert morphism lifting α. Assume therefore that α is active. Write C ≃ C1 ⊕ . . . ⊕ Cm (using the notation
of Remark 1.6.6), and write Y = p(C1) ⊕ . . . ⊕ Cm ⊕ Y1 ⊕ . . . ⊕ Yn. Since O
⊗ is unital, we may assume
that α has the form idp(C1)⊕ . . . ⊕ idp(Cm)⊕α1 ⊕ . . . ⊕ αn, where each αi : 0 → Yi is a morphism with
0 ∈ O⊗〈0〉. Since p has units, we can lift each αi to a morphism αi : 0i → Y i which exhibits Y i as a p-unit.
Let α = idC1 ⊕ . . .⊕ idCm ⊕α1 ⊕ . . .⊕ αn. It follows from Proposition 2.2.9 that α is p-coCartesian.
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Proof of Proposition 2.3.12. We may assume that p has unit objects (otherwise the assertion is vacuous). Let
φ : O⊗×AlgO(C)→ AlgO(C) be the equivalence of Remark 3.1.20, and let X ⊆ AlgO(C) denote the essential
image of the full subcategory spanned by those pairs (X,A) where A is trivial. Let X′ denote the fiber
product X×AlgO(C) Mod
O
(C)⊗. Since Proposition 2.3.9 implies that trivial O-algebras form a contractible
Kan complex, the inclusion ModOA(C)
⊗ ⊆ X′ is a categorical equivalence. It will therefore suffice to show
that composition with the diagonal map δ : O⊗ → KO induces a categorical equivalence X
′ → C⊗.
Let K1O denote the essential image of δ, and define a simplicial set Y equipped with a map Y → O
⊗
so that the following universal property is satisfied: for every map of simplicial sets K → O⊗, we have a
canonical bijection
Hom(Set∆)/O⊗ (K,Y) ≃ Hom(Set∆)/O⊗ (K ×Fun({0},O⊗) K
1
O,C
⊗).
Since δ is fully faithful, it induces a categorical equivalence O⊗ → K1O. It follows that the canonical map
Y → C⊗ is a categorical equivalence.
We have a commutative diagram
X
′ θ
′
//
!!C
CC
CC
CC
C Y
~~}}
}}
}}
}}
C
⊗ .
Consequently, it will suffice to show that θ′ is a categorical equivalence. We will prove that θ′ is a trivial
Kan fibration.
Define a simplicial set D equipped with a map D → O⊗ so that the following universal property is
satisfied: for every map of simplicial sets K → O⊗, we have a canonical bijection
Hom(Set∆)/O⊗ (K,D) ≃ Hom(Set∆)/O⊗ (K ×Fun({0},O⊗) KO,C
⊗).
For each X ∈ O⊗, let AX denote the full subcategory of (O
⊗)X/ spanned by the semi-inert morphisms
X → Y in O⊗, and let A1X denote the full subcategory of (O
⊗)X/ spanned by the equivalences X → Y in
O
⊗. An object of D can be identified with a pair (X,F ), where X ∈ O⊗ and F : AX → C
⊗ is a functor. We
will prove the following:
(a) The full subcategory X′ ⊆ D is spanned by those pairs (X,F ) where F : AX → C
⊗ is a q-left Kan
extension of F |A1X .
(b) For every X ∈ O⊗ and every functor f ∈ FunO⊗(A
1
X ,C
⊗), there exists a q-left Kan extension F ∈
FunO⊗(AX ,C
⊗) of f .
Assuming that (a) and (b) are satisfied, the fact that the restriction functor X′ → Y is a trivial Kan fibration
will follow immediately from Lemma 2.3.13.
Note that for X ∈ O⊗, we can identify A1X with the full subcategory of AX spanned by the initial objects.
Consequently, a functor f ∈ FunO⊗(A
1
X ,C
⊗) as in (b) is determined up to equivalence by f(idX) ∈ C
⊗
X . Using
Lemma T.4.3.2.13, we deduce that f admits a q-left Kan extension F ∈ FunO⊗(AX ,C
⊗) if and only if every
semi-inert morphism X → Y in O⊗ can be lifted to a q-coCartesian morphism f(idX)→ Y in C
⊗. Assertion
(b) now follows from Lemma 2.3.14.
We now prove (a). Suppose first that F is a q-left Kan extension of F |A1X . The proof of (b) shows that
F (u) is q-coCartesian for every morphism u : Y → Z in AX such that Y is an initial object of AX . Since
every morphism u in AX fits into a commutative diagram
Y
u
@
@@
@@
@@
idX
==||||||||
// Z,
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Proposition T.2.4.1.7 guarantees that F carries every morphism in AX to a q-coCartesian morphism in
C
⊗. In particular, F carries inert morphisms in AX to inert morphisms in C
⊗, and therefore belongs to
Mod
O
(C)⊗ ×O⊗ {X}. Let A
0
X denote the full subcategory of AX spanned by the null morphisms X → Y in
O
⊗, and let s : O⊗ → A0X denote a section to the trivial Kan fibration A
0
X → O
⊗. To prove that F ∈ X′, it
suffices to show that the composition
O
⊗ s→ A0X ⊆ AX
F
→ C⊗
is a trivial O-algebra. Since this composition carries every morphism in O⊗ to a q-coCartesian morphism in
C
⊗, it is an O-algebra: the triviality now follows from Remark 2.3.5.
To complete the proof of (a), let us suppose that F ∈ X′; we wish to show that F is a q-left Kan
extension of f = F |A1X . Using (b), we deduce that f admits a q-left Kan extension F
′ ∈ FunO⊗(AX ,C
⊗).
Let α : F ′ → F be a natural transformation which is the identity on f ; we wish to prove that α is an
equivalence. Fix an object Y ∈ AX , corresponding to a semi-inert morphism X → Y in O
⊗. Let 〈n〉 ∈ N(Γ)
denote the image of Y , and choose inert morphisms Y → Yi lifting the maps ρi : 〈n〉 → 〈1〉. Let Y i denote
the composition of Y with the map Y → Yi for 1 ≤ i ≤ n. Since F and F ′ both preserve inert morphisms
and C⊗ is an ∞-operad, it suffices to prove that αY i : F
′(Y i)→ F (Y i) is an equivalence for 1 ≤ i ≤ n. We
may therefore replace Y by Yi and reduce to the case where Y ∈ O. In this case, the semi-inert morphism
Y is either null or inert.
If the map Y : X → Y is null, then Y ∈ A0X . Since F ◦ s and F
′ ◦ s both determine trivial O-algebra
objects, the induced natural transformation F ′ ◦ s → F ◦ s is an equivalence (Proposition 2.3.9). It follows
that the natural transformation F ′|A0X → F |A
0
X is an equivalence, so that F
′(Y ) ≃ F (Y ).
If the map Y : X → Y is inert, then we have an inert morphism u : idX → Y in AX . Since F and F ′
both preserve inert morphisms, it suffices to show that the map F ′(idX)→ F (idX) is an equivalence. This
is clear, since idX ∈ A1X .
2.4 Strictly Unital ∞-Categories
Let C be an ∞-category. In §T.2.3.3, we saw that C admits a minimal model: that is, there exists an ∞-
category C0 ⊆ C which is categorically equivalent to C, which is in some sense as small as possible (and is
determined up to noncanonical isomorphism). The theory of minimal models is a useful technical device:
it allows us to to reduce problems about arbitrary ∞-categories to problems about minimal ∞-categories.
Our goal in this section is to expand the usefulness of this device: we will introduce a slightly larger class
of ∞-categories, which we call strictly unital ∞-categories. These ∞-categories possess some of the crucial
features of minimal ∞-categories (Proposition 2.4.7), but also enjoy closure properties which are not shared
by minimal ∞-categories (Remark 2.4.4).
Definition 2.4.1. Let C be an ∞-category. We will say that C is strictly unital if the following condition is
satisfied:
(∗) Let f : ∆n → C be a morphism with the property that f |∆{i,i+1} is a degenerate edge of C, for
0 ≤ i < n. Then f factors as a composition
∆n
f ′
→ ∆n−1
f ′′
→ C,
where f ′ is given on vertices by the formula
f ′(j) =
{
j if j ≤ i
j − 1 if j > i.
More generally, suppose that p : X → S is an inner fibration of simplicial sets. We will say that p is strictly
unital if, for every k-simplex ∆k → S, the fiber product ∆k ×S X is a strictly unital ∞-category.
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Remark 2.4.2. An inner fibration of simplicial sets p : X → S is strictly unital if and only if it satisfies the
following condition:
(∗) Let 0 ≤ i < n, and let f ′ : ∆n → ∆n−1 be the surjective map which collapses the edge ∆{i,i+1} to the
vertex {i} ⊆ ∆n−1. Suppose that f : ∆n → X is a map whose restriction to ∆{i,i+1} is a degenerate
edge of X . Then f factors through f ′ if and only if p ◦ f factors through f ′.
Remark 2.4.3. An∞-category C is strictly unital if and only if the inner fibration C → ∆0 is strictly unital.
Remark 2.4.4. Every isomorphism of simplicial sets is a strictly unital inner fibration. Moreover, the
collection of strictly unital inner fibrations is closed under composition (this follows immediately from Remark
2.4.2).
Example 2.4.5. Let C be a minimal ∞-category. Then C is strictly unital. This is just a translation of
Proposition T.2.3.3.9.
Example 2.4.6. Every minimal inner fibration p : X → S is strictly unital. This follows from Example
2.4.5 and Remark T.2.3.3.4.
Proposition 2.4.7. Let C be a strictly unital ∞-category equipped with a map C → ∆1, having fibers C0 and
C1. For every simplicial subset K ⊆ C1, let C[K] denote the simplicial subset of C spanned those simplices
whose intersection with C1 belongs to K. Suppose that K
′ ⊆ C1 is obtained from K by adjoining a single
nondegenerate m-simplex τ : ∆m → C. Then the diagram
(C0×C C/τ ) ⋆ ∂∆
m //

C[K]

(C0×C C/τ ) ⋆∆
m // C[K ′]
is a pushout square of simplicial sets.
Proof. It is easy to see that we have an injection of simplicial sets
j : ((C0×C C/τ ) ⋆∆
m)
∐
(C0 ×C C/τ)⋆∂∆m
C[K]→ C[K ′].
To show that this map is surjective, consider an arbitrary nondegenerate simplex σ : ∆n → C[K ′] of
C[K ′]. If σ does not belong to C[K], then there exists 0 ≤ i ≤ n such that σ|∆{0,...,i} factors through
C0 and σ|∆{i+1,...,n} is a surjection onto the nondegenerate simplex τ of K ′. Since σ is nondegenerate
and C is strictly unital, no restriction σ|∆{j,j+1} is degenerate; it follows that σ induces an isomorphism
∆{i+1,...,n} ≃ ∆m, so that σ lies in the image of the map (C0×C C/τ ) ⋆∆
m → C[K ′].
2.5 Operadic Left Kan Extensions
The theory of colimits can be regarded as a special case of the theory of left Kan extensions: a functor
between ∞-categories p : K⊲ → C is a colimit diagram if and only p is a left Kan extension of p = p|K. The
theory of left Kan extensions has a counterpart in the setting of ∞-operads, which we will call operadic left
Kan extensions. Our goal in this section is to introduce this counterpart (Definition 2.5.5) and to prove a
basic existence result (Theorem 2.5.6). The results of this section will play a crucial role in our discussion
of free algebras in §2.6.
We begin by introducing a bit of terminology.
Definition 2.5.1. Let C be an ∞-category. A C-family of ∞-operads is a categorical fibration p : O⊗ →
C×N(Γ) with the following properties:
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(1) Let C ∈ C be an object, let X ∈ O⊗C have image 〈m〉 ∈ Γ, and let α : 〈m〉 → 〈n〉 be an inert morphism.
Then there exists a p-coCartesian morphism α : X → Y in O⊗C .
We will say that a morphism α of O⊗ is inert if α is p-coCartesian, the image of α in N(Γ) is inert, and the
image of α in C is an equivalence.
(2) Let X ∈ O⊗ have images C ∈ C and 〈n〉 ∈ N(Γ). For 1 ≤ i ≤ n, let fi : X → Xi be an inert morphism
in O⊗C which covers ρ
i : 〈n〉 → 〈1〉. Then the collection of morphisms {fi}1≤i≤n determines a p-limit
diagram 〈n〉◦
⊳
→ O⊗.
(3) For each object C ∈ C, the induced map O⊗C → N(Γ) is an ∞-operad.
Let O′
⊗
→ N(Γ) be an ∞-operad and let O⊗ → C×N(Γ) be a C-family of ∞-operads. An ∞-operad
family map from O⊗ to O′
⊗
is a map F : O⊗ → O′
⊗
with the following properties:
(i) The diagram
O
⊗ //
""D
DD
DD
DD
D O
′⊗
||yy
yy
yy
yy
N(Γ)
is commutative.
(ii) The functor F carries inert morphisms in O⊗ to inert morphisms in O′
⊗
.
We let AlgO(O
′) denote the full subcategory of MapN(Γ)(O
⊗,O′
⊗
) spanned by the ∞-operad family maps.
Remark 2.5.2. Let O⊗ → C×N(Γ) be a C-family of ∞-operads. Then the underlying map O⊗ → N(Γ)
exhibits O⊗ as an∞-operad family, in the sense of Definition 1.10.1. Conversely, suppose that p : O⊗ → N(Γ)
is an ∞-operad family, and set C = O⊗〈0〉. Choose a p-coCartesian natural transformation idO⊗ → q, where
q : O⊗ → O⊗〈0〉 = C, and choose a factorization of q × p as a composition
O
⊗ θ→ O′
⊗ θ′
→ C×N(Γ)
where θ is a categorical equivalence and θ′ is a categorical fibration. Then θ′ exhibits O′
⊗
as a C-family of
∞-operads. In other words, we can regard Definition 2.5.1 as an slight variation on Definition 1.10.1: an
∞-operad family is essentially the same thing as a C-family of∞-operads, where the underlying∞-category
C has not been specified.
Notation 2.5.3. Let O⊗ → C×N(Γ) be a C-family of ∞-operads. We let O⊗ac denote the subcategory of
O
⊗ spanned by those morphisms which induce active morphisms in N(Γ).
Definition 2.5.4. A correspondence of ∞-operads is a ∆1-family of ∞-operads p : M⊗ → N(Γ) ×∆1. In
this case, we will say that M⊗ is a correspondence from the ∞-operad A⊗ = M⊗×∆1{0} to the ∞-operad
B
⊗ = M⊗×∆1{1}.
Definition 2.5.5. Let M⊗ → N(Γ)×∆1 be a correspondence from an ∞-operad A⊗ to another ∞-operad
B
⊗, let q : C⊗ → O⊗ be a fibration of ∞-operads, and let F : M⊗ → C⊗ be an ∞-operad family map. We
will say that F is an operadic q-left Kan extension of F = F |A⊗ if the following condition is satisfied, for
every object B ∈ B⊗:
(∗) Let K = (M⊗ac)/B ×M⊗ A
⊗. Then the composite map
K⊲ → (M⊗)⊲/B → M
⊗ F→ C⊗
is an operadic q-colimit diagram.
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The remainder of this section will be devoted to the proof of the following result:
Theorem 2.5.6. Let n ≥ 1, let p : M⊗ → N(Γ) ×∆n be a ∆n-family of ∞-operads, and let q : C⊗ → O⊗
be a fibration of ∞-operads. Suppose we are given a commutative diagram of ∞-operad family maps
M
⊗×∆nΛn0

f0 //
C
⊗
q

M
⊗
f
99s
s
s
s
s
s g //
O
⊗ .
Then
(A) Suppose that n = 1. The following conditions are equivalent:
(a) There exists a dotted arrow f as indicated in the diagram which is an operadic q-left Kan extension
of f0 (in particular, such that f is a map of ∞-operad families).
(b) For every object B ∈ M⊗×∆n{1}, the diagram
(M⊗ac)/B ×∆n {0} → M
⊗×∆n{0}
f0
→ C⊗
can be extended to an operadic q-colimit diagram lifting the map
((M⊗ac)/B ×∆n {0})
⊲ → M⊗
g
→ O⊗ .
(B) Suppose that n > 1, and that the restriction of f0 to M
⊗×∆n∆{0,1} is an operadic q-left Kan extension
of f0|(M
⊗×∆n{0}). Then there exists a dotted arrow f as indicated in the diagram (automatically a
map of ∞-operad families).
The proof of Theorem 2.5.6 will requires some preliminaries.
Lemma 2.5.7. Suppose we are given an inner fibration of simplicial sets p : C → Λ32 satisfying the following
condition: for every object X ∈ C1, there exists a p-coCartesian morphism f : X → Y where Y ∈ C2. Then
there exists a pullback diagram
C //
p

C
′
p′

Λ32
// ∆3
where C′ is an ∞-category and the map C →֒ C′ is a categorical equivalence.
Proof. We will construct a sequence of categorical equivalences
C = C(0) ⊆ C(1) ⊆ · · ·
in (Set∆)/∆3 with the following properties:
(i) If 0 < i < n and Λni → C(m) is a map, then the induced map Λ
n
i → C(m+ 1) can be extended to an
n-simplex of C(m+ 1).
(ii) For each m ≥ 0, the inclusion C ⊆ C(m)×∆3 Λ
3
2 is an isomorphism of simplicial sets.
Our construction proceeds by induction on m. Assume that C(m) has been constructed, and let A denote
the collection of all maps α : Λni → C(m) for 0 < i < n. We will prove that, for each α ∈ A, there exists a
categorical equivalence C(m) ⊆ C(m,α) in (Set∆)/∆3 with the following properties:
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(i′) The composite map Λni
α
→ C(m) ⊆ C(m,α) can be extended to an n-simplex of C(m,α).
(ii′) The map C → C(m,α)×∆3 Λ
3
2 is an isomorphism of simplicial sets.
Assuming that we can satisfy these conditions, we can complete the proof by defining C(m + 1) to be the
amalgamation
∐
α∈A C(m,α) in the category (Set∆)C(m)/ /∆3 .
Suppose now that α : Λni → C(m) is given. If the composite map α0 : Λ
n
i
α
→ C(m)→ ∆3 factors through
Λ32, then we can use the assumption that p is an inner fibration to extend α to an n-simplex of C. In this case,
we can satisfy requirements (i′) and (ii′) by setting C(m,α) = C(m). We may therefore assume without loss
of generality that the image of α0 contains ∆
{0,1,3} ⊆ ∆3. In particular, we see that α0(0) and α0(n) = 3.
We observe that α0 extends uniquely to a map α0 : ∆
n → ∆3. The pushout C(m)
∐
Λni
∆n evidently
satisfies condition (i′). It satisfies condition (ii′) unless α0 carries ∆
{0,...,i−1,i+1,...,n} into Λ32. If condition
(ii′) is satisfied, we can set C(m,α) = C(m)
∐
Λni
∆n; otherwise, we have α−10 {1} = {i}.
Let A = α−10 {0} ⊆ ∆
n, B = α−10 {2} ⊆ ∆
n, and C = α−10 {3} ⊆ ∆
n, so we have a canonical isomorphism
∆n ≃ A ⋆ {x} ⋆ B ⋆ C where x corresponds to the ith vertex of ∆n. Let β denote the restriction of α to
A ⋆ {x} ⋆ B and γ the restriction of α to {x} ⋆ B ⋆ C. Let X ∈ C1 denote the image of x in C1, and choose
a p-coCartesian morphism f : X → Y in C where Y ∈ C2. Since f is p-coCartesian, we can choose a map
γ : {x} ⋆ {y} ⋆ B ⋆ C → C which is compatible with f and γ. Let γ0 = γ|{x} ⋆ {y} ⋆ B, and choose a
map β : A ⋆ {x} ⋆ {y} ⋆ B → C compatible with γ0 and β. The restrictions of β and γ determine a map
δ : (A ⋆ {y} ⋆ B)
∐
{y}⋆B({y} ⋆ B ⋆ C)→ C. Using the fact that p is an inner fibration, we can extend δ to a
map δ : A ⋆ {y} ⋆ B ⋆ C → C.
We define simplicial subsets
K0 ⊆ K1 ⊆ K2 ⊆ A ⋆ {x} ⋆ {y} ⋆ B ⋆ C
as follows:
(a) The simplicial subset K0 ⊆ A⋆ {x} ⋆ {y} ⋆B ⋆C is generated by A⋆ {x} ⋆ {y} ⋆B and {x} ⋆ {y} ⋆B ⋆C.
(b) The simplicial subset K1 ⊆ A ⋆ {x} ⋆ {y} ⋆ B ⋆ C is generated by K0 together with Λni ⊆ ∆
n ≃
A⋆ {x} ⋆B ⋆C. Since the inclusions Λni ⊆ ∆
n and (A⋆ {x} ⋆B)
∐
{x}⋆B({x} ⋆B ⋆C) ⊆ A⋆ {x} ⋆B ⋆C
are inner anodyne, the inclusion
i : (A ⋆ {x} ⋆ B)
∐
{x}⋆B
({x} ⋆ B ⋆ C) ⊆ Λni
is a categorical equivalence. The inclusion K0 ⊆ K1 is a pushout of i, and therefore also a categorical
equivalence.
(c) The simplicial subset K2 ⊆ A⋆ {x} ⋆ {y} ⋆B⋆C is generated by K1 together with A⋆ {y} ⋆B ⋆C. The
inclusion K1 ⊆ K2 is a pushout of the inclusion (A ⋆ {y} ⋆ B)
∐
{y}⋆B({y} ⋆ B ⋆ C) ⊆ A ⋆ {y} ⋆ B ⋆ C,
and therefore a categorical equivalence.
The inclusionK0 ⊆ A⋆{x}⋆{y}⋆B⋆C is evidently a categorical equivalence. It follows from a two-out-of-three
argument that the inclusionK2 ⊆ A⋆{x}⋆{y}⋆B⋆C is also a categorical equivalence. The maps δ, β, β
′
, and
α determine a map K2 → C(m). We now define C(m,α) to be the pushout C(m)
∐
K2
(A⋆ {x} ⋆ {y} ⋆B⋆C).
It is not difficult to verify that C(m,α) has the desired properties.
Lemma 2.5.8. Let p : C → ∆n be a map of ∞-categories, let 0 < i < n, and assume that for every object
X ∈ Ci−1 there exists a p-coCartesian morphism f : X → Y , where Y ∈ Ci. Then the inclusion p−1Λni ⊆ C
is a categorical equivalence.
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Proof. We first treat the special case i = 1. The proof proceeds by induction on n. Let S be the collection
of all nondegenerate simplices in ∆n which contain the vertices 0, 1, and at least one other vertex. For each
σ ∈ S, let σ′ be the simplex obtained from σ by removing the vertex 1. Choose an ordering S = {σ1, . . . , σm}
of S where the dimensions of the simplices σj are nonstrictly decreasing as a function of i (so that σ1 = ∆
n).
For 0 ≤ j ≤ m, let Kj denote the simplicial subset of ∆n obtained by removing the simplices σk and σ′k for
k ≤ j. If we let nj denote the dimension of σj , then we have a pushout diagram
Λ
nj
1
//

Kj

∆nj // Kj−1
Applying the inductive hypothesis (and the left properness of the Joyal model structure), we deduce that
the inclusion Kj ×∆n C → Kj−1 ×∆n C is a categorical equivalence for 1 < j ≤ m. Combining these facts,
we deduce that the map Km×∆n C ⊆ K1×∆n C ≃ p−1Λn1 is a categorical equivalence. By a two-out-of-three
argument, we are reduced to proving that the inclusion Km ×∆n C → C is a categorical equivalence. Let
q : ∆n → ∆2 be the map given on vertices by the formula
q(k) =

0 if k = 0
1 if k = 1
2 otherwise
and observe that Km = q
−1Λ21. We may therefore replace p by q ◦ p and thereby reduce to the case n = 2.
Choose a map h : ∆1 × C0 → C which is a natural transformation from the identity map idC0 to a
functor F : C0 → C1, such that h carries ∆1 × {X} to a p-coCartesian morphism in C for each X ∈ C0. Let
D = p−1∆{1, 2}. The natural transformation h induces maps
(∆1 × C0)
∐
{1}×C0
C1 → p
−1∆{0,1}
(∆1 × C0)
∐
{1}×C0
D → C
and it follows from Proposition T.3.2.2.7 that these maps are categorical equivalences. Consider the diagram
(∆1 × C0)
∐
{1}×C0
D
vvnnn
nnn
nnn
nnn
''OO
OOO
OOO
OOO
OO
p−1Λ21
// C .
It follows from the above arguments (and the left properness of the Joyal model structure) that the diagonal
maps are categorical equivalences, so that the horizontal map is a categorical equivalence by the two-out-of-
three property. This completes the proof in the case i = 1.
We now treat the case i > 1. The proof again proceeds by induction on n. Let q : ∆n → ∆3 be the map
defined by the formula
q(k) =

0 if k < i− 1
1 if k = i− 1
2 if k = i
3 otherwise.
Let S denote the collection of all nondegenerate simplices σ of ∆n such that the restriction q|σ is surjective.
For each σ ∈ S, let σ′ denote the simplex obtained from σ by deleting the vertex i. Choosing an ordering
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S = {σ1, . . . , σm} of S where the dimension of the simplex σj is a nondecreasing function of j (so that
σ1 = ∆
n), and for 0 ≤ j ≤ m let Kj be the simplicial subset of ∆n obtained by deleting σk and σ′k for k ≤ j.
If we let nj denote the dimension of σj , then we have pushout diagrams
Λ
nj
p
//

Kj

∆nj // Kj−1
where 1 < p < nj . Applying the inductive hypothesis and the left properness of the Joyal model structure,
we deduce that Kj ×∆n C → Kj−1×∆n C is a categorical equivalence for 1 < j ≤ m. It follows that the map
Km ×∆n C → K1 ×∆n C = p
−1Λni
is a categorical equivalence. To complete the proof, it will suffice to show that the inclusion Km ×∆n C → C
is a categorical equivalence. We observe that Km = q
−1Λ32. We may therefore replace p by q ◦ p and reduce
to the case where n = 3 and i = 2.
Applying Lemma 2.5.7, we can factor the map p−1Λ32 → ∆
3 as a composition
p−1Λ32
i
→ C′
p′
→ ∆3,
where C′ is an∞-category and i is a categorical equivalence which induces an isomorphism p−1Λ32 ≃ p
′−1Λ32.
In particular, i is a trivial cofibration with respect to the Joyal model structure, so there exists a solution to
the following lifting property:
p−1Λ32
i

j // C

C
′ //
g
;;x
x
x
x
x
∆3.
Since the map g induces an isomorphism Λ32×∆3 C
′ → Λ32×∆3 C, it is a categorical equivalence (it is bijective
on vertices and induces isomorphisms HomRC′(x, y) → Hom
R
C (g(x), g(y)) for every pair of vertices x, y ∈ C
′,
since Λ32 contains every edge of ∆
3). It follows that j = g ◦ i is a categorical equivalence as well, which
completes the proof.
Proof of Theorem 2.5.6. The implication (a) ⇒ (b) in the case (A) is obvious. Let us therefore assume
either that (b) is satisfied (if n = 1) or that f0|(M
⊗×∆n∆{0,1} is an operadic q-left Kan extension of
f0|(M
⊗×∆n{0}) (if n > 1). To complete the proof, we need to construct a functor f : M
⊗ → C⊗ satisfying
some natural conditions. The construction is somewhat elaborate, and will require several steps.
Using Proposition T.2.3.3.8, we can choose a simplicial subset N⊗ ⊆ M⊗ such that N⊗ is categorically
equivalent to M⊗, the induced map N⊗ → N(Γ)×∆n is a minimal inner fibration, and there is a retraction of
M
⊗ onto N⊗ which is compatible with the projection to N(Γ)×∆n. Consider the associated lifting problem
N
⊗ ×∆n Λn0
//

C
⊗

N
⊗ //
f ′
99s
s
s
s
s
s
O
⊗ .
Suppose this lifting problem admits a solution (where f ′ is an operadic left Kan extension of f ′|N⊗×∆n{0}
if n = 1). Applying Proposition T.A.2.3.1, we deduce that the original lifting problem admits a solution
f such that f |N⊗ is equivalent to f ′. If n = 1, it will then follow that f is also an operadic q-left Kan
extension of f0. Consequently, we are free to replace M
⊗ by N⊗ and thereby reduce to the case where
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M
⊗ → N(Γ)×∆n is a minimal inner fibration. Since N(Γ)×∆n is a minimal ∞-category (this follows from
the observation that every isomorphism class in the category Γ×[n] has a unique representative), we deduce
that M⊗ is a strictly unital ∞-category (see §2.4).
Our next step is to decompose the simplices of N(Γ)×∆{1,...,n} into groups. We will say that a morphism
α in N(Γ)×∆{1,...,n} is active if its image in N(Γ) is active, inert if its image in N(Γ) is inert and its image in
∆{1,...,n} is degenerate, and neutral if it is neither active nor inert. Let σ be anm-simplex of N(Γ)×∆{1,...,n},
corresponding to a chain of morphisms
(〈k0〉, e0)
α(1)
→ (〈k1〉, e1)
α(2)
→ · · ·
α(m)
→ (〈km〉, em).
Let Jσ denote the collection of integers j ∈ {1, . . . ,m} for which the map α(j) is not an isomorphism. We
will denote the cardinality of Jσ by l(σ) and refer to it as the length of σ. For 1 ≤ d ≤ l(σ), we let jσd denote
the dth element of Jσ and set α
σ
d = α(j
σ
d ). We will say that σ is closed if km = 1; otherwise we will say that
σ is open. We will say that σ is new if the projection map σ → ∆{1,...,n} is surjective.
We now partition the collection of new simplices σ of N(Γ)×∆{1,...,n} into eleven groups:
(G′(1)) A new simplex σ of N(Γ) × ∆
{1,...,n} belongs to G′(1) if it is a closed and the maps α
σ
i are active for
1 ≤ i ≤ l(σ).
(G(2)) A new simplex σ of N(Γ)×∆
{1,...,n} belongs to G(2) if σ is closed and there exists 1 ≤ k < l(σ) such
that ασk is inert, while α
σ
j is active for k < j ≤ l(σ).
(G′(2)) A new simplex σ of N(Γ)×∆
{1,...,n} belongs to G′(2) if σ is closed and there exists 1 ≤ k ≤ l(σ) such
that ασk is neutral while the maps α
σ
j are active for k < j ≤ l(σ).
(G(3)) A new simplex σ of N(Γ) ×∆
{1,...,n} belongs to G(3) if σ is closed and there exists 1 ≤ k < l(σ) − 1
such that ασk is inert, the maps α
σ
j are active for k < j < l(σ), and α
σ
l(σ) is inert.
(G′(3)) A new simplex σ of N(Γ)×∆
{1,...,n} belongs to G′(3) if σ is closed and there exists 1 ≤ k < l(σ) such
that the map ασk is neutral, the maps α
σ
j are active for k < j < l(σ), and α
σ
l(σ) is inert.
(G(4)) A new simplex σ of N(Γ) × ∆
{1,...,n} belongs to G(4) if it is a closed, the maps α
σ
i are active for
1 ≤ i < l(σ), and the map ασl(σ) is inert.
(G′(4)) A new simplex σ of N(Γ) ×∆
{1,...,n} belongs to G′(4) if it is an open and the maps α
σ
i are active for
1 ≤ i ≤ l(σ).
(G(5)) A new simplex σ of N(Γ)×∆
{1,...,n} belongs to G(5) if σ is an open and there exists 1 ≤ k < l(σ) such
that ασk is inert and α
σ
j is active for k < j ≤ l(σ).
(G′(5)) A new simplex σ of N(Γ)×∆
{1,...,n} belongs to G′(5) if σ is an open and there exists 1 ≤ k ≤ l(σ) such
that ασk is neutral and the maps α
σ
j are active for k < j ≤ l(σ).
(G(6)) A new simplex σ of N(Γ)×∆
{1,...,n} belongs to G(6) if it is closed, has length ≥ 2, and the maps α
σ
l(σ)−1
and ασl(σ) are both inert.
(G′(6)) A new simplex σ of N(Γ) ×∆
{1,...,n} belongs to G′(6) if it is open, has length at least 1, and the map
ασl(σ) is inert.
For each integer m ≥ 0, let F (m) denote simplicial subset of N(Γ)×∆{1,...,n} spanned by the simplices
which either belong to N(Γ)×∂∆{1,...,n}, have length less than m, or have length m and belong to one of the
groups G(i) for 2 ≤ i ≤ 6. Let F (m) be the simplicial subset of N(Γ)×∆
n spanned by those simplices whose
intersection with N(Γ)×∆{1,...,n} belongs to F (m), and let M⊗(m) denote the inverse image of F (m) in M
⊗.
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We observe that M⊗(0) = M
⊗×∆nΛn0 . To complete the proof, it will suffice to show that f0 : M
⊗
(0) → C
⊗ can
be extended to a sequence of maps fm : M
⊗
(m) → C
⊗ which fit into commutative diagrams
M
⊗
(m−1)

fm−1 //
C
⊗
q

M
⊗
(m)
fm
<<y
y
y
y
y
//
O
⊗
and such that f1 has the following special properties:
(i) For each object B ∈ M×∆n{1}, the map
((M⊗ac)/B ×∆n {0})
⊲ → M⊗(1)
f1
→ C⊗
is an operadic q-colimit diagram.
(ii) For every inert morphism e : M ′ →M in M⊗×∆n{1} such thatM ∈ M = M
⊗
〈1〉, the functor f1 carries
e to an inert morphism in C⊗.
Fix m > 0, and suppose that fm−1 has already been constructed. We define a filtration
F (m− 1) = K(0) ⊆ K(1) ⊆ K(2) ⊆ K(3) ⊆ K(4) ⊆ K(5) ⊆ K(6) = F (m)
as follows:
• We let K(1) denote the simplicial subset of N(Γ) ×∆{1,...,n} spanned by those simplices which either
belong to K(0) or have length (m− 1) and belong to G′(1).
• For 2 ≤ i ≤ 6, we let K(i) be the simplicial subset of N(Γ) × ∆{1,...,n} spanned by those simplices
which either belong to K(i− 1), have length m and belong to G(i), or have length m − 1 and belong
to G′(i).
For 0 ≤ i ≤ 6, we let K(i) denote the simplicial subset of N(Γ) × ∆n spanned by those simplices whose
intersection with N(Γ)×∆{1,...,n} belongs to K(i), and M⊗i the inert image of K(i) in M
⊗. We will define
maps f i : M⊗i → C
⊗ with f0 = fm−1. The construction now proceeds in six steps:
(1) Assume that f0 = fm−1 has been constructed; we wish to define f
1. Let {σa}a∈A be the collection of
all nondegenerate simplices of M⊗×∆n∆{1,...,n} whose image in N(Γ)×∆{1,...,n} has length (m−1) and
belongs to the class G′(1). Choose a well-ordering of the set A such that the dimensions of the simplices
σa form a (nonstrictly) increasing function of a. For each a ∈ A, let M
⊗
≤a denote the simplicial subset of
M
⊗ spanned by those simplices which either belong to M⊗0 or whose intersection with M
⊗×∆n∆{1,...,n}
is contained in σa′ for some a
′ ≤ a, and define M⊗<a similarly. We construct a compatible family of
maps f≤a : M⊗≤a → C
⊗ extending f0, using transfinite induction on a. Assume that f≤a
′
has been
constructed for a′ < a; these maps can be amalgamated to obtain a map f<a : M⊗<a → C
⊗. Let
X = {0} ×∆n M
⊗
/σa
. Since M⊗ is strictly unital, Proposition 2.4.7 guarantees that we have a pushout
diagram of simplicial sets
X ⋆ ∂ σa //

M
⊗
<a

X ⋆ σa // M
⊗
≤a .
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It will therefore suffice to extend the composition
g0 : X ⋆ ∂ σa → M
⊗
<a
f<a
→ C⊗
to a map g : X ⋆ ⋆σa → C
⊗ which is compatible with the projection to O⊗.
We first treat the special case where the simplex σa is zero-dimensional (in which case we must have
m = 1). We can identify σa with an object B ∈ M
⊗. Let X0 = (M
⊗
ac)/B ×∆n {0} ⊆ X . Using
assumption (b), we can choose a map g1 : X
⊲
0 → C
⊗ compatible with the projection to O⊗ which is
an operadic q-colimit diagram. We note that X0 is a localization of X so that the inclusion X0 ⊆ X
is cofinal; it follows that g1 can be extended to a map X
⊲ → C⊗ with the desired properties. Note
that our particular construction of g guarantees that the map f1 will satisfy condition (i) above for
M ∈ M×K⋆∆n{0}.
Now suppose that σa is a simplex of positive dimension. We again let X0 denote the simplicial subset
of X spanned by those vertices of X which correspond to diagrams σ⊳a → C
⊗ which project to a
sequence of active morphisms in N(Γ). The inclusion X0 ⊆ X admits a left adjoint and is therefore
cofinal; it follows that the induced map C⊗(f0|X)/ → C
⊗
(f0|X0)/
×
O
⊗
(qf0 |X0)/
O
⊗
(qf0|X)/
is a trivial Kan
fibration. It therefore suffices to show that the restriction g′0 = g0|(X0 ⋆ ∂ σa) can be extended to
a map g′ : X0 ⋆ σa → C
⊗ compatible with the projection to q. In view of Proposition 2.2.6, it will
suffice to show that the restriction g′0|(X0 ⋆ {B}) is a q-operadic colimit diagram. Since the inclusion
{B} ⊆ σa is left anodyne, the projection map X0 → (A
⊗
ac)/B is a trivial Kan fibration. It will therefore
suffice to show that fm−1 induces an operadic q-colimit diagram δ : (A
⊗
ac)
⊲
/B → C
⊗.
Let 〈p〉 be the image of B in N(Γ). For 1 ≤ i ≤ p, choose an inert morphism B → Bi in B
⊗ covering the
map ρi : 〈p〉 → 〈1〉, and let δi : (A
⊗
ac)
⊲
/Bi
→ C⊗ be the map induced by fn−1. The above construction
guarantees that each δi is an operadic q-colimit diagram. Using the fact that M
⊗ is a ∆n-family of
∞-operads, we deduce that the maps B → Bi induce an equivalence
(A⊗ac)/B ≃
∏
1≤i≤p
(A⊗ac)/Bi .
Using (ii), we see that under this equivalence we can identify δ with the diagram
(
∏
1≤i≤p
(A⊗ac)
⊲
/Bi
→
∏
1≤i≤p
(A⊗ac)
⊲
/Bi
⊕δi→ C⊗ .
The desired result now follows from Proposition 2.2.7.
(2) We now assume that f1 has been constructed. Since q is a categorical fibration, to produce the desired
extension f2 of f1 it is sufficient to show that the inclusion M⊗1 ⊆ M
⊗
2 is a categorical equivalence.
For each simplex σ of M⊗×∆n∆{1,...,n} which belongs to G(2), let k(σ) < l(σ) be the integer such that
ασk(σ) is inert while α
σ
j is active for k(σ) < j ≤ l(σ). We will say that σ is good if α
σ
k(σ) induces a map
〈p〉 → 〈p′〉 in Γ whose restriction to (ασk )
−1〈p′〉◦ is order preserving. Let {σa}a∈A be the collection of
all nondegenerate simplices of N(Γ)×∆n such that the intersection σ′a = σa ∩ (N(Γ)×∆
{1,...,n}) is a
(nonempty) good simplex belonging to G(2). For each a ∈ A, let ka = k(σ
′
a) and ja = j
σ′a
k . Choose a
well-ordering of A with the following properties:
– The map a 7→ ka is a (nonstrictly) increasing function of a ∈ A.
– For each integer k, the dimension of the simplex σa is a nonstrictly increasing function of a ∈
Ak = {a ∈ A : ka = k}.
– Fix integers k, d ≥ 0, and let Ak,d be the collection of elements a ∈ Ak such that σa has dimension
d. The map a 7→ ja is a nonstrictly increasing function on Ak,d.
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For each a ∈ A, let K≤a denote the simplicial subset of N(Γ) × ∆n generated by K(1) and the
simplices {σa′}a′≤a, and defineK<a similarly. The inclusion M
⊗
1 ⊆ M
⊗
2 can be obtained as a transfinite
composition of inclusions
ia : M
⊗×N(Γ)×∆nK<a → M
⊗×N(Γ)×∆nK≤a.
Each ia is a pushout of an inclusion
i′a : M
⊗×N(Γ)×∆nσ
0
a M
⊗×N(Γ)×∆nσa,
where σ0a ⊆ σa denotes the inner horn obtained by removing the interior of σa together with the face
opposite the jath vertex of σ
′
a. It follows from Lemma 2.5.8 that i
′
a is a categorical equivalence. Since
the Joyal model structure is left proper, we deduce that each ia is an equivalence, so that the inclusion
M
⊗
1 ⊆ M
⊗
2 is a categorical equivalence as desired.
(3) To find the desired extension f3 of f2, it suffices to show that the inclusion M⊗2 ⊆ M
⊗
3 is a categorical
equivalence. This follows from the argument given in step (2).
(4) Let {σa}a∈A denote the collection of all nondegenerate simplices σ of M
⊗ with the property that
σ×∆n ∆{1,...,n} projects to a simplex of N(Γ)×∆{1,...,n} which belongs to G′4. Choose a well-ordering
ofA having the property that the dimensions of the simplices σa form a (nonstrictly) increasing function
of a. Let D⊗ = M⊗×∆n{n}. For each a ∈ A let Da ∈ D
⊗ denote the final vertex of σa and let Xa
denote the full subcategory of D×M⊗ M
⊗
σa/
spanned by those objects for which the underlying map
Da → D is inert. We have a canonical map ta : σa ⋆Xa → M
⊗. For each a ∈ A, let M⊗≤a ⊆ M
⊗ denote
the simplicial subset generated by M⊗3 together with the image of ta′ for all a
′ ≤ a, and define M⊗<a
similarly. Using our assumption that M⊗ is strictly unital (and a variation on Proposition 2.4.7), we
deduce that M⊗4 =
⋃
a∈A M
⊗
n,≤a and that for each a ∈ A we have a pushout diagram of simplicial sets
∂ σa ⋆ Xa //

M
⊗
<a

σa ⋆ Xa // M
⊗
≤a .
To construct f4, we are reduced to the problem of solving a sequence of extension problems of the form
∂ σa ⋆ Xa
g0 //

C
⊗
q

σa ⋆ Xa //
g
99t
t
t
t
t
O
⊗ .
Let 〈p〉 denote the image of Da in N(Γ); note that we have a canonical decomposition
Xa ≃
∐
1≤i≤p
Xa,i.
Each of the∞-categoriesXa,i has an initial object Bi, given by any map σa⋆{Di} → C
⊗ which induces
an inert morphism Da → Di covering ρ
i : 〈p〉 → 〈1〉. Let h : Xa → C
⊗ be the map induced by g0, and
let h′ be the restriction of h to the discrete simplicial set X ′a = {Bi}1≤i≤p. Since inclusion X
′
a → Xa
is left anodyne, we have a trivial Kan fibration C⊗/h → C
⊗
/h′ ×O⊗
/qh′
O
⊗
/qh. Unwinding the definitions, we
are reduced to the lifting probelm depicted in the diagram
∂ σa ⋆ X
′
a
g′0 //

C
⊗
q

σa ⋆ X
′
a
g′ //
g′
::u
u
u
u
u
O
⊗ .
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If the dimension of σa is positive, then it suffices to show that g
′
0 carries {Da}⋆X
′
a to a q-limit diagram
in C⊗. Let q′ denote the canonical map O⊗ → N(Γ). In view of Proposition T.4.3.1.5, it suffices to
show that g′0 carries {Da} ⋆X
′
a to a (q
′ ◦ q)-limit diagram and that q ◦ g′0 carries {Da} ⋆X
′
a to a q
′-limit
diagram. The first of these assertions follows from (ii) and from the fact that C⊗ is an∞-operad, and
the second follows by the same argument (since q is a map of ∞-operads).
It remains to treat the case where σa is zero dimensional (in which case we must have m = 1). Since
C
⊗ is an ∞-operad, we can solve the lifting problem depicted in the diagram
∂ σa ⋆ X
′
a
g′0 //

C
⊗
q′◦q

σa ⋆ X
′
a
//
g′′
99t
t
t
t
t
N(Γ)
in such a way that g′′ carries edges of σa ⋆X
′
a to inert morphisms in C
⊗. Since q is an∞-operad map,
it follows that q ◦ g′′ has the same property. Since O⊗ is an ∞-operad, we conclude that q ◦ g′′ and
g′ are both q′-limit diagrams in O⊗ extending q ◦ g′0, and therefore equivalent to one another via an
equivalence which is fixed on X ′a and compatible with the projection to N(Γ). Since q is a categorical
fibration, we can lift this equivalence to an equivalence g′′ ≃ g′, where g′ : σa ⋆X ′a → C
⊗ is the desired
extension of g′0. We note that this construction ensures that condition (ii) is satisfied.
(5) To find the desired extension f5 of f4, it suffices to show that the inclusion M⊗4 ⊆ M
⊗
5 is a categorical
equivalence. This again follows from the argument given in step (2).
(6) The verification that f5 can be extended to a map f6 : M⊗6 → C
⊗ with the desired properties proceeds
as in step (4), but is slightly easier (because G′(6) contains no simplices of length zero).
2.6 Free Algebras
Let q : C⊗ → O⊗ be a fibration of ∞-operads, and suppose we are given ∞-operad maps
A
⊗ i→ B⊗
j
→ O⊗ .
Composition with i induces a forgetful functor θ : AlgB(C) → AlgA(C). Our goal in this section is to show
that, under suitable conditions, the functor θ admits a left adjoint. We can think of this left adjoint as
carrying an object F ∈ AlgA(C) to the free B-algebra object of C generated by F . Our first step is to make
this idea more precise:
Definition 2.6.1. Let q : C⊗ → O⊗ and A⊗
i
→ B⊗
j
→ O⊗ be as above, let F ∈ AlgA(C) and F ∈ AlgB(C),
and let f : F → θ(F ′) be a morphism of A-algebra objects in C.
For every object B ∈ B, we let (A⊗ac)/B denote the fiber product A
⊗×B⊗(B
⊗
ac)/B . The maps F and F
′
induce maps α, α′ : (A⊗ac)/B → C
⊗
ac, f determines a natural transformation g : α → α
′. We note that α′
lifts to a map α′ : (A⊗ac)/B → (C
⊗
ac)/F ′(B); since the projection (C
⊗
ac)/F ′(B) → C
⊗
ac×O⊗ac(O
⊗
ac)/qF ′(B) is a right
fibration, we can lift g (in an essentially unique fashion) to a natural transformation g : α → α′ which is
compatible with the projection to O⊗.
We will say that f exhibits F ′ as a q-free B-algebra generated by F if the following condition is satisfied,
for every object B ∈ B:
(∗) The map α above determines an operadic q-colimit diagram (A⊗ac)
⊲
/B → C
⊗.
The following result guarantees that free algebras are unique (up to equivalence) whenever they exist:
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Proposition 2.6.2. Let q : C⊗ → O⊗ be a fibration of ∞-operads, and suppose we are given maps of ∞-
operads A⊗ → B⊗ → O⊗. Let θ : AlgB(C) → AlgA(C) denote the forgetful functor, let F ∈ AlgA(C), let
F ′ ∈ AlgB(C), and let f : F → θ(F
′) be a map which exhibits F ′ as a q-free B-algebra generated by F . For
every F ′′ ∈ AlgB(C), composition with f induces a homotopy equivalence
γ : MapAlgB(C)(F
′, F ′′)→ MapAlgA(C)(F, θ(F
′′)).
The proof of Proposition 2.6.2 will require some preliminaries.
Lemma 2.6.3. Let M⊗ → N(Γ)×∆1 be a correspondence between ∞-operads A⊗ and B⊗, and let q : C⊗ →
O
⊗ be a fibration of ∞-operads. Suppose that n > 0 and we are given maps of ∞-operad families
(A⊗×∆n)
∐
A⊗× ∂∆n(M
⊗× ∂∆n)
f0 //

C
⊗

M
⊗×∆n //
f
55kkkkkkkkk
O
⊗
where the restriction of f0 to M
⊗×{0} is an operadic q-left Kan extension. Then there exists an ∞-operad
family map f as indicated in the diagram.
Proof. Let K(0) = (∆n×{0})
∐
∂∆n×{0}(∂∆
n×∆1), which we identify with a simplicial subset of ∆n×∆1.
We define a sequence of simplicial subsets
K(0) ⊆ K(1) ⊆ . . . ⊆ K(n+ 1) = ∆n ×∆1
so that each K(i + 1) is obtained from K(i) by adjoining the image of the simplex σi : ∆
n+1 → ∆n × ∆1
which is given on vertices by the formula
σi(j) =
{
(j, 0) if j ≤ n− i
(j − 1, 1) otherwise.
We construct a compatible family of maps fi : K(i) ×∆1 M
⊗ → C⊗ extending f0 using induction on i.
Assuming fi has been constructed, to build fi+1 it suffices to solve the lifting problem presented in the
following diagram:
Λn+1n−i ×∆1 M
⊗ j //

C
⊗

∆n+1 ×∆1 M
⊗ //
88r
r
r
r
r
r
O
⊗ .
If i < n, then Lemma 2.5.8 guarantees that j is a categorical equivalence, so the dotted arrow exists by
virtue of the fact that q is a categorical fibration. If i = n, then the lifting problem admits a solution by
Theorem 2.5.6.
Remark 2.6.4. Let q : C⊗ → O⊗, A⊗
i
→ B⊗
j
→ O⊗, θ : AlgB(C) → AlgA(C), and f : F → θ(F
′) be as in
Definition 2.6.1. The maps f , F , and F ′ determine a map
h : (A⊗×∆1)
∐
A⊗ ×{1}
B
⊗ → C⊗×∆1.
Choose a factorization of h as a composition
(A⊗×∆1)
∐
A⊗ ×{1}
B
⊗ h
′
→ M⊗
h′′
→ C⊗×∆1
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where h′ is a categorical equivalence and M⊗ is an ∞-category; we note that the composite map M⊗ →
N(Γ)×∆1 is exhibits M⊗ as a correspondence of∞-operads. Unwinding the definitions, we see that f exhibits
F ′ as a q-free B-algebra generated by F if and only if the map h′′ is an operadic q-left Kan extension.
Notation 2.6.5. Let q : C⊗ → O⊗ be a fibration of ∞-operads, let M⊗ → N(Γ)×∆1 be a correspondence
between ∞-operads, and suppose we are given a map of ∞-operad families M⊗ → O⊗. We let AlgM(C)
denote the full subcategory of MapO⊗(M
⊗,C⊗) spanned by those functors which preserve inert morphisms.
Proof of Proposition 2.6.2. The triple (F, F ′, f) determines a map h : (A⊗×∆1)
∐
A⊗×{1} B
⊗ → C⊗×∆1.
Choose a factorization of h as a composition
(A⊗×∆1)
∐
A⊗ ×{1}
B
⊗ h
′
→ M⊗
h′′
→ C⊗×∆1
where h′ is a categorical equivalence and M⊗ is a correspondence of∞-operads from A⊗ to B⊗. Let Alg′M(C)
denote the full subcategory of AlgM(C) spanned by the functors M
⊗ → C⊗ which are operadic q-left Kan
extensions, and let Alg′′M(C) denote the full subcategory of AlgM(C) spanned by those functors which are
q-right Kan extensions of their restrictions to B⊗. Proposition T.4.3.2.15 guarantees that the restriction
map Alg′′M(C) → AlgB(C) is a trivial Kan fibration; let s : AlgB(C) → Alg
′′
M(C) be a section. We observe
that the functor θ is equivalent to the composition of s with the restriction map AlgM(C) → AlgA(C). Let
F ∈ AlgM(C) be the object determined by h
′′ so that we have a homotopy commutative diagram
HomRAlg
M
(C)(F , s(F
′′))
β
**UUU
UUU
UUUU
UUU
UUU
β′uujjjj
jjj
jjj
jjj
jj
HomRAlg
B
(C)(F
′, F ′′) // HomRAlg
A
(C)(F, s(F
′′)|A⊗);
where γ can be identified with the bottom horizontal map. By the two-out-of-three property, it will suffice
to show that β and β′ are trivial Kan fibrations. For the map β, this follows from the observation that s(F ′′)
is a q-right Kan extension of F ′′. For the map β′, we apply Lemma 2.6.3 (together with the observation that
F is an operadic q-left Kan extension, by virtue of Remark 2.6.4).
We record a few other easy consequences of Lemma 2.6.3:
Corollary 2.6.6. Let q : C⊗ → O⊗ be a fibration of ∞-operads, let M⊗ → N(Γ)×∆1 be a correspondence
between∞-operads A⊗ and B⊗, and suppose we are given an∞-operad family map M⊗ → O⊗. Let Alg′M(C)
denote the full subcategory of AlgM(C) spanned by those maps f : M
⊗ → C⊗ which are operadic q-left Kan
extensions of f |A⊗ and let Alg′A(C) spanned by the functors f0 : A
⊗ → C⊗ with the property that for each
B ∈ B, the map (A⊗ac)/B → C
⊗
ac can be extended to an operadic q-colimit diagram lifting the composite map
(A⊗ac)
⊲
/B → M
⊗ → O⊗ .
Then the restriction map θ : Alg′M(C)→ Alg
′
A(C) is a trivial Kan fibration.
Proof. We must show that θ has the right lifting property with respect to every inclusion ∂∆n ⊆ ∆n. If
n = 0, this follows from Theorem 2.5.6; if n > 0, it follows from Lemma 2.6.3.
Corollary 2.6.7. Using the notation of Corollary 2.6.6, suppose that Alg′A(C) = AlgA(C). Then the re-
striction functor θ : AlgM(C) → AlgA(C) admits a fully faithful left adjoint, given by any section s of
θ′ : Alg′M(C)→ AlgA(C). In particular, Alg
′
M(C) is a colocalization of AlgM(C).
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Proof. Corollary 2.6.6 implies that θ′ admits a section s. We claim that the identity transformation
idAlgA(C) → θ◦s exhibits s as a left adjoint to θ. To prove this, it suffices to show that for every A ∈ AlgA(C)
and every B ∈ AlgM(C), the restriction map
HomRAlgM(C)(s(A), B)→ Hom
R
AlgA(C)
(A, θ(B))
is a homotopy equivalence. Lemma 2.6.3 guarantees that this map is a trivial Kan fibration.
We now consider the question of existence for free algebra objects.
Proposition 2.6.8. Let q : C⊗ → O⊗ be a fibration of ∞-operads, and suppose we are given maps of ∞-
operads A⊗ → B⊗ → O⊗. Let θ : AlgB(C) → AlgA(C) denote the forgetful functor and let F ∈ AlgA(C).
The following conditions are equivalent:
(1) There exists F ′ ∈ AlgB(C) and a map F → θ(F
′) which exhibits F ′ as a q-free B-algebra generated by
F .
(2) For every object B ∈ B, the induced map
(A⊗ac)/B → A
⊗
ac
F
→ C⊗ac
can be extended to an operadic q-colimit diagram lying over the composition
(A⊗ac)
⊲
/B → B
⊗
ac → O
⊗
ac .
Proof. The implication (1)⇒ (2) is obvious. For the converse, we use the small object argument to choose
a factorization of the map h : (A⊗×∆1)
∐
A⊗ ×{1} B
⊗ → O⊗×∆1 as a composition
(A⊗×∆1)
∐
A⊗×{1}
B
⊗ h
′
→ M⊗
h′′
→ O⊗×∆1
where h′ is inner anodyne and M⊗ is a correspondence of∞-operads from A⊗ to B⊗. Using assumption (2)
and Theorem 2.5.6, we can solve the lifting problem depicted in the diagram
A
⊗

//
C
⊗

M
⊗ //
G
=={
{
{
{
O
⊗
.
in such a way that G is an operadic q-left Kan extension. Composing G with h′, we obtain an object
F ′ ∈ AlgB(C) and a natural transformation f : F → θ(F
′). It follows from Remark 2.6.4 that f exhibits F ′
as a q-free B-algebra generated by F .
Corollary 2.6.9. Let q : C⊗ → O⊗ be a fibration of∞-operads, and suppose we are given maps of∞-operads
A
⊗ → B⊗ → O⊗. Assume that the following condition is satisfied:
(∗) For every object B ∈ B and every F ∈ AlgA(C), the diagram
(A⊗ac)/B → A
⊗
ac
F
→ C⊗ac
can be extended to an operadic q-colimit diagram lifting the composition
(A⊗ac)
⊲
/B → (B
⊗
ac)
⊲
/B → B
⊗
ac → O
⊗
ac .
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Then the forgetful functor θ : AlgB(C)→ AlgA(C) admits a left adjoint, which carries each F ∈ AlgA(C) to
a q-free B-algebra generated by F .
Proof. Combine Propositions 2.6.8, 2.6.2, and T.5.2.2.12.
Corollary 2.6.10. Let κ be an uncountable regular cardinal, let O⊗ be an ∞-operad, and let C⊗ → O⊗ be a
O-monoidal ∞-category which is compatible with K-indexed colimits for every κ-small simplicial set K (see
Definition 2.2.17). Let O′
⊗
→ O⊗ be a map of ∞-operads, and suppose that both O⊗ and O′
⊗
are κ-small.
Then the forgetful functor AlgO(C) → AlgO′(C) admits a left adjoint, which carries each O
′-algebra F in C
to a q-free O-algebra generated by F .
Proof. Combine Proposition 2.2.18 with Corollary 2.6.9.
Example 2.6.11. Let O⊗ be a κ-small∞-operad, let p : C⊗ → O⊗ be a coCartesian fibration of∞-operads
which is compatible with κ-indexed colimits. Applying Corollary 2.6.10 in the case O′
⊗
= O⊗×N(Γ) Triv and
applying Example 1.3.6, we deduce that the forgetful functor AlgO(C)→ MapO(O,C) admits a left adjoint.
To apply Corollary 2.6.10 in practice, it it convenient to have a more explicit description of free algebras.
To obtain such a description, we will specialize to the case where the ∞-operad O′
⊗
is trivial.
Construction 2.6.12. Let O⊗ be an ∞-operad, let X,Y ∈ O be objects, and let f : Triv → O⊗ be a map
of ∞-operads such that f(〈1〉) = X (such a map exists an is unique up to equivalence, by Remark 1.3.7).
Let p : C⊗ → O⊗ be a O-monoidal ∞-category and let C ∈ CX be an object. Using Example 1.3.6, we
conclude that C determines an essentially unique Triv-algebra C ∈ AlgTriv(C) such that C(〈1〉) = C.
For each n ≥ 0, let P(n) denote the full subcategory of Triv×O⊗ O
⊗
/Y spanned by the active morphisms
f(〈n〉) → Y ; we observe that P(n) is an ∞-groupoid and that the fibers of the canonical map q : P(n) →
N(Σn) can be identified with the space of n-ary operations MulO({X}1≤i≤n, Y ). By construction, we have
a canonical map h : P(n) ×∆1 → O⊗ which we regard as a natural transformation from h0 = f ◦ q to the
constant map h1 : P(n) → {Y }. Since p is a coCartesian fibration, we can choose a p-coCartesian natural
transformation h : C ◦ q → h1, for some map h1 : P(n) → CY . We let Sym
n
O,Y (C) denote a colimit of
the diagram h1, if such a homotopy colimit exists. We observe that Sym
n
O,Y (C) ∈ CY is well-defined up to
equivalence (in fact, up to a contractible space of choices).
Notation 2.6.13. In the special case X = Y , we will simply write SymnO(C) for Sym
n
O,Y (C). When O
⊗ is
the commutative ∞-operad N(Γ) (so that X = Y = 〈1〉) we will denote SymnO(C) by Sym
n(C).
Remark 2.6.14. In the situation of Construction 2.6.12, suppose that A ∈ AlgO(C) is a O-algebra and
that we are equipped with a map C → A ◦ f of Triv-algebras (in view of Example 1.3.6, this is equivalent
to giving a map C → A(X) in CX). This map induces a natural transformation from h1 to the constant
map P(n) → {A(Y )}, which we can identify with a map SymnO,Y (C) → A(Y ) provided that the left side is
defined.
Definition 2.6.15. Let q : C⊗ → O⊗ be a fibration of∞-operads, let X ∈ O, let A ∈ AlgO(C), and suppose
we are given a morphism f : C → A(X) in CX . Using Remark 1.3.7 and Example 1.3.6, we can extend (in
an essentially unique way) X to an ∞-operad map Triv → O, C to an object C ∈ AlgTriv(C), and f to a
map of Triv-algebras f : C → A|Triv. We will say that f exhibits A as a free O-algebra generated by C if f
exhibits A as a q-free O-algebra generated by C.
Remark 2.6.16. Let κ be an uncountable regular cardinal, O⊗ a κ-small ∞-operad, and q : C⊗ → O⊗ a
O-monoidal ∞-category which is compatible with κ-small colimits. Let X ∈ O and let C ∈ CX . From the
above discussion we deduce the following:
(i) There exists an algebra A ∈ AlgO(C) and a map C → A(X) which exhibits A as a free O-algebra
generated by X .
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(ii) An arbitrary map f : C → A(X) as in (i) exhibits A as a free O-algebra generated by X if and only if,
for every object Y ∈ O, the maps SymnO,Y (C)→ A(Y ) of Remark 2.6.14 exhibit A(Y ) as a coproduct∐
n≥0 Sym
n
O,Y (C).
Assertion (ii) follows by combining Corollary 2.6.10 with Propositions 2.2.14 and 2.2.15.
Example 2.6.17. Let C⊗ be a symmetric monoidal ∞-category. Assume that the underlying ∞-category
C admits countable colimits, and that for each X ∈ C the functor Y 7→ X ⊗ Y preserves countable colimits.
Then the forgetful functor CAlg(C)→ C admits a left adjoint, which is given informally by the formula
C 7→
∐
n≥0
Symn(C).
2.7 Colimits of Algebras
Let p : C⊗ → O⊗ be a fibration of ∞-operads. Our goal in this section is to construct colimits in the
∞-category AlgO(C), given suitable hypotheses on p. Our strategy is as follows: we begin by constructing
sifted colimits in AlgO(C) (Proposition 2.7.1), which are given by forming colimits of the underlying objects
in C. We will then combine this construction with existence results for free algebras (see §2.6) to deduce the
existence of general colimits (Corollary 2.7.3).
Our main result can be stated as follows:
Proposition 2.7.1. Let K be a sifted simplicial set and let p : C⊗ → O⊗ be a coCartesian fibration of
∞-categories which is compatible with K-indexed colimits. Then:
(1) The ∞-category MapO⊗(O
⊗,C⊗) of sections of p admits K-indexed colimits.
(2) A map f : K⊲ → MapO⊗(O
⊗,C⊗) is a colimit diagram if and only if, for each X ∈ O⊗, the induced
diagram fX : K
⊲ → C⊗X is a colimit diagram.
(3) The full subcategories
Fun⊗O(O,C) ⊆ AlgO(C) ⊆ MapO⊗(O
⊗,C⊗)
are stable under K-indexed colimits.
(4) A map f : K⊲ → AlgO(C) is a colimit diagram if and only if, for each X ∈ O, the induced diagram
fX : K
⊲ → CX is a colimit diagram.
We will give the proof of Proposition 2.7.1 at the end of this section.
Corollary 2.7.2. Let C be a symmetric monoidal ∞-category, and let K be a sifted simplicial set such that
the symmetric monoidal structure on C is compatible with K-indexed colimits. Then:
(1) The ∞-category CAlg(C) admits K-indexed colimits.
(2) The forgetful functor θ : CAlg(C) → C detects K-indexed colimits. More precisely, a map q : K⊲ →
CAlg(C) is a colimit diagram if and only if θ ◦ q is a colimit diagram.
Proof. Apply Proposition 2.7.1 in the case where O⊗ is the commutative ∞-operad.
We now treat the case of more general colimits.
Corollary 2.7.3. Let κ be an uncountable regular cardinal and let O⊗ be an essentially κ-small ∞-operad.
Let p : C⊗ → O⊗ be a coCartesian fibration of ∞-operads which is compatible with κ-small colimits. Then
AlgO(C) admits κ-small colimits.
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Proof. Without loss of generality we may assume that O⊗ is κ-small. In view of Corollary T.4.2.3.11 and
Lemma S.14.8, arbitrary κ-small colimits in AlgO(C) can be built from κ-small filtered colimits, geomet-
ric realizations of simplicial objects, and finite coproducts. Since AlgO(C) admits κ-small sifted colimits
(Corollary 2.7.2), it will suffice to prove that AlgO(C) admits finite coproducts.
According to Example 2.6.11, the forgetful functor G : AlgO(C)→ MapO(O,C) admits a left adjoint which
we will denote by F . Let us say that an object of AlgO(C) is free if it belongs to the essential image of F .
Since MapO(O,C) admits κ-small colimits (Lemma M.1.5.9) and F preserves κ-small colimits (Proposition
T.5.2.3.5), a finite collection of objects {Ai} of AlgO(C) admits a coproduct whenever each Ai is free.
We now claim the following:
(∗) For every object A ∈ AlgO(C), there exists a simplicial object A• of AlgO(C) such that A is equivalent
to the geometric realization |A•| and each An is free.
This follows from Proposition M.3.4.9 since the forgetful functor G is conservative (Corollary 2.1.6) and
commutes with geometric realizations (Corollary 2.7.2).
Now let {Ai} be an arbitrary finite collection of objects of AlgO(C); we wish to prove that A
i admits
a coproduct in AlgO(C). According to (∗), each A
i can be obtained as the geometric realization of a
simplicial object Ai• of AlgO(C), where each A
i
n is free. It follows that the diagrams A
i
• admit a coproduct
A• : N(∆
op) → AlgO(C). Using Lemma T.5.5.2.3, we conclude that a geometric realization of A• (which
exists by virtue of Corollary 2.7.2) is a coproduct for the collection Ai.
We next give a criterion for establishing that an ∞-category of algebras AlgO(C) is presentable.
Lemma 2.7.4. Let O⊗ be a small ∞-operad, and let p : C⊗ → O⊗ be a coCartesian fibration of ∞-operads.
The following conditions are equivalent:
(1) For each X ∈ O, the fiber CX is accessible, and p is compatible with κ-filtered colimits for κ sufficiently
large.
(2) Each fiber of p is accessible, and for every morphism f : X → Y in O⊗, the associated functor
f! : C
⊗
X → C
⊗
Y is accessible.
Proof. The implication (2) ⇒ (1) is obvious. Conversely, suppose that (1) is satisfied. For each X ∈ O⊗〈m〉,
choose inert morphisms X → Xi lying over ρi : 〈m〉 → 〈1〉 for 1 ≤ i ≤ m. Proposition 1.2.5 implies that C
⊗
X
is equivalent to the product
∏
1≤i≤m CXi , which is accessible by virtue of (1) and Lemma T.5.4.7.2. Now
suppose that f : X → Y is a morphism in O⊗; we wish to prove that the functor f! : C
⊗
X → C
⊗
Y is accessible.
This follows from (1) and Lemma 2.7.11.
Corollary 2.7.5. Let p : C⊗ → O⊗ be a coCartesian fibration of ∞-operads, where O⊗ is small. Assume
that for each X ∈ O, the fiber CX is accessible.
(1) If the O-monoidal structure on C is compatible with κ-filtered colimits for κ sufficiently large, AlgO(C)
is an accessible ∞-category.
(2) Suppose that each fiber CX is presentable and that the O-monoidal structure on C is compatible with
small colimits. Then AlgO(C) is a presentable ∞-category.
In particular, if C is a presentable ∞-category equipped with a symmetric monoidal structure, and
the tensor product ⊗ : C×C → C preserves colimits separately in each variable, then CAlg(C) is again
presentable.
Proof. Assertion (1) follows from Lemma 2.7.4 and Proposition T.5.4.7.11. To prove (2), we combine (1)
with Corollary 2.7.3.
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The proof of the existence for colimits in AlgO(C) given in Corollary 2.7.3 is rather indirect. In general,
this seems to be necessary: there is no simple formula which describes the coproduct of a pair of associative
algebras, for example. However, for commutative algebras we can be more explicit: coproducts can be
computed by forming the tensor product of the underlying algebras. This assertion can be formulated more
precisely as follows:
Proposition 2.7.6. Let C be a symmetric monoidal ∞-category. Then the symmetric monoidal structure
on CAlg(C) provided by Example 1.8.20 is coCartesian.
Proof. We will show that the symmetric monoidal structure on CAlg(C) satisfies (the dual of) criterion (3)
of Proposition 1.4.18. We first show that the unit object of CAlg(C) is initial. It follows from Example 1.8.20
that the forgetful functor θ : CAlg(C)→ C can be promoted to a symmetric monoidal functor. In particular,
θ carries the unit object A ∈ CAlg(C) to the unit object of C. It follows from Corollary 2.3.10 that A is
initial in CAlg(C).
It remains to show that we can produce a collection of codiagonal map {δA : A ⊗ A → A}A∈CAlg(C),
satisfying the axioms (i), (ii), and (iii) of Proposition 1.4.18. For this, we observe that composition with
the multiplication functor functor ∧ of Notation 1.8.10 induces a functor l : CAlg(C)→ CAlg(CAlg(C)). In
particular, for every object A ∈ CAlg(C), the multiplication on l(A) induces a map δA : A ⊗ A → A in the
∞-category CAlg(C). It is readily verified that these maps possess the desired properties.
Corollary 2.7.7. Let C be a symmetric monoidal ∞-category. Then the ∞-category CAlg(C) admits finite
coproducts.
Remark 2.7.8. Let C be an∞-category which admits finite coproducts, and letD⊗ be a symmetric monoidal
∞-category. According to Theorem 1.5.6, an ∞-operad map F : C∐ → D⊗ is classified up to equivalence
by the induced functor f : C → CAlg(D). We note that F is a symmetric monoidal functor if and only
if for every finite collection of objects Ci ∈ C, the induced map θ : ⊗f(Ci) → f(
∐
Ci) is an equivalence
in CAlg(D). According to Proposition 2.7.6, we can identify the domain of θ with the coproduct of the
commutative algebra obejcts f(Ci). Consequently, we conclude that F is symmetric monoidal if and only if
f preserves finite coproducts.
The following generalization of Proposition 2.7.6 is valid for an arbitrary ∞-operad C⊗.
Proposition 2.7.9. Let C⊗ be an ∞-operad. Then the ∞-operad CAlg(C)⊗ of Example 1.8.20 is coCarte-
sian.
Proof. Consider the functor CAlg(C) → CAlg(CAlg(C)) appearing in the proof of Proposition 2.7.6. Ac-
cording to Theorem 1.5.6, this map determines an ∞-operad map θ : CAlg(C)∐ → CAlg(C)⊗ which is
well-defined up to homotopy. We wish to prove that θ is an equivalence. We first observe that θ induces
an equivalence between the underlying ∞-categories, and is therefore essentially surjective. To prove that
θ is fully faithful, choose a fully faithful map of ∞-operads C⊗ → D⊗ where D⊗ is a symmetric monoidal
∞-category (Remark 1.6.9). We have a homotopy commutative diagram
CAlg(C)∐
θ //

CAlg(C)⊗

CAlg(D)∐
θ′ // CAlg(D)⊗
where the vertical maps are fully faithful. Consequently, it will suffice to show that θ′ is an equivalence of
symmetric monoidal ∞-categories. In view of Remark 1.3.12, it will suffice to show that θ′ is a symmetric
monoidal functor. This is equivalent to the assertion that the composite functor CAlg(D)∐ → CAlg(D)⊗ →
D
⊗ is symmetric monoidal (Proposition 1.8.19), which follows from Remark 2.7.8 because the underlying
functor CAlg(D)→ CAlg(D) is equivalent to the identity (and therefore preserves finite coproducts).
93
We now turn to the proof of Proposition 2.7.1. We will need the following generalization of Proposition
T.5.5.8.6:
Lemma 2.7.10. Let K be a sifted simplicial set, let {Ci}1≤i≤n be a finite collection of ∞-categories
which admit K-indexed colimits, let D be another ∞-category which admits K-indexed colimits, and let
F :
∏
1≤i≤n Ci → D be a functor. Suppose that F preserves K-indexed colimits separately in each variable:
that is, if we are given 1 ≤ i ≤ n and objects {Cj ∈ Cj}j 6=i, then the restriction of F to {C1}×· · ·×{Ci−1}×
Ci×{Ci+1} × · · · × {Cn} preserves K-indexed colimits. Then F preserves K-indexed colimits.
Proof. Choose S ⊆ {1, . . . , n}, and consider the following assertion:
(∗S) Fix objects {Ci ∈ Ci}i/∈S . Then the restriction of F to
∏
i∈S Ci×
∏
i/∈S{Ci} preserves K-indexed
colimits.
We will prove (∗S) using induction on the cardinality of S. Taking S = {1, . . . , n}, we can deduce that F
preserves K-indexed colimits and complete the proof.
If S is empty, then (∗S) follows from Corollary T.4.4.4.10, since K is weakly contractible (Proposition
T.5.5.8.7). If S contains a single element, then (∗S) follows from the assumption that F preserves K-indexed
colimits separately in each variable. We may therefore assume that S has at least two elements, so we can
write S = S′ ∪ S′′ where S′ and S′′ are disjoint nonempty subsets of S. We now observe that (∗S) follows
from (∗S′), (∗S′′), and Proposition T.5.5.8.6.
Lemma 2.7.11. Let K be a sifted simplicial set, let O⊗ be an ∞-operad, and let p : C⊗ → O⊗ be a
coCartesian fibration of ∞-operads which is compatible with K-indexed colimits (Definition 2.2.17). For
each morphism f : X → Y in O⊗, the associated functor f! : C
⊗
X → C
⊗
Y preserves K-indexed colimits.
Proof. Factor f as a composition X
f ′
→ Z
f ′′
→ Y , where f ′ is inert and f ′′ is active. Using Proposition 1.2.5,
we deduce that C⊗X is equivalent to a product C
⊗
Z ×C
⊗
Z′ and that f
′
! can be identified with the projection
onto the first factor. Since C⊗Z and C
⊗
Z′ both admit K-indexed colimits, this projection preserves K-indexed
colimits. We may therefore replace X by Z and thereby reduce to the case where f is active.
Let 〈n〉 denote the image of Y in N(Γ), and choose inert morphisms gi : Y → Yi lying over ρi : 〈n〉 → 〈1〉
for 1 ≤ i ≤ n. Applying Proposition 1.2.5 again, we deduce that the functors (gi)! exhibit C
⊗
Y as equivalent
to the product
∏
1≤i≤n C
⊗
Yi
. It will therefore suffice to show that each of the functors (gi ◦ f)! preserve
K-indexed colimits. Replacing Y by Yi, we can reduce to the case n = 1.
Let 〈m〉 denote the image ofX in N(Γ) and choose inert morphisms hj : X → Xj lying over ρj : 〈m〉 → 〈1〉
for 1 ≤ j ≤ m. Invoking Proposition 1.2.5 again, we obtain an equivalence C⊗X ≃
∏
1≤j≤m C
⊗
Xi
. It will
therefore suffice to show that the composite map
φ :
∏
1≤j≤m
C
⊗
Xi
≃ C⊗X
f!→ C⊗Y
preserves K-indexed colimits. Since p is compatible with K-indexed colimits, we conclude that φ preserves
K-indexed colmits separately in each variable. Since K is sifted, the desired result now follows from Lemma
2.7.10.
Proof of Proposition 2.7.1. Assertions (1), (2), and (3) follow immediately from Lemmas 2.7.11 and M.1.5.9.
The “only if” direction of (4) follows immediately from (2). To prove the converse, suppose that f : K⊳ →
AlgO(C) has the property that fX is a colimit diagram in CX for each X ∈ O. We wish to prove that the
analogous assertion holds for any X ∈ O⊗〈n〉. Choose inert morphisms g(i) : X → Xi lying over ρ
i : 〈n〉 → 〈1〉
for 1 ≤ i ≤ n. According to Proposition 1.2.5, the functors g(i)! induce an equivalence C
⊗
X ≃
∏
1≤i≤n CXi . It
will therefore suffice to prove that each composition g(i)! ◦ fX is a colimit diagram K
⊲ → CXi . This follows
from the observation that g(i)! ◦ fX ≃ fXi .
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3 Modules
Let C be a symmetric monoidal category, and suppose that A is an algebra object of C: that is, an object of
C equipped with an associative (and unital) multiplication m : A⊗A→ A. It then makes sense to consider
left A-modules in C: that is, objects M ∈ C equipped with a map a : A ⊗M → M such that the following
diagrams commute
A⊗A⊗M
m⊗idM//
idA⊗a

A⊗M
a

1⊗M //
##G
GG
GG
GG
GG
A⊗M
a
{{vv
vv
vv
vv
v
A⊗M
a // M M.
There is also a corresponding theory of right A-modules in C. If the multiplication on A is commutative,
then we can identify left modules with right modules and speak simply of A-modules in C. Moreover, a
new phenomenon occurs: in many cases, the category ModA(C) of A-modules in C inherits the structure of
a symmetric monoidal category with respect to the relative tensor product over A: namely, we can define
M ⊗A N to be the coequalizer of the diagram
M ⊗A⊗N // // M ⊗N
determined by the actions of A on M and N (this construction is not always sensible: we must assume that
the relevant coequalizers exist, and that they behave well with respect to the symmetric monoidal structure
on C).
If we do not assume that A is commutative, then we can often still make sense of the relative tensor
product M ⊗A N provided that M is a right A-module and N is a left A-module. However, this tensor
product is merely an object of C: it does not inherit any action of the algebra A. We can remedy this
situation by assuming that M and N are bimodules for the algebra A: in this case, we can use the right
module structure on M and the left module structure on N to define the tensor product M ⊗A N , and
this tensor product inherits the structure of a bimodule using the left module structure on M and the right
module structure on N . In good cases, this definition endows the category of A-bimodules in C with the
structure of a monoidal category (which is not symmetric in general).
We can summarize the above discussion as follows: if A is an object of C equipped with some algebraic
structure (in this case, the structure of either a commutative or an associative algebra), then we can construct
a new category ofA-modules (in the associative case, we consider bimodules rather than left or right modules).
This category is equipped with the same sort of algebraic structure as the original algebra A (when A is
a commutative algebra, the category of A-modules inherits a tensor product which is commutative and
associative up to isomorphism; in the case where A is associative, the tensor product of bimodules ⊗A is
merely associative up to isomorphism).
Our goal in this section is to obtain an analogous picture in the case where C is a symmetric monoidal∞-
category, and we consider algebras of a more general nature: namely, O-algebra objects of C for an arbitrary
∞-operad O⊗. We have seen that the collection of such algebras can itself be organized into an ∞-category
AlgO(C). If O is unital, then we can associate to every object A ∈ AlgO(C) a new ∞-category Mod
O
A(C),
whose objects we will refer to as A-module objects of C. The exact sense in which an object M ∈ ModOA(C)
depends strongly on the ∞-operad O⊗: if O⊗ is the commutative ∞-operad, we recover the usual theory
of (left) A-modules (see §3.6), while if O⊗ is the associative ∞-operad we will obtain instead a theory of
bimodules (see §3.5).
There is very little we can say about the ∞-categories ModOA(C) of module objects in the case where
O
⊗ is a general unital ∞-operad. We have therefore adopted to work instead in the more restrictive setting
of coherent ∞-operads. We will introduce the relevant definitions in §3.1, and show that they give rise
to fibration of ∞-operads ModOA(C)
⊗ → O⊗. In §3.2, we will study this ∞-operad fibration and obtain a
precise description of the O-algebra objects of ModOA(C) (these can be identified with O-algebra objects B
of C equipped with a map A→ B: see Corollary 3.2.9).
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Our other major goal in this section is to establish criteria which guarantee the existence of limits and
colimits in ∞-categories of the form ModOA(C). The case of limits is fairly straightforward: in §3.3, we
will show that under some mild hypotheses, these limits exist and can be computed in the underlying ∞-
category C (Corollary 3.3.6). There is an analogous statement for colimits in §3.4, which we will prove in
§3.4. However, both the statement and the proof are considerably more involved: we must assume not only
that the relevant colimits exist in the underlying ∞-category C, but that they are operadic colimits in the
sense of §2.2.
3.1 Coherent ∞-Operads and Modules
Let C⊗ → O⊗ be a fibration of ∞-operads and let A ∈ AlgO(C). Our goal in this section is to define
the simplicial set ModOA(C) of A-module objects of C. We will then introduce the notion of a coherent ∞-
operad (Definition 3.1.10) and show that if O⊗ is coherent, then the construction of ModOA(C) is well-behaved
(Theorem 3.1.13). We begin by establishing some terminology.
Definition 3.1.1. We will say that a morphism α : 〈m〉 → 〈n〉 in N(Γ) is semi-inert if α−1{i} has at most
one element, for each i ∈ 〈n〉◦. We will say that α is null if α carries 〈m〉 to the base point of 〈n〉.
Let p : O⊗ → N(Γ) be an ∞-operad, and let f : X → Y be a morphism in O⊗. We will say that f is
semi-inert if the following conditions are satisfied:
(1) The image p(f) is a semi-inert morphism in N(Γ).
(2) For every inert morphism g : Y → Z in O⊗, if p(g ◦ f) is an inert morphism in N(Γ), then g ◦ f is an
inert morphism in O⊗.
We will say that f is null if its image in N(Γ) is null.
Remark 3.1.2. Let O⊗ be an ∞-operad. We can think of O⊗ as an ∞-category whose objects are finite
sequences of objects (X1, . . . , Xm) of O. Let f : (X1, . . . , Xm) → (Y1, . . . , Yn) be a morphism in O
⊗,
corresponding to a map α : 〈m〉 → 〈n〉 and a collection of maps
φj ∈ MO({Xi}α(i)=j , Yj).
Then f is semi-inert if and only for every j ∈ 〈n〉◦, exactly one of the following conditions holds:
(a) The set α−1{j} is empty.
(b) The set α−1{j} contains exactly one element i, and the map φi is an equivalence between Xi and Yj
in the ∞-category O.
The morphism f is inert if (b) holds for each j ∈ 〈n〉◦, and null if (a) holds for each j ∈ 〈n〉◦. It follows that
every null morphism in O⊗ is semi-inert.
Note that O⊗ is a unital ∞-operad, then the maps φj are unique up to homotopy (in fact, up to a
contractible space of choices) when α−1{j} is empty.
Remark 3.1.3. Let O⊗ be an ∞-operad, and suppose we are given a commutative diagram
Y
g
@
@@
@@
@@
X
f
>>~~~~~~~ h // Z
in O⊗, where f is inert. Then g is semi-inert if and only if h is semi-inert; this follows immediately from
Remark 3.1.2.
96
Notation 3.1.4. Let O⊗ be a unital ∞-operad. We let KO denote the full subcategory of Fun(∆1,O
⊗)
spanned by the semi-inert morphisms. For i ∈ {0, 1} we let ei : KO → O
⊗ be the map given by evaluation
on i. We will say that a morphism in KO is inert if its images under e0 and e1 are inert morphisms in O
⊗.
Construction 3.1.5. Let O⊗ be an∞-operad and let C⊗ → O⊗1 be a O-operad family. We define a simplicial
set M˜od
O
(C)⊗ equipped with a map M˜od
O
(C)⊗ → O⊗ so that the following universal property is satisfied:
for every map of simplicial sets X → O⊗, there is a canonical bijection
FunO⊗(X, M˜od
O
(C)⊗) ≃ FunFun({1},O⊗)(X ×Fun({0},O⊗) KO,C
⊗).
We let Mod
O
(C)⊗ denote the full simplicial subset of M˜od
O
(C)⊗ spanned by those vertices X lying over an
object X ∈ O⊗ which classify functors
KO×O⊗{X} → C
⊗
which carry inert morphisms to inert morphisms.
Notation 3.1.6. Let O⊗ be an ∞-operad. We let K0O denote the full subcategory of KO spanned by the
null morphisms f : X → Y in O⊗. For i = 0, 1, we let e0i denote the restriction to K
0
O of the evaluation map
ei : KO → O
⊗.
Notation 3.1.7. Let O⊗ be an ∞-operad and let C⊗ → O⊗ be a O-operad family. We define a simplicial
set A˜lgO(C) equipped with a map A˜lgO(C) → O
⊗
0 so that the following universal property is satisfied: for
every simplicial set X with a map X → O⊗0 , we have a canonical bijection
FunO⊗(X, A˜lgO(C)) ≃ MapFun({1},O⊗)(X ×Fun({0},O⊗) K
0
O,C
⊗).
We observe that for every object Y ∈ O⊗, a vertex of the fiber A˜lgO(C)×O⊗ {Y } can be identified with a
functor F : {Y }×Fun({0},O⊗)K
0
O → C
⊗. We let AlgO(C) denote the full simplicial subset of A˜lgO(C) spanned
by those vertices for which the functor F preserves inert morphisms.
Remark 3.1.8. Let O⊗ be a unital∞-operad and C⊗ → O⊗ a O-operad family. The map θ : K0O → O
⊗×O⊗
of Lemma 3.1.18 induces a map φ : O⊗×FunO⊗(O
⊗,C⊗) → A˜lgO(C). Unwinding the definitions, we see
that φ−1AlgO(C) can be identified with the product O
⊗×AlgO(C).
Definition 3.1.9. Let O⊗ be a ∞-operad and C⊗ → O⊗ a O⊗-operad family. We let ModO(C)⊗ denote the
fiber product
Mod
O
(C)⊗ ×AlgO(C) (O
⊗×AlgO(C)).
For every algebra object A ∈ AlgO(C), we let Mod
O
A(C)
⊗ denote the fiber product
Mod
O
(C)⊗ ×Alg
O
(C) {A} ≃ Mod
O(C)⊗ ×Alg
O
(C) {A}.
For a general fibration of ∞-operads C⊗ → O⊗, the simplicial set ModO(C)⊗ defined above need not be
an ∞-category. To guarantee that our constructions are well-behaved, we need to make an assumption on
O
⊗.
Definition 3.1.10. We will say that an ∞-operad O⊗ is coherent if the following conditions are satisfied:
(1) The ∞-operad O⊗ is unital.
(2) The evaluation map e0 : KO → O
⊗ is a flat categorical fibration.
Example 3.1.11. Let O⊗ be the∞-operad E0 of Example 1.1.21. Then every morphism in O
⊗ is semi-inert,
so that KO = Fun(∆
1,O⊗). The evaluation functor e0 : Fun(∆
1,O⊗) → O⊗ is a Cartesian fibration and
therefore a flat categorical fibration (Example B.??), so that E0 is a coherent ∞-operad.
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Example 3.1.12. We will show later that the commutative and associative∞-operads are coherent (Propo-
sitions 3.5.1 and 3.6.1).
We can now state the main result of this section as follows:
Theorem 3.1.13. Let p : C⊗ → O⊗ be a fibration of∞-operads, where O⊗ is coherent, and let A ∈ AlgO(C).
Then the induced map ModOA(C)
⊗ → O⊗ is a fibration of ∞-operads.
The main ingredient in the proof of Theorem 3.1.13 is the following result, which we will prove at the
end of this section.
Proposition 3.1.14. Let O⊗ be a coherent ∞-operad, and C⊗ → O⊗ be a O-operad family. Then the
induced map q : Mod
O
(C)⊗ → O⊗ is again a O-operad family. Moreover, a morphism f in Mod
O
(C)⊗ is
inert if and only if it satisfies the following conditions:
(1) The morphism f0 = q(f) : X → Y is inert in O
⊗.
(2) Let F : KO×O⊗0
∆1 → C⊗ be the functor classified by f . For every e0-Cartesian morphism f˜ of KO
lifting f0 (in other words, for every lift f˜ of f0 such that e1(f˜) is an equivalence: see part (4) of the
proof of Proposition 3.1.25), the morphism F (f˜) of C⊗ is inert.
We will obtain Theorem 3.1.13 by combining Proposition 3.1.14 with a few elementary observations.
Lemma 3.1.15. Let p : O⊗ be a unital ∞-operad. Let X and Y be objects of O⊗ lying over objects
〈m〉, 〈n〉 ∈ Γ, and let Map0
O⊗
(X,Y ) denote the summand of MapO⊗(X,Y ) corresponding to those maps
which cover the null morphism 〈m〉 → {∗} → 〈n〉 in Γ. Then Map0
O⊗
(X,Y ) is contractible.
Proof. Choose an inert morphism f : X → Z covering the map 〈m〉 → {∗} in Γ. We observe that composition
with f induces a homotopy equivalence
MapO⊗(Z, Y )→ Map
0
O⊗
(X,Y ).
Since O⊗ is unital, the space MapO⊗(Z, Y ) is contractible.
Lemma 3.1.16. Let O⊗ be a unital ∞-operad and let C⊗ → O⊗ be a O-operad family. Then the map
A˜lgO(C)→ O
⊗
0 is a categorical fibration. In particular, A˜lgO(C) is an ∞-category.
Proof. The simplicial set A˜lgO(C) can be described as (e
0
0)∗(K
0
O×Fun({1},O⊗) C
⊗). The desired result now
follows from Proposition B.?? and Corollary 3.1.19.
Remark 3.1.17. In the situation of Lemma 3.1.16, the simplicial set AlgO(C) is a full simplicial subset of
an ∞-category, and therefore also an ∞-category. Since AlgO(C) is evidently stable under equivalence in
A˜lgO(C), we conclude that the map AlgO(C)→ O
⊗ is also a categorical fibration.
Lemma 3.1.18. Let O⊗ be a unital ∞-operad. Then the maps e00 and e
0
1 determine a trivial Kan fibration
θ : K0O → O
⊗×O⊗.
Proof. Since θ is evidently a categorical fibration, it will suffice to show that θ is a categorical equivalence.
Corollary T.2.4.7.12 implies that evaluation at {0} induces a Cartesian fibration p : Fun(∆1,O⊗)→ O⊗. If
f is a null morphism in O⊗, then so is f ◦ g for every morphism g in O⊗; it follows that if α : f → f ′ is a
p-Cartesian morphism in Fun(∆1,O⊗) and f ′ ∈ K0O, then f ∈ K
0
O. Consequently, p restricts to a Cartesian
fibration e00 : K
0
O → O
⊗. Moreover, a morphism α in K0O is e
0
0-Cartesian if and only if e
0
1(α) is an equivalence.
Consequently, θ fits into a commutative diagram
K
0
O
θ //
e00
  B
BB
BB
BB
B
O
⊗×O⊗
π
zzvv
vv
vv
vv
v
O
⊗
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and carries e00-Cartesian morphisms to π-Cartesian morphisms. According to Corollary T.2.4.4.4, it will
suffice to show that for every object X ∈ O⊗, the map θ induces a categorical equivalence θX : (O
⊗)
X/
0 → O
⊗,
where (O⊗)
X/
0 is the full subcategory of (O
⊗)X/ spanned by the null morphisms X → Y .
The map θX is obtained by restricting the left fibration q : (O
⊗)X/ → O⊗. We observe that if f is a
null morphism in O⊗, then so is every composition of the form g ◦ f . It follows that if α : f → f ′ is a
morphism in (O⊗)X/ such that f ∈ (O⊗)
X/
0 , then f
′ ∈ (O⊗)
X/
0 , so the map q restricts to a left fibration
θX : (O
⊗)
X/
0 → O
⊗. Since the fibers of θX are contractible (Lemma 3.1.15), Lemma T.2.1.3.4 implies that
θX is a trivial Kan fibration.
Corollary 3.1.19. Let O⊗ be a unital ∞-operad. The projection map e00 : K
0
O → O
⊗ is a flat categorical
fibration.
Remark 3.1.20. Let O⊗ be a unital∞-operad. Since the map e01 : K
0
O → O
⊗ (Lemma 3.1.18), we conclude
that φ : O⊗×FunO⊗(O
⊗,C⊗)→ A˜lgO(C) and induces a categorical equivalence O
⊗×AlgO(C)→ AlgO(C).
Lemma 3.1.21. Let O⊗ be a coherent ∞-operad, and let C⊗ → O⊗ be a O-operad family. Then the inclusion
K
0
O → KO induces a categorical fibration Mod
O
(C)⊗ → AlgO(C).
Proof. Since Mod
O
(C)⊗ and AlgO(C) are full subcategories stable under equivalence in
˜
Mod
O
(C)⊗ and
A˜lgO(C), it suffices to show that the map
˜
Mod
O
(C)⊗ → A˜lgO(C) has the right lifting property with respect
to every trivial cofibration A→ B with respect to the Joyal model structure on (Set∆)/O⊗ . Unwinding the
definitions, we are required to provide solutions to lifting problems of the form
(A×Fun({0},O⊗) KO)
∐
A×Fun({0},O⊗)K
0
O
(B ×Fun({0},O⊗) K
0
O)
i

//
C
⊗
q

B ×Fun({0},O⊗) KO // Fun({1},O⊗).
Since q is a categorical fibration, it suffices to prove that the monomorphism i is a categorical equivalence
of simplicial sets. In other words, we need to show that the diagram
A×Fun({0},O⊗) K
0
O
//

A×Fun({0},O⊗) KO

B ×Fun({0},O⊗) K
0
O
// B ×Fun({0},O⊗) KO
is a homotopy pushout square (with respect to the Joyal model structure). To prove this, it suffices to show
that the vertical maps are categorical equivalences. Since A → B is a categorical equivalence, this follows
from Corollary B.??, since the restriction maps e00 : K
0
O → O
⊗ and e0 : KO → O
⊗
0 are flat categorical
fibrations (Corollary 3.1.19).
Remark 3.1.22. Let C⊗ → O⊗ be as in Lemma 3.1.21. Since every morphism f : X → Y in O⊗ with
X ∈ O⊗〈0〉 is automatically null, the categorical fibration Mod
O
(C)⊗ → AlgO(C) induces an isomorphism
Mod
O
(C)⊗〈0〉 → AlgO(C)〈0〉.
Remark 3.1.23. In the situation of Definition 3.1.9, consider the pullback diagram
ModO(C)⊗
j //
θ′

Mod
O
(C)⊗
θ

O
⊗×AlgO(C)
j′ // AlgO(C).
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Since θ is a categorical fibration and O⊗×AlgO(C) is an ∞-category, this diagram is a homotopy pull-
back square (with respect to the Joyal model structure). Remark 3.1.20 implies that j′ is a categorical
equivalence, so j is also a categorical equivalence. Using Proposition 3.1.14, we deduce that the map
ModO(C)⊗ → O⊗ exhibits ModO(C)⊗ as a O-operad family. Remark 3.1.22 implies that θ′ induces an
isomorphism ModO(C)⊗〈0〉 → AlgO(C).
Proof of Theorem 3.1.13. Combine Proposition 1.10.5 with Remark 3.1.22.
We now turn to the proof of Proposition 3.1.14.
Lemma 3.1.24. Let O⊗ be an ∞-operad, let X : X → X ′ be an object of Fun(∆1,O⊗), and let e0 :
Fun(∆1,O⊗)→ O⊗ be given by evaluation at 0.
(1) For every inert morphism f0 : X → Y in O
⊗, there exists an e0-coCartesian morphism f : X → Y in
Fun(∆1,O⊗) lifting f0.
(2) An arbitrary morphism f : X → Y in Fun(∆1,O⊗) lifting f0 is e0-coCartesian if and only if the
following conditions are satisfied:
(i) The image of f in Fun({1},O⊗) is inert.
(ii) Let α : 〈m〉 → 〈m′〉 be the morphism in Γ determined by X, and let β : 〈n〉 → 〈n′〉 be the morphism
in Γ determined by Y . Then f induces a diagram
〈m〉
δ //
α

〈n〉
β

〈m′〉
γ // 〈n′〉
with the property that γ−1{∗} = α(δ−1{∗}).
(3) If X ∈ KO and f is e0-coCarteian, then Y ∈ KO (the map f is then automatically coCartesian with
respect to the restriction e0|KO).
Proof. We note that the “only if” direction of (2) follows from the “if” direction together with (1), since a
coCartesian lift f of f0 is determined uniquely up to homotopy. We first treat the case where O
⊗ = N(Γ).
Then we can identify X with α with β, and f0 with an inert morphism δ : 〈m〉 → 〈n〉. Choose a map
γ : 〈m′〉 → 〈n′〉 which identifies 〈n′〉 with the finite pointed set obtained from 〈m′〉 by collapsing α(δ−1{∗})
to a point, so that we have a commutative diagram
〈m〉
δ //
α

〈n〉
β

〈m′〉
γ // 〈n′〉
as in the statement of (ii). By construction, the map γ is inert. The above diagram is evidently a pushout
square in Γ and so therefore corresponds to a morphism morphism f in Fun(∆1,N(Γ)) which is coCartesian
with respect to the projection Fun(∆1,N(Γ)), and therefore with respect to the projection e0 : KN(Γ) → N(Γ).
This completes the proof of (1) and the “if” direction of (2); assertion (3) follows from the observation that
β is semi-inert whenever α is semi-inert.
We now prove the “if” direction of (2) in the general case. Since f0 is inert, we conclude (Proposition
T.2.4.1.3) that f is e0-coCartesian if and only if it is coCartesian with respect to the composition
Fun(∆1,O⊗)
e0→ O⊗ → N(Γ).
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This map admits another factorization
Fun(∆1,O⊗)
p
→ Fun(∆1,N(Γ))
q
→ N(Γ).
The first part of the proof shows that p(f) is q-coCartesian. Since f0 is inert, condition (i) and Lemma M.2.3.1
guarantee that f is p-coCartesian. Applying Proposition T.2.4.1.3, we deduce that f is (q ◦ p)-coCartesian
as desired.
To prove (1), we first choose a diagram
〈m〉
δ //
α

〈n〉
β

〈m′〉
γ // 〈n′〉
satisfying the hypotheses of (2). We can identify this diagram with a morphism f in Fun(∆1,N(Γ)). We will
show that it is possible to choose a map f : X → Y satisfying (i) and (ii), which lifts both f0 and f . Using
the assumption that O⊗ is an∞-operad, we can choose an inert morphism f1 : X ′ → Y ′ lifting γ. Using the
fact that the projection O⊗ → N(Γ) is an inner fibration, we obtain a commutative diagram
X
X

f0 //
!!B
BB
BB
BB
B Y



X ′
f1 // Y ′
in O⊗. To complete the proof, it suffices to show that we can complete the diagram by filling an appropriate
horn Λ20 ⊆ ∆
2 to supply the dotted arrow. The existence of this arrow follows from the fact that f0 is inert,
and therefore coCartesian with respect to the projection O⊗ → N(Γ).
We now prove (3). Let f : X → Y be a morphism corresponding to a diagram as above, where X is
semi-inert; we wish to show that Y is semi-inert. The first part of the proof shows that the image of Y in
N(Γ) is semi-inert. It will therefore suffice to show that for any inert morphism g : Y ′ → Z, if the image of
g ◦ Y in N(Γ) is inert, then g ◦ Y is inert. We note that g ◦ Y ◦ f0 ≃ g ◦ f1 ◦X has inert image in N(Γ); since
X is semi-inert we deduce that g ◦ Y ◦ f0 is inert. Since f0 is inert, we deduce from Proposition T.2.4.1.7
that g ◦ Y is inert as desired.
Proposition 3.1.25. Let O⊗ be a coherent ∞-operad, let M0 denote the collection of all inert morphisms
in O⊗, and let M denote the collection of all inert morphisms in KO. Then the construction
X 7→ X ×(Fun({0},O⊗),M0) (KO,M)
determines a left Quillen functor from (Set+∆)/Pfam
Fun({0},O⊗)
to (Set+∆)/Pfam
Fun({1},O⊗)
.
Proof. It will suffice to show that the map KO → O
⊗×O⊗ satisfies the hypotheses of Theorem B.??:
(1) The evaluation map e0 : KO → O
⊗ is a flat categorical fibration. This follows from our assumption
that O⊗ is coherent.
(2) The collections of inert morphisms in O⊗ and KO contain all equivalences and are closed under com-
position. This assertion is clear from the definitions.
(3) For every 2-simplex σ of KO, if e0(σ) is thin, then e1(σ) thin. Moreover, a 2-simplex ∆
2 → KO is
thin if its restriction to ∆{0,1} is thin. These assertions are clear, since the categorical pattern PfamO⊗
designates every 2-simplex as thin.
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(4) For every inert edge ∆1 → Fun({0},O⊗), the induced map KO×Fun({0},O⊗)∆
1 → ∆1 is a Cartesian
fibration. To prove this, it suffices to show that if X is an object of KO corresponding to a semi-inert
morphism X → X ′ in O⊗, and f : Y → X is an inert morphism in O⊗, then we can lift f to an
e0-Cartesian morphism f : Y → X. According to Corollary T.2.4.7.12, we can lift f to a morphism
f : Y → X in Fun(∆1,O⊗) which is e′0-coCartesian, where e
′
0 : Fun(∆
1,O⊗) → O⊗0 is given by
evaluation at 0. To complete the proof, it suffices to show that Y belongs to KO. We can identify f
with a commutative diagram
Y
f //
Y

X
X

Y ′
f ′ // X ′
in O⊗; we wish to prove that the morphism Y is semi-inert. Since f is e′0-Cartesian, Corollary T.2.4.7.12
implies that f ′ is an equivalence. We can therefore identify Y with f ′ ◦ Y ≃ X ◦ f , which is inert by
virtue of Remark 3.1.3. This completes the verification of condition (4) and establishes the following
criterion: if f is a morphism in KO such that f = e0(f) is inert, the following conditions are equivalent:
(i) The map f is locally e0-Cartesian.
(ii) The map f is e0-Cartesian.
(iii) The morphism e1(f) is an equivalence in O
⊗
1 .
(5) Let p : ∆1×∆1 → Fun({0},O⊗) be one of the diagrams specified in the definition of the categorical pat-
tern PfamFun({0},O⊗). Then the restriction of e0 determines a coCartesian fibration (∆
1×∆1)×Fun({0},O⊗)
KO → ∆1 ×∆1. This follows immediately from Lemma 3.1.24.
(6) Let p : ∆1 ×∆1 → Fun({0},O⊗) be one of the diagrams specified in the definition of the categorical
pattern PfamFun({0},O⊗) and let s be a coCartesian section of the projection (∆
1×∆1)×Fun({0},O⊗)KO →
∆1 ×∆1. Then the composite map
q : ∆1 ×∆1
s
→ (∆1 ×∆1)×Fun({0},O⊗) KO → KO
e1→ Fun({1},O⊗)
is one of the diagrams specified in the definition of the categorical patterm PfamFun({1},O⊗). It follows
from Lemma 3.1.24 that q carries each morphism in ∆1 ×∆1 to an inert morphism in Fun({1},O⊗).
Unwinding the definitions (and using the criterion provided by Lemma 3.1.24), we are reduced to
verifying the following simple combinatorial fact: given a semi-inert morphism 〈m〉 → 〈k〉 in Γ and a
commutative diagram of inert morphisms
〈m〉 //

〈n〉

〈m′〉 // 〈n′〉
which induces a bijection 〈n〉◦
∐
〈n′〉◦ 〈m
′〉◦ → 〈m〉◦, the induced diagram
〈k〉 //

〈n〉
∐
〈m〉 〈k〉

〈m′〉
∐
〈m〉 〈k〉 // 〈n
′〉
∐
〈m〉 〈k〉
has the same property.
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(7) Suppose we are given a commutative diagram
Y
g
@
@@
@@
@@
X
f
>>~~~~~~~ h // Z
in KO, where g is locally e0-Cartesian, e0(g) is inert, and e0(f) is an equivalence. We must show that
f is inert if and only if h is inert. Consider the underlying diagram in O⊗
X0
f0 //

Y0
g0 //

Z0

X1
f1 // Y1
g1 // Z1.
Since f0 is an equivalence and g0 is inert, h0 = g0 ◦ f0 is inert. It will therefore suffice to prove that
f1 is inert if and only if h1 = g1 ◦ f1 is inert. For this, it sufficess to show that g1 is an equivalence in
O
⊗. This follows from the proof of (4), since g is assumed to be locally e0-Cartesian.
(8) Suppose we are given a commutative diagram
Y
g
@
@@
@@
@@
X
f
>>~~~~~~~ h // Z
in KO where f is e0-coCartesian, e0(f) is inert, and e0(g) is an equivalence. We must show that g is
inert if and only if h is inert. Consider the underlying diagram in O⊗
X0
f0 //

Y0
g0 //

Z0

X1
f1 // Y1
g1 // Z1.
Since f0 and f1 are inert (Lemma 3.1.24), Propositions T.5.2.8.6 and 1.1.28 guarantee that g0 is inert
if and only if h0 is inert, and that g1 is inert if and only if h1 is inert. Combining these facts, we
conclude that g is inert if and only if h is inert.
Proof of Proposition 3.1.14. Let M denote the collection of inert morphisms in KO, and M0 the collection
of inert morphisms in O⊗. It follows from Proposition 3.1.25 that the construction
X 7→ X ×(O⊗,M0) (KO,M)
is a left Quillen functor from PO to itself. Let G denote the right adjoint of this functor, so that G preserves
fibrant objects. It follows that if C⊗ is a O-operad family andM ′ denotes the collection of inert morphisms in
C
⊗, then G(C⊗,M ′) is a fibrant object of PO. Unwinding the definitions, we see that G(C
⊗,M ′) is given by
the pair (Mod
O
(C)⊗,M ′′), where M ′′ is the collection of all morphisms f in Mod
O
(C)⊗ satisfying condition
(1) together with the following analogue of (2):
(2′) Let F : KO×Fun({0},O⊗)∆
1 → C⊗ be the functor classified by f . For every inert morphism f˜ of KO
lifting the morphism e0(f) : X → Y in O
⊗, the morphism F (f˜) of C⊗ is inert.
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Since every e0-Cartesian morphism f˜ of KO such that e0(f˜) = f is inert, it is clear that (2
′)⇒ (2). To prove
the converse, consider an arbitrary inert morphism f˜ lifting f , and factor f˜ as a composition f˜ ≃ f˜ ′ ◦ f˜ ′′,
where f˜ ′ is e0-Cartesian (so that F (f˜
′) is inert in C⊗ by virtue of (2)) and f˜ ′′ is a morphism in the fiber
KO×Fun({0},O⊗){X}. Part (7) of the proof of Proposition 3.1.25 shows that f˜
′′ is inert, so that F (f˜ ′′) is inert
in C⊗ (since the domain of the morphism f belongs to Mod
O
(C)⊗). Since the collection of inert morphisms
in C⊗ is stable under composition, we conclude that F (f˜) is inert, as desired.
3.2 Algebra Objects of ∞-Categories of Modules
Let C be a symmetric monoidal category, let A be a commutative algebra object of C, and let D = ModA(C)
be the category of A-modules in C. Under some mild hypotheses, the category D inherits the structure of a
symmetric monoidal category. Moreover, one can show the following:
(1) The forgetful functor θ : D → C induces an equivalence of categories from the category of commutative
algebra objects CAlg(D) to the category CAlg(C)A/ of commutative algebra objects A
′ ∈ CAlg(D)
equipped with a map A→ A′.
(2) Given a commutative algebra object B ∈ CAlg(D), the category of B-modules in D is equivalent to
the category of θ(B)-modules in C.
Our goal in this section is to obtain ∞-categorical analogues of the above statements for algebras over
an arbitrary coherent ∞-operad (Corollaries 3.2.7 and 3.2.9). Before we can state our results, we need to
introduce a bit of terminology.
Notation 3.2.1. Let p : O⊗ → N(Γ) be an ∞-operad, and let KO ⊆ Fun(∆1,O
⊗) be defined as in
Notation 3.1.4. We let O⊗∗ denote the ∞-category of pointed objects of O
⊗: that is, the full subcategory of
Fun(∆1,O⊗) spanned by those morphisms X → Y such that X is a final object of O⊗ (which is equivalent to
the requirement that p(X) = 〈0〉). If O⊗ is unital, then a diagram ∆1 → O⊗ belongs to O⊗∗ ⊆ Fun(∆
1,O⊗) is
and only if it is a left Kan extension of its restriction to {1}. In this case, Proposition T.4.3.2.15 implies that
evaluation at {1} induces a trivial Kan fibration e : O⊗∗ → O
⊗. We let s : O⊗ → O⊗∗ denote a section of e, and
regard s as a functor from O⊗ to Fun(∆1,O⊗. We observe that there is a canonical natural transformation
s → δ, where δ is the diagonal embedding O⊗ → Fun(∆1,O⊗). We regard this natural transformation as
defining a map
γO⊗ : O
⊗×∆1 → KO .
Remark 3.2.2. More informally, the map γO⊗ can be described as follows. If X ∈ O
⊗, then
γO⊗(X, i) =
{
idX ∈ KO if i = 1
(f : 0→ X) ∈ KO if i = 0.
Here 0 denotes a zero object of O⊗.
Let O⊗ be a coherent ∞-operad and let C⊗ → O⊗ be a O-operad family. Unwinding the definitions, we
see that giving an O-algebra in Mod
O
(C)⊗ is equivalent to giving a commutative diagram of simplicial sets
KO
e1
""D
DD
DD
DD
D
f //
C
⊗
}}zz
zz
zz
zz
O
⊗ .
such that f preserves inert morphisms. Composing with the map γO of Notation 3.2.1, we obtain a map
AlgO(Mod
O
(C))→ FunO⊗(O
⊗×∆1,C⊗).
Our main results can be stated as follows:
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Proposition 3.2.3. Let O⊗ be a coherent ∞-operad, and let q : C⊗ → O⊗ be a fibration of ∞-operads.
Then the construction above determines a categorical equivalence
AlgO(Mod
O
(C))→ Fun(∆1,AlgO(C)).
Proposition 3.2.4. Let O⊗ be a coherent ∞-operad, let p : C⊗ → O⊗ be a fibration of ∞-operads, and
let A ∈ AlgO(C). Then the forgetful functor Mod
O
A(C)
⊗ → C⊗ induces a homotopy pullback diagram of
∞-categories
ModO(ModOA(C))
⊗ //

ModO(C)⊗

AlgO(Mod
O
A(C))× O
⊗ // AlgO(C)× O
⊗ .
We defer the proofs of Proposition 3.2.3 and 3.2.4 until the end of this section.
Corollary 3.2.5. Let O⊗ be a coherent ∞-operad and let C⊗ → O⊗ be a fibration of ∞-operads. The
composition
θ : AlgO(Mod
O(C))→ AlgO(Mod
O
(C))→ Fun(∆1,AlgO(C))
is an equivalence of ∞-categories.
Proof. Combine Proposition 3.2.3 with Remark 3.1.23.
Remark 3.2.6. Let θ : AlgO(Mod
O(C)) → Fun(∆1,AlgO(C)) be the categorical equivalence of Corollary
3.2.5. Composing with the map Fun(∆1,AlgO(C))→ AlgO(C) given by evaluation at {0}, we obtain a map
θ0 : AlgO(Mod
O(C))→ AlgO(C). Unwinding the definitions, we see that θ0 factors as a composition
AlgO(Mod
O(C))
θ′0→ AlgO(AlgO(C)× O)
θ′′0→ AlgO(C),
where θ′′0 is induced by composition with the diagonal embedding O
⊗ → O⊗×O⊗. In particular, if A is a
O-algebra object of C, then the the restriction of θ0 to AlgO(Mod
O
A(C)) is a constant map taking the value
A ∈ AlgO(C).
Corollary 3.2.7. Let O⊗ be a coherent ∞-operad, let C⊗ → O⊗ be a fibration of ∞-operads, and let
A ∈ AlgO(C) be a O-algebra object of C. Then the categorical equivalence θ of Corollary 3.2.5 restricts to a
categorical equivalence
θA : AlgO(Mod
O
A(C))→ AlgO(C)
A/.
Proof. Remark 3.2.6 guarantees that the restriction of θ carries AlgO(Mod
O
A(C)) into
AlgO(C)
A/ ⊆ Fun(∆1,AlgO(C)
A/).
Consider the diagram
AlgO(Mod
O
A(C))
//

AlgO(Mod
O(C))
θ //

Fun(∆1,AlgO(C))

∆0 // AlgO(AlgO(C)× O)
θ′ // Fun({0},AlgO(C)).
The left square is a homotopy pullback, since it is a pullback square between fibrant objects in which the
vertical maps are categorical fibrations. The right square is a homotopy pullback since both of the horizontal
arrows are categorical equivalences (θ is a categorical equivalence by virtue of Corollary 3.2.5, and θ′ is a
categorical equivalence since it is left inverse to the categorical equivalence described in Example 1.10.8). It
follows that the outer square is also a homotopy pullback, which is equivalent to the assertion that θA is a
categorical equivalence (Proposition T.3.3.1.3).
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Corollary 3.2.8. Let O⊗ be a coherent ∞-operad, p : C⊗ → O⊗ a fibration of ∞-operads, and A ∈ AlgO(C)
an algebra object. Then there is a canonical equivalence of ∞-categories
ModO(ModOA(C))
⊗ → ModO(C)⊗ ×Alg
O
(C) AlgO(C)
A/.
Proof. Combine Proposition 3.2.4 with Corollary 3.2.7.
Corollary 3.2.9. Let O⊗ be a coherent ∞-operad, p : C⊗ → O⊗ a fibration of ∞-operads. Let A ∈ AlgO(C),
let B ∈ AlgO(Mod
O
A(C)), and let B ∈ AlgO(C) be the algebra object determined by B. Then there is a
canonical equivalence of ∞-operads
ModO
B
(ModOA(C))
⊗ → ModOB(C)
⊗.
We now turn to the proof of Propositions 3.2.3 and 3.2.4. We will need a few preliminary results.
Lemma 3.2.10. Suppose we are given a commutative diagram of ∞-categories
C
F //
p
>
>>
>>
>>
D
q
 



E
where p and q are Cartesian fibrations and the map F carries p-Cartesian morphisms to q-Cartesian mor-
phisms. Let D ∈ D be an object, let E = q(D), and let CD/ = C×D DD/. Then:
(1) The induced map p′ : CD/ → EE/ is a Cartesian fibration.
(2) A morphism f in CD/ is p
′-Cartesian if and only if its image in C is p-Cartesian.
Proof. Let us say that a morphism in CD/ is special if its image in C is p-Cartesian. We first prove the “if”
direction of (2) by showing that every special morphism of CD/ is p-Cartesian; we will simultaneously show
that p′ is an inner fibration. For this, we must show that every lifting problem of the form
Λni

g0 // CD/
∆n //
g
==|
|
|
|
EE/
admits a solution, provided that n ≥ 2 and either 0 < i < n or i = n and g0 carries ∆{n−1,n} to a special
morphism e in CD/. To prove this, we first use the fact that p is an inner fibration (together with the
observation that the image e0 of e in C is p-Cartesian when i = n) to solve the associated lifting problem
Λni

g′0 // C

∆n //
g′
>>|
|
|
|
E .
To extend this to solution of our original lifting problem, we are required to solve another lifting problem of
the form
Λn+1i+1
g′′0 //

D
q

∆n+1
g′′
==z
z
z
z
z
// E .
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If i < n, the desired solution exists by virtue of our assumption that q is an inner fibration. If i = n, then it
suffices to observe that g′′0 (∆
{n,n+1}) = F (e0) is a q-Cartesian morphism in D.
To prove (1), it will suffice to show that for every object C ∈ CD/ and every morphism f0 : E
′
→ p′(C)
in EE/, there exists a special morphism f in CD/ with p
′(f) = f0. We can identify C with an object C ∈ C
together with a morphism α : D → F (C) in D, and we can identify f0 with a 2-simplex
E′
f0
!!D
DD
DD
DD
D
E
?? q(α) // p(C)
in E. Since p is a Cartesian fibration, we can choose a p-Cartesian morphism f : C′ → C with p(f) = f0. In
order to lift f to a special morphism f : C
′
→ C, it suffices to complete the diagram
F (C′)
F (f0)
##H
HH
HH
HH
HH
##
D
==z
z
z
z
z α // F (C)
to a 2-simplex of D. This is possibly by virtue of our assumption that F (f0) is q-Cartesian.
To complete the proof of (2), it will suffice to show that every p′-Cartesian morphism f
′
: C
′′
→ C of
CD/ is special. The proof of (1) shows that there exists a special morphism f : C
′
→ C with p′(f) = p′(f
′
).
Since f is also p′-Cartesian, it is equivalent to f
′
, so that f
′
is also special.
Lemma 3.2.11. Suppose given a commutative diagram of ∞-categories
C
F //
p
>
>>
>>
>>
D
q
 



E
where p and q are Cartesian fibrations, and the map F carries p-Cartesian morphisms to q-Cartesian mor-
phisms. Suppose furthermore that for every object E ∈ E, the induced functor FE : CE → DE is cofinal.
Then F is cofinal.
Proof. In view of Theorem T.4.1.3.1, it suffices to show that for each object D ∈ D, the simplicial set
CD/ = C×D DD/ is weakly contractible. Let E denote the image of D in E; we observe that CD/ comes
equipped with a map p′ : CD/ → EE/. Moreover, the fiber of p
′ over the initial object idE ∈ EE/ can
be identified with CE ×DE (DE)D/, which is weakly contractible by virtue of our assumption that FE is
cofinal (Theorem T.4.1.3.1). To prove that CD/ is contractible, it will suffice to show that the inclusion
i : p′−1{idE} →֒ CD/ is a weak homotopy equivalence. We will prove something slightly stronger: the
inclusion iop is cofinal. Since the inclusion {idE}op → E
op
E/ is evidently cofinal, it will suffice to show that p
′
is a Cartesian fibration (Proposition T.4.1.2.15). This follows from Lemma 3.2.10.
Lemma 3.2.12. Let q : C⊗ → O⊗ be a fibration of ∞-operads, and let α : 〈n〉 → 〈m〉 be an inert morphism
in Γ. Let σ denote the diagram
〈n〉
α //
id

〈m〉
id

〈n〉
α // 〈m〉
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in N(Γ), let K ≃ Λ22 be the full subcategory of ∆
1 × ∆1 obtained by omitting the initial vertex, and let
σ0 = σ|K. Suppose that σ0 : K → C
⊗ is a diagram lifting σ0, corresponding to a commutative diagram
X

Y ′
α′ // X ′
where α′ is inert. Then:
(1) Let σ : ∆1 ×∆1 → C⊗ be an extension of σ0 lifting σ, corresponding to a commutative diagram
Y
α //
β

X

Y ′
α′ // X ′
in C⊗. Then σ is a q-limit diagram if and only if it satisfies the following conditions:
(i) The map α is inert.
(ii) Let γ : 〈n〉 → 〈k〉 be an inert morphism in N(Γ) such that α−1〈m〉◦ ⊆ γ−1{∗}, and let γ : Y ′ → Z
be an inert morphism in C⊗ lifting γ. Then γ ◦ β : Y → Z is an inert morphism in C⊗.
(2) There exists an extension σ of σ0 lying over σ which satisfies conditions (i) and (ii) of (1).
Proof. This is a special case of Lemma 3.3.15.
Proof of Proposition 3.2.3. We define a simplicial set M equipped with a map p : M → ∆1 so that the
following universal property is satisfied: for every map of simplicial setsK → ∆1, the set Hom(Set∆)/∆1 (K,M)
can be identified with the collection of all commutative diagrams
K ×∆1 {1} → //

O
⊗×∆1
γO

K // KO .
The map p is a Cartesian fibration, associated to the functor γO from M1 ≃ O
⊗×∆1 to M0 ≃ KO. We
observe that M is equipped with a functor M → O⊗, whose restriction to M1 ≃ O
⊗×∆1 is given by
projection onto the first factor and whose restriction to M0 ≃ KO is given by evaluation at {1}.
We let X denote the full subcategory of FunO⊗(M,C
⊗) spanned by those functors F satisfying the
following pair of conditions:
(i) The functor F is a q-left Kan extension of F |M0.
(ii) The restriction F |M0 ∈ FunO⊗(KO,C
⊗) belongs to AlgO(Mod
O
(C)).
Since p is a Cartesian fibration, condition (i) can be reformulated as follows:
(i′) For every p-Cartesian morphism f in M, the image F (f) is a q-coCartesian morphism in C⊗. Since the
image of f in O⊗ is an equivalence, this is equivalent to the requirement that F (f) is an equivalence
in C⊗.
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Using Proposition T.4.3.2.15, we deduce that the restriction map X → AlgO(Mod
O
(C)) is a trivial Kan
fibration. This restriction map has a section s, given by composition with the natural retraction r : M → M0.
It follows that s is a categorical equivalence, and that every object F ∈ X is equivalent (F |M0) ◦ r. We
deduce that restriction to M1 ⊆ M induces a functor θ′ : X → Fun(∆1,AlgO(C)). We have a commutative
diagram
X
θ′
&&MM
MM
MM
MM
MM
MM
AlgO(Mod
O
(C))
s
88rrrrrrrrrrr
θ // Fun(∆1,AlgO(C)).
To complete the proof, it will suffice to show that θ′ is a categorical equivalence. We will show that θ′ is a
trivial Kan fibration. In view of Proposition T.4.3.2.15, it will suffice to prove the following:
(a) A functor F ∈ FunO⊗(M,C
⊗) belongs to X if and only if F1 = F |M1 ∈ Fun(∆1,AlgO(C)) and F is a
q-right Kan extension of F1.
(b) Every object F1 ∈ FunO⊗(M1,C
⊗) belonging to Fun(∆1,AlgO(C)) admits a q-right Kan extension of
F ∈ FunO⊗(M,C
⊗).
To prove these claims, we will need a criterion for detecting whether a functor F ∈ FunO⊗(M,C
⊗) is a
q-right Kan extension of F1 = F |M1 ∈ Fun(∆1,AlgO(C)) at an object X ∈ M0. Let X correspond to a
semi-inert morphism α : X ′ → X in O⊗, covering a morphism α : 〈m〉 → 〈n〉 in N(Γ). Let D denote the
∞-category (O⊗×∆1)×M MX/, so that D is equipped with a projection D → ∆
1; we let D0 and D1 denote
the fibers of this map. Form a pushout diagram
〈m〉
α //

〈n〉
β

〈0〉 // 〈k〉
in Γ, and choose an inert morphism β : X ′ → Y in O⊗ lying over β. Let Y denote the image of Y under our
chosen section s : O⊗ → O⊗∗ , so we can identify Y with a morphism 0→ Y in O
⊗, where 0 is a zero object
of O⊗. We can therefore lift β to a morphism β˜ : X → Y in KO, corresponding to a commutative diagram
X ′
α //

X
β

0 // Y.
The pair (Y, β˜) can be identified with an object of N0, which we will denote by Y˜ . We claim that Y˜ is an
initial object of N0. Unwinding the definitions, this is equivalent to the following assertion: for every object
A ∈ O⊗, composition with β˜ induces a homotopy equivalence
φ : MapO⊗(Y,A)→ MapKO(X, s(A)).
To prove this, we observe that φ factors as a composition
MapO⊗(Y,A)
φ′
→ MapKO(Y , s(A))
φ′′
→ MapKO(X, s(A)).
The map φ′ is a homotopy equivalence because s is a categorical equivalence, and the map φ′′ is a homotopy
equivalence because β is coCartesian with respect to the projection KO → KN(Γ).
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We have an evident natural transformation γ˜ : X → idX in KO. The pair (X, γ˜) determines an object
Z˜ ∈ N1. We claim that Z˜ is an initial object of N1. Unwinding the definitions, we see that this is equivalent
to the assertion that for every object A ∈ O⊗, composition with γ˜ induces a homotopy equivalence
ψ : MapO⊗(X,A)→ MapKO(X, δ(A)),
where δ : O⊗ → KO is the diagonal embedding. To prove this, we factor ψ as a composition
MapO⊗(X,A)
ψ′
→ MapKO(δ(X), δ(A))
ψ′′
→ MapKO(X, δ(A)).
The map ψ′ is a homotopy equivalence since δ is fully faithful, and the map ψ′′ is a homotopy equivalence
by virtue of Corollary T.5.2.8.18 (applied to the trivial factorization system on O⊗).
Since N → O⊗×∆1 is a left fibration, we can lift the map (Y, 0) → (Y, 1) to a map e : Y˜ → Y˜ ′ in N.
Since Z˜ is an initial object of N1, we can choose a map e
′ : Z˜ → Y˜ in N1. Let C ≃ Λ22 denote the full
subcategory of ∆1 ×∆1 obtained by omitting the final vertex, so that e and e′ together determine a map of
simplicial sets C → N. Applying the dual of Lemma 3.2.11 to the diagram
C //
  A
AA
AA
AA
A N
~~}}
}}
}}
}}
∆1,
we deduce that Cop → Nop is cofinal. We therefore arrive at the following:
(∗) A functor F ∈ FunO⊗(M,C
⊗) is a q-right Kan extension of F1 = F |M1 ∈ Fun(∆1,AlgO(C)) at an
object X ∈ KO if and only if the induced diagram
F (X) //

F1(X, 1)

F1(Y, 0) // F1(Y, 1)
is a q-limit diagram.
Moreover, Lemma T.4.3.2.13 yields the following:
(∗′) A functor F1 ∈ Fun(∆1,AlgO(C)) admits a q-right Kan extension F ∈ FunO⊗(M,C
⊗) if and only if,
for every object X ∈ KO, the diagram
F1(X, 1)

F1(Y, 0) // F1(Y, 1)
can be extended to a q-limit diagram lying over the diagram
X
id //

X

Y
id // Y.
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Assertion (b) follows immediately from (∗′) together with Lemma 3.2.12. Combining assertion (∗) with
Lemma 3.2.12, we deduce that a functor F ∈ FunO⊗(M,C
⊗) is a q-right Kan extension of F1 = F |M1 ∈
Fun(∆1,AlgO(C)) if and only if the following conditions are satisfied:
(i′) The restriction F1 belongs to Fun(∆
1,AlgO(C)). That is, F carries every inert morphism in O
⊗×{j} ⊆
M1 to an inert morphism in C
⊗, for j ∈ {0, 1}.
(ii′) Let X be as above. Then the induced morphism F (X)→ F (Y, 0) is inert.
(iii′) Let X be as above, and suppose that we are given an inert morphism α′ : 〈n〉 → 〈l〉 such that the
composite map α′ ◦ α : 〈m〉 → 〈n′〉 is surjective together with an inert morphism α′ : X → X ′′ lifting
α′. Then the composite map F (X)→ F (X, 1)→ F (X ′′, 1) is an inert morphism in C⊗.
To complete the proof, it will suffice to show that a functor F ∈ FunO⊗(M,C
⊗) satisfies conditions (i) and
(ii) if and only if it satisfies conditions (i′), (ii′), and (iii′).
Suppose first that F satisfies (i) and (ii). We have already seen that F must also satisfy (i′). To prove
(ii′), we observe that the map F (X)→ F (Y, 0) factors as a composition
F (X)→ F (Y )→ F (Y, 0).
The first map is inert because F satisfies (ii) and β˜ : X → Y is an inert morphism in KO. The second
morphism is inert by virtue of assumption (i). Now suppose that we are given an inert morphism X → X ′′
as in (iii′). We have a commutative diagram
X //

X ′

X ′′
id // X ′′
corresponding to an inert morphism X → δ(X ′′) in KO, and the map F (X) → F (X ′′, 1) factors as a
composition
F (X)→ F (δ(X ′′))→ F (X ′′, 1).
The first of these maps is inert by virtue of assumption (ii), and the second by virtue of assumption (i).
Now suppose that F satisfies (i′), (ii′), and (iii′); we wish to show that F satisfies (i) and (ii). To prove
(i), we must show that for every objectX ∈ O⊗, the morphisms F (s(X))→ F (X, 0) and F (δ(X))→ F (X, 1)
are inert in C. The first of these assertions is a special case of (ii′), and the second is a special case of (iii′).
To prove (ii), consider an arbitrary inert morphism β : X → Y in O⊗, corresponding to a commutative
diagram σ:
X ′
β′

// X
β

Y ′ // Y
in the ∞-category O⊗. We wish to show that F (β) is an inert morphism in C⊗. Let β0 : 〈n〉 → 〈k〉 be
the image of β in N(Γ), and let (β0)! : C
⊗
〈n〉 → C
⊗
〈k〉 denote the induced functor. Then F (β) factors as a
composition F (X)
ǫ
→ (β0)!F (X)
ǫ′
→ F (Y ), where ǫ is inert; we wish to prove that ǫ′ is an equivalence in C⊗〈k〉.
Since C⊗ is an ∞-operad, it will suffice to show that ρj! ǫ
′ is an equivalence in C⊗〈1〉 for 1 ≤ j ≤ k. Let
〈n〉 //

〈m〉
β0

〈k′〉 // 〈k〉
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denote the image of σ in N(Γ). This diagram admits a unique extension
〈n〉 //

〈m〉
β0

〈k′〉

χ // 〈k〉
ρj

〈t〉
χ′ // 〈1〉
where the vertical morphisms are inert, the integer t is equal to 1 and χ′ is an isomorphism if j lies in the
image of 〈n〉 → 〈k〉, and t = 0 otherwise. We can lift this diagram to a commutative triangle
X
β //
β
′
?
??
??
??
Y
β
′′
  
  
  
 
Z
of inert morphisms in KO. If F (β
′′
) is inert, then we can identify F (β
′
) with the composition
F (X)→ (ρj ◦ β0)!F (X)
ρj! ǫ
′
→ F (Z),
so that ρj! ǫ
′ is an equivalence in C⊗〈1〉 if and only if F (β
′
) is inert. We are therefore reduced to proving that
F (β
′
) and F (β
′′
) are inert. Replacing β by β
′
or β
′′
, we may reduce to the where either χ is an isomorphism
or k′ = 0.
If k′ = 0, then we can identify Y with s(Y ) and condition (i) guarantees that F (Y ) → F (Y, 0) is an
equivalence. It therefore suffices to show that the composite map F (X) → F (Y, 0) is inert. Since the
collection of inert morphisms in C⊗ is stable under composition, this follows from (i′) and (ii′). If χ is an
isomorphism, then we can identify Y with s(Y ), and condition (i) guarantees that F (Y ) → F (Y, 1) is an
equivalence. It therefore suffices to show that the composite map F (X) → F (Y, 1) is inert. This follows
from (i′) and (iii′), again because the collection of inert morphisms in C⊗ is stable under composition. This
completes the verification of condition (ii) and the proof of Proposition 3.2.3
Proof of Proposition 3.2.4. Let K ⊆ Fun(Λ21,O
⊗) be the full subcategory spanned by those diagrams X
α
→
Y
β
→ Z in O⊗ where α and β are semi-inert, and let ei : K → O
⊗ be the map given by evaluation at the
vertex {i} for 0 ≤ i ≤ 2. We will say that a morphism in K is inert if its image under each ei is an inert
morphism in O⊗. If S is a full subcategory of K, we X(S) denote the simplicial set (e0|S)∗(e2|S)
∗ C
⊗: that is,
X(S) is a simplicial set equipped with a map X(S)→ O⊗ characterized by the following universal property:
for any map of simplicial sets K → O⊗ ≃ Fun({0},O⊗), we have a canonical bijection
HomFun({0},O⊗)(K,X(S)) = HomFun({2},O⊗)(K ×Fun({0},O⊗) S,C
⊗).
We let X(S) denote the full simplicial subset of X(S) spanned by those vertices which classify functors
carrying inert morphisms in S to inert morphisms in C⊗.
Let K1 denote the full subcategory of K spanned by those diagrams X
α
→ Y
β
→ Z where β is an
equivalence, and let K01 denote the full subcategory of K1 spanned by those diagrams where α is null. We
have a canonical embedding j : KO → K1 which carries α : X → Y to the diagram X
α
→ Y
idY→ Y . Note that
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this embedding restricts to an embedding j0 : K
0
O →֒ K01. Composition with these embeddings gives rise to
a commutative diagram
ModO(C)⊗

//
Mod
O
(C)⊗ //

X(K1)

AlgO(C)× O
⊗ // AlgO(C)
// X(K01).
The left horizontal maps are categorical equivalences (Remark 3.1.20). The right horizontal maps are cat-
egorical equivalences because j and j0 admit simplicial homotopy inverses (given by restriction along the
inclusion ∆{0,1} ⊆ Λ21). Consequently, we are reduced to proving that the diagram
ModO(ModOA(C))
⊗ //

X(K1)

AlgO(Mod
O
A(C))× O
⊗ // X(K01)
is a homotopy pullback square.
Let K0 denote the full subcategory of K spanned by those diagrams X
α
→ Y
β
→ Z for which α is null,
and consider the diagram
ModO(ModOA(C))
⊗ //

X(K)

// X(K1)

AlgO(Mod
O
A(C))× O
⊗ // X(K0) // X(K01).
To complete the proof, it will suffice to show that both of the squares appearing in this diagram are homotopy
pullback squares.
We first treat the square on the left. Consider the diagram
ModO(ModOA(C))
//

Mod
O
(ModOA(C))
//

X(K)

AlgO(Mod
O
A(C))× O
⊗ // AlgO(Mod
O
A(C))
// X(K0).
Since the left horizontal maps are categorical equivalences (Remark 3.1.20), it suffices to show that the right
square is homotopy Cartesian. Let K2 be the full subcategory of K spanned by those diagrams X
α
→ Y
β
→ Z
for which β is null, and let K02 denote the full subcategory of K spanned by those diagrams where α and
β are both null. The algebra A ∈ AlgO(C) determines a vertex v of X(K2) (and therefore, by restriction, a
vertex v′ of X(K02)). We have a commutative diagram
Mod
O
(ModOA(C))
//

X(K)
θ //

X(K2)
φ

AlgO(Mod
O
A(C)
// X(K0)
θ′ // X(K02)
where the horizontal maps are fiber sequences (where the fibers are taken over the vertices v and v′, respec-
tively). To show that the left square is a homotopy pullback, it suffices to prove the following:
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(i) The maps θ and θ′ are categorical fibrations of ∞-categories.
(ii) The map φ is a categorical equivalence.
To prove (i), we first show that the simplicial sets X(K), X(K0), X(K2), and X(K02) are ∞-categories.
In view of Proposition B.??, it will suffice to show that the maps
e0 : K → O
⊗ e00 : K0 → O
⊗
e20 : K2 → O
⊗ e020 : K02 → O
⊗
are flat categorical fibrations. The map e0 can be written as a
K
e′0→ KO
e′′0→ O⊗
where e′0 is given by restriction along the inclusion ∆
{0,1} ⊆ Λ21 and e
′′
0 is given by evaluation at {0}. The
map e′′0 is a flat categorical fibration by virtue of our assumption that O
⊗ is coherent. The map e′0 is a
pullback of e′′0 , and therefore also flat. Applying Corollary B.??, we deduce that e0 is flat. The proofs
in the other cases three are similar: the only additional ingredient that is required is the observation that
evaluation at 0 induces a flat categorical fibration K0O → O
⊗, which follows from Lemma 3.1.18.
To complete the proof of (i), we will show that θ and θ′ are categorical fibrations. We will give the proof
for the map θ; the case of θ′ is handled similarly. We wish to show that θ has the right lifting property
with respect to every trivial cofibration A→ B in (Set∆)/O⊗ . Unwinding the definitions, we are required to
provide solutions to lifting problems of the form
(A×O⊗ K)
∐
A×
O⊗K2
(B ×O⊗ K2)
i

//
C
⊗
p

B ×O⊗ K // O⊗ .
Since p is a categorical fibration, it suffices to prove that the monomorphism i is a categorical equivalence
of simplicial sets. In other words, we need to show that the diagram
A×O⊗ K2 //

A×O⊗ K

B ×O⊗ K2 // B ×O⊗ K
is a homotopy pushout square (with respect to the Joyal model structure). To prove this, it suffices to show
that the vertical maps are categorical equivalences. Since A → B is a categorical equivalence, this follows
from Corollary B.?? (since the maps e0 and e
2
0 are flat categorical fibrations).
We now prove (ii). Let K3 denote the full subcategory of K spanned by those diagrams X
α
→ Y
α
→ Z in
O
⊗ where Y ∈ O⊗〈0〉. We have a commutative diagram
X(K0)
$$I
II
II
II
II
θ // X(K02)
yytt
tt
tt
tt
t
X(K3).
Consequently, to show that θ is a categorical equivalence, it suffices to show that the diagonal maps in this
diagram are categorical equivalences. We will show that X(K0) → X(K3) is a categorical equivalence; the
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proof for X(K02) → X(K3) is similar. Let X
α
→ Y
β
→ Z be an object K ∈ K0, and choose a morphism
γ : Y → Y0 where Y0 ∈ O
⊗. Since β is null, it factors through γ, and we obtain a commutative diagram
X
α //
id

Y
γ

β // Z
id

X
γ◦α // Y0 // Z.
We can interpret this diagram as a morphism γ : K → K0 in K0. It is not difficult to see that this γ
exhibits K0 as a K3-localization of K. Consequently, the construction K 7→ K0 can be made into a functor
L : K0 → K3, equipped with a natural transformation t : id → L. Without loss of generality, we can
assume that L and t commute with the evaluation maps e0 and e2. Composition with L determines a map
X(K3) → X(K0), and the transformation t exhibits this map as a homotopy inverse to the restriction map
X(K0)→ X(K3). This completes the proof of (ii).
It remains to show that the diagram
X(K)

// X(K1)
ψ

X(K0) // X(K01)
is a homotopy pullback square. We first claim that ψ is a categorical equivalence of∞-categories. The proof
is similar to the proof of (i): the only nontrivial point is to verify that the restriction maps
e10 : K1 → O
⊗ e010 : K01 → O
⊗
are flat categorical fibrations. We will give the proof for e10; the proof for e
01
0 is similar. We can write e
1
0 as a
composition K1 → KO → O
⊗, where the second map is a flat categorical fibration by virtue of our assumption
that O⊗ is coherent. The first map is a pullback of the restriction map Fun0(∆1,O⊗) Fun({0},O⊗), where
Fun0(∆1,O⊗) denotes the full subcategory of Fun(∆1,O⊗) spanned by the equivalences in O⊗, and therefore
a trivial Kan fibration (and, in particular, a flat categorical fibration). Applying Corollary B.??, we conclude
that e10 is a flat categorical fibration, as desired.
Since ψ is a categorical fibration of ∞-categories and X(K0) is an ∞-category, we have a homotopy
pullback diagram
X(K0)×X(K01) X(K1) //

X(K1)

X(K0) // X(K01).
To complete the proof, it will suffice to show that the restriction map τ : X(K) → X(K0) ×X(K01) X(K1)
is a categorical equivalence. We will show that τ is a trivial Kan fibration. Note that the evaluation map
e0 : K → O
⊗ is a Cartesian fibration; moreover, if K → K ′ is an e0-Cartesian moprhism in K and K ′ ∈
K0
∐
K01
K1, then K ∈ K0
∐
K01
K1. It follows that e0 restricts to a Cartesian fibration K0
∐
K01
K1 → O
⊗.
In view of Lemma 2.3.13, the map τ will be a trivial Kan fibration provided that the following pair of
assertions holds:
(a) Let F ∈ X(K) be an object lying over X ∈ O⊗ which we will identify with a functor {X}×O⊗ K → C
⊗.
Let F0 = F |({X}×O⊗ (K0
∐
K01
K1), and assume that F0 ∈ X(K0)×X(K01) X(K1). Then F ∈ X(K) if
and only if F is a p-right Kan extension of F0.
(b) Let F0 ∈ X(K0)×X(K01) X(K1). Then there exists an extension F of F0 which satisfies the equivalent
conditions of (a).
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To prove these assertions, let us consider an object X ∈ O⊗ and an object F0 ∈ X(K0) ×X(K01) X(K1)
lying over X . Let D = {X} ×O⊗ K denote the ∞-category of diagrams
X
α
→ Y
β
→ Z
in O⊗, and define full subcategories D0, D1, and D01 similarly. Let K be an object of D, corresponding to
a decomposition X ≃ X0 ⊕X1 ⊕X2 and a diagram
X0 ⊕X1 ⊕X2 → X0 ⊕X1 ⊕ Y0 ⊕ Y1 → X0 ⊕ Y0 ⊕ Z
of semi-inert morphisms in O⊗. We have a commutative diagram
K //

K1

K0 // K01
in D, where K0 ∈ D0 represents the diagram X0 ⊕X1 ⊕X2 → Y0 ⊕ Y1 → Y0 ⊕ Z, K1 ∈ D1 represents the
diagram X0⊕X1⊕X2 → X0⊕Y0⊕Z ≃ X0⊕Y0⊕Z, and K01 ∈ D01 represents the diagram X0⊕X1⊕X2 →
Y0⊕Z → Y0⊕Z. This diagram exhibits K0, K1, and K01 as initial objects of (D0)K/, (D1)K/, and (D01)K/,
respectively. Applying Theorem T.4.1.3.1, we conclude that the induced map Λ22 → (D0
∐
D01
D1)K/ is the
opposite of a cofinal map, so that an extension F of F0 is a p-right Kan extension of F0 at K if and only if
the diagram
F (K) //

F0(K1)

F0(K0) // F0(K01)
is a p-limit diagram in C⊗. Choose equivalences F0(K0) = y0⊕z, F0(K1) = x′0⊕y
′
0⊕z
′, and F0(K01) = y
′′
0⊕z
′′.
If we let K ′ ∈ D denote the object corresponding to the diagram X0 ⊕X1 ⊕X2 → Y0 ≃ Y0 and apply our
assumption that F0|D0 ∈ X(K0) to the commutative diagram
K0 //
!!C
CC
CC
CC
C
K01
}}zz
zz
zz
zz
K ′,
then we deduce that F0(K0) → F0(K01) induces an equivalence y0 ≃ y′′0 . Similarly, the assumption that
F0|D1 ∈ X(K1) guarantees that F0(K1) → F0(K01) is inert, so that y′0 ≃ y
′′
0 and z
′ ≃ z′′. It follows from
Lemma 3.3.15 that the diagram F0(K1) → F0(K01) ← F0(K0) admits a p-limit (covering the evident map
∆1 × ∆1 → O⊗), so that F0|(D0
∐
D01
D1)K/ also admits a p-limit (covering the map (D0
∐
D01
D1)
⊳
K/ →
O
⊗)); assertion (b) now follows from Lemma T.4.3.2.13. Moreover, the criterion of Lemma 3.3.15 gives the
following version of (a):
(a′) An extension F ∈ X(K) of F0 is a p-right Kan extension of F0 atK if and only if, for every objectK ∈ D
as above, the maps F (K)→ F0(K0) and F (K)→ F0(K1) induce an equivalence F (K) ≃ x
′
0 ⊕ y0 ⊕ z
in C⊗.
To complete the proof, it will suffice to show that the criterion of (a′) holds if and only if F ∈ X(K).
We first prove the “if” direction. Fix K ∈ D, so that we have an equivalence F (K) ≃ x0 ⊕ y0 ⊕ z. Since
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K → K0 is inert, the assumption that F ∈ X(K) implies that F (K)→ F (K0) is inert, so that y0 ≃ y0 and
z ≃ z. Let K ′′ ∈ D be the diagram X0 ⊕X1 ⊕X2 → Y0 ≃ Y0, so that we have a commutative diagram
K //
  B
BB
BB
BB
B K1
}}{{
{{
{{
{{
K ′′
in which the diagonal maps are inert. It follows that the morphisms F (K)→ F (K ′′)← F (K1) are inert, so
that the map F (K)→ F (K1) induces an equivalence y0 ≃ y
′
0.
We now prove the “only if” direction. Assume that F ∈ X(K) is an extension of F0 which satisfies the
criterion given in (a′); we will show that F carries inert morphisms in D ⊆ K to inert morphisms in C⊗. Let
K → L be an inert morphism in D, where K is as above and L corresponds to a diagram X → Y ′ → Z ′;
we wish to prove that the induced map F (K)→ F (L) is inert. Let 〈n〉 denote the image of Z ′ in N(Γ), and
choose inert morphisms Z ′ → Z ′i lying over ρ
i : 〈n〉 → 〈1〉 for 1 ≤ i ≤ n. Each of the induced maps Y ′ → Zi
factors as a composition Y ′ → Y ′i → Zi, where the first map is inert and the second is active. Let Li ∈ D
denote the diagram X → Y ′i → Z
′
i. To show that F (K) → F (L) is inert, it will suffice to show that the
maps F (K)→ F (Li)← F (L) are inert for 1 ≤ i ≤ n. Replacing L by Li (and possibly replacing K by L),
we may reduce to the case where n = 1 and the map Y ′ → Z ′ is active. There are two cases to consider:
• The map Y ′ → Z ′ is an equivalence. In this case, the map K → L factors as a composition K →
K1 → L. Since F0|D1 ∈ X(K1), the map F (K1) → F (L) is inert. Consequently, the assertion that
F (K)→ F (L) is inert follows our assumption that F (K)→ F (K1) induces an equivalence y0 → y
′
0.
• The map Y ′ → Z ′ is null (so that Y ′ ∈ O⊗〈0〉). In this case, the map K → L factors as a composition
K → K0 → L. Assumption (a′) guarantees that F (K) → F (K0) is inert, and the assumption that
F0|K0 ∈ X(K0) guarantees that F (K0)→ F (L) is inert.
3.3 Limits of Modules
Let C be a symmetric monoidal category and let A be a commutative algebra object of C. Suppose we are
given a diagram {Mα} in the category of A-modules, and let M = lim←−
Mα be the limit of this diagram in
the category C. The collection of maps
A⊗M → A⊗Mα →Mα
determines a map A ⊗M → M , which endows M with the structure of an A-module. Moreover, we can
regard M also as a limit of the diagram {Mα} in the category of A-modules.
Our goal in this section is to prove an analogous result in the ∞-categorical setting, for algebras over an
arbitrary coherent ∞-operad. We can state our main result as follows:
Theorem 3.3.1. Let q : C⊗ → O⊗ be a fibration of ∞-operads, where O⊗ is coherent. Suppose we are given
a commutative diagram
K
p //

ModO(C)⊗
ψ

K⊳
p0 //
p
99s
s
s
s
s
s
AlgO(C)× O
⊗
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such that the underlying map K⊳ → O⊗ takes some constant value X ∈ O, and the lifting problem
K

p′ //
C
⊗
q

K⊳ //
p′
=={
{
{
{
O
⊗
admits a solution, where p is a q-limit diagram. Then:
(1) There exists a map p making the original diagram commute, such that δ ◦ p is a q-limit diagram in
C
⊗ (here δ : ModO(C)⊗ → C⊗ denotes the map given by composition with the diagonal embedding
O
⊗ → KO ⊆ Fun(∆1,O
⊗).
(2) Let p be an arbitrary map making the above diagram commute. Then p is a ψ-limit diagram if and
only if δ ◦ p is a q-limit diagram.
Corollary 3.3.2. Let q : C⊗ → O⊗ be a fibration of ∞-operads, where O⊗ is coherent, and let A ∈ AlgO(C)
and X ∈ O. Suppose we are given a diagram p : K → ModOA(C)
⊗
X such that the induced map p
′ : K → C⊗X
can be extended to a q-limit diagram p′ : K⊳ → C⊗X . Then:
(1) There exists an extension p : K⊳ → ModOA(C)
⊗
X of p such that the induced map K
⊳ → C⊗ is a q-limit
diagram.
(2) Let p : K⊳ → ModOA(C)
⊗
X be an arbitrary extension of p. Then p is a limit diagram if and only if it
induces a q-limit diagram K⊳ → C⊗.
Corollary 3.3.3. Let q : C⊗ → O⊗ be a fibration of∞-operads, where O⊗ is coherent. Then for each X ∈ O,
the functor φ : ModO(C)⊗X → Alg
O(C) is a Cartesian fibration. Moreover, a morphism f in ModO(C)X is
φ-Cartesian if and only if its image in C⊗X is an equivalence.
Proof. Apply Corollary 3.3.2 in the case K = ∆0.
Corollary 3.3.4. Let q : C⊗ → O⊗ be a fibration of ∞-operads, where O⊗ is coherent. Then:
(1) The functor φ : ModO(C)⊗ → AlgO(C) is a Cartesian fibration.
(2) A morphism f ∈ ModO(C)⊗ is φ-Cartesian if and only if its image in C⊗ is an equivalence.
Proof. Let M ∈ ModOA(C)
⊗ and let 〈n〉 denote its image in N(Γ). Suppose we are given a morphism
f0 : A
′ → A in AlgO(C); we will to construct a φ-Cartesian morphism f :M ′ →M lifting f0.
Choose inert morphisms gi :M →Mi in Mod
O(C)⊗ lying over ρi : 〈n〉 → 〈1〉 for 1 ≤ i ≤ n. These maps
determine a diagram F : 〈n〉◦
⊳
→ ModOA(C)
⊗. Let Xi denote the image ofMi in O, and let φi : Mod
O(C)Xi →
AlgO(C) be the restriction of φ. Using Corollary 3.3.3, we can choose φi-Cartesian morphisms fi :M
′
i →Mi
in ModO(C)Xi lying over f0, whose images in CXi are equivalences. Since q : Mod
O(C)⊗ → AlgO(C)×O⊗ is
a AlgO(C)-family of ∞-operads, we can choose a q-limit diagram F ′ : 〈n〉◦
⊳
→ ModOA′(C)
⊗ with F ′(i) =M ′i
for 1 ≤ i ≤ n, where F ′ carries the cone point of 〈n〉◦
⊳
to M ′ ∈ ModOA′(C)
⊗
X . Using the fact that F is
a q-limit diagram, we get a natural transformation of functors F ′ → F , which we may view as a diagram
H : 〈n〉◦
⊳
×∆1 → ModO(C)⊗.
Let v denote the cone point of 〈n〉◦
⊳
, and let f = H |{v} ×∆1. Since each composition
{i} ×∆1
H
→ ModO(C)⊗ → C⊗
is an equivalence for 1 ≤ i ≤ n, the assumption that C⊗ is an ∞-operad guarantees also that the image
of f in C⊗ is an equivalence. We will prove that f is a φ-coCartesian lift of f0. In fact, we will prove the
slightly stronger assertion that f is q-Cartesian. Since the inclusion {v} ⊆ 〈n〉◦
⊳
is the opposite of a cofinal
118
map, it will suffice to show that H |(〈n〉◦
⊳
× {1})⊳ is a q-limit diagram. Since H |(〈n〉◦
⊳
× {1}) is a q-right
Kan extension of H |(〈n〉◦ × {1}), it will suffice to show that the restriction H |(〈n〉◦ × {1})⊳ is a q-limit
diagram (Lemma T.4.3.2.7). Note that H |(〈n〉◦ × ∆1) is a q-right Kan extension of H |(〈n〉◦ × {1}) (this
follows from the construction, since the maps fi are φi-Cartesian and therefore also q-Cartesian, by virtue of
Theorem 3.3.1). Using Lemma T.4.3.2.7 again, we are reduced to showing that H |(〈n〉◦ ×∆1)⊳ is a q-limit
diagram. Since the inclusion 〈n〉◦×{0} ⊆ 〈n〉◦×∆1 is the opposite of a cofinal map, it suffices to show that
F ′ = H |(〈n〉◦
⊳
× {0}) is a q-limit diagram, which follows from our assumption.
The above argument shows that for every M ∈ ModOA(C)
⊗ and every morphism f0 : A
′ → A in AlgO(C),
there exists a φ-Cartesian morphism f : M ′ → M lifting f0 whose image in C
⊗ is an equivalence. This
immediately implies (1), and the “only if” direction of (2) follows from the uniqueness properties of Cartesian
morphisms. To prove the “if” direction of (2), suppose that g :M ′′ →M is a lift of f0 whose image in C
⊗ is
an equivalence, and let f :M ′ →M be as above. Since f is φ-Cartesian, we have a commutative diagram
M ′
f
!!C
CC
CC
CC
C
M ′′
h
==zzzzzzzz g // M ;
to prove that g is φ-Cartesian it will suffice to show that h is an equivalence. Since ModOA′(C)
⊗ is an ∞-
operad, it suffices to show that each of the maps hi = ρ
i
!(h) is an equivalence in Mod
O
A′(C), for 1 ≤ i ≤ n.
This follows from Corollary 3.3.3, since each hi maps to an equivalence in C.
Corollary 3.3.5. Let O⊗ be a coherent ∞-operad, and let q : C⊗ → O⊗ be a O-monoidal ∞-category. Let
X ∈ O, and suppose we are given a commutative diagram
K
p //

ModO(C)⊗X
ψX

K⊳
p0 //
p
::u
u
u
u
u
AlgO(C)
such that the induced diagram K → C⊗X admits a limit. Then there extension p of p (as indicated in the
diagram) which is a ψX-limit diagram. Moreover, an arbitrary extension p of p (as in the diagram) is a
ψX-limit if and only if it induces a limit diagram K
⊳ → C⊗X .
Proof. Combine Corollary 3.3.2 with Corollary T.4.3.1.15.
Corollary 3.3.6. Let O⊗ be a coherent ∞-operad, let q : C⊗ → O⊗ be a O-monoidal ∞-category, and let
X ∈ O. Assume that the ∞-category C⊗X admits K-indexed limits, for some simplicial set K. Then:
(1) For every algebra object A ∈ AlgO(C), the ∞-category Mod
O
A(C)
⊗
X admits K-indexed limits.
(2) A functor p : K⊳ → ModOA(C)
⊗
X is a limit diagram if and only if it induces a limit diagram K
⊳ → C⊗X .
We now turn to the proof of Theorem 3.3.1. First, choose an inner anodyne map K → K ′, where K ′ is
an ∞-category. Since AlgO(C) × O
⊗ is an ∞-category and ψ is a categorical fibration, we can extend our
commutative diagram as indicated:
K //

K ′ //

ModO(C)⊗
ψ

K⊳ // K ′⊳ // AlgO(C)× O
⊗ .
Using Proposition T.A.2.3.1, we see that it suffices to prove Theorem 3.3.1 after replacing K by K ′. We may
therefore assume that K is an ∞-category. In this case, the desired result is a consequence of the following:
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Proposition 3.3.7. Let q : C⊗ → O⊗ be a fibration of ∞-operads, where O⊗ is coherent. Let K be an
∞-category. Suppose we are given a commutative diagram
K
p //

Mod
O
(C)⊗
ψ

K⊳
p0 //
p
::v
v
v
v
v
AlgO(C),
where the induced diagram K⊳ → O⊗ is the constant map taking some value C ∈ O. Assume that:
(∗) The induced lifting problem
K

p′ //
C
⊗
q

K⊳ //
p′
=={
{
{
{
O
⊗
admits a solution, where p is a q-limit diagram.
Then:
(1) There exists a map p making the original diagram commute, such that δ ◦ p is a q-limit diagram in
C
⊗ (here δ : Mod
O
(C)⊗ → C⊗ denotes the map given by composition with the diagonal embedding
O
⊗ → KO ⊆ Fun(∆1,O
⊗).
(2) Let p be an arbitrary map making the above diagram commute. Then p is a ψ-limit diagram if and
only if δ ◦ p is a q-limit diagram.
The proof of Proposition 3.3.7 will require some preliminaries. We first need the following somewhat
more elaborate version of Proposition B.??:
Proposition 3.3.8. Suppose we are given a diagram of ∞-categories X
φ
→ Y
π
→ Z where π is a flat
categorical fibration and φ is a categorical fibration. Let Y ′ ⊆ Y be a full subcategory, let X ′ = X ×Y Y ′, let
π′ = π|Y ′, and let ψ : π∗X → π′∗X
′ be the canonical map. (See Notation B.??.) Let K be an ∞-category
and p0 : K
⊳ → π′∗X
′ a diagram. Assume that the following conditions are satisfied:
(i) The full subcategory Y ′ ×Z K⊳ ⊆ Y ×Z K⊳ is a cosieve on Y .
(ii) For every object y ∈ Y ′ and every morphism f : z → π(y) in Z, there exists a π-Cartesian morphism
f : z → y in Y ′ such that π(f) = f .
(iii) Let π′′ denote the projection map K⊳ ×Z Y → K⊳. Then π′′ is a coCartesian fibration.
(iv) Let v denote the cone point of K⊳, let C = π′′−1{v}, and let C′ = C×Y Y ′. Then C
′ is a localization of
C.
Condition (iii) implies that there is a map δ′ : K⊳ × C → K⊳ ×Z Y which is the identity on {v} × C and
carries carries e × {C} to a π′′-coCartesian edge of K⊳ ×Z Y , for each edge e of K⊳ and each object C of
C. Condition (iv) implies that there is a map δ′′ : C×∆1 → C such that δ′′|C×{0} = idC and δ′′|{C} ×∆1
exhibits δ′′(C, 1) as a C′-localization of C, for each C ∈ C. Let δ denote the composition
K⊳ × C×∆1
δ′′
→ K⊳ × C
δ′
→ K⊳ ×Z Y.
Then:
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(1) Let p : K⊳ → π∗X be a map lifting p0, corresponding to a functor F : K
⊳ ×Z Y → X. Suppose that
for each C ∈ C, the induced map
K⊳ × {C} ×∆1 →֒ K⊳ × C
δ
→ K⊳ ×Z Y
F
→ X
is a φ-limit diagram. Then p is a ψ-limit diagram.
(2) Suppose that p : K⊳ → π∗X is a map lifting p0 = p0|K, corresponding to a functor F : (K
⊳ ×Z
Y ′)
∐
K×ZY ′
(K ×Z Y )→ X. Assume furthermore that for each C ∈ C, the induced map
(K⊳ × {C} × {1})
∐
K×{C}×{1}
(K × {C} ×∆1) → (K⊳ × C×{1})
∐
K×C×{1}
(K × C×∆1)
δ
→ (K⊳ ×Z Y
′)
∐
K×ZY ′
(K ×Z Y )
F
→ X
can be extended to a ψ-limit diagram lifting the map
K⊳ × {C} ×∆1 →֒ K⊳ × C×∆1
δ
→ K⊳ ×Z Y
π′′
→ Y.
Then there exists an extension p : K⊳ → π∗X of p lifting p0 which satisfies condition (1).
Proof. Let W = K⊳ ×Y Z and let W0 denote the coproduct (K
⊳ ×Z Y
′)
∐
K×ZY ′
(K ×Z Y ); condition (i)
allows us to identify W0 with a full subcategory of W . Let p : K
⊳ → π∗X satisfy the condition described in
(1), corresponding to a functor F : W → X . In view of assumptions (i), (ii), and Proposition B.??, it will
suffice to show that F is a φ-right Kan extension of F = F |W0. Pick an object C ∈ C; we wish to show that
F is a φ-right Kan extension of F at C. In other words, we wish to show that the map
(W0 ×W WC/)
⊳ →W
F
→ X
is a φ-limit diagram. Restricting δ, we obtain a map K⊳ × {C} ×∆1 → W , which we can identify with a
map
s : (K⊳ × {C} × {1})
∐
K×{C}×{1}
(K × {C} ×∆1)→W ′ ×W WC/.
Since p satisfies (1), it will suffice to show that sop is cofinal. We have a commutative diagram
(K⊳ × {C} × {1})
∐
K×{C}×{1}(K × {C} ×∆
1)
θ
**VVV
VVVV
VVVV
VVVV
VVVV
VV
s // W ′ ×W WC/
θ′yysss
ss
ss
ss
s
K⊳
The map θ is evidently a coCartesian fibration, and θ′ is a coCartesian fibration by virtue of assumptions (i)
and (iii). Moreover, the map s carries θ-coCartesian edges to θ′-coCartesian edges. Invoking Lemma S.8.16,
we are reduced to showing that for each vertex k of K⊳, the map of fibers sopk is cofinal. If k = v is the cone
point of K⊳, then we are required to show that s carries {v} × {C} × {1} to an initial object of C′C/: this
follows from the definition of δ′. If k 6= v, then we are required to show that s carries K⊳ × {C} × {0} to
an initial object of WC/ ×K⊳ {k}, which follows from our assumption that δ carries {v}
⊳ × {C} × {0} to a
π′′-coCartesian edge of W . This completes the proof of (1).
We now prove (2). The diagram p gives rise to a map F :W0 → X fitting into a commutative diagram
W0
F //

X
φ

W //
F
==|
|
|
|
Y.
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The above argument shows that a dotted arrow F as indicated will correspond to a map p : K⊳ → π∗X
satisfying (1) if and only if F is a φ-right Kan extension of F . In view of Lemma T.4.3.2.13, the existence
of such an extension is equivalent to the requirement that for each C ∈ C, the diagram
W0 ×W WC/ →W0
F
→ X
can be extended to a φ-limit diagram lifting the map
(W0 ×W WC/)
⊳ →W → Y.
This follows from the hypothesis of part (2) together with the cofinality of the map sop considered in the
proof of (1).
Definition 3.3.9. Let 〈n〉 be an object of Γ. A splitting of 〈n〉 is a pair of inert morphisms α : 〈n〉 → 〈n0〉,
β : 〈n〉 → 〈n1〉 with the property that the map (α−1
∐
β−1) : 〈n0〉
◦∐ 〈n1〉◦ → 〈n〉◦ is a bijection.
More generally, let K be a simplicial set. A splitting of a diagram p : K → N(Γ) is a pair of natural
transformations α : p→ p0, β : p→ p1 with the following property: for every vertex k of K, the morphisms
αk : p(k)→ p0(k) and βk : p(k)→ p1(k) determine a splitting of p(k).
We will say that a natural transformation α : p → p0 of diagrams p, p0 : K → N(Γ) splits if there exists
another natural transformation β : p→ p1 which gives a splitting of p.
Remark 3.3.10. Let α : p → p0 be a natural transformation of diagrams p, p0 : K → N(Γ). If α splits,
then the natural transformation β : p → p1 which provides the splitting of p is well-defined up to (unique)
equivalence. Moreover, a bit of elementary combinatorics shows that α splits if and only if it satisfies the
following conditions:
(1) The natural transformation α is inert: that is, for each vertex k ∈ K, the map αk : p(k)→ p0(k) is an
inert morphism in Γ.
(2) For every edge e : x→ x′ in K, consider the diagram
〈n〉
p(e)

αx // 〈n0〉
p0(e)
 
〈m〉
αx′ // 〈m0〉
in Γ obtained by applying α to e. Then p(e) carries (α−1x 〈n0〉
◦)∗ ⊆ 〈n〉 into (α
−1
x′ 〈m0〉
◦)∗ ⊆ 〈m〉.
Definition 3.3.11. Let q : O⊗ → N(Γ) be an ∞-operad. We will say that a natural transformation
α : p → p0 of diagrams p, p0 : K → O
⊗ is inert if the induced map αk : p(k) → p0(k) is an inert morphism
in O⊗ for every vertex k ∈ K.
A splitting of p : K → O⊗ is a pair of inert natural transformations α : p→ p0, β : p→ p1 such that the
induced transformations q ◦ p0 ← q ◦ p → q ◦ p1 determine a splitting of q ◦ p : K → N(Γ), in the sense of
Definition 3.3.9.
We will say that an inert natural transformation α : p → p0 is split if there exists another inert natural
transformation β : p → p1 such that α and β are a splitting of p. In this case, we will say that β is a
complement to α.
Lemma 3.3.12. Let q : O⊗ → N(Γ) and let α : p → p0 be an inert natural transformation of diagrams
p, p0 : K → O
⊗. The following conditions are equivalent:
(1) The natural transformation α is split: that is, there exists a complement β : p→ p1 to α.
(2) The natural transformation α induces a split natural transformation α : q ◦ p→ q ◦ p0.
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Moreover, if these conditions are satisfied, then β is determined uniquely up to equivalence.
Proof. The implication (1) ⇒ (2) is clear: if β : p → p1 is a complement to α, then the induced transfor-
mations q ◦ p0 ← q ◦ p → q ◦ p1 form a splitting of q ◦ p : K → N(Γ). Conversely, suppose that q ◦ p is
split, and choose a complement β : q ◦ p → p1 to α. Then β is inert, so we can choose a q-coCartesian lift
β : p → p1 of β which is a complement to α. The uniqueness of β follows from the observation that β and
its q-coCartesian lift are both well-defined up to equivalence.
Lemma 3.3.13. Let q : C⊗ → O⊗ be a fibration of ∞-operads. Let α : X → X0 and β : X → X1 be
morphisms in O⊗ which determine a splitting of X, and suppose that X0 and X1 are objects of C
⊗ lying
over X0 and X1, respectively. Then:
(1) Let α : X → X0 and β : X → X1 be morphisms in C
⊗ lying over α and β. Then α and β determine
a splitting of X if and only if they exhibit X as a q-product of X0 and X1.
(2) There exist morphisms α : X → X0 and β : X → X1 satisfying the equivalent conditions of (1).
Proof. We will prove (2) and the “if” direction of (1); the “only if” direction follows from (2) together with
the uniqueness properties of q-limit diagrams. We begin with (1). Choose a diagram σ : ∆1 ×∆1→ C⊗
X
α //
β

X0

X1
// 0,
where 0 is a final object of C⊗ (in other words, 0 lies in C⊗〈0〉). Let K ≃ Λ
2
0 denote the full subcategory of
∆1 × ∆1 obtained by removing the final object. Since 0 is final in C⊗ and q(0) is final in O⊗, we deduce
that 0 is a a q-final object of C⊗ (Proposition T.4.3.1.5), so that σ is a q-right Kan extension of σ|K. Using
Propositions 1.10.3 and B.??, we deduce that C⊗ is a O-operad family, so the diagram σ is a q-limit. Applying
Lemma T.4.3.2.7, we deduce that σ|K is a q-limit, so that σ exhibits X as a q-product of X0 and X1.
We now prove (2). Let 0 be an object of C⊗〈0〉. Since 0 is a final object of C
⊗, we can find morphisms
(automatically inert) γ : X0 → 0 and δ : X1 → 0 in C
⊗. Since q(0) is a final object of O⊗, we can find a
commutative square
X
α //
β

X0
q(γ)

X1
q(δ) // q(0)
in O⊗. Since C⊗ is a O-operad family we can lift this to a q-limit diagram σ
X
α //
β

X0
γ

X1
δ // 0
in C⊗, where α and β are inert and therefore determine a splitting of X.
Corollary 3.3.14. Let q : C⊗ → O⊗ be a fibration of ∞-operads, let X be the full subcategory of Fun(Λ20,C
⊗)
be the full subcategory spanned by those diagrams X0 ← X → X1 which determine a splitting of X, and let
Y ⊆ Fun(Λ20,O
⊗) be defined similarly. Then the canonical map
X → Y×Fun({1},O⊗)×Fun({2},O⊗)(Fun({1},C
⊗)× Fun({2},C⊗))
is a trivial Kan fibration.
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Proof. Combine Lemma 3.3.13 with Proposition T.4.3.2.15.
Lemma 3.3.15. Let q : C⊗ → O⊗ be a fibration of ∞-operads. Suppose we are given a split natural
transformation α : p → p0 of diagrams p, p0 : K⊳ → O
⊗. Let p0 : K
⊳ → C⊗ be a diagram lifting p0, let
p′ : K → C⊗ be a diagram lifting p′ = p|K, and let α′ : p′ → p0|K be a natural transformation lifting
α′ = α|(∆1 ×K). Suppose that the following condition is satisfied:
(∗) Let β : p → p1 be a complement to α, let β
′ = β|(∆1 × K), and let β
′
: p′ → p′1 be a q-coCartesian
natural transformation lifting β′ (so that β
′
is a complement to α′). Then p′1 can be extended to a
q-limit diagram p1 : K
⊳ → C⊗ such that q ◦ p1 = p1.
Then:
(1) Let α : p→ p0 be a natural transformation of diagrams p, p0 : K
⊳ → C⊗ which extends α′ and lies over
α. The following conditions are equivalent:
(i) The map of simplicial sets α : ∆1 ×K⊳ → C⊗ is a q-limit diagram.
(ii) The natural transformation α is inert (and therefore split), and if β : p→ p1 is a complement to
α, then p1 is a q-limit diagram.
(2) There exists a natural transformation α : p→ p0 satisfying the equivalent conditions of (1).
Proof. We first prove the implication (ii) ⇒ (i) of assertion (1). Choose a complement β : p → p1 to α, so
that α and β together determine a map F : Λ20×K
⊳ → C⊗ with F |∆{0,1}×K⊳ = α and F |∆{0,2}×K⊳ = β.
Using the small object argument, we can choose an inner anodyne map K → K ′ which is bijective on
vertices, where K ′ is an ∞-category. Since C⊗ is an ∞-category, the map F factors as a composition
K⊳ × Λ20 → K
′⊳ × Λ20 → C
⊗. We may therefore replace K by K ′ and thereby reduce to the case where K is
an ∞-category.
The inclusion i : K × {0} ⊆ K ×∆{0,2} is left anodyne, so that iop is cofinal. It will therefore suffice to
show that the restriction F 0 of F to (K
⊳ ×∆{0,1})
∐
K×{0}(K ×∆
{0,2}) is a q-limit diagram. Since p1 is a
q-limit diagram, F is a q-right Kan extension of F 0; according to Lemma T.4.3.2.7 it will suffice to prove
that F is a q-limit diagram.
Let v denote the cone point of K⊳. Let D be the full subcategory of K⊳ × Λ20 spanned by K
⊳ × {1},
K⊳ × {2}, and (v, 0). Using Lemma 3.3.13, we deduce that F is a q-right Kan extension of F |D. Using
Lemma T.4.3.2.7 again, we are reduced to proving that F |D is a q-limit diagram. Since the inclusion
{(v, 1)}
∐
{(v, 2)} ⊆ (K⊳ × {1})
∐
(K⊳ × {2})
is the opposite of a cofinal map, it suffices to show that F |{v} ×Λ20 is a q-limit diagram, which follows from
Lemma 3.3.13. This completes the verification of condition (i).
We now prove (2). Choose a complement β : p → p1 to the split natural transformation α, let β′ =
β|∆1 ×K, and choose an q-coCartesian natural transformation β
′
: p′ → p′1 lifting β
′. Invoking assumption
(∗), we can extend p′1 to a q-limit diagram p1 : K
⊳ → C⊗ such that q ◦ p1 = p1. The maps p0, p1, α
′ and β
′
can be amalgamated to give a map
F : (Λ20 ×K)
∐
({1,2})×K
({1, 2} ×K⊳)→ C⊗ .
Using Corollary 3.3.14, we can extend F to a map F : Λ20 ×K
⊳ → C⊗ corresponding to a pair of morphisms
α : p→ p0 and β : p→ p1 having the desired properties.
The implication (i)⇒ (ii) of (1) now follows from (2), together with the uniqueness properties of q-limit
diagrams.
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Proof of Proposition 3.3.7. We first treat the case where K is an ∞-category. Let Y = KO and Y ′ = K
0
O ⊆
Y . Let π : Y → O⊗ be the map given by evaluation at {0}, and let π′ = π|Y ′. Our assumption that O⊗ is
coherent guarantees that π is a flat categorical fibration. Let X = Y ×Fun({1},O⊗) C
⊗, and let X ′ = X×Y Y ′.
The map ψ : Mod
O
(C)⊗ → AlgO(C) can be identified with a restriction of the map π∗X → π
′
∗X
′. We are
given a diagram
K
p //

π∗X

K⊳
p0 //
p
<<x
x
x
x
x
π′∗X
′.
We claim that this situation satisfies the hypotheses of Proposition 3.3.8:
(i) The full subcategory Y ′×O⊗K
⊳ is a cosieve on Y ×O⊗K
⊳. Since the map K⊳ → O⊗ is constant taking
some value C ∈ O, it will suffice to show that the Y ′ ×O⊗ {C} is a cosieve on Y ×O⊗ {C}. Unwinding
the definitions, this amounts to the following assertion: given a commutative diagram
C //
id

D

C // D′
in O⊗, if the upper horizontal map is null then the lower horizontal map is null. This is clear, since
the collection of null morphisms in O⊗ is closed under composition with other morphisms.
(ii) For every object y ∈ Y ′ and every morphism f : z → π(y) in O, there exists a π-Cartesian morphism
f : z → y in Y ′ such that π(f) = f . We can identify y with a semi-inert morphism y0 → y1 in O
⊗,
and f with a morphism z → y0 in O
⊗. Using Corollary T.2.4.7.12, we see that the morphism f can be
taken to correspond to the commutative diagram
z //

y1
id

y0 // y1
in O⊗: our assumption that y0 → y1 is null guarantees that the composite map z → y is also null.
(iii) Let π′′ denote the projection map K⊳×O⊗ Y → K
⊳. Then π′′ is a coCartesian fibration. This is clear,
since π′′ is a pullback of the coCartesian fibration (KO×O⊗{C})→ ∆
0.
(iv) Let v denote the cone point of K⊳ and let D = π′′
−1{v}. Then D′ = D×Y Y ′ is a localization of D.
We can identify an object of D with a semi-inert morphism f : C → C′ in O⊗. We wish to prove that
for any such object f , there exists a morphism f → g in D which exhibits g as a D′-localization of f .
Let f0 : 〈1〉 → 〈k〉 denote the underlying morphism in Γ. If f0 is null, then f ∈ D
′ and there is nothing
to prove. Otherwise, f0(1) = i for some 1 ≤ i ≤ k. Choose an inert map h0 : 〈k〉 → 〈k − 1〉 such that
h0(i) = ∗, and choose an inert morphism h : C′ → D in O
⊗ lifting h0. We then have a commutative
diagram
C
f //
id

C′
h

C
g // D
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in O⊗, corresponding to a map α : f → g in D; by construction, g is null so that g ∈ D′. We claim
that α exhibits g as a D′-localization of C. To prove this, choose any object g′ : C → D′ in D′; we
wish to show that composition with α induces a homotopy equivalence
MapD(g, g
′) ≃ Map(O⊗)C/(g, g
′)→ Map(O⊗)C/(f, g
′) ≃MapD(f, g).
Since the projection map
(O⊗)C/ → O⊗
is a left fibration, it will suffice to show that the map MapO⊗(D,D
′) → Map0
O⊗
(C′, D′), where the
superscript indicates that we consider only morphisms C′ → D′ such that the underlying map 〈k〉 →
〈k′〉 carries i to the base point ∗ ∈ 〈k′〉. Since h is inert, this follows from the observation that
composition with h0 induces an injection HomΓ(〈k − 1〉, 〈k′〉)→ HomΓ(〈k〉, 〈k′〉) whose image consists
of those maps which carry i to the base point.
Fix an object of D corresponding to a semi-inert morphism f : C → C′ in O⊗, and let α : f → g be a
map in D which exhibits g as a D′-localization of f (as in the proof of (iv)). Using the maps p and p0, we
get commutative diagram
(K ×∆1)
∐
K×{1}(K
⊳ × {1}) //

C
⊗
q

K⊳ ×∆1 //
θ
55lllllllll
O
⊗ .
To apply Proposition 3.3.8, we must know that every such diagram admits an extension as indicated, where
θ is a q-limit. This follows from Lemma 3.3.15 and assumption (∗). Moreover, we obtain the following
criterion for testing whether θ is a q-limit diagram:
(∗′) Let θ : K⊳ × ∆1 → C⊗ be as above, and view θ as a natural transformation d → d0 of diagrams
d, d0 : K
⊳ → C⊗. Then θ is a q-limit diagram if and only if it is an inert (and therefore split) natural
transformation, and admits a complement d→ d1 where d1 : K⊳ → C
⊗ is a q-limit diagram.
Applying Proposition 3.3.8, we obtain the following:
(a) There exists a solution to the lifting problem
K
p //

M˜od
O
(C)⊗
ψ

K⊳
p0 //
p
;;v
v
v
v
v
A˜lgO(C),
where p is an ψ-limit diagram.
(b) An arbitrary extension p as above is an ψ-limit diagram if and only if the following condition is satisfied:
(∗′′) For every object f : C → C′ in D and every morphism α : f → g in D which exhibits g as a D′-
localization of f , if θ : K⊳×∆1 → C⊗ is defined as above, then θ is a split natural transformation
of diagrams d, d0 : K
⊳ → C⊗ and admits a complement d → d1 where d1 : K
⊳ → C⊗ is a q-limit
diagram.
To complete the proof, we must show that condition (∗′′) is equivalent to the following pair of assertions:
(I) The map p carries K⊳ into the full subcategory Mod
O
(C)⊗ ⊆ M˜od
O
(C)⊗. (Since we know already that
p has this property, it suffices to check that p carries the cone point v of K⊳ into M˜od
O
(C)⊗).
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(II) The composite map
p : K⊳ → M˜od
O
(C)⊗ → C⊗
is a q-limit diagram. Here the second map is induced by composition with the diagonal embedding
O
⊗ →֒ KO.
Assume first that condition (∗′′) is satisfied by p : K⊳ → M˜od
O
(C)⊗; we will prove that p also satisfies
(I) and (II). We can identify p with a map P : K⊳ ×D → C⊗. We first prove (II). Fix an object f ∈ D
corresponding to an equivalence C → C′ in O⊗; we will show that P f = P |K⊳ × {f} is a q-limit diagram.
Choose a morphism f → g which exhibits g as a D′-localization of f , and let θ : P f → P g be the induced
natural transformation as in (∗′′). Let θ′ : P f → d1 be a complement to θ. Since C ≃ C
′, P g takes values
in C⊗〈0〉, so θ
′ is an equivalence of diagrams. Condition (∗′′) implies that d1 is a q-limit diagram, so that P f
is a q-limit diagram.
To prove (I), we must show that for every morphism α : f → f ′ in D whose image in KO is inert, the
induced map P (v, f)→ P (v, f ′) is inert in C⊗. There are several cases to consider:
(I1) The map f belongs to D′. Then f ′ ∈ D′ and the desired result follows from our assumption that p0
factors through AlgO(C).
(I2) The map f does not belong to D′, but f ′ does. Then α factors as a composition
f
α′
→ g
α′′
→ f ′,
where α′ exhibits g as a D′-localization of f . Since the composition of inert morphisms in C⊗ is inert
and g ∈ D′, we can apply (I1) to reduce to the case where α = α′. In this case, the desired result
follows immediately from (∗′′).
(I3) The map f ′ is an equivalence in O⊗. Let α : P f → P f ′ be the natural transformation induced by α;
it will suffice to show that this natural transformation in inert. Let β : f → g be a map in D which
exhibits g as a D′-localization of f . Then β induces a natural transformation θ : P f → P g. Using
(∗′′), we can choose a complement θ′ : P f → d1 to θ. Since θ′ is a q-coCartesian transformation of
diagrams, we obtain a factorization of α as a composition
P f
θ′
→ d1
γ
→ P f ′ .
We wish to prove that γ is an equivalence. Since d1 is a q-limit diagram (by virtue of (∗
′′)) and P f ′ is a
q-limit diagram (by virtue of (I)), it will suffice to show that γ induces an equivalence d1|K → P f ′ |K.
This follows from the fact that p factors through Mod
O
(C)⊗.
(I4) The map f ′ does not belong to D′. Let us identify f ′ with a semi-inert morphism C → C′ in O⊗, lying
over an injective map j : 〈1〉 →֒ 〈k〉 in Γ. Choose a splitting C′0 ← C
′ → C′1 of C
′ corresponding to the
decomposition 〈k〉◦ ≃ 〈1〉◦
∐
〈k − 1〉◦ induced by j. This splitting can be lifted to a pair of morphisms
f ′ → f ′0 and f
′ → f ′1 in D. Using (I2) and (I3), we deduce that the maps P (v, f
′) → P (v, f ′0) and
P (v, f ′) → P (v, f ′1) are inert. Since C
⊗ is an ∞-operad, to prove that the map P (v, f) → P (v, f ′) is
inert, it will suffices to show that the composite maps P (v, f) → P (v, f ′0) and P (v, f) → P (v, f
′
1) are
inert. In other words, we may replace f ′ by f ′0 or f
′
1 and thereby reduce to the cases (I2) and (I3).
Now suppose that conditions (I) and (II) are satisfied; we will prove (∗′′). Fix an object f in D,
let α : f → g be a map which exhibits g as a D′-localization of f , let θ : P f → P g be the induced
natural transformation. Our construction of α together with assumption (I) guarantees that θ is split; let
θ′ : P f → d1 be a complement to θ. We wish to prove that d1 is a q-limit diagram. If f ∈ D
′, then d1 takes
values in C⊗〈0〉 and the result is obvious. We may therefore assume that f : C → C
′ induces an injective map
〈1〉 → 〈k〉 in Γ; choose a splitting C′0 ← C
′ → C′1 corresponding the decomposition 〈k〉
◦ ≃ 〈1〉◦
∐
〈k − 1〉◦.
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This splitting lifts to a pair of maps β0 : f → f0, β1 : f → f1 in D, and we can identify β1 with α : f → g.
Using assumption (I), we see that β0 induces a transformation P f → P f0 which is a complement to θ. We
are therefore reduced to showing that P f0 is a q-limit diagram. This follows from (II), since f0 : C → C
′
0 is
an equivalence in C and therefore equivalent (in D) to the identity map idC .
3.4 Colimits of Modules
Let C be a symmetric monoidal category, let A be a commutative algebra object of C, let {Mα} be a diagram
in the category of A-modules, and let M = lim
−→
Mα be a colimit of this diagram in the underling category C.
For each index α, we have a canonical map
A⊗Mα →Mα →M.
These maps together determine a morphism lim
−→
(A⊗Mα)→M . If tensor product with A preserves colimits,
then we can identify the domain of this map with A⊗M , and the object M ∈ C inherits the structure of an
A-module (which is then a colimit for the diagram {Mα} in the category of A-modules).
Our goal in this section is to obtain an ∞-categorical generalization of the above discussion. We first
formalize the idea that “tensor products commute with colimits”.
Definition 3.4.1. Let O⊗ be an ∞-operad. We will say that a fibration of ∞-operads q : C⊗ → O⊗ is a
presentable O-monoidal ∞-category if the following conditions are satisfied:
(1) The functor q is a coCartesian fibration of ∞-operads.
(2) The O-monoidal structure on C is compatible with small colimits.
(3) For each X ∈ O, the fiber C⊗X is a presentable ∞-category.
Theorem 3.4.2. Let O⊗ be a small coherent ∞-operad, and let q : C⊗ → O⊗ be a presentable O-monoidal
∞-category. Let A ∈ AlgO(C) be a O-algebra object of C. Then the induced map ψ : Mod
O
A(C)
⊗ → O⊗
exhibits ModOA(C)
⊗ as a presentable O-monoidal ∞-category.
We will deduce Theorem 3.4.2 from the a more general result, which can be used to construct colimits
in ∞-categories of module objects in a wide variety of situations. The statement is somewhat complicated,
since the idea that “tensor product with A preserves colimits” needs to be formulated using the theory of
operadic colimit diagrams described in §2.6.
Theorem 3.4.3. Let q : C⊗ → O⊗ be a fibration of ∞-operads, where O⊗ is coherent. Let K be an
∞-category and let A ∈ AlgO(C) be a O-algebra object of C. Suppose we are given a commutative diagram
K
p //

ModOA(C)
⊗
ψ

K⊲ //
p
::t
t
t
t
t
O
⊗ .
Let D = K⊲ ×O⊗ KO and let D = K ×O⊗ KO ⊆ D, so that p classifies a diagram F : D → C
⊗. Assume the
following:
(i) The induced map K⊲ → O⊗ factors through O⊗ac, and carries the cone point of K
⊲ to an object X ∈ O.
(ii) Let D = (v, idX) ∈ D. Let D
ac
/D denote the full subcategory of D×DD/D spanned by those morphisms
D′ → D in D which induce diagrams
X ′ //

Y ′
f

X
id // X
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in O⊗, where f is active. Then the diagram
D
ac
/D → D
F
→ C⊗
can be extended to a q-operadic colimit diagram (Dac/D)
⊲ → C⊗ lying over the composite map
(Dac/D)
⊲ → D
⊲
/D → D → K
⊲ → O⊗ .
Then:
(1) Let p be an extension of p as indicated in the above diagram, corresponding to a map F : D → C⊗.
Then p is an operadic ψ-colimit diagram if and only if the following condition is satisfied:
(∗) For every object (v, idX) as in (ii), the map
(Dac/D)
⊲ → D
⊲
/D → D
F
→ C⊗
is an operadic q-colimit diagram.
(2) There exists an extension p of p satisfying condition (∗).
The proof of Theorem 3.4.3 is rather technical, and will be given at the end of this section.
Corollary 3.4.4. Let p : C⊗ → O⊗ be a fibration of ∞-operads, where O⊗ is coherent. Let A ∈ AlgO(C).
Let f :M0 →M be a morphism in Mod
O
A(C)
⊗ be a morphism where M0 ∈ Mod
O
A(C)
⊗
〈0〉 and M ∈ Mod
O
A(C).
The following conditions are equivalent:
(1) The morphism f is classified by an operadic q-colimit diagram
∆1 → ModOA(C)
⊗,
where q : ModOA(C)
⊗ → O⊗ denotes the projection.
(2) Let F : KO×O⊗∆
1 → C⊗ be the map corresponding to f . Then F induces an equivalence F (q(f)) →
F (idq(M)).
Moreover, for every X ∈ O⊗, there exists a morphism f : M0 → M satisfying the above conditions, with
q(M) = X.
Proof. Apply Theorem 3.4.3 together with the observation that the ∞-category Dac/D has a final object.
Corollary 3.4.5. Let κ be an uncountable regular cardinal. Let O⊗ be a κ-small coherent ∞-operad, and
let q : C⊗ → O⊗ be a O-monoidal ∞-category which is compatible with κ-small colimits. Let A ∈ AlgO(C) be
a O-algebra object of C. Then:
(1) The map ψ : ModOA(C)
⊗ → O⊗ is a O-monoidal ∞-category, which is compatible with κ-small colimits.
(2) For each object X ∈ O, consider the induced functor φ : ModOA(C)
⊗
X → C
⊗
X . Let K be a κ-small
simplicial set and let p : K⊲ → ModOA(C)
⊗
X be a map. Then p is a colimit diagram if and only if φ ◦ p
is a colimit diagram.
Proof. Assertion (1) follows immediately from Theorem 3.4.3 and Corollary 2.2.19. We will prove (2).
Without loss of generality, we may assume that K is an ∞-category. Let D = KO×O⊗{X} denote the full
subcategory of (O⊗)X/ spanned by the semi-inert morphisms X → Y in O⊗, so that we can identify p with
a functor F : D×K⊲ → C⊗. Let p = p|K. It follows from (1) (and Corollary 2.2.19) that p can be extended
to an operadic ψ-colimit diagram in ModOA(C)
⊗
X , and any such diagram is automatically a colimit diagram.
From the uniqueness properties of colimit diagrams, we deduce that p is a colimit diagram if and only if it is
an operadic ψ-colimit diagram. In view of Theorem 3.4.3, this is true if and only if F satisfies the following
condition:
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(∗) Let D = idX ∈ D. Then the diagram
D/D ×K
⊲ → D×K⊲
F
→ C⊗
is an operadic q-colimit diagram.
Since the inclusion {idD} →֒ D/D is cofinal, condition (∗) is equivalent to the requirement that φ ◦ p =
F |{D}×K⊲ is an operadic q-colimit diagram. Since φ ◦ p can be extended to an operadic q-colimit diagram
in C⊗X (Corollary 2.2.19) and any such diagram is automatically a colimit diagram in C
⊗
X , the uniqueness
properties of colimit diagrams show that (∗) is equivalent to the requirement that φ ◦ p is a colimit diagram
in C⊗X .
Example 3.4.6. Let q : C⊗ → O⊗ be a fibration of ∞-operads, where O⊗ is coherent. Let A ∈ AlgO(C) be
a O-algebra object of C. Then the map
KO
e1→ O⊗
A
→ C⊗
determines an object in AlgO(Mod
O
A(C)), which we will denote by A (it is a preimage of the identity map
idA under the equivalence AlgO(Mod
O
A(C)) ≃ AlgO(C)
A/ of Corollary 3.2.7). We can informally summarize
the situation by saying that any algebra object A ∈ AlgO(C) can be viewed as a module over itself.
Let 0 ∈ O⊗〈0〉 be a zero object of O
⊗ and let X ∈ O be any object. Then A(0) is a zero object of ModOA(C)
⊗,
and A(X) is an object of ModOA(C)
⊗
X . Any choice of map 0 → X in O
⊗ induces a map ηX : A(0)→ A(X),
which is given by an edge p : ∆1 → ModOA(C)
⊗. We claim that p is an operadic ψ-colimit diagram, where
ψ : ModOA(C)
⊗ → O⊗ denotes the projection. In view of Theorem 3.4.3, it suffices to prove that p induces
an operadic q-colimit diagram
θ : ((O⊗)0/ ×D D/D)
⊲ → C⊗,
where D = KO×O⊗∆
1 and D is the object of D determined by the pair (idX , 1). We observe that the fiber
product (O⊗)0/ ×D D/D contains a final object C, corresponding to the diagram
0 //

X
id

X
id // X
in O⊗. It therefore suffices to show that the restriction θ0 = θ|{C}⊲ → C
⊗ is an operadic q-colimit diagram
(Remark 2.2.3). This is clear, since θ0 corresponds to the identity morphism id : A(X)→ A(X) in C
⊗.
We can summarize the situation informally as follows: for every X ∈ O, the map ηX exhibits A(X) ∈
ModOA(C)
⊗
X as a “unit object” with respect to the O-operad structure on Mod
O
A(C).
We can deduce Theorem 3.4.2 from Theorem 3.4.3:
Proof of Theorem 3.4.2. In view of Corollary 3.4.5, it will suffice to show that for each X ∈ O, the fiber
ModOA(C)
⊗
X is an accessible ∞-category. Let D denote the full subcategory of (O
⊗)X/ spanned by the semi-
inert morphisms f : X → Y , let D0 ⊆ D be the full subcategory spanned by those objects for which f is an
equivalence, and let A′ : D0 → C
⊗. We will say that a morphism in D is inert if its image in O⊗ is inert.
We observe that ModOA(C)
⊗
X can be identified with a fiber of the restriction functor
φ : Fun0
O⊗
(D,C⊗)→ Fun0
O⊗
(D0,C
⊗),
where the superscript 0 indicates that we consider only those functors which carry inert morphisms in D (or
D0) to inert morphisms in C
⊗. It follows from Corollary T.5.4.7.17 that the domain and codomain of φ are
accessible ∞-categories and that φ is an accessible functor. Invoking Proposition T.5.4.6.6, we deduce that
ModOA(C)
⊗
X is accessible as desired.
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We now turn to the proof of Theorem 3.4.3. We will treat assertions (1) and (2) separately. In both
cases, our basic strategy is similar to that of Theorem 2.5.6.
Proof of Part (2) Theorem 3.4.3. Using Propositions T.2.3.3.8 and T.A.2.3.1, we can assume without loss
of generality that the ∞-category K is minimal. Let D
0
denote the inverse image of K0O in D, and let
D
0 = D
0
∩ D. Let D′ denote the full subcategory of D spanned by D together with D
0
. Note that there
is a unique map z : D′ → ∆2 such that z−1∆{0,1} ≃ D and z−1∆{1,2} = D
0
. The map z is a coCartesian
fibration, and therefore flat. The algebra A and the map F determine a map Λ21 ×∆2 D
′ → C⊗. Using
the fact that q is a categorical fibration and that the inclusion Λ21 ×∆2 D
′ ⊆ D′ is a categorical equivalence
(Proposition B.??), we can find a map F0 ∈ FunO⊗(D
′,C⊗) compatible with F and A. To complete the
proof, we wish to prove that F0 can be extended to a map F ∈ FunO⊗(D,C
⊗) satisfying (∗) together with
the following condition (which guarantees that F encodes a diagram p : K⊲ → ModOA(C)
⊗):
(⋆) Let α : D → D′ be a morphism in D lying over the cone point of K⊳ whose image in KO is inert. Then
F
′
(α) is an inert morphism of C⊗.
Note that, because C⊗ is an ∞-operad, it suffices to verify condition (⋆) when the object D′ ∈ D lies over
〈1〉 ∈ N(Γ).
Using Proposition T.2.3.3.8, we can choose a simplicial subset E ⊆ D such that the projection E → K⊲ is
a minimal inner fibration, where E is a deformation retract of D (fixed over K⊲); in particular the inclusion
E ⊆ D is a categorical equivalence. It follows from Example 2.4.6 that E → K⊲ is a strictly unital inner
fibration and that K⊲ is a strictly unital ∞-category, so that E is strictly unital (Remarks 2.4.3 and 2.4.4).
Let E′ = E ∩D′ and let F ′0 = F |E
′. We will prove that there exists an extension F
′
∈ FunO⊗(E,C
⊗) of F ′0
satisfying the following analogues of conditions (∗) and (⋆):
(∗′) For every object D ∈ E whose image in D is equivalent to a pair (v, idX), the map
(Eac/D)
⊲ → E
⊲
/D → E
F
′
→ C⊗
is an operadic q-colimit diagram. Here Eac/D denotes the fiber product E×DD
ac
/D.
(⋆′) Let α : D → D′ be a morphism in E lying over the cone point of K⊳ whose image in KO is inert, such
that the image of D′ in N(Γ) is 〈1〉. Then F
′
(α) is an inert morphism of C⊗.
It will then follow from Proposition T.A.2.3.1 that F admits an extension F ∈ FunO⊗(D,C
⊗) satisfying (∗)
and (⋆′), and the proof will be complete.
Let E denote the full subcategory of E spanned by those objects which lie over the cone point of K⊲, and
let E0 = E×KO K
0
O. Let J denote the category (Γ)〈1〉/ of pointed objects of Γ. There is an evident forgetful
functor E → N(J), given by the map
E ⊆ {X} ×O⊗ KO ⊆ (O
⊗)X/ → N(Γ)〈1〉/ ≃ N(J).
We will say that a morphism α in J is active or inert if its image in Γ is active or inert, respectively; otherwise,
we will say that α is neutral. Let σ be an m-simplex of N(J), corresponding to a chain of morphisms
〈1〉
α(0)
→ (〈k0〉)
α(1)
→ (〈k1〉)
α(2)
→ · · ·
α(m)
→ (〈km〉).
in the category Γ. We will say that σ is new if it is nondegenerate and the map α(0) is not null. We let
Jσ denote the collection of integers j ∈ {1, . . . ,m} for which the map α(j) is not an isomorphism. We will
denote the cardinality of Jσ by l(σ) and refer to it as the length of σ (note that this length is generally
smaller than m). For 1 ≤ d ≤ l(σ), we let jσd denote the dth element of Jσ and set α
σ
d = α(j
σ
d ). We will
say that σ is closed if km = 1; otherwise we will say that σ is open. We now partition the collection of new
simplices σ of E into eleven groups, as in the proof of Theorem 2.5.6:
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(G′(1)) A new simplex σ of N(J) belongs to G
′
(1) if it is a closed and the maps α
σ
i are active for 1 ≤ i ≤ l(σ).
(G(2)) A new simplex σ of N(J) belongs to G(2) if σ is closed and there exists 1 ≤ k < l(σ) such that α
σ
k is
inert, while ασj is active for k < j ≤ l(σ).
(G′(2)) A new simplex σ of N(J) belongs to G
′
(2) if σ is closed and there exists 1 ≤ k ≤ l(σ) such that α
σ
k is
neutral while the maps ασj are active for k < j ≤ l(σ).
(G(3)) A new simplex σ of N(J) belongs to G(3) if σ is closed and there exists 1 ≤ k < l(σ)− 1 such that α
σ
k
is inert, the maps ασj are active for k < j < l(σ), and α
σ
l(σ) is inert.
(G′(3)) A new simplex σ of N(J) belongs to G
′
(3) if σ is closed and there exists 1 ≤ k < l(σ) such that the map
ασk is neutral, the maps α
σ
j are active for k < j < l(σ), and α
σ
l(σ) is inert.
(G(4)) A new simplex σ of N(J) belongs to G(4) if it is a closed, the maps α
σ
i are active for 1 ≤ i < l(σ), and
the map ασl(σ) is inert.
(G′(4)) A new simplex σ of N(J) belongs to G
′
(4) if it is an open and the maps α
σ
i are active for 1 ≤ i ≤ l(σ).
(G(5)) A new simplex σ of N(J) belongs to G(5) if σ is an open and there exists 1 ≤ k < l(σ) such that α
σ
k is
inert and ασj is active for k < j ≤ l(σ).
(G′(5)) A new simplex σ of N(J) belongs to G
′
(5) if σ is an open and there exists 1 ≤ k ≤ l(σ) such that α
σ
k is
neutral and the maps ασj are active for k < j ≤ l(σ).
(G(6)) A new simplex σ of N(J) belongs to G(6) if it is closed, has length ≥ 2, and the maps α
σ
l(σ)−1 and α
σ
l(σ)
are both inert.
(G′(6)) A new simplex σ of N(J) belongs to G
′
(6) if it is open, has length at least 1, and the map α
σ
l(σ) is inert.
For each integer m ≥ 0, we let N(J)m denote the simplicial subset spanned by those simplices which are
either not new, have length ≤ m, or have length m and belong to one of the groups G(i) for 2 ≤ i ≤ 6.
Let E(m) denote the inverse image E ×N(J) N(J)m and let E(m) denote the simplicial subset of E spanned
by those simplices whose intersection with E belongs to E(m). Then E(0) = E′ is the domain of the map
F ′0. We will complete the proof by extending F
′
0 to a compatible sequence of maps F
′
m ∈ FunO⊗(E(m),C
⊗),
where F ′1 satisfies conditions (∗
′) and (⋆′).
Let us now fix m > 0 and assume that F ′m−1 has already been constructed. We define a filtration
N(J)m−1 = K(0) ⊆ K(1) ⊆ K(2) ⊆ K(3) ⊆ K(4) ⊆ K(5) ⊆ K(6) = N(J)m
as follows:
• We let K(1) denote the simplicial subset of N(J) spanned by those simplices which either belong to
K(0) or have length (m− 1) and belong to G′(1).
• For 2 ≤ i ≤ 6, we let K(i) be the simplicial subset of N(J) spanned by those simplices which either
belong to K(i− 1), have length m and belong to G(i), or have length m− 1 and belong to G
′
(i).
For 0 ≤ i ≤ 6, we let K(i) denote the simplicial subset of E spanned by those simplices whose intersection
with E belongs to the inverse image of K(i). We will define maps f i : K(i) → C⊗ with f0 = F ′m−1. The
construction now proceeds in six steps:
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(1) Assume that f0 = F ′m−1 has been constructed; we wish to define f
1. Let {σa}a∈A be the collection of
all simplices of E whose image in N(J) have length (m−1) and belong to G′(1). Choose a well-ordering
of the set A such that the dimensions of the simplices σa form a (nonstrictly) increasing function
of a. For each a ∈ A, let E≤a denote the simplicial subset of E spanned by those simplices which
either belong to K(0) or whose intersection with E is contained in σa′ for some a
′ ≤ a, and define
E<a similarly. We construct a compatible family of maps f
≤a ∈ FunO⊗(E≤a,C
⊗) extending f0, using
transfinite induction on a. Assume that f≤a
′
has been constructed for a′ < a; these maps can be
amalgamated to obtain a map f<a ∈ FunO⊗(E<a,C
⊗). Let Z = E×
E
E/σa . Since E is strictly unital,
Proposition 2.4.7 guarantees that we have a pushout diagram of simplicial sets
Z ⋆ ∂ σa //

E<a

Z ⋆ σa // E≤a.
It will therefore suffice to extend the composition
g0 : Z ⋆ ∂ σa → E<a
f<a
→ C⊗
to a map g ∈ FunO⊗(Z ⋆ ⋆σa,C
⊗).
We first treat the special case where the simplex σa is zero-dimensional (in which case we must have
m = 1). We can identify σa with an object D ∈ E. Since σa is new and closed, the image of
D in D is equivalent to (v, idX). Let Z0 = E×DD
ac
/D. It follows from assumption (ii) that g0|Z0
can be can be extended to an operadic q-colimit diagram (compatible with the projection to O⊗).
Since Z0 is a localizatin of Z, the inclusion Z0 ⊆ Z is cofinal; we can therefore extend g0 to a map
g ∈ FunO⊗(Z ⋆ ⋆σa,C
⊗). whose restriction to Z⊲0 is an operadic q-colimit diagram. Moreover, this
construction guarantees that f1 will satisfy condition (∗′) for the object D.
Now suppose that σa is a simplex of positive dimension. We again let Z0 denote the simplicial subset
of Z spanned by those vertices which correspond to diagrams σ⊳a → C
⊗ which project to a sequence
of active morphisms in N(Γ). The inclusion Z0 ⊆ Z admits a left adjoint and is therefore cofinal;
it follows that the induced map C⊗(Fm−1|Z)/ → C
⊗
(Fm−1|Z0)/
×
O
⊗
(qFm−1 |Z0)/
O
⊗
(qFm−1|Z)/
is a trivial Kan
fibration. It therefore suffices to show that the restriction g′0 = g0|(Z0 ⋆∂ σa) can be extended to a map
g′ ∈ FunO⊗(Z0 ⋆ σa,C
⊗) . Let D denote the initial vertex of σ. In view of Proposition 2.2.6, it will
suffice to show that the restriction g′0|(Z0 ⋆ {D}) is an operadic q-colimit diagram. Since the inclusion
{D} ⊆ σa is left anodyne, the projection map Z0 → E
ac
/D = E×DD
ac
/D is a trivial Kan fibration. It will
therefore suffice to show that Fm−1 induces an operadic q-colimit diagram δ : (E
ac
/D)
⊲ → C⊗.
The object D ∈ D determines a semi-inert morphism γ : X → Y in O⊗. Since σa is new, this morphism
is not null and therefore determines an equivalence Y ≃ Y0 ⊕X . Let X denote the full subcategory of
E
ac
/D spanned by those objects corresponding to diagrams
X ′ //

Y ′
φ

X // Y0 ⊕X
where the active morphism φ exhibits Y ′ as a sum Y ′0 ⊕ Y
′
1 , where Y
′
0 ≃ Y0 and Y
′
1 → X is an active
morphism. The inclusionX ⊆ Eac/D admits a left adjoint, and is therefore cofinal. LetD0 = (v, idX) ∈ D,
so that the operation • 7→ Y0 ⊕ • determines an equivalence E
ac
/D0 → X. It therefore suffices to show
that the composite map
(Eac/D0)
⊲ Y0⊕→ X⊲ ⊆ (Eac/D)
⊲ δ→ C⊗
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is an operadic q-colimit diagram. Using condition (⋆′), we can identify this map with the composition
(Eac/D0)
⊲ → C⊗
A(Y0)⊕
→ C⊗,
which is an operadic q-colimit diagram by virtue of (∗′).
(2) We now assume that f1 has been constructed. Since q is a categorical fibration, to produce the desired
extension f2 of f1 it is sufficient to show that the inclusion K(1) ⊆ K(2) is a categorical equivalence.
For each simplex σ of N(J) of lengthm belonging to G(2), let k(σ) < m be the integer such that α
σ
k(σ) is
inert while ασj is active for k(σ) < j ≤ m. We will say that σ is good if α
σ
k(σ) induces a map 〈p〉 → 〈p
′〉
in Γ whose restriction to (ασk )
−1〈p′〉◦ is order preserving. Let J = K⊲ ×Fun({0},N(Γ) Fun(∆
1,N(Γ)), so
that we can identify N(J) with the simplicial subset J ×K⊲ {v}. Let {σa}a∈A be the collection of all
nondegenerate simplices of J such that the intersection σ′a = σa ∩ N(J) is nonempty and good. For
each a ∈ A, let ka = k(σ′a) and ja = j
σ′a
k . Choose a well-ordering of A with the following properties:
– The map a 7→ ka is a (nonstrictly) increasing function of a ∈ A.
– For each integer k, the dimension of the simplex σa is a nonstrictly increasing function of a ∈
Ak = {a ∈ A : ka = k}.
– Fix integers k, d ≥ 0, and let Ak,d be the collection of elements a ∈ Ak such that σa has dimension
d. The map a 7→ ja is a nonstrictly increasing function on Ak,d.
Let J<0 be the collection of those simplices of J whose intersection with N(J) belongs to K(1). For
each a ∈ A, let J≤a denote the simplicial subset of J generated by J0 together with the simplices
the simplices {σa′}a′≤a, and define J<a similarly. The inclusion K(1) ⊆ K(2) can be obtained as a
transfinite composition of inclusions
ia : E×J J<a → E×J J≤a.
Each ia is a pushout of an inclusion i
′
a : E×J σ
0
aE×J σa, where σ
0
a ⊆ σa denotes the inner horn obtained
by removing the interior of σa together with the face opposite the jath vertex of σ
′
a. We wish to prove
that i′a is a categorical equivalence. Using the fact that E is a fiberwise deformation retract of D, we
are reduced to proving that the map D×J σ
0
aD×J σa is a categorical equivalence, which follows from
Lemma 2.5.8.
(3) To find the desired extension f3 of f2, it suffices to show that the inclusionK(2) ⊆ K(3) is a categorical
equivalence. This follows from the argument given in step (2).
(4) Let {σa}a∈A denote the collection of all nondegenerate simplices σ of E with the property that σ ∩ E
is nonempty and projects to a simplex of N(J) of length m − 1 which belongs to G′4. Choose a
well-ordering of A having the property that the dimensions of the simplices σa form a (nonstrictly)
increasing function of a. For each a ∈ A let Da ∈ E denote the final vertex of σa and let Za denote
the full subcategory of E ×
E
Eσa/ spanned by those objects for which the underlying map Da → D
induces an inert morphism 〈m〉 → 〈1〉 in N(Γ). We have a canonical map ta : σa ⋆ Za → E. For each
a ∈ A, let E≤a ⊆ E denote the simplicial subset generated by K(3) together with the image of ta′ for
all a′ ≤ a, and define E<a similarly. Using our assumption that E is strictly nital (and a mild variation
on Proposition 2.4.7), we deduce that K(4) =
⋃
a∈A E≤a and that for each a ∈ A we have a pushout
diagram of simplicial sets
∂ σa ⋆ Za //

E<a

σa ⋆ Za // E≤a.
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To construct f4, we are reduced to the problem of solving a sequence of extension problems of the form
∂ σa ⋆ Za
g0 //

C
⊗
q

σa ⋆ Za //
g
::t
t
t
t
t
O
⊗ .
Note that Za decomposes a disjoint union of ∞-categories
∐
1≤i≤m Za,i (where 〈m〉 denotes the image
ofDa in N(Γ)). Each of the∞-categories Za,i has an initial objectBi, given by any map σa⋆{Di} → C
⊗
which induces an inert morphism Da → Di covering ρi : 〈m〉 → 〈1〉. Let h : Za → C
⊗ be the map
induced by g0, and let h
′ be the restriction of h to the discrete simplicial set Z ′a = {Bi}1≤i≤m. Since the
inclusion Z ′a → Za is left anodyne, we have a trivial Kan fibration C
⊗
/h → C
⊗
/h′ ×O⊗
/qh′
O
⊗
/qh. Unwinding
the definitions, we are reduced to the lifting probelm depicted in the diagram
∂ σa ⋆ Z
′
a
g′0 //

C
⊗
q

σa ⋆ Z
′
a
g′ //
g′
::u
u
u
u
u
O
⊗ .
If the dimension of σa is positive, then it suffices to show that g
′
0 carries {Da}⋆Z
′
a to a q-limit diagram
in C⊗. Let q′ denote the canonical map O⊗ → N(Γ). In view of Proposition T.4.3.1.5, it suffices to
show that g′0 carries {Da} ⋆Z
′
a to a (q
′ ◦ q)-limit diagram and that q ◦ g′0 carries {Da} ⋆Z
′
a to a q
′-limit
diagram. The first of these assertions follows from (⋆′) and from the fact that C⊗ is an ∞-operad, and
the second follows by the same argument (since q is a map of ∞-operads).
It remains to treat the case where σa is zero dimensional (in which case we have m = 1). Since C
⊗ is
an ∞-operad, we can solve the lifting problem depicted in the diagram
∂ σa ⋆ Z
′
a
g′0 //

C
⊗
q′◦q

σa ⋆ Z
′
a
//
g′′
::t
t
t
t
t
N(Γ)
in such a way that g′′ carries edges of σa ⋆ Z
′
a to inert morphisms in C
⊗. Since q is an ∞-operad map,
it follows that q ◦ g′′ has the same property. Since O⊗ is an ∞-operad, we conclude that q ◦ g′′ and
g′ are both q′-limit diagrams in O⊗ extending q ◦ g′0, and therefore equivalent to one another via an
equivalence which is fixed on Z ′a and compatible with the projection to N(Γ). Since q is a categorical
fibration, we can lift this equivalence to an equivalence g′′ ≃ g′, where g′ : σa ⋆ Z ′a → C
⊗ is the desired
extension of g′0. We note that this construction ensures that condition (⋆
′) is satisfied.
(5) To find the desired extension f5 of f4, it suffices to show that the inclusionK(4) ⊆ K(5) is a categorical
equivalence. This again follows from the argument given in step (2).
(6) The verification that f5 can be extended to a map f6 : K(6) → C⊗ proceeds as in step (4), but is
slightly easier (since G′(6) contains no 0-simplices).
Proof of Part (1) of Theorem 3.4.3. We wish to show that a diagram p : K⊲ → ModOA(C)
⊗ satisfies condition
(∗) if and only if it is an operadic ψ-colimit diagram. We will prove the “only if” direction; the converse
will follow from assertion (2) together with the uniqueness properties of operadic colimit diagrams. Using
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Proposition T.2.3.3.8, we may assume without loss of generality that K is a minimal ∞-category. Fix an
object Y ∈ ModOA(C)
⊗ lying over Y ∈ O⊗ and let pY : K
⊲ → ModOA(C)
⊗; by given by the composition
K⊲
p
→ ModOA(C)
⊗ ⊕Y→ ModOA(C)
⊗;
we must show that pY is a weak ψ-operadic colimit diagram. Unwinding the definitions, we must show that
for n > 0, every lifting problem of the form
K ⋆ ∂∆n

p′ // ModOA(C)
⊗
ac

K ⋆∆n
p′0 //
88q
q
q
q
q
q
O
⊗
ac
admits a solution, provided that p′|K ⋆ {0} = pY and p
′
0 carries ∆
{1,...,n} into O ⊆ O⊗ac.
Let T denote the fiber product (K ⋆∆n) ×O⊗ KO, let T
0
= (K ⋆∆n) ×O⊗ KO. Let T
1
denote the full
subcategory of T = (K⋆{0})×O⊗ KO spanned by T = K×O⊗ KO together with those vertices of {0}×O⊗ KO
which correspond to semi-inert morphisms X ⊕ Y → Y ′ in O⊗ such that the underlying map in Γ is not
injective. Let T′ denote the full subcategory of T spanned by T
1
together with T
0
. Note that there is a
unique map z : T′ → ∆2 such that z−1∆{0,1} = T
1
and z−1∆{1,2} = T
0
. The map z is a coCartesian fibration
and therefore flat. The algebra A and the map p determine a map Λ21 ×∆2 T
′ → C⊗. Using the fact that
q is a categorical fibration and that the inclusion Λ21 ×∆2 T
′ ⊆ T′ is a categorical equivalence (Proposition
B.??), we can find a map F ′ ∈ FunO⊗(T
′,C⊗) compatible with F and A. Amalgamating F0 with the map
determined by p′, we obtain a map F ′′ ∈ FunO⊗(T
′′,C⊗) where
T
′′ = ((K ⋆ ∂∆n)×O⊗ KO)
∐
T
T
′ ⊆ T
To complete the proof, we wish to prove that F ′′ can be extended to a map F ∈ FunO⊗(T,C
⊗).
Using Proposition T.2.3.3.8, we can choose a simplicial subset E ⊆ T such that the projection E → K⋆∆n
is a minimal inner fibration, where E˜ is a deformation retract of T; in particular the inclusion E ⊆ T is a
categorical equivalence. It follows as in the previous proof that E is a strictly unital ∞-category. Let
E
′′ = E∩T′′ and let F ′′0 = F
′′|E′. We will prove that there exists an extension F
′′
∈ FunO⊗(E,C
⊗) of F ′′0 . It
will then follow from Proposition T.A.2.3.1 that F ′′ admits an extension F ∈ FunO⊗(T,C
⊗) and the proof
will be complete.
Let E denote the fiber product E ×K⋆∆n ∆n and let let E0 = E ×KO K
0
O. The diagram K ⋆∆
n → O⊗
determines a map ∆n → N(Γ), corresponding to a composable sequence of active morphisms
〈j + 1〉 → 〈1〉 ≃ 〈1〉 ≃ · · · ≃ 〈1〉.
Here 〈j〉 corresponds to the image of Y in N(Γ). Let J denote the fiber product category [n] ×Fun({0},Γ)
Fun([1],Γ). There is an evident forgetful functor E → N(J), whose second projection is given by the
composition
E ⊆ ∆n ×O⊗ KO → Fun(∆
1,O⊗)→ N(Fun([1], J)).
We will say that a morphism α in J is active or inert if its image in Γ is active or inert, respectively; otherwise,
we will say that α is neutral. Let σ be an m-simplex of N(J). We will say that σ is new if σ is nondegenerate,
the map σ → ∆n is surjective, and the semi-inert morphism 〈j + 1〉 → 〈k0〉 given by the first vertex of σ is
injective. Every such simplex determines a chain of morphisms
〈k0〉
α(1)
→ 〈k1〉
α(2)
→ · · ·
α(m)
→ 〈km〉.
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in the category Γ. We let Jσ denote the collection of integers j ∈ {1, . . . ,m} for which the map α(j) is not
an isomorphism. We will denote the cardinality of Jσ by l(σ) and refer to it as the length of σ (note that
this length is generally smaller than m). For 1 ≤ d ≤ l(σ), we let jσd denote the dth element of Jσ and set
ασd = α(j
σ
d ). We will say that σ is closed if km = 1; otherwise we will say that σ is open. As in the proof
of assertion (2) (and the proof of Theorem 2.5.6), we partition the new simplices of N(J) into eleven groups
{G(i)}2≤i≤6, {G
′
(i)}1≤i≤6.
For each integer m ≥ 0, we let N(J)m denote the simplicial subset spanned by those simplices which are
either not new, have length ≤ m, or have length m and belong to one of the groups G(i) for 2 ≤ i ≤ 6. Let
E(m) denote the inverse image E ×N(J) N(J)m and let E(m) denote the simplicial subset of E spanned by
those simplices whose intersection with E belongs to E(m). Then E(0) = E′′ is the domain of the map F ′′0 .
We will complete the proof by extending F ′0 to a compatible sequence of maps F
′′
m ∈ FunO⊗(E(m),C
⊗).
Fix m > 0 and assume that F ′′m−1 has already been constructed. We define a filtration
N(J)m−1 = K(0) ⊆ K(1) ⊆ K(2) ⊆ K(3) ⊆ K(4) ⊆ K(5) ⊆ K(6) = N(J)m
as follows:
• We let K(1) denote the simplicial subset of N(J) spanned by those simplices which either belong to
K(0) or have length (m− 1) and belong to G′(1).
• For 2 ≤ i ≤ 6, we let K(i) be the simplicial subset of N(J) spanned by those simplices which either
belong to K(i− 1), have length m and belong to G(i), or have length m− 1 and belong to G
′
(i).
For 0 ≤ i ≤ 6, we let K(i) denote the simplicial subset of E spanned by those simplices whose intersection
with E belongs to the inverse image of K(i). We will define maps f i : K(i)→ C⊗ with f0 = F ′′m−1. We will
explain how to construct f1 from f0; the remaining steps can be handled as in our proof of part (2).
Assume that f0 = F ′′m−1 has been constructed; we wish to define f
1. Let {σa}a∈A be the collection of all
simplices of E whose image in N(J) have length (m−1) and belong to G′(1). Choose a well-ordering of the set
A such that the dimensions of the simplices σa form a (nonstrictly) increasing function of a. For each a ∈ A,
let E≤a denote the simplicial subset of E spanned by those simplices which either belong to K(0) or whose
intersection with E is contained in σa′ for some a
′ ≤ a, and define E<a similarly. We construct a compatible
family of maps f≤a ∈ FunO⊗(E≤a,C
⊗) extending f0, using transfinite induction on a. Assume that f≤a
′
has been constructed for a′ < a; these maps can be amalgamated to obtain a map f<a ∈ FunO⊗(E<a,C
⊗).
Let E = E×K⋆∆n K, and let Z = E×EE/σa . Since E is strictly unital, Proposition 2.4.7 guarantees that we
have a pushout diagram of simplicial sets
Z ⋆ ∂ σa //

E<a

Z ⋆ σa // E≤a.
It will therefore suffice to extend the composition
g0 : Z ⋆ ∂ σa → E<a
f<a
→ C⊗
to a map g ∈ FunO⊗(Z ⋆ ⋆σa,C
⊗).
Note that σa necessarily has positive dimension (since the map σa → ∆n is surjective). Let Z0 denote
the simplicial subset of Z spanned by those vertices which correspond to diagrams σ⊳a → C
⊗ which project
to a sequence of active morphisms in N(Γ). The inclusion Z0 ⊆ Z admits a left adjoint and is therefore
cofinal; it follows that the induced map C⊗(Fm−1|Z)/ → C
⊗
(Fm−1|Z0)/
×
O
⊗
(qFm−1 |Z0)/
O
⊗
(qFm−1|Z)/
is a trivial Kan
fibration. It therefore suffices to show that the restriction g′0 = g0|(Z0 ⋆ ∂ σa) can be extended to a map
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g′ ∈ FunO⊗(Z0 ⋆ σa,C
⊗) . Let D denote the initial vertex of σ. In view of Proposition 2.2.6, it will suffice
to show that the restriction g′0|(Z0 ⋆ {D}) is an operadic q-colimit diagram. Since the inclusion {D} ⊆ σa is
left anodyne, the projection map Z0 → E
ac
/D = E×TT
ac
/D is a trivial Kan fibration. It will therefore suffice to
show that Fm−1 induces an operadic q-colimit diagram δ : (E
ac
/D)
⊲ → C⊗.
The object D ∈ T determines a semi-inert morphism γ : X ⊕ Y → Y ′ in O⊗. Since σa is new, the
underlying morphism in N(Γ) is injective, so that γ induces an equivalence Y ′ ≃ X ⊕ Y ⊕ Y ′′, for some
Y ′′ ∈ O⊗. Let X denote the full subcategory of Eac/D spanned by those objects corresponding to diagrams
X0 ⊕ Y //

Y0
φ

X ⊕ Y // X ⊕ Y ⊕ Y ′′
where the active morphism φ exhibits Y0 as a sum Y
′
0 ⊕ Y
′′
0 , where Y
′
0 → X is an active morphism and
Y ′′0 ≃ Y ⊕ Y
′′. The inclusion X ⊆ Eac/D admits a left adjoint, and is therefore cofinal.
Let D0 ∈ D = (K ⋆ {0})×O⊗ KO be the object corresponding to idX . The operation • 7→ • ⊕ (Y ⊕ Y
′′)
determines an equivalence of ∞-categories Dac/D0 → X. It therefore suffices to show that the composite map
(Dac/D0)
⊲ → X⊲ ⊆ (Eac/D)
⊲ δ→ C⊗
is an operadic q-colimit diagram. This composition can be identified with the map
(Dac/D0)
⊲ → C⊗
⊕A(Y⊕Y ′′)
→ C⊗,
which is an operadic q-colimit diagram by virtue of our assumption that p satisfies condition (∗).
3.5 Modules for the Associative ∞-Operad
The goal of this section is to study the theory of modules in the case where O⊗ is the associative ∞-operad
Assoc of Example 1.1.22. Our main results are as follows:
(1) The associative ∞-operad Assoc is coherent (Proposition 3.5.1), so there exists a sensible theory of
modules over associative algebras.
(2) Let p : C⊗ → Assoc be a fibration of ∞-operads, and let A ∈ AlgAssoc(C). Then there is an ∞-
category ABimodA(C) of A-bimodule objects of C (see Definition 3.5.5) which is canonically equivalent
to ModAssocA (C) (Theorem 3.5.8).
(3) Assume that p determines an Assoc-monoidal structure on C which is compatible with the formation
of geometric realizations. Then ModAssoc(C) inherits the structure of an Assoc-monoidal ∞-category,
where the monoidal structure is given by the relative tensor product ⊗A defined in §M.4.5 (Theorem
3.5.13).
Proposition 3.5.1. The associative ∞-operad Assoc is coherent.
Remark 3.5.2. We will prove Proposition 3.5.1 directly from the definition of a coherent∞-operad using a
somewhat complicated combinatorial analysis. Later, we will give a simpler criterion will enable us to verify
the coherence of little cubes operads in general, using geometric arguments. Taking n = 1, this leads to
another proof of Proposition 3.5.1 which is somewhat different from the one given below.
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Lemma 3.5.3. Let Lin denote the category of finite linearly ordered sets (with morphisms given by non-
strictly increasing maps). Suppose we are given a diagram τ
X0
θ //
α

Y0
X
in Lin, where α is injective. Let C denote the full subcategory of Linτ/ spanned by those commutative
diagrams τ
X0
θ //
α

Y0
β

X
θ′ // Y
in Lin for which β is injective. Then the simplicial set N(C) is weakly contractible.
Proof. We define an equivalence relation ∼ on X as follows: x ∼ y if there exist elements a, b ∈ X0 such
that a ≤ x ≤ b, a ≤ y ≤ b, and θ(a) = θ(b). Let X ′ = X/ ∼. We observe that any commutative diagram τ
as above can be extended uniquely to a diagram
X0 //
α

θ(X0)

// Y0
β

X // X ′ // Y
We may therefore replace X0 by θ(X0) and X by X
′, thereby reducing to the case where the map θ is
injective.
Let C′ denote the full subcategory of C spanned by those diagrams τ for which the map Y0
∐
X → Y is
surjective. The inclusion C′ ⊆ C has a right adjoint, given by replacing Y by the image of the map Y0
∐
X .
It will therefore suffice to show that N(C′) is weakly contractible.
Let Y ∗0 denote the collection of all subsets A ⊆ Y
∗
0 which are closed downward in the following sense:
if y ∈ A and y′ ≤ y, then y′ ∈ A. We regard Y ∗0 as a partially ordered set with respect to inclusion. The
disjoint union Y0
∐
Y ∗0 also has the structure of a linear ordered set, if we say that y ≤ A if and only if
y ∈ A for y ∈ Y0, A ∈ Y ∗0 . Let S = X − α(X0). Any commutative diagram τ as above gives rise to a
nondecreasing map f : S → Y0
∐
Y ∗0 , which can be defined as follows: for s ∈ S, we let f(s) = y ∈ Y0
if θ′(s) = β(y) for some y ∈ Y0 (the element y is then uniquely determined, since β is injective), and
f(s) = {y ∈ Y0 : β(y) < θ′(s)} ∈ Y ∗0 otherwise. The function f satisfies the following conditions:
(a) Let s ∈ S and x ∈ X0 be such that s < α(x). Then f(s) ≤ θ(x).
(b) Let s ∈ S and x ∈ X0 be such that s > α(x). Then f(s) ≥ θ(x).
Conversely, given a nondecreasing map f : S → Y0
∐
Y ∗0 satisfying conditions (a) and (b), we can uniquely
construct a commutative diagram τ
X0
θ //
α

Y0
β

X
θ′ // Y
corresponding to an element of C′. Namely, let S′ = f−1Y ∗0 , and set Y = Y0
∐
S′. We endow Y with the
unique linear ordering extending that of Y0 and S
′, for which y ≤ s if and only if y ∈ f(s) for y ∈ Y0 and
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s ∈ S′. We take β to be the evident inclusion, and define θ′ by the formula
θ′(s) =

(β ◦ α)(x) if s = α(x)
f(s) if s ∈ f−1Y0
s if s ∈ S′.
It is not difficult to see that this construction provides an inverse to the definition of f from τ . Consequently,
we may identify objects of C′ with maps f : S → Y0
∐
Y ∗0 satisfying conditions (a) and (b).
Let X∗0 denote the set of downward closed subsets of X0. Since the map θ is injective, it induces a
surjection Y ∗0 → X
∗
0 . Choose a section φ : X
∗
0 → Y
∗
0 of this surjection. We now choose a sequence of
elements ti ∈ Y0
∐
Y ∗0 using induction on i ≥ 1. Assuming that tj has been chosen for j < i, let ti denote
an element of Y0
∐
Y ∗0 − {t1, . . . , ti−1} satisfying one of the following conditions:
(1) The element ti belongs to θ(X0) ⊆ Y0.
(2) There exists an element A ∈ X∗0 such that ti is a minimal element of {t ∈ Y0
∐
Y ∗0 : (φ(A) < t)∧ (∀x ∈
X0)[(θ(x) ≤ t)⇒ x ∈ A]}.
(3) There exists an element A ∈ X∗0 such that ti is a maximal element of {t ∈ Y0
∐
Y ∗0 : (φ(A) > t)∧ (∀x ∈
X0)[(θ(x) ≥ t)⇒ x /∈ A]}.
Choosing the elements ti in this manner, we eventually obtain a sequence t1, t2, . . . , tn ∈ Y0
∐
Y ∗0 such that
(Y0
∐
Y ∗0 )− {t1, . . . , tn} = φ(X
∗
0 ). For 0 ≤ i ≤ n, let C
′
i denote the full subcategory of C
′ spanned by those
functions f : S → Y0
∐
Y ∗0 whose images are disjoint from {t1, . . . , ti}. The category C
′
0 coincides with C
′,
while the category C′n consists of a single object: the map f : S → φ(X
∗
0 ) given by f(s) = φ({x ∈ X0 :
α(x) < s}). Consequently, to prove that N(C′) is weakly contractible, it will suffice to show that each of the
inclusions N(C′i−1) ⊆ C
′
i is a weak homotopy equivalence. We have several cases to consider, depending on
whether ti satisfies condition (1), (2), or (3). We will assume that ti satisfies either condition (1) or (2); the
case where ti satisfies condition (3) is treated using the same argument.
Suppose first that ti satisfies condition (1), so that ti = θ(x) for some x ∈ X0. Let A− = {y ∈ Y0 : y <
θ(x)} ∈ Y ∗0 and let A+ = {y ∈ Y0 : y ≤ θ(x)} ∈ Y
∗
0 . For f ∈ C
′
i−1, define f
′ : S → Y0
∐
Y ∗0 by the formula
f ′(s) =

f(s) if f(s) 6= ti
A− if f(s) = ti and s < α(x)
A+ if f(s) = ti and s > α(x).
The construction f 7→ f ′ is a right adjoint to the inclusion Ci ⊆ Ci−1, so the inclusion N(Ci) ⊆ N(Ci−1) is a
weak homotopy equivalence.
Suppose now that ti satisfies condition (2) and that ti ∈ Y0. Let B = {y ∈ Y0 : y < ti} ∈ Y ∗0 . Given
f ∈ C′i−1, we define f
′ : S → Y0
∐
Y ∗0 by the formula
f ′(s) =
{
f(s) if f(s) 6= ti
B if f(s) = ti.
We again observe that the construction f 7→ f ′ is a right adjoint to the inclusion Ci ⊆ Ci−1, so that the
inclusion N(Ci) ⊆ N(Ci−1) is a weak homotopy equivalence.
Suppose finally that ti satisfies condition (2) and ti = B ∈ Y ∗0 , we proceed a little bit differently. Note
that the inequality ti > φ(A) guarantees that B is nonempty; let y ∈ Y0 be a maximal element of B. Given
f ∈ C′i−1, we define f
′ : S → Y0
∐
Y ∗0 by the formula
f ′(s) =
{
f(s) if f(s) 6= ti
y if f(s) = ti.
The construction f 7→ f ′ is a left adjoint to the inclusion Ci ⊆ Ci−1, so that N(Ci) ⊆ N(Ci−1) is a weak
homotopy equivalence.
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Proof of Proposition 3.5.1. It is obvious that Assoc is unital (it is the nerve of a category Assoc which
contains a zero object). To prove that Assoc is coherent, it will suffice to show that the evaluation map
e0 : KAssoc → Assoc is a flat categorical fibration. Fix a 2-simplex ∆2 → Assoc, corresponding to a
commutative diagram τ
Y0
  A
AA
AA
AA
A
X0
>>}}}}}}}}
// Z0
in Assoc. We wish to show that the induced map KAssoc×Assoc∆2 → ∆2 is a flat categorical fibration. To
prove this, choose a morphism X˜0 → Z˜0 in KAssoc lifting the map X0 → Z0, corresponding to a commutative
diagram σ0
X0 //
α

Z0
γ

X // Z
in Assoc where the vertical maps are semi-inert. We wish to show that the ∞-category
C = (KAssoc×Assoc∆
2) eX0/ /eZ0 ×∆2 {1}
is weakly contractible. Unwinding the definitions, we can identify C with the nerve of the category C of
objects Y ∈ Assoc which fit into a commutative diagram σ
X0 //
α

Y0 //
β

Z0
γ

X // Y // Z
which extends σ0 and τ , where the map β is semi-inert.
Let us identify X0, Y0, Z0, X, and Z with finite pointed sets. Let ∗ denote the base point of Z. For every
element z ∈ Z, let Xz0 , Y
z
0 , and X
z denote the inverse images of {z} in X0, Y0, and X , respectively. We have
a diagram of sets
Xz
αz
← Xz0
θz
→ Y z0 .
If z 6= ∗, then these sets are linearly ordered and the maps αz and θz are nonstrictly increasing; moreover,
the condition that α is semi-inert guarantees that αz is injective. If z = ∗, then we can identify αz and θz
with morphisms in Assoc. Producing the commutative diagram σ as depicted above is equivalent to giving
a family of commutative diagrams σz
Xz0
θz //
αz

Y z0
βz

Xz // Y z
satisfying the following conditions:
(a) If z 6= ∗, then σz is a commutative diagram of linearly ordered sets, and the map βz is injective.
(b) If z = ∗, then σz is a commutative diagram in Assoc, and βz is inert.
For z ∈ Z, let Cz denote the category whose objects are sets Yz fitting into a commutative diagram σz as
above. Our reasoning shows that C is equivalent to the product
∏
z∈Z Cz. It will therefore suffice to show
that each Cz has a weakly contractible nerve. If z = ∗, this follows from the observation that Cz has a final
object (take Y = {∗}). If z 6= ∗, we invoke Lemma 3.5.3.
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Let C⊗ → Assoc be a fibration of ∞-operads, and let A ∈ AlgAssoc(C). Our next goal is to obtain a
more explicit understanding of the ∞-category ModAssocA (C). It follows from Proposition 1.3.14 that A is
determined (up to equivalence) by the simplicial object given by the composition
N(∆)op → Assoc
A
→ C⊗ .
We will show that the theory of A-modules admits an analogous “simplicial” presentation.
Notation 3.5.4. Let ⋆ denote the join functor on linearly ordered sets: if A and B are linearly ordered
sets, then A ⋆B denotes the linearly ordered set A
∐
B, where a < b for all a ∈ A, b ∈ B. This construction
determines a functor ∆×∆ → ∆, where ∆ denotes the category of finite simplices. We will denote this
functor also by ⋆: concretely, ⋆ is given by the formula
[m] ⋆ [n] = [m+ n+ 1].
We observe that there are canonical maps [m]→ [m] ⋆ [n]← [n], which depend functorially on m and n.
Let φ : ∆op → Assoc be the functor described in Construction 1.3.13. We define functors φL, φR, φ+ :
∆op×∆op → Assoc by the formulas
φL([m], [n]) = φ([m]) φ+([m], [n]) = φ([m] ⋆ [n]) φR([m], [n]) = φ([n]).
We have natural transformations of functors
φL
βL
← φ+
βR
→ φR,
which determine a diagram
Φ : Λ20 ×N(∆×∆)
op → Assoc .
Definition 3.5.5. Let C⊗ → Assoc be a fibration of∞-operads. LetM : Λ20×N(∆×∆)
op → C⊗ be a map
of simplicial sets, which we think of as a triple (M,u :M → A, v :M → B) where M , A, and B are functors
N(∆×∆)op → C⊗ and u and v are natural transformations. We will say that M is a prebimodule object of
C if the following conditions are satisfied:
(1) The diagram
C
⊗

Λ20 × (∆×∆)
op
M
77oooooooooooo
Φ // Assoc
is commutative, where Φ is as in Notation 3.5.4.
(2) For every object ([m], [n]) ∈ ∆×∆, the maps u[m],[n] : M([m], [n]) → A([m], [n]) and v[m],[n] :
M([m], [n])→ B([m], [n]) are inert.
(3) Let [0] → [m] be the morphism in ∆ which carries 0 ∈ [0] to m ∈ [m], and let [0] → [n] be the
morphism which carries 0 ∈ [0] to 0 ∈ [n]. Then the induced map M([m], [n])→M([0], [0]) is an inert
morphism of C⊗.
(4) Given a morphism ([m], [n]) → ([m′], [n′]) in ∆×∆ such that the map [m] → [m′] is convex, the
induced map A([m′], [n′])→ A([m], [n]) is inert.
(5) Given a morphism ([m], [n])→ ([m′], [n′]) in∆×∆ such that the map [n]→ [n′] is convex, the induced
map B([m′], [n′])→ B([m], [n]) is inert.
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We let PBimod(C) denote the full subcategory of FunAssoc(Λ
2
0×N(∆×∆)
op,C⊗) spanned by the prebi-
module objects of C.
LetM = (M,u :M → A, v :M → B) be a bimodule object of C⊗. We can regard A as a functor from a :
N(∆)op → FunAssoc(N(∆)op,C
⊗). Condition (4) is equivalent to the assertions that a carries every morphism
in ∆op to an equivalence, and that the essential image of a is contained in Alg(C) ⊆ FunAssoc(N(∆)op,C
⊗);
here Alg(C) denotes the full subcategory of FunAssoc(N(∆)
op,C⊗) spanned by those functors which carry
convex morphisms in ∆op to inert morphisms in C⊗. Using the fact that N(∆)op is weakly contractible, we
conclude that projection onto the first factor induces an equivalence eL from Alg(D) to the full subcategory
of FunAssoc(N(∆×∆)op,C
⊗) spanned by those functors which satisfy (4). Similarly, projection onto the
second factor induces an equivalence eR from Alg(D) to the full subcategory of FunAssoc(N(∆×∆)op,C
⊗)
spanned by those functors which satisfy (5). Form a pullback diagram
Bimod(C) //

PBimod(C)
r

Alg(C)×Alg(C)
(eL,eR)// FunAssoc({1, 2} ×N(∆×∆)op,C
⊗).
Since Alg(C)×Alg(C) is an ∞-category and the map r is a categorical fibration between ∞-categories, this
map is a homotopy pullback diagram. It follows from the above arguments that the inclusion Bimod(C)→
PBimod(C) is an equivalence of ∞-categories. We will refer Bimod(C) as the ∞-category of bimodule ob-
jects of C. Given a pair of algebra objects A,B ∈ Alg(C), we let ABimodB(C) denote the fiber product
Bimod(C)×Alg(C)×Alg(C) {(A,B)}; we will refer to ABimodB(C) as the ∞-category of A-B bimodule objects
of C.
Remark 3.5.6. According to Proposition 1.3.14, composition with the functor φ : ∆op → Assoc of Con-
struction 1.3.13 induces an equivalence of ∞-categories θ : AlgAssoc(C) → Alg(C). Given a pair of Assoc-
algebra objects A,B ∈ AlgAssoc(C), we let ABimodB(C) denote the ∞-category θ(A)Bimodθ(B)(C).
Construction 3.5.7. Let K
〈1〉
Assoc = KAssoc×Fun({0},Assoc{〈1〉} denote the full subcategory of Assoc
〈1〉/
spanned by the semi-inert morphisms 〈1〉 → 〈n〉 in Assoc. Let φ : ∆op → Assoc be the functor described
in Construciton 1.3.13. For every pair of objects [m], [n] ∈∆, there is a canonical map 〈1〉 → φ([m] ⋆ [n]) =
φ([m + n + 1]) = 〈m+ n+ 1〉, which carries the element 1 ∈ 〈1〉◦ to m + 1 ∈ 〈m+ n+ 1〉. These maps fit
into a commutative diagram
〈1〉

〈1〉

oo // 〈1〉

φL([m], [n]) φ+([m], [n])oo // φR([m], [n]),
where the vertical maps are semi-inert. We can therefore factor the map Φ of Notation 3.5.4 as a composition
Λ20 ×N(∆×∆)
op Φ
′
→ K
〈1〉
Assoc → Assoc .
Theorem 3.5.8. Let p : C⊗ → Assoc be a fibration of ∞-operads. Then we have a homotopy pullback
diagram of ∞-categories
ModAssoc(C) //

Bimod(C)

AlgAssoc(C) // Alg(C)×Alg(C),
where the upper horizontal map is given by composition with the map Φ′ of Construction 3.5.7. In particular,
for every Assoc-algebra object A ∈ AlgAssoc(C), we have an equivalence of ∞-categories Mod
Assoc
A (C) →A
BimodA(C).
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Proof. We will employ the basic strategy of the proof of Proposition 1.3.14. We begin by defining a category
J as follows:
• An object of J consists of either a semi-inert morphism α : 〈1〉 → 〈n〉 in Assoc or a triple (s, [m], [n])
where s is a vertex of Λ20 and [m], [n] ∈∆.
• Morphisms in J are defined as follows:
HomJ(α, β) = HomAssoc〈1〉/(α, β) HomJ((s, [m], [n]), β) = ∅
HomJ(α, (s, [m], [n])) = HomAssoc/〈1〉(α,Φ
′(s, [m], [n])
HomJ((s, [m], [n]), (s
′, [m′], [n′])) =
{
Hom∆op([m], [m
′])×Hom∆op([n], [n′]) if s = 0 or s = s′
∅ otherwise.
Let J0 denote the full subcategory of J spanned by the objects of the form (s, [m], [n]). Let J1 denote the
full subcategory of J spanned by the null morphisms α : 〈1〉 → 〈n〉 in Assoc together with objects of the
form (s, [m], [n]) where s 6= 0. Let J01 = J0 ∩ J1.
We observe that there is a canonical retraction r of J onto the full subcategory J2 ⊆ J spanned by the
objects of the form α : 〈1〉 → 〈n〉, which carries (s, [m], [n]) to Φ′(s, [m], [n]). This retraction determines a
map N(J) → Assoc. Let X denote the full subcategory of FunAssoc(N(J),C
⊗) spanned by those functors F
with the following properties:
(a) For every object ([m], [n]) ∈ ∆×∆, the maps F (0, [m], [n]) → F (1, [m], [n]) and F (0, [m], [n]) →
F (2, [m], [n]) are inert.
(b) Let [0] → [m] be the morphism in ∆ which carries 0 ∈ [0] to m ∈ [m], and let [0] → [n] be the
morphism in ∆ which carries 0 ∈ [0] to 0 ∈ [n]. Then the induced map F (0, [m], [n])→ F (0, [0], [0]) is
inert.
(c) Given a morphism ([m], [n]) → ([m′], [n′]) in ∆×∆ such that the map [m] → [m′] is convex, the
induced map F (1, [m′], [n′])→ F (1, [m], [n]) is inert.
(d) Given a morphism ([m], [n])→ ([m′], [n′]) in∆×∆ such that the map [n]→ [n′] is convex, the induced
map F (2, [m′], [n′])→ F (2, [m], [n]) is inert.
(es) Let (s, [m], [n]) ∈ J0, and let u : Φ
′(s, [m], [n])→ (s, [m], [n]) be the canonical map in J. Then F (u) is
an equivalence in C⊗.
We let X0 denote the full subcategory of FunAssoc(N(J0),C
⊗) spanned by those functors which satisfy
(a), (b), (c), and (d), X1 the full subcategory of FunAssoc(N(J1),C
⊗) spanned by those functors which satisfy
(c), (d), (e1) and (e2), and X01 the full subcategory of FunAssoc(N(J01),C
⊗) spanned by those functors which
satisfy (c) and (d).
As explained in Definition 3.5.5, we have a canonical equivalence g01 : Alg(C) × Alg(C) → X01. The
retraction r determines a map g1 : AlgAssoc(C) → X1. Note that an object F ∈ FunAssoc(N(J1),C
⊗)
satisfies conditions (e1) and (e2) if and only if F is a p-left Kan extension of its restriction to N(J1 ∩ J2).
Using Lemma 3.1.18, we see that F |N(J1 ∩ J2) is equivalent to a functor which factors as a composition
N(J1 ∩ J2) → Assoc
F ′
→ C⊗ . Using Proposition 1.3.14, we deduce that if F satisfies (e1) and (e2), then
F satisfies (c) if and only if F ′ is an Assoc-algebra object of C⊗; similarly, F satisfies (d) if and only if
F ′ ∈ AlgAssoc(C). Using Proposition T.4.3.2.15, we deduce that the restriction functor X1 → X12 is a trivial
Kan fibration, where X12 is the essential image of the functor AlgAssoc(C) → FunAssoc(N(J1 ∩ J2),C
⊗). It
follows that g1 is an equivalence of ∞-categories. We observe that X0 = PBimod(C), so we have a canonical
equivalence of ∞-categories g0 : Bimod(C)→ X0 (see Definition 3.5.5).
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Composition with r yields a map g′ : Mod
Assoc
(C) → X; let g be the composition of g′ with the
equivalence ModAssoc(C) → Mod
Assoc
(C) provided by Remark 3.1.20. We claim that g is an equivalence of
∞-categories. To prove this, it suffices to show that g′ is a categorical equivalence. Note that a functor F ∈
FunAssoc(N(J),C
⊗) is a p-left Kan extension of F |N(J2) if and only if it satisfies conditions (e0), (e1), and (e2).
Moreover, any functor F0 ∈ FunAssoc(N(J2),C
⊗) admits a p-left Kan extension F ∈ FunAssoc(N(J),C
⊗): we
can take F = F0◦r. It follows from Proposition T.4.3.2.15 that the restriction map X → FunAssoc(N(J2),C
⊗)
is a trivial Kan fibration onto the full subcategory of FunAssoc(N(J2),C
⊗) spanned by those functors F0 such
that F0 ◦ r satisfies (a), (b), (c), and (d). Since this restriction map is a left inverse to g′, it will suffice to
show that this full subcategory coincides with Mod
Assoc
(C). In other words, we claim the following:
(∗) Let F0 ∈ FunAssoc(N(J2),C
⊗). Then F0 ∈ Mod
Assoc
(C) if and only if F0 ◦ r satisfies (a), (b), (c), and
(d).
The “only if” direction is clear. For the converse, let us suppose that F0 ◦ r satisfies (a), (b), (c), and (d).
Let u be a natural transformation between semi-inert morphisms α : 〈1〉 → 〈m〉 and α′ : 〈1〉 → 〈m′〉 in
Assoc such that the induced map 〈m〉 → 〈m′〉 is inert; we wish to show that F0(u) is an inert morphism in
C
⊗. The proof proceeds by induction on m. If m′ = m, then u is an equivalence and there is nothing to
prove. We may therefore assume that m′ < m. For 1 ≤ i ≤ m′, let βi denote the composition of α′ with
the morphism ρi : 〈m′〉 → 〈1〉, and let vi : α′ → βi denote the induced morphism of J2. By the inductive
hypothesis, each F0(vi) is an inert morphism in C
⊗. Consequently, to prove that F0(u) is inert, it will suffice
to show that F0(vi ◦ u) is inert for 1 ≤ i ≤ m′. Replacing u by vi ◦ u, we may reduce to the case where
m′ = 1. There are three cases to consider. If α and α′ are both null, then we can write u = r(u) where
u : (1, [m], [0]) → (1, [1], [0]) is such that the underlying map [1] → [m] is a convex morphism in ∆, so
that F0(u) = (F ◦ r)(u) is inert by virtue of (c). If neither α nor α
′ is null, then we can write u = r(u)
where u : (0, [m − 1], [0]) → (0, [0], [0]) is such that the underlying map [0] → [m − 1] carries 0 ∈ [0] to
m− 1 ∈ [m− 1], so that F0(u) = (F0 ◦ r)(u) is inert by virtue of (b). If α is not null but α′ is, then we can
factor u as a composition
α
u0→ (α′′ : 〈1〉 → 〈m− 1〉)
u1→ α′,
where α′′ is null and the maps 〈m〉 → 〈m− 1〉 → 〈m′〉 are inert. The inductive hypothesis shows that F0(u1)
is inert, so it will suffice to show that F0(u0) is inert. For this, we observe that u0 = r(u), where u is the
map (0, [m− 1], [0])→ (1, [m− 1], [0]) in J0. Since F0 satisfies (a), we conclude that F0(u0) = (F0 ◦ r)(u) is
inert.
It follows that the maps g, g0, g1, and g01 determine a categorical equivalence of diagrams
ModAssoc(C) //

Bimod(C)

X //

X0

AlgAssoc(C)
// Alg(C)×Alg(C) X1 // X01 .
Consequently, it will suffice to show that the diagram on the right is a homotopy pullback square. Since the
diagram on the right consists of ∞-categories and categorical fibrations, this is equivalent to the assertion
that the map θ : X → X0×X01 X1 is a categorical equivalence. We will prove that θ is a trivial Kan fibration.
Let J′ denote the full subcategory of J spanned by J0 and J1, and let X
′ denote the full subcategory of
FunAssoc(N(J
′),C⊗) spanned by those functors F0 which satisfy conditions (a), (b), (c), (d), (e1), and (e2).
We have an evident isomorphism X′ ≃ X0×X01 X1. To prove that θ is a trivial Kan fibration, it will suffice
to prove the following:
(i) A functor F ∈ FunAssoc(N(J),C
⊗) such that F0 = F |N(J
′) ∈ X′ is a p-right Kan extension of F0 if and
only if it satisfies condition (e0).
(ii) For every object F0 ∈ X
′, there exists an object F ∈ FunAssoc(N(J),C
⊗) satisfying the equivalent
conditions of (i).
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To prove these assertions, fix F0 ∈ X
′ and consider an object α : 〈1〉 → 〈n〉 such that α(1) = i ∈ 〈n〉◦ (so
that α /∈ J′). Let α′ ∈ J1 denote the composition of α with an inert morphism β : 〈n〉 → 〈n− 1〉 such that
β(i) = ∗, so that β induces a morphism u : α→ α′ in J′. Let v : α→ (0, [0], [0]) be the unique morphism in
J such that the underlying map α→ Φ′(0, [0], [0]) induces the inert morphism ρi : 〈n〉 → 〈1〉 ≃ Φ(0, [0], [0]).
We will prove the following analogue of condition (i):
(i′) Let F ∈ FunAssoc(N(J),C
⊗) be a functor such that F0 = F |N(J
′) ∈ X′. Then F is a p-right Kan
extension of F0 if and only if, for each object α : 〈1〉 → 〈n〉 of J which does not belong to J
′, the
functor F carries the morphisms u : α→ α′ and v : α→ (0, [0], [0]) defined above to inert morphisms
in C⊗.
Assuming (i′) for the moment, let us prove (i). Let F ∈ FunAssoc(N(J,C
⊗) be such that F0 = F |N(J
′) ∈
X
′; we will show that F satisfies (e0) if and only if it satisfies the condition described in (i
′). We first prove
the “if” direction. Let F satisfy (e0). Choose an object α : 〈1〉 → 〈n〉 of J which does not belong to J
′, and
let u : α→ α′ and v : α→ (0, [0], [0]) be defined as above. We have a commutative diagram in J
α
u //

α′

(0, [n− 1], [0])
u′ // (1, [n− 1], [0]).
Since F satisfies conditions (e0) and (e1), it carries the vertical morphisms to equivalences in C
⊗. Conse-
quently, F (u) is inert if and only if F0(u
′) is inert, which follows from assumption (a). To prove that F (v)
is inert, we write v as a composition
α
v′
→ (0, [n− 1], [0])
v′′
→ (0, [0], [0]),
where v′′ induces the map [0]→ [n− 1] in ∆ which carries 0 ∈ [0] to n− 1 ∈ [n− 1]. The map F (v′) is an
equivalence by virtue of (e0), and the map F (v
′′) = F0(v
′′) is inert by virtue of (b). It follows that F (v) is
inert, as desired.
Conversely, suppose that F satisfies the condition described in (i′); we will show that F satisfies (e0).
Fix m,n ≥ 0 and let w : Φ′(0, [m], [n]) → (0, [m], [n]) be the canonical map; we wish to show that F (w) is
an equivalence. Let j : (0, [m], [n])→ (0, [0], [0]) be the map in J given by the maps in ∆
[0]→ [m] [0]→ [n]
0 ∈ [0] 7→ m ∈ [m] 0 ∈ [0] 7→ 0 ∈ [n].
Let jL denote the map (0, [m], [n])→ (1, [m], [n]) in J, and jR the map (0, [m], [n])→ (2, [m], [n]) in J. Since
F0 satisfies (a) and (b), the maps F0(j), F0(jL), and F0(jR) are inert. Since C
⊗ is an ∞-operad, to prove
that F (w) is an equivalence it will suffice to show that F (j ◦ w), F (jL ◦ w), and F (jR ◦ w) are inert. The
first follows from our assumption, since j ◦w is the morphism v associated α = Φ′(0, [m], [n]). We will show
that F (jL ◦w) is inert; the same argument will show that F (jR ◦w) is inert as well. The map jL ◦w can be
factored as a composition
α
u
→ α′
u′
→ Φ′(1, [m], [n])
u′′
→ (1, [m], [n]).
The map F (u) is inert by assumption and F (u′′) is an equivalence by virtue of assumption (e1). It therefore
suffices to show that F (u′) is inert, which follows from (e1) and (c) because u
′ can be identified with Φ′(u′)
for a suitable morphism u′ : (1, [m+ n], [0])→ (1, [m], [0]) which induces a convex map [m]→ [m+ n] in ∆.
This completes the proof that (i′)⇒ (i).
We now prove (i′). Fix F ∈ FunAssoc(N(J),C
⊗) such that F0 = F |N(J
′) belongs to X′. Let α : 〈n〉 → 〈1〉
be an object of J which does not belong to J′, and let u : α → α′ and v : α → (0, [0], [0]) be defined as
above. We will show that F is a p-right Kan extension of F0 at α if and only if the morphisms F (u) and
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F (v) are inert. Let I denote the category Jα/×J J
′. We wish to prove that the induced map N(I)⊳ → C⊗ is
a p-limit diagram. Let I0 denote the full subcategory of I spanned by those morphisms α → X in J which
induce inert morphisms in Γ. It is not difficult to see that the inclusion I0 ⊆ I admits a right adjoint, so that
the induced map N(I0)
op → N(I)op is cofinal. Consequently, it will suffice to show that F induces a p-limit
diagram F ′ : N(I0)
⊳ → C⊗.
Let I1 ⊆ I0 be the full subcategory spanned by those morphisms α → X in J satisfying the following
additional conditions:
• If X has the form (0, [m], [m′]), then m = m′ = 0.
• If X has the form (1, [m], [m′]) then m > 0.
• If X has the form (2, [m], [m′]), then m′ > 0.
We claim that F ′|N(I0) is a p-right Kan extension of F ′|N(I1). To prove this, consider an arbitrary object
X : α→ X in I0; we will show that F ′|N(I0) is a p-right Kan extension of F ′|N(I1) at X. If X ∈ I1 there is
nothing to prove. If X = (1, [0], [m′]), then (I0)X/×I0 I1 is empty, so it suffices to prove that F
′ carries X to
a p-final object of C⊗. This follows from the assumption that p is a fibration of∞-operads, since p(X) ∈ C⊗〈0〉.
A similar argument applies if X has the form (2, [m], [0]) for some m ≥ 0. We may therefore assume that X
has the form (0, [m], [m′]), where m+m′ > 0. Unwinding the definitions, we deduce that (I0)X/ ×I0 I1 can
be written as a disjoint union D0
∐
D1
∐
D2, where Di is spanned by morphisms in I0 of the form X → X
′
in I0, where X
′
is a morphism in J of the form α → (i, [m0], [m′0]). We observe that D0 contains a unique
object (and only the identity morphism), which we will denote by f0 : X → X0. The category D1 is empty
if m = 0, and otherwise contains an initial object f1 : X → X1, where X1 is the map α → (1, [m], [m′])
determined by X. Similarly, D2 is empty if m
′ = 0, and otherwise contains an initial object f2 : X → X2.
We will assume for simplicity that m,m′ > 0 (the cases where m = 0 or m′ = 0 are handled similarly). To
prove that F ′|N(I0) is a p-right Kan extension of F ′|N(I1) at X, it suffices to show that F ′ exhibits X as a
p-product of the objects F ′(Xi) for i ∈ {0, 1, 2}. Since p is a fibration of ∞-operads, it will suffice to show
that each of the maps F ′(fi) is an inert morphism in C
⊗. This follows from assumption (b) when i = 0 and
from assumption (a) when i = 1 or i = 2.
Invoking Lemma T.4.3.2.7, we are reduced to proving that the restriction F ′|N(I1)⊳ is a p-limit diagram.
We observe that I1 decomposes as a disjoint union of full subcategories I
′
1
∐
I
′′
1 , where I
′
1 is the subcategory
consisting of the single object v : α → (0, [0], [0]), and I′′1 = I1×J J1. The subcategory I
′′
1 has an initial
object, given by the map u : α → α′′. It follows that F ′|N(I1)⊳ is a limit diagram if and only if the maps
F (u) and F (v) exhibit F (α) as a p-product of the objects F (α′) and F (0, [0], [0]). Since p is a fibration of
∞-operads, this is equivalent to the requirement that F (u) and F (v) are inert. This completes the proof of
(i′) (and therefore also the proof of (i)).
We now prove (ii). Let F0 ∈ X
′; we wish to prove that F0 admits a p-right Kan extension F ∈
FunAssoc(N(J),C
⊗). In view of Lemma T.4.3.2.13, it will suffice to prove that for each object α ∈ J which
does not belong to J′, if we define I as above, then the diagram
F ′0 : N(I)→ N(J
′)
F0→ C⊗
can be extended to a p-limit diagram lifting the evident map G′ : N(I)⊳ → N(J) → Assoc . Since the
inclusion N(I0) ⊆ N(I) is cofinal, it suffices to show that F ′0|N(I0) can be extended to a p-limit diagram
compatible with G′. Using Lemma T.4.3.2.7, we can reduce to showing that F ′0|N(I1) can be extended to
a p-limit diagram compatible with G′. Another cofinality argument shows that this is equivalent to proving
the existence of a p-limit diagram
F0(0, [0], [0])
F (v)
← F (α)
F (u)
→ F0(α
′)
in C⊗ which is compatible with the projection to Assoc: the existence of this diagram follows easily from
the assumption that p is a fibration of ∞-operads.
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Definition 3.5.9. Let sL : ∆
op → ∆op be the functor described by the formula [n] 7→ [n] ⋆ [0] ≃ [n + 1],
and let αL : sL → id be the natural transformation induced by the inclusions [n] →֒ [n] ⋆ [0]. The natural
transformation α and the functor φ : ∆op → Assoc determine a map of simplicial sets
N(∆)op ×∆1 → Assoc .
Let C⊗ → Assoc be a fibration of ∞-operads. We let
ModL(C) ⊆ FunAssoc(N(∆)
op ×∆1,C⊗)
be the full subcategory spanned by those natural transformations M → A of functors M,A : N(∆)op → C⊗
which satisfy the following conditions:
(1) The functor A carries convex morphisms in N(∆)op to inert morphisms in C⊗ (so that A ∈ Alg(C)).
(2) For every object [n] ∈∆op, the map M([n])→ A([n]) is inert.
(3) Let i : [0]→ [n] be the morphism in ∆ given by i(0) = n. Then the induced map M([n])→M([0]) is
inert.
We will refer to ModL(C) as the ∞-category of left module objects of C. Similarly, if we let sR denote the
shift functor [n] 7→ [0] ⋆ [n] and αR : sR → id the induced natural transformation, we define Mod
R(C) to be
the full subcategory of FunAssoc(N(∆)
op ×∆1,C⊗) spanned by those functors which satisfy conditions (1)
and (2), together with the following analogue of (3):
(3′) Let i : [0]→ [n] be the morphism in ∆ given by i(0) = 0. Then the induced map M([n])→M([0]) is
inert.
We will refer to ModR(C) as the ∞-category of right R-module objects of C.
Remark 3.5.10. Let C⊗ → Assoc be a fibration of ∞-operads. There are evident categorical fibrations
ModL(C) → Alg(C) ← ModR(C). If A ∈ Alg(C), we let ModLA(C) and Mod
R
A(C) denote the fibers of these
maps over A. We will refer to ModLA(C) and Mod
R
A(C) as the ∞-category of left A-module objects of C and
the ∞-category of right A-module objects of C, respectively.
Remark 3.5.11. Suppose that C⊗ → Assoc is a coCartesian fibration of ∞-operads. Then ModL(C) and
ModR(C) can be identified with the∞-categories of left and right module objects of the associated monoidal
∞-category C⊗×AssocN(∆)op, as defined in Remark M.2.1.6.
Remark 3.5.12. Let C⊗ → Assoc be a fibration of ∞-operads. The inclusion
N(∆)op ×∆1 ≃ N(∆×{[0]})op ×∆1 ⊆ N(∆×∆)op × Λ20
induces a forgetful functor Bimod(C) → ModL(C). Similarly, we have a forgetful functor Bimod(C) →
ModR(C). Given a pair of object A,B ∈ Alg(C), these forgetful functors induce maps
ModLA(C)←A BimodB(C)→ Mod
R
B(C).
Theorem 3.5.13. Let p : C⊗ → Assoc be a coCartesian fibration of ∞-operads which is compatible with
N(∆)op-indexed colimits, and let A ∈ AlgAssoc(C). Then:
(1) The induced map q : ModAssocA (C)
⊗ → Assoc is a coCartesian fibration of ∞-operads.
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(2) The tensor product functor ⊗ : ModAssocA (C)×Mod
Assoc
A (C) ≃ Mod
Assoc
A (C)
⊗
〈2〉 → Mod
Assoc
A (C) fits into
a diagram
ModAssocA (C)×Mod
Assoc
A (C)
⊗ //

ModAssocA (C)

ABimodA(C)×A BimodA(C)

ModRA(C)×Mod
L
A(C)
⊗A // C
which commutes up to canonical homotopy, where the relative tensor product functor ⊗A : Mod
R
A(C)×
ModLA(C)→ C is as defined in §M.4.5.
The proof of Theorem 3.5.13 will use the following criterion for detecting the existence of Assoc-monoidal
structures:
Proposition 3.5.14. Let q : C⊗ → Assoc be a fibration of ∞-operads. Then q is a coCartesian fibration if
and only if the following conditions are satisfied:
(1) The fibration q has units (in the sense of Definition 2.3.1).
(2) Let α : 〈2〉 → 〈1〉 be an active morphism in Assoc, and let X ∈ C⊗〈2〉. Then there exists a map
α : X → X ′ with q(α) = α, which determines an operadic q-colimit diagram ∆1 → C⊗.
Proof. If q is a coCartesian fibration, then conditions (1) and (2) follow immediately from Proposition 2.2.12.
Conversely, suppose that (1) and (2) are satisfied; we wish to prove that q is a coCartesian fibration. In view
of Proposition 2.2.12, it will suffice to prove that the following stronger version of (2) is satisfied:
(2′) Let α : 〈n〉 → 〈1〉 be an active morphism in Assoc, and let X ∈ C⊗〈n〉. Then there a map α : X → X
′
lifting α which is given by an operadic q-colimit diagram.
We verify (2′) using induction on n. If n = 0, the desired result follows from (1). If n = 1, then α is
the identity and we can choose α to be a degenerate edge. Assume that n ≥ 2. The map α determines a
linear ordering on the set 〈n〉◦. Choose any partition of this set into nonempty disjoint subsets 〈n〉◦− and
〈n〉◦+, where 〈n〉
◦
− is closed downwards and 〈n〉
◦
+ is closed upwards. This decomposition determines a
factorization of α as a composition
〈n〉
α′
→ 〈2〉
α′′
→ 〈1〉.
Let n− and n+ be the cardinalities of 〈n〉
◦
− and 〈n〉
◦
+, respectively, so that our decomposition induces inert
morphisms 〈n〉 → 〈n+〉 and 〈n〉 → 〈n−〉. Since q is a fibration of ∞-operads, we can lift these maps to
inert morphisms X → X− and X → X+ in C
⊗. Using the inductive hypothesis, we can choose morphisms
X− → X ′− and X+ → X
′
− lying over the maps 〈n−〉 → 〈1〉 ← 〈n+〉 in Assoc, which are classified by operadic
q-colimit diagrams ∆1 → C⊗. Let α′ denote the induced morphism X ≃ X− ⊕ X+ → X ′− ⊕ X
′
+. Using
(2), we can choose a morphism α′′ : X ′− ⊕X
′
+ → X
′ lifting α′′, which is classified by an operadic q-colimit
diagram. To complete the proof, it will suffice to show that α′′ ◦ α′ is classified by an operadic q-colimit
diagram. Choose an object Y ∈ C⊗; we must show that the composite map
X ⊕ Y ≃ X− ⊕X+ ⊕ Y
β
→ X ′− ⊕X
′
+ ⊕ Y
γ
→ X ′ ⊕ Y
is classified by a weak operadic q-colimit diagram. To prove this, it suffices to show that γ◦β is q-coCartesian.
In view of Proposition T.2.4.1.7, it suffices to show that γ and β are q-coCartesian, which follows from
Proposition 2.2.9.
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Variant 3.5.15. Proposition 3.5.14 remains valid (with the same proof) if we replace the associative ∞-
operad Assoc by the commutative ∞-operad Comm.
Variant 3.5.16. The proof of Proposition 3.5.14 also establishes the following:
(∗) Suppose given a commutative diagram of ∞-operads
C
⊗
f //
p
##F
FF
FF
FF
F D
⊗
q
{{ww
ww
ww
ww
Assoc
where p and q are coCartesian fibrations. Then f is an Assoc-monoidal functor (that is, f carries p-
coCartesian morphisms to q-coCartesian morphisms) if and only if the following conditions are satisfied:
(i) The functor f preserves unit objects (that is, if η : C0 → C is a morphism in C
⊗ which exhibits
C ∈ C as a unit object of C⊗, then f(η) exhibits f(C) as a unit object of D⊗).
(ii) The functor f preserves tensor products. That is, for every pair of objects C,C′ ∈ C, the canonical
map f(C)⊗f(C′)→ f(C⊗C′) is an equivalence. (Equivalently, if η is a p-coCartesian morphism
in C⊗ lying over an active map 〈2〉 → 〈1〉 in Assoc, then f(η) is q-coCartesian.)
Proof of Theorem 3.5.13. Example 2.3.3 shows that q has units. In view of Proposition 3.5.14, assertion (1)
is equivalent to the following:
(1′) Let α : 〈2〉 → 〈1〉 be an active morphism in Assoc, and let X ∈ ModAssocA (C)
⊗
〈2〉. Then there exists a
map α : X → X ′ with q(α) = α, which determines an operadic q-colimit diagram ∆1 → ModAssocA (C)
⊗.
We will deduce (1′) using the criterion of Theorem 3.4.3. Let D = KAssoc ×Assoc∆1, where ∆1 → Assoc is
the map determined by α. Let D = D×∆1 {0}, and let Y ∈ D be the object corresponding to the identity
map from 〈1〉 to itself. The map X determines an diagram F : D′ → C⊗, where D′ = D/Y ×D D. We must
prove that F can be extended to an operadic p-colimit diagram F : D′
⊲
→ C⊗ which is compatible with the
evident map
g : D′
⊲
→ D
⊲
/Y → D → Assoc .
We can identify objects of D′ with the nerve of the category of diagrams
〈2〉
v //
α

〈m〉
u

〈1〉
id // 〈1〉
in Assoc, where v is semi-inert. Let D′0 denote the full subcategory of D
′ spanned by those diagrams where
u is active. The inclusion D′0 ⊆ D
′ admits a left adjoint, and is therefore cofinal. Consequently, it will suffice
to show that F |D′0 can be extended to an operadic p-colimit diagram D
′⊲
0 → C
⊗ compatible with g.
For every object of D′0 (corresponding to a diagram as above), the map u determines a linear ordering
of 〈m〉◦, and we can identify v with an order-preserving injection 〈2〉◦ → 〈m〉◦. Let D′1 denote the full
subcategory of D′0 spanned by those objects for which v(1) is a minimal element of 〈m〉
◦
and v(2) is a
maximal element of 〈m〉◦. The inclusion D′0 ⊆ D
′
1 admits a left adjoint, and is therefore cofinal. We are
therefore reduced to proving that F |D′1 can be extended to an operadic p-colimit diagram D
′⊲
1 → C
⊗ which
is compatible with g.
The functor φ of Construction 1.3.13 determines an equivalence of ∞-categories N(∆)op → D′1. Let
F ′ : N(∆)op → C⊗ be the functor obtained by composing this equivalence with F . It will now suffice
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to show that F ′ can be extended to an operadic p-colimit diagram (N(∆)op)⊲ → C⊗ compatible with g.
Since p is a coCartesian fibration compatible with N(∆)op-indexed colimits, the existence of this extension
follows from Proposition 2.2.18. This completes the proof of (1). Moreover, it shows that the comosition
ModAssocA (C)×Mod
Assoc
A (C)→ Mod
Assoc
A (C)→ C can be computed as the composition
ModAssocA (C)×Mod
Assoc
A (C)
θ
≃ ModAssocA (C)
⊗
〈2〉
θ′
→ Fun(N(∆)op,C⊗〈2〉)
θ′′
→ Fun(N(∆)op,C)
||
→ C .
To prove (2), it suffices to observe that θ′′ ◦ θ′ ◦ θ is equivalent to the composition
ModAssocA (C)×Mod
Assoc
A (C)→ Mod
R
A(C)×Mod
R
A(C)
ψ
→ Fun(N(∆)op,C),
where ψ is the functor (M,N) 7→ BarA(M,N)• of Definition M.4.5.1.
3.6 Modules for the Commutative ∞-Operad
In this section, we will study the theory of modules over the commutative ∞-operad Comm = N(Γ) of
Example 1.1.20. Our main results are as follows:
(1) The∞-operad Comm is coherent (Proposition 3.6.1), so that there is a well-behaved theory of module
objects in symmetric monoidal ∞-categories.
(2) Let C⊗ be an ∞-operad, and let A ∈ CAlg(C). Then the ∞-category ModA(C) = Mod
Comm
A (C) is
equivalent to the ∞-category ModLA(C) of left A-module objects of C (Proposition 3.6.4).
(3) Suppose that C⊗ is a symmetric monoidal ∞-category, and that the symmetric monoidal structure
on C⊗ is compatible with the formation of geometric realizations of simplicial objects. Then, for
every commutative algebra object A ∈ CAlg(C), the ∞-category ModA(C) inherits the structure of
a symmetric monoidal ∞-category. The tensor product on ModA(C) is given by the relative tensor
product ⊗A defined in §M.4.5 (this follows from Proposition 3.6.6 and Theorem 3.5.13).
(4) Let C⊗ be as in (3), and let f : A → B be a map of commutative algebra objects of C⊗. Then
the forgetful functor ModB(C) → ModA(C) has a left adjoint M 7→ M ⊗A B, which is a symmetric
monoidal functor from ModA(C) to ModB(C) (Theorem 3.6.7).
We begin with the coherence of Comm.
Proposition 3.6.1. The commutative ∞-operad Comm is coherent.
Proof. Let e0 : Fun(∆
1,Comm)→ Comm be the map given by evaluation at 0. Since Comm is the nerve of
the category of pointed finite sets, it admits pushouts. Applying Lemma T.6.1.1.1, we deduce that e0 is a
coCartesian fibration. Moreover, a morphism in Fun(∆1,Comm) is p-coCartesian if and only if it corresponds
to a pushout diagram
〈m〉 //
f

〈n〉
g

〈m0〉 // 〈n0〉
of pointed finite sets. Note that if f is semi-inert, then g is also semi-inert. In other words, if α : f → g is
an e0-coCartesian morphism in Fun(∆
1,Comm) such that f ∈ KComm, then g ∈ KComm. It follows that e0
restricts to a coCartesian fibration e0 : KComm → Comm. Using Example B.?? and Proposition T.3.3.1.7,
we conclude that e0 is a flat categorical fibration. Since Comm is pointed (it contains a zero object 〈0〉), it
is a unital ∞-operad, and is therefore coherent as desired.
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We now analyze the ∞-category of modules over a commutative algebra object A of an ∞-operad C⊗.
It turns out that the ∞-category of A-modules depends only on the underlying associative algebra of A.
Remark 3.6.2. Let f : O′
⊗
→ O⊗ be a map of coherent ∞-operads, and let C⊗ → O⊗ be a fibration of
∞-operads. We let ModO
′
(C)⊗ denote the ∞-category ModO
′
(C′)⊗, where C′
⊗
= C⊗×O⊗O
′⊗.
The map f induces a map F : KO′ → KO×O⊗O
′⊗. Composition with F determines a functor
ModO(C)⊗ ×O⊗ O
′⊗ → ModO
′
(C)⊗.
Notation 3.6.3. Let C⊗ be an ∞-operad. We let Alg(C) and ModL(C) denote the ∞-categories of algebra
objects and left module objects of the associated fibration of ∞-operads C⊗×Comm Assoc → Assoc. The
construction of Remark 3.6.2 determines a functor ModComm(C) → ModAssoc(C). We let ψ denote the
composite functor
ModComm(C)→ ModAssoc(C)→ Bimod(C)→ ModL(C).
Proposition 3.6.4. Let p : C⊗ → N(Γ) be an ∞-operad. Then the functor ψ of Notation 3.6.3 fits into a
homotopy pullback diagram of ∞-categories
ModComm(C)
ψ //

ModL(C)

CAlg(C) // Alg(C).
The proof of Proposition 3.6.4 is somewhat complicated, and will be given at the end of this section.
Remark 3.6.5. Let C⊗ be an ∞-operad, and let A be a commutative algebra object of C⊗. Proposition
3.6.4 implies in particular that the induced map ModCommA → Mod
L
A(C) is an equivalence of ∞-categories.
In other words, if A ∈ Alg(C) can be promoted to a commutative algebra object of C, then the ∞-category
ModLA(C) of left A-modules itself admits the structure of an∞-operad (which is often a symmetric monoidal
∞-category, as we will see in a moment.
Our next goal is to study the ∞-operad structure on ModCommA (C), where A is a commutative algebra
object of a symmetric monoidal∞-category C. The following result reduces the analysis of the tensor product
to the associative setting:
Proposition 3.6.6. Let p : C⊗ → N(Γ) be a symmetric monoidal category compatible with N(∆)op-indexed
colimits, and let A ∈ CAlg(C). Then:
(1) The ∞-operad ModCommA (C)
⊗ is a symmetric monoidal ∞-category.
(2) The functor
ψ : ModCommA (C)
⊗ ×Comm Assoc→ Mod
Assoc
A (C)
⊗
is an Assoc-monoidal functor. Here we identify A ∈ CAlg(C) with its image in AlgAssoc(C).
Proof. We will prove (1) by applying Variant 3.5.15 of Proposition 3.5.14. Note thatModCommA (C)
⊗ → Comm
automatically has units (Example 2.3.3). It will therefore suffice to prove the following:
(∗) For every object X ∈ ModCommA (C)
⊗
〈2〉, there exists a morphism f : X → Y in Mod
Comm
A (C)
⊗ cov-
ering the active morphism 〈2〉 → 〈1〉 in Γ and classified by an operadic q-colimit diagram, where
q : ModCommA (C)
⊗ → Comm denotes the projection.
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Let D denote the subcategory of N(Γ)〈2〉/ whose objects are injective maps 〈2〉 → 〈n〉 and whose mor-
phisms are diagrams
〈m〉
u
!!C
CC
CC
CC
C
〈2〉
==||||||||
// 〈n〉
where u is active, so that D⊲ maps to N(Γ) by a map carrying the cone point of D⊲ to 〈1〉. The categoryD has
an evident forgetful functor D → KComm×Comm{〈2〉}, so thatX determines a functor F0 ∈ FunComm(D,C
⊗).
In view of Theorem 3.4.3, to prove (∗) it will suffice to show that F0 can be extended to an operadic p-colimit
diagram F ∈ FunComm(D
⊲,C⊗).
In view of our assumption on C⊗ and Proposition 2.2.18, the existence of F will follow provided that
we can exhibit a cofinal map φ : N(∆)op → D. We define φ by a variation of Construction 1.3.13. Let J
denote the category whose objects are finite sets S containing a pair of distinct points x, y ∈ S, so we have
a canonical equivalence D ≃ N(J). We will obtain φ as the nerve of a functor φ0 : ∆
op → J, where φ0([n])
is the set of all downward-closed subsets of [n] (with distinguished points given by ∅, [n] ⊆ [n]). To prove
that φ is cofinal, it will suffice to show that for each S = (S, x, y) ∈ J, the category I = ∆op×J JS/ has
weakly contractible nerve. Writing S = S0
∐
{x, y}, we can identify Iop with the category of simplices of the
simplicial set (∆1)S0 . Since (∆1)S0 is weakly contractible, it follows that N(I) is weakly contractible. This
proves (1).
We will prove (2) by applying Variant 3.5.16 of Proposition 3.5.14. Since the functor ψ clearly preserves
units (Corollary 3.4.4), it suffices to verify the following:
(∗′) Let X ∈ ModCommA (C)
⊗
〈2〉, let α : 〈2〉 → 〈1〉 be an active morphism in Assoc, let α0 be its image in
Comm, and let α0 : X → Y be a q-coCartesian morphism in Mod
Comm
A (C)
⊗ lifting α0. Then the
induced morphism α in ModAssocA (C)
⊗ is q′-coCartesian (where q′ : ModAssocA (C)
⊗ → Assoc denotes
the projection).
Using Proposition 2.2.14, we deduce that α0 is classified by an operadic q-colimit diagram
∆1 → ModCommA (C)
⊗.
Applying Theorem 3.4.3, we deduce that the underlying diagram D⊲ → C⊗ is an operadic p-colimit diagram.
By the cofinality argument above, we conclude that α0 induces an operadic p-colimit diagram N(∆
op)⊲ →
C
⊗. It follows from the proof of Theorem 3.5.13 that α is classified by an operadic q′-colimit diagram
∆1 → ModAssocA (C)
⊗, so that α is q′-coCartesian by virtue of Proposition 2.2.14.
Our next result describes an important special feature of the commutative ∞-operad, which makes the
theory of commutative algebras (and their modules) very pleasant to work with:
Theorem 3.6.7. Let C⊗ be a symmetric monoidal ∞-category whose monoidal structure is compatible with
N(∆)op-indexed colimits. Then the map p : ModComm(C)⊗ → CAlg(C)×N(Γ) is a coCartesian fibration.
The proof of Theorem 3.6.7 will require some preliminaries.
Lemma 3.6.8. Let S be an ∞-category and let p : C⊗ → S × N(Γ) be an S-family of ∞-operads. Assume
that:
(a) The composite map p′ : C⊗ → S is a Cartesian fibration; moreover, the image in N(Γ) of any p′-
Cartesian morphism of C⊗ is an equivalence.
(b) For each s ∈ S, the induced map ps : C
⊗
s → N(Γ) is a coCartesian fibration.
(c) The underlying map p0 : C → S is a coCartesian fibration.
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Then:
(1) The map p is a locally coCartesian fibration.
(2) A morphism f in C⊗ is locally p-coCartesian if and only if it factors as a composition f ′′ ◦ f ′, where
f ′ is a ps-coCartesian morphism in C
⊗
s for some s ∈ S (here ps : C
⊗
s → N(Γ) denotes the restriction
of p) and f ′′ : Y → Z is a morphism in C⊗〈n〉 with the following property: for 1 ≤ i ≤ n, there exists a
commutative diagram
Y
f ′′ //

Z

Yi
f ′′i // Zi
where the vertical maps are inert morphisms of C⊗ lying over ρi : 〈n〉 → 〈1〉 and the map f ′′i is a locally
p0-coCartesian morphism in C.
Proof. Let f ≃ f ′ ◦ f ′′ be as in (2), and let y, z ∈ S denote the images of Y, Z ∈ C⊗. Using the equivalences
C
⊗×S×N(Γ)(y, 〈n〉) ≃ C
n
y C
⊗×S×N(Γ)(z, 〈n〉) ≃ C
n
z ,
we deduce that if f ′′ satisfies the stated condition, then f ′′ is locally p-coCartesian. If f ′ is a ps-coCartesian
morphism in C⊗s , then condition (a) and Corollary T.4.3.1.15 guarantee that f
′ is p-coCartesian. Replacing
p by the induced fibration C⊗×S×N(Γ)∆
2 → ∆2 and applying Proposition T.2.4.1.7, we deduce that f is
locally p-coCartesian. This proves the “if” direction of (2).
To prove (1), consider an object X ∈ C⊗ lying over (s, 〈n〉) ∈ S × N(Γ), and let f0 : (s, 〈n〉) → (s′, 〈n′〉)
be a morphism in S ×N(Γ). Then f0 factors canonically as a composition
(s, 〈n〉)
f ′0→ (s, 〈n′〉)
f ′′0→ (s′, 〈n′〉).
Using assumption (b), we can lift f ′0 to a ps-coCartesian morphism f
′ : X → Y in C⊗s , and using (c) we can
lift f ′′0 to a morphism f
′′ : Y → Z in C⊗〈n〉 satisfying the condition given in (2). It follows from the above
argument that f = f ′′ ◦ f ′ is a locally p-coCartesian morphism of C⊗ lifting f0. This proves (1).
The “only if” direction of (2) now follows from the above arguments together with the uniqueness
properties of locally p-coCartesian morphisms.
For the statement of the next lemma, we need to introduce a bit of terminology. Let p : C⊗ → S ×N(Γ)
be as in Lemma 3.6.8, and let f : X → Y be a locally p-coCartesian morphism in C⊗〈n〉 for some n ≥ 0. If
α : 〈n〉 → 〈n′〉 is a morphism in Γ, we will say that f is α-good if the following condition is satsified:
(∗) Let x, y ∈ S denote the images of X,Y ∈ C⊗, and choose morphisms αx : X → X ′ in C
⊗
x and
αy : Y → Y ′ in C
⊗
y which are px and py-coCartesian lifts of α, respectively, so that we have a
commutative diagram
X
f //
αx

Y
αy

X ′
f ′ // Y ′.
Then f ′ is locally p-coCartesian.
Lemma 3.6.9. Let p : C⊗ → S ×N(Γ) be as in Lemma 3.6.8. The following conditions are equivalent:
(1) The map p is a coCartesian fibration.
(2) For every morphism f : X → Y in C⊗〈n〉 and every morphism α : 〈n〉 → 〈n
′〉, the morphism f is α-good.
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(3) For every morphism f : X → Y in C⊗〈n〉 where n ∈ {0, 2} and every active morphism α : 〈n〉 → 〈1〉, the
morphism f is α-good.
Proof. The implication (1)⇒ (2) follows from Proposition T.2.4.1.7 and the implication (2)⇒ (3) is obvious.
We next prove that (2)⇒ (1). Since p is a locally coCartesian fibration (Lemma 3.6.8), it will suffice to show
that if f : X → Y and g : Y → Z are locally p-coCartesian morphsims in C⊗, then g◦f is locally p-coCartesian
(Proposition T.2.4.2.8). Using Lemma 3.6.8, we can assume that f = f ′′ ◦ f ′, where f ′ is p-coCartesian and
f ′′ is a locally p-coCartesian morphism in C⊗〈n〉 for some n ≥ 0. To prove that g ◦ f ≃ (g ◦ f
′′) ◦ f ′ is locally
p-coCartesian, it will suffice to show that g ◦ f ′′ is locally p-coCartesian. We may therefore replace f by
f ′′ and thereby assume that f has degenerate image in N(Γ). Applying Lemma 3.6.8 again, we can write
g = g′′ ◦ g′ where g′ : Y → Y ′ is a p-coCartesian morphism in C⊗y covering some map α : 〈n〉 → 〈n
′〉, and g′′
is a locally p-coCartesian morphism in C⊗〈n′′〉. Let x denote the image of X in S, and let k : X → X
′ be a
p-coCartesian morphism in C⊗x lying over α. We have a commutative diagram
X
k //

Y
g′

g
  A
AA
AA
AA
A
X ′
h // Y ′
g′′ // Z.
Since f is α-good (by virtue of assumption (2)), we deduce that h is locally p-coCartesian. To prove that
g ◦ f ≃ (g′′ ◦ h) ◦ k is locally p-coCartesian, it will suffice (by virtue of Lemma 3.6.8) to show that g′′ ◦ h
is locally p-coCartesian. We claim more generally that the collection of locally p-coCartesian edges in C⊗〈n〉
is closed under composition. This follows from the observation that C⊗〈n〉 → S is a coCartesian fibration
(being equivalent to a fiber power of the coCartesian fibration p0 : C → S). This completes the proof that
(2)⇒ (3).
We now prove that (3) ⇒ (2). Let us say that a morphism α : 〈n〉 → 〈m〉 is perfect if every locally p-
coCartesian morphism f in C⊗〈n〉 is α-good. Assumption (3) guarantees that the active morphisms 〈2〉 → 〈1〉
and 〈0〉 → 〈1〉 are perfect; we wish to prove that every morphism in Γ is perfect. This follows immediately
from the following three claims:
(i) If α : 〈n〉 → 〈m〉 is perfect, then for each k ≥ 0 the induced map 〈n+ k〉 → 〈m+ k〉 is perfect.
(ii) The unique (inert) morphism 〈1〉 → 〈0〉 is perfect.
(iii) The collection of perfect morphisms in Γ is closed under composition.
Assertions (i) and (ii) are obvious. To prove (iii), suppose that we are given perfect morphisms α : 〈n〉 → 〈m〉
and β : 〈m〉 → 〈k〉. Let f : X → Y be a locally p-coCartesian morphism in C⊗〈n〉, and form a commutative
diagram
X
f //

Y

X ′
f ′ //

Y ′

X ′′
f ′′ // Y ′′
where the upper vertical maps are p-coCartesian lifts of α and the lower vertical maps are p-coCartesian
lifts of β. Since α is perfect, the map f ′ is locally p-coCartesian. Since β is perfect, the map f ′′ is locally
p-coCartesian, from which it follows that f is β ◦ α-good as desired.
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Lemma 3.6.10. Let C⊗ → Assoc be a coCartesian fibration of ∞-operads such that the induced Assoc-
monoidal structure on C is compatible with N(∆)op-indexed colimits. Then the forgetful map θ : ModL(C)→
Alg(C) is a coCartesian fibration.
Proof. Corollary M.2.3.3 guarantees that θ is a Cartesian fibration. The assertion that θ is a coCartesian
fibration follows from Proposition T.5.2.2.5 and Lemma M.4.5.12.
Proof of Theorem 3.6.7. We first show that p is a locally coCartesian fibration by verifying the hypotheses
of Lemma 3.6.8:
(a) The map p′ : ModComm(C)⊗ → CAlg(C) is a Cartesian fibration by virtue of Corollary 3.3.4; moreover,
a morphism f in ModComm(C)⊗ is p′-Cartesian if and only if its image in C⊗ is an equivalence (which
implies that its image in N(Γ) is an equivalence).
(b) For each A ∈ CAlg(C), the fiber ModCommA (C)
⊗ is a symmetric monoidal ∞-category (Proposition
3.6.6).
(c) The map p0 : Mod
Comm(C)→ CAlg(C) is a coCartesian fibration. This follows from Proposition 3.6.4,
because the forgetful functor ModL(C)→ Alg(C) is a coCartesian fibration (Lemma 3.6.10).
To complete the proof, it will suffice to show that p satisfies condition (3) of Lemma 3.6.9. Fix a map
f0 : A→ B in CAlg(C) and a locally p-coCartesian morphism f :MA →MB in Mod
Comm(C)⊗〈n〉 covering f ;
we wish to prove that f is α-good, where α : 〈n〉 → 〈1〉 is the unique active morphism (here n = 0 or n = 2).
Let D⊗ = ModOA(C)
⊗. Proposition 3.6.6 implies that D⊗ is a symmetric monoidal∞-category, Propositions
3.6.4 and Corollary M.2.3.7 imply that D admits N(∆)op-indexed colimits, and Proposition M.4.5.10 implies
that the symmetric monoidal structure on D is compatible with N(∆)op-indexed colimits. Corollary 3.2.8
implies that the forgetful functor ModComm(D)⊗ → ModComm(C)⊗ ×CAlg(C) CAlg(C)
A/ is an equivalence of
∞-categories. Replacing C⊗ by D⊗, we may assume without loss of generality that A is a unit algebra in
C
⊗.
Suppose first that n = 0. Unwinding the definitions, we are required to show that if MA → M ′A and
MB → M ′B are morphisms Mod
Comm(C)⊗ which exhibit M ′A ∈ Mod
Comm
A (C) as a pA-unit (see Definition
2.3.1; here pA : Mod
O
A(C)
⊗ → O⊗ denotes the restriction of p) and M ′B ∈ Mod
Comm
B (C) as a pB-unit (where
pB is defined similarly), then the induced map f
′ : M ′A → M
′
B is locally p-coCartesian. Using Corollary
3.3.4, it suffices to show that φ(f ′) is an equivalence, where φ : ModO(C)→ C is the forgetful functor. Using
Corollary 3.4.4 and Proposition 3.6.4, this translates into the following assertion: the map A→ B exhibits
B as the free left B-module generated by A. This follows from Proposition M.2.4.2.
We now treat the case n = 2. Since A is a unit algebra, Proposition 2.3.12 allows us to identify MA
with a pair of objects P,Q ∈ C. We can identify MB with a pair of objects PB, QB ∈ Mod
Comm
B (C). Using
the equivalence of Proposition 3.6.4, we will view PB as a right B-module object of C, and QB as a left
B-module object of C. Unwinding the definitions (and using Proposition 3.6.6), it suffices to show that
the canonical map f ′ : P ⊗ Q → (PB ⊗B QB) exhibits the relative tensor product PB ⊗B QB as the free
B-module generated by P ⊗Q. Using the push-pull formula (Proposition M.4.5.13), we obtain a canonical
identification PB ⊗B QB ≃ P ⊗A QB ≃ P ⊗ QB. According to Proposition M.2.4.2, it will suffice to show
that f ′ induces an equivalence φ : P ⊗ Q ⊗ B → P ⊗ QB. It now suffices to observe that φ is equivalent
to the tensor product of the identity map idP with the equivalence Q ⊗ B ≃ QB provided by Proposition
M.2.4.2.
We now return to the proof of Proposition 3.6.4.
Proof of Proposition 3.6.4. Consider the functor Φ :∆op×[1]→ (Γ)〈1〉/ described as follows:
• For n ≥ 0, we have Φ([n], 0) = (α : 〈1〉 → ψ([n] ⋆ [0])), where ψ denotes the composition of the functor
φ : ∆op → Assoc with the forgetful functor Assoc → Γ and α : 〈1〉 → ψ([n] ⋆ [0]) carries 1 ∈ 〈1〉 to
the point [n] ∈ ψ([n] ⋆ [0]).
156
• For n ≥ 0, we have Φ([n], 1) = (α : 〈1〉 → ψ([n])), where α is the null morphism given by the
composition 〈1〉 → 〈0〉 → ψ([n]) ≃ 〈n〉.
Let I0 denote the full subcategory of (Γ)〈1〉/ spanned by the semi-inert morphisms 〈1〉 → 〈n〉. We observe
that Φ defines a functor ∆op×[1] → I0. Let I denote the categorical mapping cylinder of the functor Φ.
More precisely, the category I is defined as follows:
• An object of I is either an object α : 〈1〉 → 〈n〉 of I0 or an object ([n], i) of ∆
op×[1].
• Morphisms in I are defined as follows:
HomI(α, α
′) = HomI0(α, α
′) HomI(([n], i), ([n
′], i′)) = Hom∆op ×[1](([n], i), ([n
′], i′))
HomI(α, ([n], i)) = HomI0(α,Φ([n], i)) HomI(([n], i), α) = ∅.
The full subcategory of KComm×Comm〈1〉 spanned by the null morphisms 〈1〉 → 〈n〉 is actually isomor-
phic (rather than merely equivalent) to Comm. Consequently, we have an isomorphism ModComm(C) ≃
Mod
Comm
(C), where the latter can be identified with a full subcategory of FunComm(N(I0),C
⊗). We regard
N(I) as equipped with a forgetful functor to Comm, given by composing the retraction r : I → I0 with the
forgetful functor N(I0)→ Comm. Let D denote the full subcategory of FunComm(N(I),C
⊗) spanned by those
functors F which satisfy the following conditions:
(i) The restriction of F to N(I0) belongs to Mod
Comm(C).
(ii) For every object ([n], i) ∈∆op×[1], the canonical map F (Φ([n], i))→ F ([n], i) is an equivalence in C⊗
(equivalently: F is a p-left Kan extension of F |N(I0)).
Let I′ denote the full subcategory of I spanned by those objects corresponding to null morphisms 〈1〉 → 〈n〉
in Γ or having the form α : 〈1〉 → 〈n〉 where α is null, or pairs ([n], i) ∈∆op×[1] where i = 1. Let D′ denote
the full subcategory of FunComm(N(I
′),C⊗) spanned by those functors F satisfying the following conditions:
(i′) The restriction of F to N(I0 ∩ I
′) belongs to CAlg(C).
(ii′) For n ≥ 0, the canonical map F (Φ([n], 1)) → F ([n], 1) is an equivalence in C⊗ (equivalently: F is a
p-left Kan extension of F |N(I0 ∩ I
′)).
Using Proposition T.4.3.2.15, we deduce that inclusion I0 →֒ I induces a trivial Kan fibrations
D → ModComm(C) D0 → CAlg(C).
We have a commutative diagram
ModComm(C) //

D

// ModL(C)

CAlg(C) // D′ // Alg(C)
where the horizontal maps on the left are given by composition with the retraction r (since these are sections
of the trivial Kan fibrations above, they are categorical equivalences) and the horizontal maps on the right
are given by composition with the inclusion ∆op×[1] →֒ I. Consequently, it will suffice to prove that the
square on the right is a homotopy pullback diagram. Since the vertical maps in this square are categorical
fibrations between ∞-categories, it will suffice to show that the map D → ModL(C) ×Alg(C) D
′ is a trivial
Kan fibration. Let I′′ denote the full subcategory of I spanned by the objects of I′ and∆op×[1]. We observe
that ModL(C)×Alg(C) D
′ can be identified with the full subcategory of D′′ ⊆ FunComm(N(I
′′),C⊗) spanned
by those functors F which satisfy conditions (i′), (ii′), and the following additional condition:
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(iii′) The restriction of F to N(∆)op ×∆1 is a left module object of C.
We wish to prove that D → D′′ is a trivial Kan fibration. In view of Proposition T.4.3.2.15, it will suffice
to prove the following:
(a) Every functor F0 ∈ D
′′ admits a p-right Kan extension F ∈ FunComm(N(I),C
⊗).
(b) Let F ∈ FunComm(N(I),C
⊗) be a functor such that F0 = F |N(I
′′) ∈ D′′. Then F ∈ D if and only if F
is a p-right Kan extension of F0.
We first prove (a). Let F0 ∈ D
′′, and consider an object α : 〈1〉 → 〈n〉 of I which does not belong to I′′,
and let i = α(1) ∈ 〈n〉◦. Let J = I′′×I Iα/. We wish to prove that the diagram N(J) → C
⊗ determined by
F0 can be extended to a p-limit diagram covering the map
N(J)⊳ → N(Iα/)
⊳ → N(I)→ N(Γ).
Let J0 denote the full subcategory of J spanned by the objects of I
′×I Iα/ together with those maps α →
([m], 0) in I for which the underlying map u : 〈n〉 → ψ([m]⋆[0]) satisfies the following condition: if u(j) = u(i)
for j ∈ 〈n〉◦, then i = j. It is not difficult to see that the inclusion J0 ⊆ J admits a right adjoint, so that
N(J0)
op ⊆ N(J)op is cofinal. Consequently, it will suffice to show that the induced map G : N(J0)→ C
⊗ can
be extended to a p-limit diagram (compatible with the underlying map N(J0)
⊳ → N(Γ)).
Let J1 denote the full subcategory of J0 spanned by the objects of I
′×I Iα/ together with the morphism
s : α → ([0], 0) in I given by the map ρi : 〈n〉 → ψ([0] ⋆ [0]) ≃ 〈1〉. We claim that G is a p-right Kan
extension of G|N(J1). To prove this, consider an arbitrary object J ∈ J0 which does not belong to J1, which
we identify with a map t : α→ ([m], 0) in I. We have a commutative diagram
(t : α→ ([m], 0)) //

(s : α→ ([0], 0))

(t′ : α→ ([m], 1)) // (s′α→ ([0], 1)
in J0, which we can identify with a diagram s → s
′ ← t′ in (J0)J/ ×J0 J1. Using Theorem T.4.1.3.1, we
deduce that this diagram determines a cofinal map Λ20 → N((J0)J/×J0 J1)
op. Consequently, to prove that G
is a p-right Kan extension of G|N(J1), it suffices to verify that the diagram
F0([m], 0) //

F0([0], 0)

F0([m], 1) // F0([m], 1)
is a p-limit diagram, which follows from (iii′). Using Lemma T.4.3.2.7, we are are reduced to proving that
G1 = G|N(J1) can be extended to a p-limit diagram lifting the evident map N(J1)
⊳ → N(Γ).
Let β : 〈n〉 → 〈n− 1〉 be an inert morphism such that β(i) = ∗, and let α′ : 〈1〉 → 〈n− 1〉 be given by the
composition β ◦α. Let J2 denote the full subcategory of J1 spanned by the map s : α→ ([0], 0), the induced
map s′ : α → ([0], 1), and the natural transformation α → α′ induced by β. Using Theorem T.4.1.3.1,
we deduce that the inclusion N(J2)
op ⊆ N(J1)
op is cofinal. Consequently, we are reduced to proving that
G2 = G|N(J2) can be extended to a p-limit diagram lifting the evident map N(J2)
⊳ → N(Γ). In other words,
we must find a p-limit diagram
F (α) //

F0([0], 0)

F0(α
′) // F0([0], 1)
158
covering the diagram
〈n〉
β

ρi // 〈1〉

〈n− 1〉 // 〈0〉
in Γ. The existence of such a diagram follows immediately from our assumption that p : C⊗ → N(Γ) is
an ∞-operad (see Proposition 1.10.3). This completes the proof of (a). Moreover, the proof also gives the
following analogue of (b):
(b′) Let F ∈ FunComm(N(I),C
⊗) be a functor such that F0 = F |N(I
′′) ∈ D′′. Then F is a p-right Kan
extension of F0 if and only if it satisfies the following condition:
(∗) For every object α : 〈1〉 → 〈n〉 of I which does not belong to I′′, the induced diagram
F (α)
u //
v

F0([0], 0)

F0(α
′) // F0([0], 1)
is a p-limit diagram.
We observe that (∗) can be reformulated as follows:
(∗′) For every object α : 〈1〉 → 〈n〉 of I which does not belong to I′′, the induced morphisms u : F (α) →
F0([0], 0) and v : F (α)→ F0(α′) are inert.
To complete the proof, it will suffice to show that if F ∈ FunComm(N(I),C
⊗) satisfies (i′), (ii′), and
(iii′), then F satisfies condition (∗′) if and only if it satisfies conditions (i) and (ii). We first prove the “if”
direction. The assertion that v is inert follows immediately from (i). To see that u is inert, choose a map
u0 : α → ([n − 1], 0) in I corresponding to an isomorphism 〈n〉 ≃ ψ([n − 1] ⋆ [0]), so that u factors as a
composition
F (α)
F (u0)
→ F ([n− 1], 0)
F (u1)
→ F ([0], 0).
The map F (u0) is inert by virtue of (ii), and the map F (u1) is inert by virtue of (iii
′).
We now prove the “only if” direction. Suppose that F satisfies (i′), (ii′), (iii′), and (∗′). We first claim
that F satisfies (i). Let f : α → β be a morphism in I0 whose image in Γ is inert; we wish to prove that
F (f) is an inert morphism in C⊗. If α ∈ I′, then this follows from assumption (i′). If β ∈ I′ and α /∈ I′, then
we can factor f as a composition
α
f ′
→ α′
f ′′
→ β
where α′ ∈ I′ is defined as above. Then F (f ′′) is inert by virtue of (i′), while F (f ′) is inert by (∗′), so that
F (f) is inert as desired. Finally, suppose that β : 〈1〉 → 〈m〉 does not belong to I′, so that β(1) = i ∈ 〈m〉◦.
To prove that F (f) is inert, it will suffice to show that for each j ∈ 〈m〉◦, there exists an inert morphism
γj : F (β)→ Cj′ in C
⊗ covering ρj : 〈m〉 → 〈1〉 such that γj ◦ F (f) is inert. If j 6= i, we can take γj = F (g),
where βj = ρ
j ◦ β and g : β → βj is the induced map; then βj ∈ I
′ so that F (g) and F (g ◦ f) are both
inert by the arguments presented above. If i = j, we take γj = F (g) where g is the map β → ([0], 0) in I
determined by ρi. Then F (g) and F (g ◦ f) are both inert by virtue of (∗′). This completes the proof of (i).
We now prove (ii). Let ([n], i) ∈ N(∆)op × ∆1, let α = Ψ([n], i) ∈ I0, and let f : α → ([n], i) be the
canonical morphism in I. We wish to prove that F (f) is an equivalence in C⊗. If i = 1, this follows from
(ii′). Assume therefore that i = 0. Observe that α can be identified with the morphism 〈1〉 → 〈n+ 1〉
carrying 1 ∈ 〈1〉 to n + 1 ∈ 〈n+ 1〉. To prove that F (f) is an equivalence, it will suffice to show that for
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each j ∈ 〈n+ 1〉◦, there exists an inert morphism γj : F ([n], 0)→ Ci in C
⊗ covering ρj : 〈n+ 1〉 → 〈1〉 such
that γj ◦ F (f) is also inert. If j 6= n + 1, we take γj = F (g), where g : ([n], 0) → ([1], 1) is a morphism in
∆op×[1] covering the map ρi. Then γj is inert by virtue of (iii′), while γj ◦F (f) ≃ F (g ◦ f) can be written
as a composition
F (α)
F (h′)
→ F (α′)
F (h′′)
→ F (r([1], 1))
F (h′′′)
→ F ([1], 1).
Assumption (∗) guarantees that F (h′) is inert, assumption (i′) guarantees that F (h′′) is inert, and assumption
(ii′) guarantees that F (h′′′) is inert. It follows that F (h′′′ ◦ h′′ ◦ h′) ≃ F (g ◦ f) is inert as desired. In the
case j = n + 1, we instead take γj = F (g) where g : ([n], 0) → ([0], 0) is the morphism in I determined
by the map [0] → [n] in ∆ carrying 0 ∈ [0] to n ∈ [n]. Then γj = F (g) is inert by virtue of (iii′), while
γj ◦ F (f) ≃ F (g ◦ f) is inert by virtue of (∗′).
4 Commutative Ring Spectra
Our goal in this section is to apply our general formalism of symmetric monoidal∞-categories, algebras, and
modules in the setting of stable homotopy theory. We will begin in §4.1 by showing that the ∞-category Sp
of spectra admits a symmetric monoidal structure, given concretely by the classical smash product of spectra.
This allows us to make sense of commutative algebra objects of Sp. In §4.2 we will study these commutative
algebras, which we refer to as E∞-rings (or sometimes as E∞-ring spectra).
To facilitate the comparison of our theory of E∞-rings with more classical approaches to the study
of structured ring spectra, we will prove in §4.3 a rectification result (Theorem 4.3.22) which implies, in
particular, that the ∞-category of E∞-rings can be identified with the underlying ∞-category of a model
category whose objects are commutative monoids in the category of symmetric spectra (Example 4.3.24).
4.1 Commutativity of the Smash Product
In §M.4, we showed that the ∞-category Sp of spectra admits an essentially unique monoidal structure,
subject to the condition that the tensor product ⊗ : Sp× Sp → Sp preserve colimits separately in each
variable (Corollary M.4.2.6). The induced monoidal structure on the stable homotopy category hSp agrees
with the classical smash product operation on spectra. In fact, the classical smash product endows hSp with
the structure of a symmetric monoidal category: given a pair of spectra X and Y , there is a homotopy
equivalence of spectra X ⊗ Y ≃ Y ⊗ X , which is well-defined up to homotopy. The goal of this section is
to explain this observation by showing that the monoidal structure on Sp can be promoted to a symmetric
monoidal structure. We will obtain this result by a refinement of the method used in §M.4.
We begin by reviewing a bit of classical category theory. Let C be a monoidal category. The category
Fun(Cop, Set) of presheaves of sets on C then inherits a monoidal structure, which is characterized by the
following assertions:
(1) The Yoneda embedding C → Fun(Cop, Set) is a monoidal functor.
(2) The tensor product functor ⊗ : Fun(Cop, Set)× Fun(Cop, Set)→ Fun(Cop, Set) preserves colimits sepa-
rately in each variable.
The bifunctor ⊗ : Fun(Cop, Set)×Fun(Cop, Set)→ Fun(Cop, Set) is called the Day convolution product. More
concretely, this operation is given by the composition
Fun(Cop, Set)× Fun(Cop, Set) → Fun(Cop×Cop, Set× Set)
φ
→ Fun(Cop×Cop, Set)
φ′
→ Fun(Cop, Set)
where φ is induced by the Cartesian product functor Set× Set→ Set, and φ′ is given by left Kan extension
along the functor Cop×Cop → Cop determined by the monoidal structure on C.
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Our first goal in this section is to introduce an ∞-categorical version of the Day convolution product.
For this, we need to recall a bit of terminology from §T.5.3.6.
Notation 4.1.1. Given a pair of collections of diagrams R1 = {pα : K
⊲
α → C1} and R2 = {qα : K
⊲
β → C2}, we
let R1⊙R2 denote the collection of all diagrams r : K
⊲ → C1×C2 satisfying one of the following conditions:
(1) There exists an index α and an object C2 ∈ C2 such that K = Kα and r is given by the composition
K⊲ ≃ K⊲α × {C2}
pα→ C1×C2 .
(2) There exists an index β and an object C1 ∈ C1 such that K = Kβ and r is given by the composition
K⊲ ≃ {C1} ×K
⊲
β
qβ
→ C1×C2 .
The operation ⊙ is coherently associative (and commutative). In other words, if for each 1 ≤ i ≤ n we
are given an ∞-category Ci and a collection Ri of diagrams in Ci, then we have a well-defined collection
R1⊙ . . .⊙Rn of diagrams in the product C1× . . .× Cn. so there is no ambiguity in writing expressions such
as R1⊙ . . .⊙ Rn. In the case n = 0, we agree that this product coincides with the empty set of diagrams in
the final ∞-category ∆0.
We now proceed to construct a very large diagram of large symmetric monoidal ∞-categories. First, we
need a bit more notation.
Notation 4.1.2. Let Ĉat∞ denote the ∞-category of (not necessarily small) ∞-categories. Then Ĉat∞
admits finite products. Consequently, there a Cartesian symmetric monoidal structure on Ĉat∞. For conve-
nience, we will give an explicit construction of this symmetric monoidal structure.
Let A be the category of (not necessarily small) marked simplicial sets, as defined in §T.3.1. Then A has
the structure of a simplicial symmetric monoidal model category, where the symmetric monoidal structure
is given by Cartesian product. We let Ĉat
⊗
∞ denote the ∞-category N(A
⊗,o) appearing in the statement of
Proposition 4.3.13. More concretely:
(i) The objects of Ĉat
⊗
∞ are finite sequences [X1, . . . , Xn], where each Xi is an ∞-category.
(ii) Given a pair of objects [X1, . . . , Xn], [Y1, . . . , Ym] ∈ Ĉat
⊗
∞, a morphism from [X1, . . . , Xn] to [Y1, . . . , Ym]
consists of a map α : 〈n〉 → 〈m〉 and a collection of functors ηj :
∏
α(i)=j Xi → Yj .
Let P denote the collection of all classes of simplicial sets, partially ordered by inclusion. We define a
subcategory M of Ĉat
⊗
∞ ×N(P ) as follows:
(iii) An object ([X1, . . . , Xn],K) of Ĉat
⊗
∞ × N(P ) belongs to M if and only if each of the ∞-categories Xi
admits K-indexed colimits.
(iv) Let f : ([X1, . . . , Xn],K) → ([Y1, . . . , Ym],K
′) be a morphism in Ĉat
⊗
∞ × N(P ), covering a map α :
〈n〉 → 〈m〉 in Γ. Then f belongs to M if and only if each of the associated functors∏
α(i)=j
Xi → Yj
preserves K-indexed colimits separately in each variable.
Proposition 4.1.3. In the situation of Notation 4.1.2, the canonical map p : M → N(Γ) × N(P ) is a
coCartesian fibration.
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Proof. We first show that p is a locally coCartesian fibration. Suppose given an object ([C1, . . . ,Cn],K) in
M, and a morphism α : (〈n〉,K) → (〈m〉,K′) in N(Γ) × N(P ). We wish to show that α can be lifted to a
locally p-coCartesian morphism in M. Supplying a lift of α is tantamount to choosing a collection of functors
fj :
∏
α(i)=j
Ci → Dj
for 1 ≤ j ≤ m, such that Dj admits K
′-indexed colimits, and fj preserves K-indexed colimits separately in
each variable. For 1 ≤ i ≤ n, let Ri denote the collection of all colimit diagrams in Ci, indexed by simplicial
sets belonging to K. We now set Dj = P
K
′
R (
∏
α(i)=j Ci), where R denotes the ⊙-product of {Ri}α(i)=j (we
refer the reader to §T.5.3.6 for an explanation of this notation). It follows from Proposition T.5.3.6.2 that
the functors {fj}1≤j≤m assemble to a locally p-coCartesian morphism in M.
To complete the proof that p is a coCartesian fibration, it will suffice to show that the locally p-coCartesian
morphisms are closed under composition (Proposition T.2.4.2.8). In view of the construction of locally p-
coCartesian morphisms given above, this follows immediately from Proposition T.5.3.6.11.
Remark 4.1.4. Let K be a collection of simplicial sets, and define Ĉat
⊗
∞(K) denote the fiber product
M×N(P ){K}; here M and P are defined as in Notation 4.1.2. It follows from Proposition 4.1.3 that the
projection Ĉat
⊗
∞(K)→ N(Γ) determines a symmetric monoidal structure on the ∞-category
Ĉat∞(K) = M×N(Γ×P ){(〈1〉,K)}.
Here we may identify Ĉat∞(K) with the ∞-category of (not necessarily small) ∞-categories which admit
K-indexed colimits, with morphisms given by functors which preserve K-indexed colimits. In the case K = ∅,
this monoidal structure coincides with the Cartesian monoidal structure (see Notation 4.1.2).
The coCartesian fibration p of Proposition 4.1.3 classifies a functor N(Γ)×N(P )→ Ĉat∞, which we may
identify with a functor from N(P ) to the∞-category of commutative monoid objects of Ĉat∞. Consequently,
we obtain a functor from P to the∞-category of symmetric monoidal∞-categories. In other words, if K ⊆ K′
are collections of simplicial sets, then we obtain a symmetric monoidal functor from Ĉat∞(K) to Ĉat∞(K
′).
It follows from the proof of Proposition 4.1.3 that this functor is given on objects by the formula C 7→ PK
′
K (C).
Remark 4.1.5. Let K ⊆ K′ be collections of simplicial sets. We have an evident inclusion of ∞-categories
Ĉat
⊗
∞(K
′) ⊆ Ĉat
⊗
∞(K), which we can view as a lax symmetric monoidal functor from Ĉat∞(K
′) to Ĉat∞(K).
The ∞-category M of Notation 4.1.2 determines a correspondence which realizes this forgetful functor as
the right adjoint to the symmetric monoidal functor PK
′
K .
Let K be a collection of simplicial sets. Recall that the ∞-category Ĉat
sMon
∞ of symmetric monoidal ∞-
categories is canonically equivalent to the∞-category of commutative algebra objects CAlg(Ĉat∞) (Example
1.4.13 and Proposition 1.4.14). Under this equivalence, the subcategory CAlg(Ĉat∞(K)) corresponds to
the subcategory of Ĉat
sMon
∞ whose objects are symmetric monoidal ∞-categories C which admit K-indexed
colimits such that the tensor product C×C → C preserves K-indexed colimits separately in each variable, and
whose morphisms are symmetric monoidal functors which preserve K-indexed colimits. Given an inclusion
K ⊆ K′ of collections of simplicial sets, the induced inclusion
CAlg(Ĉat∞(K
′)) ⊆ CAlg(Ĉat∞(K))
admits a left adjoint, given by composition with the symmetric monoidal functor PK
′
K . Contemplating the
unit of this adjunction, we arrive at the following result:
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Proposition 4.1.6. Let K ⊆ K′ be collections of simplicial sets. Let C be a symmetric monoidal ∞-category.
Assume that C admits K-indexed colimits, and that the tensor product ⊗ : C×C → C preserves K-indexed
colimits separately in each variable. Then there exists a symmetric monoidal functor C⊗ → D⊗ with the
following properties:
(1) The ∞-category D admits K′-indexed colimits. Moreover, the tensor product ⊗ : D×D → D preserves
K
′-indexed colimits separately in each variable.
(2) The underlying functor f : C → D preserves K-indexed colimits.
(3) For every ∞-category E which admits K′-indexed colimits, composition with f induces an equivalence
of ∞-categories FunK′(D,E) → FunK(C,E). In particular, f induces an identification D ≃ P
K
′
K (C),
and is therefore fully faithful (Proposition T.5.3.6.2).
(4) If E is a symmetric monoidal∞-category which admits K′-indexed colimits, such that the tensor product
⊗ : E×E → E preserves K′-indexed colimits separately in each variable, then the induced map
FunsMonK′ (D,E)→ FunK(C,E)
is an equivalence of ∞-categories.
Specializing to the case where K = ∅ and K′ is the class of all small simplicial sets, we deduce the
existence of the following analogue of the Day convolution product:
Corollary 4.1.7. Let C be a small symmetric monoidal∞-category. Then there exists a symmetric monoidal
structure on the ∞-category P(C) of presheaves on C. It is characterized up to (symmetric monoidal) equiv-
alence by the following properties:
(1) The Yoneda embedding j : C → P(C) can be extended to a symmetric monoidal functor.
(2) The tensor product ⊗ : P(C)× P(C)→ P(C) preserves small colimits separately in each variable.
Proof. The existence of the desired symmetric monoidal structures on P(C) and j follows from Proposition
4.1.6. The uniqueness follows from the universal property given in assertion (3) of Proposition 4.1.6).
Applying the same argument to the case where K = ∅ and K′ is the class of all small filtered simplicial
sets, we deduce the following:
Corollary 4.1.8. Let C be a small symmetric monoidal∞-category. Then there exists a symmetric monoidal
structure on the ∞-category Ind(C) of Ind-objects on C. It is characterized up to (symmetric monoidal)
equivalence by the following properties:
(1) The Yoneda embedding j : C → Ind(C) can be extended to a symmetric monoidal functor.
(2) The tensor product ⊗ : Ind(C) × Ind(C) → Ind(C) preserves small filtered colimits separately in each
variable.
Moreover, if C admits finite colimits, and the tensor product ⊗ : C×C → C preserves finite colimits separately
in each variable, then assertion (2) can be strengthened as follows:
(2′) The tensor product functor ⊗ : Ind(C) × Ind(C) → Ind(C) preserves small colimits separately in each
variable.
Proof. Only assertion (2′) requires proof. For each D ∈ Ind(C), let eD denote the functor C 7→ C ⊗ D.
Let D denote the full subcategory spanned by those objects D ∈ Ind(C) such that the functor eD preserves
small colimits separately in each variable. We wish to prove that D = Ind(C). Assertion (2) implies that
the correspondence D 7→ eD is given by a functor Ind(C) → Fun(Ind(C), Ind(C)) which preserves filtered
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colimits. Consequently, D is stable under filtered colimits in Ind(C). It will therefore suffice to show that D
contains the essential image of j.
Let C ∈ C. Since the Yoneda embedding j is a symmetric monoidal functor, we have a homotopy
commutative diagram
C
eC //
j

C
j

Ind(C)
ej(C) // Ind(C).
The desired result now follows from Proposition T.5.5.1.9, since ej(C) preserves filtered colimits and j ◦ eC
preserves finite colimits.
Remark 4.1.9. The above analysis can be carried out without essential change in the context of (not
necessarily symmetric) monoidal ∞-categories, and Corollaries 4.1.7 and 4.1.8 have evident analogues in
that setting.
The∞-category Ĉat
LPr
∞ of presentable∞-categories can be identified with a full subcategory of Ĉat∞(K),
where K is the collection of all small simplicial sets.
Proposition 4.1.10. Let K denote the collection of all small simplicial sets. The ∞-category Ĉat
LPr
∞ of
presentable ∞-categories is closed under the tensor product ⊗ : Ĉat∞(K) ⊗ Ĉat∞(K) → Ĉat∞(K), and
therefore inherits a symmetric monoidal structure (Proposition 1.7.1).
Proof. Corollary 4.1.7 implies that the unit object of Ĉat∞(K) is given by P(∆
0) ≃ S, which is a presentable
∞-category. It will therefore suffice to show that if C and C′ are two presentable ∞-categories, then their
tensor product C⊗C′ in Ĉat∞(K) is likewise presentable. If C = P(C0) and C
′ = P(C′0) for a pair of small
∞-categories C0 and C
′
0, then Corollary 4.1.7 yields an equivalence C⊗C
′ ≃ P(C0×C
′
0), so that C⊗C
′ is
presentable as desired. In view of Theorem T.5.5.1.1, every presentable ∞-category is a localization of an
∞-category of presheaves. It will therefore suffice to prove the following:
(∗) Let C and C′ be presentable ∞-categories, and assume that the tensor product C⊗C′ is presentable.
Let S be a (small) set of morphisms in C. Then the tensor product S−1 C⊗C′ is presentable.
To prove (∗), we choose a (small) set of objects M = {C′α} which generates C
′ under colimits. Let
f : C×C′ → C⊗C′ be the canonical map, and let T be the collection of all morphisms in C⊗C′ having the
form f(s× idC′), where s ∈ S and C′ ∈M . Consider now the composition
g : S−1 C×C′ ⊆ C×C′
f
→ C⊗C′
L
→ T−1(C⊗C′),
where L is a left adjoint to the inclusion T−1(C⊗C′) ⊆ C⊗C′. We claim that g exhibits T−1(C⊗C′) as a
tensor product of S−1 C with C′. In other words, we claim that if D is an arbitrary∞-category which admits
small colimits, then composition with g induces an equivalence
FunK(T
−1(C⊗C′),D)→ FunK⊙K(S
−1 C×C′,D).
The left hand side can be identified with the full subcategory of FunK(C⊗C
′,D) spanned by those functors
which carry each morphism in T to an equivalence. Under the equivalence
FunK(C⊗C
′,D) ≃ FunK⊙K(C×C
′,D) ≃ FunK(C,FunK(C
′,D)),
this corresponds to the full subcategory spanned by those functors F : C → FunK(C
′,D) which carry
each morphism in S to an equivalence. This ∞-category is equivalent to FunK(S−1 C,FunK(C
′,D)) ≃
FunK⊙K(S
−1 C×C′,D), as desired.
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Remark 4.1.11. Proposition 4.1.10 yields a symmetric monoidal structure Ĉat
Pr,⊗
∞ → N(Γ) on the ∞-
category Ĉat
LPr
∞ of presentable ∞-categories. By restriction, we obtain also a monoidal structure on Ĉat
LPr
∞ .
Unwinding the definitions, we see that this monoidal structure coincides up to isomorphism with the monoidal
structure constructed in §M.4.1.
Notation 4.1.12. Let Ĉat
σ,⊗
∞ ⊆ Ĉat
Pr,⊗
∞ denote the full subcategory spanned by the objects [X1, . . . , Xn]
where each Xi is a stable presentable ∞-category.
Remark 4.1.13. Let Ĉat
LPr,σ
∞ denote the full subcategory of Ĉat
LPr
∞ spanned by the stable ∞-categories.
In view of Corollary S.15.5, the inclusion Ĉat
LPr,σ
∞ ⊆ Ĉat
LPr
∞ admits a left adjoint L : Ĉat
LPr
∞ → Ĉat
LPr,σ
∞ ,
given by the formula
C 7→ Stab(C).
In view of Example M.4.1.12, we can identify L with the functor C 7→ C⊗ S∞. It follows easily that L is
compatible with the symmetric monoidal structure on Ĉat
LPr
∞ , in the sense of Definition 1.7.4.
Proposition 4.1.14. (1) The projection Ĉat
σ,⊗
∞ → N(Γ) determines a symmetric monoidal structure on
the ∞-category Ĉat
LPr,σ
∞ .
(2) The inclusion functor i : Ĉat
σ,⊗
∞ ⊆ Ĉat
Pr,⊗
∞ is lax symmetric monoidal.
(3) The stabilization functor Stab : Ĉat
LPr
∞ → Ĉat
LPr,σ
∞ extends to a symmetric monoidal functor from
Ĉat
Pr,⊗
∞ to Ĉat
σ,⊗
∞ .
(4) The underlying monoidal structure on Ĉat
LPr,σ
∞ agrees with the monoidal structure described by Propo-
sition M.4.2.3.
(5) The unit object of Ĉat
LPr,σ
∞ is the ∞-category Sp of spectra.
Proof. Assertions (1) through (3) follow from Proposition 1.7.6 and Remark 4.1.13. Assertion (4) is obvious,
and (5) follows from (4) and the corresponding assertion of Proposition M.4.2.3.
Remark 4.1.15. Applying the reasoning which precedes Proposition 4.1.6, we deduce that CAlg(Ĉat
LPr,σ
∞ )
can be identified with a full subcategory of CAlg(Ĉat
LPr,σ
∞ ). A symmetric monoidal ∞-category C belongs
to this full subcategory if and only if C is stable, presentable, and the bifunctor ⊗ : C×C → C preserves
colimits separately in each variable.
Corollary 4.1.16. Let Ĉat
sMon
∞ denote the ∞-category of (not necessarily small) symmetric monoidal ∞-
categories. Let Ĉat
σ,sMon
∞ denote the subcategory whose objects are required to be stable presentable monoidal
∞-categories such that the bifunctor ⊗ preserves colimits in separately in each variable, and whose morphisms
are given by colimit-preserving symmetric monoidal functors. Then:
(1) The ∞-category Ĉat
σ,sMon
∞ has an initial object C
⊗.
(2) The underlying ∞-category C⊗〈1〉 is equivalent to the ∞-category of spectra.
(3) Let D⊗ be an arbitrary symmetric monoidal ∞-category. Suppose that:
(i) The underlying ∞-category D = D⊗〈1〉 is stable and presentable.
(ii) The functor Sp → D determined by the unit object of D (see Corollary S.15.6) is an equivalence
of ∞-categories.
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(iii) The bifunctor ⊗ : D×D → D preserves small colimits in each variable.
Then there exists an equivalence of symmetric monoidal ∞-categories C⊗ → D⊗. Moreover, the
collection of such equivalences is parametrized by a contractible Kan complex.
In other words, the ∞-category Sp admits a symmetric monoidal structure, which is uniquely character-
ized by the following properties:
(a) The bifunctor ⊗ : Sp× Sp→ Sp preserves small colimits separately in each variable.
(b) The unit object of Sp is the sphere spectrum S.
We will refer to this monoidal structure on Sp as the smash product symmetric monoidal structure.
Using the analogous uniqueness in the associative case (Corollary M.4.2.6), we deduce immediately that
the monoidal structure on Sp induces by the smash product symmetric monoidal structure is the monoidal
structure constructed in [38].
Proof of Corollary 4.1.16. In view of Remark 4.1.15, we can identify Ĉat
σ,sMon
∞ with the ∞-category of
commutative algebra objects of Ĉat
LPr,σ
∞ . Proposition 2.3.9 implies that Ĉat
σ,sMon
∞ has an initial object
C
⊗. This proves (1). Moreover, Proposition 2.3.9 also asserts that the underlying ∞-category C = C⊗〈1〉 is
equivalent to the unit object of Ĉat
LPr,σ
∞ , which is the∞-category of spectra (Proposition 4.1.14); this proves
(2).
Suppose that D⊗ is a symmetric monoidal∞-category satisfying (i), (ii), and (iii). Since C⊗ is an initial
object of Ĉat
σ,sMon
∞ , there exists a symmetric monoidal functor F : C
⊗ → D⊗, unique up to a contractible
space of choices. We claim that F is an equivalence of symmetric monoidal ∞-categories. According to
Remark 1.3.12, it will suffice to show F induces an equivalence f : C → D on the level of the underlying
∞-categories. Corollary S.15.6 implies that f is determined, up to equivalence, by the image of the sphere
spectrum S ∈ C. Since S is the unit object of C, f carries S to the unit object of D. Condition (ii) now
implies that f is an equivalence, as desired.
Warning 4.1.17. Given a pair of objects X,Y ∈ hSp, the smash product of X and Y is usually denoted
by X ∧ Y . We will depart from this convention by writing instead X ⊗ Y for the smash product.
Remark 4.1.18. According to Proposition M.4.2.7, the forgetful functor θ : ModLSp(Ĉat
LPr
∞ ) → Ĉat
LPr,σ
∞ is
an equivalence (in other words, every presentable stable ∞-category is canonically tensored over Sp). Since
Sp has the structure of a commutative algebra object of Ĉat
LPr
∞ , the results of §3.6 show that Mod
L
Sp(Ĉat
LPr
∞ )
inherits the a symmetric monoidal structure. Under the equivalence θ, this symmetric monoidal structure
coincides (up to equivalence) with the symmetric monoidal structure of Proposition 4.1.14.
4.2 E
∞
-Ring Spectra
In this section, we finally come to the main object of study of this paper: the theory of commutative ring
spectra, or E∞-rings. In this section, we will define the ∞-category of E∞-rings and establish some of its
basic properties. In this, we will primarily follow the treatment of associative ring spectra given in §M.4.3.
Definition 4.2.1. An E∞-ring is a commutative algebra object of the ∞-category of Sp (endowed with its
smash product monoidal structure). We let E∞ denote the ∞-category CAlg(Sp) of E∞-rings.
By construction, we have forgetful functors
CAlg(Sp)→ Alg(Sp)→ Sp .
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We will generally not distinguish in notation between E∞-ringR and its underlying A∞-ring, or its underlying
spectrum. In particular, to any E∞-ring R we can associate a collection of homotopy groups {πnR}n∈Z. As
explained in §M.4.3, an A∞-structure on R endows the direct sum π∗R =
⊕
n∈Z πnR with the structure of
a graded ring. If R is an E∞-ring, then we get a bit more: the multiplication on π∗R is graded commutative.
That is, for x ∈ πnR and y ∈ πmR, we have xy = (−1)nmyx. Here the sign results from the fact that the
composition
S[n+m] ≃ S[n]⊗ S[m]
σ
≃ S[m]⊗ S[n] ≃ S[n+m]
is given by the sign (−1)nm. In particular, the homotopy group π0R is equipped with the structure of a
discrete commutative ring, and every other homotopy group πnR has the structure of a module over π0R.
Let Ω∞ : Sp → S be the 0th space functor. If R is an E∞-ring, we will refer to X = Ω∞R as the
underlying space of R. The underlying space X is equipped with an addition X ×X → X (determined by
the fact that it is the 0th space of a spectrum) and a multiplication X ×X → X (determined by the map
R⊗R→ R); these maps endow X with the structure of a commutative ring object in the homotopy category
H of spaces. However, the structure of an E∞-ring is much richer: not only do the ring axioms on X hold
up to homotopy, they hold up to coherent homotopy.
The functor Ω∞ : E∞ → S is not conservative: a map of E∞-rings f : A→ B which induces a homotopy
equivalence of underlying spaces need not be an equivalence in E∞. We observe that f is an equivalence
of E∞-rings if and only if it is an equivalence of spectra; that is, if and only if πn(f) : πnA → πnB is
an isomorphism of abelian groups for all n ∈ Z. By contrast, Ω∞(f) is a homotopy equivalence of spaces
provided only that πn(f) is an isomorphism for n ≥ 0; this is generally a weaker condition.
Recall that a spectrum X is said to be connective if πnX ≃ 0 for n < 0. We will say that an E∞-ring
R is connective if its underlying spectrum is connective. We let Econn∞ denote the full subcategory of E∞
spanned by the connective objects. Equivalently, we may view Econn∞ as the ∞-category CAlg(Sp
conn) of
commutative algebra objects in connective spectra (the full subcategory Spconn ⊂ Sp inherits a symmetric
monoidal structure in view of Proposition 1.7.1 and Lemma M.4.3.5). When restricted to connective E∞-
rings, the functor Ω∞ detects equivalences: if f : A → B is a morphism in Econn∞ such that Ω
∞(f) is an
equivalence, then f is an equivalence. We observe that the functor Ω∞ : Econn∞ → S is a composition of a
pair of functors CAlg(Spconn)→ Spconn → S, both of which preserve geometric realizations (Corollary 2.7.2
and S.9.11) and admit left adjoints. It follows from Theorem M.3.4.5 that Econn∞ can be identified with the
∞-category of modules over a suitable monad on S. In other words, we can view connective E∞-rings as
spaces equipped with some additional structures. Roughly speaking, these additional structures consist of
an addition and multiplication which satisfy the axioms for a commutative ring, up to coherent homotopy.
Definition 4.2.2. Let R be an E∞-ring. A connective cover of R is a morphism φ : R
′ → R of E∞-rings
with the following properties:
(1) The E∞-ring R
′ is connective.
(2) For every connective A∞-ring E
′′, composition with φ induces a homotopy equivalence
MapE∞(R
′′, R′)→ MapE∞(R
′′, R).
Remark 4.2.3. In the situation of Definition 4.2.2, we will generally abuse terminology and simply refer to
R′ as a connective cover of R, in the case where the map φ is implicitly understood.
Proposition 4.2.4. (1) Every E∞-ring R admits a connective cover.
(2) An arbitrary map φ : R′ → R of E∞-rings is a connective cover of R if and only if R′ is connective,
and the induced map πnR
′ → πnR is an isomorphism for n ≥ 0.
(3) The inclusion Econn∞ ⊆ E∞ admits a right adjoint G, which carries each E∞-ring R to a connective
cover R′ of R.
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Proof. Combine Lemma M.4.3.5, Proposition 1.7.1 and Remark 1.7.3.
Recall that an object X of an ∞-category C is said to be n-truncated if the mapping spaces MapC(Y,X)
are n-truncated, for every Y ∈ C (see §T.5.5.6). Corollary 2.7.5 implies that the ∞-category Econn∞ is
presentable, so that we have a good theory of truncation functors.
Lemma 4.2.5. Let C be a symmetric monoidal ∞-category. Assume that C admits countable colimits, and
that the tensor product ⊗ : C×C → C preserves countable colimits separately in each variable. An object
A ∈ CAlg(C) is n-truncated if and only if it is n-truncated as an object of C.
Proof. According to Corollary 2.6.10, the forgetful functor CAlg(C) → C admits a left adjoint F . If A is
an n-truncated object of CAlg(C), then for every C ∈ C, the space MapC(C,A) ≃ MapCAlg(C)(FC,A) is
n-truncated. Thus A is an n-truncated object of C. Conversely, assume that A is n-truncated in C, and let
CAlg′(C) denote the full subcategory of CAlg(C) spanned by those objects B such that MapCAlg(C)(B,A) is
n-truncated. Since the collection of n-truncated spaces is stable under limits, the full subcategory CAlg′(C)
is stable under colimits in CAlg(C). Moreover, the preceding argument shows that CAlg′(C) contains the
essential image of the functor F . Using Proposition M.3.4.9, we conclude that CAlg′(C) = CAlg(C), so that
A is n-truncated in CAlg(C).
Remark 4.2.6. Using a slightly more involved argument, one can establish “if” direction of Lemma 4.2.5
without assuming the existence of any colimits in C.
Proposition 4.2.7. Let R be a connective E∞-ring and let n be a nonnegative integer. The following
conditions are equivalent:
(1) As an object of Econn∞ , R is n-truncated.
(2) As an object of Spconn, R is n-truncated.
(3) The space Ω∞(R) is n-truncated.
(4) For all m > n, the homotopy group πmR is trivial.
Proof. The equivalences (2) ⇔ (3) ⇔ (4) follow from Proposition M.4.3.9, and the equivalence (1) ⇔ (2)
follows from Lemma 4.2.5.
Remark 4.2.8. An E∞-ring R is n-truncated as an object of E∞ if and only if it is equivalent to zero (since
the ∞-category Sp has no nontrivial n-truncated objects).
Let τ≤n : Sp
conn → Spconn be the truncation functor on connective spectra, and let τCAlg≤n : E
conn
∞ → E
conn
∞
be the truncation functor on connective E∞-rings. Since the forgetful functor θ : E
conn
∞ → Sp
conn preserves
n-truncated objects, there is a canonical natural transformation α : τ≤n ◦ θ → θ ◦ τ
CAlg
≤n . Our next goal is to
show that α is an equivalence.
Proposition 4.2.9. Let C be a symmetric monoidal ∞-category. Assume that C is presentable and that the
tensor product ⊗ : C×C → C preserves colimits separately in each variable.
(1) The localization functor τ≤n : C → C is compatible with the symmetric monoidal structure on C, in the
sense of Definition 1.7.4.
(2) The symmetric monoidal structure on C induces a symmetric monoidal structure on τ≤n and an iden-
tification CAlg(τ≤n C) ≃ τ≤nCAlg(C).
Proof. Assertion (1) follows from Example M.1.3.7. Assertion (2) follows from (1) and Lemma 4.2.5.
Consequently, if R is a connective E∞-ring, then the commutative algebra structure on R determines a
commutative algebra structure on τ≤nR for all n ≥ 0.
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Definition 4.2.10. We will say that an E∞-ring is discrete if it is connective and 0-truncated. We let E
disc
∞
denote the full subcategory of E∞ spanned by the discrete objects.
Since the mapping spaces in Edisc∞ are 0-truncated, it follows that E
disc
∞ is equivalent to the nerve of an
ordinary category. Our next result identifies this underlying category:
Proposition 4.2.11. The functor R 7→ π0R determines an equivalence from E
disc
∞ to the (nerve of the)
category of commutative rings.
Proof. According to Proposition 4.2.9, we can identify Edisc∞ with the ∞-category of commutative algebra
objects of the heart S♥∞ ⊆ Sp, which inherits a symmetric monoidal structure from Sp in view of Example
1.7.7 and Lemma M.4.3.5. Proposition S.9.2 allows us to identify S♥∞ with (the nerve of) the category of
abelian groups. Moreover, the induced symmetric monoidal structure on S♥∞ has π0S ≃ Z as unit object, and
the tensor product functor ⊗ preserves colimits separately in each variable. It follows that this symmetric
monoidal structure coincides (up to canonical equivalence) with the usual symmetric monoidal structure on
S
♥
∞, given by tensor products of abelian groups. Consequently, we may identify CAlg(S
♥
∞) with the (nerve
of the) category of commutative rings.
Let A be an E∞-ring. Using the forgetful functor CAlg(Sp) → Alg(Sp), we see that A can also be
regarded as an A∞-ring, so that we can consider∞-categories of left and right R-module spectra Mod
L
A(Sp)
and ModRA(Sp) studied in §M.4.4. In view of Proposition 3.6.4, the commutativity of A yields an equivalence
between the theory of left and right A-modules; more precisely, we have a diagram of trivial Kan fibrations
ModLA(Sp)← Mod
Comm
A (Sp)→ Mod
R
A(Sp).
We will denote the ∞-category ModCommA (Sp) simply by ModA.
Definition 4.2.12. Let R be an E∞-ring. We will say that an R-moduleM is flat if it is flat when regarded
as a left module over the underlying A∞-ring of R, in the sense of Definition M.4.6.9. In other words, M is
flat if and only if the following conditions are satisfied:
(1) The abelian group π0M is flat as a module over the commutative ring π0R.
(2) For every n ∈ Z, the canonical map
πiR⊗π0R π0M → πiM
is an isomorphism of abelian groups.
We will say that a map f : R → R′ of E∞-rings is flat if R
′ is flat when regarded as an R-module. We
let Mod♭R denote the full subcategory of ModR spanned by the flat R-module spectra.
Remark 4.2.13. Let R be an E∞-ring. The ∞-category ModR of R-module spectra admits a symmetric
monoidal structure, given by relative tensor products over R (Proposition 3.6.6 and Theorem 3.5.13). If M
and N are R-modules, then Proposition M.4.6.13 yields a convergent spectral sequence
Ep,q2 = Tor
π∗R
p (π∗M,π∗N)q ⇒ πp+q(M ⊗R N).
If M or N is flat over R, then Ep,q2 vanishes for p 6= 0. It follows that this spectral sequence degenerates at
the E2-page, and we get a canonical isomorphism
πq(M ⊗R N) ≃ E
0,q
2 ≃ π0M ⊗π0R πqR⊗π0R π0N.
If M and N are both flat over R, then the relative tensor product M ⊗R N is again flat over R. Moreover,
the unit object R ∈ ModR clearly belongs to Mod
♭
R. Invoking Proposition 1.7.1, we conclude that the full
subcategory Mod♭R ⊆ ModR inherits the structure of a symmetric monoidal category.
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Remark 4.2.14. Combining Corollary 3.2.7 with Remark 4.2.13, we conclude that for every E∞-ring R,
we have a fully faithful functor CAlg(Mod♭R)→ (E∞)
R/ whose essential image consists those maps R→ R′
which exhibit R′ as flat over R.
Remark 4.2.15. Let f : R → R′ be a flat map of E∞-rings. If R is connective (discrete), then R
′ is also
connective (discrete).
Proposition 4.2.16. Let f : R → R′ be a map of E∞-rings. Suppose that f induces an isomorphism
πiR→ πiR′ for all i ≥ 0. Let φ : (E∞)R′/ → (E∞)R/ be the functor defined by composition with f . Then:
(1) The functor φ admits a left adjoint ψ, given on objects by A 7→ A⊗R R′.
(2) The functor ψ induces an equivalence from the full subcategory of (E∞)R/ spanned by the flat R-algebras
to the full subcategory of (E∞)R′/ spanned by the flat R
′-algebras.
Proof. Assertion (1) follows immediately from Corollary 3.2.7 and Proposition 2.7.6. To prove (2), we
combine Remark 4.2.14 with Proposition M.4.6.20.
Our next goal is to study the ∞-category of commutative algebras over a fixed connective E∞-ring R.
Definition 4.2.17. Let R be a connective E∞-ring. Let Mod
conn
R denote the full subcategory of ModR
spanned by the connective objects. We will refer to an object of CAlg(ModR) as an commutative R-algebra,
and an object of CAlg(ModconnR ) as a connective commutative R-algebra. We will say that a connective
commutative R-algebra A is:
• finitely generated and free if there exists a finitely generated free module M and an equivalence
A ≃ Sym∗(M) in CAlg(ModconnR ) (see Definition M.4.6.1). We let CAlg(Mod
conn
R )
free denote the
full subcategory spanned by those modules which are free on finitely many generators.
• of finite presentation if A belongs to the smallest full subcategory of CAlg(ModconnR ) which contains
CAlg(ModconnR )
free and is stable under finite colimits and retracts.
• almost of finite presentation if A is a compact object of τ≤n CAlg(Mod
conn
R ), for all −2 ≤ n <∞.
The basic properties of these notions are summarized in the following result:
Proposition 4.2.18. Let R be a connective E∞-ring. Then:
(1) The ∞-category CAlg(ModconnR ) is projectively generated (Definition T.5.5.8.23). Moreover, a connec-
tive R-algebra A is a compact projective object of CAlg(ModconnR ) if and only if A is a retract of a
finitely generated free commutative R-algebra.
(2) Let CAlg(ModconnR )
fp ⊆ CAlg(ModconnR ) denote the smallest full subcategory of CAlg(Mod
conn
R ) which
contains all finitely generated free algebras, and is stable under finite colimits. Then the preceding
inclusion induces an equivalence Ind(CAlg(ModconnR )
fp) ≃ CAlg(ModconnR ).
(3) The ∞-category CAlg(ModconnR ) is compactly generated. The compact objects of CAlg(Mod
conn
R ) are
precisely the finitely presented R-algebras.
(4) An R-algebra A is almost of finite presentation if and only if, for every n ≥ 0, there exists an R-algebra
A′ of finite presentation such that τ≤nA is a retract of τ≤nA
′ in CAlg(ModconnR ).
Proof. Assertion (1) from Corollaries M.4.6.8 and M.3.4.12, where the latter is applied to the forgetful
functor CAlg(ModconnR )→ Mod
conn
R . Assertion (2) then follows from Proposition T.5.3.5.11, (3) from Lemma
T.5.4.2.4, and (4) from Corollary T.5.5.7.4.
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Remark 4.2.19. Suppose given a pushout diagram
R //

R′

A // A′
in the ∞-category of connective E∞-rings. If A is free and finitely generated (finitely presented, almost
finitely presented), as an R-algebra, then A′ is free and finitely generated (finitely presented, almost finitely
presented). In the first three cases, this is obvious. The last two follow from assertions (3) and (4) of
Proposition 4.2.18 (together with the observation that τ≤nA
′ ≃ τ≤n(τ≤nA⊗R R′) ).
Remark 4.2.20. Suppose given a commutative diagram
B
@
@@
@@
@@
A //
??~~~~~~~
C
of E∞-rings, where B is of finite presentation over A. Then C is of finite presentation over B if and only
if C is of finite presentation over A. This follows immediately from Propositions 4.2.18 and T.5.4.5.15. In
[40], we will prove the analogue of this statement for morphisms which are almost of finite presentation.
We now introduce some absolute finiteness properties of E∞-rings.
Definition 4.2.21. Let R be a connective E∞-ring. We will say that R is coherent if it is left coherent
when regarded as an A∞-ring (Definition M.4.7.18). In other words, R is coherent if π0R is a coherent ring
(in the sense of ordinary commutative algebra), and each πiR is a finitely presented module over π0R. We
will say that R is Noetherian if R is coherent and the ordinary commutative ring π0R is Noetherian.
We close this section with the following result, which relates the absolute and relative finiteness conditions
introduced above:
Proposition 4.2.22 (Hilbert Basis Theorem). Let f : R → R′ be a map of connective E∞-rings. Suppose
that R is Noetherian. Then R′ is almost of finite presentation as an R-algebra if and only if the following
conditions are satisfied:
(1) The ring π0R
′ is a finitely generated commutative π0R-algebra.
(2) The E∞-ring R
′ is Noetherian.
Proof. We first prove the “only if” direction. We first note that π0R
′ = τ≤0R
′ is a compact object in the
ordinary category of commutative π0R-algebras. This proves (1). The classical Hilbert basis theorem implies
that π0R
′ is Noetherian. It remains only to show that each πnR
′ is a finitely generated module over π0R
′.
This condition depends only on the truncation τ≤nR
′. In view of part (4) of Proposition 4.2.18, we may
assume that R′ is a finitely presented commutative R-algebra.
Let C be the full subcategory of CAlg(ModconnR ) spanned by those commutative R-algebras which satisfy
(1) and (2). To show that C contains all finitely presented R-algebras, it will suffice to show that C is stable
under finite colimits, and contains the free commutative R-algebra on a single generator. We first prove the
stability under finite colimits. In view of Corollary T.4.4.2.4, it will suffice to show that R ∈ C and that C
is stable under pushouts. The inclusion R ∈ C is obvious (since R is Noetherian by assumption). Suppose
given a pushout diagram
A //

A′

A′′ // A′ ⊗A A′′
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in CAlg(ModconnR ), where A,A
′, A′′ ∈ C. We wish to prove that A′ ⊗A A′′ ∈ C. According to Corollary
M.4.6.17, the commutative ring B = π0(A
′ ⊗A A′′) is canonically isomorphic to the classical tensor product
π0A
′⊗π0A π0A
′′, and is therefore a finitely generated commutative π0R-algebra. Thus A
′⊗AA′′ satisfies (1).
Moreover, Proposition M.4.6.13 yields a convergent spectral sequence
Ep,q2 = Tor
π∗A
p (π∗A
′, π∗A
′′)q ⇒ πp+q(A
′ ⊗A A
′′).
It is not difficult to see that this is a spectral sequence of modules over the commutative ring B. Each
of the B-modules Ep,q2 is a finitely generated B-module. It follows that the subquotients E
p,q
∞ are likewise
finitely generated over B. Consequently, each homotopy group πn(A
′⊗AA′′) has a finite filtration by finitely
generated B-modules, and is therefore itself finitely generated over B. This proves that A′ ⊗A A′′ satisfies
(2), and therefore belongs to the ∞-category C.
Let R[X ] = Sym∗(R) denote the free commutative R-algebra on a single generator. We wish to show
that R[X ] ∈ C. We first treat the case where R is discrete. Let k denote the commutative ring π0R. Remark
2.6.16 implies that we have canonical isomorphisms
πmR[X ] ≃ πm(
∐
n
Symn(R)) ≃ ⊕n≥0Hm(Σn; k).
In particular, π0R[X ] is canonically isomorphic to the polynomial ring k[x], which proves (1). To prove (2),
we must show that each of the groups⊕n≥0Hm(Σn; k) is a finitely generated k[x]-module. Since the homology
of a finite group can be computed using a finite complex, each of the groups Hm(Σn; k) is individually a
finite k-module. Moreover, multiplication by x is given by the maps
ηm,n : Hm(Σn; k)→ Hm(Σn+1; k)
induced by the inclusions Σn ⊆ Σn+1. To complete the proof, it will suffice to show that for fixed m, ηm,n
is surjective for n≫ 0. This follows from Nakaoka’s homological stability theorem for the symmetric groups
(for a simple proof, we refer to the reader to [31]).
Let us now treat the general case. Let B denote the polynomial ring π0R[X ] = (π0R)[X ]. Then B is
finitely generated over π0R, so R[X ] satisfies (1). We wish to prove that R[X ] satisfies (2). Assume otherwise,
and choose m minimal such that πmR[X ] is not a finitely generated B-module; note that m is necessarily
positive. Set R0 = τ≤0. Then the argument above proves that the tensor product R0 ⊗R R[X ] ≃ R0[X ]
belongs to C. Invoking Proposition M.4.6.13 again, we obtain a convergent spectral sequence of B-modules
Ep,q2 = Tor
π∗R
p (π0R, π∗(R[X ]))q ⇒ πp+q(R0[X ]).
Using the minimality of m, we deduce that Ep,q2 is finitely generated over B for all q < m. It follows that
E0,m∞ is the quotient of E
0,m
2 by a finitely generated submodule. Since E
0,m
∞ is a submodule of the finitely
generated B-module πm(R0[X ]), we conclude that E
0,m
2 is itself finitely generated over B. But E
0,m
2 contains
πm(R[X ]) as a summand, contradicting our choice of m. This completes the proof of the “only if” direction.
Now suppose that R′ satisfies (1) and (2). We will construct a sequence of maps ψn : An → R′ in
CAlg(ModconnR ) with the property that the maps ψn induce isomorphisms πmAn → πmR
′ for m < n and
surjections πnAn → πnR′. To construct A0, we invoke assumption (1): choose a finite set of elements
x1, . . . , xi ∈ π0R′ which generate π0R′ as an π0R-algebra. These elements determine a map of R-algebras
ψ0 : Sym
∗(Ri)→ R′ with the desired property.
Let us now suppose that ψn : An → R
′ has already been constructed. Let K denote the fiber of the map
ψn, formed in the ∞-category of An-modules. Our assumption on ψn implies that πiK ≃ 0 for i < n. Let
B = π0An. Since An is almost of finite presentation over R, the first part of the proof shows that B is a
Noetherian ring and that each of the homotopy groups πiAn is a finitely generated B-module. Moreover,
since the map B → π0R′ is surjective and R′ satisfies (2), we conclude that each of the homotopy groups
πiR
′ is a finitely generated B-module. Using the long exact sequence
. . .→ πn+1R
′ → πnK → πnAn → . . .
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we deduce that πnK is a finitely generated B-module. Consequently, there exists a finitely generated free
An-module M and a map M [n] → K which is surjective on πn. Let f : Sym
∗(M [n]) → An be the induced
map, and form a pushout diagram
Sym∗(M [n])
f //
f0

An
f ′0

An // An+1,
where f0 classifies the zero from M [n] to An. By construction, we have a canonical homotopy from ψn ◦ f
to ψn ◦ f0, which determines a map ψn+1 : An+1 → R′. We observe that there is a distinguished triangle of
An-modules
ker(f ′0)→ ker(ψn)→ ker(ψn+1)→ ker(f
′
0)[1].
To show that ψn+1 has the desired properties, it suffices to show that πi ker(ψn+1) ≃ 0 for i ≤ n. Using the
long exact sequence associated to the distinguished triangle above, we may reduce to proving the following
pair of assertions:
(a) The homotopy groups πi ker(f
′
0) vanish for i < n.
(b) The canonical map πn ker(f
′
0)→ πnK is surjective.
We now observe that there is an equivalence ker(f ′0) ≃ ker(f0) ⊗Sym∗(M [n]) An. In view of Corollary
M.4.6.17, it will suffice to prove the same assertions after replacing f ′0 by f0. Using Remark 2.6.16, we
obtain a canonical equivalence
ker(f0) ≃
∐
m>0
Symm(M [n]).
Because the ∞-category ModconnAn is closed under colimitsin ModAn , it follows that the homotopy groups
πi Sym
m(M [n]) vanish for i < mn. This proves (a). To prove (b), it will suffice to show that the composite
map
M [n] ≃ Sym1(M [n])→
∐
m>0
Symm(M [n])→ K
induces a surjection on πn, which follows immediately from our construction.
4.3 Symmetric Monoidal Model Categories
If A is a simplicial model category, then the collection of fibrant-cofibrant objects of A can be organized
into an∞-category N(Ao). In this section, we will show that that A is equipped with a symmetric monoidal
structure (which is compatible with the model structure and the simplicial structure in a suitable sense),
then the underlying ∞-category N(Ao) inherits the structure of a symmetric monoidal ∞-category (Propo-
sition 4.3.13). Moreover, under suitable assumptions on A (see Definition 4.3.17), the category CAlg(A)
of commutative algebras in A inherits a simplicial model structure (Proposition 4.3.21) whose underlying
∞-category N(CAlg(A)o) is equivalent to the ∞-category of commutative algebra objects CAlg(N(Ao))
(Theorem 4.3.22). This can be regarded as a rectification theorem: an object of CAlg(N(Ao)) can be re-
garded as an object A ∈ A equipped with a multiplication A⊗A→ A which is commutative and associative
(and unital) up to coherent homotopy, and Theorem 4.3.22 guarantees that A is weakly equivalent to an
algebra A′ which is strictly commutative and associative.
We begin with some very general considerations.
Notation 4.3.1. If O is a simplicial colored operad (see Variation 1.1.3 on Definition 1.1.1), we let O⊗
denote the simplicial category given by Construction 1.1.9:
(i) The objects of O⊗ are pairs (〈n〉, (C1, . . . , Cn)), where 〈n〉 ∈ Γ and C1, . . . , Cn are colored of O.
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(ii) Given a pair of objects C = (〈m〉, (C1, . . . , Cm)) to C′ = (〈n〉, (C′1, . . . , C
′
n)) in O
⊗, the simplicial set
MapO⊗(C,C
′) is defined to be ∐
α:〈m〉→〈n〉
∏
1≤j≤n
MulO({Ci}α(i)=j , C
′
j).
(iii) Composition in O⊗ is defined in the obvious way.
Definition 4.3.2. Let O be a simplicial colored operad. We will denote the simplicial nerve of the category
O
⊗ by N⊗(O); we will refer to N⊗(O) as the operadic nerve of O.
Remark 4.3.3. Let O be a simplicial colored operad. Then there is an evident forgetful functor from O⊗ to
the ordinary category Γ (regarded as a simplicial category). This forgetful functor induces a canonical map
N⊗(O) → N(Γ). We may therefore regard N⊗ as a functor from the category MCat∆ of simplicial colored
operads to the category (Set∆)/N(Γ).
Remark 4.3.4. Let O be a simplicial colored operad. The fiber product N⊗(O) ×N(Γ) {〈1〉} is canonically
isomorphic to the nerve of the simplicial category underlying O; we will denote this simplicial set by N(O).
Definition 4.3.5. We will say that a simplicial colored operad O is fibrant if each of the simplicial sets
MulO({Xi}i∈I , Y ) is fibrant.
Proposition 4.3.6. Let O be a fibrant simplicial colored operad. Then the operadic nerve N⊗(O) is an
∞-operad.
Proof. If O is a fibrant simplicial colored operad, then O⊗ is a fibrant simplicial category so that N⊗(O) is an
∞-category. Let C = (〈m〉, (C1, . . . , Cm)) be an object of N
⊗(C) and let α : 〈m〉 → 〈n〉 be an inert morphism
in Γ. Then we have a canonical map C → C′ = (〈n〉, (Cα−1(1), . . . , Cα−1(n))) in O
⊗, which we can identify
with an edge α of N⊗(O) lying over α. Using Proposition T.2.4.1.10, we deduce that α is p-coCartesian,
where p : N⊗(O)→ N(Γ).
As a special case, we observe that there are p-coCartesian morphisms αi,〈m〉
◦
: C → (〈1〉, Ci) covering
ρi : C → Ci for 1 ≤ i ≤ m. To prove that N
⊗(O) is an ∞-operad, we must show that these maps
determine a p-limit diagram 〈m〉◦
⊳
→ N⊗(O). Unwinding the definitions, we must show that for every
object D = (〈n〉, (D1, . . . , Dn)) and every morphism β : 〈n〉 → 〈m〉, the canonical map
Mapβ
O⊗
(D,C)→
∏
1≤i≤m
Mapρ
i◦β
O⊗
(D, (〈1〉, Ci))
is a homotopy equivalence; here Mapβ
O⊗
(D,C) denotes the inverse image of {β} in MapO⊗(D,C) and
Mapρ
i◦β
O⊗
(D, (〈1〉, Ci)) the inverse image of {ρi ◦ β} in MapO⊗(D, (〈1〉, Ci)). We now observe that this map
is an isomorphism of simplicial sets.
To complete the proof that N⊗(O) is an ∞-operad, it suffices to show that for each m ≥ 0 the functors
ρi! associated to p induces an essentially surjective map
N⊗(O)×N(Γ) {〈m〉} →
∏
1≤i≤m
N(O).
In fact, N⊗(O)×N(Γ) {〈m〉} is canonically isomorphic with N(O)
m and this isomorphism identifies the above
map with the identity.
Definition 4.3.7. Let C be simplicial category. We will say that a symmetric monoidal structure on C is
weakly compatible with the simplicial structure on C provided that the operation ⊗ : C×C → C is endowed
with the structure of a simplicial functor, which is compatible with associativity, commutativity, and unit
constraints of C.
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Suppose furthermore that C is closed: that is, for every pair objects X,Y ∈ C, there exists an exponential
object XY ∈ C and an evaluation map e : XY ⊗ Y → X which induces bijections
HomC(Z,X
Y )→ HomC(Z ⊗ Y → X)
for every Z ∈ C. We will say that the symmetric monoidal structure on C is compatible with a simplicial
structure on C if it is weakly compatible, and the map e induces isomorphisms of simplicial sets
MapC(Z,X
Y )→ MapC(Z ⊗ Y,X)
for every Z ∈ C.
Remark 4.3.8. As with Definition M.1.6.1, the compatibility of Definition 4.3.7 is not merely a condition,
but additional data.
Remark 4.3.9. Let C be a symmetric monoidal category equipped with a weakly compatible simplicial
struct.re We can then regard C as a simplicial colored operad by setting
MulC({Xi}, Y ) = MapC(⊗iXi, Y ).
We let C⊗ be the simplicial category obtained by applying the construction of Notation 4.3.1 to this simplicial
colored operad.
Proposition 4.3.10. Let C be a fibrant simplicial category with a weakly compatible symmetric monoidal
structure, and let C⊗ be the simplicial category of Remark 4.3.9. The forgetful functor p : N(C⊗) → N(Γ)
determines a symmetric monoidal structure on the simplicial nerve N(C).
Proof. Proposition 4.3.6 guarantees that p exhibits N(C⊗) as an ∞-operad. To complete the proof, it will
suffice to show that p is a coCartesian fibration. It is obviously an inner fibration, since N(C⊗) is an ∞-
category and N(Γ) is the nerve of an ordinary category. Choose an object (C1, . . . , Cn) ∈ C
⊗ and a morphism
α : 〈n〉 → 〈m〉 in Γ. Then there exists a morphism α : (C1, . . . , Cn)→ (D1, . . . , Dm) in N(C
⊗) which covers
α, which induces an isomorphismDj ≃ ⊗α(i)=jCi for each j ∈ 〈m〉
◦
. It follows immediately from Proposition
T.2.4.1.10 that α is p-coCartesian.
In practice, fibrant simplicial categories often arise as the categories of fibrant-cofibrant objects in sim-
plicial model categories. In these cases, the hypotheses of Proposition 4.3.10 are unnaturally strong. If A
is a simplicial model category equipped with a compatible symmetric monoidal structure (Definition 4.3.11
below), then the full subcategory of fibrant-cofibrant objects is usually not stable under tensor products.
Nevertheless, a mild variant of Proposition 4.3.10 can be used to endow N(Ao) with the structure of a
symmetric monoidal ∞-category.
Definition 4.3.11. A symmetric monoidal model category is a model categoryA equipped with a symmetric
monoidal structure which satisfies the following conditions:
(1) For every pair of cofibrations i : A→ A′, j : B → B′ in A, the induced map
k : (A⊗B′)
∐
A⊗B
(A′ ⊗B)→ A′ ⊗B′
is a cofibration. Moreover, if either i or j is a weak equivalence, then k is a weak equivalence.
(2) The unit object 1 of A is cofibrant.
(3) The symmetric monoidal structure on A is closed (see Definition 4.3.7).
A simplicial symmetric monoidal model category is a simplicial model category A equipped with a sym-
metric monoidal structure satisfying (1), (2), and (3), which is compatible with the simplicial structure in
the sense of Definition 4.3.7.
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Remark 4.3.12. One can reformulate Definition 4.3.11 as follows. Let A be a symmetric monoidal model
category. Then a compatible simplicial structure onA can be identified with symmetric monoidal left Quillen
functor ψ : Set∆ → A. Given such a functor, A inherits the structure of a simplicial category, where the
mapping spaces are characterized by the existence of a natural bijection
HomSet∆(K,MapA(A,B)) ≃ HomA(ψ(K)⊗A,B).
Proposition 4.3.13. Let A be a simplicial symmetric monoidal model category and let A⊗ be defined as in
Remark 4.3.9. Let Ao be the full subcategory of A spanned by the fibrant-cofibrant objects, and let A⊗,o be
the full subcategory of A⊗ spanned by those objects (C1, . . . , Cn) such that each Ci belongs to A
o. Then the
natural map p : N(A⊗,o)→ N(Γ) determines a symmetric monoidal structure on the ∞-category N(Ao).
Proof. Our first step is to prove that N(A⊗,o) is an ∞-category. To prove this, it will suffice to show that
A⊗,o is a fibrant simplicial category. Let (C1, . . . , Cn) and (D1, . . . , Dm) be objects of A
⊗,o. Then
Map
A⊗,o
((C1, . . . , Cn), (D1, . . . , Dm))
is a disjoint union of products of simplicial sets of the form MapA(Ci1 ⊗ . . . ⊗ Cik , Dj). Each of these
simplicial sets is a Kan complex, since Ci1 ⊗ . . .⊗ Cik is cofibrant and Dj is fibrant.
Since p is a map from an ∞-category to the nerve of an ordinary category, it is automatically an inner
fibration. We next claim that p is a coCartesian fibration. Let (C1, . . . , Cn) be an object of A
⊗,o, and let
α : 〈n〉 → 〈m〉 be a map in Γ. For each j ∈ 〈m〉◦, choose a trivial cofibration
ηj :
⊗
α(i)=j
Ci → Dj ,
where Dj ∈ A is fibrant. Together these determine a map α : (C1, . . . , Cn) → (D1, . . . , Dm) in N(A⊗,o).
We claim that α is p-coCartesian. In view of Proposition T.2.4.1.10, it will suffice to show that for every
morphism β : 〈m〉 → 〈k〉 in Γ and every (E1, . . . , Ek) ∈ A⊗,o, the induced map
MapA⊗((D1, . . . , Dm), (E1, . . . , Ek))×HomΓ(〈m〉,〈k〉) {β} → MapA⊗((C1, . . . , Cn), (E1, . . . , Ek))
determines a homotopy equivalence onto the summand of Map
A⊗
((C1, . . . , Cn), (E1, . . . , Ek)) spanned by
those morphisms which cover the map β ◦ α : 〈n〉 → 〈k〉. Unwinding the definitions, it will suffice to prove
that for l ∈ 〈k〉◦, the induced map
MapA(
⊗
β(j)=l
Dj , El)→ MapA(
⊗
(β◦α)(i)=l
Ci, El)
is a homotopy equivalence of Kan complexes. Since each El is a fibrant object of A, it will suffice to show
that the map
η :
⊗
(β◦α)(i)=l
Ci →
⊗
β(j)=l
Dj
is a weak equivalence of cofibrant in A. This follows from the observation that η can be identified with
the tensor product of the maps {ηj}g(i−1)<j≤g(i), each of which is individually a weak equivalence between
cofibrant objects.
We now conclude the proof by observing that the fiber N(A⊗,o)〈n〉 is isomorphic to an n-fold product of
N(Ao) with itself, and that the projection onto the jth factor can be identified with the functor associated
to the map ρj−1 : 〈n〉 → 〈1〉.
Example 4.3.14. Let A be a simplicial model category. Suppose that the Cartesian symmetric monoidal
structure on A is compatible with the model structure (in other words, that the final object ofA is cofibrant,
and that for any pair of cofibrations i : A→ A′, j : B → B′, the induced map i∧j : (A×B′)
∐
A×B(A
′×B)→
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A′×B′ is a cofibration, trivial if either i or j is trivial). Then there is a canonical map of simplicial categories
θ : A⊗ → A, given on objects by the formula θ(A1, . . . , An) = A1 × . . .×An. Since the collection of fibrant-
cofibrant objects of A is stable under finite products, θ induces a map A⊗,o → Ao. It is easy to see that θ
induces a Cartesian structure on the symmetric monoidal ∞-category N(A⊗,o). Consequently, the induced
symmetric monoidal structure on N(Ao) is Cartesian.
Remark 4.3.15. Let A be a simplicial symmetric monoidal model category, so that the underlying ∞-
category N(Ao) inherits the a symmetric monoidal structure (Proposition 4.3.13). The underlying monoidal
structure on N(Ao) agrees with the monoidal structure described by Proposition M.1.6.5 (the associative
analogue of Proposition 4.3.13).
Let A be a simplicial model category equipped with a compatible symmetric monoidal structure. Our
goal is to show that, up to equivalence, every commutative algebra object A of N(Ao) arises from a strict
commutative algebra in A. To prove this, we will need some rather strong assumptions about the behavior
of tensor products in A.
Notation 4.3.16. Let A be a symmetric monoidal category which admits colimits. Given a pair of mor-
phisms f : A→ A′, g : B → B′, we let f ∧ g denote the induced map
(A⊗B′)
∐
A⊗B
(A′ ⊗B)→ A′ ⊗B′.
We observe that the operation ∧ determines a symmetric monoidal structure on the category of morphisms
in A. In particular, for every morphism f : X → Y , we iterate the above construction to obtain a map
∧n(f) : n(f)→ Y ⊗n.
Here the source and target of ∧n(f) carry actions of the symmetric group Σn, and ∧n(f) is a Σn-equivariant
map. Passing to Σn-coinvariants, we obtain a new map, which we will denote by σ
n(f) : Symn(Y ;X) →
Symn(Y ).
Before giving the next definition, we need to review a bit of terminology. Recall that a collection S
of morphisms in a presentable category A is weakly saturated if it is stable under pushouts, retracts, and
transfinite composition (see Definition T.A.1.2.2). For every collection S of morphisms in A, there is a
smallest weakly saturated collection of morphisms S containing S. In this case, we will say that S is
generated by S.
Definition 4.3.17. Let A be a combinatorial symmetric monoidal model category. We will say that a
morphism f : X → Y is a power cofibration if the following condition is satisfied:
(⋆) For every n ≥ 0, the induced map ∧n(f) : n(f) → Y ⊗n is a cofibration in AΣn . Here AΣn denotes
the category of objects of A equipped with an action of the symmetric group Σn, endowed with the
projective model structure (see §T.A.3.3).
We will say that an object X ∈ A is power cofibrant if the map ∅ → X is a power cofibration, where ∅ is an
initial object of A. We will say that A is freely powered if the following conditions are satisfied:
(F1) The symmetric monoidal model category A satisfies the monoid axiom of [54]. That is, if U denotes
the weakly saturated class of morphisms generated by morphisms of the form
idX ⊗f : X ⊗ Y → X ⊗ Y
′,
where X is arbitrary and f is a trivial cofibration, then every morphism in U is a weak equivalence.
(F2) The model category A is left proper, and the collection of cofibrations in A is generated (as a weakly
saturated class) by cofibrations between cofibrant objects.
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(F3) Every cofibration in A is a power cofibration.
Remark 4.3.18. In the situation of Definition 4.3.17, if every object ofA is cofibrant, then A automatically
satisfies (F1) and (F2).
Remark 4.3.19. Let A be a combinatorial symmetric monoidal model category. Then every power cofi-
bration in A is a cofibration (take n = 1). It is not difficult to show that the collection of power cofibrations
in A is weakly saturated. Consequently, to show that A satisfies (F3), it suffices to show that there is a set
of generating cofibrations for A which consists of power cofibrations.
Remark 4.3.20. If f : X → Y is a cofibration in A, then the definition of a monoidal model category
guarantees that ∧n(f) is a cofibration in A, which is trivial if f is trivial. Condition (⋆) is much stronger:
roughly speaking, it guarantees that the symmetric group Σn acts freely on the object Y
⊗n (see Lemma
4.3.27 below).
We now turn to the study of commutative algebras in a symmetric monoidal simplicial model category
A. Let CAlg(A) denote the category whose objects are commutative algebras in A. The category CAlg(A)
inherits the structure of a simplicial category from A: namely, we regard CAlg(A) as cotensored over
simplicial sets using the observation that any commutative algebra structure on an object A ∈ A induces a
commutative algebra structure on AK for every simplicial set K.
The main results of this section can be stated as follows:
Proposition 4.3.21. Let A be a symmetric monoidal model category. Assume that A is combinatorial and
freely powered. Then:
(1) The category CAlg(A) admits a combinatorial model structure, where:
(W ) A morphism f : A→ B of commutative algebra objects of A is a weak equivalence if it is a weak
equivalence when regarded as a morphism in A.
(F ) A morphism f : A→ B of commutative algebra objects of A is a fibration if it is a fibration when
regarded as a morphism in A.
(2) The forgetful functor θ : CAlg(A)→ A is a right Quillen functor.
(3) If A is a simplicial symmetric monoidal model category, then CAlg(A) inherits the structure of a
simplicial model category.
Theorem 4.3.22. Let A be a simplicial symmetric monoidal model category. Assume that A is combina-
torial and freely powered. Then the canonical map
N(CAlg(A)o)→ CAlg(N(Ao))
is an equivalence of ∞-categories.
We will prove Proposition 4.3.21 and Theorem 4.3.22 at the end of this section.
Example 4.3.23. Let k be a field and let A denote the category of complexes of k-vector spaces
. . .→Mn+1 →Mn →Mn−1 → . . . .
The category A has a symmetric monoidal structure, given by tensor products of complexes (here the
symmetry isomorphism M• ⊗N• ≃ N• ⊗M• involves the insertion of a sign). The category A also admits
the structure of a combinatorial simplicial model category, as explained in Example M.1.6.18 and S S.13:
(C) A map of complexes f : M• → N• is a cofibration if it induces an injection Mn → Nn of k-vector
spaces, for each n ∈ Z.
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(F ) A map of complexes f :M• → N• is a fibration if it induces an surjectionMn → Nn of k-vector spaces,
for each n ∈ Z.
(W ) A map of complexes f :M• → N• is a weak equivalence if it is a quasi-isomorphism; that is, if f induces
an isomorphism on homology groups Hn(M•)→ Hn(N•) for each n ∈ Z.
It follows from Proposition 4.3.13 that the underlying ∞-category N(Ao) (which we can identify with the
(unbounded) derived ∞-category of k-vector spaces D(k)) inherits a symmetric monoidal structure.
Every object of A is cofibrant. Moreover, if k is of characteristic zero, then A satisfies axiom (F3) of
Definition 4.3.17. To see this, let us consider an arbitrary cofibration f : X → Y in A. We observe that
the induced map ∧n(f) : n(f)→ Y ⊗n is automatically a cofibration in A (Remark 4.3.20). Moreover, the
category AΣn can be identified with the category of complexes of modules over the group algebra k[Σn],
equipped with the projective model structure (so that fibrations and weak equivalences are as defined above).
If k is of characteristic zero, then the group algebra k[Σn] is semisimple. It follows that the projective and
injective model structure on AΣn coincide, so that every monomorphism of complexes of k[Σn]-modules is
automatically a cofibration in AΣn . Theorem 4.3.22 implies that, when k is of characteristic zero, the ∞-
category CAlg(D(k)) is equivalent to the∞-category underlying the model category CAlg(A) of commutative
differential graded k-algebras.
With slightly more effort, one can show that the projective model structure on A is freely powered
whenever k is a commutative algebra over the field Q of rational numbers. However, the results of this
section fail drastically outside of characteristic zero. If k is a field of positive characteristic, then it is
not even possible to construct the model structure on CAlg(A) described in Proposition 4.3.21. If such a
model structure did exist, then the free commutative algebra functor F : A → CAlg(A) would be a left
Quillen functor. However, the functor F does not preserve weak equivalences between cofibrant objects: in
characteristic p, the pth symmetric power of an acyclic complex need not be acyclic.
Example 4.3.24. Let A be the category of symmetric spectra, as defined in [25]. We will regard A as
endowed with the positive S-model structure described in [57]. Then A is a simplicial symmetric monoidal
model category, which is combinatorial and freely powered. Using Corollary 4.1.16, we deduce that N(Ao)
is equivalent, as a symmetric monoidal ∞-category, to the ∞-category Sp of spectra (endowed with the
smash product monoidal structure; see §4.1). Using Theorem 4.3.22, we deduce that our ∞-category E∞ =
CAlg(Sp) of E∞-rings is equivalent to the ∞-category underlying the category CAlg(A) of commutative
symmetric ring spectra.
Remark 4.3.25. Let C be a symmetric monoidal ∞-category. In order for C to arise from the situation
described in Proposition 4.3.13, it is necessary for C to be presentable and for the tensor product ⊗ : C×C →
C to preserve colimits separately in each variable. It seems likely that these conditions are also sufficient.
We now turn to the proof of Proposition 4.3.21. First, we need a few preliminaries.
Lemma 4.3.26. Let A be a combinatorial symmetric monoidal model category. For every category C, let
AC denote the associated diagram category, endowed with the projective model structure (see §T.A.3.3). Let
f be a cofibration in AC, and g a cofibration in AC
′
. Then the smash product f ∧ g (see Notation 4.3.16)
is a cofibration in AC×C
′
. In particular, if X ∈ AC and Y ∈ AC
′
are cofibrant, then X ⊗ Y is a cofibrant
object of AC×C
′
.
Proof. Let S denote the collection of all morphisms f in AC for which the conclusion of the Lemma holds.
It is not difficult to see that S is weakly saturated, in the sense of Definition T.A.1.2.2. Consequently, it will
suffice to prove that S contains a set of generating cofibrations for AC. Let iC : {∗} → C be the inclusion of
an object C ∈ C, and let iC! : A→ A
C be the corresponding left Kan extension functor (a left adjoint to the
evaluation at C). Then the collection of cofibrations in AC is generated by morphisms of the form iC! (f0),
where f0 is a cofibration in A. We may therefore assume that f = i
C
! (f0). Using the same argument, we
may assume that g = iC
′
! (g0), where C
′ ∈ C and g0 is a cofibration in A. We now observe that f ∧ g is
isomorphic to i
(C,C′)
! (f0∧g0). Since i
(C,C′)
! : A→ A
C×C′ is a left Quillen functor, it will suffice to show that
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f0 ∧ g0 is a cofibration in A, which follows from our assumption that A is a (symmetric) monoidal model
category.
Lemma 4.3.27. Let A be a combinatorial symmetric monoidal model category. Then:
(1) Let f : X → Y be a power cofibration in A. Then the induced map
σn(f) : Symn(Y ;X)→ Symn(X)
is a cofibration, which is weak equivalence if f is a weak equivalence (see Notation 4.3.16) and n > 0.
(2) Let Y be a power cofibrant object of A. Then Symn(Y ) coincides with the homotopy colimit of the
action of Σn on Y
⊗n.
(3) Let f : X → Y be a power cofibration between power-cofibrant objects of A. Then the object n(f) ∈
AΣn is cofibrant (with respect to the projective model structure).
Proof. Let F : AΣn → A be a left adjoint to the diagonal functor, so that F carries an object X ∈ AΣn to
the object of coinvariants XΣn . We observe that F is a left Quillen functor, and that σ
n(f) = F (∧n(f)) for
every morphism in A. Assertion (1) now follows immediately from the definitions (and the observation that
∧n(f) is a weak equivalence if n > 0 and f is a trivial cofibration). Assertion (2) follows immediately from
the definition of a homotopy colimit.
We now prove (3). Let f : X → Y be a power cofibration between power cofibrant objects of A. We
observe that Y ⊗n admits a Σn-equivariant filtration
X⊗n = Z0
γ1
→ Z1
γ2
→ . . .
γn−1
→ Zn−1 = 
n(f)→ Zn = Y
⊗n.
It will therefore suffice to prove that each of the maps {γi}1≤i≤n−1 is a cofibration in AΣn . For this, we
observe that there is a pushout diagram
π!(
i(f)×X⊗(n−i))
π!(∧
i(f)⊗id) //

π!(Y
⊗i ⊗X⊗n−i)

Zi−1
γi // Zi,
where π! denotes the left adjoint to the forgetful functor A
Σn → AΣi×Σn−i . Since π! is a left Quillen functor,
it suffices to show that each ∧i(f)⊗ id is a cofibration in AΣi×Σn−i . This follows from our assumption that
X is power cofibrant, our assumption that f is a power cofibration, and Lemma 4.3.26.
Proof of Proposition 4.3.21. We first observe that the category CAlg(A) is presentable (this is a special case
of Corollary 2.7.5). SinceA is combinatorial, there exists a (small) collection of morphisms I = {iα : C → C
′}
which generates the class of cofibrations in C, and a (small) collection of morphisms J = {jα : D → D′}
which generates the class of trivial cofibrations in C.
Let F : A→ CAlg(A) be a left adjoint to the forgetful functor. Let F (I) be the weakly saturated class
of morphisms in CAlg(A) generated by {F (i) : i ∈ I}, and let F (J) be defined similarly. Unwinding the
definitions, we see that a morphism in CAlg(A) is a trivial fibration if and only if it has the right lifting
property with respect to F (i), for every i ∈ I. Invoking the small object argument, we deduce that every
morphism f : A → C in CAlg(A) admits a factorization A
f ′
→ B
f ′′
→ C where f ′ ∈ F (I) and f ′′ is a trivial
fibration. Similarly, we can find an analogous factorization where f ′ ∈ F (J) and f ′′ is a fibration.
Using a standard argument, we may reduce the proof of (1) to the problem of showing that every
morphism belonging to F (J) is a weak equivalence in CAlg(A). Let U be as in Definition 4.3.17, and let
S be the collection of morphisms in CAlg(A) such that the underlying morphism in A belongs to U . Since
A satisfies the monoid axiom, S consists of weak equivalences in A. It will therefore suffice to show that
F (J) ⊆ S. Because S is weakly saturated, it will suffice to show that F (J) ⊆ S. Unwinding the definitions,
we are reduced to proving the following:
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(∗) Let
F (C)
F (i) //

F (C′)

A
f // A′
be a pushout diagram in CAlg(A). If i is a trivial cofibration in A, then f ∈ S.
To prove (∗), we observe that F (C′) admits a filtration by F (C)-modules
F (C) ≃ B0 → B1 → B2 → . . . ,
where F (C′) ≃ colim{Bi} and for each n > 0 there is a pushout diagram
F (C)⊗ Symn(C′;C)
idF (C) ⊗σ
n(i)
//

F (C)⊗ Symn(C′)

Bn−1 // Bn.
(See Notation 4.3.16.) It follows that A′ admits a filtration by A-modules
A ≃ B′0 → B
′
1 → B
′
2 → . . . ,
where A′ ≃ colim{B′i} and for each n > 0 there is a pushout diagram
A⊗ Symn(C′;C)
idA⊗σ
n(i) //

A⊗ Symn(C′)

B′n−1 // B
′
n.
Since i is a trivial power cofibration, Lemma 4.3.27 implies that σn(i) is a trivial cofibration. It follows that
idA⊗σ
n(i) belongs to U . Since U is stable under transfinite composition, we conclude that f belongs to S.
This completes the proof of (1).
Assertion (2) is obvious. To prove (3), we observe both A and CAlg(A) are cotensored over simplicial
sets, and that we have canonical isomorphisms θ(AK) ≃ θ(A)K for A ∈ CAlg(A), K ∈ Set∆. To prove that
CAlg(A) is a simplicial model category, it will suffice to show that CAlg(A) is tensored over simplicial sets,
and that given a fibration i : A → A′ in CAlg(A) and a cofibration j : K → K ′ in Set∆, the induced map
AK
′
→ AK ×A′K A
′K
′
is a fibration, trivial if either i or j is a fibration. The second claim follows from the
fact that θ detects fibrations and trivial fibrations. For the first, it suffices to prove that for K ∈ Set∆, the
functor A 7→ AK has a left adjoint; this follows from the adjoint functor theorem.
The proof of Theorem 4.3.22 rests on the following analogue of Lemma M.1.6.16:
Lemma 4.3.28. Let A be a simplicial symmetric monoidal model category, and let C be a small category.
Assume that A is combinatorial and freely powered, and that the simplicial set N(C) is sifted (Definition
T.5.5.8.1). Then the forgetful functor N(CAlg(A)o)→ N(Ao) preserves N(C)-indexed colimits.
Proof. In view of Theorem T.4.2.4.1 and Proposition T.4.2.4.4, it will suffice to prove that the forgetful
functor θ : CAlg(A) → A preserves homotopy colimits indexed by C. Let us regard CAlg(A)C and AC as
endowed with the projective model structure (see §T.A.3.3). Let F : AC → A and FCAlg : CAlg(A)C →
CAlg(A) be colimit functors, and let θC : CAlg(A)C → AC be given by composition with θ. Since N(C)
is sifted, there is a canonical isomorphism of functors α : F ◦ θC ≃ θ ◦ FCAlg. We wish to prove that this
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isomorphism persists after deriving all of the relevant functors. Since θ and θC preserve weak equivalences,
they can be identified with their right derived functors. Let LF and LFCAlg be the left derived functors of
F and FCAlg, respectively. Then α induces a natural transformation α : LF ◦ θC → θ ◦ LFCAlg; we wish to
show that α is an isomorphism. Let A : C → CAlg(A) be a projectively cofibrant object of CAlg(A)C; we
must show that the natural map
LF (θC(A))→ θ(LFCAlg(A)) ≃ θ(FCAlg(A)) ≃ F (θ
C(A))
is a weak equivalence in A.
Let us say that an object X ∈ AC is good if each X(C) ∈ A is cofibrant, the colimit F (X) ∈ A is
cofibrant, and the canonical map the natural map LF (X) → F (X) is an isomorphism in the homotopy
category hA (in other words, the colimit of X is also a homotopy colimit of X). To complete the proof, it
will suffice to show that θC(A) is good, whenever A is a projectively cofibrant object of CAlg(A)C. This is
not obvious, since θC is a right Quillen functor and does not preserve projectively cofibrant objects in general
(note that we have not yet used the full strength of our assumption that N(C) is sifted). To continue the
proof, we will need a relative version of the preceding condition. We will say that a morphism f : X → Y in
AC is good if the following conditions are satisfied:
(i) The objects X,Y ∈ AC are good.
(ii) For each C ∈ C, the induced map X(C)→ Y (C) is a cofibration in A.
(iii) The map F (X)→ F (Y ) is a cofibration in A.
As in the proof of Lemma M.1.6.16, we have the following:
(1) The collection of good morphisms is stable under transfinite composition.
(2) Suppose given a pushout diagram
X
f //

Y

X ′
f ′ // Y ′
in AC. If f is good and X ′ is good, then f ′ is good.
(3) Let F : C → A be a constant functor whose value is a cofibrant object of A. Then F is good.
(4) Every projectively cofibrant object of AC is good. Every strong cofibration between projectively
cofibrant objects of AC is good.
(5) If X and Y are good objects of AC, then X ⊗ Y is good.
(6) Let f : X → X ′ be a good morphism in AC, and let Y be a good object of AC. Then the morphism
f ⊗ idY is good.
(7) Let f : X → X ′ and g : Y → Y ′ be good morphisms in AC. Then
f ∧ g : (X ⊗ Y ′)
∐
X⊗Y
(X ′ ⊗ Y )→ X ′ ⊗ Y ′
is good.
Moreover, our assumption that A is freely powered ensures that the class of good morphisms has the
following additional property:
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(8) Let f : X → Y be a good morphism in AC. Then the induced map σn(f) : Symn(Y ;X)→ Symn(Y )
(see Notation 4.3.16) is good. Condition (ii) follows immediately from Lemma 4.3.27, and condition
(iii) follows from Lemma 4.3.27 and the observation that F (σn(f)) = σn(F (f)) (since the functor
F commutes with colimits and tensor products). It will therefore suffice to show that the objects
Symn(Y ;X) and Symn(Y ) are good. Let D : AΣn → A be the coinvariants functor, and consider the
following diagram of left Quillen functors (which commutes up to canonical isomorphism):
AC×Σn
DC //
F

AC
F

AΣn
D // A.
Let us regard ∧n(f) as an object in the category of arrows of hAC×Σn . We wish to show that the
canonical map LF (σn(f)) → F (σn(f)) is an isomorphism (in the category of morphisms in hA). We
now observe that σn(f) = DC(∧n(f)). Lemma 4.3.27 implies that the canonical map LDC ∧n (f) →
DC ∧n (f) is a weak equivalence. It will therefore suffice to show that the transformation
α : L(F ◦DC)(∧n(f))→ (F ◦DC)(∧n(f))
is an isomorphism (in the category of morphisms of hA). Using the commutativity of the above
diagram, we can identify α with the map
(LD ◦ LF ) ∧n (f)→ (D ◦ F )(∧n(f)) = D ∧n (F (f)).
Using Lemma 4.3.27 again, we can identify the right hand side with LD ∧n (F (f)). It will therefore
suffice to show that the map LF ∧n (f) → F ∧n (f) is an isomorphism in the category of morphisms
of hAΣn . Since the forgetful functor AΣn → A preserves homotopy colimits (it is also a left Quillen
functor) and detects equivalences, we are reduced to proving that the morphism ∧n(f) is good. This
follows from (7) using induction on n.
We observe that axiom (F2) of Definition 4.3.17 has the following consequence:
(F2′) The collection of all projective cofibrations in AC is generated by projective cofibrations between
projectively cofibrant objects.
Let T : AC → CAlg(A)C be a left adjoint to θC. Using the small object argument and (B′), we conclude
that for every projectively cofibrant object A ∈ CAlg(A)C there exists a transfinite sequence {Aβ}β≤α in
CAlg(A)C with the following properties:
(a) The object A0 is initial in CAlg(A)C.
(b) The object A is a retract of Aα.
(c) If λ ≤ α is a limit ordinal, then Aλ ≃ colim{Aβ}β<λ.
(d) For each β < α, there is a pushout diagram
T (X ′)
T (f) //

T (X)

Aβ // Aβ+1
where f is a projective cofibration between projectively cofibrant objects of AC.
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We wish to prove that θC(A) is good. In view of (b), it will suffice to show that θC(Aα) is good. We
will prove a more general assertion: for every γ ≤ β ≤ α, the induced morphism uγ,β : θC(Aγ)→ θC(Aβ) is
good. The proof is by induction on β. If β = 0, then we are reduced to proving that θC(A0) is good. This
follows from (a) and (3). If β is a nonzero limit ordinal, then the desired result follows from (c) and (1). It
therefore suffices to treat the case where β = β′ + 1 is a successor ordinal. Moreover, we may suppose that
γ = β′: if γ < β′, then we observe that uγ,β = uβ′,β ◦ uγ,β′ and invoke (1), while if γ > β′, then γ = β and
we are reduced to proving that θC(Aβ) is good, which follows from the assertion that uβ′,β is good. We are
now reduced to proving the following:
(∗) Let
T (X ′)
T (f) //

T (X)

B′
v // B
be a pushout diagram in CAlg(A)C, where f : X ′ → X is a projective cofibration between projectively
cofibrant objects of AC. If θC(B′) is good, then θC(v) is good.
To prove (∗), we set Y = θC(B) ∈ AC, Y ′ = θC(B′) ∈ AC. Let g : ∅ → Y ′ the unique morphism, where
∅ denotes an initial object of AC. As in the proof of Proposition 4.3.21, Y can be identified with the colimit
of a sequence
Y ′ = Y (0)
w1→ Y (1)
w2→ . . .
where Y (0) = Y ′, and wk is a pushout of the morphism f
(k) = B′ ⊗ σk(f). The desired result now follows
immediately from (4), (6) and (8).
We are now ready to prove our main result:
Proof of Theorem 4.3.22. Consider the diagram
N(CAlg(A)o) //
G
&&NN
NNN
NNN
NNN
CAlg(N(Ao))
G′xxppp
ppp
ppp
pp
N(Ao).
It will suffice to show that this diagram satisfies the hypotheses of Corollary M.3.4.11:
(a) The ∞-categories N(CAlg(A)o) and CAlg(N(Ao)) admit geometric realizations of simplicial objects.
In fact, both of these ∞-categories are presentable. For N(CAlg(A)o), this follows from Proposi-
tions T.A.3.7.6 and 4.3.21. For CAlg(N(A)o), we first observe that N(A)o is presentable (Proposition
T.A.3.7.6) and that the tensor product preserves colimits separately in each variable, and then apply
Corollary 2.7.5.
(b) The functors G and G′ admit left adjoints F and F ′. The existence of a left adjoint to G follows from
the fact that G is given by a right Quillen functor. The existence of a left adjoint to G′ follows from
Corollary 2.6.10.
(c) The functor G′ is conservative and preserves geometric realizations of simplicial objects. This follows
from Corollaries 2.7.2 and 2.1.6.
(d) The functor G is conservative and preserves geometric realizations of simplicial objects. The first
assertion is immediate from the definition of the weak equivalences in CAlg(A), and the second follows
from Lemma 4.3.28.
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(e) The canonical map G′ ◦ F ′ → G ◦ F is an equivalence of functors. In other words, we must show that
for every object C ∈ C, a fibrant replacement for the free strictly commutative algebra
∐
n Sym
n(C) ∈
CAlg(A) is a free algebra generated by C, in the sense of Definition 2.6.1. In view of Remark 2.6.16,
it suffices to show that the colimit defining the total symmetric power
∐
n Sym
n(C) in A is also a
homotopy colimit. This follows immediately from part (3) of Lemma 4.3.27.
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