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a b s t r a c t
We consider the online scheduling on two identical parallel machines with chain
precedence constraints to minimize makespan, where jobs arrive over time and have
identical processing times. For this online scheduling problem, Huo and Leung [Y. Huo
and J.Y.-T. Leung, Online scheduling of precedence constrained tasks, SIAM Journal on
Computing, 34 (2005), 743–762] proved that it is impossible to have an online algorithm
of a competitive ratio 1. We provide a best possible online algorithm of competitive ratio√
13−1
2 .
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
In this paper onlinemeans that jobs arrive over time. That is, only at the timewhen a job arrives, its information, including
its arrival time, processing time and precedence relations, is released.We use the competitive ratio tomeasure the quality of
an online algorithm. An online algorithm is called ρ-competitive if, for any instance, the solution of the algorithm is achieved
with a value not worse than ρ times the value of an optimal off-line solution. If H is an online algorithm such that ρ(H) = 1,
we say H is an optimal online algorithm for the problem. In this case, H is in fact an off-line optimal algorithm. An online
algorithm H is called best possible if no online algorithm has a competitive ratio less than that of H .
The online scheduling model considered here can be stated as follows. We have two identical parallel machines and n
jobs to be processed. Each job Jj has a release time rj and the same processing time pj = p. There are precedence constraints
between the jobs. We use Ji ≺ Jj to indicate that Ji is a predecessor of Jj and Jj is a successor of Ji, that is, Jj cannot start until Ji
is completed. As in Huo and Leung [8], we assume that every two jobs Ji and Jj with ri ≠ rj have no precedence constraints
between them. So, the precedence constraints can only occur on the jobs released at the same time. The objective is to
minimize the makespan. Using the standard scheduling classification scheme of Lawler et al. [10], the problem is written as
P2|online, prec, pj = p|Cmax. In this paper, the precedence constraints between the jobs are given by independent chains.
Then the problem in consideration can be denoted by P2|online, chains, pj = p|Cmax.
Suppose that we have totally k chains chain1, . . . , chaink in the problem. We use r (i) to denote the release time of the
jobs in chaini. Suppose that the chains are indexed such that r (1) ≤ · · · ≤ r (k). If J′ and J′′ are two job subsets such that each
Ji ∈ J′ has no precedence relation with each Jj ∈ J′′, we say that J′ is independent of J′′. Note that the set of jobs released
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at the same time is comprised of some independent chains. We use chaini = {Ji,1 ≺ Ji,2 ≺ · · · ≺ Ji,hi} to denote a chain that
consists of hi jobs Ji,1, . . . , Ji,hi .
In the off-line setting, there are plenty of achievements on parallel-machine scheduling with precedence constraints.
Coffman and Graham [5] gave an optimal algorithm for P2|prec, pj = 1|Cmax, while Hu [7] gave an optimal algorithm for
both P|intree, pj = 1|Cmax and P|outtree, pj = 1|Cmax. Du et al. [6] proved that P2|chains|Cmax is strongly NP-hard. Agnetis
et al. [1] proved that P2|chains|Cmax is binary NP-hard even with only three chains, and presented a pseudo-polynomial
time algorithm and a fully polynomial time approximation scheme when the number of chains are fixed. Until now, the
complexity of Pm|prec, pj = 1|Cmax is still open for each fixedm ≥ 3. Brucker et al. [2] presented an O(k) time algorithm for
problem Q2|chains, pj = 1|Cmax, where k is the number of chains. Cheng et al. [4] solved 1|prec, p-batch, pj = p, rj|Cmax in
O(n2) time. In the online setting without the precedence constraints, for scheduling on m identical machines to minimize
makespan, Chen and Vestjens [3] proposed an online LPT (largest processing time first) algorithmwith competitive ratio 3/2,
and proved that any online algorithm has a competitive ratio of at least 1.3473.Whenm = 2, Noga and Seiden [12] provided
a best possible online algorithm with competitive ratio (5−√5)/2. For problem Pm|online, p-batch, b = ∞|Cmax, Liu et al.
[11] and Tian et al. [13] independently presented two best possible online algorithms with competitive ratio 1+ αm, where
αm is the positive solution of the equation α2m + mαm − 1 = 0. In the online setting with the precedence constraints, for
problem P|online, intree, pj = 1|Cmax with integral arrival times, Huo et al. [9] gave an online algorithm with competitive
ratio 3/2. For problems P2|online, prec, pj = 1|Cmax and P|online, outtree, pj = 1|Cmax with integral arrival times, Huo and
Leung [8] obtained optimal online algorithms with integral arrival times. Huo and Leung [8] also showed that there is no
optimal online algorithm for P2|online, chains, pj = p|Cmax.
Note that, in the model studied by Huo and Leung [8], they assume that the jobs always arrive at integral time instants.
By scaling, we assume in the remaining of the paper that the jobs can arrive at any (rational) time instants.
This paper is organized as follows. In Section 2, we prove that, any online algorithm for P2|online, chains, pj = p|Cmax has
a competitive ratio at least
√
13−1
2 ≈ 1.3028. In Section 3, we propose a best possible online algorithm called DelayTwice.
2. The lower bound
The adversary strategy is used to establish the lower bound of competitive ratios. Let α =
√
13−3
2 . Then α
2 + 3α− 1 = 0
and 1 + α = 32+α . We use Con and Copt to denote the objective values generated by an online algorithm and an optimal
off-line algorithm, respectively.
Theorem 2.1. For problem P2|online, chains, pj = p|Cmax, no online algorithm has a competitive ratio less than
√
13−1
2 .
Proof. Consider the following instance provided by the adversary. At time 0, the first set of chains, chain1 = {J1} and chain2
= {J2}, arrives. Suppose that the online algorithm starts to process job J1 at time S1 and starts to process job J2 at time S2.
If S1 ≥ αp or S2 ≥ αp, no jobs arrive later. We have Con ≥ (1+ α)p and Copt = p. Then Con/Copt ≥ 1+ α.
If S1 < αp and S2 < αp, the next chain {J3 ≺ J4} arrives at time αp. We have Con ≥ 3p and Copt = (2 + α)p. Then
Con/Copt ≥ (3p)/(2+ α)p = 1+ α. The result follows. 
3. A best possible online algorithm
Let I be a job instance. For a time instant t , let V (t) be the set of jobs in I which arrive by time t and have not been
scheduled. A job Jj ∈ V (t) is said to be available at time t if all predecessors of Jj have been completed by time t . We use U(t)
to denote the set of all available jobs at time t . Then U(t) ⊆ V (t) consists of some independent jobs (if any).
For each job Jj ∈ I, we use chain∋Jj to denote the chain in I including job Jj and use |chain∋Jj |, called the length of chain∋Jj ,
to denote the number of jobs in chain∋Jj . Jj′ is used to denote the first job in chain∋Jj . If Jj ≠ Jj′ , we also use J≺j to denote the
direct predecessor of Jj. Accordingly, the starting time and completion time of J≺j are denoted by S
≺
j and C
≺
j , respectively.
We say that Jj is an independent job if chain∋Jj = {Jj}. Furthermore, chain∋Jj(t) = chain∋Jj ∩ V (t) is called the remaining
chain of chain∋Jj at time t .
For each job Jj ∈ U(t), as in [7], we define lj(t) = |chain∋Jj(t)| and call lj(t) the level of Jj at time t . That is, the level of
job Jj at time t is the number of jobs in the chain in V (t)with Jj being the first job. Let lmax(t) = max{lj(t) : Jj ∈ U(t)}. A job
Jj ∈ U(t)with lj(t) = lmax(t) is called a largest-level job in U(t).
We use µ(t) to denote the number of idle machines at time t . Then 0 ≤ µ(t) ≤ 2 for t ≥ 0. Let t∗ be the minimum
time instant such that µ(t∗) = 2, U(t∗) ≠ ∅ and the jobs which arrive earlier than t∗ have been finished by t∗. In an online
algorithm, t∗ may be updated several times. Fig. 1 gives a schedule of the instance: r (1) = 0, chain1 = {J1 ≺ J2}; r (2) = 0,
chain2 = {J3 ≺ J4}; r (3) = (2 + α)p, chain3 = {J5 ≺ J6}; r (4) = (2 + α)p, chain4 = {J7 ≺ J8}. One can see that initially
t∗ = 0 and after the first updating t∗ = (2+ α)p.
We say that a machineM is newly available at a time t ≥ t∗ if µ(t) = 2 and either t = t∗ or the last scheduled job is on
M by time t .
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Fig. 1. The schedule of the instance.
Write α =
√
13−3
2 . We define the waiting priority ν(t) as below:
ν(t) =

0, if t∗ ≤ t < t∗ + αp,
2, if t∗ + αp ≤ t < t∗ + p,
1, if t∗ + p ≤ t < t∗ + (1+ α)p,
2, if t ≥ t∗ + (1+ α)p.
The online algorithm, called DelayTwice, can be stated as follows.
Algorithm H (DelayTwice) Set t∗ = r (1) to be the release date of the first chain. At the present time instant t ≥ t∗,
if µ(t) = 2 and U(t) = ∅, reset t∗ to be the first arrival time of new jobs; if µ(t) = 2 and U(t) ≠ ∅, then schedule a
largest-level job in U(t) on a newly available machine starting at time t; if µ(t) = 1, U(t) ≠ ∅ and lmax(t)+ ν(t) ≥ 3, then
schedule a largest-level job in U(t) on the idle machine starting at time t; otherwise, do nothing but wait. 
The intuition of our online algorithm can be stated as follows: At a time t with U(t) ≠ ∅, if both machines are idle, then
we schedule an available job of the largest level on the newly available machine immediately. If only one machine is idle at
time t , we need check whether the condition lmax(t)+ ν(t) ≥ 3 is satisfied. If lmax(t)+ ν(t) ≥ 3, we schedule an available
job of the largest level immediately. If lmax(t) + ν(t) < 3, we do nothing but wait for the first time instant t ′ > t at which
either both machines are idle or lmax(t ′)+ ν(t ′) ≥ 3. In this case, the processing of the jobs in U(t) is delayed.
Remark. By the implementation of algorithmH , we can see that atmost two kinds of delays can occur inH , either in interval
[t∗, t∗ + αp) or in interval [t∗ + p, t∗ + (1+ α)p).
Now, using the instance given above, we illustrate the algorithm and notations used later.
Initially, t∗ = 0, µ(0) = 2, U(0) = {J1, J3} and lmax(0) = l1(0) = l3(0). By algorithm H , J1 is scheduled onM1 starting at
time 0.
When J1 is assigned, for 0 ≤ t < αp, we haveµ(t) = 1, ν(t) = 0, U(t) = {J3}, lmax(t) = 2 and lmax(t)+ ν(t) < 3. So the
time interval [0, αp) is idle onM2.
At time αp, we have µ(t) = 1, ν(t) = 2, U(t) = {J3}, lmax(t) = l3(t) = 2 and lmax(t) + ν(t) ≥ 3. So J3 is scheduled on
M2 starting at time αp.
For p ≤ t < (1+ α)p, we have µ(t) = 1, ν(t) = 1, U(t) = {J2}, lmax(t) = l2(t) = 1 and lmax(t)+ ν(t) < 3. So the time
interval [p, (1+ α)p) is idle onM1.
When (1+ α)p ≤ t < (2+ α)p, we have U(t) ≠ ∅, ν(t) = 2 and lmax(t)+ ν(t) ≥ 3. So J2 is scheduled onM1 starting at
time (1+ α)p and J4 is scheduled onM2 starting at time (1+ α)p.
At time t = (2+α)p, both machines are idle, and new chains chain3 and chain4 arrive at time t . We reset t∗ = (2+α)p.
The algorithm enters the next round schedule. The final makespan is given by 2(2 + α)p. The schedule of the instance is
given by Fig. 1.
We use σ to denote the schedule produced by algorithm H , and use π to denote an off-line optimal schedule. We use |I|
to denote the number of jobs in instance I.
We will prove that algorithm H has a competitive ratio of 1+ α by contradiction. If possible, let I be an instance of jobs
with |I| + Con(I) being the minimum such that
Con(I)/Copt(I) > 1+ α. (1)
I is called a minimum counterexample. We start by establishing five structure properties that the schedule σ for an alleged
minimum counterexample must satisfy in the following five lemmas.
Note that t∗ is the value such that there is no time instant t ∈ (t∗, Con(I))withµ(t) = 2 and the jobswhich arrive earlier
than t have been finished by t in σ . Let Sj and Cj be the starting time and completion time of job Jj, respectively, in σ .
Lemma 3.1. t∗ = 0.
Proof. Suppose on the contrary that t∗ > 0. By the definition of t∗, for every job Jj with Sj ≥ t∗, we have rj ≥ t∗. This
implies that deleting the jobs released before t∗ does not affect the values of Con(I) and Copt(I). So, by the choice of I,
for every job Jj ∈ I, we have Sj ≥ rj ≥ t∗. Let I′ be the job instance obtained from I by modifying the release time of
each job Jj as r ′j = rj − t∗. It is not hard to verify that Con(I′) = Con(I) − t∗ and Copt(I′) = Copt(I) − t∗. So, Con(I′)/
Copt(I′) > Con(I)/Copt(I) > 1 + α. But then, |I′| + Con(I′) < |I| + Con(I). This contradicts the choice of I. Lemma 3.1
follows. 
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In the following, Con(I) and Copt(I) are simplified as Con and Copt, respectively.
LetM1 andM2 be the two parallel machines. We use CMi to denote the completion time of the last job on machineMi in
σ , i = 1, 2. If there are no jobs scheduled onMi, we define CMi = 0. Without loss of generality, we assume that CM1 ≥ CM2 .
Then Con = CM1 . If CM2 = 0, it is routine to verify that Con = Copt, a contradiction. Hence, we have CM2 ≥ p. Consequently,
each machine is occupied by at least a job. This further implies that there are at least two chains in instance I, since the
newly available machine has the priority to schedule jobs.
Since t∗ = 0, there is a job, say Jc , with lc(0) = lmax(0) starting at time 0. We use M(1) to denote the machine occupied
by Jc and use M(2) to denote the other machine. Let Jd be the first job scheduled on M(2). Note that r (1) = rc = 0 and
0 ≤ r (2) ≤ rd. We remainder the readers that the relation r (2) = rd may not hold.
To simplify the presentation of discussions, we give the following two conventions.
Convention 1. When we discuss the issue in schedule σ at the starting time Sj of a job Jj, we only consider the status of σ
just before algorithm H starts the processing of Jj.
Convention 2. The statement ‘‘t is an idle time in σ ’’ means that 0 ≤ t < CM1 = Con and some machine is idle at time t in
σ . We say that [s, t) is an idle time interval in σ if some machineM is idle in the time interval [s, t) in σ .
Observation 1. In σ , for each job Jj, we have lj(Sj) = lmax(Sj).
By the implementation of algorithm H , for each job Jj with µ(Sj) = 1, we have ν(Sj)+ lj(Sj) ≥ 3. Since t∗ = 0, ν(t) can
be rewritten as
ν(t) =

0, if 0 ≤ t < αp,
2, if αp ≤ t < p,
1, if p ≤ t < (1+ α)p,
2, if t ≥ (1+ α)p.
To further clarify the implementation of algorithm H , we present the following observations related to the properties of
schedule σ .
Observation 2. If 0 ≤ Sd < αp, then ld(Sd) = lmax(Sd) ≥ 3, rd = Sd, and furthermore, for every Jj ∈ U(Sd) with rj < Sd (if
any), we have lj(t) ≤ 2.
Observation 3. If ld(Sd) ≤ 2 and rd ≤ αp, then Sd = αp.
Observation 4. Sd > αp if and only if rd > αp and U(t) = ∅ for t ∈ (0,min{rd, p}). Furthermore, if αp < rd < p, then
Sd = rd.
Observation 5. If Jj is a job such that p ≤ Sj < (1 + α)p and µ(Sj) = 1, then lj(Sj) = lmax(Sj) ≥ 2. Furthermore, if
t ∈ [p, (1+ α)p) is an idle time with U(t) ≠ ∅, then lmax(t) = 1.
Observation 6. t ≥ (1+ α)pwith µ(t) = 1 is an idle time in σ if and only if U(t) = ∅.
Suppose that Jb and Ja are the last jobs onM1 andM2 in σ , respectively. Then Con = CM1 = Cb ≥ CM2 = Ca. From (1), we
have
Con − Copt > αCopt ≥ α(rb + |chain∋Jb | · p). (2)
Lemma 3.2. CM1 − CM2 ≤ p.
Proof. Suppose on the contrary that CM1 −CM2 > p. Then Sb > CM2 and there is no idle time between CM2 and Sb onM1. This
implies |I| ≥ 3 and so Copt ≥ 2p. If rb = Sb, then Con = Copt, contradicting (1). So rb < Sb. Write tb = max{CM2 , rb, Sb − p}.
Then rb ≤ tb < Sb and tb is an idle time onM2. We consider the following two cases.
Case 1 Sb ≤ (1+ α)p. Since Con = Sb + p ≤ (2+ α)p, we have Con/Copt ≤ (2+ α)/2 < 1+ α, a contradiction.
Case 2 Sb > (1 + α)p. Since tb ≥ rb is an idle time, J≺b exists, C≺b = Sb and |chain∋Jb | ≥ 2. Recall that Jb′ is the first job in
chain∋Jb . We establish three Claims in the following.
Claim 1 Cb = Sb′ + |chain∋Jb | · p, that is, the jobs in chain∋Jb are consecutively scheduled in σ .
If |chain∋Jb | = 2, Claim 1 holds trivially. Hence, we assume that |chain∋Jb | ≥ 3. Suppose on the contrary that Cb >
Sb′ + |chain∋Jb | · p. Then there is a job Jj ∈ chain∋Jb \ {Jb′} such that C≺j < Sj. We can choose Jj to be the last such job in
chain∋Jb \ {Jb′}. Write tj = max{C≺j , Sj − p}. If |chain∋Jb(tj)| = 1, we have tj ≥ 2p since |chain∋Jb | ≥ 3. If |chain∋Jb(tj)| ≥ 2,
we have lj(tj) ≥ 2. Both cases above imply that there is no delay in [tj, Sj) and tj is the starting time of some job Ji ∉ chain∋Jb .
By algorithm H , lmax(tj) = li(tj) ≥ lj(tj). Since the jobs in chain∋Jb(tj) ∪ chain∋Ji(tj) start at or after tj ≥ Sj − p, we have
CM2 ≥ tj +min{li(tj), lj(tj)} · p ≥ Sj − p+ lj(tj) · p = CM1 − p. This contradicts the assumption that CM1 − CM2 > p. Claim 1
follows.
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Claim 2 rb > Sb′ − p and no job starts in [rb, Sb′).
If some job Ji ∉ chain∋Jb starts at time Si ∈ [max{rb, Sb′ − p}, Sb′) on M2, then li(Si) ≥ lb′(Si) = |chain∋Jb |. From Claim
1, CM2 ≥ Si + li(Si) · p ≥ max{rb, Sb′ − p} + |chain∋Jb | · p ≥ Sb′ − p + |chain∋Jb | · p = CM1 − p. This again contradicts the
assumption that CM1 − CM2 > p. Hence, no job starts in [max{rb, Sb′ − p}, Sb′).
If rb ≤ Sb′−p, then no job starts in [Sb′−p, Sb′). Thus bothmachines are idle directly before Sb′ . Let t with Sb′−p ≤ t < Sb′
be the minimum such that both machines are idle at time t . Then the time interval [t, Sb′) is idle on both machines. The
implementation of algorithm H implies that U(t) = ∅ at time t . This contradicts the fact that rb ≤ Sb′ − p ≤ t . Claim 2
follows.
Claim 2, together with Claim 1 and (2), implies that
αCopt < Con − Copt ≤ Sb′ − rb < p. (3)
Claim 3 For t ∈ [rb, Sb′) and every Jj ∈ V (t) \ chain∋Jb , we have lj(t) ≤ |chain∋Jb | − 2.
Suppose that there are t ∈ [rb, Sb′) and Jj ∈ V (t) \ chain∋Jb such that lj(t) ≥ |chain∋Jb | − 1. From Claim 2, Sj ≥ Sb′ . From
Claim 1, we have CM2 ≥ Sb′ + (|chain∋Jb | − 1)p = CM1 − p. This contradicts the assumption that CM1 − CM2 > p. Claim 3
follows.
The following discussions are classified by the length of chain∋Jb .
Subcase 2.1 |chain∋Jb | = 2. Then Copt ≥ rb + 2p. From (3), we have p > Sb′ − rb > αCopt ≥ α(rb + 2p), and so,
rb < (1− 2α)p/α = (1+ α)p and Sb′ > (1+ α)rb + 2αp. (4)
Since |chain∋Jb | = 2, Claim 3 implies that U(t) = {Jb′} for t ∈ [rb, Sb′ ] and each running job in time interval [rb, Sb′) in σ is
an independent job.
If rb ≤ αp, then rb ≤ αp < Sb′ since Sb > (1+ α)p. Hence, Jb′ can not start at time αp. If there is a job Ji /∈ chain∋Jb starts
at αp, then li(αp) ≥ lb′(αp) = |chain∋Jb | = 2, contradicting Claim 3. So, no job starts at time αp. This means that Sd ≠ αp.
If Sd < αp, from Observation 2, any job starting before time αp onM2 is not independent, and, from Claim 3, each running
job at time αp in σ is an independent job. This contradiction implies that Sd > αp. From Observation 4, we have U(αp) = ∅,
contradicting the fact U(t) = {Jb′} for t ∈ [rb, Sb′ ].
If αp < rb ≤ p, from (4), we have Sb′ > (1+ α)rb + 2αp > (α2 + 3α)p = p. Then rb ≤ p < Sb′ , and so, no job starts at
time p. But this contradicts the second statement of Observation 5 since lb′(p) = 2.
If p < rb < (1+α)p, for t ∈ [p, rb] and every Jj ∈ U(t)\chain∋Jb , we have lj(t) ≤ |chain∋Jb |−1 = 1 and so ν(t)+lj(t) ≤ 2.
This implies that at time rb, at least one machine is idle. Since ν(rb)+ lb′(rb) = 3, we have Sb′ = rb. This contradicts (4).
Subcase 2.2 |chain∋Jb | ≥ 3. Then ν(t)+ lj(t) ≥ 3 for t ∈ [rb, Sb′). From Claim 3, Jb′ is the only job having the largest level at
time t ∈ [rb, Sb′) in H . By the implementation of algorithm H , Jb′ has the priority to be scheduled when it is available. Hence,
in the time interval [rb, Sb′), each machine is occupied by a running job starting before rb. Let J be the last job starting
before rb on M(2). If |chain∋Jb | = 3 and 0 ≤ rb ≤ αp, from Observation 2, we have |chain∋J | ≥ 3. This contradicts
Claim 3, since J has at least two successors. Hence, either |chain∋Jb | ≥ 4 or |chain∋Jb | = 3 and rb > αp. It follows that
Copt ≥ rb + |chain∋Jb | · p > (α + 3)p. But then, αCopt > α(α + 3)p = p. This contradicts (3). The result follows. 
Let ∆(Mi) be the total length of the idle-time intervals before time CMi on Mi in σ , i = 1, 2. Write ∆ = max{∆(M1),
∆(M2)}.
Lemma 3.3. Con − Copt ≤ ∆.
Proof. Let ni be the number of jobs processed onMi, i = 1, 2. Then CM1 = n1p+∆(M1) and CM2 = n2p+∆(M2). If n1 ≤ n2,
then Copt ≥ n1p and ∆ = ∆(M1), and so, Con − Copt ≤ ∆. If n1 > n2, then Copt ≥ (n2 + 1)p and ∆ = ∆(M2). Since
Con = CM1 ≤ CM2 + p = (n2 + 1)p+∆, we still have Con − Copt ≤ ∆. Lemma 3.4 follows. 
Lemma 3.4. k ≥ 2 and Copt ≥ (CM1 + CM2 + r (2) −∆(M1)−∆(M2))/2.
Proof. Recall that k is the number of chains in the input I and r (2) is the release time of the jobs in the second chain. If k = 1,
we clearly have Con = Copt, a contradiction. Hence, k ≥ 2.
The total processing time of the jobs is given by CM1+CM2−∆(M1)−∆(M2). If r (2) > 0, [0, r (2)) is an idle time interval in
π . So, the sum of the completion times of the twomachines inπ is at least r (2)+CM1+CM2−∆(M1)−∆(M2). Consequently,
Copt ≥ (CM1 + CM2 + r (2) −∆(M1)−∆(M2))/2. The result follows. 
Lemma 3.5. |I| ≥ 5 and consequently Copt ≥ 3p.
Proof. Suppose on the contrary that |I| ≤ 4. If |I| = 2, then Jc and Jd are two independent jobs by Lemma 3.4 and
Jc = Ja, Jd = Jb. Then rd ≤ Sd < p. From Observations 3 and 4, Con = max{αp, rd} + p. Note that Copt = rd + p. Thus,
Con − Copt ≤ αp ≤ αCopt, a contradiction.
If |I| = 3, each chain in I has a length at most 2 by Lemma 3.4. Hence, Sd ≥ αp. Except jobs Jc and Jd assume the other job
is Je. If Jd ≺ Je or re = Cd, then Je = Jb and Jc = Ja sinceM(2) is a newly availablemachine at time Cd. But Cb = Sd+2p > Ca+p,
contradicting Lemma 3.2. Hence, Jd and Je are independent and re < Cd. This implies that {Jd, Je} = {Ja, Jb}. In the case Jd = Jb,
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Jd is scheduled onM(2) starting at time Sd ≤ max{(1+α)p, rd}. Then Con ≤ max{(1+α)p, rd}+p and Copt ≥ max{2p, rd+p}.
Thus, Con−Copt ≤ αp < αCopt, a contradiction. In the case Je = Jb, Se ≤ max{(1+α)p, re}. Then Con ≤ max{(1+α)p, re}+p
and Copt ≥ max{2p, re + p}. Thus, Con − Copt ≤ αp < αCopt, a contradiction.
Suppose in the following that |I| = 4. If |chain∋Jc | = 3 or |chain∋Jd | = 3, we have Con = Copt, a contradiction. Hence,
each chain in I has a length at most 2 and so Sd ≥ αp according to algorithm H . We assume that, except for jobs Jc and Jd,
the other two jobs are Je and Jf with re ≤ rf . We distinguish the following two cases.
Case 1 rd ≥ p. Then M(2) is idle in interval [0, p) since Jd is the first job on M(2). This further implies that Je and Jf are not
available before time p. Thus Copt ≥ 3p. Since t∗ = 0 and M(1) is newly available at time p, one of Je and Jf is scheduled
on M(1) at p in σ . Note that Sd ≤ max{(1 + α)p, rd} and in the case Jd ≺ Je or Jd ≺ Jf , we have Sd = rd. Then we have
Con ≤ max{(3+α)p, rd+p, re+|chain∋Je |·p, rf +|chain∋Jf |·p} and Copt ≥ max{3p, rd+p, re+|chain∋Je |·p, rf +|chain∋Jf |·p}.
Consequently, Con − Copt ≤ αp < αCopt, a contradiction.
Case 2 rd < p. Then Sd = max{αp, rd} < p = Cc . This implies that Jc and Jd are not in the same chain. Recall that each chain
in I has a length at most 2.
Subcase 2.1 Jc ≺ Je or Jc ≺ Jf . Then one of Je and Jf starts at time (1 + α)p on M1 in σ . Thus Con ≤ max{(2 + α)p, rd +
2p, re + |chain∋Je | · p, rf + |chain∋Jf | · p} and Copt ≥ max{rd + 2p, re + |chain∋Je | · p, rf + |chain∋Jf | · p}. Consequently,
Con − Copt ≤ αp < αCopt, a contradiction.
Subcase 2.2 Je ≺ Jf (or Jf ≺ Je). Then Jd is an independent job. Since Jd is of largest-level at time Sd, re > Sd and
Je (or Jf ) starts at time max{p, re}. Hence, Con ≤ max{3p, re + 2p} and Copt ≥ re + 2p ≥ (α + 2)p. Consequently,
Con − Copt ≤ (1− α)p = α(α + 2)p ≤ αCopt, a contradiction.
Subcase 2.3 Jd ≺ Je or Jd ≺ Jf . Since Sd = max{αp, rd}, we have Con ≤ max{re + p, rf + p, αp + 2p, rd + 2p} and
Copt ≥ max{re + p, rf + p, rd + 2p}. Consequently, Con − Copt ≤ αp < αCopt, a contradiction.
Subcase 2.4 The four jobs are all independent. By algorithm H , Je starts at time Se = max{(1+α)p, re} onM(1) and Jf starts
at time Sf = max{Cd, rf }. Hence, Con = max{(α + 2)p, rd + 2p, re + p, rf + p} and Copt ≥ max{rd + 2p, re + p, rf + p}.
Consequently, Con − Copt ≤ max{αp, rd} − rd ≤ αp < αCopt, a contradiction again.
The above discussion implies that |I| ≥ 5, and therefore, Copt ≥ 3p. The result follows. 
Theorem 3.6. Algorithm H has a competitive ratio of 1+ α, where α =
√
13−3
2 .
Proof. As above, let I be a minimum counterexample. From Lemmas 3.2, we have
Con ≤ (CM1 + CM2 + p)/2. (5)
Let Jj be the last job in σ such that Sj ≤ CM2 and there is an idle time directly before time Sj. We distinguish the following
two cases.
Case 1 Sj ≤ (1+ α)p. Since Jc is scheduled onM(1) in interval [0, p), we have∆(M(1)) ≤ αp. From Lemmas 3.3 and 3.5, we
have∆ ≥ Con − Copt > αCopt ≥ 3αp and so∆ = ∆(M(2)). If Sd < ∆(M(2)), there is an idle time interval after Sd + p. Then
Sj ≥ p+∆(M(2)) > p+ 3αp, contradicting the fact that Sj ≤ (1+ α)p. So, the only possibility is that∆(M(2)) = Sd > 3αp.
From the first statement of Observation 4, we have rd = r (2) > αp. We claim that∆(M1)+∆(M2) ≤ r (2) + αp = rd + αp.
In fact, if rd < p, then αp < rd < p. From the second statement of Observation 4, Jd starts at time rd on M(2) with
Cd = rd + p > (1 + α)p ≥ Sj. Then we have ∆(M(2)) = rd. In this case, the claim follows from the fact ∆(M(1)) ≤ αp. If
rd ≥ p, at each time t ∈ [p, (1+ α)p), at most one machine is idle since t∗ = 0. So∆(M1)+∆(M2) ≤ (1+ α)p ≤ rd + αp.
The claim follows.
From the above claim and by Lemma 3.4, we thus have Copt ≥ (CM1+CM2−αp)/2. From (5), we deduce that Con−Copt ≤
(1+ α)p/2 < α · 3p ≤ αCopt, a contradiction.
Case 2 Sj > (1 + α)p. Let [tj, Sj) with tj ≥ (1 + α)p be the (partial) idle-time interval directly before Sj. Then the jobs
running in interval [tj, Sj) belong to a common chain, say chain∗. Since tj ≥ (1 + α)p and [tj, Sj) is an idle time interval,
except the jobs in chain∗, all jobs released before Sj are completed by time tj.
Let I∗ be the job instance by restricting I on the jobs released before time Sj. Set f ∗on = Con(I∗) andm = |I|− |I∗|. Recall
Lemma 3.2 that CM1 − CM2 ≤ p. By replacing the jobs in I \ I∗ with m independent jobs released at time Sj, we will not
change the value Con and not increase the value Copt. Sowemay assume in the following that I\I∗ consists ofm independent
jobs released at time Sj. Then the value Con can be obtained by scheduling the m independent jobs on two machines with
machine-release times Sj and f ∗on, respectively. Hence, we have
Con = min{max{Sj + hp, f ∗on + (m− h)p} : h = 1, . . . ,m}. (6)
Set f ∗opt = max{Sj, Copt(I∗)}.We consider an optimal schedule ofI (still denoted byπ ) inwhich themaximumcompletion
time of the jobs in I∗ is as small as possible. Then either all jobs in I∗ are completed by time Sj or, at any time instant between
Sj and f ∗opt, at least onemachine is occupied by a job inI∗. Hence, a lower boundof the valueCopt canbe obtainedby scheduling
them independent jobs on two machines with machine-release times Sj and f ∗opt, respectively. Consequently, we have
Copt ≥ min{max{Sj + hp, f ∗opt + (m− h)p} : h = 1, . . . ,m}. (7)
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We claim that
Con − f ∗on ≤ Copt − f ∗opt. (8)
To prove (8), we set G(f ) = min{max{Sj − f + hp, (m − h)p} : h = 1, . . . ,m} to be a function in f ≥ Sj and note that
G(f ) is nonincreasing in f . Since f ∗on ≥ f ∗opt, from (6) and (7), we have Con − f ∗on = G(f ∗on) ≤ G(f ∗opt) ≤ Copt − f ∗opt. The claim
follows.
From the above claim, we have
1+ α < Con
Copt
≤ f
∗
on
f ∗opt
≤ Con(I
∗)
Copt(I∗)
.
But then, I∗ is a smaller counterexample. This contradicts the choice of I. The result follows. 
Theorems 3.6 and 2.1 implies that H is a best possible online algorithm for problem P2|online, chains, pj = p|Cmax.
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