Introduction
In this write-up, we are interested in how much information can be extracted by random sampling of a certain size for a range space of VC dimension d. In particular, we show that several standard results about samplings follow from the sampling theorem of Lin et al. [LLS01] .
The following assumes that the reader is familiar and comfortable with ε-nets and ε-approximations. The results surveyed in this write-up are summarized in Figure 1 .
Preliminaries
Lin et al. [LLS01] consider more general functions, but in the settings we are interested in, their result can be described as follows. We are given a range space S = (X, F) of VC dimension d, where X is a point set, and F is a family of subsets of X. In out settings, we will usually consider a finite subset X ⊆ X and we will be interested in the range space induced by S on X. In particular, let N be a sample of X. For a range R ∈ F, let
Intuitively, r is the total weight of R in X, while s is the sample estimate for r. For a parameter ν > 0, consider the distance function between real numbers
Here, R denotes a range in the given range space, r(R) is the fractional weight of R, and s(R) is its fractional weight in the random sample. The samples have the required property (for all the ranges in the range space) with constant probability. 6
Theorem 2.1 ([LLS01]) Let α, ν, δ > 0 be parameters, and let S = (X, F) be a range space with VC dimension d. Let X ⊆ X be a finite set. We have, that a random sample (with repetition) of size
from X has the property that
And this holds with probability ≥ 1 − δ.
It is hard in the sea of parameters to see the trees, so let us play with the parameters a bit.
3 Getting the ε-net and ε-approximation theorems
, where X ⊆ X, and this holds with constant probability.
Proof: Let α = 1/4, ν = ε, δ = 1/4, and apply Theorem 2.1. The sample size is
Now, let R ∈ F be a range such that |R ∩ X| ≥ εn, where n = |X|, we have that
(with constant probably for all ranges). Namely,
The bad case for us, here is that r(R) ≥ ε, but s(R) = 0. But then, the above inequality becomes
which is, of course, false. Thus, it must be that s(R) > 0, which implies that N is indeed an ε-net. 
from X, is an ε-approximation of S = (X, F), where X ⊆ X, and this holds with probability ≥ 1 − δ.
Proof: Set α = ε/4 and ν = 1/4. We have, by Theorem 2.1, that for any R ∈ F, it holds
implying the claim.
Sensitive ε-approximation
Another similar concept was introduced by [BCM99] .
Observe that a set N which is sensitive ε-approximation is, simultaneously, both an ε 2 -net and an ε-approximation.
The following theorem shows the existence of sensitive ε-approximation. Note that the bound on its size is (slightly) better than the bound shown by [Brö95, BCM99] .
is a sensitive ε-approximation, with probability ≥ 1 − δ.
Proof: Let ν i = iε 2 /800, α i = 1/4i, for i = 1, . . . , M = 800/ε 2 . As such, for i = 1, . . . , M , we have α 2 i ν i = ε 2 /1600. Consider a single random sample N of size
It is a sample complying with Theorem 2.1, with parameters ν i and α i , with probability at least 1 − δ/M , since
Namely, Theorem 2.1 holds for N , with probability at least δ, for parameters α i and ν i , for all i = 1, . . . , M . Next, consider a range R ∈ F, such that r = r(R) ∈ [(i − 1)ε 2 /800, iε 2 /800] and s = s(R). We assume for the sake of simplicity of exposition that i > 1, as this case can be handled similarly to the more general case. This implies that ν i /2 ≤ r ≤ ν i , and as such
We have that
If s ≤ ν i , we have that
which implies that N is indeed sensitive ε-approximation. Otherwise, if s ≥ ν i ≥ r, then we have
since α i ≤ 1/2. As such, by Eq. (1), we have
which implies the claim.
Looking on the bounds of sensitive ε-approximation as compared to ε-approximation, its natural to ask whether its size can be improved, but observe that since such a sample is also an ε 2 -net, and it is known that Ω(d/ε 2 log(1/ε)) is a lower bound on the size of such a net [KPW92] , this implies that such improvement is impossible.
Relative ε-approximation
Theorem 5.3 A sample N of size O
