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1. Вступ
Досвід автоматизації складних процесів все біль-
ше демонструє нездатність класичних методів теорії 
автоматичного керування ефективно розв’язувати за-
дачі автоматизації виробництв та управління соці-
ально-економічними проектами [1–3]. Координація, 
координаційне управління [1] як головний принцип 
функціонування в загальній системі керування віді-
грає роль підсистеми стабілізації процесу відносно до 
предписанної стратегії, що відображається траєкторі-
єю у просторі станів [4]. Визначаючи роль координації 
у процесі управління, слід зазначити, що для будь якої 
інтелектуальної, виробничої, соціально – побутової 
діяльності людини обов’язково характерна процеду-
ра прийняття рішення [1, 2, 5, 6]. Останнє подається 
у вигляді однієї з форм: значень параметрів, функції 
керуючих впливів, формування продуктивних пра-
вил, лінгвістичних термів із заданої множини [7–10]. 
Для формування теоретичних засад теорії коорди-
нації складних систем необхідний подальший розви-
ток формальних методів, механізмів, інструментів 
координації, що забезпечують узгодженість функцій 
складових частин системи та синхронізацію цілей як 
єдине ціле [2]. У той же час на сьогоднішній день іс-
нують та успішно функціонують системи експертного 
функціонального діагностування складних об’єктів, 
наприклад [7, 9]. Здійснюються спроби побудови мо-
делей динамічних процесів на базі мереж різного типу 
[2, 3], що зосновані на методах звичайної та нечіткої 
логіки [4, 8–14]. Проводиться моделювання систем, до 
складу яких входять не стаціонарні об’єкти [3, 8–10], 
у тому числі у середовищах GPSS [3]. Вивчаються та 
аналізуються процеси формування баз даних [9] та 
баз знань [12–14], створення продуктивних правил та 
висновків на основі алгоритмів Сугено-Мамдані та 
використання нечітких нейронних мереж для іденти-
фікації і керування слабо формалізованими об’єкта-
ми, за допомогою мережі Тагані – Сугено – Канга [8]. 
Разом з тим, як загально відомо, одним з інструментів 
координації, що за своєю початковою суттю забезпе-
чує узгодженість функцій складових частин системи 
та синхронізацію цілей як єдиного цілого, є нейронна 
мережа. Вона є засобом, у якому реалізовано принцип 
причинно-наслідкових зв’язків. Особливо її власти-
вості розширюються завдяки введенню рекурентної 
апроксимації [15], вектору індикатору [16], розробкою 
алгоритмів аналітичного навчання [17]. Такі реку-
рентні штучні нейронної мережі (РШНМ) [18] набу-
вають привабливих властивостей та можливостей, які 
ще повністю не досліджено, тому реалізація режимів їх 
функціонування є актуальною, у тому числі для ново-
го напряму забезпечення координаційного керування 










О .  М .  Т р у н о в
Кандидат технічних наук, 
доцент, перший проректор
Кафедра автоматизації та 
компьютерно-інтегрованих технологій
Чорноморський національний 
університет ім. Петра Могили
вул. 68 Десантників, 10, 
м. Миколаїв, Україна, 54000
E-mail: trunovalexandr@gmail.com
Розглянуто роль рекурентної штучної нейронної мере-
жі (РШНМ) для розв’язку характерних задач координаці-
йного управління. Сформовано структуру РШНМ обробки 
інформації на базі векторів – індикаторів та рекурентної 
апроксимації. Продемонстровано, що корекція нуля, калі-
брування, вимірювання, визначення похибки апроксимації, 
дозволяє розв’язувати задачі мінімізації, розширити функці-
ональні можливості та реалізувати нові режими її роботи. 
Представлено алгоритми аналітичного навчання нейрону з 
декількома входами та приклад формування продуктивних 
правил при розв’язуванні задачі мінімізації
Ключові слова: рекурентна мережа, режими роботи, 
продуктивні правила, аналітичне навчання нейрону, оцінка 
похибки, координаційне управління
Рассмотрена роль рекуррентной искусственной ней-
ронной сети (РИНС) для решения задач координационно-
го управления. Сформирована структура РИНС обработки 
информации на основе векторов – индикаторов и рекур-
рентной аппроксимации. Продемонстрировано, что кор-
рекция нуля, калибровка, измерение, определение ошиб-
ки аппроксимации позволяет решать задачи минимизации, 
расширить функциональные возможности и реализовывать 
новые режимы ее работы. Представлены алгоритмы анали-
тического обучения нейрона с несколькими входами и при-
мер формирования продуктивных правил при решении зада-
чи минимизации
Ключевые слова: рекуррентная сеть, режимы работы, 
порождающие правила, аналитическое обучение, оценка 
ошибки аппроксимации, координационное управление
УДК 517.962.27:004.8.032.26:519.876.2
DOI: 10.15587/1729-4061.2016.81298
Математика и кибернетика – прикладные аспекты
2. Аналіз літературних даних та постановка проблеми
Штучна нейрона мережа на сьогоднішній день є 
одним з найпотужніших інструментів розв’язку за-
дач обробки інформаційних потоків [1, 19]. Як пока-
зано у роботах [11, 18–20], застосування рекурентної 
мережі до первинної обробки даних створює пере-
думови та реалізує переваги комплексного підходу 
до процесів збору, первинної обробки, накопичення 
даних, пошуку математичних моделей, формування 
баз знань. Розробка структури таких мереж, пошук 
та застосування згорток, приводить до створення гі-
бридних та рекурентних мереж [23]. Їх навчання, як 
інтерпретуючих рухи вищого порядку, що трансфор-
мується у рухи приводу і реалізує необхідну траєк-
торію, базується на варіантах теорії оптимального 
керування. Застосування такого підходу до біологіч-
них задач приводить до аналогій із ланцюгами кори 
головного або спинного мозку [23]. Однак реалізація 
таких новаторських підходів базується на зворотних 
крокових переходах, які у свою чергу вимагають ви-
мірювання сигналу сенсорного зворотного зв’язку та 
інтелектуального аналізу. У своїй більшості реаліза-
ція різних етапів процесу інтелектуальної діяльно-
сті здійснюється у таких мережах [2] за допомогою у 
першу чергу вимірювання, а потім обробки сигналу. 
Останнім часом для розв’язку задач інтелектуальної 
діяльності все більше використовуються принципи 
компаративіського аналізу [5]. Разом з тим, потребу 
забезпечення неконтрольованого навчання та стис-
нення інформації автоматичним кодовувачем, мо-
дифікацію втрачених функцій та інваріантності ча-
стково розв’язується у роботі [24] зміною структури 
та утворенням паралельних зв’язків. Як демонстру-
ється у роботах [8, 10], подальший розвиток методів 
застосування компаративіських підходів до аналізу 
приводить до необхідності спостереження якісних 
ознак поведінки фізичної величини за зміною дис-
кретних величин. Введення індикаторів [16, 18], 
які сформовано за компаративіськими правилами, 
демонструє, що вони можуть застосовуватись для 
формування продуктивних правил. Розробка систем 
первинної обробки даних за допомогою РШНМ [16, 
18], що останнім часом впроваджується в автомати-
зованих системах [7–9], у виробництвах [12–14], що 
гнучко перебудовуються та системах спостереження 
[14], приводить до необхідності подальшої розроб-
ки швидких методів [19–22] миттєвого навчання 
та якісного аналізу і методів формування на його 
підставі результатів – висновків [7, 8, 10, 19–22]. Як 
показано у роботах [15–17], нові види подання не-
перервного сигналу при одночасному застосуванні 
векторів-індикаторів [16] і рекурентної апроксима-
ції [15] відкриває нові підходи до діагностування [15, 
16] та створення РШНМ [18].
Головними не розв’язаними проблемами є розклад 
динамічного сигналу та подання його через новий 
інструмент – вектор-індикатору, за допомогою реку-
рентної мережі на базі коротко-довготривалої пам’яті. 
Разом з тим, другою не розв’язаною проблемою є фор-
мування структури для реалізації різних режимів ро-
боти РШНМ для розв’язку практичних задач обробки 
даних, формування моделі та створення продуктив-
них правил.
3. Цілі та задачі дослідження
Метою даної роботи є формування структури ре-
курентної мережі обробки інформації із розширени-
ми функціональними можливостями і додатковими 
режимами роботи на базі вектор-індикатору та реку-
рентної апроксимації неперервної функції.
Для досягнення поставленої мети сформульовані 
наступні задачі:
– синтезувати структуру рекурентної мережі, що 
здатна проводити калібрування, готувати інформацію 
про похибку апроксимації, розв’язувати задачу міні-
мізації;
– побудувати алгоритм аналітичного навчання 
нейрону з декількома входами та продемонструвати 
його практичну результативність;
– синтезувати алгоритми, що забезпечують необ-
хідний набір режимів роботи та продукування керу-
ючих правил.
4. Постановка та розв’язок задачі формування 
структури рекурентної мережі обробки інформації на 
базі векторів-індикаторів та рекурентної апроксимації 
неперервної функції
4. 1. Постановка задачі розкладу вектор-функції у 
ряд Тейлора за допомогою векторів індикаторів
Введемо на необмеженій упорядкованій множи-
ні ( )∀ ∈ −∞ ∞Y ,  правило спрацьовування тригера, що 
визначається двома стандартами Y1, Y3 та рівнем допу-
стимих відхилень δ1 та δ2:
( )
 +< δ−
= + − δ δ ∈ 
 − δ>
1 1
3 1 31 2
3 2
;Y1, if Y
, ;D Y YY 0, if Y
.if Y1, Y
  (1)
Зауважимо, що введено оператор D3, який діє на 
скалярну функцію, а його образ утворює скаляр, який 
відображається у метричний простір при будь якій 
величині δ1 та δ2, які під час налаштовування можуть 
також прямувати до нуля. За цих позначень та умов, 
розклад компонент довільної вектор-функції від век-
торного аргументу подамо:
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Таке розкладання реалізується за умов існування 
похідних Фреше від першого до третього порядку, а 
його точність визначається, відповідно до теореми про 
середнє, максимальним значенням модуля похідної 
третього порядку [18].
4. 2. Застосування коротко - довготривалої пам’яті 
до проектування рекурентної мережі
За цих умов застосування рекурентної мережі з 
пам’яттю та структурними елементами, що визна-
чають компоненти вектору-індикатору, теж потребує 
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наявності ефективного інструменту для аналітично-
го визначення коренів. На рис. 1 продемонстровано 
фрагмент такої РШНМ, що узагальнює ідею нового 
розкладу неперервної функції +n 1XL( )  у ряд Тейлора 
та його практичне застосування до реалізації процесу 
паралельної і рекурентної обробки сигналів. Так, якщо 
вихід з нейрону 3 визначає еталону поведінку системи 
для довільного вектору стратегій X,  а з нейронів 4 та 
17 для nX  та +n 1,X  то відхилення:
( ) ( ) ( )+∆ = − n 1L X L X L X ,    (3)
визначає стратегію зміни керуючих впливів відповід-
но до значень компонент вектору-індикатору, який от-
римано після обробки компонент вектору відхилення 
(3) компаратором (1). Крім того, після додавання до ви-
ходу з нейрону 7 добутку виходу нейрону 11 помноже-
ного на вихід з нейрону 16, а також додавання добутку 
транспонованого вектору виходу з нейрону 16 на вихід 
з нейрону 15 та помноженого на половину вектору ви-
ходу з нейрона 16, отримаємо апроксимоване значення 
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У свою чергу цей стандартний елемент (рис. 1) 
також дає можливість оцінити похибки апроксимації 
шляхом порівняння величин +n 1XL( ),  розрахованих за 
(4), та виходу 17. Останнє, у свою чергу, відкриває мож-
ливості проводити удосконалення моделі. Особливо 
це актуально для реальних систем, у яких +n 1XL( ) 
є осцилюючими негладкими функціями, оскільки у 
таких випадках виникає необхідність багатоточкових 
наближень. Однак, як показано у роботі [18], кількість 
точок інформаційної затримки на одну більше ніж по-
рядок старшої похідної, тому його величина обмежена. 
Там же продемонстровано, що для вивчення власти-
востей об’єкту важливою умовою є інформованість про 
напрям зміни аргументу. Застосувавши до приросту 
аргументу компаратор, який реалізує предикат у фор-
мі (1), введемо інструмент аналізу, що доповнить набір 
інструментів вектору індикатору (2) та (4), який засто-
совувався до розкладу функції [16, 17]. Реалізація ал-
горитму визначення приросту у рекуррентній мережі 
є спрощеною [18]. Так, подаючи одночасно сигнал про 
вектор аргументу від входу мережі та від внутрішнього 
шару нейрону 1–2, які завжди зсунуті на один крок, до 
нейрону 16, утворимо приріст аргументу. Застосував-
ши до виходу з нейрону 16 компаратор, який реалізує 
предикат у формі (1), отримаємо з виходу нейрону 18 
значення додаткової компоненти вектору індикатору:
( )= ∆34 .V D X      (5)
4. 3. Практичне визначення збіжності алгоритму 
аналітичного навчання нейронів
Аналітичне навчання та перенавчання нейронів 
було запропоновано і реалізовувалось у роботі [17] 
для звичайної нейронної мере-
жі. Слід зазначити, що запро-
поновані у [17, 18] рекурентні 
рішення, за умов мінімізації 
суми квадратів похибок, як 
фрагмент РШНМ зводяться 
до розв’язку системи неліній-
них рівнянь. Обмежимось ви-
падком пошуку коефіцієнтів 
синаптичних ваг ωkj для j-го 
нейрону k-того входу і для ве-
личини входу xkji i-го еталону 
з загальним числом еталонів 
Ij. За таких позначень запи-
шемо ключову систему алго- 
ритму:
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Скориставшись розкладом системи (6) за методом 
рекурентної апроксимації [15] та обмежуючись тільки 
приростами першого порядку, запишемо систему для 



































































Рис. 1. Фрагмент РШНМ з коротко-довготривалою пам’яттю
Математика и кибернетика – прикладные аспекты
де позначено
( ) ( )−− − −− −
= =
 = − +  ∑∑
M 3 2r 3 r Si Si
kj k 1,i j 1,i i
i 1 r 2
A 1 x x Y 1 e e .
Чисельні результати, з детальним аналізом впливу 
на осциляції та швидкість збіжності, як величини так і 
знаку початкового наближення ωkj, надано у роботі [18] 
на прикладі нейрону з одним входом та одним виходом. 
Однак для забезпечення аналітичного навчання без-
посередньо у процесі управління необхідно визначати 
момент зупинки ітераційного процесу наближення. 
Наявність та якість такого критерію визначає ефек-
тивність навчання. Виведемо його як оцінку похибки 
коефіцієнтів синаптичних ваг. Припустимо, що функ-






kk dxB B . 
Отримаємо норму похибки, застосувавши оператор 
нормування до рівнянь (6) та (7), тоді оцінка знизу та 












= =j jk 1,K ; j 1, K ,
Останнє дає оцінку величини, яка визначить гра-
ницю припинення ітерацій за умов заданої величини 










    (8)
Дані аналізу впливу початкового наближення та 
параметрів системи на оцінку похибки коефіцієнтів 
синаптичних ваг для п’ятої ітерації подані у табл. 1. За 
результами розрахунків розв’язком системи є коефі-
цієнти синаптичних ваг ω = −0 0.40674,  ω =1 8.925389. 
Так, для довільно обраних п’яти наборів початкових 
наближень ω00,  ω10  одночасно розраховані ліві части-
ни системи (6) 15 ,B  25B  та обчислено середньоква-
дратичне відхилення похибки функції активації σ. Як 
свідчить аналіз даних табл. 1, початкові наближення 
незначно впливають на кількість ітерацій до заданої 
середньоквадратичної похибки. Крім того, збільшення 
кількості наближень до восьми забезпечує точність 
розрахунків, тобто відносну похибку меншу за десяту 
долю відсотка.
5. Обговорення результатів моделювання аналітичного 
навчання РШНМ
При аналітичному навчанні використовувались 
алгоритми, за якими навчання ґрунтується на ви-
мозі нульової величини похибки та мінімізації суми 
квадратів похибок. Незважаючи на їх простоту, ви-
бір заданих еталонів для навчання обмежується на-
явністю асимптотичних точок, як для першої умови, 
так і для другої. Останнє проявляється особливо 
при зменшенні кількості членів розкладу опера-
торів до двох. Врахування вектор-індикаторів по-
кращує процес збіжності, але разом з тим збільшує 
загальний обсяг розрахунків. Наявність оцінки у 
аналітичному вигляді (8) дозволяє автоматизувати 
процес навчання, якщо задана оцінка допустимої по-
хибки опису функції активації для заданої множини 
еталонів.
Розробка систем первинної обробки даних приво-
дить до необхідності подальшої розробки швидкіс-
них методів якісного аналізу та методів формування 
на підставі їх результатів – висновків про характер 
їх властивостей [18]. Подання розкладу динамічного 
сигналу через новий інструмент індикаторів (1) за 
допомогою рекурентної мережі на базі коротко – дов-
готривалої пам’яті суттєво спрощує процес розкладу 
за рахунок розпараллелювання процесу аналогової 
обробки або розрахунків. Однак введення аналізу 
змін значень цих індикаторів, від точки до точки, та 
формування продуктивних правил для різних типів 
задач створює новий інструментарій кібернетичних 
методів керування. Безумовно, що простота та здат-
ність таких модулів до вбудовування у інші системи та 
мережі і будуть головними перевагами. Незважаючи 
на це, слід зазначити, метод позбавлений універсаль-
ності, його складність для лінійних задач не є 
виправданою, то його переваги проявляються 
при застосуванні до аналізу нелінійних, осци-
люючих процесів або з вираженим гістерезісом. 
Всебічне вивчення фундаментальних власти-
востей розкладу та особливостей поведінки, 
як самих індикаторів так і їх змін, очевидно 
відкриє нові властивості і можливості впро-
вадження, як компаративіських підходів, так і 
нового інструментарію – вектору-індикатору і 
рекурентних нейронних мереж, що побудовані 
на основі рекурентної апроксимації.
5. 1. Режими роботи РШНМ та алгоритм рекурент-
ного формування моделі
Режим калібрування. Для забезпечення процесу ка-
лібрування у автоматичному режимі будь якого датчи-
ка або вимірюваного приладу необхідно вимірювати в 
один момент часу три величини: Xn – вектор незалеж-
ної величини аргументу, вихідну величину сигналу 
датчика L(Xn), еталонний сигнал Ls(Xn), або у режимі 
автоматизованому зняти покази еталонного приладу 
та внести їх до системи. За цих умов доцільно також 
зафіксувати похибки еталонних показів та аргументу. 
Фрагмент рекурентної мережі подано на рис. 2. У ході 
калібрування визначається та запам’ятовуються у базі 
даних калібруючий множник як функція незалежної 
величини аргументу 
Таблиця 1
Вплив початкового наближення та параметрів системи на оцінку 
похибки коефіцієнтів синоптичних ваг для п’ятої ітерації 
№ ω00 ω10 ||B15|| ||B25|| σ ||Δω05|| ||Δω15||
1 –0.5 5 –6.502E–6 1.740E–6 0.007545 6.8E–5 0.01206
2 0.5 5 0.000941554 1.43196E–5 0.007577 0.008065 0.080015
3 –0.1 0.1 –0.09746387 0.017202286 0.070873 0.53247 0.707926
4 1 1 0.001963412 0.018706151 0.04438 0.09275 1.002492
5 0.1 –0.1 0.00658054 0.010502513 0.032329 0.03513 0.940764
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n :X  ( ) ( ) ( )=n s n n/ .X L X L Xk
При калібруванні також визначається та запам’ято-
вується діапазон калібрування. У більшості випадків 
режим калібрування забезпечується завдяки форму-
ванню фізичної величини Xn, яка у свою чергу є за-
лежною від часу. Інакше кажучи, для реалізації ідеї 
калібрування необхідно додатково керувати часом. 
За умов стабільного часового кроку Δ оберемо набір 
правил “умова-дія”. Умовна частина кожного правила 
визначає умову, за якої воно буде застосовуватись. 
Наслідкова частина визначає дію, яка буде реалізову-
ватись за умов наявності – виконання першої частини. 
Обравши стабільний часовий крок спрацьовування 
Δ, будемо мати умову переходу від фази очікування 
( ) = − t t n 1  до фази спрацьовування ( ) = − + ∆ t t n 1 . 
Дія регулятору з наступом фази спрацьовування по-
лягає у зміні сигналу
( ) ( )−= + δ + δ −n n 1 1 2X X n a n 1 a .
Режим вимірювання та формування бази даних про 
властивості об’єкту.
Головною задачею цього режиму є отримання повної 
інформації про поведінку об’єкту. Фрагмент рекурент-
ної мережі, що реалізує режим вимірювання, подано на 
рис. 3. Розглянемо процес вимірювання. На вхід нейро-
ну 3 подається: Xn – вектор незалежної величини аргу-
менту; k(Xn) – множник калібрування, що отримується 
за запитом із бази даних для даного значення Xn:
( ) ( ) ( )=n n m n ,X X L XL k
де Lm(Xn) сигнал, що безпосередньо отримано з виходу 
нейрону 3 після корекції нуля, якщо від датчика сиг-
нал безпосередньо подано на вхід нейрону 3. За анало-
гією, одночасно з нейроном 3 подано ті ж самі сигнали 
на вхід нейронів 4, 8, 12. За цих умов данні з входу 
нейрону 1 та виходи з нейронів 4, 8, 12, 16 подаються до 
входу контролера. Останній перетворює їх до стандар-
ту бази даних та передає для запису і збереження у ній.
Режим формування моделі. Головною дією цього 
етапу є знаходження модулів та векторів індикаторів, 
множення і додавання добутків після та формування 
різниці між величиною цієї суми та виміряною вели-
чиною. Крім того, на цьому етапі доцільно, починаючи 
із четвертої точки, розраховувати третю похідну та 
заносити дані про неї до бази даних.
Режим формування продуктивних правил та бази 
знань. На цьому етапі дані з бази даних заноситься 
до мережі та вивчається поведінка як самої фізичної 
величини, що характеризує об’єкт, так і її похідних та 
похибок. Внаслідок комплексу таких дій формуються 
продуктивні правила та кількісні критерії, які дозво-
ляють обирати модель на заданому інтервалі зміни 
вектору входу.
Режим формування оцінок адекватності за сукуп-
ністю критеріїв. При реалізації цього режиму генеру-
ється послідовність значень вектора стану, у свою чер-
гу на вхід об’єкту та мережі (до нейрону 1) одночасно 
подається сигнал. Вихід сигналу з об’єкту подається 
до нейронів 3, 4, 8, 12. Порівняння величин сигналів 
виходів з нейрону 3 та 21 дозволяє отримати величи-
ну похибки. Після використання величини сигналу 
виходу нейрону 16 та величини двох похідних виходів 
нейронів 8 та 12 розраховуємо похідну третього поряд-
ку. Таким чином, використовуючи критерії адекват-
ності та задаючи перелік упорядкованих значень Xn – 
вектору незалежної величини аргументу із множини 
діапазону його зміни, можливо розраховувати абсо-
лютні і відносні похибки як фізичної величини, так і 
її похідних.
Рис. 2. Фрагмент РШНМ режиму реалізації калібрування
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Математика и кибернетика – прикладные аспекты
5. 2. Режими знаходження коренів та формування 
продуктивних правил
Слід також зазначити таку можливість вико-
ристання нового інструментарію вектору-індикато-
ру і властивостей рекурентної нейроної мережі, що 
побудовано на основі рекурентної апроксимації, як 
формування продуктивних правил розв’язку задач: 
знаходження простого кореня монотонної функції; 
знаходження не простого кореня монотонної функції; 
знаходження кореня осцилюючої функції; вибору керу-
ючого впливу, як задачі про синтез керуючого впливу. 
Розглянемо поступово особливості розв’язку кожної з 
цих задач.
Знаходження простого кореня монотонної функції. 
Припустимо, що перше наближення узято довільно та 
для нього на виходах з нейронів 6, 10, 14, 19 сформо-
вано значення сигналів. Тоді правило, за яким визна-
читься друге та інші наближення, має вигляд:
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k! x
  (9)
за інформацією про першу точку. Однак, якщо вра-
хувати, що побудована мережа має зсув на k+1 точку, 
то для такого типу випадків обмежуючись першою 
похідної процес пошуку кореня тільки пришвидшу-
ється. Таке правило працює навіть коли перша похідна 
наближається до нуля (має значення менше за точність 
розрахунків), оскільки за цих умов =2 0V . Таке прави-
ло спрощує розрахунок наближення, але приводить 
до збільшення кількості наближень. Іншим варіантом 
побудови продуктивного правила є варіант, у якому за-
пам’ятовуються значення вектору індикатору та вико-
ристовують похідні друго або старших порядків. Пра-
вило будується, спираючись на поведінку їх приростів:
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Таке правило реалізується навіть у випадку, коли 
точка наближення попала у точку кореня. У такому 
випадку значення величини nX  просто перестає на-
рощуватись.
Знаходження не простого кореня монотонної функ-
ції. Припустимо, що у точці кореня (значення функції 
дорівнює нулю) і перша похідна теж дорівнює нулю, 
тобто точка кореню є одночасно точкою дотику, тобто 
точкою екстремуму. Припустимо, що перше наближен-
ня узято довільно. Для нього на виходах з нейронів 6, 
10, 14, 19 сформовано значення сигналів, тоді за прави-
лом (9) визначаться друге та інші наближення.
Знаходження кореня осцилюючої функції. Як по-
казано у роботі [16], для негладких осцилюючих 
функцій, у випадку вибору такого початкового зна-
чення 1X , що для будь якої із схем наближення на-
ступне значення відповідає 2X , для якого вектор-ін-
дикатор дорівнює (1, 0, 1) або (1, 1, 0), процес пошуку 
наступного наближення необхідно зупинити. По-
кладемо наступний порядок дій у відповідності до 
даного випадку:
1. Приймемо: =3 2( ) ( );X XL L
2. Знайдемо з розкладу: 
( ) ( ) ( ) ( ) ∆= + ∆ +′ ′′
2







( )2L X ;
( )L X
3. Проведемо перевірку – якщо 
∀ ∈  2 3X X , X ( ) ( ) ( )≥ =2 3L X L X L X  та ( ) ≠′′ 2L X 0,
то нове наближення X3, незалежно від особливостей 
поведінки функцій на інтервалі, знайдемо завиразом: 
( ) ( )= − ′ ′′3 2 2 2X X 2L X / L X .
З останнього видно, якщо діяти за звичайною 
схемою, у силу властивостей функції та вибору почат-
кової точки наближення, одне з наближень попадає 
у інтервал, на якому спостерігається зациклювання. 
При дії за алгоритмом 1–2–3 процес зациклювання 
вдається упередити та виключити. Для удосконален-
ня та узагальнення сказаного вище правила, введемо 
керуючу функцію W, величину якої пов’яжемо з 
трьома компонентами вектору-індикатору. Подамо 
розклад у останній точці, починаючи з якої процес 
зациклюється:
( ) ( ) ( ) ( )∆+ ∆ + =′ ′′
2
2 2 2 3L X L X L X L X W,2
  (10)
де
( ) ( ) { } ∆ = ∆ ≥ ≠= 

2 1 2 3
3
L X , if V 0 and V 1 and V 0 ;
L X W
0.
Тільки за умов коли =∆ 1V 0  та при значенні при-
росту другої компоненти, опрацьованому компарато-
ром (1) ∆ =2V 1,  а також коли треття компонента теж 
не дорівнює нулеві ≠3V 0,  виконується рівняння (10), 
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Таким чином, процес пошуку кореня спрощуєть-
ся та зводиться до простих обчислень минаючи ін-
тервал осциляцій. Останнє здійснюється за рахунок 
впровадження вектор-індикатору та рекурентних 
мереж після формування відповідного набору про-
дукційних правил. Побудова додаткових логічних 
правил обробки інформації виключає за циклю-
вання та покращує алгоритм пошуку коренів навіть 
для немонотонної складної поведінки – осцилюючої 
функції.
Режим вибору керуючого впливу як задача про син-
тез керуючого впливу.
Припустимо, що поставлена задача про мінімізацію 
цільової функції за умов наявності обмежень нерівно-
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стей для нелінійного об’єкту. Припустимо також, що 
об’єкт є спостереженим, а обчислювач визначає:
– вектор відхилення цільової функції, яка характе-
ризує функціонування процесу, від еталонного значен-
ня відхилення за приписом; 
– вектори-індикатори вектору відхилення.
Залежно від виду поведінки вектора відхилення 
задача зводиться до задачі знаходження кореня. Так, 
якщо послідовно задавати значення функції Лагран-
жа, значення якої записано до бази даних під час 
навчання системи, та обчислювати індикатори V1, V2, 
V3 і індикатор зміни аргументу V4 та індикатор зміни 
функції Лагранжа 
( ) ( ) ( )+   = ∆ = − ∆   5 3 3 n 1V D L X D L X L X ,
то умови для формування продуктивних правил сфор-
мовано. Запишемо одне з можливих продуктивних 
правил.
Якщо V4>0 та V1>0 та V2<0, то + = − ∆n 1 n n5VU U U .
За цим правилом, управління, що забезпечує міні-
мізацію функції Лагранжа, реалізовує наслідкову ча-
стину правила «умова – дія», яка містить індикатор V5.
З останнього видно, якщо похідна функції Лагран-
жа змінює свій знак, то індикатор V5 його змінює теж і 
правило працює. 
З останнього видно, якщо похідна функції Лагран-
жа змінює свій знак, то і індикатор V5 його змінює ана-
логічно за умов збереження V4, а правило визначення 
дієвої частини працює коректно. При реалізації задачі 
максимізації у останньому виразі наслідкової частині 
правила змінюється знак перед V5 з мінуса на плюс.
Таким чином, різниця поточного значення будь 
якої функції або функції Лагранжа та набору її значень 
із бази даних дозволяє формувати продуктивні прави-
ла дієвої частини за аналогією для функція керуючого 
впливу, що дозволить або знайти корінь функції, або 
забезпечити її задане значення у межах допустимого 
відхилення. Аналіз значень коренів – величин керую-
чого впливу, як розв’язок задачі про корінь, дозволить 
знайти їх інтервал. Останнє за вибором оператора або 
за правилом «умова – дія» сформує координуючий та 
керуючий вплив і дозволить визначати коефіцієнти 
підсилення. Вибір алгоритмів і формування законів, 
що дозволяють адаптувати величини коефіцієнтів 
підсилення, робить таку задачу актуальною для прак-
тичного впровадження рекурентних мереж у практику 
координаційного управління. У випадку формування 
функції Лагранжа з урахуванням обмежень можли-
вості системи розширюються на задачі управління з 
обмеженнями нерівностями.
6. Обговорення результатів дослідження можливостей 
формування нових функцій та режимів роботи РШНМ
Розглянуті фрагменти РШНМ завдяки запропо-
нованим розширеним функціям та режимам роботи 
можуть слугувати стандартними елементами коор-
динуючої системи керування або системи підтримки 
прийняття рішень. Такі приклади, що побудовано на 
основі рекурентної апроксимації, демонструють нові 
можливості використання інструментарію вектору-ін-
дикатору і РШНМ. Їх застосування також корисне для 
розв’язку самостійних прикладних задач: формування 
продуктивних правил розв’язку задач знаходження 
простого кореня монотонної функції, знаходження 
непростого кореня монотонної функції, знаходження 
кореня осцилюючої функції, вибору керуючого впливу 
та задачі про синтез керуючого впливу. Отриман-
ні результати продовжують та доповнюють практич-
не впровадження ідеї рекурентної апроксимації до 
розв’язку задач моделювання та проектування [15]. 
Остання, ґрунтуючись на припущенні про неперерв-
ність та диференційованість за Фреше, має обмежене 
застосування. Пошук шляхів зняття цих обмежень або 
їх обходу концентрує увагу подальших досліджень на 
пошук прямого та зворотного переходу від метричного 
до інших просторів. Введення множини лінгвістичних 
змінних з єдиним алгоритмом побудови метрики на 
обмеженій кількості еталонів відкриває такі шляхи, 
але проблеми розриву, єдинності та існування народ-
жують поки що нові перешкоди.
7. Висновки
1. Структура рекурентної мережі обробки інформа-
ції, що сформована на базі векторів-індикаторів та ре-
курентної апроксимації неперервної функції, забезпе-
чує нові режими її роботи та розширює функціональні 
можливості. Вона здатна реалізовувати калібруван-
ня, готувати інформацію про похибку апроксимації, 
розв’язувати задачу мінімізації та слугувати модулем 
системи підтримки прийняття рішень. Її структура 
формує інформаційне забезпечення умовної частини 
правил «умова – дія» та реалізує дієву частини у алго-
ритмах координаційного управління.
2. Застосування вектор-індикаторів робить ал-
горитми аналітичного навчання практично неза-
лежними від вибору початкового наближення кое-
фіцієнтів синаптичних ваг, а сама мережа додатково 
набуває механізм переналаштовування під час опти-
мального керування залежно від змін, що відбува-
ються з об’єктом. 
3. Синтезована структура здатна реалізовувати 
алгоритми, які забезпечують необхідний набір ре-
жимів роботи та продукування керуючих правил 
на основі аналізу поведінки сукупності векторів-ін-
дикаторів. Вона також здатна до реалізації простих 
алгоритмів знаходження коренів та управління, що 
мінімізує або максимізує неперервну функцію або 
функцію Лагранжа за умов наявності обмежень не-
рівностей для нелінійного об’єкту у відповідності з 
аналітичним критерієм оцінки похибки коефіцієн-
тів синоптичних ваг.
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