This paper is concerned with a nonlocal dispersal susceptible-infected-susceptible (SIS) epidemic model with Dirichlet boundary condition, where the rates of disease transmission and recovery are assumed to be spatially heterogeneous. We introduce a basic reproduction number R 0 and establish threshold-type results on the global dynamic in terms of R 0 . More specifically, we show that if the basic reproduction number is less than one, then the disease will be extinct, and if the basic reproduction number is larger than one, then the disease will persist. Particularly, our results imply that the nonlocal dispersal of the infected individuals may suppress the spread of the disease even though in a high-risk domain.
Introduction
The susceptible-infected-susceptible (SIS) model is one of the basic compartment models to describe the transmission of communicable diseases in the filed of theoretical epidemiology. In the past years, an SIS epidemic reaction-diffusion model with Neumann boundary condition has been proposed and studied by Allen et al. [1] . Here, the functions S(x, t) and I(x, t) denote the density of susceptible and infected individuals at location x and time t, respectively; d S and d I are positive diffusion rates for the susceptible and infected individuals;
β(x) and γ(x) are positive Hölder continuous functions onΩ that represent the rates of disease transmission and recovery at x. Meanwhile, the homogeneous Neumann boundary conditions mean that there is no population flux across the boundary ∂Ω and both the susceptible and infected individuals live in the self-contained environment. In [1] , Allen et al. mainly considered the impact of spatial heterogeneity of environment and movement of individuals on the persistence and extinction of a disease. After that, Peng and Liu [17] further extended the results in [1] and proved that the endemic equilibrium is globally asymptotically stable if it exists in some particular cases, which confirmed the conjecture proposed in [1] . Meanwhile, Peng [18] provided a further understanding of the impacts of diffusion rates of the susceptible and infected population on the persistence and extinction of the disease. For more results of spatial heterogeneity of environment about the SIS epidemic models, one can see [19, 20] and the references therein. in Ω × (0, +∞), S(x, t) = I(x, t) = 0 on ∂Ω × (0, +∞).
(1.1)
In (1.1), the growth term Λ(x) is used to balance the population decay in the boundary and makes the model more meaningful. They majored in considering the global stability of the disease-free equilibrium, the existence and uniqueness of a positive endemic steady, and also the global stability of the endemic steady for some particular cases.
It is well-known that the random dispersal which describes the local behavior of the movement to species, has been used to construct the population model in epidemiology and spatial ecology. However, Murray [14] pointed out that a local or short range diffusive flux proportional to the gradient is not sufficiently accurate to describe some biological phenomenon. In particular, Murray [14, Chapter 17] further emphasized the importance and intuitively necessity of the long range effects in the biological areas. Nowadays, the diffusion process is also described by an integral operators which represents the movement of species between nonadjacent spatial locations, such as J * u−u = R J(x−y)u(y)dy−u in epidemiology and spatial ecology, see [9, [11] [12] [13] 15, 23, 24, 26, 29, 32, 33, 35] and the references therein.
In the present paper, we are concerned with the nonlocal counterpart of (1.1) as follows
2) Here, Ω is a bounded domain, Λ(x) is positive and continuous function onΩ which represents the growth rate for the new born. β(x) and γ(x) are all positive continuous functions onΩ. Just as to say in [1] that the term SI S+I is a Lipschitz continuous function of S and I in the open first quadrant, we can extend its definition to the entire first quadrant by defining it to be zero when either S = 0 or I = 0. Throughout the whole paper, we always assume that the initial infected individuals are positive without other description, that is
and the dispersal kernel function satisfies
(1.4) Now, by the standard theory of semigroups of linear bounded operator [16] , we know from [11] that (1.2) admits a unique positive solution (S(x, t),Ĩ(x, t)), which is continuous with respect to x and t.
On the other hand, we know that the basic reproduction number R 0 is an important threshold parameter to discuss the dynamic behavior of the epidemic model. For (1.1), R 0 can be defined by a variational formulation, that is 5) and this definition strongly depends on the principal eigenvalue of the operator d I ∆ · +β(x) − γ(x). Note that the nonlocal dispersal operator shares many similar properties with the random diffusion operator (see, e.g., [2, 11] ). It is natural to ask whether the basic reproduction number can be defined by the same method as (1.5). However, the answer is negative. The main reason is that the nonlocal operator
does not admit principal eigenvalues in general, see [5, 9, 21] and so on. To overcome this difficulty, we may define the basic reproduction number R 0 of system (1.2) by the abstract theory [27, 31] . Particularly, we give the relations between R 0 and
in which
It follows from [5, 9, 21, 24, 25] that µ p (d I ) may not be the principal eigenvalue of the operator L. This is of independent interest. Under the assumptions (1.3) and (1.4), we can prove that the stationary problem of (1.2) admits a unique disease-free equilibrium and a unique endemic equilibrium. Further, the global stability of the disease-free equilibrium is discussed if R 0 < 1. Meanwhile, when R 0 > 1, and the susceptible and infected individuals have the same diffusion rate, then the global stability of the endemic equilibrium is also obtained. In particular, we have to emphasize that a lack of regularizing brings some technical difficulties to obtain our results. However, we can overcome by some auxiliary problems. This paper is organized as follows. In Section 2, we give the definition of the basic production number of system (1.2). Then, the existence, uniqueness and global attractivity of the disease-free equilibrium are obtained when R 0 < 1 in Section 3. In Section 4, we show the existence, uniqueness and global attractivity of the endemic equilibrium as R 0 > 1. Finally, a brief discussion is given to explain our results in the biological sense in Section 5.
The basic reproduction number
In this section, we are concerned with the basic reproduction number of system (1.2), which is an important threshold parameter in population models. Let X = C(Ω) be the Banach space of real continuous functions onΩ. Throughout this section, X is considered as an ordered Banach space with a positive cone X + = {u ∈ X| u ≥ 0}. It is well known that X + is generating, normal and has nonempty interior. Additionally, an operator
Definition 2.1 A closed operator A in X is called resolvent-positive, if the resolvent set of A , ρ(A ), contains a ray (ω, ∞) and (λ − A ) −1 is a positive operator for all λ > ω.
We also define the spectral bound of A as follows
where σ(A ) denotes the spectrum of A . The spectral radius of A is defined as r(A ) = sup{|λ|; λ ∈ σ(A )}.
Below, we list some results from [27] . Theorem 2.2 Let A be the generator of a C 0 −semigroup S on the ordered Banach space X with a normal and generating cone X + . Then, A is a resolvent-positive if and only if S is a positive semigroup, i.e., S(t)X + ⊂ X + for all t ≥ 0. If A is resolvent-positive, then Define
Following from [11, 16] , we know that the operators L (L is defined as (1.6)) and A can respectively generate a positive C 0 -semigroup on X. Thus, according to Theorem 2.2, we know that the operators L and A are all resolvent-positive operators. Meanwhile, we have the following result.
Proposition 2.4
If the operator A is defined by (2.1), then S(A) < 0.
Proof. Define
Define a function sequence as follows:
where
, and γ n,1 (x) is continuous in Ω. Indeed, γ n,1 (x) exists if only we take n is large enough, denoted by n ≥ n 0 > 0. By the construction of function sequences {γ n (x)} ∞ n=1 , we know that γ n − γ L ∞ (Ω) → 0 as n → +∞ and the eigenvalue problem
, where µ n p → µ p as n → +∞. Note that µ n p = S(A n ) for each given n (see Bates and Zhao [3] ). Since µ p < 0, there exists some δ > 0 such that µ n p < −δ provided n ≥ n 0 for some n 0 > 0. Thus, we have S(A n ) < −δ for n ≥ n 0 . Due to γ n → γ as n → +∞, we can obtain that S(A n ) → S(A) as n → +∞, see [22, Lemma 3.1] . This implies that S(A) < 0. The proof is complete. Now, consider the nonlocal dispersal problem
where x ∈ Ω and t > 0. If u I (x, t) is thought of as a density of the infected individuals at a point x at time t, J(x − y) is thought of as the probability distribution of jumping from location y to location x, then R N J(y − x)u(y, t)dy is the rate at which the infected individuals are arriving at position x from all other places, and − R N J(y − x)u(x, t)dy is the rate at which they are leaving location x to travel to all other sites. By the theory of semigroups of linear operators, we know that the operator A can generate a uniformly continuous semigroup, denoted by T (t). Let φ(x) be the distribution of initial infection. Then, T (t)φ(x) is the distribution of the infective members at time t under the synthetical influences of mobility and transfer of individuals in infected compartments. Inspired by the work in [6, 28, 30, 31] , we may define the spectral radius of L as the basic reproduction number of system (1.2), that is R 0 = r(L ), where
Then, we have the following result.
Theorem 2.5 R 0 − 1 has the same sign as λ * := S(A + F ).
Proof. Since A is the generator of the semigroup T (t) on X and A is resolvent-positive, it then follows from Theorem 2.2 that
Choosing λ = 0 in (2.2), we obtain
Since L is a resolvent-positive operator and S(A) < 0, following from Theorem 2.3, we have S(L) has the same sign as r(L ) − 1 = R 0 − 1. The proof is complete. Consider the eigenvalue problem
It is well known that if µ p (d I ) is the principal eigenvalue of (2.4), then µ p (d I ) = S(A + F ), see [3] . In this case, µ p (d I ) has the same sign as R 0 −1 according to Theorem 2.5. However, we still have the following result.
Corollary 2.6 µ p (d I ) has the same sign as R 0 − 1.
This conclusion can be proved by the same arguments as Proposition 2.4 and Theorem 2.5. In fact,
is the principal eigenvalue of (2.4) or not.
Next, we intend to discuss the effect of β(x), γ(x) on the basic reproduction number R 0 . Consider the eigenvalue problem
which has been studied by García-Melián and Rossi [7] .
Lemma 2.7 The eigenvalue problem (2.5) admits a unique principal eigenvalue λ 1 and its corresponding eigenfunction ϕ(x) is of class C(Ω). Moreover, 0 < λ 1 < 1 and
In fact, for any δ > 0, the simple calculation yields that
On the other hand, for any δ > 0, we have
Thus, for any δ > 0, there is 
By the continuity of µ p (d I , m) on m, we have
Thus, there is some
Consequently, we obtain µ p (d I , m) → −∞ as d I → +∞. Now, by the discussion as above, if there is some x 0 ∈ Ω such that m(x 0 ) > 0, then there must be somed I so that µ p (d I ) > 0 for 0 < d I <d I and µ p (d I ) < 0 for d I >d I . And if m(x) < 0 for all x ∈Ω, it must be µ p (d I ) < 0 for all d I > 0. Consequently, following Corollary 2.6, we can complete our proof.
The disease-free equilibrium
In this section, we consider the existence, uniqueness and global stability of the diseasefree equilibrium of (1.2).
Definition 3.1 We say that a steady state (S * (x), I * (x)) of system (1.2) is globally stable if the solutions (S(x, t),Ĩ(x, t)) of (1.2) satisfy
for any initial data (S 0 (x), I 0 (x)) that satisfies S 0 (x), I 0 (x) > 0 in Ω and S 0 (x), I 0 (x) ∈ C(Ω).
We first consider the following problem
in Ω,
There is a unique positive solution u * (x) of (3.1) and u * (·) ∈ C(Ω).
Proof. Let ϕ(x) be the corresponding eigenfunction associated to λ 1 . Construct u(x) = εϕ(x) and u(x) = M ϕ(x) for some ε > 0 with M = 1 + maxΩ Λ(x)
for sufficiently small ε. Meanwhile, by the definition of M , we have
Thus, the standard iterative method implies that (3.1) admits a positive solution u(x) ≤ u * (x) ≤ u(x). Thus, u * (x) satisfies
and u * (x) ∈ C(Ω). Assumeũ(x) is another positive solution of (3.1). Let
w(x) = 0 on R N \Ω.
According to Proposition 2.2 in [2]
, we know w(x) ≡ 0. That is u * (x) =ũ(x). This implies that the positive solution of (3.1) is unique. The proof is complete.
Corollary 3.3
There is a unique disease-free equilibrium (S * (x), 0) of (1.2) and S * (x) ∈ C(Ω).
Now, we have the following global stability result.
Theorem 3.4 If R 0 < 1, then the positive solutions of (1.2) converge to the disease-free equilibrium (S * (x), 0) uniformly on x as t → +∞.
Proof. Since R 0 < 1, we have µ p (d I ) < 0 following from Theorem 2.5 and Corollary 2.6. First, consider the linear problem
with initial value w(x, 0) = I 0 (x) for x ∈ Ω, and the boundary condition w(x, t) = 0 for x ∈ R N \Ω, t > 0. Then, the semigroup theory implies that (3.2) admits a unique positive solution w(x, t). Let m(x) = β(x) − γ(x). Since m(x) ∈ C(Ω), we can find a function sequence {m n (x)} ∞ n=1 with m n −m L ∞ → 0 as n → +∞ such that the eigenvalue problem
Taking n large enough, provided n ≥ n 0 > 0, we have
Construct w(x, t) = le 1 3 µp(d I )t ϕ n (x) and normalize ϕ n as ϕ n L ∞ (Ω) = 1. Then, the direct computation yields that
provided n ≥ n 0 . Now, taking l large enough such that lϕ n (x) ≥ I 0 (x), we have w(x, t) ≤ w(x, t) for all x ∈ Ω and t > 0 by comparison principle. Note that
Thus,Ĩ(x, t) ≤ w(x, t) for all x ∈ Ω and t ≥ 0. It then follows that I(x, t) → 0 uniformly onΩ as t → +∞.
Next, we want to show thatS(x, t) → S * (x) uniformly onΩ as t → +∞. Set v(x, t) = S(x, t) − S * (x). Then, there is
Since β(x), γ(x) ∈ C(Ω), by the above argument, there exists some constant c 0 > 0 such that
Denote a = −2d S λ 1 , b = 2c 0 |Ω| 
By Hölder inequality, we have
for some positive constant c. Thus, there is
wherek i (i = 1, · · ·, 7) are some positive constants. Since v(x, t) ∈ C(Ω × (0, ∞)), we obtain that v(x, t) → 0 uniformly onΩ as t → +∞.
We complete the proof.
The endemic equilibrium
In this section, we consider the existence, uniqueness and global stability of the endemic equilibrium of (1.2). To these goals, we study the steady state problem of (1.2)
By adding the two equations of (4.1), we obtain the equivalent system
Combining (3.1) and the first equation of (4.2), we can get
This yields that
Substituting this S(x) into the second equation of (4.2), we get
for x ∈ Ω and I(x) = 0 for x ∈ R N \Ω.
Theorem 4.1 Assume R 0 > 1. Then, there is a unique positive solution (S * , I * ) of (4.1) satisfying S * , I * ∈ C(Ω) and S * > 0,
Proof.
. By the same arguments as in Theorem 3.4, we can find a function sequence {m n (x)} ∞ n=1 such that m n − m L ∞ (Ω) → 0 as n → +∞ and the eigenvalue problem
provided n ≥ n 0 for large enough n 0 . Normalize ϕ n by ϕ n L ∞ (Ω) = 1 and construct
for sufficiently small ε and I(x) satisfies
. Then, the comparison principle implies that (4.3) admits a positive solution
Then, (S * (x), I * (x)) is a pair of nonnegative solution of (4.1). Further, we claim that S * (x) > 0 and
It is immediately that S * (x 0 ) = 0. Then, by the second equation of (4.1), we obtain that
which is a contradiction. Thus, I * (x) <
, we can choose a point sequence {x n } ⊂ Int(Ω) such that x n → x 0 for x 0 ∈ ∂Ω, then the same discussion can obtain that I * (x) <
In fact, it can be shown that S * (x), I * (x) ∈ C(Ω). Define a functional as follows
Hence, we have
Obviously, F (x, I * ) = 0 and
Consequently, the Implicit Function Theorem implies that I * (x) ∈ C(Ω). By the relation between S * (x) and I * (x), it is obvious that S * (x) ∈ C(Ω).
Next, we intend to prove the uniqueness of positive solutions of (4.1) by the method like in [4] . On the contrary, assume that both I 1 (x) and I 2 (x) are positive solutions of (4.1). Define
Note that, by the boundedness of I 1 (x) and I 2 (x), τ * is well-defined. We claim that τ * ≤ 1. Otherwise, τ * > 1. Then, we have
By the definition of τ * , there is some x * ∈Ω such that I 1 (x * ) = τ * I 2 (x * ). Thus, the direct computation yields that
. Combining (4.5) and (4.7), we get d I Ω J(x * − y)w(y)dy = 0, which implies that w(y) ≡ 0 for y ∈ Ω. That is, I 1 (x) = τ * I 2 (x) for all x ∈ Ω. Thus,
where f (x, u) is defined as (4.4) . This is a contradiction. Hence, we have I 1 (x) ≤ I 2 (x) for all x ∈ Ω. On the other hand, the same arguments as above can obtain that I 1 (x) ≥ I 2 (x). Thus, I 1 (x) = I 2 (x). The uniqueness of positive solutions of (4.3) is obtained. And this implies that the positive solutions of (4.1) are unique. We finish the proof. Now, we give the global stability of positive stationary solutions of (1.2) in the sense of Definition 3.1. Before this, a nonlocal dispersal Dirichlet problem is involved. That is, we first consider the problem
where u 0 (x) is a bounded continuous function. Define
Then, we have the following result. The proof of Lemma 4.2 can be found in [5, 8, 25] . We omit it here.
Then, the positive solutions of (1.2) converge to the endemic equilibrium (S * (x), I * (x)) uniformly on x as t → +∞.
Proof. Let V (x, t) =S(x, t) +Ĩ(x, t). Then, according to problem (1.2), we have
Moreover,Ĩ(x, t) satisfies
for x ∈ Ω and t > 0. Now, set H(x, t) = V (x, t) − S * (x). Then, H(x, t) satisfies
for some positive constant C and λ 1 is defined as in Lemma 2.7. Since H(·, 0) ∈ C(Ω), we know H(·, t) ∈ C(Ω). Thus,
for some positive constant C * . Hence, we have V (x, t) → S * (x) uniformly onΩ as t → +∞. Consequently, the uniqueness of positive solutions of (4.14) implies that I 1 (x) = I 2 (x) := I * (x). Then, we getĨ(x, t) → I * (x) uniformly onΩ as t → +∞. Additionally, it is obvious that S * (x) = S * (x) + I * (x). Thus, we haveS(x, t) → S * (x) uniformly onΩ as t → +∞. The proof is complete. 
Discussion
This paper is concerned with a nonlocal dispersal SIS epidemic model. We have discussed the existence, uniqueness and stability of the disease-free equilibrium and the endemic equilibrium. From a biological point of view, Theorem 3.4 implies that the disease will be extinct as R 0 < 1, and Theorem 4.3 implies that the disease persists when R 0 > 1.
Additionally, in biological sense, we know that x is a low-risk site if the disease transmission rate β(x) is lower than the local recovery γ(x) and is a high-risk site if β(x) > γ(x). Meanwhile, Ω is a low-risk domain if Ω β(x)dx < Ω γ(x)dx and is a high-risk domain if Ω β(x)dx ≥ Ω γ(x)dx, see [1] . Seen from Corollary 2.8, the disease will persist as long as there are some high-risk site and the movements of the infected individuals are slow, but the disease will be extinct if the movements of the infected individuals are quick. That is to say, in this case, the nonlocal dispersal of the infected individuals will speed up the extinction of the disease. Meanwhile, if the habitat of the population is filled with the low-risk sites, then the disease will be extinct no matter what the type of the dispersal of the population is. Particularly, the disease may be extinct as long as the movements of the infected individuals are fast even though the species live in a high-risk domain. This implies that the nonlocal dispersal of the infected individuals may suppress the spread of the disease in a high-risk domain. We hope that these results will be useful for the disease control.
