We study a two-player zero-sum game in continuous time, where the payoff -a running cost-depends on a Brownian motion. This Brownian motion is observed in real time by one of the players. The other one observes only the actions of his/her opponent. We prove that the game has a value and characterize it as the largest convex subsolution of a Hamilton-Jacobi equation on the space of probability measures.
Introduction.
In this paper, we consider a two-player zero-sum game in continuous time. Given some finite time horizon T > 0, some initial time t ∈ [0, T ] and a probability measure m on R d , the payoff consists in a running cost of type E m T t f (s, B s , u s , v s )ds , where (u s ) (resp. (v s )) is the control played by the first (resp. second) player, and (B s ) is a standard R d -valued Brownian motion, which, under P m , starts with the initial law m at time t. Player 1 wants to minimize this payoff, while player 2 wants to maximize it. This is a game with asymmetric information: the first player observes in real time the Brownian motion and the controls of the second player, while the second player cannot see neither the Brownian motion nor the payoff of the game, but only the controls of the first player. The game is approximated by a sequence of discrete time games with vanishing time increments, i.e. where the players play more and more frequently.
A first result is that, under Isaacs' assumption, the sequence of the values for the discrete games converges to some function (t, m) → V (t, m) which is equal to the value of a control problem where H(t, m) = inf u sup v R d f (t, x, u, v)dm(x), and M(t, m) is the set of measure valued processes (M s ) s∈[t,T ] which satisfy
• for all t ≤ t 1 ≤ t 2 ≤ T and all continuous, bounded function φ,
with p t,m r the law at time r of the Brownian motion (B s ) starting with law m at time t and F M the filtration generated by M .
Our second and main result is that this value function V can be characterized as the largest bounded and continuous function of (t, m) which is convex in m and subsolution of the following equation : Here the derivative with respect to the measure m, D m U , is defined in Cardaliaguet-DelarueLasry-Lions [6] . Concerning the notion of subsolution, in this case, a naive extension of the classical notion of viscosity subsolution as it can be found in Crandall-Ishii-Lions [12] is sufficient.
Dynamic games with asymmetric information were introduced in the framework of repeated games by Aumann and Maschler in the 1960th (see [1] ) and much later -in 2007-in continuous time by Cardaliaguet. In his seminal paper [5] , the asymmetrically observed parameters belong to some finite sets I and J and are fixed before the game starts. It is shown that the game has a value which is solution in some dual sense of a Hamilton-Jacobi-Isaacs' equation (see for a generalisation to stochastic differential games and Oliu-Barton [22] for correlated information). In Cardaliaguet-Rainer [9] , in the case of only one non-informed player and without dynamics, an alternative formulation of type (1.1), in terms of an optimization problem over the belief process of the uninformed player, is given (see Grün [16] for stochastic differential games and [15] by the authors for its extension to lack of information on both sides). This alternative formulation permits firstly to derive some optimal strategy for the informed player. Further, in cases where the dual approach of [5] isn't possible (typically when the distribution of the asymmetrically observed parameters has a continuous support), it provides an new angle of attack for the PDE-characterization. However, since the reinterpretation in terms of a control problem with respect to measure-valued processes is possible only for the upper value of the game, it doesn't permit to prove the existence of a value. This is one of the reasons why we focus here on the interpretation of the continuous game as a limit of a sequence of discrete time games. On the other hand, it permits us to contribute to the growing interest for the interactions between discrete and continuous time games: Rather simultaneously Cardaliaguet-Laraki-Sorin [7] and Neyman [21] firstly investigate this area, showing that continuous time games may be interpreted as limits of discrete time games where the players play more and more faster (see also a very recent paper of Sorin [24] ). This approach is then used in Cardaliaguet-Rainer-Rosenberg-Vieille [11] and Gensbittel [14] for the asymmetric observation of a Markov process. These last two references are concerned with the asymmetrical observation in real time of a continuous time, random process. In both, it is a Markov process with finite state space. Our paper provides a first step to the observation of a Markov process with continuous support. But several problems remain open: Since, in the present work, the associated PDE has a classical solution, there is no need of a comparison theorem for viscosity solutions in the measure space, for which a suitable definition is still to find. In the general case of the observation of an arbitrary diffusion process, one cannot avoid this difficulty. The second open question is how to tackle directly the continuous game and the existence of its value.
The paper is organized as follows: In Section 2, we introduce the notations relative to the Wasserstein space, the Brownian motion and Gaussian kernels and introduce the continuous time game and the approximating discrete time games. In section 3, the alternative formulation (1.1) is established. Finally, in section 4, we introduce the PDE (1.2) and state and prove the characterization of the value of the game.
2 Model: notations and reminders.
Wasserstein space and Wasserstein distance.
For fixed d, let P be the set of all probability measures on R d . On P, we introduce, for all p ≥ 1 the normalized pth moment
The associated subspaces are :
For all p ≥ 1, we define on P p the p-Wasserstein distance:
where Γ(m, m ′ ) is the set of probability measures π on R d ×R d with first (resp. second) marginal m (resp m ′ ). Recall that for p = 1, there is a dual formulation:
For the above result as well as for the statements of the following Lemma 2.1 and their proofs, we refer to Villani [25] .
In this paper, we will place us mainly on the space P 2 , sometimes endowed with the corresponding d 2 -metric, but more frequently seen as a subset of P 1 , endowed with d 1 .
Let us state some useful standard results.
Lemma 2.1.
1. For all p ≥ 1, it holds that, for some well known constant C p ,
2. Let m, m ′ ∈ P 2 . We have
In particular, if m (resp. m ′ ) has a density ρ (resp. ρ ′ ), then
3. The balls B 2 (R) = {m ∈ P, |m| 2 ≤ R} are d 1 compact.
4. For all φ continuous with |φ(x)| ≤ α(1 + |x| p ) for some constant α, the map
5. A sequence of measures (µ n ) converges in P p if and only if it converges weakly and admits uniformly integrable p-moments.
Law of the Brownian motion, Gaussian kernel
We fix a dimension d ∈ N * and a finite time horizon T . For any δ > 0, we denote by ρ δ the Gaussian kernel ρ δ (x) = 1
and, for any (t, m) ∈ [0, T ] × P, and s ∈ [t, T ], by p t,m s the law of the d-dimensional Brownian motion at time s, starting at time t with law m :
It is well known that (ρ t,m s ) s∈(t,T ] satisfies the heat equation
Recall also the Markov property: for all t ≤ t 1 ≤ t 2 ≤ T ,
In the sequel, we shall repeatedly use the following estimations :
Lemma 2.2. 1. For all 0 ≤ t ≤ s ≤ T and m, m ′ ∈ P 1 , it holds that
where the constant C k depends only on k and the dimension d.
Proof. On an arbitrary probability space (Ω,F ,P), let (X, X ′ ) be a couple of random variables with marginals m and m ′ respectively, and (B s ) s≥0 a standard d-dimensional Brownian motion independent of (X, X ′ ). Then the marginals of the couple (X + B s , X ′ + B s ′ ) are p t,m s (resp. p t,m ′ s ′ ) and we can write
1. For k = 1, it follows that
and, since the couple (X, X ′ ) has been chosen arbitrarily,
The relation (2.4) follows using the estimation (2.7) for s ′ = s and s ′ = t and the triangular relation
2. Let us come back to the general case. From (2.6), we get
Again, since the couple (X, X ′ ) has been chosen arbitrarily, the result follows.
The Brownian motion and the parameters of the game
Given the finite time horizon T , we fix an initial time t ∈ [0, T ]. On the set
T ] the canonical process. The set Ω t is endowed with F t , the σ-algebra generated by (B s ) s∈[t,T ] . Finally, for a fixed probability measure m ∈ P, P t,m denotes the probability on Ω t such that, under P t,m , (B s ) s∈[t,T ] is a Brownian motion such that B t is of law m.
Let U and V be two compact metric spaces. 
As already explained in the introduction, the idea of the game is that, for any fixed initial condition (t, m) ∈ [0, T ]× P 2 two players aim to optimize the cost function E t,m We do not go more into details, because we won't analyse this continuous time game but rather approximate it by a sequence of discrete time games. Indeed, as in former works ( [10] , [11] , [15] ), while the analysis of the upper value function of the continuous game would be close to what is presented here, there is actually no way to handle its lower value function. In particular we don't know if the continuous time game has a value. By working on repeated games, we get around this difficulty thanks to the minmax theorem of Von Neumann: it guaranties that a value exists for each finite-step game. The function we call the "value of the game" will be the limit of them.
Assumption: Throughout the paper, we suppose that the following Isaacs assumption holds:
and we denote by H(t, m) the common value.
Remark 2.3. Under Isaacs assumption, H(t, m) is the value of the infinitesimal game. It is also possible to work without Isaacs assumption. In this case H(t, m) has to be replaced bȳ
with ∆(U ) (resp. ∆(V )) the set of probability measures on U (resp. V ). Remark that, since, by assumption, f is continuous in all its variables and U, V are compacts, the infimum and supremum commute in the above definition.
Lemma 2.4. The function H is continuous, bounded and Lipschitz in t and m ∈ P 2 (with respect to the d 1 -distance), with constant C.
Proof. The Lipschitz regularity of H with respect to t follows classically from the Lipschitz regularity in t of f . To prove that H is Lipschitz in m, let's write the dual characterization of the Wasserstein distance: For all m, m ′ ∈ P 2 , for all (u, v) ∈ U × V , it holds that
It follows that the same inequality holds for H.
The discrete time game
Fix t ∈ [0, T ]. To each partition π = {t = t 1 < t 2 < ... < t N = T } we can associate, as a discretization along π of the continuous time game, the following stochastic game Γ π (t, m):
• The variable B tq is observed by player 1 before stage q for q = 1, ..., N − 1.
• At each stage, both players choose simultaneously a pair of controls (u q , v q ) ∈ U × V .
• Chosen actions are observed after each stage.
• Stage payoff of player 1 equals f (t q , B tq , u q , v q ) (realized stage payoffs are not observed).
• The total expected payoff of player 1 is
The description of the game is common knowledge and we consider the game played in behaviour strategies: at round q, player 1 and player 2 select simultaneously and independently an action u q ∈ U for player 1 and v q ∈ V for player 2, using some lotteries depending on their past observations. Note that even if the realized stage payoffs are not observed, Player 1 can deduce the value of f (t q , B tq , u q , v q ) from his/her observations after stage q, which is not possible for Player 2 as he/she does not observe the trajectory of the Brownian motion.
Formally, a behaviour strategy σ for player 1 is a sequence (σ q ) q=1,...,N −1 of transition probabilities:
where σ q (B t 1 , u 1 , v 1 , ..., B t q−1 , u q−1 , v q−1 , B tq ) denotes the lottery used to select the action u q played at round q by player 1, when past actions played during the game are (u 1 , v 1 , ..., u q−1 , v q−1 ) and the sequence of observations of player 1 is (B t 1 , ..., B tq ). Let Σ(π) denote the set of behaviour strategies for player 1. Similarly, a behaviour strategy τ for player 2 is a sequence (τ q ) q=1,...,N −1 of transition probabilities depending on his/her past observations
Let T (π) denote the set of behaviour strategies for player 2.
denote the probability on the set of trajectories of (B s ) and actions induced by the strategies σ, τ . The payoff function in Γ π (t, m) is defined by
It is well known that the game has a value
An alternative formulation of the value function
We use the notation m(φ) := φdm.
On a sufficiently large probability space (Ω, F, P) we introduce the following set of measurevalued processes:
with values in the complete separable metric space (P 1 , d 1 ) which satisfy:
where (F M s ) t≤s≤T denotes the filtration generated by M , completed and made right-continuous, and C b (R d ) the set of continuous, bounded functions from R d to R.
Remarks 3.1.
1. These two properties imply:
Indeed, we have
2. The equalities (i), (ii) as well as (3.1) extend to any measurable functions with at most quadratic growth using monotone convergence.
3. In particular, (3.1) implies that the process M takes values in P 2 almost surely. Indeed, for t ′ ∈ [t, T ] and ψ(x) = |x| 2 :
and thus M t ′ (ψ) < ∞ almost surely.
4. The càdlàg property (for d 1 ) of the process M and point 4 of Lemma 2.1 imply that
is a càdlàg process for all continuous functions φ with at most linear growth.
5. Later in the paper, we need following Jensen's-type inequality:
This relation can easily derived from the dual formulation of the d 1 -distance, (ii) and Remark 2.: for all 1-Lipschitz map ϕ,
The result follows by taking the supremum over all 1-Lipschitz maps ϕ.
We set Let us state the first standard property of V .
Proof. Fix t ∈ [0, T ] and let m 1 , m 2 ∈ P 2 and λ ∈ (0, 1) Set
). Up to enlarge the probability space, we may assume that there exists A ∈ F such that P (A) = λ and (A, M 1 , M 2 ) are mutually independent. Define now M λ by
Thus equality being true for all t ≤ t 1 ≤ t 2 ≤ T , it can be extended to the right-continuous filtration generated by M λ using that the processes M λ (φ) and p
(φ) are càdlàg and using the backward martingale convergence theorem. This concludes the proof of property (ii) of the definition of M(t, m).
We deduce that
The result follows by letting ε go to zero.
We state now the main result of this section. It explains why we may consider V as a natural definition of a value for the continuous-time game described in the introduction.
Theorem 3.4. For all (t, m) ∈ [0, T ] × P 2 , the limit lim |π|→0 V π (t, m) exists and coincides with V (t, m), where for a partition π = {t = t 1 < . . . < t N = T }, |π| denotes its mesh, i.e.:
The proof requires several preliminary results, which are presented in the next subsections.
A generalized splitting lemma
In order to compare the limit points of (V π (t, m)) |π|→0 and V (t, m), we have to make correspond strategies in σ ∈ Σ(π) and elements of M(t, m). A classical tool for this, the so called "splitting argument" is well known for games where the asymmetrical observed parameter has a finite support (see the elementary version in Aumann-Machler [1] or Sorin [23] , and in [11] its adaptation to a dynamic setting). Here we need a more general version.
Let us recall a fundamental result of Blackwell and Dubins. 
Given a Brownian motion (B s ) s∈[t,T ] with initial law m, and (U 1 , ..., U N −1 ) some independent random variables independent of (B s ), all uniformly distributed on [0, 1] and defined on a same probability space (Ω,F ,P), there exist variables (M ′ tq ) q=1,...,N −1 defined onΩ, having the same law as (M tq ) q=1,...,N −1 , and such that for all q = 1, ..., N − 1:
tq is measurable with respect to (B t 1 , U 1 , ..., B tq , U q ).
• The conditional law of
Compactness and continuity
The next step is to show that, up to enlarge the underlying probability space, the infimum in the formulation (3.3) is attained for some law inM(t, m). This statement is equivalent to claim that the space of probability measuresM(t, m) defined in (3.4) is compact for the appropriate topology.
For that, we endow the set D([t, T ], P 1 ) with the topology κ 1 of convergence in measure together with the convergence of the value at time T . It means that a sequence h n converges to h if
This topology is metrizable, and makes the space (D([t, T ], P 1 ), κ 1 ) a separable metric space which is not topologically complete. Let L(κ 1 ) denote the associated convergence in law on
The following lemma is a corollary of the main result in Kurtz [18] which extends the classical result of Meyer-Zheng [20] to measure-valued processes:
Lemma 3.7 (Consequence of Theorem 1.1 and Corollary 1.4 in [18] ). Consider a sequence of processes (M n ) n≥0 ⊂ M(t, m) for m ∈ P 2 . Then the set of laws of the processes
Proof. In order to exactly fit in the framework of [18] , one may extend the definition of the processes to (M n ) s∈[t,+∞) by M n s = M n T for s ≥ T . We have to verify the condition C1.1(i) (compactness containment) of Theorem 1.1 in [18] , i.e. that for all ε > 0, there exists a compact
Let ψ(x) = |x| 2 . Note that, using the properties of the Gaussian kernel, for all s ′ ≥ s,
This implies that M n (ψ) is a non-negative submartingale. Using Doob's inequality, we have therefore
As the set {µ ∈ P 1 | µ(ψ) ≤ C} is compact in (P 1 , d 1 ) (see Lemma 2.1), the condition holds by
We verify now the condition of Corollary 1.4. in [18] , i.e. that there exists a countable separating subset
For this, we can choose a sequence (φ i ) in C ∞ (R d ) which separates points in P 1 (for example, one may choose the maps cos( t j , · ) and sin( t j , · ) when t j varies in a countable dense subset of R d ), so that the maps f i : µ → φ i dµ are separating in C b (P 1 ). Moreover for these maps, the quantity (3.5) is bounded by (T − t) D 2 φ i ∞ since for all i, k, Itô's formula implies: A similar result for martingales can be found in Cardaliaguet-Rainer [10] with a proof based on the method of Meyer and Zheng [20] .
Proof. Using the preceding lemma 3.7, it remains to prove thatM
Using Skorokhod representation Theorem for separable metric spaces (see Theorem 11.7.31 in [13] ), we can find on some probability space (Ω, F, P) a sequence of processes (M n ) n≥1 of law µ n and a process
Then, for all s ∈ R, we have almost surely
Given some bounded continuous maps f 1 , ..., f k : P 1 → R and t 1 , ..., t k ≤ s ≤ s ′ in R, we have
Taking the limit as n goes to +∞, we deduce that
This property holds true almost surely for all s, s ′ in a countable dense subset of [t, T ] containing T . It can therefore be extended to all s, s ′ ∈ [t, T ] when replacing σ(M r , r ∈ [t, s]) by its rightcontinuous augmentation F M s . Similarly, for all n ≥ 0 and all s ∈ R, we have
We deduce that E[M s (φ)] = p t,m s (φ) by taking the limit, and the property extends to all s ∈ [t, T ] by right-continuity. This also implies that E[M t (φ)] = m(φ). It follows that M(t, m) is closed. This fact, together with Theorem 3.7 gives the compactness ofM(t, m).
d 1 -variation of belief processes.
Lemma 3.9. Given any partitions π = {t = t 1 < .... < t N = T }, we have
where we have setM t 1 = m and for q = 2, ..., N ,M tq = p 
If we endow P 2 with the distance d 2 (which induces the same Borel structure as d 1 ) and L * with the norm . * , then, using point 4 of Lemma 2.1, one easily checks that the map
is jointly continuous. Applying Proposition 7.33 in Bertsekas-Shreves [2] , there exists a measurable selection Φ :
Define the random functions
We have, for all q,
Using that, for P-almost all ω ∈ Ω,
we deduce that
Finally, this implies that
for some constant C 1 depending on m and (T − t). The same argument leads to
We obtain:
Note that the second inequality is far from being precise, since we just have bounded the indicator functions by 1. Its advantage is that the integrands are now all deterministic. Now, for η > 0 and i = 1, ..., N ε , we define the mollification f
We deduce that, for all i = 1, ..., N ε :
Now, by Cauchy-Schwarz, we have
) is a sequence of martingale increments, we have
Since f η i is smooth, using Itô's formula, for all µ ∈ P 2 and all t ≤ s 1 ≤ s 2 ≤ T , we have:
Since ∇f η i ∞ ≤ 1, the stochastic integral is a martingale, and thus
This formula holds in particular for µ = M tq , q = 1, ..., N − 2:
This leads to the following estimation:
On the other hand, Jensen's inequality implies
which in turn implies (with ψ(x) = |x| 2 , recall that f i (0) = 0 so that
Summing up, we proved that
Resuming (3.6)-(3.9), we get finally
This implies that for all ε > 0 and η > 0,
and the result follows by sending η and then ε to zero.
We now state a corollary of the previous Lemma.
Lemma 3.10. Let M n be a L(κ 1 )-convergent sequence in M(t, m) with limit M . Then for any sequence of partitions π n = {t = t n 1 < ... < t n Nn = T } with |π n | → 0, we have
Proof. At first note that
On the other hand, since, by Lemma 2.4, H is C-Lipschitz, we have, for all n and all q,
Using that, by Lemma 2.2, it holds for all s ∈ [t q , t q+1 ]
we get
Now remark that for all µ ∈ P 1 , the map ν ∈ P 1 → d 1 (µ, ν) is convex. Therefore, taking conditional expectations given F M n s and using the notationM n t n q+1 = p tq,M n tq t q+1 , it follows from Remark 3.1 5. that:
We deduce that:
and finally
The result follows by (3.10) and Lemma 3.9.
Proof of the alternative formulation
We are now ready to establish Theorem 3.4 : lim |π|→0 V π exists and is equal to the value of the martingale-optimization problem V , as a consequence of the two propositions 3.11 and 3.12 below.
Proposition 3.11.
Proof. We denote by (Ω,F,P) an extension of the canonical Wiener space (Ω t , F t , P t,m ) which supports also a family (U q , V q ) q=1,...,N −1 of independent random variables with uniform law on
Consider an arbitrary element M in M(t, m) and a partition π = {t = t 1 < ... < t N = T }. Using the splitting proposition 3.6, we can define some sequence of measure valued random variables onΩ, (M ′ tq ) q=1,...,N −1 , with same law as (M tq ) q=1,...,N −1 , having the following properties a) M ′ tq is measurable with respect to (B t 1 , U 1 , ..., B tq , U q ).
(which exists by Proposition 7.33 in [2] ). Note that we have for all (s, m) ∈ [t, T ] × P 2 :
With these ingredients, we shall compose a strategy σ * for player 1: at each step q, the action of player 1 is given by u
. Thanks to property a), this definition induces a behavior strategy σ * ∈ Σ(π) that does not depend on player 2's actions, where σ * q (B t 1 , . . . , B tq , u 1 , . . . , u q−1 ) is simply a version of the conditional law of u ′ q given (B t 1 , . . . , B tq , u ′ 1 , . . . , u ′ q−1 ). Let player 2 chose some arbitrary strategy τ ∈ T (π). Without loss of generality, we can compute the payoff associated to the strategies σ * and τ on the probability spaceΩ. Precisely, using the notations of Theorem 3.5, we define the actions of player 2 by:
so that the joint law of (B tq , u ′ q , v ′ q ) q=1,...,N −1 defined on (Ω,F ,P) is the same as the law of (B tq , u q , v q ) q=1,...,N −1 under P t,m,π,σ * ,τ .
Thanks to property b) the conditional law of
..,q equals the conditional law of B tq given (M ′ t 1 , ..., M ′ tq ) and thus is exactly M ′ tq . To prove this, we use first that the actions of player 2 are maps depending on (u ′ i ) i=1,...,q−1 and auxiliary variables (
..,q can be removed from the conditioning. Then, the variables (u ′ i ) i=1,...,q can be removed as well since they are maps depending on (M ′ t i ) i=1,...,q .
Using the above-mentioned properties and inequality 3.13, we obtain:
Since the strategy τ was chosen arbitrarily, it follows that
Letting tend |π| to zero on both sides of the latter inequality and using Lemma 3.10, the relation (3.12) follows
Proof. For some given partition π of [t, T ], let σ ∈ Σ(π) be an arbitrary strategy for player 1. We shall define recursively an answerτ ∈ T from player 2. Since it will be a pure strategy for each q ∈ {1, . . . , N − 1},τ q will be identified with a map from (U × V ) q−1 to V .
•
• For q = 1, setτ 1 = v * (t, m).
• Suppose that, for some q ∈ {2, . . . , N },τ 1 , . . . ,τ q−1 is defined. Remark that, for any couple (σ, τ ) ∈ Σ(π)×T (π), the restriction of P t,m,π,σ,τ on the coordinates (B t 1 , u 1 , v 1 , . . . , B tq , u q ) depends on τ only through τ 1 , . . . , τ q−1 . Therefore it makes sense to defineτ q as
whereM π tq is the conditional law of B tq given (u 1 , v 1 , . . . , u q−1 , v q−1 ) under P t,m,π,σ,τ for q = 2, ..., N − 1, andM π t 1 = m.
We also need to define for all q = 1, ..., N − 1, the variable M π tq as the conditional law of of B tq given (u 1 , v 1 , . . . , u q , v q ) under P t,m,π,σ,τ . Note that the variablesM π tq and M π tq correspond respectively to the belief of player 2 on B tq before and after playing round q, when knowing that the strategy σ is used by player 1. Note also that by construction, for q = 2, .., N − 1,
At last, we extend the definition of the process (M π s ) s∈[t,T ] as follows:
By construction, the law of M π belongs toM(t, m).
Let us start the computations. For all q = 1, ..., N − 1
Taking the sum over all q, we have proven that, for all σ ∈ Σ(π), there existsτ ∈ T (π) and
Let (π n ) n≥1 denote a sequence of partitions such that |π n | → 0 and
Let (ε n ) n≥1 a sequence of positive numbers with limit 0 and for all n ≥ 1, let σ n ∈ Σ(π n ) be an ε n -optimal strategy in the game Γ πn (t, m). Thanks to the above analysis, there exists τ n ∈ T (π n ) such that
By Proposition 3.8, there exists a subsequence of (M πn ) n≥1 which converges for L(κ 1 ) to some process M with law in M(t, m). After some eventual enlargement of (Ω, F, P) we may consider representations of M and the sequence (M πn ) on this same space. Using Lemmas 3.9 and 3.10, we get finally
Characterization of the value function
The main result of this paper is the characterization of the value function V as the largest subsolution, in some class of functions, of a Hamilton-Jacobi equation. In contrast with previous works, V depends here in a dynamic way on the probability measures m ∈ P 2 which are no more of finite support, neither can be forced to have a density with respect to the Lebesgue-measure. We have found the appropriate framework in the paper [6] .
For technical reasons (see Remark 4.1 below), we need to consider the two metrics d 1 and d 2 on the space P 2 . The reference metric is d 1 and is used implicitly everywhere, and we will say explicitly d 2 -continuous, d 2 -convergent, etc... whenever we need to use the metric d 2 . In particular, functions defined on
-continuous if they are globally continuous when P 2 is endowed with the metric d 2 and the other spaces with the usual topology.
Given a map F : [0, T ] × P 2 → R, we consider the following equation:
where the divergence operator div acts on the spatial variable x and D m U (t, m, x) is defined in [6] (Definition 2.2.1) as follows:
At first, a map g : P 2 → R is said to be differentiable if there exists a measurable map δg δm : P 2 × R d → R with at most quadratic growth with respect to the spatial variable and such that, for all m, m ′ ∈ P 2 ,
and (as a normalization convention)
As a consequence of the definition, if g is differentiable, the map
is d 2 -continuous and with at most quadratic growth with respect to x, uniformly in m, the above derivative is C 1 (using dominated convergence) and we may apply the fundamental theorem of calculus, yielding the relation
We refer to [6] for the interpretation of D m g, which is related to the geometry of the Wasserstein space, coincides with the L 2 -derivative considered by Lions [19] and appears quite naturally as a measure derivative along vector fields (see Proposition 2.3 in [6] ).
In the sequel, we are mainly interested in the case where F = H :
3)
The problem is that H isn't sufficiently regular. Indeed a crucial tool in our argumentation is a classical, explicit solution for some equations of type (4.1) (see Lemma 4.5), which only exists under strong regularity assumptions. For this reason we need to approach H by smooth functions F .
The regularity assumptions (A1) we require for the function F in (4.1) are the following: We introduce also the weaker assumption (A3) for test functions ϕ in order to define the notion of viscosity subsolution for equation 4.1: Remark 4.1. We need to considerφ(t, m) = ϕ(t, m) + ǫ|m| 2 2 as an admissible test function in Lemma 4.8, where the second term is related to a compactness issue. Actually, ϕ will be more regular than required by (A3), but note that the map ψ(m) = |m| 2 2 is only lower semi-continuous and not continuous, but is d 2 -continuous. An easy computation shows that δψ δm (m, x) = |x| 2 − |m| 2 2 , and thus ψ satisfies (A3). The above assumptions are thus completely tailored to the problem, and we would like to emphasize that there are several different ways to define test functions or classical solutions in order to obtain a coherent notion of (viscosity) solutions on measure spaces. Definition 4.2.
1. We call a (classical) solution of (4.1) a map U : [0, T ] × P 2 → R which is continuous, satisfies assumption (A3) and for which (4.1) is satisfied for all (t, m) ∈ [0, T ] × P 2 .
2. We call a subsolution of (4.1) a map U : [0, T ] × P 2 → R which is upper semi-continuous and satisfies, for all (t, m) ∈ [0, T ) × P 2 , and for all ϕ satisfying assumption (A3), such that ϕ − U has a local minimum at (t, m),
Remark 4.3. It is easy to prove that a classical solution of (4.1) is also a subsolution, but there is no need here for this result. In the definition of subsolution, local refers to the metric d 1 on P 2 .
We will prove in this section the following characterization of the value function V : Theorem 4.4. V is the largest bounded and continuous subsolution of (4.3) which is convex in m and satisfies the terminal condition V (T, ·) = 0.
We start our computations with a technical lemma in which we construct smooth solutions of (4.5) with smooth terminal conditions and compute the derivative of test functions along the curve s → (s, p t,m s ).
Lemma 4.5. 1) If ϕ is a test function satisfying the assumptions (A3), then for all (t, m)
2) Let F : [0, T ] × P 2 → R be such that assumptions (A1) hold true and let ψ : P 2 → R which satisfies (A2). Let t 1 ∈ [0, T ]. Then the following equation .3). But remark that we cannot expect this map to be convex in m, unless this holds for H itself. This implies that, in general, U 0 = V (i.e. the totally non revealing strategy is not always optimal for player 1).
Proof of Lemma 4.5. We have the following chain of equalities:
Let us justify the above computations. The first equality follows from (4.2). The second equality follows from the definition of m s , m t ′ . The fourth equality follows from Fubini's theorem, which we may apply since δϕ δm has at most quadratic growth in x, uniformly in (t, m), and -thanks to the fact that m has compact support-
s (x))|dx < ∞. The sixth and last equality follows from the integration by part formula which we may apply thanks to the growth assumptions on δϕ δm and its derivatives. We proved that, for m with compact support,
1.2) Let us generalize this for an arbitrary m ∈ P 2 : any m ∈ P 2 is the d 2 -limit of a sequence (m n ) of measures with finite (hence compact) support. Following Lemma 2.2, this implies that, for any τ ∈ [t ′ , s], p and therefore, denoting m n s = p
Further, the d 2 -convergence of (m n ) implies that their second order moments are bounded and uniformly integrable and that the sequence of measures is tight, i.e.
Moreover, we also have sup τ ∈(t,s] |x|>K
(1 + |x| 2 )dp
Thus, for any ε > 0, we can find K sufficiently large such that, for all τ ∈ (t, s] and all n ∈ N, |x|>K (1 + |x| 2 )dp
as well as |x|>K (1 + |x| 2 )dp t,m τ (x) ≤ ε. For this K > 0, we have, for some constant C ′ ,
(4.9)
By dominated convergence, the last term of (4.9) converge to zero as n goes to infinity, and we conclude that
Using dominated convergence, we also have 1 2
s , x dp t,m τ (x)drdτ.
These two limits together with (4.8) imply that (4.7) holds true also for any m ∈ P 2 .
1.
3) The next step is to prove that (4.7) still holds true for t ′ = t, i.e.: 
Fix ε > 0. As for (4.9),using that div[D m ϕ] has at most quadratic growth in x uniformly in (t, m), we can find K > 0 such that, for all τ ∈ (t, s], 
in order to get
Since ε can be taken arbitrarily small, it derives from (4.10) that
we can conclude.
2.1)
The function ϕ defined in (4.6) is solution of (4.5):
Remark that, for all m, m ′ ∈ P 2 and r ∈ [0, 1] and s ∈ [t, T ], we have the relation
We have therefore:
Using that ψ satisfies (A2) and that F satisfies (A1), together with bounded convergence and Fubini's theorem, we deduce that δϕ δm exists and is given by:
s , x + y)ds dy.
We deduce easily from the assumptions on ψ, F that ϕ satisfies (A3).
It follows from point 1) that: which implies that ϕ is a solution of (4.5).
2.
2) The function ϕ is the unique solution of (4. Since U is upper semi-continuous by assumption, and φ is l.s.c. because m → |m| 2 2 is lower semicontinuous and ψ is continuous, it follows that the supremum in (4.11) is a maximum attained at (t,m) with U (t,m) − φ(t,m) − γ(t 1 −t) − ǫ|m| The following construction shall be crucial in the elaboration of a special test function for (4.5).
Lemma 4.9. Let m 1 ∈ P 2 and δ > 0 be fixed. For all m ∈ P 2 , we set ψ δ (m) = 2. ψ δ satisfies (A2).
3. for any ν > ((2π) Let (m n ) n≥1 be a maximizing sequence for the right hand side of (4.12). Sinceψ ≥ 0 and U is bounded, the two sequences (U (t 1 , m n )) n and (ψ(m n )) n are also bounded and we can find a subsequence (still denoted by (m n )) such thatã := lim n U (t 1 , m n ) andb := lim nψ (m n ) exist. Moreover these limits satisfyã The first Lemma is a result of type Stone-Weierstrass, which is strongly inspired by the lecture notes of P. Cardaliaguet [4] on the lecture of P.L. Lions [4] .
Lemma 4.11. Let Q be a compact set in R d and P(Q) the set of probability measures on Q. A monomial on [0, T ] × P(Q) is a map P : [0, T ] × P(Q) → R of the form
with k, n ∈ N and φ 1 , . . . , φ n ∈ C ∞ (Q). We call polynomial any linear combination of monomials. The set Π of polynomials is dense in C 0 ([0, T ] × P(Q)) endowed with the sup-norm.
