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The research work undertaken and presented in this thesis develops a 
low cost digital vocoder based on the principle of linear predictive 
coding (LPC). This system eliminates many of the complexities which 
have evolved in LPC vocoders over recent years while preserving good 
quality speech at low bit rates.
In conventional LPC systems voiced speech is analysed in fixed frames 
of approximately twenty milliseconds duration. These frames, which 
can cover several pitches, must be windowed to ensure stable LPC 
coefficients. The system developed takes as its source data for 
voiced speech a single pitch period, which for analysis is assumed 
periodic. This not only eliminates spectral distortion caused by 
windowing but also any spectral blurring due to pitch variations over 
the frame.
Both voiced and unvoiced speech is analysed and synthesised in a 
lattice structure on the TMS32010. Spectral complexity usually 
necessitates a 10th order filter for voiced speech and a 6th order 
filter for unvoiced speech. It has been found that under certain 
circumstances these requirements can be relaxed and the filter length 
reduced. This results in a variable length filter system which can be 
implemented with confidence in fixed point arithmetic by monitoring 
the residual error at the analysis stage.
A pre-requisite for the periodic pitch autocorrelation technique used 
in voiced speech analysis is a fast, reliable and accurate pitch 
detection algorithm. Several pitch detectors were investigated and 
developed to a stage where their performance could be assessed. The 
most favourable of these was based on feature extraction using the 
glottal impulse as its primary source of detection. This basic 
technique was developed using additional features found in voiced 
speech to give a quick and reliable pitch detector capable of locating 
the start and end of each pitch in real time.
The software for the vocoder has been written in assembler to operate 
in real time on the TMS32010 and tested in detail on the IBM using the 
high level language of fortran. Objective and subjective results are 
presented to indicate the quality, naturalness and intelligibility of 
the synthetic speech. Further developments necessary to implement the 
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During the years 1981-82 a feasibility study was made by the European 
Conference of Post and Telecommunication Administrations (CEPT) to 
produce a Pan European Mobile Telecommunication System which offered a 
public mobile service throughout Europe. In the intervening years a 
number of papers by Natvig and de Brito [1,2,3] have reported on 
developments and in 1987 the working party decided that the system 
would be digital.
A joint expert group was set up to define the requirements of the new 
system and in particular the codec to be used which would satisfy the 
dual performance requirements of radio and speech. Their findings 
favoured a voice codec based on the principle of Linear Predictive 
Coding (LPC) which should operate at 16 kbit/sec and include some 
Forward Error Correction (FEC).
This example of speech companding is no isolated case and the rapid 
advances in signal processing hardware over the last two decades has 
seen a major research effort in the field of digital speech coding for 
spectral efficiency. This has produced a standardised system for the 
American defence industry as reported by Tremain [4] which again is 
based on linear predictive coding.
The day is soon approaching where a scheme similar to that outlined 
for the European mobile service may be specified for commercially 
based landline systems. Such a system which would offer the 
advantages of secure speech, reduced memory for storage, and increased 
channel capacity must ensure reliable toll quality speech from low- 
cost equipment operating at the lowest possible bit rates.
A number of microprocessor based LPC speech coders have been developed 
over the last decade [4,5,6,7]. These systems vary in complexity, 
cost and quality, with significantly only the most complex systems 
submitting measurements for quality, intelligibility and naturalness.
Historically some of the unnaturalness of speech synthesised by the 
LPC method has been attributed to the excitation in voiced frames 
which as reported by Atal [8] and Parsons [9] does not model that 
produced by the glottis (see Ch.2). For this reason voiced excitation 
in highly developed LPC vocoders such as [4] are artificially 
manufactured to follow the shape of a typical glottal pulse. Indeed 
it is this parameter in synthetic speech which initiated refinements 
such as the multipulse technique pioneered by Atal [11] in the early 
eighties. Multipulse compensates for errors in the synthesised speech 
by dramatically increasing the number of excitations per frame. The 
penalties paid for the increase in quality are higher bit rates and 
more complex systems - this then is the engineering compromise.
Apart from specific short transitional sections of speech a premise 
was made that if the short term analysis of voiced and unvoiced 
sections of speech is done correctly then spectral matching must occur 
which will result in good reproduction from the standard excitation of 
a pulse for voiced speech and random noise for unvoiced speech. In 
this way it was hoped to produce a coder based on the simplified LPC 
model which preserves speech quality at significantly low bit rates.
1.2 The Research Proposal
The research proposal had the following initial objectives:-
(i) To re-appraise the LPC process in order to design and develop a 
coder which combines good quality speech at low bit rates based 
on a simplified LPC model.
(ii) To specify all the parameters necessary to implement the coder 
on the TMS32010 uP giving a real-time cost effective system.
This study necessarily involved investigating every stage of the LPC 
process in order to optimise the dual criteria of high quality and low 
bit rate. In the early stages the effectiveness of the model was 
assessed by comparing original and synthesised speech in the time and 
frequency domain.
Analysis of voiced speech was started on the PDP11 minicomputer under 
the RT11 operating system. As the study progressed this work was 
transferred to an IBM using a Data Translation 2801A communications 
board to store and replay speech under control of ILS software. 
Transfer and further development of software from the IBM to run on 
the TMS32010 was made in assembler using the TMS32010 evaluation 
module (EVM) version 1 linked to the VAX 8650 mainframe host computer 
running the TEXAS assembler development software. A schematic diagram 
of the facility is given in fig 1.1.
1.3 Outline of Thesis
As synthetic speech can only be as good as the filter coefficients 
used to obtain it much of the initial work was aimed specifically at 
the analysis section. As will be seen LPC analysis splits 
conveniently into two parts, pitch detection and parameter evaluation. 
Research into both these areas were followed separately offering the 
option of a single or dual processor analysis section.
An initial study was made into the general nature of speech production 
and how it is modelled electroacoustically. These findings together 
with how the model is implemented by linear prediction appears in 
chapter 2. This chapter also contains an explanation of the general 
principles and mathematical basis of LPC analysis, the understanding 
of which was paramount to successful program development.
Various analysis/synthesis techniques were performed on the PDP11 
minicomputer and these together with their findings are described in 
chapter 3. The results of this work modelled by a recursive structure 
laid the foundation for further development on voiced speech carried 
out jointly on the IBM and TMS32010 which is described in chapter 4. 
This resulted in the final vocoder software being written for a 
lattice filter structure with individual synthesised pitches being 
compared to the original speech in time and frequency domains.
Reliable pitch detection, a key element in producing good quality 
speech, constituted a major part of the work and is contained in 
chapter 5. In this section three methods of pitch detection are 
investigated before the most favourable, based on feature extraction, 
is taken to completion.
Unvoiced speech is covered in chapter 6 and with comparisons given 
between original and synthesied speech completes both sections of 
speech analysis. In the final chapter each part in the speech coding 
system is assembled to synthesise and assess the quality of complete 
words and phrases.
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Schematic diagram of the system used to develop and test the vocoder.
Fig 1.1
2 SPEECH MODELLING
A successful model for speech can be made by direct comparison with 
the natural speech production system. This chapter develops such a 
model of which the linear predictive vocal tract filter is a critical 
part. The theory of linear predictive coding (LPC) is discussed in 
some detail as all subsequent filter implementations are based on it. 
Later chapters will build on this initial model developing it to 
produce a real-time speech vocoder. Speech is not discussed in a 
linguistic or phonetic context but rather as a waveform possessing 
some very special easily recognisable short term characteristics which 
can be exploited to produce an effective model.
2.1 THE NATURE OF SPEECH
Speech is a physiological-acoustic process which takes place in the 
upper half of the torso as shown diagrammatically in fig 2.1(a). The 
source of power for the speech sound comes from the lungs which pushes 
an airstream into the vocal tract where it is manipulated in various 
ways by the main articulators to produce the range of sounds which 
make up a language.
As the airstream passes through the trachea it encounters the slit 
like opening of the glottis located in the larynx. The muscular 
membrane surrounding the glottis, commonly known as the vocal chords, 
are responsible for producing the range of excitations to the vocal 
tract. Next the pharynx is entered which contains the epiglottis, 
another main articulator which expands and contracts to change the 
natural resonances in the vocal tract. The airstream, which has 
already undergone some dramatic shaping, now enters the head section 
where it encounters the two major resonant cavities of mouth and nose.
The amount of air .which enters these cavities is controlled by a 
moveable flap of muscle called the velum. The air which enters the 
nasal cavity sees an area which for the most part cannot be altered 
and so the resonant frequencies in this chamber are fixed. The air 
entering the mouth cavity sees an area which can be altered freely in 
shape and size by articulating the lower jaw, tongue, lips and cheeks 
to produce a large variety of natural resonances.
In summary the vocal tract, which for an average male is approximately 
17cm long, affects the frequency content of the acoustic wave as it 
passes through it, the resonances produced depending on the position 
of the main articulators. The nasal cavity can, if required, be 
completely decoupled from the system by raising the velum. The sounds 
produced from this acoustic system are rich and varied classified 
under headings such as stops, fricatives, approximants, trills, taps 
and laterals which are further complicated by their co-articulation 
when the resonant cavities are altered sharply.
The physical system described is simplified in fig 2.1(b) and can be 
further broken down into two main parts which form the basis of our 
model:-
(i) The acoustic excitation from the glottis, 
(ii) The three main cavity sections of the pharynx, mouth and nose.
The excitation from the glottis is responsible for splitting the 
speech into the two broad areas of sounds known as 'voiced' and 
"unvoiced 1 .
When the vocal chords vibrate causing the glottis to open and close in 
an oscillatory manner regular pulses of air excite the resonant 
cavities which if released through an open mouth and/or nasal cavity 
give rise to the range of voiced sounds. Examples of sounds produced 
in this way include all the vowels an example of which is the 'oo' in 
'spoon'.
When the vocal chords are relaxed they spread apart and the airstream 
passes directly through the glottis. Restricting this airflow at the 
mouth opening creates turbulence which together with the resonant 
cavities produce a range of sounds which are unvoiced. Such a sound 
would be the 's' in 'spoon'.
Fig 2.2(a) shows the first half of the word 'spoon 1 recorded on the 
IBM using the ILS software package. At the start of the word is the 
unvoiced 's' sound which can be seen to contain high frequencies and 
resembles random noise. After this there is a silence when the mouth 
is closed and pressure built up to release the plosive 'p'. Finally 
the almost periodic voiced 'oo' sound is seen gradually decreasing in 
amplitude. A more detailed section of voiced speech is shown in fig 
2.2(b) which illustrates its psuedo-periodic nature, its period is 
known as the pitch or fundamental frequency, Fg.
This analysis of speech is of course an oversimplification but it does 
allow a basic model to be proposed which can be refined at a later 
stage if necessary.
2.2 THE ELECTRICAL MODEL
The simplified analysis of the natural acoustic speech production 
system into two distinct areas makes an electrical model much simpler 
to define. Provided the natural resonances can be accurately modelled 
by an electrical filter and excited with the correct source then 
natural sounding synthetic speech will result.
Further information on the speech waveform was obtained by observing 
sections of speech recorded onto the IBM and analysed under the ILS 
software package. Fig 2.3(a) shows a section of voiced speech and its 
smoothed time spectrograph. The spectrum of this section of speech 
has 4 major resonances known as formants which alter their positions 
in frequency and amplitude slowly as time progresses and the sound
changes. More extensive analysis shows that voiced speech has at most 
5 major resonances or formant frequencies F1 to F5. Fig 2.3(b) shows 
an unvoiced section of speech which has on average only two major 
resonances and it can be seen that the distribution of energy is quite 
different from the voiced spectrograph above it.
Speech research [15,18] has shown that the perception of sounds 
depends on the correct positioning of the formant frequencies plus in 
the case of voiced speech the accurate evaluation of the pitch period. 
It is because, due to the physiological constraints, these formants 
change relatively slowly that an accurate and realisable real-time 
electrical model can be produced. If the length of speech viewed is 
gradually shortened there comes a time when the waveform seen in this 
analysis frame can be accurately modelled with a single filter. The 
objective is to change the response of this filter often enough to 
give a time spectrograph as close to the original as to produce 
natural sounding speech while significantly reducing bit rate.
For voiced speech an obvious analysis frame is a single pitch. 
Exciting a filter which has the same spectrum as the original pitch 
with an impulse of the correct magnitude will give a response which 
closely resembles it in the time domain. Because of the similarity of 
adjacent pitches in any one section of voiced speech the same filter 
could be used to cover a number of consecutive pitches with repeated 
application of the impulse.
For unvoiced speech a simpler filter can be used as there are fewer 
resonances. The source of excitation is a random number generator 
which has a flat spectrum and will give the desired output waveform. 
The abscence of an identifiable pitch period means a comparable 
analysis frame, eg 10ms to 20ms, must be chosen.
The heart of the speech synthesiser, shown schematically in fig 2.4, 
is the vocal tract filter. In natural speech this filter cannot be 
separated from its excitation whereas in the simplified model the 
excitation is assumed to have a flat frequency response leaving only 
the filter to be modelled digitally.
To reduce bit rate of course the number of coefficients transmitted 
which define the filter and source of excitation to produce the 
synthetic speech must be significantly less than those transmitted by 
conventional sampling.
2.3 LINEAR PREDICTION
Of the many digital filters used to model the vocal tract the method 
of linear predictive coding (LPC) has proved one of the most 
successful and versatile [12,16,17]. The concept of linear prediction 
is that for a sampled waveform the present sample value, S( n j, may be 
accurately predicted from a linear combination, or weighted sum, of 
its previous values, i.e.
s '(n) = a 1- s (n-1) + a2- s (n-2) + a 3- s (n-3) +     - ap- s (n-p)
which is more concisely expressed :-
P
S'(n) = E ai-S(n-i)      ( 2 - 1 ) 
i = 1
Thus a pth order predictor will require p a-parameters and the latest 
p sample values from the original waveform to give a prediction of the 
next sample value. The schematic diagram for such a system is given 
in fig 2.5(a) and it can be seen that if the predicted value S'( n) is 
compared with the actual value S( n ) by subtracting them an error 6( n ) 
will result, thus
10
s (n) = E a i .S (n_ i) + e (n) .... (2.2) 
i = 1
In a perfect predictor e( n ) will always be zero.
The quality of the predictor will depend upon the accuracy of the 
predictor coefficients ai , &2, 33, ... ap , and on how many of them 
there are - theoretically the greater the number the better the 
predictor.
2.3.1 LPC Analysis
The best set of the a-parameters are found by matching them to the 
section of speech under analysis to give the minimum mean squared 
error over the complete analysis frame. As the sample values from the 
original waveform are fed into the analyser the a-parameters are 
continually adjusted and fine tuned until the average mean squared 
error over the complete frame is reduced to a minimum.
When this process is complete the filter has been matched to the 
waveform and an inverse filter has been constructed. This inverse 
filter, or whitening filter, has a frequency response which is the 
exact inverse to that of the waveform such that if this original 
waveform were passed through it the output spectrum would be a flat.
This flat spectrum has two interpretations for each of the excitations 
considered. In the case of voiced speech if the original pitch were 
passed through the inverse filter then, ideally, an impulse reflecting 
the energy in the pitch would be obtained at the start, ie e(Q), 
followed by zero error for all other samples - this impulse has a flat 
spectrum. In the case of unvoiced speech a random waveform would be 
obtained whose total energy reflected the energy in the analysis frame 
- this random waveform also has a flat spectrum.
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The analysis for each speech frame will obviously be carried out at 
the transmitter and will result in a continuous stream of variables 
being sent to the receiver where the speech is resynthesised.
2.3.2 LPC Synthesis
In order to reconstruct the speech frame which was analysed at the 
transmitter the inverse process must be carried out. Thus at the 
receiver a filter which has the same frequency response as the 
original section of speech must be set up. This filter, which is the 
vocal tract filter of fig 2.4, can be realised by using the analyser 
in reverse. This structure, shown in fig 2.5(b), is a recursive 
digital filter with the a-parameters as its coefficients.
At the transmitter speech has been categorised as voiced or unvoiced 
and the synthesiser must recognise this in order to apply the correct 
excitation. This filter must be updated at regular intervals with the 
following information :-
(i) An indication if the frame is voiced or unvoiced. If the frame 
is voiced a stream of impulses will be applied to the filter, if 
unvoiced random noise is used.
(ii) The duration of the frame. This could be a fixed time interval 
for voiced and unvoiced speech, but if the speech is voiced its 
pitch period must also be sent.
(iii) A figure G which indicates the amount of energy in the analysis 
frame to control the magnitude of the excitation applied to the 
filter and hence the amplitude of the synthetic speech, 
(iv) A number of coefficients which define the filter. These
coefficients which contain all the spectral information in the 
speech frame are the a-parameters.
12

the analysis frame, thus,
N 2
En = E e (n) 
n=0
Substituting e( n ) from equation 2.2 gives
N p 2
En = = IS ( n) - = a i .S (n_ i) ] .... (2.4)
n=0 i=1
This function is minimised by setting all the partial derivatives of 
En with respect to a^ simultaneously equal to zero, ie,
= 0 i = 1,2, . . . .p
This gives p simultaneous linear equations with p unknowns which after 
expansion becomes
N p
E 2[S (n) - E ai.Sjn.ijl.I-Sjn.j)] =0 j = 1,2,....p 
n=0 i=1
rearranging the order of summation gives
p N N
E ai E S (n_ i ).S (n_j) = E S( n) .S( n_j)
=1 n=0 n=0
For a p/2 pole filter this means solving a pth order linear matrix 
equation to give the predictor coefficients a-| to ap .
Closer examination of the sample multiplications reveal they are in 
fact short term autocorrelation values covering the analysis frame and 
so
N






Therefore the equation to be solved can be expressed more concisely as
ai.R(i_j) = R(j) j = 1,2, ....p
which in matrix form finally becomes
Since R(i_j) = R(j-i) the matrix [R(^_j)] takes a special symmetric 
form known as Toeplitz. Solving this pth order matrix equation thus 
requires the first p+1 autocorrelations to be found.
2.3.5 Gain Factor from a-parameters
At the receiver a gain factor G is required to restore the synthesised 
speech to its correct amplitude. As shown if fig 2.4 this is done by 
multiplying G by the appropriate unit excitation source before it is 
applied to the vocal tract filter. The total energy in the speech 
frame is the mean squared error, En , hence the required RMS error G 
can be found from:-
En =
En could be calculated at the transmitter using equation 2.4 but this 
would not only be computationally expensive but also mean one extra 
parameter for transmission. En and hence gain can be calculated 
directly from the a-parameters which will be proven mathematically 
starting with equation 2.4,
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N
En = E 
n=0
Expanding the right hand side of this equation gives
P P 
En = R0 - E ai.Ri - aj.Rj + E a-j .a^R] j^l j=1,2,....p
However, it was shown in the previous section that
P
E
which when substituted into the third term of the above equation 
causes it to cancel with the last term, leaving
p 
En = R0 - £ ai-Ri .... (2.5)
and G = -/En
2.3.6 Specifying the Analysis Frame
When the speech frame under analysis has been stored, a series of 
autocorrelations are carried out on the samples to set up the matrix 
equation which when solved gives the a-parameters. The two most 
popular ways of performing these time delayed sample multiplications 
over the analysis frame are now illustrated graphically by placing a 
duplicate frame beneath the original. To find the jth autocorrelation 
the top frame is right shifted j sampling intervals with respect to 
the lower one, now multiplying each sample value in the lower frame by 
each one in the duplicate frame aligned directly above it and adding 
them all together gives R.
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2.3.6.1 Window Autocorrelation Method
N-1
N-1
In this method the only samples considered are contained in the frame 
under analysis. In the position shown j = 0 and RQ is found by 
multiplying N sample values by themselves which when added give RQ . 
When j = 1 each sample in the top frame moves one time delay to the 
right resulting in only N-1 multiplications for R-) . In this way 
sample values outside the lower analysis frame are lost ending with 
only N-p samples being considered at the pth autocorrelation.
Because samples outside the analysis window are not counted RQ always 
gives the highest value which leads to the production of a stable 
filter. Stability is a major consideration and is the main reason for 




In reality samples do exist outside the analysis window and can be 
included when performing autocorrelations. Now as the top frame 
slides along its replica it drags p samples from the previous frame 
with it and so for every autocorrelation performed there are N 
multiplications and additions.
17
While this method .retains more information in the autocorrelation 
sequence it does not always give a maximum value for RQ . When this 










(a) HUNAN SPEECH PRODUCTION
air from lungs
(b) ACOUSTIC SPEECH MODEL Fig 2.1
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(a) Beginning of the word 'spoon
pitch . 
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(b) DIRECT FORM SYNTHESISER
Fig 2.5
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SPEECH PROCESSING ON THE PDP11
3.1 INTRODUCTION
The initial phase of this study was performed on a PDP11 minicomputer 
under the RT-11 operating system using Fortran as the high level 
programming language. This was done for the following reasons :-
(i) The acquisition of standardised speech source data. This 
consisted of two 8" floppy diskettes containing speech 
data sampled at 10kHz of simulated telephone conversations 
prepared by the organisers of an international speech 
communication seminar held in Stockholm in 1974 and 
distributed to speech laboratories worldwide. This 
digitised speech was stored using a 12 bit analogue to 
digital converter under the RT-11 operating system in 
direct access format.
(ii) The fortran programming language was ideally suited to the 
many arithmetic operations required for speech processing. 
This language plus the comprehensive library of scientific 
subroutines which in the initial stages was necessary to 
solve the arithmetic operations was installed on the PDP11. 
(iii) At the time no other departmental facility existed whereby 
synthesised speech, once produced, could be output in real 
time to enable subjective tests to be made between original 
and synthesised speech.
24
Whether speech is voiced or unvoiced LPC analysis usually begins by 
taking a short section or 'frame' of speech and extracting all the 
parameters required to synthesise that frame at the receiver. Each 
frame («20ms) must be identified as voiced or unvoiced and analysed 
accordingly resulting in a constant bit rate.
Working within these general guidelines software was produced which 
offered flexibility in defining how the coefficients were extracted, 
the number required and how often they needed to be calculated. Their 
accuracy and effectiveness in producing accurate stable filters was 
also determined. The PDP11 provided a test bed where the fundamental 
principles of linear predictive coding could be applied, tested and 
validated before moving on to develop those techniques on the IBM and 
TMS32010 in real time.
The decision to choose voiced rather than unvoiced speech to start the 
analysis was influenced primarily by the means with which it could be 
assessed. Initially three methods of assessment were considered:-
(i) Analyse the frame, synthesise it, and make a direct comparision
in the time domain, 
(ii) Perform a Fast Fourier Transform (FFT) on original and
synthesised frames for comparison in the frequency domain. 
(iii) Measure the 'normalised error' which gives the mean squared 
error between original and synthesised waveforms over the 
complete frame.
In the case of voiced speech all three tests are applicable because 
the waveform is the impulse response of the filter and as such retains 
phase information. For unvoiced speech the excitation is a random 
noise generator which leaves only (ii) as a meaningful test. In 
addition to this if the requirements for voiced speech can be 
satisfied then those for unvoiced speech will be also because of its 
less exacting spectral requirements.
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Ideally for voiced speech the analysis frame would contain a complete 
number of pitch periods which start and end at zero amplitude, if this 
condition exists no spectral distortion occurs during analysis. In 
most cases this condition does not prevail and autocorrelation of the 
frame can give increasing values, resulting in unstable filters. For 
this reason voiced frames are 'windowed' to taper the frame at either 
end to zero amplitude. The shape of the window is chosen to have good 
spectral qualities, a popular choice being the Hamming window.
This distortion can be avoided by considering just a single pitch for 
analysis provided its start and end points can be clearly identified 
which also obviates the need for windowing. This approach was pursued 
in the hope of producing good quality synthetic speech while retaining 
the option of using windowed autocorrelation and fixed frame analysis. 
Whichever method is used the pitch period must be found but finding 
its start and end points is obviously a more exacting task which on 
the PDP11 was done visually by inspecting the two speech data files 
'S14JH3' and 'S20MH3'.
3.2 ANALYSIS OF VOICED SPEECH
Even after the decision that voiced speech should be analysed pitch 
synchronously there were still a number of options available as to how 
that analysis should be done. The most accessible parameters for 
experimentation were the autocorrelation or covariance values fed into 
the matrix which when solved gives the a-parameters for the direct 
form digital filter. Two different methods of producing the 
autocorrelation values were investigated, the covariance method was 
not pursued at this stage because of the danger of producing unstable 
filters.
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3.2.1 Autocorrelation By Isolated Pitch Windowing
The window autocorrelation method which is more conventionally applied 
to a fixed duration frame of speech could also be used on isolated 
pitches. Once the start and end of a pitch has been identified then a 
rectangular window is placed over it and the autocorrelation 
performed. When this is done samples moved outside the pitch window 
are lost and the following equation is evaluated :
n=0
3.2.2 Autocorrelation Assuming Pitch Periodicity
This second method treats the pitch under analysis as one cycle of a 
periodic function. This is not a conventional technique but one 
attempted because of the observed periodic nature of voiced speech.
<--- replica of - —— ><—— pitch under —-><—— replica of - —— > 
pitch analysis pitch
The sequence of voiced speech above shows three identical pitches. 
When autocorrelation is performed no sample values are lost outside 
the 18 sample pitch window as they would be by windowing a single 






The number of a-parameters, and hence order of the filter, is directly 
related to the spectral complexity of the pitch being analysed. A 
compromise must be reached between keeping the filter order low to 
reduce bit rate but not so low as to preclude the synthesis of good 
quality speech.
At the start of the project filter length was largely influenced by 
the ubiquitous graph of RMS Prediction Error vs Number of Predictor 
Coefficients produced by Atal & Hanauer [12] for speech sampled at 
10kHz. This graph, which is reproduced below, indicates an optimum 
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3.3 DERIVATION OF .a-PARAMETERS
Evaluating 12 a-parameters from 13 normalised autocorrelation values 
necessitates solving the 12 by 12 Toeplitz matrix shown on page 48. 
The scientific subroutine SIMQ held in the fortran library does this 
by Gaussian elimination. If the matrix becomes ill-conditioned an 
output digit indicates a singularity has occurred and the results are 
void.
As expected the 13 autocorrelation values from the two methods were 
different, the windowed method giving a steeper rate of descent 
because of the samples lost. From this it was also seen that the a- 
parameters produced by both methods were also quite different. In 
both cases for all the pitches examined the matrix solution produced 
no singularities indicating that all filters produced were stable.
Six separate and distinct pitches whose lengths varied from 74 to 107 
samples were taken from different sections of voiced speech held on 
the files 'S14JH3' and 'S20MH3'. These pitches were analysed by both 
autocorrelation methods giving two sets of a-parameters for each 
pitch.
3.3.1 Testing a-parameters by Normalised Error
One figure of merit used for testing the accuracy of the a-parameters 
without reconstructing the pitch is the normalised error, Vp . Using 
the previous 12 original speech samples the a-parameters are used, in 
much the same way as in the resynthesis filter, to predict the next 
sample value, S' n . The difference between this and the real value Sn 
when squared will give a positive error. When this is done over the 
whole pitch the sum total of these errors can be normalised to the 
power in the pitch as given by the formula :-
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where N=number of samples in the pitch.
Obviously the smaller the value of Vp the better the a-parameters are. 
Of the six pitches tested Vp was found to be significantly lower for 
the periodic autocorrelation method in every case. The average value 
for normalised error was 0.01 for the window method and 0.0015 for the 
periodic method, an improvement by a factor of ten in most cases.
3.3.2 Testing a-parameters by Resynthesis
Once the a-parameters are found the pitch can be resynthesised by 
setting up, in software, the 12th order recursive digital filter and 
exciting it with an impulse of amplitude G, the gain factor. This 
gain factor is calculated from the a-parameters and autocorrelation 
values in accordance with equation 2.5. Once the output has run for 
the required pitch length a direct comparison can be made in the time 
domain between this and the original pitch by overprinting.
A-parameters derived from the periodic autocorrelator gave synthesised 
pitches which visually compared well with their originals. In each 
case the major resonance at the first formant frequency F1 was 
accurately reproduced with the higher spectral components adding in 
correct phase to give, in most cases, a striking visual similarity. 
Energy was well distributed giving close time alignment of major 
amplitude peaks throughout the whole length of the pitch.
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Results from the window autocorrelator varied depending on pitch 
length and spectral complexity. In all cases there was an obvious 
strong component at the first formant frequency F1. When long pitches 
with few obvious high frequencies were synthesised they compared well 
with the originals. When shorter pitches containing high frequencies 
were tested it was found that few of the higher spectral components, 
characterised by small rapid amplitude changes, were reproduced in the 
synthesised wave. Another indicator of the poor modelling in these 
shorter pitches was the speed with which the energy fell through the 
pitch, often falling to zero before the pitch had finished. In every 
case the visual comparison was to a greater or lesser degree poorer 
than with the periodic autocorrelator.
3.3.3 Conclusions from a-parameter Tests
A third test involving an FFT on each original and synthesised pitch 
for spectral matching was initially considered but thought unnecessary 
in view of the results already obtained.
Although both methods gave stable filters for the six pitches 
analysed, the periodic autocorrelator gave superior results in both 
tests. The main reason for the poorer performance of the window 
autocorrelator was attributed to the window length. A pitch 
containing 80 samples loses 13 of these on the final autocorrelation, 
a loss of 16% on the original pitch. This results in poorer modelling 
of the higher formants and hence the inability to produce the sharp 
changes which these higher frequencies provide.
The results of these tests meant that the periodic autocorrelator was 
adopted as the standard method for extracting LPC coefficients in all 
further work on voiced speech.
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3.4 PITCH COMPARISONS IN TIME AND FREQUENCY DOMAINS
Frequency response on isolated pitches synthesised using the periodic 
autocorrelator was achieved using a Fast Fourier Transform (FFT) 
subroutine. Once the pitch under analysis had been synthesised the 
FFT was applied to both it and the original pitch to obtain their 
amplitude spectra for comparison.
The FFT applied to the speech data sampled at 10kHz gives a unique set 
of spectral amplitude components from OHz to 5kHz which can be 
plotted. The resolution on the frequency axis depends on the number 
of samples considered which for the simple subroutine used must be 2n , 
where n is an integer. For the pitch lengths analysed an FFT input of 
64 samples was most appropriate giving a resolution of 156Hz, more 
than enough to distinguish accurately the formant peaks where the 
comparisons are most critical.
As none of the pitches were exactly 64 samples in length each one was 
truncated to 64 samples which was equivalent to multiplying by a 
rectangular window. The discontinuities created caused distortion at 
the high frequency end of the spectrum which was overcome by tapering 
the last 9 sample values giving a zero start and zero end for the FFT 
analysis frame.
Two of the pitches are given for comparison showing the original and 
synthesised waveforms in both time and frequency. Figure 3.1 shows a 
pitch which is 10.7 milliseconds long and has a strong component at 
approximately SOOHz. Figure 3.2 shows a pitch which is 8 milliseconds 
long with a strong component at approximately 450Hz. These strong 
components are the first formant frequencies F1 which show prominently 
in the spectral plots. In the time domain both waveforms contain high 
frequency components causing sharp spikes to be impressed on this 
dominant first formant, these show up as F2, F3 and F4 on the spectral 
plots.
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in the time domain the fall off in energy throughout the pitch is the 
same for both original and synthesised pitches, even though some of 
the limitations of the linear stationary model are exposed in the 
latter part of the waveform. Each synthesised pitch is the result of 
applying a single impulse to the filter and so a close similarity 
cannot be expected right at the start of each pitch but there is very 
close agreement afterwards.
In the frequency domain the position of all formant peaks in the 
synthesised pitches are very close in both frequency and amplitude to 
the originals, varying at most by 1dB for all six pitches. From the 
results shown it can be seen that because the model is a 12th order 
(ie 6 pole pairs) all-pole filter that the spectrum produced by the 
synthesised pitch is much smoother than the original. The original 
pitch contains zeros as well as poles which pull the spectrum down 
giving it a definition that cannot be equalled by the synthesised 
spectrum which is effectively six cascaded 2nd order band-pass 
sections. Nevertheless the pitch produced has been shown to be 
adequately modelled by this all-pole design. The major formants are 
spaced approximately 1kHz apart in both pitches and as time progresses 
these formants will move slowly in amplitude and frequency which if 
tracked can be used for speech recognition.
3.5 FILTER STABILITY
A stable minimum phase filter will give an impulse response which 
starts high and gradually decreases in amplitude as does each pitch of 
voiced speech. The output from an unstable filter however can give 
large erratic amplitude variations when excited by an impulse and so 
filter stability must be ensured. Window autocorrelation will always 
give a-parameters which produce stable digital filters as should the 
periodic autocorrelator however arithmetic errors can alter the a- 
parameters which because of their sensitivity can then produce
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instability. This problem therefore cannot be attributed to a fault 
in theory but in implementation, a problem which is particularly acute 
in fixed point processors such as the TMS32010.
The causal all-pole filter being modelled will be stable if all its 
poles lie inside the unit circle of the complex z-plane and so were 
evaluated for the various pitches analysed. The poles of H(z) are 
simply the roots of the polynomial A(z) where :-
P 
A(z) = 1 - £ ak .z-k
k=1
The roots are evaluated by adapting the digital form of the transfer 








multiplying the numerator and denominator by z gives
H(z) =
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With the transfer function in this form the denominator is a twelfth 
order polynomial which can be factorised into six pairs of complex 
conjugate roots. All of these roots must lie inside the unit circle, 
ie their modulus must be less than unity, for the filter to be stable. 
This task is not trivial and was performed by the subroutine POLRT 
held in the fortran library which uses a Newton-Raphson iterative 
technique.
The results for H(z) showed all six pitches to be stable giving 6 pole 
pairs - 6 poles being accompanied by their complex conjugates. The 
results for two of the pitches are given in fig 3.3 and as can be seen 
several poles are quite close to the unit circle indicating that any 
error in calculation or representation could push them outside 
producing an unstable filter.
3.6 REPEATED USE OF LPC COEFFICIENTS
Any fixed frame analysis of voiced speech will contain more than one 
pitch and so a brief investigation as to how the filter performs using 
the same a-parameters over a five pitch sequence was carried out. The 
filter is loaded with the a-parameters and hit with five impulses. 
The amplitude of each impulse is calculated from gain of the original 
pitch and its period is also that of each original pitch. The single 
set of a-parameters used for the five pitch sequence were obtained by 
taking one typical pitch from the section. Five replicas of this 
pitch are then produced varying in amplitude and length always giving 
a stable filter.
Six separate 5-pitch sections of speech were tested and one set of 
these results is shown in fig 3.4 from which some general observations 
can be made. Fig 3.4 (a) shows the original section of speech in the 
time domain and also the spectrum of each pitch as time passes, ie its 
spectrograph over the 5-pitch interval.
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Fig 3.4(b) shows the results of the pitch synchronous method already 
developed and as can be seen the time domain waveform shows good 
similarity to the original. Also in the frequency domain it can be 
seen that the major formant peaks follow closely those of the original 
pitches.
Fig 3.4(c) shows the results of repeated excitation of the same filter 
and as can be seen although there is still good similarity in the time 
domain the waveform is poorer than that of the pitch synchronous 
method showing discontinuities at the end of some pitches. In the 
frequency domain the similarity is poorer than the pitch synchronous 
method, but not disasterously so. As might be expected the major 
formants do not move in frequency and show little variation in 
amplitude.
The a-parameters for the six sequences were printed out and are given 
in fig 3.5. When these a-parameters are considered together with 
their gain values an interesting anomaly is observed. For a closely 
correlated five pitch sequence it was expected that the corresponding 
a-parameters would be fairly close, any increase in gain value simply 
reflecting the increase in energy of that particular pitch. This 
expected pattern often occurred but occassionally when a block of 
similar a-parameters show one set quite different there is always a 
corresponding deviation in the gain value. There appears to be a 
tradeoff between a-parameter values and the gain value for similar 
pitches such that if the gain was increased then a-parameters can be 
altered to still produce the same pitch.
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3.7 CONCLUSIONS FROM THE PDF11
IMPRES.FOR is the fortran program which implements each of the speech 
processing facilities described in the previous sections of this 
chapter and is given, together with operating instructions, in 
Appendix 1 . A flow diagram for this extensive program is not included 
as many of the subprograms are covered in later chapters.
For pitch synchronous analysis/synthesis the periodic autocorrelator 
always gave superior results than the window autocorrelator in each 
assessment method employed. The a-parameters produced by this method 
were accurate and gave stable filters in every case. Unfortunately, 
because of hardware limitations, it was not possible to listen to 
complete sections of synthesised voiced speech and further development 
was transferred to the IBM where synthesised speech could be audibly 
assessed using the ILS software package.
From the limited work described in section 3.6 for additional bit rate 
reduction it would appear that repeated use of a-parameters gives 
acceptable results given a short analysis frame. The 5-pitch sequence 
shown in fig 3.4 covers 42 milliseconds which is significantly longer 
than the 20 millisecond frame size normally used.
During synthesis of scores of pitches (of which the table in fig 3.5 
is only a small sample) two observations were made. The first 
concerns single pitches where a slight increase in energy midway 
through the pitch occurs due to mid-pitch glottal leakage, illustrated 
by the central pitches in fig 3.4(a). These pitches cannot be 
modelled by the simple system adopted using only one excitation per 
pitch as, for a stable filter, energy must fall gradually through the 
pitch. The second concerns the discontinuities which occur when 
individual pitches are joined to form complete sections of voiced 
speech as illustrated in fig 3.4(c). This can be solved to some 
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(b) Synthesised pitch using 12th order filter
Time and rre<iuency Comparisons of Original and Synthesised Pitches
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Fig 3.1
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(b) Filter which produced pitch in fig 3.2(b)
Pole Positions of Two Typical 12th Order Filters
Fig 3.3
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VOICED SPEECH ANALYSIS ON THE TMS32010
The work successfully completed on the PDP11 was transferred to the 
more flexible IBM facility. The software, although proven, was not in 
a form suitable for real time operation and producing accurate 
efficient software for the TMS32010 involved two further stages of 
development.
In this phase of the project speech data stored on the IBM under ILS 
was processed in fortran giving due consideration to the limitations 
of the TMS32010 where they would ultimately be used. The results 
obtained from running these programs were then tested in this non real 
time environment. Software successfully written to operate in real 
time under these conditions was then converted to TMS32010 assembler 
code for final testing.
The vocal tract filter underwent a number of stages of development 
before appearing finally as a lattice which uses k-parameters instead 
of the a-parameters used in its recursive form. During this 
development the a-parameters are found using the Levinson-Durbin 
algorithm which replaces the Gaussian elimination subroutine used on 
the PDP11 . The k-parameters are produced as a by-product in this 
algorithm and so when found more efficiently by another method a ready 
made check was available.
Brief descriptions of algorithms for which software was written 
showing their interrelationship is given, also an explanation of how 
results are validated from them at each stage of development.
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4.1 REAL TIME AUTOCORRELATION
Irrespective of subsequent processing the first stage in obtaining n 
coefficients for use in the digital synthesiser is to obtain n+1 
autocorrelations of the pitch under analysis. For the periodic 
autocorrelator this means repeating 12 samples and evaluating
N-1
E Sn .Sn+i .... (4.1) 
n=0
where i = degree of autocorrelation
N = number of samples in the pitch
On the PDP1 1 equation 4.1 was evaluated by first storing N+1 2 sample 
values, ie SQ to SN+ -|2 °f which 12 are repeated, and once RQ to Ri2 
were found dividing each by RQ to normalise. This method had three 
major drawbacks for real time calculations,
(i) The time taken to store sample values before even
starting calculations.
(ii) The memory required to store N+1 2 sample values. 
(iii) A number of divisions which on the TMS32010 is
expensive in terms of program code and execution 
time which should if at all possible be avoided.
The limited data memory of the TMS32010 necessitated a program which 
not only held the minimum number of sample values but produced the 
normalised autocorrelations as soon as possible after the last sample 
in the pitch had been received giving time for the the a-parameters to 
be extracted from them.
The TMS32010 assembler program AUTO. DAT whose flow diagram is given in 
fig 4.1 requires 39 data memory address (DMA) locations to obtain the 
13 autocorrelations.
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The algorithm works by performing 13 intermediate autocorrelations 
which are updated every time a new sample value is received. Thirteen 
DMA locations are needed to store the latest 13 sample values plus a 
further 26 to store the intermediate autocorrelations of which there 
are 13, each one stored as a 32 bit number.
Whenever a start of pitch pulse is received from the pitch detector 
the previously stored normalised autocorrelation values from the last 
pitch are cleared in readiness for the new values. The 13 sample 
values still held in memory are the first 13 samples of the new pitch 
and on these the following operations are carried out :
12-p
£ (Rp + Si.Si+p ) -» Rp ; 0<p<12 
i = 0
s i
Once these initial calculations have been made at the start of each 
pitch the following sub-program runs every time a new sample value, 
So , is received :
(Rp + S0 .Sp ) -» Rp
Sp -» Sp+1 ; p=12,11, ...,0
In this way each autocorrelation value RQ to Ri2 is gradually built up 
until a pulse from the pitch detector signals the end of this pitch 
and the start of the next. At this point data memory holds the final 
values for Rg to Ri2 which now have to be normalised.
The reason why Rg to R-|2 are stored as 32 bit numbers requiring two 
DMA locations each is to prevent overflows. Using a 12 bit ADC the 
magnitude of each sample value must be less than 2048, ie 2 1 '. When
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sampling at 8 kHz a maximum pitch length of 16ms gives 128 samples 
which, even if every sample value was 2048, gives a result for Rg of 
less than 2*' - thus an overflow cannot occur.
During normalisation drawback (iii) is avoided by performing only one 
division. The first step in normalisation is to repeatedly left shift 
(ie double) Rg until it reaches its largest possible positive value. 
Thus looking at the highest 16 bits of the accummulator Rg must lie 
between 16384 and 32767. Next every other autocorrelation value R-| to 
Rl2 is also left shifted the same number of times to keep their 
proportion with RQ. Dividing 16384 by Rg gives a fraction F less than 
unity. Multiplying R-| to R^2 by 2F returns the final set of 
normalised autocorrelation values based on unity or 32767 in integer 
form on the TMS32010.
4.1.1 Results of Running 'AUTO.DAT 1
To ensure correct operation of the program a fortran version of the 
real time periodic autocorrelator just described was written and the 
results obtained from it proved identical to those obtained from the 
original non real-time periodic autocorrelator used on the PDP11. In 
addition to this the results obtained from the program run on the 
TMS32010 in integer arithmetic were compared with those obtained from 
the non real-time fortran program run on the IBM which used floating 
point arithmetic. This was done on the TMS32010 evaluation board by 
single stepping through the program checking every intermediate result 
and inputting the next sample value when required.
Several pitches were tested using data from the standard speech files 
used on the PDP11 and in every case comparison between the two sets of 
results were excellent. Two typical sets of results are given in the 
table of fig 4.2 where the integer values from the TMS32010 have been 
converted to decimal numbers to aid comparison. As can be seen all
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values RQ to Ri2 are very close giving a maximum error of 0.00003 in 
0.15320 or 0.0196%. As will be shown this error makes no significant 
difference to the filter parameters derived from them.
4.2 OBTAINING a-PARAMETERS IN REAL TIME
The a-parameters used to resynthesise a pitch using the direct form 
digital filter are found by solving the 12th order Toeplitz matrix, 
which was done by Gaussian elimination on the PDP11 . Although this 
method is accurate it involves many computations which cannot be 
completed in the time available. Even if the time were available the 
multiple computations in the fixed point arithmetic of the TMS32010 
will also accumulate truncation errors which at best will give 
inaccurate a-parameters and at worst unstable filters.
4.2.1 The Levinson-Durbin Algorithm
An efficient recursive method of solving a general Toeplitz matrix was 
developed by Levinson in 1947, this was extended to matrices where the 
right hand column vector comprised coefficients in the square matrix 
by Durbin in 1959.
To write an efficient TMS32010 assembler program which calculates the 
a-parameters in real time required a complete understanding of this 
algorithm. The program was written as the iteration develops from one 
stage to the next and is explained in basic mathematical terminology.
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The matrix to be solved is
RQ RI R2 - . . RIO R 1 1
Rl RQ R-| Rg R.JQ
R2 R 1 R0 • • • R8 R9
R 10 R9 R8 • • • R 0 R 1













The Levinson-Durbin algorithm is recursive and starts by truncating 
the matrix to only one value providing a first order predictor which 
gives a trivial solution for a-| .
At the start of each new iteration the matrix is extended by one and a 
whole new set of a-parameters must be found. Because of its symmetry 
the highest order new a-parameter can be calculated using the old set 
of a-parameters from the previous iteration, the others are then found 
by a series of back substitutions. In this way a completely new set 
of a-parameters emerge after each iteration.
Consider the situation at the start of the 4th iteration. In the 
previous iteration, ie the 3rd, all the a-parameters have been found 
and for clarity have been labelled as upper case A-parameters.
From the 3rd 
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R 1 = R0- A 1 + R 1-A2 + R2 .A 3
and R 1 = R0- a 1 + R l-a2 + R2 .a 3 + R 3 .a 4 
which when equated give
R 3 = RoKA 1 -a 1 )/a 4 ] + RI [ (A 2 -a2 )/a4 ] + R2 [ (A 3 -a 3 ) /a 4 ] ... (4.2)
I————.———I I____ i i________| i i I
=A3 = A2 -AT
Equating these known A-parameters from the last iteration to the 
functions in square brackets is the clever part of the algorithm and 
can be seen to be true by comparing equation 4.2 with that from the 
bottom row of the known 3rd order matrix. These three right-hand side 
identities are used to find the new a-j, a2 and a3 by back substitution 
once 34 is found.
34 is found first, by noting that the bottom row of the 4th order 
unknown matrix gives
R3- a 1 + R2- a2 + R 1- a3 + R0- a4 = R4
which after substituting for a<| , a 2 and a 3 from the right hand side 




34 = (R3.A1 + R2.A2 + R1.A3) - R4




a, P and the subset of equations for updating the new a-parameters 
produce highly structured patterns which can easily be incorporated 
into an expanding subroutine thus forming a computationally efficient 
recursive algorithm. 
The program can now be summarised as consisting of four basic steps ;
[ 1 ] Increase order of matrix by 1 to n
I 
[2] Find an from previous AI to An_i and RQ to Rn
[3] Using an back substitute to find a\ to an_i
[4] Rename ai to an as 
iteration
to An ready for next
4.2.2 Accuracy of the Levinson-Durbin Method
The fortran program DURBIN.FOR was written to implement the Levinson- 
Durbin algorithm just described on the IBM and its flow diagram is 
given in fig 4.3. Again a number of pitches taken from the standard 
speech data file 'S14JH3' were used to compare results obtained from 
both methods. A typical set of results for a tenth order predictor 


































































The normalised autocorrelation values were obtained from the PDP11 and 
used as inputs to DURBIN.FOR on the IBM. In all cases the a- 
parameters produced on the IBM using the Levinson-Durbin algorithm 
were the same as those obtained from the PDP11 using Gaussian 
elimination.
Results obtained show no difference in a-parameters until the fifth 
decimal place, a typical error of 0.005%. These small differences can 
be attributed to lack of accuracy when supplying the normalised R 
values which were limited to eight decimal places for the IBM. Of 
course the program still operates in floating point arithmetic but its 
correct operation was proved.
The effect of these a-parameters on gain factor G was also calculated 
in accordance with equation 2.5. The worst error recorded for gain 
between the two methods was 0.00043% which if converted to a 16 bit 
integer would leave the number unchanged.
4.3 SYNTHESIS ON THE TMS32010 USING A-PARAMETERS
The program DURBIN.FOR which produced a-parameters via the Levinson- 
Durbin algorithm was never converted to TMS32010 assembler code for 
the reasons discussed in the next section. It was thought however 
that realisation of the direct form filter to synthesise the pitches 
analysed by this method would be useful as an information base from 
which variables such as pitch length, order of filter, effect of gain, 
filtering, etc could be observed dynamically in time and frequency 
using the TMS32010.
The program DIRSYN.DAT was written directly in TMS32010 assembler 
code, the flowchart for which is given in figure 4.4. The special 
instruction set of the TMS32010 was particularly suitable for this
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type of multiply, add and shift filter which for speed was written in 
direct line code and made periodic so that the waveshape and spectrum 
could be easily observed.
Inputs required for the filter are the pitch period, gain of impulse 
and the 12 a-parameters. The a-parameters must be converted to 
integers for the TMS32010 which introduced the first objection to 
synthesising in this way. Theoretically the a-parameters can take on 
any value, though from experience are usually contained within the 
range ±10. All integer values must be scaled to the largest magnitude 
if quantisation errors are to be minimised, once this is done impulse 
weight must also be altered accordingly. Although this can be 
accommodated under the controlled conditions of single pitch 
synthesis, for real time operation rapidly varying a-parameters would 
present problems in both analysis and synthesis.
A number of pitches were resynthesised using the 12th order filter and 
three are given in fig 4.5. In all cases the waveshape, taken from a 
storage scope, were very similar to the original. Frequency plots 
from a spectrum analyser show a smoothed spectrum with the formant 
peaks clearly identifiable.
4.4 THE LATTICE FILTER APPROACH
Although it has been shown that a-parameters can be produced 
accurately in real time using the Levinson-Durbin algorithm there is 
another method far more suitable for use on the TMS32010. Exactly the 
same filter can be implemented in a lattice structure which alleviates 
many of the problems posed by its direct form counterpart. For the 
lattice filter 12 k-parameters are needed which are closely related to 
the a-parameters. The Levinson-Durbin algorithm begins each new 
iteration by evaluating the next highest order a-parameter, this is in 
fact the k-parameter for that iteration. Unlike the a-parameters this 
k-parameter once found does not alter as the iteration progresses and
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so can be stored. Thus the Levinson-Durbin algorithm can be used to 
find the k-parameters by simply storing the newly found highest a- 
parameter after each iteration even though to find the next one all 
these a-parameters must be changed.
The lattice filter for speech synthesis, first proposed by Itakura and 
Suto [40], is shown in fig 4.6(b) and being an exact equivalent of the 
direct form synthesiser of fig 2.5(b) has the same frequency response. 
Thus hitting this filter with an impulse should reproduce exactly the 
same pitch as that obtained from the direct form synthesiser. Just as 
the recursive synthesiser has an inverse from which the a-parameters 
are found so the lattice synthesiser has its inverse shown in fig 
4.6(a) from which its k-parameters can be found. Thus in the final 
event the k-parameters can be found more efficiently than using the 
Levinson-Durbin algorithm. This algorithm however did provide an 
important aid in development which initially confirmed the correct 
operation of the lattice synthesiser and later was used for checking 
k-parameters found from the inverse filter technique.
The four major advantages of using a lattice filter on the TMS32010 
are summarised as :-
(1) Provided the autocorrelation matrix is +ve definite then a stable 
all-pole filter is produced making each of the k-parameters less than 
unity. This very important minimum-phase property means that each k- 
parameter can be permanently scaled to ±32768 allowing the stability 
of the filter to be checked immediately at the transmitter.
(2) The k-parameters can be found from the inverse lattice filter very 
quickly using a Leroux-Gueuegen algorithm without having to evaluate 
any a-parameters. This structure uses multiply/add routines and 
requires very little memory which is ideally suited to the TMS32010. 
Also the results of all intermediate arithmetic calculations, as well 
as the final k-parameters, are less than unity for a stable filter.
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(3) The lattice is a modular structure, each k-parameter being 
independent of all others. Thus if the order of the filter needs to 
be changed then sections can easily be added or removed with no effect 
to previous sections.
(4) The lattice structure is less sensitive to round-off errors and 
hence parameter variations than its direct form counterpart - the 
lattice tends to be self correcting as values ripple through reacting 
to both upper and lower rails. In the tapped delay line structure of 
the direct form realisation any error introduced continues unchecked 
to the output.
The lattice structure gives a good correspondence to the mechanical 
model of the vocal tract. A 12th order lattice splits the vocal tract 
up into 12 unmatched sections similar to a transmission line. At each 
section some energy is transmitted and some reflected, this amount 
being related to the k-parameter value at that junction. For this 
reason the k-parameters are known as reflection coefficients.
4.4.1 Calculating the Reflection Coefficients
The lattice analyser shown in fig 4.6(b) has an upper and lower rail 
which for an nth order filter finally gives two outputs known as the 
error signals En and en . Analysis is still based on obtaining a least 
mean squared error which for this lattice structure is achieved by 
setting the error signal of the top rail to zero. The lattice is 
built up one stage at a time requiring n+1 normalised R values for an 
nth order filter.
The program written to obtain these k-parameters is based on the 
Leroux-Gueuegen algorithm of 1977 [41]. At the nth stage kn is 
calculated from previously found k-parameters and R values and once a 
k-parameter is found its value never changes. On the lower rail the 
input to each time delay is stored for use in the next stage. As will
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be shown each new k-parameter is found by dividing the input to the 
last adder on the top rail by the input to the last adder on the lower 
rail.





To evaluate ki the first two autocorrelation values RQ and RI are 
required.
At the output of the lattice
and
e 1 = R0 - k 1 .R 1
E-| = R-) - k-| .RQ = 0
Thus it can be seen that k<| = a^ from the Levinson-Durbin algorithm 
and must be less than unity provided RI<RQ. Also it can be seen that 
ki is found by dividing the present input to the last adder on the top 
rail by the previously stored input to the last adder on the lower 
rail - effectively a cross multiplication when E-| is equated to zero.
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The values appearing at the input to each time delay on the lower rail 
(including ei) are now stored to be used for the next section.
2nd section
R2 -k 1 .R 1
E2 =R2 -k 1 .R 1 
.k2 .
(save)
The next stage is added and the previously stored values of R-| and e-| 
(ie R0-k-| .R-| ) move to the other side of the time delays before the 
next input R2 is applied. The output of each adder stage is evaluated 
and those on the lower rail must be stored. Again k2 is found by 
dividing the last top rail adder input by the last lower rail adder 
input giving,
k2 = (k-i ,R 1 -R2 )/(k 1 .
Remembering that k-) is the same as AI it can be seen that k2 is in 
fact a2 • In the Levinson-Durbin algorithm a series of back 
substitutions now has to be made to update the old A-parameters before 
the next 33 (ie k3) can be calculated - with this method no such 
operation is necessary. In this way the order of the filter increases 
one stage at a time forming a very efficient recursive algorithm.
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For the Leroux-Gueuegen algorithm all that is required for a 12th 
order filter are the 13 normalised autocorrelation values and 36 
memory locations - 12 for the k-parameters, 12 for the values before 
the time delays and 12 for those stored previously which go after the 
time delays. The program is summarised as,
[ 1 ] Add the nth section and input the next 
autocorrelation value, Rn .
[2] Evaluate output from top and lower rail 
summing junctions using stored values.
[3] Store lower rail values for next stage.
[4] Calculate kn by dividing input to last 
adder on top rail by input to last adder 
on bottom rail.
The flow chart for program LEROUX.FOR which executes the Leroux- 
Gueuegen algorithm just described is given in fig 4.7. This program 
was run on numerous pitches and results for k-parameters were compared 
with those obtained from the Levinson-Durbin program DURBIN.FOR. In 
general results from both programs compared well with no difference 
ever being observed in the values for k-| to k3. For k4 to ki2 the 
difference was typically 0.000001 to 0.00004 giving a maximum error of 
less than 0.1%. The results from two typical pitches are given in the 
table of fig 4.8.
By gradual development a viable, robust, real-time program was 
produced which gave consistently good results. This program was 
checked at each stage of development to confirm its correct operation 
before conversion to TMS32010 code.
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4.4.2 Pitch Synthesis Using the Lattice Filter
The fortran program LATSYN was written for the IBM to realise the 
lattice synthesiser shown in fig 4.6(b), its flow diagram is given in 
fig 4.10. The program was written at this time to confirm the correct 
operation of the lattice filter by comparing its impulse response with 
that produced by its direct form equivalent.
The results for four different pitches taken from the two PDP11 files 
were analysed and synthesised by both methods independently. Their a- 
parameters were found from DURBIN while their k-parameters found using 
LEROUX. When both direct (DIRSYN) and lattice (LATSYN) filters were 
set up and hit with the same amplitude impulse exactly the same 
waveforms were obtained, each data point being exact to the 3rd 
decimal place. This not only proved the correct operation of the 
lattice synthesiser but also the accuracy of the k-parameters found 
from LEROUX.
The program was taken one stage further and converted to TMS32010 
assembler code. As with the direct form filter LATSYN.DAT was made 
periodic so that waveshape and spectrum could be observed and future 
results recorded. The k-parameters were converted to 16 bit integers 
and again the waveforms obtained from this real time lattice 
synthesiser proved identical to those obtained from its direct form 
counterpart. Now validated this lattice structure was used in all 
future work.
4.4.3 Gain Factor from the k-parameters
In terms of the a-parameters the total error for a pth order filter is 
found from the expression :-
P 
G2 = RQ - £ ai-Ri .... (4.3)
58
When the direct form filter which uses these a-parameters is excited 
by an impulse of magnitude G the original pitch is reproduced. The 
lattice filter, which uses the k-parameters, being an exact equivalent 
of this requires the same impulse. The a-parameters are not 
calculated in the Leroux-Gueuegen algorithm and so G must be found 
from the reflection coefficients.
Equation 4.3 expressed as a fraction of R0 becomes:-
G2 = 1 - E ai .P.i .... (4.4)
In the lattice structure the error signal en which propagates along 
the lower rail is in fact G2 . This can be illustrated by considering 
the final nth section of the lattice:
En=Y-X.kn=0
en =X-Y.kn
From the top rail for best fit
Y = X.kr
Which makes the lower rail error signal
en = X(1-kn )
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The term X is the last lower rail error signal saved from the previous 
stage, ie en_i. Using this identity it can be seen how the gain term 





Comparing this with the equivalent gain value in a-parameter form:
G2 = 1 - a-| .R! 





e2 = (1-k-,) . (1-k2 )
To compare this with the equivalent gain in a-parameter form for a 
second order predictor e2 is expressed in terms of its R values as 
shown previously in the lattice diagram, ie
e2 = (1-k! .R-|) 
which when compared with
G2 = 1 - a-) .R-| - a2 .R2
shows that a2 = k2
and a-| = ki - k-j .k2
This analysis not only shows how G2 is evaluated automatically by the 
lattice structure but also gives the relationship between the 
reflection coefficients which do not change as the order of the filter 
increases and the a-parameters which do.
As more and more stages are added the expression grows which for an 
nth order filter becomes:
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,2 2 2 2 
G2 = (1+k 1 ).(Uk2 ).(1+k3 )....(Ukn )
which is more conveniently expressed as:
- P 2 
G2 = IT (1-ki) .... (4.5)
From this it can be seen that for a stable filter where every k- 
parameter is less than unity the gain or impulse amplitude must fall 
in value as the filter order increases.
The value for gain found from the k-parameters using equation 4.5 
should equal that found from the a-parameters using equation 4.4 and 
to test the accuracy of this method a number of pitches were analysed. 
The table below gives the a-parameters from a single pitch using the 
Levinson-Durbin algorithm from which the gain is found using equation 
4.4. Next to this are the k-parameters for the same pitch found using 
















































































-> G2 = 1 -




G2 = 0.0081726 (268) G2 = 0.0081723 (268) 
G = 0.0904023 (2962) G = 0.0904005 (2962)
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For all pitches tested the results from both methods were in very 
close agreement. The results from the IBM shown in fractions are the 
same to the fifth decimal place which when converted to a 16 bit 
integer (the number in brackets) gives exactly the same result.
Both error signals which propagate along the upper and lower rail of 
the lattice analyser can be monitored to estimate how well the filter 
is matching the pitch under analysis. It would seem logical that a 
pitch which is spectrally uncomplicated would be matched more quickly 
than one with a large number of major resonances. The program 
LATAN.FOR prints out both errors and the results for four typical 
pitches are given in figure 4.9. As can be seen the errors from the 
first two pitches which contain five major resonances converge much 
more slowly than the second two pitches which contain only two major 
resonances. All pitches are stable as indicated by the monotonically 
decreasing value for the lower rail error e^, ie G^.
4.5 REFLECTION COEFFICIENTS FROM THE TMS32010
The Leroux-Gueuegen program written for the IBM in fortran was shown 
to give consistently accurate results and this program was rewritten 
in assembler code to run on the TMS32010.
For each pitch analysed 13 normalised autocorrelation values are 
required and are stored as 16 bit words in data memory. These values 
would in practice be supplied from the original data via the real time 
autocorrelator AUTO.DAT but for program development were directly 
input to data memory. Other working variables stored as 16 bit words 
in data memory are the 12 k-parameters, 12 lower rail inputs to each 
summer, 12 lower rail outputs of each summer and the upper rail error 
referred to as Y which is continually updated as it propagates along 
the top rail, terminating in the value En .
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The first pitches tested were from the standard speech source on the 
PDP11. The k-parameters found from the TMS32010 have been converted 
to decimal form to allow comparison with those from the IBM.




















































These results shown above, although not perfect, did give stable 
parameters which appeared within the limits of the inevitable 
truncation errors incurred using 16 bit integer arithmetic.
When testing was extended to include speech data recorded on the IBM 
using the ILS software some pitches also gave acceptable k-parameters. 
However for a few pitches disasterous results were obtained of which 
two examples are shown below.





















































Of these results only the first four or five k-pararaeters could be 
judged as useful for speech synthesis. The higher order reflection 
coefficients produce overflows which on the TMS32010 are hard limited 
to ±1 .
This problem which had not been experienced on the IBM was attributed 
to truncation errors. In an attempt to increase precision and prevent 
overflows a number of alterations were made to the original program 
which included,
(i) Storing each working variable as a 32 bit number,
(ii) Using a 32 bit multiplication routine,
(iii) Extending the division routine to accomodate 32 bit numbers.
When the four pitches previously analysed were run on this new program 
the results showed a marked improvement with the k-parameters from 
PDP11 pitches giving much closer agreement to those obtained from the 
IBM.
This increased accuracy was repeated for the lower order coefficients 
on the ILS recorded speech and although higher order values were not 
the same they did remain stable. When these k-parameters were used 
for resynthesis the pitch, somewhat surprisingly, showed good 
similarity to the original.
Even though the results for these pitches had improved it was obvious 
that accuracy was always going to be a problem and there was no 
guarantee that even with this improved program an overflow would not 
occur. In addition to this the extra code required to increase 
accuracy had doubled the operation time of the program, an important 
consideration when the time came to assemble these subprograms 
together.
By single stepping through the TMS32010 evaluation module each working 
variable was monitored at each stage in the program until it was 
discovered that in certain pitches the error signals, particularly the
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top rail error, Y, became very small indeed. To investigate this 
further the fortran program was altered to print out these error 
signals and the results for the four pitches under analysis are given 
in fig 4.9.
For all pitches the underlying trend of the top rail error En , ie the 
final value of Y at each stage, is to decrease as the order of the 
filter increases even though the values do fluctuate about this mean. 
After each stage the k-parameters are found from the formula,
kn+1 = En/en
From fig 4.9 it can be seen that for the two ILS recorded pitches the 
magnitude of En falls much more rapidly than those from the PDP11 . 
Significantly for both ILS pitches £3 has fallen to a magnitude of 
unity when expressed as a 16 bit number (the numbers in brackets). 
Higher order upper rail errors fall to even smaller values which in 
many cases equate to zero when expressed as 16 bit numbers.
The lower rail errors en show a monotonic decay for all pitches which 
is consistent with stable k-parameters. Again the ILS speech produces 
much smaller en values than the PDP11 pitches.
It should be appreciated that there is no flaw in these results. The 
the ratio between the magnitudes of En and en is preserved in all 
pitches giving comparable size k-parameters which are accurate and 
stable.
The significance of these results is in the increased accuracy 
required when dealing with those pitches stored on the IBM. When 
using floating point arithmetic these magnitudes present no problem, 
however when transferred to 16 bit integer arithmetic the required 
accuracy cannot be provided and failure is inevitable. 
This problem appeared insoluble, without resorting to a floating point 
routine, until the pitches being analysed were viewed in more detail 
as shown in figs 4.11 and 4.12.
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In fig 4.11 (a) the original pitch from the PDP11 shows 4 major 
resonances plus 2 or 3 of less significance. The highest formant is 
at almost 4kHz and these high frequency components give a rapid rate 
of change in the autocorrelation values, as observed in fig 4.9. 
These large differences between adjacent autocorrelation coefficients 
hold the error signals in the lattice analyser to reasonably large 
magnitudes which although giving some inaccuracies does not produce 
overflows in the TMS32010.
The pitch of fig 4.12(a) from the IBM is very simple in structure 
containing only one major formant at approximately 230 Hz. As seen in 
fig 4.9 this abscence of high frequencies gives autocorrelation values 
which change slowly remaining positive even after 13 autocorrelations. 
Because successive autocorrelation coefficients are so close in value 
the error signals in the lattice analyser which involve their 
subtraction become very small, in many cases too small to even be 
represented as a 16 bit number on the TMS32010.
Having established the cause of the problem its solution was now self 
evident. In theory two coefficients are required for each formant and 
so the IBM pitch could be adequately modelled by a 2nd order filter, 
ie only 2 k-parameters need be found. The rapid decline in magnitude 
of the error signal Y indicates the lack of high frequency components. 
This signifies the filter is long enough and nothing is gained by 
slavishly continuing the filter to its twelfth stage looking for major 
resonances which do not exist only to give problems with accuracy.
The prospect of using a shorter filter for pitch synthesis was 
attractive for a number of reasons:
(i) By continually checking Y the lattice analyser could, if
necessary, be terminated before the 12th stage hence eliminating 
overflows caused by 16 bit number representations, 
(ii) Reduced processing time.
(iii) The possibility of a further reduction in bit-rate even though 
the continuous transmission of variable length filters would 
have to be overcome.
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4.5.1 Pitch Synthesis Using a Truncated Filter
Up to this point 12th order filters were used exclusively for pitch 
synthesis which using floating point arithmetic had proved successful 
in every case. It-parameters found using the truncated fixed point 
analyser could only be used if the truncated lattice synthesiser gave 
a good likeness to the original.
The program LATSYN which synthesised a 12th order lattice filter was 
altered to give one of any length. This was a simple operation which 
exploited a major advantage of the lattice structure, ie if only a 4th 
order filter is required then ignore the last 8 stages. This can be 
done because the value of each k-parameter is independent of all 
others.
From fig 4.11 it can be seen that the PDP11 pitch is modelled well by 
a 12th, 11th and 10th order filter giving excellent time and frequency 
comparisons. For filters lower than 10th order the frequency plots 
show how the higher formants cannot be represented and merge to give a 
poor impulse response. The synthesised pitch is further degraded as 
the order of the filter decreases.
The IBM pitch shown in fig 4.12 in contrast to the pitch from the 
PDP11 shows that decreasing filter order has very little effect with 
lower order filters giving, if anything, a closer fit to the original. 
This explains why the stable higher order k-parameters from the more 
accurate TMS32010 program gave good results, even though they were 
completely different than those obtained from the fortran program. As 
they were not modelling any high order formants they were contributing 
very little spectral information and could even have been ignored.
The final lattice analysis program monitors the top rail error signal 
Y, terminating when it falls below the predefined magnitude of 
0.000122, ie 4 when expressed as a 16 bit number. This magnitude, 
which tells the program to stop looking for formants which do not
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exist, was a compromise between an error low enough to ensure all 
major resonances were found and high enough to avoid accuracy errors 
in the TMS32010.
This variable length analysis/synthesis system was applied to many 
more pitches from both PDP11 and IBM speech and in every case gave 
filters of sufficient length to represent it accurately. These 
further tests reaffirmed the findings of Atal [11,23] and Tremain [4] 
that a 10th order filter was, in the majority of cases, sufficient to 
accurately model any pitch even using the periodic autocorrelation 
approach.
4.6 CALCULATING GAIN ON THE TMS32010
Even though the mean squared error is evaluated in the transmitter by 
the Leroux-Gueuegen algorithm it is proposed that its transmission is 
superfluous only serving to increase bit rate. Equation 4.5 is 
evaluated in the receiver where each k-parameter is squared and 
subtracted from unity before being multiplied together. 
Multiplication is no problem for the TMS32010 taking only 200ns, 
however the order in which they take place does affect accuracy. As a 
general rule the higher order k-parameters are smaller in magnitude, 
with ki always largest. Thus to keep G2 as accurate as possible under 
the constraints of 16 bit integer arithmetic the order of 
multiplication should be kp to k^.
Calculating gain required a fast accurate square root routine which 
operated in integer arithmetic. It was found that Newton's method 
gives an accuracy of better than 0.1% after only two passes provided 
the initial 'guess' from a small look-up table is judicious. The 
square root of a number which lies between 0 and 1 will always 
increase and so the integer table shown below was used:
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G2 in this Initial Guess
Range for G
0 0
1 to 4 256 (
5 to 16 512 (=78)
17 to 64 1024 (=732)
65 to 256 2048 (=7128)
257 to 1024 4096 (=7512)
1025 to 4096 8192 (=72048)
4096 to 16384 16384 (=78192)
The effectiveness of this solution is easily illustrated,
Take a mean squared error, G2 = 0.00042725 
expressed as a 16 bit integer G2 = 14
From the look-up table the initial guess for G =512 is taken.
This guess is passed through Newton's equation twice which has been
modified to handle 16 bit integer arithmetic as shown below:
G' = 0.5[(14*32768/512) + 512] = 704 
G" = 0.5[(14*32768/704) + 704] = 678
expressing 678 as a fraction G = 0.02069 
correct answer G = 0.02067
This gives an error of less than 0.1% which would improve marginally 
if the iteration was continued but this would not affect the impulse 
gain factor when expressed as an integer.
The sub-program which performs this gain calculation in the TMS32010 
receiver takes up 61 program memory address locations, 4 data memory 
address locations and on average takes 8 pis to perform.
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4.7 SUMMARY
The work on individual pitch analysis/synthesis successfully performed 
on the PDP11 has been transferred and proven on the TMS32010 as a 
series of subprograms. The difficulty of truncation errors causing 
overflows in the lattice analyser was overcome by terminating the 
filter rather than writing an ad-hoc floating point routine which 











































































































































(b) 8.5ms pitch from file 'S20MH3'
Results of real-time periodic autocorrelator on TMS32010 

















A-parameters found from R-values 




Voiced speech synthesis using the 
a-parameters in a recursive filter.
INPUT
Impulse weight, G 
order of filter, ML 
pitch length, PL 
a-parameters, An
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Vocoder results for 3 individual pitches of voiced speech.
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5kHz
Spectrum of synthesised 
pitch
Fig 4.5
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(a) Inverse lattice filter used to extract the k-parameters from a 
section of speech.
(b) Lattice filter used to resynthesise the section of speech using 




The k-parameters are found from 









































































Comparison of k-parameters for two pitches obtained from the IBM 
using 'DURBIN' and 'LEROUX'.
Fig 4.8
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Table comparing the k-parameters and error signals for four different 




Voiced speech is synthesised from 













(b) Synthetic Speech 12th Order Filter
(c) Synthetic Speech 8th Order Filter
(d) Synthetic Speech 4th Order Filter
n=8
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(b) Synthetic Speech 12th Order Filter
(c) Synthetic Speech 8th Order Filter
n=8
n=4
(d) Synthetic Speech 4th Order Filter





Natural sounding synthetic speech can only be produced by accurate 
extinction of the pitch period [17,27,32]. For this reason pitch 
detection of voiced speech is one of the most critical areas in speech 
processing. Observation (fig 5.10) has shown that pitch period can 
vary quite dramatically in any single segment of voiced speech and so 
ideally would be evaluated for every pitch.
The periodic autocorrelation approach to speech analysis places even 
more demands on the pitch detector. Not only must the period of each 
pitch be accurately determined in real time but also its start and end 
points located.
Pitch period will vary depending on age, sex, emotional state, etc. A 
range of 3.5 ms (young female) to 12 ms (mature male) is sufficient to 
cover most speakers. These pitch periods span a frequency range of 
83Hz to 286Hz although the software written will easily allow these 
limits to be extended if necessary.
Many classic pitch detectors [32,39] use a low-pass filter in the 
first stage of pitch detection to prevent strong higher order 
harmonics and other high frequencies obscuring the spectral range of 
interest. An analogue fourth order BOOHz Chebychev low-pass filter 
proved this to be the case on all voiced speech segments observed and 
so forms the first stage of all pitch detectors described in this 
chapter.
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Another obvious advantage of using this filter is to allow sampling at 
2kHz which gives extra time for computation between samples. Normally 
the accuracy of the pitch detected would suffer from this lower 
sampling rate which in other systems is overcome by interpolation. 
Interpolation could easily be incorporated into this system, however 
as will be shown the actual count is made between successive zero 
crossings in the autocorrelator which samples the original speech at 
8kHz.
Initial work in the search for a reliable real-time pitch detector 
revealed the two strong contenders of inverse filtering and feature 
extraction, both of which were investigated and are described in this 
chapter.
One method initially considered but rejected fairly early on was that 
of homomorphic processing [39]. It has been shown by Burrus and Parks 
[34] that although giving accurate results in noise free conditions 
homomorphic processing is expensive in terms of memory and processing 
time. A 512 point analysis window on the TMS32010 requires 16 ms for 
the FFT processing alone.
The first two attempts at pitch detection which involve the exacting 
digital signal processing techniques of autocorrelation and inverse 
filtering are described in sections 5.2 and 5.3. Both of these 
methods use autocorrelation and so although real-time processing is 
possible a further strategy is required to locate the start and end of 
each pitch. For these two methods pitch period is found by counting 
the number of samples between adjacent peaks of an output sequence, or 
waveform. Two simple detection methods (or a combination of both) can 
be used on these waveforms to give the pitch :-
(i) Threshold detection. A fractional threshold value on an initial 
maximum is set and the first time a waveform peak exceeds this 
threshold (eg 0.5 of max) a pitch is declared.
(ii) Peak picking. The time from the start to the largest peak in the 
designated analysis range is declared the pitch period.
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The third method of pitch extraction described in section 5.4 uses the 
filtered waveform samples to develop a detector based on observed 
characteristics particular to the voiced speech waveform. Pitch 
detection using this method is dynamic and does not require either of 
the detection methods (i) or (ii) described above.
The results offered constitute only a small sample of the many taken 
covering the best, worst and intermediate cases.
5.2 PITCH DETECTION BY AUTOCORRELATION
Autocorrelation, because of its time averaging property will suppress 
any random nature in a waveform, eg noise, and enhance any periodic 
properties the waveform may possess. In this way it was hoped that 
autocorrelation alone would amplify the psuedo-periodic nature of the 
glottal excitations while smoothing out intermediate peaks caused by 
minor resonances and determine pitch length by threshold detection.
As a real-time autocorrelation algorithm had already been successfully 
developed it was a simple matter to modify it for use as a pitch 
detector. The program PAUT was written in fortran to implement this 
on the IBM.
In this program 100 samples are used for a 50 sample short-term 
autocorrelation. A rectangular window is placed over the first 50 
samples which are steadily rolled over the second 50 samples 
performing a 50 point autocorrelation after each time delay. From 
this it can be seen that the process is perhaps more accurately 
described as a 50 sample cross-correlation. This method was chosen in 
preference to a window autocorrelator to keep the energy content in 
the correlated waveform strong, so aiding pitch detection.
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This fifty sample span could cover as many as 7 pitches for a female 
voice right down to only 2 for a male which immediately raised the 
question of an adaptive window length. To this end the program 
written accepts a window size of between 5 and 50 samples.
The first result of PAUT given in fig 5.1(b) is an extract of a 
woman's voice using a 40 sample window. When compared with the 
original speech shown in fig 5.1 (a) it can be seen that the 
intermediate peaks have been suppressed enabling pitch detection to be 
made with either a simple threshold detector of 0.5 of the mean 
squared value, ie Rg, or a peak picker. In this case reducing the 
window length to 20 samples made very little difference to the 
correlated waveform.
The weakness of this basic correlation detector is exposed when a 
strong 2nd harmonic is present or a single fundamental frequency 
exists. Fig 5.2(b) shows PAUT applied to such a waveform which when 
compared to the original speech emphasises the strong 2nd harmonic. 
There is no possibility of a simple threshold detector finding the 
pitch and because of an amplitude increase in the original speech a 
simple peak picker would also fail.
This investigation of autocorrelation on voiced speech showed that in 
pitches which contained a number of intermediate peaks detection was 
simple and reliable. For pitches with no harmonic content or a strong 
2nd harmonic only then no advantage was gained by correlation.
It was considered that the strength of the autocorrelation technique 
was its simplicity but in this underdeveloped state could only be used 
as a backup to a more reliable pitch detector.
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5.3 PITCH DETECTION BY INVERSE FILTERING
In linear prediction the vocal tract filter ideally has the same 
frequency spectrum as the pitch itself, indeed hitting this filter 
with an impulse is how the original pitch is reproduced. Reversing 
this process Markel [32] showed that if the original speech is passed 
through the inverse of this filter that the impulse or error S( n j 
should appear at its output. Thus at the start of each pitch a large 
error corresponding to the impulse amplitude should be seen with very 
little disturbance thereafter. Measuring the number of samples 
between each impulse will give the pitch length. This process of 
inverse filtering forms the basis of the SIFT algorithm.
To enable real time start and end of pitch detection a rollover 
algorithm was devised. An inverse filter was set up from the most 
recent N samples and the next N samples passed through it to obtain 
error pulses which would detect the start of each new pitch. While 
this was happening the N samples which were now being put through the 
inverse filter to produce the pitch impulses were also being used to 
calculate the next inverse filter and so the process continues.
The big advantage of this method is that the impulses at the output of 
the inverse filter gave the start and end of each pitch in real time 
which was a requirement of the pitch synchronous analyser. This 
approach was slightly different to the conventional method where the 
original N samples used to construct the inverse filter were passed 
through it instead of the next N samples. For this reason it was 
presumed that the error spikes would not be as distinctive but because 
of the slow varying nature of the pitches would be good enough to 
indicate pitch length and, more importantly, in real time.
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5.3.1 Initial Results from Inverse Filtering
As a starting point a 12th order inverse lattice filter of the type 
shown in fig 4.6 (a) was set up using the 12 It-parameters extracted 
from a single pitch. The single pitch used was identified visually 
and so this method represented the ideal case.
The upper trace of figs 5.5(a) and 5.5(b) shows the 20 pitches of 
8kHz sampled speech used for analysis and the centre pitch from this 
section was chosen to extract the 12 k-parameter coefficients for the 
inverse filter.
Using this filter the complete waveform of 20 pitches were passed 
through it giving the response shown in the lower traces of figs 
5.5(a) and 5.5(b). The lower trace is magnified 6 times with respect 
to the original speech illustrating the accuracy of the matched 
filter.
To confirm the correct operation of the inverse filter it was also 
constructed in direct form using the a-parameters which gave results 
identical to those obtained by the lattice method.
Initial results from the inverse filter rollover technique certainly 
gives sharp peaks at the start of each pitch even when the filter 
coefficients are unaltered over 20 pitches. The problem with the 
process, as it stands, is that amplitude fluctuations between adjacent 
pitches gives peaks which vary considerably in size making detection 
non-trivial.
What is revealed in these inverse filter outputs is the whitening 
nature of the filter as it is matched to the input pitches. From this 
it can be seen why Markel concluded that an autocorrelation on this 
output was necessary to detect the pitch period.
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In practice it would not be possible to pick out a single pitch to 
extract the filter coefficients and so this experiment was repeated on 
voiced speech filtered to 800Hz. This time the filter coefficients 
were extracted from 200 samples by placing a Hamming window over them 
which ensured decreasing autocorrelation values and stable filters.
Results for the filtered speech were very similar to those obtained in 
figs 5.5 for the unfiltered speech and so are not included. Reducing 
the number of coefficients from 12 to 4 made very little difference to 
the results which, from previous results (see 4.5.1), was expected as 
typically only one major formant would remain.
5.3.2 A Modified SIFT Algorithm
Although the rollover technique was still an interesting possibility 
it seemed that more consistent and confirmable results should first be 
obtained based on the proven method of Markel. A program was written 
which incorporated many features of the original SIFT algorithm, these 
were :-
(a) Voiced speech low-pass filtered to 800Hz and sampled at 2kHz.
(b) A fixed frame length of 64 samples plus 4 from the previous 
frame making 68 in all.
(c) A Hamming window to ensure stable filters.
(d) 4 k-parameters from 5 autocorrelations of the sample sequence 
to set up the inverse filter.
(e) Run the original 64 samples through the inverse filter and 
observe its output.
(f) Autocorrelate the output of the inverse filter and observe this 
waveform.
Markel used a-parameters in the recursive structure but lattice filter 
implementation using k-parameters was always seen as a necessity with 
the fixed point arithmetic of the TMS32010.
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Feature (f) is the main addition to the program described in the 
previous section and was achieved by rolling the first 32 samples over 
the latter giving a 32 sample output. This cross-correlation covers 
16 ms of speech accommodating the longest of pitches. It is important 
to realise that this last correlation destroys any hope of 
instantaneous pitch detection in the speech waveform. Feeding the 
original samples back through the inverse filter may expose the pitch 
excitations but their position in the time waveform is lost.
The final SIFT program developed was tested using two frame lengths, 
SIFT (long) works on a 64 sample frame while SIFT (short) takes only 
32 samples. The results are given in waveforms (c) and (d) of figs 
5.1 to 5.4. In each of these results the waveform shown in the left 
of the picture is the output of the inverse filter. The right half of 
the picture shows how the pitch period is extracted after correlation. 
It can be seen that the first few samples out of the inverse filter 
are always erroneous until the predictor has several values to work 
on, for this reason they are ignored before correlation.
Fig 5.1 shows that SIFT (short), SIFT (long) and the aurocorrelator
all work very well on the short female pitch of 4.5 ms and the pitch
can be located with either a threshold detector or a peak picker.
Fig 5.2 causes the simple autocorrelator to fail but SIFT (short) 
still works very well. It may appear that SIFT (long) also works well 
but attempting to locate the peak is not easy, a peak picker would 
indicate twice the pitch and a simple threshold detector of 0.5 is 
again dangerously close to missing the first peak.
Figs 5.3 and 5.4 show that for the longer 9 ms pitch of the male 
speaker SIFT (long) is working but as expected the analysis frame of 
SIFT (short) is too short and these results are only included for 
completeness.
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On all speech samples tested with pitches less than 8 ms SIFT (short) 
was successful whilst SIFT (long) proved inconclusive using the simple 
detection methods proposed. On pitches longer than 8 ms SIFT (long) 
was successful while SIFT (short) often produced multiple peaks from 
which no definite decision could be made.
From these results it can be seen that provided the correct SIFT 
program was used detection was reliable. To use this method therefore 
it was seen necessary to employ a two-tier algorithm whereby SIFT 
(short) is first used to test for a short pitch and if no no result is 
obtained then SIFT (long) is employed.
The SIFT algorithm envisaged although computationally quite cumbersome 
was reliable. Because of its inability to easily detect the start and 
end of a pitch the development of this algorithm for use on the 
TMS32010 was shelved to pursue another more direct method.
5.4 PITCH EXTRACTION BASED ON GLOTTAL EXCITATION
In voiced speech any short term sequence is termed psuedo-periodic 
because adjacent pitches are very similar when viewed in the time 
domain. The main reason for this is that the main articulators in the 
vocal tract which produce the resonances are relatively slow moving 
as, in most cases, is the pitch period produced by the vocal chords. 
Pitch extraction can be achieved by exploiting some of the many 
similar features observed in adjacent pitches of the speech waveform. 
These "feature extractors" of which the Gold-Rabiner pitch tracker 
[37] is one of the most famous do their processing in the time domain.
The way in which these features are processed obviously influences the 
effectiveness of the pitch detector. In addition to simply taking 
measurements of peaks and troughs for pitch comparison the expected 
behaviour of these parameters based on their short term history should
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also be considered.. Thus over a limited section of voiced speech it 
should be possible to predict how parameters will change by studying 
how they altered in previous pitches.
It soon became obvious that to observe every characteristic in voiced 
speech and then incorporate them in a program would be impractical. A 
search was made to find the most critical parameters which exhibit 
strong interrelationships over several pitches on which a program 
could be based.
Of the many filtered waveforms viewed on the IBM using the ILS 
software the following parameters were considered most useful :-
(1) A large steep peak-to-peak amplitude deviation at the 
start of each pitch caused by glottal pulses.
(2) A number of smaller peak-to-peak amplitude deviations 
within each pitch. These amplitude variations, caused 
by resonances formed in the vocal tract, mouth and nasal 
cavities are often duplicated over a number of pitches. 
In adjacent pitches it is very often the case that the 
number, size, spacing and lateral position of these 
amplitude deviations are very similar.
(3) A strong pattern running either along the top half or 
bottom half of the waveform - and sometimes both.
(4) Even when pitch waveform shape alters quickly between 
pitches the glottal pulse spacings and hence the pitch 
period usually remains constant.
This section describes the development of a pitch extractor which 
works on the filtered speech waveform using the sharp amplitude 
deviations caused by the glottal excitations in voiced speech as the 
primary means of detection.
92
As stated above the detector relies upon the expected size, number, 
position, etc of these pulses as well as other parameters which have 
been based on observations. In this way these parameters are 
customised to speech as opposed to any other waveform.
Program development can be split into three major stages. The first 
consisted of getting the basic program of detecting peaks based on the 
glottal pulse up and running. The second stage was a backchecking 
procedure on previously stored peaks to confirm the pitch just 
detected. The third and final stage was a complete re-evaluation to 
incorporate a short-term memory and a decision algorithm based on 
majority voting.
5.4.1 The Basic Glottal Pitch Detector
This basic version of the pitch detector was attempted directly on the 
TMS32010. This was a deviation from the normal practice of developing 
and proving programs on the IBM in Fortran and subsequent transfer to 
the TMS32010 in assembler.
Once the program was completed voiced sounds spoken into a mic/amp 
were fed into port 3 of the TMS32010 via the SOOHz low-pass filter 
(fig 1.1, SW1 down, SW2 up). A storage oscilloscope was used to view 
the speech at the input to the TMS32010 and the pitch pulses as they 
were detected at its output on port 2. This then was the layout from 
which the results were obtained.
The first step in the program was to ensure reliable detection of 
consecutive -ve and +ve peaks from which the glottal pulse and hence 
start/end of pitch is located. A very simple peak detector algorithm 
was produced which required storage of the 4 most recent samples. 
Using 4 samples a single safeguard can be incorporated if by chance 
two consecutive sample values are equal.
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Under normal conditions the peak detector operates as illustrated 
below :
3 1 13
• • •• X = 2 - 1
/ 2 \ \ /
•2 • m2 m Y = 2 - 3
/ \ \ 2
If X and Y are +ve then a +ve peak has been detected 
If X and Y are -ve then a -ve peak has been detected 
If X is a different sign to Y then no peak exists
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The initial program run on the TMS32010 was very simple and consisted 
of three basic steps :
(1) Calculate a ' +VE PEAKDIFFERENCE', ie the positive slope amplitude 
difference between a -ve peak and the next +ve peak, this can be 
designated a start of pitch, 'PSTART'.
(2) Look for the next +VE PEAKDIFFERENCE which is greater than 0.8 of 
PSTART, this is the start of the next pitch and becomes the new 
PSTART.
(3) If more than 6 intermediate peaks occur between PSTARTs then an 
error is flagged and a new search initiated taking the next +VE 
PEAKDIFFERENCE as PSTART.
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The threshold value, of 0.8 for the next PSTART and 6 for the maximum 
number of intermediate peaks in a pitch was assessed by scanning many 
sections of filtered voiced speech from male and female speakers.
Once a PSTART has been detected a pulse is output which initiates the 
autocorrelation process to find the k-parameters from the unfiltered 
pitch.
Results for such a simple detector were very encouraging. The 
detector as viewed on the storage oscilloscope gave consistently good 
results for a wide variety of male and female speakers of which those 
shown in figs 5.6 and 5.7 are only a small sample. The top trace in 
each figure is the low-pass filtered speech spoken into the TMS32010 
and below are the pulse outputs whenever a start of pitch is detected.
Figs 5.7(a) and 5.7(b) show that at the start of a voiced section of 
speech the pitch is picked up quickly and accurately. This is because 
no upper bound is placed on the next PSTART, ie anything above 0.8 
will pass. In this way the maximum glottal pulse is soon found.
Two problems did occur at the end of voiced speech segments. Fig 
5.7(d) shows that pitches are missed when a sharp fall in amplitude 
results in the next glottal pulse being less than 0.8 of the present 
one. In fig 5.7(c) the fall in amplitude is accompanied by a fairly 
dramatic change in waveform shape to which this simple program could 
not cope.
Although not a defect of the program another problem was observed when 
the sampling frequency was increased from 2kHz to 10kHz in an attempt 
to improve the timing accuracy of the detector. As the sampling 
frequency was increased small amplitude high frequency noise peaks 
were being detected along with the desired peaks in the speech 
waveform giving spurious output pulses. Reducing the sampling rate 
eliminates the problem by performing a filtering function whereby the
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low frequency, large amplitude changes in the filtered speech become 
dominant and small amplitude, high frequency noise spikes are 
overlooked.
5.4.1.1 Some Improvements to the Original Program
The basic glottal pitch detector was modified to combat the problem of 
pitches being missed by amplitude fluctuations. The new program was 
again written in assembler and stored on the VAX under the name 
PITCH5.DAT.
Mid-pitch peaks, caused by resonances in the filter model, are 
generally slow moving over several pitches and this characteristic was 
used as a short term memory feature for pitch length. If the number 
of mid-pitch peaks in the pitch under detection exceeds the count in 
the previous pitch then an overrun is flagged and the amplitude 
threshold level is reduced from 0.8 of PSTART to 0.5 of it. This can 
be done because these intermediate peaks invariably fall in amplitude 
through the pitch. If no pitch is detected by the time twice as many 
peaks as in the previous pitch have been counted then a complete 
failure is assumed and a restart initiated.
As a result of the above alteration two smaller changes were made to 
prevent false detection at the start of a section of voiced speech:
(a) At least 1 in a sequence of 3 +VE PEAKDIFFERENCES above a 
nominal noise threshold level must be received before 
pitch detection starts. This not only acts as a crude 
voiced/unvoiced decision maker but prevents spurious 
outputs of the kind observed in fig 5.7 (a) when voiced 
speech is not present.
(b) The peak count mechanism described above is suppressed 
for the first 3 pitches until the transient first stage 
of the speech envelope has disappeared. In these initial 
3 pitches the maximum overrun value of 6 peaks per pitch 
is invoked.
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The improvement in correctly detected pitches was, as might be 
expected, particularly significant for pitches which contained a high 
number of intermediate peaks. This program showed that even this 
simple short term memory was effective because it employs some of the 
properties particular to the filtered voiced speech waveform.
5.4.2 The Checkback Procedure
Although the program running on the TMS32010 appeared very successful 
a more detailed and scientific assessment was required. To this end 
PITCH5.DAT was converted to Fortran code and run on the IBM. Now 
speech could be recorded using the ILS software package and the 
program used to explore exactly how it was performing. When this was 
done a basic flaw in the program was exposed by waveforms of the type 
shown in fig 5.8(a).
When a single large intermediate peak (ie 2nd harmonic) is present 
whose +VE PEAKDIFFERENCE exceeds 0.8 of PSTART then it is incorrectly 
identified as the new PSTART. As illustrated in fig 5.8(b) once this 
error is made the threshold level effectively becomes 0.5, getting 
locked at this value until the 2nd harmonic falls below 0.5 of the 
correct PSTART value.
Increasing the threshold value to 0.9 does give some improvement but 
errors still occur as shown in fig 5.8(c).
Making the large 2nd harmonic peak a special case would solve the 
problem in this instance but to continue in this way could result in 
as many special cases as speech utterances. This also raised the 
question of how big and regular does the second harmonic have to be 
before the speech can be considered to contain only a fundamental.
Another general characteristic of filtered voiced speech provided a 
solution to this problem, ie the almost unfailing occurrence of a low- 
high-low (L-H-L) sequence for amplitudes between -ve to +ve peaks at
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the start of a pitch. The only exception to this is when no peaks 
occur between pitches and only the fundamental exists which has always 
been seen as a special case.
This extra test was implemented by checking for a low-high-low 
sequence on previously stored -t-VE PEAKDIFFERENCES. Once a pitch was 
initially detected it had to be confirmed by this checkback procedure 
before a "pitch detected" pulse was output.
To convert PITCH5 to PITCH6, which includes the checkback, the 
following changes were made:
(i) If the present +VE PEAKDIFFERENCE is greater than 0.95 
of the last recorded PSTART then this must be assumed 
the next start of pitch thus no checkback is invoked 
and a pulse is output.
(ii) If the +VE PEAKDIFFERENCE before the last recorded 
PSTART is greater than 0.95 of it then it can be 
assumed no large 2nd harmonic exists and a pulse is 
output. 
(iii) If both (i) and (ii) fail then it can be assumed that
at least a 2nd harmonic is present and the checkback to 
find the number of intermediate peaks begins. Starting 
at the last recorded PSTART work backwards to find the 
L-H-L sequence of +VE PEAKDIFFERENCES. Once found the 
H is tested to ensure is exceeds 0.7 of PSTART (this 
eliminates small intermediate peak sequences) and if it 
does then it is designated the previous PSTART. The 
number of intermediate peaks between these PSTARTS are 
counted and provided the present number is greater than 
or equal to it a pulse is output.
It is important to realise that checkback finds the previous pitch and 
the number of peaks by a completely independent method and so 
constitutes an extra test which will correct any mistakes accumulated 
by the basic glottal pitch detector.
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As can be seen from fig 5.8(d) there was a dramatic improvement in the 
pitch detector when applied to the waveform of fig 5.8(a). This 
improvement applied to all the waveforms tested.
This pitch detector while remaining fairly simple was very reliable 
making no gross errors. The small number of errors which did still 
occur were quickly corrected by the back checking procedure.
5.4.3. Checkback with Short Term Memory and Majority Voting
Further development began with program PITCH24 which printed out 
intermediate results before the pitch period estimate was made and a 
pulse output. From this it became evident that a completely new 
decision algorithm could result in even more accurate and reliable 
pitch estimates.
Up to this point the glottal pulse amplitude detector has been 
operating only on the +ve slope called the +VE PEAKDIFFERENCE. It can 
be seen from the waveform of fig 5.8(a) that in many cases a more 
accurate detector would be obtained by using the -ve slopes or -VE 
PEAKDIFFERENCES. Not only this but it can also be seen that these -VE 
PEAKDIFFERENCES are larger than the +VE PEAKDIFFERENCES. This 
important characteristic is consistent in voiced speech and is 
incorporated in the program PITCH28. The main program elements for 
collecting data upon which the pitch decision is made will be 
described for +VE PEAKDIFFERENCES but it must be remembered that 
alongside this the same is being repeated for the -VE PEAKDIFFERENCES.
Another major difference from previous programs is that pitch length 
is measured in time, ie number of samples, rather than intermediate 
peaks. This policy was adopted from the observation that the number 
of peaks between pitches can vary by 200% or 300% whereas the pitch 
length remains fairly constant usually not exceeding a 15% change in 
adjacent pitches. The peak count was not completely discarded, being 
a useful overrun counter.
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The first test applied is the amplitude criteria of the basic glottal 
pitch detector, ie the next PSTART must be greater than 0.8 of the 
last PSTART if it is within the last pitch length or greater than 0.5 
if it is outside it. Included within this section of the program are 3 
overrun conditions, if any one of these is exceeded then the pitch is 
outside normal limits and a restart is initiated. These 3 limits are:
(i) If the present pitch length is greater than twice the last,
(ii) If the number of intermediate peaks exceeds six.
(iii) If the pitch length exceeds 36 samples, ie 18 ms.
The next stage is to re-estimate the pitch length just measured by the 
independent backchecking procedure described in the previous section.
Thus for each PSTART detected two results are computed, a forward 
estimation based on amplitude criteria called NSAMP1 and a backward 
estimation based on finding a low-high-low sequence called NSAMP2. 
Ideally of course for two successive pitches these two values should 
be very similar, building up a more confident estimate of the pitch 
length.
The final stage of the program chooses the most likely pitch period 
using a clustering technique. The last three values of NSAMP1 and 
NSAMP2 are saved and the present pitch length found by a clustered 






These six values are assembled in pitch length sequence as shown in 
the table below. A 3 sample window is now moved down one step at a 
time from the minimum of 7 (ie 3.5 ms) to the maximum of 24 (ie 12
100
ms) . AS the window descends it can be seen from the diagram below 
that the highest number of occurrences captured is 5, when the window 
is at the position indicated.
3 sample window 
moves down one 







































Once the correct window position is located the pitch period is the 
average number in the cluster which in this case will be 9.8 samples 
or 4.9 ms.
As mentioned previously exactly the same procedure is repeated on the 
-VE PEAKDIFFERENCES and the same clustering technique applied to these 
results.
Once this is done all that remains is to decide which of the two pitch 
estimates is correct. This is done by comparing the average of the 
last 3 PSTART amplitudes, three will have +ve slopes and three -ve, 
whichever is the greatest is deemed most likely and this one is 
chosen. This 3 pitch memory span provides a filtering effect which 
smoothes out any short term pitch to pitch irregularities.
The window length of 3 samples was chosen using results obtained from 
PITCH24, this being the best compromise for the range of male and 
female speakers used.
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In this system pitch detection data is gathered from more than one 
source and so errors introduced from one source can be eliminated by 
correct data from another. The algorithm used to estimate the pitch 
from the data collected is of course only one of a number conceivable 
options but results have justified the method chosen having had no 
errors on speech used to date.
Figures 5.11 to 5-14 show the flow diagrams of PITCH28 which apply 
all of the techniques described with pitch length given as the number 
of samples N in the pitch being analysed. When implemented on the 
TMS32010 an output pulse is given on the zero crossing of the present 
PSTART and another when the next zero crossing in the same direction N 
samples later is reached, which ideally will be the start of the next 
pitch.
Results for two particularly difficult sections of voiced speech where 
not only pitch waveform shape but pitch length changes dramatically 
mid-section are given in figs 5.9 and 5.10. Notice from the tabular 
output of PITCH28 that the pitch length is tested at least once every 
pitch in either direction and at no time are pitches missed during 
testing.
5.5 Summary
Of the three pitch detectors studied it was the modified SIFT 
algorithm and the glottal excitation methods which were given most 
developmental consideration.
In many cases no advantage was gained by short term autocorrelation in 
terms of direct pitch estimation, the problem of pitch detection being 
just as challenging after autocorrelation as before it.
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The proposed two-tier SIFT algorithm gave very reliable results using 
a simple threshold detector. The disadvantages of this method are its 
computational expense and inability to directly find start and end of 
pitch.
The glottal excitation method although highly developed is reliable, 
fast and is capable of locating the start and end of each pitch in 
real time.
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5.1(a) Original Speech 5.2(a) Original Speech
5.1(b) Autocorrelation 5.2(b) Autocorrelation
5.1(c) SIFT (short) 5.2(c) SIFT (short)
5.1(d) SIFT (long) 5.2(d) SIFT (long)
Attempts at pitch extraction by three methods on two separate voiced 
sections of speech from a female speaker.
104 Figs 5.1/5.2
5.3(a) Original Speech 5.4(a) Original Speech
5.3(b) Autocorrelation 5.4(b) Autocorrelation
ir-.,
5.3(c) SIFT (short) 5.4(c) SIFT (short)
5 .3(d) SIFT (long) 5.4(d) SIFT (long)
Attempts at pitch extraction by three methods on two separate voiced 
sections of speech from a male speaker.
105 Figs 5.3/5.4
(a) Upper trace: Original speech.
Lower trace: Inverse filter output.
(b) Upper Trace: Original Speech.
Lower Trace: Inverse filter output.
Input and output of inverse filter using speech sampled at 8kHz.
106 Fig 5.5
Top trace: Filtered speech input to port 3 of TMS32010.
Bottom trace: Pulses output from port 2 when a pitch is detected.
Basic glottal pitch detector using the TMS32010.
107 Fig 5 6
(b)
Pitch period is quickly found at the start of a voiced section of 
speech.
(d)
Pitches are sometimes missed at the end of a voiced section of speech 
due to falling energy.
an(j end of voiced speech using the basic glottal pitch detector 
on the TMS32010.
108 Fig 5.7
(a) Filtered voiced speech.
(b) PITCH5 using 0.8 threshold.
(c) PITCH5 using 0.9 threshold.
(d) PITCH6 using 0.8 or 0.9 threshold.
Results from PITCH5 and PITCH6 pitch detectors.
109 Fig 5 .
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Tabulated results from PITCH28 for the word 'a' in 'an apple a day'. 
Despite variation in shape and energy the pitch period which remains 
constant is accurately evaluated.
110 Fig 5.9
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Tabulated results from PITCH28 for the word 'day' in 'an apple a day'. 
Notice how despite the variation in shape, energy and duration the 
pitch period is still accurately tracked.
111 Fig 5.10
PROGRAM 'PITCH28'
Evaluates the pitch period from 
features in the waveform. 
A +ve slope size is the difference 
between the last -ve peak and the 
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This subroutine looks for a 
start of pitch by comparing 
the present slope amplitude, 
SLP to that found at the start 
of the previous pitch, TST. 
There are three overrun 
conditions which flag a 
complete failure.
note: NSL = number of samples in last pitch 














The first test in this subroutine 
is a confirmation of the amplitude 
test. If this fails and the previous 
pitch contains only the fundamental 
its pitch is found. If both these 
fail the search for a low-high-low 
(L-H-L) sequence begins from which 
a pitch can be found.
note: NSP = number of samples found 











This subroutine finds the largest 
cluster of values from the latest 
six pitch estimates, SAMP(I) to 




6 UNVOICED SPEECH ANALYSIS
The vocal tract filter used for unvoiced speech has the same all-pole 
structure as that used for voiced speech and the It-parameters which 
define it are obtained in a similar way. The main difference at the 
analysis stage occurs because unvoiced speech has a random appearance 
requiring the autocorrelation values to be extracted via a fixed 
frame. As with voiced speech the duration of this frame must be short 
enough to ensure the signal's stationarity. Once these R-values are 
found then the k-parameters are obtained in exactly the same way as 
they are for voiced speech.
To synthesise voiced speech a single impulse is applied which enables 
the vocal tract filter to free-run reproducing the pitch. For 
unvoiced speech the excitation is very different being a continuous 
stream of random numbers, a new input being required to calculate 
every new output.
6.1 SPECIFYING THE NOISE SOURCE
The random number generator should theoretically have a flat frequency 
spectrum up to 4kHz. This spectrum is then shaped by the transfer 
function of the vocal tract filter containing the k-parameters which 
describe the spectrum of that frame of speech. Because the excitation 
is of random phase its statistical properties should also be matched, 
as closely as possible, to the natural unvoiced speech. In voiced 
speech of course this was achieved by the close time domain similarity 
to original and synthesised pitches.
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Analysis of unvoiced speech [12] has shown it to have a fairly uniform 
distribution which will not be changed by passing it through a linear 
device such as the vocal tract filter. There are a number of ways to 
produce such a distribution of random numbers [15] and considering the 
limited memory of the TMS32010 it seemed that the congruential method 
would be most appropriate. In this method the present random number 
x(n) is generated from the preceding one x(n-1) by the rule
x(n) = [A.x(n-1)] modulo P 
where P is a large prime and A is a suitably chosen constant
This method was however rejected because of its extreme sensitivity to 
the values of A and P which would be exacerbated by fixed point 
calculations.
The method used relies upon a new random number being generated from 
an initial set of p random numbers in the range ±0.5 by the rule
x(n) = [x(n-D + x(n-p)] modulo 0.5 ....(6.1)
Thus x(n) has the provisor that it must lie in the range ±0.5, if it 
does not then 1 is added or subtracted to make it so. This overflow 
wraps around to ensure that if the original set of p random numbers 
has a uniform distribution then so will the new set.
The fortran program RNG2.FOR implements equation 6.1 producing 1,000 
new random numbers from 50 original uniformly distributed random 
numbers taken from the MINITAB facility on the VAX 8650. This program 
was run a number of times using a different set of original numbers 
each time. A typical result for the numbers generated is given in fig 
6.1(b) and the original 50 numbers which produced this distribution is 
used in the TMS32010 program. Even from this small sample it can be 
seen that the mean is very close to zero with 498 negative numbers and 
502 positive. The standard deviation of 0.2873 is also very close to 
the theoretical ideal for a uniform distibution of 0.2887.
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Another advantage of using this method on the TMS32010 is its ease of 
implementation using 2's complement arithmetic. By considering 32768 
to be equivalent to 0.5 each computation of equation 6.1 requires only 
one addition, if an overflow occurs it can be ignored and the result 
stored without further modification.
As can be seen from fig 6.1(a) the program holds a loop of 50 random 
numbers which are continually updated. This can be done in two ways:
(i) By keeping the pointer fixed in data memory and revolving the
carousel one place to the right after each computation, 
(ii) Keep the numbers fixed in data memory and slide the pointer one 
place to the left after each computation.
Operational speed is relatively unimportant at the synthesiser and so 
method (ii) was chosen for its programming simplicity.
6.2 SYNTHETIC UNVOICED SPEECH ON THE TMS32010
Producing a suitable random number sequence was of course only part of 
the unvoiced speech production program whose flow diagram is given in 
fig 6.2. The random excitation is fed into the vocal tract filter 
which, because of the fewer formants in voiced speech, need only be 
6th order. As with voiced speech error analysis may indicate that a 
lower order than this may be appropriate.
Every 125us a new random number is produced by the noise generator for 
input to the lattice filter which uses this and previously stored 
results to calculate its next output. The gain factor G which governs 
the amplitude of the sound is found from the k-parameters as in voiced 
speech. Theoretically gain can be applied before or after the filter 
but in practice because each random number can lie between -32768 and 
+32767 a fractional value for G applied before the filter is most 
suitable.
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To assess the TMS32010 random number generator the program was run 
with all six k-parameters of the vocal tract filter set to zero giving 
the spectrum shown in fig 6.3(a). This sin(x)/x plot is the transfer 
function of the sample and hold of the DAC and from this it can be 
deduced that the random number generator produces a flat frequency 
spectrum. When this output is passed through a 4kHz low-pass filter 
the spectrum is adjusted to give the reasonably flat response shown in 
fig 6.3(b) which varies by only 1dB over the passband. It should be 
appreciated that the low-pass filter compensates only for the sample 
and hold of the DAC and the shaping of the flat noise spectrum is made 
by the vocal tract filter prior to this.
Several different 20 ms frames of unvoiced speech were analysed using 
the fortran program AUTO.FOR to give 13 normalised autocorrelation 
coefficients. These R-values flucuated rapidly as might be expected 
from a random noise-like waveform of this type. When these were input 
to LEROUX.FOR 12 k-parameters were produced of which the first 6 were 
used for synthesis on the TMS32010.
The results for two typical frames are given in fig 6.4 which shows 
time and frequency plots of original (left hand side) and synthesised 
frames. The original spectra were obtained by applying a 1024 point 
FFT routine from the ILS software package. The synthesised speech 
from the TMS32010 was plotted from a storage scope and spectrum 
analyser. As can be seen both sections of original speech have simple 
spectral plots with only one or two main formants containing most of 
the power at high frequencies. These formants are well represented in 
the synthesised speech but there is some deviation at low frequencies 
which is attributed to vocal tract coupling. This can be reduced by 
shaping the response of the low-pass filter.
Further tests made exclusively on the IBM are shown in fig 6.5 where 
frequency plots from both sequences are compared by the same FFT 
process. The results again show close agreement in both time and 
frequency for the fricatives of 6.5(a) and 6.5(b). Fig 6.5(c) shows
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that this random excitation also works well for other unvoiced sounds 
such as plosives which have low zero crossing counts but no 
periodicity.
For all unvoiced speech tested the synthesised waveforms compared well 
in time and frequency domains. As with voiced speech the important 
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(b) Random noise after passing through a 4kHz low-pass filter


























(b) Unvoiced sound 'shhh...' in "shoe"
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and frequency comparisons of original and synthesised sections of unvoiced speechTime











(b) Unvoiced sound 'ffff...' in "feel".










(c) Unvoiced plosive 'd' in "sound".
Time and frequency comparisons of original and synthesised unvoiced 




The proposed speech vocoder must satisfy certain performance criteria. 
The most obvious and simplest of these to assess is whether the system 
is capable of real-time operation. Having satisfied these operational 
requirements the quality of the synthetic speech produced must also be 
measured.
7.1 OPERATIONAL REQUIREMENTS
The simplified LPC vocoder can be conveniently split into three 
distinct sections of computational workload.
(i) Pitch detection. (transmitter)
(ii) Parameter evaluation. (transmitter)
(iii) Resynthesis. (receiver)
Implementation of the simplified LPC process was originally conceived 
as taking two options. The first is to assign one TMS32010 piP to each 
section making programming simpler while economising on peripheral 
memory, or more conventionally, using only one uP for the transmitter 
with the extra peripheral circuitry this requires. Because analysis 
requires more memory and involves many more calculations than 
synthesis it is the transmitter which is more prone to program 
inefficiencies.
At each stage in the project program development was always made 
assuming the following three major constraints of the TMS32010;
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(i) 200 ns cycle time
(ii) 144 words of on-chip RAM
(iii) 1536 words of on-chip ROM (TMS320M10)
It is worth noting other compatable TMS320 first generation devices 
which extend these capabilities. Of particular interest is the 
TMS320C15 which operates a 200ns cycle time with 256 words of on-chip 
RAM and 4000 words of on-chip ROM which offers considerable savings in 
power consumption. The TMS320C17 has the additional advantage of a 
serial I/O port.
The option of economising on peripheral hardware at the expense of an 
additional ^P follows the philosophy of parallel processing in 
transputer implementations. This additional cost cannot be justified 
if all processing can be done on one device by program segmentation. 
If two uP's are used in the transmitter then uP1 would evaluate the k- 
parameters while ^P2 detects the pitches, communication between them 
being a simple interrupt on the BIOZ line. Once the start of pitch 
has been detected from piP2 then the BIOZ line of uP1 is lowered to 
indicate the end of the present pitch and start of the next. The 
maximum duration 20ms or 160 samples between interrupts indicates an 
unvoiced frame.
Upon receiving an interrupt u?1 completes the autocorrelation of the 
last frame and starts a new set of autocorrelations for the next. As 
soon as the complete set of normalised autocorrelations are found then 
the k-parameters for the most recent frame are evaluated ready for 
subsequent coding prior to transmission.
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7.1.1 Transmitter .Program Timing
(a) Parameter Evaluation
The input data for ptPl in the transmitter is speech low-pass filtered 
to 3.4kHz using an 8th order Butterworth filter which is then sampled 
at 8kHz.
The real-time autocorrelation sub-program which consists of updating 
1 1 variables for every new sample received takes less than 20vis to 
perform, leaving over 100y.s of available processing time between 
samples. Evaluation of the k-parameters takes less than half a 
millisecond and so this task can easily be accomplished in 6 samples 
or 750^s which is far less than the minimum pitch period of 3.5 
milliseconds.
When both sub-programs are combined some memory locations overlap 
leaving a total requirement of 81 DMA locations. The program memory 
requirement is 168 words before any coding of parameters prior to 
transmission.
(b) Pitch Detection
The input data for u?2 is the same speech as v^Pl further filtered to 
SOOHz using a 4th order Butterworth filter which is then sampled at 
2kHz.
Because the pitch detector uses feature extraction there are only 66 
working variables to store in data memory and the program is stored in 
276 PMA locations. In addition to the basic glottal pitch detector 
which takes on average 10us to detect, store and determine for start 
of pitch a further 1 2us are required to perform the checkback and 
short term majority vote making the maximum program run time 22us. As 
sampling takes place at 2kHz even this maximum run time is well within 
the SOOus between samples ensuring that the program does not have to 
be split operation.
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7.1.2 Receiver Program Timing
As soon as the frame length and k-parameters are received and loaded 
into DMA the rms value for gain can be evaluated. The subprogram 
which performs this task requires 47 PMA and 32 DMA locations and on 
average will take 8y.s to perform. The lattice filter is set up and 
the gain used to control the size of the standard excitation which is 
the essential difference between synthesising voiced and unvoiced 
speech.
For voiced speech the excitation is a single impulse applied at the 
start of the frame. In this case only 2 extra DMA locations are 
required plus 47 PMA locations to evaluate a new output in 30us. This 
leaves 95us of dead time for an 8kHz output rate.
For unvoiced speech the random number generator takes 50 extra DMA 
locations when loaded from the program memory. The sub-program which 
performs the lattice synthesis is the same as that for voiced speech 
leaving a total DMA requirement of 71 locations plus 120 for program 
memory. Each unvoiced output takes 42]is to calculate and so is well 
within the 125us time limit. At the start of each new series of 
unvoiced frames 67 numbers are read in from program memory which takes 
13,4]jLS. Thus even at the start of a series of unvoiced frames the 
total time of 55.4us to produce the first output is well within the 
125us allocation.
7.1.3 Conclusions
It has been shown that both anlalysis and synthesis programs can be 
executed well within the time limits necessary for real time operation 
on the TMS32010 using the 3 uP system. In addition to this because of 
the emphasis placed on memory requirements no extra memory chips are 
needed for this implementation. At the time of writing the cost of 
the TMS320C10 was just above £7 and the TMS320C15 just above £8 making 
this prototype very economical.
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Because the timing .for each analysis section in the transmitter is 
well within the required limits it is envisaged that this can be 
implemented on a single TMS320C15 by splitting the operation of the 
pitch detector and trading program memory for data memory.
At the transmitter section of the vocoder speech destined for the 
lattice analyser is filtered to 3.4kHz and sampled at 8kHz whereas 
speech used in the pitch detector must be filtered to SOOHz and 
sampled at 2kHz. Thus if a single ADC is to be employed the 8kHz 
sampled speech must be further digitally filtered to SOOHz before 1:4 
decimation. This would obviously add extra programming time to the 
pitch detector.
Following the guidelines set down in [4] the parameters to be 


















































This gives a transmission rate of 2.4 kbit/sec for 20ms frames noting 
the absence of FEC for voiced speech. This is well within the 16 
kbit/sec rate required by the European system which gives scope for a 
coding scheme more suitable to the specific requirements of mobile 
radio communications which includes FEC.
Bits used for transmitting gain and voiced/unvoiced decisions are seen 
as unneccessary as a special code can be used for the maximum frame 
length associated with unvoiced speech. As has been shown gain can 
easily be calculated at the receiver from the k-parameters.
Although the feasibility of using a twin or single processor at the 
transmitter has been demonstrated no specific details or interfacing 
hardware have been proposed, the main emphasis of this study being 
placed on proving the effectiveness of the simplified LPC technique.
7.2 SPEECH QUALITY
As with any variable the ideal indicator for measuring speech quality 
would be numerical. Unfortunately due partly to a lack of knowledge 
of how speech is processed by the brain the assessment of speech must 
ultimately be subjective as well as objective.
7.2.1 Objective Tests
Mathematical expressions used to define speech quality always compare 
a duration of the original speech to its synthetic counterpart. These 
comparisons made in either the time or frequency domain give a figure 
of merit to indicate their "goodness of fit". Five of the more 





(iii) Log Spectral Distance
(iv) Itakura's Likelihood Ratio
(v) Euclidean Distance
Whether measured in time or frequency all these tests in some way 
evaluate the mean squared error between original and synthetic speech 
- the lower the value the better the fit. This mean squared error is 
the very same one which is minimised in the process of linear 
prediction. In the case of voiced speech the original and synthesised 
pitches can be compared in time or frequency because phase as well as 
formants are retained but for unvoiced speech phase is random which is 
why spectral plots were of such importance for initial tests.




SNR = ———————————— .... (7.1) 
N 2 
E tSn - S' n ] 
n=1
or SNR = 10 log (SNR) dB .... (7.2)
Thus the error introduced by the predictor is regarded as random noise 
in the same way as quantisation error. Comparing equation 7.2 with 
3.1 shows that it is the inverse of Vp expressed in dB and is the 
normalised error 6( n ) which is conveniently evaluated along the lower 
rail of the lattice analyser as shown in fig 4.6(a).
This error signal has been tabulated for four pitches of voiced speech 
as the third set of results in fig 4.9. In all four pitches the error 
decreases monotonically with filter length, a characteristic of stable 
filters. The SNR for each pitch reading from left to right is 
18.88dB, 17.87dB, 34.86dB and 33.81dB. These results which have been 
shown to give excellent pitch reproduction are normalised and so pitch
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length must also be .taken into account. Thus although the two pitches 
from the IBM give much better SNR's they are also shorter in length 
which is in their favour as the total error will increase with frame 
length.
Figures of between 15dB and 40dB were obtained for all the pitches 
examined in voiced speech which were considered good considering their 
excellent reproduction. Unvoiced speech frames also gave high SNR 
values of between 23dB to 40dB which is as expected from the fewer 
formants present in unvoiced speech despite the longer frame length.
If required e( n ) which is evaluated at the transmitter can be used as 
a dynamic test for speech quality on both voiced and unvoiced sections 
of speech in the proposed system.
7.2.2 Subjective Tests
Although objective tests provide a good indication of speech quality 
any commercial speech system is ultimately judged by its customers. 
For this reason a number of subjective listening tests have been 
devised to assess quality (this includes naturalness) and 
intelligibility.
(i) Diagnostic Rhyme Test (DRT) - intelligibility
(ii) Modified Rhyme Test (MRT) - intelligibility
(iii) Diagnostic Acceptability Measure (DAM) - quality
(iv) Mean Opinion Score (MOS) - quality
The full DRT uses a corpus of 192 words arranged in 96 rhyming pairs, 
each pair differing in only one attribute of the first consonant, ie 
either voiced or unvoiced. Six elementary phonemic attributes are 
tested which requires a trained team of listeners the services of 
which are provided by independent companies.
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These facilites were not available and so a modified form of the DRT 
was performed. Ten rhyming pairs were chosen from the full DRT list 
and are shown below:-
ZOO - SUE SHEET - CHEAT
CHAIR - CARE THICK - TICK
THEN - DEN MOAN - BONE
VAST - FAST JUICE - GOOSE
VOX - BOX GAFF - CALF
Two male and two female speakers recorded each of these words on the 
IBM for analysis and synthesis. Each word was passed through the 
pitch detector to give pitch length for pitch synchronous analysis 
using a frame length of 20 ms. After synthesis each word pair was 
presented to 10 listeners in no fixed order for identification and 
then with their originals for comparison.
DRT results are given as a percentage figure of correct responses P as 
follows:-
R - W P = ———— • 100
where R = number of right answers 
W = number of wrong answers 
T = total number of items involved
According to the work presented by Papamichalis [27] a DRT response of 
90 represents a good system.
Of all the words tested for intelligibility none were interpreted 
incorrectly by any of the listeners giving a DRT of 100. Synthesised 
words compared well to their originals and in most cases were found to 
contain all their attributes.
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Fi9 7.1 shows the original and synthesised word 'CHAIR' and fig 7.2 
the original and synthesised word 'CARE' spoken by a mature female 
with an Irish accent. Visual reproduction of this rhyming pair was 
particularly good in both time and frequency domains. Listening tests 
showed clear discrimination between synthesised pairs and excellent 
comparison to their original words retaining the natural strong local 
accent.
Another example given in fig 7.3 shows the original and synthesised 
word 'STUPENDOUS' spoken by a mature male with emphasised unvoiced 
sections. Again there is close similarity between the waveforms with 
listeners confirming close agreement in both words often with speaker 
identification.
7.2.3 Conclusions
The results for the shortened DRT were very good with no errors in 
pitch detection. Error monitoring enabled variable length filters to 
be used for resynthesis. On the few occassions when visual assessment 
of the synthesised pitch was compared to a full 10th order filter 
little change was noted.
The only comparison with a real-time commercial product was the Texas 
Instruments SDS50 which is an LPC-10 system based on the TM990. 
Speech produced from this sytem was regarded by listeners to be 
inferior in almost every case.
These results are obviously very encouraging but it must be emphasised 
that they were simulated. The synthesised speech produced on the IBM 
was modelled as closely as possible to that which would be produced 
from the real time TMS32010 system.
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7.3 CONCLUSIONS AND FURTHER WORK
In this study the whole process of linear predictive coding was re- 
evaluated to enable a good quality speech coder to be developed based 
initially on a revised analysis technique for voiced speech. This 
revised technique took as its basis a single pitch containing all the 
spectral information required for retaining perceptual quality. Once 
the start and end of a pitch is identified then it is assumed periodic 
and autocorrelation proceeds on this premise.
After autocorrelation analysis proceeds in conventional fashion with 
the model first being implemented in direct or recursive form and once 
proven transferred to the lattice stucture, ensuring continuity of 
results from PDP11 to IBM to TMS32010. Program development on the 
TMS32010 showed that in fixed point arithmetic a variable length 
filter can be obtained by monitoring the error signal, depending on 
the spectral complexity of the pitch under analysis.
The more conventional approach of windowing a fixed frame of speech 
and then analysing it to assess voicing and subsequent pitch detection 
is discarded thus imposing no spectral distortion on the original 
data. This scheme relies on accurate and consistent pitch detection 
which is done continously by a rollover algorithm developed on the 
basis of feature extraction.
Voiced and unvoiced speech analysed by the model proposed has shown to 
produce stable filters. Synthetic speech from these filters have 
always produced main resonsances which are extremely close in 
magnitude and frequency to the original which accounts for its good 
quality and naturalness. The high frequency distortion noted by 
Makhoul [17] has not been evident using this technique which obviates 
the need for pre-emphasis.
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Unvoiced speech which uses the same basic filter as for voiced speech 
has also produced spectra very similar to the original speech using 
the random number generator suggested. Particularly pleasing in this 
area was the reconstruction of plosives which proved very similar in 
both time and frequency domains.
The main objective of designing a robust vocoder which can easily be 
implemented on the TMS32010 has been developed, however, there are 
still a number of refinements which can be made now the basic system 
exists.
On a minor scale it has been noted that in some synthesised voiced 
speech the curvature at the tail of a pitch does not always give a 
smooth transition for the impulse applied at the start of the next, 
this is demonstrated in fig 3.4(c). In future implementations it is 
envisaged that impulses can be negative or positive depending on which 
has the major gradient in the original speech. If when the next 
excitation is due the tail of the pitch is not angled correctly then a 
simple algorithm could adjust the waveform to ensure a smooth 
transition.
For simplicity the decision to use a fixed frame format was taken 
midway through the study giving 2 to 5 pitches per frame. This 
however was not the original intention as the k-parameters should only 
be updated after a significant change in the short term spectral 
properties of the speech waveform. The technique described in this 
report is well suited to a variable frame length system which together 
with the variable length filter could provide even greater savings in 
bit rate. This would inevitably require some buffering strategy as 
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Fig 7.2
(a) Original word 'STUPENDOUS'
(b) Synthetic word 'STUPENDOUS'
Comparison of original and synthetic speech viewed on the IBM after 
analysis and synthesis procedure.
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APPENDIX 1
IMPRES.FOR is the program which performs the analysis and synthesis on 
voiced speech using the PDP11 minicomputer, the program is written in 
the high level language of fortran. It is the result of a number of 
smaller units previously developed and individually tested before 
compiling them into this complete form.
Once the pitch to be synthesised has been chosen the program 
calculates the gain, G, and 12 a-parameters using the periodic 
autocorrelation method. Following this a number of options exist 
which are summarised below :
(i) Set up a 12th order filter which when excited by an impulse of 
amplitude G will synthesise the original pitch, this is then printed 
out superimposed on the original for comparison in the time domain.
(ii) Calculate the normalised error vp and print it out. 
(iii) Using the FFT calculate the spectrum of original and synthesised 
pitches and plot them superimposed for comparison in the frequency 
domain.
(iv) Evaluate and print out the pole positions for a stability check. 
(v) Set up a file into which a number of synthesised pitches can be 
concatinated using new a-parameters for each pitch or averaged LPC 
parameters.
From line 16 it can be seen that the program is set up to operate on 
file 'S14JH3 1 which can be altered for any file specified. The 
options available require an input when prompted which must be in the 
correct field format, these are :-
A1
INPUT START BLOCK FOR AUTOCORRELATION
INPUT SAMPLE START NUMBER
INPUT PITCH PERIOD
DO YOU WANT IMPULSE/ORIGINAL WAVEFORM PLOT
INPUT SIGN OF IMPULSE
INPUT IMPULSE LENGTH
INPUT PHASE ADVANCE
DO YOU WANT A FREQUENCY PLOT
DO YOU WANT ROOTS OF FILTER
SHALL I STORE WAVEFORMS FOR X-Y PLOT
SHALL I STORE WAVEFORMS FOR LONG X-Y PLOT
DO YOU WANT AVERAGED LPC RESPONSE





































































































































































AFTER INPUTTING THE DESIRED PITCH IN TERMS OF BLOCK 
NUMBER. SAMPLE START NUMBER. AND PITCH PERIOD (FOUND 
FROM -PITCH. FOR' > THIS PROORAM WILL: 
1. EVALUATE THE LINEAR PREDICTOR COEFFICIENTS
2. .EVALUATE THE IMPULSE RESPONSE OF THE FILTER DEFINED BY
THESE COEFFICIENTS
3. PLOT BOTH WAVEFORMS IF DESIRED
4. STORE BOTH WAVEFORMS IN EXTERNAL FILES
5. EVALUATE THE SPECTRUM FOR BOTH WAVEFORMS
4. PLOT BOTH SPECTRA IF REQUIRED
7. EVALUATE POLES OF FILTER IN Z-DOMAIN TO TEST . FOR STAB1LIT1
8. ALLOW AVERAGED LPC VALUES (FROM PROORAM 'AVERAG.FOR' ) TO







*** STORE 10 BLOCKS OF DATA IN ARRAY 11(2440) *«»
WRITE (7. 30)
FORMAT (IX. 'INPUT START BLOCK FOR AUTOCORRELATION')
READ (5. 40) NREC
FORMAT (13)






CALL ASSIGN (1. 'DY1IS14JH3.DAT' )









*** EVALUATE FIRST 13 NORMALISED PERIODIC AUTOCORRELATION
*** FUNCTIONS AND STORE IN F AUK 20)
MRITE(7,120>










































FORMAT (IX,- —— PREDICTOR COEFFICIENTS —— ')
MRITE(7.2SO> B
FORHAT(1X.12F6.4>







TYPE* . 'GAIN- ' .GAIN 
TYPE*. 'DO YOU UAKT IMPULSE/ORIGINAL MAVEFORM PLOT'
READ(S.40O> IPLOT
IF(IPLOT.NE.'Y') 80 TO 880
FM»MAT?lX?'pERIOD AUTOCORRELATION METHOD')
FORMATfixt*8PEECH SAMPLE -814JH3.DAT- ')
FORMAT* lit -START BLOCK ' . ' START SAMPLE ' . ' PITCH PERIOD ' 1 
URITE(4.144) NBLOCK.NS.IPP 
FORMATUX. 17. 113.114)
*** CALCULATE IMPULSE RESPONSE ***
TYPE».'INPtfT SION OP MPUtSE <-IT« OR 1.0)'
READ (5. 320) SIGN
FORMAT (FB. 3)
GAIN-GAIN*SIGN 











































































































































































































»»» CALCULATE SPECTRUM «««
TYPE*."DO YOU WANT FREQUENCY RESPONSE PLOT' 
READ(5.600) IFREER 










































*** PLOT SPECTRUM OF IMPULSE RESPONSE OVERLAYED *»« 



















OO-UFFT < 1 n 1.32+0.3
NOO-IFIX(OO)


























































































































































































»«* EVALUATES I PRINTS POLES OF FILTER *»»
TYPE*.'DO YOU WANT ROOTS OF FILTER- 
READ^.600) IFILT 
FORMAT(Al>
IFdFILT.EO.'N-> 00 TO V35 
L-13






CALL POLRT < XCOF > COF .M.ROOTR i ROOTI • IER > 
WRITE(6.870)
FORMATdX.' POLES OF FILTER') 
URITE<6t872)





TYPE*,'SMALL I STORE UAVEFORHS FOR X-r PLOT' 
READ(5.600) IXY 
IFdXY.NE.'Y'> 00 TO 960 
OPEN(UNIT-10.NAME-'DY1IORIO.DAT'> 









TYPE*.-SHALL I STORE WAVEFORMS FOR LONG XY PL 
READ(5.600) ILONG 
IFdLONO.NE.'Y-> 00 TO 880




GO TO 970 









GO TO 1OOO 





TYPE*.'DO YOU UANT AVERAGED LPC RESPONSE' 
TYPE».'TYPE 'A' TO KEEP OLD LPC VALUES' 
TYPE*.'TYPE 'Y' TO INPUT NEW SET OF LPC VALUE 
READ(5.400) IAV 
IF(IAV.EO.'N') 60 TO SCO 
IFdAV.EO.'A') 00 TO 920 
DO 910 J-1.12 




TYPE*.'INPUT MEW VALUE FOR GAIN (REAL NUMBER 
READC.930) GAIN 
FORnAT(F8.2) 
GO TO 310 
END



































During the project three different types of filter were designed and 
built to perform the analogue processing required. The circuit 
diagrams and their frequency responses are given in this appendix.
A6
Appendix 2
4th Order Chebyshev Filter
5 dB/div
OHz 1.5kHz 3kHz
Circuit diagram and frequency response of SOOHz low-pass filter.
A7 Fig A2.1
Appendix 2
8th Order Butterworth Filter
5 dB/div
OHz 5kHz 10kHz
Circuit diagram and frequency response of 3.4kHz low-pass filter.
A8 Fig A2.2
Appendix 2
8th Order Butterworth Filter
5 dB/div
OHz 5kHz 10kHz
Circuit diagram and frequency response of 4kHz low-pass filter.
A9
Fig A2.3

