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Abstract
The paper presents a general approach to some selection results for set-valued mappings defined
on finite-dimensional spaces. The approach is essentially based on open-graph mappings and
demonstrates the topological genesis of approximate selections in finite-dimensional spaces. It
culminates in a number of new applications taking in account the role of different hypotheses that
are natural for such selection theorems.
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1. Introduction
Let X and Y be spaces, and let 2Y be the set of all non-empty subsets of Y . Also, let
P(Y ) = 2Y ∪ {∅}. A mapping ϕ :X → P(Y ) has an open graph if the set Graph(ϕ) =
{(x, y) ∈ X × Y : y ∈ ϕ(x)} is open in X × Y . A mapping ϕ :X → 2Y is lower semi-
continuous, or l.s.c., if the set
ϕ−1(U) = {x ∈ X: ϕ(x)∩ U = ∅}
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is open in X for every open U ⊂ Y . A mapping ϕ :X → 2Y is upper semi-continuous, or
u.s.c., if the set ϕ−1(F ) is closed in X for every closed F ⊂ Y . Note that ϕ :X → 2Y is
u.s.c. if and only if the set
ϕ#(U) = {x ∈ X: ϕ(x)⊂ U}
is open in X for every open U ⊂ Y . Finally, let us recall that a single-valued map f :X → Y
(respectively, a set-valued mapping ψ :X → 2Y ) is a selection for ϕ if f (x) ∈ ϕ(x)
(respectively, ψ(x) ⊂ ϕ(x)) for every x ∈ X.
For a mapping ϕ :X → 2Y , we will use O(ϕ) to denote the family of all open-graph
mappings Φ :X → 2Y such that ϕ is a selection for Φ . We will look at O(ϕ) as the set of
all possible “neighbourhoods” of ϕ. The purpose of this paper is to demonstrate that two
different constructions of approximate selections for ϕ, depending on the semi-continuity
of ϕ, can be naturally reduced to the same selection problem for the elements ofO(ϕ). The
main idea of this reduction is stated in the next Section 2, while a natural solution of the
corresponding selection problem for open-graph mappings defined on (n+1)-dimensional
paracompact spaces is obtained in Section 3, see Theorem 3.1. The key role in this solution
is now played by n-connected sets of such mappings, and no requirements on Y will be
called a priori. On this base, in Section 4, we will rely on different n-connected sets to
demonstrate different applications of Theorem 3.1 for approximate selections of both l.s.c.
and u.s.c. mappings.
The rest of the paper will be devoted to the selection problem for l.s.c. mappings.
Briefly, in Section 5, we will demonstrate how different “LCn”-conditions on ϕ give rise
to different examples of n-connected sets of open-graph mappings. Already the metric
structure on Y will play an important role, while the elements of O(ϕ) will be replaced
by lower semi-continuous functions defined on X × Y . In Section 6, this will culminate in
a general selection result, see Theorem 6.6, which will be based on Cauchy sequences of
approximate selections controlled by lower semi-continuous functions. The benefit of this
approach will be finally demonstrated in Section 7 of the paper. Some further applications
will be addressed in another paper.
2. A selection problem for open-graph mappings
The proper notion of an approximate selection for a u.s.c. mapping ϕ is related to open
neighbourhoods of the graph of ϕ. Let U ⊂ X × Y be an open set, with Graph(ϕ) ⊂ U .
A (continuous) map f :X → Y is a U -approximate selection for ϕ :X → 2Y , or a
U -selection for ϕ, if Graph(f ) ⊂ U . However, any open neighbourhood U of the graph of
ϕ is, in fact, the graph of a mapping ΦU ∈O(ϕ). Hence, a U -selection for ϕ is merely a
selection for the corresponding open-graph mapping ΦU ∈O(ϕ).
If we are looking for approximate selections which are pointwise closed to the values of
ϕ :X → 2Y , we get a typical problem for l.s.c. mappings. In this case, it is natural to take
an open set U ⊂ X × Y such that ({x} × ϕ(x)) ∩ U = ∅ for every x ∈ X. Then, just like
before, a (continuous) map f :X → Y is a U -approximate selection for ϕ :X → 2Y , or a
U -selection for ϕ, if Graph(f ) ⊂ U . The reduction to the elements of O(ϕ) is now not so
obvious, and we are going to consider first the case of a metric space (Y, d) where we have
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a natural way to measure the distance between the points of Y and the values of ϕ. Next,
we will demonstrate how this gives rise to a pure topological approach for approximate
selections of l.s.c. mappings.
Towards this end, for a metric space (Y, d), we will use Bdε (S) to denote the
ε-neighbourhood of a subset S ⊂ Y with respect to d , i.e., Bdε (S) = {y ∈ Y : d(y,S) < ε}.
Let us stress the reader’s attention that we will not require ε to be a positive number.
Hence, Bdε (S) = ∅ provided ε  0. Also, let us recall that a function ξ :Z → R is
lower (respectively, upper) semi-continuous if the set {z ∈ Z: ξ(z) > r} (respectively,
{z ∈ Z: ξ(z) < r}) is open in Z for every r ∈ R.
Suppose now that (Y, d) is a metric space and, for a given ε > 0, we would like to
construct a (continuous) map f :X → Y such that d(f (x),ϕ(x)) < ε for every x ∈ X. In
case we can reduce this to a selection problem for the elements of O(ϕ), then there should
exist Φ ∈ O(ϕ), with Φ(x) ⊂ Bdε (ϕ(x)) for every x ∈ X. However, the existence of this
Φ is, in fact, equivalent to the existence of a lower semi-continuous function on X × Y .
Namely, consider the characteristic-like function ξ :X × Y → R of Graph(Φ) defined by
ξ(x, y) = ε if (x, y) ∈ Graph(Φ), and ξ(x, y) = 0 otherwise. Since Graph(Φ) ⊂ X × Y is
open, ξ will be lower semi-continuous. Then, on one hand, d(y,ϕ(x)) < ξ(x, y) for some
(x, y) ∈ X × Y will imply that ξ(x, y) > 0, so y ∈ Φ(x). On another hand, y ∈ ϕ(x) will
imply that d(y,ϕ(x))= 0. Hence,
ϕ(x) ⊂ {y ∈ Y : d(y,ϕ(x))< ξ(x, y)}= Φ(x), x ∈ X,
while d(f (x),ϕ(x)) < ξ(x,f (x))= ε, x ∈ X, for every selection f :X → Y for Φ .
Motivated by this, we consider the set L(Z) of all non-negative lower semi-continuous
functions on a space Z. Next, for a set-valued mapping ϕ :X → 2Y , we let
L+Y (ϕ) =
{
ξ ∈ L(X × Y ): ξ(x, y) > 0 for every (x, y) ∈ Graph(ϕ)}.
Note that every ξ ∈ L+Y (ϕ) defines an open-graph mapping Φ ∈ O(ϕ) by letting
Graph(Φ) = {(x, y) ∈ X × Y : ξ(x, y) > 0}. The inverse relation was demonstrated above.
Hence, we may look at O(ϕ) as the factor set of L+Y (ϕ), where different functions ξ, η ∈
L+Y (ϕ) corresponding to the same Φ ∈O(ϕ) will provide, in fact, different information for
the “distance” of the points of Φ(x), x ∈ X, to the sets ϕ(x), x ∈ X.
Now, to every ε ∈ L+Y (ϕ) we associate another mapping ∆dε [ϕ] :X → 2Y , being an
“ε-neighbourhood” of ϕ with respect to d , which is defined by
∆dε [ϕ](x)=
{
y ∈ Y : d(y,ϕ(x))< ε(x, y)}
= {y ∈ Y : Bdε(x,y)(y)∩ ϕ(x) = ∅}, x ∈ X. (2.1)
It should be mentioned that ϕ is always a selection for ∆dε [ϕ], while a map f :X → Y is
a selection for ∆dε [ϕ] if and only if d(f (x),ϕ(x)) < ε(x,f (x)), x ∈ X. In this case, it is
natural to call that f is an ε-selection for ϕ. Keeping in mind our primary purpose, we
finally have the following simple observation.
Proposition 2.1. Let X be a space, (Y, d) be a metric space, ϕ :X → 2Y be l.s.c., and let
ε ∈ L+Y (ϕ). Then, the mapping ∆dε [ϕ] has an open graph, i.e., ∆dε [ϕ] ∈O(ϕ).
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Proof. Define a function Dϕ :X × Y → R by Dϕ(x, y) = d(y,ϕ(x)), (x, y) ∈ X × Y .
Then, it is easy to observe that ϕ is l.s.c. if and only if Dϕ is upper semi-continuous. Since
Graph(∆dε [ϕ])= {(x, y) ∈ X × Y : Dϕ(x, y) < ε(x, y)}, this completes the proof. 
The rest of this section is devoted to the same problem, but when the range Y is
not necessarily a metrizable space. In this case we need a little bit more efforts to
identify a proper notion for the “distance” between the points of Y and the values of
ϕ :X → 2Y . Turning to this final purpose, let us observe that the “ε-neighbourhoods”
∆dε [ϕ], ε ∈ L+Y (ϕ), are, in fact, d-uniform “neighbourhoods” of ϕ generated by the open
balls of (Y, d). Namely, whenever (Y, d) is a metric space and ε ∈ L(X × Y ), we can
consider a set-valued mapping βdε :X × Y → P(Y ), standing for the “Balls” with radius ε
with respect to d , which is defined by
βdε (x, y)= Bdε(x,y)(y), for every (x, y) ∈ X × Y . (2.2)
Then y ∈ βdε (x, y), whenever βdε (x, y) = ∅, hence ε ∈ L+Y (ϕ) if and only if βdε (x, y) = ∅
for every (x, y) ∈ Graph(ϕ). Finally, as the reader may realize, any such mapping has an
open graph.
Proposition 2.2. Let X be a space, (Y, d) be a metric space, and let ε ∈ L(X × Y ). Then,
the mapping βdε :X × Y →P(Y ) has an open graph.
Motivated by this, we are going to consider a natural topological extension of L+Y (ϕ) in
terms of open-graph mappings. Namely, for spaces X and Y , we let B(X×Y ) to be the set
of all open-graph mappings η :X×Y → P(Y ) such that if (x, y) ∈ X×Y and η(x, y) = ∅,
then y ∈ η(x, y). Next, to every ϕ :X → 2Y we will associate the set BY (ϕ) consisting of
all η ∈ B(X×Y ) such that η(x, y) = ∅ for every (x, y) ∈ Graph(ϕ). Note that, in this case,
η(x, y)∩ ϕ(x) = ∅ for every (x, y) ∈ Graph(ϕ).
Let us observe that, by Proposition 2.2, {βdε : ε ∈ L+Y (ϕ)} ⊂ BY (ϕ), whenever d is a
metric on Y compatible with the topology of Y . In fact, L+Y (ϕ) is always “cofinal” inBY (ϕ) with respect to the property of a “selection”, see Example 4.8.
Now, following (2.1), we may consider pure topological “neighbourhoods” of ϕ with
respect to the elements of BY (ϕ). Namely, to every η ∈ BY (ϕ) we may associate another
mapping ∆η[ϕ] :X → 2Y by letting for x ∈ X that
∆η[ϕ](x)=
{
y ∈ Y : η(x, y)∩ ϕ(x) = ∅}. (2.3)
Then, a map f :X → Y will be a selection for ∆η[ϕ] if and only if η(x,f (x))∩ ϕ(x) = ∅
for every x ∈ X, while, for a metric space (Y, d), we just have ∆dε [ϕ] = ∆βdε [ϕ] for
every ε ∈ L+Y (ϕ). Finally, we have also the following simple observation which gives ajustification to concentrate only on the selection problem for the elements of O(ϕ).
Proposition 2.3. Let X and Y be spaces, and let ϕ :X → 2Y be an l.s.c. mapping. Then,
for every η ∈ BY (ϕ), the mapping ∆η[ϕ] has an open graph, i.e., ∆η[ϕ] ∈O(ϕ).
Proof. Take a point x0 ∈ X, and y0 ∈ ∆η[ϕ](x0). Since y0 ∈ η(x0, y0) and η has an open
graph, there exists a neighbourhood U0 of x0 and a neighbourhood V of y0 such that
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U0 × V × V ⊂ Graph(η). Then, by (2.3), V ∩ ϕ(x0) = ∅. Hence, U = U0 ∩ ϕ−1(V )
defines a neighbourhood of x0 because ϕ is l.s.c. This completes the proof because
U × V ⊂ Graph(∆η[ϕ]). 
3. Semilattices of open-graph mappings and selections
Let (L,) be a partially ordered set, and let a, b ∈ L. Usually the infimum (respectively,
the supremum) of {a, b} in L, if there is any, is denoted a∧b (respectively, a∨b). The pair
(L,) is called a meet-semilattice (respectively, a join-semilattice) if for every a, b ∈ L
there exists a ∧ b (respectively, a ∨ b). If (L,) is both a meet-semilattice and a join-
semilattice, it is called merely a lattice.
In this paper, we will be mainly interested in meet-semilattices which are subsets
of the power set P(Z) on a set Z, and partially ordered with respect to the usual set-
theoretical inclusion. The relation with selections is given in the special case of Z = X×Y
where we can identify each R ∈ P(X × Y ) with the corresponding set-valued mapping
ΦR :X → P(Y ) for which R = Graph(ΦR). To stress the attention on this, let us denote
the set of all set-valued mappings from X to P(Y ) by Sv(X,Y ), suggesting “set-valued”.
The natural partial order in Sv(X,Y ) is now realized by the graph inclusion, which is,
in fact, the concept of a selection. That is, for Ψ,Φ ∈ Sv(X,Y ) we have that Ψ  Φ if
and only if Ψ is a selection for Φ , while the infimum Ψ ∧ Φ of {Ψ,Φ} is defined by
(Ψ ∧ Φ)(x) = Ψ (x) ∩ Φ(x), x ∈ X. Finally, for every Φ ∈ Sv(X,Y ), we let Dom(Φ) =
{x ∈ X: Φ(x) = ∅}.
Let n  −1, and let S,B ⊂ Y . In what follows, let us agree that S n↪→ B if every
continuous image of a k-sphere in S (k  n) is contractible in B . Let us stress the reader’s
attention that S
−1
↪→ B will be used to denote that S ⊂ B . In case of set-valued mappings
Ψ,Φ :X → P(Y ), we shall write that Ψ n↪→ Φ if Ψ (x) n↪→ Φ(x) for every x ∈ X. Note that
Ψ
n
↪→ Φ for some n−1 certainly implies that Ψ Φ .
Now, let M⊂ Sv(X,Y ), and let Φ ∈M. We shall say that Ψ ∈M is an n-Lift for Φ
with respect to M if there exists a subset {Φk: 0  k  n + 1} ⊂M such that Ψ = Φ0,
Φ = Φn+1, and Φk k↪→ Φk+1 for every 0 k  n. For convenience, we let
Liftn(Φ,M) = {Ψ ∈M: Ψ is an n-Lift for Φ with respect to M}.
In our considerations, n is always supposed to be −1. Hence, Φ ∈ Lift−1(Φ) for every
Φ ∈ Sv(X,Y ). Also, throughout this paper, we will useO(X,Y ) to denote the subset of all
open-graph mappings Φ ∈ Sv(X,Y ), i.e.,
O(X,Y ) = {Φ ∈ Sv(X,Y ): Φ has an open graph}.
Note that O(X,Y ) is a meet-semilattice itself as a subset of Sv(X,Y ).
Theorem 3.1. Let X and Y be spaces, M ⊂ O(X,Y ), Φ ∈M, and Ψ ∈ Liftn(Φ,M).
Then, whenever Z is a paracompact space, with dim(Z) n+ 1, and g :Z → Dom(Ψ ) is
continuous, the composition Φ ◦ g has a continuous selection.
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The key words in Theorem 3.1 are open-graph mappings and n-Lifts. The number of
the branches in an n-Lift stands for the number of the steps we need for approximations in
(n + 1)-dimensional spaces, while the open-graph mappings provide the topological idea
of approximations. In fact, the open-graph mappings have played an important role in the
theory of continuous selections, but were not mentioned explicitly in most of the selection
constructions. In most of these constructions they were involved by the following simple
property, see, for instance, [16,25].
Proposition 3.2. Let Φ :X → 2Y be a mapping, with an open graph. Then, the set
{x ∈ X: K ⊂ Φ(x)} is open in X for every compact K ⊂ Y .
For a locally finite simplicial complex M , we use |M| to denote the polytope on M , and
Mk to denote the k-skeleton of M . Also, for a locally finite cover U of Z, we denote by
N (U) the nerve of U , i.e., the simplicial complexN (U) = {σ ⊂ U : ⋂σ = ∅}.
The key step in the proof of Theorem 3.1 is the following proposition which involves
open-graph mappings only in the light of Proposition 3.2.
Proposition 3.3. Let Z be a paracompact space, Y be a space, 0  k  n, and let
ψ,ϕ :Z → 2Y be such that ϕ ∈O(Z,Y ) and ψ k↪→ ϕ. Also, let U be a locally finite open
cover of Z, and u : |N k(U)| → Y be a continuous map such that u(|σ |) ⊂ ψ(z) for every
σ ∈ N k(U) and z ∈ ⋂σ . Then, there exists a locally finite open cover V of Z and a
continuous map v : |N k+1(V)| → Y such that v(|σ |) ⊂ ϕ(z) for every σ ∈N k+1(V) and
z ∈⋂σ .
Proof. Take a point z ∈ Z, and let σ ∈ N k+1(U) be such that z ∈ ⋂σ . Then, there
exists a continuous extension u(z,σ ) : |σ | → ϕ(z) of u
∣∣|σ ∩N k(U)| because, by hypothesis,
ψ(z)
k
↪→ ϕ(z) and u(|σ ∩N k(U)|) ⊂ ψ(z). Next, for every z ∈ Z, let
K(z) =
⋃{
u(z,σ )
(|σ |): σ ∈N k+1(U) and z ∈⋂σ}.
Thus, we get a compact subset K(z) ⊂ ϕ(z). Set Oz = ⋂{U ∈ U : z ∈ U}. Since Oz
is a neighbourhood of z and ϕ ∈ O(Z,Y ), by Proposition 3.2, there now exists a
neighbourhood Wz of z such that
Wz ⊂
{
x ∈ Oz: K(z) ⊂ ϕ(x)
}
. (3.1)
Then, by [16, Lemma 11.4] (see, also, [11, Proposition 3.5]), there exists an open locally
finite cover V of Z and map p : V → Z such that ⋃σ ⊂⋂{Wp(V ): V ∈ σ }, for every
simplex σ ∈N (V). Hence, we may also define maps  :V → U and π :N (V) → Z such
that
π(σ) ∈
⋂
(σ ) and
⋃
σ ⊂ Wπ(σ), for every simplex σ ∈N (V). (3.2)
To the map  we associate the continuous map || : |N (V)| → |N (U)|, which is the “linear”
extension of  over each simplex ofN (V). Then, we may define a map v : |N k+1(V)| → Y
by v
∣∣|σ | = u(π(σ ),(σ )) ◦ || for every σ ∈N k+1(V). This v works. Indeed, take a simplex
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σ ∈N k+1(V) and a point z ∈⋂σ . Then, by (3.1) and (3.2), z ∈ Wπ(σ) ⊂⋂ (σ ) implies
v(|σ |) = u(π(σ ),(σ ))(||(|σ |)) ⊂ K(π(σ)) ⊂ ϕ(z), which completes the proof. 
Proof of Theorem 3.1. Let Φ ∈ M, and let Ψ ∈ Liftn(Φ,M). Also, let Z be a
paracompact space, with dim(Z)  n + 1, and let g :Z → Dom(Ψ ) be continuous. By
definition, for every k, with 0  k  n + 1, there exists Φk ∈ M such that Ψ = Φ0,
Φ = Φn+1, and Φk k↪→ Φk+1 for every 0  k  n. Therefore, Dom(Ψ ) = Dom(Φ0) ⊂
Dom(Φk) for every k  n+1, so we may consider the compositions ϕk = Φk ◦g :Z → 2Y ,
0  k  n + 1, which are clearly open-graph mappings. Then, by Proposition 3.2, there
exists a locally finite open cover U0 of Z and a map u0 :U0 = N 0(U0) → Y such that
u0(U) ∈ ϕ0(z) for every z ∈ U ∈ U0. Next, involving Proposition 3.3 inductively, there
exists an open locally finite coverUn+1 of Z and a continuous map un+1 : |N n+1(Un+1)| →
Y such that
un+1
(|σ |)⊂ ϕn+1(z), for every σ ∈N n+1(Un+1) and z ∈⋂σ . (3.3)
Since dim(Z)  n + 1, there now exists an open cover {VU : U ∈ Un+1} of Z such that
VU ⊂ U , U ∈ Un+1, and
σz = {U ∈ Un+1: z ∈ VU } ∈N n+1(Un+1), for every z ∈ Z. (3.4)
Finally, take a partition of unity {ξU : U ∈ Un+1} on Z index-subordinated to the cover
{VU : U ∈ Un+1} of Z. Then, by (3.3) and (3.4), the map f :Z → Y , defined by f =
un+1 ◦ ξ , is a continuous selection for ϕn+1, where ξ :Z → |N (Un+1)| is the canonical
map ξ(z) =∑{ξU (z) · U : U ∈ Un+1}, z ∈ Z. 
Motivated by Theorem 3.1, we shall say that a subset M⊂ Sv(X,Y ) is n-connected if
Liftn(Φ,M) = ∅ for every Φ ∈M. The following is now a very simple observation that
provides a basic tool to detect n-connected subsets of elements of Sv(X,Y ).
Proposition 3.4. A subset M⊂ Sv(X,Y ) is n-connected if and only if for every Φ ∈M
there exists Ψ ∈M, with Ψ n↪→ Φ .
Natural examples of n-connected sets will be provided in the next sections. We conclude
this section with some remarks concerning the proper place of Theorem 3.1.
Remark 1. Theorem 3.1 might be compared with a result of Bielawski, [2, Theo-
rem 1.1], and a result of Schepin–Brodsky, [23] (see, also, [22, Theorem 7.2]). In fact,
[2, Theorem 1.1] works just like Theorem 3.1 involving a sequence of open-graph map-
pings Φk :X → P(Y ), 0 k  n + 1, such that Φk k↪→ Φk+1, 0 k  n, but it requires X
and Y to be metrizable. From a certain point of view, this is natural as [2, Theorem 1.1]
concerns not only a selection property of Φn+1 but also a selection-extension one in the
light of [16, Theorem 1.2]. The suggested arguments for the proof of [2, Theorem 1.1] seem
very similar to ours, and follow the Michael’s arguments in the proof of [16, Theorem 1.2],
see Remark 2. Related to this, it has been observed by Bielawski, see [2, Remark 1.2], that
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similar arguments may work for a paracompact space X and arbitrary Y , and [2, Corol-
lary 2.2] is, in fact, Theorem 3.1 when Φ ∈ Liftn(Φ,M). The result of Schepin–Brodsky
[23] works for a sequence {Φk: 0  k  n + 1} of l.s.c. mappings, with Φk k↪→ Φk+1,
0  k  n, and satisfying certain additional conditions, such a sequence was called (in
[22]) an L-filtration for Φn+1. We refer the interested reader to Corollary 7.10 for more
details about that result in [23]. Finally, but not at the last place, let us stress the attention
that a special case of Theorem 3.1 can be detected in [25, Remark 2] done by E. Michael.
Remark 2. The proof of Theorem 3.1 is essentially based on the technique developed in
[16], and follows precisely the arguments in [16, Lemmas 7.1 and 7.3] with some slight
modifications stated in [11, Lemma 3.4].
Remark 3. Motivated by Proposition 3.2, we shall say that a mapping Φ :X → 2Y is
lower locally constant if the set {x ∈ X: K ⊂ Φ(x)} is open in X for every compact subset
K ⊂ Y . This property of set-valued mappings appeared in a paper of Uspenskij’s [25]
without any name. Later on, it was involved by some authors (see, for instance, [4,26])
under the name “strongly l.s.c.”, while in papers of other authors the concept of “strongly
l.s.c.” was used for a different class of set-valued mappings (see, for instance, [9]). Clearly,
every lower locally constant ϕ is l.s.c. but the converse fails. In fact, if we consider a
single-valued map f :X → Y as a set-valued one, then f will be l.s.c. if and only if it is
continuous, while f will be lower locally constant (or, strongly l.s.c.) if and only if it is
locally constant. From this point of view, our terminology provides some natural analogy
with the single-valued case. Now, as the reader may observe, Theorem 3.1 remains valid if
“open-graph mapping” is replaced by “lower locally constant one”.
4. n-connected sets and approximate selections
Let us recall that, for a mapping ϕ :X → 2Y , we use O(ϕ) denote the set of all
Φ ∈ O(X,Y ) such that ϕ is a selection for Φ , i.e., O(ϕ) = {Φ ∈ O(X,Y ): ϕ  Φ}.
Also, let us recall that a subset Z of a space Y is UV n in Y , or merely UV n, if for
every neighbourhood U of Z in Y there exists a neighbourhood V of Z in Y such that
V
n
↪→ U . Motivated by this, we shall say that ϕ :X → 2Y is a UV n-mapping with respect
to M⊂O(ϕ) if for every Φ ∈M there exists Ψ ∈O(X,Y ) such that Dom(Ψ ) = X and
Ψ ∈ Liftn(Φ,O(X,Y )). The following is now an immediate consequence of Theorem 3.1.
Corollary 4.1. Let X be a paracompact space, with dim(X)  n + 1, Y be a space, and
let ϕ :X → 2Y be a mapping which is UV n with respect to some M⊂O(ϕ). Then, every
Φ ∈M has a continuous selection.
Concerning natural examples of l.s.c. UV n-mappings, we refer the interested reader to
the end of this section, see Corollaries 4.13 and 4.14. Now, we are going to demonstrate
natural examples for the u.s.c. case. In the proof of the next proposition, and in the
sequel, we use Sk to denote the k-dimensional sphere. Also, for a space Y , we let
C(Y ) = {S ∈ 2Y : S is compact}.
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Proposition 4.2. Let X be a paracompact space, Y be a space, ϕ :X → C(Y ), and let
ψ :X → 2Y be a u.s.c. selection for ϕ such that for every x ∈ X and neighbourhood U of
ϕ(x) there exists a neighbourhood V of ψ(x), with V n↪→ U . Then, for every Φ ∈ O(ϕ)
there exists Ψ ∈O(ψ) such that Ψ n↪→ Φ .
Proof. Take Φ ∈O(ϕ). Since ψ is u.s.c., for every z ∈ X and every neighbourhood V of
ψ(z), the set ψ#(V ) = {x ∈ X: ψ(x) ⊂ V } is a neighbourhood of z. Then, using that ϕ is
compact-valued, ψ is a selection for ϕ, and Φ has an open graph, for every z ∈ X we can
find a neighbourhood U(z) of ϕ(z), a neighbourhood V (z) of ψ(z), and a neighbourhood
W(z) of z such that, for every x ∈ W(z),
ψ(x) ⊂ V (z) n↪→ U(z) ⊂ Φ(x). (4.1)
Since X is paracompact, there exists a locally finite closed cover H of X and a map
p :H→ X such that
H ⊂ W(p(H)), for every H ∈H. (4.2)
Finally, for every x ∈ X, set H(x) = {H ∈ H: x ∈ H }, and then define Ψ :X → 2Y
by Ψ (x) =⋂{V (p(H)): H ∈ H(x)}, x ∈ X. First of all, let us observe that Ψ has an
open graph. Indeed, take a point x ∈ X. Then, L = X \ (⋃{H : H ∈ H \ H(x)}) is a
neighbourhood of x such that z ∈ L implies H(z) ⊂ H(x), therefore Ψ (x) ⊂ Ψ (z) for
every z ∈ L. In particular, L × Ψ (x) ⊂ Graph(Ψ ). In fact, Ψ ∈ O(ψ) because, by (4.2),
x ∈⋂{W(p(H)): H ∈H(x)}, hence, by (4.1),
ψ(x) ⊂
⋂{
V
(
p(H)
)
: H ∈H(x)}= Ψ (x).
Finally, to observe that Ψ n↪→ Φ , take a continuous map g :Sk → Ψ (x) for some k  n,
and pick a fixed H0 ∈H(x). Then, by the definition of Ψ , g(Sk) ⊂ Ψ (x) ⊂ V (p(H0)) and,
hence, by (4.1), g is homotopic to a constant map in U(p(H0)). However, according to
(4.2), x ∈ W(p(H0)), and therefore, by (4.1), U(p(H0)) ⊂ Φ(x). 
By Corollary 4.1 and Proposition 4.2, we have the following immediate consequence
which provides a natural finite-dimensional analogue of the Cellina’s graph-approximation
theorem [1].
Corollary 4.3. Let X be a paracompact space, with dim(X) n+ 1, Y be a space, and let
ψk :X → C(Y ), 0 k  n+ 1, be mappings such that, for every 0 k  n,
(i) ψk is a u.s.c. selection for ψk+1,
(ii) for every x ∈ X and neighbourhood U of ψk+1(x) there exists a neighbourhood V of
ψk(x), with V
k
↪→ U .
Then, ψn+1 is a UV n-mapping with respect to O(ψn+1), and, in particular, every Φ ∈
O(ψn+1) has a continuous selection.
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It should be mentioned that Corollary 4.3 is a generalization of a Schepin–Brodsky’s
result [23] (see, also, [22, Theorem 7.5]) which works for compact-valued u.s.c. mappings
ψk , 0 k  n+1, and Y being an ANE for the class of all paracompact spaces. The partial
case when all mappings ψk , 0 k  n + 1, are equal, while X and Y are compact metric
spaces, was established in [10, Lemma 5.1].
In the rest of this section, we are going to demonstrate also the role of Theorem 3.1
for constructing approximate selections of l.s.c. mappings. Concerning this case, we are
mainly interested in the set B(X × Y ), see Section 2. Let us recall that B(X × Y )
consists of those open-graph mappings η :X×Y → P(Y ) for which y ∈ η(x, y), whenever
η(x, y) = ∅. Note that B(X × Y ) is a meet-semilattice itself as a subset of O(X × Y,Y ).
In what follows, for a space Z and subsets G,R⊂ Sv(Z,Y ), we let
G∧R= {γ ∧ η: γ ∈ G and η ∈R}.
In fact, in most of the cases we will find ourselves in the situation of a subset of
Sv(X × Y,Y ) and a singleton of Sv(X,Y ). Hence, it will be useful to agree that Sv(X,Y )
is naturally embedded in Sv(X × Y,Y ) by letting for Φ ∈ Sv(X,Y ) that Φ(x,y) = Φ(x),
(x, y) ∈ X×Y . Then, for every Ψ ∈ Sv(X×Y,Y ) and Φ ∈ Sv(X,Y ), the infimum Ψ ∧Φ
is also defined, and (Ψ ∧Φ)(x, y) = Ψ (x, y)∩Φ(x), x ∈ X. In particular, for a set-valued
mapping ϕ :X → 2Y and G ⊂ BY (ϕ), we have the subset G∧{ϕ} = {γ ∧ ϕ: γ ∈ G} of
Sv(X × Y,Y ) which will play a major role about approximate selections of ϕ. One of the
nice properties of G∧{ϕ} is now provided by the following consequence of Theorem 3.1.
Corollary 4.4. Let X and Y be a spaces, and let ϕ :X → 2Y be such that G∧{ϕ} is
n-connected for some G ⊂ BY (ϕ). Then, for every ξ ∈ G there exists λ ∈ G with the
following property: If x ∈ X, S is a paracompact space, with dim(S)  n + 1, and
g :S → ∆λ[ϕ](x) is a continuous map, then there exists a continuous map h :S → ϕ(x),
with h(s) ∈ ξ(x, g(s)) for every s ∈ S.
Proof. Let ξ ∈ G. Since the set G∧{ϕ} is n-connected, there exists λ ∈ G, with λ ∧ ϕ ∈
Liftn(ξ ∧ ϕ,G∧{ϕ}). We are going to show that this λ works. So, take a paracompact
space S, with dim(S)  n + 1, and a continuous map g :S → ∆λ[ϕ](x) for some x ∈ X.
Next, let
M= {(η ∧ ϕ) | {x} × Y : η ∈ G}⊂ Sv({x} × Y,Y ).
Note that, in fact, M ⊂ O({x} × Y,ϕ(x)). On the other hand, if Ψ = (λ ∧ ϕ) | {x} × Y
and Φ = (ξ ∧ ϕ) | {x} × Y , then Ψ ∈ Liftn(Φ,M). Finally, let us observe that, by
(2.3), λ(x,g(s)) ∩ ϕ(x) = ∅ for every s ∈ S, hence (x, g(s)) ∈ Dom(Ψ ), s ∈ S. So,
identifying g with the map s → (x, g(s)), s ∈ S, we get that g :S → Dom(Ψ ). Therefore,
by Theorem 3.1, the composition Φ ◦ g has a continuous selection h :S → Y because
dim(S) n + 1. According to the definition of Φ , we have that h(s) ∈ ξ(x, g(s)) ∩ ϕ(x),
for every s ∈ S. 
Corollary 4.4 is an analogue to [16, Lemma 11.1], and will be involved in a similar way
for constructing approximate selection of l.s.c. mappings.
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In our next considerations, to every mapping η :X × Y → P(Y ) we will associate
another one St[η] :X × Y →P(Y ), suggesting the “Star” of η, which is defined by
St[η](x, y)=
⋃{
η(x, z): y ∈ η(x, z)}, (x, y) ∈ X × Y. (4.3)
Next, we can consider also the second “Star” St2[η] :X × Y → P(Y ) of η by letting
St2[η] = St[St[η]], etc.
It should be mentioned that St[η] has some nice properties typical for balls in metric
spaces. For instance, z ∈ St[η](x, y) if and only if y ∈ St[η](x, z), while η St[η] St2[η]
for every η ∈ B(X × Y ), because η(x, y) = ∅ implies y ∈ η(x, y). On the other hand,
{St[η]: η ∈ O(X × Y,Y )} ⊂ B(X × Y ). Let us also stress the reader’s attention on the
following two further properties of the “Star”-mapping which will be used in the future.
Proposition 4.5. Let X and Y be spaces, ϕ :X → 2Y , and let ξ, γ ∈ BY (ϕ) be such that
St[ξ ] γ . Then ξ(x, z) ⊂ ∆γ [ϕ](x) for every x ∈ X and z ∈ ∆ξ [ϕ](x).
Proof. Take z ∈ ∆ξ [ϕ](x) and y ∈ ξ(x, z). Then, ξ(x, z) ⊂ St[ξ ](x, y) ⊂ γ (x, y), hence
y ∈ ∆γ [ϕ](x) because, by (2.3), ∅ = ξ(x, z)∩ ϕ(x) ⊂ γ (x, y)∩ ϕ(x). 
Proposition 4.6. Let X and Y be a spaces. Then, γ (x, z) ⊂ St2[γ ](x, y) for every
γ ∈ B(X × Y ), (x, y) ∈ X × Y , and z ∈ γ (x, y).
Proof. Let γ ∈ B(X × Y ), (x, y) ∈ X × Y , and z ∈ γ (x, y). Then, by (4.3), z ∈ γ (x, y)
implies γ (x, y) ⊂ St[γ ](x, z). However, by definition, y ∈ γ (x, y) ⊂ St[γ ](x, z) because
γ (x, y) = ∅. Hence, by (4.3), γ (x, z) ⊂ St[γ ](x, z)⊂ St2[γ ](x, y). 
Concerning selections, the “Star”-mapping will play a role to identify the following
special class of meet-semilattices of approximations.
Definition 4.7. We shall say that a meet-semilattice R ⊂ B(X × Y ) is a regular
approximation set if for every η ∈R there exists γ ∈R, with St[γ ] η.
The concept is motivated by properties of the meet-semilattice BY (ϕ) for the case of
a mapping ϕ :X → 2Y , where (Y, d) is a metric space. Let us recall that, in this case,
{βdδ : δ ∈ L+Y (ϕ)} ⊂ BY (ϕ), see (2.2) and Proposition 2.2. The following is now a basic
example of regular approximation sets, other examples will be demonstrated in the next
sections.
Example 4.8. Let X be a space, (Y, d) be a metric space, and let ϕ :X → 2Y . Then, for
every η ∈ BY (ϕ) there exists δ ∈ L+Y (ϕ) such that St[βdδ ]  η. In particular, both BY (ϕ)
and L+Y (ϕ) are regular approximation sets.
Proof. Take an η ∈ BY (ϕ). Next, for every point (x0, y0) ∈ X × Y consider the set
∆(x0, y0) of all t ∈ (0,1) for which there exists a neighbourhood Ut of x0 such that
Bdt (y0) ⊂ η(x, y), for every (x, y) ∈ Ut ×Bdt (y0). (4.4)
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Note that η(x, y) = ∅ implies ∆(x,y) = ∅ because η has an open graph and, in this
case, y ∈ η(x, y). Hence ∆(x,y) = ∅ for every (x, y) ∈ Graph(ϕ) because η ∈ BY (ϕ).
Then, define a function δ :X × Y → R by δ(x, y) = sup∆(x,y) if ∆(x,y) = ∅, and
δ(x, y) = 0 otherwise. This δ is as required. Indeed, take r  0, and a point (x0, y0) ∈
X × Y , with δ(x0, y0) > r . Since ∆(x0, y0) = ∅, by (4.4), there exists t ∈ ∆(x0, y0)
and a neighbourhood Ut of x0 such that t > r  0 and Bdt (y0) ⊂ η(x, y) for every
(x, y) ∈ Ut × Bdt (y0). Next, set p = (t − r)/2 and q = t − p > r . Take a point
(x1, y1) ∈ Ut × Bdp(y0). Then, (x, y) ∈ Ut × Bdq (y1) ⊂ Ut × Bdq+p(y0) = Ut × Bdt (y0)
implies that Bdq (y1) ⊂ Bdq+p(y0) = Bdt (y0) ⊂ η(x, y). So, q ∈ ∆(x1, y1), and therefore
δ(x1, y1) q > r . That is, δ is lower semi-continuous, and, in particular, δ ∈ L+Y (ϕ).
Suppose finally that y ∈ βdδ (x, z) = Bdδ(x,z)(z) for some x ∈ X and z ∈ Y . Since
d(y, z) < δ(x, z), there exists t ∈ ∆(x, z), with d(y, z) < t  δ(x, z). So, according to
the definition of δ and the property of ∆(x, z), see (4.4), we get that
βdδ (x, z) = Bdδ(x,z)(z) =
⋃{
Bdq (z): q  t and q ∈ ∆(x, z)
}⊂ η(x, y),
because (x, y) ∈ {x} ×Bdt (z). 
By a topological vector space E we mean a real vector space E endowed with a
topology with respect to which the vector operations (x, y) → x + y , (x, y) ∈ E2, and
(r, x) → rx , (r, x) ∈ R × E, are continuous maps. Whenever E is a topological vector
space and ϕ :X → 2E , we let CBE(ϕ) to be the set of all η ∈ BE(ϕ) which are convex-
valued.
Now, we have the following observation based on Corollary 4.4 which is, in fact, a
natural analogue to [16, Lemma 11.2].
Lemma 4.9. Let X be a space, E be a topological vector space, and let ϕ :X → 2E be
such thatR∧{ϕ} and G∧{ϕ} are n-connected with respect to regular approximation sets
R,G ⊂ CBE(ϕ), with R⊂ G. Then, for every η ∈R there exists γ ∈R such that for every
µ ∈ G one can find λ ∈ G, with γ ∧∆λ[ϕ] n↪→ η ∧∆µ[ϕ].
Proof. Let η ∈ R. Since R is a regular approximation set and R∧{ϕ} is n-connected,
there exists γ ∈R such that
St2[γ ] η and St2[γ ] ∧ ϕ n↪→ η ∧ ϕ. (4.5)
Next, let µ ∈ G. Then, µ ∧ γ ∈ G because R ⊂ G. So, there exists ξ ∈ G, with St[ξ ] 
µ ∧ γ because G is a regular approximation set. Finally, let us use that G∧{ϕ} is also
n-connected, hence we may take λ ∈ G to be as in Corollary 4.4 applied to this particular ξ .
We are going to check that γ and λ are as required. Indeed, let g :Sk → γ (x, y)∩∆λ[ϕ](x)
be a continuous map for some (x, y) ∈ X × E and k  n. Then, by Corollary 4.4, there
exists a continuous map h :Sk → E such that
h(s) ∈ ξ(x,g(s))∩ ϕ(x), for every s ∈ Sk . (4.6)
However, this implies that
ξ
(
x,g(s)
)⊂ St2[γ ](x, y)∩ ∆µ[ϕ](x), for every s ∈ Sk . (4.7)
V. Gutev / Topology and its Applications 146–147 (2005) 353–383 365
Namely, from one hand, ξ  γ  St2[γ ], and g(s) ∈ γ (x, y). Then, by Proposition 4.6,
ξ(x, g(s)) ⊂ γ (x, g(s)) ⊂ St2[γ ](x, y). From another hand, St[ξ ]  µ and g(s) ∈
∆ξ [ϕ](x) because, by (4.6), ξ(x, g(s))∩ϕ(x) = ∅. Hence, by Proposition 4.5, ξ(x, g(s)) ⊂
∆µ[ϕ](x) which completes the verification of (4.7).
To complete the proof, define a linear homotopy G(s, t) = (1 − t) · g(s) + t · h(s),
(s, t) ∈ Sk × [0,1], between g and h. Then, by (4.5)–(4.7),
G
(
s, [0,1])⊂ ξ(x,g(s))⊂ St2[γ ](x, y)∩∆µ[ϕ](x)
⊂ η(x, y)∩ ∆µ[ϕ](x), s ∈ Sk,
because ξ is convex-valued. In the same way, by (4.5)–(4.7), the map h is homotopic (by a
homotopy H ) to a constant map over a subset of η(x, y)∩ ϕ(x). So, we may finally let F
to be the homotopy obtained by combining G and H . Then, F is a homotopy of g with a
constant map over a subset of η(x, y)∩∆µ[ϕ](x) which completes the proof. 
Motivated by Lemma 4.9, we consider the following approximate version of n-
connected sets associated to a given mapping ϕ :X → 2Y .
Definition 4.10. Let X and Y be spaces, ϕ :X → 2Y , and let R,G ⊂ BY (ϕ). We shall say
that the set R∧{ϕ} is G-approximately n-connected if for every η ∈R there exists γ ∈R
such that for every µ ∈ G one can find λ ∈ G, with γ ∧∆λ[ϕ] n↪→ η ∧∆µ[ϕ].
One of the basic examples of G-approximately n-connected sets in now given by
Lemma 4.9, but other examples, some of which are not based on Lemma 4.9, will be
provided later on, see Proposition 7.13.
Concerning Definition 4.10, for a mapping ϕ :X → 2Y and G ⊂ BY (ϕ), we may
associate the set
∆G[ϕ] =
{
∆λ[ϕ]: λ ∈ G
}
.
Hence, forR,G ∈ BY (ϕ), we may consider the subsetR∧∆G[ϕ] of Sv(X×Y,Y ) which,
by Proposition 3.4, will be n-connected providedR∧{ϕ} is G-approximately n-connected.
However, the concept of a G-approximately n-connected set contains a little bit more
information about the structure of the n-Lifts in R∧∆G[ϕ]. Relying on this information,
we have the following approximation property of approximate selections. To make the
statement more transparent, it will be nice to agree that, for γ ∈ BY (ϕ), a map g :X → Y
is a γ -selection for ϕ :X → 2Y if γ (x, g(x))∩ϕ(x) = ∅ for every x ∈ X. Note that, in this
case, g is a selection for ∆γ [ϕ].
Theorem 4.11. Let X be a paracompact space, with dim(X)  n + 1, Y be a space, and
let ϕ :X → 2Y be an l.s.c. mapping such that R∧{ϕ} is G-approximately n-connected
with respect to some meet-semilatticesR⊂ G ⊂ BY (ϕ). Then, for every η ∈R there exists
γ ∈R such that if g :X → Y is a continuous γ -selection for ϕ and µ ∈ G, then there exists
a continuous µ-selection f :X → Y for ϕ, with f (x) ∈ η(x, g(x)) for every x ∈ X.
Proof. Take η ∈ R and µ ∈ G. By Definition 4.10, there exists γ ∈ R, depending only
on η, and λ ∈ G such that γ ∧ ∆λ[ϕ] ∈ Liftn(η ∧ ∆µ[ϕ],R∧∆G[ϕ]). Also, let us
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observe that, by Proposition 2.3, R∧∆G[ϕ] ⊂ O(X × Y,Y ). Take now a continuous
γ -selection g :X → Y for ϕ. Then, by definition, γ (x, g(x)) ∩ ϕ(x) = ∅, x ∈ X, hence
γ (x, g(x)) ∩ ∆λ[ϕ](x) = ∅ for every x ∈ X because ϕ is a selection for ∆λ[ϕ], see
(2.3). Thus, identifying g with the map x → (x, g(x)), x ∈ X, we get that g :X →
Dom(γ ∧ ∆λ[ϕ]). Since dim(X)  n + 1, we can apply Theorem 3.1 to get that the
composition (η ∧ ∆µ[ϕ]) ◦ g has a continuous selection f :X → Y . Hence, in particular,
f (x) ∈ η(x, g(x))∩ ∆µ[ϕ](x) for every x ∈ X. 
We conclude this section with a global version of Lemma 4.9 which, in particular,
provides a natural example of l.s.c. UV n-mappings.
Lemma 4.12. Let X be a space, E be a topological vector space, and let ψ,ϕ :X → 2E
be such that, for some n 0, ψ n↪→ ϕ and G∧{ψ} is (n − 1)-connected with respect to a
regular approximation set G ⊂ CBE(ψ). Then, for every µ ∈ G∩BE(ϕ) there exists λ ∈ G,
with ∆λ[ψ] n↪→ ∆µ[ϕ].
Proof. The proof repeats that one of Lemma 4.9. Namely, take µ ∈ G ∩ BE(ϕ), and
let ξ ∈ G be such that St[ξ ]  µ. Next, let λ ∈ G be as in Corollary 4.4 applied to ψ
and this particular ξ . Take a continuous map g :Sm → ∆λ[ψ](x) for some x ∈ X and
m  n. Then, by Corollary 4.4, there exists a continuous map h :Sm → ψ(x) such that
h(s) ∈ ξ(x, g(s)) ∩ψ(x), for every s ∈ Sm. Therefore, by Proposition 4.5,
g(s), h(s) ∈ ξ(x,g(s))⊂ ∆µ[ψ](x) ⊂ ∆µ[ϕ](x), s ∈ Sm.
Hence, we may define a linear homotopy G :Sm × [0,1] → ∆dµ[ϕ](x) between g and h
because ξ is convex-valued. However, by hypothesis, ψ(x) n↪→ ϕ(x). Therefore, h is a
homotopic to a constant map in ϕ(x), say by a homotopy H . Then, combining G and H ,
we get that g is homotopic to a constant map over a subset of ∆µ[ϕ](x). 
According to Proposition 2.3 and Lemma 4.12, we have the following immediate
consequence which is motivated by a result of [23].
Corollary 4.13. Let X be a space, E be a topological vector space, ϕk :X → 2E , 0 k 
n+ 1, be l.s.c. mappings, and let Gk ⊂ CBE(ϕk), 0 k  n+ 1, be regular approximation
sets such that, for every 0 k  n,
(i) ϕk
k
↪→ ϕk+1,
(ii) Gk
∧{ϕk} is (k − 1)-connected,
(iii) Gk+1 ⊂ Gk .
Then, ϕn+1 is a UV n-mapping with respect to ∆Gn+1[ϕn+1].
A space S is Cn if S
n
↪→ S. In particular, for a mapping ϕ :X → 2E , we have that ϕ n↪→ ϕ
if and only if each ϕ(x), x ∈ X, is Cn. In view of that, let us explicitly mention also the
following special case of Corollary 4.13.
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Corollary 4.14. Let X be a space, E be a topological vector space, ϕ :X → 2E be an l.s.c.
mapping, with ϕ n↪→ ϕ for some n 0, and let G ⊂ CBE(ϕ) be a regular approximation set
such that G∧{ϕ} is (n− 1)-connected. Then, ϕ is a UV n-mapping with respect to ∆G[ϕ].
5. Recognizing n-connected sets of relations
Let n−1, and let us recall that a family A of subsets of a space Y is equi-LCn [16]
if, for every y ∈⋃A and neighbourhood U of y , there exists a neighbourhood V of y
such that V ∩ S n↪→ U ∩ S for every S ∈A. Also, let us recall that a set-valued mapping
ϕ :X → 2Y is equi-LCn [16,19] if the family {{x} × ϕ(x): x ∈ X} is equi-LCn. It should
be mentioned that a mapping ϕ :X → 2Y is equi-LCn if the family {ϕ(x): x ∈ X} is equi-
LCn but the converse fails, see [19].
Such properties of families and set-valued mappings were naturally involved in several
Michael’s selection theorems for finite-dimensional domain, see, for instance, [16–19].
While the properties are very useful for applications of selection theorems being easy to
verify, the core of the proofs of these selection theorems goes back to [16], and is based on
a uniform variant of equi-LCn. Let us recall that a family A of subsets of a metric space
(Y, d) is uniformly equi-LCn [16] if for every ε > 0 there corresponds δ > 0 such that, for
every S ∈A and k  n, every continuous image of a k-sphere in S, with diameter < δ, is
contractible over a subset of S of diameter < ε. It should be mentioned that every uniformly
equi-LCn family is equi-LCn, while every equi-LCn family is uniformly equi-LCn with
respect to a suitable compatible metric on its union, see [8] and [16, Proposition 2.1].
It is easy to observe that a family A of subsets of a metric space (Y, d) will be
uniformly equi-LCn in (Y, d) if and only if for every ε > 0 there exists δ > 0 such
that Bdδ (y) ∩ S
n
↪→ Bdε (y) ∩ S for every y ∈ Y and S ∈ A. In particular, for a mapping
ϕ :X → 2Y , the family {ϕ(x): x ∈ X} will be uniformly equi-LCn in (Y, d) if and only
if for every ε > 0 there exists δ > 0, with Bdδ (y) ∩ ϕ(x)
n
↪→ Bdε (y) ∩ ϕ(x) for every
(x, y) ∈ X×Y . However, the set R+ = {ε ∈ R: ε > 0} is naturally embedded in L(X ×Y )
by identifying each ε > 0 with the corresponding constant function, hence we have, in fact,
that R+ ⊂ L+Y (ϕ). Thus, the property of {ϕ(x): x ∈ X} to be uniformly equi-LCn can be
related to a subset of L+Y (ϕ).
The main goal of this section is to demonstrate that every equi-LCn mapping ϕ :X →
2Y can be recognized in the same way, but now using the set L+Y (ϕ) itself. To this end,
let us recall that, in a metric space (Y, d), every ε ∈ L(X × Y ) generates a mapping
βdε :X × Y → P(Y ) defined by βdε (x, y) = Bdε(x,y)(y), (x, y) ∈ X × Y , see (2.2). Hence,
in the light of the previous section, the infimum βdε ∧ ϕ :X × Y → P(Y ) is also defined,
and (βdε ∧ ϕ)(x, y)= βdε (x, y)∩ ϕ(x), (x, y) ∈ X × Y .
Lemma 5.1. Let X be a space, and let (Y, d) be a metric space. The following conditions
on a mapping ϕ :X → 2Y are equivalent:
(a) ϕ is equi-LCn.
(b) For every ε ∈ L+Y (ϕ) there exists δ ∈L+Y (ϕ), with βdδ ∧ ϕ
n
↪→ βdε ∧ ϕ.
(c) For every ε ∈ R+ there exists δ ∈ L+Y (ϕ), with βdδ ∧ ϕ
n
↪→ βdε ∧ ϕ.
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Proof. The proof follows that one of [19, Lemma 3.2]. Namely, suppose that ϕ is equi-
LCn, and then take ε ∈ L+Y (ϕ) and a point (x∗, y∗) ∈ Graph(ϕ). Since ε is lower semi-
continuous and ε(x∗, y∗) > 0, the point (x∗, y∗) has a neighbourhood U(x∗,y∗) such that
ε(x, y) > 2ε(x∗, y∗)/3 for every (x, y) ∈ U(x∗,y∗). Then, by [19, Lemma 1.4], U(x∗,y∗)
contains a neighbourhood V(x∗,y∗) = Vx∗ × Vy∗ of (x∗, y∗) such that
Vy∗ ⊂ Bdε(x∗,y∗)/3
(
y∗
)
and Vy∗ ∩ ϕ(x) n↪→ Bdε(x∗,y∗)/3
(
y∗
)∩ ϕ(x), x ∈ Vx∗ .
Thus, in particular, for (x, y) ∈ V(x∗,y∗) ⊂ U(x∗,y∗), we get that
Vy∗ ∩ ϕ(x) n↪→ Bdε(x∗,y∗)/3
(
y∗
)∩ ϕ(x) ⊂ Bd2ε(x∗,y∗)/3(y)∩ ϕ(x)⊂ Bdε(x,y)(y)∩ ϕ(x).
Let V = ⋃{V(x∗,y∗): (x∗, y∗) ∈ Graph(ϕ)}. Next, following [19, Lemma 3.1], define a
function δ :X × Y → R by letting for (x, y) ∈ V that
δ(x, y) = sup{r  1: {x} × Bdr (y) ⊂ V(x∗,y∗) for some (x∗, y∗) ∈ Graph(ϕ)},
and δ(x, y) = 0 otherwise. According to [19, Lemma 3.1], δ|V is lower semi-continuous,
and clearly δ(x, y) > 0 for every (x, y) ∈ V . Then, δ is lower semi-continuous because
δ(x, y) = 0 for (x, y) /∈ V , so δ ∈ L+Y (ϕ) because Graph(ϕ) ⊂ V . This, in fact, provides
(b) because Bdδ(x,y)(y)∩ ϕ(x)
n
↪→ Bdε(x,y)(y)∩ ϕ(x) for every (x, y) ∈ X × Y .
Since the implication (b) ⇒ (c) is obvious, we complete the proof demonstrating that
(c) ⇒ (a). Take a point (x∗, y∗) ∈ Graph(ϕ), and an ε > 0. Next, let δ ∈ L+Y (ϕ) be as in
(c). Since δ(x∗, y∗) > 0 and δ is lower semi-continuous, there now exists a neighbourhood
U of x∗ and a neighbourhood V ⊂ Bdδ(x∗,y∗)/2(y∗) of y∗ such that δ(x, y) > δ(x∗, y∗)/2
for every (x, y) ∈ U × V . Then, x ∈ U implies that
V ∩ ϕ(x)⊂ Bdδ(x∗,y∗)/2
(
y∗
)∩ ϕ(x)⊂ Bdδ(x,y)(y∗)∩ ϕ(x) n↪→ Bdε (y∗)∩ ϕ(x).
According to [19, Lemma 1.4], this completes the proof. 
Motivated by Lemma 5.1, we introduce the following concept.
Definition 5.2. Let (Y, d) be a metric space, ϕ :X → 2Y , and let R⊂ L+Y (ϕ). We shall say
that ϕ :X → 2Y is d-uniformly equi-LCn with respect to R, if for every ε ∈R there exists
δ ∈R such that βdδ ∧ ϕ
n
↪→ βdε ∧ ϕ.
To get the proper reading of this concept in terms of n-connected sets, to every
R ⊂ L+Y (ϕ) we may associate the set βdR = {βdε : ε ∈ R}. Hence, we may consider the
subset βdR
∧{ϕ} = {βdε ∧ ϕ: ε ∈R} of Sv(X × Y,Y ). Then, by Proposition 3.4, we have
the following equivalent reading of Definition 5.2.
Proposition 5.3. Let X be a space, (Y, d) be a metric space, ϕ :X → 2Y , and let
R ⊂ L+Y (ϕ). Then, ϕ is d-uniformly equi-LCn with respect to R if and only if the set
βdR
∧{ϕ} is n-connected.
In particular, the equivalence of (a) and (b) of Lemma 5.1 can be now stated in the
following way.
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Corollary 5.4. Let X be a space, and (Y, d) be a metric space. The following conditions
on a mapping ϕ :X → 2Y are equivalent:
(a) ϕ is equi-LCn.
(b) ϕ is d-uniformly equi-LCn with respect to L+Y (ϕ).
(c) The set βdL+Y (ϕ)
∧{ϕ} is n-connected.
The above concept is natural also from another point of view, which is demonstrating
by the following further consequence of Lemma 5.1.
Corollary 5.5. Let X be a space, (Y, d) be a metric space, and let ϕ :X → 2Y be
d-uniformly equi-LCn with respect to some R ⊂ L+Y (ϕ), with R+ ⊂ R. Then, ϕ is also
d-uniformly equi-LCn with respect L+Y (ϕ).
The rest of this section is devoted to examples.
Example 5.6. Let X be a space, (Y, d) be a metric space, and let ϕ :X → 2Y . Then,
{ϕ(x): x ∈ X} is uniformly equi-LCn if and only if ϕ is d-uniformly equi-LCn with
respect to R+.
In our next example, L+(Z) = {ε ∈L(Z): ε(Z) ⊂ R+}.
Example 5.7. Let X be a space, (Y, d) be a metric space, and let ϕ :X → 2Y be such that
{ϕ(x): x ∈ X} is uniformly equi-LCn. Then, ϕ is d-uniformly equi-LCn with respect to
L+(X).
Proof. The proof is standard, see [12, Corollary 2.5]. Namely, let η ∈ L+(X). Next, for
every i < ω, define Vi = {x ∈ X: η(x) > 2−i}, which is open because η is lower semi-
continuous. Hence, {Vi : i < ω} is an increasing cover of X because η(X) ⊂ R+. Then, for
every x ∈ X, we may define i(x)= min{i < ω: x ∈ Vi}. Now, for every ε > 0, let δ[ε]> 0
be such that Bdδ[ε](y) ∩ ϕ(x)
n
↪→ Bdε (y) ∩ ϕ(x), x ∈ X and y ∈ Y , i.e., as in the definition
of uniformly equi-LCn of {ϕ(x): x ∈ X}. Next, define a decreasing function ξ :ω → R+
by
ξ(0) = δ[1] and ξ(i + 1)= min{ξ(i), δ[2−(i+1)]}, i < ω.
Finally, let γ (x) = ξ(i(x)), x ∈ X, and let us check that this works. Take a point x ∈ X.
Then, x ∈ Vi(x) implies that η(x) > 2−i(x). Hence, for y ∈ Y , we get that
Bdγ (x)(y)∩ ϕ(x) ⊂ Bdδ[2−i(x)](y)∩ ϕ(x)
n
↪→ Bd2−i(x)(y)∩ ϕ(x)⊂ Bdη(x)(y)∩ ϕ(x).
Finally, we check that γ is lower-semi-continuous at x . Indeed, take a point z ∈ Vi(x).
Then, i(z)  i(x) which will imply that γ (z) = ξ(i(z))  ξ(i(x)) = γ (x) because ξ is
decreasing. This, in fact, completes the proof. 
Let E be a space, Y ⊂ E, and let A⊂P(Y ), i.e., ⋃A⊂ Y . Following Michael [17], it
will be useful to say that A is equi-LCn in Y if for every point y ∈ Y and neighbourhood
370 V. Gutev / Topology and its Applications 146–147 (2005) 353–383
U of y , there exists a neighbourhood V of y such that V ∩ S n↪→ U ∩ S for every S ∈A.
Thus,A will be equi-LCn if and only if it is equi-LCn in⋃A. Finally, for a subset Y ⊂ E,
we let
L+E(Y ) =
{
ε ∈L(E): ε(Y ) ⊂ R+}.
Example 5.8. Let X be a space, (E,d) a metric space, Y ⊂ E, and let ϕ :X → 2Y . Then,
the family {ϕ(x): x ∈ X} is equi-LCn in Y if and only if ϕ is d-uniformly equi-LCn with
respect to L+E(Y ).
Proof. The proof repeats precisely that one of Lemma 5.1. Briefly, suppose that A =
{ϕ(x): x ∈ X} is equi-LCn in Y , and ε ∈ L+E(Y ). Since ε is lower semi-continuous andA is
equi-LCn in Y , just like in Lemma 5.1, for every point y∗ ∈ Y we can find a neighbourhood
Vy∗ of y∗ such that, for every y ∈ Vy∗ and x ∈ X,
Vy∗ ∩ ϕ(x) n↪→ Bdε(y)(y)∩ ϕ(x).
Then, setting V =⋃{Vy∗ : y∗ ∈ Y }, we may consider the function δ :E → R defined for
y ∈ V by
δ(y) = sup{r  1: Bdr (y) ⊂ Vy∗ for some y∗ ∈ Y},
and δ(y) = 0, otherwise. Then, δ|V is lower semi-continuous, and clearly δ(y) > 0 for
every y ∈ V . So, δ is lower semi-continuous, and δ ∈ L+E(Y ) because Y ⊂ V . Also, by
construction, Bdδ(y)(y) ∩ ϕ(x)
n
↪→ Bdε(y)(y) ∩ ϕ(x) for every (x, y) ∈ X × E. Hence, ϕ is
d-uniformly equi-LCn with respect to L+E(Y ). The converse is trivial which completes the
proof. 
6. Cauchy filtrations and selections
Another important example of a meet-semilattice is the set L(Z) of all non-negative
lower semi-continuous functions on a space Z. We have a natural partial order in L(Z)
defined by δ  ε if δ(z)  ε(z), z ∈ Z, while the infimum δ ∧ ε of {δ, ε} in L(Z) is
(δ∧ε)(z)= min{δ(z), ε(z)}, z ∈ Z. Also, let us stress the attention thatL(Z) is closed with
respect to multiplications with positive real numbers, i.e., r · δ ∈ L(Z) for every δ ∈ L(Z)
and r > 0.
As before, we will be mainly interested in L(Z), when Z = X×E and (E,d) is a metric
space. Then, the correspondence ε → βdε , ε ∈ L(X × E), is, in fact, an order preserving
map from L(X × E) to B(X × E), hence most of the statements about B(X × E) can be
naturally transformed in metric terms with respect to the elements of L(X×E). In view of
that, let us recall that a map f :X → E is an ε-selection for a mapping ϕ :X → 2E , where
ε ∈ L+Y (ϕ), if f is a selection for ∆dε [ϕ] = ∆βdε [ϕ], i.e., if d(f (x),ϕ(x)) < ε(x,f (x))
for every x ∈ X. Also, let us recall that to every R⊂ L(X × E) we associate βdR = {βdε :
ε ∈R}. Finally, if for a given ε ∈L(X×E) there exists γ ∈ L(X×E) with some property,
then let us agree to write γ = γ [ε] to express that γ depends only on ε.
In these terms, we get the following immediate consequence of Theorem 4.11.
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Corollary 6.1. Let X be a paracompact space, with dim(X)  n + 1, (E,d) be a metric
space, and let ϕ :X → 2E be an l.s.c. mapping such that βdE
∧{ϕ} is a βdK-approximately
n-connected set for some meet-semilattices E ⊂ K ⊂ L+Y (ϕ). Then, for every ε ∈ E
there exists γ = γ [ε] ∈ E such that if g :X → E is a continuous γ -selection for ϕ and
κ ∈K, then there exists a continuous κ-selection f :X → E for ϕ, with d(f (x), g(x)) <
ε(x, g(x)) for every x ∈ X.
In most of the cases, the particular effect of approximations in metric spaces is achieved
by constructing Cauchy sequences, hence it is “filtered” by arbitrary small positive
numbers. Our purpose will be now to take advantage of the step-approximations suggested
by Corollary 6.1, and to imitate the positive real numbers R+ by suitable meet-semilattices
of elements of L+Y (ϕ). That is, we will rely on lower semi-continuous functions as the main
interface between open-graph mappings and the classical “εδ”-technique.
Let C(X,E) denote the set of all continuous maps from X to E. We are going to
use lower semi-continuous functions for selection constructions relying on the following
standard observation.
Proposition 6.2. Let X be a space and (E,d) be a complete metric space. Also, let
{fn ∈ C(X,E): n < ω} and {εn ∈ L(X × E): n < ω} be such that, for every x ∈ X and
n < ω,
(i) d(fn+1(x), fn(x)) < 2−(n+1) · εn(x,fn(x)),
(ii) εn+1(x, fn+1(x)) εn(x,fn(x)) 1.
Then, there exists f ∈ C(X,E) such that d(f (x), fn(x)) < 2−n · εn(x,fn(x)) for every
x ∈ X and n < ω.
Proof. Note that, by (i) and (ii), we have d(fn+1(x), fn(x)) < 2−(n+1) for every x ∈ X and
n < ω. So, {fn: n < ω} is a Cauchy sequence, hence it must converge to some f ∈ C(X,E)
because (E,d) is complete. Then, d(f (x), fn(x)) < 2−n ·εn(x,fn(x)) for every x ∈ X and
n < ω. Indeed, according to (i) and (ii), we have
d
(
f (x), fn(x)
)

∞∑
k=n
d
(
fk+1(x), fk(x)
)
<
∞∑
k=n
2−(k+1) · εk
(
x,fk(x)
)

∞∑
k=n
2−(k+1) · εn
(
x,fn(x)
)
= 2−(n+1) · εn
(
x,fn(x)
) ·
∞∑
k=0
2−k = 2−n · εn
(
x,fn(x)
)
.
This completes the proof. 
Motivated by Proposition 6.2, to every ε ∈ L(X × E) and f ∈ C(X,E) we will
associate a new function ε ◦ f :X → R defined by (ε ◦ f )(x) = ε(x,f (x)), x ∈ X. In
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fact, we will identify any map f :X → E with the map x → (x, f (x)), x ∈ X, hence
ε ◦ f is just the composition of f and ε. Also, let us stress the attention that we assume
R
+ ⊂ L(X) ⊂ L(X × E) and L(E) ⊂ L(X × E) considering the embedding of R+ in
L(X) by constant functions, similarly for L(X) ⊂ L(X × E), etc. Then, for instance,
ε = ε ◦ f ∈ R+ provided ε ∈ R+, while, in general, ε ◦ f ∈ L(X).
Definition 6.3. Let X be a space, and let (E,d) be a metric space. We shall say that a meet-
semilattice R⊂ L(X × E) is a Cauchy filtration with respect to the metric d , or merely a
Cauchy filtration, if
(i) βdR is a regular approximation set,(ii) R+ ⊂R and {r · ε: r ∈ R+} ⊂R for every ε ∈R.
Definition 6.4. Let X be a space, (E,d) be a metric space, and let ϕ :X → 2E . A Cauchy
filtration R⊂ L+E(ϕ) will be called a selection filtration for ϕ if ε ◦ f ∈R for every ε ∈R
and every ε-selection f ∈ C(X,E) for ϕ.
According to Proposition 2.2 and Example 4.8, we get one of our basic examples of
selection filtrations.
Example 6.5. If X is a space, (E,d) is a metric space, and ϕ :X → 2E , then L+E(ϕ) ⊂
L(X ×E) is a selection filtration.
Other natural examples will be given in the next section. Now we will just demonstrate
the benefit of these concepts. To this end, for a metric space (E,d), a mapping ϕ :X → 2E ,
and a non-empty subset D ⊂ L+E(ϕ), we will associate another mapping ϕD :X → 2E ,
standing for the “D-approximate closure” of ϕ with respect to d , which is defined by
ϕD(x)=
⋂{
∆dδ [ϕ](x): δ ∈D
}
, x ∈ X.
Theorem 6.6. Let X be a paracompact space, with dim(X) n+ 1, (E,d) be a complete
metric space, ϕ :X → 2E be an l.s.c. mapping, R ⊂ L+E(ϕ) be a Cauchy filtration, and
let G ⊂ L+E(ϕ) be a selection filtration, with R ⊂ G, such that both sets βdR
∧{ϕ} and
βdG
∧{ϕ} are βdG-approximately n-connected. Also, let D ⊂ G be a non-empty countable
set. Then, for every ε ∈R there exists γ = γ [ε] ∈R such that if g :X → E is a continuous
γ -selection for ϕ, then ϕD has a continuous selection f :X → E, with d(f (x), g(x)) <
ε(x, g(x)) for every x ∈ X.
Proof. Since D⊂ G is countable, we can assume that D= {δn: n < ω}. Then,
ϕD(x)=
⋂{
∆dδn[ϕ](x): n < ω
}
, x ∈ X. (6.1)
Take an ε ∈R. Since R is a Cauchy filtration and 1 ∈ R+ ⊂R, there exists ε0 ∈R such
that
ε0  ε ∧ 1 and St
[
βdε0
]
 βdδ0 . (6.2)
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Next, take γ0 = γR[2−(0+1) · ε0] ∧ ε0 ∈ R, where γR is as in Corollary 6.1, applied
with E = R and K = G, and let us show that γ = γ0 is as required. So, let f0 = g
be a continuous γ -selection for ϕ. Since γ0  ε0, f0 is also an ε0-selection for ϕ,
hence f0(x) ∈ ∆dε0[ϕ](x) = ∆βdε0 [ϕ](x), x ∈ X. Therefore, by (6.2) and Proposition 4.5,
βdε0(x, f0(x)) ⊂ ∆dδ0[ϕ](x), for every x ∈ X.
This is the point to recall that G is a selection filtration. In fact, till the end of this proof,
we will rely only on G. Namely, let us observe that ε0 ∈ R ⊂ G, hence, by definition,
ε0 ◦ f0 ∈ G. Therefore, there exists ε1 ∈ G such that
ε1  ε0 ◦ f0 and St
[
βdε1
]
 βdδ1 . (6.3)
Then, let γ1 = γG[2−(1+1) · ε1] ∧ ε1 ∈ G, where γG is as in Corollary 6.1, applied with E =
K = G. Now, because of the choice of γ0, by Corollary 6.1, applied with E =R, K = G,
and κ = γ1 ∈ G, we get a continuous γ1-selection f1 for ϕ such that d(f1(x), f0(x)) <
2−1 · ε0(x, f0(x)), for every x ∈ X. In particular, f1 is an ε1-selection for ϕ, while, by
(6.3) and Proposition 4.5, βdε1(x, f1(x)) ⊂ ∆dδ1[ϕ](x), x ∈ X. Finally, by (6.3) once again,
we have that ε1  ε0 ◦ f0  1 which implies that ε1(x, f1(x)) ε0(x, f0(x)), x ∈ X. As a
result, we find ourselves in the same situation but now with respect to ε1, f1 and G. Hence,
by induction, relying only on G, for every n < ω we may find εn ∈ G and fn ∈ C(X,E)
such that, for every x ∈ X,
βdεn
(
x,fn(x)
)⊂ ∆dδn [ϕ](x), (6.4)
and {
d
(
fn+1(x), fn(x)
)
< 2−(n+1) · εn
(
x,fn(x)
)
,
εn+1
(
x,fn+1(x)
)
 εn
(
x,fn(x)
)
 1. (6.5)
According to (6.5) and Proposition 6.2, there exists a continuous map f :X → E such
that f (x) ∈ βd2−n·εn(x, fn(x)) ⊂ βdεn(x, fn(x)) for every x ∈ X. Therefore, by (6.1) and
(6.4), f is a selection for ϕD , while d(f (x), g(x)) = d(f (x), f0(x)) < ε(x, g(x)), x ∈ X,
because ε0  ε, see (6.2). 
In what follows, by a Banach space (E,d), we mean a Banach space E endowed
with the metric d generated by the norm of E. Also, for convenience, if ϕ :X → 2E
and R ⊂ L+E(ϕ), then let us agree to denote the set ∆βdR[ϕ] merely by ∆
d
R[ϕ], i.e.,
∆dR[ϕ] = {∆dδ [ϕ]: δ ∈R}.
Concerning the role of the selection filtration G ⊂ L+E(ϕ) in Theorem 6.6, we have the
following general selection result for l.s.c. mappings ϕ :X → 2E being d-uniformly equi-
LCn in the sense of Definition 5.2.
Corollary 6.7. Let X be a paracompact space, with dim(X) n + 1, (E,d) be a Banach
space, and let ϕ :X → 2E be an l.s.c. mapping such that ϕ is d-uniformly equi-LCn
with respect to a Cauchy filtration R ⊂ L+E(ϕ). Also, let D ⊂ L+E(ϕ) be a non-empty
countable set. Then, for every ε ∈ R there exists γ = γ [ε] ∈ R such that if g :X → E
is a continuous γ -selection for ϕ, then ϕD has a continuous selection f :X → E, with
d(f (x), g(x)) < ε(x, g(x)) for every x ∈ X. If, moreover, ϕ is a UV n-mapping with
respect to ∆dR[ϕ], then ϕD has a continuous selection.
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Proof. First of all, let us observe that, by Proposition 2.1, ∆d [ϕ] ⊂ O(ϕ). Hence, byR
Corollary 4.1, ϕ has a continuous ε-selection for every ε ∈ R provided it is a UV n-
mapping with respect to ∆dR[ϕ]. Keeping in mind this, we reduce our present situation
to that one of Theorem 6.6 in the following way. By Corollary 5.5, ϕ is d-uniformly equi-
LCn with respect to L+E(ϕ) because R+ ⊂R. Hence, by Lemma 4.9 and Proposition 5.3,
both sets βdR
∧{ϕ} and βdL+E(ϕ)
∧{ϕ} are L+E(ϕ)-approximately n-connected, while, by
Example 6.5, L+E(ϕ) is a selection filtration. Thus, the proof follows by Theorem 6.6 with
G replaced by L+E(ϕ). 
Concerning the role of the mapping ϕD , we have the following two simple observations,
the first of which is trivial and its verification is left to the reader. In what follows, we let
F(E) = {S ∈ 2E: S is closed}.
Proposition 6.8. Let X be a space, (E,d) be a metric space, and let ϕ :X →F(E). Then,
the there exists a countable set D ⊂ R+ ⊂ L+E(ϕ) such that ϕ = ϕD .
In the proof of our next proposition, and in the sequel, to a mapping ϕ :X → 2E we
associate the mapping ϕ :X →F(E) defined by ϕ(x) = ϕ(x), x ∈ X.
Proposition 6.9. Let X be a space, (E,d) be a metric space, and let ϕ :X → 2E be an
l.s.c. mapping. Then, the following conditions are equivalent:
(a) There exists a Gδ-subset Z ⊂ X × E, with {x} × ϕ(x) ∈F(Z) for every x ∈ X.
(b) Graph(ϕ) is a Gδ-subset of X ×E.
(c) There exists a countable set D ⊂ L+E(ϕ), with ϕ = ϕD .
Proof. To show that (a) ⇒ (b), suppose that Z ⊂ X × E is a Gδ-subset, with {x} ×
ϕ(x) ∈ F(Z) for every x ∈ X. By [15, Proposition 2.3], the mapping ϕ is l.s.c. Then,
by Propositions 2.1 and 6.8, ϕ has a Gδ-graph, while Graph(ϕ) = Z ∩ Graph(ϕ). The
implication (b) ⇒ (c) follows from the fact that for every open neighbourhood U of
Graph(ϕ) in X × E, there exists δ ∈ L+E(ϕ) such that Graph(∆dδ [ϕ]) ⊂ U . Merely, take
δ to be the characteristic function of U . As for finally the implication (c) ⇒ (a), by
Proposition 2.1, we can take Z = Graph(ϕ). 
7. More selection theorems for equi-LCn mappings
In this section, we provide some possible applications of Theorem 6.6 demonstrating
that several Michael-type of selections theorems for finite-dimensional spaces can be
obtained in a single scheme involving different examples of Cauchy and selection
filtrations.
Let ϕ :X → 2Y , where (Y, d) is a metric space. The common element in these
applications will be that first we will embed the metric space (Y, d) isometrically in a
Banach space (E,d). Then, from one side, we have the set L+Y (ϕ). From another side, we
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can consider ϕ as a mapping from X to 2E , hence we have also the set L+(ϕ) which is, inE
general, different from L+Y (ϕ). Keeping in mind this, we now turn to our applications.
Example 7.1. If X is a space and (E,d) is a metric space, then R+ ⊂ L(X × E) is a
selection filtration.
Relying on this example, we have the following two consequences of Corollary 6.7, the
first of which is the Michael’s selection theorem obtained in [16, Theorem 4.1].
Corollary 7.2 [16]. Let X be a paracompact space, with dim(X)  n + 1, (Y, d) be a
complete metric space, and let ϕ :X → 2Y be an l.s.c. mapping such that {ϕ(x): x ∈ X}
is uniformly equi-LCn. Then, for every ε > 0 there exists γ > 0 with the following
property: If g :X → Y is a continuous γ -selection for ϕ, then ϕ has a continuous selection
f :X → Y , with d(f (x), g(x)) < ε for every x ∈ X. Moreover, if every ϕ(x), x ∈ X, is
Cn, then ϕ has a continuous selection.
Proof. Embed (Y, d) isometrically in a Banach space (E,d), and consider ϕ as a mapping
from X to 2E . Then, {ϕ(x): x ∈ X} is uniformly equi-LCn in (E,d), while ϕ(x) ⊂ Y ,
x ∈ X, because (Y, d) is complete. Hence, from one side, by Example 5.6, ϕ is d-uniformly
equi-LCn with respect to R+ ⊂ L+E(ϕ). From another side, by Proposition 6.8, ϕ = ϕD for
some countableD ⊂ R+. Finally, by Corollary 4.14 and Example 7.1 (see Proposition 5.3),
ϕ is a UV n-mapping with respect to βd
R+ provided each ϕ(x), x ∈ X, is Cn. Thus, by
Example 7.1, the statement is an immediate consequence of Corollary 6.7 applied with the
Cauchy filtration R= R+. 
Our next application is a generalization of [12, Theorem 2.3]. As usual, a mapping
ϕ :X → 2Y has a Gδ-graph if Graph(ϕ) is a Gδ-subset of X × Y .
Corollary 7.3. Let X be a paracompact space, with dim(X)  n + 1, Y be a completely
metrizable space, d be a compatible metric on Y , and let ϕ :X → 2Y be an l.s.c. mapping,
with a Gδ-graph, such that {ϕ(x): x ∈ X} is uniformly equi-LCn in (Y, d). Then, for
every ε > 0 there exists γ > 0 with the following property: If g :X → Y is a continuous
γ -selection for ϕ, then ϕ has a continuous selection f :X → Y , with d(f (x), g(x)) < ε
for every x ∈ X. Moreover, if every ϕ(x), x ∈ X, is Cn, then ϕ has a continuous selection.
Proof. The proof repeats the previous one. Namely, embed (Y, d) isometrically in a
Banach space (E,d), and consider ϕ as a mapping from X to 2E . Then, ϕ is d-uniformly
equi-LCn with respect to R+, while, now, Y is a Gδ-subset of E. Hence, ϕ has a Gδ-graph
in X × E, and, by Proposition 6.9, there exists a countable set D ⊂ L+E(ϕ), with ϕ = ϕD .
We can finish the proof just like before, but now relying on this particular D. 
The following is another trivial example of a selection filtration.
Example 7.4. If X is a space and (E,d) is a metric space, then L+(X) ⊂ L(X × E) is
a selection filtration.
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According to this example, we get our next application which is a generalization of
[12, Corollary 2.5].
Corollary 7.5. Let X be a paracompact space, with dim(X)  n + 1, Y be a completely
metrizable space, d be a compatible metric on Y , and let ϕ :X → 2Y be an l.s.c. mapping,
with a Gδ-graph, such that {ϕ(x): x ∈ X} is uniformly equi-LCn in (Y, d). Then, for
every ε ∈ L+(X) there exists γ ∈ L+(X) with the following property: If g :X → Y
is a continuous γ -selection for ϕ, then ϕ has a continuous selection f :X → Y , with
d(f (x), g(x)) < ε(x) for every x ∈ X. Moreover, if every ϕ(x), x ∈ X, is Cn, then ϕ
has a continuous selection.
Proof. The only difference with the previous case is that now we rely on the set L+(X).
Namely, embed (Y, d) isometrically in a Banach space (E,d), and consider ϕ as a
mapping from X to 2E . Then, by Example 5.7, ϕ is d-uniformly equi-LCn with respect
to L+(X) ⊂ L+E(ϕ) because {ϕ(x): x ∈ X} is uniformly equi-LCn in (E,d). Hence, using
Example 7.4 instead of Example 7.1, we may repeat the same proof. 
To prepare for our next applications, we need the following “extension” property of
lower semi-continuous functions.
Proposition 7.6. Let Z be a space, T ⊂ Z, and let ε ∈ L(T ) be such that ε  1. Then,
there exists δ ∈L(Z), with δ|T  ε  2 · δ|T .
Proof. Whenever ε(x) > 0, there exist a neighbourhood Ux of x in Z such that ε(z) >
ε(x)/2, z ∈ Ux ∩ T . Set U =⋃{Ux : x ∈ T and ε(x) > 0}, and next define δ :Z → R by
δ(z) =
{
sup
{
ε(x)/2: z ∈ Ux, x ∈ U ∩ T
}
if z ∈ U,
0 otherwise.
(7.1)
Clearly, δ ∈ L(Z) because δ(z) > r  0 implies that z ∈ Ux for some x ∈ T , with
ε(x)/2 > r . On the other hand, ε(y) > ε(x)/2 for every y ∈ Ux ∩ T , therefore, by (7.1),
δ(y) ε(y) for y ∈ T . Finally, take a point x ∈ T , with ε(x) > 0. Then x ∈ Ux , which, by
(7.1), also implies that 2 · δ(x) 2 · ε(x)/2 = ε(x). 
Example 7.7. Let X is a space, (E,d) be a metric space, and let Y ⊂ E. Then, the set
L+E(Y ) = {ε ∈L(E): ε(Y ) ⊂ R+} ⊂ L(X ×E) is a Cauchy filtration.
Proof. The point in this proof is to check (i) of Definition 6.3. Note that we may
identify L(E) with L({X} × E). Then, consider the mapping ψ : {X} → 2E defined by
ψ(X) = Y . Since L+E(Y ) = L+E(ψ), the statement follows by Example 4.8 applied to this
particular ψ . 
Corollary 7.8. Let X be a paracompact space, with dim(X)  n + 1, Y be a completely
metrizable space, d be a compatible metric on Y , and let ϕ :X → 2Y be an l.s.c. mapping,
with a Gδ-graph, such that {ϕ(x): x ∈ X} is equi-LCn in Y . Then, for every ε ∈
L+(Y ) there exists γ ∈ L+(Y ) with the following property: If g :X → Y is a continuous
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γ -selection for ϕ, then ϕ has a continuous selection f :X → Y , with d(f (x), g(x)) <
ε(g(x)) for every x ∈ X.
Proof. Take an ε ∈ L+(Y ). Next, embed (Y, d) isometrically in a Banach space (E,d),
and consider ϕ as a mapping from X to 2E . Then, the family {ϕ(x): x ∈ X} will be equi-
LCn in Y , while Graph(ϕ) will be a Gδ-set in X × E. Hence, by Example 5.8, ϕ is d-
uniformly equi-LCn with respect to L+E(Y ), and, by Proposition 6.9, ϕ = ϕD for some
countable subset D ⊂ L+E(ϕ). Finally, by Proposition 7.6, we can find ε0 ∈ L+E(Y ), with
ε0|X × Y  ε. Thus, by Example 7.7, we may apply Corollary 6.7 to get γ0 ∈L+E(Y ) such
that for every continuous γ0-selection g :X → E for ϕ there exists a continuous selection
f :X → Y for ϕ, with d(f (x), g(x)) < ε0(g(x)), x ∈ X. We can take γ = γ0|X × Y ∈
L+(Y ), and its works because ε0|X × Y  ε. 
Finally, relying on the selection filtration L+Y (ϕ), we have the following two further
applications, the first of which is natural metric version of [19, Theorem 1.2].
Corollary 7.9. Let X be a paracompact space, with dim(X)  n + 1, Y be a completely
metrizable space, d be a compatible metric on Y , and let ϕ :X → 2Y be an l.s.c. equi-LCn
mapping, with a Gδ-graph. Then, for every ε ∈ L+Y (ϕ) there exists γ ∈ L+Y (ϕ) with thefollowing property: If g :X → Y is a continuous γ -selection for ϕ, then ϕ has a continuous
selection f :X → Y , with d(f (x), g(x)) < ε(x, g(x)) for every x ∈ X.
Proof. Again, the only difference with the previous application is the Cauchy filtration.
Namely, take an ε ∈ L+Y (ϕ). Next, embed (Y, d) isometrically in a Banach space (E,d),
and consider ϕ as a mapping from X to 2E . Then, ϕ is equi-LCn, and, as before, its
graph is a Gδ-set in X × E. So, by Corollary 5.4, ϕ is d-uniformly equi-LCn with
respect to L+E(ϕ), while, by Proposition 6.9, there exists a countable set D ⊂ L+E(ϕ),
with ϕ = ϕD . Finally, by Proposition 7.6, take ε0 ∈ L+E(ϕ), with ε0|X × Y  ε. Thus,
by Example 6.5 and Corollary 6.7, there exists γ0 ∈ L+E(ϕ) such that for every continuous
γ0-selection g :X → E for ϕ there exists a continuous selection f :X → Y for ϕ, with
d(f (x), g(x)) < ε0(x, g(x)), x ∈ X. Now, we can take γ = γ0|X × Y ∈ L+Y (ϕ), and its
works because ε0|X × Y  ε. 
The second application is a natural generalization of a result of Schepin and Brodsky
[23] (see, also, [22, Theorem 7.2]).
Corollary 7.10. Let X be a paracompact space, with dim(X) n + 1, Y be a completely
metrizable space, and let ϕk :X → 2Y , 0  k  n + 1, be a sequence of l.s.c. mappings
such that each ϕk , 0  k  n + 1, is equi-LCk−1, while ϕk k↪→ ϕk+1 for every k, with
0 k  n. Also, let ϕn+1 have a Gδ-graph. Then, ϕn+1 has a continuous selection.
Proof. Take a metric d on Y , compatible with the topology of Y , and next embed (Y, d)
isometrically in a Banach space (E,d). Also, let ϕ = ϕn+1. In addition to the previous
proof, let us now observe that ϕ is a UV n-mapping with respect to ∆dL+E(ϕ)
[ϕ], which
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follows by Corollaries 4.13 and 5.4, see Example 6.5. Hence, Corollary 6.7, applied with
R= L+E(ϕ), completes the proof. 
Going back to Corollary 7.9, let us stress the reader’s attention on the metric control of
the resulting selections, and its role in some results about dense families of selections. To
this end, let us recall that a closed subset F of a metrizable space Y is called a Zn-set in
Y for some n < ω, if the set C(Bn,Y\F) is dense in C(Bn, Y ) with respect to the uniform
topology generated by a metric on Y , see [3,24]. Here, Bn denotes the n-dimensional closed
ball. Also, we shall say that F is a σZn-set in Y if F is a countable union of Zn-subsets
of Y .
The following example of equi-LCn mappings provides a slight generalization of
[12, Proposition 3.4].
Proposition 7.11. Let X be a space, (E,d) be a complete metric space, ϕ :X → 2E
be a mapping, with a Gδ-graph, which d-uniformly equi-LCn with respect to a Cauchy
filtration R ⊂ L+E(ϕ), and let ψ :X → P(E) be a mapping, with an open graph, such
that ϕ(x) \ ψ(x) is a Zn+1-set in ϕ(x) for every x ∈ X. Then, ϕ ∧ ψ is also d-uniformly
equi-LCn with respect to R.
Proof. Let ε ∈R, and let δ ∈R be such that βdδ ∧ϕ
n
↪→ βdε/3 ∧ϕ. We are going to show that
this δ works. So, take points x ∈ X, y ∈ E, and a continuous map p :Sk → Bdδ(x,y)(y) ∩
ϕ(x)∩ψ(x) for some k  n. Next, for convenience, let ε0 = ε(x, y) and Y = ϕ(x)∩ψ(x).
Since p(Sk) ⊂ ϕ(x), there now exists a continuous extension q :Bk+1 → ϕ(x) of p such
that
q
(
B
k+1)⊂ Bdε0/3(y). (7.2)
Consider the l.s.c. mapping Φ :Bk+1 → 2Y defined by Φ(b) = {p(b)} if b ∈ Sk , and
Φ(b) = Y otherwise, see [15, Example 1.3∗]. According to Corollaries 5.4 and 5.5, Φ is
equi-LCn because so is ϕ and because Y is open in ϕ(x). On the other hand, Φ(b) ∈F(Y ),
b ∈ Bk+1, while Y is a Gδ-set in E because so is ϕ(x). Then, let γ  ε0/3 be as in
Corollary 7.9, applied with X = Bk+1, the mapping Φ , and ε0/3 ∈ L+Y (Φ). Finally, let
ξ ∈L+Y (Φ) be such that
St
[
βdξ
]
 βdγ . (7.3)
Since p is a selection for Φ|Sk , we have a lower semi-continuous function η :Sk → R+
defined by η(s) = ξ(s,p(s)), s ∈ Sk . Then, there exists r ∈ (0, ε0/3), with r  η(s),
s ∈ Sk , because Sk is compact. On the other hand, by hypothesis, C(Bk+1, Y ) is dense in
C(Bk+1, ϕ(x0)) with respect to the uniform topology. Therefore, there exists a continuous
map  :Bk+1 → Y such that
d
(
(b), q(b)
)
< r  ε0/3, b ∈ Bk+1. (7.4)
In particular, d((s),p(s)) < ξ(s,p(s)), s ∈ Sk , while p is a (ξ -)selection for Φ|Sk .
Therefore, by (7.3) and Proposition 4.5,  is a γ -selection for Φ because (b) ∈ Φ(b),
b ∈ Bk+1 \ Sk . However k  n, so, by Corollary 7.9, Φ has a continuous selection
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g :Bk+1 → Y , with d(g(b), (b)) < ε0/3, for every b ∈ Bk+1. Note that g is a continuous
extension of p, while, by (7.2) and (7.4), b ∈ Bk+1 implies
d
(
g(b), y
)
 d
(
g(b), (b)
)+ d((b), q(b))+ d(q(b), y)
< ε0/3 + ε0/3 + ε0/3
= ε0.
This completes the proof. 
Now, let us recall that, for a metric space (Y, d), the fine topology τω on C(X,Y ) is the
topology in which the family of all sets
V (f,α) = {g ∈ C(X,Y ): d(g(x), f (x))< α(x) for each x ∈ X},
is a local base at f (see [20]), where α runs on the positive continuous functions on X. For
any space X the fine topology τω is finer than the uniform one (generated by d), and it does
not depend on the metric of Y provided X is normal and countably paracompact [5] (for
a paracompact X, see [14]). It will be nice to recall that, in this case, the fine topology τω
on C(X,Y ) coincides with the graph topology on C(X,Y ), [5, Theorem 2.11]. The graph
topology was introduced by Naimpally [21], and has an open base given by all sets of the
form {f ∈ C(X,Y ): Graph(f ) ⊂ G}, where G is an open subset of X × Y . Motivated by
this, to every Φ :X →P(Y ) we associate the set
Se(Φ) = {f ∈ C(X,Y ): f is a selection for Φ}.
Thus, in the case of metrizable Y and countably paracompact and normal X, the family
{Se(Φ): Φ ∈O(X,Y )} is an open base for the fine topology τω.
Relying on this, we have the following consequence of Corollary 6.7 which provides a
generalization of [12, Theorem 1.2] for the case of arbitrary equi-LCn mappings.
Corollary 7.12. Let X be a paracompact space, with dim(X) n + 1, Y be a completely
metrizable space, and let ϕ :X → F(Y ) be an l.s.c. equi-LCn mapping such that and
each ϕ(x), x ∈ X, is Cn. Also, let ψ :X → 2Y be a mapping, with a Gδ-graph, such that
ϕ(x) \ ψ(x) is a σZn+1-set in ϕ(x) for every x ∈ X. Then, the set Se(ϕ ∧ ψ) is a dense
Gδ-subset of (Se(ϕ), τω).
Proof. Take a complete metric d on Y compatible with the topology of Y . Next, embed
(Y, d) isometrically in a Banach space (E,d), and consider ϕ and ψ as mappings from X
to 2E . Then, ϕ is closed-valued, while ψ has a Gδ-graph. Hence, there exists a sequence
{ψk: k < ω} of open-graph mappings ψk :X → 2E such that ψ(x) =⋂{ψk(x): k < ω}
for every x ∈ X. Now, take k < ω, set ϕk = ϕ ∧ ψk , and let us observe that Se(ϕk)
is open and dense in (Se(ϕ), τω). Indeed, it will be τω-open because ψk has an open
graph and Se(ϕk) = Se(ϕ)∩Se(ψk). To see that it is dense, take a continuous function
α :X → R+, and a continuous selection g :X → Y for ϕ. Next, let R = L+E(ϕ), and let
D ⊂ L+E(ϕk) be countable such that ϕk = ϕkD , which is possible because ϕk has a Gδ-
graph. By Corollary 5.4, ϕ is d-uniformly equi-LCn with respect to R because it is equi-
LCn. On the other hand, ϕ(x) \ ψk(x), being a closed set, will be a Zn+1-set in ϕ(x) for
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every x ∈ X. Hence, by Proposition 7.11, ϕk is also d-uniformly equi-LCn with respect
to R. Then, we can apply Corollary 6.7 with ϕk and these particular R and D. Namely,
let γ = γ [α] ∈ R be as in that corollary applied to our fixed function α ∈ R. Then, g
is a continuous γ -selections for ϕk , so, by Corollary 6.7, ϕk has a continuous selection
f :X → Y , with d(f (x), g(x)) < α(x) for every x ∈ X. That is, f ∈ V (g,α) ∩ Se(ϕk).
Let us explicitly mention that, by Corollary 7.10, Se(ϕ) = ∅. Finally, let us observe that
Se(ϕ ∧ψ) =
⋂{Se(ϕk): k < ω}=⋂{Se(ϕ ∧ ψk): k < ω}.
Hence, we may complete the proof relying on the Baire property. Namely, every subset of
C(X,Y ) which is closed with respect to the uniform topology generated by d is a Baire
space in the fine topology τω, see [18, Lemma 3.2]. Obviously, Se(ϕ) is uniformly closed
in C(X,Y ) with respect to d , so it has the Baire property. Therefore,
⋂{Se(ϕ ∧ ψk):
k < ω} is a dense Gδ-subset of (Se(ϕ), τω). 
Finally, we provide also an application of Theorem 6.6, which does not follow directly
from Corollary 6.7. In what follows, we shall say that a mapping ϕ :X → 2E is Hausdorff
continuous, where (E,d) is a metric space, if for every point x0 ∈ X and every ε > 0 there
exists a neighbourhood U of x0 such that ϕ(x) ⊂ Bdε (ϕ(x0)) and ϕ(x0) ⊂ Bdε (ϕ(x)) for
every x ∈ U . Also, we shall say that a subset S ⊂ E is uniformly LCn if the family {S} is
uniformly equi-LCn in (E,d).
Proposition 7.13. Let X be a countably paracompact normal space, (E,d) be a Banach
space, and let Φ :X → 2E be Hausdorff continuous such that each Φ(x), x ∈ X, is
uniformly LCn. Then, the set βdL+(X)
∧{Φ} is L+(X)-approximately n-connected.
Proof. Whenever x ∈ X, ε > 0, and µ > 0, consider the set Ω(x, ε,µ) of all pairs
(η,λ), with η = η[x, ε] ∈ (0, ε) and λ = λ[x, ε,µ] ∈ (0,µ), for which there exists a
neighbourhood U(η,λ) of x such that
Bdη (y)∩ Bdλ
(
Φ(z)
) n
↪→ Bdε (y)∩ Bdµ
(
Φ(z)
)
, for every z ∈ U(η,λ) and y ∈ E. (7.5)
We are going to show that Ω(x, ε,µ) = ∅. Towards this end, consider the constant mapping
ϕ :X → 2E defined by ϕ(z)= Φ(x), z ∈ X. Then, by Example 5.6, ϕ is d-uniformly equi-
LCn with respect to R+. Hence, by Example 7.1 and Lemma 4.9 (withR= G = R+), see,
also, [16, Lemma 11.2], for ε > 0 and µ/2 > 0 we can find an η = η[x, ε] ∈ (0, ε) and
λ = λ[x, ε,µ] ∈ (0,µ/2), such that
Bdη (y)∩ Bd2λ
(
Φ(x)
) n
↪→ Bdε (y)∩ Bdµ/2
(
Φ(x)
)
, for every y ∈ E. (7.6)
Finally, use that Φ is Hausdorff continuous to find a neighbourhood U(η,λ) of x such that
Φ(z) ⊂ Bdλ
(
Φ(x)
)
and Φ(x) ⊂ Bdλ
(
Φ(z)
)
, for every z ∈ U(η,λ). (7.7)
Then (η,λ) ∈ Ω(x, ε,µ). Indeed, take a continuous map g :Sk → Bdη (y) ∩ Bdλ (Φ(z)) for
some z ∈ U(η,λ) and k  n. Then, by (7.7),
g
(
S
k
)⊂ Bdη (y)∩ Bdλ (Φ(z))⊂ Bdη (y)∩ Bd2λ(Φ(x)).
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So, by (7.6), g can be extended to a continuous map h :Bk+1 → Bdε (y) ∩ Bd (Φ(x)).µ/2
However, by (7.7), we have Bdµ/2(Φ(x)) ⊂ Bdµ/2+λ(Φ(z)) ⊂ Bdµ(Φ(z)) which, in fact,
completes the verification of (7.5).
Now, take ε ∈ L+(X) and µ ∈ L+(X). Next, for every x ∈ X, consider the set Ω(x) =
Ω(x, ε(x),µ(x)). Then, define η1 :X → R+ by
η1(x) = sup
{
η ∈ (0,1): (η,λ) ∈ Ω(x) for some λ ∈ (0,µ(x))}, x ∈ X.
Thus, we get a lower semi-continuous function. Indeed, let η1(x) > r for some x ∈ X
and r  0. Then, there exist (η,λ) ∈ Ω(x), with η1(x) > η > r . On the other hand,
by definition, ε(x) > η and µ(x) > λ. Let U(η,λ) be the neighbourhood of x as in the
definition of (η,λ) ∈ Ω(x). Since ε and µ are lower semi-continuous, U(η,λ) contains
another neighbourhood V(η,λ) of x such that ε(z) > η and µ(z) > λ for every z ∈ V(η,λ).
Hence, by (7.5), (η,λ) ∈ Ω(z) for every z ∈ V(η,λ). In particular, η1(z) η > r for every
z ∈ V(η,λ).
Now, let us recall that X is countably paracompact and normal, hence, by a result of [6]
(see, also, [7,13]), there exists a continuous function η :X → R such that 0 < η(x) < η1(x)
for every x ∈ X. We define finally λ :X → R+ by letting for x ∈ X that
λ(x) = sup{λ ∈ (0,1): (η,λ) ∈ Ω(x) for some η ∈ (η(x), ε(x))}.
Let λ(x) > r for some x ∈ X and r  0. Then, there exists (η,λ) ∈ Ω(x) such that
µ(x) λ(x) > λ > r , and ε(x) > η > η(x). Let U(η,λ) be as in the definition of (η,λ) ∈
Ω(x). Since ε and µ are lower semi-continuous while η is continuous, U(η,λ) contains a
neighbourhood V(η,λ) of x such that ε(z) > η > η(z) and µ(z) > λ for every z ∈ V(η,λ).
Hence, (η,λ) ∈ Ω(z) for every z ∈ V(η,λ) and, in particular, λ(x)  λ > r for every
z ∈ V(η,λ). That is, λ is lower semi-continuous as well.
Finally, let us check that η ∧ ∆dλ[Φ]
n
↪→ ε ∧ ∆dµ[Φ]. To this end, take a continuous
map g :Sk → Bdη(x)(y) ∩ Bdλ(x)(Φ(x)) for some k  n, x ∈ X and y ∈ E. Then, g(Sk) ⊂
Bdλ(x)(Φ(x)) and, by the definition of λ(x), there exists (η,λ) ∈ Ω(x) such that η > η(x)
and g(Sk) ⊂ Bdλ (Φ(x)). Therefore, g(Sk) ⊂ Bdη (y) ∩ Bdλ (Φ(x)). So, by (7.5), g can be
extended to a continuous map h :Bk+1 → Bdε(x)(y) ∩ Bdµ(x)(Φ(x)), which completes the
proof. 
Proposition 7.14. Let X be a space, (E,d) be a Banach space, and let Φ :X → 2E
be Hausdorff continuous such that, for some n  0, each Φ(x), x ∈ X, is both Cn and
uniformly LCn−1 . Then, the mapping Φ is UV n with respect to ∆dL+(X)[Φ].
Proof. The proof goes just like before. Namely, take a point x ∈ X, and then consider the
constant mapping ϕ(z) = Φ(x), z ∈ X. By Corollary 4.14 and Example 7.1, ϕ is a UV n-
mapping with respect to the family ∆d
R+[ϕ]. However, Φ is Hausdorff continuous. Hence,
for every ε > 0 we can find δ > 0 and a neighbourhood Uδ of x such that, for every z ∈ Uδ ,
Bdδ
(
Φ(z)
)⊂ Bd2δ(Φ(x)) n↪→ Bdε/2(Φ(x))⊂ Bdε (Φ(z)).
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Thus, for every point x ∈ X and ε > 0, we can consider the non-empty subset Ω(x, ε) ⊂
(0, ε) of all δ ∈ (0, ε) for which there exists a neighbourhood Uδ of x , with
Bdδ
(
Φ(z)
) n
↪→ Bdε
(
Φ(z)
)
, for every z ∈ Uδ . (7.8)
Now, take ε ∈ L+(X). Next, for every x ∈ X, consider the subset Ω(x)= Ω(x, ε(x))⊂
(0, ε(x)). Finally, define δ :X → R+ by
δ(x) = supΩ(x), x ∈ X.
According to (7.8), this defines a lower semi-continuous function, and, by the same reason,
Bdδ(x)(Φ(x))
n
↪→ Bdε(x)(Φ(x)), x ∈ X. 
Now, we have the promised application which is based on the selection filtration L+(X)
and Theorem 6.6.
Corollary 7.15. Let X be a countably paracompact and normal space such that
dim(X) n+ 1, (Y, d) be a complete metric space, and let ϕ :X → F(Y ) be Hausdorff
continuous such that each ϕ(x), x ∈ X, is uniformly LCn. Then, for every ε ∈L+(X) there
exists γ ∈ L+(X) with the following property: If g :X → Y is a continuous γ -selection
for ϕ, then ϕ has a continuous selection f :X → Y , with d(f (x), g(x)) < ε(x) for every
x ∈ X. Moreover, if every ϕ(x), x ∈ X, is Cn, then ϕ has a continuous selection.
Proof. Embed (Y, d) isometrically in a Banach space (E,d), and consider the Hausdorff
continuous mapping Φ = ϕ :X → 2E . Then, Φ = Φ because Y is closed in E. Therefore,
by Proposition 6.8, Φ = ΦD for some countable subset D ⊂ R+ ⊂ L+(X). On the
other hand, each Φ(x), x ∈ X, is uniformly LCn in (E,d), so, by Proposition 7.13, the
set βdL+(X)
∧{Φ} is L+(X)-approximately n-connected. Finally, let us observe that, by
Corollary 4.1 and Proposition 7.14 (see, also, Proposition 2.1), the mapping Φ has a
continuous ε-selection for every ε ∈ L+(X) provided each Φ(x) = ϕ(x), x ∈ X, is Cn.
Hence, the statement follows by Theorem 6.6 applied with R= G = L+(X). 
Here is a consequence of Corollary 7.15 for the special case of a compact-valued ϕ.
In this case, ϕ is Hausdorff continuous if it is merely continuous. Let us recall that a set-
valued mapping ϕ is continuous if it is both l.s.c. and u.s.c. Also, let us recall that a space
S is LCn if, for every point y ∈ S, every neighbourhood U of y contains a neighbourhood
V of y such that V
n
↪→ U .
Corollary 7.16. Let X be a countably paracompact and normal space such that dim(X)
n + 1, (Y, d) be a metric space, and let ϕ :X → C(Y ) be continuous such that each ϕ(x),
x ∈ X, is LCn. Then, for every ε ∈ L+(X) there exists γ ∈ L+(X) with the following
property: If g :X → Y is a continuous γ -selection for ϕ, then ϕ has a continuous selection
f :X → Y , with d(f (x), g(x)) < ε(x) for every x ∈ X. Moreover, if every ϕ(x), x ∈ X, is
Cn, then ϕ has a continuous selection.
Another interesting consequence is for the case of a compact X.
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Corollary 7.17. Let X be a compact space, with dim(X)  n + 1, (Y, d) be a complete
metric space, and let ϕ :X →F(Y ) be Hausdorff continuous such that each ϕ(x), x ∈ X,
is uniformly LCn. Then, for every ε > 0 there exists γ > 0 with the following property: If
g :X → Y is a continuous γ -selection for ϕ, then ϕ has a continuous selection f :X → Y ,
with d(f (x), g(x)) < ε for every x ∈ X. Moreover, if every ϕ(x), x ∈ X, is Cn, then ϕ has
a continuous selection.
Let us explicitly mentioned that there are families A of subsets of metric spaces, all
of whose elements are uniformly LCn, but which are not equi-LCn, simple examples
are provided in [16]. For instance, define a continuous mapping ϕ : [0,1] → C(R2) by
ϕ(t) = {(x, y) ∈ R2: x2 + y2 = t2}, t ∈ [0,1]. Then, each ϕ(t), t ∈ [0,1], is LCn for all n,
but {ϕ(t): t ∈ [0,1]} is not equi-LC1.
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