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We study the density-density correlation function G(r, r′) in the interfacial region of a fluid (or
Ising-like magnet) with short-ranged interactions using square gradient density functional theory.
Adopting a simple double parabola approximation for the bulk free-energy density, we first show
that the parallel Fourier transform G(z, z′; q) and local structure factor S(z; q) separate into bulk
and excess contributions. We attempt to account for both contributions by deriving an interfacial
Hamiltonian, characterised by a wavevector dependent surface tension σ(q), and then reconstruct-
ing density correlations from correlations in the interface position. We show that the standard
crossing criterion identification of the interface, as a surface of fixed density (or magnetization),
does not explain the separation of G(z, z′; q) and the form of the excess contribution. We propose
an alternative definition of the interface position based on the properties of correlations between
points that ”float” with the surface and show that this describes the full q and z dependence of
the excess contributions to both G and S. However, neither the ”crossing-criterion” nor the new
”floating interface” definition of σ(q) are quantities directly measurable from the total structure
factor Stot(q) which contains additional q dependence arising from the non-local relation between
fluctuations in the interfacial position and local density. Since it is the total structure factor that
is measured experimentally or in simulations, our results have repercussions for earlier attempts to
extract and interpret σ(q).
PACS numbers: 05.20.Jj, 68.03.Kn, 68.03.Cd
I. INTRODUCTION
It is well understood that the interface between coex-
isting fluid phases, such as liquid and gas, is subject to
thermally excited capillary-wave-like fluctuations which
dominate the long-wavelength decay of density correla-
tions [1]. At distances much larger than the microscopic
scale set by the bulk correlation length, long wavelength
undulations in the local interfacial height `(x) increase
the interfacial area and are resisted by the equilibrium
surface tension σ. From this Capillary-Wave Hamilto-
nian picture, it follows that in the absence of additional
external pinning effects, such as gravity, the thermal av-
erage of the height fluctuations satisfies [2]
〈| ˜`(q)|2〉 = 1
σq2
(1)
where ˜`(q) are the Fourier components of `(x), with x =
(x, y), and we have set kBT = 1. This is consistent with
more microscopic theories which predict that, in the limit
of large wavelengths, the parallel Fourier transform of the
density-density correlation function behaves as [3–7]
G(z, z′; q) ≈ m
′(z)m′(z′)
σq2
; q → 0 (2)
for z and z′ in the interface. Here, m(z) is the equi-
librium density profile, and m′(x) ≡ dm/dz. In recent
years, several attempts have been made to refine inter-
facial Hamiltonian theory by allowing for a wavevector
dependent surface tension σ(q) which replaces σ in
the expression (1) [8–19]. This quantity does not have
the same thermodynamic status as the equilibrium
tension, and is certainly sensitive to how one defines
the interface [20, 21]. Nevertheless, the goal has been
to find an expression for σ(q) that can be used to
calculate correlations over the range of wave-vectors
q reaching to the atomic scale, thus avoiding the ad
hoc imposition of a high momentum cut-off in the
standard capillary-wave theory expression (1). The
purpose of the present paper is to illustrate, using a
very simple square gradient density functional theory
(DFT): i) Some of the subtleties involved in defining
an interfacial Hamiltonian which describes not just the
longest wavelength correlations, given by Eq. (2), but
also those at smaller wavelengths, and ii) to make precise
the connection between correlations in the interfacial
position and the density-density correlation function
G(z, z′; q). Our DFT is sufficiently simple that we can
determine exactly the full wave-vector dependence of
G(z, z′; q) by solving the Ornstein-Zernike equation,
and show that G separates unambiguously into ”bulk”
and ”excess” contributions. We then ask if both the
wave-vector and position dependence of G can be
accounted for using effective Hamiltonian theory. This
requires that we first integrate out degrees of freedom
in order to derive an interfacial Hamiltonian H[`], and
then systematically reconstruct the density correlations
from the height-height correlations while allowing for
a non-local relationship between height fluctuations
and order parameter fluctuations. We show that the
standard ”crossing criterion” identification of the inter-
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2face, as a surface of fixed density, does reproduce some
properties of G but does not distinguish correctly bulk
from interfacial contributions. We propose an alterna-
tive definition of the interface which involves density
correlations between particle positions that ”float” with
the surface, and which corresponds to a surface of fixed
density only at very long wavelengths. This many-body
definition of the interface separates bulk and interfacial
modes, thus allowing us to identify the wave-vector and
position dependence of the excess contributions to the
pair correlation function and the local structure factor
S(q; z). However, the corresponding σ(q) is not directly
measurable from the local or total structure factor
Stot(q) without allowing for the additional q dependence
arising from the non-local relation between fluctuations
in the interfacial position and density. We believe this
last point has implications for the way in which σ(q) has
been extracted in many earlier studies.
II. SQUARE GRADIENT THEORY FOR
DENSITY CORRELATIONS: DOUBLE
PARABOLA APPROXIMATION
A square-gradient free-energy density functional or,
equivalently, a mean-field (MF) treatment of a Landau-
Ginzburg-Wilson Hamiltonian is the simplest micro-
scopic description of the interfacial region in systems
with short-ranged intermolecular forces [1, 5–7]. This
approach does not incorporate long-ranged attractive
intermolecular forces, short-ranged volume exclusion,
non-classical behaviour near the bulk critical point or
capillary-wave broadening of the interface. Nevertheless,
it has given invaluable insights into the nature of the in-
terfacial region and is sufficiently simple to allow for an
analytic determination of the wave-vector dependence of
all quantities of interest. The free-energy functional is
given by
HLGW [m] =
∫
dr
{
f
2
(∇m)2 + ∆φ(m)
}
(3)
where, adopting a magnetic language, m(r) is a
magnetization-like order parameter. The coefficient f is
proportional to the second moment of the bulk direct cor-
relation function [5] and, in its simplest approximation, is
regarded as a constant [7]. Throughout the paper, we will
use units in which f = 1. Below a bulk critical tempera-
ture Tc, a suitable double-well ’potential’ φ(m), which for
simplicity we assume has an Ising symmetry, models the
coexistence of bulk phases with order parameters ±m0.
The shifted potential ∆φ(m) ≡ φ(m)− φ(m0) subtracts
the bulk phase contribution from the free energy density,
and the curvature ∆φ′′(m0) = κ2 identifies the inverse
bulk correlation length κ = 1/ξb since, for an isotropic
bulk fluid treated in mean-field, the Fourier transform of
the order parameter correlation function, or bulk struc-
ture factor, arising from Eq. (3) is Sb(Q) = (Q2 +κ2)−1.
We suppose that a planar interface of macroscopic area
A separates the bulk phases near the z = 0 plane. At
mean-field level, the equilibrium order-parameter profile
m(z) is obtained from minimizing the functional (3) and
satisfies the Euler-Lagrange equation
d2m
dz2
= ∆φ′(m) (4)
with boundary conditions m(±∞) = ±m0. This equa-
tion has a first integral, which allows us to identify the
surface tension σ = HLGW [m(z)]/A via the celebrated
van der Waals formula [1, 5, 7]
σ =
∫ ∞
−∞
dz m′(z)2 =
∫ m0
−m0
dm
√
2∆φ(m) (5)
The mean-field result for the order-parameter correlation
function
G(r, r′) = 〈m(r)m(r′)〉 −m(z)m(z′), (6)
with 〈m(r)〉 = m(z), follows from the solution of the
Ornstein-Zernike (OZ) equation and, for the functional
(3), reduces to the differential equation [6](−∂2z + q2 + ∆φ′′(m(z)))G(z, z′; q) = δ(z − z′) (7)
where we have taken a parallel Fourier transform with
respect to x. Infinitely far from the interfacial region,
the correlation function must tend to the bulk result
Gb(|z − z′|; q) = 1
2κq
e−κq|z−z
′| (8)
where we have abbreviated κq ≡
√
κ2 + q2. One useful
approach to solving the OZ equation, which we will need
later, is to write the solution as a spectral expansion
G(z, z′; q) =
∑
n
Ψ∗n(z)Ψn(z
′)
En + q2
(9)
where the normalised eigenfunctions satisfy(−∂2z + ∆φ′′(m(z)) ) Ψn(z) = EnΨn(z) (10)
Inspection of the profile equation (4) identifies a ground
state E0 = 0 with eigenfunction Ψ0(z) = m
′(z)/
√
σ, in
addition to higher energy (including scattering) states
[6]. Thus, for q  κ the ground state dominates and
G behaves according to (2). We wish to go beyond this
and understand the full wave-vector dependence of the
pair correlation function in the interfacial region. The
simplest model for the bulk free-energy which allows us
to do this is the Double Parabola (DP) approximation
∆φ(m) =
κ2
2
(|m| −m0)2 (11)
which has been used successfully in the theory of short-
ranged wetting [18, 22–25]. For the DP potential, the
equilibrium profile and surface tension are given by
m(z) = sign(z) m0
(
1− e−κ|z|), σ = κm20 (12)
3which share the same qualitative features of the usual
”m4” theory with the tanh(κz/2) profile [7]. Within the
DP approximation, the OZ equation (7) can be written
as(− ∂2z + q2 + κ2 + c δ(z))G(z, z′; q) = δ(z − z′) (13)
where c = −2κ is the coefficient of the delta function
arising from the cusp in the DP potential. Rather than
substitute for c and solve the equation, we take an addi-
tional Fourier transform of the OZ equation (13) w.r.t. z
and rearrange to obtain
G˜(q⊥, z′; q) =
eiq⊥z
′
q2⊥ + q2 + κ2
− c G(0, z
′; q)
q2⊥ + q2 + κ2
(14)
where G˜(q⊥, z′; q) is the new Fourier transform of
G(z, z′; q). Note that it is only the presence of the con-
stant c that distinguishes (14) from the bulk result. To
see this, note that the Fourier transform w.r.t. z in (8)
yields the first term in (14), and recall that the usual
full 3D Fourier transform of the isotropic bulk correla-
tion function is (Q2 + κ2)−1, which depends on the total
wave-number Q =
√
q2⊥ + q2. Taking the inverse Fourier
transform w.r.t. q⊥ in (14) gives
G(z, z′; q) = Gb(|z−z′|; q) − cG(0, z′; q)Gb(|z|; q) (15)
To determine c, we set z = 0 and rearrange so that
G(0, z′; q) =
Gb(|z′|; q)
1 + cGb(0; q)
(16)
As we know there must be a Goldstone mode in the limit
q → 0, the denominator of (16) must vanish at q = 0.
This identifies c uniquely as
c = − 1
Gb(0; 0)
(17)
which, using (8), recovers c = −2κ, as quoted above.
Re-substitution into (15) then gives
G(z, z′; q) = Gb(|z − z′|; q) + G
b(|z|; q)Gb(|z′|; q)
Gb(0; 0)−Gb(0; q) (18)
Thus, G clearly separates into a background contribu-
tion, equal to the bulk correlation function Gb(|z−z′|; q),
and an interfacial or excess contribution; i.e. G = Gb +
Gex, with
Gex(z, z′; q) =
Gb(|z|; q)Gb(|z′|; q)
Gb(0; 0)−Gb(0; q) (19)
This function contains a Goldstone q−2 singularity as
q → 0, and depends only on the distance of each par-
ticle to the interface. Explicitly, the excess contribution
is given by
Gex(z, z′; q) =
κ(κ+ κq)
2κqq2
e−κq(|z|+|z
′|) (20)
If one ignores the q-dependence in κq, and recalls that
m′(z) = κm0 e−κ|z|, (20) recovers the anticipated asymp-
totic small-q behaviour given by (2). However, the con-
sequent spatial decay is controlled in general by the
wavevector dependent κq, rather than κ, a fact related to
non-local interfacial fluctuation effects [18, 22, 23, 25, 26].
When both particles are exactly at the interface (z = z′ =
0), the correlation function takes its maximum value, and
the bulk and excess contributions add up to give the full
correlation function
G(0, 0; q) =
κq + κ
2q2
. (21)
The fact that G separates into bulk and excess contribu-
tions means that the local structure factor, defined as
S(z; q) =
∫ ∞
−∞
dz′ G(z, z′; q) (22)
also separates into distinct bulk and interfacial contribu-
tions. Thus, we write
S(z; q) = Sb(q) + Sex(z; q) (23)
where Sb(q) =
∫∞
−∞dz G
b(|z|; q)) is the bulk structure
factor which, for our simple DFT, is given by Sb(q) =
1/κ2q. Of course, in a more realistic description of a fluid,
Sb(q) will be different in the two coexisting phases; both
will exhibit a peak at q ≈ 2pi/d, where d is an atomic di-
ameter, arising from short-ranged (packing) effects. The
all important excess contribution, containing the Gold-
stone mode contribution, is
Sex(z, q) =
Sb(q)Gb(|z|; q)
Gb(0; 0)−Gb(0; q) (24)
which is given explicitly by
Sex(z; q) =
κ(κ+ κq)
κ2q q
2
e−κq|z| (25)
If one ignores the q dependence of κq, this result is equiv-
alent to Sex(z; q) ≈ 2m0m′(z)/σq2, which follows from
integrating the capillary-wave result (2) or, equivalently,
from the leading order contribution to the spectral ex-
pansion (9).
Integration of S(z; q), over a macroscopic range [−L,L],
defines the total structure factor which is given by
Stot(q) ≡ 2LSb(q) + 2κ(κ+ κq)
κ3q q
2
(26)
where the second term is clearly the excess contribution,
containing the Goldstone mode contribution.
At this stage, we might follow the standard approach
outlined in the Introduction and wrap up the entire q
dependence of the excess piece of (26) in an effective q
4dependent surface tension that generalizes the integral of
(2); i.e. we might choose to define σeff(q) via
Stot(q) = 2LSb(q) +
4m20
σeff(q) q2
(27)
Comparison with (26) identifies
σeff(q) = σ
2(1 + q2ξ2b )
2
1 + q2ξ2b +
√
1 + q2ξ2b
(28)
for our DP model. As shown in Fig. 1, the function σeff(q)
increases with q and, for q  κ, we find
σeff(q) = σ
(
1 +
5
4
q2ξ2b + . . .
)
(29)
In the standard approach, one measures the total
structure factor Stot(q), subtracts a suitable bulk piece
which, for a fluid, would be a weighted average of the
liquid and vapour bulk structure factors, and from the
remaining excess piece extracts σeff(q) in the manner of
(27). Of course, for a fluid, 2m0 is is replaced by the
difference in coexisting densities (ρl − ρv). For a recent
example of this methodology, see [19], which describes
results of large scale molecular dynamics simulations for
the Lennard-Jones model.
We conclude this section by remarking that the
present MF treatment of the interfacial region, of
course, does not take into account the broadening of
the interface region associated with capillary-wave-like
fluctuations. As is well known, the MF interfacial profile
m(z) remains sharp (m′(z) 6= 0) even in the absence of
an external field, while more correctly the interfacial
width must diverge as ξ⊥ ≈
√
lnA in three dimensions
as the interfacial area A diverges [1–4]. This incorrect
MF treatment of interfacial wandering is manifest in the
behaviour of the MF pair correlation function. While
the MF expression (20) for G(z, z′; q) is consistent with
the exact sum-rule requirement (2), when we Fourier
invert w.r.t. q, the MF expression to determine the value
of the pair correlation function G(r, r′) for two near-by
molecules located in the interfacial region, we find that
in three dimensions the result diverges as lnA, which
is unphysical. Beyond MF, this divergence is cancelled
because the term m′(z) ∼ ξ−1⊥ vanishes as 1/
√
lnA.
That is, the vanishing of the numerator in (2), due to
capillary-wave broadening of the interface, ensures that
the value of the pair correlation function between nearby
molecules remains finite [27, 28]. Thus, without invoking
any effective interfacial Hamiltonian description of the
interface, one can see why the Goldstone mode sin-
gularity in G(z, z′; q) must lead to interfacial broadening.
In the remainder of the paper, we try to account for the
wave-vector and position dependence of G and S revealed
here, in particular the separation into bulk and excess
contributions, using effective Hamiltonian theory.
III. INTERFACIAL HAMILTONIAN THEORY
Any derivation of an interfacial Hamiltonian requires a
suitable criterion for defining the interface position. For
example, one may adopt the intuitively straightforward
crossing criterion, which identifies `(x) as a surface of
fixed isomagnetization m(x, z=`(x)) = mx [24,25]. This
is a local definition of the interface, in the sense that `(x)
depends only on the properties of the magnetization at
a given point (x, `(x)). Assuming that we have a recipe
for identifying the interface (not necessarily the crossing
criterion), the effective Hamiltonian H[`] is defined as the
constrained minimization of (3) [29, 30]
H[`] = HLGW [mΞ] (30)
where mΞ(r) is the order parameter configuration that
minimizes the LGW Hamiltonian subject to the inter-
facial constraint (given by `(x)) and bulk boundary
conditions. The constrained profile satisfies the Euler-
Lagrange equation
∇2mΞ = ∆φ′(mΞ) (31)
and is a function of position, and a functional of the in-
terfacial shape `(x). In writing (31), we have assumed
there is no Lagrange multiplier arising from the con-
straint. This is the case for the crossing criterion and
other sufficiently ”local” definitions of the interface posi-
tion which do not involve moments of the magnetization
profile over the system volume. Since we are only inter-
ested in mean-field correlations, which arise from small
fluctuations, we write this constrained profile as a per-
turbation about the planar equilibrium profile
mΞ(r) = m(z) + δmΞ(z;x) (32)
The fluctuation δmΞ(z;x) satisfies the linearised equa-
tion
∇2δmΞ(z;x) = ∆φ′′
(
m(z)
)
δmΞ(z;x) (33)
with boundary conditions that constrain mΞ to the given
profile `(x), and asymptotically δmΞ → 0 as z → ±∞.
Following Parry and Boulter [11], we solve (33) using the
convolution
δmΞ(z;x) =
∫
dx′ Λ(z; |x− x′|) `(x′) (34)
which, in Fourier space, reads
δm˜Ξ(z;q) = Λ˜(z; q) ˜`(q) (35)
Thus, the function Λ˜(z; q) satisfies(− ∂2z + q2 + ∆φ′′(m(z))) Λ˜(z; q) = 0 (36)
which is essentially a rewrite of the OZ equation (7).
Equation (36) has local boundary conditions arising from
5the definition of `(x) (see later), and also bulk condi-
tions Λ˜(z; q) → 0 as z → ±∞. Already from the Euler-
Lagrange equation (4) for the planar profile, we see that
the zeroth moment satisfies
Λ˜(z; 0) = −m′(z) (37)
consistent with a pure translation of the planar equilib-
rium profile m(z)→ m(z− `). Substituting the convolu-
tion (34) into (30) leads to the extended capillary-wave
Hamiltonian
H[`] =
1
2
∑
q
σ(q) |˜`(q)|2 (38)
where the sum extends over all wavevectors up to the cut-
off provided by the LGW model, and the wave-vector-
dependent surface tension is identified as
σ(q) = −
∫
dz m′(z) Λ˜(z; q) . (39)
It follows from (37) that this result reduces to the equi-
librium surface tension, σ(q → 0) = σ, as required on
physical grounds. Since H[`] is quadratic in ˜`(q), the
equilibrium height-height correlations are given by
〈| ˜`(q)|2〉` = 1
σ(q) q2
(40)
which is the sought-after generalization of (1). The sub-
script on the equilibrium bracket is a reminder that this
average is now defined w.r.t. the interfacial Hamiltonian
(38) rather than the microscopic Hamiltonian (3).
The above theory also allows us to solve the inverse
problem of obtaining a reconstructed order-parameter
correlation function
G(r, r′) = 〈δmΞ(r)δmΞ(r′)〉` − 〈δmΞ(r)〉`〈δmΞ(r′)〉`
(41)
from the interfacial description given by the Hamiltonian
(38). Note that, because the constrained profile mΞ
necessarily tends to the appropriate bulk magnetization
as z → ±∞, the reconstruction of the correlation
function is necessarily incomplete and, indeed, G(r, r′)
will not recover the bulk correlation function Gb(|r− r′|)
as one moves away from the interface. Rather, it must
vanish. We shall return to this shortly.
In general, the reconstruction of correlations via (41)
is a non-trivial task because mΞ(r) is a functional of the
interfacial shape. However, at mean-field level, the con-
volution (34) provides the link between order-parameter
and interfacial fluctuations, and we can write
G(z, z′; q) = Λ˜(z; q)Λ˜(z
′; q)
σ(q) q2
(42)
where a parallel Fourier transform w.r.t. x has been
performed. Expression (42) demonstrates that the q-
dependence in the correlation function arises from both
σ(q) and the function Λ˜(z; q) that describes the non-local
relation between interfacial and order parameter fluctu-
ations. The reconstructed pair correlation function de-
pends only on the distance of each particle to the inter-
face and, therefore, provides some measure of the ”inter-
facial”, preferably what we have identified as the excess,
contribution to the pair correlation function G. This is
to be expected, of course. Integrating out degrees of free-
dom, equivalent to performing a constrained minimiza-
tion, must lead to a loss of information, so one cannot
expect that G(z, z′; q) recovers all the information that
is in the full pair correlation function. However, at the
very least, it does capture the correct long-wavelength
behaviour occurring for q  κ, where we can approxi-
mate Λ˜(z; q) ≈ −m′(z), and hence σ(q) ≈ σ, so that
G(z, z′; q) ≈ m
′(z)m′(z′)
σ q2
(43)
for any choice of the double-well potential ∆φ(m). Thus,
the effective Hamiltonian theory recovers the correct long
wavelength behaviour of the correlation function near the
interface. However, G(z, z′; q) is not equivalent to the
full G(z, z′; q) and, as remarked above, does not repro-
duce the bulk correlation function (8) when the particles
are far from the interface. To proceed further, we now
consider the crossing criterion in more detail.
IV. CORRELATION FUNCTION STRUCTURE
USING A CROSSING CRITERION
Within the crossing criterion (cc), the interface is de-
fined as a surface of constant, fixed order-parameter
mx = 0. Thus, we have
mΞ(r`) = 0 (44)
for all points r` = (x, `(x)) along the interface. If we start
from the equilibrium planar configuration at z = 0 and
consider a small height fluctuation, the magnetization
at the new interface position, m(`(x)) + δmΞ(x, `(x)),
remains zero. Expanding to first-order in `(x) gives
m′(0) `(x) +
∫
dx′ Λcc(0; |x− x′|) `(x′) = 0, (45)
where we use the subscript cc to specify we have imposed
the cc, and yields the boundary condition [11]
Λ˜cc(0; q) = −m′(0) . (46)
Thus, from (42) the expression for the reconstructed cor-
relation function exactly at the interface simplifies to
Gcc(0, 0; q) = m
′(0)2
σcc(q) q2
(47)
while the function Λ˜cc(z; q) can be written in terms of
the equilibrium pair correlation function as
Λ˜cc(z, q) = −m′(0) G(0, z; q)
G(0, 0; q)
, (48)
6which follows from comparing (7) and (36). We now
substitute into the expression (39) for σ(q) and use the
spectral expansion (9) for G(0, z; q). Noting that m′(z) =√
σ Ψ0(z), orthonormality cancels all but the ground-
state contribution, implying that
Gcc(0, 0; q) = G(0, 0; q) (49)
Thus, within the crossing criterion, the reconstructed
correlation function Gcc reproduces exactly the solution
to the OZ equation when both particles are at the in-
terface - a result not restricted to the DP potential. By
virtue of (48), this also means that
Gcc(0, z; q) = G(0, z; q) (50)
and also that Gcc(z, z′; q) = G(z, z′; q) if zz′ < 0,
i.e. when the particles are on opposite sides of the inter-
face. However, when both particles are at the same side
of the interface (zz′ > 0), the functions Gcc and G differ.
If we define a reconstructed structure factor S(z; q) as
the integral of (42) over all z′, it follows from (50) that
the reconstructed function, based on the cc, is equal to
the full structure factor at the interface, where z = 0:
Scc(0; q) = S(0; q) (51)
Although the three results above appear to demonstrate
a certain degree of success of the cc definition of the
interface, since this reproduces exactly some properties
of the full correlation function G, they conceal a highly
unsatisfactory and physically contradictory element. To
see this, recall that the reconstructed function G(z, z′; q)
vanishes as |z|, |z′| → ∞ and, therefore, cannot contain
a bulk contribution far from the interface. This is the
reason why G(z, z′; q) differs from the full G(z, z′; q)
when the particles are on the same side of the interface.
Thus, as stressed earlier, our reconstructed function
G(z, z′; q) can only be interpreted, strictly speaking, as
a measure of the excess contribution to G. With this in
mind, we see that (49)-(51) actually obscure the physics,
since we know from the DP results (18) and (23) that
G(0, 0; q) and S(0; q) contain bulk contributions. A
physically consistent interpretation is therefore only
achieved if the reconstructed correlation function and
structure factor are their corresponding excess (inter-
facial) contributions. The upshot is two fold: Firstly,
the prediction of the cc for the reconstructed structure
factor S(z; q) is inaccurate away from the interface.
Secondly and more importantly, we believe that the cc
definition of σ(q) is, for these purposes and certainly
for considering fluctuation effects beyond mean-field,
artificial.
Let us check these predictions based on the cc against
the explicit results derived earlier for the DP poten-
tial. The comparison illustrates the highlighted prob-
lems. The OZ-like equation (36) for the the function
Λ˜(z; q) reduces to(− ∂2z + q2 + κ2) Λ˜(z; q) = 0 (52)
so that
Λ˜cc(z; q) = −m′(0) e−κq|z| (53)
with m′(0) = κm0. Substituting into (39) determines
the wave-vector dependent surface tension as
σcc(q) =
2σ
1 +
√
1 + q2ξ2b
, (54)
which, in contrast to σeff(q) in (28), decreases with in-
creasing q (See Fig. 1). Substituting σcc(q) into (47) then
gives
Gcc(0, 0; q) = κq + κ
2q2
(55)
which, in accordance with (49), is the same as the re-
sult (21) for the full pair correlation function found from
the original OZ equation. For arbitrary z and z′, the
reconstructed correlation function takes the form
Gcc(z, z′; q) = κq + κ
2q2
e−κq(|z|+|z
′|) (56)
This is not the excess contribution (20). Rather
Gcc(z, z′; q) = 1
2κq
e−κq(|z|+|z
′|) + Gex(z, z′; q) (57)
Thus, if zz′ = 0, or if the particles are on opposite sides
of the interface, we recover Gcc = G, since the first term
in (57) then becomes the bulk pair correlation function.
However, in general, the reconstructed correlation func-
tion is neither the full G nor the excess contribution Gex.
Similar statements apply to the reconstructed structure
factor which, according to the crossing-criterion is given
by integrating (57) over z′:
Scc(z; q) =
(
1
κ2q
+
κ(κ+ κq)
κ2qq
2
)
e−κq|z| (58)
which agrees with the result for S(z; q) only at the in-
terface, z = 0; see (23) and (25). However in general,
the reconstructed structure factor is neither the excess
contribution Sex nor the full structure factor S. This er-
ror then feeds into the total structure factor obtained by
integrating Scc(z; q) which, within the cc is
Stotcc (q) =
2
κ3q
+
2κ(κ+ κq)
κ3qq
2
(59)
which should be compared to the correct result for
Stot(q) given by (26). Clearly, (59) does not yield the
correct excess contribution to Stot(q) since it contains
an unwanted additional contribution 2/κ3q which is
dominant at high wavevectors q > κ. Thus (59) fails
completely to describe the q dependence over the entire
wavevector regime.
7V. BEYOND THE CROSSING CRITERIA: A
FLOATING CORRELATION FUNCTION
DEFINITION OF THE INTERFACE
The above analysis highlights the inadequacy of us-
ing a crossing criterion as the definition of the interface,
since there is no separation of interfacial and bulk con-
tributions to the pair correlation function. This is not
an issue if we are only interested in very long wavelength
behaviour occurring for q  κ. However, it implies that
there is probably no physical significance to the wave-
vector dependent surface tension (54). At the very least,
it is not a useful means of understanding the wavevec-
tor dependence of the total structure factor. Clearly, it
would be more meaningful to have a definition of the in-
terface in which the reconstructed pair correlation func-
tion is just the excess contribution Gex (20), or one for
which the reconstructed structure factor is its excess con-
tribution Sex (25).
To do this, we focus on correlations along the interface
itself. Within the crossing criterion, the magnetization
at any point on the interface is fixed to mx = 0. There-
fore, the correlation function between any pair of points
r` = (x, `(x)) and r
′
` = (x
′, `(x′)) which ”float” with the
interface is trivially zero: 〈mΞ(r`)mΞ(r′`)〉` = 0. Instead,
we seek a definition of the interface which accounts for
the background structure in this correlation function by
allowing the value of the magnetization along the surface
to fluctuate. For a planar interface (`(x) = 0), we assume
that the magnetization along it takes the value zero, say.
When the interface fluctuates, we impose that
〈mΞ(r`)〉` = 0 (60)
and
〈mΞ(r`)mΞ(r′`)〉` = g(|x− x′|) (61)
Thus, instead of it being a surface of fixed magnetization,
the interface is considered to be a surface along which
the average magnetization is zero, but which has a spe-
cific correlation structure given by the function g(|x−x′|)
to be determined. This does not introduce a Lagrange
multiplier into the Euler-Lagrange equation (31) since no
integral or moment of the magnetization profile over the
system volume is involved. The result (39) for σ(q) and
(40) for the height-height correlations are therefore still
valid although the presence of a non zero g changes the
boundary conditions on the function Λ(z; q) and, hence,
alters the reconstruction of pair correlations. To see this,
note that for small deviations from the plane, the magne-
tization at a point on the interface must have Fourier am-
plitudes m˜Ξ(q) = m
′(0)˜`(q)+Λ˜(0; q)˜`(q). This identifies
the Fourier transform of the floating correlation function
as
g˜(q) = (m′(0) + Λ˜(0, q))2 〈|˜`(q)2|〉` (62)
and thus
g˜(q) =
(m′(0) + Λ˜(0, q))2
σ(q) q2
(63)
Next, we suppose, by analogy with (46), that the new
boundary condition on the function Λ(z; q) is
Λ˜(0; q) = − b(q)m′(0) (64)
where b(q) is to be determined from the properties of
g(q). Note that we must have b(0) = 1, so that any
new definition of the interface position does not alter the
identification Λ˜(z, 0) = −m′(z) and hence σ(0) = σ –
see (37) and (39). The factor b(q) simply multiplies our
previous results Λ˜cc(z, q) and σcc(q) derived using the
crossing criterion. Thus, in an obvious notation, the new
expressions are
σ(q) = b(q)σcc(q), Λ˜(z, q) = b(q) Λ˜cc(z, q) (65)
Substitution into (63) gives
g˜(q) =
(1− b(q))2
b(q)
m′(0)2
σcc(q) q2
(66)
and hence, using (47) and (49),
g˜(q) =
(1− b(q))2
b(q)
G(0, 0; q) (67)
Recall that the crossing criterion recovers the structure
of G at the interface. Finally, the rescalings (65) im-
ply, through (42) and (64), that the reconstructed pair
correlation function at the interface is
G(0, 0; q) = b(q)G(0, 0; q) (68)
and, therefore, is no longer equal to the full pair correla-
tion function G at the interface. Equations (66) and (67)
establish the link between the reconstructed correlation
function G(0, 0; q), the full correlation function G(0, 0; q)
and the floating correlation function g(q); they are valid
for any choice of the function b(q). From (66), we see
that setting g˜(q) = 0 implies b(q) = 1 and recovers our
previous results derived using the crossing criterion.
However, other choices for b(q) and g(q) are certainly
possible depending on what choice of ”background”
correlation function at the interface one wishes to allow
for.
A. Matching the Correlation Function
Suppose that we choose to have a background contri-
bution at the interface z = z′ = 0 such that the recon-
structed correlation function G matches the exact excess
contribution:
GG(0, 0; q) = Gex(0, 0; q) = G(0, 0; q)−Gb(0; q) (69)
where the subscript G denotes matching G. The appro-
priate function b for this choice follows from Eq. (68):
bG(q) = 1− G
b(0; q)
G(0, 0; q)
(70)
8which, in turn, determines the floating correlation func-
tion g˜G(q) via (67)
G(0, 0; q) = Gb(0; q) +
Gb(0; q)2
g˜G(q)
(71)
This decomposition of the pair correlation function in
the interface is ideally suited for comparison with the
DP model, and (18) identifies immediately the floating
correlation function for this case as
g˜G(q) = G
b(0; 0)−Gb(0; q) (72)
The fact that this function vanishes for q → 0 means
that, for long length scales, the interface still has its in-
tuitive interpretation as a surface of constant magneti-
zation. However, more generally, the Fourier inverse of
(72) tells us that our interface must now be regarded as
a surface of anti-bulk correlation. For the DP potential,
the identification (70) is particularly simple and, using
(21), we find
bG(q) =
κ
κq
(73)
which clearly satisfies our requirement that b(0) = 1.
Explicitly, the new results for σ(q) and Λ˜(z; q) for our
DP model potential are
σG(q) =
2σ
1 + q2ξ2b +
√
1 + q2ξ2b
(74)
and
Λ˜G(z; q) = − m
′(0)√
1 + q2ξ2b
e−κq|z| (75)
Substitution of (75) into (42) shows that the new recon-
structed correlation function is
GG(z, z′; q) = Gex(z, z′; q), (76)
i.e. we recover precisely the excess contribution (20) to
the pair correlation function for all positions z, z′.
B. Matching the Structure Factor
Suppose now that we choose an alternative approach
such that the reconstructed structure factor S(0; q) at
the interface matches the exact excess quantity, i.e.
SS(0; q) = Sex(0; q) = S(0; q)− Sb(q) (77)
where the subscript S denotes matching S. Under the
rescalings (65), the reconstructed structure factor relates
to that of the cc definition via
S(z; q) = b(q)Scc(z; q) (78)
and hence, at the interface z = 0, satisfies
S(0; q) = b(q) S(0; q) (79)
since Scc(0; q) = S(0; q) – see (58). Hence, the function
b(q) for this particular choice is
bS(q) = 1− S
b(q)
S(0; q)
(80)
Note that although this is, in principle, a different ap-
proach from method A, a remarkable feature is that, for
the DP model potential, one finds
bS(q) = bG(q) (81)
so that that both matching criteria yield an identical
floating correlation function g(|x|) and wavevector de-
pendent surface tension σ(q). This means that, using
the same factor b(q) = κ/κq, we obtain a reconstructed
structure factor
S(z; q) = κ(κ+ κq)
κ2q q
2
e−κq|z| (82)
which is precisely Sex(z; q), the desired excess contribu-
tion to the structure factor given by (25). Obviously,
integration of (82) recovers the second term of Stot(q)
given by (26)
In Fig. 1, we plot σS(q) = σG(q), given by Eq. (74).
Although this function is clearly different from σcc(q), it
does decrease with increasing q.
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FIG. 1: Comparison of different wavevector dependent surface
tensions σ(q): the effective tension σeff(q) given by eq. (28)
as defined from the excess contribution to the total structure
factor (dotted line), σcc(q) given by eq. (54) as defined us-
ing the crossing criterion (dashed line), and the result from
the floating point definition of the interface σG(q), eq. (74),
(continuous line).
9VI. DISCUSSION
In this paper, we have discussed the structure of
the pair correlation function and the identification of a
wavevector dependent surface tension in a very simple
square-gradient DFT treatment of a liquid-vapour
interface. The DFT is far too simple to provide a
quantitatively accurate microscopic description of the
interfacial region. Its main drawback is the failure to
describe the first peak of the bulk structure factor which
requires a proper non-local treatment of short-ranged
correlations [1]. Nevertheless, because all quantities
can be determined analytically, this approach allows us
to test the physical meaning and robustness of ”σ(q)”
which has broader implications for theory, simulation
studies and experiments. On this matter there is both
good and bad news:
1) Good news: Within the DP approximation
(11), direct solution of the OZ equation shows that
the pair correlation function G(z, z; q), local structure
factor S(z; q) and total structure factor Stot(q) split
unambiguously into bulk and excess contributions. On
its own, this does not identify what σ(q) should be but
raises hope that it may be possible to derive an inter-
facial Hamiltonian H[`] which explains the wavevector
dependence of G and S.
2) Bad news: The form of the excess contributions
Gex and Sex cannot be accounted for using a crossing
criterion (cc) definition of the interface, since the cor-
relation function Gcc reconstructed from height-height
fluctuations mixes bulk and interfacial fluctuations.
Thus, while a σcc(q) can be defined, we do not believe
it has any physical meaning; i.e. it cannot be used to
compute physical observables.
3) Good news: It is possible to reconstruct the
correct excess contribution to G(z, z′; q) by introduc-
ing a new definition of the interface which allows
for correlations between points that float with the
interface. By allowing for such background structure
one can simultaneously distinguish the excess and bulk
contributions to the pair correlation function and to
the structure factor and thereby obtain a more mean-
ingful σ(q). The new wave-vector dependent surface
tension σG(q) is quite different from that obtained
using the crossing criterion σcc(q), as illustrated in
Fig 1. At small wave-vectors, one may compare the
expansions: σG(q) ≈ σ(1 − 34q2ξ2b + · · · ) whereas
σcc(q) ≈ σ(1− 14q2ξ2b + · · · ). The difference is even more
pronounced at higher wavevectors. We emphasize that
both criteria yield σ(q) that decrease with q. This is
in complete contrast to the standard approach which
yields σeff(q) increasing with q – see (28), (29) and Fig. 1.
4) Very bad news: Regardless of the definition of
the interface, it is not possible, as has been commonly
assumed, to extract σ(q) from the measured total struc-
ture factor Stot(q) =
∫ L
−L dzS(z, q). This is because the
q dependence arises from both the wavevector-dependent
surface tension σ(q) and the non-local relation between
interface and density fluctuations described by the func-
tion Λ˜(z, q). For example, using (74), the result from the
floating correlation function definition, the total struc-
ture factor (26) can be expressed as
Stot(q) = 2LSb(q) +
4m20
σG(q)q2
Sb(q)2
Sb(0)2
(83)
where 2L is the integration range (considered macro-
scopic) and Sb(q) = 1/(κ2 + q2) is the bulk structure
factor. Unless one knows a priori that there is a multi-
plicative term (Sb(q)/Sb(0))2 in the excess contribution,
it is impossible to extract σG(q). Note that the same
problem arises if one uses the simpler crossing criterion
definition of the interface in which case the multiplicative
factor in the excess part is (Sb(q)/Sb(0))3/2.
The last of our four summary points is perhaps the
most important since it has direct implications for
experimental and simulation studies that rely on the
total structure factor to access the wavevector dependent
tension. Of course, one may always define a wavevector-
dependent tension according to (27). This may appear
attractive since it is the total structure factor that is
most easily accessible experimentally. In addition, from
a theoretical perspective, such a definition does not
require us to worry about the meaning of the interface
position `(x) since, in principle, the structure factor can
be obtained directly from solving the OZ equation; this
is the route taken in (MF) DFT approaches. Thus, one
may sidestep entirely the derivation of an interfacial
Hamiltonian and the discussion of the meaning of `(x).
However, as demonstrated above, the resulting effective
tension σeff(q) is unrelated to that appearing in an
interfacial Hamiltonian. Therefore, one is not at liberty
to draw implications for the fluctuation properties of
an underlying interface. We believe these cautionary
remarks are not restricted to the present square-gradient
DP approximation.
We end our article with some further discussion be-
ginning by mentioning the inclusion of long-ranged inter-
molecular forces. The solution (18) of the OZ equation
is also valid in extensions of the LGW model which in-
clude higher order gradient terms and a long-ranged in-
termolecular potential w(|r− r′|); for example, the free-
energy functional
HLGW [m] =
∫
dr
{
1
2
(∇m)2 + κ
2
2
(|m| −m0)2
}
+
1
2
∫∫
dr dr′ m(r)w(|r− r′|)m(r′).
(84)
Note that the bulk free-energy density retains the DP
form. The only difference is that the bulk correlation
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function Gb(z; q) appearing in (18) is more complicated
and is obtained as the Fourier inverse w.r.t. q⊥ of
Sb(Q) =
1
κ2 +Q2 + w˜(Q)
(85)
where Q =
√
q2 + q2⊥ and w˜(Q) is the 3D Fourier trans-
form of w(r). Let us examine the consequences for the
structure of the correlation function in the bulk and near
the interface for systems with a Lennard-Jones-like at-
tractive tail
w(r) = −  a
6
LJ
(r2 + a2LJ)
3
(86)
where  is the interaction strength and aLJ is a short-
ranged cut-off. The 3D Fourier transform of this function
is given explicitly by
w˜(Q) = −  a3LJ
pi2
4
(1 + aLJQ) e
−aLJQ (87)
which has the small-vector expansion
w˜(Q) = −  a3LJ
pi2
4
(
1− 1
2
a2LJQ
2 +
1
3
a3LJQ
3 + · · ·
)
(88)
Crucially, this contains a term O(Q3), absent for
systems with strictly short-ranged forces, which feeds
directly into the denominator of Sb(Q). The con-
sequences of this are well known and mean that,
away from the bulk critical point, the pair correlation
function Gb(r) decays asymptotically with the same
algebraic power-law as the intermolecular potential
w(r); i.e. Gb(r) ≈ −(Sb(0))2ω(r), for r  ξb [31]. This
is in sharp contrast with the exponential Ornstein-
Zernike-like decay Gb(r) = e−κr/4pir, appropriate for
systems with strictly short-ranged forces, described
by (3). We emphasise that these are rather general
conclusions which are believed valid beyond the present
mean-field analysis. The long-ranged decay of the bulk
pair correlation function Gb(|r1 − r2|) ≈ |r1 − r2|−6
now has direct consequences for the properties of the
pair correlation function in the interfacial region, which
can be read immediately from (18). To see this, we
determine the properties of the 2D parallel Fourier
transform of the bulk pair correlation function or,
equivalently, of w(r). If the two particle positions have
different z coordinates, the zeroth moment must decay
as Gb(z; 0) ∼ |z|−4 when |z| → ∞, which controls the
spatial decay of the excess contribution to G(z, z′; q)
for small wave-vectors. It follows that (19) is entirely
in keeping with the Capillary-Wave result (2), since it
is known that the interfacial density profile decays to
the bulk algebraically as m(z) = ±m0 + O(|z|−3) for
systems with dispersion interactions [7, 32].
Now, suppose that both particles have the same z co-
ordinate and consider the 2D Fourier transform of the
intermolecular potential which is determined by the in-
tegral
∫ 2pi
0
dθ
∫∞
0
w(r) eiqr cos θrdr. Expanding in q, we see
that the zeroth and second moments of w(r) exist but
that the fourth does not because of the large distance
marginal singularity
∫ R
0
r4w(r)rdr ∝ lnR. In turn, this
means that the 2D Fourier transform of the bulk corre-
lation function Gb(0; q) has the moment expansion
Gb(0; q) = Gb0 +G
b
2 q
2 + γ q4 ln(q aLJ) + · · · (89)
where, by definition, Gb0 and G
b
2 are the zeroth and
second parallel moment of Gb(|r1 − r2|) with z1 = z2.
These moments depend on both the short and long-
ranged parts of the intermolecular interaction and are
well-behaved. The non-analytic next order term in (89)
arises directly from the Fourier transform of w(r) with
the log correction reflecting the marginal singularity
of the fourth moment integral. Thus, the coefficient γ
is proportional to , the strength of the intermolecular
potential.
It follows that the denominator in (19) has a small q
expansion proportional to q2
(
1 + (γ/Gb2)(q
2 ln q) + ...
)
which demonstrates the presence of: a) a Goldstone q−2
divergence of Gex as q → 0, and b) a non-analytic log-
arithmic correction arising from the long-ranged forces.
This non-analyticity agrees with the predictions for the
wave-vector dependent surface tension in systems with
dispersion forces by Mecke and Dietrich [12]. However,
we have not had recourse to define a wave-vector de-
pendent surface tension. Rather, we determine directly
the properties of the excess part of the pair correlation
function and structure factor. This suggests that the
non-analytic low wave-vector correction to the surface
tension is insensitive to the precise definition of the
interface since this is ”merely” the consequence of the
2D Fourier transform of the intermolecular potential.
In essence, if one accepts that long-ranged dispersion
interactions lead to an O(Q3) correction in the de-
nominator of the bulk structure factor then one must
also accept that there is an O(q2 ln q) correction to an
effective surface tension σeff(q) defined according to (27).
Indeed, a straightforward calculation using (19) and the
definition (27) yields a term (pia6LJm
2
0/8) q
2 ln(q aLJ) in
σeff(q). The coefficient of the non-analytic q
2 ln q term
is precisely the same as that given in Refs. [10, 12, 17];
recall that 2m0 = ρl−ρv for a fluid. It is also instructive
to return to the earlier Wertheim treatment of G(z, z′; q)
[3]. Following the derivation in Appendix 4 of Ref. [5],
one finds that the ’one eigenvalue’ ansatz of Wertheim
yields a σeff(q) with exactly the same coefficient of the
q2 ln q term as given above. One concludes that the
Mecke-Dietrich analysis of the total structure factor
Stot(q) [12] is equivalent to employing the Wertheim
’one eigenvalue’ ansatz. However, we suspect that the
same problems we exposed in our present treatment of
short-ranged forces, regarding the definition, interpreta-
tion and measurement of an effective σ(q), also arise for
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the case of long-ranged forces at higher wave-vectors.
It would be instructive to go beyond the present DP
approximation and consider the structure of pair correla-
tions, the structure factor and the derivation of an inter-
facial model in the standard ”m4” theory described by
the potential φ(m) = −tm2 + um4, where t ∝ Tc − T
is the deviation from the bulk critical temperature. In
this case, the wave-vector dependence of both G(z, z′; q)
and S(z; q) can be determined. Many years ago, Zittartz
provided an expression for G(r, r′) in MF [33]. How-
ever, he did not show how this could be divided into
bulk and excess contributions. Using methods different
from Zittartz, we find that the local structure factor can
be written as
S(z; q) = Sb(q) +
2m0m
′(z)
σq2
Sb(q)
Sb(0)
(90)
and appears to separate into bulk and excess contri-
butions similar to the much simpler DP model. This
result already tells us that the effective tension identified
from the total structure factor, in the manner of (27),
σeff(q) = σ(1 + q
2ξ2b ), is similar to that obtained using
the DP approximation and increases with q - see (28)
and (29). It may also be instructive to follow [23, 24]
and regard the DP model as the zeroth term in a
perturbative description of the LGW model. These
topics will be discussed in future work.
Acknowledgments
AOP acknowledges the support of the bank of San-
tander and UCIIIM for a Chair of Excellence and
the EPRSC, UK, for grant ”Creating macroscale ef-
fective interfaces encapsulating microstructural physics”
EP/J009636/1. CR acknowledges support from grants
FIS2010-22047-C05 (Ministerio de Educacio´n y Ciencia)
and MODELICO. RE acknowledges support from the
Leverhulme Trust under award EM/2011-080.
[1] R. Evans, in Liquids at interfaces, edited by J. Charvolin,
J. F. Joanny, and J. Zinn-Justin (Elsevier, 1990), p. 1.
[2] F. P. Buff, R. A. Lovett, and F. H. Stilinger, Phys. Rev.
Lett. 15, 621 (1965).
[3] M. S. Wertheim, J. Chem. Phys 65, 2377 (1976).
[4] J. D. Weeks, J. Chem. Phys 67, 3106 (1977).
[5] R. Evans, Adv. Phys. 28, 143 (1979).
[6] R. Evans, Mol. Phys. 42, 1169 (1981).
[7] J. S. Rowlinson and B. Widom, Molecular Theory of Cap-
illarity (Clarendon Press, 1982).
[8] V. Romero-Roch´ın, C. Varea, and A. Robledo, Phys.
Rev. A 44, 8417 (1991).
[9] E. M. Blokhuis and D. Bedeaux, Mol. Phys. 80, 705
(1993).
[10] M. Napio´rkowski and S. Dietrich, Phys. Rev. E 47, 1836
(1993).
[11] A. O. Parry and C. J. Boulter, J. Phys.: Condens. Matter
6, 7199 (1994).
[12] K. R. Mecke and S. Dietrich, Phys. Rev. E 59, 6766
(1999).
[13] E. M. Blokhuis, J. Groenewold, and D. Bedeaux, Mol.
Phys. 96, 397 (1999).
[14] C. Fradin, A. Braslau, D. Luzet, D. Smilgies, M. Alba,
N. Boudet, K. Mecke, and J. Daillant, Nature 403, 871
(2000).
[15] S. Mora, J. Daillant, K. Mecke, D. Luzet, A. Braslau,
M. Alba, and B. Struth, Phys. Rev. Lett. 90, 216101
(2003).
[16] E. M. Blokhuis, J. Kuipers, and R. L. C. Vink, Phys.
Rev. Lett. 101, 086101 (2008).
[17] E. M. Blokhuis, J. Chem. Phys 130, 014706 (2009).
[18] A. O. Parry, J. M. Romero-Enrique, N. R. Bernardino,
and C. Rasco´n, J. Phys.: Condens. Matter 20, 505102
(2008).
[19] F. Ho¨fling and S. Dietrich, (to be published) (????).
[20] P. Tarazona, R. Checa, and E. Chaco´n, Phys. Rev. Lett.
99, 196101 (2007).
[21] P. Tarazona, E. Chaco´n, and F. Bresme, J. Phys.: Con-
dens. Matter 24, 284123 (2012).
[22] A. O. Parry, J. M. Romero-Enrique, and A. Lazarides,
Phys. Rev. Lett. 93, 086104 (2004).
[23] A. O. Parry, C. Rasco´n, N. R. Bernardino, and J. M.
Romero-Enrique, J. Phys.: Condens. Matter 18, 6433
(2006).
[24] A. O. Parry, C. Rasco´n, N. R. Bernardino, and J. M.
Romero-Enrique, J. Phys.: Condens. Matter 19, 416105
(2007).
[25] A. O. Parry, C. Rasco´n, N. R. Bernardino, and J. M.
Romero-Enrique, Phys. Rev. Lett. 100, 136105 (2008).
[26] E. M. Ferna´ndez, E. Chaco´n, P. Tarazona, A. O. Parry,
and C. Rasco´n, Phys. Rev. Lett. 111, 096104 (2013).
[27] A. O. Parry, Ph.D. thesis, University of Bristol, U.K.
(1989).
[28] R. Evans, in Fundamentals of Inhomogeneous Fluids
(Dekker, New York, 1992), chap. 3.
[29] M. E. Fisher and A. J. Jin, Phys. Rev. B 44, 1430 (1991).
[30] A. J. Jin and M. E. Fisher, Phys. Rev. B 47, 7365 (1993).
[31] J. E. Enderby, T. Gaskell, and N. H. March, Proc. Phys.
Soc. 85, 217 (1965).
[32] B. Q. Lu, R. Evans, and M. M. Telo da Gama, Mol. Phys.
55, 1319 (1985), and references therein.
[33] J. Zittartz, Phys. Rev. 154, 529 (1967).
