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Abstract
An important concept in the theory of residuated lattices and other algebraic struc-
tures used for formal fuzzy logic, is that of a ﬁlter. Filters can be used, amongst
others, to deﬁne congruence relations. Speciﬁc kinds of ﬁlters include Boolean ﬁlters
and prime ﬁlters.
In this paper, we deﬁne several diﬀerent ﬁlters of residuated lattices and triangle
algebras and examine their mutual dependencies and connections. Triangle algebras
characterize interval-valued residuated lattices.
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1 Introduction and preliminaries
Filters are subsets of partially ordered sets that satisfy some deﬁning prop-
erties. The concept is also used in partially ordered algebraic structures with
more connectives (lattices, residuated lattices, MTL-algebras,. . . ), in partic-
ular in the algebraic semantics of formal fuzzy logics. Filters are of crucial
importance in the proof of the (chain) completeness of these logics. Filters
are also particularly interesting because they are closely related to congruence
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relations; with every ﬁlter we can associate a quotient algebra. If we want
such a quotient algebra to satisfy particular properties, we need to put extra
conditions on the ﬁlter. These conditions are often of the form “f(x1, . . . , xn)
must be an element of the ﬁlter for all x1, . . . , xn in the algebraic structure”.
In bounded partially ordered sets at most one ﬁlter can be a singleton, namely
{1}. Stating that this singleton is a speciﬁc kind of ﬁlter, is equivalent with
requiring the algebraic structure to fulﬁll a particular property. For example,
{1} is a prime ﬁlter of a residuated lattice if, and only if, that residuated lat-
tice is linear (i.e., totally ordered). In this way, we can translate connections
between properties on algebraic structures to connections between properties
of the ﬁlter {1}. Often these connections can be generalized to any ﬁlter (not
necessarily {1}). We will give several examples in Section 2.
Prime ﬁlters are also interesting because they can be used to prove that MTL-
algebras are subdirect products of linear residuated lattices.
In this paper 2 , a residuated lattice is deﬁned as a structure L = (L,⊓,⊔, ∗,⇒,
0, 1) in which ⊓,⊔, ∗ and⇒ are binary operators (called inﬁmum, supremum,
product and implication) on L satisfying:
• (L,⊓,⊔) is a bounded lattice with 0 as smallest and 1 as greatest element,
• ∗ is commutative and associative, with 1 as neutral element, and
• x ∗ y ≤ z iﬀ x ≤ (y ⇒ z) for all x, y and z in L (residuation principle).
The ordering ≤ and negation ¬ in a residuated lattice L = (L,⊓,⊔, ∗,⇒,0, 1)
are deﬁned as follows, for all x and y in L: x ≤ y iﬀ x⊓y = x (or equivalently,
iﬀ x ⊔ y = y; or, also equivalently, iﬀ x⇒ y = 1) and ¬x = x⇒ 0.
An element l of L is idempotent iﬀ l ∗ l = l, it is nilpotent iﬀ there exists an
integer n such that x ∗ x ∗ . . . ∗ x︸ ︷︷ ︸
n times
= 0.
Proposition 1 In a residuated lattice (L,⊓,⊔, ∗,⇒, 0, 1), ∗ is increasing in
both arguments, ⇒ only in the second. In the first argument, ⇒ is decreasing.
In particular, ¬ is a decreasing operator. Furthermore the following inequalities
and identities hold, for every x, y and z in L:
(1) x ∗ y ≤ x ⊓ y,
(2) ¬x ⊔ y ≤ x⇒ y,
(3) x ∗ ¬y ≤ ¬(x⇒ y),
(4) x ≤ y ⇒ (x ∗ y),
(5) x ∗ (x⇒ y) ≤ x ⊓ y (in particular: x ∗ ¬x = 0),
(6) x ⊔ y ≤ (x⇒ y)⇒ y (in particular: x ≤ ¬¬x),
2 In literature (e.g. in [12]), the name residuated lattice is sometimes used for more
general structures than what we call residuated lattices. In the most general termi-
nology, our structure would be called a bounded integral commutative residuated
lattice.
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(7) ¬¬¬x = ¬x,
(8) (x⇒ y) ∗ z ≤ x⇒ (y ∗ z),
(9) x⇒ (y ⊓ z) = (x⇒ y) ⊓ (x⇒ z),
(10) (x ⊔ y)⇒ z = (x⇒ z) ⊓ (y ⇒ z) (in particular: ¬(x ⊔ y) = ¬x ⊓ ¬y),
(11) (x ∗ y)⇒ z = x⇒ (y ⇒ z) (in particular: ¬(x ∗ y) = x⇒ ¬y),
(12) x ⇒ y is equal to the largest element z in L that satisfies x ∗ z ≤ y, so
we have x⇒ y = sup{z ∈ L | x ∗ z ≤ y} (in particular: 1⇒ y = y)
(13) x ∗ (y ⊔ z) = (x ∗ y) ⊔ (x ∗ z),
(14) (x⇒ y) ∗ (y ⇒ z) ≤ x⇒ z,
(15) x⇒ y ≤ (x ∗ z)⇒ (y ∗ z).
The proofs can be found in, e.g., [23].
Residuated lattices [2] form a variety and constitute the semantics of Ho¨hle’s
Monoidal Logic (ML) [12], which is the basis for the majority of formal
fuzzy logics, like Esteva and Godo’s Monoidal T-norm based Logic (MTL)
[5], Ha´jek’s Basic Logic (BL) [10],  Lukasiewicz Logic (LL) [18], Intuitionis-
tic Logic (IL) [11] and Go¨del Logic (GL) [3,8]. For other examples, a good
overview and more details, we refer to [6,9,10].
An MTL-algebra [5] is a prelinear residuated lattice, i.e., a residuated lattice
in which (x⇒ y)⊔ (y ⇒ x) = 1 for all x and y in L. Linear residuated lattices
are always prelinear. In linear residuated lattices, 1 is always ⊔-irreducible.
This means that for all x and y in L, x ⊔ y = 1 iﬀ x = 1 or y = 1 (or both).
A Heyting-algebra, or pseudo-Boolean algebra [22], is a residuated lattice in
which x ∗ x = x for all x in L, or, equivalently, in which x ∗ y = x ⊓ y for all
x and y in L.
A Boolean algebra [13] is a residuated lattice in which x ⊔ ¬x = 1 for all x in
L. It is always a Heyting-algebra and prelinear.
Definition 2 [10,12,15–17,21,24] A filter of a residuated lattice L = (L,⊓,⊔,
∗,⇒,0, 1) is a non-empty subset F of L satisfying
• for all x and y in L: if x ∈ F and x ≤ y, then y ∈ F ,
• for all x and y in F : x ∗ y ∈ F (i.e., F is closed under ∗).
A Boolean filter (BF) of L is a filter F satisfying
• for all x in L: x ⊔ ¬x ∈ F .
A prime filter (PF) of L is a filter F satisfying
• for all x and y in L: x⇒ y ∈ F or y ⇒ x ∈ F (or both).
A prime filter of the second kind (PF2) is a filter F satisfying
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• for all x and y in L: if x ⊔ y ∈ F , then x ∈ F or y ∈ F (or both).
A positive implicative filter of L is a subset F of L such that
• 1 ∈ F ,
• for all x, y and z in F : if (x∗y)⇒ z ∈ F and x⇒ y ∈ F , then x⇒ z ∈ F .
An alternative deﬁnition for a ﬁlter F (see e.g. [23]) of a residuated lattice
L = (L,⊓,⊔, ∗,⇒,0, 1) is the following:
• 1 ∈ F ,
• for all x and y in L: if x ∈ F and x⇒ y ∈ F , then y ∈ F .
An alternative deﬁnition for a Boolean ﬁlter F of a residuated lattice L =
(L,⊓,⊔, ∗,⇒,0, 1) is the following: F is a ﬁlter of L satisfying
• for all x, y and z in L: if (x∗¬z)⇒ y ∈ F and y ⇒ z ∈ F , then x⇒ z ∈ F .
This was proven in [17], where these ﬁlters were called implicative ﬁlters. It
was also shown in [17] that a Boolean ﬁlter is always a positive implicative
ﬁlter and that also the converse is true in residuated lattices with an involutive
negation ¬. A positive implicative ﬁlter of a residuated lattice is always a ﬁlter
of that residuated lattice. [17]
2 Filters of residuated lattices
2.1 Finite filters and finite prime filters of the second kind
If L = (L,⊓,⊔, ∗,⇒, 0, 1) is a residuated lattice and l ∈ L such that l ∗ l = l,
then it is not diﬃcult to see that Fl := {x ∈ L|l ≤ x} is a ﬁlter of L. In fact,
ﬁnite ﬁlters of residuated lattices are always of this form.
Proposition 3 Let L = (L,⊓,⊔, ∗,⇒, 0, 1) be a residuated lattice and F a
finite filter of L. Then F = Fl for some idempotent l in L.
PROOF. If F is a ﬁnite ﬁlter of L, then the product m of all its elements
(a ﬁnite number) must also be an element of F . So m ∗m ∈ F and therefore
m (as the product of all elements of F ) is smaller than or equal to m ∗ m
(because of Proposition 1(1)), which implies m ∗m = m. 2
Remark that this property does not hold for inﬁnite ﬁlters. For example, ]0, 1]
is a ﬁlter of ([0, 1],min,max,min,⇒min, 0, 1), but ]0, 1] is not of the form Fl
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for any l ∈ [0, 1].
Finite prime ﬁlters of the second kind of residuated lattices are always of the
form Fl, with l idempotent and ⊔-irreducible. Conversely, ﬁlters (even inﬁnite
ones) of this form will always be prime ﬁlters of the second kind.
Proposition 4 Let L = (L,⊓,⊔, ∗,⇒, 0, 1) be a residuated lattice. If l is an
idempotent and ⊔-irreducible element of L, then Fl is a prime filter of the
second kind of L.
PROOF. Suppose a⊔b ∈ Fl. Then l ≤ a⊔b and therefore, using Proposition
1(13), l = l ∗ l ≤ l ∗ (a ⊔ b) = (l ∗ a) ⊔ (l ∗ b) ≤ l. So l = (l ∗ a) ⊔ (l ∗ b), which
implies l = l ∗a or l = l ∗ b. So l ≤ a or l ≤ b, which means exactly that a ∈ Fl
or b ∈ Fl. 2
2.2 Boolean filters of the second kind and prime filters of the third kind
Some particular kinds of ﬁlters appear quite frequently in our investigation of
the connections between diﬀerent kinds of ﬁlters. Therefore we gave them a
name and introduce them in the next deﬁnition.
Definition 5 A Boolean filter of the second kind (BF2) of a residuated lattice
L = (L,⊓,⊔, ∗,⇒, 0, 1) is a filter of L satisfying
• for all x in L: x ∈ F or ¬x ∈ F (or both).
A prime filter of the third kind (PF3) of a residuated lattice L = (L,⊓,⊔, ∗,⇒,
0, 1) is a filter of L satisfying
• for all x and y in L: (x⇒ y) ⊔ (y ⇒ x) ∈ F .
It can easily be seen there is always a trivial example of each kind of ﬁlter
deﬁned before, namely L; and that every ﬁlter always contains the greatest
element 1.
Definition 6 Let S be a set and C be a subset of its powerset P (S).
We say C satisfies the intersection property iff C is closed under intersections.
We say C satisfies the monotonicity property iff C is closed under supersets,
i.e., iff S2 ∈ C whenever S1 ∈ C and S1 ⊆ S2 ⊆ S.
Straightforward to verify is that ﬁlters, prime ﬁlters of the third kind and
Boolean ﬁlters satisfy the intersection property. We will see later that it also
holds for positive implicative ﬁlters. For PF, PF2 and BF2 the intersection
property does not hold, as will be shown in some of the examples.
5
From the deﬁnitions it is also clear that ﬁlters, prime ﬁlters, prime ﬁlters of
the third kind, Boolean ﬁlters and Boolean ﬁlters of the second kind satisfy
the monotonicity property. In [17] it was shown that it also holds for positive
implicative ﬁlters. In Example 7 we will show that the monotonicity property
does not hold for prime ﬁlters of the second kind. 3 Remark that the mono-
tonicity property suggests a special role for the singleton {1}, which is always
a ﬁlter. Indeed, in order to show that all ﬁlters in a residuated lattice L are
PF (PF3, BF or BF2, resp.), it suﬃces to show that {1} is PF (PF3, BF or
BF2, resp.). Therefore we ﬁrst take a closer look at the ﬁlter {1}. The proofs
immediately follow from the deﬁnitions.
• It is a Boolean ﬁlter iﬀ L is a Boolean algebra. In this case, all ﬁlters are
Boolean ﬁlters.
• It is a Boolean ﬁlter of the second kind iﬀ L is the Boolean algebra with two
elements (or the trivial Boolean algebra with one element). In this case, all
ﬁlters are Boolean ﬁlters of the second kind.
• It is a prime ﬁlter iﬀ L is linearly ordered. In this case, all ﬁlters are prime
ﬁlters.
• It is a prime ﬁlter of the second kind iﬀ 1 is ⊔-irreducible in L. Remark that
in general, this does not imply that all ﬁlters are prime ﬁlters of the second
kind. A counterexample will be given in Example 7.
• It is a prime ﬁlter of the third kind iﬀ L is an MTL-algebra. In this case,
all ﬁlters are prime ﬁlters of the third kind.
• It is a positive implicative ﬁlter iﬀ 4 L is a Heyting-algebra. In this case, all
ﬁlters are positive implicative ﬁlters.
Now, before we further investigate the connections between the diﬀerent kinds
of ﬁlters, we ﬁrst give some easy but useful examples 5 .
2.3 Examples of filters of residuated lattices
Example 7 Three residuated lattices exist on the lattice in Figure 1 (5.1.20 in
[14]). If we consider the Heyting-algebra, the filters are {1}, {v, 1}, {a, v, 1},
{b, v, 1} and {0, a, b, v, 1}. Remark that {1} is PF2, but {v, 1} is not. So the
monotonicity property does not hold for PF2. Also note that {1} is not PF3, as
prelinearity does not hold: (a⇒ b)⊔ (b⇒ a) = b⊔ a = v. The filters {a, v, 1},
{b, v, 1} and {0, a, b, v, 1} are PF, PF2, PF3, BF and BF2. Note however that
3 Another reason why PF2 can be regarded as the odd one out amongst PF, PF2,
PF3, BF and BF2, is that the condition ‘if x ⊔ y ∈ F , then x ∈ F or y ∈ F ’ in its
deﬁnition only depends on the lattice structure, not on the product or implication.
4 This follows from the equivalence between (1) and (4) in Proposition 16.
5 The small examples can be found in [14]. This website contains all residuated
lattices (according to the most general deﬁnition) up to size 6.
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Fig. 1. Doubleton {v, 1} is a ﬁlter of the Heyting-algebra on this lattice, but not
a prime ﬁlter of the second kind. The singleton {1} is a prime ﬁlter of the second
kind, but not a prime ﬁlter.
0
1
a b
Fig. 2. A Boolean algebra in which 1 is not ⊔-irreducible.
their intersection {v, 1} is not PF, PF2 nor BF2. So the intersection property
does not hold for PF, PF2 and BF2.
Example 8 Only one residuated lattice exists on the lattice displayed in Fig-
ure 2 (4.1.5 in [14]). This is a Boolean algebra (isomorphic to the powerset
P({a, b}) endowed with intersection and union). So {1} is a Boolean filter.
But it is not a prime filter of the second kind. Similarly as in Example 7, the
filters {a, 1}, {b, 1} and {0, a, b, 1} are PF, PF2, PF3, BF and BF2, but their
intersection {1} is not PF, PF2 nor BF2.
Example 9 On a three-element chain (3.1.3 in [14])), there are two resid-
uated lattices. One in which the middle element is idempotent (a Heyting-
algebra) and one in which it is nilpotent. In both cases, {1} is a prime filter
but not a Boolean filter. Remark that there are three filters in the first case
and two in the second.
Example 10 Two residuated lattices exist on the lattice in Figure 3 (5.1.17
in [14]): a Heyting-algebra and one in which v ∗ v = 0. In both cases {1} is
PF3, but not PF, PF2, BF nor BF2.
Example 11 Seven different residuated lattices exist on the lattice in Figure
4. Exactly one of these is prelinear. In this MTL-algebra, the product ∗ is
defined as follows: x ∗ y = x ⊓ y if x = 1, y = 1 or n ≤ x ⊓ y; x ∗ y = a if
{x, y} = {a, c} or {x, y} = {m, c}; x ∗ y = b if {x, y} = {b, d} or {x, y} =
{m, d}; and x ∗ y = 0 otherwise.
One of the six non-prelinear residuated lattices is the Heyting-algebra. The
filter {1} is not a prime filter of the third kind of this residuated lattice. It is
not a prime filter of the second kind either.
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Fig. 3. The residuated lattices on this lattice are prelinear. But they are not Boolean
algebras, and 1 is not ⊔-irreducible.
0
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ba
Fig. 4. The Heyting-algebra is not prelinear, and 1 is not ⊔-irreducible.
Remark 12 Prelinearity can be seen as some kind of ‘approximation’ of lin-
earity (remind that prelinear residuated lattices are subdirect products of linear
residuated lattices [5]) and linearity is independent of the product and impli-
cation (in other words: if one residuated lattice on a lattice is linear, all resid-
uated lattices on that lattice will be linear). So one might expect that this holds
for prelinearity as well. Example 11 shows however that this is not the case,
because a prelinear as well as a non-prelinear residuated lattice can exist on the
same lattice. Note that for Boolean algebras, we do have such a property. If a
Boolean algebra exists on a specific lattice, all residuated lattices on that lattice
will be Boolean algebras. To be more precise, there will be only one residuated
lattice: the Boolean algebra. The proof of this property is very short. Indeed,
suppose (L,⊓,⊔,⊓,⇒⊓, 0, 1) is a Boolean algebra and (L,⊓,⊔, ∗,⇒∗, 0, 1) a
residuated lattice. Then, because of Proposition 1(1 and 5), for every x in L,
x ∗ (x ⇒⊓ 0) ≤ x ⊓ (x ⇒⊓ 0) = 0 and therefore x ⇒⊓ 0 ≤ x ⇒∗ 0. So
1 = x ⊔ (x⇒⊓ 0) ≤ x ⊔ (x⇒∗ 0).
Example 13 There exist thirteen different 6 residuated lattices on the lattice
in Figure 5 (6.1.75 in [14]). None of them is prelinear, so {1} is not PF3 in
any of them. One of them is determined by a∗a = b∗ b = u and a∗ b = 0. The
6 They are listed in [14] under 6.1.75, together with seven other structures that are
not commutative. Three of them are discussed in [6] as well.
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Fig. 5. In some of the residuated lattices on this lattice, all ﬁlters are PF2.
filters of this residuated lattice are {1} and {0, u, a, b, v, 1}. Both are prime
filters of the second kind.
These examples give us some negative results. The most important 7 for us
are:
• a ﬁlter can be PF2, but not PF3; (Example 7)
• a ﬁlter can be BF, but not PF2; (Example 8)
• a ﬁlter can be PF, but not BF. (Example 9)
Moreover, in each of these three cases, the residuated lattice can be chosen
in such a way that {1} can serve as the sought-after ﬁlter. For example, in
Example 9, {1} is a prime but not a Boolean ﬁlter.
Other negative results are:
• {1} being PF2 does not imply all ﬁlters being PF2; (Example 7)
• all ﬁlters being PF2 does not imply {1} being PF3. (Example 13)
Now we continue with the positive results.
2.4 Connections between the different kinds of filters of residuated lattices
It is easy to see that a prime ﬁlter is always a prime ﬁlter of the third kind,
and that a Boolean ﬁlter of the second kind is always a Boolean ﬁlter.
The prime ﬁlters of a residuated lattice L are exactly the ﬁlters of L that are
7 We call these negative results the most important because - together with the
positive results in the next subsection - they imply all negative results amongst the
connections between PF, PF2, PF3, BF and BF2. For example, PF3 cannot imply
PF because BF does not imply PF2 and as we will see, BF implies PF3 and PF
implies PF2.
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at the same time prime ﬁlters of the second kind and prime ﬁlters of the third
kind. This is a corollary of the following proposition.
Proposition 14 Let L = (L,⊓,⊔, ∗,⇒,0, 1) be a residuated lattice. Every
prime filter of L is also a prime filter of the second kind.
If L is an MTL-algebra, then every prime filter of the second kind of L is also
a prime filter.
PROOF. Suppose F is a prime ﬁlter of the residuated lattice L = (L,⊓,⊔, ∗,
⇒,0, 1), and a ⊔ b ∈ F . We know that F contains a ⇒ b or b ⇒ a (or both).
Without loss of generality, we assume a ⇒ b ∈ F . Then, using Proposition
1(13), (a∗ (a⇒ b))⊔ (b∗ (a⇒ b)) = (a⊔ b)∗ (a⇒ b) ∈ F . This implies b ∈ F ,
because (a ∗ (a⇒ b)) ⊔ (b ∗ (a⇒ b)) ≤ b (Proposition 1(5)).
Now suppose F is a prime ﬁlter of the second kind of the MTL-algebra L =
(L,⊓,⊔, ∗,⇒,0, 1), and a, b ∈ L. Because (a ⇒ b) ⊔ (b ⇒ a) = 1 ∈ F , either
a⇒ b or b⇒ a (or both) must be in F . 2
In residuated lattices that are not MTL-algebras, prime ﬁlters of the second
kind are in general not prime ﬁlters. As a counterexample we can take the
ﬁlter {1} in Example 7.
In fact, we have not been able to ﬁnd any non-prelinear residuated lattice in
which all prime ﬁlters of the second kind are prime ﬁlters. Such an example
(if it should exist) cannot be ﬁnite, due to the next proposition.
Proposition 15 Let L = (L,⊓,⊔, ∗,⇒,0, 1) be a residuated lattice in which
every prime filter of the second kind is also a prime filter. If L is finite or 1
is ⊔-irreducible in L, then L is prelinear.
PROOF. First note that L is linear if |L| ≤ 3, so we only need to consider
residuated lattices with 4 elements or more.
If 1 is ⊔-irreducible, then {1} is a prime ﬁlter of the second kind of L and by
assumption also a prime ﬁlter of L. This means that L is linear (and therefore
also prelinear). So in the rest of the proof we can assume L is ﬁnite.
Denote B := {x ∈ L|x < 1 and (∀y ∈ L)(if x < y then y = 1)}. In other
words, B is the subset of elements of L that are covered by 1. In the Hasse-
diagram of L, these are the elements that are connected directly with 1. Be-
cause L is ﬁnite, B is not empty. We consider two cases:
• |B| = 1. Say, B = {b}. Then for all x in L: x = 1 or x ≤ b. This implies
that 1 is ⊔-irreducible; and we already proved this case.
• |B| > 1. For any b ∈ B, we will construct a prime ﬁlter of the second kind
of L that does not contain b. By assumption this ﬁlter will be a prime ﬁlter
of L and thus also a prime ﬁlter of the third kind of L. So for any b ∈ B
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we obtain a prime ﬁlter of the third kind of L that does not contain b. The
intersection of these ﬁlters is also a prime ﬁlter of the third kind of L and
it does not contain any element of B. Thus this intersection must be {1}.
Saying that {1} is a prime ﬁlter of the third kind of L exactly means that
L is prelinear.
Take any b in B. Because B contains at least two elements, we can choose
a1 ∈ B such that b 6= a1. Note that b ⊔ a1 = 1. If a1 is idempotent and
⊔-irreducible, we are done. Because in this case {a1, 1} is a prime ﬁlter of
the second kind (Proposition 4). If this is not the case, we will show that
we can ﬁnd an element a2 in L such that a2 < a1 and b ⊔ a2 = 1. If a2 is
idempotent and ⊔-irreducible, we are done. If not, we can ﬁnd an element a3
such that a3 < a2 and b⊔a3 = 1. And so on. Because L is ﬁnite, this process
must stop at some point. This is only possible if we arrive at an element ak
which is idempotent and ⊔-irreducible, giving us the desired prime ﬁlter of
the second kind, namely {x ∈ L|ak ≤ x}.
What remains to prove is thus: if an ∈ L is such that b ⊔ an = 1 and
(an ∗ an < an or an = c ⊔ d with c 6= an 6= d), then there exists an element
an+1 in L such that an+1 < an and b ⊔ an+1 = 1. We have to consider two
cases:
(1) b ⊔ an = 1 and an ∗ an < an. Then we choose an+1 := an ∗ an. Indeed,
an+1 < an and (using Proposition 1(1 and 13)) 1 = b ⊔ an = b ⊔ (an ∗ (b ⊔
an)) = b ⊔ ((an ∗ b) ⊔ (an ∗ an)) = b ⊔ (an ∗ an) = b ⊔ an+1.
(2) b⊔an = 1 and an = c⊔d with c 6= an 6= d. Suppose b⊔ c = b and b⊔d = b.
Then b⊔ an = b⊔ (c⊔ d) = (b⊔ c)⊔ (b⊔ d) = b < 1, a contradiction. So at
least one of b⊔c and b⊔d must be strictly greater than b, and therefore (by
deﬁnition of B) equal to 1, say b ⊔ c = 1. Then we can choose an+1 := c.
2
It might be true that MTL-algebras (including all inﬁnite ones) are exactly
those residuated lattices in which prime ﬁlters and prime ﬁlters of the second
kind coincide, but this remains an open problem.
Because for any two elements x and y in a residuated lattice it holds that
x ≤ y ⇒ x and ¬x ≤ x⇒ y (Proposition 1(2)), it follows that every Boolean
ﬁlter of the second kind of a residuated lattice is also a prime ﬁlter of that
residuated lattice, and that every Boolean ﬁlter is also a prime ﬁlter of the
third kind.
Clearly a Boolean ﬁlter of the second kind is also any of the other kinds of
ﬁlters we deﬁned. Remark that any Boolean ﬁlter that is at the same time a
prime ﬁlter of the second kind, is automatically a Boolean ﬁlter of the second
kind.
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BF
Fig. 6. The six possibilities for a ﬁlter.
Considering all examples and all the above implications, we see that only six
diﬀerent situations can occur for a ﬁlter F of a residuated lattice L:
• F is a ﬁlter of L, but F is not PF, PF2, PF3, BF nor BF2;
• F is PF2, but not PF, PF3, BF nor BF2;
• F is PF3, but not PF, PF2, BF nor BF2;
• F is PF (and therefore also PF2 and PF3), but not BF nor BF2;
• F is BF (and therefore also PF3), but not PF, PF2 nor BF2;
• F is BF2 (and therefore also PF, PF2, PF3 and BF).
The ﬁlter {1} is an example of the ﬁrst ﬁve situations in Examples 11 (the
Heyting-algebra), 7, 10, 9 and 8, respectively. It is an example of the last
situation in the standard Boolean algebra with two elements.
The lattice in Figure 6 gives a schematic summary of these situations. If A ≤ B
in this lattice, this means “every ﬁlter which is B, is also A”. And if A⊔B = C
in this lattice, this means “every ﬁlter which is A as well as B, is also C”.
2.5 Positive implicative filters, pseudocomplementation filters and involution
filters
In this subsection, we give some alternative characterizations for positive im-
plicative ﬁlters and show the connection with the other kinds of ﬁlters.
Proposition 16 Let L = (L,⊓,⊔, ∗,⇒,0, 1) be a residuated lattice and F a
filter of L. Then the following statements are equivalent:
(1) F is a positive implicative filter,
(2) (x ⊓ (x⇒ y))⇒ y ∈ F for all x and y in L,
(3) (x ⊓ y)⇒ (x ∗ y) ∈ F for all x and y in L,
(4) x⇒ (x ∗ x) ∈ F for all x in L.
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PROOF.
• (1) ⇒ (2): Suppose F is a positive implicative ﬁlter of L. Take x and y
arbitrarily in L. Because ((x ⊓ (x ⇒ y)) ∗ x) ⇒ y = 1 ∈ F and (x ⊓ (x ⇒
y))⇒ x = 1 ∈ F (using Proposition 1(5)), we conclude from the deﬁnition
of a positive implicative ﬁlter that (x ⊓ (x⇒ y))⇒ y must be in F .
• (2)⇒ (3): For any x and y in L, (x⊓ (x⇒ (x ∗ y)))⇒ (x ∗ y) is an element
of F . Because y ≤ x⇒ (x ∗ y), (x⊓ y)⇒ (x ∗ y) is greater than or equal to
(x ⊓ (x⇒ (x ∗ y)))⇒ (x ∗ y) and therefore also an element of F .
• (3)⇒ (4): This follows immediately by taking x = y.
• (4) ⇒ (1): Choose any x, y and z in L such that (x ∗ y) ⇒ z ∈ F and
x ⇒ y ∈ F . Then (x ⇒ (x ∗ x)) ∗ (x ⇒ y) ∗ ((x ∗ y) ⇒ z) ∈ F . Because
(using Proposition 1(15 and 14)) (x⇒ (x ∗ x)) ∗ (x⇒ y) ∗ ((x ∗ y)⇒ z) ≤
(x⇒ (x ∗ x)) ∗ ((x ∗ x)⇒ (x ∗ y)) ∗ ((x ∗ y)⇒ z) ≤ x⇒ z, also x⇒ z ∈ F .
2
Taking F = {1} in Proposition 16 shows that Heyting-algebras are exactly
residuated lattices in which x ⊓ (x⇒ y) ≤ y for all x and y. Or, equivalently,
in which x ⊓ (x ⇒ y) = x ⊓ y for all x and y. This property might be called
generalized pseudocomplementation, as the special case x ⊓ ¬x = 0 is called
pseudocomplementation. Another immediate corollary of Proposition 16 is
that the intersection and monotonicity property hold for positive implicative
ﬁlters.
On one hand, Boolean ﬁlters (and therefore also Boolean ﬁlters of the second
kind) are always positive implicative ﬁlters. On the other hand, there are no
connections with the other kinds of ﬁlters we considered:
• a prime ﬁlter is not necessarily a positive implicative ﬁlter (take for example
{1} in the residuated lattice with nilpotent middle element in Example 9),
• a prime ﬁlter which is also a positive implicative ﬁlter is not necessarily a
Boolean ﬁlter (take for example {1} in the residuated lattice with idempo-
tent middle element in Example 9),
• a prime ﬁlter of the second kind which is also a positive implicative ﬁlter
is not necessarily a prime ﬁlter of the third kind (take for example {1} in
Example 7).
If we denote pos. impl. ﬁlter, pos. impl. ﬁlter + PF2, pos. impl. ﬁlter + PF3,
and pos. impl. ﬁlter + PF shortly by A, B, C and D, respectively, the sit-
uation can be graphically represented as the lattice in Figure 7. At the end
of Section 1 we already mentioned that Boolean ﬁlters and positive implica-
tive ﬁlters of a residuated lattice L = (L,⊓,⊔, ∗,⇒, 0, 1) coincide if L has
an involutive negation. This can be generalized a bit more. First note that
positive implicative ﬁlters are special cases of pseudocomplementation ﬁlters.
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Fig. 7. The ten possibilities for a ﬁlter if positive implicativeness is also considered.
Pseudocomplementation ﬁlters are ﬁlters containing ¬(x⊓¬x) for all 8 x in L.
If the negation ¬ is involutive, then ¬(x⊓¬x) = x⊔¬x and we can easily con-
clude that in this case Boolean ﬁlters coincide with pseudocomplementation
ﬁlters. Note however that this suﬃcient condition is not a necessary condi-
tion. Indeed, consider the linear residuated lattice with four elements 0, a, b,
1 determined by x ∗ x = 0 for all x diﬀerent from 1. This residuated lattice
does not have an involutive negation. Yet there is only one pseudocomple-
mentation ﬁlter (namely {0, a, b, 1}), which is obviously also a Boolean ﬁlter.
Also remark that not all pseudocomplementation ﬁlters are positive implica-
tive ﬁlters. Indeed, consider the linear residuated lattice with four elements
0, a, b, 1 (0 < a < b < 1) determined by a ∗ a = b ∗ b = a. Then {1}
is not a positive implicative ﬁlter ((b ⊓ (b ⇒ a)) ⇒ a = b 6= 1), although
¬(0 ⊓ ¬0) = ¬(a ⊓ ¬a) = ¬(b ⊓ ¬b) = ¬(1 ⊓ ¬1) = 1.
Finally we also introduce involution ﬁlters. An involution ﬁlter of a residuated
lattice L = (L,⊓,⊔, ∗,⇒,0, 1) is a ﬁlter of L that contains ¬¬x⇒ x for every
x in L. Involution ﬁlters obviously satisfy the intersection and monotonicity
property.
Proposition 17 Let L = (L,⊓,⊔, ∗,⇒,0, 1) be a residuated lattice and F a
filter of L.
• If F is a Boolean filter of L, then F is an involution filter of L.
8 Note that a ﬁlter F of a residuated lattice L = (L,⊓,⊔, ∗,⇒,0, 1) is a pseudo-
complementation ﬁlter of L iﬀ F contains ¬(x⊓¬x) for all x in ¬L, or, equivalently,
iﬀ F contains ¬(¬x ⊓ ¬¬x) for all x in L, because ¬(¬x ⊓ ¬¬x) ≤ ¬(x ⊓ ¬x). Also
note that pseudocomplementation ﬁlters enjoy the intersection and monotonicity
property.
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• If F is a pseudocomplementation filter of L and at the same time an invo-
lution filter of L, then F is a Boolean filter of L.
PROOF.
• Immediately, because x ⊔ ¬x ≤ ¬¬x⇒ x for all x in L.
• Choose any x in L. We know that ¬¬(x ⊔ ¬x) ⇒ (x ⊔ ¬x) ∈ F . Because
(using Proposition 1(10)) ¬¬(x ⊔ ¬x) = ¬(¬x ⊓ ¬¬x) = ((¬x) ⊓ (¬x) ⇒
0)⇒ 0 ∈ F , x ⊔ ¬x ∈ F .
2
2.6 Congruence relations and quotient algebras
Given a ﬁlter F of a residuated lattice L = (L,⊓,⊔, ∗,⇒,0, 1), we can deﬁne
the relation ∼F as follows: for all x and y in L, x ∼F y iﬀ x ⇒ y ∈ F and
y ⇒ x ∈ F . This relation is a congruence on L.
The congruence relations ∼{1} and ∼L are trivial: for all x and y in L, x ∼{1} y
iﬀ x = y; and x ∼L y always holds.
Based on the simple fact that x ∈ F iﬀ [x]F = [1]F , we immediately obtain
the following properties, for every residuated lattice L = (L,⊓,⊔, ∗,⇒,0, 1)
and ﬁlter F of L.
• The quotient algebra L∼F is linear iﬀ F is a prime ﬁlter of L.
• [1]F is ⊔F -irreducible in the quotient algebra L∼F iﬀ F is a prime ﬁlter of
the second kind of L.
• The quotient algebra L∼F is prelinear iﬀ F is a prime ﬁlter of the third kind
of L.
• The quotient algebra L∼F is a Boolean algebra iﬀ F is a Boolean ﬁlter of
L.
• The quotient algebra L∼F is a Boolean algebra with one or two elements iﬀ
F is a Boolean ﬁlter of the second kind of L.
• The quotient algebra L∼F is a Heyting-algebra iﬀ F is a positive implicative
ﬁlter of L.
• The quotient algebra L∼F has an involutive negation iﬀ F is an involution
ﬁlter of L.
3 Interval-valued residuated lattices and triangle algebras
Definition 18 Given a lattice L = (L,⊓,⊔), its triangularization T(L) is the
structure T(L) = (Int(L),
⊔
,
⊔
) deﬁned by
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• Int(L) = {[x1, x2] | (x1, x2) ∈ L
2 and x1 ≤ x2},
• [x1, x2]
⊔
[y1, y2] = [x1 ⊓ y1, x2 ⊓ y2],
• [x1, x2]
⊔
[y1, y2] = [x1 ⊔ y1, x2 ⊔ y2].
The set DL = {[x, x] | x ∈ L} is called the diagonal of T(L).
Definition 19 An interval-valued residuated lattice (IVRL) is a residuated
lattice (Int(L),
⊔
,
⊔
,⊙,⇒⊙, [0, 0], [1, 1]) on the triangularization T(L) of a
bounded lattice L, in which the diagonal DL is closed under ⊙ and ⇒⊙,
i.e., [x, x]⊙ [y, y] ∈ DL and [x, x]⇒⊙ [y, y] ∈ DL for all x, y in L.
In [26], we introduced the notion of triangle algebra, a structure that serves
as an equational representation for an interval-valued residuated lattice.
Definition 20 A triangle algebra is a structureA = (A,⊓,⊔, ∗,⇒, ν, µ, 0, u, 1),
in which (A,⊓,⊔, ∗,⇒, 0, 1) is a residuated lattice, ν and µ are unary operators
on A, u a constant, and satisfying the following conditions:
(T.1) νx ≤ x, (T.1′) x ≤ µx,
(T.2) νx ≤ ννx, (T.2′) µµx ≤ µx,
(T.3) ν(x ⊓ y) = νx ⊓ νy, (T.3′) µ(x ⊓ y) = µx ⊓ µy,
(T.4) ν(x ⊔ y) = νx ⊔ νy, (T.4′) µ(x ⊔ y) = µx ⊔ µy,
(T.5) νu = 0, (T.5′) µu = 1,
(T.6) νµx = µx, (T.6′) µνx = νx,
(T.7) ν(x⇒ y) ≤ νx⇒ νy,
(T.8) (νx⇔ νy) ∗ (µx⇔ µy) ≤ (x⇔ y),
(T.9) νx⇒ νy ≤ ν(νx⇒ νy).
In [26], we established a one-to-one correspondence between IVRLs and trian-
gle algebras. It is shown in Figure 8. The unary operators ν and µ correspond
with the projections pv and ph that map [x1, x2] to [x1, x1] and [x2, x2] respec-
tively. The constant u corresponds to [0, 1]. Theorem 21 gives this connection
in more detail:
Theorem 21 [26] There is a one-to-one correspondence between the class of
IVRLs and the class of triangle algebras. Every extended IVRL 9 is a triangle
9 An extended IVRL is simply an IVRL in which the two mentioned projections
are deﬁned and the constant [0, 1] is ﬁxed.
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1u
µx
x
νx
0
A
[0, 0]
[1, 1][0, 1]
χ(x) = [x1, x2]
[x1, x1] = pv([x1, x2])
[x2, x2] = ph([x1, x2])
χ
Triangle algebra
(A,⊓,⊔, ∗,⇒, ν, µ, 0, u, 1)
Isomorphic extended IVRL
(A′,⊓′,⊔′, ∗′,⇒′, pv, ph, [0, 0], [0, 1], [1, 1])
Fig. 8. The isomorphism χ from a triangle algebra to an IVRL.
algebra and conversely, every triangle algebra is isomorphic to an extended
IVRL.
The idea behind interval degrees is that they provide a way to express in-
complete as well as graded knowledge (see e.g. [1,4,7,19,20,25,26]). In fact,
interval-valued fuzzy sets are a special case of type-2 fuzzy sets, which were
introduced in [29].
Definition 22 [26] Let A = (A,⊓,⊔, ∗,⇒, ν, µ, 0, u, 1) be a triangle algebra.
An element x in A is called exact if νx = x. The set of exact elements of A
is denoted by E(A).
Using the isomorphism in Figure 8, the set of exact elements of a triangle
algebra corresponds to the diagonal of the isomorphic (extended) IVRL. In
this paper we will sometimes use the term ‘diagonal’ for triangle algebras as
well.
It was proven in [26] that E(A) is closed under all the deﬁned operations
on A. We denote the subalgebra (E(A),⊓,⊔, ∗,⇒, 0, 1) by E(A), which is a
residuated lattice.
For any x in a triangle algebra, it holds that x = νx ⊔ (µx ⊓ u) (see [27]).
Therefore, x is completely determined by νx and µx (which are elements of
E(A)): if νx = νy and µx = µy, then x = y.
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In [27] we proved that
Theorem 23 In a triangle algebra A = (A,⊓,⊔, ∗,⇒, ν, µ, 0, u, 1), the im-
plication ⇒ and the product ∗ are completely determined by their action on
E(A) and the value of µ(u ∗ u). More specifically:
• ν(x⇒ y) = (νx⇒ νy) ⊓ (µx⇒ µy),
• µ(x⇒ y) = (µx⇒ (µ(u ∗ u)⇒ µy)) ⊓ (νx⇒ µy),
• ν(x ∗ y) = νx ∗ νy,
• µ(x ∗ y) = (νx ∗ µy) ⊔ (µx ∗ νy) ⊔ (µx ∗ µy ∗ µ(u ∗ u)).
In [28], we introduced ﬁlters of triangle algebras. To clearly distinguish them
from ﬁlters of residuated lattices, we will call them IVRL-ﬁlters in this paper.
Definition 24 Let A = (A,⊓,⊔, ∗,⇒, ν, µ, 0, u, 1) be a triangle algebra. An
IVRL-filter (IF) of A is a non-empty subset F of A, satisfying:
(F.1) if x ∈ F , y ∈ A and x ≤ y, then y ∈ F ;
(F.2) if x, y ∈ F , then x ∗ y ∈ F ;
(F.3) if x ∈ F , then νx ∈ F .
For all x and y in A, we write x ∼F y iff x⇒ y and y ⇒ x are both in F .
Remark that, because of (F.1), (F.3) and (T.1), we have
(F.3’) x ∈ F iﬀ νx ∈ F .
Also remark that (F.2) and (F.3) can be replaced by “If x, y ∈ F , then ν(x ∗
y) ∈ F”.
It was proven in [28] that ∼F is always a congruence relation. Note that (F.3)
is a necessary condition for this statement. Indeed, if ∼F is a congruence
relation on a triangle algebra A = (A,⊓,⊔, ∗,⇒, ν, µ, 0, u, 1) and x ∈ F , then
x ∼F 1 and therefore νx ∼F ν1 = 1, which is equivalent with νx ∈ F .
4 Filters of triangle algebras and their mutual connections
There is an obvious connection between the notions ‘IVRL-ﬁlter of a triangle
algebra’ and ‘ﬁlter of a residuated lattice’, which is given in the next proposi-
tion.
Proposition 25 Let A = (A,⊓,⊔, ∗,⇒, ν, µ, 0, u, 1) be a triangle algebra,
E(A) = (E(A),⊓,⊔, ∗,⇒, 0, 1) be its subalgebra of exact elements and F ⊆ A.
Then F is a filter of the triangle algebra A iff (F.3’) holds and F ∩E(A) is a
filter of the residuated lattice E(A).
The proof is straightforward.
Proposition 25 suggests two diﬀerent ways to deﬁne speciﬁc kinds of IVRL-
ﬁlters of triangle algebras. The ﬁrst is to impose a property on a ﬁlter of
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the subalgabra of exact elements and extend this ﬁlter to the whole triangle
algebra, using (F.3’). We call these IVRL-extended ﬁlters. For example, an
IVRL-extended prime ﬁlter of the second kind (IPF2) of a triangle algebra
A = (A,⊓,⊔, ∗,⇒, ν, µ, 0, u, 1) is a subset F of A such that F ∩ E(A) is a
prime ﬁlter of the second kind of E(A) and x ∈ F iﬀ νx ∈ F ∩E(A). Similarly
we deﬁne IVRL-extended prime ﬁlters 10 (IPF), IVRL-extended prime ﬁlters
of the third kind (IPF3), IVRL-extended Boolean ﬁlters (IBF) and IVRL-
extended Boolean ﬁlters of the second kind (IBF2).
The second way is to impose a property on the whole IVRL-ﬁlter. For ex-
ample, a Boolean IVRL-ﬁlter (BIF) of a triangle algebra A = (A,⊓,⊔, ∗,⇒,
ν, µ, 0, u, 1) is an IVRL-ﬁlter F ofA such that F is a Boolean ﬁlter of (A,⊓,⊔, ∗,
⇒, 0, 1). Similarly, we deﬁne prime IVRL-ﬁlters (PIF), prime IVRL-ﬁlters
of the second kind (PIF2), prime IVRL-ﬁlters of the third kind (PIF3) and
Boolean IVRL-ﬁlters of the second kind (BIF2). However, we will show that
each of these is either trivial (the whole triangle algebra) or equivalent with
an IVRL-extended ﬁlter.
We start with some properties that follow immediately from the deﬁnitions,
Proposition 25 and the properties in the previous section.
Proposition 26 Let A = (A,⊓,⊔, ∗,⇒, ν, µ, 0, u, 1) be a triangle algebra and
F an IVRL-filter of A.
(1) A and {1} are IVRL-filters of A.
(2) A is IPF, IPF2, IPF3, IBF, IBF2, PIF, PIF2, PIF3, BIF and BIF2.
(3) If F is PIF, then F is IPF.
(4) If F is PIF2, then F is IPF2.
(5) If F is PIF3, then F is IPF3.
(6) If F is BIF, then F is IBF.
(7) If F is BIF2, then F is IBF2.
(8) The intersection property holds for IF, IPF3, IBF, PIF3 and BIF (but
not for IPF, IPF2 or IBF2).
(9) The monotonicity property holds for IF, IPF, IPF3, IBF, IBF2, PIF,
PIF3, BIF and BIF2 (but not for IPF2 or PIF2).
(10) The implications and equivalences from the previous section can be ‘trans-
lated’ to the two kinds of IVRL-filters. For example: F is IPF iff F is
IPF2 and IPF3, and F is PIF iff F is PIF2 and PIF3.
(11) The counterexamples from the previous section can be ‘translated’ to the
IVRL-extended filters. For example: F can be IBF without being IPF2.
10 In [28], we called these pseudo-prime ﬁlters. They were used to prove that triangle
algebras with a prelinear subalgebra of exact elements are subdirect products of
triangle algebras with a linear subalgebra of exact elements.
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Boolean IVRL-ﬁlters and Boolean IVRL-ﬁlters of the second kind are trivial.
This is a consequence of the following proposition.
Proposition 27 Let A = (A,⊓,⊔, ∗,⇒, ν, µ, 0, u, 1) be a triangle algebra and
F a Boolean IVRL-filter of A. Then F = A.
PROOF. Because u ⊔ ¬u must be in F and therefore also ν(u ⊔ ¬u) =
νu⊔ ν¬u = 0⊔¬µu = ¬1 = 0. That ν¬u = ¬µu is a consequence of Theorem
23. 2
In Proposition 26(4) we already saw that prime IVRL-ﬁlters of the second
kind are IVRL-extended prime ﬁlters of the second kind. Now we show the
converse holds as well.
Proposition 28 Let A = (A,⊓,⊔, ∗,⇒, ν, µ, 0, u, 1) be a triangle algebra and
F an IVRL-extended prime filter of the second kind of A. Then F is a prime
IVRL-filter of the second kind of A.
PROOF. Suppose x ⊔ y ∈ F . Then also νx ⊔ νy = ν(x ⊔ y) ∈ F . Because
νx and νy are exact elements and F is an IVRL-extended prime ﬁlter of the
second kind of A, νx or νy must be in F . This implies that F contains x or
y. We conclude F must be a prime IVRL-ﬁlter of the second kind of A. 2
Now we show that prime IVRL-ﬁlters of the third kind are the same as IVRL-
extended Boolean ﬁlters.
Proposition 29 Let A = (A,⊓,⊔, ∗,⇒, ν, µ, 0, u, 1) be a triangle algebra and
F a subset of A. Then the following two statements are equivalent:
• F is a prime IVRL-filter of the third kind of A,
• F is an IVRL-extended Boolean filter of A.
PROOF. Suppose F is a prime IVRL-ﬁlter of the third kind of A and choose
an arbitrary exact element νx. We want to show that νx ⊔ ¬νx ∈ F . Indeed,
we know (u⇒ νx) ⊔ (νx⇒ u) ∈ F and therefore also
νx ⊔ ¬νx = ((νu⇒ ννx) ⊓ (µu⇒ µνx)) ⊔ ((ννx⇒ νu) ⊓ (µνx⇒ µu))
= ν(u⇒ νx) ⊔ ν(νx⇒ u)
= ν((u⇒ νx) ⊔ (νx⇒ u)) ∈ F.
Conversely, suppose F is an IVRL-extended Boolean ﬁlter of A. Take any
two elements x and y in A. We have to show that (x ⇒ y) ⊔ (y ⇒ x) ∈ F .
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First note that F contains νx ⊔ ¬νx, µx ⊔ ¬µx, νy ⊔ ¬νy and µy ⊔ ¬µy, and
therefore also S := (νx⊔¬νx)∗(µx⊔¬µx)∗(νy⊔¬νy)∗(µy⊔¬µy). Using the
properties a ∗ (b⊔ c) = (a ∗ b)⊔ (a ∗ c) and d ∗ e ≤ d⊓ e, we can easily see that
S ≤ νx⊔¬µx⊔ νy⊔¬µy⊔ (¬νx⊓µx⊓¬νy⊓µy). Indeed, S is the supremum
of all elements of the form f ∗ g ∗ h ∗ i, with f ∈ {νx,¬νx}, g ∈ {µx,¬µx},
h ∈ {νy,¬νy} and i ∈ {µy,¬µy}. Apart from ¬νx ∗ µx ∗ ¬νy ∗ µy, any of
these elements is smaller than or equal to νx ⊔ ¬µx ⊔ νy ⊔ ¬µy.
So, using ¬x ⊔ y ≤ x⇒ y, and νy = νy ⊔ (νy ⊓ a) = (νy ⊓ µy) ⊔ (νy ⊓ a), for
all x, y and a in A, we ﬁnd
S ≤ ¬µx ⊔ (¬νx ⊓ µy) ⊔ νy ⊔ ¬µy ⊔ (¬νy ⊓ µx) ⊔ νx
= (¬νx ⊓ ¬µx) ⊔ (¬νx ⊓ µy) ⊔ (νy ⊓ ¬µx) ⊔ (νy ⊓ µy)⊔
(¬νy ⊓ ¬µy) ⊔ (¬νy ⊓ µx) ⊔ (νx ⊓ ¬µy) ⊔ (νx ⊓ µx)
≤
(
(¬νx ⊔ νy) ⊓ (¬µx ⊔ µy)
)
⊔
(
(¬νy ⊔ νx) ⊓ (¬µy ⊔ µx)
)
≤ ((νx⇒ νy) ⊓ (µx⇒ µy)) ⊔ ((νy ⇒ νx) ⊓ (µy ⇒ µx))
= ν((x⇒ y) ⊔ (y ⇒ x))
≤ (x⇒ y) ⊔ (y ⇒ x),
which implies (x⇒ y) ⊔ (y ⇒ x) ∈ F . 2
Remark that Proposition 29 generalizes a result from [28] (Proposition 18),
namely that a triangle algebra is prelinear iﬀ its subalgebra of exact elements
is a Boolean algebra. Indeed, this is exactly Proposition 29 applied to F = {1}.
Corollary 30 Let A = (A,⊓,⊔, ∗,⇒, ν, µ, 0, u, 1) be a triangle algebra and F
a subset of A. Then the following two statements are equivalent:
• F is a prime IVRL-filter of A,
• F is an IVRL-extended Boolean filter of the second kind of A.
PROOF. Remark that F is a prime IVRL-ﬁlter of A iﬀ F is a prime IVRL-
ﬁlter of the second kind of A and a prime IVRL-ﬁlter of the third kind of A.
Then note that F is an IVRL-extended Boolean ﬁlter of the second kind of
A iﬀ F is an IVRL-extended prime ﬁlter of the second kind of A and F an
IVRL-extended Boolean ﬁlter of A.
Therefore the result follows immediately from Propositions 28 and 29. 2
Choosing F = {1} gives: a triangle algebra is linear iﬀ its subalgebra of exact
elements has one or two elements.
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BIF/BIF2
IF
IBF2/PIF
IPF2/PIF2
IPF
IPF3
IBF/PIF3
Fig. 9. The seven possibilities for an IVRL-ﬁlter.
Similarly as for ﬁlters of residuated lattices, we can summarize the diﬀerent
possibilities for an IVRL-ﬁlter F of a triangle algebra A = (A,⊓,⊔, ∗,⇒,
ν, µ, 0, u, 1):
• F is an IVRL-ﬁlter of A, but F is not IPF, PIF, IPF2, PIF2, IPF3, PIF3,
IBF, BIF, IBF2 nor BIF2;
• F is IPF2 (equivalently, PIF2), but not IPF, PIF, IPF3, PIF3, IBF, BIF,
IBF2 nor BIF2;
• F is IPF3, but not IPF, PIF, IPF2, PIF2, PIF3, IBF, BIF, IBF2 nor BIF2;
• F is IPF (and therefore also IPF2/PIF2 and IPF3), but not PIF, PIF3,
IBF, BIF, IBF2 nor BIF2;
• F is IBF (equivalently, PIF3) (and therefore also IPF3), but not IPF, PIF,
IPF2, PIF2, IBF2, BIF nor BIF2;
• F is IBF2 (equivalently, PIF) (and therefore also IPF, IPF2, PIF2, IPF3,
PIF3 and IBF), but not BIF nor BIF2;
• F = A, in this trivial case, F is IPF, PIF, IPF2, PIF2, IPF3, PIF3, IBF,
BIF, IBF2 and BIF2.
The lattice in Figure 9 gives a schematic summary of these situations. Re-
mark that the IVRL-extended ﬁlters suﬃce to cover all six non-trivial cases.
Therefore the scheme looks the same as for residuated lattices.
Remark 31 Because of Theorem 23 a triangle algebra A = (A,⊓,⊔, ∗,⇒
, ν, µ, 0, u, 1) is completely determined by the value µ(u ∗ u) and its subalgebra
E(A) of exact elements. It is quite remarkable that for the filters shown in
Figure 9, the value µ(u ∗ u) is not important. For example, if F is a prime
filter of a triangle algebra A with E(A) = L, then F is also a prime filter of
every triangle algebra with L as subalgebra of exact elements.
For other kinds of filters this does not necessarily hold. We will show this
for positive implicative IVRL-filters, pseudocomplementation IVRL-filters and
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involution IVRL-filters. In the proofs we will use the residuation principle, the
monotonicity of the operations and Theorem 23 without always mentioning it.
The same goes for easy properties such as νx ≤ x ≤ µx, x⇒ y = 1 iff x ≤ y,
1⇒ x = x,. . .
Proposition 32 Let A = (A,⊓,⊔, ∗,⇒, ν, µ, 0, u, 1) be a triangle algebra and
F ⊆ A. Then F is a positive implicative IVRL-filter of A iff F is an IVRL-
extended positive implicative filter of A and µ(u ∗ u) ∈ F .
PROOF. First remark that an IVRL-ﬁlter F of a triangle algebra A =
(A,⊓,⊔, ∗,⇒, ν, µ, 0, u, 1) is a positive implicative IVRL-ﬁlter iﬀ it contains
ν(x⇒ (x ∗ x)) = (νx⇒ (νx ∗ νx))⊓ (µx⇒ ((µx ∗ νx)⊔ (µx ∗ µx ∗ µ(u ∗ u))))
for all x in A. Taking x = u, we see that µ(u ∗ u) must be in F . Obviously F
must also be an IVRL-extended positive implicative ﬁlter of A.
These two conditions are also suﬃcient, as they imply νx ⇒ (νx ∗ νx) ∈ F ,
µx⇒ (µx∗µx) ∈ F and µ(u∗u) ∈ F , such that also ν(x⇒ (x∗x)) ∈ F because
(using Proposition 1(8 and 1)) (νx⇒ (νx∗νx))∗(µx⇒ (µx∗µx))∗µ(u∗u) ≤
(νx⇒ (νx ∗ νx)) ∗ (µx⇒ ((µx ∗ µx) ∗ µ(u ∗ u))) ≤ ν(x⇒ (x ∗ x)). 2
Proposition 33 Let A = (A,⊓,⊔, ∗,⇒, ν, µ, 0, u, 1) be a triangle algebra and
F ⊆ A. Then F is a pseudocomplementation IVRL-filter of A iff F is an
IVRL-extended pseudocomplementation filter of A and ¬¬µ(u ∗ u) ∈ F .
PROOF. An IVRL-ﬁlter F of a triangle algebra A = (A,⊓,⊔, ∗,⇒, ν, µ, 0, u,
1) is a pseudocomplementation IVRL-ﬁlter iﬀ it contains ν(¬(x ⊓ ¬x)) =
¬(νx ⊓ ¬µx) ⊓ ¬(µx ⊓ ¬(µx ∗ µ(u ∗ u)) ⊓ ¬νx) for all x in A. Taking x = u,
we see that ¬¬µ(u ∗ u) must be in F . Obviously F must also be an IVRL-
extended pseudocomplementation ﬁlter of A.
These two conditions are also suﬃcient. To see this, choose any x in A, denote
µx⊓¬(µx ∗µ(u ∗ u)) by X and remark that (using Proposition 1(11, 7, 2 and
9))
X = µx ⊓ ¬(µx ∗ µ(u ∗ u))
= µx ⊓ (µx⇒ ¬µ(u ∗ u))
= µx ⊓ (µx⇒ ¬¬¬µ(u ∗ u))
= µx ⊓ ¬(µx ∗ ¬¬µ(u ∗ u))
= µx ⊓ (¬¬µ(u ∗ u)⇒ ¬µx)
≤ (¬¬µ(u ∗ u)⇒ µx) ⊓ (¬¬µ(u ∗ u)⇒ ¬µx)
= ¬¬µ(u ∗ u)⇒ (µx ⊓ ¬µx).
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This implies (using Proposition 1(5))
¬¬µ(u ∗ u) ∗X ∗ ¬(µx ⊓ ¬µx)
≤ ¬¬µ(u ∗ u) ∗ (¬¬µ(u ∗ u)⇒ (µx ⊓ ¬µx)) ∗ ¬(µx ⊓ ¬µx)
≤ (µx ⊓ ¬µx) ∗ ¬(µx ⊓ ¬µx)
= 0.
Therefore, ¬¬µ(u∗u)∗¬(µx⊓¬µx) ≤ ¬X, so ¬X must be in F . This concludes
the proof because ¬(µx ⊓ ¬µx) ⊓ ¬X ≤ ν(¬(x ⊓ ¬x)). 2
Proposition 34 Let A = (A,⊓,⊔, ∗,⇒, ν, µ, 0, u, 1) be a triangle algebra and
F ⊆ A. Then F is an involution IVRL-filter of A iff F is an IVRL-extended
involution filter of A and ¬µ(u ∗ u) ∈ F .
PROOF. Remark that an IVRL-ﬁlter F of a triangle algebra A = (A,⊓,⊔, ∗,
⇒, ν, µ, 0, u, 1) is an involution IVRL-ﬁlter iﬀ it contains
ν(¬¬x⇒ x) = (¬(¬(µx ∗ µ(u ∗ u)) ⊓ ¬νx)⇒ νx)
⊓ ((¬((¬(µx ∗ µ(u ∗ u)) ⊓ ¬νx) ∗ µ(u ∗ u)) ⊓ ¬¬µx)⇒ µx)
for all x in A. Taking x = u, we see that ¬¬¬µ(u ∗ u) = ¬µ(u ∗ u) must be in
F . Obviously F must also be an IVRL-extended involution ﬁlter of A.
These two conditions are also suﬃcient. Indeed, as νx ≤ µx, it follows that
(¬((¬(µx ∗ µ(u ∗ u)) ⊓ ¬νx) ∗ µ(u ∗ u)) ⊓ ¬¬µx)⇒ µx
≥ (¬((¬(µx ∗ µ(u ∗ u)) ⊓ ¬µx) ∗ µ(u ∗ u)) ⊓ ¬¬µx)⇒ µx
= ¬¬µx⇒ µx ∈ F.
Furthermore, using Proposition 1(3, 9 and 2), we ﬁnd
¬µ(u ∗ u) ∗ ¬(¬µ(u ∗ u) ⊓ ¬νx)
≤ ¬(¬µ(u ∗ u)⇒ (¬µ(u ∗ u) ⊓ ¬νx))
= ¬(¬µ(u ∗ u)⇒ ¬νx)
≤ ¬¬νx,
such that (using Proposition 1(5))
¬µ(u ∗ u) ∗ ¬(¬µ(u ∗ u) ⊓ ¬νx) ∗ (¬¬νx⇒ νx)
≤ ¬¬νx ∗ (¬¬νx⇒ νx)
≤ νx
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and therefore
¬(¬(µx ∗ µ(u ∗ u)) ⊓ ¬νx)⇒ νx
≥ ¬(¬(1 ∗ µ(u ∗ u)) ⊓ ¬νx)⇒ νx
≥ ¬µ(u ∗ u) ∗ (¬¬νx⇒ νx) ∈ F.
2
Remark that this result is a generalization of Corollary 16 in [27]. Indeed, we
obtain this property by choosing F = {1} in Proposition 34.
Example 35 An easy example to illustrate the importance of the value µ(u ∗
u) for positive implicative, pseudocomplementation and involution filters of
triangle algebras, is the following. Consider the two triangle algebras with three
elements. One of them is determined by u ∗ u = 0, the other by u ∗ u = u. In
both cases, the subalgebra of exact elements is a Boolean algebra (it has two
elements). Therefore {1} is IBF (but not BIF). In the first triangle algebra
(determined by µ(u ∗ u) = 0), {1} is an involution IVRL-filter, but not a
pseudocomplementation IVRL-filter (and therefore not a positive implicative
IVRL-filter). In the second triangle algebra (determined by µ(u ∗u) = 1), it is
the other way around: {1} is a positive implicative IVRL-filter (and therefore
also a pseudocomplementation IVRL-filter), but not an involution IVRL-filter.
5 Conclusion and future work
In this paper we introduced diﬀerent kinds of ﬁlters of residuated lattices,
such as prime ﬁlters of the third kind, Boolean ﬁlters of the second kind and
involution ﬁlters. We gave alternative deﬁnitions for positive implicative ﬁl-
ters. We gave several examples of and investigated the connections between
these diﬀerent kinds of ﬁlters. We also found a characterization of ﬁnite MTL-
algebras in terms of ﬁlters. Whether this characterization is also valid for
inﬁnite MTL-algebras is still an open problem. Then we showed that the def-
initions of the diﬀerent kinds of ﬁlters of residuated lattices can be extended
to triangle algebras in two diﬀerent ways. We examined the relationships be-
tween the obtained deﬁnitions. Some of these relationships are generalizations
of already known theorems. The investigation of other such generalizations
can be an interesting topic for further research.
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