A stabilization criterion for matrix pencils under bilinear transformation  by Kalogeropoulos, Grigoris I. et al.
Linear Algebra and its Applications 428 (2008) 2852–2862
Available online at www.sciencedirect.com
www.elsevier.com/locate/laa
A stabilization criterion for matrix pencils under
bilinear transformation
Grigoris I. Kalogeropoulos ∗, Athanasios D. Karageorgos,
Athanasios A. Pantelous
Department of Mathematics, University of Athens, GR-15784 Panepistimiopolis, Athens, Greece
Received 17 October 2007; accepted 11 January 2008
Available online 29 February 2008
Submitted by M. Tsatasomeros
Abstract
In the literature, the dual matrix pencils sF − G and F − sˆG are identified with the homogeneous pencil
sF − sˆG. In the present paper, for a given a homogeneous pencil which is unstable, in the sense that it has
roots in the closed right half-plane, a bilinear transformation is determined such that the new homogeneous
bilinear-equivalent matrix pencil is stable. The notion of bilinear equivalence is introduced and a stabilization
criterion of a homogeneous matrix pencil is finally derived.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction and preliminaries
The study of problems and structural properties of regular and extended state space theory may
be reduced to a study of linear differential (or difference) equations
F x˙(t) = Gx(t) (or Fxk+1 = Gxk),
where x ∈ Cn is the state vector, and F,G ∈ Cn×n are square matrices, with det F = 0. In those
cases, the matrix pencil theory becomes a key tool. Furthermore, to entirely cover the needs, the
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matrix pencil theory has to be general enough with a geometric, a dynamic, a topological, an
invariant and a computational dimension.
So the pencils sF − G and F − sˆG (s, sˆ ∈ C) can be defined by the homogeneous matrix
pencil sF − sˆG (or equivalently by a pair (F,−G)), since the existence of the important notion
of duality, the so-called elementary divisor type duality or integrator-differentiator type duality,
has already been demonstrated, see [3,4]. Thus, sF − G and F − sˆG are related by the special
type of bilinear transformation: s → 1
sˆ
, which clearly transforms the points 0,∞, a /= 0 of the
compactified complex plain (C ∪ {∞}) (or of the Riemann sphere) to the points ∞, 0, 1
a
, respec-
tively. Consequently, the duality notion between the two pencils stems from the nature of this
special bilinear transformation, see for further details [2].
Quite recently, in [7], it is shown how the linear system x˙(t) = Ax(t) can be dilated to a stable
system of larger size. In this paper, our core problem is analogous. Hence, through the view
of matrix pencil theory, a stabilization criterion for generalized linear systems described above
is proposed. Namely, for a given unstable homogeneous pencil matrix sF − sˆG, we determine
a bilinear transformation such that the new homogeneous, bilinear equivalent matrix pencil is
stable.
Now, we denote (F,G) ∈ Rm×n × Rm×n, and (s, sˆ) to be a pair of indeterminates. The poly-
nomial matrix sF − sˆG ∈ Rm×n[s, sˆ] is defined as the homogeneous matrix pencil of the pair
(F,G). Clearly, sF − sˆG is a matrix over the ring R[s, sˆ]. However, it may also be viewed as a
matrix over R(s)[sˆ] or R(sˆ)[s].
For convenience, we denote the set of ordered pairs of m × n-matrices
L  {L : L = (F,−G);F,G ∈ Rm×n},
and the set of ordered pairs of indeterminates   {θ : θ = (s, sˆ)}.
For every L = (F,−G) ∈L and θ = (s, sˆ) ∈ , the matrix [L] = [F −G] ∈ Rm×2n is
called a matrix representation of L and the homogeneous polynomial matrix
L
θˆ
 L(s, sˆ) = [F −G]
[
sIn
sˆIn
]
= sF − sˆG (1.1)
is referred as the θ -matrix pencil of L.
For the remainder it is also necessary to define the following sets
L
θˆ
 {L
θˆ
: for a fixed θ = (s, sˆ) ∈  and for every L = (F,−G) ∈L},
L()  {L
θˆ
: for every θ = (s, sˆ) ∈  and for every L = (F,−G) ∈L}.
In the followings, a type of equivalence is defined onL, or equivalently onL(). This equiva-
lence relation is generated by the action of an appropriate transformation group acting onL, or
equivalently onL(). Thus, we consider first the set
K  {k : k = (M,N);M ∈ Rm×m,N ∈ R2n×2n; det M, det N /= 0},
and a composition rule (∗) defined onK as follows:
∗ :K×K→K : for every k1 = (M1, N1) ∈K, and k2 = (M2, N2) ∈K, then
k1 ∗ k2  (M1, N1) ∗ (M2, N2) = (M1M2, N2N1). (1.2)
(It may be easily verified that (K, ∗) is a group with identity element (Im, I2n).)
The action ◦ ofK onL is defined by
◦ :K×L→L : for every k = (M,N) ∈K and L = (F,−G) ∈L, then
k ◦ L  k ◦ (F,−G) = L′ = (F ′,−G′) ∈L : [L′] = M[L]N (1.3)
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or equivalently, by
[F ′ −G′]  M[F −G]N. (1.4)
Thus the action defines an equivalence relation EK onL, and EK(L) denotes the equivalence
class or orbit of L ∈L underK.
The next section develops the basic notions, statements and the geometric approach to the
considered bilinear transformation. Section 3 provides the main results of this work. Thus, the
stabilisation criterion is derived.
2. The bilinear transformation
In this section, some basic notions, statements, as well as the geometric approach of the bilinear
transformation are presented. Consequently, an important subgroup of K and a corresponding
notion of equivalence onL or onL() are also defined.
(Bilinear equivalence): The subgroup (B, ∗) of (K, ∗), where
B 
{
b : b =
(
Im,
[
αIn βIn
γ In δIn
])
= (Im, Td),
d =
[
α β
γ δ
]
∈ R2×2; det d = αδ − βγ /= 0
} (2.1)
is called the bilinear equivalence group (BEG), see [5]. Every b ∈ B is generated by a projective
transformation d =
[
α β
γ δ
]
∈ R2×2, the matrix of which will be discussed later. The action ofB
onL is defined by
b ◦ L  b ◦ (F,−G) = L′ = (F ′,−G′) ∈ 	 : [L′] = Im[L]Td (2.2)
or equivalently, by
[F ′ −G′]  Im[F −G]
[
αIn βIn
γ In δIn
]
= [αF − γG βF − δG]. (2.3)
The equivalence relation EB defined by (2.2) and (2.3) onL is called the bilinear equivalence
(BE). Two pencils L1
θˆ
= sF1 − sˆG1 ∈Lθˆ , L2θˆ ′ = λF2 − λˆG2 ∈Lθˆ ′ , θ = (s, sˆ) ∈  and θ ′ =
(λ, λˆ) ∈  are said to be bilinearly equivalent, i.e. L1
θˆ
EHL
2
θˆ
, if and only if there exists a transfor-
mationd : (s, sˆ) → (λ, λˆ), thus ab ∈ Bgenerated byd, such that (F2,−G2) = b ◦ (F1,−G1).
ByEB(F,G) is denoted the BE class or orbit of Lθˆ = sF − sˆG or equivalently of L = (F,−G).(Note that the composition rule (∗) is not commutative onK.)
The action of b = (Im, Td) on Lθˆ = sF − sˆG may be interpreted as
b ◦ L(s, sˆ) = Im[F −G]
[
αIn βIn
γ In δIn
] [
λIn
λˆIn
]
= λ(αF − γG) − λˆ(−βF + δG) = λF ′ − λˆG′ = L′
θˆ ′ ,
(2.4)
which clearly expresses a change in the indeterminates from (s, sˆ) D→(λ, λˆ) by the bilinear trans-
formation
D :
[
s
sˆ
]
=
[
α β
γ δ
] [
λ
λˆ
]
, (2.5)
where α, β, γ, δ ∈ R and det d = αδ − βγ /= 0.
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It is worth noting that the bilinear transformation expresses a coordinate type transformation
in the indeterminates, but not in the pair (F,−G).
Furthermore, it is known, see for instance [6], that a n-dimensional projective domain over
the field F or the projective space Pn(F) is a set of entities (usually called points of the space)
that admits a certain class {R}, where (xo, x1, . . . , xn) in F. Now, ifR0 is any representation, the
whole class {R} consists all those representations that can be obtained from R0 by considering
the following nonsingular linear transformation
x′i =
n∑
j=0
aij xj for i = 0, 1, . . . , n.
Note that the representation R of Pn(F) is connected with the group of nonsingular linear trans-
formations. This group is referred as the General Projective Group and is denoted by PGL(n; F).
In our case, n = 1 and F = C, the projective domain P1(C) is the projective straight line on
the compactified complex plain (C ∪ {∞}). The {R} is the class of all bilinear transformations
D : (s, sˆ) → (λ, λˆ) defined by
D : s = αλ + βλˆ, sˆ = γ λ + δλˆ; α, β, γ, δ ∈ C, αδ − βγ /= 0. (2.6)
The subgroups {RR} of {R}, with α, β, γ, δ ∈ R are of particular interest. The nature of homo-
geneous coordinates of points in a line and the geometric meaning of D is discussed next.
On a straight line of C ∪ {∞} (see Fig. 1), two fixed points A and B are employed as points of
references. The homogeneous coordinates of a general point P of the line, is a pair (s, sˆ) such that
s/sˆ = c · AP/PB, where c is a nonzero constant, and same for all points P . While AP,PB are
directed line segments such that AP = −PA and PB = −BP . Note also that it can be assumed
that sˆ = 0, if P ≡ B and s = 0, if P ≡ A.
Obviously, given the point P , the ratio s/sˆ can be derived. Conversely, given the ratio AP/PB,
and taking into consideration the expression AP + PB = AB, the AP is determined and the point
P is located.
Now, assume that we wish to express the value of indeterminates s and sˆ in the terms of
coordinates λ and λˆ, which are referred to the new fixed points A′, B ′ (see Fig. 2). By definition,
there is a new constant c˜ such that λ/λˆ = c˜ · A′P/PB ′. Since A′P + PB ′ = A′B ′, the A′P is
replaced by A′B ′ − PB ′ and consequently, we take
A B P
Fig. 1. The directed line segments AP,PB.
A 'A B 'B P
Fig. 2. The new directed line segments, A′P ,PB ′ and their relation with the previous.
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PB ′ = c˜λˆ · A′B ′/(λ + c˜λˆ). (2.7)
Now, let A has the coordinates λ′ and λˆ′ referred to points A′, B ′, then
PA = PB ′ − AB ′ = c˜(λˆλ
′ − λλˆ′)
(λ + c˜λˆ)(λ′ + c˜λˆ′) · A
′B ′. (2.8)
Similarly, if B has the coordinates λ′′ and λˆ′′ referred to points A′, B ′, then
PB = c˜(λˆλ
′′ − λλˆ′′)
(λ + c˜λˆ)(λ′′ + c˜λˆ′′) · A
′B ′. (2.9)
Hence, by dividing (2.8) with (2.9), it is derived
s
sˆ
= AP
PB
= r
q
λˆλ′ − λλˆ′
λˆλ
′′ − λλˆ′′ , where
r
q
= −c(λ
′′ + c˜λ′′)
λ′ + c˜λ′ . (2.10)
Thus, for the above expression (2.10), we obtain
s = −rλˆ′λ + rλ′λˆ and sˆ = −qλˆ′′λ + qλ′′ λˆ. (2.11)
Now, since the location of A and B with reference to A′ and B ′ is at our choice, as also the constant
c; the values of rλˆ′ − rλ′, qλˆ′′ and −qλˆ′′ can also be chosen. However, there is a restriction A /= B,
hence λˆ′λ′′ /= λˆ′′λ′. Thus, a change of reference points and constant multiplier c gives rise to the
following linear transformation:
D : s = αλ + βλˆ, sˆ = γ λ + δλˆ; αδ − βγ /= 0. (2.12)
This is clearly a coordinate transformation on the straight line. Conversely, every transformation
D can be interpreted as the formulae for a change of reference points and constant multiplier.
The general projective group on the projective straight line C ∪ {∞} will be denoted by
PGL(1,C); it is made up from the coordinate transformations D with α, β, γ, δ ∈ C and αδ −
βγ /= 0.
3. Main results
An essential part in this paper is the use of invariants of homogeneous binary polynomials,
f (s, sˆ), under the Projective–Equivalence transformations.
Thus, the understanding of the above is greatly simplified by the introduction of appropriate
notations and definitions, see [1,2].
Let f (s, sˆ) ∈ Rr{} be the homogeneous invariant polynomial of sF − sˆG of order r . This
polynomial f (s, sˆ) is said to be stable if the polynomials f (s, 1) and f (1, sˆ) have no roots in the
closed right half-plane. A matrix pencil L
θˆ
= sF − sˆG is called stable if the setF(F,G), which
is the set of homogeneous invariant polynomials of L
θˆ
, is stable.
Now, let PGL(1,C/R) be the following set
PGL(1,C/R) 
{
D :
[
s
sˆ
]
=
[
α β
γ δ
] [
λ
λˆ
]
; α, β, γ, δ ∈ R, det D /= 0
}
,
which is the subset of B containing all real transformations.
The R-general Projective group, PGL(1,C/R), on the Projective straight line of C ∪ {∞}
plays a crucial role in what follows.
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Remark 3.1. Let f (s, sˆ) ∈ Rr{} and letM(f ) be the set of elementary divisors (e.d.) of f (s, sˆ)
over R, that is
M(f ) = {(ais − bi sˆ)ki , (rj s2 + pj ssˆ + qj sˆ2)τj ; i ∈ μ∼, j ∈ ν∼; ki, kj ∈ Z}. (3.1)
The polynomial f (s, sˆ) is stable if and only if aibi < 0 for every i ∈ μ∼ and rj , pj , qj > 0 for
everyj ∈ ν∼. Moreover, a stable polynomial f (s, sˆ) has no e.d. of the type s
p
, sˆq and all the finite
nonzero roots are in the open left half-plane.
The main purpose is to determine whether there exists L˜θ˜ = λF˜ − λˆG˜ ∈ EH−B(F˜ , G˜), such
that L˜θ˜ is stable.
In other words, there is need to find a bilinear transformation:
D :
[
s
sˆ
]
=
[
α β
γ δ
] [
λ
λˆ
]
,
such as D ◦ f (s, sˆ) = f (λ, λˆ) is stable.
Remark 3.2. Each homogeneous matrix pencil sF − sˆG ∈ Rm×n[s, sˆ] may have the following
elementary divisors (e.d.):
(i) g1(s, sˆ) = (ais − bi sˆ)ki ; i ∈ μ∼ and ki ∈ Z,
(ii) g2(s, sˆ) = (rj s2 + pj ssˆ + qj sˆ2)τj ; j ∈ ν∼; and kj ∈ Z,
where (i) and (ii) are irreducible over R binary polynomials,
(iii) h1(s, sˆ) = sp,
and
(iv) h2(s, sˆ) = sˆq .
Proposition 3.1. Suppose that the homogeneous matrix pencil sF − sˆG is unstable. If a bilinear
transformation : D :
[
s
sˆ
]
=
[
α β
γ δ
] [
λ
λˆ
]
satisfies:
(a) aibi(αδ + βγ ) < b2i γ δ + a2ι αβ, for every i ∈ μ∼ (3.2)
(b) αβ > 0 (3.3)
(c) γ δ > 0 (3.4)
(d) α2rj + αγpj + γ 2qj > 0, for every j ∈ ν∼ (3.5)
2αβrj + (αδ + βγ )pj + 2γ δqj > 0, for every j ∈ ν∼ (3.6)
β2rj + βδpj + δ2qj > 0, for every j ∈ ν∼ (3.7)
then D ◦ f (s, sˆ) = f (λ, λˆ) is stable.
Proof. According to Remark 3.2, the homogeneous matrix pencil sF − sˆG may have elementary
divisors of types (i)–(iv). We consider these divisors separately.
(a) The coefficients of g1(λ, λˆ) = (a˜iλ − b˜i λˆ)ki , i ∈ μ∼ and ki ∈ Z are defined by
[a˜i −b˜i] = [ai −bi]
[
α β
γ δ
]
= [aiα − biγ aiβ − biδ].
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According to Remark 3.1, g1(λ, λˆ) is stable if and only if a˜i b˜i < 0 for every i ∈ μ∼, and thus,
(aiα−biγ )(biδ−aiβ) < 0 ⇔ aibi(αδ + βγ ) < b2i γ δ + a2ι αβ. Consequently, g1(λ, λˆ) is stable
if and only if the (3.2) holds.
(b) The coefficients of h1(λ, λˆ) = (a˜iλ − b˜i λˆ)p are defined by
[a˜i −b˜i] = [1 0]
[
α β
γ δ
]
= [α β].
Also according to Remark 3.1, it is derived that α(−β) < 0 ⇔ αβ > 0. Consequently, h1(λ, λˆ)
is stable if and only if the (3.3) holds.
(c) The coefficients of h2(λ, λˆ) = (a˜iλ − b˜i λˆ)q are defined by
[a˜i −b˜i] = [0 1]
[
α β
γ δ
]
= [γ δ].
Also according to Remark 3.1, it is derived that γ (−δ) < 0 ⇔ γ δ > 0. Consequently, h2(λ, λˆ)
is stable if and only if the (3.4) holds.
(d) The coefficients of g2(λ, λˆ) = (r˜j λ2 + p˜j λλˆ + q˜j λˆ2)τj j ∈ ν∼; and kj ∈ Z are defined by
[r˜j p˜j q˜j ] = [rj pj qj ]
⎡⎣α2 2αβ β2αγ αδ + βγ βδ
γ 2 2γ δ δ2
⎤⎦
= [α2rj +αγpj +γ 2qj2αβrj +(αδ+βγ )pj +2γ δqjβ2rj +βδpj +δ2qj ].
According to Remark 3.1, g2(λ, λˆ) is stable if and only if r˜j , p˜j , q˜j > 0 for every j ∈ ν∼. Thus,
we have
α2rj + αγpj + γ 2qj > 0,
2αβrj + (αδ + βγ )pj + 2γ δqj > 0,
β2rj + βδpj + δ2qj > 0.
Consequently, g2(λ, λˆ) is stable if and only if the (3.5)–(3.7) hold. 
In practice, we should stretch out that the homogeneous pencil sF − sˆG may have not all
the type of elementary divisors (e.d.) noting in Remark 3.1. Thus, considering Proposition 3.1,
fewer expressions are finally needed. For instance, if there is not e. d. of type (iv), the expres-
sion (3.4) is not appeared. In what it follows, we suppose that all type of e.d. are taken into
consideration.
Lemma 3.1. The inequalities (3.5) and (3.7) for every j ∈ ν∼, are always true.
Proof. It is known that the polynomial rj s2 + pj ssˆ + qj sˆ2 has complex roots, since it is irreduc-
ible. Thus, j = p2j − 4rj qj < 0 for everyj ∈ ν∼.
For the inequality (3.5): Suppose that α2rj + αγpj + γ 2qj is a polynomial of α.
Then, j = γ 2(p2j − 4rj qj )  0.
If γ /= 0, then j < 0 and since rj > 0, it is obtained (3.5) is true.
Otherwise, if γ = 0, then α2rj > 0.
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(Note that if α = 0 then 0 /= det d = αδ − βγ α=0= βγ γ=0= 0, a contradiction.)
So, the inequality (3.5) is always true for every α, β, γ, rj , pj , and qj ∈ R.
The sufficiency for (3.7) can be also established as a mere reversion of the argument. 
Recall that L(s, sˆ) is defined by (1.1). Now, we are in a position to formulate the main result
of the paper.
Theorem 3.1. Consider an unstable homogeneous matrix pencil sF − sˆG. If a bilinear transfor-
mation :D :
[
s
sˆ
]
=
[
α β
γ δ
] [
λ
λˆ
]
such that D ◦ L(s, sˆ) = L(λ, λˆ) satisfies the following conditions :
max
⎡⎣ max
aibi<0
⎛⎝maxi∈μ∼(a2i , b2i )
aibi
⎞⎠ , max
pj>0
(−2 maxj∈v∼(rj , qj )
pj
)⎤⎦
<
αδ + γβ
αβ + γ δ < min
⎡⎣ min
aibi>0
⎛⎝maxi∈μ∼(a2i , b2i )
aibi
⎞⎠ , min
pj<0
(−2 maxj∈v∼(rj , qj )
pj
)⎤⎦ ,
αβ > 0 and γ δ > 0, (3.8)
then b ◦ L(s, sˆ) = L(λ, λˆ) is stable.
Proof. From (3.2), it is derived that
aibi(αδ + βγ ) < b2i γ δ + a2i αβ < max
i∈μ∼
(a2i , b
2
i )(αβ + γ δ) for every i ∈ μ∼ .
Taking also into consideration the (3.3) and (3.4), it is true that αβ + γ δ > 0.
Thus, aibi αδ+βγαβ+γ δ < maxi∈μ∼(a
2
i , b
2
i ).
Now, if aibi > 0 then αδ+βγαβ+γ δ <
maxi∈μ∼(a
2
i ,b
2
i )
aibi
,
or otherwise, if aibi < 0 then αδ+βγαβ+γ δ >
maxi∈μ∼(a
2
i ,b
2
i )
aibi
.
Consequently, we obtain
max
aibi<0
⎡⎣maxi∈μ∼(a2i , b2i )
aibi
⎤⎦ < αδ + βγ
αβ + γ δ < minaibi>0
⎡⎣maxi∈μ∼(a2i , b2i )
aibi
⎤⎦ . (3.9)
By (3.6), it is derived that
0 < 2αβrj + 2γ δqj + (αδ + βγ )pj  2 max
j∈v∼
(rj , qj )(αβ + γ δ) + (αδ + βγ )pj .
So, (αδ + βγ )pj + 2 maxj∈v∼(rj , qj )(αβ + γ δ) > 0 ⇔
αδ+βγ
αβ+γ δ pj > −2 maxj∈v∼(rj , qj ).
Now, if pj > 0 then αδ+βγαβ+γ δ >
−2 maxj∈v∼(rj ,qj )
pj
,
or otherwise, if pj < 0 then αδ+βγαβ+γ δ <
−2 maxj∈v∼(rj ,qj )
pj
.
Consequently, we obtain
max
pj>0
[−2 maxj∈v∼(rj , qj )
pj
]
<
αδ + βγ
αβ + γ δ < minpj<0
[−2 maxj∈v∼(rj , qj )
pj
]
. (3.10)
By combining (3.9) and (3.10) the sufficient conditions (3.8) is obtained. 
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Example 3.1. Consider an unstable homogeneous matrix pencil L(s, sˆ) = sF − sˆG with the
following set of elementary divisors:
e.d.: s2, sˆ3, (s − sˆ)3, (2s + 3sˆ)4, (s2 − 3ssˆ + 12sˆ2)2, and (−2s2 − 5ssˆ − 7sˆ2)2.
Let D :
[
s
sˆ
]
=
[
α β
γ δ
] [
λ
λˆ
]
be a bilinear transformation such that the new homogeneous, bilinear equivalent matrix pencil,
D ◦ L(s, sˆ) = L(λ, λˆ), is stable.
We examine the elementary divisors separately
• (s − sˆ) : a1 = 1, b1 = 1 and a1b1 > 0.
• (2s + 3sˆ) : a2 = 2, b2 = −3 and a2b2 < 0.
So,
min
aibi>0
⎛⎝maxi∈μ∼(a2i , b2i )
aibi
⎞⎠ = max(a21, b21)
a1b1
= 1
1
= 1,
and
max
aibi<0
⎛⎝maxi∈μ∼(a2i , b2i )
aibi
⎞⎠ = max(a22, b22)
a2b2
= 9−6 = −
3
2
.
For
• s2 − 3ssˆ + 12sˆ2 : r1 = 1, p1 = −3, q1 = 12, with p1 < 0.
• −2s2 − 5ssˆ − 7sˆ2 or equivalently 2s2 + 5ssˆ + 7sˆ2, since it has the same roots: r2 =
2, p2 = 5, q2 = 7, with p2 > 0.
So,
min
pj<0
(−2 maxj∈v∼(rj , qj )
pj
)
= −2 max(r1, q1)
p1
= −24−3 = 8,
and max
pj>0
(−2 maxj∈v∼(rj , qj )
pj
)
= −2 max(r2, q2)
p2
= −14
5
.
Then, according to the stabilization criterion (3.8), it follows
max
⎡⎣ max
aibi<0
⎛⎝maxi∈μ∼(a2i , b2i )
aibi
⎞⎠ , max
pj>0
(−2 maxj∈v∼(rj , qj )
pj
)⎤⎦=max[−3
2
,−14
5
]
=−3
2
,
min
⎡⎣ min
aibi>0
⎛⎝maxi∈μ∼(a2i , b2i )
aibi
⎞⎠ , min
pj<0
(−2 maxj∈v∼(rj , qj )
pj
)⎤⎦ = min[1, 8] = 1.
Thus − 32 < αδ+γβαβ+γ δ < 1, where also αβ > 0 and γ δ > 0.
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According to the restrictions above, there exist numerous transformations.
If we choose D :
[
s
sˆ
]
=
[−1 −1
2 3
] [
λ
λˆ
]
, then obviously,
−3
2
<
αδ + γβ
αβ + γ δ =
−5
7
< 1, αβ = −1 · (−1) > 0 and γ δ = 2 · 3 > 0.
Verification of the stability:
• s → (−λ − λˆ) : where a˜1b˜1 = (−1)(+1) < 0, which is stable.
• sˆ → (2λ + 3λˆ) : where a˜2b˜2 = (+2)(−3) < 0, which is stable.
• (2s + 3sˆ) → 2(−λ − λˆ) + 3(2λ + 3λˆ) = (4λ + 7λˆ) : where a˜3b˜3 = (+4)(−7) < 0,
which is stable.
• (s − sˆ) → (−λ − λˆ) − (2λ + 3λˆ) = (−3λ − 4λˆ) : where a˜4b˜4 = (−3)(+4) < 0,
which is stable.
• (s2 − 3ssˆ + 12sˆ2) → (−λ − λˆ)2 − 3(−λ − λˆ)(2λ + 3λˆ) + 12(2λ + 3λˆ)2
= (55λ2 + 161λλˆ + 118λˆ2) :
where r˜1 = 55 > 0, p˜1 = 161 > 0, q˜1 = 118 > 0, which is stable.
• (−2s2 − 5ssˆ − 7sˆ2) → −2(−λ − λˆ)2 − 5(−λ − λˆ)(2λ + 3λˆ) − 7(2λ + 3λˆ)2
= −(20λ2 + 63λλˆ + 50λˆ2), or equivalently 20λ2 + 63λλˆ + 50λˆ2, since it has the same
roots: thus r˜2 = 20 > 0, p˜2 = 63 > 0, q˜2 = 50 > 0, which is stable.
Remark 3.3. Recently, in [7] it is considered the linear differential system x˙(t) = Ax(t), which
is supposed to be unstable in the sense that A has eigenvalues in the closed right half-plane. As
a result, a stabilization criterion is derived based on the dilation to a stable system of larger size.
Under the conditions of Theorem 3.1, there exists a bilinear transformation:
D :
[
s
1
]
=
[
α β
γ δ
] [
λ
1
]
,
such as D ◦ L(s, 1) = L(λ, 1) is stable. Consequently, the linear system x˙(t) = Ax(t) becomes
bilinear equivalent to another system of type F ′x˙(t) = G′x(t). In particular
D ◦ L(s, sˆ) = [I −A]
[
αIn βIn
γ In δIn
] [
λIn
In
]
= λ(αI − γA) − (−βI + δG) = λF ′ − G′,
where F ′ = αI − γG and G′ = δA − βI .
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