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Smith’s theorem states that in a cubic graph the number of Hamiltonian
cycles containing a given edge is even. Thomason’s proof of this theorem
yields an algorithm that given one Hamiltonian cycle in such a graph, com-
putes another one. We prove an exponential lower bound on the number of
steps of Thomason’s algorithm.  1999 Academic Press
1. INTRODUCTION
In [4] Papadimitriou proposed to study the complexity of search problems
for total functions, in which the existence of a solution is guaranteed via simple
combinatorial arguments, but no efficient algorithmic solutions are known. See also
[3, 5, 1] for other related works. One of the problems considered in [4] is the
following: given a cubic graph G, and a Hamiltonian cycle C in G, compute a
Hamiltonian cycle in G different than C. Smith’s theorem asserts that such another
cycle always exists. More precisely, it states the following:
Theorem 1 (Smith). Every cubic graph G has an even number of Hamiltonian
cycles, containing a given edge e.
Thomason gave an elegant proof of this theorem. We include it for the sake of
completeness.
Proof (Thomason). Assume that G is a cubic graph and e=[v1 , v2] is a fixed
edge. Consider an auxiliary graph G$ constructed as follows: The vertices of G$ are
Hamiltonian paths of G starting from v1 and using e as the first edge.
Assume that P=v1 } } } vn is such a path. Since the degree of vn is 3, there is
1<k<n&1 such that [vk , vn] # E(G). It is easy to see that P$=v1 } } } vk vnvn&1
} } } vk&1 is also a Hamiltonian path in G. Two vertices P, P$ in G$ are adjacent if
they are related as above.
The conclusion follows from an easy observation that the degree of any vertex in
G$ is at most two, and it is one if and only if the corresponding path is a cycle. K
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Thomason’s proof yields an obvious algorithm for finding another Hamiltonian
cycle in a cubic graph, provided one is given. At each step of the algorithm we have
a Hamiltonian path P starting with a given edge e=[v1 , v2] and ending at some
vertex w. One edge containing w is in P. Of the other two edges, one, say [w, x],
is designated as unused and the other as used. In this step we add edge [x, w] to
the path, remove edge [x, y], where y follows x on P. Thus y will become the
new endpoint of P. We designate [x, y] as used. The other edge containing y
which is not in P is designated as unused. The above operation is a step of the
algorithm.
The complexity of this algorithm has been an open problem. It was explicitly
formulated for the first time by Poljak, Pudlak, and Turzik in [7]. They con-
structed examples of graphs requiring 0(n2) steps. Later on, Chrobak and
Szymacha (private communication), with extensive use of a computer, found 0(n3)
examples.
Notice that the number of steps depend on the choice of the initial Hamiltonian
cycle and the edge e.
In this paper we prove an exponential lower bound on the complexity of
Thomason’s algorithm. More precisely, we prove the following.
Theorem 2. For any n1, there exists a graph Gn with 8n+2 vertices, an edge
e of G, and an initial Hamiltonian cycle C in G containing e, for which Thomason’s
algorithm makes 2n steps.
2. CONSTRUCTION
First we describe the idea of the construction. Let G be a graph, let v, w, be
vertices of G, and let l be an edge incident with w. At each step of the algorithm
we have a path starting at v. We say that we visit w (by l ) at step n if, at the nth
step of the algorithm, w is the endpoint of the path (and l is the last edge in the
path).
The same terminology can be adopted to a connected subgraph of G. We visit a
subgraph G$ by an edge l if vertices of G$ are in the end of the path and l is the
last edge in the path not belonging to G$.
A graph H is called a block if it contains three vertices, x1 , x2 , x3 of degree 2,
with all other vertices having degree 3, and if there exists exactly one Hamiltonian
path through H connecting xi and x j for i{ j, i, j=1, 2, 3.
By induction we construct graphs Gn and edges ln , such that Gn has 8n+2
vertices and we visit the fixed vertex wn by ln at least 2n times. The graph Gn+1 will
be obtained from Gn by replacing vertex wn with the suitable block H.
Now we give details of the construction. Figure 1a shows the graph G1 with the
distinguished vertex w1=v6 and the edge l1 .
We start the algorithm with the path v1 , v2 , ..., v10 . One can easily check that the
algorithm successfully completes after 12 steps, returning a new Hamiltonian cycle
v1 , v2 , v8 , v7 , v6 , v5 , v10 , v9 .
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For the reader convenience we listed the steps:
1: v1v2 v3 v4v5v6v7v8 v9v10 , 2: v1v2v3 v4 v5v10 v9v8 v7v6 ,
3: v1v2 v3 v4v6v7v8v9 v10v5 , 4: v1v2v3 v4 v6v5v10v9 v8v7 ,
5: v1v2 v3 v7v8v9v10v5v6 v4 , 6: v1v2v3 v7 v8v9v10v5 v4v6 ,
7: v1v2 v3 v7v6v4v5v10v9 v8 , 8: v1v2v8 v9 v10v5 v4v6 v7v3 ,
9: v1v2 v8 v9v10 v5v4v3v7 v6 , 10: v1v2v8 v9 v10v5 v6v7 v3v4 ,
11: v1v2 v8 v9v10 v5v6v4v3 v7 , 12: v1v2v8 v7 v3v4v6 v5 v10v9 .
Figures 1b, c, d show the first, second, and ninth steps of the algorithm, respec-
tively. It is easy to see that in second and ninth step we visit w1=v6 by
l1=[v7 , v6].
By removing the vertex v1 from G1 , we get the block H. Figure 2a shows H, with
the distinguished vertices w, x1 , x2 , x3 and the edge l. It is easy to verify that H
satisfies the conditions required from a block. In particular, there exists exactly one
Hamiltonian path between xm and xn for m, n=1, 2, 3.
We need the following technical lemma.
Lemma 1. Assume that G is a cubic graph, C is a Hamiltonian cycle in G, and
C=P1 , P2 , ..., Pk Hamiltonian paths obtained by performing the Thomason algorithm
with the initial edge e=[v1 , v2]. Assume, moreover, that H is a block in G such that
vertices of H form an interval in C and no edge of H is incident with v1 . Let
1=i1 , ..., il be a list of i ’s such that the vertices of H form an interval in Pi ; let G$, P$ij
be a graph or a path obtained from G or Pij by collapsing H to a vertex. Then il=k
and P$i1 , ..., P$il are Hamiltonian paths in G$ obtained by performing the Thomason
algorithm with the initial edge e.
Proof. Since no edge from H is incident with v1 the end vertex of Pk does not
belong to H. It follows that two out of three edges which connect H to G"H are
used in Pk . But then the vertices of H form an interval of Pk .
Let x1 , x2 , x3 be vertices from H like in the definition of a block. It is easy to see
that either P$ij+1 is the step after P$ij in Thomason’s algorithm on G$, or P$ij+1=P$ij .
The last possibility is excluded by the assumption that there is exactly one
Hamiltonian path in H connecting xm and xn for m, n=1, 2, 3. K
We return to the proof of Theorem 2.
Assume by induction that Gn is a graph with a fixed Hamiltonian cycle Cn , vertices
v, w and an edge ln having 8n+2 vertices. Assume, moreover, that performing
Thomason’s algorithm, starting from the path Cn and keeping v as the beginning
of the paths, we visit wn by ln at least 2n times.
To get Gn+ 1 we replace wn in Gn by a copy of H in such a way that x1 , x2 , x3
are connected with neighbors of wn and x1 is connected with the vertex incident
with ln .
Figure 3 shows the graph G2 . Keep for that edge the label ln . Rename the edge
l in H by ln+1 and vertex w by wn+1 .
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It is obvious, that the Hamiltonian cycle Cn in Gn induces a unique Hamiltonian
cycle Cn+1 in Gn+1. Moreover, Gn and Cn can be obtained from Gn+1 and Cn+1
by collapsing H.
By the induction hypothesis and Lemma 1, while performing the algorithm
(starting with Cn+1 and keeping v as the beginning of the paths) we are visiting H
by ln at least 2n times.
To conclude the induction it is enough to prove that each such visit causes two
visits to wn+1 by ln+1. It is easy to do this by a careful inspection of the actual pass
of the algorithm.
We have two cases:
(i) the current path terminates at x2 ;
(ii) the path terminates at x3 .
In fact, the algorithm needs, in both cases, 12 steps to leave out the block H, and
moreover, the pass in the first case is the reverse of the pass in the second one. The
first case is similar to that shown in Fig. 1, so we present the crucial steps of the
pass in the second one. Figures 2b, c, and d show the first, fourth, and eleventh
steps in the second case. One can see that in the fourth and eleventh steps of the
algorithm we visit w by ln+1.
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