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We propose an all-electrically controlled nanodevice—a gated semiconductor nanowire—capable
of generating a coherent state of a single electron trapped in a harmonic oscillator or superposition of
such coherent states—the Schro¨dinger cat state. In the proposed scheme, electron in the ground state
of the harmonic potential is driven by resonantly oscillating Rashba spin-orbit coupling. This allows
for the creation of the Schro¨dinger cat state with superposition amplitudes depending on the initial
electron spin state. Such a method can be used for initialization of a single spin qubit defined in a
coherent state. The harmonic confinement potential along the InSb nanowire and the modulation of
the Rashba spin-orbit coupling is obtained by proper gating. The results are supported by realistic
three-dimensional time-dependent self consistent Poisson-Schro¨dinger calculations.
PACS numbers: 71.70.Ej, 73.21.La, 03.67.Lx, 42.50.Dv
Introduction. There is currently great interest in
studying spin related phenomena in semiconductor quan-
tum nanowires with spin-orbit interaction (SOI)1–3. Such
spin-orbit nanowires are particularly promising for the re-
alization of spin based quantum information processing4
and the generation of exotic quasi-particles5–10 in solid
state systems. The Rashba type SOI (RSOI)11,12 origi-
nates from the asymmetry of the confining potential and
can be tuned with external gate voltages. Proper gating
of semiconductor nanostructures allows for the realiza-
tion of dynamic and spatial modulation of RSOI. This
may lead to many interesting effects, which have recently
been studied in different systems13–24.
Coherent states (CSs) of a harmonic oscillator25 may
be used in optical quantum computing26–34, utilizing
trapped ions35–37. In one of several approaches, a
qubit is defined in the basis of two CSs with opposite
amplitudes38–43. These two CSs with opposite displace-
ments should be well-separated, forming, in superposi-
tion, the so-called Schro¨dinger cat state41,42,44–50. In
this unusual approach, the computational basis states are
only approximately orthogonal40,41.
In [51 and 52], the authors show a scheme for perform-
ing quantum logic operations in solid-state systems ex-
ploiting spins of a single electron in the CS, which forms
a so-called coherent-state spin qubit. Interestingly, one
can generate a maximally entangled state between such
qubits, defined as CSs localized on either side of a 1D
harmonic oscillator51,52, or generally on local spins de-
fined on two sides of a quantum dot18,53. Here, the qubit
is “localized” in space, but it can also be defined as the
presence of an electron on each side of a double-dot (or
wire) structure54–57—a so-called charge qubit.
In the current paper, we exploit the effects of time-
dependent RSOI to propose a method for preparing a
single electron in superposition of two CSs with opposite
displacements. Such superposition amplitudes depend
on the initial spin state of the electron. If the spin is
aligned parallel to the z-axis, we get a single CS which
leads us to prepare a coherent-state spin qubit with the
required amplitude. In contrast, for a spin perpendicular
to the z-axis, we get an equal superposition of the CSs—
Schro¨dinger cat state. This may be seen as a simple solid-
state analog to the famous experiments producing the
Schro¨dinger cat state of a trapped ion by D. J. Wineland
and others44–49. It is worth mentioning that there are
other methods suitable for preparing CSs, which exploit
surface acoustic waves58,59, or the conditional displace-
ment mechanism60.
We propose a scheme which can be implemented in a
gated semiconductor nanowire. We provide a detailed
realistic model of such structures24. The proper gating
allows the generation of the appropriate harmonic poten-
tial and enables the induction of RSO coupling, modu-
lated by a lateral electric field. We show that the lateral
field does not destroy the generated CSs. The proposed
method, combined with a charge sensing scheme56,61,62,
may also serve as a magnetic field-free electron spin read-
out.
Device model and calculation method. The proposed
nanodevice is composed of a gated nanowire, as depicted
in Fig. 1(a), where the quantum dot is defined by local
gating in a similar manner as in the experimental set-
ups1,64,65. The entire structure is placed on a strongly
doped silicon substrate, covered with a 100 nm layer of
SiO2. An array of five 120 nm wide metallic gates (e1-
e5) is deposited on the substrate. The metallic gates are
further covered with a 200 nm layer of Si3N4. An InSb
nanowire with a diameter of 60 nm is deposited within
(in the middle) the Si3N4 layer. Two side gates (eL,eR)
are added on both sides of the wire. The Si3N4 layer
isolates the gates from the nanowire.
The Hamiltonian for a single electron of effective mass
m, confined within the wire described by the potential
ϕ(r, t), may be written in the following form:
H(r, t) =
(
− ~
2
2m
∇2 − |e|ϕ(r, t)
)
12 +HR(r, t), (1)
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2FIG. 1. The schematic view of the nanodevice. (a) The
presented structure consists of a gated nanowire. (b) A five
bottom gates form a parabolic-shaped quantum dot (blue)
along the wire63. (c) Two side gates create a lateral (in the y
direction) electric field, which is the source of the oscillating
RSOI, which modifies the parabolic confinement.
with InSb band mass m = 0.014me. The space-
dependent electric field introduces the inhomogeneous
RSOI66: HR(r, t) = γ3De(E(r, t) × k) · σ, with the elec-
tric field E(r, t) = −∇ϕ(r, t), the wave vector k = −i∇,
∇ ≡ [∂x, ∂y, ∂z], and the Pauli vector: σ ≡ [σx, σy, σz].
This implementation includes a relatively wide wire to-
gether with surrounding gates, isolating layers and sub-
strate. Thus, it is necessary to find the 3D confinement
potential ϕ(r, t) by solving the Poisson equation for the
considered realistic structure. We apply the calculation
method described in Ref. [24]. In our scheme, the con-
trol voltages applied to the side gates oscillate over time.
Thus, in order to take into account the time dependence
of the ϕ(r, t) we solve the Poisson equation self consis-
tently with a time-dependent Schro¨dinger equation:
i~
∂
∂t
Ψ(r, t) = H(r, t)Ψ(r, t). (2)
The spin-1/2 electron wave function has a two-row spinor
form: Ψ(r, t) = (ψ↓(r, t), ψ↑(r, t))
T
, where the arrow in-
dicates the spin projection onto the quantization axis (z).
Gates e1 and e5 form tunnel barriers at both ends of
the wire and thus create an elongated quantum dot region
within the wire. The confinement −|e|ϕ(r, t) along the
wire63 depicted in Fig. 1(b)(blue curve) has a parabolic-
like shape generated by the three middle gates e2,3,4. The
voltages applied to these gates are: V1 = V5 = −30 mV,
V2 = V4 = 10 mV, V3 = 20 mV. The voltages ap-
plied to the two side gates eL and eR generate a lateral
electric field which modifies the confinement potential in
the y-direction (see Fig. 1(c)). This lateral field is the
main source of the oscillating RSOI. Oscillating voltages
are applied to the side gates: VL(t) = +Vlr cos(ωt) and
VR(t) = −Vlr cos(ωt), with Vlr = 500 mV.
Analytic results for simplified 1D model. In order to
illustrate the basic concept of the proposed scheme and
understand the effect of the time dependent RSOI on
the ground state of the harmonic oscillator, we consider
an effective 1D problem—for a while we freeze motion
in directions perpendicular to the wire: y, z. In the
later part, where we discuss a particular proposal for the
realization of the nanodevice, we will return to full 3D
calculations. Let us now consider a one-dimensional form
of the Hamiltonian (1) for the single electron trapped in
the wire placed parallel to the x-axis:
H1d(x) =
(
− ~
2
2m
∂2x + u(x)
)
12 + hR, (3)
where u(x) is the confinement potential along the wire,
and the last term accounts for effective 1D RSOI. We
assume that the electric field has a component in the
y direction (perpendicular to the wire direction). Thus,
the 1D RSOI Hamiltonian takes the following form: hR =
−γ3DeEyσzkx = iγ3DeEyσz∂x.
If the confinement potential along the wire has
a parabolic shape u(x) = mω2x2/2, we can solve
the eigenproblem (3) analytically in the momentum
space, and then transform the results back to the po-
sition representation67. The resulting ground state
is doubly degenerate due to the spin Ψ±(x) ∼
exp
(−βx2) exp (±iqx)χz±, where χz+=(10), χz−=(01),
and q = mγ3DeEy/~2. This well known result shows
that SOI adds displacement to harmonic potential wave
functions in the momentum-space.68–70
The corresponding ground state wave functions in the
position representation form Gaussians multiplied by
plane waves with positive or negative wave numbers for
different components of the spinor. Note that the value
of the wave vector q does not depend on the curvature
(frequency ω/2pi) of the harmonic potential and is pro-
portional to the RSOI coupling. RSOI introduces the
energy correction: ∆E = ~
2q2
2m .
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If the initial electron spin state includes both non-zero
spinor components, then after a sudden turn off of the
SOI, each component will gain opposite momentum ~q
or −~q. In this way, one can obtain a spatial separation
of the spin-density. A similar effect is achieved when we
suddenly turn on the SOI, but then q becomes −q and
vice versa.
The same result can be obtained in a simpler way by
using the ladder operators formalism. The 1D Hamil-
tonian (3) in lowering a =
√
mω
2~ x +
√
~
2mω∂x and
raising a† operators representation is
(
a†a+ 12
)
~ω +
iγ3DeEyσz
√
mω
2~ (a− a†). Let us note that the canonical
transformation of the ladder operators: a˜ = a−iξ, where
ξ =
γ3DeEy
~ σz
√
m
2~ω removes the RSOI term. To get dis-
placement iξ of the ladder operators, we need to make a
similarity transformation D(iξ)aD†(iξ) = a− iξ with the
help of the displacement operator D(α) = exp(αa†−α∗a)
with displacement parameter α. So, once again we get
3the result that RSOI makes the unperturbed state Ψ dis-
placed. Explicitly, after inserting ξ = q~m σz
√
m
2~ω we get
D(iξ)Ψ =
(
eiqx 0
0 e−iqx
)
Ψ.
In the next step, we analyze the effect of a smooth
change of the RSOI, in particular an oscillatory-
like change. Now, the 1D Hamiltonian (3) is
time dependent H1d(x, t) with an oscillating hR(t) =
iγ3DeEy0 cos(ωt)σz∂x RSOI part, and an oscillation
frequency ω/2pi equal to the oscillator resonant fre-
quency. Simple but tedious calculations of the Magnus
expansion72–74 for the time evolution operator for the
Hamiltonian H1d(x, t) up to the 3-rd term give, i.a., the
expression
e(α(t)a
†−α∗(t)a)σz = D (α(t)σz) =
(
D(α(t)) 0
0 D(−α(t))
)
.
Again, the displacement operator appears, but now
with the time-dependent displacement parameter α(t) =
eiωt
√
mω
2~
γ3DeEy0
2~ t. Oscillating SOI makes an initial state
displaced, with the displacement parameter linearly in-
creasing over time and opposite signs for different spinor
components. These results are in analogous to the classi-
cal harmonic oscillator with resonant driving where am-
plitude linearly increases over time. If the initial state
is the oscillator ground state, during the evolution we
obtain a CS or a combination thereof, depending on the
spin. This is because the displacement operator D(α)
generates a CS |α〉 from the ground state |0〉. As a re-
sult, each spinor component will be a CS with opposite
displacement. In particular, for the spin aligned in the
x direction we can get equal superposition of these two
CSs, |α〉+ |−α〉, i.e. Schro¨dinger cat state. This gives an
idea of spin-dependent CSs generation.
Simulation results and discussion. Now we present the
results of the numerical simulation of a realistic device,
which can generate spin-dependent CSs. First, we intro-
duce a simple method for testing if states obtained in
the simulations are the CSs, and also to verify the an-
alytical results presented above. The lowering operator
a is non-hermitian; hence, its variance is defined as75:
(∆a)
2
= 〈a†a〉 − 〈a†〉〈a〉. This follows the uncertainty
relation76: 〈a†a〉−〈a†〉〈a〉 ≥ 0, where we have equality for
eigenstates of the a operator. The CSs |α〉 are the a eigen-
states with eigenvalues α, i.e. a|α〉 = α|α〉. This suggests
a method for checking if a given state is coherent. We can
simply verify if quantity c↑ = 〈ψ↑|a†a|ψ↑〉/|〈ψ↑|a|ψ↑〉|2
equals one. The expectation values are calculated for
the actual spinor components. If both spinor compo-
nents forms CSs, the eigenvalues parametrize our CSs:
α↑ = 〈ψ↑|a|ψ↑〉/〈ψ↑|ψ↑〉, where we add normalization.
There is a similar consideration for the second spinor
component ψ↓.
In our simulations, a single electron is initially trapped
in the wire, in the ground state ψ0(x) of the harmonic
FIG. 2. (a) The variable side voltages (purple and magenta)
generate oscillations of the spinor components (green |ψ↑|2
and blue |ψ↓|2), (b) mediated by the oscillating RSOI (yel-
low). (c) Both components form CSs with linearly increasing
amplitudes (green and blue).
confinement potential, as presented in Fig. 1(b). We in-
vestigated two different limit cases. In the first case the
electron spin is pointing along the x axis, which means
that the initial state is of the form (eiq0x, e−iq0x)Tψ0/
√
2,
with the initial coupling value q0 = mγ3DeEy0/~2. In the
second case the spin is aligned along the z axis and the
corresponding initial state has the form: (eiq0x, 0)Tψ0.
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Let us now examine the nanodevice evolution, gov-
erned by Eq. (2). We turn on the oscillations of the
side gates voltages VL(t) and VR(t), denoted by pur-
ple and magenta curves in Fig. 2(a). The voltages os-
cillation frequency ω/2pi (represented by the gray curve
m
2 ω
2x2 in Fig. 1(b)) is tuned to the confinement poten-
tial shape (blue curve), with the corresponding period
value 2pi/ω = 5.5 ps. In Fig. 2(a) both spinor com-
ponents are represented by two Gaussian wave packets
(green |ψ↑(x, t)|2 and blue |ψ↓(x, t)|2 density maps) that
oscillate back an forth with increasing amplitudes, and
are shifted in phase by pi. Thus, we observe that CSs
emerge as a result of RSOI oscillation—yellow curve in
Fig. 2(b). In the simulations presented in Figs. 2 and 3
the spin is initially aligned along the x axis.
The spinor components form CSs with opposite param-
eters: α↑ = −α↓, their modules are shown in Fig. 2(c).
The module increase is approximately linear, as ex-
pected. The limitation of its growth, seen for t > 10 ps,
is due to the fact that the electron enters a region where
the confinement potential is no longer parabolic (see
blue vs. gray curve in Fig. 1(b)). For RSOI coupling
strength γ = γ3D|e|〈Ey〉 (yellow curve in Figs. 2(b),
3(b)), with amplitude γ3D|e|Ey0 ' 40 meV nm, we have√
mω
2~
γ3D|e|Ey0
2~ ' 0.26 ps−1, which gives a black sloping
4FIG. 3. The same generation process as in Fig. 2, but with
the additional CS stabilization which starts at t = 7 ps. Here,
we see that the modules |α↑,↓| stabilize around 2.
line from Figs. 2(c) and 3(c). The CSs “quality” param-
eters c↑ and c↓ are close to unity during the simulation.
For quantum computing purposes, one needs CSs with
relative high amplitudes |α| > 2,39 but using error cor-
rection techniques, the amplitudes of useful states can
be reduced to |α| > 1.2.40 Here we show that we can
generate states with |α| up to 2.
For a given α, the corresponding CS expectation po-
sition is
√
2~/(mω)Re{α}. The lines from Fig. 2(a)
mark CS position calculated in three different ways:
〈x〉↑ = 〈ψ↑|x|ψ↑〉 and 〈x〉↓ (circles),
√
2~/(mω)Re{α↑}
and
√
2~/(mω)Re{α↓} (squares), −γ3D|e|Ey02~ t cos(ωt)
and
γ3D|e|Ey0
2~ t cos(ωt) (dashed line). The first two, based
on numerical calculations, correctly track the CS posi-
tion. The third one, analytical, is correct only up to the
confinement parabolicity limit.
The oscillator frequency, seen as a frequency of the
CSs position oscillation in Fig. 2(a), increases, because
the curvature of the confinement parabola varies over
time (changes of an induced charge distribution on the
wire interfaces due to changes of the electron density24).
Deviations from the parabolic shape of the confinement
potential, including those that appear over time, are the
main constraint of the method fidelity. Voltages oscilla-
tion frequency ω/2pi must correspond to the confinement
harmonic oscillator frequency, while voltages oscillation
amplitude Vlr may be arbitrarily small, much smaller
than those in simulations. However, the CS generation
time is proportional to voltages amplitude Vlr, which sets
Ey0.
Both obtained CSs have a definite spin, so our scheme
can be used to obtain the spin-density separation18 by
dividing the dot into two parts at the right moment. An
additional change of the voltage on the e3 gate depicted
by a dark red curve in Fig. 3(a) (it begins to decrease
from 20 mV at 7 ps, reaching −60 mV at 9.5 ps) gen-
erates a separating potential barrier—illustrated by the
green curve in Fig. 1(b). The spin z-component ~2 〈σz〉
calculated separately in the left and right half of the wire
is presented in Fig. 3(b) by red and orange curves, re-
spectively. Hence, we can observe stabilization of these
components in the later part of the simulation. This also
gives stabilization of the CSs. The choice of the moment
of the lifting the separation barrier is not critical, due
to the rectangular shape of the spin components course.
Now, if we measure in which part of the dot the electron
is located, the result depends on the spin alignment. This
gives the opportunity to measure the electron spin.
Figs. 2 and 3 present simulations which lead to the
Schro¨dinger cat state, while in simulation from Fig. 4
the spin is initially aligned with the z axis. We observe
analogous generation, but here producing a single CS.
In this way, we can initialize a coherent-state spin qubit
with parameter α↑.
FIG. 4. Results for a spin initially aligned with the z axis
producing not a superposition but a single CS.
Conclusions. We have proposed a nanodevice—a gated
semiconductor nanowire—which allows for generation of
spin-dependent CSs. Our proposal can be considered as
a solid state spintronic analog of the famous quantum
optics experiments. The key ingredient of our proposal is
a time-dependent oscillating spin-orbit interaction which
induces separation of the spin-up and spin-down single
electron states located on opposite sides of the wire—
the so-called ’electronic’ Schro¨dinger cat state. Effective
production of such CSs by means of oscillating RSOI is
done using only the electric fields generated by oscillating
voltages applied to the local gates. The proposed method
is also suitable for realization of a precise single electron
spin readout.
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Appendix: 1D harmonic oscillator with the present
SOI in the momentum space
The Hamiltonian (3) in momentum representation
H1d(p) =
1
2m
(
p2 − (ζ∂p)2
)
12 − q~
m
pσz
written in the canonical form is
H ′1d(p
′) =
1
2m
(
p′2 − (ζ∂p′)2 12
)
,
where we have skipped a constant, and p′ = p12 − ~qσz,
q = mγ3DeEy/~2, ζ = m~ω. The ground state wave
function is doubly degenerate due to the spin:
Ψ±(p′) = (4piζ)
−1/4
exp
(
−p
′2
2ζ
)
χz±,
where χz+ =
(
1
0
)
, χz− =
(
0
1
)
, and E′ = ~ω. After
substitution p′ = p12 − ~qσz and some matrix oper-
ations, we obtain Ψ±(p) ∼ exp
(
−p22ζ
)
exp
(
±~qpζ
)
χz±
and E = ~ω − ~2q22m . Finally, the inverse Fourier trans-
form gives us the position representation (β = mω2~ ):
Ψ±(x) =
(
β
2pi
)1/4
exp
(−βx2) exp (±iqx)χz±.
