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Gravity gradiometry has been used as a geophysical tool to image salt structure in hydro-
carbon exploration. The knowledge of the location, orientation, and spatial extent of salt
bodies helps characterize possible petroleum prospects. Imaging around and underneath
salt bodies can be challenging given the petrophysical properties and complicated geometry
of salt. Methods for imaging beneath salt using seismic data exist but are often iterative
and expensive, requiring a refinement of a velocity model at each iteration. Fortunately,
the relatively strong density contrast between salt and background density structure pro-
vides the opportunity for gravity gradiometry to be useful in exploration, especially when
integrated with other geophysical data such as seismic.
Quantitatively integrating multiple geophysical data is not trivial, but can improve the
recovery of salt body geometry and petrophysical composition using inversion. This thesis
provides two options for quantitatively integrating seismic, AGG, and petrophysical data that
may aid the imaging of salt bodies. Both methods leverage and expand upon previously
developed deterministic inversion methods. The inversion methods leverage seismically
derived information, such as horizon slope and salt body interpretation, to constrain the
inversion of airborne gravity gradiometry data (AGG) to arrive at a density contrast model.
The first method involves constraining a top of salt inversion using slope in a seismic image.
The second method expands fuzzy c-means (FCM) clustering inversion to include spatial
control on clustering based on a seismically derived salt body interpretation. The effective-
ness of the methods are illustrated on a 2D synthetic earth model derived from the SEAM
Phase 1 salt model. Both methods show that constraining the inversion of AGG data using
information derived from seismic images can improve the recovery of salt.
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CHAPTER 1
GRAVITY GRADIENT DATA NOISE AND LITERATURE REVIEW
Gravity data has been used to infer the density struture of the subsurface in geophysical
exploration. Salt tectonics can give rise to strong density contrast within the subsurface
that can be measured via gravity. The gravity data can then be used to gain inference on
the petrophysical and geometrical characterisitcs of salt bodies resulting from salt tectonics.
Similarly, airborne gravity gradient (AGG) data, representing the spatial gradient of gravity
data, can be used to characterize the subsurface density structure. AGG data may be
used in the data domain to visually map the location, extent, and orientation of density
structures. Mapping can be subjective, a more objective and quantifiable approach is needed
to reduce uncertainty in the inferred subsurface density structure. Inversion is the quantiative
tool used in this thesis to provide information on the density structure of the subsurface.
Geophysical inversion requires geophysical data, such as AGG data, and prior constraints,
such as seismically derived surfaces, on the subsurface density structure. In this thesis,
constrained inversion of AGG data is performed to invert for a salt body density contrast
model. Seismic images and petrophysical information provide constraints for the inversions.
Specifically, constained inversions for top of salt and for salt density contrast are developed.
First, a literature review on the use of AGG data is performed in the context of inte-
grated geophysical exploration. An analysis of AGG data noise is also performed. Next, a
constrained surface AGG inversion method is developed that utilizes slopes in a seismic image
to invert for top of salt. Lastly, the fuzzy c-means clustering inversion is extended to include
constraints from spatial salt likelihood information, derived from seismic interpretations, in
addition to petrophysical data.
The present chapter reviews the current state of gravity gradiometry technology in geo-
physical exploration. Specifically, the chapter focuses on the use of gravity gradiometry in
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the presence of salt, such as in a salt basin. First, the basic physics of gravity gradient data
are reviewed in Section 1.1. Next, the sources and types of gravity gradient data noise are
reviewed in Section 1.2. Properly simulating noise in gravity gradient data is also discussed.
A literature review is performed in Section 1.3, outlining the work of many others who have
analyzed, utilized, and expanded the use of gravity gradiometry in the context of hydrocar-
bon exploration in salt basins. Lastly, current challenges of integrating gravity gradiometry
data with information from seismic data are outlined. The seminal challenge that is ad-
dressed is how to quantitatively integrate valuable yet uncertain seismic information into
the inversion of gravity gradiometry data in order to better image salt body structure.
1.1 Basic physics of gravity gradiometry
Gravity is a force that can be conceptualized as a vector field that reacts to concentrations
of mass. The gravity field is a conservative field and can be represented as spatial gradients
of a scalar potential. The scalar potential completely describes the behavior of the gravity
field. The gravitational field at a particular distance away from a point mass is computed as
a gradient of the gravitational potential (see Equation 1.1) as has been done in Equation 1.3.
First, define a point mass location as rs = [xs, ys, zs]
T and an observation location
r = [x, y, z]T . The vector pointing from the observation location to the source location
is r′ = r − rs, where the magnitude of r′ is r and represents the distance between the







γ = 6.67× 10−11[m3/(kgs2)] (1.2a)
r2 = (x− xs)2 + (y − ys)2 + (z − zs)2 (1.2b)
2
g = ∇φ = −γM
r3





M denotes the mass of the point source resulting from the volume integral over the
density ρ which is assumed constant. The vector r̂′ is the unit vector in the direction of r′.
Equation 1.3 shows that the gravitational field decreases, or decays, at a rate proportional
to distance squared as one moves from the source location towards the observation location.
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gx, which also holds when rotating x, y, and z compo-
nents. The gravity gradiometry tensor components decay faster than the gravity field vector
components with a rate of one over distance cubed. Additionally, in sourceless regions
trace(G) = 0, leaving only 5 independent components in the tensor. For completeness, I
provide the tensor components of G resulting from a point mass by taking partial derivatives
(utilizing chain rule and product rule) in Equation 1.5.
Gxy = Gyx = γM
3(x− xs)(y − ys)
r5
Gyz = Gzy = γM
3(y − ys)(z − zs)
r5
Gzx = Gxz = γM
3(x− xs)(z − zs)
r5
Gxx = γM
2(x− xs)2 − (y − ys)2 − (z − zs)2
r5
= −(Gyy + Gzz)
Gyy = γM
−(x− xs)2 + 2(y − ys)2 − (z − zs)2
r5
= −(Gxx + Gzz)
Gzz = γM
−(x− xs)2 − (y − ys)2 + 2(z − zs)2
r5
= −(Gxx + Gyy)
(1.5)
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Analytically, if one were to characterize the gravity gradient tensor using a continuous
function, then it would be possible to characterize the gravity field and gravitational potential
(within a constant) by integration. Analytic knowledge of a single gravity gradient tensor
component, in the form of a function, gives one all of the information required to characterize
the gravitational potential φ and the gravity field g, again within a constant. Conversely,
if one knew a continuous and differentiable function that described the gravity field, the
gravity gradient tensor could be fully recovered.
In practice the gravity gradient tensor and gravity field are measured discretely, not
continously, in space. In addition, the measurement locations are not exactly known and the
data contain noise. Understanding noise that is present in measured gravity gradient data
is imperative when performing geophysical inversion and feasibility studies. Next, I explore
the details of noise in modern day gravity gradiometry data.
1.2 Gravity gradient data noise and processing
Airborne gravity gradient data contains unwanted signal referred to as noise. The acqui-
sition of gravity gradient data contributes to the noise and can be performed on a variety
of vehicles of varying scope including satellite, submarine, surface ship, fixed-wing aircraft,
airship, helicopter, and possibly even in a borehole environment [18] [15] [24]. The noise is a
result of processes occurring during acquisition that are not intended to be characterized us-
ing the gravity gradient data. One category of noise sources is caused by gravity gradiometer
instruments (GGIs). Other noise sources result from processes outside the instrument that
result in unwanted signal [18]. The units in reported noise estimates for airborne gravity
gradiometry data are often nonintuitive. The unit analysis of the definition of the gravity
gradient data shows units of time−2 in Equation 1.6. Gravity is typically measured in mGal,
where 1 Gal = 1 cm/s2, making 1 mGal = 1 cm/s2 · 1e−3 = 10 µm/s2. Gravity gradient
data measures small changes in the gravity field and requires a small unit of measure. The








A useful noise criteria to compare GGI noise during a survey is noise amplitude density
which has units of Eo
√
km. The noise amplitude density is a product of the RMS noise level
and the square root of a low-pass filter cutoff wavelength [10]. Consider a RMS noise level,
NRMS, in Eotvos, a cutoff wavelength, λc, in km and the noise amplitude density, NAD, in
Eo
√




The cutoff wavelength λc can be represented in units of length or in units of temporal
frequency. Therefore is common to see noise amplitude density represented in units of
Eo
√




km can be done by multiplying by the square
root of velocity of the platform the data were recorded from. The noise amplitude density
is a constant characteristic to a particular survey [10]. Therefore, a trade-off exists between
RMS noise and the particular cutoff wavelength applied to the data, resulting in a trade-off
between noise and resolution. Another measurement of noise useful for comparing levels
of sensor noise (noise present when sensors are stationary and not on a moving platform)
is Eo/
√
Hz. Understanding noise in gravity gradiometry data during a survey, rather than
when an instrument is stationary, is more useful in practice. Specifically, the RMS noise level
in data is a necessary input to geophysical inversion and must be understood. However, it
is useful to know the lower limits of noise on current-day stationary GGI.
The noise solely due to stationary GGI, here referred to as sensor noise (following the
term used by [18]), differs between various instruments. Sensor noise in GGIs can be caused
by temperature and humidity fluctuations, platform vibrations and orientations, and elec-
trical noise as well as other factors [15]. Sensor noise, both interal and external to the GGI,
are suppressed by sensor design and processing of gravity gradiometry data during acquisi-
tion. The details of how sensor noise is removed are not always available and vary between
acquisition systems. It is useful to know, however, the sensor noise levels from instruments
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that represent lower bounds on noise in gravity gradient data. For example, the Lockheed
Martin GGI FALCON and Full Tensor Gravity (FTG) sensors achieve noise levels as low
as 3 Eo/
√
Hz [15]. Another smaller GGI in development by Gravitec Instruments Ltd.,
the Gravitec Ribbon Sensor, has a target sensitivity of 5 Eo/
√
Hz [15] [24]. Other GGIs,
including the ARKeX EGG, GEDEX HD-AGG and UWA OQR claim to deliver noise levels
below 1 Eo/
√
Hz [15]. Based on modern day, or near future GGI the lowest possible sensor
noise level from the stationary instrument is 1 Eo/
√
Hz.
Noise sources external to the sensor, referred to as dynamic noise sources (again follow-
ing the term used by [18]), also manifest themselves in gravity gradiometry data. These
noise sources include turbulence, platform vibration, external temperature and humidity
variations, orientation, and other environmental factors present during data acquisition on
mobile platorms. Dynamic noise can result in correlated noise contaminating the signal, in-
cluding drift. In addition, noise in data can result from terrain effects if the Digital Elevation
Model (DEM) of the survey area is not accurate enough [17]. Large DEM errors can register
above the dynamic noise level of a survey, degrading the quality of terrain correction. There-
fore, as the accuracy of the GGI increases, the accuracy of the DEM of the survey area must
also increase [17]. Dynamic noise sources can be several tens of Eo/
√
Hz but are generally
well accounted for if sufficiently accurate survey information is provided [4, 18]. However,
understanding dynamic noise in gravity gradiometry data is still a topic of research.
As previously mentioned, RMS noise level in gravity gradiometry data must be under-
stood. Inversion utilizes the RMS noise level estimate, but also benefits from high resolution
data. Recall that there is a trade-off between the RMS noise and the cutoff filter wavelength
given a constant noise amplitude density (see Equation 1.7). Indeed, one could never find a
hidden underground tunnel using the single value of 9.8 m
s2
for the gravity of the earth, no
matter how accurate the value of gravity was. In this context, resolution is defined as the
lower spatial limit of the area represented in the discrete gravity gradiometry data. A low
value for spatial resolution implies that the gravity gradiometry data describes local, or high
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frequency, features. A high spatial resolution value implies gravity gradient data represents
a larger area, and therefore cannot represent local features. It is desirable to acquire signal
with representative high frequency features as well as low frequency features. Analogous
to the classic trade-off between frequency resolution and spatial resolution, there exists a
delicate balance between resolution and RMS noise level in gravity gradient data [10, 18].
One may filter the data to decrease the noise but the resolution of the data and bandwidth
will also decrease. An illustration of the trade-off between resolution and RMS noise level is
illustrated in Figure 1.3.
It is typical that a low-pass Butterworth filter with a cutoff wavelength of 300 m be
applied to airborne gravity gradient (AGG) data in the direction of flight [18]. A low cutoff
wavelength ensures that lower wavelength, high frequency, features are included in the gravity
gradient data (i.e. the resolution is improved). Filters with cutoff wavelengths less than
300 m can been applied to AGG data if survey conditions and instrumentation permit. For
example, consider aircraft A and aircraft B that are moving at 60 [m
s
] and 30 [m
s
], respectively.
Both aircraft A and B sample at a constant rate of c [Hz] and use the same GGI (same noise
amplitude density). Obviously, aircraft A covers 300 meters in less time than B, therefore
A records less data than B in a given distance. Aircraft B has more points in a given
distance than aircraft A allowing for higher frequency features to manifest in the data. A
lower wavelength cutoff could therefore be used on data acquired from aircraft A than data
from aircraft B, given aircraft A has a higher density of points in a given distance. It is now
obvious that resolution in gravity gradiometry data is dependent on many factors, and must
be addressed in unison with the RMS noise level.
Adding RMS noise to synthetic data is imperative to proper modeling of gravity gradient
survey data. Proper modeling of data is essential to the inversion process. Therefore,
inverting gravity gradient data requires details of the RMS noise which are dependent on
a low-pass filter cutoff wavelength. In addition, noisy synthetic data is often generated to
test inversion algorithms and to perform feasibility studies. The following factors should be
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known if the RMS noise is to be understood in gravity gradient data in a particular survey:
1. Noise Amplitude Density of survey Eo
√
km.
2. Low-pass filter cutoff wavelength m.
If the noise amplitude density is expressed in Eo
√
Hz, then either the nominal speed of
the platform is required or the low-pass filter cutoff must be given in Hz.
In summary, there are many sources of noise in gravity gradient data that complicate
estimating and adding RMS noise to gravity gradient data. A minimum noise level of 1
Eo/
√
Hz for stationary sensors is expected. A trade-off between RMS noise and resolution
exists in gravity gradient data; lowering one increases the other. Understanding RMS noise
is neccesary for proper modeling of realistic gravity gradiometry data used in inversion and
feasibility studies.
1.2.1 Simulating noise in synthetic AGG data
This section describes the process of generating noisy synthetic AGG line data. The
process is consistent with noise experienced during AGG surveys, within certain assumptions.
Concretely, for a particular survey the RMS noise level and corresponding low-pass filter
cutoff are assumed to be provided. Properly adding noise to AGG data is necessary for
feasibility studies and evaluating inversion algorithms. Assumptions are made before adding
noise to simulate AGG data as follows:
1. The AGG data has undergone an along-line low-pass filter with known cutoff wave-
length.
2. AGG data is regularly spaced.
3. AGG noise is Gaussian with known RMS noise level.
4. AGG noise is independent between components.
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As mentioned in previous sections, an along-line low-pass filter on AGG data with a
known cutoff wavelength is applied to data [18]. Additionally, it is neccessary to assume data
is regularly spaced in order to utilize wavenumber filtering. If one reports the noise amplitude
density in Eo
√
km, then this assumption has already been made given a constant sample
rate of a GGI and the implicit conversion of Hz to km. If the line data are available as a time
series, then the noisy data could be generated as a time series with a cutoff frequency, however
spatial domain data is most generally modeled. It is acceptable to assume Gaussian noise
given the large number of noise sources that contribute to the noise level in a AGG survey
discussed above. Noise independence is a valid assumption if the AGG tensor component
data are derived from separate sensors that record independent noise during acquisition.
This assumption is valid for both the FALCON and FTG gravity gradiometers [15]. If the
AGG tensor components are a result of a transformation, such as recovering Gxx from Gne or
Guv, then the assumption of independent and uncorrelated noise is violated for certain tensor
components. Gne is the AGG tensor rotated such that the coordinate system is Northing
and Easting. Guv is the AGG tensor as measured along the flight line, in the direction of
u, and perpendicular to the flight line, in the direction of v. In reality, it is possible for
noise to be dependent and/or correlated given that separate sensors on a common platform
experience similar survey conditions. However, for simplicity and consistency, independence
is assumed to be preserved in generating our synthetic data.
Given these assumptions, the process is described for adding noise to a single component
synthetic AGG data. The AGG data for a single flight line shown by the black line in
Figure 1.1, is denoted as dsynth. First, samples denoted n ∼ N (µ, σ) are drawn from a
random Gaussian distribution with a mean µ = 0 and a standard deviation σ = 1.
Next, n and the synthetic data dsynth are separately low-pass filtered along-line to have
the proper wavenumber spectra. Note that the spacing between the samples in n is equal to
the spacing between the samples in dsynth. The filtered noise nf is obtained by convolving
the random Gaussian noise n with the spatial domain expression for the Butterworth filter
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specific to survey conditions. Equivalently, multiplication is performed between the Fourier
domain expression N [ω] for the Gaussian noise and the Fourier domain expression of the
Butterworth filter H[ω]. Subsequent to multiplication in the wavenumber domain, an inverse
Fourier transform is computed to form nf . The filtered synthetic data df is obtained in the
same way using the same filter. For completeness, the Butterworth filter expressions in the















where ω denotes the wavenumber, λ denotes the wavelength, λ0 denotes the cutoff wave-
length, ω0 denotes the cutoff wavenumber, and n denotes the order of the Butterworth filter
(typically 3rd or 4th order). In Equation 1.9, λ0=100 m is used for simulating next generation
AGG systems, and λ0=300 m is used for simulating current systems.
After filtering, nf is scaled such that the standard deviation equals the RMS noise level
of a AGG instrument for a particular survey denoted σrms, in Eo. Note that the RMS
noise level represents the noise after a low-pass filter of known wavelength has been applied.
Given the assumption of Gaussian noise, the standard deviation of the noise is equal to the
RMS noise of the AGG survey data. To properly scale the standard deviation, the standard
deviation (denoted σf ) of nf is computed. Then, nf is multiplied by the desired RMS noise
level (denoted σnrms) and divide by the current standard deviation σf , forcing the standard





In Figure 1.1 and Figure 1.2 examples of low pass filtered data and noise are provided.
Note that detail is lost when the low-pass cutoff is increased in both the filtered noise and
data.
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Finally, the filtered and scaled noise nscaled is added to the filtered synthetic AGG data
df to obtain our synthetic AGG data with filtered Gaussian noise dnoisy shown in Figure 1.3.
The Butterworth filter is a linear and spatially invariant filter providing control of the both
the noise and data spectra before addition. Linearity of the Butterworth filter is neccessary
given that the standard deviation of noise can only be controlled prior to addition with the
data.
Note dnoisy can represent any component of the AGG data on a given line.
dnoisy = df + nscaled (1.11)
dnoisy now exhibits the correct wavenumber spectra and contains filtered Gaussian noise
with a standard deviation equal to σrms. This process is repeated for each component of
synthetic data along each line that one wishes to be noisy. For this specific example, the
noisy data at different cutoffs is heavily affected by filtering the data itself. If the data are
not filtered then the differences between the noisy data would be minor. In addition, if the
noise was not filtered then unrealistically high frequencies would be contained in the noisy
data.
1.3 Gravity Gradiometry and Seismic in Salt Basin Exploration
Seismic imaging has been widely used in geophysical exploration to image the subsurface.
The degree of success seismic imaging has had in providing structural information in the
subsurface cannot be overstated. However, a common challenge for seismic imaging occurs
when salt bodies are present in the subsurface. A few of the challenges in imaging salt include
poor illumination due to acquisition limitations and complicated salt geometry, anisotropy
within salt bodies, scattering of seismic energy, and mode-conversion events [30]. These
challenges are consequences of the complicated geometry of salt structure, the properties
of evaporite minerals in salt bodies and current seismic data acquisition and processing
limitations.
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Figure 1.1: Filtered data at three common wavelength cutoff values. Detail in the signal
is preserved for low wavelength cutoffs. Filtered data is added to filtered noise to simulate
noisy synthetic data.
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Figure 1.2: Filtered noise at three common wavelength cutoff values. All noise is charac-
terized by the same noise amplitude density of 3.3 Eo
√
km. The RMS noise level of each
curve is consistent with specified cutoff and noise amplitude density. Assuming noise is con-
taminating platforms of the same speed, the above plots have different RMS noise levels but
the same noise amplitude density. Noise amplitude density alone does not characterize the
noise, since a wavelength cutoff value is also required.
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Figure 1.3: Noisy data obtained by summation of filtered data and noise in Figure 1.1
and Figure 1.2, respectively. Note the loss of detail at high wavelength cutoff values. A
combination of low RMS noise level and slower moving aircraft can allow for lower wavelength
cutoffs to be used, resulting in retention of signal detail.
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Salt body structure is complicated and includes steeply dipping flanks, overhangs, and
salt mini-basins. Properly imaging salt structure with seismic data requires excellent data
acquisition and processing techniques. Wide-azimuth and full-azimuth data can help image
steep flanks and overhangs. Iterative velocity modeling and migration can also be applied
to image base of salt.
The properties of evaporite minerals present in salt bodies can be highly variable. Specific
physical properties of interest include density and P-wave velocity which can range from 1.6-
2.9 g/cc and 3500-6500 m/s, respectively [30]. In addition to the large range of physical
property values, salt velocity anisotropy can be present and oriented in direction of salt flow
[30].
It is possible to address the challenges of imaging salt using seismic data alone. However
the degree of success can be limited by acquisition or illumination limitations and can be
computationally expensive. Specifically, imaging salt structure using seismic data and com-
plex migration algorithms such as Reverse Time Migration (RTM), Migration Deconvolution,
or Least Squares Migration have been applied to many cases successfully [12, 30, 31, 51].
Using inappropriate imaging algorithms that cannot handle complex raypaths can lead to
misinterpreted ”teardrop” shaped salt bodies as well as false base of salt [30].
Unfortunately, the anomalously high velocity of salt engulfs and scatters seismic energy
leading to poor illumination beneath salt. Seismic energy can be scattered and directed
away from receivers at the surface, never to be recorded. Even with large azimuths, seismic
energy that reacts with salt does not always return to the surface. A computationally intense
regularized inversion of seismic data can result in compensation of poorly illumnated areas,
such as those beneath salt [11]. The use of AGG data in salt basins has risen the past decade
to aid the imaging of salt bodies and to map salt basins in general [3, 7, 14, 16, 19, 22, 36, 42].
Acquiring AGG data in a salt play scenario can be useful given the data sensitivity to density
contrast present between salt and background sediments.
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The two strategies for incorporating AGG data with seismic data occur in the data
domain or the model domain. In the data domain, transforms are applied to the AGG
data to aid joint interpretations of subsurface structure. In contrast, in the model domain,
the application of inversion has increased given the strides made in AGG data processing in
recent years as well as GGI improvements. First, a review of current data domain integration
techniques is presented followed by a review of recent inversion integration efforts taking place
in the model domain.
Jointly interpreting geophysical data is not a new concept, yet in recent years the applica-
tions of joint interpretation in salt basins have broadened. The scope of joint interpretation
varies from basin to prospect scale. Consider an oil exploration scenario in a salt basin where
a few relatively inexpensive pilot 2D seismic lines are acquired. The 2D seismic data are
susceptible to structural features that are out of their respective 2D planes, however they
can give valuable information with a depth resolution that is not possible with AGG data.
An out of plane salt body could potentially drastically affect the data in the 2D seismic.
AGG data are leveraged to map structural features that change laterally, and can be used to
interpolate structural features, such as faults, between 2D seismic lines [18]. In a similar way,
AGG data are sensitive to laterally changing structure. This sensitivity has been leveraged
to map the extent and lateral geometry of salt bodies [19] [3]. Some have even used the
geometry of the AGG data alone to interpret areas that exhibit salt overhangs [36]. Ennen
and Hall [19] used AGG data and modeling to map the structure of an onshore Vinton salt
dome including features such as caprock, faulting, and salt dome extent. Integrating AGG
data into a joint interpretation workflow has undoubtedly gained momentum in recent years.
Prior to joint interpretation, AGG data can be transformed for a variety of purposes
providing utility in salt body mapping. The transforms include computing invariants, curva-
ture, and strike information from the AGG data. Much like seismic attributes, transforming
AGG data, prior to interpretation, can shed light on different data characteristics such as
lineaments or curvature properties. Invariants, for example, can shed light on large vol-
16
ume sources or strike information and do not depend on specific coordinate direction choice
[36, 40]. The invariants I1 and I2 shown in Equation 1.12 [40].
I1 =
√


















AGG data have also been used to estimate ”geologic strike direction” prior to interpreta-
tion by [36, 40]. The equation for geologic strike derived by Pedersen and Rasmussen (1990)
is given in Equation 1.13.
tan(2θs) = 2
Gxy (Gxx + Gyy) + GxzGyz
G2xx −G2yy + G2xz −G2yz
(1.13)
The angle θs is accurate to a multiple of
π
2
, so one must evaluate the sum of the diagonal
elements squared of rotated version of the AGG tensor to identify the strike direction; the




Some have used the shape of AGG data, specifically the data curvature, to draw depth-
dependent inference on the shape of subsurface structure [8]. The AGG tensor component
directions must be kept consistent else the curvature computations will be incorrect, as will
the subsurface structures inferred from the curvature. However, it is well known that the
shape of the source of AGG data is not neccessarily the same shape as the AGG data itself.
In addition, the coordinate system used to compute curvature must be kept consistent with
the chosen definition of curvature. Therefore, directly utilizing the shape of AGG data alone
to derive the shape of the subsurface structure must be done with caution.
In addition to invariants and strike estimation, the eigenvalues of the AGG tensor have
been leveraged to derive estimates of the center of mass and geologic strike. In a sourceless
region, eigenvectors of the AGG tensor point towards the center of mass as well as geologic
strike [5]. The computation of the center of mass can be considered data domain processing,
but has been leveraged in model domain processing. Specifically, the AGG tensor has been
used to construct a reference model for an AGG inversion [34]. Martinez et al. [34] found
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that the incorporation of the center of mass inversion has aided the process of inversion,
especially aiding model recovery at greater depths. It is clear that AGG data has many uses
that can be aid joint interpretation in the data domiain in the context of salt bodies.
Inversion of AGG data has been widely used to gain insight on subsurface density struc-
ture, or density contrast. Many have used gravity data in the past to invert for the elusive
base of salt depth. Recently some have used AGG data in a similar way to invert for either
the top, base, or thickness of salt [3, 7, 14, 43]. AGG data has been integrated with seismic
horizons and density logs in order to estimate salt thickness and sediment thickness in South
Mexico [22]. Similarly, AGG data has been integrated with both gravity and seismic data
using inversion in the Southeast Barents Sea to better understand salt morphology [42].
It is apparent that the integration of AGG data is on the rise in recent years. However,
challenges still remain to be met when integrating prior interpretations, well log data, and
seismic images into a geophysical inversion.
Often the constraint provided to an inversion of AGG data is a horizon such as top or
base of salt. If one inverts for the base of salt, the top of salt is usually fixed or assumed to be
correct. The consequences of an incorrect top of salt negatively affect the inversion result,
and also migrated seismic image quality [9]. Inverting for top of salt would traditionally
imply that the base of salt be fixed. It is also possible to formulate the inversion of top
or base of salt fixing areas of high confidence [9]. One challenge addressed in Chapter 2 of
this thesis is how to deduce and then incorporate uncertainty in top or base of salt into an
inversion of AGG data.
In addition to constraints in the form of horizons, it is common to assume a background
density function to allow for the inversion of gravity or AGG data to recover a density
contrast model [22]. The background density function is often deduced using a linear or
polynomial fit of bulk density well logs in the area of interest. In addition to the well log
curve, a preliminary interpretation of salt can also be considered prior information. The
second challenge addressed in this thesis is the integration of AGG data with both well log
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information and a preliminary seismic interpretation. The methodology for addressing this
challenge is provided in Chapter 3, followed by an application of the method in Chapter 4.
In summary, gravity gradiometry data contain survey and instrument specific noise. Both
the noise amplitude density and filter cutoff wavelength are necessary to model noisy syn-
thetic AGG data. The assumptions present for feasibility studies and forward model oper-
ators must be kept consistent with those present in real data. It is clear that seismic data,
AGG data, and other geophysical data, have increasingly been used to image salt bodies.
Integration of seismic and AGG data can occur in the data or model domain; transforming,
rotating, or otherwise processing AGG data has been the main approach used to integrate
both data in the data domain. In the model domain, inversion of AGG data is most promi-
nent and utilizes seismically derived surfaces as constraints on the inversion. Uncertainty is
present in the seismic surfaces, yet they are often provided as absolute constraints. Other
data, such as well logs, are available and routinely used in the inversion process. The first
challenge addressed in this thesis is how to incorporate uncertainty in a seismic surface into a
surface inversion for top of salt. The second challenge addressed is how to integrate well log
data and a seismic interpretation of salt into an AGG inversion. Addressing two challenges
allows information uncertainty to be present in the inversion. The topic of incorporating
uncertainty in a seismic surface into an inversion is explored next in Chapter 2.
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CHAPTER 2
CONSTRAINED SURFACE INVERSION FOR TOP OF SALT USING SEISMIC AND
GRAVITY GRADIOMETRY DATA
This chapter describes a strategy for constraining a gravity gradient surface inversion
using information derived from a slopes in a migrated seismic image. The surface inversion
methodology is developed in Section 2.1 and applied to a slice of the SEAM Phase 1 salt
model in Section 2.2.
2.1 Log-barrier inversion using Gauss-Newton Iteration
Here I describe the methodology chosen to invert AGG data to recover a surface model
using Gauss-Newton Iteration. First, the formation of the objective function is provided
followed by the solution of the inversion using Gauss-Newton Iteration.
To begin, an objective function is defined that incorporates three key concepts. First, the
objective function must penalize models that do not fit data well, but not too well, given data
contain noise. The data misfit term penalizes models that do not result in predicted data that
match observed data. Second, the objective function must allow for the incorporation of prior
knowldege on the structure of the model. The term that incorporates prior knowledge on
structure is called the model objective function. Lastly, the objective function must not allow
models that contain values that are outside prescribed realistic bounds. To incorporate this
third objective, the logarithmic barrier term is added to the objective function. The objective
function, comprised of mathematical expressions of the previously mentioned components, is
denoted as φ. To solve the inverse problem in a deterministic way, the objective function is
minimized. The model that minimizes the objective function is called the recovered model.




subject to l ≤m ≤ u
(2.1)
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The objective function φ contains the data misfit term φd, model objective function φm
and primal log barrier term in Equation 2.2 [23, 37].












lj and uj are the prescribed lower and upper bounds, respectively, on the model at cell
j = 1, ...,M . The log barrier term goes to infinity when the model is at the lower or upper
bounds. Therefore, the bounded minimization problem is reduced to a minimization of the
the objective function with included log barrier term. The real and positive scalar variable
λ is referred to as the log-barrier coefficient. In what follows, the remaining variables and
their meanings are clarified beginning with the data misfit term φd in Equation 2.3.
φd = ‖Wd(dobs − dk)‖22 (2.3)
The data misfit term evaluates how well a particular model at iteration k, denoted mk,
fits the data. ‖·‖22 denotes the L-2 norm squared. The observed data is denoted by dobs. The
predicted data at iteration k is computed using a forward modeling operator F (mk) = dk.
The data weighting matrix is defined as Wd = diag[1/σi] based on the standard deviations
σi for i = 1, ..., N of the observed data. The data weighting matrix applies large values to
data values that have low standard deviations, implying that the minimization of the data
misfit honors accurate data over inaccurate data. β is the regularization parameter used
in Tikhonov regularization and controls the weight the model objective function, φm, has
on the inversion. The model objective function is first expressed using integrals shown in
Equation 2.4. The objective function used in Oldenburg and Li [38] is used.
This particular model objective function expresses confidence in the reference model,
but not in the spatial derivatives of the reference model [38]. The coefficients αs and αx,y,z
control the smallness and smoothness of the recovered model, respectively. Large values
of αx will recover smoother models in x; the same can be said about the consequences of
increasing αy and αz. Large values of αs will recover models that are similar to, or exhibit
the smallest difference between, the reference model. Luckily, the terms φs and φx,y,z are
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linear transforms and can therefore be represented as matrices. The formation of these terms
is problem specific, a specific example of forming them can be found in Section 2.2.























In summary, our objective function incorporates upper and lower bounds, a reference
model, and smallest deviatoric and flattest model terms. This particular objective function
has the advantage of being able to steer the inversion using several controllable parameters.
The specification and justification of the parameter values used during implementation are
discussed in Section 2.1.1. The specification of the parameter values is non-trivial and
requires prior information and trial-and-error.
Next, the inverse problem solution is given using an iterative approach via the Gauss-
Newton method [37]. First, the problem is linearized by performing a Taylor Series expansion
and formulating a local quadratic approximation of the objective function. By examining
the Taylor series expansion of the objective function, introducing a shift pk (denoted p for
simplicity), Equation 2.5 is obtained.
φ(mk + p) = φ(mk) + gTp +
1
2
pHpT + higher order terms
g = ∇mkφ(mk)
H = ∇mkg = ∇2mkφ(m
k)
(2.5)
To minimize the local quadratic approximation higher order terms are ignored and the
approximation is minimized with respect to the shift p. The gradient of the difference
between the objective function and the approximated objective function is first set to zero,












The objective function is minimized by iteratively solving and stepping in p using the
linear system in Equation 2.6. Note that g represents the gradient of the objective function
with respect to the current model mk. H, also dependent on the current model mk, represents
the Hessian and is the second-order derivative of the objective function. Next g = ∇mkφ(mk)
is derived in Equation 2.7 (denoting ∇mkφ(m2) = ∇mφ and mk = m for simpler notation).












The gradient of the data misfit term is derived first.






The matrix J is the Jacobian or sensitivity matrix representing the derivative of the
forward modeling with respect to the model. When forward modeling data is linear, repre-
sented using d = Gm, the gradient with respect to the model m of Gm is simply equal to
G. Here, G is used to represent a linear transformation in the forward modeling matrix. If
the forward modeling is linear, then J is replaced with G where d = Gm.
The derivative terms in Equation 2.4 have been squared resulting in an opportunity to
express the integral as a quadratic in Equation 2.9. Expressing the objective function as
a quadratic simplifies the implementation of the inversion, especially since a minimization
approach is used. The gradient of the model objective function is now derived in 2.9.











= (m−mref )WTmWm(m−mref ) + 2mTWTvWvmref − (mref )TWTvWvmref














zWz and only contains spatial deriva-
tive terms that apply to the model, not the reference model. mref is the specified reference
model. Recovered models that differ greatly from the reference model will be discouraged in
the inversion. The formation of Wm is problem specific and depends on model discretization
and therefore will be provided when a specific inversion problem is undertaken.














































X = diag[mj − lj] and Y = diag[uj − mj] and e = [1, ..., 1]T . Combining terms from
Equation 2.8 and Equation 2.11, the definition of g is deduced in Equation 2.12.





Note that Ĵ = WdJ. In the case of a surface inversion, the forward modeling is nonlinear
and therefore J must be specified. J represents the change in the forward modeled data
with respect to the model parameters. In my implementation of the Jacobian for the surface
inversion, the change is represented using a perturbation in the current model. Specifically,
when inverting for top of salt, the top of salt is perturbed downward followed by a compution
of the difference in the data with and without the perturbation. The difference is then divided
by the perturbation distance, equivalent to computing a derivative. When modeling AGG
data, this is equivalent to forward modeling the response of a model cell that is the height of
the perturbation. The data from the perturbed cell is computed and subsequently placed in
column j = 1, ...,M of J. The accuracy of the approximation depends on the perturbation
height; a more accurate approximation is obtained with a smaller perturbation. However,
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experience has shown in previous inversions that making the perturbation too small can
introduce numerical noise. Here I choose to have the perturbation on the order of twice the
width of a model cell width to avoid numerical noise.
The matrix H denotes the Hessian, which is approximated as H = ∇m∇mφ(mk). The













Note that λ is the log-barrier coefficient in Equation 2.2. Given the Hessian and g, the
search direction pk is used to update the current model mk+1 in Equation 2.14.
mk+1 = mk + αγpk (2.14)
Concisely, the linear system that is solved at each iteration is given in Equation 2.15.




The superscript k shows that the components of this linear system of equations change
with iteration k.
The matrix Ak ∈ RMxM is large, symmetric positive definite (SPD) and sparse. The
Conjugate Gradient (CG) method can be used to solve the large, sparse, SPD system [28].
The CG method is iterative and requires convergence. In order to reduce the number of
iterations, Preconditioned Conjugate Gradient (PCG) method is used to solve the system






It is undesirable to form the diagonal of Ak in large problems. The problems solved in
this thesis are small enough to explicitly form Ak; however, larger problems require trace
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estimators such as Hutchison’s trace estimator [29].
In summary, Gauss-Newton Iteration is used to minimize an objective function result-
ing in a recovered model from measured data. The objective function incorporates prior
structural information into the inversion. The inversion requires the ability to form the gra-
dient and Hessian of the objective function. The preconditioned CG method is used in the
innermost step of Gauss-Newton Iteration; the Jacobian preconditioner is used to improve
convergence. The inversion process requires specification of several parameters, namely, the
coefficients used in the objective function, the steplength parameters α and γ, the regular-
ization parameter β, and the log-barrier coefficient λ. The strategy chosen for specifying
these parameters is outlined in Section 2.1.1.
2.1.1 Choosing Parameters α and γ
Many problem dependent parameters are specified when performing an inversion. The
parameters include the regularization parameter β, the smallness and flatness coefficients
αs and αf , the log-barrier coefficient λ, the ’step-length’ scalars α and γ to update our
model along p, and importantly the upper and lower bounds uj and lj. In general, for
specifying parameters which change with iteration, I choose values that make the inversion
easier to solve then gradually move toward values that make the inversion harder to solve.
This strategy is deployed when specifying regularization parameter values and log-barrier
coefficients. First, the specification of step-length parameters α and γ is clarified. Next
the log-barrier coefficient λ is discussed, followed by the clarification of the smallness and
smoothing coefficients αs, αx, αy, and αz. Lastly, the strategy for choosing the regularization
parameter β is discussed.
The step-length parameter α (see Equation 2.14) represents the minimum step length
along pk that one can take before reaching a bound. α is found using the logic outlined in
Equation 2.18. In simple terms, if the step is forward or positive one must check against
the upper bound. A step backwards or negative requires a check against the lower bound.
Once all j = 1, ...,M components of the step are checked, the minimum that brings one to
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, if pj > 0
mkj−lj
|pj | , if pj < 0





The log-barrier coefficient is also started at a large value and decreased each iteration as
is the regularization parameter. λ is decreased according to the formula in Equation 2.19
[32].
λk+1 = [1−min(α, γ)]λk. (2.19)
The parameter γ allows one to limit the step length in the direction of p. If the con-
vergence takes too long, increasing γ could help speed up convergence. However, if γ is too
large one could overshoot the minimum solution of the objective function. The parameter γ
is less than, but very close to, one. I default to a starting value of γ = 0.925. The value of γ
is problem dependent and was found empirically by testing several γ values and seeking for
the fastest convergence.
The specification of the model objective function parameters αs, αx, αy and αz can be
subjective and problem dependent. However, general guidelines exist. Correlation length
scales in a particular direction can be defined using ratios of αs to αx,y,z. Specifically,














αs is of units length while αx,y,z are of units length-squared, therefore the dimensions of
the correlation length is correct. Specific numbers for the choice of the correlation length,
and therefore αs and αx,y,z, are problem dependent. I chose a value of αs = 2 × 10−5 and
αf = 1 in the surface inversion problem analyzed in Section 2.2.
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There exist various methods to choose the optimal regularization parameter β. The
methods often rely on monitoring the model objective function and data misfit term. For
example, one can use L-Curve criteria to choose the optimal β based on the curvature in
a log-log plot of φd versus φm. Generalized cross-validation is also used to choose β by
statistically finding a β that results in a model that is not sensitive to the omission of data
[25]. A simple approach for finding the optimal β arises by evaluating the expected value of
the data misfit term.








Under specific noise conditions, the data misfit term exhibits a chi-squared distribution.
If the standard deviation of the data are known, and the noise is Gaussian, the expected
value of the data misfit term is equal to the expected value of a chi-squared distribution
and is equal to the number of data N . In this thesis, only synthetic examples are used that
have known noise levels that are Gaussian. Therefore, the discrepancy principle is used to
show the utility and usefulness of the developed inversion algorithms rather than focus on
methods for finding β. For the regularization parameter β, I start with a large value and
decrease with iteration. At each iteration, the data misfit is measured to compare to the
data misfit required to pick the optimal β based on the discrepancy principle. Each time
β is decreased, I utilize the solution from the previous β as the initial model. Large values
encourage smooth models, making our local quadratic approximation more appropriate, thus
the iterations begin with large values of β and move toward smaller values.
2.1.2 Pseudocode for Gauss-Newton Iteration
Thus far in Section 2.1 I have described how to solve an inverse problem while imposing
log-barrier conditions using Gauss-Newton Iteration (GN) while providing details on param-
eter specification in Section 2.1.1. Here the process is summarized in pseudocode for further
clarification in Algorithm 1.
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Algorithm 1: GN iteration to solve inverse problem
p← pinit
γ ← γinit (γinit is close to but less than one)
β ← [β1, ..., βj, ..., βK ]
for all β do
mk ←minit
λ← λinit
while not converged do
Update p using preconditioned CG on equation 2.15
Update α using equation 2.18
Update λ using equation 2.19
mk+1 = mk + αγp
end while
Store: φd φm λ β
minit ←mk
end for
2.2 Constrained surface inversion for top of salt
The constrained surface inversion method outlined in Section 2.1 is applied to AGG data
simulated from a 2D slice of the SEAM Phase 1 model [45]. The true density contrast model
is shown in Figure 2.1. The model is defined by a top of salt curve, base of salt curve,
background density-depth curve, and an assumed density contrast of salt. The top of salt
(green curve in Figure 2.1) and base of salt (red curve in Figure 2.1) are derived from the
SEAM Phase 1 salt body model [45]. Overhang has been eliminated to simplify the model
parameters, however, a steeply dipping flank of salt is still present and would pose challenges
for seismic migration.
The background density is derived using a second order polynomial line-fit of background
density values versus depth from seafloor using the full 3D Seam Phase 1 density model.
First, depth from seafloor values are computed for each cell in the 3D SEAM model. Next,
a crossplot of the density of background sediments versus depth to seafloor is constructed.
Density values near the density of halite (≈2.17 g/cc) are omitted from the crossplot. Lastly,
second and third order polynomials are fitted to the crossplot values, resulting in Figure 2.2.
The curve shows that the background density between 1-11 km ranges from 2.5-2.7 g/cc,
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Figure 2.1: ”True” salt model comprised of top and base of salt surface colored green and
red, respectively. Constant background density is assumed for simplicity resulting in density
contrast of -0.4 g/cc for salt body. The steeply dipping top of salt poses a challenge for seismic
imaging. The constrained surface inversion formulation aims to allow the most flexibility in
the area of steeply dipping salt. Model derived from SEAM Phase 1 salt model [45]
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resulting in a salt density contrast between (-0.33,-0.53) g/cc (assuming salt with density
2.17 g/cc). For simplicity, a constant density contrast value of -0.4 g/cc is used to construct
the synthetic model. Aside from the crossplot of density values, all depth values in model
domain plots are referenced from sea level.
Noisy AGG data is simulated over the synthetic 2D salt model. A 2D model is assumed,
leaving Gyz = Gzy, Gyy, and Gzz. The x-direction denotes Easting and the z-direction
denotes depth from seafloor with positive depth downwards. Noise is added to the data
using the process described in Section 1.2 using a noise amplitude density of 2 Eo
√
km and
a 100 m low-pass Butterworth filter. The data is simulated well beyond the edges of the
salt body at an optimistic observation height of 0 m elevation at 25 m sample spacing. The
resulting data is shown in Figure 2.3. The data vectors from each AGG component are
concatenated to form the observed data vector dobs.
The depth to the top of salt is chosen to be the model computed using the inversion of
the AGG data. The depth to base of salt could also be the model; however, here the goal
is to recover the steeply dipping flank of salt. The model parameterization is simplified by
assuming base of salt is known. 2D prisms are used to discretize the salt body using an
optimistic prism width of 10 m. Given the discretization of the model domain, the objective
function for this specific 2D surface inversion is clarified next.
The objective function in Equation 2.23 is used in the inversion. The model objective




subject to l ≤m ≤ u
(2.22)












φm = φs + φy
= αs
∫








Figure 2.2: Crossplot of background density values in 3D SEAM Phase 1 model. Values
near 2.17 g/cc are omitted from polynomial line-fit. Crossplot justifies using a salt density
contrast value of -0.4 g/cc which is reasonable when simulating AGG data. Quadratic fit
and cubic spline fit are shown in blue and magenta, respectivley. The quadratic fit is used
in spatially guided fuzzy c-means clustering inversion in Chapter 4. Model values derived
from 3D SEAM Phase 1 salt model [45] 32
Figure 2.3: Noisy synthetic AGG data noise characterized by an RMS noise level of 1 Eo and
a filter cutof of 100 m according to process described in Section 1.2.1. Noise level is intended
to be extremely small to demonstrate inversion methodology and functionality. The salt
body results in a long wavelength negative anomaly in Gzz, higher wavenumber signal is
observed in other tensor components but at a lower amplitude.
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= (m−mref )WTmWm(m−mref ) + 2mTWTvWvmref − (mref )TWTvWvmref
= ‖Wm(mk −mref )‖22 + 2mTWTvWvmref − ‖Wvmref‖22
(2.25)
The gradient and Hessian for the surface inversion are derived in the same way as in



























The smallest and smoothing matrices are constructed using the cell width for each prism
column. The smallest model matrix simply contains the model cell discretization width for
each model parameter along its diagonal. ∆xj for j = 1, ...,M are the model cell discretiza-
tion values. The flattest model term is expressed using a backward finite difference in matrix
form. The formation of Wy depends on how the model is discretized; the 1D flattest model
term used in the surface inversion is given in Equation 2.29. Note that for a 1D model, there





























Constraints are added to the inversion by computing the slope of the top of salt. It is
common to have the ability to compute the slope of an image, and a seismic image is no
exception. One can compute the slope of the seismic image and extract the slope values
along a horizon, in this case, top of salt. Work by Arias and Hale [2] focuses on computing
the slopes of an image using smooth dynamic warping and structure tensor methods. In the
work, the error in slope versus slope value is derived analytically.
The method for incorporating constraints in the surface inversion for top of salt is now
developed. This section focuses on how one might incorporate seismic data into our inversion.
Three possible options for incorporating constraints include: (1) weighting of the reference
term in the model objective function, (2) weighting the flatness term in the model objective
function, and (3) modification of upper and lower bounds via seismic data.
It is well known that the top of salt can be imaged in certain parts, especially in lowly
dipping areas. An initial idea was to relate the certainty in a seismic derived surface based
on dip. This idea was sparked by a presentation by Arias (2014) where he discussed methods
for determining slope in a seismic image. In the work, error in slope of a given 2D image is
quantified using the Plane Wave Destruction Filter and a Structure Tensor methods. The
work shows that the recovery of dip values, in both methods, worsens in areas of high dip or
highly varying dip. It happens that the error in dip is a function of dip, and an equation by











where c is a constant depending on the chosen definition of the Fourier Transform as well
as units of ω. c is either π radians, 2π radians, 0.5 cycles, or 1.0 cycles. ω is the frequency of
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the seismic data at the point of the slope estimation in either cyles or radians, and σt and σx
are filter parameters for time and spatial components of the method, respectively. The units
of σt and σx are samples and traces, respectively. The term trace refers to a single trace
in a seismic image similar to a unit of length. The term samples refers to the number of
discrete data samples within a given trace. The RMS error in dip is denoted by σd and has
units of samples/trace. The specifics of the derivation of this equation are beyond the scope
of this thesis; those interested in the derivation are directed towards [2]. In what follows,
the Structure Tensor method is used because it appeared to be able to estimate higher dips
than the Plane Wave Destructor method in some cases. In this work the Structure Tensor
method is chosen, resulting in values of ω = 0.1 cycles/sample, σx = 1 trace, and σt = 23
samples.
A crossplot of RMS slope error versus slope is generated from the example contained in
Arias (2014). A line fit of the RMS slope error vs. slope allows for an empirical means of
relating error to slope. The crossplot in Figure 2.4 is a result of estimating the slope of noisy
data in a synthetic 2D seismic image using the Structure Tensor method. The best fit line
for the crossplot is given in Equation 2.31.
error = 0.17 ∗ slope− 0.63 (2.31)
This RMS slope error formula is used to constrain the inversion based on slope; however,
other error functions can also be used. The error function based on slope is computed
by (1) computing the slope in a seismic image, (2) converting the estimated slope to an
error estimate, (3) incorporating the error estimate into our inversion. In what follows,
Equation 2.31 is used for simplicity as other error relationships are topics of future research.
Next, I discuss three ways the error estimate could be incorporated into the inversion.
A simple way to incorporate the error is by forming a matrix Wr that has the relative
weighting I choose based on the slope error along its diagonal. The higher the error in slope
at model cell j, the lower the weight in the matrix entry (Wr)jj. The matrix Wr could be
used to (1) penalize areas of the reference model with high slope or (2) penalize areas of
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Figure 2.4: RMS slope error versus absolute value of slope. Line fit of data (black points)
shown in red. The equation of the line is used to map slope estimates from top of salt to
slope error. Slope error is used to form upper and lower bounds.
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the model with high derivatives. Locally penalizing the reference model can be enforced by
modifying the smallness term in the model objective function as shown in Equation 2.32.
The new objective function using a weighting on the smallest model term results in the same
inversion solution as above by replacing Ws with Ŵs = WsWr.
Locally penalizing derivatives in the recovered model can be enforced by modifying the
smoothing term in the model objective function as shown in Equation 2.33. The inversion
solution using a weighted smoothing term results in the same solution as above by replacing
Wy with Ŵx = WyWr.
φm = αs
∫
















A third option for constraining the inversion is to modify the upper and lower bounds
of model cells based on the error derived from slope. If the slope at a particular model
cell is sufficiently low, choose to make the bounds on the model at that location very tight;
otherwise, the bounds are less tight. The range in upper and lower bounds is therefore
proportional to the error in the slope estimate.
Directly controlling the bounds on the recovered model using the slope error allows
strict enforcement of solutions to the inverse problems. In this work, I implement the third
option of constraining the inversion by modifying the bounds of the model cells based on the
certainty of the seismic data. Specifically, I constrain the inversion by identifying the parts
of the top of salt that could readily be imaged using seismic data. Areas of top of salt that
are visible will likely vary with depth of the salt body and the quality of seismic data, and
even the migration algorithm chosen. For simplicity, I choose all parts of top of salt below
a 60-degree dip to be visible and reliable up to the resolution of seismic data. I chose 50-m
resolution for the seismic data for all depths. To illustrate how the bounds are specified, I
describe the process step-by-step.
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First, identify the areas of salt deemed highly confident. In this case, I choose areas
where the dip is less than 60-degrees as shown by the blue points in Figure 2.5.
Figure 2.5: High confidence zones and reference model shown in blue and magenta respec-
tively. High confidence zones are chosen to be locations of top of salt where slope is less than
60 degrees. Reference model is chosen to be a linear interpolation of the high confidence
zones. Other interpolations are also viable.
Next, I perform a linear interpolation between the visible points and use this interpolated
model as the reference model for the inversion. Recall that the weighting of this reference
model is very small in order to encourage solutions that honor other parts of the inversion.
The reference model is also illustrated in Figure 2.5 as the magenta curve.
Next, compute the dip of the reference model in order to get an idea of the error at
different parts of the model. The dip for the model is shown in Figure 2.6. After computing
dip values, I utilize the error as a function of dip which is shown in Figure 2.7.
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Figure 2.6: Slope of ”true” top of salt (see Figure 2.1) and reference model shown in black and
blue, respectively. The slope of reference model is constant in areas of linear interpolation
as expected. Slope varies rapidly between 0 and 90 degrees along top of salt.
Figure 2.7: Slope errors computed using Equation 2.31. Note that areas of higher slope have
larger errors. Errors are linearly mapped to upper and lower bounds in the inversion. Other
mappings are also viable.
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The way the error in slope is used in our constraints is up for debate. I choose to utilize
the error in slope in the bounds using a simple approach. I choose to define the upper
and lower bounds to extend from the reference model as a percentage of twice the seismic
resolution at a particular depth. In other words, model cells with a lower seismic resolution
have larger bounds for a set error in dip. This is equivalent to translating the error in dip
as a percentage error in resolution of the seismic data. This is by no means the best usage
of the error, but it is a simple one for use of illustration. Other ways to incorporate the
error into the bounds are also viable. The bounds resulting from our prescribed process are
shown in Figure 2.8. Note that the bounds seem to extend a sufficient amount from the
reference model to allow the inversion solution breathing room. These bounds are based on
the slope of a seismic horizon, in this case the reference model, and show that uncertainty
in the horizon has been intuitively incorporated into the inversion scheme.
The inversion is performed using the process described above for a range of β values
ranging logarithmically from (10−7, 107). The data misfit and model objective function are
computed for each solution and displayed in Figure 2.9. Each recovered model for all β is
displayed in Figure 2.10.
Note that all of the solutions stayed within the prescribed bounds. This shows that the
inversion implementation is correct. Additionally, note that the largest difference between
each solution is in the areas where the bounds are widest. The constraints based on slope of
highly confident zones for top of salt are successfully incorporated into the inversion. The
steeply dipping flank of salt is better recovered for low β values as shown in the zoomed
image in Figure 2.11.
Low regularization values allow the inversion to recover models that match the data more
exactly. High regularization values result in recovered models that are smoother than those
with low regularization values. The steeply dipping flank of salt manifests itself as a high
wavenumber signal in the AGG data. When regularization is sufficiently high, the recovered
model from inversion will be smoothed to the point where the signal from the steeply dipping
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Figure 2.8: Upper and lower bounds on top of salt computed using linear mapping of slope
errors. Inversion is allowed to vary most in areas of steeply dipping salt where uncertainty
of top of salt is high.
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Figure 2.9: Data misfit and model objective function evaluated for each regularization pa-
rameter β. The increase in data misfit is expected and observed as regularization is increased,
while the opposite behavior is expected and observed for the model objective function. Data
misfit and model objective function values closest to the expected value of data misfit are
circled in green; the model corresponding to this β is chosen to be the recovered model based
on the discrepancy principle.
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Figure 2.10: Recovered models for all regularization values. Note that all recovered models
stay within bounds for top of salt. The recovered models vary most where bounds are widest
based on large slope error.
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Figure 2.11: Recovered models for select regularization values near steeply dipping flank of
salt. As regularization is decreased, a steeper flank is recovered. Lower regularization allows
for highly variable, rough, models and is observed to steepen the recovered flank of salt.
However, dropping the regularization too low can result in a model that overfits the noisy
data.
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flank of salt is not recovered well.
2.3 Summary
In the this chapter, a constrained surface inversion of AGG data is developed for top of
salt using slopes on a seismic horizon. The constraints are successfully incorporated into the
inversion modification of the upper and lower model bounds in the objective function. Linear
mapping from slope to upper and lower bounds is used, however other mapping formulations
are also viable. The inversion was applied to a modified slice of the SEAM Phase 1 Model and
shows that a steeper flank of salt can be obtained using the constraints with the appropriate
regularization parameter.
The method proposed in this chapter has limitations and is demonstrated for a specialized
2D constant density contrast salt body. Using a constant density salt body is not required
to utilize the method; a spatially varying density contrast could also be used however was
not in this example. Additionally, the method is not limited to 2D and is readily expandable
into 3D. The usefulness and applicablility of the AGG inversion is problem dependent and
is a factor of both salt body geometry and salt versus sediment density contrast. Generally
speaking, a larger density contrast between salt and sediment will result in a higher AGG
signal from the salt body and thus improve the usefulness of the inversion method. Addi-
tionally, the AGG signal decays rapidly with depth which in turn makes it more difficult
to recover deeper, as opposed to shallow, portions of salt. When the AGG signal from the
salt body is below the noise level of the AGG data the method will not perform well. One
may use modeling based approaches to estimate the depth where inversion results will be
reliable to based on anticipated salt body geometry, density contrast, and AGG noise level.
If a particular depth or area of the model is anticipated to generat an AGG signal below
the noise level, then inversion results in that area can not be trusted unless other data are
available such as well log or seismic data.
A seismic horizon is not the only information available from seismic data. Interpreta-
tion of salt presence in depth migrated seismic images provides additional information for
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constaining the inversion. The interpretation of salt is more confident, or certain, in some
areas rather than others. The challenge of incorporating an uncertain salt interpretation in
an AGG inversion is addressed next in Chapter 3.
In the previous chapter an constrained inversion method is developed for finding top
of salt using AGG and seismic information. The constraints are derived from slopes in a
preliminary top of salt horizon and are incorporated into the recovered top of salt bounds
in the inversion. The method is shown to work on a 2D salt body model derived from the
SEAM Phase 1 salt model [45]. Describing a salt body in terms of a top and base of salt
surface becomes complicated when multiple top and base surfaces exist. Inverting for the
density contrast, as opposed to a surface depth, allows for more complex salt body shapes
to be recovered by the inversion. The next chapter expands upon fuzzy c-means (FCM)




FUZZY C-MEANS CLUSTERING INVERSION CONSTRAINED BY SPATIAL
LITHOLOGY LIKELIHOOD MAP
It is necessary to incorporate prior information into inversion of gravity gradiometry
data. Inversion results capably match data, however recovered models can exhibit unreal-
istic model values and unrealistic geologic structure. Recovered models can be coaxed into
specific structure using smoothing matrices, and can also be encouraged to contain specific
model values using barrier terms and clustering [52] [48]. The present chapter focuses on
deriving an inversion methodology, or theory, that incorporates information on spatially
varying clusters representing density contrast versus depth. The method leverages the fuzzy
c-means clustering inversion methodology and adds the ability to spatially guide cluster
membership values.
3.1 Methodology
Petrophysical properties distribute, or cluster, about specific values for specific materials.
The clustering nature of petrophysical properties has been used by petrophysicists to deduce
empirical relationships between petrophysical properties. Like viewing a city from an airplane
window at night, petrophysical properties clusters can be identified as concentrations of data
points about a certain value. The value that the data clusters about can be called the
cluster center. If the data is two dimensional, the clustering can resemble a certain trend
representing a relationship between the two data dimensions. A famous example of such a
relation is Gardner’s equation [21].
When data clusters in a certain trend, the notion of a cluster center can been generalized
to describe the shape of a function, such as a polynomial. When the cluster follows a
certain function the term ”cluster center” is generalized into the term ”cluster prototype”
[6, 13, 35]. Once a cluster prototype for a petrophysical property is known, the information
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can be incorporated into an inversion. Inversion of single and multiple geophysical datasets
has previously been developed to include knowledge of the cluster prototypes [47, 48]. The
inversion method is called guided fuzzy c-means (FCM) clustering inversion. Guided FCM
clustering inversion allows for statistical prior petrophysical information to be included in
the inversion of geophysical data. The guidance of the cluster prototypes only occurs in
the parameter domain and is strictly statistical; spatial guidance of petrophysical properties
is not accounted for in guided FCM clustering inversion. The ability to spatially guide
prior statistical information is a necessary expansion to the guided FCM clustering inversion
provided in this section.
Guided FCM clustering inversion relies on iteratively measuring and updating how likely
a certain model cell, at a specific point in the model domain, belongs to a certain cluster.
The likelihood information is contained in a matrix whose entries are referred to as the mem-
bership function. The membership function contains the likelihood of a particular model cell
belonging to a particular cluster. Guided FCM clustering inversion automatically updates
the membership function at each iteration allowing freedom in the spatial domain. Here
the strategy is to incorporate prior likelihood information to spatially guide the membership
function update. The spatial likelihood information can be in the form of an interpretation,
such as an interpretation of the presences of salt. Concretely, a method resulting in the clus-
tering in the spatial domain is developed by guiding the membership values during guided
FCM clustering inversion.
I begin by adopting an objective function with a data misfit term, model objective func-
tion, and fuzzy c-means (FCM) term in Equation 3.1 [48].
φ = φd + βφm + λφfcm, (3.1)
where φd and φm are the data misfit and model objective function, respectively, mentioned
in previous chapters. The fuzzy c-means term, φfcm is meant to penalize models that do
not cluster in a way that one specifies. Others have used a fuzzy c-means objective function
term in Equation 3.2 to encourage models, recovered using inversion, to cluster about one
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The cluster can be represented using coeffients in a polynomial. The coefficients are
referred to as the cluster prototypes. Denote cluster index k = 1, ..., C where C is the number
of clusters. Model parameter values that deviate from the desired cluster prototypes are
penalized using the FCM clustering objective function. To quantify how much a particular
model cell value deviates from the current prototypes, a distance measure δ(mj,vk) is defined.
The distance measure quantifies the distance between the kth cluster defined by its center,
or prototype, vk and the jth model cell value, denoted mj. The penalty is weighted by a
membership function, ujk, which as previously mentioned, represents the likelihood of model
parameter mj belonging to cluster k. Note that mj is an element of a model vector m ∈ RM .
The membership function ujk denotes the current membership likelihood of model parameter
j to cluster k. Note that the membership function is contained in a matrix U ∈ RMxC .
The FCM objective function formation requires specification of the number of clusters
C and the distance measure δ(mj,vk). Allowing a model parameter to belong to more
than one cluster is a conservative and desirable action to take since there is uncertainty in
our the lithology assignement process. A conservative approach is taken by modifying the
fuzziness parameter q in our FCM objective function. A value of q = 1 implies that each
model parameter can only belong to one cluster, resulting in a formulation that aligns with
k-means clustering. A value greater than one implies uncertainty in the classification of a
model parameter to one of the k clusters. Others have found that q = 2 is an efficient
choice [27]. With these guidelines in mind, others have incorporated FCM clustering into
the inversion using Equation 3.2 [47].
An iterative inverison method results from the inclusion of the objective function term
in Equation 3.2. At each iteration, the current membership function ujk and current cluster








If estimates for the true cluster centers, tk, are available, one can incorporate the infor-









‖vk − tk‖22 (3.4)
The FCM term in Equation 3.4 guides the inverted cluster centers, vk, towards the
desired cluster centers, tk. It has been used in single data inversion and joint inversion to
guide parameters to clusters with known centers defined using prototypes tk [47, 48]. The





‖vk − tk‖22 (3.5)
Guided FCM clustering inversion is expanded in what follows to include guidance in the
spatial domain as well as in the parameter domain. To do so, another constraint is introduced
in Equation 3.6 that resembles the guidance of cluster centers, but instead includes the
reference membership values ûjk. ûjk is an entry in row j column k of Û ∈ RMxC matrix.
At entry ûjk we include our estimate of the likelihood of model parameter mj belonging to
cluster k. For example, entry ûj1 = 1 would represent a priori information stating that cell
mj belongs to cluster with index k = 1. In contrast, entry ûj1 = 0 would represent a priori






(ujk − ûjk)2 (3.6)
As in previous formulations of FCM clustering inversion, constraints are provided on the
membership function values according to Equation 3.7. The constraints imply that mem-
bership values for a given model parameter mj must sum to one. The reference membership
values ûqjk must also sum to one for a givem model parameter (see Equation 3.8). This
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constraint is similar to requiring a probability density function to integrate to one.
C∑
k=1
ujk = 1 (3.7)
C∑
k=1
ûjk = 1 (3.8)
Equation 3.2, 3.6, and 3.5 are combined with the constraints specified in Equation 3.7
to obtain Equation 3.9. This wild objective function is tamed to form a simpler one using
assumptions and mathemagic.












(ujk − ûjk)2 + σ
C∑
k=1











I assume that the true cluster prototypes are well known leading to a very large value
of σ. The work of Sun and Li [48] shows that vk = tk when σ is large. The term involving
σ is removed in order to focus on the membership guiding term in the objective function.
Removing this term implies that the clusters are not guided in the parameter domain with
tk, instead replace vk = tk. Next, the update for ujk is derived by taking a derivative of the
objective function with respect to ujk and setting to zero.
δφ
δujk
= quq−1jk δ(mj, tk) + 2η(ujk − ûjk)− γj = 0 (3.10)
In order to derive an update that is linear, q = 2 is chosen and the update is found using
Equation 3.11 and Equation 3.12.





δ(mj, tk) + η
(3.12)
Recall that the membership values are guided using ûjk, the term which guides the
membership values is prefaced by the scalar η. Therefore if η is increased it is expected
that the update relies entirely on the reference, or guiding, membership values. Based on
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Equation 3.12 sending η → ∞ results in ujk → ûjk, confirming that the update behavior
aligns with intuition. The next step is to solve for γj in the update. Begin by leveraging the









δ(mj, tk) + η
= 1 (3.13)










δ(mj, tk) + η
= 1 (3.14)
Afterwards subract the second term on left-hand side of Equation 3.14 and take a recip-
rocal of the remaining left-hand side.
C∑
k=1










δ(mj, tk) + η
(3.15)























k=1(δ(mj, tk) + η)
−1
(3.17)










δ(mj, tk) + η
(3.18)
Another beast must be tamed beginning with the numerator and cleverly multiply by



















i=1(δ(mj, ti) + η)
−1∑C












Finally plug the Equation 3.20 in for the numerator in Equation 3.18, and shuffle terms









δ(mj, tk) + η
(3.21)
ujk =










i=1(δ(mj, ti) + η)
−1
(3.22)
Recall that Equation 3.22 only holds for q = 2. Additionally, the cluster memberships
for a given cell j must add to one (in Equation 3.7). Therefore, the last term in Equation 3.9
can be omitted since constraints have already been incorporated. Rewriting the objective
function, Equation 3.23 is obtained.














At this point, it is desireable to simplify the objective function further. Simplification is
performed by examining the behavior of the last term with respect to η. If η goes to zero,
then our guiding membership values, ûjk, do not affect the update of ujk. Considering η = 0,
the update for ujk becomes that reflected in Equation 3.24.
ujk =


















The update in Equation 3.24 is the same update as if no guidance was provided for
membership values ûjk (see Equation 3.3). When η = 0, constaints are applied to ujk, and
when η =∞ ujk is purely determined by the a priori membership values, ûjk. This behavior
of the update naturally leads one to regard the magnitude of η to reflect the confidence in
the reference membership values ûjk. For confident values of ûjk, one should update with
ujk = ûjk, and for less confident values, one should update as normally would be done
with FCM clustering. With this in mind, an objective function is formed that reacts to the
confidence in ûjk by modifying the updating of ujk and simplifying Equation 3.23.
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−1 , if not confident
(3.26)
3.2 Summary
In summary, the objective function in Equation 3.25 is minimized using updates for ujk
according to Equation 3.26. This derivation only holds under the conditions that (1) q = 2,
(2) Equation 3.7, and (3) Equation 3.8 are satisfied. A method for clustering inversion results
in the spatial and parameter domain has been developed. Currently, the method only applies
for q = 2 clusters and requires specification of the cluster centers. However, there are many
parameters that affect the behavior of the inversion namely β, λ, and the spatial likelihood
map. The effects of these parameters are explored by employing the method on a synthetic
salt body imaging problem in Chapter 4.
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CHAPTER 4
APPLYING SPATIALLY GUIDED FCM CLUSTERING INVERSION TO SALT BODY
PROBLEM
The present chapter describes the application of the spatially guided FCM (SG-FCM)
clustering inversion to a salt imaging problem. For simplicity and proof of concept the
method is applied to a 2D density contrast earth model. However, the method is not limited
to 2D models. The primary goal of the method is to incorporate prior information on salt
presence likelihood, along with associated uncertainty, derived from seismic interpretation
and well data into the inversion of AGG data. The uncertain information is in the form of a
salt likelihood map resulting from an interpretation of a seismic image. The salt likelihood
map describes how likely the presence of salt is in a particular area of the model domain.
Salt likelihood can be obtained from seismic image interpreters. The well data constraint is
in the form of a bulk density curve, such as that used in Section 2.2. The well data provides
information necessary to cluster in the parameter domain, whilst the salt likelihood map
provides clustering information in the spatial domain.
In Section 4.1 I describe how the synthetic 2D model is constructed, and how the 2D
synthetic gravity gradiometry data is generated. Next, I describe the strategy for forming
numerical solution for the guided FCM clustering inversion in Section 4.2, in the special case
of two clusters. An analysis of the method is conducted in Section 4.3
4.1 Simulating 2D synthetic density contrast model and gravity gradiometry
data
Often, well logs can be used to derive estimates of the background sediment density in a
basin; the background density curves represent an opportunity for adding prior information
into an inversion. The sediment background density curves are easily converted to density
contrast of salt by subtracting background from salt density. In this section a 2D density
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contrast model of a salt body is constructed to align with the anticipated prior information
on density contrast.
Here, I utilize the SEAM Phase 1 model to construct the 2D density contrast model of
a salt body. A background density curve is estimated from density values contained in the
SEAM Phase 1 model. First, the depth values for each cell in the model are converted to
depth from seafloor to be consistent with well log data that would be gathered in the real
world. Next, a crossplot is constructed representing depth from seafloor versus density; the
model cells representing salt have been omitted as well as the cells representing sea water.
The resulting crossplot and curve are shown in Figure 2.2. The density contrast clusters
for background, ∆ρb(z) and salt, ∆ρs(z) are created using the linefit on the crossplot. The
depth values, z, in the crossplot represent depth from seafloor. In all that follows, the model
is constructed such that the water column is 1 km. The resulting clusters are shown in
Figure 4.1. The cluster for salt density contrast is chosen to be represented by a quadratic
function, which is generalized in Equation 4.1. The cluster for background density contrast
is simply a line, which is generalized in Equation 4.2.
∆ρs(z) = az
2 + bz + c (4.1)
∆ρb(z) = dz + g (4.2)
Note that z represents depth below sea floor and that the coeffients a, b, c, d, and g are
derived from petrophysical information such as those in Figure 4.1. A slice from the SEAM
Phase 1 3D density model is extracted (in the same location as the 2D slice extracted in
Chapter 2) and populated with the density contrast values. The areas of salt are populated
with values that follow the trend extracted from the crossplot. The background density
contrast values in the model are populated with values that follow the background density
contrast trend in the crossplot, or zero values. To reduce the size of the problem, the model
is then coarsened to 500 m by 500 m cell size resulting in a model with M=644 model
parameters. By reducing the model domain size the inversion method can be analyzed at a
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Figure 4.1: Density contrast versus depth. Used to form true cluster prototypes
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lower computational cost. The resulting model is displayed in Figure 4.2.
Figure 4.2: Synthetic density contrast model used to test spatially guided FCM clustering
inversion.
The synthetic model exhibits a steeply dipping flank of salt in addition to a deep salt
feeder. After constructing the model, gravity gradient data is simulated using a data spacing
of 30 m with an optimistic RMS noise level of 1 Eo at 100 m cutoff (see Chapter 1.2). The
elevation of the data is chosen to be an optimistic 0 m elevation above sea level. The
data acquisition and noise parameters are optimistic and represent a best-case scenario for
marine gravity gradient data. Optimistic noise and acquisition parameters are chosen in
order to demonstrate the SG-FCM clustering inversion. The process by which the noisy
data is simulated follows that discussed in Chapter 1.2. The resulting data is displayed in
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Figure 4.3. The expected data misfit is equal to the number of data, N=1944.
4.2 Applying spatially guided FCM clustering inversion to gravity gradiometry
inversion
After constructing the synthetic salt body model, the SG-FCM clustering inversion is
applied to the noisy data. First, the specifics of the objective function is discussed followed
by an analysis of inversion parameters.
To begin with, the distance measures are defined in Equation 4.4 and Equation 4.3. The
distance measure is defined as the distance from a cluster, or in this specific case the curves
representing density contrast as a function of depth, and a model value representing density
contrast. Distance definitions for each of the clusters are shown for salt and background
clusters in Equation 4.3 and Equation 4.4, respectively. Note that the distance measure is





az2j + bzj + c
)]2
(4.3)
δb(mj, t1) = [mj − (dzj + g)]2 (4.4)
Using the distance measures for each cluster, the objective function is defined in Equa-
tion 4.5 according to the inversion theory in Chapter 3. A matrix representation of the FCM
term in the objective function is formed using the matrices U1, U2, p1, and p2. The re-
maining matrices in the objective function, namely the model weighting and data weighting
matrices, are formed using the guidelines discussed in Chapter 2.
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Figure 4.3: Synthetic AGG data simulated at 0 m elevation with 30 m data spacing. The data
are characterized by 1 Eo RMS noise at 100 m cutoff wavelength. The data was generated
well beyond the edges of the salt body. Note that the Gxx and Gzz components theoretically
should sum to zero, however, given the assumptions of independent noise, the simulated data
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Similar to the theory discussed in Chapter 2, a gradient of the objective function is
















= −GTWTdWd(dobs −Gm) + βWTmWm(m−mref ) + λ [U1(m− p1) + U2(m− p2)]
(4.11)
Once the gradient is computed, a linear system is formed in Equation 4.12. The linear








ref+λ (U1p1 + U2p2)
(4.12)
After each iteration is completed, the coefficient λ is increased. I employ a strategy
to update λ during the inversion. The strategy affects the results in the inversion and is
discussed in Section 4.3.1. The inversion is complete once the convergence in the inversion
result is achieved. The process of SG-FCM clustering inversion is given in the form of
pseudocode in Algorithm 2.
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Algorithm 2: Spatially guided FCM (SG-FCM) clustering inversion
mk ←minit
Initialize U1,U2
Set p1, p2, and λinit
λ← λinit
while not converged do
Solve for mk using system in Equation 4.11
Update U1,U2 entries using Equation 3.26
λ = ηλ
end while
Spatially guided FCM clustering inversion is performed on gravity gradiometry data
derived from the synthetic 2D salt model described in Section 4.1. The likelihood map
used for the inversion is a perfect likelihood map; in other words, the presence of salt is
accurately and completely known in the entire model domain. Recall the values in the
likelihood map represent the entries in the matrix Û, which is used in the update process
during the inversion. The perfect likelihood map is shown in Figure 4.15(a). During the
inversion process, the clustering behavior of the recovered model is observed and plotted in
in the parameter domain in Figure 4.6 and in the model domain in Figure 4.5. In addition
the data misfit, model objective function, and FCM term are plotted versus iteration in
Figure 4.4.
Clustering in both the model domain, in Figure 4.5, and in the parameter domain, in
Figure 4.6 is observed showing that the implementation of the inversion is correct. In ad-
dition, the successful clustering in the spatial and parameter domain show that the theory
behind the inversion is correct.
Performing the inversion with no likelihood map produces a recovered model based on
FCM clustering inversion with no spatial guidance. For completeness, the result using no
likelihood map is performed and displayed in Figure 4.8. Comparing the recovered model
from the FCM clustering inversion with results from a inversion without using the FCM
clustering term show that clustering aids the recovery of the salt body. For both inversions
a regularization value of β = 1.23 is used based on l-curve analysis shown in Figure 4.7. In
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(a) Data misfit
(b) Model objective function
(c) Fuzzy c-means term
Figure 4.4: Data misfit, model objective function, and FCM clustering term behavior versus
iteration when using perfect likelihood map. Note that the data misfit levels out at an
expected value equal to the number of data N=1944.
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(a) Recovered model at iteration 1 (b) Recovered model at iteration 10
(c) Recovered model at iteration 20 (d) Recovered model at iteration 50
Figure 4.5: Recovered models using a perfect likelihood map for different iterations. The
recovery of the salt body at late iteration numbers indicates that spatial information in the
likelihood map has successfully been incorporated into the inversion.
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(a) iteration 1 (b) iteration 10
(c) iteration 20 (d) iteration 50
Figure 4.6: Clustering behavior during inversion process with perfect likelihood map. Clus-
tering increases with iteration according to the heating stragegy for λ. The perfect likelihood
map allows for clustering at great depths as observed in (d).
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all examples that follow, a regularization value of 1.23 is used for consistency.
Figure 4.7: l-curve for inversion with β ranging logarithmically from 1E-3 to 1E3. The β
that gives the desired data misfit is near 1.23. The data misfit and model objective function
value for this β is circled in green.
The inversion results presented in Figure 4.5 are obtained using an initial value of λ =
10−3 and η = 1.2. These values for the initial λ and η are deduced based on trial and error. A
successful parameter choice exhibits an expected level of data misfit and an inversion result
that cluster well. Subjective parameters are not ideal, therefore an analysis of the parameters
is neccessary. The analysis of the parameters λ and η is discussed in Section 4.3.1. It is
obvious that a perfect likelihood map is not realistic of a priori information. An analysis of
the effects of different likelihood maps is conducted in 4.3.
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(a) Recovered model using traditional inversion (no SG-
FCM)
(b) Recovered model using SG-FCM with no certainty in
likelihood map
Figure 4.8: Recovered models using no SG-FCM and SG-FCM without a priori spatial like-
lihood information. The likelihood map used contained values below the certainty threshold
everywhere.
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4.3 Analysis of spatially guided FCM clustering inversion
The results from SG-FCM clustering inversion depend on λ, β and the salt likelihood
map. The rate at which the parameter λ is increased effects how quickly one chooses to
impose clustering into the inversion. Increasing too quickly leads to clustering at early
iterations, while increasing slowly leads to clustering at later iterations. In 4.3.1, the effects
of increasing λ too quickly are investigated.
The likelihood map quality effects the results of the inversion. The recovered models
resulting from using a perfect likelihood map (see Figure 4.5(d)) and no likelihood map (see
Figure 4.8(b)) are drastically different. It is not realistic to assume that all is known about
the salt likelihood map, otherwise inversion would not be needed to image the subsurface.
In 4.3.2, a statistical approach commonly used in machine learning classification problems
is employed to identify the areas of the likelihood map that are most important to know.
4.3.1 Analyzing the clustering parameter λ
The strategy for choosing λ and β in SG-FCM clustering inversion is problem dependent
and can be subjective. In this section, the consequences of increasing λ too quickly are
analyzed in conjunction with the effects of depth weighting. The same noisy data and
model used in the previous section are used. First, the effects of depth weighting and the
salt likelihood map are qualitatively analyzed with simple examples. Following the simple
analysis, an exhaustive approach is used to investigate the effects of the increasing λ in
conjunction with regularization and the salt likelihood map.
To begin, a completely uncertain likelihood map is used resulting in an inversion formula-
tion that is not spatially guided. In order to simulate increasing λ too quickly, the coefficient
η is set to 10 with an initial value of λ = 10−3. A coefficient of η = 10 increases the value of
λ by an order of magnitude every iteration of the inversion as Algorithm 2 shows. Increasing
at this rate is too high, however the results from increasing λ too quickly are provided to gain
understanding on the behavior of the inversion method. The data misfit, model objective
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function, and FCM term are plotted versus iteration in Figure 4.9. The data misfit greatly
increases around iteration 25 indicating that the FCM clustering term are beginning to take
effect in a negative way. The data misfit and the model objective function are increasing at
the expense of the FCM clustering term in the objective function. This indicates that the
inversion result will be clustered very well, but will not match the data, nor will the result
be smooth. An inversion result that does not fit the data within reason is not an acceptable
result. Recall that the noise added to the data is known, and the expected data misfit is
near N=1944 (the number of data). The data misfit at late iterations greatly surpasses the
expected data misfit by an order of magnitude. Continously increasing λ this quickly is not
ideal.
The recovered models while increasing λ too quickly at iterations 1, 10, 20, and 50, are
presented in Figure 4.10. Iterations 1-10 show that the clustering term has not yet influenced
the inversion. Near iteration 20 the effects of the clustering term focus the inversion result.
However, after iteration 20 the clustering term dominates and results in a recovered model
that is well clustered, but that does not fit the data at iteration 50. The behavior of the
clustering in the parameter domain is observed in Figure 4.11. Upon examination of the
parameter domain, it is clear that the clustering begins near iteration 20 and is complete by
iteration 50. However, clustering came at the expense of a extremely high data misfit.
The current strategy for increasing λ, when continuously increasing too quickly, produces
poor inversion results and can be identified by examining the data misfit versus iteration
plot. A sharp jump in the either the data misfit or model objective function can indicate
that the inversion result has suddenly clustered. Based on the current strategy, once the
inversion result has clustered, the data misfit and model objective function will not change
substantially as observed in the above plots. Therefore, it is wise to increase λ slowly at the
expense of requiring a higher number of iterations for convergence. Recall that the inversion
is nonlinear and iterative, regardless of λ. The system that is solved at each iteration depends
on the result of the previous iteration. The increasing of λ is not neccessary for convergence
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(a) Data misfit
(b) Model objective function
(c) Fuzzy c-means term
Figure 4.9: Results when increasing λ too quickly
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(a) Recovered model at iteration 1 (b) Recovered model at iteration 10
(c) Recovered model at iteration 20 (d) Recovered model at iteration 50
Figure 4.10: Recovered models when increasing λ too quickly. The final recovered model is
well clustered but results in poor data misfit as shown in Figure 4.9
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(a) iteration 1 (b) iteration 10
(c) iteration 20 (d) iteration 50
Figure 4.11: Recovered model clusters when increasing λ too quickly
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to occur given the nonlinear inversion. However, if λ is not sufficiently high, then the FCM
clustering term, φfcm, will be small compared to the other terms in the objective function.
The inversion result will therefore be determined mainly by the minimization of the data
misfit and model objective function, which depends heavily on the regularization parameter
β. Therefore, λ must be sufficiently high to ensure the FCM clustering term is respected
during minimization. To complicate things further, the inversion results also depend on the
salt likelihood map. Inversion behavior based on changes in β, λ, and the salt likelihood map
are not yet well understood. An exhaustive approach is used to understand the interaction
between these three inputs to the inversion.
The behavior of the objective function components is monitored for a wide range of λ
and β combinations to understand the inversion method. A suite of 120 λ and β values are
generated ranging logarithmically between (10−6, 106). 120 values for β and λ within this
range implies that there are roughly 10 values of β and λ for each order of magnitude; the
sampling of β and λ is therefore reasonably dense. Note, however, that this analysis requires
the convergence of 1202 nonlinear inversions and is therefore computationally intensive. For
this analysis, λ is not increased at each iteration of SG-FCM clustering inversion. Concretely,
for each λ-β pair SG-FCM clustering inversion is performed according to Algorithm 3. A
perfect likelihood map was used and the data noise level was 5 Eo at 100 m cutoff. The data
misfit, model objective function, FCM clustering term, and the entire objective function
are computed for the model resulting from the inversions and displayed in Figure 4.12. In
the plots the logarithm of the expected data misfit, N=1944, is contoured in white. The
contour shows that there is not a unique λ-β pair that results in the expected data misfit.
The model objective function is shown to decrease with β, while the FCM clustering term
increases with β. Similarly, with an increase in λ the FCM clustering term decreases as the
model objective function increases. These behaviors are expected. Increasing β implies it
is more important to minimize the model objective function, while increasing λ implies the
FCM clustering term is more important to minimize.
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(a) data misfit (b) model objective function
(c) FCM clustering term (d) full objective function
Figure 4.12: Data misfit, model objective function, FCM clustering term, and the full
objective function for range of λ-β pairs. Each point in image results from convergence of
SG-FCM clustering inversion. The log of expected data misfit is contoured by the white
curve in every figure. The contour shows that their is not a unique pair of λ-β that results
in the expected data misfit.
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while ∆ < τ and k < kmin do
Solve for mk using system in Equation 4.11
Update U1,U2 entries using Equation 3.26





The maps in Figure 4.12 reveal characteristics of the SG-FCM clustering inversion and
expand the understanding of the role of λ and β. First, as previously mentioned, the plots
show there is no unique pair of λ-β that gives the expected data misfit. However, in order
choosing a recovered model one must choose a λ-β pair. Choosing a pair where λ >> β
implies that one favors clustering prior information, contained in the FCM clustering term,
over the structural information in the model objective function. In contrast, choosing a pair
where β >> λ imples that the structural information is favored. The tradeoff is therefore
between how much one desires to cluster and how much one desires to adhere to the smooth
structure imposed by the model objective function. Much like the basis of l-curve analysis, a
logical compromise between clustering and structure occurs at the highest curvature point,
or point where the contour changes the most, on the white expected data misfit contour
in Figure 4.12. Next, a slightly modified version of analysis is performed to extend the
understanding of λ and β in conjunction with the salt likelihood map.
A modified inversion scheme is developed to understand the interaction of λ, β, and
the salt likelihood map. The process reflects that outlined in Algorithm 2, however a finite
number of λ and β are investigated. In other words, convergence is not checked and I simply
define a range of λ to investigate. In contrast to the algorithm in Algorithm 3 convergence
occurs when λ becomes sufficiently large. During a single inversion, λ is initialized at 10−10
and increased logarithmically each iteration to reach a high value of 1010. 211 λ logarith-
mically spaced between (10−10, 1010) are used. The data misfit is computed and recorded
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at each iteration or for each lambda. After all λ values have been evaluated, the inversion
ceases. This process is repeated for 200 β ranging logarithmically from (10−10, 1010) resulting
in a map of data misfit for varying λ and β. Examples of such maps are shown in Figure 4.13.
The data misfit maps show the behavior of the inversion with respect to both λ and β. The
data used for the inversions in Figure 4.13 contained 1 Eo noise at 100 m low pass cutoff.
Results are obtained with and without depth weighting, allowing for analysis of the data
misfit response to a variety of parameters.
(a) perfect salt likelihood, no depth weighting (b) no salt likelihood, no depth weighting
(c) perfect salt likelihood, with depth weighting (d) no salt likelihood, with depth weighting
Figure 4.13: Data misfit comparison for the cases with and without a salt likelihood map
with and without depth weighting. RMS noise level in data is 1 Eo. The log of expected
data misfit is contoured by the white curve.
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Note that one row in the data misfit maps reflects a single β value, which would typically
be used for a single inversion result by measuring the convergence of the data misfit. Each
column in the maps shows a single iteration associated with a λ value. Recall that the
model is updated at each iteration as well, which in turn is used to solve for subsequent
iterations in the inversion. The maps show the behavior of the data misfit for various λ
and β, analagously, for iteration versus β. In general, the data misfit increases with β and
λ. The maps show that if β is sufficiently large, dependence on λ is decreased unless the
likelihood map is accurate. Additionally, there is an area of low data misfit in each map
that contains the expected data misfit. The low data misfit area expands, contracts, and
otherwise changes shape based on the salt likelihood map.
First, I analyze the effects of depth weighting on the inversion results. Depth weighting is
incorporated into the model objective function which is scaled by β. Therefore, varying depth
weighting should result in a change in data misfit with respect to β. This effect is observed
by comparing Figure 4.13(a) and Figure 4.13(b) with Figure 4.13(c) and Figure 4.13(d),
respectively. Using depth weighting broadens, or stretches, the map features along the β
axis. This behavior is expected since β weighs the model objective function which contains
depth weighting. Depth weighting stretches the map, however, the area of low data misfit
contracts. This implies that depth weighting results in a lower range of β and λ pairs that
result in low data misfit values at the expense of a smoother variation of data misfit with
respect to β. Depth weighting seems to make the inversion more sensitive to the choice of β
and λ.
Next, I analyze the effects of the likelihood map on the data misfit. As noted in Fig-
ure 4.13, a perfect salt likelihood map was used in addition to no salt likelihood map. In
other words, I compare the inversion results from having perfect spatial control on petro-
physical parameters with having no spatial control. Using a perfect likelihood map results
in a data misfit map that contains a notch, or channel, of low data misfit that extends for
high β and λ. The channel of low data misfit represents a range of β that have lower data
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(a) perfect salt likelihood, no depth weighting (b) no salt likelihood, no depth weighting
(c) perfect salt likelihood, with depth weighting (d) no salt likelihood, with depth weighting
Figure 4.14: Data misfit comparison for the cases with and without a salt likelihood map
with and without depth weighting. RMS noise level in data is 5 Eo. The log of expected
data misfit is contoured by the white curve.
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misfit even at large λ. This encouraging result implies that when an accurate salt likelihood
map is used the inversion is less sensitive to the choice of λ and β.
Maps in Figure 4.14 are generated with an RMS noise level of 5 Eo at 100 m low-pass
cutoff in order to examine the effects on the data misfit with respect to noise level. Increasing
the noise level preserved the characteristics of the data misfit maps. However, the area of
low data misfit has broadened substantially, implying a larger range of β and λ pairs for
high noise levels.
In summary, by examining the data misfit for a range of λ and β the following conclusions
are drawn:
1. There is not a unique λ-β pair that results in the expected data misfit.
2. The range of λ and β decreases when depth weighting is used.
3. A better salt likelihood map allows for more flexibility in choosing β that results in
low data misfit for high λ values.
4. An increase in noise level widens the range of λ and β that result in an acceptable data
misfit. This negative conclusion implies that noisier data forces one to choose between
even more λ-β pairs when choosing a recovered model.
Based on these conclusions a new strategy for increasing λ and measuring convergence
is developed. The chosen convergence criteria is based on a convergence of the data misfit
alone. I chose to define the point of convergence of the data misfit as the iteration, beyond a
minimum number of iterations, that resulted in 0.01% change in the data misfit. Concretely,
for a given iteration I measure the data misfit and compute the absolute relative difference
between the previous iteration. If the absolute relative difference is less than τ = 10−4, and
the minimum number of iterations kmin has been met, then convergence is reached and the
iterations cease. The recovered model resulting in convergence is considered the inversion
result. The convergence criteria are outlined below in Algorithm 4 an expanded pseudocode
version of Algorithm 2.
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while ∆ < τ and k < kmin do
Solve for mk using system in Equation 4.11
Update U1,U2 entries using Equation 3.26
λ = ηλ





The convergence criteria and strategy for increasing λ do not guarantee that the inversion
result will be near the expected data misfit as shown in the example above. The strategy
for increasing λ or convergence criteria must be changed. I chose to modify the strategy by
which λ is increased. I chose to define the λ that is sufficiently high by tracking the data
misfit during the inversion. In other words, λ = ηλ each iteration until the data misfit has
been surpassed. After the data misfit has been surpassed, λ is no longer increased and the
inversion convergence is sought after using a constant λ. This updated strategy is given in
the pseudocode in Algorithm 5.




while ∆ < τ and k < kmin do
Solve for mk using system in Equation 4.11
Update U1,U2 entries using Equation 3.26
if φ∗d has not been surpassed then
λ = ηλ
end if





The psuedocode above is the final algorithm SG-FCM clustering inversion applied to the
salt body problem with two clusters.
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In summary, the effects of β and λ have been analyzed resulting in a better understanding
of how they can be determined. There is a trade-off between honoring prior information in
φm and φfcm. β weights information content in φm while λ weights information in φfcm.
Performing a suite of inversions for a range of β and λ, and using the discrepancy principle,
allows one to justify choosing a particular pair β−λ. If one does not know the noise level in
the data the discrepancy principle can not be used as a basis for choosing the parameters. In
general, changing the noise level of the data modifies the β−λ which is exhibits a justifiable
trade-off between φm and φfcm. If the noise level is high, a larger number β−λ pairs results
in the expected data misfit. Therefore, a higher noise level increases the difficulty of choosing
an appropriate parameter pair.
The parameter analysis has not been extended to include the effects of the fuzzy-coefficient
q that occurs in the exponent of the membership function in the φfcm term in Equation 3.2.
As certainty of cluster prototypes decreases, a higher value of q can be used to make the
clustering result fuzzier, or less strict. A value of q=1 implies that a model cell can only
belong to one cluster and results in k-means clustering, whereas a value of q = ∞ implies
that a model cell belongs to all clusters. A value of q=2 has been found by others to be
a good tradeoff between hard and fuzzy clustering and allows for a model cell to belong to
more than one cluster; q=2 also conveniently makes minimizing the objective function less
involved [27]. Next, a detailed analysis on the effects of the likelihood map is performed.
4.3.2 Likelihood map
In this section an analysis of the effects of the salt likelihood map is conducted. Using a
perfect likelihood map has been shown to result in a near perfect recovery of the salt model
as expected. It is natural to wonder how the inversion behaves with partially known salt
likelihood maps next. The behavior of the inversion method is examined by utilizing four
likelihood maps displayed in Figure 4.15.
Each likelihood map is designed to test a specific aspect of the inversion method per-
formance. The criteria for measuring the performance of the method is borrowed from the
82
machine learning community, specifically, from the field of machine learning that emloys clas-
sification algorithms. To begin, a simple qualitative analysis of false positives, denoted as f+,
and false negatives, denoted as f−, is performed for each of the four likelihood maps. The
notations for true positives is t+ and true negatives are denoted as t−. Following the quali-
tative analysis, a more robust quantitative analysis is performed by examining the precision,
recall, and F1-score of the inversion results [26, 41, 44].
Four likelihood maps with varying areas of uncertainty are constructed and shown in
Figure 4.15. Each map is meant to test for the recovery of false positives or false negatives.
Spatially guided FCM clustering inversion is conducted on each of the models. The inversion
is conducted with a regularization parameter β = 1.23 and a coefficient η = 1.5 according
to Algorithm 5. This value of β is chosen based on the inversion using the l-curve criterion
in Figure 4.7. The previous section shows that there is not a single parameter, but rather
a range of regularization parameters that can give the same level of data misfit. Therefore,
as long as the inversion results reach the expected data misfit β = 1.23 is sufficient for the
inversion. In all that follows in this section, the expected data misfit was achieved for the
displayed recovered models.
The recovered models from each of the inversions shed light on the performance of the
inversion method. The recovered models, not using depth weighting, are provided in Fig-
ure 4.16. To begin, salt likelihood map 1, shown in Figure 4.15(b), tests for false negatives
in the deeper part of the model domain. In other words, if the inversion result does not
recover salt in the area of uncertainty a false negative result is present. The results from
using salt likelihood map 1 show that if the likelihood map is uncertain in the deep portions
of the model, then the inversion is not able to recover salt in that areas.
Salt likelihood map 2, shown in Figure 4.15(c), tests for false positives in the shallow
section. Inversion results that incorrectly recover salt in the shallow section represent false
positive solutions. The results show that if the likelihood information is uncertain then the
inversion produces false positives in the shallow section. In other words, when provided
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(a) Perfect likelihood map. (b) Likelihood map testing false negatives
(c) Likelihood map testing false positives (d) Likelihood map testing false positives and negatives
with depth
Figure 4.15: Likelihood maps used in trials
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uncertainty in the shallow section the inversion method could possibly indicate salt in areas
where salt does not exist.
Lastly, salt likelihood map 3 tests for false positives and negatives for all depths. The
inversion results show that false positives are present in the shallow section, while the deeper
section is susceptible to false negatives.
To summarize, the inversion method is susceptible to both false positive and false negative
results when provided an uncertain likelihood map. False positives tend to concentrate near
the shallow section while false negatives concentrate in the deeper section. Potential field
data decays rapidly as source depth is increased, therefore the ability to correctly classify
inversion results is expected to dimish with depth as well. In an attempt to alleviate the false
positive and negatives and their dependency with depth, the analysis was performed again
using depth weighting. For consistency, the convergence criteria between depth weighting and
no depth weighting is identical. The resulting inverted map models using depth weighting
are shown in Figure 4.17.
The first noticable difference when using depth weighting is the smearing of areas where
the likelihood maps contain certain information in the recovered models for likelihood map 1
(Figure 4.17(b)) and likelihood map 3 (Figure 4.17(d)). This shows that the depth weighting
in the model objective function is partially contradicting the clustering term in the inversion.
This effect is undesireable and should be eliminated. Allowing a higher number of iterations
is one way to eliminate the blurred effect. A likelihood map with certain information should
not be degraded by less certain information incorporated using depth weighting. Therefore,
depth weighting should not be present in the areas of the model that are certain. However,
depth weighting reduces false positives in areas that have very uncertain information such as
those in likelihood map 2 (see Figure 4.17(c)). Depth weighting did not reduce the number
of false negatives at great depths. The analysis of the effects of likelihood maps and depth
weighting led to several guidelines to follow when utilizing SG-FCM clustering inversion.
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1. False positives tend to concentrate in the uncertain shallow section where the AGG
data are more sensitive to model changes.
2. False negatives tend to concentrate in uncertain deeper sections of the model.
3. Depth weighting reduces false positives in uncertain shallow sections of the model.
4. Depth weighting does not reduce false negatives in uncertain deep sections of the model.
The qualitative analysis of false positives and negatives is now extended. The analysis is
based on a single question. The question is: if one could introduce certainty in the likelihood
map, where should she include it?
In practice the ability to include information is limited. In an exploration scenario, one
has limited exploring capabilities and resources, which makes justifying the collection of more
data necessary. The following analysis shows how the SG-FCM clustering inversion benefits
from including more data in various parts of the model domain. The analysis is quantitative
and leverages the classification concepts of precision, recall, and F1-score [26, 41, 44]. First,
it is necessary to provide a way to classify the inversion results.
It is necessary to classify each cell in the inversion in order to know the number of false
or true positives and negatives. I chose to use the the Euclidean distance to the cluster
curves as a means to classify each cell in the model by taking the square root of Equation 4.3
and Equation 4.4 distance measures. After the inversion, the distance to both clusters is
computed for each cell. Then, each cell is classified by choosing the cluster that is closest.
Using this method the number of true or false positives and negatives can be quantified
after the inversion. To measure the performance of the inversion after classification, it is not
sufficient to examine the percentage of of true positives and true negatives alone. Consider
the case where the entire model domain is background, or negatively classed cells. Measuring
the number of true negatives versus true positives would be biased by the overwhelmingly
large number of negative samples. If I were to simply guess that the entire model domain was
negatively classed, the percentage of true negatives and true positives would be an extremely
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(a) Recovered model using perfect likelihood map (b) Recovered model using likelihood map 1
(c) Recovered model using likelihood map 2 (d) Recovered model using likelihood map 3
Figure 4.16: Recovered models using SG-FCM clustering and no depth weighting for each
likelihood map. Note false positives are present within recovered models that utilized salt
likelihood maps 2 and 3
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(a) Recovered model using perfect likelihood map (b) Recovered model using likelihood map 1
(c) Recovered model using likelihood map 2 (d) Recovered model using likelihood map 3
Figure 4.17: Recovered models using SG-FCM clustering and depth weighting for each like-
lihood map. Applying depth weighting results in less false positives in the shallow section.
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misleading 100%. Precision, recall, and the F1-score are measures that are robust against
model domains that contain a large number of positives versus negatives or vice-versa. Next,
their meanings and relevancy are clairified.
Precision is a measure representing the proportion of correctly predicted positives, or
salt cells correctly predicted by the inversion, to the total number of predicted positives.
In other words, precision is a ratio of the number of salt cells correctly predicted to the
total number of cells predicted to be salt by the inversion. Obviously, measuring precision
requires knowledge of the true model; the same is said for recall. The formula for precision,
P , is formed using the total number of true positives and false postives in Equation 4.13.
Precision answers the question: of the cells correctly predicted as salt, what proporation are
truly salt?
Recall is a measure that is complimentary to precision. Recall represents the proportion
of correctly predicted positives, or salt cells predicted by the inversion correctly, to the total
number of positives in the true model. In other words, recall measures how well the inversion
method correctly predicts areas of salt in comparison to the total number of salt cells in the
true model. The formula for recall, R, is formed using the total number of true positives
and false negatives in Equation 4.13. Recall answers the question: of all the cells that are











If one increases the number of false positives, the number of false negatives decreases.
Therefore a tradeoff exists between precision and recall. If one goes up, then the other goes
down. A measure that encompasses precision and recall equally is called the F1-score, F1,
given in 4.13. The F1-score is a harmonic average between precision and recall.
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Precision, recall, and F1-score are used to identify areas where information in the likeli-
hood map results in a better recovery of salt and background. First, 150 realizations of noisy
data are generated. Next, a likelihood map is constructed with only one column of correct
certainty. In other words, a likelihood map with a value below the certainty threshold, in
this case 0.5, everywhere except one column. The single column contains the correct likeli-
hood values for the probability of salt versus background. An inversion is performed using
the likelihood map using all 150 data realizations. Following the inversions, the precision,
recall, and F1-score of the results are measured. This results in 150 recovered models and
150 values for precision, recall, and F1-score allowing for statistics to be computed on the
results. The process is repeated including every column one-by-one in the model domain and
every layer one-by-one. This results in precision, recall, and F1-scores for every column and
every layer in the model domain. The statistics represent a quantitative means of justifying
the inclusion of certainty at a given depth or column in the model domain. The scores are
displayed using box and whisker plots in Figure 4.18, Figure 4.19, and Figure 4.20. Each
box and whisker plot is placed above its corresponding column, or next to its corresponding
layer in the model domain.
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Figure 4.18: Precision including certainty in row or column corresponding to alignment with model domain.
91
Figure 4.19: Recall including certainty in row or column corresponding to alignment with model domain.
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Figure 4.20: F1-score including certainty in row or column corresponding to alignment with model domain.
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The plots above allow us to evaluate the effects of the salt likelihood map on the inversion.
First, it is observed that including information in columns near the edges of salt, or within
salt, increase the classification quality the most. This observation is most apparent in the
recall and F1-score plots. In other words, if one could choose to add information in the
model domain in one location, perhaps using well data, then that location of the well should
either be going through salt, or near the edges of salt.
Second, if one can choose to include information at a particular depth it is most beneficial
to add information that is deep and near the base of salt. Note that the F1-score increases
with depth and also increases most near the base of salt. This shows that the inversion result
will benefit from depth dependent information that is near base of salt.
In summary, the spatially guided FCM inversion is successfully performed on a 2D syn-
thetic model derived from the SEAM Phase 1 salt body model. The inversion method
requires the specification of density-depth profiles for salt and background density contrast
as well as a salt likelihood map. The resulting models from the inversion are dependent on
the heating strategy chosen. Identifying sudden jumps in the data misfit versus iteration
curve can help ensure that the heating strategy is modest enough. A detailed and quantia-
tive analysis of the benefits and consequences of various salt likelihood maps is provided. It
is observed that depth weighting should not be used in areas where the salt likelihood map
is above the certainty threshold; the depth information is already contained in the likelihood
map. Finally, by examining the precision, recall, and F1-score statistics of a large number of
inversions it is observed that the best place to include information in the likelihood model
is near the edges of salt, through the salt body, or near the base of salt.
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CHAPTER 5
CONCLUSIONS AND IMPLICATIONS FOR FUTURE WORK
Integrating geophysical data along with interpretation has been shown to improve inver-
sion results. This thesis develops two methods for constrained inversion of AGG data that
the recovery of a salt body. The first method leverages slopes derived from a seismic horizon
to bound the inversion results. It has been shown that the recovery of steeply dipping flanks
of salt are more easily recovered when constraints are provided to the inversion. However,
the method does not address the problem of imaging salt overhang. Areas of salt overhang
contain multiple top or base of salt surfaces. Currently, the surface inversion only accounts
for a single top and single base of salt. It is difficult to comprehend developing an inversion
that accomadates an arbitrary number of top and base of salt surfaces. A change of perspec-
tive is therefore neccessary and can be provided by reparameterizing the model domain in
the inversion. The idea of reparameterizing the model domain to more accurately represent
salt has been done by others. Foks et al. [20] uses triangular facets, rather than rectangular
facets, to characterize base of salt, which results in a more accurate representation of the salt
body and deeper base of salt recovery. Alvers et al. [1] leverages lattices that allow for user
interaction during the inversion process, which results in the ability to represent salt over-
hang. Extracting seismic attributes while simultaneously reparametrizing the model domain
provide exciting opportunities for future research.
The second method leverages salt likelihood maps in conjunction with density-depth
information derived from well data to cluster inversion results in the parameter and model
domains. The salt likelihood map is assumed to be provided from seismic interpretation.
However, seismic attributes, other than slope, could allow for automated means to represent
salt likelihood based on a salt interpretation. For example, if illumination is known to be poor
in an area of the image, then interpretations in that area should be assigned less certainty.
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Additional constraints should be included in the two methods discussed. For example, when
constraining the inversion based on the slope of the top of salt areas one can leverage relative
amplitudes in the image. Extracting the amplitude along the horizon in a seismic image can
provide a basis for weighting or modifying the bounds as well. Other seismic attributes, such
as curvature, instantaneous frequency, or relative acoustic impedance could also be used as
bases for incorporating uncertainty into the inversion. Seismic interpretation tools should
provide an environment for estimating uncertainty in a horizon or edge of salt body. Future
work should include a case study on a real data example where seismic data and AGG data
are available.
The examples included in this thesis are 2D and synthetic; however more complicated 3D
or real data examples should be included in future work. 2D synthetic examples allow for a
detailed evaluation of inversion algorithms, such as was performed in Section 4.3. Extending
the method into 3D is not a limitation in theory, but will require efficient implementation.
Both constraints to the spatially guided FCM clustering inversion are available in 3D; the
inversion algorithm is also readily expanded into 3D. The theory for spatially guided FCM
clustering inversion should be extended to include multiple clusters. Applications in the
mining industry immediately come to mind to invert for various mineral alteration zones.
The method should be jointly applied to other geophysical data such as induce polarization,
DC resistivity, magnetics, and seismic data. The FCM inversion methodolgy has previously
been extended by others to include various geophysical datasets jointly; spatially controlling
the clustering of multiple petrophysical properties using multiple likelihood maps could be
included in a joint inversion.
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