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Abstract. We adopt the Pearson cross-correlation measure to analyze the LIGO Han-
ford and LIGO Livingston detector data streams around the events GW150914, GW151012,
GW151226 and GW170104. We find that the Pearson cross-correlation method is sensitive
to these signals, with correlations peaking when the black hole binaries reconstructed by the
LIGO Scientific and Virgo Collaborations, are merging. We compare the obtained cross-
correlations with the statistical correlation fluctuations arising in simulated Gaussian noise
data and in LIGO data at times when no event is claimed. Our results for the significance
of the observed cross-correlations are broadly consistent with those announced by the LIGO
Scientific and Virgo Collaborations based on matched-filter analysis. In the same data, if
we subtract the maximum likelihood waveforms corresponding to the announced signals, no
residual cross-correlations persists at a statistically significant level.ar
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1 Introduction
The detection of gravitational eaves (GW) by LIGO was a major milestone in the history of
astronomy [1]. Achieving the necessary strain sensitivity of the instruments was a memorable
technological accomplishment [2], while determining the required waveforms was an astonish-
ing success of the physics community [3]. Despite these great achievements, the detection of
the signals remains a challenge: the signals are still at low signal to noise ratios and must be
extracted from the data using advanced statistical techniques and signal processing.
The most sensitive gravitational wave data searches rely on matched-filtering tech-
niques [4–6]. These are based on comparing the data with a class of signals determined
in a specified theory. Such techniques are robust and very sensitive if the source waveform
is accurately predicted. For signals with an uncertain modelling, more model-independent,
although less sensitive, searches are necessary [7–12]. The coherent wave approach is partic-
ularly suitable in these cases. Its flexibility enables it to identify signals that deviate from
model expectations. There are still some intrinsic assumptions in the coherent wave method
(such as the waves being plane waves travelling at the speed of light with the polarisation
behaviour of general relativity (GR) waves), so that more agnostic techniques are required
to rule out or discover (unexpected) signals not fulfilling these assumptions. Searching for
statistically significant correlations in the data of noise-uncorrelated detectors, with as few
as possible biases on the signal structure, is poorly efficient in terms of reconstruction power
and computing resources but is an option that still deserves some attention. Moreover, the
same searches applied to the data streams where the reconstructed signal is subtracted, are a
powerful tool to quantify the quality of the reconstructions and the possibility of incoherent
detector noise.
Matched-filtering searches typically assume Einstein’s theory of general relativity. This
theory is the standard paradigm for gravity, having passed all tests in the Solar System with
flying colours. Gravitational wave observations can be used to test this theory in different
systems. Neutron star binary systems have been observed via gravitational waves and other
astronomical messengers. These observations are already raising questions about our theoreti-
cal understanding of neutron star populations [13, 14]. On the other hand, black hole binaries,
triplets and other “dark” systems can be currently discovered only by means of gravitational
wave observations. Robust confidence in the analysis of gravitational wave data is thus of
key importance for the exact interpretation of the observations. This requires comprehending
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many aspects, for instance how deviations from expected models might manifest themselves
in the data [15], and how to be sensitive to the unexpected.
Monitoring the correlation in the data collected by independent interferometers consti-
tutes an interesting method to test the unexpected. Some publications have explored this
direction analyzing the LIGO data streams with known events [16–21]. It turns out that
several subtleties jeopardize the reliability of such a test [22]. For instance, after suppos-
edly subtracting the GW150914, GW151012 and GW151226 signals from the corresponding
data streams, Refs. [16, 17, 20] find some anomalies that could potentially be ascribed to
a sizable mismatch between the detected signals and the general-relativity waveforms that
best fit these signals. However Ref. [19] concludes that this mismatch for GW150914 is not
statistically significant once one takes care of subtleties, such as whitening versus notching or
discrepancies in the best fit waveforms. Still, some debate remains over the exact size of the
statistical significance [20, 21].
The question whether the anomalies claimed in Ref. [17] for GW151226 and GW170104
are actually caused by similar subtleties, has not been fully addressed yet. In the present paper
we tackle this question, and for completeness we run our tests also on GW151012, a black hole
merger detected in the first observing run, that was initially classified as marginal but has
now been promoted to a confident detection by several groups [23–25].1 We believe that our
results help to clarify several aspects that can guide the community in future implementations
of correlation-based searches for new physics, in the presence and in the lack of a signal model.
This manuscript is organized as follows. Section 2 details how we preprocess the data
and apply the Pearson cross-correlation measure. Section 3 contains the results and comments
on them. Finally, Section 4 is devoted to our main conclusions and outlook.
2 Methodology
Our methodology follows closely the approach presented in Ref. [19] which itself is designed
to scrutinize the claimed anomalous correlations in the GW150914 data from Refs. [16, 17].
The approach in Ref. [19] is thus tuned to work on the features of the GW150914 signal.
To extend it beyond GW150914, we need to decide some criteria aimed at generalising this
procedure to other events.
In brief, the procedure we adopt is the following: we take the GWOSC calibrated gravita-
tional wave strain data of LIGO Hanford and LIGO Livingston around the events GW150914,
GW151012, GW151226 and GW170104; we whiten and bandpass the data of each event
and each detector individually; we calculate the Pearson cross-correlation between the data
streams of the detectors before and after subtracting best-fit general relativity waveforms;
and we check the statistical significance of the obtained correlations with the statistical fluc-
tuations arising in pure noise. We now describe the choices of these steps and their reasons.
We choose here to whiten the data, rather than notch them with a list of frequency lines.
This simplifies our analysis, providing a unique criterion applicable to every event without
requiring a complete list of individual lines to be notched. Such a list, varying from event to
event, does not exist in general and would need to be generated by hand with some judgement
(we note that Ref. [17] also uses whitening for their analysis of GW151226 and GW170104).
1We restrict our analysis to the events GW150914, GW151012, GW151226 and GW170104 as their LIGO
data can be easily handled by means of the Gravitational Wave Open Science Centre (GWOSC) toolbox [26].
The GWOSC webpage indeed provides several numerical tools already tuned for the analyses of these four
events. There is no conceptual obstacle in analyzing other events in the way we present here.
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Applying a whitening filter, based on extended periods of detector data around the time of
events, with the assumption that this provides a good indication of spectral noise at the
time of the events, removes the need to identify spectral lines based on short time windows
at the time of an event. Whitening the data also more closely follows the practice in the
wider gravitational wave literature; see e.g. Ref. [22]. We refer to Ref. [19] for details on the
whitening process we employ.
We apply a bandpass to the data filtering frequency ranges that varies for each event.
The chosen ranges loosely follow those considered in the GWOSC webpage [26] which itself
does not necessarily implement the values used in the published LIGO-Virgo Collaborations
(LVC) analyses, but provides a convenient guide for our investigation. The high-pass fre-
quency adopted in GWOSC is 43Hz but the data at frequencies 35−60Hz are usually highly
dominated by seismic noise. We then round the high pass frequency to 50Hz for all events
but the first one, for which we keep the choice adopted in Ref. [19] to facilitate the comparison
between our findings and those previously obtained. For the low-pass frequencies, we typi-
cally use lower frequencies than those chosen by GWOSC, which are 300Hz for GW150914,
400Hz for GW151012 and 800Hz for GW151226 and GW170104.2 We in fact take a low-pass
frequency not smaller than 200−300Hz for these frequencies in order to be free of seismic and
thermal noise, and sufficiently below the violin frequency disturbances at around 500Hz.3
It is of course essential to not cut out the dominant frequencies associated with the
binary coalescence. Indeed a cross-correlation analysis, as opposed to an extended matched-
filter, appears to be more sensitive to the signals around their peak of strain. For a binary
merger it is hence weakly impacted by the low-frequency strain at the start of the inspiral
phase whereas it is dominated by the higher-frequency strain around the coalescence stage.
Table 1 shows the specific values of the low and high bandpasses we implement.4 These values
are in part determined by the inferred properties of the signal and thus further investigations
with truly blind searches would be required to test the capabilities of the Pearson correlation
search method for unknown signals.
To construct the data sets of the residuals, we subtract best-fit general relativity wave-
forms. As shown in Ref. [19], for GW150914 the maximum likelihood waveform produces
cleaner residual data than the numerical relativity waveform released on GWOSC. In our
analysis here we subtract maximum likelihood waveforms, specifically the one provided in
Ref. [27] for GW170104 and those available in Ref. [28] for the other three events.
To measure the cross-correlations between the Hanford and Livingston data sets, we
apply a Pearson cross-correlation measurement. The Pearson cross-correlation is given by
R(τ, t, ω) =
∫ t+ω
t
H(t′ + τ)
σH
L(t′)
σL
dt′ , (2.1)
where H(t) and L(t) are respectively the data in Hanford and Livingston (with or without the
signal subtracted) at the time t set in Hanford, σH and σL are the standard deviations of the
Hanford and Livingston data respectively, and ω is the time window in which the correlation
is measured. The quantity τ is the time lag between the signal arrival times in Hanford
and Livingston (positive if the signal reaches Livingston first). Unfortunately, in most of the
2These values correspond to the option ‘fband’ in the json files of the GWOSC webpage [26].
3We ran some tests on power spectral density at about the time of the GW151226 event. For a low pass of
480Hz or larger, the data at high frequencies are still very noisy due to contamination at the violin frequencies.
4As a consistency check, for the GW151012 event we ran our analysis with different choices of high- and
low-pass frequencies. For variations of about ±5Hz, the findings do not qualitatively change.
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Event Bandpass H-L time Reference Window
Name range (Hz) τp ±∆τp (ms) time tr (s) ω (ms)
GW150914 35-350 6.9 ± 0.5 1126259462.4 0.4
GW151012 50-230 -0.6 ± 0.6 1128678900.4 0.4
GW151226 50-460 1.1 ± 0.3 1135136350.6 0.4
GW170104 50-230 -3.0 ± 0.5 1167559936.6 0.4
Table 1. The values of the input parameters for the analysis of each event.
realistic cases, τ comes with an important uncertainty ∆τ that Eq. (2.1) does not take into
account. We thus need to modify the measure R, and define the (improved) cross-correlation
measure
C(τ,∆τ, t, ω) = max
τ¯
R(τ¯ , t, ω) : |τ¯ − τ | ≤ ∆τ . (2.2)
Due to computational limitations, we have not performed a complete multivariate analy-
sis on t and τ . We instead prefer to analyse the t dependence of C along a strip τp±∆τp —with
τp and ∆τp taken from Refs. [17, 29], and identify the time t = tp at which |C(τp,∆τp, t, ω)| is
maximal. This facilitates comparison with existing results in the literature and makes man-
ifest the impact of some subtleties such as different bandpasses, whitening and subtracted
waveforms. On the other hand, the data preprocessing in Refs. [17, 19] and in ours differs in
several aspects, so that it is not guaranteed that taking τ = τp is a valid assumption. For this
reason, we perform some consistency checks, and test a posteriori that at t = tp no higher
cross-correlations arise when moving τ outside the strip τp ±∆p.
To identify tp, it is important to evaluate C in a t interval including the merger time
around which the maximal cross-correlation is expected in the data before subtracting the
reconstructed signal. In principle the length of this interval should mildly affect the findings,
however an appropriate interval helps avoid statistical artifacts and include relevant signal
data.
For concreteness we take t ∈ [tr−0.1 s, tr+0.1 s], with tr being the arrival time (rounded
at the first decimal digit) of the maximal signal strain in Hanford as estimated in the GWOSC
analysis [26]. For τ and ∆τ we adopt the values obtained in Refs. [17, 29]), while for ω we
consider the time window ω = 40ms which corresponds to four cycles of a gravitational wave
of 100Hz. As a consistency check we allow τ to move from −10 to 10ms. Such an analysis is
performed for both the data sets with the signals and those with only the residuals. Table 1
summarizes the inputs we adopt in our analysis.
Lastly, we analyze the cross-correlation among the detectors for pure noise by estimating
the backgrounds, following the procedure described in Ref. [19]. However, our analysis differs
from Ref. [19] in some technical points. While in Ref. [19] the residual data was used for
background times, we preferred to use the original data strain in a time interval far away
from the coalescence, where no event was declared. In particular, the time interval was
chosen to start 12 minutes away from the coalescence time.
We generate several pairs of data sets, each pair consists of a set of mock data of
simulated pure Gaussian noise and a set of LIGO data at times away from any claimed event.
These pairs are then treated in exactly the same way as the event data we consider. We
thus whiten and bandpass them, and run the C estimator over them according to Table 1.
This tells us how often a given cross-correlation value arises as a statistical fluctuation in
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background noise, and furnishes a probability estimate for the maximal correlations we find
in our analysis to occur by chance in pure noise.
The code with the implementation of our analysis is public [30]. We refer the reader to
this for further details on the preprocessing of the data and their analysis.
3 Results
In this section we discuss our main results. We start by presenting the t dependence of C
in the strip τp ± ∆τp, and then show the consistency check previously described. At the
end we quantify the statistical significance of the identified cross-correlations before and after
subtracting the maximum-likelihood waveforms of the reconstructed signals.
3.1 Cross-correlation: t dependence
We run the cross-correlation measure C over the time series around the GW150910, GW151012,
GW151226 and GW170104 LIGO data, preprocessed as explained in Section 2. The resulting
t dependence is plotted in the upper panels of Figs. 1–4, where the time variable is shifted by
t0 ≡ tr − 0.1 for clarity. In each figure, each one dealing with a different event, the blue solid
and dashed orange lines represent the t evolution of C in the data, respectively before and
after subtracting the maximum likelihood waveforms of the reconstructed signals. The red
vertical line marks tp, the maximal (in absolute value) correlation time found in the data be-
fore the waveform subtraction. The green vertical line instead highlights td, the time at which
subtracting the waveform signal leads to the maximal difference in the correlation between
the original data and the residuals. The waveform signals that are subtracted are depicted
in the lower panels of the figures. They are shown after being whitened, bandpassed and,
for the waveform measured in Livingston, shifted by the value of τ reported in Table 1. In
each of these lower panels, the yellow region highlights the time frame ω = 40ms for the peak
correlation value of C(tp, τp,∆τp, ω) for the considered event. By construction, such a time
frame contains the data that the LIGO Hanford and LIGO Livingston detectors collect at the
times t ∈ [tp, tp + ω] and t ∈ [tp + τp, tp + ω + τp], respectively. As previously explained, we
expect tp to be around tr − ω, i.e. in the data segment preceding the signal’s maximal strain
(during the ringdown the amplitude of the signal is much weaker than in the late inspiral
and merger phase). Our results fulfill this expectation (c.f. tr and tp in Table 1 and Table 2,
which quotes the key quantities calculated in this section).
Figure 1 shows the correlation versus detector time around the event GW150914. The
cross-correlation behaviour of this event is widely discussed in the literature [16, 17, 19, 20, 28].
We present it here for ease of comparison with previous results. The maximal correlation time
found in Ref. [28] is included for reference (light brown vertical line) and is quite close to tp.
We also notice that, after subtracting the reconstructed signal, the correlation in the time
window [tp, tp + ω] is strongly reduced and the global peak of the correlation is no longer
inside this window. The maximal variation between the cross-correlations before and after
the subtraction is also outside of this time window, i.e. td < tp. This is not surprising if
after the subtraction of the model waveform from the original data, what remains is a pure
noise correlation between the two detectors. The residual correlation, assuming a perfect
subtraction of the signal waveform, may vary randomly in magnitude, as well as in sign,
independently from the subtracted signal.
We have to emphasise however, that even though noise correlations and signal correla-
tions are not linearly additive, they are still additive. Having a really low value of correlation
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Figure 1. Top panel shows the correlations between Hanford and Livingston detector strain data
for 200ms of data around GW150914. The bottom panel shows the whitened model waveforms that
are subtracted from the data to produce the residuals, where the time interval highlighted in yellow
represents the part of the waveforms that was integrated in the estimation of the correlation at the
time of maximum correlation tp. The Livingston waveform is shifted in time relative to the Hanford
waveform in order to highlight the anti-correlation between the two strains.
.
difference after subtraction at the time t∗, therefore suggests that most of the correlations at
said time were given by statistical fluctuations of the noise, which are indeed not the ones
we are interested in this kind of analysis. We will see in particular in the case of GW151012,
where the low signal-to-noise ratio (SNR) of the incoming wave allow the noise correlations to
be comparable with the ones generated by genuine gravitational waves effects, that the first
peak of maximum correlation found can be discarded due to the low significance difference
of the correlations before after the subtraction. We detail the statistical compatibility of the
residuals with the instrumental noise in Section 3.3.
In the top panel of Fig. 1 after the merging time, there are still some slight differences
between the original data correlation (in blue) and the residuals correlation (in orange). Since
the model waveform is zero after the ringdown, one might expect there should be no difference
between the correlations of the original data of Fig. 1 and the residual data. However, the
process of whitening applied both to the original data and the model waveform, introduces
small difference in both of the considered data (see the variation after the ringdown part of
the model waveform in the bottom panel), that once integrated over the window ω to estimate
the correlations will result in the small mismatching observable among the two. This feature
of the analysis, is present in all of the reported figures 1–4.
The analogous plots for the event GW151012 are presented in Fig. 2. GW151012 is the
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Figure 2. As Fig. 1, but for the GW151012 event.
Figure 3. As Fig. 1, but for the GW151226 event.
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Figure 4. As Fig. 1, but for the GW170104 event.
event with the lowest SNR among the ones we investigate. The figure shows that we still
obtain relatively high values of |C|, although not as high as for GW150914. As we will see later
in this section, the significance of these values is also not as high as the ones for GW150914.
This is qualitatively consistent with the interpretation of a lower amplitude signal due to a
smaller mass system at a greater distance.
At 0.05 s . t − t0 . 0.075 s the data correlation occasionally becomes positive, even
though we expect that the effects of the incoming gravitational waves should result in an
anticorrelation among the detectors. It has to be emphasized though, that the correlations
of residuals and reconstructed waveforms are not linearly additive, hence this effect arises
for this event due to the low amplitude of the gravitational wave signal in the detectors,
compared to the noise, at times away from the coalescence. At t − t0 . 0.010 s the signal
dominates the noise in the detectors. Hence, even though the correlation of the residuals flips
sign, the correlation in the data before the signal subtraction remains negative until it lines
up with the residual strain after the coalescence time. Eventually, after the signal waveform
fades out, no sizeable correlation remains.5
Furthermore, at t− t0 . 0.010 s a first maximum of strain correlation appears, however,
as discussed previously this peak can be neglected because most of its anticorrelation is given
by a statistical fluctuation of the noise. This fact may be further elucidated by observing the
bottom panel of Fig. 2, which clearly shows that in relation to the first peak we are not even
including the merging part of the waveform in the correlation data. This event is the only
one for which the correlations in the residual data are positive around the time of the signal
5Our results do not confirm the late-time correlation found in Ref. [10]. However our results are restricted
to time lags τ consistent with the main event and are thus blind to correlations at other time lags, that could
be interpreted as originating from other parts of the sky.
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merger, that is, in one forth of our events the residual exhibits a positive correlation, which
seems statistically unremarkable to us.
Concerning GW151226 and GW170104 (see Fig. 3 and Fig. 4), the t dependence of C
essentially presents no key qualitative features not already noted above for GW150914 and
GW151012. The signal in GW151226 has a reconstructed total mass much smaller than
the other three. The signal thus exhibits the largest gravitational wave frequency at the
coalescence time, about 447Hz [26], and the smallest relative strain around the coalescence
time. The maximum of C is then the smallest in absolute value. The amplitude of the signal
in GW170104 is instead much higher. Its source involves two highly massive black holes (of
approximately 30 and 20 solar masses) and is the next to farthest among the four considered
sources.
For binaries with masses inferred for GW170104 at the reconstructed luminosity distance,
theory predicts that the gravitational wave signal has a peak strain amplitude at a frequency
around 190Hz, where the noise of the detectors is quite low. Thus the correlation of the data
around this event peaks at a rather high value, almost as high as the one in GW150914.
The straight comparison between the values of the C peak in different events can be mis-
leading. For instance, let us consider the case of GW150914 and GW170104. As just observed,
C peaks at similar values in these two events. It is however known that the matched-filter
SNR in GW150914 is almost twice as high as the matched-filter SNR in GW170104 [24], so
it may seem that this observation is not compatible with the similar values of the correla-
tion peaks. However, correlation values in and of themselves are not directly comparable
without considering the different bandpass frequency ranges and length of data for which the
correlations are calculated. We further investigate this aspect in Section 3.3.
For the four considered binary merger events, if one knows the time lag τ ±∆τ and has
an indicative time data segment where to look in, C(τ,∆τ, ω, t) reaches large values in the
proximity of the time frame where the inferred signal strength becomes high. In addition,
running C on the residuals constitutes a valuable check of the signal model. In the case
of our four events, if one subtracts the signal reconstructed assuming the theory of general
relativity, the correlation maximum (in absolute value) moves away from the time interval
where C peaks. This is not yet a complete test of the model but it is certainly encouraging.
We come back to this point after performing the consistency checks on the values of τ we
have just adopted.
3.2 Cross-correlation: τ consistency check
We have determined tp by assuming τ = τp and ∆τ = ∆τp, with τp and ∆τp taken from pre-
vious studies [17, 29]. Here we present the consistency checks. We test that |C(τ, 0, tp, ω)| <
|C(τp,∆τp, tp, ω)| for τ ∈ [−10 ms, τp − ∆τp] ∪ [τp + ∆τp, 10 ms], that is, no higher cross-
correlations are found at t = tp for a time leg τ away from the strip τp ±∆τp.
Figure 5 shows C(τ,∆τp, tp, ω) as a function of τ , for ∆τp and ω as in Table 1. The
time is fixed at the values of tp obtained from the t dependence analysis of C and reported
in Table 2. Each panel corresponds to one of the four events we analyse. The grey band
spans the time lag τp ±∆τp. The figure highlights two remarkable facts. First of all, had we
determined τ and ∆τ independently of the previous results in the literature, this would have
been estimated as the peak of correlations and its approximate width arising in the strain
data before the signal subtraction (blue line). Such peaks turn out to be within the gray
bands, which proves that the values of τ used in the previous section are consistent with the
data treatment of our analysis. Secondly, the correlation in the residuals (pink line), obtained
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after the subtraction of the model waveform from the original data, does not necessarily peak
in the grey zone. (In some cases the global peak for the residuals is close, but not inside, the
grey zone. In some cases the global peak for the residuals is a positive correlation rather than
a negative correlation.) This feature, together with the observation that the data and residual
correlation peaks are well separated in Figs. 1–4, sheds light on the precision of the subtracted
waveform: If there was a sizeable discrepancy between signal and subtracted waveform during
the merging phase, the cross-correlation in the residuals would have likely peaked within the
grey band where the signal strain amplitude is larger.6 A peaking of the residuals’ correlation
within the grey band is however not sufficient for there to be a problem with the subtracted
waveforms. It can also happen by pure chance.
Figure 5. The cross-correlations as a function of τ at the time t = tp. The gray bands correspond
to the strips τp ±∆τp previously used to determine tp.
3.3 Background cross-correlations and statistical interpretation
In order to determine the statistical significance of our computed cross-correlations, we run
the C estimator over the aforementioned data sets of background, and count how often a given
value of |C| arises in pure noise data (preprocessed in the same way we preprocess the LIGO
events that we analyze). From this we estimate the probability, in terms of a p-value, that
a value at least as large as our observed cross-correlation value, would occur as a statistical
fluctuation in pure noise.
Figure 6 reports the statistical significance of the cross-correlations arising in the four
LIGO event data sets before and after subtracting the reconstructed signal waveform (dashed
6More details on this reasoning can be found in Refs. [17, 19].
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Figure 6. Comparison between the actual correlation values obtained for the events, and the fre-
quency of occurrence of similar correlation values in the background of detector time away from events
(black lines) and in simulated Gaussian noise (crimson lines). Here the same background values are
used for the events GW151012 and GW170104, as the same frequency bandpass range was employed
for these two events.
vertical lines in blue and pink, respectively).7 The black and crimson curves show the p-value
deduced from cross-correlations found in the off-source LIGO data sets and the simulated
Gaussian noise data sets, respectively. The usage of these two different curves is complemen-
tary. The simulated Gaussian noise is guaranteed to be free of truly correlated signals while
the off-source detector data more closely follows the noise distribution of the actual detectors.
The close agreement of these curves however indicates that the true noise of the detectors
is statistically indistinguishable from pure Gaussian noise at the level of this test for all the
bandpass frequency ranges used in our analyses.
Although this procedure of estimating significance is different in several respects from
that employed by the LVC, there is still qualitative agreement in the significance ranking
of the four events. From Fig. 6 the most significant event, in agreement with the LIGO
results, is GW150914, with a p-value of approximately 10−5. Moreover, the subtraction
of the maximum likelihood waveform in the GW150914 data, makes C(τp,∆τp, t, ω) drop
down four orders of magnitude. The GW151226 and GW170104 data before subtraction
are the next most significant events of the four analyzed, with a p-values around 10−3 and
10−4 respectively. This similarity is unsurprising considering that both these events have a
matched-filter SNR around 13 [24]. However, after the subtraction of the numerical waveform,
the p-value of the residuals’ cross-correlation for GW151226 is approximately 0.2, while for
7To reduce the computational time, the code evaluates R(τp, t, ω) instead of C(τp,∆τp, t, ω). The latter
reproduces the former in the limit ∆τ → 0 (cf. Eqs. (2.1) and (2.2)). This leads to slightly overestimate the
significance of the cross-correlations C(τp,∆τp, tp, ω) obtained in Section 3.1.
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Event Max corr. Max corr. var. C(τp,∆τp, tp, ω) C(τp,∆τp, tp, ω)
Name time tp (s) time td (s) before subtr. in residuals
GW150914 1126259462.39 0.0069 ± 0.0005 -0.97 -0.53
GW151012 1128678900.42 -0.0006 ± 0.0006 -0.84 -0.10
GW151226 1135136350.62 0.0011 ± 0.0003 -0.78 -0.32
GW170104 1167559936.57 -0.003 ± 0.0005 -0.94 -0.70
Table 2. Time of maximum correlation and obtained correlation values at that time for the four
analysed events. Correlation values are rounded up to the second decimal value and denote the
maximum magnitude of correlation found in the assumed time-lag intervals, both for the original
data and after subtraction of a maximum likelihood waveform. To check the full precision results see
Ref. [30].
GW170104 it is around 0.08. This feature is a consequence of the fact that detector noise
exists at all frequencies. With a bigger frequency range considered, a larger amount of noise is
included in the data, making it harder to identify potential signals with a limited bandwidth.
On the other hand, once the background is bandpassed and whitened, the dependence on the
frequency range of the correlations is taken into account, hence the significance obtained for
the various events, can be more easily compared between events. Lastly, in agreement with
LVC results, GW15012 is the least significant event among the four. The p-value of its data
before and after waveform subtraction is only around 10−2 and 1, showing that the maximum
likelihood waveform still efficiently reduces the cross-correlation.
In general, Fig. 6 shows that the cross-correlation method, combined with the present
statistical interpretation, is a valid tool for complementary searches of signals and tests of
their modelling.
4 Conclusions
Sensitivity to the unexpected is one of the main challenges of the modern experiments. Mar-
velous sensitivities often come at the expense of intricate data analysis techniques required to
dig out weak signals from data largely contaminated by instrumental noise. Unfortunately,
such techniques tend to rely on hidden or manifest assumptions, with the risk of overlooking
signatures of new physics in the data. It is then worth developing alternative techniques to
analyze data with a range of different assumptions and generality. In the present paper we
have investigated one of these approaches, the so called Pearson cross-correlation method.
Specifically, we have employed (a variation of) it to analyse the data of the four gravitational
wave events GW150914, GW151012, GW151226 and GW170104, and scrutinize some claims
made about them. The study has led to the following conclusions:
• Although the Pearson cross-correlation method is less sensitive than a matched-filter
analysis, it is still able to recover the events at relatively low p-values, relative to both
off-source detector data and simulated Gaussian noise.
• No significant cross-correlation arises at about 0.1 s after the end of each event if the
Hanford and Livingston detector data are analysed with time lags consistent with the
original events. No evidence of events such as echoes is then found with this method.
• In all of the four events, the cross-correlations in the data after subtracting maximum
likelihood general-relativity waveforms, is consistent with noise fluctuations. Specifi-
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cally, such cross-correlations have p-values larger than 0.05. This is consistent with the
residual analysis results of the LVC [9], and amply compatible with general relativity.
• The maximum peaks in the residual correlations do not typically occur at detector time
lags consistent with the original events. This seems statistically natural in the case that
the subtracted waveforms well fit the signal in the merging stage, which is the phase at
which the binary signal strain is the largest and the Pearson cross-correlation method
consequently reaches its highest sensitivity.
Several aspects however remain to be explored in more depth. With more computational
resources dedicated to the study, it would be interesting to systematically investigate the per-
formances of the Pearson cross-correlation method in the whole catalogue of LIGO events, and
excise these data with a multivariational approach of the Pearson cross-correlation estimator
(here we have run it by varying either the GPS detector time or the time lag). This is espe-
cially true of much lower mass systems such as the binary neutron star merger GW170817.
While analysis of this event is beyond the scope of the present work, we see no fundamental
reasons why the current techniques could not be applied there. The same method could also
be adopted to test the quality of the multi-source fitting necessary to solve the “enchilada”
problem in LISA data [31]. We plan to deal with some of these aspects in future investigations.
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