In this work, a novel method to model off-diagonal disorder in organic materials has been developed. The off-diagonal disorder is taken directly from the geometry of the system, which includes both a distance and an orientational dependence on the constituent molecules, and does not rely on a parametric random distribution. The geometry of the system is generated by running molecular dynamics simulations on phenylene-vinylene oligomers packed into boxes. The effect of the kind of randomness generated in this way is then investigated by means of Monte Carlo simulations of the charge transport in these boxes and a comparison is made to the commonly used model of offdiagonal disorder, where only the distance dependence is accounted for. It is shown that this new refined way of treating the disorder has a significant impact on the charge transport, while still being compliant with previously published and confirmed results.
I. INTRODUCTION
Charge transport in disordered materials has been a widely studied subject ever since the beginning of the solid state electronics era. The subject is still a very active research topic, in particular with the increased interest in low cost electronic materials based on processable conjugated polymers such as poly(p-phenylene vinylene) (PPV). The disordered nature of these polymeric materials makes the exact morphology unknown. Since the microscopic electron transfer rates that control the macroscopic charge transport depend crucially on the morphology, this lack of information remains an obstacle in the search for a full understanding of the electron transport properties.
The theoretical search for transport coefficients is based on the fundamental nature of transport below the mobility edge in disorder materials, namely, that the carriers move by direct tunneling between localized states. In this hopping type of transport, the transition rates between the localized states (or sites) are usually taken from Miller-Abrahams 1 or Marcus 2 theory, the latter if polarization and/or geometrical reorganization effects (polaron effects) must be accounted for.
Most studies of hopping transport in conjugated polymeric systems have so far been based on a simplified model focused on the distance between the sites active in the electron hopping process, 3 even though it is well known that the detailed orientation [4] [5] [6] [7] of localized segments with respect to each other is crucial for the electronic overlap between these sites. The major disadvantage of many of the models used is that the disorder in the system only appears as a diagonal term describing the variations in the potential in the system. This will most certainly limit the validity of the model and make direct comparison with experimental results less reliable. a) Electronic mail: mattias.jakobsson@liu.se. b) Also at Swedish e-Science Research Center (SERC), SE-100 44 Stockholm, Sweden.
In this work, we take the studies of charge transport one step further and introduce the effects of both distance and orientational disorder into the calculations of the transfer rates. In this way, the off-diagonal disorder comes in naturally via the calculation of the transfer integrals between the constituent units active in the transport process.
It is well known that a polymer chain in itself is disordered to an extent that the electronic states are localized to segments, or chromophores, 8, 9 along the chain. We have based our work on such segments of PPV chains and model the system by performing molecular dynamics (MD) simulations on (large) boxes of phenylene-vinylene (PV) oligomers. The distribution of these oligomers within the box constitutes our system and the intermolecular transfer integrals are calculated based on the positions of each individual atom in the system.
The methodology is presented in some detail in Sec. II below; first we describe the MD simulations in Sec. II A followed by the calculation scheme to obtain the diagonal and off-diagonal disorder based on the MD results in Secs. II B and II C. The simulation technique for obtaining the charge transport properties is described briefly in Sec. II D. In the results section we focus mostly on the mobility of the charge carriers and how the mobility and its temperature and electric field dependence are affected by introducing the orientational disorder. Finally, we present a short summary of our results in Sec. IV.
II. METHOD
In order to simulate charge transport at the macroscopic level, a structure of the organic material is needed. In this work, this structure was obtained by running MD simulations on four and six monomer long PV oligomers packed into boxes. Three systems were created in this way: (i) a pure 4-PV system, (ii) a pure 6-PV system, and (iii) a mixed 4-PV and 6-PV system. These systems will henceforth be referred to as the 4-PV, the 6-PV, and the 4/6-PV system, respectively.
The reason we chose to study this type of systems is because of the difficulties of realistically model long chains of polymers at an atomic level. The idea is that the disordered blend of oligomers should capture the chromophore picture 8 of charge transport in PPV, where the charge carriers make both intra and inter-chain transitions between different segments of the chains. The details of the systems, such as size and ratio, will be given in Sec. II A. A sample from the 4/6-PV system can be seen in Fig. 1(a) .
A fourth system was also created. This system, henceforth referred to as the model system, is a simple-cubic molecular crystal of coplanar 4-PV oligomers. The geometry of this system is shown in Fig. 1(b) . The orientation was chosen so that the major axes of the oligomers is parallel to the x direction, while the plane of the molecules lie face to face in the z direction. There should hence be a substantial π -stacking in the z direction (the stacking direction). This system will be discussed further in Sec. II C below.
The charge transport in all four systems is described by the Marcus formula 2 for the inter-oligomer transition rates,
The focus in this article is mainly on the transfer integrals, H ij , between the oligomers. This term describes the electronic coupling between a pair of PV oligomers. Fluctuations in this quantity for the transitions between different pairs in the system is the origin of the off-diagonal disorder. The diagonal disorder, which arise from variations in the energy difference in the on-site energy, G 0 , of the oligomer pairs, will also be discussed. The third important energy in Eq. (1) is the reorganization energy, λ, which describes the reorganization in the system associated with the charge transfer. In most of the simulations presented below, this energy will be set to 0.3 eV, but simulations were also run with a reorganization energy of 0.1 and 0.5 eV. The value was varied due to the uncertainty in primarily the solvational part of this quantity.
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A. Molecular dynamics simulations
To build the starting configuration for the MD simulations, we use the program PACKMOL, 12, 13 which creates an initial point by packing molecules in defined regions of space by minimizing the short-range repulsive interactions.
As mentioned above, three systems where built: (i) a box of 22 500 oligomers of 4-PV; (ii) a box of 6400 oligomers of 6-PV; (iii) a box containing a mix of 7680 oligomers of 4-PV and 5120 oligomers of 6-PV. The ratio of 4 and 6-PV oligomers of the latter box is chosen to get roughly the same total number of monomers in the 4 and 6-PV oligomers. Molecular dynamics simulations in the NPT ensemble were performed during three ns using the OPLS (optimized potentials for liquid simulations) force field 14, 15 and the GROMACS program [16] [17] [18] [19] with periodic boundary conditions (PBC). The temperature was maintained at 300 K using a Nosé-Hoover thermostat 20, 21 with a coupling constant of 0.2 ps. The pressure was maintained at 1 atm using the Parrinello-Rahman barostat 22, 23 with a coupling constant of 0.2 ps. The cut-off distance applied for both electrostatic and van der Waals interactions was 1.5 nm. After equilibration, the density and size of the boxes converged to the values listed in Table I .
Molecular dynamics simulations were performed on those new boxes in the NVT ensemble during five ns using PBC and the same cut-off distances as above. The temperature was once again maintained at 300 K using a Nosé-Hoover thermostat.
To analyze the results of the MD simulations, various distributions were collected and visualized. A particularly interesting distribution is that of the minimum inter-oligomer distances for the possible inter-molecular transitions. This distribution is shown in Fig. 2 for the 4-PV, 6-PV, and 4/6-PV systems. To discuss this figure, two definitions need to be made: (i) what are the possible transitions and (ii) what is the inter-oligomer distance. The former is the set of oligomer pairs gathered by going through each oligomer in the system and identifying the 28 closest neighboring oligomers. Hence, the number of possible transitions in a system is 28 multiplied by the total number of oligomers. The value of 28 was chosen to be large enough not to limit the charge transport, but small enough to be able to handle computationally. The minimum inter-oligomer distance is defined as the minimum value of the set of distances formed from the distance between all atoms of the first oligomer in a pair to all atoms in the second oligomer of the pair.
Two distinct peaks are clearly visible in the distributions in Fig. 2 . The first one, around 3.5 Å, is assumed to correspond to the typical nearest neighbor distance, i.e., when the oligomers are packed together, immediately adjacent oligomers do not come closer than about 3.5 Å. Outside these nearest neighbors, a second layer of oligomers is visible as another peak. These next-nearest neighbors is located 7 Å away from the original oligomer, i.e., twice the distance of the nearest neighbors. This peak is less pronounced, however, which shows that the system is not strongly aligned, i.e., the major axes of the molecules do not have a preferred direction. If this was the case, the next-nearest neighbor peak should be larger than the nearest-neighbor peak.
The second observation that can be made from Fig. 2 is that long oligomers (6-PV) tend to have more nearest neighbors than the shorter ones (4-PV). This is plausible, since a longer oligomer has a larger surface area, which can fit more neighbors. Once again, this reasoning would break down if the oligomers were aligned, since in that case each neighbor would also occupy more of the surface. Figure 2 , hence, makes it very likely that Fig. 1(a) is a representative sample of the disordered MD systems, where the oligomers cross each other at an angle instead of being parallel.
B. Diagonal disorder
The diagonal disorder, i.e., the DOS of the charge transport orbitals of the oligomers, is generated by calculating the energy of the HOMO for a coplanar oligomer. The coefficients and energy of the orbitals of the 4-PV and 6-PV oligomers where optimized at the RHF/STO-3G level of theory based on the geometries obtained at the same level. A minimal basis set was used in order to have a single 2pπ coefficient per carbon atom. The use of these coefficients will be explained in Sec. II C.
Once a reference HOMO energy is found, all oligomers are assigned an individual HOMO energy from a Gaussian distribution centered around the reference energy. This is done to model the energetic disorder that arise due to fluctuations in polarization energy in the system. The standard deviation of the Gaussian distribution is set to 80 meV. A value of 90 meV has been reported for PPV, 24 but a slightly lower value was chosen out of performance reasons for the Monte Carlo simulations.
To make sure that no potential paths for the charge carriers are excluded in the Monte Carlo simulations, this procedure was repeated for the HOMO-1 and HOMO-2 of the oligomers. It should be noted that this is mostly a precaution, the lower lying orbitals are not expected to contribute much to the charge transport since the energy separation from the HOMO level is quite large. The resulting DOS (down to −1.0 eV) is shown in Fig. 3 for the 4-PV, 6-PV, and 4/6-PV systems, where the HOMO energy of 6-PV is taken as the reference (0 eV).
For the 4/6-PV system, shown as the red curve in Fig. 3 , the DOS is a linear combination of the DOS of the 4-PV and 6-PV systems. This results in a larger diagonal disorder, since two Gaussians with a slight offset in mean value are added together. This is expected to have a negative effect on the mobility in the Monte Carlo simulations.
The diagonal disorder in the model system is the same as in the 4-PV system, although the standard deviation of the Gaussian distributions were chosen to be 50 meV instead of 80 meV. This reduction of diagonal disorder should reflect that the fluctuations in polarization energies in this ordered system is smaller than for the disordered MD systems.
C. Off-diagonal disorder
The main focus of the method development in this work is to improve the model of the off-diagonal disorder. Previously, the standard method has been to use
to approximate the electronic transfer integral between two transport molecules. Variations in the inter-molecular distance between the molecules, r ij , give rise to fluctuations in the transfer integrals and account for the off-diagonal disorder. The exponential prefactor, H 0 , gives the value of the transfer integral when the molecules are a distance r 0 apart. The falloff parameter, β, in Eq. (2) gives the strength of the distance dependence and is related to the localization length, α, of the electronic wave function, β = 2/α. We have previously used a modified version of Eq. (2) to account for the number of monomer units included in the transport molecules in the case of PPV chromophores. 25 In this case, the exponential prefactor is given by
where n i and n j are the number of monomers in the two participating oligomers. Equation (2) together with this prefactor will be used to compare the traditional distance dependent transfer integrals (henceforth DD transfer integrals) with the new distance and orientational dependent transfer integrals (DOD transfer integrals) introduced in this work. The major drawback of Eq. (2) is that it fails to take into account the mutual orientation of the molecules. The importance of this orientational dependence was pointed out early by Bässler, 3 one of the pioneers in the study of hopping charge transport, and attention has been called to it repeatedly since then. [4] [5] [6] [7] However, to the best of our knowledge, the orientational dependence has not yet been used directly in calculations of the mobility. One way to artificially include this dependence is to introduce a disorder in the fall-off parameter, β, by generating it from a random distribution. The drawback of this method is that the parameters describing this distribution has no physical basis and has to be adjusted to experimental measurements of the mobility.
The lack of an orientational dependence in Eq. (2) also becomes apparent when studying non-spherical molecules. The inter-molecular distance is in this case not well defined and both a center-to-center and an edge-to-edge distance may seem reasonable. As a by-product of our treatment of the electronic transfer integrals, we will show below that the edgeto-edge distance, i.e., the minimum inter-molecular distance, appears to be the most suitable choice.
The new DOD transfer integrals between a pair of oligomers is calculated by taking into account the overlap of each carbon atom in one oligomer with all carbon atoms in the second oligomer. The overlap integral, S ij , between two atoms' 2pπ orbitals, i and j, is given by the Mulliken formulas, 26 S ij (r, θ i , θ j , φ) = cos θ i cos θ j cos φ S 2pπ,2pπ (r)
The three angles θ i , θ j , and φ gives the mutual orientation of the two 2pπ orbitals and r is the inter-atomic distance. This method for calculating overlap integrals has previously been used by, e.g., Hansson and Stafström, 27 where the definition of the three angles can be found. S 2pπ, 2pπ (r) and S 2pσ , 2pσ (r) account for the distance dependence of the π and σ overlap, respectively, and are given by
where ζ is a fall-off parameter similar to β. For the overlap of two carbon atoms, 26 ζ = 3.07 Å −1 . Once the overlaps between the carbon atoms have been calculated, they are summed up to obtain the resulting molecular overlap integral,
The coefficients, c i and c j , are the expansion coefficients for the 2pπ orbitals i and j, respectively, in the wave function describing the molecular orbital. These are obtained from the same Hartree-Fock calculations that gave the molecular orbital energies described in Sec. II B. Finally, to obtain the molecular transfer integral, we make the approximation that the overlap integral is proportional to the transfer integral,
The proportionality constant, k, is set equal to −10.6 eV, a value obtained from the resonance integrals between pairs of carbon atoms in carbon nanotubes. 27 The model system in Fig. 1(b) was included to verify the new DOD transfer integrals and the resulting off-diagonal disorder. If the traditional DD transfer integrals are used, the electronic coupling will only depend on the distance between the oligomers in each direction. For oligomers stripped of hydrogen atoms, this distance was chosen to be 3 Å in the x and y direction and 3.5 Å in z direction. Since the center-to-center transition distance is longer in the direction of the major axes and the effect of the electric field is stronger due to this, the DD transfer integrals can be expected to produce the highest mobility in this direction in the model system.
In contrast, if the detailed DOD transfer integrals are used, the electronic coupling is calculated in a much more realistic way. Since the individual overlap between each pair of inter-molecular atomic 2pπ orbitals are taken into account, this should result in a much stronger electronic coupling in the stacking direction compared to the x-and y-direction. Hence, when the DOD transfer integrals are used to model the off-diagonal disorder in the model system, the highest mobility is expected to be observed in the stacking direction. Such behavior is well known and has, for instance, been observed in stacks of PV oligomers 29, 30 and tetrathiofulvalenetetracyanoquinodimethan (TTF-TCNQ). 31, 32 These predictions of the directional dependence of the mobility in the model system are confirmed in Sec. III.
It should be noted that the difference in sign for the expansion coefficients in Eq. (6) is important. For the ordered model system, the sign of the overlap integrals, S ij , that contributes significantly (i.e., are large) to the sum in Eq. (6) all have the same sign. The sign of the coefficients will, hence, determine the sign of the terms in the sum and uniform coefficients results in a larger value of the sum. For the disordered MD systems, the contributing overlap integrals have a more or less random sign and the sign of the coefficients becomes less important when the sum is taken. Figure 4 (a) shows the off-diagonal disorder in the 4-PV, 6-PV, and 4/6-PV systems generated using the DOD transfer integrals described above. Comparing this figure with Fig. 2 makes it very plausible that the peaks observed correspond to the nearest and next-nearest neighbor peaks observed in that figure. In particular, the increase in height of the peaks in Fig. 2 for larger oligomers is observed also in Fig. 4 . This results in a larger off-diagonal disorder for the 4-PV system compared to the 6-PV system and the mixed 4/6-PV system lies somewhere in between.
The close correlation between the minimum interoligomer distance and the DOD transfer integrals motivates the use of this distance in Eq. (2). Analogous plots to Fig. 2 of the center-to-center distance exhibit no peaks in the distribution, i.e, the correlation to the transfer integral is much weaker.
A noticeable difference between Figs. 2 and 4(a) is that the peaks in the off-diagonal disorder are broader than the peaks in the distribution of minimum inter-oligomer distances. This is the effect of the orientational dependence that is included in the DOD transfer integrals, i.e., two pairs of oligomers kept at the same distance can produce two different values of the transfer integral depending on the different mutual orientation.
As a comparison, the off-diagonal disorder generated from the DD transfer integrals is shown in Fig. 4(b) . For all systems, this is just a transformation of the distribution in Fig. 2 through Eq. (2), since the minimum inter-oligomer distance is used as the variable r ij . This is particularly clear for the pure 4-PV and 6-PV systems, since the number of monomers is constant for the oligomers in those systems. For the 4/6-PV system, the possible combinations of the number of monomers in the oligomers involved in the transitions result in a split of the nearest neighbor peak, due to the prefactor in Eq. (3). In principle, this is also true for the next-nearest neighbor peak, but the effect is only visible as a broadening in the figure.
When calculating the DD transfer integrals, the values of H 0 and r 0 in Eq. (2) are chosen so that the peaks in the resulting off-diagonal disorder coincide with the peaks in the DOD off-diagonal disorder. The fall-off parameter, β, is set to 0.6 Å −1 , which corresponds to a localization length of 3.33 Å. This value of the localization length is in the lower range of the interval estimated from experimental measurements. 33 Comparing the scales of Figs. 4(a) and 4(b) (see also Fig. 7 ) makes it apparent that this value still results in a much smaller off-diagonal disorder when the DD transfer integrals are used, compared to the DOD transfer integrals.
D. Monte Carlo simulations
A brief description of the Monte Carlo method used to simulate the charge transport will be given here, while a more detail description is available in a previous article. 25 The mobility measured is taken from the steady state velocity of the charge carriers moving in the systems described above. To be able to reach a steady state transport, the systems are made infinite by imposing periodic boundary conditions.
A charge carrier (hole) is inserted in the HOMO of a random oligomer in the system. This oligomer is set as the initial donor oligomer. Next, the transition rates to all 28 acceptor oligomers in the neighborhood of the donor oligomer are calculated. The transition rate to each acceptor oligomer is taken as the sum of the transition rates (Eq. (1)) from the HOMO of the donor oligomer to the three molecular orbitals of the acceptor oligomer, i.e., the HOMO, HOMO-1, and HOMO-2. The transition rates thus calculated is proportional to the transition probability to each of the acceptor oligomers. The actual acceptor is then chosen using a roulette wheel selection method on the acceptor candidates and their corresponding transition probabilities.
Once an acceptor oligomer has been chosen, the dwell time of the charge carrier at the current donor is generated. This dwell time, τ , is drawn from an exponential distribution with a mean value of
where the summation index j runs over all of the acceptor candidates. This dwell time is then added to the current simulation time and the charge carrier is moved from the donor to the acceptor oligomer. Once at the acceptor oligomer, the charge carrier is assumed to be in the HOMO orbital, since even if the transition was to the HOMO-1 or HOMO-2 orbital, an intra-molecular transition to the HOMO is expected to happen on a much shorter time scale than the time scale of the next inter-oligomer transition. During the initial period of the simulations, the charge carriers will be undergoing a relaxation process, where the mean energy of the charge carriers increase (since we study hole transport). This part of the charge transport is not included when calculating the mobility, i.e., the charge carriers are allowed to relax before their velocity is measured in steady state. 25 The procedure described above is repeated a large number of times until the statistical fluctuations are negligible. Furthermore, the simulations were run on sixteen different snapshots extracted from the last nanosecond of the MD trajectories. The mobility was then taken as the average of the mobility in the boxes at these different times. In this study, the charge transport is assumed to take place in the low charge carrier concentration regime, i.e., there are no interactions between the charge carriers in the simulations.
III. RESULTS AND DISCUSSION
The results presented in this section are obtained from Monte Carlo simulations of the charge transport in the systems discussed in the previous section. The variables of the simulations are the applied electric field and the absolute temperature of the system. The quantity not varied will be explicitly given in relation to each figure.
The main points of discussion below will be the difference in the temperature and electric field dependence of the mobility in the different systems generated by MD simulations. In particular, the difference of generating the offdiagonal disorder from DD or DOD transfer integrals will be discussed. Furthermore, the effects of varying the reorganization energy will be investigated along with the difference in mobility in the pure 4-PV and 6-PV systems and the mixed 4/6-PV system. This section starts with a discussion about the model system, however. Figure 5 shows the temperature dependence of the mobility in the model system for an off-diagonal disorder generated from DD (dashed lines) and DOD (solid lines) transfer integrals. For all curves, the magnitude of the applied electric field is 1 × 10 5 V/cm. The blue circles correspond to an electric field applied in the direction of the major axes of the oligomers. The red diamonds correspond to a field applied in the stacking direction, while the green triangles correspond to a field applied in the y direction of Fig. 1 . In this direction, the long edge of the plane of the oligomers face each other and this direction will be referred to as the long-edge direction. All lines show the least squares fit of the Bässler temperature dependence, Fig. 1(b) ) for the blue circles, green triangles, and red diamonds, respectively. The top three dashed curves correspond to DD transfer integrals and the bottom three solid curves correspond to DOD transfer integrals.
to the data points, which is the standard temperature dependence observed for hopping charge transport in a Gaussian DOS. 3 As predicted and discussed in the introduction to Sec. II, the DD transfer integrals produce the highest mobility for an electric field applied in direction of the major axes of the oligomers, since the orientational dependence is not included. The long-edge direction has a much lower mobility and the stacking direction has slightly lower mobility still, due to the longer inter-oligomer distance in this direction.
The solid curves in Fig. 5 show that the DOD transfer integrals instead produce the highest mobility for the electric field applied in the stacking direction. This is physically motivated and a good validation of our model. Both the direction of the major axes and the long-edge direction are associated with a much lower electronic coupling and hence the mobility is lower. Of these two low mobility directions, the greater influence of the electric field in the direction of the major axes makes the mobility higher for a field in this direction relative to the long-edge direction. This seems reasonable, even though the electronic coupling should be larger in the longedge direction.
Simulations were also performed while varying the direction of the applied electric field on the disordered systems obtained from the MD simulations and the data was used to produce plots analogous to Fig. 5 . It was observed that the resulting mobilities in these more realistic systems are very close to isotropic, with less than 30% relative difference in the magnitude of the mobility in different directions (this should be compared to the more than 30 000% relative difference in Fig. 5 ). The observed difference was reproducible, however, and cannot be attributed to statistical deviations. This indicates that there is a slight tendency for the oligomers to line up in a preferred direction, although this tendency is small and could be a local effect that would disappear by running MD simulations on larger boxes. It should also be noted that the observed difference was uniform over a varying magnitude of the applied electric field and the temperature, i.e., the direction of the applied electric field only affect the field and temperature dependence by a constant factor. Figures 6(a)-6(c) shows the temperature dependence of the mobility for different off-diagonal disorders, reorganization energies, and systems, respectively. The two quantities not varied are noted above the plots. The lines show the least squares fit of the Bässler temperature dependence (Eq. (9)) to the data points corresponding to the five highest temperatures. The two remaining data points at a temperature of 200 and 240 K diverge from the Bässler dependence and this is most likely due to the finite number of transport sites (oligomers) in the MD systems. This conclusion is drawn because of the fact that the equilibrium energy, ε ∞ , after the charge carriers are allowed to relax in these systems is lower than that predicted for a Gaussian DOS,
where σ is the standard deviation of the Gaussian distribution.
The number of oligomers are simply not large enough to account for the rare tail states that dominate the charge transport at these low temperatures. The blue circles in Fig. 6(a) show the mobility simulated for DOD transfer integrals and the green markers shows the mobility for DD transfer integrals with the fall-off parameter β = 0.6 Å −1 . While Eq. (9) describes both data sets well, the characteristic temperature, T 1 , is 728 K for the DOD transfer integrals and 614 K for the DD, which is visible as a difference in slope of the lines fitted to the data sets.
In Fig. 4 , it was shown that both the DD and DOD transfer integrals result in an off-diagonal disorder with two distinct peaks. As discussed in relation to that figure, these peaks are assumed to correspond to the typical nearest and nextnearest neighbor distance. It would be interesting to see if the orientational dependence of the DOD transfer integrals can be simulated by increasing β in Eq. (2) to make the two peaks for the DD and the DOD off-diagonal disorder coincide. To clarify this, the off-diagonal disorder generated by DOD transfer integrals (blue curve) and DD transfer integrals with β = 4.75 Å −1 (red curve) are compared in Fig. 7 . The off-diagonal disorder generated by DD transfer integrals with β = 0.6 Å −1 is also included in the plot as a reference (green curve).
Increasing β increases the characteristic temperature to 657 K in the temperature dependence of the mobility for the DD transfer integrals. This is closer to the DOD mobility, but not enough to reach a satisfactory agreement. This might be expected, since the off-diagonal disorders shown by the blue and red curve in Fig. 7 differ quite a lot. It can be concluded that the difference between the DD and DOD off-diagonal disorder cannot be compensated for in a straight-forward way by adjusting the parameters.
The blue circles, green triangles, and red diamonds in Fig. 6(b) correspond to increasing values of the reorganization energy, λ, in the 4/6-PV system. It is obvious that increasing the reorganization energy increases the slope, i.e., the strength, of the temperature dependence. By performing Levenburg-Marquardt least squares fits to the general form of the temperature dependence, (11) to the data points in Fig. 6(b) . Table II are recovered. This table shows that not only the slope is affected by the reorganization energy, but also the exponent, p, inside the exponential function in Eq. (11) . As the reorganization energy increases, the temperature dependence shifts from a more Bässler-like dependence towards a more Arrhenius-like. This trend is observed in all systems studied and for all types of off-diagonal disorder. The bottom subplot of Fig. 6 shows the temperature dependence of the mobility for the DOD transfer integrals in the 4-PV, 6-PV, and 4/6-PV systems. The 6-PV system has the highest mobility of the three systems, which can be explained by the fact that this system is more ordered compared to the other two (see Figs. 3 and 4) . The 4-PV system has a greater amount of off-diagonal disorder, due to the smaller number of nearest neighbors (Fig. 2) , and the mixed 4/6-PV system has a greater amount of diagonal disorder, due to the difference in energy level between the HOMO of the 4-PV and 6-PV oligomers. According to Fig. 6(c) , these two increases in disorder seem to have roughly the same negative impact on the mobility, both in absolute value and in the slope of the temperature dependence. As will be discussed below, however, this is dependent on the strength of the applied electric field. Figure 8 shows the applied electric field dependence of the mobility at a temperature of 300 K and the different subplots are analogous to those in Fig. 6 . In subplot (a), the offdiagonal disorder generated with the DOD transfer integrals results in a weaker electric field dependence compared to the DD transfer integrals. This can be explained by the greater amount of off-diagonal disorder associated with the DOD transfer integrals. In a system with large fluctuations in the electronic couplings, the paths that a stronger electric field would open up in a less (off-diagonally) disordered system may be blocked by low transfer integrals. As for the temperature dependence, adjusting the β parameter does not seem to be able to bridge the gap between the DD and DOD transfer integrals, as an increase from 0.6 to 4.75 Å −1 does not affect the electric field dependence except by a constant shift down in mobility.
Excluding the absolute magnitude of the mobility, Fig. 8(b) shows that the reorganization energy, λ, has a remarkably small impact on the electric field dependence. The constant drop in mobility, however, is almost two orders of magnitude as the reorganization energy is increased from 0.1 to 0.5 eV. Even for the low value of λ = 0.1 eV, the Marcus inverted region, where the velocity of the charge carriers decrease with increasing field strength, is not visible in the field dependence. It is worth noting, however, that for the traditional DD transfer integrals, this effect starts to become visible for λ = 0.1 eV and field strengths above 1 × 10 6 V/cm. Finally, Fig. 8(c) shows the electric field dependence of the mobility in the different MD systems. The relative order of mobility magnitude between the systems was discussed in relation to Fig. 6(c) . Here, however, it can be seen that the mixed 4/6-PV system experience a higher mobility than the 4-PV system for high field strengths. This indicates that the amount of diagonal disorder, large in the 4/6-PV system, becomes less important at high field strengths compared to the off-diagonal disorder, which is large in the 4-PV system.
IV. SUMMARY
We have introduced a novel method to model the offdiagonal disorder in organic systems. By taking into account the full atomic structure of the carbon atoms in the transport molecules and using this to turn the atomic overlap integrals into a molecular transfer integral, the off-diagonal disorder is obtained without the need for a parametric random distribution. This is a major step forward in the modeling of the off-diagonal disorder.
We have showed that for π -stacked systems, the correct anisotropy comes automatically with this model. Furthermore, charge transport in more disordered systems has been modeled by running MD simulations on 4-PV and 6-PV oligomers packed into boxes. In the studies of these MD systems, the observed temperature and electric field dependence is recognized from previously published theoretical and experimental result of charge transport in a Gaussian DOS. 3, 36 A comparison with results based on models with only distance dependent transfer integrals shows that the general form of the temperature dependence, given by Eq. (9), remains the same, but the characteristic temperature, T 1 , is notably higher. The electric field dependence is also sensitive to the different models. In general, the orientational dependent transfer integrals introduced in this work result in a weaker electric field dependence.
The aim of this work is to introduce a direct coupling between a realistic description of the structural disorder and the charge transport in conjugated polymers, PPV in particular. It is not perfectly clear how well this model reproduces experimental data. There are very few experimental results on unsubstituted PPV. A time-of-flight study by Lebedev et al. 37 on unsubstituted PPV showed an Arrhenius temperature dependence, ln μ ∝ T −1 , of the mobility, while we exhibit a temperature dependence somewhere in between the Arrhenius dependence and the Bässler dependence (Eq. (9)) depending on the reorganization energy. Unfortunately, the measurements were made over a rather narrow range of temperatures (∼50 K) and it is difficult to separate the two behaviors. Mobility measurements in PPV derivatives are more abundant. Many of these 24, 34, 35 point to the difficulties of making a distinction between the two dependencies. It is, hence, still unclear how to describe the temperature dependence in PPV.
The electric field dependence is usually found to be of a Poole-Frenkel type, ln μ ∝ √ E. In the electric field dependence shown in Fig. 8 , this behavior is observed, but for larger applied electric fields than in the experimental studies. This discrepancy is expected to be corrected by including a spatial correlation in the diagonal disorder. This is the next obvious step necessary to achieve our goal to successfully model charge transport in conjugated polymers.
