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ABSTRACT
For several decades, researchers have explored Indian Ocean climate variability
primarily using numerical models because of a lack of observations. Remote sensing
technology has helped overcome this scarcity of observational data, but satellite-derived
salinity has only been recently made available by the ESA’s Soil Moisture and Ocean
Salinity (SMOS, operating since November 2009-present) and NASA’s Aquarius SAC-D
(operated during June 2011-June 2015) satellites. Along with the Lagrangian in situ Argo
floats array, these new datasets may be used to validate widely used numerical models,
such as the HYbrid Coordinate Ocean Model (HYCOM), and also potentially observe
new salinity phenomena that were previously not resolved by less capable observational
systems.
In the northern Indian Ocean this study found Aquarius sea surface salinity (SSS)
data useful for validating model simulations because of its higher horizontal resolution
when compared with the Argo floats dataset. Analyses of the regional subsurface found
that HYCOM produced spurious vertical profiles of salinity in the near surface
environment due to over mixing and also overestimated meridional depth-integrated salt
transports because of erroneous subsurface currents it manufactured.
The southwest tropical Indian Ocean (SWTIO) has been linked to year-to-year
changes in the Asian monsoon and is strongly forced by regional climate scale variability
in the form of both El Niño Southern Oscillation (ENSO) and Indian Ocean Dipole
(IOD). This study found that strong remote forcing in the form of annual downwelling
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Rossby waves combined with local salinity stratification generates a seasonal barrier
layer with maximum thickness in boreal fall (August-October). A new methodology for
estimating barrier layer thickness (BLT) was also introduced that combines the satellitederived SSS with subsurface Argo data. Additionally, correlation between interannual
variability in SWTIO BLT and MJO formation over the region was described. The
discovery of annual MJO genesis within the SWTIO is important for future forecasting
efforts that with this new information may be able to better predict interannual variability
in the Asian and Australian monsoons as well as the phase of ENSO.
Finally, the Agulhas western boundary current has been shown to be an important
driver of climate variability because of leakage of salt and heat from the southern Indian
Ocean into the southern Atlantic Ocean that occurs at its point of retroflection. This
leakage affects Atlantic Meridional Overturning Circulation (AMOC), but is not well
quantified because of poor observational density in the southern hemisphere at high
latitudes. This study demonstrated that both Aquarius and SMOS data have high accuracy
in the region when compared with Argo and the higher spatio-temporal resolutions of
both satellites make them advantageous for improving both the monitoring and prediction
of future changes in AMOC, and thus global climate.
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CHAPTER 1
INTRODUCTION
1.1. GENERAL DESCRIPTION OF THE STUDY AREA
The Indian Ocean is the world’s third largest ocean and features several key
characteristic differences that make it unique when compared to the neighboring Pacific
and Atlantic Oceans. Geographically, it is land locked at approximately 25°N, open to the
Southern Ocean around 40°S, and connects to the Pacific at its northeastern boundary
through a series of channels that comprise the Indonesian Throughflow (ITF) (Figure
1.1). The ITF is an important input of warm, fresh water into the Indian Ocean, while
exports of salty water occur in the Southern Indian Ocean through leakage of the Agulhas
western boundary current. Other inputs include the Red Sea and the Persian Gulf to the
northwest, both of which deposit salty water into the Arabian Sea at subsurface depths
throughout the year. In contrast, the Bay of Bengal is the freshwater discharge location
for some of the largest rivers in the world. South of the equator, the Indian Ocean features
an anticyclonic subtropical gyre that is common throughout the other large ocean basins.

1.2 INDIAN OCEAN SALINTY
Salinity in the ocean is a critical variable for understanding ocean circulation,
vertical stratification, and the global hydrological cycle (Schmitt, 2008; Helber et al.,
2012; Lagerloef et al., 2010). Along with temperature, salinity determines density; a
variable that is essential for quantifying a number of important oceanic processes such as
1

pressure gradients and mixed layer depth. While its importance in understanding ocean
physics and biogeochemistry is well recognized, salinity observations remain limited.
The problem is twofold: salinity has traditionally been considered a more passive variable
and a lack of salinity remote sensing has forced interested parties to use either coarse in
situ data or model simulations that are difficult to validate. Below the two issues are
addressed with respect to how these problems have been confronted in the recent past.
There are three primary methods by which salinity undergoes change in the
ocean. The first is that of mixing through the mean and eddy currents. Through
geostrophic currents induced by horizontal pressure gradients, wind-driven Ekman
pumping, or a combination of both, changes in salinity are mixed out over a variety of
time and spatial scales (Jensen, 2001). These salinity changes arise through evaporation,
precipitation, and river discharge (Schmitt, 1995). Evaporation increases salinity at the
surface, while both precipitation and river discharge lower salinity at the surface. Finally,
salinity changes also occur due to diffusion, but this contribution is typically small
(Zhang et al., 2009; Zhang and Yan, 2012). Salinity is often considered a secondary
variable, because the forces that drive these salinity changes are independent of salinity
itself. In contrast, temperature provides a direct link between the ocean and the
atmosphere by affecting the distribution of surface winds and the onset of atmospheric
convection (Shukla and Misra, 1977; Gadgil et al., 1984; Behera et al., 1999). But
evidence is beginning to show that salinity variability can play a more active role in
oceanic and atmospheric physics. The ocean barrier layer phenomenon describes a
vertical section of the ocean that is well mixed with respect to temperature, but not
salinity. Because the ocean mixed layer is a function of density, in such a vertical profile

2

the mixed layer depth (MLD) can be shallower than the isothermal layer depth (ILD)
(BLT = ILD – MLD) (Godfrey and Lindstrom, 1989). This is significant because the
shallow mixed layer is isolated from entrainment cooling that occurs across the
isothermal layer. This isolation traps heat and momentum in the mixed layer that can then
be used to promote atmospheric convection. A feedback loop can develop when the
associated atmospheric convection produces precipitation, which further stratifies the
near surface environment and thus keeps the mixed layer shallow compared to the
isothermal layer (Vialard and Delecluse, 1998). This phenomenon has been observed
frequently in the tropical oceans (Helber et al., 2012) where surface freshwater is
prevalent due to high precipitation rates caused intraseasonally by the Madden-Julian
Oscillation (MJO) (Madden and Julian, 1972; Zhang, 2005) and seasonally by the
Intertropical Convergence Zonal (ITCZ).
An important example of barrier layer formation wtihin the Indian Ocean occurs
in the southeastern Arabian Sea (SEAS) where the Arabian Sea mini warm pool
(ASMWP) develops between January and May of each year. The region is heavily
influenced by the reversing monsoon winds, which are oriented from the southwest
during boreal summer (June-September) and from the northeast during boreal winter
(November-February). The former is named the southwest monsoon (SWM) and the
latter is called the northeast monsoon (NEM) (Schott and McCreary, 2001; Shankar et al.,
2002). During the NEM, the northeasterly winds advect freshwater located in the Bay of
Bengal (BoB) into the SEAS region along the westward flowing northeast monsoon
current (NMC). This freshwater sits near the surface of the ocean and generates strong
vertical salinity stratification. During the same period of time, downwelling Kelvin and
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Rossby waves propagate through the SEAS region and suppress the local isothermal layer
(Rao et al., 2015). This combination of events generates a shallow mixed layer, a deep
isothermal layer, and thus a resulting thick barrier layer (Shenoi et al., 2005; Murty et al.,
2006; Nyadjro et al., 2012) (Figure 1.2). This thick barrier layer has been frequently
correlated with the evolution and resulting strength of the ASMWP, which is known to
play an integral role in the formation and intensity of the monsoon onset vortex beginning
in late May, early June. Such examples, which can be found across the tropical Indian
Ocean and beyond suggest that these salinity-induced barrier layers may play an
important role in a multitude of air-sea interaction processes such as the evolution of
tropical storms (Balaguru et al., 2012), the MJO (Grunseich et al., 2013), warm pools
(Lukas and Lindstrom, 1991; Picaut et al., 1996; Sprintall and Tomczak, 1992), and the
ITCZ (Sprintall and Tomczak, 1992). Here we explore Indian Ocean salinity as has never
before been possible using new remote sensing tools, which can potentially observe
salinity variability previously unquantifiable because of a systemic lack of salinity
observations.
Global observations of temperature, salinity, and pressure have been collected
since the early twentieth century, but the density of these measurements has varied
greatly for each ocean basin. At the onset, data collection was focused on the northern
Pacific and Atlantic Oceans, primarily along popular shipping routes. With the expansion
of global trade and a greater emphasis on scientific data collection, the density of these in
situ measurements expanded significantly, but the Indian Ocean has always lagged
behind both the Atlantic and Pacific with respect to the density of these collected data
(Abraham et al., 2013; see their Figure 1). This issue was partially resolved at the
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beginning of the satellite era, when sensors such as the Advanced Very High Resolution
Radiometer (AVHRR) allowed for the monitoring of the surface of the global ocean at
high spatial resolutions and frequencies. But, until the beginning of this decade remote
sensing instruments that measure sea surface salinity (SSS) were unavailable.
With the launch of NASA’s Aquarius (in June 2011; Lagerloef et al., 2012) and
ESA’s Soil Moisture and Ocean Salinity (SMOS) (in November 2009; Reul et al., 2014a)
satellites this long-standing issue has been resolved and opened up new opportunities for
understanding salinity variability across the surface of the Indian Ocean on intraseasonal,
seasonal, and interannual time scales. Both measure surface brightness temperature in the
protected L-band (1.4 GHz) and use a sophisticated algorithm to isolate SSS from the
emitted signal. Although first generation research satellites, both have relatively high
accuracy with the latest processed products having approximately 0.17 psu and 0.3 psu
accuracy for Aquarius (Lagerloef et al., 2015) and SMOS (Reul and Tenerelli, 2011)
respectively. Additionally, both have horizontal and temporal resolutions higher than that
of the widely used Argo floats dataset (Figure 1.3), which make them advantageous for
potentially observing new salinity phenomena that the coarse float array may not be able
to detect. However, while Argo floats provide salinity data throughout the water column
(5-2000 m), the satellites only provide information on the top few centimeters of the
ocean. This limitation demands that the Argo floats data be used to understand variability
throughout the water column. But because the surface is the medium through which airsea exchange occurs, detailed measurements of salinity at this boundary are important for
better quantifying these processes. Thus, this dissertation uses these new remote-sensing
platforms to perform a number of different analyses related to salinity processes across
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the Indian Ocean with the goal of advancing the scientific community’s currently limited
understanding of how changes in salinity in both time and space affect local and remote
oceanic and atmospheric processes.
Chapter 2 examines the dynamic northern Indian Ocean in which surface salinity
advection is primarily controlled by the seasonally reversing monsoon winds and currents
described briefly above. The study compares Argo and Aquarius with a suite of model
products that have been used historically to estimate surface and subsurface salinity
processes, for the purposes of identifying problematic solutions generated by the model
simulations.
Chapter 3 explores the open ocean upwelling region of the Indian Ocean named
the Seychelles-Chagos thermocline ridge (SCTR). Past work has described limited
salinity variability in both time and space, but did not consider salinity’s role in mixed
layer depth and how vertical salinity stratification independent of temperature
stratification can lead to the formation of a barrier layer; a common phenomenon of the
tropical Pacific and Indian Oceans which has been shown to play an important role in airsea processes. Additionally, a novel methodology is introduced which synthesizes the
Aquarius and SMOS SSS data with in situ subsurface Argo data. This is possible because
of a difference in measurement depth between the two observational systems and is
potentially an important way in which satellite-derived SSS data may be incorporated
into numerical forecasting models for better estimates of mixed layer depth.
In Chapter 3, correlation between interannual changes in barrier layer thickness
(BLT) and evaporation minus precipitation (E-P) were found, but the associated
atmospheric phenomena were not described. Chapter 4 addresses this by showing that
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these interannual precipitation anomalies are a consequence of MJO formation over the
SCTR region during times of anomalous BLT and total heat content. As MJO formation
and variability are usually prescribed to atmospheric conditions, these results are
important for improving future MJO forecasting that considers the ocean state as an
important contributing factor.
Chapter 5 validates the Aquarius and SMOS SSS data in the Agulhas current
region. This western boundary current has been shown to be an important driver of
variability in Atlantic Meridional Overturning Circulation (AMOC) through the transfer
of heat and salt from the southern Indian into the southern Atlantic via Agulhas leakage.
But regional salinity advection is primarily quantified using coarse Argo floats data and
stationary moored buoys. This study shows that both SMOS and Aquarius have high
accuracy in the region, and may be important new tools for estimating surface salinity
advection in this significant, but understudied region.
Finally, Chapter 6 summarizes the major findings of this research work, describes
how it advances the current state of scientific knowledge, and discusses future work that
can be built off of this foundation.
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Figure 1.1. Bathymetry of the Indian Ocean shown as colored contours of depth in
meters.
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Figure 1.2. (a) Time-depth profile of box-averaged (5°N-13°N, 65°E-76°E) Arabian Sea
mini warm pool (ASMWP) Argo salinity (psu; colored), mixed layer depth (MLD;
meters; dashed black line), and isothermal layer depth (ILD; meters; solid black line)
between January 2010 and December 2015 and (b) the mean annual cycle of salinity,
MLD, and ILD between January 2010 and December 2015.
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Figure 1.3. (a) Argo, (b) Aquarius, and (c) SMOS mean Indian Ocean SSS (psu) between
January 2012 and December 2014.
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CHAPTER 2
SEASONAL VARIABILITY OF SALINITY AND SALT TRANSPORT IN THE
NORTHERN INDIAN OCEAN1

1
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Oceanogr. 45: 1947-1966. doi: 10.1175/JPO-D-14-0210.1.
Reproduced by permission of the American Meteorological Society.
Copyright (2015) American Meteorological Society.
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ABSTRACT
Analyses using a suite of observational datasets (Aquarius and Argo) and model
simulations are carried out to examine the seasonal variability of salinity in the northern
Indian Ocean (NIO). The model simulations include Estimating the Circulation and
Climate of the Ocean, Phase II (ECCO2), the European Centre for Medium-Range
Weather Forecasts–Ocean Reanalysis System 4 (ECMWF–ORAS4), Simple Ocean Data
Assimilation (SODA) reanalysis, and the Hybrid Coordinate Ocean Model (HYCOM).
The analyses of salinity at the surface and at depths up to 200 m, surface salt transport in
the top 5-m layer, and depth-integrated salt transports revealed different salinity
processes in the NIO that are dominantly related to the semiannual monsoons. Aquarius
proves a useful tool for observing this dynamic region and reveals some aspects of sea
surface salinity (SSS) variability that Argo cannot resolve. The study revealed large
disagreement between surface salt transports derived from observed- and analysisderived salinity fields. Although differences in SSS between the observations and the
model solutions are small, model simulations provide much greater spatial variability of
surface salt transports due to finer detailed current structure. Meridional depth-integrated
salt transports along 6°N revealed dominant advective processes from the surface toward
near-bottom depths. In the Arabian Sea (Bay of Bengal), the net monthly mean maximum
northward (southward) salt transport of ~50 × 106 kg s −1 occurs in July, and annual-mean
salt transports across this section are about −2.5 × 106 kg s −1 (3 × 106 kg s −1).

2.1 INTRODUCTION
The northern Indian Ocean (NIO) exhibits a unique dipolar sea surface salinity
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(SSS) structure with its basin split between the salty Arabian Sea (AS) and the fresher
Bay of Bengal (BoB). While both basins share the same latitude band and are affected by
the semiannually reversing monsoonal winds, their salinity structures differ greatly. The
AS is dominated by higher evaporation and lower precipitation regimes and is the main
outflow region for the high salinity waters of both the Red Sea and the Persian Gulf (Rao
and Sivakumar, 2003). The BoB experiences much higher precipitation rates, which
typically overwhelms evaporation, and also receives large amounts of freshwater runoff
from some of the world’s largest rivers (Sengupta et al., 2006). As the winds transition
between the southwest monsoon (SWM) and northeast monsoon (NEM), the two basins
exchange water around Sri Lanka (Jensen, 2001). This exchange allows the BoB to
transfer excess freshwater to the AS and thereby maintain its salt balance. The transfer of
salty waters into the BoB is subtler, as the denser AS water tend to sink to ~100 m after it
passes Sri Lanka and enters the bay (Vinayachandran et al., 2013).
As noted above, the monsoon seasons play an integral role in the spatial
variability of surface winds, currents, temperature, and salinity in the NIO. The NEM
occurs between November and February, during which time strong northeasterly winds
blow off the Indian subcontinent into the central Indian Ocean (Schott and McCreary,
2001). This pattern typically reaches its peak in January. The surface wind circulation
pattern drives the Northeast Monsoon Current (NMC), which advects water from the
BoB into the AS (Wyrtki, 1971; McCreary et al., 1993; Schott et al., 1994). The East
Indian Coastal Current (EICC) leaves the BoB and eventually merges with the West India
Coastal Current (WICC) along the pathway of the NMC (Shetye et al., 1991; Shetye et
al., 1996; Schott and McCreary, 2001).
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During the SWM, the surface wind circulation pattern transitions with winds
flowing out of the southwest Indian Ocean onto the Indian subcontinent. This pattern
typically reaches its peak in July. During this peak, a core of strong surface winds over
the AS forms the Findlater jet having its southwest–northeast (SW–NE) axis of flow from
the Somalia coast to the Indian coast (Findlater, 1969). The Southwest Monsoon Current
(SMC) originates in the southward WICC, flows eastward along the southern tip of India
and Sri Lanka, and then runs poleward off the east coast of Sri Lanka into the BoB
(Shetye et al., 1991; Shetye et al., 1996; Schott and McCreary, 2001; Shankar et al.,
2002). Generally weak surface wind patterns exist over much of the NIO between these
two seasons, cutting off most of the exchange between the two adjacent basins (Schott et
al., 1994). The importance of this seasonal exchange cannot be overstated, as many past
studies have highlighted the dominance of horizontal advection in the salt budget of the
NIO (Jensen, 2001; Han and McCreary, 2001; Jensen, 2003; Rao and Sivakumar, 2003;
Vinayachandran and Nanjundiah, 2009; Nyadjro et al., 2011; Akhil et al., 2014).
The NIO also shows a rich vertical salinity structure. Depth profiles along the
88°E section in the BoB (Sastry et al., 1985; Shetye et al., 1996) show a variety of
complexities in temperature and salinity. With respect to salinity, the northern end of the
Bay is dominated by river outflow, which generates surface salinity values as low as 25
psu. This feature is very shallow, and at 40-m depth the salinity abruptly jumps to ~35
psu. At approximately 40 m, several dome structures occur with high salinity cores sitting
just below the dome peaks. Below 250 m, the vertical structure becomes more uniform
and is unperturbed by the large influx of low salinity waters at the surface (Sastry et al.,
1985; Shetye et al., 1996). This relatively high salinity layer is likely due to mixing
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between the AS and the BoB waters. Using monthly climatology for July,
Vinayachandran et al. (2013) showed the 35-psu isohaline advected from the AS surface
waters sinks down as it comes into contact with the much fresher waters of the BoB. This
sinking motion begins at 50-m depth as water is advected past India and Sri Lanka and
continues to sink as it spreads across the entire BoB at a depth of approximately 100 m
(Murty et al., 1992). The vertical salinity structure of the AS is much more uniform, but
low salinity waters from the BoB can be seen at the surface during the NEM when the
exchange from the BoB is at its maximum. These waters enter the AS from the south but
are eventually carried poleward by the WICC (Shetye et al., 1991; Shankar et al., 2002).
High salinity waters from the Persian Gulf spread southward and eastward between 200
and 400 m. The southward-moving branch then mixes with the highly saline Red Sea
water mass that typically lies between 400 and 800 m (Prasanna Kumar and Prasad,
1996).
While the Indian Ocean’s important contribution to global salt and heat budgets is
well known to the scientific community, quantified analyses of its physical dynamics are
underrepresented in the literature. The almost 3-yr record provided by Aquarius gives us
reason to reexamine this seasonally variable region with the aid of this new observational
dataset as well as analyze how the satellite-derived SSS compares with the Argo floats’
data and the numerous model simulations frequently used to investigate the area.
Additionally, many studies focusing on this region of the ocean may only use one or two
products to give quantitative estimates of variables such as depth-integrated transports, a
quantity that is difficult to capture by observations on a large scale. We take the
opportunity to use several different datasets to quantify salinity processes over the entire
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water column and compare their results. This will provide a useful comparison tool for
future researchers using Aquarius, Argo, these modeled products, or a combination of
them all.
Figure 2.1 shows the mean Aquarius SSS during August 2011–May 2014 and
several box-averaging regions that were selected for examining various aspects of the
salinity within the NIO. These subregions are chosen based on the differing physical
dynamics of the NIO as a whole. In this study, we first examine the seasonal SSS
anomalies during each monsoon season using Aquarius, Argo, and the modeled products
to better understand how Aquarius compares to these previously utilized datasets and
how it can be a useful tool for understanding this region. Because the seasonal advective
processes in this region are so strong and dynamic, surface salt transports will be
quantified using both the observations and the modeled products. Next we investigate the
seasonal and year-to-year variability of salinity below the surface by using the
aforementioned regional boxes to generate box-averaged salinity versus depth profiles.
Finally, model simulations and reanalysis products are used to quantify meridional depthintegrated salt transports at the 6°N cross section in both the AS and BoB. Many earlier
intercomparison studies using reanalysis products (e.g., Gemmell et al., 2008; Lee et al.,
2009; Munoz et al., 2011) focused on the ocean state but not the transport estimates. This
allows greater understanding of the total salt flux across the latitudinal boundary of each
basin, the major flow patterns into and out of each that generates seasonal and
longitudinal variability in their respective transport profiles, and allows us to see how the
results using each dataset compare to one another.

16

2.2 DATA AND METHODS
2.2.1 MODELS AND REANALYSES
In this study, we use outputs from four model-based analyses: Estimating the
Circulation and Climate of the Ocean, Phase II (ECCO2), the European Centre for
Medium-Range Weather Forecasts–Ocean Reanalysis System 4 (ECMWF–ORAS4),
Simple Ocean Data Assimilation (SODA, version 2.2.4) reanalysis, and the Hybrid
Coordinate Ocean Model (HYCOM, version 2.2.19). We have chosen these different
products to exploit their different base models, assimilation methods, choice of initial
conditions, surface forcings, and resolutions, summaries of which are provided in Table
1. ECCO2, ORAS4, and SODA are ocean reanalysis products (Carton and Giese, 2008;
Menemenlis et al., 2008; Balmaseda et al., 2013). The version of HYCOM used here
assimilates observational data including the riverine runoff from many rivers in the NIO
(Chassignet et al., 2003; Metzger et al., 2014). The vertical resolutions of all the products
are usually finer in the surface layers (~10 m) and increase in deeper layers (~500 m).
With the Indian Ocean suffering from sparse availability of observational data,
models

of

the

region

have

potential

systematic

biases

(http://www.tropmet.res.in/monsoon/files/model_biases.php). The models used in this
study assimilate similar in situ and satellite-derived data (e.g., from Argo, XBT, and
altimetry; Table 1); however, the sources and quality-controlled procedures applied are
not identical and hence can cause differences among the model outputs (Lee et al., 2009).
XBT data, for example, often contain a warm bias as a result of inaccurate modeling of
the instrument fall rate. The SODA products correct this bias using the methods of
Hanawa et al. (1995), while the ORAS4 products use the methods of Wijffels et al.
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(2008). The atmospheric reanalysis products (e.g., the NCEP–NCAR reanalysis,
ECMWF, ERA-40, and ERA-Interim) used to force these models are also based on
different models and assimilation methods, which can contribute to differences among
the model products. For example, the wind forcing used in ECCO2 is a weighted mean
(using a Green’s function method) of satellite-derived wind products, ERA-40, and
NCEP–NCAR reanalysis products (Lee et al., 2009). ORAS4 is forced by atmosphericderived daily surface fluxes of solar radiation, total heat flux, evaporation minus
precipitation (E − P), and surface wind stress from ERA-Interim (Dee et al., 2011) from
January 1989 to December 2009 and the ECMWF operational archive from January 2010
onward (Balmaseda et al., 2013). Differences in the models’ resolutions may be
important in causing differences in the comparisons of salinity, currents, and transports
(Lee et al., 2009).
We also use the Coriolis Ocean Database Reanalysis (CORA v3.4; hereinafter
CORA) and the Ocean Surface Currents Analyses–Real Time (OSCAR) datasets. CORA
data with a spatial resolution of 0.5° × 0.5° are obtained from the Coriolis Data Center
(http://www.coriolis.eu.org/Science2/Global-Ocean/CORA). CORA is produced by
objective analysis of in situ temperature and/or salinity profiles obtained mainly from
Argo floats, XBTs, CTDs, expendable CTDs (XCTDs), sea mammal data, and moorings
(Cabanes et al., 2013). The creation of the CORA dataset includes duplicate checks to
ensure the individual input data are unique in the dataset and various quality checks that
help eliminate bad data and outliers. The Argo data inputs do not undergo any
supplemental corrections while the XBTs data biases are adjusted following the methods
of Hamon et al. (2012).
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The OSCAR analysis uses real-time satellite altimetry and wind stress to calculate
zonal and meridional surface velocities (Bonjean and Lagerloef, 2002). When compared
to Lagrangian drifter data, OSCAR performs well with the exception of a small
underestimation of velocities due to its inability to resolve mesoscale features such as
sharp sea surface height gradients (Dohan and Maximenko, 2010). Also, the NIO features
a highly variable current field in both time and space (Shankar et al., 2002), which can
cause the OSCAR output to be inferior to that of the higher-resolution model solutions
even though it is based off satellite-derived observations. Here, we use monthly OSCAR
absolute surface zonal and meridional velocities for January 2008–May 2014 that has a
horizontal resolution of 1° × 1°.

2.2.2 OBSERVATIONS
Whenever possible Aquarius SSS and Argo floats’ salinity data are used to assess
the relative accuracy of the model products used in this study. We used the latest
Aquarius version 3.0 smoothed and monthly L3 SSS data. This dataset is available on a
horizontal resolution of 1° × 1°, and though it is coarse, this resolution is sufficient and
capable of resolving the major synoptic-scale salinity features across the NIO. We
obtained the International Pacific Research Centre (IPRC) processed Argo data
(http://apdrc.soest.hawaii.edu/projects/argo/) with a horizontal resolution of 1° × 1° and
27 vertical levels ranging from the surface to 2000 m between January 2008 and May
2014. The Lagrangian nature of Argo floats can make it difficult to consistently monitor
semienclosed basins such as the AS and BoB. Between January 2008 and May 2014, the
NIO (0°–30°N, 40°–100°E) was sampled 56 490 times with an average distance between
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floats of 225 km. Because of this relatively low float density, the IPRC uses optimal
interpolation to produce a final high-resolution gridded product for distribution (Lebedev
et al., 2007). Schiller et al. (2004) concluded that to accurately quantify seasonal
dynamics within the Indian Ocean, distances between the average float profiles needed to
be limited to between 100 and 500 km. With an average spatial resolution of ~200 km in
the NIO and a time between samples of 10 days, the current state of the Argo floats
program is sufficient to monitor seasonal variability in the NIO caused by the semiannual
monsoons. Nonetheless, some of the discrepancies between the Argo output and other
datasets used here could be attributed to low float density in either basin during a
particular month, although we hope that taking seasonal means over several years and
using box average values will help mitigate this issue. Additionally, Aquarius measures
salinity within only the first few centimeters of the ocean surface, whereas Argo typically
takes its “surface” measurement at approximately 5 m. This does create discrepancies
between the products, but overall global errors are small and lie between 0.1 and 0.2 psu
(Lagerloef et al., 2008). Finally, it should be noted that HYCOM, SODA, ECCO2,
ECMWF (Table 1), and CORA all assimilate Argo float data. This can make it difficult
to compare the model products to Argo, as the model solutions may simply be the
derivatives of the Argo output often with the assistance of higher resolutions and
sophisticated physical models to generate a more robust analysis.

2.2.3 METHODS
2.2.3.1 SURFACE SALT TRANSPORTS
Surface salt transports are evaluated to estimate the horizontal advection of salt at
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the surface within the NIO using a variety of products. Surface meridional salt transports
per unit area are estimated using the following equation (Nihashi et al., 2012; Nyadjro et
al., 2013):
Fsss = ρvSSS

(2.1)

where Fsss is the surface salt transport per unit area (kg m−2 s−1); ρ is the water density
(1023 kg m−3); υ is the meridional surface velocity (m s−1), and SSS is the sea surface
salinity [defined in full mks units (kg kg−1), i.e., the usual salinity × 10−3 kg g−1]. In the
computation of zonal salt transport per unit area, υ in (1) is replaced with u, the zonal
surface velocity (m s−1). Note that this estimate is that of the absolute surface salt
transport instead of the surface salt transport anomalies [Please see Jensen (2001) for the
calculations and discussions of surface salt transport anomalies.]

2.2.3.2 MIXED LAYER DEPTH AND ISOTHERMAL LAYER DEPTH ESTIMATION
Throughout the NIO, particularly the BoB, the formation of a barrier layer can
play an important role in air–sea interactions (Masson et al., 2005; Sengupta et al., 2008;
Nyadjro et al., 2012). To estimate the barrier layer thickness (BLT) in the time-depth
profiles, both the mixed layer depth (MLD) and isothermal layer depth (ILD) must be
quantified. MLD was calculated as the depth at which the potential density difference
from the 10-dbar value is equal to the 0.2°C threshold of de Boyer Montégut et al.
(2004):
Δσ = σ (T10 − 0.2, S10 , P0 ) − σ (T10 , S10 , P0 )

(2.2)

where T10 and S10 are, respectively, the temperature and salinity at 10 dbar, and P0 is the
sea surface pressure. We have set the ILD to be the depth at which the vertical
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temperature profile decreases 1°C from an initial depth of 10 db.

2.2.3.3 DEPTH-INTEGRATED SALT TRANSPORTS
Meridional depth-integrated salt transports are calculated to assess the amount of
salt that enters and leaves each basin at 6°N on a seasonal basis. Depth-integrated salt
transport is estimated following Nyadjro et al. (2011):
Fs =

zo L

∫ ∫ ρv(x, z)S(x, z)dx dz

(2.3)

−H 0

where Fs is the meridional depth-integrated salt transport (kg s−1); z0 is the ocean surface;
−H is the maximum depth of integration that we have set to 5000 m; and L is the
maximum zonal length over which the transport is integrated. The complex topography
of the Indian Ocean (Figure 2.1) offers bathymetric constraints for which the depthintegrated transports method used in this study does not adequately capture the role of
features such as sills and ridges. Nevertheless, the results obtained are generally
consistent with those of previous studies.

2.3 RESULTS AND DISCUSSION
2.3.1 SEASONAL SEA SURFACE SALINITY VARIABILITY
Figure 2.1 shows the annual-mean structure of SSS in the NIO obtained from
Aquarius. The high SSS in the AS and low SSS in BoB as described in the introduction
are well captured by the satellite. Figure 2.2 shows the seasonal SSS anomalies for both
Aquarius and Argo. In January, SSS within the AS is only slightly higher than the annual
mean with positive SSS anomalies over the central and southern portions of the region
(Figs. 2.2a,b). In the southeastern AS, Argo shows weaker negative SSS anomalies of up
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to 0.5 psu during this time period. This region of negative SSS anomalies connects to the
northernmost regions of the BoB, first along Sri Lanka and then up the east coast of
India. In the northernmost sectors of the BoB, the SSS anomalies remain negative but
have much higher magnitudes. Some disagreement between Argo and Aquarius occurs
over this region, with Aquarius showing a slight positive SSS anomaly in the northern
BoB. In the eastern and southern portions of the BoB, positive SSS anomalies exist.
In July, the AS experiences little change in its northern and central regions (Figs.
2.2c,d) but is impacted by weak positive anomalies in its southeastern corner that persist
into the Sri Lanka region (see SL box in Figure 2.1). Within the BoB, positive SSS
anomalies exist throughout the region. A meridional gradient within the bay shows
maximum values of up to 1 psu to the north, which then gradually approaches zero at the
entrance of the bay. The fact that the anomalies are positive within the BoB during the
SWM requires some explanation as the highest rates of precipitation and river discharge
for this region occur between June and September and the lowest in January–April (see
Figure 1 of Akhil et al., 2014). We surmise that higher negative SSS anomalies may
occur by October in the northern BoB, when the horizontal freshwater transport from the
Ganges and Brahmaputra Rivers reaches its maximum in the northern bay. BoB box
average Aquarius salinity in January is 33.41 and 32.85 psu in July, but the spatial
anomalies show a suppressed freshwater plume at the northern sector of the bay. The
largest annual freshwater plume occurs in the northern BoB between August and October
(see Figure 2 of Akhil et al., 2014). During January, however, the freshwater plume is at
its annual minimum, but the monsoon season freshwater plume still circulates in the BoB
through prevailing circulations. Akhil et al. (2014) also find that while surface freshwater
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flux and riverine input are high during the SWM, vertical advection of salty waters from
the subsurface balances the salt budget and keeps the tendency term from becoming
significantly lower than that of the remaining months of the year.
Figure 2.3 shows the seasonal SSS anomalies for HYCOM, SODA, ECCO2,
CORA, and ECMWF. For January, all the products confirm low SSS anomalies in the
northern and central portions of the AS (Figs. 2.3a,c,e,g,i). In the southeastern AS and Sri
Lanka box region, all products account for the presence of the negative SSS anomalies,
although their magnitudes differ, with HYCOM and CORA producing the largest
magnitudes. Disagreement between the datasets increases within the northern sector of
the BoB, with HYCOM, SODA, ECCO2, ECMWF, and Aquarius profiles all showing
the positive SSS anomaly. Both Argo and CORA instead show negative salinity
anomalies for this region.
In the AS during July, the models show minimal positive salinity anomalies (Figs.
2.3b,d,f,h,j) and disagree with the larger magnitudes produced by Aquarius (Figure 2.2c).
In the Sri Lanka box, larger positive anomalies are present and again match with the Argo
profile better than that of Aquarius. The increased salinity values present in the Sri Lanka
box during this period are due to the advection of salty AS waters into the region along
the SMC (Schott and McCreary, 2001; Vinayachandran et al., 2013). This effect is also
observed in the western and southwestern portions of the BoB during the same period as
salty AS waters enter the bay and travel along the East Indian coast through the EICC
(Shankar et al., 2002). HYCOM, SODA, and ECMWF appear to show greater spatial
variability in the BoB than Aquarius, Argo, and CORA, which all show a swath of
positive SSS anomalies across the northernmost portion of the bay. This effect is likely
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because of the relatively higher spatial resolutions that the model simulations provide,
which show the highly heterogeneous nature of SSS in the BoB.
In general, differences between the observed and model simulated SSS anomaly
fields are low, although the Aquarius data tend to resemble the model solution more than
the Argo floats’ data. This is due to the higher resolution provided by the satellite and
allows the observation of finer salinity gradients that are not present in the lowerresolution and highly smoothed Argo floats’ data. The products show the large-scale SSS
features confirmed by the observations but also allude to smaller-scale SSS features
especially in the BoB. Because of their relatively coarse spatial resolution, the
observations cannot yet confirm the accuracy of these features, but the products are likely
resolving the highly variable nature of SSS within the bay.

2.3.2 SURFACE SALT TRANSPORT VARIABILITY
Figure 2.4 shows mean zonal and meridional surface salt transports overlain with
OSCAR currents for the three Januaries between August 2011 and May 2014 for both
Aquarius and Argo. Zonal flow is westward throughout most of the NIO and contributes
to the westward advection of salt along the NMC. The only other region of higher zonal
surface salt transport is found within the SEC, which flows to the west year-round (Figs.
2.4a,c). Although lower in magnitude, the meridional surface salt transport has maxima
within both the AS and BoB (Figs. 2.4b,d). The salty AS waters are pushed northward by
the western portion of the cyclonic feature off the Somali coastline and also by the
currents within the region associated with the WICC. As Aquarius and Argo do not
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resolve salinity well along the coastlines, signature features such as the alongshore
Somalia Current and the WICC are not well represented here.
Figure 2.5 shows the mean January surface salt transport for the models between
2008 and 2011 with the exception of SODA, which runs between 2008 and 2010. The
models provide a very similar picture for this time period in the NIO, but they also allow
closer examination of important coastal features that Aquarius and Argo cannot resolve.
Within the AS, the zonal flow is weakly westward with northward meridional transports
into the region. The WICC can now also be more clearly seen. In the BoB, the zonal
surface transport is also to the west with northward meridional surface transport to the
north across the region. Between the two northern seas, a strong zonal surface salt
transport has set up along the NMC to the south of Sri Lanka. A strong northward
meridional component is also present as the current turns into the AS. The Somali
Current can also now be clearly seen running southward at this time of year. While
CORA and ECMWF resolve the cyclonic rotation pattern off the Somali coastline, as
observed in the OSCAR currents (Figure 2.4), the other models do not produce this
feature and give more emphasis to the Somali Current.
The Aquarius- and Argo-derived mean surface salt transports for the two Julys
between August 2011 and May 2014 are shown in Figure 2.6. The AS is dominated by
both an eastward zonal flow and southward meridional flow as salt is advected out of the
region along the SMC. A slightly higher zonal signal appears to the far west of the AS, as
salt emerges from the Somali Current. In the BoB, the surface salt transport is much
lower with only a very small eastward zonal component. Off the east coast of Africa, the
surface salt transport is affected by the eastward flow north of the equator and westward-
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flowing SEC south of the equator. Here, again, the Somali Current is underrepresented
and cannot be seen because of OSCAR’s inability to properly resolve its signal.
Figure 2.7 shows model mean July surface salt transport between 2008 and 2011
with the exception of SODA, which runs between 2008 and 2010. In the AS, the models
show both strong zonal and meridional components. Salt is again seen advecting down
the west Indian coast along the WICC, which eventually flows into the zonal SMC along
Sri Lanka. In the BoB, zonal and meridional surface salt transports are weak. However,
the HYCOM, SODA, and ECMWF simulations show positive and higher surface salt
transport along the east coast of India. The higher meridional surface salt transport might
be due to the coastal upwelling of saline waters during the SWM. Only SODA and
ECMWF show a connected, coherent flow along the coastline, and the HYCOM and
ECCO2 surface salt transports show a broken connection. Model agreement is higher
than Figure 2.5 with the exception of SODA.
To summarize, surface salt transports calculated using the observed and modeled
SSS fields produce the expected large-scale salt advection between the AS and BoB
during both monsoon seasons. Although we showed in section 3a that the SSS fields
produced by both the observations and the model simulations are highly similar, the
modeled products reveal more spatial variability during both January and July across the
NIO. This is mostly because OSCAR currents must be used to calculate the observed
surface salt transport fields as neither Aquarius nor Argo have their own surface current
products. The OSCAR currents prove to be too coarse in resolution and feature
oversimplified dynamics (Johnson et al., 2007; Sikhakolli et al., 2013), both of which
cause the surface salt transport fields for Aquarius and Argo to have lower magnitudes
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and a lack of spatial variability. That said, model disagreement can be large in localized
regions of the NIO making it difficult to confirm smaller-scale features. Because the
analyses’ products, with the exception of CORA, produce the large-scale features as well
as enhanced spatial variability, it is likely that their solutions are closer to the correct
approximation.

2.3.3 SUBSURFACE SALINITY VARIABILITY
The salinity variability of the major subregions of the NIO is also seen in the
depth profiles. Figure 2.8 shows the time-depth section of AS salinity for Argo, CORA,
and all numerical models under consideration. The MLD and ILD are overlain on the
plots. Argo is used as the observation in this section, but again it should be noted that all
of the modeled products being used assimilate Argo into their analysis. The vertical
gradient is approximately 1 psu between the surface and 200 m with the highest salinity
at the surface. There is some model disagreement with respect to this vertical gradient.
Low salinity water can be seen at the sea surface on a seasonal basis centered on the
monsoon transition periods. Among the models, there is disagreement in the salinity
magnitudes and the time of occurrences of high salinity. HYCOM (Figure 2.8b) shows
the seasonal occurrence of the largest plume of low salinity waters in the upper 50-m
layer, as compared to the Argo salinity. SODA and also CORA (Figs. 2.8c,f) show
relatively little decrease in salinity at the surface on a seasonal cycle. Finally, both the
MLD and the ILD share the seasonality of the anomalous decrease in surface salinity
during boreal spring. The models disagree on how deep each layer should be, but all
products, excluding HYCOM (Figure 2.8b), show a decrease in the layer thickness in
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boreal spring and fall and an increase in layer depth during the peak of the NEM and
SWM. Barrier layer thickness (BLT = ILD − MLD) exhibits strong seasonality, with
larger thickness up to 25 m during each monsoon season and decreased thickness during
monsoon transitions. Earlier studies have shown the importance of barrier layer dynamics
in the AS, most notably the southeastern Arabian Sea (SEAS) warm pool (Nyadjro et al.,
2012). Recent satellite estimates of BLT (Felton et al., 2014) show a small annual-mean
BLT for the AS with a seasonal cycle and magnitudes similar to this present study.
Figure 2.9 shows the time-depth salinity structure for the BoB. A shallow lens of
low salinity water occurs year-round but has the greatest magnitude during the NEM. All
products have the lowest vertical depth of the freshwater lens up to 50 m with the
exception of HYCOM that reaches slightly deeper to up to 75 m. HYCOM produces very
low salinity waters, and SODA produces relatively higher salinity waters, when
compared to Argo salinity. Between the SWM and NEM transition, the freshest water
appears at the surface, and the mixed layer thickness is small. This adjustment in the
thermocline brings with it salty waters from deeper layers. The ECCO2 product does not
resolve this phenomenon (Figure 2.9d). The BLT appears to have low seasonality in the
products of HYCOM and ECCO2. Argo, CORA, ECMWF, and SODA show thicker (40
m) BLT. The studies of Felton et al. (2014) support the results of the model products’
BLT, with the highest annual-mean BLT in the northern BoB. The mixed layer of this
region is often flush with low salinity waters because of its close proximity to large
riverine output and lower rates of E − P (Sengupta et al., 2006). The positive buoyancy at
the surface inhibits mixing of both colder and saltier waters from below. This process sets
up a feedback mechanism that keeps the BoB surface waters continuously warm, which
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allows for more convection and in turn more precipitation. This transport of freshwater in
the surface layer keeps the water column highly stable and thus perpetuates the cycle
(Drushka et al. 2014). Although the mixed layer is at its most shallow in the annual cycle
during this time, the ILD experiences a much greater increase in depth in comparison.
This suggests that although the MLD is contributing to the increased BLT, the increase in
ILD is the primary driver of annual BLT variability.
Figure 2.10 shows the time-depth salinity structure for the Sri Lanka box region.
This region is especially important because it is the exchange zone between the AS and
BoB. The most notable feature is the highly seasonal subsurface layer with respect to
salinity. Around January, during the NEM, a layer of low salinity water appears at the
surface with a penetration depth up to 50 m. This is caused by the BoB freshwater carried
along the NMC. This is the predominant mode, but for a short period of time during the
SWM, a salty signal appears at the surface as water from the AS travels along the SMC
into the BoB. Vinayachandran et al. (2013) confirms a mean July SSS of 34.5 psu with a
35-psu isohaline between 50- and 100-m depth in this region. Here, again, Argo, CORA,
ECMWF, and SODA all generate maximum BLT values of up to 40 m, while HYCOM
and ECCO2 produce only shallow BLTs of 10 m or less. Felton et al. (2014) found their
own annual-mean BLT estimate for this region to be between 15 and 30 m. Most likely
barrier layer dynamics mirror those found in the BoB, as the region is also flush with
warm and fresh surface water on the same seasonal time scales. A unique event in this
time series occurred in the Argo profile during November–December 2011. A stronger
salinity core occurs at 75-m depth after only a brief influx of higher surface salinities
during August–September. During the same period of time when the maximum core
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reaches its greatest intensity of salinity, exceeding 35.5 psu, a deep ILD layer forms
under the influence of strong freshwater flux at the surface. It appears that the formation
of a barrier layer prevented mixing that typically causes the core maximum to fade into
the background salinity profile. This deep barrier layer allowed the core maximum to
reach a higher salinity than in other years and to persist several months longer than the
preceding three seasonal cycles. The only other model that effectively resolves this event
is the ECMWF (Figure 2.10e). Not surprisingly, the ECMWF barrier layer is also quite
deep during this time period. As the ECMWF assimilates Argo data, it is difficult to
ascertain if the ECMWF is correctly reproducing the feature or is relying heavily on the
Argo analysis to produce its own. CORA, ECCO2, and SODA also resolve an anomalous
deep barrier layer but fail to produce the core salinity maximum and the deep barrier
layer with the correct magnitude and duration. HYCOM fails to capture both the
increased BLT and the core maximum.
Generally, the model solutions compare well with the Argo analysis, but it can be
difficult to make direct comparisons when Argo is assimilated into each product. In
general, ECMWF appears to agree with the Argo analysis most closely, but this may be
more of an indication of how much the product relies on the Argo dataset to generate its
own analysis than how accurate the product itself is. CORA, ECCO2, and SODA are also
similar to the Argo analysis, but it is more obvious that they are generating their own
independent solutions instead of just reproducing the Argo analysis. HYCOM produces
the greatest discrepancies across all three regions when compared to both Argo and the
other product solutions. In all three regions there appears to be a low salinity bias in the
HYCOM analysis likely because of a difference in surface forcing. The salty and fresher
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signatures in each region also reach deeper into the water column in the HYCOM
solution, which may be a result of its more flexible vertical coordinate system. It is worth
mentioning that the sources and quality control checks of assimilated data such as Argo
data vary among the laboratories that run the different models and could be a source of
the discrepancies.

2.3.4 DEPTH-INTEGRATED SALT TRANSPORT VARIABILITY
We computed depth-integrated salt transports in order to understand the advective
processes throughout the entire water column. Transports within the AS are shown in
Figure 2.11a. The time series data show strong seasonality for all transports with a
maximum southward transport in January and a maximum northward transport in July.
Analysis of the 4-yr mean transports along the lines of longitude in the basin (Figure
2.11b) shows larger transports off the Somali coast (49°–52°E). The Somali Current
flows southward in January and northward in July and explains the seasonality of the
transports across the southernmost portion of the basin. Net depth-integrated salt
transports are −84 × 106 kg s−1 in January and 37 × 106 kg s−1 in July. Salt lost during the
NEM takes approximately an entire monsoon season to be replaced during the SWM. It
should be noted that ECCO2, ECMWF, and SODA closely track each other in magnitude
throughout the entire time series, but HYCOM produce different estimates with erratic
jumps and dips in magnitude not apparent in the other model outputs. The difference in
magnitude seen in the HYCOM profile can be explained by larger subsurface transport
estimates. Figure 2.12 shows monthly mean time-depth salt transports across the 6°N
latitudinal boundary of the AS. The reanalysis products produce similar estimates in both
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the surface and subsurface, but HYCOM has larger transport estimates at greater depths.
Another interesting feature is that these depth profiles appear to contradict the seasonal
profile seen in the absolute transports in Figure 2.11a. The surface currents are in phase
with the NMC and SWM currents, whereas the net depth-integrated transports are in line
with the seasonality of the Somali Current. If the profiles in Figure 2.12 are integrated for
all depths, the sign and magnitude of these transports agree with those found in Figure
2.11a. This result suggests that at this western boundary, the surface currents are
dominated by the seasonality of the monsoons, but when the subsurface currents are
integrated as well they overwhelm the surface advection contribution (Figure 2.12). This
is an important result and in this region one should not assume that the total salt
transports can be described by the surface advection alone.
In the BoB, northward maximum depth-integrated salt transport occurs in
January, and southward maximum occurs in July (Figure 2.11c). Net depth-integrated salt
transports are approximately 51 × 106 kg s−1 in January and −58 × 106 kg s−1 in July. The
January and July estimates are out of phase with the local surface monsoon currents, but
Figs. 2.5 and 2.7 suggest an explanation. At the surface during both months the correct
monsoon coastal current can be seen near Sri Lanka and on the eastern coast of India. On
the eastern side of the 6°N boundary, the sign of the surface salt transport is opposite that
of the western side. Integrating across all lines of longitude causes the sign to reverse
when compared to the monsoon coastal current. An analysis of the mean meridional
transports across the BoB at 6°N (Figure 2.11d) shows maximum southward salt
transports centered on 82°E and maximum northward transports centered on 84°E. These
spatial maxima are caused by the local cyclonic eddy that forms off the eastern coast of
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Sri Lanka during the SWM (Vinayachandran et al., 1999). The surface monsoon current
is observed near 94°E. Shankar et al. (2002) show the turning of the SMC from eastward
to northeastward at approximately the same location (see their Figure 2). The two flow
patterns present at 82° and 84°E explain the seasonality of the BoB transports at 6°N and
overshadow the magnitude of the SMC at this latitudinal band of the basin. The
seasonality of the BoB is not as smooth as the pattern found within the AS and it is
difficult to ascertain a time period over which the meridional transports come to
equilibrium. ECMWF compares least favorably, with erratic seasonal behavior and larger
magnitudes. Low overall model agreement suggests that the models perform poorly in
general within this region, leaving an inaccurate interpretation of transports for this
location. Model agreement is much higher in space, although ECCO2 misses the
influence of the SMC at 94°E (Figure 2.11d). Figure 2.13 shows monthly mean timedepth salt transports across the 6°N section of the BoB. Again the reanalysis products
compare most favorably, but here HYCOM is more similar to the reanalysis products.
Unlike the AS, the subsurface transports have less effect on the sign of the total transports
as the seasonality of the surface advection agrees with that of the total transport estimates
in Figure 2.11c.
Perhaps unsurprisingly, the three reanalyses’ products compare most favorably
with respect to the transport estimates. Time-depth contours of salt transports for both
regions (Figs. 2.12, 2.13) demonstrate this fact. The spikes seen in the HYCOM estimates
for the AS are caused primarily by subsurface transports that are higher in magnitude
when compared to the reanalysis estimates (Figure 2.12). It is difficult to say whether this
is an artifact or the true signal, but discrepancies between reanalyses’ products and true
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model simulations can be expected. Although there are small differences, HYCOM
compares better to the reanalyses’ estimates in the BoB. Further, surface transports for all
four products in both regions agree quite well in both time and space. Our results suggest
that when estimating total transports across the 6°N section of the AS, it is important to
include subsurface advection, as any quantitative analysis done without it will produce
the incorrect sign and magnitude. This issue is not as relevant in the BoB analysis, and
the sign of the surface transports is typically the same as that of the total estimate.
Overall, while difficult to validate, these transports provide a sufficient baseline estimate
for total water column advection into and out of each basin at 6°N on a seasonal basis and
future research is required to ascertain the true transports to compare with these model
estimates.

2.4 SUMMARY AND CONCLUSIONS
The present study shows salinity within the NIO to be highly variable in both time
and space. Aquarius does a good job of estimating seasonal surface salinity for this
region. The Aquarius seasonal SSS anomaly fields show that the satellite allows the
observation of finer salinity gradients than possible in the Argo floats’ data. Aquarius
opens up new possibilities for the observation of the NIO by revealing spatial variability
that was previously only available in simulated data. That said, because of the radio
frequency interference near the coast and Argo’s inability to take measurement in these
regions, model simulations are still necessary when studying salinity advection within the
important coastal currents in both the AS and BoB. Calculating surface salinity advection
during each monsoon season using Aquarius and Argo is possible due to their high
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degree of salinity accuracy, but OSCAR generates advective terms that are smaller in
magnitude and much lower in resolution when compared to the simulated data. Our
results suggest that when using these observational datasets to study surface salinity
advection, a more robust current analysis should be used instead of the oversimplified
OSCAR solution.
In the time-depth profiles, the effects of the seasonal monsoons can clearly be
seen. With respect to salinity, the AS is the most static of the three regions but does
experience high surface variability during the NEM when fresh BoB water is advected
into the region. This is the time when the formation of a barrier layer is most favorable,
but our box is too far away from the SEAS region to see a larger seasonal barrier layer.
The BoB is much more variable and experiences barrier layer formation much more
regularly. Our results show barrier layer depth maxima during boreal winter as the
isothermal layer deepens, not when the mixed layer is at a minimum during the SWM.
The Sri Lanka region more closely resembles the BoB, but the impact of freshwater is not
as large and is much more seasonal. We observed a strong interannual anomaly in the
region in the latter part of 2010. A peak in horizontal surface freshwater advection into
the region caused a deep barrier layer to form and generated positive subsurface salinity
anomalies. This suggests that barrier layer formation is important for the region but is
largely a function of the magnitude of the freshwater plume coming from the BoB and is
highly variable from year to year.
The approximate net depth-integrated meridional salt transports for the AS are
−84 × 106 kg s−1 in January and 37 × 106 kg s−1 in July. In the BoB, the estimates are 51 ×
106 kg s−1 in January and −58 × 106 kg s−1 in July. The Somali Current dominates the
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total depth-integrated salt transport profile in the AS, although at the surface the SMC
and NMC drive the advective forces. In the BoB, the depth-integrated transports are out
of phase with the local surface monsoon currents. In January and July, although the
correct surface monsoon currents are present to the west near Sri Lanka, surface salt
transports in the central and eastern BoB at 6°N are opposite that of the EICC (Figs. 2.5,
2.7) and cause the sign of the total integrated transports across the boundary to be out of
phase with the large-scale, seasonal monsoons currents. Also, the local cyclonic eddy that
forms during the SWM causes the large southward and northward spikes in the mean
longitudinal distribution of depth-integrated salt transports on the western side of the
boundary.
Several model simulations were examined, and each model’s performance is quite
variable depending on the specific location and calculation performed. All models
produce seasonal SSS values that match with that of both Aquarius and Argo quite
closely, although there are some differences across the spatial domain. At depth, model
disagreement becomes more troublesome. HYCOM (v2.2.19) appears to have a fresh bias
near the surface likely because of a difference in its internal surface forcing. ECMWF
performs better when compared to Argo by correctly producing anomalous subsurface
salinity core structures associated with barrier layer formation in the Sri Lanka box, but it
is unclear if this is because of its overall accuracy or the possibility that it relies heavily
on the Argo analysis in its assimilation process. CORA, ECCO2, and SODA capture the
general structure of each subregion but do not correctly produce the anomalous event in
the Sri Lanka box. With respect to depth-integrated salt transports, all four products
capture a very similar mean spatial structure at all lines of longitude along 6°N but
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disagree on the magnitude and seasonality. HYCOM shows the largest disparity by
creating large spikes in magnitude across the time series even though the general seasonal
trend is present in the AS. In the BoB, all four products disagree on the seasonality within
the time series, but ECMWF creates spikes similar to the HYCOM data in the AS.
Though the data and model products used in this study provide useful qualitative
and quantitative information, many more questions than answers are raised. Aquarius is
able to provide highly accurate SSS measurements quickly to the scientific community,
but a much clearer perspective of global, seasonal, and eventually interannual variations
in the SSS variable is essential. Argo has been a great step forward for understanding the
global ocean salinity structure with depth but remains an imperfect solution. Float density
is still relatively low, leaving out undersampled regions such as the BoB. Also, the nature
of Lagrangian data collection does not allow for the continuous analysis of areas such as
the southern and eastern Sri Lanka box region, the two regions we have shown to be
important as seasonal exchange zones. Their depth range is also too low to calculate
transports, and we must rely on model and reanalysis data that we have little ability to
verify. New and targeted data collection within the NIO must be deployed to confirm that
model and reanalysis products are correctly representing this highly variable region. We
hope that the estimations presented in this paper will guide other researchers toward
gathering valuable in situ observations for this important yet underanalyzed portion of the
global ocean.
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Table 2.1. Summary of the characteristics of model outputs used in this study
Product
Version

Model

ECCO2
Cube 78
Massachusetts
Institute of
Technology
(MIT) General
Circulation
Model (MITgcm)

HYCOM
2.2.19

ORAS4
System 4

SODA
2.2.4

Miami
Isopycnic
Coordinate
Ocean Model

Nucleus for
European
Modeling of the
Ocean version 3
(NEMO3)

Parallel Ocean
Program version 2
(POP2)

Horizontal
resolution

18 km ×18 km

0.08°×0.08°

Vertical levels

50
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Assimilation
method

Data assimilated

Surface forcing

Laboratory

Data download

References

Green’s function
optimization

Altimetry,
Temperature (T)
and Salinity (S)
profiles from
XBT, CTD, Argo,
in-situ sea ice
concentration

Weighted mean
of satellitederived wind
products,
NCEP/NCAR and
ERA-40
reanalysis
National
Aeronautics and
Space
Administration
(NASA)
ftp://ecco2.jpl.nas
a.gov/data1/cube/
cube92/lat_lon/qu
art_90S_90N/
Menemenlis et al.
(2008)

NCODA
3DVAR with
MODAS
synthetics
Altimetry,
satellite SST
and SSS, in situ
Temperature (T)
and Salinity (S)
profiles from
XBT, Argo, and
moored buoys
Navy
Operational
Global
Atmospheric
Prediction
System
(NOGAPS)
winds, heat
fluxes and
precipitation
Naval Research
Laboratory
(NRL)
http://hycom.or
g/dataserver/glb
-analysis
Chassignet et al.
(2003); Metzger
et al. (2014)
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1°×1° with
equatorial
refinement (0.3°)
42

0.25°×0.4°
(average)
40

Multivariate
optical
interpolation (OI)

OI

Altimetry, T from
XBT, T and S
from CTD, Argo,
and moorings

Altimetry, satellite
and in-situ SST, T
& S profiles from
MBT, XBT, CTD,
Argo, TAO and
other buoys

ERA-Interim
reanalysis and
ECMWF
operational
archive

20CRv2 Ensemble
Mean

European Centre
for MediumRange Weather
Forecasts
(ECMWF)
ftp://ftp.icdc.zma
w.de/EASYInit/O
RAS4/monthly_1x1/
Balmaseda et al.
(2013)

Texas A&M
University and
University of
Maryland
http://dsrs.atmos.u
md.edu/DATA/sod
a_2.2.4/
Carton and Giese
(2008)

Figure 2.1. Mean Indian Ocean depth (m, shaded) and mean Aquarius level-3 SSS
between August 2011 and May 2014 (contoured). The boxes denote regions that are
examined throughout the paper where AS is the Arabian Sea (10°-20°N, 60°-70°E), BoB
is the Bay of Bengal (12°-18N, 83°-93°E), and SL is Sri Lanka (2°-10°N, 75°-85°E). The
dashed, black line along 6°N covering both the AS and BoB shows the latitudinal
boundaries over which depth-integrated salt transports were calculated.
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Figure 2.2. (top) January and (bottom) July SSS anomalies from both (left) Aquarius
level-3 data and (right) Argo floats’ data averaged between August 2011 and May 2014.
Anomalies were derived by subtracting the annual mean from the mean January and July
spatial fields from each dataset.
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Figure 2.3. Mean (left) January and (right) July SSS anomalies for (a), (b) HYCOM,
(c),(d) SODA (e),(f) ECCO2, (g),(h) CORA, and (i),(j) ECMWF averaged between
January 2008 and December 2011, expect SODA, which only extends out to December
2010. Anomalies were derived by subtracting the annual mean from the mean January
and July spatial fields from each dataset.
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Figure 2.4. Mean (left) zonal and (right) meridional surface salt transports (kg m-2 s-1) for
(top) Aquarius and (bottom) Argo for the three Januaries between August 2011 and May
2014. Mean OSCAR currents over the same time period have been overlain to show the
flow patterns. Note the different color scales for zonal and meridional surface salt
transports.
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Figure 2.5. Mean January (left) zonal and (right) meridional surface salt transports (kg -2
s-1) between 2008 and 2011 for (a),(b) HYCOM, (c),(d) SODA (e),(f) ECCO2, (g),(h)
CORA, and (i)(j) ECMWF and between 2008 and 2010 for SODA. Mean January modelderived surface currents for the same time period have been overlain to show the flow
pattern with the exception of CORA, which sued OSCAR currents instead. Note the
different color scales for zonal and meridional surface salt transports.
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Figure 2.6. As in Figure 2.4, but for the two Julys between August 2011 and May 2014.
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Figure 2.7. As in Figure 2.5, but for July. Mean July model-derived surface currents have
been overlain to show the flow pattern with the exception of CORA, which uses OSCAR
currents instead.

46

Figure 2.8. Time-depth sections of box-averaged salinity, mixed layer depth (m; black
line), and isothermal layer depth (m; white dashed line) in the Arabian Sea between
January 2008 and December 2011 from (a) Argo, (b) HYCOM, (c) CORA, (d) ECCO2,
(e) ECMWF, and (f) SODA.
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Figure 2.9. As in Figure 2.8, but for the Bay of Bengal.
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Figure 2.10. As in Figure 2.8, but for the Sri Lanka box.
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Figure 2.11. Monthly time series of depth-integrated salt transports (106 kg s−1) across a
6°N section in the (a) Arabian Sea and (c) Bay of Bengal between 2008 and 2011 along
with depth-integrated salt transports across all lines of longitude in the (b) Arabian Sea
and the (d) Bay of Bengal averaged over all months between 2008 and 2011.

50

Figure 2.12. Depth-time plot of monthly mean salt transport per unit depth (106 kg s−1
m−1) across 6°N in the Arabian Sea (a)–(d) over the top 200 m and (e)–(h) over the entire
water column.
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Figure 2.13. As in Figure 2.12, but for the Bay of Bengal.
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CHAPTER 3
THE ROLE OF SALINITY ON THE INTERANNUAL VARIABILITY OF THE
SEYCHELLES-CHAGOS THERMOCLINE RIDGE2

2
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ABSTRACT
The southwest tropical Indian Ocean (SWTIO) (55°E–65°E, 5°S–12°S) features a
seasonal thermocline ridge that has been shown to have important teleconnections with
the Asian monsoon. Although several past studies have highlighted the lack of SWTIO
salinity variability, vertical stratification may be sufficient to generate a regional barrier
layer, a tropical phenomenon found throughout the Indian Ocean with the ability to affect
local air-sea interactions. New global, remotely sensed sea surface salinity (SSS)
obtained from the ESA's Soil Moisture and Ocean Salinity (SMOS) and NASA's
Aquarius satellites gives us reason to revisit the region to see if these datasets can yield
new information on salinity's role in SWTIO variability. We use Argo floats data to
calculate mixed layer depth (MLD), isothermal layer depth (ILD), and barrier layer
thickness (BLT = ILD − MLD). We also use a novel approach to estimate satellitederived BLT by replacing the Argo SSS estimate with the SMOS and Aquarius “skin”
measurement to then recalculate the MLD and thus obtain a different BLT estimate. We
find that while BLT estimates from all three products are in phase with one another,
Aquarius and SMOS produce BLT estimates that are greater than Argo by 10–20 m on
average. An anomalous event in 2011 demonstrates how BLT interannual variability may
be created by changes in near surface salinity. Our observations suggest that the event
was caused by subduction of surface waters due to increased near surface salinity and an
anomalous downwelling Rossby wave generated by positive Indian Ocean dipole. Both
mechanisms created a thick barrier layer followed by anomalous precipitation and SSS, a
series of events consistent with barrier layer theory. Our results also suggest that new
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SSS measurements from SMOS and Aquarius provide a different interpretation of near
surface salinity stratification that needs to be further explored.

3.1 INTRODUCTION
First observed and recorded by Woodberry et al. (1989) and McCreary et al.
(1993), the Seychelles-Chagos thermocline ridge (SCTR) within the southwest tropical
Indian Ocean (SWTIO) (55°E–65°E, 5°S–12°S) (Figure 3.1) has become an important
research topic for understanding Indian Ocean interannual and climate variability. The
presence of this upwelling phenomenon is commonly attributed to almost persistent
negative wind stress curl over the region, but more recent work has shown this to be an
oversimplified explanation and that it is more likely caused by a more complex
interaction between wind stress curl, local wind divergence, and downwelling Rossby
wave activity (Hermes and Reason, 2008). These thermocline ridges are not common in
the global ocean, but others such as the Costa Rica dome (Umatani and Yamagata, 1991)
and the Guinea dome (Busalacchi and Picaut, 1983; Siedler et al., 1992; Yamagata and
Iizuka, 1995) have been shown to have important impacts on both local and remote
physical processes.
The SCTR is particularly important to Indian Ocean seasonal and climate
dynamics because of its ability to generate strong sea surface temperature (SST)
anomalies across the western Indian Ocean (Schott, Xie, and McCreary, 2009).
Additionally, the area serves as an important connection zone between anomalies in the
Pacific Ocean and interannual variability in the Asian monsoon (Annamalai et al., 2005).
The theorized teleconnection generates enhanced downwelling Rossby waves which
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spawn in the eastern tropical Indian Ocean following either El Niño, Indian Ocean Dipole
(IOD), or co-occurrence of the two that then propagate westward across the southern
Indian Ocean (Chowdary and Gnanaseelan, 2006; Masumoto and Meyers, 1998) and
eventually suppress the thermocline in the SWTIO when they arrive several months later.
Without the influence of the colder subsurface waters, positive SST anomalies cause an
anomalous northeasterly wind pattern over the western Indian Ocean, which suppresses
upwelling along the Somali coastline and in turn increases SSTs in the Arabian Sea
(Izumo et al., 2008). This process, or its reverse, can create quantifiable differences in the
intensity of the Southwest Monsoon, a seasonal system that impacts the welfare of
millions of people in southern Asia each year.
Because ocean heat content is so important for understanding the internal and
remote dynamics of this region, temperature has been the main focus of SCTR research.
Additionally, while it is well known that salinity can help modulate ocean circulation and
air-sea processes, many past observational and modeled studies have shown horizontal
and vertical salinity stratification to be limited in the SWTIO (Mignot et al., 2007;
Vialard et al., 2008; Vialard et al., 2009; Yokoi et al., 2011) especially when compared to
neighboring regions such as the northern Indian Ocean. The two primary drivers of
salinity variability in this region on an intraseasonal, seasonal, and interannual basis are
freshwater advection from the Indonesian Throughflow (Gordon, 2001; Sengupta et al.,
2006) and precipitation events generated by Madden-Julian Oscillation (MJO) (Vialard et
al., 2008). What these observational studies have been lacking is remotely sensed sea
surface salinity (SSS), a variable that is now available through the Soil Moisture and
Ocean Salinity (SMOS) and Aquarius SAC-D (Satélite de Applicaciones Científicas-D)
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satellite missions. Both of these satellites measure surface salinity within the top few
centimeters of the ocean surface. In contrast, Lagrangian Argo floats take their near
surface in situ measurement between 5 and 10 m depth. The difference in surface salinity
measured at the “skin” (1–2 cm) for the satellites and at approximately 5 m by Argo is
typically small, but more pronounced in tropical regions where precipitation occurs with
greater intensity and at higher frequencies (Boutin et al., 2013; Drucker and Riser, 2014;
Tang et al., 2013).
One of the most important ways salinity helps control ocean near surface
dynamics is its contribution to density. During times when a near surface environment is
well mixed with respect to temperature but not salinity, the mixed layer, or layer of
constant density, can be more shallow than the isothermal layer, or layer of constant
temperature. This difference in mixed layer depth (MLD) and isothermal layer depth
(ILD) is quantified through barrier layer thickness (BLT), or the subtraction of MLD
from the ILD (BLT = ILD − MLD) (Godfrey and Lindstrom, 1989). The presence of a
thick barrier layer traps heat and momentum near the surface while also preventing the
entrainment of cooler subsurface waters into the upper layers of the water column
(Halkides et al., 2015). Additionally, a positive feedback loop can form when
precipitation caused by warm SSTs continues to lower SSS and therefore increases
vertical salinity stratification and the magnitude of the barrier layer (Vialard and
Delecluse, 1998). Using Argo floats data, Chowdary et al. (2009) showed that
downwelling Rossby waves that affect the SWTIO have the ability to generate a
propagating barrier layer as they move across the south Indian Ocean. As the
downwelling planetary wave moves along its path, it suppresses the seasonal
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thermocline, increasing ILD while MLD remains shallow enough to generate a thick
barrier layer. They also observed that this propagating barrier layer was associated with
anomalous precipitation in the wake of the wave as air-sea interactions were enhanced by
heat trapped in the shallow mixed layer. This study showed that annual downwelling
Rossby waves can generate a barrier layer in the SWTIO, but only investigated the
phenomenon with Argo floats data and did little to understand how SWTIO internal
dynamics were affected by regional barrier layer formation.
To better address these issues, we hypothesize that SWTIO salinity variability can
affect regional interannual variability in mixed layer processes such as barrier layer
formation. To test this idea, this study uses a new technique to quantify SWTIO BLT on
seasonal and interannual time scales by combining the satellite-derived SMOS and
Aquarius SSS with in situ Argo floats data. A similar effort was under taken by Felton et
al. (2014), but they used a multi-regression model to produce satellite-derived BLT
estimates. Our approach is more simplistic, but also a greater test of how well SMOS and
Aquarius SSS can be used for these calculations because we do not constrain our
estimates using other variables such as satellite-derived SST and sea surface height
(SSH). We then connect the presence of a barrier layer in the SWTIO to interannual
variability in regional near surface dynamics and air-sea processes that occur during the
same time period. If the combination of satellite-derived SSS and in situ data can be
shown to produce realistic information that Argo alone cannot, this synthesis of data may
be applied to model simulations to produce greater regional accuracy.
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3.2 DATA AND METHODS
To investigate SWTIO temperature, salinity, and ultimately BLT variability the
Argo floats, Aquarius, and SMOS datasets are used throughout this study. In many cases
we average over the SWTIO box region (55°E–65°E, 5°S–12°S) (Figure 3.1), previously
defined as the primary upwelling region by Hermes and Reason (2008). We use monthly
International

Pacific

Research

Centre

(IPRC)

processed

Argo

floats

data

(http://apdrc.soest.hawaii.edu/las/v6/dataset?catitem=2) between January 2010–August
2014 with a horizontal resolution of 1°× 1° and 27 vertical levels ranging from the
surface to 2000 m. At the time of this writing, there are over 3900 Argo floats deployed
around the global ocean generating a continuously moving array of Lagrangian
observations that have an average horizontal resolution of 3° × 3°. The IPRC achieves a
1°× 1°

horizontal

resolution

using

optimal

interpolation

(http://apdrc.soest.hawaii.edu/projects/Argo/data/Documentation/gridded-var.pdf),

but

this leaves the resulting dataset very smoothed. While its resolution is still relatively low,
its accuracy is high with each Argo float able to measure ocean temperature with an
accuracy of ± 0.002 °C and salinity at ± 0.01 psu (http://www.argo.ucsd.edu). We
compared Argo SST measurements to AVHRR SST and found a correlation coefficient
of 0.988 between January 2010–August 2014. To reduce redundancy we choose to use
only Argo SST in this study.
Launched in 2011, the Aquarius SAC-D satellite mission uses a set of onboard
microwave radiometers to measure surface brightness temperature in the L-band
(1.413 GHz); a variable that is modulated by SSS, which can be extracted from the sensor
measurement using a series of algorithms developed by the Aquarius science team. A
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significant source of error in making these measurements is the effect of surface
roughness (Lagerloef et al., 2012). To account for this source of error, the satellite also
houses a scatterometer that helps eliminate noise caused by surface roughness in the
sensors' swath. This novel use of onboard hardware combined with updated algorithms,
that are able to account for large errors produced by galactic background radiation and
low SST, has made the Version 4.0 dataset reasonably accurate with global, monthly
RMS

error

of

approximately

0.17 psu

(ftp://podaac-

ftp.jpl.nasa.gov/allData/aquarius/docs/v4/AQ-014-PS0016_AquariusSalinityDataValidationAnalysis_DatasetVersion4.0and3.0.pdf).
Unfortunately, in June 2015 the satellite suffered a catastrophic systems failure that
rendered continued data acquisition impossible. Although the primary mission has ended,
the Aquarius dataset extends over 3 years and its relatively high accuracy still makes it a
useful tool for studying global, synoptic scale SSS variability. We use monthly version
4.0 processed level 3 Aquarius data distributed by the Physical Oceanography Disturbed
Active Archive Center (PO.DAAC) (http://podaac.jpl.nasa.gov/aquarius) (Lagerloef et
al., 2008) between August 2011–August 2014 with a horizontal resolution of 1°× 1°. The
Aquarius data used here are produced by the standard algorithm and are SCI (science)
maps, which are maps based on a combination of all data with no filtering having been
applied to either the ascending or descending passes.
Launched in 2009, SMOS has been providing global, high-resolution SSS data
from early 2010 up until the time of this writing with a global repeat time of 10 days.
SMOS also uses onboard microwave radiometers that measure surface brightness
temperature in the L-band (1.413 GHz), and thus SSS, but does not include a dedicated
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scatterometer like Aquarius. Its estimate of surface roughness is acquired using surface
wind reanalysis data, but is an inferior solution that has partially resulted in less accurate
SSS estimations when compared to Aquarius. While its accuracy is generally inferior, its
high-resolution measurements make it an excellent dataset for studying mesoscale SSS
structure, features that both Argo and Aquarius datasets are too coarse to observe. We use
monthly version 2.0 processed level 3 SMOS data produced by Barcelona Expert Centre
(BEC) (www.smos-bec.icm.csic.es) (Kerr et al., 2010) between January 2010–August
2014 with a horizontal resolution of 0.25°× 0.25°. This gridded dataset is produced using
optimal interpolation of both the ascending and descending passes with full polarization.
We also combine the reprocessed BEC SMOS data from 2010 to 2013 with near real time
data from 2014. When making calculations or comparisons involving SMOS, Argo, and
Aquarius the horizontal resolution of SMOS is reduced to 1°× 1° by only selecting grid
points that correspond to those found in the Argo and Aquarius gridded datasets.
SSS is modulated by atmospheric forcing through the exchange of freshwater
between the ocean surface and the lower troposphere. Especially in tropical areas, this
air-sea exchange can generate large changes in SSS and is quantified using evaporation
minus precipitation (E-P). To estimate SWTIO E-P we use monthly OAFlux evaporation
(http://oaflux.whoi.edu/data.html) (Yu and Weller, 2007) between January 2010–August
2014 with a horizontal resolution of 1° × 1°. We also use monthly GPCP precipitation
(http://precip.gsfc.nasa.gov/gpcp_v2.2_comb_new.html) (Adler et al., 2003; Huffman et
al., 2009) between January 2010–August 2014 with a horizontal resolution of 2.5° × 2.5°
to complete the resulting E-P term.
Following Chowdary et al. (2009) and Felton et al. (2014), ILD is defined as the
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depth at which the temperature changes by ± 0.5 °C from the surface measurement. MLD
is defined as the depth at which the density changes by an amount equivalent to a change
in temperature of ± 0.5 °C. ± 0.5 °C is used in both calculations to account for
temperature inversions that are commonplace in the Indian Ocean. Because Argo's
vertical resolution is too coarse to yield a robust estimation of ILD and MLD, we
interpolated its vertical profile to 1 m bins. MLD and ILD are then calculated using this
higher resolution vertical profile. To obtain box-averaged SWTIO BLT, we simply
subtract box-averaged MLD from box-averaged ILD. While Argo is often used to
validate both Aquarius and SMOS, there are inherent differences in the float and satellitederived data caused by measurement depth. Because most Argo floats' final salinity
measurement occurs between 5 and 10 m, the IPRC extrapolates the vertical profile to
yield a 0 m salinity estimate in the final distributed, gridded dataset. In contrast, both
SMOS and Aquarius are measuring salinity within only the top few centimeters of the
ocean surface. In the tropics, high rain rates can often generate fresh pools on the ocean
surface that may not be properly represented by the Argo 5 m bulk salinity measurement.
While other studies have quantified the estimated difference in bulk and satellite-derived
surface salinity caused by precipitation and near surface freshening (Boutin et al., 2013;
Drucker and Riser, 2014; Tang et al., 2013), we would like to investigate the potential
impact vertical salinity gradients in the top 5 m of the water column may have on
estimations of MLD and thus BLT. To make these estimations, we combine the Argo
floats in situ data with the satellite-derived SSS measurements from both Aquarius and
SMOS by replacing the Argo 0 m estimate with the remotely sensed skin measurement.
We then interpolate this new vertical profile to 1 m resolution and recalculate MLD.
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Although the ILD will stay the same, the different MLD will yield a change in the
resulting BLT estimate. While it is possible that differences in Argo and satellite-derived
BLT may stem from error in the latter, because the SWTIO is influenced by the high rain
rates associated with the Intertropical Convergence Zone (ITCZ) and MJO these satellitederived estimates may more appropriately address near surface salinity, and thus density,
gradients in the region. A less discussed issue in the literature is the fact that the sea
surface may be naturally less saline then the 5–10 m environment potentially simply
because of gravity. Either way, these new calculations may provide new insight into how
differences in measurement depth can affect important mixed layer processes such as
barrier layer formation whose magnitude can have quantifiable effects on regional air-sea
interactions.
Finally, to observe the annual Rossby waves that affect the SWTIO (Hermes and
Reason, 2008) we use Argo, Aquarius, and SMOS SSS to detect their westward
propagation across the south Indian Ocean. Following Heffner et al. (2008), we produce
time-longitude Hovmöller diagrams to more readily identify westward propagating
signals in SSS. Latitudinal averages between 8°S–10°S are used for all three datasets. We
calculate SSS anomalies by first removing the spatial mean between August 2010–
August 2014. The spatial mean between August 2011–August 2014 is used to calculate
the Aquarius anomalies. Then to remove the seasonal cycle, we subtract out the average
anomaly for each degree of longitude between August 2010–August 2014 from each
respective degree of longitude. For Aquarius, the average between August 2011–August
2014 is used instead. Planetary waves are identified as westward propagating positive
SSS anomalies that have phase speeds similar to those previously reported by
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observations and model simulations. The phase speeds are estimated simply by taking the
slope of the lines we have overlain on top of the Hovmöller diagrams.

3.3 RESULTS
3.3.1 SATELLITE SSS VALIDATION
Figure 3.1 shows the annual mean structure of Indian Ocean SSS, with the salty
Arabian Sea and fresh Bay of Bengal in the northern Indian Ocean and the less saline
plume that stretches across the tropical Indian Ocean as Indonesian Throughflow waters
are carried across the basin on the South Equatorial Current (SEC). Figure 3.2 shows
seasonal SSS anomalies within the SWTIO using Argo floats data. Anomalies were
derived by subtracting the annual spatial SWTIO SSS mean from monthly averages
between August 2011–August 2014. Seasonal SSS variability follows the passage of the
ITCZ across the region once a year. During boreal winter, the ITCZ descends into the
area bringing with it increased precipitation, which then generates lower regional SSS.
During boreal summer, the ITCZ migrates north and low precipitation/high evaporation
causes SSS to increase. Figure 3.2 is the traditionally held image of SSS seasonal
variability in the SWTIO and has caused past studies to conclude that SSS variability in
the region is limited. Figure 3.3 shows seasonal SSS anomalies within the SWTIO using
Aquarius. Due to its increased horizontal resolution, Aquarius is able to capture the
general seasonal structure described above as well as tighter salinity gradients that the
Argo floats data cannot produce. This difference is most pronounced in the SMOS data
(Figure 3.4). Note that Figure 3.4 uses SMOS's highest horizontal resolution of
0.25° × 0.25° allowing this analysis to observe even finer scale SSS gradients than that of
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Argo and Aquarius, while also capturing the large-scale features associated with the
ITCZ. A brief statistical analysis further demonstrates these differences for all
corresponding SWTIO spatial and temporal data points between August 2011–August
2014 (Figure 3.5). Aquarius and Argo are most similar (Figure 3.5a) with a root mean
square difference (RMSD) of 0.21 psu and a correlation coefficient of 0.76 (Figure 3.5b).
This RMSD is consistent with global, monthly errors of approximately 0.2 psu. Note that
the primary differentiating feature of the scatterplot is the strong Aquarius bias towards
lower SSS in the lower left quadrant. This is another well-known feature of the Aquarius
dataset, where SSS values in the tropical oceans are consistently lower than that of Argo.
SMOS and Argo compare less favorably with a RMSD of 0.26 psu and a correlation
coefficient of 0.78, but their differences are not overwhelming. SMOS also shows bias
towards lower SSS in the lower left quadrant. Both Aquarius-Argo (Figure 3.5a) and
SMOS-Argo (Figure 3.5b) have linear trend lines that fall below that of the 1:1 line,
suggesting that both satellites are observing fundamentally lower SSS values than their in
situ counterpart. Finally, Aquarius and SMOS are in reasonable agreement with one
another (Figure 3.5c) producing a RMSD of 0.27 psu and a correlation coefficient of
0.75. The linear trend of this scatterplot falls primarily along the 1:1 line, but at low SSS
there is a small fresh bias in the Aquarius data. At higher SSS, SMOS produces slightly
higher values but this shift in the linear trend along the 1:1 line is small especially when
compared to the bias observed when comparing both Aquarius-Argo and SMOS-Argo.
This region specific validation of Aquarius and SMOS is consistent with similar
studies, which showed Aquarius to be more accurate and SMOS able to observe
enhanced spatial variability due to its higher horizontal resolution (Gierach et al., 2013;
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Grodsky et al., 2014). Although SMOS does reveal salinity gradients not apparent in past
SWTIO analyses, it is likely that the synoptic scale dynamics we explore here will be
largely unaffected by these mesoscale features. Both satellites also show a fresh bias
especially at lower SSS suggesting that this remotely sensed SWTIO SSS is
fundamentally different than the bulk measurements collected by Argo floats. Some of
these differences may be due to measurement depth and we will exploit this contrast
between the satellites and the Argo floats to investigate whether the skin observations can
yield information about the mixed layer that the in situ 5 m measurements cannot.

3.3.2 ANNUAL CYCLE OF SWTIO SALINITY
Figure 3.6 shows the time-depth profile of box-averaged Argo temperature
between January 2010–August 2014. The seasonal adjustment of the thermocline is
evident with minimum depth in boreal winter and spring and maximum depth in boreal
summer and fall. This seasonal transition of the SWTIO thermocline is caused by
regional wind driven Ekman pumping which generates positive vertical velocities
throughout most of the year with biannual peaks in April and November (Hermes and
Reason, 2008). Peak upwelling is also associated with an annual maximum in SST
(Figure 3.7), but entrainment of colder subsurface water across the shallow isothermal
layer cools the surface layer 1–2 months afterward (Figure 3.7b). Figure 3.8 shows the
time-depth profile of box-averaged Argo salinity between January 2010–August 2014.
When the thermocline is at its annual minimum in April, a lens of freshwater is present at
the surface due to precipitation generated by the ITCZ. During the thermocline's seasonal
maximum, salinity is at its annual maximum near the surface due to dry conditions.
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Variability between these two seasons is limited with an approximate seasonal change in
salinity around 1 psu. This annual cycle of salinity is well documented, but Aquarius and
SMOS give a slightly different interpretation of SWTIO SSS. Figure 3.9 shows boxaveraged Argo, Aquarius, and SMOS SSS between January 2010–August 2014. Between
January and June, Aquarius and SMOS produce SSS values slightly lower than that of the
Argo measurement. Because all three values are most similar during the dry season of
July–September (Figure 3.9b), the differences in SSS may be due to measurement depth.
Figure 3.10 shows the time-depth profile of box-averaged Argo density, MLD, and ILD
between January 2010–August 2014. During boreal winter and spring, near surface
temperature and salinity causes density to be at its season minimum (Figure 3.10b). This
density minimum also coincides with a thin mixed layer and isothermal layer. Between
July–October, ILD and MLD reach their annual maximum, but vertical salinity
stratification keeps the well-mixed density layer shallower then the seasonal thermocline.
Thus, SWTIO seasonal salinity variability is small, but still sufficient to generate an
annual barrier layer in boreal fall each year. This SWTIO barrier layer is examined in
further detail below and we use both SMOS and Aquarius to provide new satellitederived SWTIO BLT estimates.

3.3.3 SWTIO BARRIER LAYER
Figure 3.11 shows the time-depth profile of box-averaged SWTIO salinity
between January 2010–August 2014. Box-averaged MLD, ILD, and BLT have been
overlain on the plots. For all three subplots Argo salinity is used to observe the
subsurface salinity profile as neither Aquarius nor SMOS can measure salinity below the
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ocean surface. To estimate how using the satellite measurement may affect the depth of
the mixed layer in the SWTIO, Figure 3.11b and c have had the Argo surface
measurement, featured in Figure 3.11a, replaced with the Aquarius and SMOS skin
measurement respectively. Note that both SMOS and Aquarius produce significantly
different BLT estimates than Argo alone because of both phase and amplitude differences
in near surface salinity stratification. The Aquarius profile (Figure 3.11b) shows low
salinity water within the top 5 m of the water column throughout the year with SSS
greater than 35 psu during only July–September of each year. The SMOS vertical profile
(Figure 3.11c) has similar features although the fresh lens (< 35 psu) does not always
extend into late boreal summer as much as the Aquarius profile. Note that this freshening
only occurs within the top 5 m of the water column (Figure 3.11b and 3.11c), suggesting
that Aquarius and SMOS are observing SSS values in the top few centimeters that
fundamentally affect the vertical salinity stratification of the region. This in turn affects
the density stratification as well and a thick barrier layer forms during times when the
mixed layer is relatively shallow and the isothermal layer is much deeper.
Figure 3.12 shows box-averaged BLT for the SWTIO region between January
2010–August 2014. The Argo BLT estimates are consistent with those found by
Chowdary et al. (2009). BLT is small for most of the year, but experiences an annual
maximum between August–November (Figure 3.12b). This pattern is present in all three
BLT estimates, but both Aquarius and SMOS produce BLT estimates that are
approximately 10–20 m greater than Argo on average with Aquarius only becoming
much greater than SMOS during September and October of each year. The reason for this
is evident in Figure 3.11, where Aquarius produces a fresh layer in the top 5 m
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throughout boreal fall, while SMOS tends to have less salinity stratification between
August–October. Because SMOS and Aquarius are observing the same ocean skin, this
suggests that Aquarius has a more pronounced fresh bias in the region compared to
SMOS. We also observed this trend statistically when examining scatter plots of the two
datasets (Figure 3.5c). It is unclear if the different BLT estimates produced by SMOS and
Aquarius are due to an actual difference in SWTIO salinity between 0 and 5 m or this is a
fundamental source of error in both datasets. Previous work suggests that this fresh bias
is not primarily caused by precipitation induced freshening (Boutin et al., 2013; Drucker
and Riser, 2014; Tang et al., 2013), a conclusion that is supported by our results, where
the greatest differences in satellite and in situ derived BLT occur during the SWTIO dry
season. Another possible explanation is that there may be a background surface salinity
gradient, where skin SSS is generally fresher than that of salinities at 5 m. We do not
have sufficient evidence to validate this theory, but hope that future open ocean cruises
may help confirm or deny this possibility.
Barrier layer formation is typically associated with an influx of freshwater at the
surface either through precipitation or horizontal advection (Nyadjro et al., 2012; Vialard
and Delecluse, 1998). In the SWTIO, the BLT maximum does not occur during the rainy
season when near surface freshening is the greatest, but instead during the dry phase
when the ITCZ has shifted to the north. During boreal winter, surface salinity is at its
annual minimum due to the presence of the ITCZ in the southern hemisphere (Figure
3.9). During this time period, the near surface waters are well mixed and MLD and ILD
appear at similar depths, thus making BLT small. During the dry season, BLT becomes
greatest without freshening of the near surface waters. Figure 3.13a shows a time series
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of box-averaged Argo ILD for January 2010–August 2014. The annual cycle of ILD is
exactly in phase with the annual cycle of BLT (Figure 3.13b). ILD is small between
January–May (Figure 3.13b) because annual maximum positive Ekman pumping causes
regional upwelling that draws the thermocline to the surface (Hermes and Reason, 2008).
The aforementioned study also showed that maximum annual SWTIO thermocline depth
between August–October is generated by a lack of Ekman induced upwelling and the
influence of annual downwelling Rossby waves that propagate into the SWTIO around
this period of time. These two processes are responsible for the annual maximum ILD we
observe in August–October. Figure 3.14 shows a time series of box-averaged Argo,
Aquarius, and SMOS MLD for January 2010–August 2014. SWTIO MLD peaks in July
and August also likely due to the negative vertical velocity present during this time of the
year, but its annual variability is much lower than that of ILD. This suggests that the
shoaling and deepening of the seasonal thermocline, not abrupt changes in MLD, is the
primary driver of barrier layer seasonality in the SWTIO.

3.3.4 SWTIO SALINITY INTERANNUAL VARIABILITY
After discovering an annual maximum in BLT in boreal fall we began looking for
quantifiable effects that this seasonal barrier layer may be having on the dynamics of the
SWTIO. Barrier layers typically increase near surface temperatures, but SSTs within the
SWTIO follow a typical southern hemisphere seasonal cycle (Figure 3.7). While there is
a seasonal trend of increasing SSTs starting in September (Figure 3.7b), this is more
likely associated with the transition to southern hemisphere summer and less with barrier
layer formation. Lacking a direct link between the seasonal cycle of SST and BLT,
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interannual SST, SSS, and E-P anomalies were calculated in an attempt to correlate
specific anomalous events within the SWTIO to barrier layer formation. In the latter half
of 2011, all three datasets produce BLT approximately 10 m above the seasonal average
centered on the month of August (Figure 3.12c). This thick barrier layer was caused by a
deep isothermal layer that occurred during the same period of time (Figure 3.13c). A
positive MLD anomaly is also present (Figure 3.14c), but its magnitude is not great
enough to mitigate the large increase in ILD. The event that took place starting in June
2011 is evident in the interannual temperature anomalies with positive anomalies
between 50 and 90 m depth (Figure 3.6c). Near surface temperature anomalies are
minimal and SST is near the seasonal mean (Figure 3.7c). Although traditionally
discounted as an unimportant variable in SWTIO dynamics, salinity provides a possible
explanation for this anomalous event. In the salinity profile we observe an intrusion of
high salinity into the deeper layers of the water column with positive interannual salinity
anomalies stretching from the surface to around 90 m (Figure 3.8c). All three datasets
observe positive interannual SSS anomalies during this time period (Figure 3.9c). A
negative density anomaly is present at 90 m depth, while at the surface a positive density
anomaly is observed (Figure 3.10c). This anomalous density profile suggests the
intrusion of surface waters into the deeper layers during this time period was caused by
subduction generated by increasing salinity and thus density near the surface. Because
horizontal salinity advection is limited in the SWTIO (Gordon, 2001) and unlikely to
cause this anomalous increase in SSS it is likely that vertical exchange of freshwater
between the ocean and atmosphere is the primary driver of this event. Figure 3.15 shows
a time series of SWTIO box-averaged E-P as well as the mean seasonal cycle and the
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interannual anomalies. The atmosphere changes the concentration of salinity near the
surface by either transferring freshwater from the surface through evaporation or by
adding freshwater through precipitation. The former increases SSS, while the latter
decreases SSS. In the first half of 2011, interannual E-P anomalies are positive as the
SWTIO experiences abnormally dry conditions (Figure 3.15c). This is what likely caused
the positive SSS anomalies starting in April and began increasing near surface density,
promoting subduction several months later in August and September. The suppression of
the mixed layer and more importantly the isothermal layer created a thicker barrier layer
than the seasonal average. This thick barrier layer was followed by seasonally abnormal
SWTIO precipitation that persisted until March 2012. These negative interannual E-P
anomalies coincide with negative interannual SSS anomalies over the same period of
time (Figure 3.9c), a series of events consistent with traditional barrier layer theory.
Another possible explanation for the anomalous suppression of the thermocline
during late 2011 lies in downwelling Rossby wave activity that frequents this region.
Figure 3.16 shows longitude-time Hovmöller diagrams of Argo, Aquarius, and SMOS
SSS anomalies averaged over 10°S–8°S. A Rossby wave is observed in all three products
each year with the internal planetary waves entering the SWTIO between August–
September. The average phase speed of all four observed Rossby waves during our
period of observation, estimated using the slopes of the lines overlain on Figure 3.16, is
21 cm s− 1. The seasonality and phase speed of these waves are consistent with that of
previous work (Chowdary et al., 2009; Heffner et al., 2008; Hermes and Reason, 2008;
Killworth and Blundell, 2003a; Killworth and Blundell, 2003b; Masumoto and Meyers,
1998; Menezes et al., 2014). There are minor differences between the products, but
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Aquarius and SMOS capture similar spatial patterns and phase speeds when compared to
Argo. The Rossby waves travel across the south Indian Ocean as positive SSS anomalies
and weaken as the local bathymetry and prevailing wind patterns break them down as
they approach the upwelling zone (Matano et al., 2002; Wang et al., 2001). 2011 features
the strongest Rossby wave of our period of observation and may be linked to positive
Indian Ocean dipole (IOD) that occurred during the same period of time. Chowdary and
Gnanaseelan (2006) found intensification of downwelling Rossby waves along 10°S
during IOD events. Note that this intensification does not occur in El Niño only years, but
is additionally enhanced during the co-occurrence of El Niño and IOD (see their Figure
3.9). The Japanese Meteorological Agency (JMA) dipole mode index (DMI) derived
from

NOAA

optimally

interpolated

(OI)

SST

(http://www.jamstec.go.jp/frcgc/research/d1/iod/DATA/dmi.weekly.ascii) shows a strong
positive IOD event in 2011 with index values of 1.15 in March and 1.1 in September. The
exact contribution of the remote forcing is difficult to estimate as previous work has had
trouble quantifying the magnitude of the negative vertical velocity associated with the
Rossby waves (Hermes and Reason, 2008). Therefore we suggest that the 2011 event was
caused by a combination of factors, which includes the subduction of surface waters due
to increased near surface salinity and a strong downwelling Rossby wave that moved into
the SWTIO between August and September.
Note that although the E-P and SSS anomalies are consistent with prevailing
barrier layer theory, we do not observe positive SST anomalies in August and September
of 2011. It is possible that heat trapped near the surface because of the presence of the
thick barrier layer was transferred to the atmosphere and used to generate the observed
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anomalous precipitation, resulting in a close to net zero increase in SST when averaged
over a month. Throughout our period of observation, no other significant positive BLT
anomalies are observed and we suggest that the 2011 event is likely an unusual
occurrence in the SWTIO, but does highlight the potential impact that salinity can have
on regional year-to-year variability.

3.4 CONCLUSIONS
Although several past studies have shown using both observations and model
simulations that salinity has little impact on the dynamics of the SWTIO, we took the
opportunity to revisit this prevailing assumption with the aid of SMOS and Aquarius. A
short comparison showed that Aquarius and SMOS capture the large-scale SWTIO SSS
features that Argo observes while also resolving additional spatial variability due to their
higher resolutions. Statistically, the three products are in reasonable agreement, with
Argo and Aquarius comparing most favorably. A fresh bias is present in both Aquarius
and SMOS with Aquarius producing a slightly larger tendency towards lower SSS values.
Because the SWTIO lies within a tropical area, this bias may be due to precipitation
induced freshening, but previous work has suggested that this contribution is likely small.
SWTIO barrier layer formation is highly seasonal with minimum thickness
between December and July and greatest thickness between August and November. ILD
and MLD follow the same seasonal cycle although ILD features much greater temporal
variability and therefore primarily drives the magnitude of the resulting BLT. The
seasonality of ILD aligns with that of seasonal Ekman pumping and we therefore suggest
that it is the primary driver of the annual transition of the thermocline we observe. Our
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synthesis of satellite and in situ data yielded BLT estimates that were 10–20 m higher
than that of the Argo estimation alone. Our observations suggest that this is due to the
strong vertical salinity gradients present in the top 5 m of the water column when using
the satellite-derived SSS. This near surface salinity stratification may be caused by
precipitation induced freshening, a background low salinity field at the very surface, or a
combination of the two. The former has been quantified by previous work and shown to
be small (Boutin et al., 2013; Drucker and Riser, 2014; Tang et al., 2013). Rain induced
freshening does occur frequently in the tropics, but their affects are typically short lived
and mostly filtered out by monthly averaging. This is supported by the fact that we
observe the greatest difference in in situ and satellite derived BLT estimates during the
SWTIO dry season. A less frequently discussed possibility is the fact that there may be
naturally lower salinity near the surface across the global ocean caused by gravitational
settling that was not previously documented because of a lack of SSS skin measurements.
We do not have evidence to prove this idea, but hope that further investigation into
differences in skin and bulk salinity measurements will determine if the observed near
surface salinity stratification provided by the satellites is a realistic phenomenon or a
result of satellite error.
Although we did not observe a connection between the seasonality of BLT and EP, year-to-year changes in BLT were correlated with interannual variability in
precipitation and SSS. In 2011, we observe the largest positive BLT anomaly over our
period of observation. This event was preceded by a dry period evident by the positive
interannual E-P anomalies during the same time. This was correlated with an increase in
near surface salinity that may have been the driver of subduction of these waters into
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deeper layers. Remote processes in the form of downwelling Rossby waves also play a
role in the interannual variability of BLT. The strongest Rossby wave of our period of
observation occurred during boreal fall of that year and may have helped generate the
anomalously thick barrier layer. Positive IOD present during the same time is likely the
forcing mechanism behind this strong Rossby wave. The formation of this barrier layer
was associated with negative E-P and SSS anomalies over the following months, a result
in line with classic barrier layer theory (Vialard and Delecluse, 1998). Although we did
not observe increased SST over the same period, we hypothesize that heat built up near
the surface due to the presence of the barrier layer was transferred to the atmosphere to
generate the anomalous precipitation.
To conclude, we have shown that Aquarius and SMOS may reveal important
information about SWTIO variability that Argo cannot such as sharp SSS gradients and a
shallower mixed layer. Our study shows that barrier layer formation does not play an
active role in the seasonal cycle of the SWTIO, but that it can generate interannual
variability. We invite others to compare the observations made here to model simulations
and reanalysis data to see if these products resolve the anomalous 2011 SWTIO event. If
they cannot, there may be important dynamics related to salinity that have not yet been
accounted for in the simulations. Additionally, if this synthesis of satellite and in situ data
can be shown to produce realistic BLT estimates for the tropical oceans, model
simulations may benefit from better estimates of BLT magnitude and its potential effects
on regional air-sea interactions.
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Figure 3.1. Mean SMOS SSS between August 2010–August 2014 (shaded; psu) and
mean depth of the Argo-derived Indian Ocean 20 °C isotherm in meters between August
2010–August 2014 (contoured). The box represents the southwest tropical Indian Ocean
(SWTIO) (55°E–65°E, 5°S–12°S), the region over which our box-averaging occurs.
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Figure 3.2. Monthly Argo SWTIO SSS anomalies (psu) between August 2011–August
2014 for (a) January, (b) February, (c) March, (d) April, (e) May, (f) June, (g) July, (h)
August, (i) September, (j) October, (k) November, (l) December. Anomalies were
calculated by subtracting the spatial mean between August 2011–August 2014 from the
mean seasonal cycle.
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Figure 3.3. Monthly Aquarius SWTIO SSS anomalies (psu) between August 2011–
August 2014 for (a) January, (b) February, (c) March, (d) April, (e) May, (f) June, (g)
July, (h) August, (i) September, (j) October, (k) November, (l) December. Anomalies
were calculated by subtracting the spatial mean between August 2011–August 2014 from
the mean seasonal cycle.
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Figure 3.4. Monthly SMOS SWTIO SSS anomalies (psu) between August 2011–August
2014 for (a) January, (b) February, (c) March, (d) April, (e) May, (f) June, (g) July, (h)
August, (i) September, (j) October, (k) November, (l) December. Anomalies were
calculated by subtracting the spatial mean between August 2011–August 2014 from the
mean seasonal cycle.
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Figure 3.5. Scatter plot of (a) Aquarius SSS vs. Argo SSS, (b) SMOS SSS vs. Argo SSS,
and (c) SMOS SSS vs. Aquarius SSS for all corresponding SWTIO spatial and temporal
data points between August 2011–August 2014. Dashed, black is the 1:1 line and solid,
red is the linear fit.

81

Figure 3.6. (a) Time-depth profile of box-averaged SWTIO Argo temperature (colored;
C°) between January 2010–August 2014, (b) the mean seasonal cycle of temperature
between August 2010–August 2014, and (c) interannual temperature anomalies.
Interannual anomalies were calculated by subtracting the (b) mean seasonal cycle from
the (a) original depth-time profile.
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Figure 3.7. (a) Box-averaged SWTIO Argo SST (C°) between January 2010–August
2014, (b) the mean seasonal cycle of SST between August 2010–August 2014, and (c)
interannual SST anomalies. Interannual anomalies were calculated by subtracting the (b)
mean seasonal cycle from the (a) original time series. Horizontal dashed black is the zero
line.
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Figure 3.8. (a) Time-depth profile of box-averaged SWTIO Argo salinity (colored; psu)
and ILD (solid black line; meters) between January 2010–August 2014, (b) the mean
seasonal cycle of salinity and ILD between August 2010–August 2014, and (c)
interannual salinity anomalies. Interannual anomalies were calculated by subtracting the
(b) mean seasonal cycle from the (a) original depth-time profile.
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Figure 3.9. (a) Box-averaged SWTIO Argo, Aquarius, and SMOS derived SSS (psu)
between January 2010–August 2014, (b) the mean seasonal cycle of SSS and E-P
between August 2010–August 2014, and (c) interannual SSS anomalies. (b) The mean
seasonal cycle of Aquarius was derived between August 2011–August 2014. Interannual
anomalies were calculated by subtracting the (b) mean seasonal cycle from the (a)
original time series. Horizontal dashed black is the zero line.
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Figure 3.10. (a) Time-depth profile of box-averaged SWTIO Argo density (colored;
kg m− 3), MLD (solid black line; meters), and ILD (dashed black line; meters) between
January 2010–August 2014, (b) the mean seasonal cycle of density, MLD, and ILD
between August 2010–August 2014, and (c) interannual density anomalies. Interannual
anomalies were calculated by subtracting the (b) mean seasonal cycle from the (a)
original depth-time profile.

86

Figure 3.11. (a) Time-depth profile of box-averaged SWTIO Argo salinity (colored; psu)
between January 2010–August 2014 where (b) the Argo SSS estimate is replaced with
Aquarius SSS and (c) the Argo SSS estimate is replaced with SMOS SSS. MLD (solidblack line; meters), ILD (black-dashed line; m), and BLT (white line; m) have been
overlain.
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Figure 3.12. (a) Box-averaged SWTIO Argo, Aquarius, and SMOS derived BLT (meters)
between January 2010–August 2014, (b) the mean seasonal cycle of BLT between
August 2010–August 2014, and (c) interannual BLT anomalies. (b) The mean seasonal
cycle of Aquarius was derived between August 2011–August 2014. Interannual
anomalies were calculated by subtracting the (b) mean seasonal cycle from the (a)
original time series. Horizontal dashed black is the zero line.
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Figure 3.13. (a) Box-averaged SWTIO Argo ILD (meters) between January 2010–August
2014, (b) the mean seasonal cycle of ILD between August 2010–August 2014, and (c)
interannual ILD anomalies. Interannual anomalies were calculated by subtracting the (b)
mean seasonal cycle from the (a) original time series. Horizontal dashed black is the zero
line.

89

Figure 3.14. (a) Box-averaged SWTIO Argo, Aquarius, and SMOS derived MLD
(meters) between January 2010–August 2014, (b) the mean seasonal cycle of MLD
between August 2010–August 2014, and (c) interannual MLD anomalies. (b) The mean
seasonal cycle of Aquarius was derived between August 2011–August 2014. Interannual
anomalies were calculated by subtracting the (b) mean seasonal cycle from the (a)
original time series. Horizontal dashed black is the zero line.
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Figure 3.15. (a) Box-averaged SWTIO E-P (mm day− 1) between January 2010–August
2014, (b) the mean seasonal cycle of E-P between August 2010–August 2014, and (c)
interannual E-P anomalies. Interannual anomalies were calculated by subtracting the (b)
mean seasonal cycle from the (a) original time series. Horizontal dashed black is the zero
line.
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Figure 3.16. Longitude-time Hovmöller diagram of (a) Argo, (b) Aquarius, and (c)
SMOS SSS anomalies (psu) averaged over 10°S–8°S between January 2010–August
2014. Black lines indicate the paths of downwelling Rossby waves across the southern
Indian Ocean.
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CHAPTER 4
MADDEN-JULIAN OSCILLATION GENESIS WTIHIN THE SEYCHELLESCHAGOS THERMOCLINE RIDGE3

3

D’Addezio, J. M., and B. Subrahmanyam. 2016. Submitted to J. Clim. March, 2016.
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ABSTRACT
The Madden-Julian Oscillation (MJO) is the dominant driver of intraseasonal
variability across the equatorial domain of the global ocean with alternating wet and dry
bands that propagate eastward primarily between 5°N and 5°S. Past research has shown
that MJOs impact the surface and subsurface variability of the Seychelles-Chagos
thermocline ridge (SCTR) (55°E-65°E, 5°S-12°S) located in the southwest tropical
Indian Ocean (SWTIO), but investigations of how SWTIO internal dynamics may play
an important role in producing MJO events remain limited. This study uses Argo, in
conjunction with several remote sensing and reanalysis products, to demonstrate that
SWTIO oceanic dynamics, particularly barrier layer formation and near surface heat
buildup, may be associated with MJO genesis between August and December of most
years between 2005 and 2013. A total of eight SWTIO specific MJO events are observed,
all occurring between August and December. Four of the eight events are correlated with
positive SWTIO total heat content (THC) and barrier layer thickness (BLT) interannual
anomalies. Two others formed over the SWTIO during times when only one of the
variables was at or above their seasonal average, while two additional events occurred
when both variables experienced negative interannual anomalies. Lacking complete 1:1
correlation between the hypothesized oceanic state and the identified SWTIO MJO
events, we conclude that additional work needs to be done to better understand when
variability in key oceanic variables plays a primary role in regional MJO genesis or when
other factors, such as atmospheric variability, are the dominate drivers.
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4.1 INTRODUCTION
The upwelling region of the central Indian Ocean, otherwise known as the
Seychelles-Chagos thermocline ridge (SCTR) (Hermes and Reason, 2008), is located in
the southwest tropical Indian Ocean (55°E-65°E, 5°S-12°S) (Figure 4.1), and has strong
links to year-to-year variability in regional phenomena such as the semi-annual Asian
monsoon. Teleconnections produce anomalous sea surface temperature (SST) within the
SWTIO that changes the atmospheric sea level pressure structure of the western Indian
Ocean. This anomalous pressure distribution weakens the strong southwesterly winds that
occur during boreal summer, suppresses coastal Somali upwelling, raises SST within the
Arabian Sea, and thus affects the magnitude of the Southwest monsoon that follows
(Annamalai et al., 2004; Izumo et al., 2008). Interannual variability within the SWTIO
itself is primarily controlled by year-to-year changes in wind driven Ekman pumping
(Tozuka et al., 2010) and westward propagating Rossby waves (Masumoto and Meyers,
1998; Xie et al., 2002; Hermes and Reason, 2008). Because the regional Rossby wave
activity is linked to both Indian Ocean Dipole (IOD) and El Niño Southern Oscillation
(ENSO) (Chowdary and Gnanaseelan, 2007), it also makes the SWTIO an important
component of Indian Ocean climate variability.
On intraseasonal time scales, SWTIO SST variability is forced primarily by the
Madden-Julian Oscillation (MJO), which is a coupled ocean-atmospheric phenomenon
that features alternating wet and dry bands that propagate eastward along the equator of
the Indian and Pacific Oceans at approximately 5 m s-1 (Madden and Julian, 1972; Zhang,
2005). The associated convective activity has significant impact on SWTIO SST caused
by both changes in solar heat flux and evaporative cooling. Modern observations show
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that regional cooling of up to 1°C can occur for brief periods of time when the active
phase of the MJO is present over the region (Vialard et al., 2008). Before the advent of
microwave satellite radiometers, these intraseasonal changes in SST were impossible to
accurately observe due to cloud obstruction, but are now known to be an important part
of short-term SWTIO variability (Vialard et al., 2009a). Intraseasonal variations in
SWTIO SST associated with the MJO have been a popular research topic (Bessafi and
Wheeler, 2005; Vialard et al., 2008; Jayakumar and Gnanaseelan, 2012), with few
suggesting the possible link between oceanic processes and MJO initiation in the SWTIO
(Harrison and Vecchi, 2001; Vialard et al., 2009a; Jayakumar et al. 2011).
During IOD or IOD and El Niño co-occurrence years, the aforementioned
downwelling Rossby waves form in the eastern Indian Ocean in response to anomalous
Ekman pumping (Masumoto and Meyers, 1998; Chowdary and Gnanaseelan, 2007).
When these waves reach the SWTIO, they suppress the thermocline and cause
interannual variability in upper ocean heat content. Chowdary et al. (2009) showed that
these waves also induce barrier layer formation as they move across the Indian Ocean
south of the equator. A barrier layer describes an upper ocean phenomenon in which the
isothermal layer, or layer of constant temperature near the surface, is deeper than the
mixed layer, or a layer of constant density near the surface. This occurs frequently in
tropical areas when the water column is well mixed with respect to temperature, but not
salinity (Helber et al., 2012). Because the isothermal layer is deeper in the water column,
this relatively shallow mixed layer becomes isolated from entrainment of colder
subsurface waters. This causes heat and momentum to build up near the surface,
enhancing air-sea interactions, and often causing a positive feedback in which
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precipitation maintains near surface density stratification (Vialard and Delecluse, 1998).
The variable is quantified by simply subtracting the mixed layer depth (MLD) from the
isothermal layer depth (ILD) (BLT=ILD-MLD) (Godfrey and Lindstrom, 1989) and has
been shown to be an important driver of air-sea interactions in neighboring regions of the
Indian Ocean (Vinayachandran et al., 2002; Drushka et al., 2014). D’Addezio and
Subrahmanyam (2016) found correlation between SWTIO interannual BLT and E-P
anomalies, suggesting an atmospheric response to changes in local mixed-layer forcing.
These interannual BLT anomalies were linked to variability in regional remote forcing in
the form of downwelling Rossby waves, which are generated annually in the southeastern
Indian Ocean but are affected by climate scale variability such as IOD and ENSO
(Masumoto and Meyers, 1998; Chowdary and Gnanaseelan, 2006). Planetary wave
propagation into the western Indian Ocean has also been linked to MJO genesis over the
oceans. Atmospheric scientists generally suggest that MJO genesis is not substantially
related to oceanic processes, but a growing body of evidence has shown that the influence
of planetary wave propagation on SST variability in the western Indian Ocean can play
an important role in MJO genesis (Webber et al., 2010; Webber et al., 2012a; Webber et
al., 2012b). Because it is well known that downwelling Rossby waves affect SWTIO
thermocline depth and SST variability (Masumoto and Meyers, 1998; Hermes and
Reason, 2008), it is possible that the SWTIO can initiate MJO formation through the
series of dynamical processes described above, but observational evidence quantifying
these connections is sparse.
We hypothesized that SWTIO barrier layer formation and near surface heat build
up caused by thermocline deepening between August and December of each year may
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play an important role in MJO genesis over the western Indian Ocean during the same
period of time. To investigate this, we use outgoing long wave radiation (OLR),
evaporation minus precipitation (E-P), and surface zonal winds to track eastward
propagating intraseasonal activity originating within the SWTIO. Connecting regional
oceanic dynamics to MJO genesis over the western Indian Ocean will hopefully lead to
more accurate model forecasts, and will continue to highlight the important
teleconnections SWTIO dynamics have on Indian Ocean climate variability.

4.2 DATA AND METHODS
To establish its link to SWTIO internal, seasonal dynamics, the MJO is tracked
using a number of different variables consistent with those used in previous work
(Grunseich et al., 2013; Shinoda et al., 2013; Yoneyama et al., 2013). We obtained
interpolated, daily OLR data between January 2005 and December 2013 from NOAA
(http://www.esrl.noaa.gov/psd/data/gridded/data.interp_OLR.html) with a horizontal
resolution of 2.5°×2.5° (Liebmann and Smith, 1996). Daily, merged TRMM based
rainfall data (3B42 V7) were obtained from Goddard Earth Sciences Data and
Information Services Center with a horizontal resolution of 0.25°×0.25° between January
2005 and December 2013 (Huffman et al., 2007; Huffman et al., 2010). Daily
evaporation and zonal and meridional 10 m wind speed and direction were obtained from
the ERA-Interim reanalysis dataset (Dee et al., 2011) between January 2005 and
December 2013 with a horizontal resolution of 0.25°×0.25° to match that of the TRMM
rainfall data. Precipitation is then subtracted from evaporation (E-P) to produce the net
exchange of freshwater between the ocean surface and the atmosphere. To eliminate low
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frequency noise and isolate the 30-80 day intraseasonal signal associated with the MJO, a
2nd order Butterworth band-pass filter following the methods of Grunseich et al. (2013)
was applied to Hovmöller diagrams of OLR, E-P, and the 10 m zonal winds. We used a
lower order filter than that used by Grunseich et al. (2013) to reduce corruption of the
data at the beginning of the time series.
We obtained processed, monthly Argo salinity and temperature data from the
International Pacific Research Centre (IPRC), which has 27 vertical levels and a
horizontal resolution of 1°×1° between January 2005 and December 2013. The Argo
floats program is an initiative of over 30 countries created to monitor the global ocean
with in situ observations on a monthly basis (http://www.argo.ucsd.edu). Each float uses
internal buoyancy to traverse the top 2000 m of the water column, collecting temperature,
salinity, and pressure observations throughout. The floats spend approximately 10 days
submerged, after which they ascend to the surface and transmit their onboard data to
satellites overhead. Because every float does not follow the same 10-day cycle, a monthly
averaged dataset is produced from individual float data, and with over 3,900 floats
currently in operation, the dataset has an average horizontal resolution of 3°×3°. The
spatial resolution of the original data is then increased to 1°×1° by the IPRC using
optimal

interpolation

(http://apdrc.soest.hawaii.edu/projects/Argo/data/Documentation/gridded-var.pdf).
Box-averaged total heat content (THC) was calculated for the SWTIO region to
establish seasonal and interannual variability in near surface energy available for air-sea
interactions. Following Dijkstra (2008), THC is calculated using the following equation:
0

THC = ρ c p ∫ T (z)dz
h
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(4.1)

where THC is the total heat content of the upper ocean between 0 and 700 m in Joules, ρ
is the density of sea water set to 1022 kg m-3, cp is the specific heat capacity of sea water
set to 3985 J kg-1 K-1, h is the deepest layer of integration set to 700 m, and T is boxaveraged, Argo-derived temperature converted to units of Kelvin from Celsius to match
that of the specific heat capacity term for all available depths.
To estimate barrier layer thickness (BLT), box-averaged ILD and MLD were
calculated using Argo temperature and salinity. The vertical profiles of both temperature
and salinity were interpolated to a vertical resolution of 1 m and then following
Chowdary et al. (2009), Felton et al. (2014), and D’Addezio and Subrahmanyam (2016)
ILD was defined as the depth at which the temperature changes by 0.5°C from the surface
measurement, and MLD was defined as the depth at which the density changes by an
amount equivalent to a change in temperature of 0.5°C from the surface measurement.
Changes of either ±0.5°C were used to account for temperature inversions. MLD is then
simply subtracted from ILD to get the resulting box-averaged BLT (BLT=ILD-MLD) for
the SWTIO between January 2005 and December 2013.
The MJO index values were produced using the All-season Real-time
Multivariate MJO index dataset (http://cawcr.gov.au/staff/mwheeler/maproom/RMM/)
(Wheeler and Hendon, 2004) to confirm that the intraseasonal activity observed over the
SWTIO was indeed the MJO and not convectively coupled atmospheric Kelvin waves,
which can look similar on Hovmöller diagrams, but have much higher propagation
speeds (~17 m s-1) (Zhang, 2005; See his Figure 2). The index uses multi-variable
Empirical Orthogonal Function (EOF) analysis to produce principle components that vary
mostly within the intraseasonal time scale of the MJO alone. Variables considered
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include OLR, 850 hPa zonal wind fields, and 200 hPa zonal wind fields. The resulting
MJO index data, with the interannual component removed, was then plotted on phase
diagrams, which show the magnitude and location of MJO activity within the Indian
Ocean and western Pacific during a specific time period.
Finally, to better identify significant events across the Indian Ocean, we
calculated deviations with respect to both the long-term average state and the seasonal
mean. For what we refer to as “anomalies” hereafter, we derived the mean state in both
time and space between January 2005 and December 2013 and then subtracted these
values from all corresponding data points. For deviations from a seasonal mean, we
calculated what is termed “interannual anomalies” hereafter. These “interannual
anomalies” were calculated by first deriving the mean seasonal cycle over a 12 month
period for all available months between January 2005 and December 2013. These
monthly averages were then subtracted from all corresponding months in our original
time series to produce magnitudes that are either larger, smaller, or near the seasonal
average.

4.3 RESULTS
4.3.1 AIR-SEA INTERACTIONS IN THE SWTIO
Figure 4.2 shows a time-depth profile of box-averaged Argo temperature for the
SWTIO between January 2005 and December 2013. ILD has been overlain (solid white
line) to more easily identify the depth of the seasonal thermocline. Although the
thermocline is always close to the surface compared to most of the Indian Ocean, the
region does feature a semi-annual adjustment in thermocline depth (Figure 4.2a). During
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March and April, thermocline depth is at its annual minimum (Figure 4.2b) due to strong
Ekman suction induced by positive wind stress curl as winds crossing the equator shift
from northerly to westerly (Hermes and Reason, 2008; Vialard et al., 2009a). This time
period also coincides with annual maximum SSTs due to high incoming solar radiation,
but SSTs abruptly decrease after April as entrainment of colder subsurface waters occurs
at the base of the shallow thermocline. After May, the thermocline begins to deepen until
reaching an annual maximum depth between August and October. This is caused by
neutral to slightly negative Ekman pumping and the effects of remote processes,
primarily in the form of downwelling Rossby waves (Masumoto and Meyers, 1998;
Hermes and Reason, 2008). Unlike the transition in SSTs observed due to the shoaling of
the thermocline in March and April, the downward adjustment of the thermocline appears
to have little affect on regional SSTs. Interannual variability in this semi-annual process
is high (Figure 4.2c), evident by patches of positive and negative interannual anomalies
throughout the top 200 m of the water column. While SSTs remain relatively constant
between May and November, the deepening of the seasonal thermocline does lead to a
build up of heat in the surface environment, best quantified by THC, which here is the
total integrated heat within the water column between 0 m and 700 m (Figure 4.3a). THC
has a seasonal cycle that features dual peaks in February and September, and annual
minima in December and May (Figure 4.3b). The February peak is caused by increased
near surface temperatures, after which the intrusion of colder subsurface waters produces
an annual minimum in THC in May. In September, the thermocline is at its annual
maximum depth and the lack of subsurface entrainment causes heat to build up near
surface. EOF analysis of SWTIO THC produced by Huang and Kinter (2002) found that
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a large component of regional THC interannual variability is caused by Rossby wave
propagation that has an annual cycle, but is also affected by climate scale variability such
as IOD. Our own more simplistic analysis of THC interannual variability (Figure 4.3c)
shows some of the strongest positive and negative interannual anomalies during August
and December of several years, a time period where the effects of Rossby wave remote
forcing on thermocline depth has been shown to be at its annual maximum (Hermes and
Reason, 2008). Many of these strong positive events, such as those observed in 2006 and
2011, carry over into the beginning of the following year, with significant impact on the
magnitude of regional THC for many months. Because variability in these planetary
waves is primarily driven by ENSO and IOD, this suggests that interannual variability in
upper ocean heat content within the SWTIO is predominantly controlled by climate scale
variability. Indeed, 2006 and 2011 were both years of strong positive IOD and produced
Rossby waves that had significant impact on SWTIO mixed layer processes (Halkides et
al., 2015; D’Addezio and Subrahmanyam, 2016).
The change in seasonal thermocline depth that causes the observed increase in
THC between August and December, also generates a regional barrier layer (Figure
4.4a). The time series of BLT between 2005 and 2013 shows large changes in magnitude
over an annual cycle (Figure 4.4b), as well as strong year-to-year variability (Figure
4.4c). The formation of this annual barrier layer is best visualized in Figure 4.2, where
MLD (dashed, white line) and ILD (solid, white line) have been plotted on top of SWTIO
box-averaged temperature. Between January and June, the near surface environment is
well mixed with respect to both temperature and salinity, and the difference between ILD
and MLD is small (5-10 m). The annual influence of downwelling Rossby waves and a
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slackening of Ekman suction between July and December (Hermes and Reason, 2008)
causes ILD to become deeper while salinity stratification remains strong enough to keep
the MLD relatively shallow by comparison (Figure 4.2b). Note that the SWTIO mixed
layer is relatively shallow throughout most of the year. Duvel et al. (2004) suggested that
across the Indian Ocean, a shallow mixed layer constrained by a shallow seasonal
thermocline might prevent the mixed layer from deepening in the presence of strong wind
bursts, thus making the near surface environment more conducive to air-sea exchange.
However, in the SWTIO this hypothesis neglects the influence of strong upwelling in the
region. This set up actually occurs in the SWTIO between March and April when both a
shallow mixed layer and isothermal layer (Figure 4.2b) generate a thin barrier layer.
Although the mixed layer remains shallow throughout the season, this is also the time
period of annual maximum regional Ekman suction. This causes entrainment of colder
subsurface waters at the base of the thermocline, which has been shown to cause strong
cooling events near the surface on intraseasonal time scales (Halkides et al., 2015).
Between July and December however, while the mixed layer is at its annual maximum
depth it is still relatively shallow compared to the ILD causing a thick barrier layer to
form (Figure 4.4b), thus negating the potential impact of subsurface entrainment and the
associated strong near surface cooling events. This near surface oceanic state is
potentially superior for air-sea exchange responsible for atmospheric variability such as
the MJO, and quantifications of regional BLT may be vitally important for understanding
these processes. Interannual variability in regional BLT (Figure 4.4c) is high and also
often associated with the same remote forcing that causes interannual variability in THC
(Figure 4.3c).
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Because barrier layers are known to trap heat in a shallow mixed layer and
therefore

promote

air-sea

exchange

in

favor

of

atmospheric

convective

development/enhancement (Vialard and Delecluse, 1998; Balaguru et al., 2012), we next
explore correlations between BLT and E-P. The time series of SWTIO box-averaged E-P
shows strong seasonality between the austral summer and winter months, with year-toyear variability also present between 2005 and 2013 (Figure 4.5a). The seasonal cycle of
SWTIO E-P is dependent upon the annual migration of the ITCZ, with high precipitation
between October and April, and a dry phase between May and September (Figure 4.5b).
To analyze the relationship between E-P and BLT, interannual anomalies of both
variables have been plotted on the same panel (Figure 4.5c). In several instances
throughout the time series, we observe a discernable negative relationship between
interannual anomalies in both variables. This negative relationship is consistent with
previous analyses (Vialard and Delecluse, 1998; Balaguru et al., 2012; D’Addezio and
Subrahmanyam, 2016), where the presence of a thick barrier layer can promote
atmospheric convection through the suppression of entrainment cooling, which in turn
tends to increase SSTs. For example, starting in July 2011 BLT interannual anomalies are
sharply positive due to the effects of remote processes enhanced by positive IOD in
March of that year (D’Addezio and Subrahmanyam, 2016), while E-P interannual
anomalies are near their seasonal average. In September, while BLT interannual
anomalies are still positive, E-P interannual anomalies are now sharply negative possibly
in response to the air-sea interactions induced by barrier layer dynamics and seasonally
average near surface heat during the same time period (Figure 4.3c). During the latter half
of 2013 the exact opposite series of events occurs. Starting in August 2013, BLT
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interannual anomalies are strongly negative, while E-P interannual anomalies are around
their seasonal mean. By October, E-P interannual anomalies have become positive
possibly under the effects of low BLT and a lack of near surface heat at the time (Figure
4.3c). The series of such instances between 2005 and 2013 suggest that the regional
oceanic state may be connected to anomalous precipitation, especially during the latter
half of the year. To further investigate the effects that this barrier layer has on regional
variability, we next connect the associated anomalous precipitation to specific
atmospheric phenomena, most notably the MJO.

4.3.2 MJO GENESIS WITHIN THE SWTIO
Identification of the MJO typically involves monitoring OLR anomalies, E-P, and
near surface westerly winds along the equator to identify the active convective phase of
MJO events as they propagate eastward across the Indian Ocean and into the western
Pacific. As we are trying to identify MJO genesis specific to the SWTIO, we employed
similar methods with slight alterations. First we chose to perform our latitudinal
averaging between 5°N and 10°S. Because the MJO signal is typically symmetric across
the equator (Zhang, 2005) it is important to include the northern hemisphere component,
but we gave additional weight to the southern hemisphere in an attempt to focus our
analysis on intraseasonal processes specific to the SWTIO. SWTIO specific MJO events
are defined by OLR anomalies less than -20 W m-2, E-P less than -5 mm day-1, and
westerly zonal winds with magnitude greater than 3 m s-1 all presenting with eastward
propagation around 5 m s-1 with clear origin between the longitudinal boundaries of
55°E-65°E. Note that the “OLR anomalies” are deviations from the spatial mean between
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January 2005 and December 2013, not to be confused with “interannual anomalies”
which were derived with respect to a seasonal mean. Additionally, all three variables
were filtered using an intraseasonal Butterworth filter constructed to isolate the 30-80 day
MJO signal. Please see the methodology section for further clarification of how
anomalies were derived and the filter used.
Using these criteria, we identified a total of eight SWTIO MJO events whose
formation and propagation are observed using longitude-time Hovmöller diagrams
(Figure 4.6), box-averaged (55°E-65°E, 5°N-10°S) time series of OLR anomalies, E-P,
and 10 m zonal winds (Figure 4.7), and the All-Season Real-Time Multivariate MJO
Index (Figure 4.8) (referred to as Wheeler/Hendon index hereafter) (Wheeler and
Hendon, 2004). The latter is used to confirm that events identified by our Hovmöller
diagrams are indeed MJO events, and not another type of intraseasonal phenomenon such
as convectively coupled atmospheric Kelvin waves. Our unique identification process
does not imply that only eight MJO events occurred over this entire time period, but only
that these eight specific events have clear connections to our SWTIO box region. Please
see papers such as Grunseich et al. (2013) for a more comprehensive identification of all
the MJO events that occurred over a similar time period, including those that did not
specifically form over the SWTIO box region. Finally, we use spatial maps to
demonstrate that these eastward propagating events have features in both OLR and
surface winds that resemble well-documented MJO archetypes, and that they show clear
connection to the SWTIO. The remainder of this section is organized by the degree to
which the observations match our stated hypothesis, which purposed a link between the
SWTIO oceanic state and regional MJO genesis. We begin with those SWTIO MJO
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events that have the strongest correlation to positive THC and BLT interannual
anomalies, then proceed to events with moderate correlation, and finally to those events
that either weakly support our hypothesis or do not at all.

4.3.2.1 WELL CORRELATED EVENTS
Of the eight identified SWTIO MJO events, four of them occured during oceanic
conditions consistent with our stated hypothesis. To be “well correlated”, both SWTIO
box-averaged THC and BLT interannual anomalies must be positive or near their
seasonal average during the month in which a SWTIO MJO event occurs, as identified by
our previously stated criteria. In August 2009, positive THC (Figure 4.3c) and BLT
(Figure 4.4c) interannual anomalies were present in the SWTIO. This oceanic state
coincides with a SWTIO MJO event with a phase speed of 5.6 m s-1, which was estimated
by the slope of the dashed, white line used to track the event (Figure 4.6). The MJO
signal is identified and tracked by the strongly negative OLR anomalies (Figure 4.6a),
indicating high convective cloud tops, negative E-P (Figure 4.6b), indicating heavy rain,
and finally in the 10 m zonal winds as positive (westerly) values along the same slope
(Figure 4.6c). This event formed at the very eastern edge of the SWTIO box region, and
as such does not show up strongly on the box-averaged (5°N-10°S, 55°E-65°E) values
presented in Figure 4.7. The time series do however show a discernable decrease in OLR
anomalies (Figure 4.7a) and a slight increase towards westerly wind (Figure 4.7c). The EP signal is completely absent from this analysis as the strong negative E-P pulse in Figure
4.6b does not appear until the MJO event has moved out of the SWTIO box region. Note
the strong reversal in OLR anomalies and surface zonal winds observed the following
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week. This is consistent with observed MJO behavior, where the convective front is
followed by the inactive phase, which produces higher OLR anomalies, higher E-P, and a
slackening of surface westerly winds (Zhang, 2005). The event is also identifiable on the
Wheeler/Hendon index (Figure 4.8) as a spike in RMM in the western Indian Ocean that
persists until entering the Maritime Continent region.
A SWTIO MJO at the end of August 2010 appears under similar oceanic
conditions (Figure 4.6). During this time period, both THC (Figure 4.3c) and BLT
(Figure 4.4c) were near their seasonal average, and the MJO event that formed during this
time has an estimated phase speed of 5.3 m s-1. Box-averaged values of OLR anomalies
show a sharp decline during this time period (Figure 4.7a). E-P also decreases noticeably
during this week, but stays positive (Figure 4.7b). Zonal winds show a transition towards
westerlies, but remain easterly (Figure 4.7). Both are explained by the fact that the boxaveraging used here obscures the E-P and zonal wind MJO signal for this event, as both
reach their maximum negative and positive values respectively east of the SWTIO box
region (Figure 4.6). Both OLR and E-P do show strong reversal a week later, an indicator
of the inactive phase of the MJO event building in behind the convective front. The event
is identified by the Wheeler/Hendon index (Figure 4.8) as a weak MJO signal at the very
beginning of September in the western Indian Ocean that traveled towards the Maritime
Continent where it dissipated.
The two best examples of SWTIO MJO and the phenomenon’s connection to
positive THC and BLT interannual anomalies occured in boreal fall of 2011 and 2012. In
2011, positive IOD generated an anomalous year with respect to SWTIO THC and BLT
because of remote forcing in the form of downwelling planetary waves (D’Addezio and
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Subrahmanyam, 2016). Positive THC (Figure 4.3c) and BLT (Figure 4.4c) interannual
anomalies coincide with regional MJO formation in October and November as seen in
OLR anomalies, E-P, and 10 m zonal winds (Figure 4.6). The eastward velocity of this
event is 4.9 m s-1. Box-averaged OLR anomalies and E-P were strongly negative across
the SWTIO, and zonal winds were westerly (Figure 4.7). OLR anomalies and E-P also
show strong reversal as the convective front moved out of the region and the inactive
phase started moving eastward behind it. It also appears as a strong MJO signal on the
Wheeler/Hendon index with clear initiation in the western Indian Ocean during the
middle of October (Figure 4.8). Note that the index also shows a coherent connection
between this MJO and a successive event that followed during the month November and
into December. Spatial maps of OLR anomalies and surface winds demonstrate the
strong connection this event had to the SWTIO. Starting in middle October (Figure 4.9d),
wide spread negative OLR anomalies were present over the western Indian Ocean with a
westerly jet beginning to form north of the equator. These OLR anomalies were also
present over the SWTIO, but winds did not yet transition to westerlies and instead had a
southeasterly orientation. On October 22, the MJO event takes form in the western Indian
Ocean with symmetric cyclones across the equator, one over the southern Arabian Sea
and the other directly within the SWTIO with a westerly jet present along the equator. In
the next time step, the negative OLR anomalies have pushed eastward with positive OLR
anomalies building in behind the convective front and the symmetric cyclone formation
has dissipated into a less organized wind pattern that is primarily westerly. In early
November, the MJO front had moved into the Maritime Continent with a shift to the
north observed by the well-defined cyclone present over the ocean north of Indonesia. In
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the western and central Indian Ocean, a large swath of positive OLR anomalies was
present as the dry phase builds in behind the active phase. Finally, one week later the
active phase of the MJO event was no longer visible in the Indian Ocean and had moved
into the western Pacific, leaving behind the dry phase evident by strong positive OLR
anomalies over the central and eastern Indian Ocean. Note that this event was thoroughly
described from a meteorological perspective by Moteki (2015). Although citing the
importance of SSTs of 27°C over the SCTR during the initiation phase (see his Figure
4.3d), his analysis does not consider internal oceanic variability and its potential role in
the presence of these regional SSTs above that necessary for deep atmospheric
convection. Here we suggest that a possible missing component of such analyses is that
of regional mixed-layer physics, specifically that of the barrier layer.
During boreal fall of 2012, the SWTIO featured near seasonal average THC
(Figure 4.3c) and BLT (Figure 4.4c). With an eastward velocity of 5.4 m s-1, the October
2012 SWTIO MJO is again evident in OLR anomalies, E-P, and 10 m zonal winds
(Figure 4.6). Box-averaged values of OLR anomalies, E-P, and zonal surface winds also
identify the event as it presents as a strong pulse of negative OLR anomalies, negative EP, and a transition to westerly winds (Figure 4.7). Again, all three variables show at least
some reversal a week later as the inactive phase replaces the convective front as it moves
eastward. The Wheeler/Hendon index (Figure 4.8) identifies this event as short pulse of
MJO activity in the western Indian Ocean that quickly dissipates as it travels eastward
towards the Maritime Continent. In late October (Figure 4.9e), negative OLR anomalies
existed over the SWTIO with a weak westerly jet positioned along the equator, but
organization was lacking and winds over the SWTIO itself were oriented in the
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southeasterly direction. One week later, two almost symmetric OLR anomalies appeared,
one just north of the equator and the other in the northwestern corner of the SWTIO. In
the next time step, a distinct clockwise rotation can be seen emerging from the SWTIO,
which lacks a matching northern hemisphere cyclone. On November 10, the MJO event
had shifted northward with a cyclone in the southern Bay of Bengal, and a lack of
cyclonic rotation in the southern hemisphere. We also observed the dry phase of the MJO
building in behind the active phase with positive OLR anomalies over the western Indian
Ocean. As suggested by the Wheeler/Hendon index (Figure 4.8), when this event moved
over the Maritime Continent it appears to break apart under the influence of strong
easterly head winds in the western Pacific. Behind the collapsing convective front, the
inactive phase was observed moving further eastward into the central Indian Ocean.
Additionally, a small cyclone can be seen in the western Bay of Bengal after the active
phase of the MJO event has moved out of the region. During this time period, surface
currents in the Bay are transitioning to a counter-clockwise rotation and the East India
Coastal Current is beginning to advect fresher water out of the region and into the
southeastern Arabian Sea (Schott and McCreary, 2001). The advection of freshwater into
the Arabian Sea mini warm pool is an important component of monsoon onset between
June and July of the following year (Nyadjro et al., 2012), suggesting yet another
teleconnection the SWTIO may have with Northern Indian Ocean variability.
In 2013, we observed negative THC (Figure 4.3c) and BLT (Figure 4.4c)
interannual anomalies throughout most of boreal fall. This oceanic state was correlated
with strong positive E-P interannual anomalies (Figure 4.5c) and no identifiable SWTIO
MJO. Although thus far we have only described the formation of SWTIO MJO events
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and their connection to positive THC and BLT interannual anomalies, the absence of
regional MJO formation during this time period is also consistent with our hypothesis. A
lack of near surface energy and mixed layer air-sea forcing in the form of a deep barrier
layer may have inhibited regional MJO formation which was identified every other year
during our period of observation. Other years also featured negative THC and BLT
interannual anomalies, and will be discussed further later, but boreal fall of 2013 was the
most negative of all of these, and we therefore conclude that it may not be merely a
coincidence that this was the one year between 2005 and 2013 which does not feature
MJO formation over the SWTIO.

4.3.2.2 MODERATLY CORRELATED EVENTS
Two of the eight total SWTIO MJO events identified during our period of
observation are marginally consistent with our stated hypothesis. These “moderately
correlated” events featured either one or the other, but not both, SWTIO box-averaged
THC and BLT having positive interannual anomalies during times when MJO genesis
was occurring in the region. In November 2005, SWTIO THC interannual anomalies
were strongly negative (Figure 4.3c), while regional BLT was at its seasonal average
(Figure 4.4c). During the same month, we observed strong negative OLR anomalies
originating between the longitudinal bounds of the SWTIO and then propagating
eastward with a slope of 4.5 m s-1 (Figure 4.6). Note that a similar pattern was observed
two months prior, but with an eastward velocity of ~17 m s-1 this is likely an
aforementioned convectively coupled atmospheric Kelvin wave (Takayabu et al., 1999;
Zhang, 2005) that is not a focus of this current study. The MJO event is identifiable as
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only a weak decline in box-averaged OLR anomalies and E-P, but there was a strong shift
towards westerlies across the SWTIO box region (Figure 4.7). All three variables show
strong reversal the following week as the inactive phase moved over the SWTIO. This
analysis is supported by the Wheeler/Hendon index (Figure 4.8), which shows strong
MJO activity in the western Indian Ocean starting late November and moving into early
December, where it quickly dissipated in the central Indian Ocean. Spatial maps of OLR
anomalies and 10 m winds show the progression of the event through time (Figure 4.9a).
Starting on November 26, two regions of weak negative OLR anomalies developed to the
west of the SWTIO with division approximately along the equator. Winds were scattered
and had not yet begun to shift to westerlies along the equator. One week later, a weak
cyclone can be seen at the eastern edge of the SWTIO with winds along the equator
becoming northwesterly north of the SWTIO and westerly northeast of the SWTIO.
MJOs typically have symmetric northern and southern hemisphere cyclones separated by
the equator (Zhang, 2005; see his Figure 5), but in this instance only the southern
hemisphere branch was present right over the SWTIO. Starting on December 10, the
cyclone seen within the SWTIO moved eastward along the same latitudinal band with a
weakly organized patch of negative OLR opposing it in the northern hemisphere. We also
observed the inactive phase of the MJO event forming behind the convective front shown
by strong positive OLR anomalies over the SWTIO and directly to its north. Finally, a
strong westerly wind pattern can be seen along the equator as the MJO matures. On
December 17, the same southern hemisphere cyclone has made slow eastward
progression, but appears slightly more organized in its surface wind structure than the
previous week. This slow eastward propagation may suggest slackening in strength of the
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MJO event, as the Wheeler/Hendon index shows this particular event moving towards
weak MJO around this time (Figure 4.8). The patch of negative OLR anomalies in the
northern hemisphere became more organized with a clear cyclonic pattern forming over
the southern Bay of Bengal just east of Sri Lanka. Finally, strong westerly winds were
observed along the equator and the MJO convective front was followed by strong
positive OLR anomalies. By December 24, the active phase was replaced by positive
OLR anomalies across the Indian Ocean with weak westerly winds along the equator
only present just west of the Maritime Continent.
During the month of August 2008, strong positive BLT (Figure 4.4c) and slightly
negative THC (Figure 4.3c) interannual anomalies were present within the SWTIO.
During the same month, an MJO event is identified on our Hovmöller plots as an
eastward propagating line of negative OLR anomalies, E-P, and westerly surface winds
with a phase speed of 4.5 m s-1 (Figure 4.6). Box-averaged values of OLR anomalies, EP, and surface zonal winds (Figure 4.7) in August 2008 show strong negative OLR
anomalies across the box region. E-P shows decline during this week, but only reached
approximately 0 mm day-1. The surface zonal winds also show a spike towards positive
(westerly) values, but again only reached approximately 0 m s-1. Also note the reversal in
all three variables after the active phase moved out of the SWTIO and the inactive phase
built in behind a week later. This MJO event presents as a short-lived spike on the
Wheeler/Hendon index during the month of August (Figure 4.8). Spatial plots of OLR
anomalies and 10 m winds show this event to be unorganized (Figure 4.9c). Starting
August 16, a large clockwise system was present over the western tropical Indian Ocean
featuring strong negative OLR anomalies throughout, some of which overlap our SWTIO
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box region. During the next week, westerly winds were present over the central
equatorial Indian Ocean with positive OLR anomalies over the western Indian Ocean as
the suppressed phase began to move eastward. Only on September 6 does a cyclone in the
southern hemisphere form, which quickly dissipates the following week, replaced by the
suppressed phase characterized by positive OLR anomalies over most of the tropical
Indian Ocean.

4.3.2.3 UNCORRELATED EVENTS
Two of the eight identified SWTIO MJO events were classified as “uncorrelated”.
The definition of these “uncorrelated” events is the presence of both negative THC and
BLT interannual anomalies in the SWTIO when an MJO event formed over the region. In
August 2006, another SWTIO MJO event was observed through eastward propagating
negative OLR anomalies, negative E-P, and positive 10 m zonal winds all sharing a slope
of 4.5 m s-1 (Figure 4.6). Regional OLR anomalies show a strong decline during the week
of formation, but E-P and zonal winds show less transition towards negative and positive
values respectively (Figure 4.7). All three variables do however show strong reversal the
following week as the inactive phase began to build over the region. On the
Wheeler/Hendon index (Figure 4.8), this event presents as a brief spike in MJO activity
in the western Indian Ocean, which then quickly faded to weak MJO within the same
month. Although regional THC (Figure 4.3c) and BLT (Figure 4.4c) interannual
anomalies were both negative during this month, a SWTIO MJO event formed
nonetheless suggesting that the lack of near surface heat and a deep barrier layer were not
necessary factors in this event’s formation.
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In December 2007, negative OLR anomalies were observed moving out of the
SWTIO (Figure 4.6a), with corresponding signals in E-P (Figure 4.6b), and 10 m zonal
winds (Figure 4.6c). The estimated slope of this event is 3.5 m s-1, a value that is less than
our other observed events and slower for the MJO on average. The event is identifiable in
box-averaged values of OLR anomalies, E-P, and 10 m zonal winds (Figure 4.7). We
observed a strong decline in OLR anomalies with a small corresponding decrease in E-P
as well as the presence of strong westerlies. Finally, each variable shows strong reversal
the following week, a result consistent with known MJO behavior (Zhang, 2005) and all
other MJO events identified in this study. The Wheeler/Hendon index (Figure 4.8) shows
the MJO forming around the same time in the western Indian Ocean, but quickly lost
strength as it moved eastward towards the Maritime Continent. Note that this is the MJO
event described by Vialard et al. (2008) where they documented strong latent heat flux
during the active phase using their moored buoy stationed within the SWTIO. An
interesting feature of this event is the successive event that formed just one month
afterward over the same region with a similar slope. Vialard et al. (2008) also observed
this interaction between the SCTR event in December and the successive event that
followed in January. The strength and organization of this event is evident in the spatial
maps of OLR anomalies and 10 m winds (Figure 4.9b). On December 1, much of the
western Indian Ocean was covered by significant OLR anomalies and a cyclone was
observed in the southeastern corner of our defined SWTIO box. A mirrored northern
hemisphere cyclone was present, but appears weaker and less organized than its southern
hemisphere counterpart. One week later, strong negative OLR anomalies covered all of
the tropical Indian Ocean and the southern hemisphere cyclone is observed only slightly
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east of its position during the previous week. Winds along the equator were also more
northwesterly than the expected westerly orientation. On December 15, the southern
hemisphere cyclone became more organized with westerly winds along the equator and
the inactive phase was observed west of the convective front. On December 22, neither
cyclone is observable, but a strong westerly jet is now present along the equator followed
closely by positive OLR anomalies associated with the inactive phase. This event is
strongly inconsistent with our hypothesis for two reasons. The first is that the MJO event
formed despite negative THC and BLT interannual anomalies being present during the
same time period. Secondly, this oceanic state seems to have also not inhibited the
strength of the MJO. The Wheeler/Hendon index and our spatial maps show that the
event was strong and well organized despite below average near surface heat and a lack
of strong barrier layer forcing. Proper diagnosis of this event requires analysis of
atmospheric variables and/or sub-monthly oceanic variability that drove its formation and
resulting strength.

4.4 SUMMARY AND CONCLUSIONS
Using a unique set of criteria and latitudinal averaging, we identified eight
SWTIO specific MJOs between 2005 and 2013. The average velocity of all eight events
was 4.8 m s-1, a value consistent with the average 5 m s-1 derived from both theoretical
and observation based analyses (Zhang, 2005). Our stated hypothesis speculated that
SWTIO near surface heat build up and barrier layer formation between August and
December of each year might be an impetus for MJO genesis over the region. This
correlation was observed during some years, but not others. In four out of the eight
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events, positive THC and BLT interannual anomalies were present in the SWTIO when
an MJO event formed over the region. In two of the eight cases only one of the
aforementioned variables were at or above their seasonal average, while the other was
below it. Finally, in the two remaining cases, both variables where negative during the
time period in which an SWTIO MJO event was observed. Between August and
December 2013, we observed both negative THC and BLT interannual anomalies and
were unable to identify an SWTIO MJO event. This oceanic state may have inhibited airsea interaction, but we cannot definitely conclude that this was the only or primary reason
why no MJO event is observed over the SWTIO that year.
These results support a growing body of evidence demonstrating the link between
oceanic dynamics and MJO genesis in the western Indian Ocean. For instance, strong
SWTIO THC and BLT interannual anomalies in 2011 were caused by positive IOD that
generated enhanced downwelling Rossby waves, which moved into the region between
August and December. The MJO’s formation showed strong connection to the SWTIO in
our spatial maps and appeared as a very strong MJO event on the Wheeler/Hendon index.
We also observed correlation between negative THC and BLT interannual anomalies and
the absence of SWTIO MJO genesis. In 2013, we observed the strongest negative THC
and BLT interannual anomalies of our period observation, and also did not observe any
SWTIO MJO between August and December even though we observed MJO initiation
during these months every other year. However, events such as that in boreal fall of 2007
did not feature these strong positive correlations. Instead, during this year we observed
strong negative THC and near zero BLT interannual anomalies but were able to identify a
strong SWTIO MJO event during the month of December. Because only a subset of our
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identified SWTIO MJO events are consistent with our hypothesis, we cannot definitely
assert that SWTIO barrier layer formation and build up of near surface heat between
August and December of each year will always produce an MJO event and that the
strength of that event will be dependent upon the oceanic state. But alongside other work
such as that done by Vialard et al. (2008), Webber et al. (2012b), and Halkides et al.
(2015) and the fact that MJO models perform better when oceanic variables are included
(Hendon, 2000; Inness and Slingo, 2003; Seo et al., 2014), we find this an interesting
hypothesis that may sometimes be important for SWTIO MJO initiation and strength.
Therefore, we believe that this idea, in conjunction with several others currently proposed
by other studies, should be more rigorously tested to see if it can enhance the
community’s understanding of MJO initiation and possibly help improve model
forecasting.
Because MJOs are not isolated to the SWTIO and can affect the climates of the
tropical Indian and Pacific Oceans, it is important to discuss some of the possible impacts
these SWTIO specific MJO events may be having on remote processes. Although the
MJO is known to participate in the evolution of El Niño events (Takayabu et al., 1999),
the timing and strength of the observed events makes it unlikely that those MJO events
that form in the SWTIO play a major role in such processes. This is because all of the
events observed here were relatively short lived and quickly dissipated as they moved out
into the eastern Indian Ocean. Additionally, if they were able to maintain their strength
across the Maritime Continent, their arrival between November and December would be
too late in the season for the Kelvin waves they may spawn to have significant impact on
El Niño initiation. Impacts on the Asian monsoon are possible, but likely not large. In
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2005 and 2012, anomalous cyclonic rotation of surface winds in the Bay of Bengal
appear to be associated with a strong cyclone that formed at the mouth of the Bay during
the MJO event of each year. This cyclonic rotation may enhance the flow of the East
India Coastal Current, a current that advects freshwater into the southeastern Arabian Sea
during the Northeast monsoon. This freshwater plays an important role in monsoon onset
several months later due to its ability to affect the intensity of the monsoon onset vortex
starting in June. A similar process was described in Vialard et al. (2009b), but their focus
resided on Kelvin waves produced by MJOs along the equator that then moved into the
Bay of Bengal upon coming in contact with the Maritime Continent. These two processes
may produce similar effects, with the cyclonic rotation we have observed also possibly
enhancing the downwelling Kelvin wave as it moves around the Bay from east to west.
The Australian monsoon is most likely to be affected, which begins right when many of
the SWTIO MJOs we have observed reach the Maritime Continent between November
and December. Wheeler et al. (2009) explored the possible impacts MJO events have on
the Australian monsoon, and found that the associated convective cells can generate
anomalous precipitation across northern and western portions of the continent. Their
analysis showed that intraseasonal activity can have an impact on the interannual
variability of the Australian monsoon, and thus must be a key factor in monsoon
forecasting and prediction. Because SWTIO interannual variability is highly forced by
Rossby waves that form off the west coast of Australia due to anomalous wind driven
Ekman pumping, if stronger connections between these processes can be established
significant lead times for forecasting may be possible.
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Although we uncover new and interesting results, many questions remain. We
have only quantified heat content and barrier layer thickness on monthly time scales and
in several cases were unable to connect this monthly mean oceanic state to the formation
and intensity of SWTIO MJO events. Stronger correlations may be established between
these variables if shorter time scale analysis is performed. Finally, while the effects of the
MJO on regional SST variability have been thoroughly studied because of the important
links it has to variability in the Asian monsoon, additional research focus should be
placed on the nonlinear interactions that connect SWTIO intraseasonal, seasonal, and
interannual variability to regions such as the eastern Indian Ocean through remote forcing
such as downwelling planetary waves and the MJO.
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Figure 4.1. Mean depth of the Argo 20°C isotherm in meters between January 2005 and
December 2013. The box represents the southwest tropical Indian Ocean (SWTIO)
(55°E-65°E, 5°S-12°S), the region over which our box-averaging occurs.
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Figure 4.2. (a) Depth-time profile of SWTIO box-averaged Argo temperature (colored;
°C), isothermal layer depth (ILD) (solid white line; meters), and mixed layer depth
(MLD) (dashed white line; meters) between January 2005 and December 2013, (b) the
mean seasonal cycle of temperature, ILD, and MLD averaged over January 2005 and
December 2013, and (c) interannual temperature anomalies. Interannual anomalies were
calculated by subtracting the (b) mean seasonal cycle from the (a) original depth-time
profile.
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Figure 4.3. (a) SWTIO box-averaged total heat content (THC; Joules) over 0-700 m
between January 2005 and December 2013, (b) the mean seasonal cycle of THC averaged
over January 2005 and December 2013, and (c) interannual THC anomalies. Interannual
anomalies were calculated by subtracting the (b) mean seasonal cycle from the (a)
original time series. The horizontal, black line is the zero reference. Vertical, dashed lines
represent the eight separate SWTIO MJO events.
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Figure 4.4. (a) SWTIO box-averaged Argo-derived barrier layer thickness (BLT; meters)
between January 2005-December 2013, (b) the mean seasonal cycle of BLT averaged
over January 2005 and December 2013, and (c) interannual BLT anomalies. Interannual
anomalies were calculated by subtracting the (b) mean seasonal cycle from the (a)
original time series. The horizontal, black line is the zero reference. Vertical, dashed lines
represent the eight separate SWTIO MJO events.
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Figure 4.5. (a) Monthly averaged SWTIO box-averaged ERA-Interim evaporation minus
TRMM precipitation (E-P; mm day-1) between January 2005 and December 2013, (b) the
mean seasonal cycle of E-P averaged over January 2005 and December 2013, and (c)
interannual anomalies of E-P (solid black line; mm day-1) alongside interannual
anomalies of BLT (dashed black line; meters). Interannual anomalies were calculated by
subtracting the (b) mean seasonal cycle from the (a) original time series. Horizontal,
black lines are the zero reference. Vertical, dashed lines represent the eight separate
SWTIO MJO events.
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Figure 4.6. (a) Longitude-time Hovmöller diagrams of filtered, weekly NOAA outgoing
long wave radiation (OLR; W m-2) anomalies, (b) filtered, weekly ERA-Interim
evaporation minus TRMM precipitation (E-P; mm day-1), and (c) filtered, weekly ERAInterim 10 m zonal winds (m s-1) averaged over 5°N and 10°S between January 2005 and
December 2013. Dashed, white lines denote eastward propagating SWTIO MJO events.
Vertical, black lines show the longitudinal extent of the SWTIO.
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Figure 4.7. (a) Weekly, box-averaged (55°E-65°E, 5°N-10°S) outgoing longwave
radiation (OLR) anomalies, (b) weekly, box-averaged evaporation minus precipitation
(E-P), and (c) weekly box-averaged 10 m zonal winds all between January 2005 and
December 2013. Horizontal, black lines are the zero reference. Vertical, dashed lines
represent the eight separate SWTIO MJO events.
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Figure 4.8. RMM1 and RMM2 phase space plots for all available days between July and
December for 2005 through 2013. Points within the large, middle circle (RMM <1)
signify weak MJO, while the eight quadrants represent the approximate spatial location
of the MJO signal. Small, black circles mark the identified SWTIO MJO events.
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Figure 4.9. Spatial maps of weekly averaged outgoing long wave radiation (colored; W
m-2) anomalies with weekly averaged 10 m ERA-Interim winds overlain (white vectors;
m s-1) during several SWTIO MJO events that occurred between 2005 and 2013. The
black rectangle represents our defined SWTIO box region.
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CHAPTER 5
SEA SURFACE SALINITY VARIABILITY IN THE AGULHAS CURRENT REGION
INFERRED FROM SMOS AND AQUARIUS4

4

D’Addezio, J. M., and B. Subrahmanyam. 2016. Remote Sens. Environ. doi:
10.1016/j.rse.2016.02.006.
Reproduced by permission of Elsevier.
Copyright (2016) Elsevier.
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ABSTRACT
Understanding of the Agulhas Current's unique retroflection and ring shedding
has been greatly improved by satellite altimetry data over the last several decades, but
salinity remote sensing technology has not been available to conduct similar studies with
respect to regional sea surface salinity (SSS) variability. ESA's Soil Moisture and Ocean
Salinity (SMOS) and NASA's Aquarius/SAC-D salinity missions can provide such data,
but it remains unclear if the accuracy of these sensors is high enough to properly study
this dynamic region. To address this issue, this study validates both SMOS and Aquarius
against monthly in situ data from Argo floats. All available, corresponding data points
over a three year period have root mean square differences less than 0.2 pss and
correlation coefficients greater than 0.9. Additionally, over 80% of differences between
the products fall between ± 0.5 pss. Surface salt transports were calculated to see how
well the satellite products estimate SSS advection in the Agulhas region. Zonal and
meridional surface salt transports have annual maxima in austral winter and minima in
austral summer, although the seasonal range is small. Using Argo, SMOS, and Aquarius
SSS for this calculation produces statistically identical results, suggesting the utility of
using the satellites to monitor regional salinity advection at higher frequencies and
horizontal resolutions than previously possible using only sparse in situ data. SSS
gradients along the subtropical front reveal that SMOS and Aquarius are much more
effective tools for observing small-scale structure prevalent in the meandering of the
Agulhas Return Current. Finally, we conclude that when compared to Argo floats in situ
observations SMOS and Aquarius are statistically accurate and may yet prove powerful
tools for observing Agulhas salinity processes on smaller time and spatial scales.
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5.1 INTRODUCTION
The Agulhas Current is the strongest western boundary current in the southern
hemisphere with an estimated volume transport of 70 Sv (106 m3 s− 1) and important
teleconnections to climate scale variability in the Pacific, Indian, and Atlantic Oceans
(Bryden and Beal, 2001; Bryden et al., 2005; Beal et al., 2011). A unique feature of the
current is its dramatic retroflection upon becoming detached from the African continent,
after which it flows eastward as the Agulhas Return Current (Gordon, 1985) (20°E–
100°E, 45°S–20°S) (Figure 5.1a). Model results have shown a maximum in transport in
austral summer and a minimum in austral winter (Lutjeharms, 2006), but this seasonality
remained in question for some time due to a lack of observations to confirm it
(Grüdlingh, 1983; Bryden et al., 2005; Matano et al., 2008). This problem was recently
advanced by Krug and Tournadre (2012) who used over 20 years of altimetry data to
show that surface geostrophic flow within the western boundary does indeed have
maximum flow in austral summer and minimum in austral winter, but noted that absolute
geostrophic surface currents may not be directly related to the magnitude of total depthintegrated Agulhas transport.
The average temperature within the current is between 17 and 21 °C in the austral
winter and 23–26 °C in the austral summer, while salinity ranges from 35.0–35.5 pss
throughout the year (Lutjeharms, 2006). Although its variability is much lower, salinity is
still an important property to observe because the regional currents and fronts can be
readily observed in sea surface salinity (SSS) data, and because of the large amount of
salt that enters the South Atlantic Ocean through mesoscale eddies that form at the point
of retroflection. These large rings are partially responsible for the advection of both heat
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and salt into the South Atlantic Ocean, and have been shown to play an important role in
Atlantic Meridional Overturning Circulation (AMOC) (Gordon et al., 1992; Donners and
Drijfhout, 2004; Biastoch et al., 2008; Beal et al., 2011). Heat transport into the South
Atlantic Ocean through this shedding process is estimated to range from 0.5–1.9 PW
(Peterson and Stramma, 1991; Saunders and King, 1995), while salt transport is estimated
to be around 2.5 × 106 kg s− 1 (van Ballegooyen et al., 1994). Several model studies
suggest that this exchange between the two oceans has and will continue to increase due
to changes in the intensity and position of Southern Ocean winds (Cai, 2006; Biastoch et
al., 2009; Rouault et al., 2009) as well as stronger Indian Ocean trade winds (Han et al.,
2010; Backeberg et al., 2012; Loveday et al., 2014) and mid-latitude westerlies (Loveday
et al., 2015). Thus, this important region requires continuous monitoring by observations
that can then be effectively assimilated into high-resolution forecasting models.
Multiple satellites with the ability to monitor sea surface height (SSH) and sea
surface temperature (SST) have been available for decades, but little work has been done
on using these satellite-derived estimates to initialize numerical models (Evensen and van
Leeuwen, 1996; Backeberg et al., 2014). With only sparse in situ measurements of
salinity from ship-based expeditions, buoy deployment, and Argo floats data, these
modeling efforts were forced to focus primarily on variability in SSH and SST with
almost no discussion of salinity and its movement through the region. Additionally, the
lack of complete spatio-temporal coverage of salinity in the region has made it difficult to
determine if interannual variability in salt transport into the South Atlantic is caused by
changes in regional salinity or the number, size, and content of the mesoscale eddies that
enter the Benguela Current several times a year. The ESA's Soil Moisture and Ocean
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Salinity (SMOS) (still in operation) and NASA's Aquarius/SAC-D (ended on June 7,
2015) salinity missions may help overcome these challenges by providing continuous
spatial coverage of the region on shorter time scales and higher resolutions than what
Argo floats data can currently produce (Suarez and Sharrow, 2001; Font et al., 2010).
These satellites have been used to successfully observe regional SSS in a number of
important locations similar to the Agulhas region. For example, Reul et al. (2014b)
showed SMOS data to be accurate in the dynamic Gulf Stream, and found that SMOS
demonstrated higher correlation between SSS and SSH during boreal summer than when
comparing satellite-derived SST and SSH. Aquarius data was also used to observe
tropical instability waves in the eastern tropical Pacific (Lee et al., 2012) and tropical
Atlantic (Lee et al., 2014). The tropical instability wave signal observed along the equator
using SSS moved faster than that historically quantified using SST (SSH) whose signal
appears at approximately 2°N (4°N) instead. With almost 5 years of SMOS and 3 years
of Aquarius data, regional SSS variability in the Agulhas region may now be studied on a
number of different time scales to definitively determine how SSS variability in this
region drives interannual variability in the Southern Indian and Atlantic Oceans.
However, before the satellite data can be used to monitor and help forecast regional SSS,
it needs to be validated against available in situ data.
To accomplish this goal, we compare the satellite observations to Argo floats data
on monthly time scales and matching resolutions to determine their relative accuracy. We
then use the satellite data to perform quantitative analyses of surface salt transport
primarily within the Agulhas Return Current region. We also compare the spatial
distribution of satellite and Argo-derived SSS along the subtropical front with satellite-
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derived SST data. Finally, we calculate surface salinity gradients to see if the satellites
can reveal additional information on SSS fronts that the lower resolution and highly
smoothed Argo product cannot. Collectively these results show that the remotely sensed
SSS data is indeed accurate enough to study regional synoptic scale SSS variability, and
that the higher temporal and spatial resolutions provided by the satellites may help better
inform how changes in SSS distribution and magnitude can affect the Southern Indian
and Atlantic Oceans on seasonal and interannual time scales.

5.2 DATA AND METHODS
The European Space Agency's (ESA) Soil Moisture and Ocean Salinity (SMOS)
mission launched on November 2, 2009 and has since been collecting global, highresolution SSS measurements to help better understand the role of salinity in ocean
circulation and the global water cycle (Reul et al., 2014a). The instrument uses a
microwave radiometer that measures brightness temperature within the L-band spectrum
(1.4 GHz). Because salinity affects the surface dielectric constant, and thus the brightness
temperature, SSS can be retrieved from the emitted signal received by the sensor from the
surface. With a swath width of 1000 km and global coverage achieved in 3 days,
composite Level 3 SSS products are available at 10-day and average monthly output with
0.25° × 0.25° spatial resolution. The resulting product has a global error of approximately
0.3 pss (Reul and Tenerelli, 2011), a relatively high accuracy especially considering it is
the first ever research satellite dedicated to measuring SSS. In this study, SMOS V2.0
Level 3 SSS data from May 2010 to December 2014 were acquired from the Sea Surface
Salinity Remote Sensing group at the CATDS Ocean Salinity Expert Center (CEC-OS),
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which

is

available

through

IFREMER,

France

(http://www.salinityremotesensing.ifremer.fr). Although this data is available every
10 days at 0.25° × 0.25°, when doing direct comparisons between Argo and Aquarius for
validation purposes, only monthly average data are used and then re-gridded to match the
1° × 1° resolution of the aforementioned products. A very simple re-gridding process was
used, where only matching data points in both space and time between SMOS, Argo, and
Aquarius were selected for comparison.
The Aquarius/SAC-D (Satélite de Applicaciones Científicas-D) salinity mission
was launched by NASA/CONAE on June 10, 2011 and ended its mission on June 7, 2015
due to onboard hardware failure. During its over 3 year data collection period, the
satellite provided complete global maps of SSS every 7 days with a 300 km swath width
that produced a resulting horizontal resolution of 1° × 1° (Le Vine et al., 2007; Lagerloef
et al., 2012). Aquarius, like SMOS, measured surface brightness temperature in the Lband using a microwave radiometer. A series of algorithms were then used to isolate the
signal associated with SSS by removing several sources of contamination such as the
atmosphere and galaxy reflection. One of the larger sources of error is that of surface
roughness. Aquarius was built to help account for this issue by including a scatterometer
onboard, allowing the measurement of surface winds within the radiometer's swath. This
effect is accounted for in the SMOS data by using reanalysis winds, but this has proven to
be an inferior solution that has resulted in higher error when compared to the Aquarius
data. Now on Version 4.0 of the dataset, the satellite data now has global monthly root
mean square error (RSME) of approximately 0.17 pss (Lagerloef et al., 2015). In this
study, Aquarius V4.0 Level 3 SSS data were retrieved from NASA's Jet Propulsion
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Laboratory, Physical Oceanography Distributed Active Archive Center (PO.DAAC;
ftp://podaac.jpl.nasa.gov/allData/aquarius/) between August 2011 and December 2014.
For the purposes of comparison with Argo and SMOS, monthly average values on a
1° × 1° grid are used.
The Argo floats program, launched in 2000, provides a huge leap forward in
synoptic scale, Lagrangian, in situ ocean data collection. With over 3900 active floats, the
collective network provides monthly analysis of the global ocean with respect to a
number

of

different

variables

such

as

temperature

and

salinity

(http://www.argo.ucsd.edu). Each individual float sinks down to around 2000 m and stays
at that depth for approximately 10 days before returning to the surface to transmit the
data collected throughout the water column to satellites overhead. These floats typically
take their surface measurement between 5 and 10 m depth, while SMOS and Aquarius
measure only the very skin of the ocean (1–2 cm). Although there can be differences in
skin versus bulk measurements, these differences have been shown to be small, especially
outside the tropics (Henocq et al., 2009; Boutin et al., 2013; Drucker and Riser, 2014),
and for the purposes of this study the Argo near surface measurement can be considered
an accurate surface estimate. The average distance between floats is approximately
3° × 3°, but the final product is interpolated and then smoothed down to 1° × 1° grids.
Although capable of accurately resolving synoptic scale processes, the relatively low
horizontal resolution makes it difficult to use the data to study sharp gradients and eddy
propagation. In this study, Argo floats data from May 2010 to December 2014 were
obtained

from

the

International

Pacific

Research

Centre

(IPRC)

(http://apdrc.soest.hawaii.edu/projects/argo/). During this time period, the Agulhas box
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region was sampled 21,938 times with almost total spatial coverage of the southward
Agulhas

Current

and

the

eastward

Agulhas

Return

Current

(Figure

5.1b;

http://www.usgodae.org/cgi-bin/argo_select.pl). Note that there was little to no coverage
off the southern coast of Africa where the Agulhas Retroflection occurs, but much of this
region has been removed from the IPRC processed dataset for this exact reason (Figure
5.1c).
While a purely statistical validation is useful, it is also important to see if the SSS
data collected by the satellite products is capable of making quantifications of important
salinity processes in the Agulhas region such as surface salt transport. Surface salt
transports per unit area are calculated using the following equation (Nahashi et al., 2012;
Nyadjro et al., 2013; D'Addezio et al., 2015):
Fsss = ρvSSS

(5.1)

where FSSS is the surface salt transport per unit area in kg m− 2 s− 1, ρ is the density of
seawater set to 1022 kg m− 3, v is the zonal or meridional surface current in m s− 1, and
SSS is the sea surface salinity estimated by either Argo, SMOS, or Aquarius defined in
full MSK units kg kg− 1 (i.e., the SSS in units of pss × 10− 3 kg g− 1). Because SMOS,
Aquarius, and Argo do not produce their own ocean surface current data, Ocean Surface
Current Analysis Real-time (OSCAR) currents (http://www.oscar.noaa.gov/) were used
to calculate the zonal and meridional surface salt transports. The product uses satellite
altimetry, surface winds, and SST data to estimate the monthly average surface current
(Bonjean and Lagerloef, 2002). Monthly zonal and meridional OSCAR currents have a
spatial resolution of 1° × 1° and data from May 2010 to December 2014 were used in this
study. The successful use of OSCAR currents in conjunction with SMOS and Aquarius
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has already been demonstrated in a number of dynamic oceanic regions (Lee et al., 2012;
Reul et al., 2014a; Reul et al., 2014b; Yin et al., 2014; Fournier et al., 2015), giving us
confidence that this methodology will translate well to the Agulhas region too.
To estimate how well the SSS products correctly estimate the subtropical front,
AVHRR-only daily, optimum interpolation sea surface temperature (OISST) data
produced by NCEI (ftp://eclipse.ncdc.noaa.gov/pub/OI-daily-v2/NetCDF/) from May
2010 to December 2014 with a horizontal resolution of 0.25° × 0.25° are used.
Finally, to show the benefit of using the higher resolution satellite products, SSS
gradients are calculated using the following equations (Vazquez-Cuervo et al., 2013):

∇ x SSS(i, j) = (SSS(i, j −1) − SSS(i, j +1)) / 2ΔX

(5.2)

∇ y SSS(i, j) = (SSS(i −1, j) − SSS(i +1, j)) / 2ΔY

(5.3)

where SSS is the sea surface salinity in pss from Argo, SMOS, or Aquarius, i are
latitudinal grid points, j are longitudinal grid points, and ΔX and ΔY are distances in
meters between grid points in the longitudinal and latitudinal directions.

5.3 RESULTS
5.3.1 SATELLITE VALIDATION
Within our defined Agulhas box region (20°E–100°E, 45°S–20°S), the Agulhas
Return Current is clearly visible in SMOS SSS output along the subtropical front that
intersects the South Indian Ocean and the Southern Ocean (Figure 5.1a). This turbulent
boundary separates the salty South Indian Ocean waters, with a salinity typically around
35.5 pss, from the much more fresh Southern Ocean waters around 33 pss. Due to the
Lagrangian nature of Argo floats data collection, our reference in situ dataset for this
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study, individual floats can have difficulty crossing these strong frontal boundaries
making their estimations of such regions limited. Figure 5.1b shows almost complete
spatial coverage of our defined Agulhas box region between May 2010 and December
2014, giving us confidence that this dynamic region is indeed being properly quantified
by the Argo floats dataset. Generally, the mean SMOS SSS profile compares well with
that of the Argo floats data (Figure 5.1c). The mean OSCAR currents overlain highlight
some of the most important features of the region. The strong southwestward flowing
Agulhas Current is observed along the southeast coast of Africa with an approximate
mean speed of 1.5 m s− 1. When the western boundary current becomes detached from the
coastline, its inertia allows it to overshoot the continental landmass. The lack shelf
generated friction causes the current to become inertial and its strong deflection to the
east forms the Agulhas Retroflection (de Ruijter, 1982; de Ruijter and Boudra, 1985;
Boudra and de Ruijter, 1986). This eastward turn is clearly visible at 30°E, 40°S and is
the origination of the aforementioned eastward flowing Agulhas Return Current. Note
that the Retroflection and the Return Current that follows in its wake is one of the most
variable regions across both the South Indian and Atlantic Oceans with climatological
standard deviations of SSS exceeding 0.5 (Figure 5.1d). While it is clear that SMOS is
capable of capturing the general features associated with the mean state of this dynamic
area, regional accuracy of the product compared to an in situ dataset, such as Argo floats,
remains unquantified.
Mean differences between monthly Argo, SMOS, and Aquarius for all
corresponding data points between January 2012 and December 2014 were calculated to
see how the products differed spatially (Figure 5.2). Note that although the base
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resolution of SMOS is 0.25° × 0.25°, while doing direct comparisons its resolution has
been reduced to 1° × 1° to match that of the other datasets. With respect to Argo minus
SMOS (Figure 5.2a), differences are small throughout with several hot spots near the
coastlines and within the Agulhas Return Current region. The latter might be explained
by poor estimation of surface roughness due to a lack of along-track surface winds. While
the reanalysis winds used are generally acceptable, strong variability in winds along this
frontal boundary may not be well represented in the modeled winds, thus generating error
in the SMOS geophysical model that accounts for the effects of surface roughness.
SMOS SSS is consistently lower than the Argo floats dataset around Madagascar and
most of the South African coast. Because the mean Argo salinity is also relatively low in
these regions (Figure 5.1c), these may be areas of terrestrial freshwater discharge that are
too fresh in the SMOS data. A region directly south of Madagascar, however, is not
consistent with this trend, and is instead a north–south expanse of higher SMOS SSS.
This odd feature is evident in the mean SMOS profile of the region (Figure 5.1a) and is
not present in the mean Argo data (Figure 5.1c). We are unsure of the cause of this
phenomenon, but suggest that it may be a permanent source of RFI. Data in this region
should be used with caution in future analyses of regional salinity processes using this
version of the SMOS dataset.
When Aquarius is compared with Argo (Figure 5.2b), differences are still small,
but the spatial distribution of dissimilarities is different. The Aquarius data is most
inconsistent with that of Argo at and south of the subtropical front where SSTs become
much lower. This is a known issue in the Aquarius product, as the sensor does not
correctly estimate SSS in high latitude/low SST environments. Note that we performed
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the same analysis using the Version 3.0 data (not shown) and observed larger differences
when comparing Argo and Aquarius between approximately 25°S and 40°S. Although a
significant improvement over the previous version, the Version 4.0 dataset still does not
completely correct for the salty bias below 40°S. The Aquarius team is still unsure if this
bias at high latitudes is primarily caused by low SSTs, differences in temperature
between the ocean and atmosphere, or surface roughness. The latter is mostly accounted
for by the onboard scatterometer, but the geophysical model that uses the observed winds
to account for surface roughness is still imperfect (Lagerloef et al., 2015). There are also
several other hot spots associated with small islands that have not been removed in the
Level 3 processing. One such location is the Reunion and Mauritius islands off the east
coast of Madagascar, a region that is removed from the SMOS Level 3 product to reduce
data corruption caused by RFI. Overall, around the coastline Aquarius performs better
than SMOS, but significant differences between the satellite and Argo are present around
Madagascar.
When comparing the differences between Aquarius and SMOS (Figure 5.2c), the
differences highlighted above become more evident. Both SMOS and Aquarius data have
a salty bias over much of this region, but the effect is more pronounced in the Aquarius
dataset and is evident, particularly below 40°S, in Figure 5.2c. Finally, the region south
of Madagascar that SMOS misrepresents has a similar spatial profile to that observed in
Figure 5.2a, but its negative magnitude is greater because Aquarius produces lower SSS
in this area, while SMOS instead produces higher SSS. We reiterate that this region is
obviously misinterpreted by both satellites for reasons that are not clear to us, and data
from this region should be used with prejudice.
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Standard deviations of the differences presented in Figure 5.2 were calculated to
gauge the spread of values over our period of observation (Figure 5.3). The variability in
differences between Argo and SMOS (Figure 5.3a) is primarily confined to the high RFI
region around the Reunion and Mauritius islands off the east coast of Madagascar. The
other region of elevated standard deviation is below the subtropical front. Previously, we
speculated that large differences between SMOS and Argo might be caused by
misrepresentation of surface roughness along the subtropical front, a hypothesis that is
substantiated by the high variability in differences between the two datasets in this area.
The spread of Argo minus Aquarius values has a similar spatial pattern with high
standard deviation over the island off the east coast of Madagascar and below the
subtropical front (Figure 5.3b). At and below the subtropical front, the Argo minus
Aquarius standard deviation is slightly lower than that of Argo minus SMOS although
Figure 5.2 showed that differences in this region are higher when comparing Argo and
Aquarius. This is likely due to the fact that because the Aquarius bias is present yeararound, due to its inability to correctly observe SSS at high latitudes, its consistently high
SSS estimates produce a smaller standard deviation. Finally, the standard deviations for
Aquarius minus SMOS (Figure 5.3c) mostly follow the pattern presented in the previous
two plots although now the spread of values is much higher below the subtropical front
due to the increased standard deviation presented by SMOS in this region. Again, high
standard deviation off the east coast of Madagascar is present due to high RFI in this
region. Note that for all three analyses the highest standard deviations are not typically
observed around the Agulhas Retroflection and the Return Current, regions that showed
high SSS variability in the climatology data (Figure 5.1d). This suggests that the
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differences in the datasets do not stem from variability in regional SSS, but instead from
systematic error in the satellite-derived estimations.
While the spatial maps of the differences between these products are useful for
identifying regions in which the satellite-derived datasets do not correctly estimate SSS,
it is difficult to tell how large the differences are in magnitude. For a more statistical
examination of differences between the three products, histograms of differences were
constructed for all corresponding data points within the domain presented in Figure 5.2
between January 2012 and December 2014 (Figure 5.4). The histogram of Argo minus
SMOS (Figure 5.4a) shows a large cluster of values at or near zero with 82% of cases
falling between ± 0.5 pss and 56% of the cases falling between ± 0.2 pss. For Argo minus
Aquarius (Figure 5.4b) the spectrum of values is similar, with 83% of values falling
between ± 0.5 pss and 56% falling between ± 0.2 pss. Finally, Aquarius minus SMOS
values also show high concentration near zero with 78% of values falling between
± 0.5 pss and 46% of cases falling between ± 0.2 pss. Overall, regional accuracy is high
for both SMOS and Aquarius when compared to Argo with around 80% of the
differences between individual data points having a value between ± 0.5 pss over a three
year period.
To see how well actual data points matched against one another, we produced
scatter plots of collocated, monthly Argo, SMOS, and Aquarius SSS plotted against one
another over the Agulhas box region (20°E–100°E, 45°S–20°S) between January 2012
and December 2014 (Figure 5.5). We then calculated their correlation coefficients and
linear fits to explore their overall correlation to one another beyond just the differences
between their two outputs. SMOS plotted against Argo (Figure 5.5a) shows that the two
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datasets have a very high correlation coefficient of 0.93, a slope close to one, and sit
primarily along the plotted 1:1 line. Aquarius plotted against Argo (Figure 5.5b) produces
a correlation coefficient of 0.93 and a slope of 0.85. Although the scatter diagram is
clustered near the 1:1 line, there is a slight positive bias towards Aquarius suggesting that
the Aquarius measurement is slightly higher than Argo in this region. This is consistent
with the previously stated fact that Aquarius does not correctly estimate SSS at high
latitudes and therefore consistently produces higher SSS below approximately 40°S
(Figure 5.2b). SMOS plotted against Aquarius (Figure 5.5c) yields a correlation
coefficient of 0.89 and a slope close to one. Again, the cluster of points follows the 1:1
line well, but there is a small bias towards higher values in Aquarius particularly at low
SSS. Another perspective of similar variables can be observed through Taylor diagrams.
Taylor diagrams allow the visualization of standard deviation, correlation coefficient, and
root mean square difference (RMSD) against a reference dataset on a single plot (Taylor,
2001). Here we have plotted all SMOS and Aquarius data points within the Agulhas box
region (20°E–100°E, 30°S–45°S) on several Taylor diagrams with Argo floats data as the
reference dataset for every two other months of the year starting in February (Figure 5.6).
The Argo floats reference point sits on the point of correlation coefficient 1 and 0 RMSD
with some standard deviation. The closer the SMOS or Aquarius point comes to the Argo
reference, the more statistically similar it is to the in situ dataset. Throughout the year,
SMOS consistently comes closer to the Argo reference than Aquarius, but the margin is
small. This result matches that of the other statistical tests we have used here to validate
the satellite datasets. Each satellite product maintains an RMSD below 0.2 pss and
correlation coefficients around 0.95 for all months of the year. Overall, the statistically
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comprehensive Taylor diagrams show that the satellite products compare very well to the
Argo reference dataset, but that in most cases SMOS is slightly more accurate than
Aquarius for this region.
A statistical validation has shown that both SMOS and Aquarius produce accurate
synoptic scale SSS measurements for the Agulhas region. When compared to Argo, both
SMOS and Aquarius have very high correlation coefficients close to 0.9, RMSD at or
below 0.2 pss, and up to 80% of difference values between ± 0.5 pss. With confidence
that SMOS and Aquarius are producing accurate SSS measurements, we next use the
satellite measurements in conjunction with Argo floats data and OSCAR to explore the
seasonal and interannual variability of surface salt transport within the Agulhas Current
region.

5.3.2. VARIABILITY OF SURFACE SALINITY TRANSPORTS
Although Argo floats have historically been the best source of synoptic scale, in
situ salinity measurements, there are issues associated with using this dataset to estimate
salinity advection in the Agulhas region. The two most problematic are the dataset's low
horizontal and temporal resolution. Both Aquarius and SMOS can produce data at much
higher resolutions with temporal coverage on a sub-monthly basis. Their ability to
monitor the region at much higher frequencies and with greater detail could be important
for almost continuous monitoring of the Agulhas Current and its leakage into the South
Atlantic Ocean. But first these satellite-derived datasets must be shown to produce
accurate estimates of regional SSS advection on monthly time scales. To better address
this issue, we calculate surface salt transports per equation (5.1). Mean surface salt
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transports for the months of December, January, and February calculated using Argo,
SMOS, and Aquarius SSS (Figure 5.7a, b, c, d, e, f) show the western bound Agulhas
Current in the meridional surface salt transport along the east coast of southern Africa
although much of its more coastal bound signal is left out of this analysis due to the
salinity products' inability to take measurements near the shoreline (Figure 5.7b, d, f).
The magnitude of the zonal signal is generally higher than that of the meridional due to
the strong zonal velocities present within the Agulhas Return Current region. The Return
Current moves eastward with surface salt transport values greater than 10 kg m− 2 s− 1 and
features a slow, southward drift until its signal diminishes around 70°E. This southward
drift is evident in the meridional surface transports with a strong negative signal along the
Return Current pathway between 40°E and 70°E. Advection of South Indian Ocean water
into the South Atlantic is evident in the negative (westward) zonal surface salt transports
directly south of Africa. When averaged over several years, the ring shedding process
appears as a coherent stream of salt from the Indian Ocean into the South Atlantic. To the
naked eye, differences between the three analyses are difficult to notice, and thus we also
calculated the mean spatial differences between the three outputs over the same period of
time (Figure 5.7g, h, i, j, k, l). Differences between the three analyses are small overall
with only minor disagreement in zonal surface salt transport in the Return Current.
Although in some cases we found spatial differences in satellite-derived and Argo floats
SSS of up to ± 1 pss, these differences have less effect on the magnitude of more
involved calculations such as this. For example, solving equation (5.1) for SSS of 35 pss
and a zonal velocity of 0.0495 m s− 1 yields a surface salt transport of 1.7734 kg m− 2 s− 1.
If we then change the SSS value to 34 pss and keep the zonal velocity the same, the
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surface salt transport magnitude becomes 1.7227 kg m− 2 s− 1. The difference in the
calculated surface salt transports is only 0.05 kg m− 2 s− 1. This is a positive result because
our validation has shown that both Aquarius and SMOS have regional RMSD of only
~ 0.2 pss when compared to Argo meaning that these satellites have error values much
less than what is required to derive relatively accurate estimations of surface salinity
advection. More specifically, the differences between Argo and Aquarius derived surface
salt transports (Figure 5.7i, j) are slightly larger than those observed between SMOS and
Argo (Figure 5.7g, h) with a stronger negative bias in the Return Current region and
along and below the subtropical front. This is to be expected as these are the same
regions where Aquarius data was shown to have a salty bias in our regional validation
and because the two analyses are using the same current output only differences in
salinity will create discrepancies. Finally, comparing Aquarius and SMOS surface salt
transport output (Figure 5.7k, l) shows the most differences between the products with
strong dissimilarities in the Agulhas Return Current and the subtropical front. These
results compare well with our validation, which showed that Aquarius consistently
produces higher SSS values for this region when compared to both Argo and SMOS.
Differences are typically at or below ± 0.1 kg m− 2 s− 1 showing that all three products are
essentially producing the same analysis for austral summer.
Mean June, July, and August surface salt transport derived from Argo, SMOS,
and Aquarius SSS data have similar profiles with strong meridional salt advection in the
Agulhas Current, zonal leakage into the South Atlantic south of the tip of Africa, and a
strong zonal flow along the Return Current with a slow southward drift as it moves
eastward (Figure 5.8a, b, c, d, e, f). Differences between the different analyses are also
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quite similar to that of austral summer, with only minor changes in magnitude along the
subtropical front (Figure 5.8g, h, i, j, k, l). The primary discrepancy between these two
times of the year is higher magnitude surface salt transport in austral winter when
compared to austral summer. This change in magnitude is difficult to observe in these
spatial maps, so time series of box-averaged zonal and meridional surface salt transports
were constructed to give a more quantitative analysis of these seasonal differences.
Figure 5.9a shows Agulhas box-averaged Argo, SMOS, and Aquarius derived
zonal surface salt transport between May 2010 and December 2014. Seasonal variability
is low, but there is a minimum in zonal surface salt transport in austral summer and a
maximum in austral winter (Figure 5.9b). The mean difference in salt advection between
these two seasons is approximately 0.4 kg m− 2 s− 1. Interannual anomalies were also
calculated by subtracting the seasonal mean from the original time series (Figure 5.9c).
There are several small seasonal anomalies throughout our period of observation with a
maximum in July 2014. Seasonal and interannual variations in box-averaged SSS are
small (not shown) and cannot account for these year-to-year changes in the resulting
surface salt transport term. Thus, changes in zonal velocity must be the variable driving
the interannual variability in surface salt advection within this region. The larger year-toyear changes in surface salt transport may be tied to climate scale variability in the
tropical Indian Ocean. Negative Indian Ocean Dipole (IOD), with a lag time of
approximately one year, has been shown to generate an anomalously strong East
Madagascar Current (de Ruijter et al., 2004), which feeds into the Agulhas Current year
around. This observation is further supported by moored observations in the Mozambique
Channel, which showed large year-to-year changes in Agulhas volume transport

151

associated with changes in Indian Ocean current structure caused by IOD (Ridderinkhof
et

al.,

2010).

Thus,

the

negative

IOD

in

July

2013

(http://stateoftheocean.osmc.noaa.gov/sur/ind/dmi.php) may be correlated with the
observed peak in zonal surface salt transport in July 2014 (Figure 5.9c). Satellite
observations have also shown that shifts in the tropical and subtropical gyres within the
Indian Ocean can either strengthen or weaken the Agulhas Current during El Niño/La
Niña years (Shouten et al., 2002; Palastanga et al., 2006), but we find no correlation
between El Niño Southern Oscillation (ENSO) periods and interannual anomalies in
zonal surface salt transport over our period of observation. The smaller interannual
anomalies may be associated with a number of different processes that excite the Agulhas
Return Current, most notably the Natal Pulse (Lutjeharms and Roberts, 1988). Penven et
al. (2006) ran model simulations with and without the presence of Madagascar in an
attempt to gauge the landmass's effect on Agulhas variability. They found that without
Madagascar, the Agulhas Retroflection, ring shedding, and the resulting Return Current
all form, but are less variable due to a lack of anomalous eddies that are created when the
land mass is present. Because these smaller interannual anomalies only form over the
course of a month or two, anomalous eddy formation upstream may cause these year-toyear changes in zonal salinity advection in our Agulhas box region.
Meridional surface salt transports show a similar seasonality to their zonal
counterpart, but with lower magnitudes (Figure 5.10). Although the general magnitude is
lower, the seasonal spread between the minimum in austral summer and the maximum in
austral winter is larger and around 0.9 kg m− 2 s− 1 (Figure 5.10b). Much of the seasonality
of this term is likely tied to that of the Agulhas Current itself. Its signal is somewhat
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muted by the fact that we have taken an average over a very large box region, but the
annual maximum southward (negative) Agulhas Current meridional transport in austral
summer is still significant enough to create the minimum in meridional surface salt
transport observed between December and April. In austral winter (June–September), the
meridional transports are greatest due to the seasonal decrease in southward Agulhas
Current surface transport (Krug and Tournadre, 2012). Interannual variability in the
meridional component mirrors that of the zonal signal (Figure 5.10c). The correlation
coefficient between the interannual zonal and meridional surface salt transports
anomalies is 0.7, suggesting a strong connection between the two. This supports the
conclusions drawn above, where we suggested from the results of previous work that
changes in meridional Agulhas Current transport caused by regional and climate scale
variability affected the magnitude of downstream zonal flow in the Agulhas Return
Current.

5.3.3 AGULHAS RETURN CURRENT SURFACE SALINITY AND TEMPERATURE
FRONTS
To examine the SSS products' ability to correctly estimate the position of the
subtropical front, mean SSS from all three datasets between January 2012 and December
2014 were plotted against mean AVHRR-only SST for the same time period (Figure
5.11). Note that SMOS's resolution has been increased to its base state of 0.25° × 0.25° to
highlight its ability to resolve mesoscale structure that the other two products cannot.
While it lacks distinctive small-scale variability, Argo is capable of correctly estimating
the position of the subtropical front with meanders in the frontal boundary mirroring
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those present in the mean SST contours (Figure 5.11a). In the higher resolution SMOS
output (Figure 5.11b), while the product correctly estimates the mean position of the
subtropical front, it also resolves more detailed mesoscale structure such as SSS fronts
along the southwest coast of Africa that may be associated with Agulhas leakage. Finally,
Aquarius sits somewhere between the two aforementioned outputs by correctly
representing the large scale structure while also alluding to additional information on
smaller spatial scales (Figure 5.11c).
Although each satellite gives a good analysis of the subtropical front over a long
term mean, it is still unclear if the near weekly temporal resolution of each satellite is
capable to resolving frontal structure on shorter time scales. To address this challenge, we
compare 10-day averaged AVHRR-only SST to 10-day and weekly SSS from SMOS and
Aquarius respectively on May 15th 2014 (Figure 5.12). Note that Argo has been
neglected from this analysis because it can only produce data on a monthly basis. SMOS
SSS for the 10-day period centered on May 15th 2014 gives a good representation of the
subtropical front when compared to SST data averaged over the same period of time
(Figure 5.12a). This snapshot analysis produces similar features when compared to the
mean analysis (Figure 5.11), but now more defined gradients and filament structures can
be observed. Several intrusions of the ~ 15 °C isotherm can be seen stretching
equatorward along the subtropical front. These turbulent intrusions of low SST are also
visible in the SSS data as lower SSS (< 35 pss) that protrudes into the Indian Ocean.
SMOS resolves these mesoscale structures well with low SSS visible in all of the
observable intrusions shown by the black boxes. Aquarius resolves the large-scale
structure of the subtropical front (Figure 5.12b), and also resolves most of the low SSS
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signal present in the equatorward cold tongues. Each satellite does however slightly
misrepresent two of the four cold tongues. In the low SST intrusion at 40°E, SMOS
observes low SSS at the poleward side of the tongue, but incorrectly estimates the SSS
equatorward (Figure 5.12a). Both SMOS and Aquarius do not correctly estimate SSS
within the cold tongue directly to the east (50°E), but for different reasons. SMOS
observes an equatorward low SSS intrusion, but the spatial feature is shifted several
degrees to the west when compared to that of the SST signature. The Aquarius data
completely misrepresents this meander in the current and instead observes SSS > 35.5 pss
throughout. The two intrusions to the west are well represented by both Aquarius and
SMOS, and in general this analysis suggests the feasibility of studying and monitoring
sub-monthly regional SSS variability along the subtropical front using the two satellites.
But the previous analysis gives only a snap shot of SSS and SST fronts within the
Agulhas Return Current. By calculating SSS gradients, per equations (5.2) and (5.3), a
closer examination of the products' ability to observe frontal structure can be explored. In
the zonal direction, Argo produces highly smoothed SSS gradients that are a poor
representation of the meanders in the Agulhas Return Current (Figure 5.13a). In the
meridional direction, the boundary between the salty Indian Ocean and fresher Southern
Ocean along the subtropical front is evident by a swath of positive values centered along
approximately 40°S with the highest values sitting within the point of retroflection
eastward (Figure 5.13b). In stark contrast, the SMOS output begins to reveal a great deal
of mesoscale salinity structure within the Agulhas region. In the zonal direction, the mean
structure apparent in the Argo output is still present, but the strong SSS variability within
the eddies that flow within the Agulhas Return Current is now much more visible thanks
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to SMOS's enhanced horizontal resolution (Figure 5.13c). This added resolution is less
useful in the meridional direction along the subtropical front as the swath of positive
values is still present, but at the very edges of the boundary smaller scale structure that is
left out of the Argo analysis is evident (Figure 5.13d). Finally, the Aquarius data again
fits somewhere in between Argo and SMOS with a good representation of the large-scale
features while also resolving smaller scale fronts. In the zonal direction, Aquarius
produces several zones of alternating positive and negative SSS gradients within the
Return Current region due to the eddies that form here (Figure 5.13e). The subtropical
front is well represented in the meridional gradients with more smaller scale structure
also evident in the SMOS output (Figure 5.13f). While output from all three products
compared well with respect to surface salt advection, the satellite-derived SSS gradients
are clearly superior to their in situ counter part due to their higher horizontal resolution.
Finally, with weekly and 10-day output from Aquarius and SMOS respectively, the
satellites are better suited for examining mesoscale SSS structure in this region than the
Argo floats data which can only produce coarse data on monthly time scales.

5.4. SUMMARY AND CONCLUSIONS
The Agulhas Current's ability to modulate climate scale activity in the Atlantic
Ocean, primarily through the Atlantic Meridional Overturning Circulation (AMOC),
makes it an important region to study temperature and salinity variability. The advent of
satellite altimetry and SST sensors greatly expanded the community's knowledge of
Agulhas variability, but large-scale studies of regional salinity variability remain sparse
due to a lack of available satellite data. With almost 5 years worth of data from SMOS
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and 3 from Aquarius, it is now possible to explore SSS seasonal and interannual
variability within the Agulhas region. First we performed a validation of the satellite
products with the Argo floats data as a reference. A series of statistical analyses showed
both satellites to be highly accurate in the region with SMOS only slightly out performing
Aquarius. Both products produce RMSD values of less than 0.2 pss, correlation
coefficients greater than 0.9, and have over 80% of their differences with Argo between
± 0.5 pss. The benefit of using SMOS in this region is that it is less affected by low SSTs
that exist along and below the subtropical front, while Aquarius has a known bias for
producing higher SSS at high latitudes.
With confidence that the satellites were producing statistically accurate SSS for
the region, surface salt transport calculations using OSCAR were performed to see if
small differences in SSS estimation could create discrepancies in important physical
quantifications. We found that because surface salt advection in the region is primarily
driven by the magnitude and direction of the surface currents, differences in SSS made
almost no difference in the resulting term making all three products equally suitable for
estimating surface salt transports in the region. The advantage of using the satellitederived SSS for such calculations is that each has a sub-monthly temporal resolution
making them superior for monitoring this dynamic region at much higher frequencies
than Argo. We also observed seasonality in the box-averaged zonal and meridional
surface salt transports, with maxima in austral winter (June–September) and minima in
austral summer (December–March). This seasonality was observed in both zonal and
meridional terms, but is more pronounced in the meridional signal. Interannual variability
in surface salt advection was found with possible regional connections to the Natal Pulse
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and remote teleconnections to IOD. The strongest seasonal anomaly during our period of
observation occurred exactly one year after a negative IOD event in the tropical Indian
Ocean, a result consistent with previous findings (de Ruijter et al., 2004). Although
previous studies have suggested a link between Agulhas Current transport and ENSO
(Shouten et al., 2002; Palastanga et al., 2006), we do not observe correlation between
zonal and meridional salt transports in the Agulhas Current region and either El Niño or
La Niña.
Mean regional SSS fields were then compared to satellite-derived SST to see how
well the SSS products estimate the subtropical front. All three products performed well
by producing the correct approximate latitudinal location of the front as well as several
meanders in the Agulhas Return Current. A more quantitative analysis of the products'
ability to resolve SSS fronts was performed by calculating mean zonal and meridional
SSS gradients. Argo produced highly smoothed gradients that resolved the large-scale
features of the region, but did not observe smaller scale structure present in the eddies
that traverse the Agulhas Return Current. SMOS performed the best due to its much
higher horizontal resolution, but Aquarius was also able to resolve some smaller-scale
features despite it only having 1° × 1° resolution.
To conclude, this paper highlights the potential benefit of using SSS remote
sensing technology to better explore the role of salinity in Agulhas dynamics. We have
shown that synoptic scale accuracy is quite high when compared to in situ observations,
but this work needs to be expanded to explore the potential impact the higher temporal
and spatial resolutions these satellites possess may have on understanding the leakage of
salt from the Indian into the Atlantic Ocean. Because SSS provides a direct link between
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the ocean and the global water cycle, it is likely that regional salinity also has an
important role to play in connections between the Agulhas region and rainfall variability
over South Africa (Walker, 1990). The effects of climate change on regional SSS content
remains underexplored and the potential acceleration of the regional water cycle may
impact the welfare of large populations in Southern Africa. The satellites' ability to
measure the very skin of the ocean surface makes them good tools for estimating these
changes in precipitation and river discharge.
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Figure 5.1. (a) Mean SMOS sea surface salinity (SSS) (pss) between January 2011 and
December 2014 for the Agulhas region. The box (20°E–100°E, 30°S–45°S) defines the
primary Agulhas region and is the domain over which our box-averaging occurs. (b)
Total number of Argo floats measurements per 0.25° × 0.25° grid in the Agulhas box
region between May 2010 and December 2014, (c) mean Argo SSS with mean OSCAR
currents overlain between January 2011 and December 2014, and (d) WOA2013 annual
standard deviation of SSS derived from in situ climatology between 1955 and 2012.
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Figure 5.2. Mean sea surface salinity (SSS) (pss) differences between (a) Argo and
SMOS between January 2012 and December 2014, (b) Argo and Aquarius between
January 2012 and December 2014, and (c) Aquarius and SMOS between January 2012
and December 2014.
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Figure 5.3. Standard deviations of the sea surface salinity (SSS) (pss) differences between
(a) Argo and SMOS between January 2012 and December 2014, (b) Argo and Aquarius
between January 2012 and December 2014, and (c) Aquarius and SMOS between
January 2012 and December 2014.
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Figure 5.4. Histogram plots of monthly sea surface salinity (SSS) (pss) differences
between (a) Argo and SMOS between January 2012 and December 2014, (b) Argo and
Aquarius between January 2012 and December 2014, and (c) Aquarius and SMOS
between January 2012 and December 2014 for all corresponding spatial locations within
the domain presented in Figure 5.2.
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Figure 5.5. Scatter plots of (a) Argo SSS vs. SMOS SSS, (b) Argo SSS vs. Aquarius SSS,
and (c) Aquarius SSS vs. SMOS SSS for all available spatial and temporal data points
within the Agulhas box region (20°E–100°E, 30°S–45°S) between January 2012 and
December 2014. Dashed, black is the 1:1 line.
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Figure 5.6.Taylor diagrams comparing monthly mean satellite and Argo derived sea
surface salinity (SSS) (pss) for February, April, June, August, October, and December
between January 2012 and December 2014 for all corresponding grid points within the
Agulhas box region (20°E–100°E, 30°S–45°S).
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Figure 5.7. Mean zonal and meridional surface salt transports (kg m− 2 s− 1) for all
December, January, and February months between January 2012 and December 2014 for
(a, b) Argo, (c, d) SMOS, and (e, f) Aquarius. Differences in mean surface salt transport
between (g, h) Argo and SMOS, (i, j) Argo and Aquarius, and (k, l) Aquarius and SMOS
for both zonal and meridional components for the same time period. Mean OSCAR
currents for the same period have been overlain to show the complete current vectors.
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Figure 5.8. Mean zonal and meridional surface salt transports (kg m− 2 s− 1) for all June,
July, and August months between January 2012 and December 2014 for (a, b) Argo, (c,
d) SMOS, and (e, f) Aquarius. Differences in mean surface salt transport between (g, h)
Argo and SMOS, (i, j) Argo and Aquarius, and (k, l) Aquarius and SMOS for both zonal
and meridional components for the same time period. Mean OSCAR currents for the
same period have been overlain to show the complete current vectors.
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Figure 5.9. (a) Time series of box-averaged Argo, Aquarius, and SMOS derived zonal
surface salt transport (kg m− 2 s− 1) between May 2010 and December 2014, (b) the mean
seasonal cycle of zonal surface salt transport between January 2012 and December 2014,
and (c) time series of interannual anomalies in zonal surface salt transport. Interannual
anomalies were calculated by subtracting the (b) mean seasonal cycle from the (a)
original time series. Dashed, black is the zero line.
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Figure 5.10. (a) Time series of box-averaged Argo, Aquarius, and SMOS derived
meridional surface salt transport (kg m− 2 s− 1) between May 2010 and December 2014,
(b) the mean seasonal cycle of meridional surface salt transport between January 2012
and December 2014, and (c) time series of interannual anomalies in meridional surface
salt transport. Interannual anomalies were calculated by subtracting the (b) mean seasonal
cycle from the (a) original time series. Dashed, black is the zero line.
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Figure 5.11. Mean (a) Argo, (b) SMOS, and (c) Aquarius sea surface salinity (SSS)
(colored; pss) with mean AVHRR-only sea surface temperature (SST) overlain
(contoured; °C) all averaged over January 2012 and December 2014. Note that the (b)
SMOS SSS presented here is at its highest resolution of 0.25° × 0.25°.
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Figure 5.12. (a) 10-day sea surface salinity (SSS) from SMOS (colored; pss) overlain
with 10-day average AVHRR-only sea surface temperature (SST) (contoured; °C) both
centered on May 15th 2014 and (b) 7-day SSS from Aquarius (colored; pss) overlain with
10-day average AVHRR-only SST (contoured; °C) both centered on May 15th 2014.
Note that the (a) SMOS SSS presented here is at its highest resolution of 0.25° × 0.25°.
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Figure 5.13. Mean (a, b) Argo, (c, d) SMOS, and (e, f) Aquarius zonal and meridional sea
surface salinity (SSS) gradients (pss/103 km) all averaged over January 2012 and
December 2014. Note that the (b) SMOS SSS gradients presented here were calculated
using SMOS's highest resolution of 0.25° × 0.25°.
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CHAPTER 6
CONCLUSIONS
Four topics of salinity research have been addressed here: surface and subsurface
salinity variability in the northern Indian Ocean, barrier layer formation in the SCTR
region and its effect on regional interannual variability, MJO formation over the SCTR
and its connection to the regional barrier layer, and validation of Aquarius and SMOS
SSS data in the Agulhas current region and their ability to accurately quantify regional
surface salinity transport.
Northern Indian Ocean variability is primarily controlled by the seasonally
reversing monsoon winds and currents. Advection caused by these seasonal changes
between the diametrically opposed salty Arabian Sea and fresh Bay of Bengal makes for
some of the most interesting and unique salinity variability within the global ocean.
Using a suite of observational and model products, these seasonal changes were analyzed
and each product’s results then compared with one another. Argo and Aquarius SSS data
compared well, but the Aquarius data showed greater spatial variability due to its higher
horizontal resolution. This allowed for validation of the model simulations, which
produce higher spatial detail with respect to SSS that could not previously be observed on
the synoptic scale using the coarse and highly smoothed Argo floats data. This good
comparison found between the model products and Aquarius could have also allowed for
better estimates of surface salinity transports, but the use of the OSCAR currents dataset
produced problematic results. While the combination of Aquarius, Argo, and OSCAR did

173

correctly estimate the large-scale, mean surface salt transports, the analysis did not
include the smaller-scale, eddy advection that the model products were able to produce
with their higher spatial resolutions. Subsurface salinity analyses comparing Argo with
the model products produced varying results. Several of the products produced the
correct estimate of the vertical salinity structure in our three defined subregions, but
HYCOM generated spurious data within the top 100 m of the water column in each area.
This is likely due to a combination of problems within the model: over mixing and an
incorrect representation of surface freshwater forcing. Finally, depth-integrated salt
transports across 6°N of both the Arabian Sea and Bay of Bengal were calculated.
Meridional salt transport in the Arabian Sea is primarily controlled by variability in the
Somali current, while the reversing monsoon currents are dominant in the Bay of Bengal.
HYCOM produced incorrect estimates of depth-integrated salt transports in both basins
because of a misrepresentation of subsurface currents.
The SCTR had been previously described as a region of low salinity variability in
both time and space. Chapter 3 hypothesized that the formation of a barrier layer in the
region may be the way in which salinity affects local interannual oceanic and
atmospheric variability. This hypothesis proved correct and an annual barrier layer with
maximum thickness between August and November was observed in the region using
Argo floats data. A new methodology was introduced that combined the SSS
measurement obtained from Aquarius and SMOS with Argo floats subsurface data. This
method yielded a shallower mixed layer and thus a thicker barrier layer because of the
satellites’ bias towards lower SSS in the tropical oceans. The study did not find
correlation between seasonal changes in SST and BLT. Instead, correlation between
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interannual BLT and E-P anomalies was found. These results are consistent with
established barrier layer theory, where heat and momentum trapped in the shallow,
isolated mixed layer can produce or enhance atmospheric convection that in turn
reinforces the barrier layer by keeping the mixed layer shallow through precipitation. The
study was not able to identify the specific atmospheric phenomena that was associated
with this anomalous precipitation, but concluded by speculating that it may be associated
with the MJO, a common intraseasonal phenomenon that forms in the western Indian
Ocean.
Chapter 4 hypothesized that interannual precipitation anomalies correlated with
anomalous BLT found in Chapter 3 was associated with the formation of the MJO over
the SCTR region. The study invented a unique set of MJO identification criteria created
to identify MJO formation specifically associated with the SCTR region. The
identification method successfully identified 8 MJO events specific to the SCTR between
2005 and 2013. All 8 events occurred during boreal fall and winter (August-December), a
time when the SCTR barrier layer is at its annual maximum thickness. Positive
interannual BLT and THC interannual anomalies were correlated with 6 of the 8 events,
but 2 events formed despite both negative BLT and total heat content (THC) interannual
anomalies. In 2013, no MJO formation over the SCTR was observed, suggesting that the
strong negative interannual BLT and THC anomalies observed during that time may have
suppressed any event that year. These results suggest that the oceanic state is not the sole
driver of MJO formation over the SCTR and that there is likely significant atmospheric
variability that contributes to its formation each year. Nonetheless, this does add
additional evidence to a growing body of work that shows that the ocean state is not
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insignificant in MJO formation and should be taken into greater consideration when
analyzing and forecasting the MJO.
Finally, Chapter 5 validated the Aquarius and SMOS satellite-derived SSS in the
climatologically important Agulhas current region. A series of statistical analyses showed
both datasets to be highly accurate in the region when compared to the Argo floats
dataset. Both sensors produce RMSD values less than 0.2 psu and correlation coefficients
greater than 0.9. Additionally, histograms showed that over 80% of their differences with
Argo fell between ± 0.5 psu between January 2012 and December 2014. Surface salt
transports were calculated using all three datasets in conjunction with OSCAR currents.
All three analyses produced statistically identical results, showing that even small
differences in salinity across the domain between the satellites and Argo are not sufficient
to cause large errors in the resulting surface salt transport calculation. This result makes
both Aquarius and SMOS useful for future analyses of regional salt transport at higher
spatio-temporal resolutions than possible with either the Argo floats dataset or mooring
data. Analyses of SST and SSS along the subtropical front were performed and it was
found that both Aquarius and SMOS accurately estimate its position on monthly and submonthly time scales. Finally, SSS gradients were calculated using both the satellite and
float data. Results showed that both Aquarius and SMOS observe frontal structure that
the highly smoothed Argo floats dataset cannot. Additionally, the SMOS dataset revealed
the most small-scale structure because it has the highest horizontal resolution.
The cumulative results of this dissertation advance the current state of scientific
knowledge and are useful in future research and operational oceanographic and
atmospheric endeavors for a number of reasons. Analyses of the northern Indian Ocean
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showed that Aquarius finally produces the observational data necessary to validate model
data at higher spatio-temporal frequencies then before possible using only Argo floats. In
the subsurface, time-depth profiles showed that the U.S. Navy’s HYCOM operational
model misrepresents the near surface environment, thus deriving incorrect estimates of
important variables such as mixed layer depth. If corrected, model skill in this dynamic
region would improve. Because SST fluctuations in the western Indian Ocean are so
important for monsoon and MJO variability, the presence of a barrier layer in the SCTR
region could be an important variable not correctly estimated in numerical forecasting
and research models. Similarly, a connection between MJO formation and variability in
the oceanic state within the SWTIO has been described. This revelation is important for
understanding how the ocean plays a role in MJO genesis, but more work needs to be
done to definitively determine when, why, and how the atmosphere, the ocean, or a
combination of both determine the spatial and temporal variability of MJO formation in
the western Indian Ocean. Finally, it has been demonstrated that it is possible to use the
Aquarius and SMOS satellites in the Agulhas current region to potentially estimate
surface salt transport at higher spatial resolutions and frequencies than currently possible
using Argo floats and moored buoys.
While this dissertation has addressed several important physical processes across
the Indian Ocean and how salinity plays a role in their variability, there are several
related problems that must be addressed in future research work. The synthesis of
satellite-derived SSS and in situ subsurface data was novel and suggested interesting
properties of the tropical Indian Ocean, but the methodology still requires validation.
Several future ship-based research projects may be suitable candidates for analyses of the
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top 5 m of the water column using moorings, gliders, and specialized floats. If these in
situ data collection methods can show that there is in fact high salinity stratification in the
top 5 m of the water column that Argo cannot observe, the methodology introduced in
Chapter 4 could be an integral way in which satellite-derived SSS can be used to better
estimate mixed layer depth in numerical forecasting models. Also, Chapter 5 sufficiently
validated the Aquarius and SMOS SSS data, but it did not actively use these new tools to
estimate surface salt flux from the southern Indian to the southern Atlantic through
Agulhas leakage. Such an analysis should be performed and compared with the moorings
currently in place to estimate this leakage. If results are promising, this could be an
important way to monitor this essential area that currently does not receive sufficient
attention because it is at higher latitudes in the southern hemisphere. To conclude, future
work should continue to push the capabilities of these satellite-derived SSS datasets to
demonstrate their usefulness in future research work and operational projects.
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