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Abstract
The construction of Atiyah, Drinfeld, Hitchin, and Manin [AHDM78] pro-
vided complete description of all instantons on Euclidean four-space. It was
extended by Kronheimer and Nakajima to instantons on ALE spaces, resolu-
tions of orbifolds R4{Γ by a finite subgroup Γ Ă SUp2q. We consider a similar
classification, in the holomorphic context, of instantons on some of the next
spaces in the hierarchy, the ALF multi-Taub-NUT manifolds, showing how
they tie in to the bow solutions to Nahm’s equations [Che09] via the Nahm
correspondence. Recently in [Nak18a] and [NT17], based on [Nak03], Naka-
jima and Takayama constructed the Coulomb branch of the moduli space of
vacua of a quiver gauge theory, tying them to the same space of bow solutions.
One can view our construction as describing the same manifold as the Higgs
branch of the mirror gauge theory [COS11]. Our construction also yields the
monad construction of holomorphic instanton bundles on the multi-Taub-NUT
space for any classical compact Lie structure group.
1 Introduction
This paper is concerned with the study of instantons with classical structure
groups on a multi-Taub-NUT manifold (described in Section 2.1). These play
central role in the geometric Satake correspondence relating affine Grassman-
nian of a reductive group to the representation theory of its Langlands dual
group [BFN19, Nak18b] and in the physics view of the geometric Langlands
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duality for complex surfaces [Wit10b, Wit10a]. In string and M theory they
govern the effective dynamics of the Chalmers-Hanany-Witten brane configura-
tions [Che09, Wit09]. They also hold key to the numerous aspects of supersym-
metric quantum gauge theory: the study of its ’t Hooft operators [BDM18], su-
persymmetric boundary conditions [GW09], its spaces of vacua [CK98, NT17],
and the gauge theory mirror symmetry [IS96, AHI`97, COS11]. There is a re-
cent construction [Nak18a], using the reflection functors of [Nak03], describing
the moduli spaces of instantons with classical structure groups, is particular
for instantons on Asymptotically Locally Euclidean (ALE) spaces. An inter-
esting physics construction of the moduli space of SOp8q instantons on ALE
space can be found in [Tac14]. Our focus is on a different base space, called
multi-Taub-NUT, which is a prototypical Asymptotically Locally Flat (ALF)
space.
Instantons on ALF spaces have been studied by various authors. For instan-
tons with trivial asymptotic holonomy, notably, Etesi and Hausel constructed
one instanton on Taub-NUT [EH01] and on multi-Taub-NUT [EH03], Etesi
[Ete13] established integrality of the L2 curvature norm, Etesi and Szabo in
[ES11] found the moduli space of one instanton and described the correspond-
ing holomorphic bundles on the twistor space, and Etesi and Jardim in [EJ08]
use the Hausel–Hunsicker–Mazzeo compactification to find the dimension of
the instanton moduli space. All of these results assume that the instantons
has trivial asymptotic holonomy; here we focus on the case of instantons with
generic asymptotic holonomy.
The multi-Taub-NUT manifold TNk maps to R3, with a circle as generic
fibre. The boundary conditions for instantons on the Taub-NUT mimic those of
the R3 (Bogomolny) monopoles, and indeed a lot of the structures we consider
have a strong filiation with the ones brought to light for monopoles. For
example, there is a Nahm correspondence, tying the instanton to a solution
of the Nahm equations; the difference here being that we will be dealing with
solutions on a circle (or, rather, a bow to be exact), exhibiting a peculiar sort
of quasi-periodicity, rather than solutions on an interval.
The Taub-NUT manifolds are also hyperka¨hler; as such they have a twistor
transform, tying the instantons on the manifold to holomorphic objects on an
associated twistor space, which is (differentiably) TNk ˆ P1. Furthermore,
(via a well trodden, if in this case conjectural, path) there is a Kobayashi-
Hitchin correspondence, which says that the instantons are determined by their
restriction as holomorphic objects on the twistor space to a single twistor fibre
over P1; this is equivalent to just keeping on TNk the B operator defined by
the instanton corresponding to one fixed complex structure in the hyperka¨hler
family. Such twistor and Kobayashi-Hitchin correspondences hold also on the
Nahm side. Schematically, borrowing from our previous paper [CH19], there
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is a diagram of bijective correspondences:
¨˚
˚˝ Solns tothe ASD
equation
on TNk
‹˛‹‚ ÐÑ
¨˚
˚˝ Holom.vector bundles
on TNk ˆ P1
+ conditions
‹˛‹‚ ÐÑ
¨˝
Holom. stable
vector bundles
on TNk
‚˛
Up
İ§§ §§đDown İ§đ İ§đ
¨˝
Bow Solns:
Solns to Nahm’s Eqs
+ Linear Data
‚˛ ÐÑ
¨˚
˚˝ Spectraldata
on TP1
` conditions
‹˛‹‚ ÐÑ
¨˝
Holomorphic
bow complex
data on P1
‚˛
The difference here is that we deal with any multi-Taub-NUT space TNk,
not just the ordinary (first) Taub-NUT, and, significantly, with all classical
groups as gauge groups. The items in the left hand and middle columns encode
in varying degrees of explicitness full solutions; the data on the righthand side
require solving a variational problem to recover an instanton, and so do not
tell us much about actual solutions; they are much easier to classify, and so
inform us about moduli. More explicitly, on the various components:
• Along the top row, the correspondence between the left hand side and the
middle is the twistor correspondence, saying that a connection is anti-
self-dual iff it defines an integrable B operator for each of the complex
structures of the hyperka¨hler family; in this case to make the correspon-
dence more explicit, the analytical work of [CLHS16] should give the
necessary vanishing theorems.
• The twistor construction considers all complex structures; the map from
the middle to the right hand side on the top just keeps one of them, and
extends the bundle to a compactification; this is done here.
• The correspondence between the left and the right along the top row is the
Kobayashi-Hitchin correspondence. The map from left to right is mostly
forgetting structure, (just keeping the p0, 1q part of the connection) and
compactifying; this is considered below. The correspondence from right
to left is for this case conjectural, but there is a well established pattern
of these results, following on the work of Donaldson [Don85], Uhlenbeck-
Yau [UY86] and Simpson [Sim88], and several others.
• Along the bottom row, the left to middle correspondence is the well
known linearization of Nahm’s equations following Hitchin’s original work
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[Hit83], as extended to multiple intervals in [HM89]. The bottom row,
between left and right is again the Kobayashi-Hitchin correspondence for
Nahm’s equations, showing that a solution to Nahm’s equations with the
appropriate boundary behaviour is encoded by its holomorphic part, a
“Nahm complex”, following the pattern established for Euclidean mono-
poles [Don84], [Hur89] . For the case at hand, this is established now by
a recent paper of Nakajima and Takayama [NT17], so that the bottom
row is indeed a set of equivalences.
• The top and bottom rows, on the left, are linked by the Nahm transform;
in our current case, this is currently being studied in [CLHS].
We will focus mostly on the right-hand side of the diagram, top to bottom.
While we will be establishing just the bijectivity of the maps, we note that the
maps in question are all obviously continuous and holomorphic . For a Upnq
gauge group, we will be establishing a bijection between
• Holomorphic vector bundles E (with extra structure) on a compactifica-
tion X of the multi-Taub-NUT TNk, as described in Theorem 3.1, arising
from an instanton on the Taub-NUT;
• Sheaves Qin´i, i “ 0, .., n, P in´i´1, i “ 0, ..., n´ 1, on the Riemann sphere,
(defining in addition an auxiliary sheaf R on X), and maps between the
sheaves, as explained in Propositions 3.8 and 4.3.
The structures of the sheaves P,Q, and the maps between them, encode
in a fairly natural way the Nahm complex, the holomorphic part of the solu-
tion to Nahm’s equations, with appropriate boundary conditions; in our case
these solutions live on a sequence of intervals, arranged along a circle; this
is the subject of Sections 4.5 and 4.6. In our context, the appropriate solu-
tions to the Nahm equations (with the boundary linear data) are referred to
as bow solutions, and the associated Nahm complex is referred to as a bow
complex. The work of [NT17] turns these bow complexes into unique bow
solutions, as expounded in [Che10], and so establishes the Hitchin-Kobayashi
correspondence in this particular case.
Taking resolutions of the sheaves P,Q and of the maps between them also
gives us a family of matrices from which one can construct a monad description
of the bundle E and its auxiliary structure. This theme of reducing the study
of instantons and monopoles, in particular their moduli, to algebraic data,
and to solutions of ordinary differential equations, has quite a history, with
the original work of Nahm, Hitchin, and Donaldson on monopoles [Nah80,
Nah84, Hit82, Hit83, Don84]; further work of Murray and Hurtubise-Murray
extending this to the classical groups [Mur83, HM89, Hur89]; then of Jarvis
for arbitrary compact groups [Jar98b, Jar98a]; the beautiful extension of these
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ideas by Kronheimer and Nakajima to instantons on Asymptotically Locally
Euclidean (ALE) spaces [KN90]; the passage from monopoles to calorons using
the monad description of Charbonneau and Hurtubise [CH08]; and the bow
construction of Upnq instantons on Asymptotically Locally Flat (ALF) spaces
[Che10, Che11] and its monad description [CH19]. This is but a partial list.
Many of the techniques of these earlier papers reappear here.
All this work, however, has its roots in the pioneering paper of Atiyah,
Hitchin, Drinfeld and Manin [AHDM78]. It is therefore both an honour and a
pleasure to have our work appear in a volume in memory of Michael Atiyah,
whose mathematics, in its constant search for deep and interesting connections,
and its simultaneous aesthetic sense, is a model for us all.
2 The Taub-NUT manifolds
2.1 The manifolds
The multi-Taub-NUT manifolds TNk are the basic examples of ALF (Asymp-
totically Locally Flat) hyperka¨hler four-manifolds. They are constructed by
choosing an S1 bundle over R3 minus k points p1, ..., pk, which is isomorphic to
the Hopf (tautological) bundle H “ S3 Ñ S2 on spheres surrounding each of
the points pi; over a sphere surrounding all of the points, it is then isomorphic
to the kth power Hk of the tautological bundle. The multi-Taub-NUT manifold
TNk is obtained from this S
1-bundle by glueing in single points q1, ..., qk over
each of the p1, ..., pk. The local model for this is the Hopf map B
4 Ñ B3. The
result is a four-manifold
pi : TNk Ñ R3.
There is a commutative diagram
Hk Ñ TNkztq1, ..., qku Ñ TNk
Ó Ó Ó
S2 Ñ R3ztp1, ..., pku Ñ R3.
(1)
Here the S2 is a sphere out near infinity in R3. We have the following lemma,
giving the basic topological invariants of TNk and of Hk:
Lemma 2.1. • pi1pTNkq “ H1pTNk,Zq “ H1pTNk,Zq “ 0;
• H2pTNk,Zq “ H2pTNk,Zq “ Zk´1; a natural basis for H2pTNk,Zq is
given by the inverse images γi of segments joining pi to pi`1, i “ 1, ..., k´
1.
• pi1pHkq “ H1pHk,Zq “ Z{kZ, H1pHk,Zq “ 0;
5
• H2pHk,Zq “ 0;H2pHk,Zq “ Z{kZ;
• The diagram (1) gives, on the level of H2p¨,Zq:
Z{kZ p1,...,1qÐ Zk´1 “ Zk´1
Ò ÒM Ò
Z p1,...,1qÐ Zk Ð 0
In the dual of the basis given above for H2pTNk,Zq and the natural basis
for H2pR3´tp1, ..., pku,Zq given by the duals of small spheres around the
pi, choosing suitable orientations, the map M is given by the matrix¨˚
˚˝´1 1 0 ... 0 00 ´1 1 ... 0 0
.. .. .. ..
0 0 0 ... ´1 1
‹˛‹‚
The proof uses the fact that one has a covering space HÑ Hk, the universal
coefficients theorem relating homology and cohomology and the Mayer-Vietoris
sequences giving the construction of TNk inductively from R4 “ TN1 and
TNk´1.
To get a hyperka¨hler manifold, one must of course give the metric. This
is done via the Gibbons-Hawking ansatz, which will give us a manifold with
an S1-triholomorphic action. The orbits of this action tend asymptotically to
circles of a constant length: explicitly there are local coordinates pt1, t2, t3, θq P
R3 ˆ r0, 2piq in which the action of S1 by a linear shift in θ is isometric, and
the metric locally has the Gibbons-Hawking form [GH78]:
ds2 “ V ptqd~t 2 ` pdθ ` ω q
2
V ptq , (2)
with
V ptq “ ``
kÿ
i“1
1
2|~t´ ~pi| ,
where ` ą 0 is a fixed parameter determining the asymptotic size of the S1
and the local one-form ~ω ¨d~t appearing in the metric is related to V by BBtiV “
ijk
B
Btj ωk. The local S
1 fibre coordinate θ is identified with θ`2pi and it is a local
coordinate in a chart pi´1pUq over a contractible region U in R3ztp1, ..., pku.
Note, that although θ and ω “ ~ω ¨ d~t are local, the one-form dθ ` ~ω ¨ d~t is a
global one-form dual to the isometry generating vector field BBθ .
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2.2 Twistor spaces
The Taub-NUT manifolds are hyperka¨hler, and so have a Riemann sphere’s
worth of complex structures; these get encoded in a twistor space which is, as
a differentiable manifold, Z “ TNkˆP1. It is a holomorphic fibration Z Ñ P1
with fibre TNkpζq, the manifold equipped with the complex structure Iζ , over
ζ P P1. This space Z lies above the complex surface S that is the total space of
ρ : Op2q Ñ P1; S is called the mini-twistor space of R3; its points are oriented
lines in R3, with coordinates pη, ζq corresponding to ηB{Bζ P Op2q “ tP1.
Referring to Hitchin’s paper [Hit82] the twistor correspondence gives for a
point pt1, t2, t3q in R3, the complex section of the fibering ρ : S “ Op2q Ñ P1
η “ xpζq :“ pt1 ` it2q ´ 2t3ζ ` p´t1 ` it2qζ2.
where ζ is a coordinate in P1 and η the fibre coordinate.For example, η “ pipζq
is a section of Op2q corresponding to ~pi P R3. The surface S “ TotOp2q has
lying above it line bundles Lµ, whose transition functions from ζ ‰ 0 to ζ ‰ 8
are given by exppµη{ζq. We set Lµpjq :“ Lµ b Opjq, and take over S the
subbundle T of conics lying inside the rank two bundle Lαpkq ‘ L´αpkq given
over ζ ‰ 8 by
T “ tpξ, ψq P pLαpkq ‘ L´αpkqq|pη,ζq| ξψ “
kź
i“1
pη ´ pipζqqu.
Over the line l in R3 corresponding to pη, ζq P S, the conic is either a cylinder
(if all pi are disjoint from l) or the union of two disks at a point (if one pi P l)
or a chain of a disk, a chain of P1’s, and another disk, if several of the pi P l. In
all cases, the two end annuli are metrically asymptotic to cylinders of radius
2pi{?`.
Fixing a complex structure (for convenience, say ζ “ 0) there is a complex
surface projecting to the η line:
TNkp0q “ tpξ, ψ, ηq P C3| ξψ “
kź
i“1
pη ´ pip0qqu.
Without loss of generality, we presume all zi “ pip0q “ p1j ` ip2j distinct;
otherwise, we just shift ζ “ 0 to another value.
2.3 Compactifying the conics
We now build a holomorphic compactification X of TNkp0q by
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• Adding a point to each end of each conic over the plane η P C; this turns
our cylinders over η ‰ zi into Riemann spheres or, over η “ zi, into
chains of two Riemann spheres; call this space X0,
• Adding an extra P1 over η “ 8, compactifying X0 to X.
The space X0 is obtained from P1 ˆC by blowing up k points pψ, ηq “ p0, ziq;
X in turn, can be obtained from PpOpkq ‘Oq over P1 by blowing up k points
ppψ, φq, ηq “ pp0, 1q, ziq. Set ξ “ φ ¨śki“1pη ´ ziq.
The resulting pi : X Ñ P1 then has
• An “infinity divisor” C8, the proper transform of the section pψ, φq “
p0, 1q; this has self-intersection 0.
• A “zero divisor” C0 given by φ “ 0; this has self-intersection ´k.
• A generic fibre F of the original ruled surface, with self intersection 0.
• Exceptional fibres Di “ Di,ξ YDi,ψ given as the inverse image pi´1pziq in
X of zi under pi. Both Di,ξ and Di,ψ have self-intersection ´1. One has
Di,ξ X C0 “ 1, Di,ξ X C8 “ 0, Di,ψ X C0 “ 0, Di,ψ X C8 “ 1.
The complex curves F,Di,ψ, Di,ξ, C0, C8 are all projective lines. We have that
ψ “ 0 on C8 Y pYki“1Di,ψq, and ψ “ 8 on C0; the function ξ, in turn, is zero
on C0 Y pYki“1Di,ξq, and infinite on C8.
<latexit sha1_base64="d Ih93ZHJ3eqBsCHWAiylK+fmJFE=">AAAF13icnVTPb9Mw FM62Fkb5tcGRS8Q2aSCripNK7FJp0hCC25DYD7ROle06r VvHsRxnWrEibogrfx4HLvwlvKQZY1sHKpbz5Lz3ff7s92 xTLUVmg+D70vJKo3nn7uq91v0HDx89Xlt/cpiluWH8gKU yNceUZFwKxQ+ssJIfa8NJQiU/opO9Mn50xk0mUvXBTjU/ TchQiVgwYsHVX1/56fs9yodCuTiJYyF54WI+VUND9Kho+ VW7BFTul8V2GAYI7wQvWj1w2lQ7i5ENUYJRAjZCFnqnqK I0tTZNHMWIhohhxMBGiEKvAZLH1kmMNEYyRDJCGmwdM2 I4ss5gxDEyITIR4mDroNMjomDuwgFPYCTARkh0AHkDEKE xRuMQjWEAgGgGiA3nn3iNlUQoVAl2gzYsgVAu25kY8G65 wtl/d3OvH2wWjnYQxcWCxJ5QsZ0Cu0xW59/synlBf3NJp 2V+i9bWHH50mzrQdSaAbMrcz9W+lfu673DvXBSldFmg/2 CDdkmHOtlwYXpYi8PhGc9P+t/ZtTickGRx+uRCHA7O4ju f/BaP4FpAzfxyAs2VsyPBJrP5zlxN6MlBarNNJNukGwVA Cgt/VmZxHVMFL64nV4M/Lmfr0lPd51Z/bSNoB1Xzbw5wP djw6rbfX/vRG6QsT7iyTJIsO8GBtqeOGCtYOWEvz7gmbE KG3FVPUOFvgWvgx6mBT1m/8l7BkSTLpgkFZELsKLseK53 zYie5jXdOnVA6t1yxmVCcS9+mfvme+QNhOLNy6hPGYL05 sbAONiKGMAvv3hWd8mFLdAH5wNd3f3NwGLZx1A7edzZ2t +vMrHrPvOfetoe9V96u99bb9w481njXSBvnjWnzY/Nz80 vz6wy6vFRznnpXWvPbL1yZ584=</latexit>
Lemma 2.2. • pi1pXq “ H1pX,Zq “ H1pX,Zq “ 0;
• H2pX,Zq “ H2pX,Zq “ Zk`2; a basis for H2pX,Zq is given by the curves
C8, F,Di,ξ, i “ 1, ..., k.
• The inclusion TNk Ñ X induces on second homology a map, given in the
bases γi for H
2pTNk,Zq, and C0, F,Di,ξ, i “ 1, ..., k for H2pX,Zq, by the
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matrix ¨˚
˚˚˚˚
˚˚˚˚
˚˝˚˚
0 0 0 ... 0 0
0 0 0 ... 0 0
´1 0 0 ... 0 0
1 ´1 0 ... 0 0
0 1 ´1 ... 0 0
0 0 1 .... 0 0
... ... ... ... ..
0 0 0 ... 1 ´1
0 0 0 ... 0 1
‹˛‹‹‹‹‹‹‹‹‹‹‹‚
Remark 2.3. A very useful compactification of the multi-Taub-NUT as a smooth
differential manifold is given by Hausel, Hunsicker, and Mazzeo in [HHM04].
This compactification adds one point at infinity for each direction in the base
R3. In particular, the HHM compactification of the Taub-NUT, TN1, is P2.
This compactification is the one used in [EJ08] to compute the dimension of
the instanton moduli space. Unfortunately, this compactification is not really
compatible with the complex structures of the Taub-NUT. For this reason we
employ the compactification X specified above.
3 Instantons on TNk
Let E0 be a Upnq-bundle over TNk with a first Chern class c1pE0q “ řk´1i“1 riγi˚
in H2pTNk,Zq, where γi˚ are the classes dual to the γi. We consider Upnq
instantons on E0, that is connections ∇ on E0 with curvature having finite
L2 norm and generic asymptotic holonomy, as defined in [CLHS16], i.e. there
exists a ray in the base R3 such that there is a limit, going to infinity over
the ray, of the holonomy of the instanton connection around the S1 fibres of
TNk Ñ R3, along the ray, and that this limit is regular. For Upnq structure
group these conditions imply [CLHS16, Thm. 22] that there exist local frames
such that the connection one form has the form
A “ ´i diag
ˆ
pλj ` mj
2r
qdθ ` ω
V
´ mj
k
ω
˙
`Op 1
r2
q,
where λj are real, expp2piiλj{`q are distinct, and the mj are integers called
monopole charges. There are also good asymptotic curvature bounds, of order
1{r2.
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3.1 Abelian instantons
The Taub-NUT has a continuous family of basic Up1q instantons with a glob-
ally defined connection one-form
as “ isdθ ` ω
V
,
for s P R. These instantons are on line bundles which are trivial. More
generally, one has connection one-forms locally of the form
aH “ ipHdθ ` ω
V
´ ηHq, (3)
with dηH “ ˚dH and H harmonic on R3, with simple poles at the ~pi, and
integer/2 polar parts at these points:
H “ s`
kÿ
i“1
ni
2|x´ pi|
These are essentially Dirac monopoles [Kro]; they are defined over bundles
Ls “ Ls b bσRσbnσ of degree ni`1 ´ ni on the cycles γi. Expanding around
infinity, one has
H
V
“ ps`
řk
i“1 ni
2r
qp`´1p1´ k
2r`
qq `Opr´2q “ s
`
` ´
sk
` `
řk
i“1 ni
2`r
`Opr´2q,
and so the dθ term of the connection matrix is
aHpB{Bθq “ ips
`
` ´
sk
` `
řk
i“1 ni
2`r
q `Opr´2q.
In this trivialization, the connection has limiting dθ term i s` . (Local)
changes of trivialization of the form ein0θ near infinity transform the con-
nection, giving integer shifts in the leading term s` of the dθ portion of the
connection, while the subleading r´1 term is an invariant; this amounts to
twisting by the (trivial) lift of the line bundle Opn0q from the two-sphere.
Note then that even after this transformation
kpleading termq ` 2`pr´1termq “ kn0 `
kÿ
i“1
ni
is an integer, a magnetic charge m “ kn0 ` řki“1 ni. It is not an invariant,
but depends on the trivialization, and so does the normalisation of the leading
term. One can, for example, normalise s` to lie in r0, 1q, which then fixes the
magnetic charge. See [CLHS16].
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3.2 Upnq instantons
The generic asymptotic holonomy assumption implies an asymptotic reduction
of the Upnq gauge group to its maximal torus Up1qn, given as the stabilizer
of the holonomy along the θ-direction. Changes in trivialisation of the form
exppdiagpniqθq shift the asymptotic limits of the connection in θ (logarithms
of the holonomy) λj{` by integers; this also modifies the 1{r terms of the
connections, as for the Abelian case. We normalise so that
0 ď λ1{` ă λ2{` ă ... ă λn{` ă 1 (4)
With this, the monopole charges mj become fixed.
The anti-selfduality equations give us a holomorphic vector bundle over
TNk. We would like to extend this to a bundle over X. This involves extending
first along the lines η “ constant, and then moving out to η “ 8.
For extending from a family of cylinders to a family of spheres, let us briefly
consider a model case, a line bundle with a unitary connection i s`dθ along a
cylinder coordinatized by ξ “ reiθ. Changing trivializations by pξξqs kills the
p0, 1q component of the connection; we are then in a holomorphic gauge, which
we can then extend to ξ “ 0; the norm of the holomorphic section decays as
pξξqs. This holomorphic extension applies more generally to our situation:
Theorem 3.1. Let pE0,∇q be a Upnq instanton on TNk, with asymptotic
eigenvalues λi{` of the logarithm of the θ-holonomy normalized in a gauge at
infinity as in (4): 0 ď λ1{` ă λ2{` ă ... ă λn{` ă 1, with magnetic charges
mj, and with c1pE0q “ ři riγi˚ . Then E0 extends to a holomorphic vector
bundle E over X, where
• E is trivial on the generic fibre of pi : X Ñ P1, in particular the fibre of
η “ 8.
• E|C0 is filtered by a full flag of subbundles E0,1 Ă E0,2 Ă ...E0,n “ E,
with degE0,i “ m1 ` ...`mi,
• E|C8 is filtered by a full flag of subbundles E8,1 Ă E8,2 Ă ...E8,n “ E,
with E8,i trivial.
• The first Chern class of E is řniDi,ξ, with
m “
nÿ
j“1
mj “
kÿ
j“1
nj , nj`1 ´ nj “ rj , j “ 1, .., k ´ 1.
• The second Chern class m0 “ m0pEq is determined by a curvature L2
norm, as in [CLHS16].
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Proof. We first extend to ξ “ 0, ψ “ 0, away from η “ 8. This follows
in a straightforward way the proof given by Biquard [Biq97], in his work on
parabolic bundles, using the decay estimates of [CLHS16]. One can also see
[CH19a], for a case where the base is asymptotically a cylinder, similarly to
here, and in which the holomorphic extension is discussed at length. The
argument basically shows that our passage to holomorphic basis given in our
model problem holds more generally. Along each eigenspace of the angular
portion of the connection, the passage to a holomorphic trivialisation gives
an asymptotic growth (or decay) of pξξqλj{`, where λj is the eigenvalue. Thus
different eigenvalues give different rates, which are incommensurable, and there
is a natural flag on the extension given by (maximal decay rate) Ă (next to
maximal decay rate) Ă ..., as is standard for parabolic bundles. Note that the
two extensions at ξ “ 0 and ψ “ 0 (essentially, ψ “ 0 corresponds to ξ “ 8)
flip the order of the eigenspaces, and so of the flag; we get a flag E0,j along
C0 corresponding to holomorphic sections of norm ă C|ξξ¯|
λj
` , and a flag E8,j
corresponding to holomorphic sections of norm ă C|ψψ¯|´λn´j` .
Now as one goes out to infinity in η, one has a bound (up to a constant) of
1{p|a|2`p|ξ|2`|ψ|2qq for the curvature along η “ a, by the work of [CLHS16].
For the bundle to be non-trivial, on a line, one would need a positive sub-bundle
on that line, and which must have enough curvature for a positive Chern class;
since curvature on holomorphic subbundles is bounded above by curvature on
the whole bundle, this means that the integral of the norm of the curvature on
the bundle along the line should be large. On the other hand, the integral of the
curvature is bounded by a constant times 1{|a|, meaning that for a sufficiently
large any holomorphic subbundles must be of zero or negative degree; the
bundle is then trivial on the line. In a similar fashion, the flags at both ends of
the cylinders have to be transversal in a global trivialization, as the asymptotic
trivialisation becomes asymptotically flat along the line η “ a, aÑ8.
Now trivialize the bundle and the flag along C8; this also trivializes the
bundle on the set |η| ą R. To this, one can then glue in a trivial bundle (and
flag) on the product of a disk times P1 to extend the bundle to X, with, in
particular, the bundle being trivial over η “ 8.
For the first Chern class c1pEq, the group H2pX,Zq, by Lemma 2.2, is
generated by a fibre F8, the curve C8 and the exceptional divisors Dj,ξ. Write
c1pEq as nFF8 ` n8C8 `řniDi,ξ; the first Chern class of the restriction of
the bundle to a divisor D is given by the intersection of c1pEq with D. By
construction, our bundle is trivial on C8, and on the generic fibre F ; this
forces nF “ n8 “ 0. In the compactified X, γj “ Dj`1,ξ ´ Dj,ξ. This gives
γi˚ “ D1,ξ `D2,ξ ` ... `Di,ξ, up to a multiple of
ř
iDi,ξ On the other hand,
we already had that as a bundle on TNk, c1pE0q “ řk´1j“1 rjγj˚ ; (implying
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nj “ řk´1i“j ri, j “ 1, .., k ´ 1, again modulo řiDi,ξ, and so nj ´ nj`1 “ rj )
One can add the same integer to each of the ni, and still have the same first
Chern class of E0. On the other hand, the restriction of E to the divisor C0
has first Chern class
m “
nÿ
j“1
mj “
kÿ
j“1
nj .
The second Chern class is computed in [CLHS16].
In the Abelian case, one can be a bit more specific on the extension of the
instantons (3):
Proposition 3.2. The instantons (3) yield holomorphic line bundles Opřipni`
n0qDi,ξq over X.
Proof. Indeed, here we get a line bundle, trivial on the generic fibre F , and
also on C8; on the other hand, it has degree ni`1 ´ ni on the cycles γi “
Di`1,ξ ´Di,ξ, giving Opřipni ` n0qDi,ξq for some n0.
3.3 Grothendieck-Riemann-Roch calculations, and
some direct image sheaves
We compute some characteristic classes for our bundle E, some related sheaves
Eij , as well as some direct image sheaves Q
i
n´1, P in´i´1, defined below.
We have for the characteristic classes of the tangent bundle of X
c1pXq “ p´k ` 2qF8 ` 2C8 `
ÿ
i
Di,ψ, c2pXq “ p4` kqpt,
where pt is the point class in homology, dual to the top class in cohomology.
This gives for the Todd class
TdpXq “ 1` c1
2
` c
2
1 ` c2
12
“ 1` p´k ` 2qF8 ` 2C8 `
ř
iDi,ψ
2
` pt.
The Chern character of E in turn is
chpEq “ n` c1pEq ` c1pEq
2 ´ 2c2pEq
2
“ n`
ÿ
i
niDi,ξ ` ´2m0 ´
ř
i n
2
i
2
pt.
Therefore
chpEp´C0qq “ chpEq ¨ chpOp´C0qq “ chpEq ¨ p1´ C0 ´ k
2
ptq
“ n` r
ÿ
i
niDi,ξ ´ nC0s ` r´
ř
i n
2
i
2
´m0 ´
ÿ
i
ni ´ nk
2
spt.
13
and so
chpEp´C0qqTdpXq “ n`r
ÿ
i
niDi,ξ´nC0`npp´k ` 2qF8 ` 2C8 `
ř
iDi,ψ
2
qs
` r´
ř
i nipni ` 1q
2
´m0spt.
Taking the integral along the fibre pi˚ to P1, one has for the Chern character
of pi!pEp´C0qq:
0` r´
ř
i nipni ` 1q
2
´m0spt.
Definition 3.3. Set
Qn0
def“ R1pi˚pEp´C0qq
Since E is trivial on the generic line, the zeroeth direct image of Ep´C0q
vanishes; the first direct imageQn0 is then a torsion sheaf with length
ř
i nipni`1q
2 `
m0.
Definition 3.4. The subsheaves Eji of E are defined by the exact sequence
0 Ñ Eji Ñ E Ñ pE|C0{E0,iq ‘ pE|C8{E8,jq Ñ 0.
These are the subsheaves (they are locally free, hence bundles) of sections
of E taking values in the i-th component of the flag over C0 and the j-th
component of the flag over C8. The indices i, j can be zero; taking values in
the 0-th component of the flag simply means that the section vanishes at the
point.
We begin by looking at En´ii . The sheaves pE|C0{E0,iq, pE|C8{E8,n´iq are
supported over C0, C8 respectively; pE|C0{E0,iq, as a smooth vector bundle
over C0 is a sum of bundles
řn
j“i`1Opmjq; pE|C8{E8,n´iq in turn is trivial
over C8. From the sequence
0 Ñ OpmD1,ξ ´ C0q Ñ OpmD1,ξq Ñ Opmq|C0 Ñ 0,
one finds chpOpmq|C0q “ 0`C0 ` pm` k{2qpt; similarly chpO|C8q “ 0`C8.
This then gives
chpEn´ii q “ chpEq ´
nÿ
`“i`1
pC0 ` pm` ` k{2qptq ´
iÿ
j“1
pC8q
“ n` p
ÿ
j
njDj,ξ ´ pn´ iqC0 ´ iC8q
`
˜´řj n2j
2
´m0 ´
nÿ
`“i`1
m` ´ pn´ iqk
2
¸
pt,
14
and so
chpEn´ii qTdpXq “ n`
˜ÿ
j
njDjξ ´ pn´ iqC0 ´ iC8
` npp´k ` 2qF8 ` 2C8 `
ř
iDi,ψ
2
q
¸
`
˜´řj njpnj ´ 1q
2
´m0 ´
nÿ
`“i`1
m`
¸
pt.
Projecting to P1, this give chppi!pEn´ii qqTdpP1q “ chppi!pEn´ii qqp1` ptq:
0``´řj njpnj ´ 1q
2
´m0´
nÿ
`“i`1
m`
˘
pt “ 0``´řj njpnj ` 1q
2
´m0`
iÿ
`“1
m`
˘
pt,
recalling that
ř
i ni “
ř
`m`.
Definition 3.5. Set
Qn´ii
def“ R1pi˚ppEn´ii qq
Since the zeroth direct image vanishes, the first direct image Qn´ii is a
torsion sheaf of lengthř
j njpnj ´ 1q
2
`m0 `
nÿ
`“i`1
m` “
ř
j njpnj ` 1q
2
`m0 ´
iÿ
`“1
m`.
Note that we have two limiting cases, the first being i “ 0, where we are
effectively computing the Chern character of pi!pEp´C0qq and so the length of
Qn0 , and the other being i “ n, where we are computing the Chern character
of pi!pEp´C8qq, and so the length of
Definition 3.6.
Q0n
def“ R1pi˚pEp´C8qq,
obtaining ř
j njpnj ´ 1q
2
`m0.
To reflect these limiting cases, we set
En0 “ Ep´C0q, E0n “ Ep´C8q. (5)
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Note that the difference in lengths between Qn0 and Q
0
n is
ř
i ni “
ř
`m`.
Now compute for En´i´1i ; the same computation yields
chpEn´i´1i qTdpXq “ n` p
´řj njpnj ´ 1q
2
´m0 ´ p
nÿ
`“i`1
m`q ´ 1qpt
` p
ÿ
j
njDjξ ´ pn´ iqC0 ´ pi` 1qC8 ` npp´k ` 2qF ` 2C8 `
ř
iDi,ψ
2
qq.
Again project to P1; one has the Chern character of pi!pEn´i´1i q#
p´1q ` p´
ř
j njpnj ´ 1q
2
´m0 ´
nÿ
`“i`1
m` ´ 1qpt
+
p1´ ptq
“ p´1q ` p´
ř
j njpnj ´ 1q
2
´m0 ´
nÿ
`“i`1
m`qpt
“ p´1q ` p´
ř
j njpnj ` 1q
2
´m0 `
iÿ
`“1
m`qpt.
Similarly, define
Definition 3.7.
Pn´i´1i
def“ R1pi˚pEn´i´1i q
Again the zeroeth direct image vanishes, and so the first direct image
Pn´i´1i is a rank one sheaf of degreeř
j njpnj ` 1q
2
`m0 ´
iÿ
`“1
m`.
Summarising:
Proposition 3.8. On P1pCq:
• Qn0 “ R1pi˚pEp´C0qq is a torsion sheaf of length
d0 “
ř
i nipni ` 1q
2
`m0;
• Q0n “ R1pi˚pEp´C8qq is a torsion sheaf of length
dn “
ř
j njpnj ´ 1q
2
`m0;
Qn0 and Q
0
n are isomorphic away from η “ zi;
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• Qn´ii “ R1pi˚pEn´ii q is a torsion sheaf of length
di “
ř
j njpnj ´ 1q
2
`m0 `
nÿ
`“i`1
m` “
ř
j njpnj ` 1q
2
`m0 ´
iÿ
`“1
m`,
• Pn´i´1i “ R1pi˚pEn´i´1i q is a rank one sheaf of degree
di “
ř
j njpnj ` 1q
2
`m0 ´ p
iÿ
`“1
m`q.
We note that the di must be positive or zero.
4 Resolutions and instanton bundles
4.1 Rebuilding E from the sheaves P,Q.
The previous section gave us sheaves Pn´i´1i , Q
n´i
i supported on P1 from the
bundle E. This section is devoted to showing that the sheaves Pn´i´1i , Q
n´i
i
and the natural maps between them actually encode the bundle E. In the
process, we will provide a description of our instanton bundles E which ties
them closely to the structure of the solutions to Nahm’s equations associated
to the instantons. A first step will be a resolution of the restriction of the lift
of E to the diagonal in the fibre product
X ˆP1 X
pi1
zz
pi2
$$
X
$$
X
zz
P1
(6)
over P1. The base coordinate here is η; one has fibre coordinates ξ˜, ψ˜ for the
first factor, ξ, ψ for the second, with ξ˜ψ˜ “ ξψ “ śipη ´ ziq. Let X∆ denote
the diagonal ξ˜ “ ξ, ψ˜ “ ψ. Let E˜si denote pi1˚ pEsi q, and let C˜, D˜, F˜ etc. denote
our usual divisors pulled back from the first factor, and C,D, F our divisors
pulled back from the second factor.
On X ˆP1 X we have a diagram
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E˜n0 p´C8q
‘
E˜0np´C0q
AÑ
E˜n0 p´C0q
‘
E˜n´10
‘
E˜n´21
‘
...
...
...
‘
E˜0n´1
‘
E˜0np´C8q
BÑ
E˜n0
‘
E˜n´11
‘
E˜n´22
‘
...
‘
E˜1n´1
‘
E˜0n
CÑ E˜|X∆ Ñ 0. (7)
Here A in essence just maps into the top and bottom sheaf, and is given by
A “
¨˚
˚˝˚˚ ξ ξ˜0 0
...
0 0
´ψ˜ ´ψ
‹˛‹‹‹‚.
The pn` 1qN by pn` 2qN matrix B, meanwhile, is given by
B “
¨˚
˚˚˚˚
˚˝
ψ ´1 0 0 ... 0 ξ˜
0 1 ´1 0 ... 0 0
0 0 1 ´1 ... 0 0
... ... ... ... ... ... ...
0 0 0 0 ... ´1 0
´ψ˜ 0 0 0 ... 1 ´ξ
‹˛‹‹‹‹‹‚,
where we understand each entry is a multiple of the N ˆ N identity matrix.
Note, that the maximal minors of B are, up to sign, products (recall that each
entry is a matrix) of ξ ´ ξ˜, ψ ´ ψ˜, or ξψ ´ ξ˜ψ˜ “ 0. The map C is simply the
sum of the entries.
Lemma 4.1. This is a (partial) resolution of E˜|X∆.
Proof. That the composition of two consecutive maps gives zero is straight-
forward; one has B ˝A “ 0, and the sum of the columns of B along X∆ gives
zero. Let us consider surjectivity for the image of B onto the kernel of the
projection to X∆. First, suppose that we are at a point where ξ ´ ξ˜ ‰ 0, and
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away from C˜8, C8, so that neither ξ, ξ˜ is infinite. Suppose that an element
H “ pα1, .., αn`1q of the third column satisfies řI αi “ 0 over X∆. We want
an element G “ pβ1, ...βn`2q mapping to H. Setting β1 “ 0, we find
βn`2 “pξ˜ ´ ξq´1
ÿ
i
αi
β2 “´ α1 ` ξ˜pξ˜ ´ ξq´1
ÿ
i
αi
β3 “´ α2 ´ α1 ` ξ˜pξ˜ ´ ξq´1
ÿ
i
αi
...
and so on; one sees also that the βi lie in the appropriate subspaces of E
over C˜0; also, that going to the limit pξ˜´ ξq “ 0, the expression remains finite.
Likewise, starting at a point where pψ´ψ˜q ‰ 0, and away from C˜0, C0, one can
in a similar way solve for H, setting βn`2 to start with, one obtains expressions
for H that extend to the locus pψ˜´ψq “ 0, and which have the right behaviour
over C˜8. Second, near the points of intersection C0X C˜8, C8X C˜0, remarking
that one must multiply the first and last columns of B by ψ´1, ξ´1 respectively
for the change in trivialisation, one again obtains surjectivity, essentially by
the same formulae.
Now let us consider an element G “ pβ1, ...βn`2q with BpGq “ 0. This
forces β2 “ β3 “ ...βn`1, as well as
ψβ1 ` ξ˜βn`2 “ ψ˜β1 ` ξβn`2 “ ´β2.
This, plus the relation ξψ “ ξ˜ψ˜, allows to write β1 “ ξa` ξ˜b, βn`2 “ ψ˜a´ψb
for suitable a, b. One checks that this allows for the suitable vanishing of the
components of βi over C0, C8.
Now define a sheaf S by
E˜n0 p´C8q
‘
E˜0np´C0q
A˜Ñ
E˜n0 p´C0q
‘
E˜0np´C8q
Ñ S Ñ 0, (8)
where A˜ “
ˆ
ξ ξ˜
´ψ˜ ´ψ
˙
is the first and last row of A. Our resolution is then
equivalent to
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0 Ñ
S
‘
E˜n´10
‘
E˜n´21
‘
...
...
...
‘
E˜0n´1
B˜Ñ
E˜n0
‘
E˜n´11
‘
E˜n´22
‘
...‘
E˜1n´1
‘
E˜0n
Ñ E˜|X∆ Ñ 0. (9)
Now take the direct image under pi2 of the sequences (8, 9). If one goes near
η “ 8, by Theorem 3.1, one is dealing with bundles trivial on each fibre, and
with flags that are transverse in the global trivialization; this ensures that the
zeroeth direct images of the first and second terms vanish near η “ 8, and so
vanish globally. For the first direct images of the sheaves E˜n´i´1i , E˜
n´i
i , because
of the diagram (6), one obtains the lifts from P1 of the sheaves Pn´i´1i , Q
n´i
i .
We denote these pull backs of the sheaves Qn´ii , P
n´i´1
i from P1 to X by the
same notation, dropping the pi2˚ . Pushing the sequence defining S to the second
factor of our fibre product yields the defining sequence
Qn0 p´C8q
‘
Q0np´C0q
R1pA˜qÝÝÝÝÑ
Qn0 p´C0q
‘
Q0np´C8q
Ñ R1ppi2q˚pSq def“ RÑ 0 (10)
with
R1pA˜q “
˜
ξ xMξ
´xMψ ´ψ
¸
(11)
where xMξ and xMψ describe the effect on cohomology of ˆξ : E0n Ñ En0 and
ˆψ : En0 Ñ E0n. Note then that the support of R is then included in the
support of the pullbacks of Qn0 , Q
0
n, so that R is a torsion sheaf.
Theorem 4.2. The resolution (9) gives under pushdown to the second factor
in the fibre product (6) the following short exact sequence (12) over X.
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R$$‘ Qn0
Pn´10
;;
##
‘
‘ Qn´11
Pn´21
;;
##
‘
‘ Qn´22
0 // E //
...
<<
""
... // 0
‘ Q1n´1
P 0n´1
;;
##
‘
‘ Q0n
R
;;
(12)
In this zig-zag diagram, each column defines a term in a short exact se-
quence; we have arrows only for non-zero maps between the terms of our ver-
tical sums; if there is no arrow, that component of the map is zero. The R at
the top and the bottom of the diagram are identified; the repetition is to avoid
crossing arrows. The map R Ñ Qn0 ‘ Q0n, referring to 10, is induced by the
21
map Qn0 p´C0q ‘Q0np´C8q Ñ Qn0 ‘Q0n given by˜
ψ xMξ
´xMψ ´ξ
¸
. (13)
The result follows from the fact that the relevant zeroeth direct images
vanish for the resolution (9), using the GRR calculations in 3.3 above. Note
that multiplying (13) on the right by R1pA˜q gives a diagonal matrix with entries
ξψ ´ xMξxMψ, ξψ ´ xMψxMξ which acts by zero; this holds as a consequence of
the relation ξψ “ ξ˜ψ˜ “ η on the fibre product, recalling that the support of
Q0n, Q
n
0 is a divisor.
4.2 The structure of the sheaves P,Q
Again, recall that our sheaves Qn´ii , P
n´i´1
i are pulled back from P1; again, we
denote the sheaf on P1, and its pull back to X by the same symbol, to lighten
notation.
We saw in the preceding section that the sheaves P,Q (and the sheaf R
derived from them) determined a bundle E. The aim now is to determine the
structure of the sheaves P,Q that will give back a suitable instanton bundle
E. We summarise next some of the properties of these sheaves
Theorem 4.3. • The sheaf Qn´ii , i “ 0, .., n is a torsion sheaf over P1,
supported away from η “ 8; it has length
di “
ř
j njpnj ´ 1q
2
`m0 `
nÿ
`“i`1
m` “
ř
j njpnj ` 1q
2
`m0 ´
iÿ
`“1
m`,
• The sheaf Pn´i´1i , i “ 0, .., n´ 1 is a rank one sheaf over P1, of degree
di “
ř
j njpnj ` 1q
2
`m0 ´ p
iÿ
`“1
m`q.
• There are exact sequences of maps between the sheaves
0 Ñ Opmiq ÑPn´i´1i Ñ Qn´i´1i`1 Ñ 0, (14)
0 Ñ O ÑPn´i´1i Ñ Qn´ii Ñ 0. (15)
(Note that this implies that the torsion locus of the Pn´i´1i must lie in
the intersection of the supports of Qn´i´1i`1 and Q
n´i
i .)
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• Building the sheaf R from (10) and (11), and then setting
P “ p‘n´1i“0 Pn´i´1i q ‘R, Q “ ‘ni“0Qn´ii ,
we have that for all x P X, the map of Tor-groups Tor1pCx,Pq Ñ
Tor1pCx,Qq induced by B˜ is injective.
Any such family of Pn´i´1i , Q
n´i
i , with maps between them as above, and
the map (11) defining R, satisfying the Tor-condition, defines a bundle E on
X satisfying the constraints of Theorem 3.1.
Proof. The first two statements are covered in the proposition (3.8) in the
preceding section. For the third, we have over X the exact sequence of sheaves
0 Ñ En´ii´1 Ñ En´ii Ñ Opmiq|C0 Ñ 0,
0 Ñ En´i´1i Ñ En´ii Ñ O|C8 Ñ 0.
Taking a pushdown to P1 gives the third statement, recalling that the Qn´ii
are torsion, supported away from η “ 8.
For the fourth item, from the exact sequence (12): 0 Ñ E Ñ P Ñ QÑ 0,
and the fact that E is locally free at x if and only if Tor1pCx, Eq “ 0, it
follows from the Tor long exact sequence that E is locally free iff the map
Tor1pCx,Pq Ñ Tor1pCx,Qq induced by B˜ is injective. (We will see below
(Remark (4.6) ) that Tor2pCx,Qq “ 0.)
Conversely, given Pn´i´1i , Q
n´i
i , and the maps between them, given the
matrix (11) we can build the sheaf R, and so P,Q and then E. The Tor-
condition then ensures that E is locally free. The flags E0,j along C0 are given
by sections of E along C0 lying in ‘iďjPn´i´1i , and similarly E8,k by sections
along C8 lying in ‘iďkP in´i´1. As the sheaves Pn´i´1i are lifted from P1, the
bundle E is trivial on lines η “ c away from the support of Q.
Lemma 4.4. From the sequences (14) above, one has
h0pP1, Pn´i´1i q “h0pP1, Pn´i´1i p´1qq ` 1 “ h0pP1, Qn´ii q ` 1,
h1pP1, Pn´i´1i q “h1pP1, Pn´i´1i p´1qq “ h1pP1, Qn´ii q “ 0.
By taking resolutions of the sheaves P , Q, and the maps between them,
we see that the sheaves P , Q are encoded by certain matrices. The next
proposition summarises this..
Proposition 4.5. (Matrices encoding the sheaves P , Q, and the maps between
them.)
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• The sheaves Pn´i´1i , Qn´ii have resolutions:
0 Ñ Op´1qdi
¨˝
ηI´ βi
´γi
‚˛
ÝÝÝÝÝÝÝÑ Odi`1 Ñ Pn´i´1i Ñ 0, (16)
0 Ñ Op´1qdi
´
ηI´ βi
¯
ÝÝÝÝÝÝÝÑ Odi Ñ Qn´ii Ñ 0. (17)
• This induces a resolution for the sheaf R:
Op´F ´ C0qd0
‘
Op´F ´ C8qdn
‘
Op´C8qd0
‘
Op´C0qdn
ˆ
ηI´β0 0 ξ Mξ
0 ηI´βn ´Mψ ´ψ
˙
ÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÑ
Op´C0qd0
‘
Op´C8qdn
ÝÑ R ÝÑ 0. (18)
• The maps from the P to the Q in diagram (12) induce commuting diagrams
on the resolutions:
0 // Op´1qdi`1 // Odi`1 // Qn´i´1i`1 // 0
0 // Op´1qdi //
´
Ai
¯OO
I

Odi`1 //
´
Ai, αi
¯OO
´
I, 0
¯

Pn´i´1i //
OO

0
0 // Op´1qdi // Odi // Qn´ii // 0
(19)
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• The maps from R to Qn0 , Q0n in diagram (12) induce a diagram on resolutions
Od0 // Qn0 // 0
Op´F8 ´ C0qd0 ‘Op´F8 ´ C8qdn
‘
Op´C8qd0 ‘Op´C0qdn
//
Op´C0qd0
‘
Op´C8qdn
//
pψ,Mξq
OO
p´Mψ ,´ξq

R //
OO

0.
Odn // Q0n // 0
(20)
• The commutativity of the diagrams (19) above gives the relation on matrices:
βi`1Ai ´Aiβi ´ αiγi “ 0, i “ 0, .., n´ 1. (21)
• The diagram (20) above gives the relation on matrices:
Mψβ0 “ βnMξ. (22)
• Suppose that one has the relations (21) on the matrices. The exactness of
the sequence (16) and the fact that the first term is locally free is equivalent
to asking that the sequence
0 Ñ Op´1qdi
¨˚
˚˝η ´ βi´γi
´Ai
‹˛‹‚
ÝÝÝÝÝÝÝÑ Odi`1 ‘Odi`1p´1q
´
Ai, αi, η ´ βi`1
¯
ÝÝÝÝÝÝÝÝÝÝÝÝÝÑ Odi`1 Ñ 0
(23)
be exact (pointwise) for all η.
Proof. We have on P1 ˆ P1 the resolution of the diagonal:
0 Ñ Op´1,´1q Ñ O Ñ O|∆ Ñ 0,
and so, tensoring by the pull back of Pn´i´1i , Q
n´i
i from one factor, and pushing
down to the other, one has resolutions
0 Ñ Op´1qdi
´
Gi,1η `Gi,0
¯
ÝÝÝÝÝÝÝÝÝÝÝÑOdi`1 Ñ Pn´i´1i Ñ 0,
0 Ñ Op´1qdi
´
Hi,1η `Hi,0
¯
ÝÝÝÝÝÝÝÝÝÝÝÑOdi Ñ Qn´ii Ñ 0.
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The dimensions di were computed in Proposition (3.8) above:
di “
ř
j njpnj ` 1q
2
`m0 ´
iÿ
`“1
m`.
One can normalize to Gi,1 “ Hi,1 “ I; and since the map Pn´i´1i p´1q Ñ
Qn´ii p´1q induces an isomorphism on cohomology, we can further normalize
to the form given in the theorem.
For Qn0 , Q
0
n we have
0 Ñ Op´1qd0
´
ηI´ β0
¯
ÝÝÝÝÝÝÝÑ Od0 Ñ Qn0 Ñ 0,
0 Ñ Op´1qdn
´
ηI´ βn
¯
ÝÝÝÝÝÝÝÑ Odn Ñ Q0n Ñ 0,
which in turn, we insert into the expression (10) for R to obtain the description
of R in the proposition.
The maps on the sheaves naturally extend to their resolutions; hence the
diagrams in the proposition, and the ensuing commutation relations.
Finally, if one sets
C
0 // Op´1qdi`1
´
η ´ βi`1
¯
// Odi`1 // Qn´i´1i`1 //
OO
0
0 // Op´1qdi
¨˝
η ´ βi
´γi
‚˛
//
´
Ai
¯
OO
Odi`1 //
´
Ai, αi
¯
OO
Pn´i´1i //
OO
0,
K
OO
(24)
with C,K the cokernel and kernel respectively, one sees that C vanishes if the
sequence (23) surjects onto the last term; likewise K is locally free if the first
term injects.
Remark 4.6. The fact that the sheaves Qn´ii have a resolution of length two
tells us that Tor2pCx, Qn´ii q vanishes, as announced.
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4.3 A monad description of E
The matrices Ai, βi,Mξ,Mψ occurring in Proposition (4.5) can also be as-
sembled into the matrices defining a monad description of E: if we write
schematically
P “ p‘n´1i“0 Pn´i´1i q ‘R, Q “ ‘ni“0Qn´ii ;
then Proposition (4.5) gives compatible resolutions of P,Q, which we write
schematically as
F µÑ A αÑ B Ñ P Ñ 0
Ó β Ó δ Ó 
0 Ñ C γÑ D Ñ Q Ñ 0,
(25)
with A,B, C,D sums of line bundles on X, and the maps between them given
by Proposition (4.5). The extra term F , a sum of two line bundles, is obtained
from extending the resolution of R; it maps to the four sheaves in the resolution
of R that form part of A by a matrix
µ “
¨˚
˚˝ 1 00 1
ψ Mξ
´Mψ ´ξ
‹˛‹‚.
We also have an exact sequence
0 Ñ E Ñ P ÝÑ QÑ 0.
Some diagram chasing [CH19, Sec. 4.2] shows that E is then the cohomology
Ker {Im of the monad
A
´
α ´β¯ÝÝÝÝÝÝÝÑ B ‘ C
¨˝
δ
γ
‚˛
ÝÝÝÑ D Ñ 0. (26)
(The map α is not necessarily injective, essentially because of the resolution
of R, but this is of no consequence.) The matrices involved in the monad, or
equivalently in the resolutions and the maps between them, encode the Nahm
complex associated to the bundle E. We will return to this later.
Given the matrices, one can also reconstruct our sheaves P,Q,R and so
E; this is straightforward; the one non-immediate thing that one must check
is that E is locally free, or alternately, for any point x with coordinates ξ, ψ,
the vector space Tor1pCx, Eq is trivial. Referring to the standard long exact
sequence for Tor, and to the fact that we have just built resolutions of our
sheaves, the Tor-condition amounts to asking that the map β : Kerpαq{Impµq Ñ
Kerpγq be injective at every point.
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4.4 The structure of the sheaves S, R, and their
decompositions.
We have a sheaf R playing a particular role in our construction, essentially
defining a correspondence between the two sheaves Q0n and Q
n
0 . We will see in
the next subsection from the point of view of the Nahm transform, this corre-
spondence will give the quasiperiodicity of Nahm flows on the circle associated
to the instanton. It is more natural, however, in the Nahm transform for TNk,
to have the correspondence decompose into a series of correspondences, one
associated with each ‘NUT’, that is each singular point of the fibre over η “ zi
in the fibration TNk Ñ R3. This is the picture considered in [Che09], for exam-
ple. The sheaf R in some sense handles all these singular points together. We
now show how this correspondence can be factored from the algebro-geometric
point of view that we have here.
The sheaf R is a torsion sheaf, with the same support as Qn0 , Q
0
n; as noted,
it defines a correspondence between the two, which is an isomorphism away
from the ‘NUTs’, that is the points η “ zi. This correspondence can be
decomposed into a product of correspondences, “supported” (in the sense of
defining a natural isomorphism away from the support) at each zi in turn, as
follows.
Recall that in the sequence (7) above over our fibre product, there is a
portion of the map B:
E˜n0 p´C0q
‘
E˜0np´C8q
¨˝
ψ ξ˜
´ψ˜ ´ξ‚˛ÝÝÝÝÝÝÝÝÑ E˜
n
0
‘
E˜0n
. (27)
This portion of the map B factors through the sheaf S in the sequence (7)
above. There is an equivalence of divisors (away from η “ 8) C8 “ C0 `ř
iDi,ξ given by the function ξ, and there is a similar one C˜8 “ C˜0 `
ř
i D˜i,ξ
given by ξ˜; in the same way, there is an isomorphism C0 “ C8`řiDi,ψ, given
by ψ (away from η “ 8) , and C˜0 “ C˜8 `ři D˜i,ψ given by ψ˜. We then have
isomorphisms away from η “ 8:
E˜n0 p´C0q ξ˜
´1ÝÝÑ E˜0np´C0 `
ÿ
i
D˜i,ξq,
E˜0np´C8q ξÝÑ E˜0np´C0 ´
ÿ
i
Di,ξq,
E˜n0
ξ˜´1ψ´1ÝÝÝÝÝÑ E˜0np´C0 ` C8 `
ÿ
i
pDi,ψ ` D˜i,ξqq,
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and with these, the diagram (27) becomes
E˜0np´C0 `
ř
i D˜i,ξq
‘
E˜0np´C0 ´
ř
iDi,ξq
rBÝÑ E˜
0
np´C0 ` C8 `
ř
ipDi,ψ ` D˜i,ξqq
‘
E˜0n
, (28)
with rB “ ˆ 1 śipη ´ ziq´1´śipη ´ ziq ´1
˙
.
The diagram (27) or (28) should be thought of as defining a correspondence
between its top right hand element and its bottom right hand element, by
pa, 0q ÞÑ p0,´śipη ´ ziqaq, that is pulling back and pushing forward ; since
the map rB is degenerate, pulling back to the top left hand or the bottom
left hand to define the correspondence makes no difference; in either case,
the correspondence is given by multiplication by
ś
ipη ´ ziq or its inverse,
depending on the direction.
This can then be split into a sequence of such correspondence diagrams,
two by two blocks, with the bottom row of one block being the top row of the
next. For the i-th block the correspondence should be multiplication by η´ zi
or its inverse. Thus we can factor the correspondence as follows.
E˜0np´C0`
ř
i D˜i,ξq‘
E˜0np´C0´Dk,ξ`
ř
iďk´1 D˜i,ξq
BkÝÝÑ E˜
0
np´C0`C8`
ř
ipDi,ψ`D˜i,ξqq‘
E˜0np´C0`C8`
ř
iDi,ψ`
ř
iďk´1 D˜i,ξq,
E˜0np´C0´Dk,ξ`
ř
iďk´1 D˜i,ξq‘
E˜0np´C0´
ř
iąk´2 Di,ξ`
ř
iďk´2 D˜i,ξq
Bk´1ÝÝÝÑ
E˜0np´C0`C8`
ř
iDi,ψ`
ř
iďk´1 D˜i,ξq‘
E˜0np´C0`C8`
ř
iDi,ψ`
ř
iďk´2 D˜i,ξqq,
...
...
...
E˜0np´C0´
ř
ią2 Di,ξ`
ř
iď2 D˜i,ξq‘
E˜0np´C0´
ř
ią1 Di,ξ`D˜1,ξq
B2ÝÝÑ E˜
0
np´C0`C8`
ř
iDi,ψ`
ř
iď2 D˜i,ξqq‘
E˜0np´C0`C8`
ř
iDi,ψ`D˜1,ξqq,
E˜0np´C0´
ř
ią1 Di,ξ`D˜1,ξq‘
E˜0np´C0´
ř
ią0 Di,ξq»E˜0np´C8q
B1ÝÑ E˜
0
np´C0`C8`
ř
iDi,ψ`D˜1,ξq‘
E˜0np´C0`C8`
ř
iDi,ψq»E˜0n.
(29)
Here Bj is the matrix
Bj “
ˆ
1 pη ´ zjq´1
´pη ´ zjq ´1
˙
.
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Let us define functions:
ξ1 “ ξ, ψ1 “ ξ´11 pη ´ z1q, ξ2 “ ψ´11 , . . . (30)
ψj “ ξ´1j pη ´ zjq, ξj`1 “ ψ´1j , . . . ξkψk “ pη ´ zjq.
Lemma 4.7. We have that ψk “ ψ, the divisor of ξj is C0´C8`řiěj Di,ξ´ř
iăj Di,ψ, and that of ψj is ´C0 ` C8 ´
ř
iąj Di,ξ `
ř
iďj Di,ψ.
We consider the j-th map in (29) above. We change trivialisations, by
isomorphisms away from η “ 8:
E˜n0 p´C0´
ř
iąjpDi,ξ`D˜i,ξq`
ř
iăjpD˜i,ψ`D˜i,ξqq
ξ˜´1jÝÝÑ E˜0np´C0´řiąj Di,ξ`řiďj D˜i,ξq,
E˜0np´C8`
ř
iăj D˜i,ξq
ξjÝÑ E˜0np´C0´řiěj Di,ξ`řiăj D˜i,ξq,
E˜0np´C0`C8`
ř
iDi,ψ`
ř
iďj D˜i,ξq
ψj ξ˜jÝÝÝÑ E˜n0 přiąjpDi,ψ´D˜i,ξq`řiăjpD˜i,ψ`D˜i,ξqq,
this modifies Bj to Bˆj :
Bˆj “
ˆ
ψj ξ˜j 0
0 1
˙ˆ
1 pη ´ zjq´1
´pη ´ zjq ´1
˙ˆ
ξ˜´1j 0
0 ξj
˙
“
ˆ
ψj ξ˜j
´ψ˜j ´ξj
˙
. (31)
Now take a direct image, as in (9). Recalling E˜0np´C0`C8`
ř
iDi,ψq » E˜0n,
we set
Q0n,j “ R1ppi2q˚pE˜0np
ÿ
iďj
D˜i,ξqq. (32)
Let
Mξ,j :Q
0
n,j´1 Ñ Q0n,j (33)
Mψ,j :Q
0
n,j Ñ Q0n,j´1
be the maps induced on the direct image by multiplication by ξj , ψj respec-
tively.
Then the correspondences (29) above project to
Q0n,jp´C0 ´
ř
iąj Di,ξq
‘
Q0n,j´1p´C0 ´
ř
iąj´1Di,ξq
R1pBjqÝÝÝÝÑ
Q0n,j
‘
Q0n,j´1
. (34)
With suitable changes of trivialisation, as above (31), the matrix R1pBjq
becomes: ˆ
ψj Mξ,j
´Mψ,j ´ξj
˙
.
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We can in a similar fashion, factor the sequence that defines S:
E˜n0 p´C8q
‘
E˜0np´C0q
rAÑ E˜
n
0 p´C0q
‘
E˜0np´C8q
Ñ S Ñ 0.
Combining this with the isomorphisms away from η “ 8
E˜0np´C8q ξÑ E˜0np´C0 ´
ÿ
i
Di,ξq,
E˜n0 p´C0q ξ˜
´1Ñ E˜0np´C0 `
ÿ
i
D˜i,ξq,
E˜n0 p´C8q ψ˜ξÑ E˜0np´C0 ´
ÿ
i
pDi,ξ ` D˜i,ψqq,
we have
E˜0np´C0 ´
ř
ipDi,ξ ` D˜i,ψqq
‘
E˜0np´C0q
AˆÑ
E˜0np´C0 `
ř
i D˜i,ξq
‘
E˜0np´C0 ´
ř
iDi,ξq
Ñ S Ñ 0,
with pA “ ˆśipη ´ ziq´1 1´1 ´śipη ´ ziq
˙
.
This factors into a sequence of sheaves:
E˜0np´C0´
ř
ipDi,ξ`D˜i,ψqq‘
E˜0np´C0´
ř
iďk´1pDi,ξ`D˜i,ψqq
pAkÝÝÑ E˜0np´C0`
ř
i D˜i,ξq‘
E˜0np´C0´Dk,ξ`
ř
iďk´1 D˜i,ξq
Ñ Sk Ñ0,
E˜0np´C0´
ř
iďk´1pDi,ξ`D˜i,ψqq‘
E˜0np´C0´
ř
iďk´2pDi,ξ`D˜i,ψqq
pAk´1ÝÝÝÑ E˜0np´C0´Dk,ξ`
ř
iďk´1 D˜i,ξq‘
E˜0np´C0´
ř
iąk´2 Di,ξ`
ř
iďk´2 D˜i,ξq
Ñ Sk´1 Ñ 0,
....
....
E˜0np´C0´
ř
iď2pDi,ξ`D˜i,ψqq‘
E˜0np´C0´pD1,ξ`D˜1,ψqq
pA2ÝÝÑ E˜0np´C0´
ř
ią2Di,ξ`
ř
iď2 D˜i,ξq‘
E˜0np´C0´
ř
ią1 Di,ξ`D˜1,ξq
Ñ S2 Ñ 0,
E˜0np´C0´pD1,ξ`D˜1,ψqq‘
E˜0np´C0q
pA1ÝÝÑ E˜0np´C0´
ř
ią1Di,ξ`D˜1,ξq‘
E˜0np´C0´
ř
ią0 Di,ξq
Ñ S1 Ñ 0.
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Here pAj “ ˆpη ´ zjq´1 ´11 ´pη ´ zjq
˙
.
Again one can change trivialisations:ˆ
ξ˜j 0
0 ξ´1j
˙ˆpη ´ zjq´1 ´1
´1 pη ´ zjq
˙ˆ
ψ˜jξj 0
0 1
˙
“
ˆ
ξj ξ˜j
´ψ˜j ´ψj
˙
.
Taking the first direct image
Rj
def“R1ppi2q˚pSjq, (35)
map (34) factors through Rj :
Rj Ñ
Q0n,j
‘
Q0n,j´1
,
and the correspondence
R
  ~~
Qn0 Q
0
n.
(36)
between Qn0 and Q
0
n factors as :
Rk
  
Rk´1
""||
...

R1
  
Qn0 Q
0
n,k´1 Q0n,k´2 ... Q0n,1 Q0n.
(37)
Grothendieck-Riemann-Roch calculations, and resolving in the same way
as for Qn´ii , etc., gives:
Proposition 4.8. The sheaves Q0n,j are lifts of torsion sheaves on P1, of length
dn,j “ m0 ` 1
2
ÿ
iďj
pn2i ` niq `
ÿ
iąj
pn2i ´ niq.
Note that dn,0 “ dn, dn,k “ d0. The sheaves Rj , Q0n,j have resolutions fitting
into diagrams away from η “ 8:
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Op´1qdn,j η ´ βn,j // Odn,j // Q0n,j // 0
Op´C0qdn,j‘Op´C8qdn,j´1‘
Op´C8´řiăj Di,ψqdn,j‘
Op´C0´řiąj Di,ξqdn,j´1
G //
pψj Mξj I 0 q
OO
p´Mψj ´ξj 0 I q

Op´C0´řiąj Di,ξqdn,j‘
Op´C8´řiăj Di,ψqdn,j´1 //
pψj Mξj q
OO
p´Mψj ´ξj q

Rj //
OO

0
Op´1qdn,j´1
η ´ βn,j´1
// Odn,j´1 // Q0n,j´1 // 0
(38)
where
G “
ˆ
η ´ βn,j 0 ξj Mξj
0 η ´ βn,j´1 ´Mψj ´ψj
˙
.
The commutation of these diagrams yields the relations
βn,j “MξjMψj ` zj , βn,j´1 “MψjMξj ` zj . (39)
4.5 Bows
For different boundary conditions, moduli of solutions to Nahm’s equations
correspond to many different moduli spaces of solutions to the anti-self-duality
equation and its various reductions; see e.g. [Jar04] for a review. The
set of solutions we will want to study here arise via the Nahm transform
from Upnq instantons on TNk, and are called bow solutions. The boundary
conditions that one imposes on the solutions are defined by linear maps, called,
for representation theoretic reasons, the fundamental and bifundamental data.
4.5.1 The Bow
The bow solutions which concern us are defined over a circle of perimeter
`, with a linear parameter s which we will take to be multi-valued, identify-
ing the point with coordinate s with the one with coordinate s ` `. In this
parametrization, we have the following data
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• There are marked points at s “ λi, i “ 1, .., n on the circle (“λ-points”),
where 0 ă λ1 ă λ2 ă . . . ă λn ă `; the λi are determined by the asymp-
totic eigenvalues e2piiλj{` of the asymptotic holonomy of the instanton
around the Taub-NUT isometry circle.
• In addition, the interval rλn´`, λ1s is divided further into intervals rλn´
`, p1s, rp1, p2s, ...rpk, λ1s by the addition of k further points λn´ ` ă p1 ă
p2 ă . . . ă pk ă λ1 (“p-points”) . The location of these p-points can be
chosen (once and for all) as one wishes in the interval pλn ´ `, λ1q.
• We then fix on each of the subintervals of the circle a unitary vector
bundle. The rank of these varies. On the interval rλi, λi`1s, i “ 1, ...n´1,
this bundle Vi has rank di “ h0pP1, Qn´ii q; on rλn ´ `, p1s, this bundle
Vn “ Vn,0 has rank dn “ dn,0 “ h0pP1, Q0nq; on rpk, λ1s, the bundle V0
has rank d0 “ dn,k “ h0pP1, Qn0 q, and on rpj , pj`1s, j “ 1, .., k ´ 1, the
bundle Vn,j has rank dn,j “ h0pP1, Q0n,jq.
• The bundles on successive intervals must be linked in some way at the
boundary points. This is done by maps: at the λ-points λi, there are
Hermitian injections inji : Ei´1|λi Ñ Ei|λi or inji : Ei|λi Ñ Ei´1|λi
which identify the fibre on the lower rank side with a subspace of the
fibre on the higher rank side; under this identification, the adjoint map
is a projection of the higher-dimensional fibre to its smaller-dimensional
subspace. These maps are fixed. At the p-points, the maps are part of
the data of the instanton; see below.
4.5.2 Bow solutions
The instanton determines a bow solution of [Che09, Che11] reviewed presently.
Its gauge equivalence class corresponds via the Nahm transform to our in-
stantons over the Taub-NUT [CLHS]. We recall (adapting from [Che11]) the
nature of the bow solution:
A Nahm datum is associated with each bow subinterval; it is a quadruplet
p∇s, T1, T2, T3q consisting of a unitary connection ∇s and three skew Her-
mitian endomorphisms T1, T2, and T3 of the Hermitian bundle over that
subinterval. Note that the rank is varying with each change of interval.
A bifundamental datum is associated with each p-point, and consists of
linear maps MLj : Vn,j´1|pj Ñ Vn,j |pj , MRj : Vn,j |pj Ñ Vn,j´1|pj .
A fundamental datum associated with each λ-point s “ λi is present only
if the bundles have same rank di “ di´1. It is a pair pIi, Jiq of maps
Ii :CÑ Vi|λi “ Vi´1|λi ,
Ji :Vi|λi “ Vi´1|λj Ñ C.
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These data satisfy equations:
1. On the interior of the intervals, the Nahm data are smooth solutions of
the Nahm equations, ordinary differential equations discovered by Nahm
in his early work on monopoles [Nah80]: dT1ds “ rT2, T3s, dT2ds “ rT3, T1s,
dT3
ds “ rT1, T2s. One can put in a gauge freedom by replacing the derivative
d
ds with a unitary covariant derivative ∇; the equations become
∇Ti “
ÿ
j,k
ijkTjTk. (40)
One can rewrite these equations with a spectral parameter, which is in
fact the twistor parameter ζ P P1. One has a Lax pair:
Apζ, sq “ T1 ` iT2 ´ 2T3ζ ´ pT1 ´ iT2qζ2, (41)
Dpζ, sq “ ´T3 ´ pT1 ´ iT2qζ, (42)
with the Lax equation
r∇`Dpζ, sq, Apζ, sqs “ 0 (43)
being equivalent to the system of the Nahm equations 40.
2. At λ-points the Nahm datum satisfies matching conditions, which are
the same as those which appear in Nahm’s original work on monopoles.
Suppose first that di´1 ă di, we ask that near λi, on the Hermitian bundle
Vi´1 of rank di´1 the solution T i´1j to Nahm’s equations on pλi ´ , λis
be smooth up to the boundary.
On the Hermitian bundle Ei of rank di, over rλi, λi ` q, the solutions
T ij should be analytic on the interior, with the connection part of the
solution smooth at the boundary. The matrices T ij , however can develop
a simple pole at λi. Decomposing in the vicinity of λi the bundle Vi into
the sum of Vi´1|λi ˆ rλi, λi ` q and its orthogonal complement,
Tjpsq “
ˆ
ajpsq bjpsq
cjpsq ´ ρj2ps´λiq ` djpsq
˙
.
Here, the top left block is di´1 ˆ di´1, the bottom right block is mˆm,
with m “ di ´ di´1; we ask that aj , bj , cj , dj be analytic at s “ λi, and
tρju3j“1 be the components of the m-dimensional irreducible representa-
tion of sup2q in its standard basis, that is the standard representation in
m dimensions of the Pauli matrices. Furthermore, the solutions on the
two intervals should match by
ajpλiq “ T i´1j pλiq.
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In the same way, the connection coefficients match also. See [CLHS] for
details.
When di´1 ą di:
One has the same boundary conditions, with the roles of the two intervals
and corresponding bundles reversed.
When di´1 “ di: We have an identification of the fibres from both sides.
One asks that the solutions Ai´1, Ai have respective finite limits at λi,
with a difference that is of rank one:
Aipζ, λiq ´Ai´1pζ, λiq “ pIi ´ J:i ζqpJi ` I:i ζq. (44)
The connection is continuous at the boundary under the identification.
3. At p-points the matrices An,j´1pζ, pjq, An,jpζ, pjq are required to satisfy:
An,j´1pζ, pjq “pMRj ` ζpMLj q:qpMLj ´ ζpMRj q:q ` zjpζq, (45)
An,jpζ, pjq “pMLj ´ ζpMRj q:qpMRj ` ζpMLj q:q ` zjpζq (46)
Here zjpζq “ pp1j´ip2j q´2p3jζ´pp1j´ip2j qζ2 encodes the position pp1j , p2j , p3j q
of the j-th NUT.
The gauge equivalence class of each bow solution p∇, T1, T2, T3, BL, BR, I, Jq
corresponds to an instanton on TNk with NUTs at ~pj and its asymptotic holon-
omy eigenvalues expp2piiλj{`q.
4.6 Bow complexes
The Nahm equations are reductions to one dimension of the anti-self-duality
equations in four dimensions. As is usual for these equations, the Nahm equa-
tions admit a version of the Kobayashi-Hitchin correspondence, brought to
light by Donaldson in [Don84]. In this context the correspondence involves
splitting the equations into two pieces, one complex, and the other real; the
relevant boundary conditions likewise get split into complex and real parts.
The complex equation and its boundary conditions determines a holomorphic
object and corresponds to fixing one complex structure in a hyperka¨hler family;
the real equation is variational in nature, and is the Euler-Lagrange equation
for an appropriate hermitian metric. The correspondence tells us that to each
(stable) solution to the complex equations (with boundary conditions), there
is a unique solution to the real equations (with boundary conditions), obtained
by choosing appropriate metrics. Thus, to describe moduli, one only needs to
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consider stable solutions to the complex equations (with boundary conditions);
in general for these moduli problems, these solutions with their boundary con-
ditions are called Nahm complexes, and here in this particular context are
referred to as bow complexes.
In our case, the complex data is obtained by choosing to restrict our pa-
rameter ζ to zero in (41),(43), (44), (45). One has
• On the interior of the intervals, sectionsAip0, zq “ T1pzq`iT2pzq, An,jp0, zq
of the bundles EndpEiq, EndpEn,jq, and a complex connection ∇z “
d
dz `Dp0, zq, with ∇zAp0, zq “ 0;
• At the λ-points, matching conditions given by specializing the Nahm
conditions to ζ “ 0;
• At the p-points, again specializing to ζ “ 0:
An,j´1p0, pjq “MRj MLj ` zjp0q, (47)
An,jp0, pjq “MLj MRj ` zjp0q. (48)
Proposition 4.9. An instanton bundle encodes a bow complex. In terms of
the sheaves P,Q,R
• On the interval rλi, λi`1s, the rank di bundle is given as rλi, λi`1s ˆ
H0pP1, Qn´ii q, with the trivial connection. The endomorphism Aip0, zq
is given by the action of multiplication by η on H0pP1, Qn´ii q, and so is
given by the matrix βi of (16) . Likewise, on the intervals rλn ´ `, p1s,
rp1, p2s, ...rpk, λ1s, we have constant fibres H0pP1, Q0nq, H0pP1, Q0n,1q, . . . ,
H0pP1, Q0n,kq, of ranks dn, dn,1, .., dn,k “ d0 with covariant constant endo-
morphisms given by the matrices βn, βn,1, ..., βn,k “ β0 of the resolutions
in (4.5, 4.8 ).
• At the λ points, the identifications at the boundary are ensured by the
maps of sheaves Qn´ii Ð Pn´i´1i Ñ Qn´i´1i`1 , and the induced maps on
global sections.
• Likewise at the p-points, the correspondences emerge from the sheaf maps
Q0n,j´1 Ð Rj Ñ Q0n,j and the induced maps on global sections. This
identifies MRj as Mξj , and M
L
j as Mξj ; referring to (4.5), this gives,
once one takes resolutions:
βn,j “MξjMψj ` zj , βn,j´1 “MψjMξj ` zj . (49)
The proof is a minor modification of what is already found in Section 3 of
[Hur89], Section 4 of [HM89], Section 5 of [CH08]; in all of these cases, the holo-
morphic instanton or monopole bundle is described in term of simple sheaves,
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analogous to P,Q, and the Nahm complex data is extracted in the same way.
It is perhaps worth briefly explaining where the correspondence with the holo-
morphic data comes from; the picture is quite general, and holds for monopoles,
calorons, and here in the Taub-NUT background. The solutions to Nahm’s
equations associated to the instanton are given, for a fixed t in the relevant
interval, as endomorphisms of the space of sections V it of what is generically
a line bundle Lt over spectral curves Si sitting in TP1; the space V it of sec-
tions is intrinsically the set of L2 solutions to a shifted Dirac operator (again,
t parametrizes the shift) , and gets identified with global sections of Lt over
the Si. The sheaf Q
n´i
i is essentially the restriction of this line bundle Lt to
the intersection of a fibre of TP1 Ñ P1 with Si ( this intersection is a sum
of points), i.e a restriction of the twistor data to one complex structure; we
have, by restriction to this fibre, that V it “ H0pP1, Qn´ii q. The sheaves Pn´i´1i
also correspond to global sheaves on TP1, and once restricted to a fiber, map
to both Qn´ii and Q
n´i´1
i`1 , provide the links between the bundles on adjacent
intervals, as noted in the statement of the Proposition.
While in the preceding proposition, the data for the bow complex is given
in terms of sheaves, more concretely, as is already apparent, the essential
data for a Nahm complex arises from the matrices obtained by resolving the
sheaves. These matrices will satisfy certain relations, typically arising from
the commutation of the diagrams of resolutions. Thus, we have:
• Complex matrices βi, of size di ˆ di, i “ 0, ..n,
• Complex matrices βn,j of size dn,j ˆ dn,j , j “ 0, ..k, with the convention
βn,0 “ βn, βn,k “ βn,
• Complex matrices Ai of size di`1 ˆ di, i “ 0, ..., n´ 1,
• Complex matrices αi of size di`1 ˆ 1, i “ 0, ..., n´ 1,
• Complex matrices γi of size 1ˆ di`1, i “ 0, ..., n´ 1,
• Complex matrices Mξj ,Mψj of size dn,jˆdn,j´1, dn,j´1ˆdn,j , j “ 0, ..., k,
with relations:
0 “βi`1Ai ´Aiβi ´ αiγi, i “ 0, .., n´ 1, (50)
βn,j “MξjMψj ` zj , (51)
βn,j´1 “MψjMξj ` zj , (52)
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and in addition the genericity condition, that the sequences
0 Ñ Op´1qdi
¨˚
˚˝η ´ βi´γi
´Ai
‹˛‹‚
ÝÝÝÝÝÝÝÑ Odi`1 ‘Odi`1p´1q
´
Ai, αi, η ´ βi`1
¯
ÝÝÝÝÝÝÝÝÝÝÝÝÝÑ Odi`1 Ñ 0
(53)
be exact (pointwise) for all η.
This data, plus a stability condition, is (up to a shift by scalars in the βi), is
exactly the quiver data of Nakajima and Takayama [NT17] for a bow solution
of Nahm’s equations. The stability condition is given in [NT17, Sec.2.4]; it is
essentially an irreducibility condition, saying that there are no sub-objects or
quotient objects. With this,
Proposition 4.10. (Nakajima and Takayama) The data above determines a
bow solution.
5 SO and Sp-bundles
Let us now consider the cases of SOpnq and Sppn{2q instantons; here the n
denotes the rank of the vector bundle in the standard representation, so that
n is even in the Sp case. Our instantons are Upnq instantons, equipped with
extra structure; a trivial top exterior product and a pairing, either symmetric
or skew; and of course a connection compatible with these structures. The
eigenvalues of the asymptotic holonomy come in pairs, that are inverses of one
another; taking logs, one has λi “ ´λn´i`1. The normalisation we then use
for these eigenvalues is
´`{2 ă λ1 ă λ2 ă ... ă pλn´1 “ ´λ2q ă pλn “ ´λ1q ă `{2.
With this ordering, the asymptotic form of the pairing is anti-diagonal.
The compactification process then defines a bundle E on X, as for the Upnq
case. The fact that the instanton has trivial determinant tells us that E also
has trivial determinant. In addition, the flags E0,i and E
8,i that we obtain as
for the Upnq case along C0, C8 are isotropic-coisotropic; that is the first half
of the spaces are isotropic, and the remaining ones are the annihilators of the
first ones.
For the various degrees, the triviality of the determinant and the isotropy-
coisotropy imply:
ni “0, (54)
mi “´mn´i`1, (55)
di “dn´i. (56)
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With that, we can go through the same procedure as for Upnq and obtain
sheaves Qn´ii , P
n´i´1
i . When one puts in the pairings, we will see that we will
have three equivalent sets of data.
Proposition 5.1. Let E be an SOpnq (alternately, Sppn{2q) instanton. Then
one has equivalent data:
• The symmetric (alt. skew-symmetric) holomorphic pairing on E;
• Suitable meromorphic pairings ă,ąi: Pn´i´1i b P in´i´1 Ñ O, with poles
over the support of the sheaves Q, with ă,ąi“ă,ąn´i ( alt. ă,ąi“ ´ ă
,ąn´i)
• Suitable pairings t, ui : H0pP1, Qn´ii q b H0pP1, Qin´iq Ñ C with t, ui “
´t, un´i ( alt. t, ui “ t, un´i)
The formulae linking these pairings are given in (58), (71) and (5.3), below.
Note the change on the parity of the pairings as one goes from the Pn´i´1i
to the Qn´ii . Let us start with a pairing on E: this yields a meromorphic
pairing on ‘pi˚Pi. One has the exact sequence (schematically)
0 Ñ E Ñ ‘pi˚P in´i´1 ‘RÑ ‘pi˚Qin´i Ñ 0,
where the map E Ñ ‘P in´i´1 is an isomorphism away from the support of the
Qin´i. One can then push down the pairing to the P , away from the support
of Q; at the support, the pairing will have poles.
In a more explicit fashion, one has the inclusion of sheaves, with the diag-
onals giving short exact sequences:
O|C8
En´ii
88
&&
O|C8
En´i´1i
::
$$
En´ii`1
77
''
En´i´1i`1
88
&&
Opmi`1q|C0
Opmi`1q|C0
(57)
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Taking direct images, one has that pi˚pEn´ii`1 q “ Sn´ii`1 is a rank one sheaf.
There is then a mapping
φi : S
n´i
i`1 Ñ Pn´i´1i ,
which is an isomorphism away from the support of the Q. Since the Sn´ii`1 are
subsheaves of pi˚pEq, one can apply the pairing to them. Note that since Sn´ii`1
takes values in E0,i`1 over C0, and E8,n´i over C8, and one can evaluate
the pairing at any point in the fibre, the only non-zero pairings are between
Sn´ii`1 and S
i`1
n´i; it follows that the only non-zero pairings for the P are between
Pn´i´1i and P in´i´1. More invariantly, using the pairing on E, there is a natural
pairing
p¨, ¨qi : rpi˚pEn´ii`1 q “ Sn´ii`1 sbrR1pi˚pEin´i´1q “ P in´i´1s Ñ R1pi˚pOp´C0´C8qq » O
Explicitly, on cocycles, this defines our pairing ă ¨, ¨ ąi between Pn´i´1i and
P in´i´1 by
ă s, t ąi“ Res
ξ
ppφ´1i psq, tqq
dξ
ξ
. (58)
One has that ă s, t ąi“ă t, s ąn´i´1 if the pairing on E is symmetric, and
ă s, t ąi“ ´ ă t, s ąn´i´1 if the pairing on E is skew.
One can use the resolutions of the sheaves P,Q. Recall that we have exact
sequences:
Op´1qdi Zi // Odi // Qn´ii
Op´1qdi
X˜i
&&
Wi //
Xi
88
Odi`1
Y˜i
%%
Yi
99
// Pn´i´1i
$$
::
Op´1qdi`1Zi`1 // Odi`1 // Qn´i´1i`1
(59)
with
Zi “
`
η ´ βi
˘
, Zi`1 “ pη ´ βi`1q
X˜i “
`
αi
˘
, Y˜j “
`
αi, α
1
i
˘
,
Xi “
`
1
˘
, Yi “
`
1 0
˘
,
Wi “
ˆ
η ´ βi
´γi
˙
,
(60)
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For the n´ i´ 1 case, we have
Op´1qdi`1Zn´i´1 // Odi`1 // Qi`1n´i´1
Op´1qdi`1
X˜n´i´1
''
Wn´i´1 //
Xn´i´1
77
Odi`1`1
Y˜n´i´1
%%
Yn´i´1
99
// P in´i´1
$$
::
Op´1qdi Zn´i // Odi // Qin´i
(61)
Zn´i´1 “
`
η ´ βn´i´1
˘
, Zn´i “ pη ´ βn´iq
Xn´i´1 “
`
1
˘
, Yn´i´1 “
`
1 0
˘
,
X˜n´i´1 “
`
αn´i´1
˘
, Y˜n´i´1 “
`
αn´i´1 α1n´i´1
˘
,
Wn´i´1 “
ˆ
η ´ βn´i´1
´γn´i´1
˙ (62)
Here we have split the matrices into appropriate blocks. There are relations
among the matrices imposed by the commutativity of the diagrams:
`
αi α
1
i
˘ˆβi
γi
˙
“ `βi`1˘ `αi˘ (63)
`
αn´i´1 α1n´i´1
˘ˆβn´i´1
γn´i´1
˙
“ `βn´i˘ `αn´i´1˘ (64)
Lifting the pairings on the P to pairings ă ¨, ¨ ą on their spaces of sec-
tions, one wants ă Wiu, t ą“ă s,Wn´i´1v ą“ 0 for all u, v, s, t. As both
Wi,Wn´i´1 are of maximal rank for η generic, the matrix of the pairing must
be of rank one, and so of the form U ¨ V T , for column vectors U, V , with
W Ti U “ 0, pWn´i´1qTV “ 0. Write U “
ˆ
u
u1
˙
, with u, u1 of size mi, 1 respec-
tively. We then have
W Ti U “ pη ´ βiqTu´ γTi u1.
Solving, we find, up to scale,
u “ ppη ´ βiq´1qTγTi , u1 “ 1;
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likewise, we get
v “ ppη ´ βn´i´1q´1qTγTn´i´1, v1 “ 1,
again up to scale. The scalar product of two vectors A “
ˆ
a
a1
˙
, B “
ˆ
b
b1
˙
is
then the product of scalars
ă A,B ąi“paTu` a1u1qpbT v ` b1v1qf
“rpaT ppη ´ βiq´1qTγTi q ` a1s
¨ rpbT ppη ´ βn´i´1q´1qTγTn´i´1q ` b1s ¨ f
“rγipη ´ βiq´1a` a1s
¨ rγn´i´1pη ´ βn´i´1q´1b` b1s ¨ f,
for some function f . Note, that at infinity, this becomes a1b1f , and so is finite
as long as f is; furthermore if A maps to zero in Qn´ii , and B maps to zero
in Qn´i´1i`1 , so that a “ pη ´ βiqµ, b “ pη ´ βn´i´aqν for some µ, ν, the scalar
product is again finite if f is at that point. Asking for this finiteness, and the
fact that f must be finite elsewhere tells us that f is a constant fi. Thus the
pairing will be fixed by the value at infinity; we can set
fi “ 1 pSO caseq, (65)
fi “
#
1, for i ă N{2
´1, for i ě N{2 pSp caseq. (66)
Notice that with these definitions the forms have the correct symmetry, be-
tween ă,ąi and ă,ąn´i´1.
Pairings on the spaces of sections of the Qn´ii can be defined as follows.
Recall that
Qin´i “R1pi˚pEin´iq “ R1pi˚pEin´ip´F qq (67)
Qn´ii “R1pi˚pEn´ii q “ R1pi˚pEn´ii p´F qq (68)
(The support of the Q’s lieis away from η “ 8, and so we can twist by F );
this yields
H0pP1, Qin´iq “H1pX,Ein´ip´F qq, (69)
H0pP1, Qn´ii q “H1pX,En´ii p´F qq. (70)
On the other hand, there is a pairing
En´ii b Ein´i Ñ Op´C0 ´ C8q;
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and so an induced pairing
t¨, ¨uj : H1pX,En´ii p´F qq bH1pX,Ein´ip´F qq Ñ H2pX,Op´C0 ´C8 ´ 2F qq.
(71)
The latter is dual to H0pX,KXpC0 ` C8 ` 2F qq, and is one dimensional.
The pairing is then perfect (essentially Serre duality) and localises (one can
represent the classes by forms supported on a neighbourhood of the pull backs
of the support of the Q, so that if two sections of Qin´i, Q
n´i
i have disjoint
support, they pair to zero). Also, from the skew symmetry of the cup product,
a symmetric pairing on E gives skew symmetric pairings on the sections of Q,
and a skew symmetric pairing on E gives symmetric pairings on sections of Q.
Lemma 5.2. With respect to the pairing t, uj, the maps βi, βn´i are adjoint:
βi “ βn˚´i. Thus, letting the pairing t, ui have as matrix Ki in a basis, βTi Ki “
Kiβn´i.
In the same vein the maps
Mψ : H
0pP1, Qn0 q Ñ H0pP1, Q0nq, (72)
Mξ : H
0pP1, Q0nq Ñ H0pP1, Qn0 q (73)
are self adjoint, in the sense that for any sections u, u1 in H0pP1, Qn0 q, and
v, v1 in H0pP1, Q0nq
tMψpuq, u1u0 “ tu,Mψpu1qun, tMξpvq, v1un “ tv,Mξpv1qu0
Proof. The maps βi, βn´i are the effect of multiplication by the coordinate
η on global sections, and one has that tηti, tn´iui “ tti, ηtn´iuj . Explicitly,
βTi Ki “ Kiβn´i. Likewise, the maps Mψ,Mξ are the effects on the direct
image of multiplication by ψ, ξ respectively.
Explicitly, if s is a section of Qn´ii , one has from the resolution of Q
n´i
i that
pη ´ βiqs “ 0 as a section of Qn´ii . This means that on a disc Uα surrounding
a point of pα of the support, if s is represented by a cocycle σ “ σ08 with
respect to the covering pi´1pUαq X pX ´ C8q, pi´1pUαq X pX ´ C0q, then one
can write the cocycle pη ´ βiqs as a coboundary f0 ´ f8; doing so for all the
union U of the discs Uα allows us to write
σ “ pη ´ βiq´1pf0 ´ f8q
If now τ is the cocycle representing a section t of Qin´i, the explicit form for a
two-cocycle with respect to the open sets pi´1pUq, X´C0, X´C8 representing
the pairing in H2pX,Op´C0 ´ C8 ´ 2F qq is given by
ă pη ´ βiq´1f0, τ ąE ,
44
or by
´ ă pη ´ βiq´1f8, τ ąE .
In the generic case, the section f0 can be chosen to be a section of S
n´i`1
i . The
explicit number coming out of the pairing is then obtained by representing the
cocycle as a form
ă pη ´ βiq´1f0, τ ąE dξ
ξ
^ dη,
and taking the residues both in ξ and η, and summing over the α in the support
of Qn´ii , so that
ts, tui “Res
η“8Resξ“0
ˆ
ă pη ´ βiq´1f0, τ ąE dξ
ξ
^ dη
˙
“´Res
η“8Resξ“0
ˆ
ă pη ´ βiq´1f8, τ ąE dξ
ξ
^ dη
˙
.
Our next aim is to relate the pairing on the P s to those on the Qs. Let s
be a section of Pn´i´1i ; it gives sections piipsq of Qn´ii , and p˜iipsq of Qn´i´1i`1 ;
likewise, a section t of P in´i´1 gives sections pin´i´1ptq of Qi`1n´i´1, and p˜in´i´1ptq
of Qin´i.
Lemma 5.3. We have
ă s, t ąi“tpη ´ βiq´1piipsq, p˜in´i´1ptqui
´ tpη ´ βi`1q´1p˜iipsq, pin´i´1ptqui`1
` ă sp8q, tp8q ąE
Proof. Let us place ourselves in the generic situation in which the eigenvalues
of βi, βi`1 are simple, and disjoint; the general case will follow by continuity.
The scalar product ă s, t ąi is a meromorphic function, with di ` di`1 poles
at union of the supports of Qn´ii , Q
n´i´1
i`1 , which lie away from η “ 8. We
note that such a function is determined by its residues at the poles, plus its
value at infinity.
Now represent s, t by cocycles σ, τ as in the preceding lemma; note that
σ, τ also are representative cocycles for the projections piipsq, p˜iipsq, pin´i´1ptq,
p˜in´i´1ptq. To define the pairing on the P , we had represented σ as a section
f “ φ´1psq of Sn´ii`1 away from the support of Q, with simple poles at these
points, and set ă s, t ąi“ Resξ“0ppf, tqiqdξξ .
Now let us look at the pairing of Qn´ii with Qin´i. Let us consider an
eigenbasis sµ of βi acting on H
0pP1, Qn´ii q with sµ supported at distinct points
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zµ; in this basis, βi “ diagµpzµq . Decomposing pη ´ zµqsµ as fµ,0 ´ fµ,8 as in
the previous lemma, the pairing of sµ with t becomes
tsµ, tui “ Res
η“zµResξ“0
ˆ
ă pη ´ zµq´1fµ,0, τ ąE dξ
ξ
^ dη
˙
,
and so
tpη ´ βiq´1sµ, tui “ pη ´ zµq´1Res
ξ“0
ˆ
ă fµ,0, τ ąE dξ
ξ
˙
.
If then s “ řµ aµsµ, so that f0 “ řµ aµf0,µ
tpη ´ βiq´1s, tui “
ÿ
µ
pη ´ zµq´1Res
ξ“0
ˆ
ă f0, τ ąE dξ
ξ
˙
.
and so tpη ´ βiq´1s, tui and ă s, t ąi have the same residue in η at zµ. If one
looks at the pairing of Qn´i´1i`1 with Q
i`1
n´i´1, one has the same formula, but
with a different sign, as f now represents the sum
ř
µ aµfµ,8.
Our residues now match; all that remains is the value at infinity, which is
immediate.
Now, let us examine some of the properties of the pairings, and the conse-
quences for the maps in the resolutions of the P,Q (recalling the definitions of
the matrices in (59), (61).
Lemma 5.4. • Taking residues at infinity in the preceding proposition,
Res8 pă s, t ąiq “ tpiipsq, p˜in´i´1ptqui ´ tp˜iipsq, pin´i´1ptqui`1
• In consequence, letting the pairings t, ui, t, ui`1 have matrices Ki,Ki`1
in our bases,
Kiαn´i´1 ´ αTi Ki`1 “ 0
Kiα
1
n´i´1 “ γTi fi
´pα1iqTKi`1 “ γn´i´1fi.
• Viewing the maps αi, αn´i´1 as maps H0pP1, Qn´ii q Ñ H0pP1, Qn´i´1i`1 q,
H0pP1, Qi`1n´i´1q Ñ H0pP1, Qin´iq via the isomorphisms
H0pP1, Pn´i´1i p´1qq Ñ H0pP1, Qn´ii q, H0pP1, P in´i´1p´1qq Ñ H0pP1, Qi`1n´i´1q,
the maps αi, αn´i´1 are adjoints of each other.
• In the same way, taking a trivial scalar product on a one-dimensional
vector space, the maps Miα
1
n´i, γTi fi are adjoints of each other, as are
the maps ´pα1iqTMi`1, γn´i´1fi.
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Proof. Writing the sections s, t as
s “
ˆ
s˜
s1
˙
, t “
ˆ
t˜
t1
˙
,
and letting the pairings t, ui, t, ui`1 have matrices Ki,Ki`1 in our bases, we
have
s˜TKi
`
αn´i´1 α1n´i´1
˘ˆ t˜
t1
˙
´ `s˜T s1˘ˆ αTipα1iqT
˙
Ki`1t˜
“ Res8 rps˜
T ppη ´ βiq´1qTγTi ` s1qpγn´i´1pη ´ βn´i´1q´1t˜` t1qsfi. (74)
If s1 “ t1 “ 0, one finds
Kiαn´i´1 ´ αTi Ki`1 “ 0;
if s1 “ t˜ “ 0,
Kiα
1
n´i´1 “ γTi fi;
if s˜ “ t1 “ 0,
´pα1iqTKi`1 “ γn´i´1fi.
Lemma 5.5. The component fippη ´ βiq´1qTγTi γn´i´1pη ´ βn´i´1q´1 of the
pairing ă,ąi can be written as
rppη ´ βiq´1qTKiαn´i´1 ´Kiαn´i´1pη ´ βn´i´1q´1s
“rppη ´ βiq´1qTKiαn´i´1 ´ αTi Ki`1pη ´ βn´i´1q´1s.
Proof. Lemma 5.2 gives
βTi Kiαn´i´1 “ Kiβn´iαn´i´1.
From the commutativity of the diagrams giving the resolution of the sheaves,
one has βn´iαn´i´1 “ αn´i´1βn´i´1 ` α1n´i´1γn´i´1, and so
βTi Kiαn´i´1 “ Kipαn´i´1βn´i´1 ` α1n´i´1γn´i´1q,
giving by the relations in the previous lemma
βTi Kiαn´i´1 ´Kiαn´i´1βn´i´1 “ fiγTi γn´i´1,
substituting this into the component:
rppη´ βiq´1qT rp´η` βTi qKiαn´i´1´Kiαn´i´1p´η` βn´i´1qspη´ βn´i´1q´1s,
and so
rp´Kiαn´i´1pη ´ βn´i´1q´1 ` ppη ´ βiq´1qTKiαn´i´1s.
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Once one has the formula expressing the scalar product of the P in terms
of those on the Q, one can use it in the opposite direction. Suppose that we
have pairings
H0pP1, Qin´iq bH0pP1, Qn´ii q Ñ C,
that are such that the adjointness properties of Lemma 5.2 are satisfied. One
can then use the formulae of Lemma 5.3 to define pairings on sections of the
Pi. One can then show that it descends from sections to the actual sheaves,
and then gives a holomorphic pairing on sections of E.
There remains the issue of understanding how the pairing H0pP1, Qn0 q b
H0pP1, Q0nq Ñ C interacts with the chain of correspondences
Qn0 “ Q0n,k Ø Q0n,k´1 Ø Q0n,k´2 Ø ...Ø Q0n,1 Ø Q0n,0 “ Q0n
Recall that Q0n,j “ R1ppi2q˚pE˜0np
ř
iďj D˜i,ξqq. The map Mψ : H0pP1, Qn0 q Ñ
H0pP1, Q0nq is the map induced on cohomology by mψ : E˜n0 Ñ E˜0n, that is
multiplication by ψ. We have an isomorphism away from η “ 8, given by
multiplication by ξ, mξ : E˜
0
np
ř
i D˜i,ξq Ñ E˜n0 ; composing, our map Mψ becomes
induced by the multiplication map
mś
jpη´zjq : E˜
0
np
ÿ
i
D˜i,ξq Ñ E˜0n;
this factors into a composition of terms
mpη´zjq : E˜
0
np
ÿ
iďj`1
D˜i,ξq Ñ E˜0np
ÿ
iďj
D˜i,ξq
(the actual function depends on the trivialisations chosen; these are more con-
venient than the functions ξj) and on the level of cohomologies:
Mψ,j : H
0pP1, Q0n,j`1q Ñ H0pP1, Q0n,jq,
with the compositionMψ,1˝Mψ,2˝...˝Mψ,k beingMψ. The sheavesQn0 , Q0n, Q0n,j
are supported at η “ zi, i “ 1, ..k and at other points yµ. Now split these terms
according to their support:
Q0n,j “ ‘iQ0n,j,zi ‘Q0n,j,rest
where the last term is the piece supported at the other points yµ. As noted
above the pairing localizes, so that only sections with overlapping support
pair non-trivially: the pairing between Qn0 and Q
0
n can be written as a sum of
pairings
H0pP1, Qn0,ziq bH0pP1, Q0n,ziq Ñ C, i “ 1, .., k, (75)
H0pP1, Qn0,restq bH0pP1, Q0n,restq Ñ C. (76)
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The map Mψ,j respects these decompositions and is an isomorphism on the
subspaces H0pP1, Q0n,j,restq and H0pP1, Q0n,j`1,ziq, i ‰ j; by taking a composi-
tion of the maps Mψ,j`1 ˝Mψ,2 ˝ ... ˝Mψ,k on H0pP1, Q0n,zj q and Mψ,1 ˝Mψ,2 ˝
...˝Mψ,j on H0pP1, Q0n,j,zj q, one can then transfer the pairings H0pP1, Qn0,zj qb
H0pP1, Q0n,zj q Ñ C to
H0pP1, Qn0,j`1,zj q bH0pP1, Q0n,j,zj q Ñ C.
As the map Mψ,j is induced by multiplication by a function, it is then self
adjoint, by the same argument given in Lemma (5.2) for Mψ. Similar consid-
erations also apply to the maps Mξ,j .
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