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resumo
Neste trabalho analisamos alguns métodos ite-
rativos e os processos de aceleração na solução
de sistemas lineares grandes e esparsos com
o uso de pré-condicionadores. Os métodos
de fatoração incompleta analisados foram os
métodos LU incompleto, ou ILU, e o método
de Cholesky incompleto. Estes métodos cita-
dos foram utilizados como pré-condicionadores
associados aos métodos iterativos: Método do
Reśıduo Mı́nimo Generalizado em sua versão
reinicializada (RGMRES) e o método do Gra-
diente Conjugado (GC). O método de Jacobi
também foi utilizado nos testes por ser um dos
pré-condicionadores mais simples. Sobre os pré-
condicionadores das fatorações incompletas na
solução de sistemas que envolvem matrizes de
coeficientes esparsas, o principal problema ob-
servado, refere-se ao fato de que durante o pro-
cesso de eliminação de elementos em posições
não nulas, pode-se encontrar pivôs zeros ou nega-
tivos, o que em alguns casos, dependendo do tipo
de matriz ou método iterativo utilizado, pode
levar a uma interrupção no processo e a não al-
cançar a convergência esperada. Utilizando os
pré-condicionadores e os métodos iterativos cita-
dos, e fixando alguns parâmetros de parada, al-
guns testes foram aplicados utilizando algorit-
mos implementados no Matlab e matrizes de coe-
ficientes esparsas e simétricas positivas definidas
(SPD). Em relação aos dois métodos explorados,
o GC, e o RGMRES, verificamos que para sis-
temas cujas matrizes de coeficientes são SPD,
o GC se mostrou mais eficiente, por apresentar
menor custo computacional que o RGMRES.
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