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Abstract. The goal of a traditional Markov decision process (MDP) is to maximize expected cumulative
reward over a defined horizon (possibly infinite). In many applications, however, a decision maker may be
interested in optimizing a specific quantile of the cumulative reward instead of its expectation. In this paper
we consider the problem of optimizing the quantiles of the cumulative rewards of a Markov decision process
(MDP), which we refer to as a quantile Markov decision process (QMDP). We provide analytical results
characterizing the optimal QMDP solution and present an efficient solution algorithm. We illustrate the
practical relevance of our model by evaluating it on an HIV treatment initiation problem, where patients
aim to balance the potential benefits and risks of the treatment.
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1. Introduction
The problem of sequential decision making has been widely studied in the fields of operations
research, management science, artificial intelligence, and stochastic control. A Markov decision
process (MDP) is one important framework for addressing such problems. In the traditional MDP
setting, an agent sequentially performs actions based on information about the current state and
then obtains rewards based on the action and state. The goal of an MDP is to maximize the
expected cumulative reward over a defined horizon which may be finite or infinite.
In many applications, however, a decision maker may be interested in optimizing a specific
quantile of the cumulative reward instead of its expectation. For example, a physician may want
to determine the optimal drug regime for a risk-averse patient with the objective of maximizing
the 0.10 quantile of the cumulative reward; this is the cumulative improvement in health that is
expected to occur with at least 90% of chance for the patient (Beyerlein 2014). A company such as
Amazon that provides cloud computing services might want their cloud service to be optimized at
the 0.01 quantile (DeCandia et al. 2007), meaning that the company strives to provide service that
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satisfies 99% of its customers. In the finance industry, the quantile measure, referred as value at
risk (VaR), has been used as a measure of capital adequacy (Duffie and Pan 1997). For example,
the 1996 Market Risk Amendment to the Basle Accord officially used VaR for determining the
market risk capital requirement (Berkowitz and O’Brien 2002).
The advantage of using a quantile objective lies in its focus on the distribution of rewards.
The cumulative reward usually cannot be characterized by the expectation alone; distributions
of cumulative reward with the same expectation may differ greatly in their lower or upper parts,
especially when they are skewed.
In this paper, we study the problem of optimizing quantiles of cumulative rewards of a Markov
decision process, which we refer to as a quantile Markov decision process (QMDP). Our QMDP
formulation considers a quantile objective for an underlying MDP with finite state and action
spaces, and with either a finite or infinite horizon. We show that the key to solving the optimal
policy for a QMDP problem is augmentation of the state space. The augmented state acts as a
performance measure of the past cumulative reward and thus “Markovizes” the optimal decisions.
In the execution of the optimal policy, the augmented state guides the strategy in subsequent
periods to be aggressive, neutral, or conservative. We also demonstrate how the same idea extends
to the conditional value at risk (CVaR) objective.
1.1. Main Results and Contributions
Risk-sensitive MDP. Our work provides an explicit characterization of an MDP’s inherent
uncertainty with an easily interpretable quantile-based criterion. The QMDP can be viewed as a
form of risk-sensitive MDP. There are two types of uncertainty associated with an MDP: inherent
uncertainty and model uncertainty. Inherent uncertainty refers to the variability of cumulative
cost/reward caused by the stochasticity of the MDP itself, while model uncertainty (Delage and
Mannor 2010, Wiesemann et al. 2013) accounts for the uncertainty caused by unavoidable model
ambiguity or parameter estimation errors. This paper focuses on the inherent risk by looking at the
quantiles of the cumulative reward. The study of risk-sensitive MDP originated with Howard and
Matheson (1972) who proposed the use of an exponential utility function to reflect risk attitude.
This has been followed by the adoption of a variance-related strategy and the consideration of a
variance-based/probability-based constraint (Mannor and Tsitsiklis 2011, Di Castro et al. 2012,
Arlotto et al. 2014). Another stream of work has considered nested risk measures (Ruszczyn´ski
2010, Jiang and Powell 2018).
The key advantage of our QMDP framework over the literature on risk-sensitive MDP lies in
its explicitness and interpretability. The quantile objective provides a direct characterization of
the inherent risk in a full distribution form and therefore can serve as a risk diagnostic for MDPs.
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The QMDP framework can help answer two questions: (i) whether one should consider a risk-
sensitive objective for a given MDP or simply apply the conventional expectation objective; (ii)
what kind of improvement one would expect if adopting a risk-sensitive MDP. Additionally, the
QMDP framework does not involve user-specific parameters (such as constraints on variance and
the parameters in the exponential utility function) which are difficult to determine prior to solving
the MDP and without an understanding of the inherent risk.
Dynamic programming for a non-Markovian objective. The QMDP deals with a non-
Markovian objective where the optimal policy may depend on the entire past history. Related work
(Ruszczyn´ski 2010, Jiang and Powell 2018) on risk-sensitive dynamic programming/MDP has con-
sidered a nested risk measure which is formed by composing a sequence of one-step risk measures.
This usually avoids the inconvenience of dealing with non-Markovian structures. Ruszczyn´ski (2010)
provided a method to “Markovize” a dynamic risk measure. Yu et al. (2017) developed a generic
treatment for MDPs with optimized certainty equivalent (OCE) objective; the OCE objective nat-
urally leads to a DP solution. Our paper complements this line of literature and shows that in the
MDP setting, a non-Markovian objective (such as the quantile objective) can also be solved using
a dynamic programming formulation with a careful algorithm design. For the quantile objective,
we create an auxiliary state that acts like a “sufficient statistic” for the past history; then dynamic
programming can be executed over the augmented state space with the help of an optimization
procedure. The dynamic programming results provide insights for understanding a dynamic quan-
tile risk measure and also give a non-constructive explanation for the time-inconsistency (Cheridito
and Stadje 2009) of the quantile risk measure. The key takeaway is that a quantile objective spec-
ifies a family of risk measures and the execution of a QMDP procedure entails a dynamic change
of the risk measure within the family, which makes the conventional definition of dynamic risk
measure unsuitable for the quantile objective. In §5.2 we discuss this issue in detail and develop a
new notion of time-consistent risk measure.
Practical Relevance of QMDP. MDP models have been widely applied to many real-world
problems including, for example, financial derivative pricing (Tsitsiklis and van Roy 1999), service
system planning (Sennott 1989), and chronic disease treatment (Shechter et al. 2008, Mason et al.
2014). However, these applications do not consider the fact that many decisions are inherently risk-
sensitive. For instance, both physicians and patients are concerned about the risk associated with
different medical treatment decisions. Practitioners have applied the quantile objective in a variety
of applications, but in a descriptive manner (Berkowitz and O’Brien 2002, Austin et al. 2005,
Beyerlein 2014). Our work contributes to the adoption of quantile criteria in sequential decision
making. In prior work there has been no clear solution to decode the full distribution of cumulative
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reward. We demonstrate that QMDP serves as a risk diagnostic to assess the inherent uncertainty.
With a single pass of the QMDP solution algorithm, we can obtain the optimal rewards for all
quantiles. Comparing these rewards to the quantiles of the cumulative reward under the traditional
optimal MDP policy can help assess the need for adoption of a risk-sensitive framework. In this
sense, QMDP is not a substitute for but a complement to MDP models in real-world applications.
1.2. Related Literature
The idea of risk-sensitive decision making in MDPs was first introduced in the 1970s when Howard
and Matheson (1972) proposed the use of an exponential utility function to reflect risk attitude.
Other natural formulations imposed a variance constraint (Piunovskiy 2006, Tamar et al. 2012)
or a probability constraint (Altman 1999, Ermon et al. 2012) on the MDP cumulative reward.
Chow (2017) discussed several disadvantages of these two types of risk-sensitive MDP, such as
the policy structure problem arising in practice and the parameter-sensitivity issue. The problem
has also been studied from a risk measure perspective. Ruszczyn´ski (2010) and Jiang and Powell
(2018) proposed nested risk measures for a risk-averse MDP problem, which is motivated from
the study of dynamic risk measures. Another method for solving a special case of risk-sensitive
MDPs is stochastic dual dynamic programming (Shapiro et al. 2013). The QMDP differs from these
formulations in that it explicitly characterizes the uncertainty in an MDP, providing guidance as
to whether one should use a risk-sensitive MDP.
This paper is the first work to address the MDP problem with a quantile objective in a generic set-
ting. Several authors have examined restricted versions of the problem. Filar et al. (1995) proposed
an algorithm to optimize the quantile of the limiting average reward of an infinite-horizon MDP.
Ummels and Baier (2013) developed an algorithm to compute the quantile cumulative rewards
for a given policy in polynomial time. Gilbert et al. (2016) addressed the quantile optimization
problem for the special case of deterministic rewards and preference-based MDP.
Conditional value at risk (CVaR), as an alternative to the quantile objective, has also been
explored in the context of risk-sensitive MDPs. CVaR, also known as average value at risk (AVaR)
or expected shortfall, is defined as the expectation of the loss/reward in the worst q% of cases.
Bauerle and Ott (2011) derived an analytical framework for MDP with a CVaR objective. Carpin
et al. (2016) and Chow and Ghavamzadeh (2014) provided an approximation scheme for solving
CVaR MDP problems. In this paper, we show that the derivation of our QMDP framework also
extends to CVaR MDP and provides an exact algorithm for solving the CVaR MDP problem. The
algorithm completes the algorithmic aspect of Bauerle and Ott (2011)’s work and operationalizes
the dynamic programming formulation therein.
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The remainder of the paper is organized as follows. We lay out the traditional MDP problem
formulation and assumptions in §2 and present the problem formulation of QMDP and the respec-
tive dynamic programming solution in §3. We describe the algorithm for solving the QMDP as well
as its computational aspects in §4. We discuss extensions of the model in §5. We present empirical
results on a synthetic example as well as an evaluation of an HIV treatment initiation problem in
§6. We conclude with discussion in §7.
2. Markov Decision Process
A Markov decision process (MDP) consists of two parts (Bertsekas 1995): an underlying discrete-
time dynamic system, and a reward function that is additive over time. A dynamic system defines
the evolution of the state over time:
St+1 = ft(St, at,wt), t= 0,1, ..., T − 1, (1)
where St denotes the state variable at time t from state space S, at denotes the actions/decisions
at time t and wt is a random variable that captures the stochasticity in the system. The reward
function at time t, denoted by rt(St, at,wt), accumulates over time. The cumulative reward is
rT (ST ) +
T−1∑
t=0
rt(St, at,wt),
where rT (ST ) is the terminal reward at the end of the process. The random variable wt ∈ W
determines the transition in the state space and the state St+1 follows a distribution Pt(·|St, at)
that is possibly dependent on the state St and the action at. We consider the class of policies
that consist of a sequence of functions pi = {µ0, ..., µT−1} where µt maps historical information
Ht = (S0, a0, ..., St−1, at−1, St) to an admissible action at ∈At ⊂A. Here we use At and A to denote
the admissible action set. The policy pi together with the function ft determines the dynamics of
the process. Given an initial state S0 and a policy pi, we have the following expected total reward:
Epi
[
rT (ST ) +
T−1∑
t=0
rt (St, at,wt)
]
.
The objective of an MDP is to choose an optimal policy in the set Π of all admissible policies
that maximizes the expected total reward, i.e.
max
pi∈Π
Epi
[
rT (ST ) +
T−1∑
t=0
rt (St, at,wt)
]
, (2)
where the expectation is taken with respect to (w0,w1, ...,wT−1). Without loss of generality, we
assume rT (ST ) = 0 for all ST .
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2.1. Assumptions
We first discuss a few assumptions and clarify the scope of this paper.
Assumption 1 (State and Action Space).
(a) The state space S and the action space A are finite.
(b) The random variable wt ∈W has a finite support, i.e. |W|<∞.
(c) The function ft is “weakly invertibile”: S ×A×W → S governs the dynamic system (1).
Specifically, there exists a function lt : S ×A×S →W such that for any s∈ S, a∈A and w ∈W,
lt(s, a, ft(s, a,w)) =w.
Part (a) is a classic assumption about the finiteness of the state and action spaces. In part (b), we
assume that the random variable wt has a finite support, i.e. wt is a discrete random variable only
taking finite possible values. Recall that this paper concerns the quantiles of cumulative reward; if
wt has infinite support, it will result in the reward rt (St, at,wt) and the cumulative reward having
infinite support. In fact, there is no general way to store the infinite support random variable or
to query its quantiles unless the distribution has some parameterized structure. Since we aim for a
generic treatment of the quantile MDP problem, the assumption of finite support is necessary. Also,
because a random variable can be always approximated by a finitely supported discrete random
variable at any granularity, we believe part (b) will not cause much practical limitation.
Part (c) is introduced for notational simplicity in our derivation. We show how to remove this
assumption in §5.4. Part (c) states that the random variable wt can be fully recovered with the
knowledge of St, at, and St+1, i.e. there exists a function lt s.t. wt = lt (St, at, St+1) . This assumption
means that there is no additional randomness other than that which governs the state transitions.
It follows that the reward rt will be a function of St, at, and St+1. In practice, this assumption is
well satisfied by most MDP applications. Additionally, we allow the dynamics ft(·) in part (c) and
the reward function rt(·) to be non-stationary and non-parametric.
3. Quantile Markov Decision Process
In this section, we formulate the QMDP problem and derive our main result – a dynamic program-
ming procedure to solve QMDP.
3.1. Quantile Objective and Assumptions
The quantile of a random variable is defined as follows.
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Definition 1. For τ ∈ (0,1), the τ -quantile of a random variable X is defined as
Qτ (X), inf{x | P(X ≤ x)≥ τ}.
For τ = 0,1 we define Q0(X) = inf{X} and Q1(X) = sup{X}, respectively.1
The following properties are implied by the definition.
Lemma 1. For a given random variable X, Qτ (X) is a left continuous and non-decreasing function
of τ. Additionally,
P (X ≤Qτ (X))≥ τ.
The goal of the QMDP is to maximize the τ -quantile of the total reward:
max
pi∈Π
Qpiτ
[
T−1∑
t=0
rt (St, at,wt)
]
. (3)
Here the quantile is taken with respect to the random variables (w0,w1, ...,wT−1), and the super-
script pi denotes the policy we choose. The above formulation is for the case of a fixed finite horizon,
i.e. T <∞. For the infinite-horizon case, the objective is
max
pi∈Π
Qpiτ
[ ∞∑
t=0
γtrt (St, at,wt)
]
, (4)
where γ ∈ (0,1) is the discount factor.
As in the derivation of MDP with expectation objective, we introduce a value function for the
quantile reward of the Markov decision process. Suppose that the process initiates in state s at
time t, and we adopt the policy pit:T . The value function is
vpit:Tt (s, τ),Qτ
[
T−1∑
k=t
rk (Sk, ak,wk)
∣∣∣St = s] .
Here pit:T = (µt, ..., µT−1) denotes the policy and the action
ak = µk(H′k) = µk(St, at, ..., Sk)
for k = t, ..., T − 1. Since the process initiates at time t, the history H′k also begins with St. We
emphasize that the value function is a function of both the state s and the quantile of interest τ
and is indexed by time t. The value function also depends on the chosen policy pit:T .
The objective of QMDP is to maximize the value vpit:Tt (s, τ) by optimizing the policy pit:T . Thus,
we define the optimal value function as
vt(s, τ), max
pit:T∈Π
vpit:Tt (s, τ). (5)
When t= 0, the value function v0(s, τ) is equal to the optimal value in (3).
1 Here we do not consider the effect of 0-measure set. More precisely, the definition should be Q0(X) = sup{D ∈
R|P (X ≥D) = 1} and Q1(X) = inf{U ∈R|P (X ≤U) = 1}.
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3.2. Value Function and Dynamic Programming
We construct a dynamic programming procedure and derive the optimal value function vt(s, τ)
backward from t= T −1 to t= 0. The key step is to relate the value functions vt(s, τ) with vt+1(s, τ).
Intuitively, vt+1(s, τ) is obtained by optimizing pi(t+1):T while vt(s, τ) is obtained by optimizing pit:T .
The difference lies in the choice of pit = µt(·). To connect them, we introduce an intermediate value
function by fixing the output action of µt(s) to be a:
v˜t(s, τ, a), max{pit:T∈Π|µt(s)=a}
vpit:Tt (s, τ).
Note that
vt(s, τ) = max
a
v˜t(s, τ, a). (6)
We now establish the relationship between v˜t(s, τ, a) and the value function vt+1(s
′, τ ′). We have
v˜t(s, τ, a) = max{pit:T∈Π|µt(s)=a}
vpit:Tt (s, τ)
= max
{pit:T∈Π|µt(s)=a}
Qτ
(∑
s′∈S
1{St+1 = s′|St = s, at = a}
[
T−1∑
k=t
rk (Sk, ak,wk)
∣∣∣St = s,St+1 = s′]) .
(7)
Here the second line is obtained by differentiating possible values for the state St+1. It is a sum-
mation of |S| random variables, each of which is associated with a specific state s′. Analyzing each
term more carefully, we have,
1{St+1 = s′|St = s, at = a}
[
T−1∑
k=t
rk(Sk, ak,wk)
∣∣∣St = s,St+1 = s′]
= 1{St+1 = s′|St = s, at = a}rt(St, at,wt)+1{St+1 = s′|St = s, at = a}
[
T−1∑
k=t+1
rk(Sk, ak,wk)
∣∣∣St = s,St+1 = s′] .
The first term here is deterministic with the knowledge of St and St+1 under Assumption 1 (c).
The second term seems to be closely related to the value function vt+1(s
′, τ ′) in that the summation
begins from t+ 1 and the conditional part includes the information of St+1. The following theorem
formally establishes the relationship between v˜t(s, τ, a) and vt+1(s
′, τ ′).
Theorem 1 (Value Function Dynamic Programming). Let S = {s1, ..., sn}. Solving the
value function defined in (5) is equivalent to solving the following optimization problem:
OPT (s, τ, a, vt+1(·, ·)) , max
q
min
i∈{qi 6=1|i=1,2,...,n}
[vt+1(si, qi) + rt (s, a,wt)] , (8)
= max
q
min
i∈{qi 6=1|i=1,2,...,n}
[vt+1(si, qi) + rt (s, a, lt(s, a, si))] ,
subject to
n∑
i=1
piqi ≤ τ, qi ∈ [0,1], pi = P(St+1 = si|St = s, at = a).
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Here wt = lt(s, a, st+1) = lt(s, a, si) is from Assumption 1 (c). We use vt+1(·, ·) to denote the value
function at t+ 1 and to emphasize that it is a function of state and quantile. The decision variable
here is the vector q. Then,
v˜t(s, τ, a) =OPT (s, τ, a, vt+1(·, ·)) .
The optimization problem stated in the theorem comes from the following lemma which computes
the quantile of a sum of random variables (as it appears in the right-hand side of (7)). Recall that
the expectation of a summation of random variables equals the summation of the expectations, and
this linearity makes possible the backward dynamic programming in the traditional MDP. Lemma
2 plays a similar role in that it relates the quantile of the summation of random variables to the
quantiles of each random variable. This result together with the optimization algorithm in the
next section is of potential interest for other applications concerned with the quantiles of random
variables.
Lemma 2. Consider n discrete random variables Xi, i= 1, ..., n, (here and hereafter, by discrete
random variables, we mean that Xi take values on a finite set) and another n binary random
variables Yi ∈ {0,1} with
∑n
i=1 Yi = 1. Then the quantile of the summation
Qτ
(
n∑
i=1
XiYi
)
is given by the solution to the following optimization problem:
max
q
min
i∈{qi 6=1|i=1,2,...,n}
Qqi(Xi) (9)
subject to
n∑
i=1
piqi ≤ τ,
qi ∈ [0,1], pi = P(Yi = 1).
Here q = (q1, ..., qn) is the decision variable and Qqi(Xi) is the qi-quantile of the conditional distri-
bution Xi|Yi = 1.
The key idea for the proof of Theorem 1 is to introduce a random variable Xi such that its
quantile Qτ (Xi) =Qτ (vt+1(si, τ) + rt(s, a,h(s, a, si))) for all τ ∈ [0,1]. Then the right-hand side of
(8) is in the same form as (9) and Lemma 2 applies. By putting Theorem 1 together with (6), we
establish the relationship between vt(s, τ) and vt+1(s
′, τ ′) and build the foundation for a backward
dynamic program to compute optimal value functions. Importantly, the algorithm derives the entire
value function, i.e., the output we obtain at time t is the function vt(·, ·) rather than its evaluation
at some specific s and τ.
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Figure 1 Illustration of backward dynamic program for computing vt from vt+1. Here p
k
i = P(St+1 = sk|St =
s, a= ak).
3.3. Optimal Value and Optimal Policy
In this section, we establish that the value functions obtained from the backward dynamic program
correspond to the optimal value for the QMDP and thus define the optimal policy. The procedure
for computing the value functions is illustrated in Figure 1. The optimization problem OPT takes
vt+1 as its argument and output v˜t(s, τ, a); then by taking maximum over the action a, we obtain
vt. Theorem 2 verifies that the value function v0 computed via backward dynamic programming is
equal to the optimal quantile value.
Theorem 2 (Optimal Value Function). Let vT (s, τ) = 0 for all s∈ S and τ ∈ [0,1]. Iteratively,
we compute
vt(s, τ) = max
a
OPT (s, τ, a, vt+1(·, ·)) ,
for t= T − 1, ...,0. Then we have
v0(s, τ) = max
pi∈Π
Qpiτ
[
T−1∑
k=0
rk(Sk, ak,wk)
]
.
Theorem 3 characterizes the optimal policy. Unlike the case of MDP, the optimal policy pit for
QMDP is a function of the history ht = (S0, a0, ..., St) instead of simply the current state St – but
all of the history ht is summarized in the quantile level τt. In other words, τt is a function (although
not explicit) of the history and plays a role like that of a “summary statistic.” Theorem 3 tells us
that the optimal policy pit is a function of only the current state St and the “summary statistic”
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τt. Intuitively, this augmented quantile level τt reflects the historical performance of the MDP. A
higher quantile level will encourage a more aggressive policy in the remaining periods while a lower
quantile level will encourage conservative moves. For example, if we start with τ0 = τ = 0.5, which
means that our ultimate goal is to maximize the median cumulative reward over 0 to T , then at
some time t in between, if we have already achieved a relatively high reward, i.e., a large
∑t
k=0 rk,
the augmented quantile level τt will decrease to some value smaller than 0.5 accordingly. This will
drive us to take relatively conservative moves in the future, and vice versa.
Theorem 3 (Optimal Policy). We augment the state St with a quantile τt to assist in the exe-
cution of the optimal policy. At the initial state s0 and τ0 = τ, we define our initial policy function
as
pi0 : µ0(s0, τ0) = arg max
a
v˜0(s0, τ0, a).
At time t, we execute the output of µt and then the process reaches state St+1. Let q
∗ be the
solution to the optimization problem OPT (St, µt(St, τt), τt, vt+1(·, ·)). Here vt+1(·, ·) is computed as
in Theorem 2. The term τt+1 is assigned as
τt+1 = q
∗
i
for the specific i that satisfies St+1 = si. We define pit+1 as
pit+1 : µt+1(St+1, τt+1) = arg max
a
v˜t+1(St+1, τt+1, a).
The policy pi = (pi0, ..., piT ) defined above is the optimal policy for the objective (3) and obtains the
optimal value v0(s0, τ0).
4. Algorithms and Computational Aspects
In this section, we present our algorithm for solving QMDP and discuss its computational aspects.
As mentioned earlier, the key for computing the value function is to solve the optimization problem
OPT. Thus, we first provide an efficient algorithm for solving OPT and then analyze its complexity.
4.1. Algorithm for Solving the Optimization Problem OPT
We formulate OPT (s, τ, a, vt+1(·, ·)) in a more general way as follows:
OPT , max
q
min
i∈{qi 6=1|i=1,2,...,n}
g(i, qi), (10)
subject to
n∑
i=1
piqi ≤ τ,
n∑
i=1
pi = 1,
qi ∈ [0,1], for i= 1, ..., n.
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Here τ and the pi’s are known parameters. The decision variable is q = (q1, ..., qn). We introduce a
function g : {1, ..., n}× [0,1]→R. We assume that g(i, ·) is a left continuous and piecewise constant
function with finite breakpoints for all i. The variable i refers to the state in the QMDP settings.
We will show later that these assumptions are satisfied for value functions of QMDP with finite
state space and discrete rewards. Therefore, we can represent and encode each function g(i, ·) with
a set of breakpoint-value pairs {(
b
(1)
i , v
(1)
i
)
, ...,
(
b
(ni)
i , v
(ni)
i
)}
where ni is the number of pairs. Then we have
g(i, x) =
 v
(1)
i , for x∈
[
b
(1)
i , b
(2)
i
]
,
v
(k)
i , for x∈
(
b
(k)
i , b
(k+1)
i
]
and k= 2, ...ni.
Here we define b
(1)
i = 0 and b
(ni+1)
i = 1 for all i.
Algorithm 1 solves OPT. The idea is quite straightforward: we start with qi = 0 for all i and
gradually increase the qi that has the smallest value of g(i, qi) until the constraint
∑n
i=1 piqi ≤ τ is
violated. The g(i, qi) that has smallest value is the bottleneck for the objective function value. By
increasing the corresponding qi, we keep improving the objective function value. The output of the
algorithm f(·) restores the optimal values of OPT as a function of τ ∈ [0,1].
We illustrate the algorithm with an example of n= 3 in Figure 2. In this example, we have three
functions g(i, ·) represented by three gray rectangles with corresponding transition probabilities
denoted by pi. We want to determine f(·), which is indicated by the red rectangle for each step.
Following Algorithm 1, we initialize input k1 = k2 = k3 = 1, τtmp = 0 and u1 = 10, u2 = 8, u3 = 10.
We then find (Step 1) u = mini∈S={1,2,3} ui = 8, and thus f(0) = 8. To find the upper bound b(2)
for the value of 8, we execute the “while” loop. The only g(i, ·) that has value of 8 is g(2, ·) so
we assign S0 = 2 and τnew = τtmp = 0. Since k2 = 1 and n2 = 2 in this example, we can update
τnew = τnew + pi
(
b
(k2+1)
2 − b(k2)2
)
= 0 + 0.5(0.4 − 0) = 0.2. Thus, in Step 1 we have f(τ) = 8 for
τ ∈ [0,0.2]. The algorithm keeps updating f(·) until the set S becomes empty. In the end (rightmost
panel of Figure 2) we have fully specified f(·), and thus we have found the optimal values of OPT
as a function of τ ∈ [0,1].
4.2. Algorithm for Solving QMDP
In this subsection, we summarize the previous results and provide the algorithm for solving QMDP
as Algorithm 2. It is obtained by putting together Algorithm 1 with Theorems 2 and 3. One
advantage of this dynamic programming algorithm is that the optimal value functions and the
optimal policies at all states and quantiles are computed in a single pass. Indeed, this single-pass
property is necessary for the quantile objective, because the optimal value and action at time t
could depend on the value function at time t+ 1 for all the quantiles.
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Algorithm 1 Algorithm for the Optimization Problem (10)
1: Input: {pi, g(i, ·) | i= 1, .., n}
2: Initialize k1 = ...= kn = 1, τtmp = 0.
3: Let ui = g(i,0) = v
(1)
i , i∈ S = {1, ..., n} and u= mini∈S ui.
4: Let f(0) = u.
5: while S 6= ∅ do
6: S0 = argmini∈S ui
7: τnew = τtmp
8: for i∈ S0 do
9: if ki = ni then
10: τnew = τnew + pi
(
1− b(ki)i
)
11: S = S\{i}
12: else
13: τnew = τnew + pi
(
b
(ki+1)
i − b(ki)i
)
14: ki = ki + 1
15: Update ui = v
(ki)
i
16: if τtmp = 0 then
17: Let f(τ) = u for τ ∈ [τtmp, τnew]
18: else
19: Let f(τ) = u for τ ∈ (τtmp, τnew]
20: Update τtmp = τnew
21: Update u= mini∈S ui
22: Return f(·)
Figure 2 Step-by-step execution of Algorithm 1 with n= 3 sample g(·, ·) functions. Numbers inside and
along the blocks represent the values and breakpoints of the input functions g(i, ·). The shaded
regions reflect the progress of the algorithm. In the end, the output is f.
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Algorithm 2 Algorithm for Solving QMDP
1: Input: Transition probabilities P(St, a,St+1), reward function rt(st, at,wt), time horizon T .
2: Computing Value Functions:
3: Initialize Let S = {s1, ..., sn}, vT (si, τ) = 0 for all i= 1, ..., n and τ ∈ [0,1].
4: for t= T − 1, ....,0 do
5: for i= 1, ..., n do
6: for a∈At do
7: ptmp(sj) =P(St = si, a,St+1 = sj) for j = 1, ..., n
8: vtmp(sj, τ) = vt+1(St+1 = sj, τ) + rt for j = 1, ..., n and τ ∈ [0,1]
9: v˜(si, τ, a) =OPT (ptmp(·), vtmp(·, ·))
10: vt(si, τ) = maxa v˜(si, τ, a)
11: Output: {vt(s, τ), v˜t(s, τ, a)}T−1t=0 for all s∈ S, a∈A and τ ∈ [0,1]
12: Execution:
13: Initialize S0 = s and our goal is to maximize τ quantile. Let R= 0 and τ0 = τ.
14: for t= 0, ..., T − 1 do
15: Take action at = arg maxa v˜t(St, τt, a)
16: Transit from St to St+1 = sj for some j ∈ {1, ..., n}
17: R=R+ rt(st, at, st+1)
18: Let q∗ be the optimizer of OPT (St, at, vt+1(·, ·))
19: Update τt+1 = q
∗
j
20: Output: Cumulative reward R
4.3. Complexity Analysis and Approximation
The computational cost of our algorithm for solving QMDP (Algorithm 2) is mostly concentrated in
computing the value functions. It is easy to show that all the value functions are piecewise constant.
This is because when the input functions of OPT are piecewise constant, the OPT procedure will
output a piecewise constant function as well. Also, it can be readily seen that the complexity of
Algorithm 1 is linear in the number of breakpoints for its output functions. Based on these facts,
we have the following proposition.
Proposition 1. When the rewards are integer and bounded, |rt| ≤R for all t, then the complexity
of Algorithm 1 for computing value functions for QMDP is O (AST ·max(RT,S)) . Here T is the
length of the time horizon, and A = |A| and S = |S| are the sizes of the action and state space,
respectively.
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The proof of this proposition is straightforward: When the reward is integer and bounded by R,
the cumulative reward is bounded by RT. Thus any value function has at most RT breakpoints,
which means that each call of OPT will induce at most O(RT ) complexity. Additionally, each call
of OPT will have a read and write complexity of O(S). Therefore each iteration has O(max(RT,S))
complexity. Since there are AST iterations in total, the overall complexity is O (AST ·max(RT,S)) .
Though the algorithms work for both integer and non-integer cases, the analysis is more com-
plicated when the rewards are non-integer because we have no simple way to bound the number of
breakpoints for the value functions. The value function can become “exponentially” complicated
as the backward dynamic programming proceeds, so that the cost to restore the value function
will also grow exponentially. Nemirovski and Shapiro (2006) pointed out that the computation of
the distribution of the sum of independent random variables is already NP-hard. To prevent this
explosion, one can either truncate the rewards to integers or create approximations of the value
functions. For the truncation approach, if we still want to preserve computational precision, we
can scale up the rewards before truncation. For the approximation approach, we would restore the
value function at N uniform breakpoints. The choice of N is up to the user and can be as large
as, for example, 10,000, which means that we restore the value function only for all the quantile
values with an interval of 0.0001.
From the above analysis, we observe that the bottleneck for the complexity of our algorithm lies
in the complexity of the value function. In traditional MDP, the value function is a function of the
state s and time stamp t. In QMDP, for each given s and t, we need to compute and retain the
optimal values for all the quantiles in order to derive the value function for time t− 1. Therefore,
there is not much room for improvement on this complexity upper bound in a generic setting.
5. Extensions
In this section, we discuss several extensions of the QMDP framework. We extend the framework
to solving CVaR MDP (§5.1) and discuss some properties of quantiles as a risk measure in the
sequential decision making framework (§5.2). We establish the optimal value and policy for the
infinite-horizon case (§5.3) and discuss how to relax Assumption 1 (c) (§5.4).
5.1. Conditional Value at Risk
In this section, we show how the dynamic programming idea in QMDP extends to the CVaR
objective. We follow the characterization of Rockafellar and Uryasev (2002) for a definition of
CVaR.
Definition 2. For τ ∈ (0,1), the conditional value at risk (CVaR) at level τ is defined as
CVaRτ (X),Qτ (X) +
1
1− τ E [X −Qτ (X)]
+
.
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We consider an alternative objective, that of maximizing the CVaR of the cumulative reward.
max
pi∈Π
CVaRpiτ
[
T−1∑
t=0
rt (St, at,wt)
]
. (11)
Bauerle and Ott (2011) provided the first solution to the CVaR MDP problem with a functional
dynamic programming approach. Our results operationalize the approach and reveal the key step
in the dynamic programming as an optimization problem, similar to the previous OPT problem.
Chow and Ghavamzadeh (2014) and Carpin et al. (2016) developed approximate algorithms for
CVaR MDP, while we develop exact solutions.
As for the quantile objective, we define the value function
upit:Tt (s, τ),CVaRpiτ
[
T−1∑
k=t
rk (Sk, ak,wk)
∣∣∣St = s] .
Here pit:T = (µt, ..., µT−1) denotes the policy and the action
ak = µk(H′k) = µk(St, at, ..., Sk)
for k= t, ..., T − 1.
Theorem 4 (CVaR Value Function). Let S = {s1, ..., sn} and uT (s, τ) = u′T (s, τ) = 0 for all
s∈ S and τ ∈ (0,1). Then,
u˜′t(s, τ, a) =OPT (s, τ, a,u
′
t+1(·, ·))
and q∗ = (q∗1 , ..., q
∗
n) as the optimal solution to the OPT problem (dependent on s and τ).
u˜t(s, τ, a) =
1
1− τ
n∑
i=1
pi(1− qi) [ut+1(si, q∗i ) + rt (s, a,wt)]
=
1
1− τ
n∑
i=1
pi(1− qi) [ut+1(si, q∗i ) + rt (s, a, lt(s, a, si))]
Here wt = lt(s, a, st+1) = lt(s, a, si) is from Assumption 1 (c). By taking maximum over the action
a,
ut(s, τ) = max
a
u˜t(s, τ, a).
Denote the optimal action as a∗ (dependent on s and τ).
u′t(s, τ) = u˜
′
t(s, τ, a
∗).
In this way, we have
u0(s, τ) = max
pi∈Π
CVaRpiτ
[
T−1∑
t=0
rt (St, at,wt)
]
.
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Theorem 4 presents a dynamic programming formulation for the CVaR MDP problem. The key
observation is that the CVaR definition involves the quantile and the results developed §4 provide
useful tools for quantile-related computations. The functions ut and u
′
t in Theorem 4 represent the
optimal CVaR cost-to-go value function and the corresponding quantiles of the cumulative reward.
Different from the QMDP problem, the formulation here takes the maximum of the CVaR function
and updates the corresponding quantile function according to the optimal action. This result
provides an alternative solution to the CVaR MDP problem developed in Chow and Ghavamzadeh
(2014) and Carpin et al. (2016) by utilizing the quantile-related results we have developed.
5.2. Dynamic Risk Measures
The quantile objective viewed as a dynamic risk measure has been criticized for its time-
inconsistency (Cheridito and Stadje 2009, Iancu et al. 2015). In fact, the quantile objective specifies
a family of risk measures (functions) parameterized by the quantile level τ and thus the conven-
tional notion of time-consistency no longer fits. In Theorem 5, we present a time-consistency result
for the quantile risk measure. The result is implied by the dynamic programming results developed
in the previous sections.
Theorem 5. Given two real-value Markov chains with a finite state space, {Xt}T−1t=0 and {Yt}T−1t=0
and a function r :R→R, if
Qτ
(
T−1∑
t=0
r(Xt)
∣∣∣Fk)≥Qτ (T−1∑
t=0
r(Yt)
∣∣∣Fk) (12)
holds for k = 1, ..., T − 1 and all τ ∈ (0,1), where Fk denotes the σ-algebra generated by (X0, Y0),
and if X0 and Y0 have an identical distribution, then we have
Qτ
(
T−1∑
t=0
r(Xt)
)
≥Qτ
(
T−1∑
t=0
r(Yt)
)
.
{Xt}Tt=0 and {Yt}Tt=0 can be interpreted as two Markov chains specified by an MDP with two
fixed policies. The condition (12) in the above theorem can be viewed as similar to the dynamic risk
measure in Cheridito and Stadje (2009) and Iancu et al. (2015), but it is a stronger condition than
the corresponding condition therein because here the inequality is required to hold for all τ ∈ [0,1].
We can see that this is entailed by the dynamic programming procedure in solving QMDP, where
the quantile value at time t depends on the quantile values at time t+1 for all τ ∈ (0,1) in general.
On one hand, this explains why the quantile objective, as a risk measure, is not time-consistent in
the conventional sense, where we only require that inequality (12) holds for a fixed τ . On the other
hand, it emphasizes that the optimization of a dynamic quantile risk measure requires changing
the risk measure (the quantile level τt in Theorem 3) itself over time. With the stronger condition
(12), the quantile objective can also be viewed as a time-consistent risk measure.
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5.3. Infinite-Horizon QMDP
For the infinite-horizon QMDP, the objective is
max
pi∈Π
Qpiτ
[ ∞∑
t=0
γtrt (St, at,wt)
]
.
Here rt = r(St, at,wt) is stationary and γ ∈ (0,1) is the discount factor. The policy pi =
{µt}∞t=0 consists of a sequence of decision functions and µt maps the historical information ht =
(S0, a0, ..., St−1, at−1, St) to an admissible action at ∈At ⊂A. The value function is
v(s, τ),max
pi∈Π
Qpiτ
[ ∞∑
t=0
γtrt (St, at,wt)
∣∣∣S0 = s] . (13)
Similar to the infinite-horizon MDP, we propose a value iteration procedure to compute the
QMDP value function. The result is formally stated as Theorem 6. We use k to denote the iteration
number here to distinguish it from the index notation t in Theorem 2 which is the time stamp for
backward dynamic programming.
Theorem 6 (Infinite-Horizon Optimal Value Function). Consider the following value iter-
ation procedure:
v(0)(s, τ) = 0,
v˜(k+1)(s, τ, a) =OPT (s, τ, a, γv(k)(·, ·)),
v(k+1)(s, τ) = max
a
v˜(k+1)(s, τ, a).
Then we have
lim
k→∞
v(k)(s, τ) = v(s, τ),
for any s∈ S and τ ∈ [0,1]. Furthermore, since the function v(s, τ) is a monotonic function for τ ,
the convergence is uniform.
The key to the proof of the theorem is to show that the OPT procedure, as an operator, features the
same contractive mapping property as the Bellman operator in a traditional MDP. The contraction
rate is simply the discount factor γ. Based on the optimal value function, we have the following
result characterizing the optimal policy.
Theorem 7 (Infinite-Horizon Optimal Policy). Let v(·, ·) be the optimal value function as in
Theorem 6 and
v˜(s, τ, a),OPT (s, τ, a, γv(·, ·)).
We augment the state St with a quantile τt to assist the execution of the optimal policy. At the
initial state s0 and τ0 = τ, we define our initial policy function as
µ0(s0, τ0) = arg max
a
v˜(s0, τ0, a).
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At time stamp t, we execute pit and then arrive at state St+1. Let q
∗ be the solution to the opti-
mization problem OPT (St, µt(St, τt), τt, γv(·, ·)). The term τt+1 is defined as
τt+1 = q
∗
i ,
for the specific i such that St+1 = si, and µt+1 is defined as
µt+1(St+1, τt+1) = arg max
a
v˜(St+1, τt+1, a).
The policy pi = {µt}∞t=0 is the optimal policy for the objective (13) and obtains the optimal value
v(s0, τ0).
The value iteration procedure is similar to the backward dynamic programming procedure for
the finite-horizon case. This is because we can always interpret the finite-horizon reward as an
approximation of the infinite-horizon reward by truncating the reward after time T .
5.4. Relaxation of Assumption 1 (c)
Assumption 1 (c) was introduced for simplicity in our mathematical derivations. The assumption
requires that the reward function can be expressed as a function of St, at, and St+1. Recall that
the input for the OPT problem (8) is
vt+1(si, qi) + rt (s, a,wt) = vt+1(si, qi) + rt (s, a, lt(s, a, si)) .
When Assumption 1 (c) holds, the second part of this expression becomes deterministic with the
knowledge of St+1 (it is a function of St = s, at = a, and St+1). Therefore, from vt+1(·, ·), we can
easily obtain the input for OPT by increasing it with the constant. However, when the assumption
does not hold, the reward rt (s, a,wt) is a random variable and no longer a constant determined by
St, at and St+1.
Theorem 1 and its proof tell us that this difference does not matter as long as we can compute
the τ -th quantile of the sum
vt+1(si, qi) + rt (s, a,wt)
for any τ ∈ [0,1]. As in the proof of Theorem 1, we introduce a random variable Xsi such that
Qτ (Xsi) = vt+1(si, τ)
for any τ ∈ [0,1]. Let Wsi = rt (s, a,wt) . It is easy to see that conditional on St+1, the terms Xsi
and Wsi are independent. Then, what is left to come up with is an algorithm that takes as input
the quantile functions of two independent random variables and outputs the quantile function of
their summations. For discrete random variables, this can be done efficiently. First, let the input
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be two random variables X1 and X2, which are represented by two sets of probability-value pairs
{(p1, a1), ..., (pn, an)} and {(q1, b1), ..., (qm, bm)}, i.e. P (X1 = ai) = pi and P (X2 = bi) = qi. The idea
is that when X1 and X2 are independent, we can easily compute the distribution of their sum and
therefore the quantile function. The procedure is summarized in Algorithm 3.
Algorithm 3 Algorithm for Computing Quantiles of the Sum of Random Variables
1: Input: Two random variables and their probability-value pairs:
2: X1 : {(p1, a1), ..., (pn, an)} and X2 : {(q1, b1), ..., (qm, bm)}
3: Initialize Let D= {}.
4: for i= 1, ..., n do
5: for j = 1, ...,m do
6: D=D∪{(piqj, ai + bj)}
7: Merge pairs in D with the same value by:
8: Removing two pairs with same value and appending a new pair with the same value but with
the probability being the sum of the two removed probabilities.
9: Output: D, the set of probability-value pairs that represent the distribution of X1 +X2.
Proposition 2. The complexity of Algorithm 3 is O(mn), where n and m are the number of
breakpoints for the quantile functions of X1 and X2, respectively. In the context of QMDP, the com-
plexity is upper bounded by O(R2T ). Therefore, the complexity bound for QMDP with an arbitrary
reward function will be O (AST ·max(R2T,S)) . Here T is the length of time horizon and A= |A|
and S = |S| are the sizes of the action and state spaces, respectively.
When Assumption 1 (c) is relaxed, we need to compute the sum of two random variables at every
time t for the input for OPT. This operation adds an order of O(R) to the complexity. However,
since the overall complexity is at most quadratic with respect to all the variables, the algorithm is
still efficient and scalable.
6. Empirical Results
We present two sets of empirical results, evaluating our model on both a synthetic example and a
problem of HIV treatment initiation.
6.1. Synthetic Example
6.1.1. Background We construct a synthetic example and perform simulations to illustrate
the computational complexity of the QMDP with respect to the state size, time horizon, and reward
structure with comparison to MDP. In addition, we demonstrate how the QMDP framework can be
applied for risk assessment of an MDP, and we compare QMDP with other risk-sensitive models.
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6.1.2. Model Formulation In this example, a player is moving along a chain and receives
rewards dependent on his location. At each time step he takes the action to stay or to move. If he
chooses to move, he will move randomly to a neighboring state. His goal is to maximize expected
cumulative reward over the time horizon. We formulate the model in the language of MDP as
follows:
• Time Horizon : We assume there are T decision periods.
• State : We denote the state by St, t= 0, .., T where St ∈ S = {1, ..., n}.
• Action : At each time t, the player takes an action at ∈A= {Stay, Move}.
• Transition Probability :
— When at = Stay, the player will stay at his location with probability 1.
— When at = Move, the player will move randomly to one of its neighbors. When the player
starts from the ends of the chain, then he moves to his single neighbor with probability 1.
• Rewards: When the player stays in state i at the beginning of a time period, he receives a
reward Ri.
Figure 3 illustrates the model for this game. The arrows represent the possible movements.
Figure 3 An illustration of the simple QMDP model
6.1.3. Results We ran 105 simulation trials solving the QMDP and MDP (on a laptop with
a 2.8 GHz Intel Core i7). In each simulation trial, the transition probabilities were randomly
generated and the rewards were randomly sampled integers no greater than Rmax. Figure 4 shows
the average computation time as a function of the time horizon T , the number of states n, and the
maximum reward amount Rmax. The runtime for QMDP is quadratic in the time horizon T and
linear in the state size n, and grows linearly with maximum reward amount and then fluctuates
after Rmax reaches a certain level. This does not contradict the complexity analysis in Proposition
1: the quadratic complexity in Rmax is an upper bound but is not necessarily tight for every trial.
Figure 4 shows that, as expected, MDP is more time efficient than QMDP since QMDP records
the full distribution of cumulative reward at each step of dynamic programming whereas MDP
only records the mean value.
In addition, we implemented two other risk-sensitive MDP models. We applied the nested com-
position of a one-step risk measure (Jiang and Powell 2018, Ruszczyn´ski 2010), which aims to solve
the following objective with ρτ as a quantile operator for corresponding value at specified τ :
max
pi∈Π
ρτ [r1 + ρτ (r2 + · · ·+ ρτ (rT ))]. (14)
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Figure 4 Runtime of QMDP and MDP for the synthetic example. Base model parameters: time horizon T
= 10, state space size n = 20, max reward Rmax = 10. For each experiment, we change a single
parameter and monitor the running time. The dark red solid lines indicate the CPU time for
execution of the QMDP algorithm and dashed gray lines indicate the CPU time for execution
of the MDP algorithm.
Figure 5 Value function comparison with QBDP. The black lines are the cumulative density function
for simulations with the execution of the optimal MDP policy. The red lines are the optimal
quantile rewards computed via QMDP. The remaining lines are the cumulative density functions
obtained by simulating the optimal policies from QBDP with different preset values of τ .
We will refer to this as quantile-based dynamic programming (QBDP). We also implemented a
utility function-based approach (Howard and Matheson 1972, Chow 2017) which solves the MDP
with exponential utility function u(v) =− v|v| exp−γv. The parameter γ indicates the risk attitude
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Figure 6 Value function comparison with utility function-based MDP. The black lines are the cumulative
density function for simulations with the execution of the optimal MDP policy. The red lines
are the optimal quantile rewards computed via QMDP. The remaining lines are the cumulative
density functions obtained by simulating the optimal policies from the utility function-based
approach with different preset values of γ.
of a decision maker: a negative value of γ indicates that the decision maker is risk seeking, whereas
a positive γ means the decision maker is risk averse.
The traditional MDP solution is an optimal policy pi∗ that maximizes expected cumulative
reward, whereas the QMDP solution maximizes any given quantile of the reward. In Figures 5 and
6, we demonstrate with three random trials the sub-optimality of pi∗ in terms of quantiles. To obtain
the cumulative density function for cumulative reward under pi∗, we simulated 20,000 instances
and plotted the empirical histogram as the gray dashed line. For comparison, we plotted the best
quantile reward obtained from QMDP as the red line. A point (q, r0) on the gray line means that
the MDP can achieve at least r0 cumulative reward with probability 1− q. A point (q, r1) on the
red line means that the optimal q-quantile reward is r1, i.e., there exists a policy that can achieve
at least r1 cumulative reward with probability 1− q. For the QBDP and utility function-based
approaches, we solved the problem by setting various values for the preset parameters (τ in QBDP
and γ in the utility function approach) and then using simulation to find the cumulative density
function for the reward associated with the optimized policies.
6.1.4. MDP Risk Assessment We now discuss how to interpret the experimental results
and we show how the QMDP can be used as a risk-assessment tool for MDPs, helping to determine
whether and when we should adopt a risk-sensitive MDP model. In both Figures 5 and 6, we
observe that the red curve, by definition of the QMDP, is never below the gray curve for any
quantile. The gap between the curves indicates the space for improvement of QMDP over MDP
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for any given quantile, and thus helps us understand the inherent risk associated with the MDP
optimal policy. Specifically,
• For the example on the left in both figures, the only significant difference occurs at the lowest
quantiles. In this case the policy pi∗, although not necessarily achieving quantile optimality, is quite
stable and robust.
• For the example in the middle in both figures, if a quantile reward is desired, there is an
opportunity for significant improvement for quantiles below the median. In this case, a risk-sensitive
MDP model might be desirable for a risk-averse decision maker.
• For the example on the right in both figures, small differences occur throughout, indicating
that if a quantile reward is desired, QMDP can achieve a somewhat better solution. In general,
if the gap between the two curves is not significant, the traditional MDP should be used since it
guarantees the optimal expected return in addition to achieving a near-optimal quantile reward.
We observe that, for any given quantile, the QMDP curve is always above the cumulative den-
sity function curve for rewards obtained from both the QBDP and utility function-based MDP
approaches. However, both the QBDP and utility function-based approaches can help identify risk-
aware policies. For example, the gray dashed lines for τ = 0.2 in Figure 5 or γ = 0.5 in Figure 6 find
the most risk-averse policies that meet the minimum of optimal quantile values from QMDP, and
the blue dashed lines in both figures find policies that have higher return in upper quantile regions.
However, unlike QMDP, both approaches only offer a glimpse of the inherent risk associated with
MDP since we can only obtain polices for specified values of τ or γ. More importantly, the preset
parameters are often arbitrary and may be difficult to determine a priori without an understanding
of the inherent risk.
6.2. Case Study: HIV Treatment Initiation
6.2.1. Background An estimated 37 million people worldwide are living with HIV (World
Health Organization 2018). Effective antiretroviral therapy (ART) reduces HIV-associated mor-
bidity and mortality for treated individuals (Tanser et al. 2013) and has transformed HIV into a
chronic disease. However, there is debate around the optimal time to initiate ART because of poten-
tial long-term side effects such as increased cardiac risk (Freiberg and So-Armah 2016). Patients
who delay initiating ART may sacrifice immediate immunological benefits but avoid future side
effects.
Negoescu et al. (2012) constructed a sequential decision model to determine the ART initiation
time for individual patients that maximizes expected quality-adjusted life expectancy, taking into
account the potential for long-term side effects of ART (increased cardiac risk). However, due to
the MDP framework used, the analysis cannot capture patients’ risk attitudes, which may affect
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their preferences regarding treatment (Fraenkel et al. 2003). QMDP bridges the gap between the
traditional MDP and the patient’s risk attitude by allowing for different values of the quantile
threshold in the QMDP objective to incorporate the risk preferences.
Negoescu et al. (2012) and many other MDP healthcare applications have considered the impact
of parameter uncertainty on the optimal policy. Some of these efforts can be characterized as
robust MDP frameworks (Nilim and El Ghaoui 2005, Wiesemann et al. 2013, Zhang et al. 2015).
QMDP differs in that it provides a unique perspective on the inherent risk of the original MDP.
The analysis explicitly reveals the uncertainty of the cumulative reward and allows the analyst to
determine whether a risk-sensitive MDP framework should be used.
6.2.2. Model Formulation The QMDP formulation of the optimal ART initiation time
problem is straightforward and is similar to the MDP formulation.
• Time Horizon : We assume the patient is assessed at each time period t∈ {0,1,2, · · · , T}.
• State : We characterize the state of the patient at time t as St = (ct, yt, dt). The state is a
function of the patient’s CD4 cell count (ct) (which is a measure of the current strength of the
patient’s immune system), age (yt), and ART treatment duration (dt). In addition, we create
an absorbing state for death, D. We divide the continuous CD4 cell counts into L bins, C =
{C1,C2, · · · ,CL}. For age, we have yt ∈ [Y0, YN ], where Y0 is the starting age and YN is the terminal
age of the patient. For treatment duration, dt = 0 indicates that the patient has not yet started
ART. Once the patient has started ART, dt increases by one unit after each time step.
• Action : At each time t, the patient takes an action at ∈ {W,Rx}, where W represents waiting
for another period and Rx means starting ART treatment immediately (and remaining on ART
for life).
• Transition Probability : The transition probability Pk(St, at, St+1) depends on the patient’s
current state St, the action at at time t, and the state St+1. Two types of transitions can occur:
transition between different CD4 count levels and transition to the terminal (death) state D.
• Rewards: Two types of rewards are accrued: an immediate reward and a terminal reward.
The immediate reward (RI) is measured as the quality-adjusted life years (QALYs) the patient
experiences when transitioning from St to St+1 (St ∈ C,St+1 ∈ {C,D}). We assume that if death
occurs (that is, the patient transitions to state D in period t+1) its timing is uniformly distributed
from t to t+ 1; in this case, we halve the immediate reward associated with state St. The terminal
reward (RE) is the cumulative remaining lifetime QALYs for a patient who passes the terminal
age (YN).
We instantiated the model for the case of HIV-infected women in the United States, aged 20 to
90 years old. We grouped CD4 count levels into 7 bins: 0-50, 50-100, 100-200, 200-300, 300-400,
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400-500, >500 cells/mm3. Lower CD4 counts indicate greater disease progression, with CD4 counts
at the lowest levels typically corresponding to full-blown AIDS. Each time period represents half
a year. Every six months a patient can choose to start ART immediately or delay for another six
months. To obtain the cumulative QALYs after the terminal age (RE), we performed a cohort
simulation that utilized the same model parameters including transition probabilities and utilities
(quality-of-life multipliers). Values for all model parameters are provided in Appendix B.
6.2.3. Results We considered QMDP models with three different quantile thresholds, τ = 0.2,
0.5, and 0.8. As τ increases, the patient becomes less risk-averse. Figure 7 shows the optimal actions
as a function of age and CD4 count. Similar to the findings from the MDP model (Negoescu et al.
2012), we find that patients who are older or who have high CD4 counts tend to delay ART. In both
cases, the reduction in HIV-associated morbidity and mortality from initiating ART is outweighed
by the induced cardiac risks. For older patients, the induced cardiac risks are substantial because
of the higher baseline cardiac risks at older ages. Patients with high CD4 counts are relatively
healthy so the benefits from starting ART are less than the induced cardiac risks.
In contrast to an MDP analysis, which maximizes expected cumulative reward and does not
consider risk preferences, Figure 7 shows that different risk attitudes of patients will lead to different
treatment preferences. Patients who are less risk-averse (i.e., patients with higher levels of τ) will
tend to start ART sooner than patients who are more risk-averse. For example, a risk-averse 60-
year-old woman with a CD4 count of 200 will choose to delay ART initiation, whereas a less
risk-averse woman with the same CD4 count would choose to start ART. This is because patients
with lower levels of risk aversion are more willing to accept elevated cardiac risks in order to gain
the immunological benefits of ART. By incorporating the patient’s risk attitude, QMDP allows for
a patient-centered care plan.
We can use the QMDP framework to illuminate the inherent risk associated with MDP. We
simulated 50,000 different reward trajectories based on the optimal policy obtained from MDP
for a 20-year old patient with CD4 level of 300-350 cells/mm3. We then calculated the cumulative
density function for cumulative rewards from the simulated trajectories and best achievable reward
for each quantile from the QMDP framework. As shown in Figure 8, there is a greater opportunity
for improvement at higher quantiles, which suggests that one should consider using the QMDP
framework when patients are less risk averse.
We note that instabilities exist in the computed QMDP policies for this example, especially
within regions where an action switch is made. This phenomenon is similar to a non-monotonic
policy achieved in an MDP or robust MDP where some of the sufficient conditions for a monotonic
policy are violated (Zhang et al. 2015). The instability may be caused by the structure of the
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rewards (immediate and terminal) and/or the transition probabilities of the underlying simulation
model. Further research is needed to determine sufficient conditions for a monotonic optimal policy
for QMDP.
Figure 7 HIV treatment example. Optimal action over time for QMDP models with τ = 0.20,0.50, and 0.80
Figure 8 HIV treatment example. Optimal QMDP reward and cumulative density function of MDP reward
7. Discussion
We have presented a novel quantile framework for Markov decision processes in which the objective
is to maximize the quantiles of the cumulative reward. We established several theoretical results
regarding quantiles of random variables which contribute to an efficient algorithm for solving
the QMDP. The two examples we presented show how solving QMDP with different values of τ
generates solutions consistent with different levels of risk aversion.
The QMDP framework can be applied to a variety of problems in areas such as health, finance,
and service management where decision robustness and risk awareness play a key role. In this
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paper, we have restricted our attention to obtaining an exact solution for the QMDP problem. The
complexity of our algorithm is O (AST ·max(RT,S)), where T is the length of the time horizon,
and A= |A| and S = |S| are the sizes of the action and state space, respectively. A promising area
for future research is to determine how the QMDP framework can be applied to very large scale
real-world problems. In other risk-sensitive MDP settings, approximate dynamic programming
(ADP) methods (e.g., Jiang and Powell (2018)) have been used to address the issue of exploding
state space and inefficient sampling in large-scale problems. Further research could investigate how
to incorporate ADP methods into the QMDP framework.
In addition to its value in determining the optimal decisions associated with different levels of risk
aversion, QMDP provides a useful adjunct to MDP. QMDP can be used to assess the riskiness of
the expected value solution that is obtained by solving an MDP. Comparing the QMDP solution for
different values of τ to the cumulative density function of the MDP reward reveals the improvement
that could be gained over the MDP solution if a quantile criterion were used. Thus, for example, if
the QMDP solution for a low value of τ yields a significantly higher value than the corresponding
cumulative density function from the MDP (as in the middle panel of Figure 5), then this is an
indicator of the risk associated with the MDP solution. Depending on the decision maker’s risk
attitude, one might want to instead use the QMDP or other risk-sensitive MDP models.
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Appendix A: Proof of lemmas and theorems
A.1. Proof of Lemma 2
We first introduce two lemmas.
Lemma 3. Consider n binary random variables Yi ∈ {0,1} with
∑n
i=1 Yi = 1, and n random vari-
ables Xi. Then we have
P
(
n∑
i=1
XiYi ≥C
)
=
n∑
i=1
P (Yi = 1)P (Xi ≥C|Yi = 1),
P
(
n∑
i=1
XiYi >C
)
=
n∑
i=1
P (Yi = 1)P (Xi >C|Yi = 1),
P
(
n∑
i=1
XiYi ≤C
)
=
n∑
i=1
P (Yi = 1)P (Xi ≤C|Yi = 1),
P
(
n∑
i=1
XiYi <C
)
=
n∑
i=1
P (Yi = 1)P (Xi <C|Yi = 1),
for any C ∈R.
[ Proof of Lemma 3] We show that the first equation and the rest are similar.
P
(
n∑
i=1
XiYi ≥C
)
=
n∑
i=1
P
(
n∑
i=1
Yi = 1,XiYi ≥C
)
=
n∑
i=1
P (Yi = 1,Xi ≥C)
=
n∑
i=1
P (Yi = 1)P (Xi ≥C|Yi = 1)
Lemma 4. For a discrete random variable X and C ∈R, let
q= P (X <C).
Then
Qq+(X)≥C
for any  > 0. Here Qτ (·) is the quantile function as in Definition 1.
[ Proof of Lemma 4 ] For any C0 <C, P (X ≤C0)≤ q < q+ . This is true by the definition of
the quantile.
With the above two lemmas, we now proceed to prove Lemma 2.
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[ Proof of Lemma 2] First, we show that
Qτ
(
n∑
i=1
XiYi
)
≥ max
q
min
i∈{qi 6=1|i=1,2,...,n}
hi(qi) (15)
where hi(qi) =Qqi(Xi). Let
f(q) = min
i∈{qi 6=1|i=1,2,...,n}
hi(qi).
To show (15), we only need to show for any feasible q = (q1, ..., qn) that
Qτ
(
n∑
i=1
XiYi
)
≥ f(q). (16)
By saying q is feasible, we mean that q = (q1, ..., qn) is subject to
n∑
i=1
piqi ≤ τ,
qi ∈ [0,1], pi = P (Yi = 1).
We show (16) by contradiction. If
Qτ
(
n∑
i=1
XiYi
)
< f(q),
then there exists  > 0 such that
Qτ
(
n∑
i=1
XiYi
)
≤ f(q)− .
From the definition of quantiles, this implies
P
(
n∑
i=1
XiYi ≤ f(q)− 
)
≥ τ.
However, from Lemma 3,
P
(
n∑
i=1
XiYi ≤ f(q)− 
)
=
n∑
i=1
piP (Xi ≤ f(q)− |Yi = 1)
≤
n∑
i=1
piP (Xi ≤ hi(qi)− |Yi = 1)<
n∑
i=1
piqi ≤ τ.
Here the inequality in the middle of the second line is strict because of the definition of hi(qi). So
the above leads to a contradiction, which means that inequality (16) is true.
We now prove by construction that there exists q′ = (q′1, ..., q
′
n) such that
Qτ
(
n∑
i=1
XiYi
)
≤ min
i∈{q′i 6=1|i=1,2,...,n}
hi(q
′
i). (17)
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Let
C =Qτ
(
n∑
i=1
XiYi
)
.
From the definition of quantiles, we know that
P
(
n∑
i=1
XiYi ≤C
)
≥ τ
and
P
(
n∑
i=1
XiYi ≤C − 
)
< τ (18)
for any  > 0. We let q¯i = P (Xi <C|Yi = 1). We know that
n∑
i=1
piq¯i =
n∑
i=1
piP (Xi <C|Yi = 1) = P
(
n∑
i=1
YiXi <C
)
≤ τ.
Then, we prove that the inequality in the above equation is not binding, i.e.
n∑
i=1
piq¯i < τ.
If
n∑
i=1
piq¯i = τ,
it follows that
P
(
n∑
i=1
YiXi =C
)
= P
(
n∑
i=1
YiXi ≤C
)
−P
(
n∑
i=1
YiXi <C
)
= 0.
Thus, P (Xi =C) = 0 for all i. Because the random variables Xi are discrete, there must exist
C0 ≤C such that
P [Xi ∈ (C0,C)] = 0
for all i. This implies
P
(
n∑
i=1
YiXi ≤C0
)
= P
(
n∑
i=1
YiXi ≤C
)
−P
(
n∑
i=1
YiXi ∈ (C0,C)
)
−P
(
n∑
i=1
YiXi =C
)
= P
(
n∑
i=1
YiXi ≤C
)
= τ.
But this contradicts (18). Thus, we have
n∑
i=1
piq¯i < τ.
With this strict inequality, let
τ0 =
n∑
i=1
piq¯i,
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=
τ − τ0
n
,
and
q′i = min{q¯i + ,1}.
From Lemma 4, we know that
hi(q
′
i) =Qq′i (Xi)≥C,
for q′i 6= 1. Therefore, (17) follows.
A.2. Proof of Theorems
A.2.1. Proof of Theorem 1 From the definition of v˜t(s, τ, a), we know that
v˜t(s, τ, a) = max{pit:T∈Π|µt(s)=a}
vpit:Tt (s, τ)
= max
{pit:T∈Π|µt(s)=a}
Qτ
(∑
s′∈S
1{St+1 = s′|St = s, at = a}
[
T−1∑
k=t
rk(Sk, ak,wk)
∣∣∣St = s,St+1 = s′])
The cumulative reward part is[
T−1∑
k=t
rk(Sk, ak,wk)
∣∣∣St = s,St+1 = s′, at = a]= rt(St, a,wt)+[ T−1∑
k=t+1
rk(Sk, ak,wk)
∣∣∣St = s,St+1 = s′, pis′] .
Here the first term rt(St, a,wt) is deterministic with the knowledge of St, a,and St+1, while the
second term is a random variable dependent on the state s′. And we denote the follow-up policy
for time t+ 1 to T with pis′ . Let
X
pis′
s′ , rt(St, a,wt) +
[
T−1∑
k=t+1
rk(Sk, ak,wk)
∣∣∣St = s,St+1 = s′, pis′] .
The subscripts indicate that the random variable is dependent on the state of St+1 and the policy
thereafter. Let the state space S = {s1, ..., sn}. The definition of the value function vt+1(s′, τ ′) tells
us that
Qτ ′(X
pit+1:T
si )≤ rt(St, at, lt(St, at, si)) + vt+1(si, τ ′)
for any i= 1, ..., n and τ ′ ∈ [0,1]. The right-hand side of the above expression is a non-decreasing
function of τ ′ ∈ [0,1], and it can be treated as the inverse cumulative density function of a random
variable. Therefore we can introduce a random variable Zi such that
Qτ ′(Zi|Yi = 1) = rt(St, at, lt(St, at, si)) + vt+1(si, τ ′)
for any τ ′ ∈ [0,1]. We emphasize that the introduction of Zi is only for symbolic convenience in
matching the result in Lemma 2. By the definition of the OPT problem and Lemma 2, we know
that
OPT (s, τ, a, vt+1(·, ·)) =Qτ
(
n∑
i=1
YiZi
)
.
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On the other hand,
v˜t(s, τ, a) = max
(pis1 ,...,pisn )
Qτ
(
n∑
i=1
YiX
pisi
si
)
,
The relationship between X
pisi
si and Zi is that for any τ
′ ∈ [0,1],
Qτ ′(X
pisi
si )≤Qτ ′(Zi),
and for each i and every τ ′ there exists a policy pi∗si,τ ′ that makes the equality hold.
First we show that
v˜t(s, τ, a)≤OPT (s, τ, a, vt+1(·, ·)) .
This only requires for any (pis1 , ..., pisn),
Qτ
(
n∑
i=1
YiX
pisi
si
)
≤OPT (s, τ, a, vt+1(·, ·)) =Qτ
(
n∑
i=1
YiZi
)
.
This is obviously true because of the relationship between X
pisi
si and Zi. Next, it is remaining to
show that there exists (p˜is1 , ..., p˜isn) such that
Qτ
(
n∑
i=1
YiX
p˜isi
si
)
≥Qτ
(
n∑
i=1
YiZi
)
.
Let q∗ = (q∗1 , ..., q
∗
n) be the optimal solution to the optimization problem OPT (s, τ, a, vt+1(·, ·)) ,
and we take p˜isi = pi
∗
si,q
∗
i
such that
Qq∗i (X
pi∗
si,q
∗
i
si ) =Qq∗i (Zi).
Therefore,
Qτ
(
n∑
i=1
YiX
p˜isi
si
)
≥ min
{q∗i 6=1|i=1,...,n}
Qq∗i
(
X
pi∗
si,q
∗
i
si
)
= min
{q∗i 6=1|i=1,...,n}
Qq∗i (Zi) =Qτ
(
n∑
i=1
YiZi
)
.
Here the first inequality is from Lemma 2 and the last equality is from the optimality of q. Thus,
we have
v˜t(s, τ, a)≥OPT (s, τ, a, vt+1(·, ·)) .
By combining the above two results, we finish the proof.
A.2.2. Proof of Theorem 2 This theorem follows directly from Theorem 1 using the fact that
vt(s, τ) = max
a
v˜t(s, τ, a) = max
a
OPT (s, τ, a, vt+1(·, ·)).
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A.2.3. Proof of Theorem 3 We prove by backward induction that the defined policy will
optimize the value function vk(Sk, τk). When k= T, the result is trivial. Assume the result is true for
k= t+1, i.e. for any state s′ and quantile τ ′, there is a policy pis
′,τ ′
(t+1):T such that under this policy, we
can achieve a τ ′-quantile reward vt+1(s′, τ ′). Then for k= t, if we want to maximize the τ -quantile
reward with the state St = s, then by solving the optimization problem OPT (s, a, τ, vt+1(·, ·)) where
a = arg maxvt(s, τ), we obtain the optimizer q
∗ = (q∗1 , ..., q
∗
n). From the last part of the proof of
Theorem 1, we know that by choosing the policy pi
si,q
′
i
(t+1):T , we can achieve the τ -quantile reward
vt(s, τ). Thus, we finish the proof for the optimal policy by this induction argument.
A.2.4. Proof for Theorem 4 We point out two facts. First, with the same condition on Xi, Yi
as in Lemma 2,
CVaRτ
(
n∑
i=1
XiYi
)
=Qτ
(
n∑
i=1
XiYi
)
+
pi
1− τ
n∑
i=1
E
[
Xi−Qτ
(
n∑
i=1
XiYi
)
|Yi = 1
]+
where pi = P(Yi = 1). Second, the quantile Qτ (
∑n
i=1XiYi) can be computed through the optimiza-
tion problem OPT. Then, the functions ut and u
′
t represent the optimal CVaR cost-to-go function
and the corresponding quantile levels. With a similar argument as Theorem 2, we can show that
the dynamic programming procedure outputs the optimal value function by u0(s, τ).
A.2.5. Proof of Theorem 5 Denote the state space as S and
gx(s, τ) =Qτ
(
T−1∑
t=0
r(Xt)
∣∣∣X0 = s)
gy(s, τ) =Qτ
(
T−1∑
t=0
r(Yt)
∣∣∣Y0 = s)
for τ ∈ [0,1] and s∈ S. Given the condition (12), we have
gx(s, τ)≥ gy(s, τ).
From Lemma 2, we know that Qτ
(∑T−1
t=0 r(Xt)
)
and Qτ
(∑T−1
t=0 r(Yt)
)
are specified by the same
optimization problem (10) but with different replacement of g(i, qi) by gx(s, τ) and gy(s, τ). Consider
the monotonicity of the problem OPT (10) in its input, we conclude
Qτ
(
T−1∑
t=0
r(Xt)
)
≥Qτ
(
T−1∑
t=0
r(Yt)
)
.
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A.2.6. Proof of Theorem 6 To show the convergence of the value iteration algorithm for
QMDP, we need to prove the convergence to the optimal as in the traditional MDP case (Bertsekas
1995). The idea is to interpret the OPT optimization procedure as a contraction mapping and
to verify that the optimal value function is the fixed point of the mapping. For a value function
v : S × [0,1]→R, let L be the operator
Lv= max
a
OPT (s, τ, a, γv(·, ·)).
Here Lv is a function of s and τ , the inputs for OPT on the right-hand side. Then we have
v(k+1) =Lv(k).
First, we show that the optimal value function v(s, τ) is the fixed point of the operator L, namely
v=Lv. By regarding
∞∑
t=1
γtrt (St, at,wt)
as
T−1∑
t=k+1
γtrt (St, at,wt)
in the proof of Theorem 2, we can utilize the same argument to prove that v(·, ·) is the fixed point.
Then what is left is to show that the operator L is a contraction mapping. We consider the∞-norm
as the norm in the space of functions, ‖f‖∞ = supx |f(x)|. We need to show, for any two value
functions v1(·, ·) and v2(·, ·), that
‖Lv1−Lv2‖∞ ≤ γ‖v1− v2‖∞,
where the contraction rate is the discount factor γ. Indeed, it is sufficient to show that
|OPT (s, τ, a, γv1(·, ·))−OPT (s, τ, a, γv2(·, ·))| ≤ γ‖v1− v2‖∞, (19)
for any (s, τ). Without loss of generality, we assume OPT (s, τ, a, γv1(·, ·))≥OPT (s, τ, a, γv2(·, ·)).
Let q∗ be the optimizer of OPT (s, τ, a, γv1(·, ·)), i.e.,
q∗ = arg max
q
min
i∈{qi 6=1|i=1,2,...,n}
[γv1(si, qi) + r (s, a,h(s, a, si))] ,
Here q∗ = (q∗1 , ..., q
∗
n). The second part of the reward is r(·) instead of rt(·) because in the infinite-
horizon case the reward is stationary. Also, the reward part is the same for the two OPT s in (19).
Thus,
OPT (s, τ, a, γv1(·, ·)) = min
i∈{q∗i 6=1|i=1,2,...,n}
[γv1(si, q
∗
i ) + r (s, a,h(s, a, si))] ,
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and by definition,
OPT (s, τ, a, γv2(·, ·))≥ min
i∈{q∗i 6=1|i=1,2,...,n}
[γv2(si, q
∗
i ) + r (s, a,h(s, a, si))] .
Combining these two results, we have
OPT (s, τ, a, γv1(·, ·))−OPT (s, τ, a, γv2(·, ·))≤ min
i∈{q∗i 6=1|i=1,2,...,n}
[γv1(si, q
∗
i ) + r (s, a,h(s, a, si))]
− min
i∈{q∗i 6=1|i=1,2,...,n}
[γv2(si, q
∗
i ) + r (s, a,h(s, a, si))]
= min
i∈{q∗i 6=1|i=1,2,...,n}
[γv1(si, q
∗
i )]− min
i∈{q∗i 6=1|i=1,2,...,n}
[γv2(si, q
∗
i )]
≤ γ‖v1− v2‖∞.
Thus, for any values of (s, τ), we have
‖Lv1−Lv2‖∞ ≤ γ‖v1− v2‖∞.
A.2.7. Proof of Theorem 7 The proof of the optimal policy is exactly the same as in the
finite-horizon case. The derivation of the value function implies the existence of the policy that
achieves the optimal value. By assuming this existence for time t= 1, the optimal policy at t= 0
will be as stated in the theorem.
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Appendix B: Optimal HIV Treatment Example: Model Parameters
Model Parameters and Sources
Variable Base Value Source
General population death rate Varied by age
World Health Organiza-
tion (2016)
Mortality multiplier for cardio-
vascular disease
2.0
World Health Organiza-
tion (2016)
CD4 decrease every 6 months
without ART
35.25 Mellors et al. (1997)
CD4 increase every 6 months on
ART by treatment duration dt
100 (dt ≤ 6) Egger et al. (2002)
50 (6<dt ≤ 12)
40 (12<dt ≤ 18)
40 (18<dt ≤ 24)
25 (24<dt ≤ 30)
20 (30<dt ≤ 36)
20 (36<dt ≤ 42)
0 (dt > 42)
6 month HIV death probability
without ART by CD4 levels ck
0.1618 (ck ≤ 50) Egger et al. (2002)
0.0692 (50< ck ≤ 100)
0.0549 (100< ck ≤ 200)
0.0428 (200< ck ≤ 300)
0.0348 (300< ck ≤ 400)
0.0295 (400< ck ≤ 500)
0.0186 (ck > 500)
6 month HIV death probability
with ART by CD4 levels ck
0.1356 (ck ≤ 50) Egger et al. (2002)
0.0472 (50< ck ≤ 100)
0.0201 (100< ck ≤ 200)
0.0103 (200< ck ≤ 300)
0.0076 (300< ck ≤ 400)
0.0076 (400< ck ≤ 500)
0.0045 (ck > 500)
Utility for HIV-infected patients
not on ART by CD4 levels ck
0.82 (ck ≤ 50) Negoescu et al. (2012)
0.83 (50< ck ≤ 100)
0.84 (100< ck ≤ 200)
0.85 (200< ck ≤ 300)
0.86 (300< ck ≤ 400)
0.87 (400< ck ≤ 500)
0.88 (ck > 500)
Utility for HIV-infected patients
on ART by CD4 levels ck
0.72 (ck ≤ 50) Negoescu et al. (2012)
0.75 (50< ck ≤ 100)
0.78 (100< ck ≤ 200)
0.81 (200< ck ≤ 300)
0.84 (300< ck ≤ 400)
0.87 (400< ck ≤ 500)
0.90 (ck > 500)
Annual discount factor for utili-
ties
3% Weinstein et al. (2003)
