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ABSTRACT
The Experiment for Space Radiation Analysis (ESRA) is the latest of a series of Demonstration and Validation
missions built by the Los Alamos National Laboratory, with the focus on testing a new generation of plasma and
energetic particle sensors. The primary motivation for the ESRA payloads is to minimize size, weight, power, and
cost while still providing necessary mission data. These new instruments will be demonstrated by ESRA through
testing and on-orbit operations to increase their technology readiness level such that they can support the evolution of
technology and mission objectives. This project will leverage a commercial off-the-shelf CubeSat avionics bus and
commercial satellite ground networks to reduce the cost and timeline associated with traditional DemVal missions.
The system will launch as a ride share with the DoD Space Test Program to be inserted in Geosynchronous Transfer
Orbit (GTO) and allow observations of the Earth’s radiation belts. The ESRA CubeSat consists of two science
payloads and several subsystems: the Wide-field-of-view Plasma Spectrometer, the Energetic Charged Particle
telescope, high voltage power supply, payload processor, flight software architecture, and distributed processor
module. The ESRA CubeSat will provide measurements of the plasma and energetic charged particle populations in
the GTO environment for ions ranging from ~100 eV to ~1000 MeV and electrons with energy ranging from 100 keV
to 20 MeV. ESRA will utilize a commercial 12U bus and demonstrate a low-cost, rapidly deployable spaceflight
platform with sufficient SWAP to enable efficient measurements of the energetic particle populations in the dynamic
radiation belts.
BACKGROUND & INTRODUCTION

support the evolution of technology and mission
objectives.

The Experiment for Space Radiation Analysis (ESRA) is
the latest of a series of Demonstration and Validation
(DemVal) missions built by the Los Alamos National
Laboratory (LANL), with the focus on testing a new
generation of plasma and energetic particle sensors.
Legacy space weather instruments provide a wealth of
timely data; however, the production cycle is long and
expensive. These legacy instruments require complex
fabrication and assembly efforts requiring larger,
heavier, and more powerful operational support systems.
The primary motivation for the ESRA payloads is to
minimize size, weight, power, and cost (SWaP-C) while
still providing necessary mission data. These new
instruments will be demonstrated by ESRA through
testing and on-orbit operations to increase their
technology readiness level (TRL) such that they can
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This project will leverage a commercial off-the-shelf
(COTS) CubeSat avionics bus and commercial satellite
ground networks to reduce the cost and timeline
associated with traditional DemVal missions. The
number of Earth-orbiting satellites has dramatically
increased in the last several years with the launch and
operation of satellite constellations. This increase was
enabled as the commercial sector continues to increase
the capability of SmallSat platforms while
simultaneously reducing risk and cost. The ESRA
mission leverages this capability by partnering with
NanoAvionics, thus allowing the mission team to focus
primarily on payload development. The system will
launch as a ride share with the DoD Space Test Program
(STP) to be inserted in Geosynchronous Transfer Orbit

1

36th Annual Small Satellite Conference

(GTO) and allow observations of the Earth’s radiation
belts. Operation in this environment will provide flight
heritage of critical technologies in the most stressing
conditions for near-Earth orbits.
The ESRA CubeSat consists of two science payloads and
several critical subsystems: the Energetic Charged
Particle (ECP) telescope, the Wide-field-of-view Plasma
Spectrometer (WPS), high voltage power supply
(HVPS), payload processor (PP), flight software
architecture, and distributed processor module (DPM).
The LANL-designed payload processor will control the
experiment, record the data, and communicate with the
CubeSat avionics while the DPM will provide limited
processing at the sensor head locations and packetize
data. The DPM provides the capability to mount multiple
sensors in nontraditional configurations, i.e. sensor
heads not co-located, in order to maximize the ability to
conform the sensor suite to any host and optimize fieldsof-view. The ESRA CubeSat will provide measurements
of the plasma and energetic charged particle populations
in the GTO environment for ions ranging from ~100 eV
to ~1000 MeV and electrons with energy ranging from
100 keV to 20 MeV. The ESRA mission will serve to
demonstrate the potential of CubeSats for both science
and space weather monitoring in the radiation belts.

Figure 1. CAD model cutaway of the ESRA ECP
telescope.
Each channel has dedicated read-out electronics, which
are integrated into the body of the telescope. Three
electronic boards comprise each electronics module and
are optimized to fit the allocated footprint and minimize
noise and heat cross-talks. The board closest to the
detectors is the Sensor Interface Board (SIB) which
provides a low-noise interface between the electronics
and detectors. The SIB also provides detector biasing
and monitors the leakage current. The Front-End
Electronics (FEE) board incorporates junction-gate
field-effect transistors (JFETs) and charge sensitive
preamplifiers to amplify detector signals. After the
amplified signals are shaped and filtered, each signal is
then sampled by an analog-to-digital converter (ADC)
with a sampling rate of 80 MHz. This digital signal is
passed to the Distributed Processing Module (DPM),
where a field-programmable gate array (FPGA) analyzes
the signal. Compared to the standard application with the
“peak hold” approach, this fully digital approach enables
much more sophisticated signal processing, resulting in
higher acceptable count rate due to “in-flight” baseline
restoration.

SCIENCE PAYLOADS
Energetic Charged Particle (ECP) Detector
The Energetic Charged Particle (ECP) telescope
measures protons and electrons over a broad range of
energies (100 keV – 1000 MeV for protons, and 100 keV
– 20 MeV for electrons). The telescope design
incorporates 5 detectors in a stack up: two thin Si
detectors (80 µm thick), two CZT (CdZnTe) detectors (2
mm thick), and one GAGG(Ce) (Ce3+-doped
Gd3Al2Ga3O12) scintillator (1 cm thick) with a
Hamamatsu S3590-08 PhotoDiode (PD). The computer
aided design (CAD) model of the ECP telescope is
shown in Figure 1, demonstrating the detector stack-up
order. The sensitive detectors in the telescope are
shielded with tungsten, shown in grey, and aluminum,
shown in yellow. To lower the background signal and
improve signal to noise ratio of the telescope, an
aluminum collimator with tungsten discs is positioned in
front of the telescope.
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The ECP is designed to make both energy and Particle
ID (PID) determination. Geant4 simulations of the ECP
were used to determine the detection and reconstruction
efficiency, shown for protons in the bowtie plot of Figure
2. Prototyping of the full read-out chain and all detectors
with their calibration and characterization is under way.
One effect we are particularly interested in is the effects
of charge trapping in CZT, which can negatively affect
energy reconstruction and overall performance of the
telescope [1].
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the upper dome is held at spacecraft ground. The ions
reach the EA filter plate at radial distance r and angle β.
The EA filter plate includes a series of channels whose
bias angle b varies as a function of radius r. The ions can
then successfully traverse the channel in the filter plate
so long as β = b. Upon exiting the filter plate, the ions
pass through the negatively biased transmissive grid
which primarily serves to enhance detection efficiency
by suppressing secondary electrons emitted from the
MCP surface. The grid additionally suppresses
secondary electrons emitted from the MCP surface. Each
incident ion subsequently creates an electron avalanche
within the MCP. This electron cloud exits the bottom of
the MCP and impacts the XDL, generating a measurable
voltage pulse. This signal is transmitted to the FEE,
which uses precision timing measurements to
reconstruct the 2-D spatial location of the incident
particle. The radial location maps to the incident polar
angle of the ion α0; the azimuthal location maps to the
incident azimuthal angle of the ion ϕ0; and the EA filter
plate voltage Vfp maps to the incident energy of the ion
E0. The EA filter plate voltage Vfp is then swept over a
range of voltages to obtain the full energy distribution of
incident ions. In this way, (Vfp, r, β) from WPS maps to
(E0, α0, ϕ0) of the incident ion [3].

Figure 2. Simulated energy reconstruction
performance for protons.
When fully built, we will calibrate the instrument
utilizing both test pulses and radioactive sources. Preflight certification will be done in a proton beam where
the performance of the instrument will be verified.
Wide-field-of-view Plasma Spectrometer (WPS)
The WPS measures incident ion and electron energies
and incident angles over a nearly 2π field-of-view
(FOV), and is described in detail by Skoug, et al. [2].
This design acquires a complete plasma measurement in
a single voltage sweep and is designed to measure a
broad FOV without relying on spacecraft spin or
deflection plates, both of which require additional time
and/or additional resources to obtain full distribution
measurements. Therefore, a complete distribution
function can be measured in less than 0.1 sec, enabling
study of ultrafast dynamic processes of the solar wind
and magnetospheric plasma environments. The WPS
sensor is a revolutionary step forward in electrostatic
analyzer design and is a candidate for the next generation
of space environment detectors for Los Alamos
missions.
The WPS instrument concept was first introduced in
detail by Skoug, et al. [2] and in this section we briefly
paraphrase their description. The sensor head consists of
the entrance aperture dome, the energy-angle (EA)
charged particle filter plate, and the ogive structure or
“bullet” at the center of the EA filter plate, shown in
Figure 3. The 2-D imaging anode subsystem includes a
transmissive grid formed of electroformed nickel mesh,
microchannel plate (MCP) detector, a position sensitive
crossed delay line (XDL) anode and associated front-end
electronics (FEE).

Figure 3. Cartoon illustrating WPS operation. The
novel design of the entrance aperture dome and
filter plate enable rapid measurements over a large
field-of-view [3].
The initial electro-optic design of the WPS instrument
described herein has been analyzed using the energy
resolution criteria that each channel must have energy
resolution (ΔE/E) <0.5. The modeled instrument
response is obtained by means of the SIMION software
package [4]. The cylindrical symmetry of the instrument
allowed simulations to be performed in 2.5-D mode, in
which a model is constructed in two dimensions and then
rotated about the symmetry axis within SIMION to allow
examination of the 3-D instrument response [2]. The

Ions enter the pinhole aperture with incident energy E0,
polar angle α0, and azimuthal angle ϕ0. The ion
trajectories are then deflected by the electrostatic
potential created by biasing the EA filter plate, Vfp, while
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coordinate axes and definition of azimuth (ϕ) and
elevation (θ) angles are shown schematically in Figure
4(a). Note, these are not the azimuth and elevations as
defined in the SIMION software package. A cross
sectional schematic of the analyzer is shown in Figure
4(b) with ion trajectories shown in blue. The electrostatic
potential used to steer incident ions from the pinhole
aperture and through the EA filter plate is shown in
Figure 4(c).

(a)

shows the location of each ion on the imaging plane after
having successfully passed through the aperture,
instrument cavity, and filter plate. Ions with small initial
angle α0 land at small radius, and vice versa. The method
for measuring the detected ions is through the use of a
MCP/XDL anode which will serve as a 2-D imaging
anode [5, 6, 7, 8, 9].

(b)

Figure 5. WPS instrument response using 25
channels of 0.5 mm width.

(c)

For use on a resource constrained CubeSat platform such
as ESRA, we have reduced the WPS design to the WPS
Wedge, as shown in Figure 6. The WPS Wedge will
measure ions with incident energies spanning 0.10–35
keV with targeted energy resolution ∆E/E ≤ 0.15. The
FOV is 89° × 60° (see Figure 1) with an angular
resolution ≤ 10°.

Figure 4. (a) Model coordinate system, (b) crosssection of WPS model, and (c) electrostatic potential
lines within the WPS instrument
Initial simulations were conducted using a WPS model
consisting of 25 channels with equal width of 0.5 mm.
This model configuration was used to provide baseline
instrument performance (see Figure 5) prior to delving
deeper into full performance optimization. The filter
plate was held at -1 kV allowing for the selection of ~6
keV ions. The energy response is shown in Figure 5(a)
demonstrates that the energy resolution improves
significantly with increasing radial position (the energy
resolution can be estimated by approximating the
vertical extent of the data at each radial measurement). It
is also evident that angular resolution improves as a
function of the channel radial distance as shown in
Figure 5(b) (as before, the angular resolution can be
estimated by approximating the vertical extent of the
data at each radial measurement). Figure 5(b) shows that
angular resolution also improves with increasing radial
position (as before, the angular resolution can be
estimated by approximating the vertical extent of the
data at each radial measurement). The angle of the ions
as they pass through the filter plate, β, is plotted as a
function of radial distance and energy in Figure 5(c).
This figure shows that most radial bins measure ions
within a single energy band, as desired. Figure 5(d)
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Figure 6. Full sized WPS EA filter plate (left) and
CubeSat compatible WPS Wedge (right) with
entrance aperture dome removed.
Future design work will include optimization of the
width and number of channels in the EA filter plate.
Specifically, thinner channels improve energy and
angular resolution, but reduce the throughput of the
instrument. Wider channels and/or a larger number of
channels improve the instrument throughput. This
throughput is quantified by the geometric factor, a
fundamental parameter used to characterize plasma
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spectrometer sensitivity [10, 11]. It is beneficial to
combine the advantages of thinner channels at small
radius with increasing channel widths as a function of
increasing radial distance. The wider channels at greater
r and β (see Figure 3) allows for a larger geometric
factor, which in turn increases the probability of particle
detection at these larger angles. For example,
monotonically increasing the channel width from 0.25 to
0.75 mm as a function of radial distance from the
aperture axis smooths the instrument response across the
channels. This has implications regarding the
simplification of data analysis for the instrument.
Thinner channels at small radius reduces the throughput
at interior channels thus preventing MCP saturation.

outputs will be connected using an appropriately rated
front panel connector.
Distributed Processor Module
The ESRA mission serves as a risk-reduction flight for
the distributed architecture concept [3]. Although ESRA
is a 12U CubeSat with sensors and subsystems colocated, the WPS and ECP sensors are designed as
“smart” sensors to prove out the distributed concept. The
key enabling technology in ESRA is the distributed
processor module (DPM). The DPM is essentially a reusable reference design for low-power digital electronics
at the sensor head.
Space system architectures traditionally utilize a
backplane in an enclosure to provide a central hub for
command, data handling, processing, and power
distribution. Network-based architectures, such as
Open/SpaceVPX, enable alternate solutions. The
traditional enclosure can be split into physically
separated sub-instruments that stand-alone mechanically
and are tethered to a smaller less resource-intensive hub.
This is analogous to a modern office computer and its
tethered USB peripherals. This distributed architecture
concept provides flexibility and adaptability when
integrating to mechanical and electrical requirements of
a particular host. A distributed system adds more
modularity and the flexibility to add or subtract
individual sub-instruments (such as space environment
sensors) from an instrument payload without leaving
empty backplane slots in a larger enclosure. This is
particularly advantageous for space environment
missions, as sensor capabilities could be added to a
payload that might not have been originally designed to
accommodate them. Furthermore, this distributed
processing concept enables “smart” sensors – selfcontained sensors with data processing at the head,
which are easier to test, integrate and re-use.

CRITICAL SUBSYSTEMS
As a DemVal mission, ESRA will also rapidly increase
the TRL of next generation critical subsystems. These
include a CubeSat compatible high voltage power
supply, distributed processing architecture, payload
processor, and flight software architecture [3].
Compact Modular High Voltage Power Supply
The Space High Voltage Power Supply team at Los
Alamos National Laboratory is currently designing a
new compact modular HVPS that will adhere to the 3U
SpaceVPX (ANSI/VITA 78) specification using a
conduction-cooled frame compliant with VITA 48. The
HVPS will be integrated into ESRA 12U CubeSat to
provide static and dynamic high voltage potentials to
drive the ECP and WPS space environment sensors. The
ECP sensor requires static high voltage to provide
operational bias to the solid-state detectors. The WPS
requires a stepping high voltage supply to sweep the EA
filter plate and static voltages to bias the MCP and
transmissive grid.
The design and will support a Space-Wire Interface on
the control plane and expansion plane as well as an I2C
interface on the system management bus enabling
development with low-cost commercial enclosures,
backplanes, and other resources that can be leveraged
during the design process. The power supply will support
two unipolar high voltage outputs up to 5 kV DC. The
design will leverage a common control interface to allow
the substitution of different high voltage multiplier
and/or transformer configurations to tailor the output
voltage and current drive capability. The design is
intended to meet radiation hardness requirements for
operation in GTO by employing radiation hardened
components with >100 kRad (Si) tolerance. The digital
interface and control will be implemented using a
Vorago microcontroller running the FreeRTOS Real
Time Operating System (RTOS) and a Lattice Field
Programmable Gate Array (FPGA). High voltage
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The two primary components of the DPM are the Vorago
VA41630
radiation-hardened
Arm
Cortex-M4
microcontroller and the Lattice Certus-NX LFD2NX-40
radiation-tolerant FPGA. The microcontroller features
256 KB of internal Ferroelectric Random Access
Memory (FRAM), 320 KB of internal Static randomaccess memory (SRAM), integrated error-detection and
correction (EDAC), a single-precision floating-point
unit, a direct memory access controller, an external bus
interface, a Space-Wire endpoint, a 10/100 Ethernet
media access controller, an 8-channel 600-kSPS 12-bit
ADC, a 2-channel 12-bit DAC and a variety of serial
interfaces. The FPGA features 40k equivalent logic cells,
a 1.25 Gbps SerDes and an 18-channel 1-MSPS ADC.
The reference design also includes an assortment of
optional
radiation-hardened/tolerant
supporting
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memories, including a 64-Mbit parallel flash, 16-Mbit
SRAM, and 64-Mbit serial flash.

existing LANL 6U design, enabling design reuse for
firmware and flight software [13, 14, 15, 16]. The design
employs a compact 3U Eurocard and Open/SpaceVPX
architecture to reduce form factor while increasing
performance. The reduction in size is critical for
implementation on nano- and micro-satellite platforms
such as the ESRA bus. The OpenVPX portion of the
ESRA PP enables easier firmware and software
development and testing by providing compatibility with
cheaper commercial chassis, while the SpaceVPX
portion allows for Space-Wire connectivity and critical
signal redundancy.

The ESRA payload utilizes the DPM within the WPS
and ECP sensors as well as the HVPS and LVPM subsystems.
Low Voltage Power Monitor
The LVPM serves as a power monitor and load shedding
interface. It provides capability to measure and report
power quality provided to instruments as well as
individual power consumption. This enables the system
to have power flexibility and increase system reliability.

The heart of the PP is the GR740 LEON4 SPARC V8
processor from Cobham/Gaisler. It is capable of gigaflop
performance at the nominal 250 MHz clock rate. One
Gbyte of synchronous dynamic random-access memory
(SDRAM) with 512 Mbytes of EDAC, clocked at 25
MHz, is addressed by the processor for volatile program
and data storage. Eight Mbytes of nonvolatile
magnetoresistive random-access memory (MRAM) are
also included for nonvolatile program memory storage.

The primary function of the LVPM is to handle power
management of the ESRA CubeSat instrument
subsystems. It monitors and provides discrete power to
enable/disable signals to each subsystem. This strategy
allows for configurable power modes. A high-power
mode that provides power to all subsystems, a lowpower mode that powers the DPM to preserve volatile
memory, and multiple customizable power modes as
needed.

Interface logic is primarily coordinated in the RTG4
FPGA from Microchip, running at a nominal 50 MHz.
This includes discrete IO, UART, three Space-Wire
endpoints, and a processor interface. Additional memory
is addressable by the FPGA, including 256 Mbytes of
DDR2 (not used on ESRA) and 1 Gbyte of NAND flash
used for nonvolatile data storage. See Figure 7 for a
block diagram of the Payload Processor.

In the event of load shedding becoming necessary, a
custom power mode can be commanded. These
commands are sent from the PP to direct the LVPM to
change to a predetermined power mode or command
individual subsystems to change power states. The PP
can make these decisions utilizing power consumption
and power quality data reported by the LVPM. In the
event of an instrument fault being detected, the LVPM
can autonomously remove power to a subsystem to
ensure power stability of the system. This is a critical
capability to prevent catastrophic failure resulting from
a possible single event latchup (SEL) during transit of
the radiation belts. The LVPM will also contain a
microdosimeter to measure total ionizing dose within the
electronics box and monitor system health [12].
In the event of a space vehicle power upset, the LVPM
will enable switched mode power supplies (SMPS) that
reside locally on the LVPM. These supplies draw
directly from raw battery voltage and are meant to
mitigate risk of loss of mission data from volatile
memory on the PP. These SMPS are to provide power
only to the PP to preserve data captured by the mission
for as long as possible. The battery voltage is monitored
by the LVPM to ensure that the critical battery voltage is
not exceeded. It will disable SMPS before this critical
battery voltage is reached.

Figure 7. Block diagram of the payload processor
design [3].
Flight Software (FSW) Architecture
The ESRA FSW running on the Gaisler LEON4 payload
processor is based on a modular publish-subscribe
architecture. The foundation of the FSW is the CRISP
message bus. The message bus, created by LANL’s
internally-funded Cubesat Reusable Interface Software
Platform (CRISP) project, provides an extremely
lightweight architecture that supports messaging to and

Payload Processor
The ESRA payload processor (PP) is a combination of
3U SpaceVPX and OpenVPX Architecture based on an
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from all the different components of the software system.
The message passing architecture has been extended to
seamlessly communicate with the DPM over SpaceWire
to the WPS and ECP smart sensors, and via I2C to the
HVPS and LVPM sub-systems.

The space vehicle (SV) interface of the ESRA payload
processor FSW has met the specifications of the
NanoAvionics 12U CubeSat spacecraft bus. The SV
interface communicates with the NanoAvionics bus
using the CubeSat Space Protocol (CSP). This
lightweight network layer delivery protocol is used to
transmit and receive messages with the CRISP message
bus. These messages can be commands coming from the
ground or payload telemetry being sent to the ground.
The ESRA FSW leverages an open-source CSP library
developed at Aalborg University and nanosatellite
provider GomSpace.

The ESRA FSW on the Gaisler LEON4 payload
processor has been designed to be modular and reusable.
This will allow future LANL missions to focus on
mission-specific software components while simply
reusing the existing capabilities from ESRA/CRISP.
Figure 8 is a block diagram of the ESRA PP FSW
architecture. At the core of the FSW is the LANL
message bus denoted by the thick grey arrow running
through the center of the diagram. Each of the primary
components connect directly to the message bus. The
figure also highlights the generic and mission specific
portions of the FSW along with their relationship to the
system hardware. The light blue color denotes generic
components while the dark blue color denotes missionspecific components. Hardware components are shaded
green.

The ESRA FSW running on the Vorago VA41630 Arm
Cortex-M4 in each instance of the DPM is built on top
of the FreeRTOS real-time operating system. The DPM
in the WPS and ECP sensors communicate with the
payload processor over Space-Wire and the DPM in the
HVPS and LVPM sub-systems communicate with the PP
via I2C.
MISSION DESIGN
A 12U commercial satellite bus provided by
NanoAvionics will serve as the platform for the WPS
and ECP sensors along with the critical subsystems such
as the HVPS, DPM, and Payload Processor. The mission
launch and integration are being provided by the DoD
Space Test Program with an anticipated GTO insertion.
The desired orbital parameters include perigee of 200
km, apogee of 36,000 km, and inclination of 40° ±20°.
The avionics and critical subsystems have flight heritage
from the M6P mission. With already more than 75
successful satellite missions and satellite-related
commercial projects, NanoAvionics will assemble the
12U bus at its facilities, while the final integration of the
payload will be carried out at LANL facilities. The 12U
bus matches LANL’s mission requirements and shares
the same flight-proven subsystems as NanoAvionics’
flagship M6P bus, but with up to 10U payload volume.
The larger volume will be necessary to provide enough
room for the ~10 kg payload that includes the WPS and
ECP sensors as well as the critical subsystems. The CAD
model of the vehicle is shown in Figure 9 with critical
systems indicated.

Figure 8. Block diagram of the flight software
design.
The ESRA FSW on the payload processor is built on top
of the RTEMS RTOS and utilizes the board support
package provided by Cobham/Gaisler. To keep the
software portable, only the POSIX-compliant
capabilities of RTEMS have been used.
The ESRA payload processor FSW provides the
command and data handling functionality for the entire
payload and has been designed to tolerate upsets and
reboots of the space vehicle. Science data, state of health,
and log data are stored in both volatile SDRAM and
mirrored to a non-volatile flash drive. Various payload
configuration parameters are held in non-volatile
MRAM along with a ground configurable time-tagged
sequence of commands. By managing the commands
and data in the payload’s radiation tolerant memories,
ESRA is better prepared for unexpected upsets to the
space vehicle.
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Figure 9. Mechanical design illustrating the
configuration of the ESRA bus.
Note, the electronics box (shown in yellow) is mounted
along the passive thermal radiator. This configuration
was chosen because it optimizes thermal dissipation for
the LANL payload processor, the largest heat source
within the system. The orientation of the WPS and ECP
sensors are optimized for their respective measurements.
During nominal science operations, solar panels will face
the Sun, WPS will face away from the Sun, and ECP will
face approximately perpendicular to the Earth’s
magnetic field lines.

Figure 10. ESRA altitude as a function of orbital
time. The inner and outer radiation belts are shown
schematically as blue and red bands. The
conservative estimate for maximum ground station
range is shown as a horizontal dashed black line.
The access times are indicated as red dashed blocks.

Ground Segment
The ESRA mission will require 1 Gbyte of data
downlinked each day to transmit telemetry which will
include state-of-health (SOH) and science data. The
GTO mission orbit presents a challenge due to the orbital
period of ~10.5 hours and high velocity during perigee
that will limit the amount of time available to downlink
the required data. Additionally, ESRA will transit the
inner and outer radiation belts twice per orbit. During
each transit there is the possibility that the bus will be
affected by Single Event Upsets (SEUs) and be rebooting as it travels towards perigee. Therefore, it is
critical to maximize each opportunity to downlink as
much data as possible per access event.

Figure 11. KSATlite ground stations used in the STK
simulations.
SUMMARY
The ESRA mission will fly through GTO while making
observations of the charged particle populations in the
Earth’s radiation belts. This will allow for the
demonstration and validation of the next generation
space environment sensors and critical subsystems. A
commercial satellite bus supplied by NanoAvionics will
host the WPS and ECP sensors along with the critical
subsystems such as the HVPS, DPM, and Payload
Processor. The mission launch and integration are being
provided by the DoD Space Test Program with an
anticipated GTO insertion in late 2024. The desired
orbital parameters include perigee of 200 km, apogee of
36,000 km, and inclination of 40° ±20°. The commercial
space sector continues to increase the capability of
SmallSat platforms and ground stations while
simultaneously reducing risk and cost. The ESRA
mission leverages this capability by partnering with

To ensure an adequate downlink budget an analysis
using System Tool Kit (STK) was conducted to provide
estimates of access times per day for the example
KSATlite ground stations. The KSATlite ground stations
were used for this exercise as they have been tailored to
meet small satellite and constellation requirements [17].
To provide a reasonable downlink estimate this analysis
assumed a 3.3 Mbps S-band radio and a maximum
ground station range of 8,000 km, shown in Figure 10.
Three KSATlite ground stations located in Mauritas,
Greece, and California were then selected for the STK
simulations (see Figure 11). Note that, slew rates that
exceeded 20 deg/sec were ignored. With these STK
model parameters the total access time exceeds 40
minutes per day which is sufficient to downlink 1 Gbyte
of data per day.
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NanoAvionics, thus allowing the mission team to focus
primarily on payload development.
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