Data-driven analysis of complex networks has been in the focus of research for decades. An important question is to discover the relation between various network characteristics in real-world networks and how these relationships vary across network domains. A related research question is to study how well the network models can capture the observed relations between the graph metrics. In this paper, we apply statistical and machine learning techniques to answer the aforementioned questions. We study 400 real-world networks along with 2400 networks generated by five frequently used network models with previously fitted parameters to make the generated graphs as similar to the real network as possible. We find that the correlation profiles of the structural measures significantly differ across network domains and the domain can be efficiently determined using a small selection of graph metrics. The goodness-of-fit of the network models and the best performing models themselves highly depend on the domains. Using machine learning techniques, it turned out to be relatively easy to decide if a network is real or model-generated. We also investigate what structural properties make it possible to achieve a good accuracy, i.e. what features the network models cannot capture.
I. INTRODUCTION
Data-based analysis of complex networks has attracted a lot of research interest since the millennium when the prompt evolution of information technology made the comprehensive exploration of real networks possible. The study of networks pervades all of science, such as Biology (e.g. neuroscience networks), Chemistry (e.g. protein interaction networks), Physics, Information Technology (e.g. WWW, Internet), Economics (e.g. interbank payments) and Social Sciences (e.g. collaboration and acquaintance networks) [1] . Despite the fact that networks can originate from different domains, most of them share a few common characteristics such as scale-free and small-world property [2, 3] , high clustering [4] and sparseness [5] .
Modelling real-networks is of great interest, since it may help to understand the underlying mechanisms and principles governing the evolution of networks, moreover such models are mathematically tractable and allow for rigorous analysis. Furthermore, an appropriate model preserves the key characteristics, yet ensures the anonymity of the original real network [6] .
Throughout the years several network models have been proposed to gain better understanding of real-world networks, for an extensive overview see [7] , however without attempting to be comprehensive the most influential models are for example the scale-free Barabási-Albert model [2] , small-world Watts-Strogatz model [3] , Newman's highly clustered community structure model [4] , each of them was motivated by some of the aforementioned characteristics of real-networks. * marcessz@math.bme.hu † molontay@math.bme.hu
In order to characterize the topology and capture the structure of networks, numerous graph metrics have been introduced such as node-level features e.g. centrality measures and local clustering coefficient, and global features such assortativity coefficient and density [1] . Naturally, there is significant redundancy among these measures and there is a great deal of effort in studying the correlation between the metrics in accordance with identifying a non-redundant selection of measurements that describes every aspect of networks [8] [9] [10] [11] . In this work, we rely on the results of the aforecited works by using a minimal set of graph metrics that well-describes the networks. Our selection of metrics is detailed in Section II 1.
The main purpose of this work is to use data-driven techniques to analyze complex networks. The study relies on our large dataset: we calculated a few non-redundant metrics of 400 real networks and their 2400 modelled counterparts generated by five network models. The real networks are collected from different domains such as brain, food, social, and protein interaction networks and the source of these graphs are online network databases [12] [13] [14] [15] [16] (see Section II A).
For each real network, we generated an additional six graphs by five different models with previously fitted parameters to fit the data as well as possible (see Section II B). The five models are: clustering modification of the Barabási-Albert model [17] , Watts-Strogatz model [3] , Community Structure model [18, 19] , Divergence Duplication model [20] that was aimed at modelling protein networks and the 2K-Simple model [21] , which captures the joint-degree distribution of a graph.
In Section III we study the correlation profiles of the structural characteristics across network domains and identify the domain of the networks by a small number of graph metrics. We also investigate what models generate networks that are most similar to the real ones.
Using machine learning techniques we examine if it can be determined whether a network is real or artificially generated and what structural properties make it possible to achieve a good accuracy.
Our paper relates to recent studies that reflect the growing interest in the identification of network domains and structures based on graph measurements. The most closely related work is that of Kansuke and Clauset [22] who utilized machine learning techniques to study the structural diversity of 986 real networks from different domains along with 575 graphs generated by four network models. Canning et al. [23] used Random Forest to predict the origin (network domains and names of models) of 402 real and 383 generated graphs, however, they used arguably unnormalized metrics such as the total number of triangles, which is clearly correlated with the size of the network that is a very strong distinguishing feature for classification of networks as Figure 1 illustrates. Bonner et al. [24] generated numerous graphs with five well-known network models and then used Deep Learning to classify the graphs according to their measurements. Middendorf et al. trained alternating decision tree to identify the generation mechanism of protein interaction networks [25] .
In related works, the parameters of the network models are rather heuristically chosen [23, 24] or often not detailed at all [22] . Our main contribution to the field is that we have fitted the parameters of the models to each real network to ensure that the generated graphs are as similar to the original networks as possible according to reasonably chosen metrics, detailed in Section II B. Using fitted parameters instead of arbitrarily selected ones makes it a more reasonable research objective to study whether the model-generated graphs are distinguishable from real networks.
II. DATA AND METHODS
This study relies on our dataset containing graph measurements of 2800 graphs. We have collected 100-100 real networks from four domains, and then for each network, we generated 6 additional graphs with fitted network models. In this section, we detail the composition of our dataset and describe our method of model fitting.
Metrics and notations
As we have already mentioned, we aimed to describe the networks as fully as possible using only a small number of graph metrics. Generally, we can say that there are a few groups of metrics that measure the same aspects of the networks e.g. there are distance, clustering, centrality, and density related metrics. Hence, based on the literature [8, 11] , we selected from each group of measures a few numbers of graph measurements detailed in Table I . Note that for the domain classification problem and the principal component analysis we excluded the size (i.e. number of nodes) of the networks since this variable has significant predictive power itself due to the difference between the typical network sizes of different domains and we are more interested in the topological properties. The average and the range of the sizes of the collected networks are listed in Table II . Many real networks have heavy-tailed degree distribution, for example, the well-known scale-free networks However, there are also some real-world graphs with non-heavy-tailed degree distribution e.g. infrastructure networks [26] , hence we calculated the skewness of the degree distributions of the graphs, to describe and quantify the tail of the degree distributions.
While the density and the average degree both measure the relative number of edges in the graph, it is not obvious which one should be used. Considering density, the number of edges is normalized by the square of the size, while in the average degree it is normalized only by the size. The reason why we selected the average degree is that due to the sparseness of the real networks, the number of edges rather grows linearly than quadratically with the number of nodes, hence the density contains more information on the size of the graph, which is a strong distinguishing factor of the domains, and we are more interested in finding distinctive topological properties. The definitions of the metrics are detailed in Appendix A.
A. Real networks
Networks from four different domains are studied in this paper, namely food, social, cheminformatics and brain networks. The gathered dataset is balanced, meaning that there is the same number of graphs from each domains (4 × 100 networks). The graphs were gathered one by one from online databases, namely Network Repository [16] , Index of Complex Networks [12] , NeuroData's Graph Database [14] , The Koblenz Network Collection [15] and Interaction Web Database [13] . After importing the graphs, we removed self-loops and treated them as undirected, unweighted graphs. Figure 1 shows the distribution of the number of nodes and edges of the networks and Table II briefly describes the network domains.
B. Model fitting
One of our goals is to study whether real-world networks can be distinguished from generated graphs, i.e. to study the descriptive ability of the models. In contrast to related works [22] [23] [24] , we fit the models to the real networks one by one in order to obtain as similar synthetic graphs as possible. In this section, we describe how we fit the models to real networks. The model descriptions are detailed in the Appendix B.
Watts-Strogatz model
The Watts-Strogatz model [3] has two input parameters: n number of nodes, K even number of neighbours of the initial vertices, which determines the density of the model and p rewiring probability which affects for example the clustering coefficient and the diameter of the graph. For each real network we set the parameters according to two different approaches: [27] .
The fitting algorithm of the WS and the WS STD methods are as follows:
1. Naturally n is chosen to agree the size of the network.
2. K is simply the average degree, i.e.:
3. The p rewiring parameter was chosen such that it minimizes the difference of the average clustering coefficientC or the σ deg standard deviation of the degree distribution of the original and the fitted graph. Formally:
• in the first case (WS):
• in the second case (WS STD):
Note that in the minimization we search for q > 0.001, to avoid the degenerate case of the Watts-Strogatz model.
Clustering Barabási-Albert model
The Clustering Barabási-Albert model [17] has three input parameters: n number of nodes, m new edges of a newcomer vertex and p probability of triad formation. Obviously, the scaling of the degree distribution cannot be tuned, but the clustering of the model depends on the p parameter, furthermore for fixed n and m there is a linear relationship between p and the average clustering coefficient of the model [17] , however there is no explicit formula describing this relation. Thus, in order to find the optimal value of p we follow an analogous approach to the fitting of WS model. 3. The p triad formation parameter is chosen to minimize the difference of the average clustering coefficient of the original and the modelled graph: 
Duplication-Divergence model
The Duplication-Divergence model [20] has two input parameters: n is the size of the graph and p is the probability of edge activation. It is easy to see that parameter p affects the density of the model, hence the authors fitted their models to real networks according to the density [20] . Here we follow a similar approach as before:
1. Parameter n is the size of the network, 2. The probability parameter p is chosen to minimize the difference between the densities of the original and the fitted networks.
Community Structure model
The Community Structure model [18] has the following input parameters: L = (l 1 , . . . , l k ) list of the sizes of the communities and the p in , p out probabilities. We estimated these parameters with the help of a multi-level modularity optimization community detection algorithm, introduced in [28] , as follows:
1. From the output of the community detection algorithm we defined the subgraphs corresponding to the communities.
2. The input list L simply contains the size of the subgraphs.
3. Parameter p in is calculated from the density of the subgraphs as follows:
where G i denotes the i th subgraph, and V (G i ) and E(G i ) is its vertex and edge set respectively. In other words, p in is the total number of edges inside the subgraphs divided by the total number of possible edges inside the subgraphs.
4. Parameter p out is obtained by dividing the number of edges between different groups by the maximum number of possible edges between different groups of sizes L = (l 1 , . . . , l k ). Formally: For the community detection we used the community multilevel function of the igraph Python package [29] .
2K model
To fit the 2K model [21] , we only have to calculate the joint degree matrix of the network. We used the joint degree graph function of the NetworkX [30] module to generate the simple random graphs with the given joint degree matrices.
C. Stability of the models
Since the network models generate random graphs, the question naturally comes up: How stable are the graph metrics of the fitted models with fixed parameters?
We have analyzed the sensitivity of the models on four graphs of significantly different sizes, the chosen networks are detailed in Table III . For each real network, we generated 30-30 graph instances with each model using the previously fitted parameters. For the sensitivity analysis, we studied the distribution of the graph measurements of the graph instances.
As Figures 2, 7, 8 and 9 show as the size of the networks increases, the graph measurements of the fitted models converge, however the variance of the metrics is relatively small even on the small graphs. Compared to other models, the Duplication Divergence model has significantly larger scattering especially regarding density, however the standard deviations are still of smaller magnitude than the means.
We can conclude, that the characteristics of the fitted models are stable enough, making it reasonable to analyze the goodness-of-fit of the network models and to perform machine learning tasks. A v e r a g e c l u s t e r i n g c o e ffic i e n t
Or i g i n a l v a l u e Since the 2K model captures all the information about the joint degree distribution, it is capable of exactly fitting the assortativity, density and the skewness of the degree distribution. Overall the models could not estimate the average clustering coefficient well, except for the WS model that was fitted according to this metric. Clearly, the density of the models can be directly adjusted, except for the Duplication Divergence model. The skewness of the degree distribution of the CBA and WS models is around zero since these models are not scale-free. Generally, the DD and CBA models are the least stable.
III. RESULTS
In this section, we present a data-driven analysis of real networks and their model-generated counterparts.
A. Correlation profiles and results of model fitting
First, we study how the relationship of the metrics vary across different domains by looking at correlation heatmaps, the results are shown in Figure 3 .
To measure how well the network models fit the data, relying on [33] , we calculate the mean Canberra distance between the feature vectors of graph measures (see Table  I ) regarding the graphs generated by the models and the original ones. Figure 4 shows a heatmap of the pairwise average Canberra distances. As we expected, the graphs generated by the 2K model turned out to be the most similar to the real networks. Figure 4 also shows that the Watts-Strogatz model can be more efficiently fitted according to the average clustering coefficient than the deviation of the degree distribution, which is slightly in contrast with [27] . Hence later in this work, we only used the graphs that were fitted by the clustering coefficient. Figure 4 is also consistent with Figure 5 since it clearly shows on a scatter plot that graphs generated by the 2K model are the most similar to the original ones and that the food webs are relatively easy to model.
B. Classification problems
We solve three different classification problems to gain a better understanding of the identifiability of domains from structural properties and about the distinguishability of model-generated graphs from real networks. We also aim to find the graph properties that make the distinctions possible. The problems are as follows: Although there are a few universal relations e.g. the high correlation between the maximum eigenvector centrality and the skewness of degree distribution, most of the relationships are rather domain-specific. The reason behind the aforementioned universal correlation is that both metrics depend on the occurrence of hubs. The domain-specific correlations are well-illustrated e.g. the unique block diagonal structure in the Cheminformatics networks, however, the study of these relationships require a deeper understanding of the underlying domains and is beyond the scope of this paper.
separately (600 networks in each domain) based on the graph metrics 3. Subcategory prediction: a multi-class classification problem where we also aim to predict the model that generated the graph (600 networks in each domain, 100-100 in each class) based on the graph metrics
For explanatory variables, we use the graph metrics from Table I , namely assortativity, average clustering coeff., average degree, max. eigenvector centrality, average path length, and the skewness of the degree distribution.
In this work, we assume that the reader is familiar with the basic concepts of machine learning, otherwise, we recommend [34] and some important notions can be also found in Appendix A. In our experiments, we trained different machine learning models such as Naive Bayes, kNN, Generalized Linear Model, Decision Tree, and Random Forest that we evaluated using 5-fold crossvalidation with stratified sampling. The two best performing models were the Random Forest and Decision Tree algorithms, hence we only detail the performance of these models in Table IV . As a performance metric we use accuracy in the case of the multi-class classifications and for the binary classification, we calculate the AUC (Area Under the ROC Curve) score since multiclass predictions are built on balanced data, while the binary classification uses unbalanced data, for which the accuracy is less meaningful.
First of all, the Domain Prediction column of Table  IV suggests that the domain of a network is efficiently identifiable, which is consistent with prior works [22, 23] The average Canberra distance between the original and the model-generated graphs. In every domain, the 2K model efficiently captured the features of the original networks, the second-best performing models are varying across domains though. While the Duplication Divergence was designed to model protein networks, it performed on this domain the worst but mimicked the food webs quite well. The graphs generated by the clustering Barabási-Albert and the Duplication Divergence models, and similarly the ones generated by the Watts-Strogatz and the Community structure models are relatively similar to each other. On the other hand, the graphs generated by these two pairs of models are quite dissimilar, which suggests that they capture different aspects of real networks. The figure also shows that food webs are the easiest to model: 2K, CBA and DD algorithms generated graphs are very similar to the real ones. the graphs turned out to be more difficult, especially on the Food domain. The reason behind the weaker accuracy in this classification problem is that in contrast to [22] [23] [24] we fitted the models to each graph, hence the model-generated graphs are as similar to the real ones, and thus to each other, as possible.
The results of the Category and Subcategory Prediction problem show that the food webs are easy to model since the small values of AUC and accuracy scores mean that it is more difficult to distinguish the modelled food networks from the original ones. This observation agrees with the results that we can deduct from Figures 4, 5 and 6.
The most important attribute according to the machine learning algorithms, i.e. that significantly differs in real networks and generated graphs is the average path length, followed by assortativity and the average clustering coefficient. This means that the applied models are unable to capture the exact diameter and clustering of real networks. Although protein interaction networks are clustered and have relatively large average distances, none of the models were able to capture these properties at the same time as it is depicted in Figure 6 .
IV. CONCLUSION
In this paper, we used machine learning techniques in order to study the relationship of the graph metrics across different domains, furthermore, to identify the structural properties that discriminate either the network domains or the model-generated graphs from real networks. We gathered 400 real-world networks and generated an additional 2400 networks by five frequently used network models using previously fitted parameters to mimic original networks as closely as possible.
We showed that the characteristics of the fitted models are quite stable, making it possible to perform statistical learning tasks such as goodnes-of-fit tests and domain prediction. We found that the correlation profiles vary across network domains and the domain can be efficiently determined by a small number of metrics. The goodness-of-fit of the network models also depends on the domains. We observe that using machine learning techniques it is not difficult to decide if a network is real or model-generated and identify the properties that network models cannot capture.
There are several possible future directions, such as cooperating with domain experts to gain a better understanding of the different correlation profiles across network domains. Other hidden relationships may be also discovered if more domains and instances were appended to our dataset. A v e r a g e C l u s t e r i n g 
APPENDIX A: GLOSSARY
Here we detail some important concepts of network theory and machine learning that we use throughout the paper.
Graph Theory
Definition 1 (Graph density). Graph density D is the ratio of the number of edges of the graph divided by the number of edges of a complete graph with the same number of vertices, i.e:
.
Definition 2 (Average path length).
A path is a sequence of edges which connect a sequence of vertices.
The distance d(u, v) between the vertices u and v is the length (number of edges) of the shortest path connecting them. The l G average path length of a graph G of size n is defined as:
Remark (Small-world property). A network is said to be small-world if the l average shortest path length grows proportionally to the logarithm of the size of the network i.e. l ∝ log |V |.
Definition 3 (Degree distribution). The degree deg(v)
of a vertex v in a simple, undirected graph is its number of incident edges. The degree distribution P is the probability distribution of the degrees over the whole network, i.e. P (k) is the probability that the degree of a randomly chosen vertex is equal to k.
Remark (Scale-free network). In a scale-free network the P (k) degree distribution scales as a power-law i.e.
Definition 4 (Assortativity coefficient). The assortativity coefficient is the Pearson correlation coefficient of degree between pairs of linked nodes. The assortativity coefficient is given by
where the term q k is the mass function of the distribution of the remaining degrees (degree of the nodes minus one) and j and k indicates the remaining degrees. Furthermore, e j,k refers to the mass function of the joint probability distribution of the remaining degrees of the two vertices. Finally, σ 2 q denotes the variance of the remaining degree distribution with mass function q k i.e. σ
Definition 5 (Local clustering coefficient). The local clustering coefficient of vertex v is the fraction of pairs of neighbors of v that are connected over all pairs of neighbors of v. Formally:
where N v is the neighbourhood of the node v i.e. the vertices adjacent to v. The average (local) clustering coefficient of a G graph is defined as:C
where n is the size of the graph.
Definition 6 (Eigenvector centrality). For a graph, the vector of eigenvector centralities c satisfies the eigenvector equation A · c = λ 1 c , where λ 1 is the largest eigenvalue of the graph's adjacency matrix A. In other words, for a connected undirected graph, the vector of eigenvector centralities is given by the (suitably normalized) eigenvector of corresponding to the largest eigenvalue of the adjacency matrix.
Statistical Learning
Definition 7 (Classification Problem). Classification is a supervised learning task where based on training dataset we attempt to predict the categorial target variable of a new observation.
Definition 8 (Stratified k-fold cross validation). In stratified k-fold cross-validation, the original sample is randomly partitioned into k equal sized subsamples such that the class distribution in the subsets is the same as in the whole dataset, i.e. stratified sampling ensures that each fold is a good representative of the whole dataset. Then one of the k subsamples is retained for testing the model (validation) and the remaining k − 1 subsamples are used as training data. The cross-validation process is repeated k times with each subsample used once as the validation data. Finally, to produce a single estimation, the k results can be averaged.
Definition 9 (Confusion Matrix). The performance of a classifier is calculated associated with the confusion matrix. The confusion matrix itself is not a performance metric, however, almost every performance metric is based on the values of the matrix. Let us say that we have k different classes, then the confusion matrix M = (m ij ) is a k × k matrix, where the rows correspond to the predicted values and the columns correspond to the real category of the observations, i.e. m ij denotes the number of cases when the actual class is the jth category and the classifier predicted the ith category.
Definition 10 (Accuracy). Let M = (m ij ) denote the k × k confusion matrix of a k-class problem. Then the accuracy of the classifier is defined as
i.e. the accuracy is the total number of the number of hits (total of the diagonal) divided by the size of the test set.
Definition 11 (ROC curve and AUC score). A ROC curve is an easily interpretable visual representation of the diagnostic ability of a binary classifier, and most frequently it is used to compare the performance of different models. In binary classification problems, we usually refer to the classes as positive and negative. The ROC curve is created by plotting the true positive rate (TPR) against the false positive rate (FPR) at various threshold setting. The TPR is the number of correctly classified observations of the positive class divided by the size of the positive class. The FPR measures the proportion of the Type I error i.e. it is the number of false alarms i.e. false positives (misclassified negative observations) divided by the size of the negative class. The greater the area under the ROC curve (AUC) is the more accurate the model is.
Definition 12 (Canberra distance). Let p and q be two n-dimensional vectors. The Canberra distance between the vectors p and q is defined as follows:
APPENDIX B: NETWORK MODELS
In this section we describe the network models that we used to model real-world networks.
Watts-Strogatz model
Tha Watts-Strogatz model (WS), proposed by Duncan J. Watts and Steven Strogatz [3] , was motivated by the small-world and highly clustered property of real-world networks. The description of the model generating procedure is as follows: 0. Input: n number of nodes, initial K = 2·k number of neighbours of each vertex and p edge rewiring probability.
Initialization:
We start with a regular lattice ring (also called as circulant graph) of N nodes, i.e. a cycle, where every node is connected with its 2k nearest neighbours. Formally, if the nodes are labelled v 1 , v 2 , . . . , v N , then the there is a link between v i and v j if and only if
2. Rewiring the edges: Each edge is rewired identically with probability p by changing one of the endpoints of the edge, making sure that no selfloop or multiple edge is created. Formally for every 1 ≤ i ≤ N , every (v i , v j ) edge is replaced by (v i , v k ), with probability p, such that k = i and k = j, and k is chosen uniformly from the set of allowed values.
Notation: WS n,k,p denotes a random graph generated by the WS model with n, k, p parameters.
Clustering Barabási-Albert model
The original Barabási-Albert (BA) model [2] lacks high clustering coefficient so a modification was proposed by Holme and Kim [17] , that can better capture the high clustering of real networks. Recall the growth of the original 1 BA model:
0. Input: n number of nodes, m number of new edges of a newcomer vertex and p probability of triad formation at each iteration.
Initial condition:
The model starts with a small network of m 0 nodes.
Growth:
At each iteration step, a newcomer node v is connected to u 1 , . . . , u m , m ≤ m 0 existing nodes, with probability that is proportional to the degree of the u i nodes, i.e. according to the mechanism, which means that the probability p i , that v is connected to the node u i is
, where the sum is made over all already existing v j nodes, which is eventually twice the current number of edges of the network.
The difference between the original and the Clustering BA model, is that each newly connected edge is completed to a triad with a given probability, i.e. as an extra step: after drawing a (v, u i ) edge in the preferential attachment step, with a given probability p a new edge is drawn between v and one of the neighbours of u i to form a new triangle. Formally, the steps 1 and 2 are supplemented with the following step:
Triad formation:
If the set W = {w : ∃i (w, u i ) ∈ E and w = v and (v, w) / ∈ E} is non-empty, then with probability p we connect v with a randomly chosen w ∈ W , else we connect v to a random node according to the preferential attachment mechanism. Note that p is a previously defined parameter, and in the definition of the set W , the vertices u i are from the previous (Growth) step.
Notation: CBA n,m,p denotes a random graph generated by the Clustering BA model with n, m, p parameters.
Duplication-Divergence model
The following analytically tractable model was introduced in [20] in order to describe the evolution of protein interaction networks. The growth of the model consists of a and a step as follows: 0. Input: n number of nodes, p > 0 probability of the activation of a duplicated edge.
Initialization:
The model starts with two nodes connected via a link.
2. Growth: At each iteration step a randomly selected target v node is duplicated:
(a) Duplication: The v replica of v is added to the network and v is connected to each neighbour of v.
(b) Divergence: Each newly generated link of v is with probability p, i.e. independently with probability 1 − p we delete each newly connected edge. If at least one link is remained, then the v replica is preserved, otherwise the attempt is considered as a failure and the network does not change.
Community Structure model
The following model is a generalization of the "planted l-partition" model introduced in [18] or it can be viewed as a special case of the Stochastic Block model [19] . It is more general then the "planted l-partition" model since the size of each community can be adjusted arbitrarily. On the other hand, it is less general then the Stochastic Block model since here the probabilities of edge formations within and between communities are constant for each partition. The algorithm of the model is as follows: 0. Input: L = (n 1 , . . . , n k ) list of sizes of communities, p in and p out probabilities of edge formations within and between communities respectively.
Initialization:
The model partitions n = n 1 +n 2 + . . .+n k vertices in k different groups with n 1 , . . . , n k nodes. Vertices of the same group are connected independently with a probability p in , i.e. each subgraph corresponding to a group is an Erdős-Rényi random graph, with connection probability p in .
2. Connecting communities: Vertices of different groups are linked independently with a probability p out .
2K-Simple model
The 2K-Simple algorithm is a general modeling framework introduced in [21] that can capture the degree correlation profile of an arbitrary network. The reason why we applied this model is that we aspired to compare the performance of the property-specific models to a universal one, furthermore, this model is more computationally efficient than the Stochastic Kronecker graph model that can also capture several well-known properties of realworld networks [36] .
The 2K-Simple algorithm constructs a simple graph with a target joint degree matrix (JDM) i.e. its input is a JDM and the output is a simple graph with the given JDM. The JDM's entry in the k th row and l th column is the number of edges between nodes of degree k and nodes of degree l. Note that the joint degree distribution contains significant information of the network for example density, degree distribution, and degree correlation, but it cannot capture information about the clustering of the network since in that case, the distribution of the triplets would be also necessary. However, in [21] there is an extension of the 2K-Simple algorithm which can approximate the average clustering coefficient, without knowing the distribution of the triplets.
There are several methods to generate a graph with given joint degree distribution [37] and this algorithm builds on a prior attempt: the joint configuration model (also known as pseudograph) [37] , but it is more sophisticated, since it is always possible to connect two disconnected v and w nodes without exceeding their desired degree, even if they do not have free stubs and still maintain the simplicity of the generated graph, which is where the configuration model fails. The operation that allows us to ensure the simplicity of the graph is referred to as . The algorithm can be summed up as follows: 0. Input: A valid (graphical) joint degree matrix 1. Initialization: Create n = |V | nodes, each v ∈ V has deg(v) free stubs.
2. Wire edges: Pick two disconnected nodes v and w, of degree k and l respectively.
i If the current degree of v and w has not reached its target yet, i.e. they have free stubs, then connect v and w ii Otherwise apply the Neighbour Switch operation to v or w to get free stubs. The goal of the Neighbour Switch (NS) operation is to free a stub such that the joint degree distribution remains unchanged. The algorithm of NS is as follows: A v e r a g e c l u s t e r i n g c o e ffic i e n t
Or i g i n a l v a l u e 
