Abstract. We prove the existence of a family of volume-constrained critical points of the liquid drop functional, which are cylindrically but not spherically symmetric. This family bifurcates from the ball and exchanges stability with it.
1. Introduction and main result 1.1. Introduction. Gamow's liquid drop model [16] is a classical model of a nucleus which, despite its simplicity, is believed to make qualitatively correct predictions. It has received a lot of interest recently in the mathematics literature, see, for instance, [22, 20, 17, 3, 13, 15] as well as the review [8] and the references therein.
In the liquid drop model, nuclei are considered as arbitrary measurable sets E ⊂ R 3 of positive and finite measure. The nucleon density is assumed to be constant and therefore the measure |E| is interpreted, in suitable units, as the nucleon number. The corresponding energy, in dimensionless units, is given by the functional
I[E] := Per E + D[E] ,
where Per E denotes the perimeter in the sense of geometric measure theory (equal to the surface area for sufficiently regular sets) and where 
It is widely believed, but not proved, that for A ≤ A c = 5(2−2 2/3 )/(2 2/3 −1) ≈ 3.512 the infimum in (1) is attained precisely when E is a ball and for A > A c the infimum is not attained. The value of A c is determined by the equality of the energy of a single ball with that of two balls of equal radii which are infinitely far apart. This conjecture appears explicitly, for instance, in [7] . What is rigorously known is that the infimum in (1) is attained at balls when A is small [20, 17, 3] and that the infimum is not attained if A > 8 [15] , see also [22, 20] .
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In this paper we are concerned not with solutions of the minimization problem (1) , but more generally with volume-constrained critical points of I. For any A > 0, balls of volume A are volume-constrained critical points of I. They are stable against local perturbations (in the sense of having a positive semi-definite second variation) if and only if A ≤ 10. This is remarkable since 10 > A c . This computation is well-known in the physics literature and appears, for instance, in [3] . Recently, it was shown in [18] that for any M > 0 there is an A M > 0 such that balls are the only stable volume-constrained critical points E of I with |E| < A M and Per E ≤ M|E| 2/3 . In this paper we are concerned with volume-constrained critical points for nonsmall volumes A. Our main result is the existence of a smooth family of non-spherical volume-constrained critical points with volumes close to 10. This family bifurcates from the ball of volume A = 10, where the ball loses its stability. The sets that we construct are cylindrically symmetric and change from prolate (that is, football shaped) for volumes below 10 to oblate (that is, pancake shaped) for volumes above 10. At volume 10 an exchange of stability takes place between balls and the new, non-spherical sets in the sense that the latter are stable for volumes above 10 and unstable for volumes below 10.
The energy of the new sets is very close (to at least third order in the volume deviation from 10) to that of the ball with the same volume. To decide whether it is above or below, more detailed computations would be needed. We also emphasize that our analysis is purely local around volume 10. Different arguments would be required to understand the global behavior of the bifurcation branch. We believe that the sets that we construct are related to those in [2, Section II], although there seem to be numerical discrepancies.
Technically, we will deduce the existence of this family from the bifurcation theorem of Crandall and Rabinowitz [9] , after having identified star-shaped, volumeconstrained critical points of I with solutions of a certain quasi-linear partial differential equation on S 2 . Our construction bears some similarity with those in [23, 4, 5] , although these works deal with quite different problems.
We finally point out that there is a version of the liquid drop model for nuclear matter with a neutralizing background. A mathematically similar model appears in the theory of diblock polymers; see, e.g., [1, 6, 7, 21, 10, 14] and references therein. It would be interesting to understand bifurcations from spherical, cylindrical and lamellar shapes in these models. The paper [11] is a first step in this direction, but with Yukawa instead of Coulomb interaction.
Main results.
We will consider sets of the form
where ϕ : S 2 → R is continuous and non-negative. The following lemma says that these sets are volume-constrained critical points of the functional I if and only if ϕ solves a certain quasi-linear PDE. 
in the weak sense with
In (2), ∇ denotes the gradient on S 2 and ∇· the associated divergence. By a simple computation we see that for any R > 0, ϕ ≡ R solves (2) with µ = 2R −1 + 4π 3 R 2 . We are looking for solutions which are small perturbations of these constant solutions.
For a positive function ϕ ∈ C 2 (S 2 ) we denote the function on the right side of (2) by F (ϕ), that is,
Moreover, we define
and P (ω) = 3ω
Our main result reads as follows.
Theorem 2. Let 0 < α < 1. Then there are ε > 0 and C ∞ curves
with the following properties:
For all s ∈ (−ε, ε), χ s depends only on |ω 3 | and satisfies
Because of Lemma 1, item (c) in Theorem 2 means that for all s ∈ (−ε, ε), Ω Rs+χs is a volume-constrained critical point of I.
Our remaining results discuss properties of these sets. We first conclude that the energy of these sets is very close to that of the ball with the same volume. So far, it is not clear how the volume of Ω Rs+χs changes with s. This will be a consequence of the following theorem which computes R s and χ s to next order. We define
Theorem 4. As s → 0,
and, in C 2,α (S 2 ) for any α < 1,
Expansion (7) implies that the bifurcation is transcritical (see, for instance, [19] ). The following corollary says, in particular, that |Ω Rs+χs | takes values both above and below 10. 
Finally, we discuss stability properties. For R close to R * the linearization of (2) around the constant solution ϕ ≡ R, when restricted to functions depending only on |ω 3 |, has a unique eigenvalue close to zero and this eigenvalue is given by 4−(8π/15)R 3 . This will be shown in Proposition 8 below. In particular, the eigenvalue is positive for R < R * and negative for R > R * .
Corollary 6. For s close to zero, the linearization of (2) around R s + ϕ s , when restricted to functions depending only on |ω 3 |, has a unique eigenvalue λ(s) close to zero. Moreover, as s → 0,
In particular, we see that the eigenvalue is negative for s > 0 (that is, |Ω Rs+χs | < 10) and positive for s < 0 (that is, |Ω Rs+χs | > 10). This means that an exchange of stability occurs at the bifurcation.
1.3. Ingredients in the proof. Let us explain the strategy of the proofs of Theorems 2 and 4. We will defer the proofs of various technical assertions to the following sections. Let us fix 0 < α < 1 and consider
The following lemma computes the first derivative of Φ with respect to χ at (R, 0).
This operator commutes with rotations and its eigenvalue on the space of spherical harmonics of degree
In the following we work with the subspaces
It is easy to see that Φ(R, χ) ∈ Y if χ ∈ X. We denote by
The next lemma clarifies the roles of R * and P from (4).
For the proof of Theorem 4 we also need the explicit expression for the second derivative of Φ with respect to χ at (R, 0). This is conveniently stated in terms of the Legendre polynomials
Note that P (ω) = P 2 (ω 3 ).
Proposition 10. One has
1.4. Proof of Theorems 2 and 4. We now show how the ingredients from the previous subsection imply our main results.
Proof of Theorem 2. We will deduce Theorem 2 from the Crandall-Rabinowitz theorem [9, Theorems 1.7 and 1.18] applied to Φ, considered as a map from O∩((0, ∞)×X) to Y . The assumptions of that theorem are satisfied by Propositions 7, 8 and 9. As the complement of ker L R we choose {χ ∈ X :
Proof of Theorem 4. We denote
and want to show that α = −1/7 andQ = Q. It follows from [9, Theorem 1.18] (with n = 1) that
(Indeed, this follows by differentiating the equation (8) and (9) into (10) we obtain
We multiply this equation with P and integrate over
with L R * P = 0, as well as the fact that
we obtain α = −1/7, as claimed. Thus, (11) becomes
Using the fact that P 4 (ω 3 ) is a spherical harmonic of degree four, that, by Proposition 8, L R * is diagonal in the basis of spherical harmonics and that, by (5), S 2 PQ dω = 0, we infer thatQ(ω) = aP 4 (ω 3 ) + b for some a, b ∈ R. Using the explicit expression for the eigenvalues of L R * on spherical harmonics of degrees zero and four from Proposition 8, we find a = 6 
Proof of Corollary 6.
Behind the proof is a general argument for transcritical bifurcations, which can be found, for instance, in [19, Section I.7 ], but we sketch the argument for the sake of completeness.
The operator in question is the restriction of D χ Φ(R s , χ s ) to functions depending only on |ω 3 |. The fact that for s close to zero this operator has a single eigenvalue λ(s) close to zero follows by continuity from the corresponding fact for the operator L R * . The associated eigenfunction can be chosen of the form P + w(s) with w(0) = 0. Differentiating the equation
with respect to s at s = 0 gives
We multiply this equation by P and integrate over
and has P in its kernel, the term involving w ′ (0) disappears. Using (9), (7) and (8), as well as the same orthogonality relations as in the proof of Theorem 4, we obtain
2. Derivation of the equation 2.1. Geometric preliminaries. We begin by collecting formulas which express quantities built on Ω ϕ more explicitly in terms of ϕ. We have
and
Moreover, if ϕ is Lipschitz, then in the parametrization x = ϕ(ω)ω the surface measure dσ(x) on ∂Ω ϕ is given by
In particular,
Finally, we recall (see, e.g., [4, Proposition 4.1]) that the outer unit normal to ∂Ω ϕ at x = ϕ(ω)ω is
Using these formulas we will rewrite the volume integral in (2) as a surface integral over S 2 . We also obtain a corresponding expression for D[Ω ϕ ] which, however, will not be used in this paper.
Lemma 11. Let ϕ be a positive Lipschitz function on
Thus, using ∇|x| = x/|x| on R 3 ,
Inserting in these two formulas, for Ω = Ω ϕ , the above expressions for ν y and dσ(y) we obtain the claimed formulas in the lemma.
We are now in position to give the Proof of Lemma 1. We have
By straightforward expansions, using (12) and (14), we find
and
Per Ω ϕ+tu = Per Ω ϕ + t
Finally, for the interaction term we have
Thus, using (13),
Putting everything together, we find
Thus, ϕ is a volume-constrained critical point of I if and only if
for every Lipschitz u : S 2 → R, that is, if and only if
with µ from (3). The latter equation is easily seen to be equivalent to (2).
The following result, although not necessary for the proof of our main results, clarifies the role of the parameter (3). A similar statement with a different proof appears in the proof of [18, Lemma 2].
Lemma 12. If (2) holds with some µ ∈ R, then µ is necessarily given by (3).
Proof. The lemma follows by multiplying (2) by ϕ 3 and integrating over S 2 using
Let us prove the latter formula. We set
Using the formulas for dσ and ν from Subsection 2.1 we write the left side of (15) as
We now prove that for any (sufficiently regular, but not necessarily star-shaped) set
Indeed, by the divergence theorem we have
Thus, the claim will follow provided we can show that
To prove this, we write
Renaming x and y we find
and inserting this into the previous identity, we obtain the claim.
Existence of a bifurcation
3.1. Smoothness. In this subsection we deduce the smoothness of the map Φ : O → C 0,α (S 2 ) from bounds in [5] , which deal with a much more singular situation. The observation that these bounds are also useful for more regular interaction kernels is from [11] .
Proof of Proposition 7. We split F (ϕ) = F P (ϕ) + F C (ϕ) with
Clearly F P is C ∞ as a map from {ϕ ∈ C 2,α (S 2 ) : inf S 2 ϕ > 0} to C 0,α (S 2 ). We now show that F C is C ∞ as a map from {ϕ ∈ C 1,α (S 2 ) : inf S 2 ϕ > 0} to C 0,α (S 2 ), which will prove the claimed smoothness.
Using ω · ∇ϕ(ω) = 0 for every ω ∈ S 2 we rewrite the formula from Lemma 11 as
with
The right side of (16) Lemma 13. For R > 0 and u ∈ C 2 (S 2 ) one has pointwise on S 2 , as t → 0,
We omit the proof of this lemma, since we will compute a more precise expansion in Lemmas 15 and 16 below. We are now in position to give the Proof of Proposition 8. Since we have already shown that Φ is Fréchet differentiable, we know that D χ Φ(R, 0)[u] coincides with the pointwise limit of t −1 R 2 (F (R + tu) − F (R)) as t → 0. Thus, Lemma 13 yields the claimed formula. From this formula it is clear that D χ Φ(R, 0) commutes with rotations and therefore is diagonal in the basis of spherical harmonics. Moreover, it is well-known that the eigenvalue of −∆ on the space of spherical harmonics of degree ℓ ∈ N 0 is ℓ(ℓ + 1). Moreover, by the Funk-Hecke formula, the eigenvalue of the integral operator with integral kernel
where P ℓ is the ℓ-th Legendre polynomial. We now use the fact that for |a| < 1 and
We apply this with a = 1 − ε and, using
Using the fact that P ℓ (t) is bounded we obtain by dominated convergence
This proves the claimed formula for the eigenvalue.
Proof of Proposition 9. According to the formula for the eigenvalues from Proposition 8, the kernel of D χ Φ(R, 0) is equal to the space of spherical harmonics of degree one and two. The intersection of this space with X is spanned by P . Let us compute the range of L R * . The inclusion ⊂ in the lemma is easy. To prove the opposite inclusion, let χ ∈ Y with P χ dω = 0. Then, in particular, χ ∈ L 2 (S 2 ). Because of the explicit form of the spectrum we see that the operator L R * maps {u ∈ H 2 (S 2 ) : u depends only on |ω 3 |} onto {f ∈ L 2 (S 2 ) : f depends only on |ω 3 |}. Thus, there is an u ∈ H 2 (S 2 ) depending only on |ω 3 | such that L R * u = χ. We need to show that u ∈ C 2,α (S 2 ). It is easy to see that
. (In fact, this is true for much less regular g.) By Morrey's embedding theorem, the function u ∈ H 2 (S 2 ) belongs to C 0,α (S 2 ) (no matter how close α is to 1). Thus,
By elliptic regularity, u ∈ C 2,α (S 2 ) and therefore χ = L R * u ∈ ran L R * , as claimed. Finally, using the explicit form of the eigenvalues of L R from Proposition 8,
From the characterization of ran L R * we obtain the last assertion.
Proof of Corollary 3.
For the proof of Corollary 3 we need the following expansion of the Coulomb term.
This expansion is uniform for R from compacts from (0, ∞) and for u from bounded sets in
The proof uses some ideas from the proof of [12, Theorem 2.1].
Proof. Using (13) we write
where
By scaling we have
and therefore
and, by symmetry,
is independent of ω, we have
and consequently
Thus,
To compute the term involving I 2 we write
Integrating this bound shows that
We write the first term on the right side as
where we used
This shows that 1
This completes the proof of (17) .
Proof of Corollary 3. The fact that the map s → χ s from Theorem 2 is C 3 implies that there is a function Q ∈ C 2,α (S 2 ) such that χ s = sP + s 2 Q + O(s 3 ) in C 2,α as s → 0. We will compute the function Q explicitly in the proof of Theorem 4, but for now the pure existence of this function suffices.
Using formula (12) we obtain
where in the last equality we used the fact that P dω = 0. Similarly, from (14) we obtain after some straightforward computations
Per Ω Rs+χs = 4πR
and from Lemma 14 we obtain
Thus, with ρ s = 3 4π
|Ω Rs+χs | 1/3 as in the corollary, (19) yields
Inserting this expansion of ρ s , we obtain from (20) Per Ω Rs+χs = 4πρ
and from (21)
In the last equation we used the fact that P is a spherical harmonic of degree 2 and therefore it is an eigenfunction of −∆ and of the operator with integral kernel |ω − ω ′ | −1 with eigenvalues 6 and 4π/5, respectively, see the proof of Proposition 8. This completes the proof of Lemma 3.
Because it is based on similar computations as in the proof above, we present at this point the proof of Corollary 5, taking Theorem 4 for granted.
Proof of Corollary 5. It suffices to insert (7) into (19).
The second derivative
Our goal in this section is to prove Proposition 10. To do so, we split F (ϕ) = F P (ϕ) + F C (ϕ) as in the proof of Proposition 7. We expand both terms to second order around a constant.
Lemma 15. For R > 0 and u ∈ C 2 (S 2 ) one has pointwise on S 2 , as t → 0,
Proof. We set ϕ = R + tu and compute
Finally,
Collecting all the terms we find
Using ∇ · (u∇u) = (∇u) 2 + u∆u, we obtain the assertion.
Lemma 16. For R > 0 and u ∈ C 0,α (S 2 ) for some 0 < α < 1 one has pointwise on S 2 , as t → 0,
Proof. Again we write ϕ = R + tu. Our starting point is the formula
(We do not reflect the t-dependence of g in the notation.) Dropping for the moment the ω and ω ′ -dependence from the notation we write
We compute
This implies that for every ω, ω ′ ∈ S 2 , as t → 0,
with a universal constant C < ∞. Since u ∈ C 0,α (S 2 ) for some 0 < α < 1, the right side is integrable in ω ′ and therefore dominated convergence implies that
The leading term in (23) is
and (18) we obtain for the second term on the right side of (23) that
Finally, using again (18) we rewrite the last term in (23) as
Inserting the expansion of (23) into (22) we easily obtain the formula in the lemma.
We are now in position to give the Proof of Proposition 10. We introduce
Then Lemmas 15 and 16 imply that
pointwise on S 2 . Since we have already shown that Φ is twice Fréchet differentiable, we conclude that 
Since P is a spherical harmonic of degree two, we have, as in the proof of Proposition 8, −∆P = 6P and
We now use the explicit form of the Legendre polynomials to write Using the formula for P 2 2 again and as well as the formula for the eigenvalues of the operator with integral kernel |ω − ω ′ | −1 from Proposition 8, we also find, recalling that P ℓ (ω 3 ) is a spherical harmonic of degree ℓ, Multiplying this formula by 3/4 and adding it to the previous formula, we obtain (24). This concludes the proof of the proposition.
