The capacity set function that is naturally associated with a linear second-order elliptic partial differential operator in divergence form is related to the concept of the Choquet integral of a weight function with respect to Newtonian capacity. The weight function comes from the coefficients of the differential operator. This idea is reminiscent of the Radon-Nikodym
Introduction.
Weighted capacity is to a linear second-order elliptic partial differential equation in divergence form as Newtonian capacity is to the Laplace equation. In the more general setting, the weighted capacity is built out of the coefficients of the differential operator. In this note, we will represent these weighted capacities by the symbol Cw, where w is the weight-a nonnegative (Borel) measurable function on Euclidean n-space R". The relationship between the weight and the differential operator is through the ellipticity condition. For the operator Lu = -(a,ij(x)uXi)Xi, with the summation convention, the condition is Q-'ltfwix) < ay(*)6fc < Q\Ç\*w{x)
for all x and £ in Rn. Here Q is some positive constant. If w is allowed to be zero or plus infinity, then the operator L is termed degenerate. Clearly, if the degeneracy is bad enough, then the behavior of solutions to Lu = 0 can differ drastically from those to Am = 0, the Laplace equation. However, when w is bounded above and below by positive constants, then the local continuity properties of Lu = 0 solutions closely resemble those for Au = 0 solutions. This is basically the theme of the papers [LSW and S] . If the weights have enough regularity, though short of being bounded above and below, then a theory of degenerate equations can be constructed that closely resembles the nondegenerate one. This can be found in [MS, EP, FKS, FJK] . In either case, degenerate or nondegenerate, a measure of the deviation from continuity for solutions is the concept of capacity, weighted or unweighted. This is of interest near points of singular sets or in the neighborhood of boundary points for Dirichlet regions. Our interest here, however, is not to describe these theories, but to examine these weighted capacities with the idea of comparing them with the Choquet integral of the weight with respect to Newtonian capacity (see the definition below). This idea is reminiscent of the Radon-Nikodym Theorem, but now for capacities and capacitary (Choquet) it is easy (using the results of [CF] ) to see that
where the infimum is over all measurable f(x) > 0 on R™ such that the Riesz potential /i * f(x) -f \x -y\1~nf(y) du > 1 on K. Here the symbol ~ is read "is comparable to" and means that the ratio of the two quantities is bounded above and below by two positive constants -independent of K. Weighted capacities given by (2) have been studied recently in [A5] . An important property of the capacities Cw is strong subadditivity:
(3) Cw(K1UK2) + Cw(K1nK2) <CW(K1) + CW{K2) for any two compact sets Ki and K?. This is stronger than the usual subadditivity condition where the term involving K\ fl K2 in (3) is omitted. The reason this condition is important is because it is intimately related to the idea of the Choquet integral of a function <fi > 0 with respect to a general capacity, say T. By this we shall mean ( 4>dv= í r([0>i]) dt.
In [Ci] , it is shown that such an integral is sublinear in <j> if and only if Y is strongly subadditive; see also [An] . Thus, it follows in the standard way that the expression (/ \(¡>\v c?r)1/p, 1 < p < oo, is a norm when T is strongly subadditive. Furthermore, the analogue of the Holder inequality remains valid in this setting. And this all suggests that an obvious class of functions to consider is the class Lp(r), which is the closure of the continuous functions on R" with compact support with respect to the above norm. These spaces have been studied by the author and others, especially by K. Hansson. See [A4, Ha] . In fact, Hansson characterizes these spaces as those T-quasi-continuous 0 with finite norm, 0 is T-quasi-continuous on Rn if, for every e > 0, there is an open set G such that T(G) < e, and 0 restricted to the complement of G is continuous there.
Below we will also have need of the so-called capacitary strong-type inequality (CSI) and some of its consequences. For this, see [A4 or A2] . There is a constant Q such that for all / > 0 (4) j{h*f? dC<Q-1f(x)2 dx.
From this it immediately follows that for V •> 0
with the infimum over all 0 = I\ * /, / > 0, such that 0 > i/j, C-a.e. It is also of interest to notice that (5) can be reversed, i.e. there is a constant Q" such that (6) C{i>) < Q" f ip2 dC, and thus, in particular, it follows that / ip2 dC < 00 iff there is such a 0 > ip, C-a.e. as above.
Statement of results.
The question of interest for us in this note is the relationship between CW(K) and JKw dC. To motivate the main result, we first show THEOREM 1. For allwEL2(C) + , This result can be found in more generality in [A3] . Again, the barred integral denotes "average" now with respect to C. Also we will show THEOREM 2. For allw e A2 nL2(C)+, for C-a.e. x.
Thus because of these results, we are tempted to ask for a Radon-Nikodym-type theorem here, i.e. when is it true that CW(K) = JK w dCl It is obvious when w is constant. We will show Notice that if w(x) = |x|-^, with 0 < ß < n -2, then w is superharmonic and we can take v(x) = const|x|_/3~2, which satisfies the conditions set in the theorem. Actually, the results of [A5] give that (9) and (10) are valid for w(x) = |x|_/3 whenever -n < ß < n -2. This is a consequence of the hypothesis sup w < Q inf w, K = 1,2,..., Ak Ak made in [A5] where Ak is the annulus {x:2~K~l < \x\ < 2~K}.
For the weight W€{x) = |x-£|2-n for \x-t¡\ < 1, and W^x) = 1 for \x-Ç\ > 1, PROOF. By what was mentioned earlier, the finiteness of the right side of (11) implies that there is a funciton / > 0 s.t. I\ * f > 0, C-a.e. Setting /i equal to / on B(x, 2r) and zero otherwise, f -fi + f2, we can write / (/i */i)2 dC < QH/iHl JB(x,r) License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use and JB (h * Ï2? dC < 22n-2(h * f(x))2 ■ C (B(x,r) ). 'B{x,r) Thus,
where M2g(x) is the fractional maximal function of order 2 of g, i.e. supr2 -I-g dy. Hn~2(E)=\nîJ2rr2 j with the infimum over all countable coverings of E by balls Bj (of radius r¿). For these facts, see [A4] or [M] and [BZ] . Thus, it follows that C([M4>(x)>t})<^l f(y)2 dy, and hence with (6) the desired result is established. Theorem 1 now follows by the usual methods in differentiation theory: the maximal function is of weak-type and the continuous functions are dense. In particular, we can replace 0 by |0 -4>{x)\ and assert that lim / |0-0(z)|2 dC = 0.
r^° Jbíx,t) Hx,r)
Thus, the result of the theorem is obtained from this, Holder's inequality, and the sublinearity of the Choquet integral.
5. Proof of Theorem 2. First of all, it should be noted that from [A5] Cw (B(x,r) )~( r ,f, "-) . y V ;; \Jr w(B(x,t)) t J Thus, it is easy to see that the ratio Cw(B(x,r))/C (B(x,r) ) is comparable to w(x), for C-a.e. x, when r is sufficiently small.
The technique for establishing (8) is akin to the "blow-up" method in differential equations-we rescale and then pass to the limit. Thus, let 0r be the extremal for Cw{B(xo,r)).
Here w is w when 1/A/ <w<N and N or \/N corresponding as to when either w > N or w < 1/N. This extremal is a weak solution to div(uJV0) = 0 in the complement of B(xo,r). Furthermore, 0 < 0r < 1 and 0r = 1, C-a.e. on B(x0, r). Now set x -xq = ry. Then with ipr{y) -<t>r{xo + ry), the ratio becomes C™(B(x0,r)) = ¡\VMy)\2w(xo + ry) dy C (B(x0,r) ) ' C(B(0,1)) Thus there is a subsequence of %pr that converges weakly in W1'2 to some tpo £ W1'2 as r -► 0, i.e. the gradients converge weakly in L2. We will show now that Vo is in fact the extremal for C (B(0,1) ). Notice first of all that ipo = 1, C-a.e. on 0(0,1);
cf. Theorem 5 of [M] . Also by the change of variables given above, we can write / Vipr{y)V4>{y)w{x0 + ry) dy = 0 for all 0 e C0>c (Rn\i?(a:o;'') )-But by the Banach-Saks Theorem, we can pass to the limit and conclude that for C-a.e. xq / V^>o(2/)V0(u)u;(a:o) dy = 0.
Hence, we get A^o = 0 away from B(0,1) and the desired result follows. Notice that we have used the fact that lim / \w(x + ry) -w(x)\2 dy = 0 lim / r-+°J\y\<i for C-a.e. x. This follows from the fact that the Hardy-Littlewood maximal function Mq is of strong type on L2{C), i.e.
(12) /(Mo0)2 dC <Q f02 dC, and hence the averages fB,x r\ 0 dy converge C-a.e. x to 4>{x). Estimate (12) is an immediate consequence of (5) and (6), and the L2-boundedness of Mr¡; cf. [Ai] . License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use also satisfies a strong-type inequality like (12) due to the results of [St] and estimates (5) (15) is that it is hard to check, although it can be shown that if w 6 Lp for sufficiently large p, then (15) holds. We are, however, concerned with a different set of hypotheses. In fact, if we apply Theorem 7.3 from [A5] to w = I2 * v, we see that to get (14) (ii) va has the doubling property, i.e. vs{B{x,pt)) <Qpn^vs{B{x,t)) for all p > 1;0 < u < 1, and vs{B) means that vs is integrated (with Lebesgue measure) over B. For (i) and (ii) as a consequence of our assumption, see [CF] . So for (17) we split up v = v' + v" where v' is just v on 25 and zero otherwise. Then
