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Abstract 
From Borges’ proof that stratifiable spaces have the Dugundji extension property we 
abstract a normality type condition and hence show that the Dugundji extension theorem is 
valid for an even bigger class of spaces. Borges claimed that linearly stratifiable spaces also 
have the Dugundji extension property. By considering cardinal generalisations of our 
normality condition we show that the proof of this is false. 
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1. Introduction 
For any space X let C(X) denote the vector space of continuous real-valued 
functions on X. In [3], Borsuk showed that if A is a closed subspace of a 
separable, metrisable space X (Dugundji [8] subsequently showed that the assump- 
tion of separability could be omitted), then there is a linear transformation 
@ : C(A) + C(X) such that for each f~ C(A): 
(i) Q(f) is an extension of f, 
(ii) the range of @i(f) is contained in the convex hull of the range of f. 
Definition 1.1. A space X is said to have the Dugundji extension property if for all 
closed subspaces A of X there is a transformation @ satisfying the conditions 
above. 
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Since Dugundji’s result much work has been done on reducing the metrisability 
condition. In [4], Ceder showed that Nagata spaces have the Dugundji extension 
property and in [l] Borges extended this result to the class of stratifiable spaces. As 
for cardinal generalisations, Vaughan asked [ZO] whether the result held for 
a-Nagata spaces and in [2] Borges claimed that his proof for stratifiable spaces 
goes over to linearly stratifiable spaces, answering Vaughan’s question. Indeed, he 
claimed it was true for an even bigger class (in our terminology the well-ordered 
(aA) spaces). 
In his proof that stratifiable spaces have the Dugundji extension property, 
Borges used the following property of stratifiable spaces (which we shall call 
Borges normality, and which combined with hereditary paracompactness, he 
showed, is enough to obtain the Dugundji extension property). 
Definition 1.2. A Ti space X is said to be Barges normal (BN) if for all x EX and 
open U containing x there is an open set H(x, U) containing x and a natural 
number n(x, U> such that if H(x, U) f’H(y, V) # fl and IZ(X, U) Q n(y, 0 then 
y E l-J. We shall call such a pair (H, n) a BN operator. 
We shall show that Borges normal spaces are the same as the decreasing (A) 
spaces of Collins and Roscoe [7]. As a direct consequence of this we show that the 
assumption of hereditary paracompactness in Borges’ proof is unnecessary and 
indeed decreasing (A) spaces have the Dugundji extension property. More gener- 
ally we show that decreasing (G) spaces have the Dugundji extension property. By 
considering cardinal generalisations we show that Borges’ proof for linearly strati- 
fiable spaces is in fact incorrect by producing a well-ordered ((YA) space without 
the Dugundji extension property. However, we do not know whether the theorem 
is still valid for linearly stratifiable spaces. 
Before commencing, we review the Collins-Roscoe mechanism. Recall [7], if X 
is a space and 5Y= {‘?P’(x>: x EX} where w(x) is a collection of sets of the form 
w(x) = {W(n, x): IZ E o) and x E W(n, x> LX for all x and n, then we say that 
W satisfies (A> if, 
(A) given x E U open in X, there is an open I’= I/(x, U> containing x and an 
integer s =s(x, U) such that y E V implies x E W(s, y> c U. 
We say that X satisfies (A) if X has a family of subsets Y satisfying (A). If, in 
addition, W(n + 1, x) L lI%, x) for all x EX and for all n E o, then we say X 
satisfies decreasing (A). We say that X satisfies open [neighbourhood] (A> if each 
of the W(n, x) is open [a neighbourhood of x]. 
If we allow s to vary as y varies in V we have the following weaker condition on 
YT. 
(G) given x E U open in X, there is an open V= I/(x, U> containing x such 
that y E I/ implies x E WCs, y) L U for some integer s. 
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Decreasing (G) and open (G) are defined in an analogous fashion to the 
corresponding properties for (A>. We note that for either (A) or (G) each W(x) is 
a local network at x. Motivation for these definitions comes from the following 
theorem. 
Theorem 1.3 [6,7]. The following are equivalent for a TI space X. 
(1) X is metrisable. 
(2) X satisfies neighbourhood decreasing (A>. 
(3) X satisfies open decreasing (A). 
(4) X satisfies open decreasing (G). 
Other variants of the mechanism have also been studied (see for instance 
[5-7,10,15,16,181). 
All spaces are assumed to be T, unless otherwise stated. Any undefined notions 
can be found in either [93, or [141. The author is very grateful to Dr. Peter Collins 
and Dr. Philip Moody for all their help and suggestions concerning this work, in 
particular Dr. Moody for suggesting BN as an object of study. 
2. Borges normality 
It can immediately be seen that Borges normality is a strengthening of mono- 
tone normality. However, the following theorem gives us that BN spaces are 
exactly the same as the Collins-Roscoe decreasing (A> spaces and hence, by a 
result in [16], BN spaces are actually acyclic monotonically normal. 
Theorem 2.1. X has decreasing (A) if and only if X is BN. 
Proof. First assume X has decreasing (A). If x E U open in X then letting 
H(x, U) = I/(x, U) and n(x, U> = s(x, U), it is easily seen that this gives a BN 
operator for X. 
As for the converse, given a #x EX we first consider the set of natural 
numbers given by &a, x> = {4x, CO: a E H(x, VI, U open and x E U}. Now 
a EH(~, X\IxI> therefore if a eH(x, U) then n(x, LO <n(a, X\{x}) else x E 
X\{x}. So we have that A(a, x) is bounded above and the following definition is 
valid. Define 
n,(x) = 
i 
0 if A(a, x) =fl, 
max A(a, x) otherwise. 
Note: without loss of generality n(x, U) 2 1 for all x and U. 
Now define W(a) = {J&z, a>: n E w) where 
IV(n, a) = (a} U (y EX: n,(y) an}. 
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Obviously we have that W(n + 1, a> G W(n, a) for all n E w and for all a EX. We 
claim that ‘w= (xY(a): a EX} satisfies decreasing (A). Take x E U where U is an 
open set in X, then let I%, U) =H(x, U) and s(x, U) = n(x, U). Then if 
a E V(x, U) we need to show that x E W(n(x, U), a) c U. Now if x #a then 
n,(x) > n(x, U) since a E H(x, UX= VI. Otherwise x = a, so in either case x E 
W(n(x, U), a). Now y E W(n(x, U), a) implies that either y = a E U or n,(y) > 
)2(x, U) 2 1 in which case there exists an open set T such that y E T, a E H(y, T) 
and n(y, T) = n,(y). Therefore a E H(y, T) f7 H(x, U) and n(y, T) a n(x, 27) 
which implies that y E U. The proof is therefore complete. 0 
Now Borges essentially proved that hereditarily paracompact, Borges normal 
spaces have the Dugundji extension property and since decreasing (A) spaces are 
hereditarily paracompact [6] we have the following corollary which generalises 
Borges’ result. 
Corollary 2.2. Decreasing (A) spaces satisfy the Dugundji extension property. 
By converting Borges’ proof into a Collins-Roscoe mechanism proof, we further 
have: 
Theorem 2.3. Decreasing (G) spaces satisfy the Dugundji extension property. 
Proof. Take a closed subspace, A, of a space X satisfying decreasing (G) and let 
f : A + L be a continuous function from A into a locally convex topological vector 
space L. Let ZV= (Y(x): x EX} be the family of subsets satisfying decreasing (G) 
such that Y(x) = (W(n, xl: n E w), and let I’(., .) be the operator given in the 
definition of (G). 
Let B =X\A and let B’= (x E B: x E V(y, U) for some y EA and some open 
U containing y). For each x E B’ let 9X = { V( y, U): y E A, U open and x E 
V(y, U)}, then define 
m(x) = max{s E w: y E W( s, x) c q for some V( y, U) ESQ}. 
Note: this is well defined because, if x E B, then, since 59%) is a local network at 
x, x E IV&,, x) E B for some so E w. Hence m(x) exists and m(x) <so. 
Since X satisfies decreasing (G), X is hereditarily paracompact 161, therefore 
there exists a locally finite refinement Z! of the cover (V(x, B): x E B) of B. For 
all U E 2/, U c V(x,, B) for some xr, E B. If xU 4 B’, let a, = a,, a fixed point of 
A. If xU E B’, choose uU EA and S, open in X containing a, such that 
xU E V(q,, S,) and q, E W(m(x,), xU> c S,. 
Now take {pv: U E 2Y} to be a locally finite partition of unity subordinate to %. 
Define G,(f): X-t L by 
for x EA, 
for XEB. 
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It is clear that @p(f) is continuous at points of B. We need to check that G(f) is 
continuous at points of A. Once this is confirmed, it is easy to see that @ : C(A) + 
C(X) is an extender, is linear and preserves convex hulls. 
So, take a point a EA and an open set 0 of L containing f(a). Since L is 
locally convex, there exists a convex open subset K of L such that f(a) E Kc 0. 
By continuity of f, there is an open subset N of X containing a such that 
f(A n N) c K. We claim that @(fXV(a, J&z, IV))) G 0. 
If x E I/(u, V(a, N)) nA then x EA nN and hence @(f)(x) =f(x) E 0. 
Hence, pick x E V(a, V(u, N))\A. By definition of @(f> it is sufficient to prove 
that for each U E Z containing x, a, EN for then f<uu> E K and hence @(fXx) 
is just a combination of elements from K and hence in K by convexity. If 
x E U E % for some U, then x E V(u, I/(u, N)) n I/(x,, B). Therefore, for some 
IV,, W, E P(x), a E W, c V(u, N) and xu E W, c B. Now, a E B, consequently 
W, s W,, which implies that X~ E V(u, N) and hence xu E B’. So, xu E V(u,, S,> 
as well. Using (G) again, we have: a E WCs, xu) cN for some s E w and a, E 
W(m(x,), xu> L S,. By definition, m(xu> 2 s and therefore we have a, EN. 
The proof of the theorem as stated is now complete, however, we also note that 
@ is in fact a continuous extender if C(A) and C(X) are given one of the 
following topologies (with both spaces having the same topology): the topology of 
uniform convergence, the topology of pointwise convergence and the compact-open 
topology. To prove this we need to assume that in the proof above, for each 
UEZ, DLV(X,, B) (closure in B) which, of course, we can do by regularity. As 
in the corresponding proof of continuity in Borges’ result for stratifiable spaces, it 
is enough to show that the function u : X -+ 2A, defined by 
u(x) = 
i 
{xl if xEA, 
{a u: UEEand x&?} if xEB 
is upper semi-continuous at points of A. (Note: a function u : X + 2’ is upper 
semi-continuous at x E X if for every open set U in Y containing u(x), there exists 
an open set W containing x such that u(x’) c U for every x’ E W.) 
Let p EA and suppose T is open in X and contains u(p) = IpI. We claim that, 
for each x E V(p, V(p, T)), u(x) G T. It suffices to consider x E V(p, V(p, T))\A. 
If LIE ~2 with x E 0, then x E V(p, V(p, T)) n I/(x,, B). Hence, p E WI c 
V(p, T) and xu E W, c B for Wj E F(x). Since p G B, then xu E V(p, T). How- 
ever, we also have that x,,, E V(u,, S,). Therefore, p E WCs, xu) c T and a, E 
W(m(x,), xu> c S, for some s E w. Now, by definition, m(x,> > s, and hence we 
have that uLT E T. Consequently, u(x) c T. 0 
It is unknown whether decreasing (A> spaces are the same as decreasing (G) 
spaces. Our result shows that the Dugundji extension property cannot be used to 
exhibit a difference between these two classes. Moreover, it is an open question as 
to whether the Dugundji extension property is preserved by closed maps. With 
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Moody, the author has shown [17] that decreasing (G) is preserved by such maps 
and thus our result shows that a counterexample to the question cannot be 
constructed from the closed image of a decreasing (G) space, which eliminates 
many of the spaces known to have the Dugundji extension property. By using the 
method of the above proof, the author has also shown [17] that decreasing (G) 
spaces belong to the class of spaces n. This class is defined in terms of the 
extension of functions on product spaces. This result extends the result of Fujii 
that stratifiable spaces belong to LL For the definition of II and related results see 
n31. 
3. A cardinal generalisation which provides a counterexample 
In the section that follows (Y denotes an infinite cardinal. 
Definition 3.1. X is said to be a-Barges normal if for all x EX and open U 
containing x there is an open set H(x, U) containing x and an ordinal T(X, U) < (Y 
such that if H(x, U> n H(y, V> z ti and 7(x, U) Q dy, V> then Y E U. 
If X is a space and r= (Y(x): x EX) where SV(x) is a collection of sets of 
the form W(x) = (W(p, x): p <a) where x E W(& x) CX for all /3 <(Y, then we 
say that SY satisfies (aA) if, 
((YA) given x contained in the open set U there exist open V= H’(x, U> 
containing x and an ordinal p =/3(x, U> <a such that y E I/ implies 
x E W(P, Y> E u. 
We say X satisfies (aA) if X has a family of subsets V satisfying (aA). If, in 
addition, WC& x) c W(y, x) whenever /3 > y then we say that X satisfies well- 
ordered (aA). We note also that X satisfies (A> if and only if X satisfies (WA). 
Theorem 3.2. For all infinite cardinals cq Xsatisfies well-ordered (aA) if and only if 
Xzk a-BN. 
Proof. Note first of all that the proof of Theorem 2.1 does not go over directly to 
the cardinal case (although Theorem 2.1 is a direct corollary of this generalisation) 
as the supremum of the set A(a, x> may not be attained. First assume X has 
well-ordered (aA). If x E U open in X, then let H(x, U) = V(x, U) and 7(x, U> 
=p(x, U). Then ‘t 1 is easily seen that this gives an (w-BN operator for X. 
As for the converse, first note that without loss of generality T(X, U) is a 
nonlimit ordinal greater than or equal to 1 for all x and U. Given a Z x E X 
consider the set of ordinals given by A(a, x) = (7(x, U>: u E H(x, U), U open and 
x E U). As before A(a, x) is bounded above and so define: 
0 
T,(X) = 
if A(a, x) =@, 
SUP A(a, x) otherwise. 
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Now define %%z) = {IV@, a): P < (Y] where 
W(P, a) = (4 u {Y EX: r,(y) HI}. 
Obviously we have that W(p, a) G W(r, a) whenever y Q P and a E X. We claim 
that W= (w(u): u EX} satisfies well-ordered ((YA). Take x E U where U is an 
open set in X, then let l4x, U) =H(x, U) and P(x, U) = T(X, U). Then if 
u E I/(X, U) we need to show that x E W(r(x, U>, a> c U. Now if x + a then 
T,(X) 2 7(x, U) since u E H(x, UX= V), otherwise x = a, so in either case x E 
W(T(X, u), a). Now y E W(T(X, U), a) implies that either y = a E U and we are 
done or T,(Y) 2 r(x, U) > 1. 
Case 1: r,(y) is a successor ordinal. In this case we therefore have that r,(y) is 
attained as a supremum, i.e., there exists an open T containing y such that 
a E H(y, T) and dy, T) = T,(Y). 
Case 2: r,(y) is a limit ordinal. This means that, since we insisted that 7(x, U) 
be a nonlimit ordinal, T,(Y) > 7(x, U) in which case there exists an open set T 
such that y E T, a E H(y, T) and T(Y, T) > 4x, U>. 
In either case this means there exists an open T such that a E H(y, T) n 
H(x, U) and r(y, T) a 7(x, U) which implies y E U. The proof is therefore 
complete. 0 
Borges’ proof that stratifiable spaces are BN generalises to the following: 
Lemma 3.3. Zf a space X is a-strutifiuble for some cardinal a, then X is a-BN. 
Borges claimed [2] that his proof that stratifiable spaces have the Dugundji 
extension property easily generalised up to cardinals, that is, that hereditarily 
paracompact CPBN spaces have the Dugundji extension property, and therefore in 
a similar fashion to Corollary 2.2 we could deduce that a-BN spaces satisfy the 
Dugundji extension property. (Well-ordered ((YA) spaces are hereditarily paracom- 
pact in exactly the same way as decreasing (A) spaces are. See [6].) This, however, 
is not the case as the following example shows. 
Example 3.4. The Michael line is o,-BN but does not have the Dugundji extension 
property. 
That the Michael line does not have the Dugundji extension property has been 
shown in [12,19]. To show that the Michael line, M, is w,-BN we will show that it 
has well-ordered (w,A). Define %F’ as follows: 
forxEMandnE@, 
VP, x> = {xl for xEMand w<p<w,. 
It is easily checked that w does indeed satisfy well-ordered (w,A). 
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The question still remains, however, whether the theorem is valid for linearly 
stratifiable spaces, since the Michael line is not linearly stratifiable. Borges’ proof 
for stratifiable spaces appears to crucially use the fact that for finite sets of natural 
numbers the maximum is attained, which is where the proof breaks down in the 
higher cardinal case. 
For further work concerning Borges normality the reader is referred to [HI. 
Note added in proof 
In [19] van Douwen claimed that w,-metrisable spaces have the Dugundji 
extension property since they are retractifiable (every closed subspace is a retract). 
The author, together with J.E. Vaughan, has shown that this is not the case. This 
will be the subject of a future paper. 
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