We propose and analyze two strategies for preconditioning linear operator equations that arise in PDE constrained optimal control in the framework of conjugate gradient methods. Our particular focus is on control or state constrained problems, where we consider the question of robustness with respect to critical parameters. We construct a preconditioner that yields favorable robustness properties with respect to critical parameters.
Introduction
In this paper we are concerned with the solution of optimization problems, subject to partial differential equations and inequality constraints on the control and/or the state. Such problems can be considered as optimization problems in infinite dimensional function spaces, and in recent years, algorithms have been constructed which tackle these problems in function space. The common feature of these algorithms is that they can be formulated and analyzed in the infinite dimensional setting, and each step of such an algorithm requires the solution of an infinite dimensional problem. Taking, for example, Newton methods, this means that in each iteration a linear operator equation is solved. In general terms a perturbed saddle point problem of the form
has to be solved in each Newton step (we will give a derivation and a precise functional analytic setting in the next sections). Of course, implementations have to deal with discretized versions of these subproblems, but have the conceptual advantage that the methods inherit much of the structure of the infinite dimensional problem. In this paper we pursue this line of thought one step further and construct a preconditioned iterative solver for the linear systems that occur in certain instances of PDE constrained optimization, including control constrained problems and regularizations of state constrained problems. In particular we consider two block preconditioners for the cg-method in function space, applied to this problem class. One of them is straightforward and already well known. The second is applicable under certain circumstances, namely that the control and the observation take place in the same space, and yields increased robustness with respect to certain critical parameters, which may become small or large, if (1) comes from constrained optimal control problems. It can be viewed as a generalization of a preconditioner proposed in [28] for problems without inequality constraints, which yields bounded condition numbers independent of critical parameters. While complete independence is not possible in the presence of inequality constraints, it turns out that the preformance of our preconditioner depends on critical parameters in a very moderate way.
Finally, we want to point out that our results are valid also in discretized settings, where the usually infinite dimensional spaces are replaced by finite dimensional (finite element) subspaces. Our analysis includes but does not require infinite dimensional spaces.
Preconditioning and multigrid for optimality systems in PDE constrained optimization is an active topic of research and there are several lines of research. Early attempts were made by Battermann et al [1, 2] . Borzi [3, 4] considers collective Gauss-Seidel smoothers, while Zulehner et al [23, 28] and Wathen et al [18, 7] propose and analyze block preconditioners for such systems all-at-once multigrid preconditioners are considered in [22] . While cases without inequality constraints are well understood meanwhile, the case of control and/or state constraints is still mostly open. First approaches were taken by Herzog and Sachs [10] which observed lack of robustness of standard block preconditioners in particular for state constrained optimization problems and in [24] . In a very recent preprint [17] a preconditioner with favorable stability properties for state constrained problems was proposed, but the analysis does not provide useful estimates for the condition number. This preconditioner fits into our general framework, which works for control constraints and for state constraints.
Theoretical framework
In this section we introduce a set of general assumptions imposed on the system (1), discuss its solution in function space by a preconditioned conjugate gradient or MINRES method, and present a couple of examples that fall into our framework.
A class of optimal control problems and corresponding saddle point problems
Let us consider as an example the optimal control problem
It can be shown that the minimizer (y * , u * ) of our optimal control problem (2) can be characterized by the following control reduced optimality system, where p * is the so called adjoint state and the optimal control is given pointwise by u * = max{α −1 B * p * , 0}:
This problem can be solved for example by a semi-smooth Newton method with iteration variables (y k , p k ) [11, 26] , whose Jacobian matrix can be written as
where χ I (p k ) = 0 for p k > 0 and χ I (p k ) = 1 for p k ≤ 0 in a pointwise sense. In the case of bilateral constraints u ≤ u ≤ u one obtains similar systems with max{α −1 p k , 0} replaced by Proj [u,u] (α −1 p k ) and χ I = 0 for α −1 p k ∈]u, u[ and χ I (p k ) = 1 otherwise. To complete our notational framework, we consider p k fixed, write χ I = χ I (p k ) and set C := Bα −1/2 χ I . Thus, we end up with solving systems of equations of the form:
Let us fix the theoretical framework for this system. The following abstract and very basic assumptions will be used throughout the paper. Assume that the control space U and the space of observations H are Hilbert spaces.
Further, as a matter of notation, we use v * (v) for dual pairings, while v 1 , v 2 V denotes a Hilbert space scalar product.
(ii) Let A : Y → P * , the differential operator for the state equation, be an isomorphism, which implies that its Banach-space adjoint A * : P → Y * is an isomorphism as well.
(iii) Let C : U → P * be a continuous operator, and M : Y → H a continuous operator with dense range.
We denote by the adjoint C * : P → U the mapping that satisfies
It is continuous as well. Analogously, the adjoint
It is continuous and injective since M has dense range.
Remark 2.2. Alternatively, one could define C * : P → U * via (C * p)(u) = (Cu)(p), and analogously M * . This, however, would necessitate to introduce the Riesz isomorphisms R U of U and R M of M into the notation. Since in all our applications, U and M are of the form L 2 (Q), these R U (and analogously R M ) are simply the canonical representation
For this reason we decided to use the definitions of Assumption 2.1(iii) for M * and C * leading to a more concise notation. Equivalently, one could introduce the convention that U and H are identified with their duals.
Then M − * A * p is well defined for all p ∈ D K and M − * A * is a bijective mapping D K → H. Thus, on D K the following bilinear form is well defined and positive definite:
and D K is the domain of definition of ·, · K . Since A * : P → Y * is an isomorphism, and M * : H → Y * is continuous, the induced norm · K is stronger than · P (but usually not equivalent).
Thus, considering D K equipped with the scalar product ·, · K it is easy to see that
H is an isomorphism, taking into account the continuity of C * : P → U . Hence, (D K , ·, · K ) inherits the Hilbert space structure from H. So, we can consider the following minimization problem for ∈ D * K ,
Since (D K , ·, · K ) is a Hilbert space, this problem has a unique solutionp and the mapping →p is nothing other than the Riesz isomorphism in
is continuously embedded into P , we conclude by duality, that the restriction mapping P * → D * K is also continuous, so that each continuous linear functional on P is also continuous on D K . However, the mapping
via
Proof. As already discussed, a unique minimizer of (6) exists, and its first order optimality conditions read
The notational distinction has to be done for A and M , since their domain space differs from the one of A and M . This is not necessary for C, so C = C * * = C needs not to be distinguished from C.
Remark 2.5. Recall, that if M is injective, the mapping Y → Y is injective and dense. Then A and M are extensions of A and M , respectively. Otherwise, one has to factor out ker M , as described in Remark 2.3. Then A and M are mappings in spaces of equivalence classes.
Preconditioned conjugate gradient method in function space
In this paper we concentrate for simplicity on the solution of (1) via the reduction to the convex problem (6) and by applying a preconditioned conjugate gradient method. Several alternatives have been proposed in the literature, such as preconditioned MINRES [18] and a Bramble-Pasciak cg-method [10] . The application of our preconditioners in the context of the preconditioned MINRES method will be considered in 2.4.
On the Hilbert space (D K , ·, · K ) consider once more the convex, quadratic functional
Then the method of conjugate gradients can be written as follows (cf. also [9] ): Algorithm 2.6. (preconditioned cg in function space)
In the remainder of the paper we consider application of Algorithm 2.6 to (6) and construct and analyze bilinear forms ·, · Q on D K . We will establish estimates of the form (11) such that κ Q is small. In particular we want to avoid that κ Q depends strongly on certain critical parameters, e.g. α in Example 2.5.3 or γ in Example 2.5.4, that arise in optimal control problems.
It is well known that speed of convergence of the cg-method depends on the condition number κ Q of ·, · K with respect to ·, · Q . It can be defined as follows. If the following (sharp) estimates hold,
then the condition number is given by κ Q := M Q /m Q . Then, ifp denotes the minimizer of ψ, we have the well known estimate
and the number of iterations to reach a certain accuracy is proportional to √ κ Q (cf. e.g.
[6, Sec. 5.3.2]). Thus, it is crucial to find a good preconditioner Q that renders κ Q small.
Remark 2.7. In finite dimensions (11) is often formulated as a condition on generalized eigenvalues. If Q and K are the matrices, corresponding to ·, · Q and ·, · K respectively, and λ min , λ max are the extreme eigenvalues of the problem K − λQ = 0, then
An alternative: preconditioned MINRES method
While we concentrate on the construction of preconditioners for the reduced system (9), we briefly show how they can be converted to preconditioners for MINRES applied to the full system (5). Instead of solving (9) by a preconditioned conjugate gradient method we can also solve the block system
with the Hilbert spaces D K and Y and the isomorphisms
K with S : D K → H be one of the symmetric positive definite preconditioners for K proposed in this paper. MINRES requires a positive definite preconditioner. Based on the above factorization we consider the choice
K is symmetric positive definite and
where
By using the above factorization it is easy to see that
Hence, the preconditioned full system has the eigenvalue 1 and the eigenvalues of −Q −1 K. Now (13) has the form Bx = b with a symmetric operator B ∈ L(X, X * ), i.e. x, By = y, Bx . Let T −1 = R * R : X * → X be a symmetric and coercive preconditioner with R ∈ L(X * , H) and a Hilbert space H. The preconditioned MINRES algorithm computes
where r 0 = Bx 0 −b and the Krylov space K k (RBR * , Rr 0 ) = span(Rr 0 , . . . , (RBR * ) k−1 Rr 0 ). We now estimate the speed of convergence. We have
where π k is the set of polynomials of degree ≤ k with q(0) = 1. Now let V = (v 1 , . . . , v N ) be an arbitrary orthonormal system in H with K k+1 (RBR * , Rr 0 ) ⊂ span(V ). Then the matrix C = V, RBR * V H is symmetric and we find a matrix Q with diag(
and since w i , RBR * Rr 0 H = λ i z i , we conclude that RBR * P r 0 = N j=1 λ j z j w j and by induction q(RBR * )Rr 0 = N j=1 q(λ j )z j w j . Hence, q(RBR * )Rr 0 H ≤ Rr 0 H max j |q(λ j )|. and we have shown that
where λ j are the eigenvalues of the matrix C = V, RAR * V H . If we apply the preconditioned MINRES method with preconditioner (14) to the system (13) we obatin the following result.
If the preconditioned MINRES method is applied to (13) with preconditioner (14) then it computes x k = R * y k with
Proof. RBR * has the block diagonal form (15) .
be an orthonor-
The eigenvalues of the symmetric matrix
Hence, the estimate (16) is shown, where the second inequality follows from the fact that for all q ∈ π k−1 the polynomial (· + 1)q is in π k and vanishes at −1.
Examples of optimal control problems
To clarify our abstract setting and our choice of spaces, let us consider several examples for optimal control problems. We give a couple of examples for the abstract operators A, B, C, M and the spaces H, U, P, Y involved. For simplicity of presentation we consider linear-quadratic problems here. Nonlinear problems can be solved iteratively via a Newton type algorithm, which requires the solution of a linear system of operator equations in each step.
Elliptic optimal control problems
For elliptic optimal control on a bounded Lipschitz domain Ω ∈ R d with boundary Γ, let
be an appropriate closed subspace of H 1 (Ω) that incorporates boundary conditions. For example, V = H 1 0 (Ω) corresponds to homogeneous Dirichlet boundary conditions, and V = H 1 (Ω) to Neumann or Robin boundary conditions. Let Y := P := V and define A as follows
where σ(x) : Ω → R d×d defines a symmetric bounded elliptic bilinear form which is continuous in x, and a 0 : Ω → R is nonnegative and bounded. In the case V = H 1 (Ω) we additonally assume that a 0 is positive on a subset Ω of non-zero measure. This ensures that a(·, ·) is V -elliptic, i.e., there is a constant c a > 0, such that
Having fixed the framework for A : Y → P * , let us consider two variants in the choice of H, U , M, C and B. Other combinations are conceivable, as well.
Distributed control and observation. In this case we set U = H = L 2 (Ω) and Y = P = H 1 0 (Ω). Let us define the operator M = E S as the Sobolev embedding E S :
* is, in the case of distributed control defined via
We observe that, as required M : Y → H is continuous and has dense range. Even more, M is injective, which implies that ran M * is dense in Y * . For illustration, let us discuss the shift of framework of Section 2.2 in our concrete setting. Here M * is the embedding of
The definition of D K in our concrete example is consequently
In particular,
(Ω) and if Ω and σ are sufficiently regular,
Remark 2.9. Comparison with the method of transposition (cf. e.g. [16] ) yields, that A * :
* can be interpreted as the strong form of (17) (as a mapping p → div σ∇p+a 0 p := f from the solution to the data), while its adjoint, which we called A :
is an extension of (17), the so called very weak form.
Boundary control and observation at the boundary. In this case we set U = H = L 2 (Γ), and in order to allow Neumann boundary control we set Y = P = H 1 (Ω). Let us define the operator M = τ as the trace operator τ :
Also here M : Y → H is continuous and has dense range, but now M is not injective, so that ran
Obviously, the mapping Y → Y is not injective in this case.
Here the definition of D K reads as follows
An interpretation is that D K consists of all functions p with −div σ∇p + a 0 p = 0 (in the distributional sense) and outer (distributional) normal derivative
can be interpreted as a mapping p → ∂ σν p := g from solution to data. The evaluation of p, w K for p, w ∈ D K is thus performed as
Parabolic optimal control with control constraints
Consider now the parabolic optimal control problem
This case runs quite similarly to the elliptic case, with the main difference that
is now a parabolic operator on
Here y t (v)(t) is the application of the weak derivative
, which yields an integrable function in time. For a more detailed description consider, e.g., [25] . We use the spaces
, the Sobolev embedding for these spaces, and
Similar to the elliptic case a control reduced optimality system and its semi-smooth Newton linearization can be derived, which is again of the form (4) . In all of the above examples the parameter α > 0 appears as a finite (possibly small) but fixed value. The next two examples describe situations, where during algorithmic progress towards the solution such a parameter is adjusted, and makes the problem at hand more and more difficult as the solution is approached.
Regularized bang-bang control
In some application so called bang-bang control is of interest, here written down for distributed control and observation:
Usually an optimal solution of such a problem almost everywhere takes either the value u or u. A simple idea to solve this problem is to consider its regularized versions
and pass to the limit α → 0 (cf. e.g. [27] ). Under certain assumptions on the adjoint state p it can be shown that the regularized solutions u α tend to the solution of the original problem, and that the Lebesgue measure of the set I := {x ∈ Ω : u < u α (x) < u} becomes smaller and smaller. In most cases it is observed that meas(I) ≤ Cα.
In this setting it is desirable to obtain a preconditioner that is robust for α → 0.
Elliptic optimal control with state constraints
In the case of state constraints, algorithms typically apply some kind of regularization technique [12, 20] , usually based on classical approaches such as penalty or barrier methods.
As an example, consider a classical penalty approach, also called "generalized MoreauYosida" regularization in this context, for the problem
is again the Sobolev embedding and B, which shall correspond to distributed control, is defined as in (18) . Penalization of the constraint y ≥ 0 yields the problem
which is often tackled by semi-smooth Newton methods. To approach the solution of the original problem, γ is driven towards +∞ in a path-following method. In practice, the algorithm is terminated with values of γ in the range of 10 8 to 10 12 . The presence of large γ affects the condition number of the problem severely, if no appropriate measures are taken.
Similarly, this problem can be tackled by barrier methods with a barrier functional l(·; µ) :]0, ∞] → R parametrized by µ > 0 such that lim t→0 l(t; µ) = +∞. Path-following algorithms drive µ towards 0 to converge towards the original solution, and similar effects for the condition number occur.
In both cases computing a Newton step amounts in the solution of a linear system of the form
where b(x) is either 1 + γχ y<0 (x) for the penalty method, or 1 + l (y(x); µ) for the barrier method. Also this problem will fit into our theoretical framework and (19) can be written in the form (5), if we set M := √ bE S and C * := α −1/2 B * . Clearly, also combinations of control and state constraints can be treated.
Two strategies for operator preconditioning
In the following we shall derive and justify some operator preconditioners for solving the minimization problem (6) with the preconditioned conjugate gradient method, see 2.3. As explained in 2.4 the preconditioners can also be used within a preconditioned MINRES method.
Preconditioning via the pure differential operators
Our first preconditioner, which is similar to the ones proposed in [10] , is defined via the first part of ·, · K :
If ∈ P * , then its inverse can be applied to by computing Q 0
K , we have to use the extended operators from Section 2.2 to make this rigorous:
Application of A −1 involves one solve of the extended state equation, and to apply A − * one has to solve the adjoint equation. Clearly we have
and thus the condition number κ Q0 of K, relative to Q 0 is bounded by
Proof. The left part of (23) follows simply from the positive semi-definiteness of
, we obtain the right part.
A preconditioner with increased robustness
Our next preconditioner exploits the positive definiteness of CC * to improve our condition number estimate. In order to render it well defined, we have to impose the following assumption, which restricts the class of problems to be tackled: with I ≤ 1.
In the case I = 0 the preconditioner Q that we will define below coincides with the simple choice Q 0 , defined above. By excluding this, we make sure that Q = Q 0 .
For the Hilbert space adjoint I * : U → H, defined by
we note that I * = I ≤ 1. In all our applications I is defined as in the following example:
. Then the mapping I : H → U can be defined by restriction of h ∈ H to Ω H ∩ Ω U , followed by extension by zero onto Ω U . In turn, I * : U → H is the restriction to Ω H ∩Ω U and extension by zero to
The extreme cases are following: if Ω H ∩Ω U = ∅, then I ≡ 0 and Assumption 3.2 is violated. The other, most desirable, extreme case is Ω H = Ω U so that I = id.
By our assumptions the composition CIM : Y → P * is well defined, and thus also its adjoint (CIM )
* : P → Y * via the relations
Since, as we will show, ·, · Q and ·, · K are equivalent (with condition number κ Q to be estimated), the inverse Q −1 : D * K → D K needed in the cg iteration is well defined. This follows from the Lax-Milgram theorem applied on the Hilbert space (D K , ·, · K ).
The computation of Q −1 proceeds in three steps, two of which correspond to PDE solves. In the case ∈ P * the first step would be to solve the modified PDE (A+CIM )y = . However, since in general ∈ D * K , this extends to the problem (cf. Section 2.2)
for y ∈ Y . Then one has to compute
So that w ∈ ran M * . Finally, one has to solve
so that
An equivalent preconditioner has been proposed and analyzed recently for the unconstrained case of distributed control by [28] . For the case of regularized state constraints an equivalent preconditioner has been proposed recently and independently in [17] , but no useful estimates for the condition number were derived.
Remark 3.5. Already at this point we can predict the main features of this type of preconditioner. In contrast to Q 0 it also includes the operator C in its formulation. Hence, more information of the problem enters into the construction of the preconditioner. We will see that this leads to a significant improvement of condition numbers, in cases where Q can be applied.
However, we also observe the main limitations of our approach. The composition CIM has to be non-zero, otherwise Q = Q 0 . Here our main focus is restricted to simple mappings I, as defined in Example 3.3, because CIM has to be simple enough to make the involved PDEs solvable at low cost.
The following lemma plays a pivotal role in our analysis: Lemma 3.6. Assume that the following quantity is finite:
Then we have the following estimates:
and thus the condition number κ Q of K, relative to Q is bounded by
Proof. For the proof we recall the parallelogram law in Hilbert spaces:
which implies that each summand on the left hand side can be estimated from above by the right hand side. We use this estimate to compute
Then, using the definition of γ Q , we can compute:
In order to motivate the quantity γ Q further, consider the auxiliary quantity r, defined by
which means in turn that v(r) is the solution of a partial differential equation with right hand side r. Then γ Q can be written as follows:
Hence, our task will be to establish estimates of the form
on the solution v(r) of the above PDE in terms of r. This reduces the estimation of the condition number of our saddle-point system to an estimate for a PDE solution. We will use this technique in Sections 5 and 6 below, where the particular structure of the PDE at hand is used. In the following and in Section 4, we keep arguing purely in terms of functional analytic estimates.
Sharpness of Lemma 3.6. With some additional effort one can refine the estimate (29) slightly. However, for us, the asymptotics κ Q = O(γ Q ) for large γ Q is the main point of interest. This relation cannot be improved substantially, as we will briefly explain. Consider the left bound first. Since usually A * is a differential operator, we may assume that there is a sequence v k , such that M − * A * v k H = 1, while C * v k U → 0. Then the terms in K and Q containing C * can be neglected, and we obtain v k , v k Q / v k , v k K → 1. As for the right bound in (29), v can be chosen such that (1 − ε)γ Q is attained in (28) for sufficiently small ε. Then instead of (30) we can compute
Hence, taking both estimates together we obtain a lower bound for the condition number, given by
Applications to concrete problems
In this section we will discuss a couple of examples for which our preconditioning strategy can (or cannot) be applied effectively. This should clarify the advantages, but also the limitations of the preconditioner Q from (24) . Included are problems with control constraints, and also with state constraints. The following bounds hold in a quite general setting. Under stronger assumptions they can be refined, as shown in Section 5 and Section 6. We will proceed in two steps. First we will exploit the properties of the differential operator A, corresponding to elliptic or parabolic PDEs to give a more concrete estimate for γ Q . Second, we will use these estimates to compute condition numbers for a selection of examples.
Estimating γ Q for elliptic and parabolic problems
In this section we will establish estimates on γ Q , exploiting the properties of the differential operators A and A * . We will show that both elliptic and parabolic problems admit estimates of the common form
where the notation ·, · stands for one of the scalar products ·, · H and ·, · e −ωt (defined below), which are suited for the elliptic and the parabolic case, respectively. In fact, (32) follows from (33) and (35) by taking into account that A * is positive definite in the corresponding scalar product, i.e.,
In the elliptic case, this it true due to ellipticity of (A * v)(v) = a(v, v), in the parabolic canse, this follows from (36), below.
The elliptic case
Consider the preconditioner Q from (24) for the elliptic case, where A :
is defined via an elliptic bilinear form a(·, ·) as in (17) from subsection 2.5.1.
Lemma 4.1. For the elliptic equation (17) we have the estimate
We start with the Cauchy-Schwarz inequality:
Hence, we may estimate
The parabolic case
To establish an estimate for γ Q in the parabolic case, as in subsection 2.5.2, we have to modify our proof slightly in order to cope with the non-symmetry of its differential operator, which reads
together with initial conditions y(0) = 0. We have to employ a special scalar and duality product. For ω > 0 we set v, w e −ωt := . Similarly, for a Banach space V we write the duality product on
Our motivation is that A * is positive definite with respect to this scalar product, as long as ω is chosen sufficiently large, as will be shown in the first part of the proof of the next result (in fact this is a standard result in the theory of parabolic equations).
Lemma 4.2. Let A be defined as in (34). Assume that M * v, w e −ωt = v, M w e −ωt . Then A * is positive definite w.r.t. ·, · e −ωt , and we obtain the following condition number:
Proof. First, we show that A * is positive definite w.r.t. the scalar product ·, · e −ωt . Inserting w = e −ωt v into the formula of integration by parts (cf. e.g. [8, Satz 1.17])
and taking into account our restriction v(0) = w(0) = 0 we infer after a short computation
As for the remaining part of A * we have
and hence
From this point our proof runs in parallel to the elliptic case. Similar as before,
Thus, we can use the Cauchy-Schwarz inequality:
Hence, we may estimate, also as before:
Remark 4.3. Recall that M * : H → Y * is the adjoint of M : Y → H w.r.t. ·, · H , so our assumption M * v, w e −ωt = v, M w e −ωt is needed. However, it can easily be verified, if for example M can be written as (M v)(t) = M (t)v(t), where M (t) depends on the "slice" v(t) only.
The dependence of γ Q on the interval length T can be worked out to be proportional to T by choosing ω optimally.
Application to concrete examples
Let us now continue the discussion of the examples, presented in Section 2.5.
Distributed control problems with control bounds
As explained in Section 2.5.1 this problem can be solved by a semi-smooth Newton method, which leads to systems of the form (4). Recall that in this example Y = P = H 1 0 (Ω) and U = H = L 2 (Ω) as well as the definition of a(·, ·) as an elliptic bilinear form on
* , and C * :
Taking this into account, we can write down the concrete representation
where φ(x) = α −1/2 χ I (x) ∈ L ∞ (Ω). Hence, the steps (25) and (27) during the application of the preconditioner amount in solving modified PDEs with an additional mass-term, defined by φ.
To summarize, the computation of Q −1 requires the solution of two Poisson problems, the first of which is in very weak from, the second in strong form.
With our analysis from the previous section we obtain the following results for our preconditioners. 
Proof. In view of Lemma 3.1 we have to provide estimates for γ Q0 in (22) . For the numerator we can compute
and the denominator yields
, which yields the desired result for κ Q0 via Lemma 3.1.
Now we consider our preconditioner Q for the elliptic and parabolic case.
Proposition 4.5. Consider the preconditioner Q from (24) applied to the block operator (4). Consider the elliptic or the parabolic operator A from Section 4.1. Then
Proof. As in (32) let ·, · be one of ·, · L2(Ω) (for the elliptic case) or ·, · e −ωt (for the parabolic case). Then, from (32) we estimate (taking into account M v = v).
The last inequality follows from the general relation a 2 + b 2 ≥ 2ab. Moreover, in both cases,
Hence,
and thus by Lemma 3.6 κ Q ≤ c(1 + α −1/2 ).
Thus, we have obtained κ Q ∼ √ κ Q0 which already yields a considerable gain of efficiency for a cg method via (12) . If no bounds on the control are present we can recover the results obtained in [28] :
Corollary 4.6. In the unconstrained case we obtain the α independent bound
Proof. Just as before, we compute
The parabolic case. As a parabolic example we consider the one from Section 2.5.2:
In the parabolic case, the application of the preconditioner comprises a forward and a backward solve of modified parabolic PDEs. By the same argumentation as in the elliptic case (25) can be extended to right-hand sides in D * K .
Disjoint control and observation regions
Consider the problem (for simplicity, let A be the elliptic operator from (17))
where B : L 2 (Ω U ) → P * is a continuous mapping, and Ω H and Ω U are subsets of Ω, such that their intersection is a set of measure zero in both H := L 2 (Ω H ) and U := L 2 (Ω U ).
An important special case is boundary control and observation in the domain, i.e., Ω H = Ω and Ω U = Γ = ∂Ω. The only simple choice is I : L 2 (Ω) → L 2 (Γ) via I ≡ 0, which violates Assumption 3.2. Thus, only Q 0 can be used. A similar case is boundary observation and distributed control.
Distributed control with state constraints
In the case of state constrained optimal control problems, algorithms often employ a pathfollowing scheme, which leads to a block M that is very ill conditioned towards the end of the algorithm. Both our preconditioners can be applied in this case. Moreover, it can be shown that usually the preconditioner Q is significantly more robust than Q 0 with respect to the path-following parameters.
As elaborated in Section 2.5.4 in state constrained problems with distributed control linear systems of the form
have to be solved, where E S = B * is the Sobolev embedding, in the case of distributed control, where b(x) > 0, and typically b ∞ is very large, tending to infinity towards the end of the algorithm. Just as in Section 4.2.1 we can define H = U = L 2 (Ω) and M = b(x)E and C * = α −1/2 B and again I = Id. Also the Definition of D K and the application on Q −1 via extensions of (25)- (27) are the same as in Section 4.2.1. Only the condition number estimates are different:
Assume that p ∈ L ∞ . Consider the preconditioner Q 0 from (20) applied to the operator (38). Then we obtain the following condition number:
Proof. By Lemma 3.1 we have to provide estimates for γ Q0 in (22) . For the numerator we can compute
(Ω) by continuity of (A * ) −1 :
The following result crucially depends on the assumption that C and M are defined as multiplication operators with functions that have the same support. This is true in particular for purely state constrained problems with distributed control. Proposition 4.8. Consider the preconditioner Q from (24) applied to the block operator (38). Then the condition number is bounded by
By definition of C and M we obtain
Here we used that
v is just a pointwise multiplication by positive functions. Hence, we finally compute
A similar situation holds for boundary control problems if the state constraints are only imposed on the boundary. For parabolic problems, a similar result is obtained analogously, replacing Lemma 4.1 by Lemma 4.2.
The improved preconditioner Q is not effective for boundary control and state constraints, unless these are also imposed on the boundary only. In that case, we have again CIM = 0, and thus Q 0 = Q just as described in Section 4.2.2. As a remedy, it is conceivable to introduce an artificial "virtual" control [15] on the domain equipped with a regularization parameter that is driven to ∞.
A similar situation occurs for additional control constraints, in case that the control is active, i.e. χ I (p)(x) = 0 where b(x) is large. It is, however, still feasible in this case to use Q as a preconditioner. If active control and state set are disjoint, then we conjecture that Q is still more efficient than Q 0 . Otherwise, its efficiency may degrade to a level comparable to Q 0 if this assumption is not valid.
A splitting argument for refined estimates
In some situations our estimates for Q can still be refined, if we are willing to impose additional assumptions on CIM . In broad terms, we will assume that CIM is defined as multiplication operators via piecewise constant functions with smoothly bounded level sets. The applications below comprise Newton systems for control constrained problems and for penalty methods for state constrained problems as described in Example 2.5.1 and Example 2.5.4. For simplicity we concentrate on the elliptic case.
In the following, let a :
(Ω) → R be an elliptic bilinear form, as defined, e.g., in (17):
Further, let us define the corresponding operator in strong form:
which results from a(·, ·) via integration by parts, assuming that σ(x) is sufficiently smooth.
Assumption 5.1. Assume that CIM is a multiplication operator, defined by a piecewise constant function φ, i.e., (CIM v)(x) = φ(x)v(x), which assumes two non-negative values φ 1 and φ 0 , such that φ 1 > 0 and φ 1 ≥ φ 0 ≥ 0, namely:
Let us denote by ∂J 0 the boundary of J 0 relative to Ω, i.e., ∂J 0 ⊂ Ω, so that ∂J 0 = ∂J 1 . Assume that J 0 and J 1 are Lipschitz domains and that the solution v J of the problem
gives rise to the following trace estimate:
Here ∂ σν stands for the derivative in direction of the outer normal ν at a point x ∈ ∂J 0 with respect to the scalar product induced by σ(x). This normal has to be defined almost everywhere on ∂J 0 .
The validity of (43) certainly depends on the smoothness of ∂J 0 and on the coefficients of a(·, ·), and is known to hold e.g., for H 3/2+ε -regular problems. In general one only has (43) for ∂ σν v J H −1/2 (∂J0) . In the context of optimal control the smoothness of ∂J 0 can usually only be observed a-posteriori, for example, after the active set of the optimal control has been computed. From an intuitive point of view, smoothness of ∂J 0 results in a relatively weak coupling of J 0 and J 1 . So it should have a certain influence on the condition number.
Lemma 5.2. Let J be an open domain with Lipschitz boundary. Then for v ∈ H 1 (J) the following estimate holds for the trace operator τ :
exists by the classical trace theorem. After localization and transformation of a part of the boundary to the first coordinate axis, we end up in showing (dividing the coordinates into x = (t, x )):
This can be obtained by the formula of integration by parts, well known from parabolic problems:
Choosing T large enough, such that v(T ) ≡ 0, we obtain
This estimate can not be acquired directly via interpolation theory of Sobolev spaces, because there exists no continuous trace operator
In the following lemma we will consider the problem
This can also be written in operator notation, if we define (E S is the Sobolev embedding):
Then (44) reads
Lemma 5.3. Consider problem (44) such that φ has the properties, defined in Assumption 5.1, and assume that f ∈ L 2 (Ω). Then
If additionally φ 0 > 0, then
In all these estimates c depends on the regularity of J 0 and J 1 , and on the ellipticity of a(·, ·) in (44).
Proof. The idea of the proof is to split v into two parts v = v 0 + v 1 . To define v 0 , we first consider v J , the solution of the following problem on J 0 :
Now we extend v J by 0 to a function
Testing (48) with v J and dividing by v J L2(J0) we obtain
Thus, v J satisfies
with f L2 ≤ 2 f L2 . By our trace assumption we conclude
Integration by parts on J 0 yields
Testing this equation with w ∈ H 1 0 (Ω) and separate integration by parts on J 0 and J 1 reveals that v 0 (recall φv 0 = φ 0 v 0 satisfies the weak form
Hence, if we define v 1 as the solution of the following problem: (52) we see (by adding (51) and (52)) that v = v 0 + v 1 solves our original problem (44).
To obtain an estimate for v 1 we test (52) with v 1 and get
By Lemma 5.2, we obtain:
Division of (53) by the square-root of its left-hand-side and taking into account φ 1 > 0 and the ellipticity condition a(v, v) ≥ c a v 2 H 1 (Ω) we obtain due to (50):
Taking into account that φ 1 = φ ∞ we obtain from this the estimate
By the triangle inequality we combine the estimates (49) for v 0 and (54) for v 1 :
Tracing back the constant c, we notice that it depends solely on c tr,1 , c tr,2 , and c a .
For the second result we apply a duality technique. For given w ∈ H 1 0 (Ω) define z w := (A * + Φ) −1 w. Since A * has by (44) the same properties as A, we can compute
which implies our assertion, since w L2(Ω) = 1. 
which already hasṽ (0) = 0 built in, so that we only have to determine a from the conditioñ v (1) = 1 −ṽ(1). A short computation yields:
so that we can compute (recall φ 0 = 0)
Taking into consideration that
we obtain for large φ 1 :
2φ 1 e
Since f L2([0,2]) is fixed, we obtain the asymptotics
We finally remark that this problem can be lifted by parallel translation to a Poisson problem on ]0, 2[ d for d > 1, if the newly created boundaries are equipped with homogeneous Neumann boundary conditions. In this case ∂ σν v 0 (x) = 1 is constant along the set {x ∈ ]0, 2[ d : x 1 = 1}, so that our estimate cannot be improved, even if ∂ σν v 0 is assumed to be in a more regular space than L 2 (∂J 0 ).
Thus, taking also into account our lower bound on the condition number (31) we can be quite sure that the estimates in the following section will be sharp.
Application to distributed control with control bounds
Let us come back to our elliptic optimal control problem from Section 2.5.1 and consider the case of distributed control, to be solved by a semi-smooth Newton method in function space. We consider preconditioning of the linear systems (4) that arise in each Newton step. In this setting we have M = E S : H 1 (Ω) → L 2 (Ω) -the Sobolev embedding, C * = α −1/2 χ I (p)E S , and I = Id. Thus, we may set φ(x) = α −1/2 χ I (x), and thus φ 1 = α −1/2 and φ 0 = 0. Then (CIM v)(x) = E * S φ(x)(E S v)(x) = Φ in the notation of (45). Application of Lemma 5.3 yields the following result:
Proposition 5.5. Consider the preconditioner ·, · Q applied to the block operator (4) . Assume that the boundary between active and inactive set satisfies the Assumption 5.1. Then we obtain the following condition number:
Proof. In order to apply Lemma 3.6 we set
so that v is the solution of the following problem
Hence, Lemma 5.3 yields
Inserting this estimate into (28) we obtain the desired result.
Remark 5.6. The authors are not aware of any simple a-priori assumptions to be imposed on the control constrained problem that would imply Assumption 5.1 for (4) in each Newton step. However, smoothly bounded active sets are observed a-posteriori very frequently in numerical examples. Thus, the above theorem explains, why the observed condition numbers of Q are much better than the general estimate (O(α −1/4 ) vs. O(α −1/2 )).
Application to distributed control with state constraints
For state constraints, we assume that b(x) is piecewise constant taking two values
In penalty methods, as in Example 2.5.4 we have b(x) = 1 + γχ y<0 (x). As usual in distributed control U = H = L 2 (Ω) and
So we can define φ(x) := α −1/2 b(x) such that CIM = Φ in the notation of (45). By our assumption, φ is also piecewise constant, and we set φ 1 = b 1 α −1/2 and φ 0 = b 0 α −1/2 . Application of Lemma 5.3 then yields:
Proposition 5.7. Assume that p ∈ L ∞ . Consider the preconditioner ·, · Q applied to the operator (38). Then we obtain the following condition number:
Proof. We proceed similar as in the control constrained case, defining
. By Lemma 5.3 we conclude
Inserting this into (28) we obtain the desired result.
In penalty methods for state constrained problems one considers a homotopy, which results in γ → ∞ and thus b ∞ → ∞. In practical applications this leads to values of γ in the order of 10 8 to 10 12 . Concerning parameters of such high magnitude, our improved condition number estimate is of particular value, since the number of required cg iterations then only grows with the 8 th root of b ∞ . As we will see in our numerical examples, compared to the preconditioner Q 0 , which may require hundreds or thousands of cg iterations (proportional to b ∞ ), Q merely takes a very limited number of iterations.
Small (in)active sets
Finally, for completeness we will discuss a second case, where the bounds of Section 4 can be improved. In some situations it is likely that those sets where M and C are large have small Lebesgue measure. Applications comprise regularized bang-bang control, where the inactive set becomes small for small regularization parameters, and regularized state constrained control, if the active set tends to a Lebesgue null set. We approach our problem via an L ∞ -estimate due to Stampacchia:
be a bounded Lipschitz domain and consider the following elliptic equation in weak form:
Then we have the estimates
where c is independent of φ.
Proof. Our first estimate is due to Stampacchia [14, Theorem B.2], and our second estimate follows via a duality technique, similar to the one, used in the proof of Lemma 5.3.
Proposition 6.2. Consider the preconditioners Q 0 from (20) and Q from (24) applied to the block operator (4) derived from the control constrained problem (2). We have the condition number estimates
Proof. In both cases we have
By Lemma 6.1, taking into account the definition of A * , so that f = M − * A * v according to (55) we obtain
and also v 2 L∞ ≤ c v, v Q . Inserting these estimates into (22) and (28), respectively, we obtain the desired result.
In bang-bang control, one frequently encounters an assumption of the form (cf. e.g. [5] ):
If such a problem is regularized by a homotopy α → 0, as in Section 2.5.3, and one assumes that the corresponding adjoint states p α uniformly satisfy such an assumption, too, then one obtains χ I (p α ) L1 ≤ cα. Then, the condition number of the preconditioners remains bounded as α → 0. For regularized state constraints we have a similar result: Proposition 6.3. Consider the preconditioners ·, · Q0 and ·, · Q applied to the block operator (38) derived from the state constrained problem from Section 2.5.4. We have the condition number estimates
and it remains to derive a bound of the form
for Q and the corresponding one for Q 0 , where the term CIM is missing. In our case we have (M * w)(x) = b(x)w(x). Since (A + CIM ) * v = f , we conclude with Lemma 6.1 that
Inserting this estimate (and the corresponding one for Q 0 ) into (22) and (28), respectively, we obtain the desired result.
Numerical examples
In this section we perform a numerical study of the pcg method with our preconditioners. We consider two examples. The first is related to a control constrained problem, the second is related to a regularized state constrained problem. The pcg iteration is terminated, after the estimated error in energy norm has dropped below 10 −8 , where an estimator in the spirit of [6, Sec. 5.3.3(c) ] is used. Our simple implementation is based on matlab, and the discretization of our optimality system was done with 5-point star finite differences. For the solution of the single PDE blocks, the built-in sparse direct Cholesky factorization has been used. In very large scale applications, in particular in the 3d case, the sparse direct solver will have to be replaced by a properly preconditioned iterative solver, of course.
In both cases the computational domain is the unit-square, and the current active set A is a disc with center (0.5, 0.5) and radius 0.4. As right hand side we choose the function r ≡ 1.
In our first problem, we thus solve a problem of the form
with varying Tychonov parameter α. Here A corresponds to the weak form of −∆ on
and E is the Sobolev embedding. Of particular interest is the case, where α is very small. In the second example we solve a problem of the form with varying penalty parameter γ. Here γ can become very large during the course of a path-following method. It can be observed in both examples that the preconditioner Q is vastly superior to Q 0 for large α −1 or γ. Moreover, for very large parameters discretization effects tend to yield smaller numbers of pcg iterations for coarse grids than for fine grids.
If we compare the observed number of pcg iterations with the predicted number of iterations (cf. Figure 7) we observe two things. First, the average increase of iterations seems to be slightly slower than predicted. However, there are regions (i.e. α −1 ∈ [10 2 , 10 4 ] and α −1 ∈ [10 10 , 10 12 ]) where the slopes seem to fit. For very large α −1 > 10 12 we observe a saturation of the number if iterations. This effect is most probably due to the discretization of the problem, and can also be observed in the last columns of the top table in Figure 1 . Such behavior is usually a clear indication that the discretization of the problem is too coarse.
Of course, this iterative solver can also be used as an inner loop inside a semi-smooth Newton method. Let us give an example in the context of control constraints u ≥ 0. Here we use again a control problem with distributed control and corresponds to the weak form of . State y and adjoint state p are both discretized by standard finite differences with mesh size h = 2 −8 . To compute the solution for this problem with varying, up to very small α we reuse the computed solution for the last (larger) α as an initial guess for the next (smaller) α. This acts as a simplistic path-following method for α → 0 and compensates for the inefficient global convergence behavior of semi-smooth Newton in case of small α.
Conclusion and Outlook
We have proposed and analyzed block preconditioners for systems that arise in certain optimal control problems with PDEs. It can be used effectively for control constraints, if the domain of observation contains the domain of control. For state constraints the approximate active constraint set should be contained in the control domain.
In these cases the condition numbers of the resulting systems are in general only the square root of the condition numbers, that are obtained via a simple preconditioner Q 0 , asymptotically with respect to critical parameters. Under additional structural assumptions, it can be shown that the condition number grows even slower, like the fourth root of the condition number of Q 0 . In the unconstrained case one obtains condition numbers independent of the critical parameter.
Our results are of particular interest in state constrained optimal control problems, where up to now the robustness of available preconditioners with respect to regularization parameters was poor. The class of state constrained problems seems to be divided into two subclasses. The first, where the control can act on the active set of the constraints, and the class of remaining problems, where the control acts more indirectly. The first class seems to be tractable more easily than the second, and new ideas are needed for the second class.
However, much work remains to be done. Up to now, our results are only valid for exact solutions of the modified PDEs. This is already a significant progress, since direct solvers for elliptic problems are much more efficient than for coupled systems. In the parabolic case the advantage is even larger, because the differential equations can be solved by timestepping procedures. This is much easier than solving the complete coupled system. It is a straightforward idea to replace direct solvers by multigrid preconditioners. However, showing optimality and robustness of these preconditioners seems an open non-trivial theoretical issue that needs to be addressed in the future. The usual H 1 techniques cannot be used because the natural space for the preconditioners is D K . From an algorithmic point of view it is desirable to apply our preconditioners in an adaptive multilevel method in the spirit of [21] , where inexactness of Newton steps caused by the iterative solver and the adaptive grid refinement is appropriately handled within an adaptive inexact Newton path-following method in function space. Finally, it remains to investigate, how much of our results can be applied to more general classes of PDEs, say from continuum mechanics or reaction-diffusion systems.
