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CAUSAL DISCOVERY UNDER
NON-STATIONARY FEEDBACK
Eric V. Strobl, PhD
University of Pittsburgh, 2017
Causal discovery algorithms help investigators infer causal relations between random vari-
ables using observational data. In this thesis, I relax the acyclicity and stationary distribu-
tion assumptions imposed by the Fast Causal Inference (FCI) algorithm, a constraint-based
causal discovery method allowing latent common causes and selection bias. I provide two
major contributions in doing so. First, I introduce a representation of causal processes called
Continuous time Markov processes with Jump points (CMJs) which can model continuous
time, feedback loops, and non-stationary distributions. Second, I characterize constraint-
based causal discovery under the CMJ framework using a data type which I call mixture
data, or data created by sampling from a variety of unknown time points from the CMJ.
The CMJ may for example correspond to a disease process, and the samples in a mixture
dataset to cross-sectional data of patients at different stages in the disease. I finally pro-
pose a sound modification of FCI called the Fast Causal Inference with Feedback (F2CI)
algorithm which uses conditional independence testing and conditional mixture modeling to
infer causal structure from mixture data even when feedback loops, non-stationary distribu-
tions, selection bias and/or latent variables are present. Experiments suggest that the F2CI
algorithm outperforms FCI by a large margin in correctly identifying causal relations when
non-stationary distributions and/or feedback loops exist.
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1.0 THE PROBLEM
Scientists typically infer causal relations from experimental data. However, they often en-
counter insurmountable difficulties or unethical scenarios when trying to run experiments.
A classic example involves testing the hypothesis of whether smoking tobacco causes lung
cancer in human [Spirtes et al., 2000]. Although several observational retrospective and
prospective studies beginning in the 1950s reported a strong correlation between smoking
and lung cancer, no scientist could ethically design a randomized controlled experiment
which forced a random group of people to smoke for years. As a result, many investiga-
tors, including the prominent statistician Sir Ronald Fisher, advocated that smoking may
not cause lung cancer because other factors could potentially explain the correlation; un-
measured genetic factors could for example cause predispositions to both smoking and lung
cancer. The medical community finally reached the conclusion that smoking does in fact
cause lung cancer only after painstakingly considering many other variables and perform-
ing extensive animal experiments for decades (see Appendix Section A for further details).
However, scientists would ideally liked to have discovered this causal relation earlier from
the original observational data in order to quickly inform the general populace about the
consequences of smoking and therefore save more lives.
Fortunately, many algorithms currently exist for discovering causal relationships from
observational data. A large group of these algorithms work by inferring “causal graphs”, or a
graph where an edge between Xi and Xj indicates a specific type of causal relation between
the two variables. Examples of the most well-known causal graph discovery algorithms
include PC [Spirtes et al., 2000], FCI [Spirtes et al., 2000, Zhang, 2008] and CCD [Richardson,
1996]. However, these algorithms, as well as all others which I am aware of, either impose
assumptions which typically do not apply to biomedical processes or require data types
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which medical investigators cannot readily obtain. For example, PC assumes an underlying
acyclic causal process (i.e., the causal process does not contain feedback loops) and causal
sufficiency (i.e., the data contains all common causes). Most formulations of acyclic causal
processes also imply the stationary distribution assumption (i.e., a joint distribution which
does not change over time). Note that many biological pathways contain feedback loops
and hence acyclic causal graphs often do not apply in medicine without additional time
information. Many disease processes also violate the stationary distribution assumption as
they evolve over time, and datasets may not contain all common causes. Another algorithm
called FCI fortunately eliminates the causal sufficiency assumption and allows selection bias
(i.e., variable conditioning due to, for example, inclusion criteria), but it also assumes an
underlying acyclic causal graph. The CCD algorithm allows cycles but assumes linear causal
relations between the variables and stationary distributions. Thus, PC, FCI and CCD all
make assumptions regarding acyclicty and/or stationarity which may not apply to biomedical
causal processes.
Given the paramount importance of causal inference in medicine, we require an algo-
rithm which only imposes realistic assumptions and also uses a data type which medical
scientists can easily collect. In this thesis, I focus on developing an algorithm which relaxes
FCI’s acyclicity and stationary distribution assumptions. I also introduce an associated
causal framework needed to rigorously justify the algorithm in the following fashion. First,
I provide necessary background material in Chapter 3. I then introduce a causal framework
called Continuous time Markov processes with Jump points (CMJs) in Chapter 4 which
allows feedback loops and non-stationary distributions in continuous time. In Chapter 5, I
propose the Fast Casual Inference with Feedback (F2CI) algorithm which identifies causal
structure using mixture data collected from the CMJ without assuming causal sufficiency;
here, mixture data refers to data collected at random time points from a CMJ, since I be-
lieve that it is unrealistic to assume that scientists can sample from a CMJ at known time
points when performing passive observation. Finally, I find that F2CI outperforms FCI by
a large margin in Chapter 6 when non-stationary distributions and/or feedback loops exist.
I therefore believe that the algorithm covers a wide variety of realistic scenarios and may
serve as a useful tool for causal discovery.
2
2.0 RELATED WORK
Feedback loops and non-stationary distributions arise in causal processes appearing in na-
ture. For example, biologists have identified feedback loops in gene regulatory networks
which induce distributions that change over continuous time [Mitrophanov and Groisman,
2008]. Fortunately, investigators have proposed Markovian-based models which incorporate
(a) feedback loops, (b) non-stationary distributions and/or (c) continuous time in order to
handle these situations. However, most of the models cannot incorporate all three criteria
simultaneously.
Dynamic Bayesian networks (DBNs) for example incorporate feedback loops and non-
stationary distributions but do not incorporate continuous time [Dagum et al., 1991, 1992,
1995]. Instead, DBNs model time as discrete time steps. Moreover, methods used to learn
DBNs require many samples obtained from the exact time step in the underlying DBN model.
Investigators however often have trouble obtaining samples from the exact same time step
in practice. Consider for instance a longitudinal dataset containing samples from patients
with a particular illness. Here, we cannot ensure that the samples obtained in each wave
correspond to the exact same time step in the underlying causal or disease process because
some patients may be late in the disease process while others may be early. We therefore
would ideally like to model time as a continuous random variable rather than as a discrete
deterministic variable.
Investigators have fortunately relaxed the discrete deterministic time assumption in two
main ways. One way involves imposing a stationary distribution assumption. This assump-
tion allows investigators to ignore the effect of time, because any independent sample from
any time point corresponds to an independent sample from the same distribution. Investi-
gators have utilized this strategy in the context of DBNs as well as more generally in the
3
context of Structural Equation Models with Independent Errors (SEM-IEs).
SEM-IEs specifically allow feedback loops and continuous time, but the SEM-IE models
used in the causality literature require stationary distributions [Spirtes, 1995, Richardson,
1996, Lacerda et al., 2008, Hyttinen et al., 2013]. These stationary distributions in turn
carry several limitations. First, stationary distributions arising from non-linear SEM-IEs
with feedback loops generally do not satisfy the global directed Markov property, so their
utility in causal graph discovery remains uncertain [Spirtes, 1995, Richardson, 1996]. Second,
recall that the CCD algorithm assumes that the joint distribution satisfies the global directed
Markov property with respect the graph associated with an SEM-IE, so we cannot use the
algorithm to learn causal graphs associated with non-linear SEM-IEs in the general case.
Third, SEM-IEs associated with feedback loops and stationary distributions suffer from a
causal interpretability issue, since the do-operator may no longer have a straightforward
interpretation under stationarity [Dash, 2005].
Another line of work has fortunately focused on dropping the stationary distribution
assumption by utilizing a time index. However, most authors do not allow feedback loops.
In particular, investigators have proposed augmenting constraint-based methods for acyclic
causal graph discovery with a time index in order to recover causal structure [Zhang et al.,
2017]. Other investigators have suggested capitalizing on non-stationarity to recover acyclic
causal structure beyond the Markov equivalence class by utilizing prediction invariance; here,
the authors assume structural equations that remain invariant in time but independent
errors that may vary with time [Peters et al., 2016, Ghassami et al., 2017]. Both of the
aforementioned methods nonetheless require an exact time index which may not be available
in many applications (such as in the aforementioned medical dataset).
Now one causal framework known as continuous time Bayesian networks (CTBNs) exists
for modeling non-stationary distributions, feedback loops and continuous time simultane-
ously [Nodelman et al., 2002, 2003]. However, like methods which utilize a time index in
order to handle non-stationary distributions, learning CTBNs also requires datasets with
time information. Specifically, datasets used to learn CTBNs contain i.i.d. trajectories as
opposed to i.i.d. random variable values at time points; here, a trajectory corresponds
to the evolution of the values of a random variable across time [Nodelman et al., 2003,
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2005]. Clearly, obtaining many trajectories may not be possible in practice, since obtain-
ing such samples is much more involved than obtaining values each at singular time points.
CTBNs also currently require discrete random variables and model the jump points, or sud-
den changes of the values of random variables, using a parametric distribution (typically
exponential). Many real datasets nonetheless contain continuous random variables and the
distribution over jump points may not necessarily follow a parametric model in practice.
Finally, algorithms used to learn CTBNs thus far assume causal sufficiency and no selection
bias [Nodelman et al., 2003, 2005, Gopalratnam et al., 2005].
In this thesis, I improve upon previous approaches by first introducing a new causal
framework which allows non-stationary distributions, feedback loops and continuous time
simultaneously just like CTBNs. The framework however does not require a parametric
distribution over jump points. Moreover, the framework follows more naturally from acyclic
Bayesian networks than CTBNs, since the proposed framework essentially corresponds to an
acyclic Bayesian network embedded in continuous time. Second, I propose a corresponding
algorithm which does not require datasets composed of trajectories; in fact, the algorithm
does not require any time information in order to learn the underlying causal model. The
algorithm also does not require causal sufficiency or no selection bias in order to remain
sound. I therefore believe that the work described herein represents a more realistic and
practical strategy for causal discovery compared to previous approaches.
5
3.0 BACKGROUND
I now provide the background material required to understand this thesis as follows. In
Section 3.1, I first introduce standard graphical terminology used in the causality literature.
I then describe the causal interpretation of graphs in Section 3.2. Next, in Sections 3.3, 3.4
and 3.5, I review three causal discovery algorithms called PC, FCI and RFCI which recover
causal graphs using conditional independence information. I then review time dependent
stochastic processes, Bayesian networks and structural equation models with feedback in
Sections 3.6, 3.7 and 3.9, respectively; I will later use the concept of a time dependent
stochastic process to derive the CMJ. Subsequently, I review necessary ideas in mixture
modeling in Section 3.10. I finally cover two metrics called informedness and markedness in
Section 3.11.
3.1 GRAPHICAL DEFINITIONS
A graph G = (X, E) consists of a set of vertices X = {X1, X2, . . . , Xp} and a set of edges
E . The edge set E may contain the following six edge types: → (directed), ↔ (bi-directed),
— (undirected), ◦→ (partially directed), ◦− (partially undirected) and ◦−◦ (non-directed).
Notice that these six edges utilize three types of endpoints including tails, arrowheads and
circles. I also use the endpoint “∗” as a meta-symbol to denote either a tail, arrowhead or
circle.
I call a graph containing only directed edges a directed graph. On the other hand, a
mixed graph contains directed, bi-directed and undirected edges. I say that Xi and Xj are
adjacent in a graph, if they are connected by an edge independent of the edge’s type. An
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(undirected) path pi between Xi and Xj is a set of consecutive edges (also independent of their
types) connecting the variables such that no vertex is visited more than once. A directed
path from Xi to Xj is a set of consecutive directed edges from Xi to Xj in the direction of
the arrowheads. A cycle occurs when a path exists between Xi and Xj, and Xj and Xi are
adjacent. More specifically, a directed path from Xi to Xj forms a directed cycle with the
directed edge Xj → Xi and an almost directed cycle with the bi-directed edge Xj ↔ Xi.
I say that Xi is an ancestor of Xj (and Xj is a descendant of Xi), if there exists a directed
path from Xi to Xj or Xi = Xj. Similarly, Xi is a parent of Xj, if there exists a directed
edge from Xi to Xj. I say that Xi is a spouse of Xj, and Xj is also a spouse of Xi, if there
exists a bi-directed edge between Xi and Xj. I denote the set of ancestors, descendants,
and parents of Xi as An(Xi), De(Xi) and Pa(Xi), respectively. I also apply these three
definitions to a set of vertices W ⊆X as follows:
An(W ) = {Xi|Xi ∈ An(Xj) for some Xj ∈W },
De(W ) = {Xi|Xi ∈De(Xj) for some Xj ∈W },
Pa(W ) = {Xi|Xi ∈ Pa(Xj) for some Xj ∈W }.
Three vertices that create a cycle form a triangle. On the other hand, three vertices
{Xi, Xj, Xk} form an unshielded triple, if Xi and Xj are adjacent, Xj and Xk are adjacent,
but Xi and Xk are not adjacent. I call a nonendpoint vertex Xj on a path pi a collider on pi,
if both the edges immediately preceding and succeeding the vertex have an arrowhead at Xj.
Likewise, I refer to a nonendpoint vertex Xj on pi which is not a collider as a non-collider.
Finally, an unshielded triple involving {Xi, Xj, Xk} is more specifically called a v-structure,
if Xj is a collider on the subpath 〈Xi, Xj, Xk〉.
I call a directed graph a directed acyclic graph (DAG), if it does not contain directed
cycles. Every DAG is a type of ancestral graph, or a mixed graph that (1) does not contain
directed cycles, (2) does not contain almost directed cycles, and (3) for any undirected edge
Xi −Xj in E , Xi and Xj have no parents or spouses [Richardson and Spirtes, 2000].
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3.2 PROBABILISTIC AND CAUSAL INTERPRETATION OF GRAPHS
A distribution PX over X satisfies the Markov property if PX admits a density1 that “fac-
torizes according to the DAG” as follows:
f(X) =
p∏
i=1
f(Xi|Pa(Xi)). (3.1)
We can in turn relate (3.1) to a graphical criterion called d-connection. Specifically, if G is
a directed graph in which A, B and C are disjoint sets of vertices in X, then A and B
are d-connected given C in the directed graph G if and only if there exists an undirected
path pi between some vertex in A and some vertex in B such that every collider on pi has
a descendant in C, and no non-collider on pi is in C. On the other hand, A and B are
d-separated given C in G if and only if A and B are not d-connected given C in G. For
shorthand, I will sometimes write A ⊥⊥d B|C and A 6⊥⊥d B|C when A and B are d-
separated or d-connected given C, respectively. The conditioning set C is called a minimal
separating set if and only if A ⊥⊥d B|C but A and B are d-connected given any proper
subset of C.
Now if we have A ⊥⊥d B|C, then A and B are conditionally independent given C,
denoted as A ⊥⊥ B|C, in any joint density factorizing according to (3.1); I refer to this
property as the global directed Markov property. I also refer to the converse of the global
directed Markov property as d-separation faithfulness ; that is, if A ⊥⊥ B|C, then we have
A ⊥⊥d B|C. One can in fact show that the factorization in (3.1) and the global directed
Markov property are equivalent, so long as the distribution over X admits a density [Lau-
ritzen et al., 1990].
Now m-connection in ancestral graphs is a generalization of d-connection in directed
graphs. I say that A and B are m-connected given C in the ancestral graph G if and only
if there exists an undirected path pi between some vertex in A and some vertex in B such
that every collider on pi has a descendant in C and no non-collider on pi is in C. In turn, A
and B are m-separated given C in G if and only if they are not m-connected given C in G.
1I will only consider distributions which admit densities in this thesis.
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I write X = O ∪ L ∪ S, when a DAG G = (X, E) contains non-overlapping sets of
observable, latent and selection variables. Here, O denotes the observable variables, L the
latent variables, and S the selection variables.
A maximal ancestral graph (MAG) is an ancestral graph where every missing edge corre-
sponds to a conditional independence relation. One can transform a DAG G = (O∪L∪S, E)
into a MAG G˜ = (O, E˜) as follows. First, for any pair of vertices {Oi, Oj}, make them ad-
jacent in G˜ if and only if there exists an inducing path between Oi and Oj in G. I define an
inducing path as follows:
Definition 1. A path pi between Oi and Oj is called an inducing path if and only if every
collider on pi is an ancestor of {Oi, Oj} ∪ S, and every non-collider on pi (except for the
endpoints) is in L.
Then, for each adjacency Oi ∗−∗ Oj in G˜, place an arrowhead at Oi if Oi 6∈ An(Oj ∪ S)
and place a tail if Oi ∈ An(Oj ∪ S). The resulting MAG G˜ encodes the d-separation and
d-connection relations in G among the observed variables conditional on S. That is, Oi and
Oj are m-separated by W ⊆ O \{Oi, Oj} in G˜ if and only if they are d-separated by W ∪S
in G [Spirtes and Richardson, 1996]. The global directed Markov property in turn implies
that Oi ⊥⊥ Oj|(W ,S) in any distribution with a density factorizing according to G. The
MAG of a DAG is therefore a kind of marginal graph that does not contain the latent or
selection variables, but does contain information about the ancestral relations between the
observable and selection variables in the DAG.
3.3 THE PC ALGORITHM
The PC algorithm considers the following problem: suppose that PX is d-separation faithful
to an unknown DAGG. Then, given oracle information about the conditional independencies
between any pair of variables Xi and Xj given any W ⊆ X \ {Xi, Xj} in PX , reconstruct
as much of the underlying DAG as possible. The PC algorithm ultimately accomplishes
this goal by reconstructing the DAG up to its Markov equivalence class, or the set of DAGs
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with the same conditional dependence and independence relations between variables in X
[Spirtes et al., 2000].
The PC algorithm represents the Markov equivalence class of DAGs using a completed
partially directed acyclic graph (CPDAG). A partially directed acyclic graph (PDAG) is a
graph with both directed and undirected edges. A PDAG is completed when the following
conditions hold: (1) every directed edge also exists in every DAG belonging to the Markov
equivalence class of the DAG, and (2) there exists a DAG with Xi → Xj and a DAG with
Xi ← Xj in the Markov equivalence class for every undirected edge Xi −Xj. Each edge in
the CPDAG also has the following interpretation:
(i) An edge (directed or undirected) is absent between two vertices Xi and Xj if and only if
there exists some W ⊆X \ {Xi, Xj} such that Xi ⊥⊥ Xj|W .
(ii) If there exists a directed edge from Xi to Xj, then Xi ∈ Pa(Xj).
The PC algorithm learns the CPDAG through a three step procedure. First, the al-
gorithm initializes a fully connected undirected graph and then determines the presence or
absence of each undirected edge using the following fact: under d-separation faithfulness,
Xi and Xj are non-adjacent if and only if Xi and Xj are conditionally independent given
some subset of Pa(Xi) \ Xj or some subset of Pa(Xj) \ Xi. Note that PC cannot differ-
entiate between the parents and children of a vertex from its neighbors using an undirected
graph. Thus, PC tests whether Xi and Xj are conditionally independent given all subsets of
Adj(Xi) \Xj and all subsets of Adj(Xj) \Xi, where Adj(Xi) denotes the vertices adjacent
to Xi in G (a superset of Pa(Xi)), in order to determine the final adjacencies; I refer to this
sub-procedure of PC as skeleton discovery. The PC algorithm therefore removes the edge
between Xi and Xj during skeleton discovery if such a conditional independence is found.
Step 2 of the PC algorithm orients unshielded triples Xi − Xj − Xk to v-structures
Xi → Xj ← Xk if Xj is not in the set of variables which rendered Xi and Xk conditionally
independent in the skeleton discovery phase of the algorithm. The final step of the PC
algorithm involves the repetitive application of three orientation rules to replace as many
tails as possible with arrowheads [Meek, 1995].
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3.4 THE FCI ALGORITHM
I encourage the reader to compare the aforementioned description of the PC algorithm to
the following description of the FCI algorithm. Unlike the PC algorithm, the FCI algorithm
considers the following more difficult problem: assume that the distribution ofX = O∪L∪S
is d-separation faithful to an unknown DAG. Then, given oracle information about the
conditional independence relations between any pair of observables Oi and Oj given any
W ⊆ O \ {Oi, Oj} as well as S, infer as many ancestral relations from the underlying DAG
as possible. The FCI algorithm ultimately accomplishes this goal by reconstructing a MAG
up to its Markov equivalence class.
The FCI algorithm represents the Markov equivalence class of MAGs, or the set of MAGs
with the same conditional dependence and independence relations between variables in O
given S, using a completed partial maximal ancestral graph (CPMAG).2 A partial maximal
ancestral graph (PMAG) is a graph with directed, bi-directed, undirected, partially directed,
partially undirected and non-directed edges. A PMAG is completed when the following
conditions hold: (1) every tail and arrowhead also exists in every MAG belonging to the
Markov equivalence class of the MAG, and (2) there exists a MAG with a tail and a MAG
with an arrowhead in the Markov equivalence class for every circle endpoint. Each edge in
the CPMAG also has the following interpretation:
(i) An edge is absent between two vertices Oi and Oj if and only if there exists some
W ⊆ O \ {Oi, Oj} such that Oi ⊥⊥ Oj|(W ,S). In other words, an edge is absent if and
only if there does not exist an inducing path between Oi and Oj.
(ii) If an edge between Oi and Oj has an arrowhead at Oj, then Oj 6∈ An(Oi ∪ S).
(iii) If an edge between Oi and Oj has a tail at Oj, then Oj ∈ An(Oi ∪ S).
The FCI algorithm again learns the CPMAG through a three step procedure. The
algorithm first performs skeleton discovery by starting with a fully connected nondirected
graph, and then the algorithm uses the following fact: under d-separation faithfulness, Oi and
Oj are non-adjacent in the CPMAG if and only if Oi and Oj conditionally independent given
2The CPMAG is also known as a partial ancestral graph (PAG). However, I will use the term CPMAG
in parallel to the use of the term CPDAG.
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Data: CI oracle
Result: GM , sepset, M
1 Form a complete graph GM on O with vertices ◦−◦
2 l← −1
3 repeat
4 Let l = l + 1
5 repeat
6 forall vertices in GM do
7 Compute Adj(Oi)
8 end
9 Select a new ordered pair of vertices (Oi, Oj) that are adjacent in GM and
satisfy |Adj(Oi) \Oj| ≥ l
10 repeat
11 Choose a new set W ⊆ Adj(Oi) \Oj with |W | = l
12 if Oi ⊥⊥ Oj|(W ,S) then
13 Delete the edge Oi◦−◦Oj from GM
14 Let sepset(Oi, Oj) = sepset(Oj, Oi) = W
15 end
16 until Oi and Oj are no longer adjacent in GM or all W ⊆ Adj(Oi) \Oj with
|W | = l have been considered ;
17 until all ordered pairs of adjacent vertices (Oi, Oj) in GM with |Adj(Oi) \Oj| ≥ l
have been considered ;
18 until all pairs of adjacent vertices (Oi, Oj) in GM satisfy |Adj(Oi) \Oj| ≤ l;
19 Form a list M of all unshielded triples 〈Ok, ·, Om〉 (i.e., the middle vertex is left
unspecified) in GM with k < m
Algorithm 1: Obtaining an initial skeleton
Data: GM , sepset, M
Result: GM
1 forall elements 〈Oi, Oj, Ok〉 in M do
2 if Oj 6∈ sepset(Oi, Ok) then
3 Orient Oi ∗−◦Oj◦−∗Ok as Oi∗→ Oj ←∗Ok in GM
4 end
5 end
Algorithm 2: Orienting v-structures
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Data: GM , sepset
Result: GM , sepset, M
1 forall vertices Oi in GM do
2 Compute PDS(Oi)
3 forall vertices Oj ∈ Adj(Oi) do
4 Let l = −1
5 repeat
6 Let l = l + 1
7 repeat
8 Choose a (new) set W ⊆ PDS(Oi) \Oj with |W | = l
9 if Oi ⊥⊥ Oj|(W ,S) then
10 Delete edge Oi ∗−∗Oj in GM
11 Let sepset(Oi, Oj) = sepset(Oj, Oi) = W
12 end
13 until Oi and Oj are no longer adjacent in GM or all W ⊆ PDS(Oi) \Oj
with |W | = l have been considered ;
14 until Oi and Oj are no longer adjacent in GM or |PDS(Oi) \Oj| < l;
15 end
16 end
17 Reorient all edges in GM as ◦−◦
18 Form a list M of all unshielded triples 〈Ok, ·, Om〉 in GM with k < m
Algorithm 3: Obtaining the final skeleton in the FCI algorithm
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some subset ofDS(Oi, Oj) or some subset ofDS(Oj, Oi); here, Ok ∈DS(Oi, Oj) if and only
if Oi 6= Ok, and there exists an undirected path pi between Oi and Ok such that every vertex
on pi is an ancestor of {Oi, Oj}∪S and every non-endpoint vertex is a collider on pi. The sets
DS(Oi, Oj) and DS(Oj, Oi) thus behave like the parent sets in the DAG. Unfortunately,
we cannot compute DS(Oi, Oj) or DS(Oj, Oi) from the conditional independence relations
among the observed variables, but Spirtes et al. [2000] identified supersets called possible d-
separating sets PDS(Oi) and PDS(Oj) s.t. DS(Oi, Oj) ⊆ PDS(Oi) and DS(Oj, Oi) ⊆
PDS(Oj) which we can compute:
Definition 2. Let G be a graph with the following edge types: ◦−◦, ◦→, ↔. Then, Oj ∈
PDS(Oi) if and only if there exists a path pi between Oi and Oj in G such that for every
subpath 〈Om, Ol, Oh〉 of pi, Ol is a collider on the subpath in G or 〈Om, Ol, Oh〉 is a triangle
in G.
Note that the definition of PDS(Oi) requires some knowledge about the skeleton and
the edge orientations. As a result, the FCI algorithm first creates a completely connected
non-directed graph and executes the skeleton discovery procedure summarized in Algorithm
1. FCI then orients the unshielded triple Oi◦−◦Oj◦−◦Ok as a v-structure Oi◦→Oj←◦Ok
using Algorithm 2, if Oi and Ok are rendered conditionally independent given some set not
including Oj. The resulting graph contains sufficient information for computing PDS(Oi)
for every Oi ∈ O in Algorithm 3. Thus, the FCI algorithm efficiently computes the skeleton
by testing whetherOi andOj are conditionally independent given all subsets of PDS(Oi)\Oj
and all subsets of PDS(Oj)\Oi similar to how PC tests for conditional independence given
all subsets of Adj(Oi) \ Oj and all subsets of Adj(Oj) \ Oi. If FCI discovers such a subset
which renders Oi and Oj conditionally independent, then the algorithm removes the edge
between Oi and Oj.
Step 2 of the FCI algorithm involves the orientation of v-structures again using Algorithm
2 but with the new non-directed skeleton. Subsequently, the algorithm replaces as many
circle endpoints with arrowheads and tails in step 3 using ten orientation rules as described
in [Zhang, 2008].
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3.5 THE RFCI ALGORITHM
The FCI algorithm can take too long to complete when the possible d-separating sets grow
large. The RFCI algorithm [Colombo et al., 2012] resolves this problem by recovering a graph
where the presence and absence of an edge have the following modified interpretations:
(i) The absence of an edge between two vertices Oi and Oj implies that there exists some
W ⊆ O \ {Oi, Oj} such that Oi ⊥⊥ Oj|(W ,S).
(ii) The presence of an edge between two vertices Oi and Oj implies that Oi 6⊥⊥ Oj|(W ,S)
for all W ⊆ Adj(Oi) \Oj and for all W ⊆ Adj(Oj) \Oi.
We encourage the reader to compare these edge interpretations to the edge interpretations
of FCI’s CPMAG.
The RFCI algorithm proceeds similarly to FCI but with some modifications. First,
RFCI creates a completely connected non-directed graph and initiates the skeleton discovery
procedure of FCI using Algorithm 1. However, RFCI then directly starts orienting unshielded
triples as v-structures using Algorithm 4 by utilizing the following proposition:
Proposition 1. [Colombo et al., 2012] Suppose d-separation faithfulness holds. Further
assume that (1) Oi and Oj are d-separated given W ∪ S with W minimal, and (2) Oi and
Ok as well as Oj and Ok are d-connected given {W \Ok}∪S. Then Ok ∈ An({Oi, Oj}∪S)
if and only if Ok ∈W .
The RFCI algorithm also eliminates additional edges using Algorithm 4 by performing ad-
ditional conditional independence tests when condition (2) of the above proposition is not
satisfied. Next, RFCI applies the orientation rules of FCI, but uses a modified orientation
rule 4 due to the following proposition:
Proposition 2. [Colombo et al., 2012] Suppose d-separation faithfulness holds. Let piik =
{Oi, . . . , Ol, Oj, Ok} be a sequence of at least four vertices that satisfy the following: (1) Oi
and Ok are conditionally independent given W ∪ S, (2) any two successive vertices Oh and
Oh+1 on piik are conditionally dependent given (Y \ {Oh, Oh+1}) ∪ S for all Y ⊆ W , (3)
all vertices Oh between Oi and Oj (not including Oi and Oj) satisfy Oh ∈ An(Ok) and
Oh 6∈ Anc({Oh−1, Oh+1} ∪ S), where Oh−1 and Oh+1 denote the vertices adjacent to Oh on
15
Data: Initial skeleton GM , sepset, M
Result: GM , sepset
1 Let L denote an empty list
2 whileM is non-empty do
3 Choose an unshielded triple 〈Oi, Oj, Ok〉 from M
4 if Oi ⊥⊥ Oj|sepset(Oi, Ok) ∪ S and Oj ⊥⊥ Ok|sepset(Oi, Ok) ∪ S then
5 Add 〈Oi, Oj, Ok〉 to L
6 end
7 else
8 for r ∈ {i, k} do
9 if Or ⊥⊥ Oj|(sepset(Oi, Ok) \Oj) ∪ S then
10 Find a minimal separating set W ⊆ sepset(Oi, Ok) for Or and Oj
11 Let sepset(Or, Oj) = sepset(Oj, Or) = W
12 Add all triples 〈Omin(r,j), ·, Omax(r,j)〉 that form a triangle in GM into M
13 Delete from M and L all triples containing (Or, Oj) : 〈Or, Oj, ·〉,
〈Oj, Or, ·〉, 〈·, Oj, Or〉 and 〈·, Or, Oj〉
14 Delete edge Or ∗−∗Oj in GM
15 end
16 end
17 end
18 Remove 〈Oi, Oj, Ok〉 from M
19 end
20 forall elements 〈Oi, Oj, Ok〉 of L do
21 if Oj 6∈ sepset(Oi, Ok) and both Oi ∗−∗Oj and Oj ∗−∗Ok are present in GM then
22 Orient Oi ∗−◦Oj◦−∗Ok as Oi∗→ Oj ←∗Ok in GM
23 end
24 end
Algorithm 4: Orienting v-structures in the RFCI algorithm
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piik. Then the following hold: (1) if Oj ∈W , then Oj ∈ An(Ok ∪S) and Ok ∈ An(Oj ∪S),
and (2) if Oj 6∈W , then Oj 6∈ An({Ol, Ok} ∪ S) and Ok 6∈ An(Oj ∪ S).
The RFCI algorithm thus speeds up the FCI algorithm by (1) utilizing smaller sets during
skeleton discovery with a relaxed interpretation of the presence and absence of edges, and
(2) accordingly modifying its remaining steps in order to remain sound.
3.6 TIME DEPENDENT STOCHASTIC PROCESSES
I define a time dependent stochastic process as follows:
Definition 3. Let (Ωi,Fi,Pi) denote a probability space, and let the set Θ represent time.
Suppose further that, for each t ∈ Θ, we have p ∈ N+ random variables, where we define
each random variable X ti : Ωi → R on (Ωi,Fi,PXti ). Then, for each t ∈ Θ, we can consider
the random p-vector X t :
∏p
i=1 Ωi → Rp defined on (
∏p
i=1 Ωi, σ(
∏p
i=1Fi),PXt). The function
X : Θ ×∏pi=1 Ωi → Rp defined by X(t,∏pi=1 ωi) = X t(∏pi=1 ωi) is called a time dependent
stochastic process with indexing set Θ and is written as XΘ = {X t|t ∈ Θ}.
Θ is an arbitrary set, countable or uncountable. I therefore consider the random vector X
as a function of two variables on the product space Θ ×∏pi=1 Ωi; this is necessary because
I do not want to view the time dependent stochastic process as an arbitrary collection of
random variables. Any time point t ∈ Θ therefore corresponds to the time in the process
as opposed to the clock time, or the time a variable was measured according to a regional
time zone. Further observe that I have defined X t on the same measurable space for all
t ∈ Θ, so I may alternatively refer to X t as X with probability measure PXt (or probability
distribution PXt) without ambiguity.
A time series variable refers any member of the set {X ti |X ti ∈ X t, t ∈ Θ}, where t
may be unobserved for each member. I however follow the convention in the literature and
assume that t is known up to a relative ordering ; in other words, we must know which
random variables are observed before, during and after all of the other variables in time. For
example, I may observe X at time points {0, 10, 20} ⊆ Θ. I may not know however that X0
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is observed at time point 0, X10 at time point 10, and X20 at time point 20. I nonetheless
must know that all variables in X0 are observed contemporaneously (at the same time) and
before both X10 and X20. Similarly, I must know that all variables in X10 are observed
contemporaneously, after X0 and before X20. Finally, I must know that all variables in X20
are observed contemporaneously and after both X0 and X10.
A DAG G = (V = {X t1∪X t2∪. . . }, E) may represent the relative time ordering between
time series variables via directed edges directed contemporaneously or forward in time. That
is, if Vi → Vj, then it is understood that Vi ∈ X ta and Vj ∈ X tb such that ta ≤ tb. We
however have two exceptions: feedback loops and self-loops, where we must have the strict
inequality ta < tb. A feedback loop exists in G when we have a directed path from X tai to X
tb
i
where ta < tb. A self-loop more specifically describes a directed edge from X
ta
i to X
tb
i where
ta < tb. I also say that the joint distribution over the time series variables is stationary over
the set of time points Q ⊆ Θ if and only if X t d= X t′ ,∀t, t′ ∈ Q. Finally, I can consider
finite dimensional joint distributions which obey the Markov property according to G and
therefore also the global directed Markov property just like with the original DAG.
3.7 BAYESIAN NETWORKS & DYNAMIC BAYESIAN NETWORKS
Rather than describe a DAG G and its associated factorizable distribution separately, I use
the term Bayesian network (BN) in order to directly refer to the double (G = (X, E),PX),
where G is a DAG, and PX is a distribution over X with a density that factorizes according
to G. On the other hand, a dynamic Bayesian network (DBN), on the other hand, refers
to the double (G = (V = ∪qi=1X ti , E),PV ), where Θ = {t1, . . . , tq} and q ∈ N+. Moreover,
PV denotes a distribution over ∪qi=1X ti also with a density that factorizes according to G
[Dagum et al., 1991, 1992, 1995].
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3.8 CONTINUOUS TIME BAYESIAN NETWORKS
Note that the term Continuous Time Bayesian Network (CTBN) does not correspond to
a straightforward extension of the DBN; we do not just consider the double (G = (V =
{X t : t ∈ Θ}, E),PV ), where we model time as continuous by setting Θ to some finite
interval. Instead, investigators have defined the CTBN using a different approach described
in [Nodelman et al., 2002]. Here, we assume that every random variable in V is discrete.
We also require:
1. An initial distribution PX0 whose density factorizes according to a DAG G0;
2. A time transition probability distribution typically set to the exponential or Erlang-
Coxian distribution [Gopalratnam et al., 2005];
3. A second graph G1 (possibly cyclic) as well as conditional transition matrices QX|Pa(Xi),
for each variable Xi ∈X.
The data generating process of CTBN model operates by first sampling according to PX0 ,
then sampling the transition time t, and finally sampling X t according to the conditional
transition matrices.
3.9 STRUCTURAL EQUATION MODELS WITH FEEDBACK
Consider the double (G = (X, E),PX), where G is a directed graph that may contain cycles.
In this case, PX may not obey the global directed Markov property. We can however impose
certain assumptions on PX such that it does obey the property.
Spirtes [1995] proposed the following assumptions on PX . We say that a distribution
PX obeys a structural equation model with independent errors (SEM-IE) with respect to G
if we may describe X as Xi = gi(Pa(Xi), εi) for all Xi ∈ X such that Xi is σ(Pa(Xi), εi)
measurable [Evans, 2016] and εi ∈ ε. Here, we have a set of jointly independent errors ε,
and σ(Y ) refers to the sigma-algebra generated by the random variable Y .
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I provide an example of an SEM-IE below:
X1 = ε1,
X2 = B12X1 +B32X3 + ε2,
X3 = B43X4 +B32X2 + ε3,
X4 = ε4,
(3.2)
where ε denotes a set of jointly independent standard Gaussian error terms, and B is a 4 by
4 coefficient matrix with a diagonal of zeros, since we will not consider self-loops. Notice that
the structural equations in (3.2) are linear structural equations, but we can also consider
non-linear structural equations.
We can simulate data from an SEM-IE using the fixed point method. The fixed point
method involves two steps per sample. We first sample the error terms according to their
independent distributions and initialize X to some values. Next, we apply the structural
equations iteratively until the values of the random variables converge to values which satisfy
the structural equations; in other words, the values converge to a fixed point. Note that the
values of the random variables may not necessarily converge to a fixed point all of the time
for every set of structural equations and error distributions, but I will only consider those
structural equations and error distributions which do satisfy this property. Of course, the
method terminates all of the time in the acyclic case, since we only need to perform one
iteration over the structural equations per sample.
We can perform the fixed point method more efficiently in the linear case by first rep-
resenting the structural equations in matrix format: X = BTX + ε. Then, after drawing
the values of ε, we can obtain the values of X by solving the following system of equations:
X = (I−BT )−1ε, where I denotes the identity matrix.
Spirtes [1995] proved the following regarding linear SEM-IEs, or SEM-IEs with linear
structural equations:
Theorem 1. The probability distribution PX of a linear SEM-IE satisfies the global directed
Markov property with respect to the SEM-IE’s directed graph G (acyclic or cyclic).
The above theorem provided a basis from which Richardson started constructing the Cyclic
Causal Discovery (CCD) algorithm [Richardson, 1996] for causal discovery with feedback.
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3.9.1 Chain Graphs
Lauritzen and Richardson also introduce the notion of a chain graph which model stationary
distributions of causal models with feedback in a similar manner to SEM-IEs [Lauritzen
and Richardson, 2002]. A chain graph G corresponds to a graph with both undirected and
directed edges. A distribution associated with a chain graph factorizes as follows:
f(X) =
∏
ξ∈Ξ
f(Xξ|Pa(Xξ)), (3.3)
where the set Ξ contains the chain components of G, or the connected components of an
undirected graph obtained by removing all directed edges from G. Note that the chain
components of a DAG are all singletons, since the DAG does not contain any undirected
edges.
Algorithm 5 represents one possible way of sampling from a chain graph, where I have
reused the notation of an SEM-IE in line 6. Notice that the algorithm takes as input an initial
instantiation x0 and an ordered set of chain components Ξ. The algorithm then outputs the
final sample x. Further observe that Algorithm 5 contains an outer and an inner loop. The
outer loop cycles over the chain components. On the other hand, the inner loop updates
the variables within a chain component ξ until the variables in ξ converge to a fixed point.
The sampling procedure of a chain graph therefore bears close resemblance to the sampling
procedure of an SEM-IE.
3.10 MIXTURE MODELS
Consider a family of densities {f(X|ψ) : ψ ∈ Ψ} with respect to a measure µ. I call the
following density a mixture density with respect to the mixing distribution F (ψ):
f(X) =
∫
Ψ
f(X|ψ) dF (ψ). (3.4)
In this thesis, I will focus on finite mixture densities which take the following form:
fθ(X) =
m∑
j=1
λjf(X|ψj) =
m∑
j=1
λjfj(X), (3.5)
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Data: x0, ordered Ξ
Result: x
1 x← x0
2 forall ξ ∈ Ξ do
3 j ← 0
4 repeat
5 j ← j + mod(ξ)
6 xξ → gξ(Pa(Xξ), εξ)
7 until xξ converges to a fixed point ;
8 end
Algorithm 5: Sampling a Distribution Associated with a Chain Graph
where 0 < λj ≤ 1,
∑m
j=1 λj = 1, θ = {λ ∪ f} = {λ1, . . . , λm, f1, . . . , fm}, and m denotes the
total number of unique densities [Everitt and Hand, 1981]. Each fj(X) may for example
correspond to a Gaussian density.
Given a random sample x = {x1, . . . ,xn} from the density (3.5), we can write the
likelihood as:
fθ(x) =
n∏
i=1
fθ(xi), (3.6)
Investigators usually estimate each mixing proportion λj and the parameters of each density
fj(X) by maximizing the log-likelihood using the expectation-maximization (EM) algorithm.
In fact, a number of authors provide weak conditions that ensure the existence, consistency
and asymptotic normality of the maximum likelihood parameter estimates for finite mixtures
of densities from an exponential family [Redner and Walker, 1984, Atienza et al., 2007].
3.10.1 The EM Algorithm for Finite Mixture Models
I now describe the EM algorithm for estimating a finite mixture model [Dempster et al.,
1977, Benaglia et al., 2009]. Suppose that we can divide the complete data c = {c1, . . . , cn}
into observed data and missing data; in this situation, we have the complete data vector
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ci = (xi, zi) where xi denotes the observed data and zi the missing data. Associate x
with the log-likelihood Lx(θ) =
∑n
i=1 log fθ(xi) and the complete data with the likelihood
hθ(c) =
∏n
i=1 hθ(ci) and the log-likelihood log hθ(c) =
∑n
i=1 log hθ(ci).
In Equation (3.5), we can consider the random vector Ci = (Xi,Zi) where Zi = (Zij, j =
1, . . . ,m), and we can view Zij ∈ {0, 1} as a Bernoulli random variable indicating that
individual i comes from component j. Notice however that the constraint
∑m
j=1 Zij = 1
must hold, since each sample comes from one component. We also have:
P(Zij = 1) = λj, (Xi|Zij = 1) ∼ fj, j = 1, . . . ,m. (3.7)
We can therefore write the complete data density evaluated at one sample as:
hθ(ci) = hθ(xi, zi) =
m∑
j=1
Izijλjfj(xi). (3.8)
The EM algorithm does not maximize the log-likelihood over the observed data but
instead maximizes the following quantity:
Q(θ|θ(t)) = E[log hθ(C)|x,θ(t)]. (3.9)
Here, we take the expectation with respect to the density kθ(t)(c|x) =
∏n
i=1 kθ(t)(zi|xi),
where θ(t) denotes the parameters at iteration t. The procedure to transition from θ(t) to
θ(t+1) takes the following form:
1. Expectation step (E-step): compute Q(θ|θ(t)),
2. Maximization step (M-step): set θ(t+1) to arg maxθ∈ΘQ(θ|θ(t)).
Let us take a closer look at the case of a finite Gaussian mixture. We have the following
E and M-steps:
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1. E-step: First note that we can compute the following probability conditional on the
observed data and θ(t) by Bayes’ theorem:
φ
(t)
ij
def
= P(Zij = 1|xi,θ(t))
=
λ
(t)
j ζ
(t)
j (xi)∑m
j′=1 λ
(t)
j′ ζ
(t)
j′ (xi)
(3.10)
for all i = 1, . . . , n and j = 1, . . . ,m. Here, ζj denotes the normal density with mean and
covariance (µj,Σj). We can now write Q(θ|θ(t)) compactly as follows:
Q(θ|θ(t)) = E[log hθ(C)|x,θ(t)] = E[ n∑
i=1
log hθ(ci)|x,θ(t)
]
=
n∑
i=1
E
[
log hθ(ci)|x,θ(t)
]
=
n∑
i=1
m∑
j=1
P(Zij = 1|xi,θ(t))log λjζj(ci)
=
n∑
i=1
m∑
j=1
φ
(t)
ij log λjζj(ci).
(3.11)
2. M-step: We need to perform the following maximization:
θ(t+1) = arg max
θ
Q(θ|θ(t))
= arg max
θ
n∑
i=1
m∑
j=1
φ
(t)
ij log λjζj(ci).
(3.12)
Let us first consider the parameters λ. We can write the value of each λj which maximizes
(3.12) in closed from in a format similar to the MLE of the binomial distribution:
λ
(t+1)
j =
∑n
i=1 φ
(t)
ij∑n
i=1
∑m
j′=1 φ
(t)
ij′
=
1
n
n∑
i=1
φ
(t)
ij . (3.13)
Likewise, the means and covariances which maximize (3.12) have the following closed
form similar to the MLEs of the weighted Gaussian:
µ
(t+1)
j =
∑n
i=1 φ
(t)
ij xi∑n
i=1 φ
(t)
ij
,
Σ
(t+1)
j =
∑n
i=1 φ
(t)
ij (xi − µ(t+1)j )(xi − µ(t+1)j )T∑n
i=1 φ
(t)
ij
.
(3.14)
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Now the above closed form expressions imply that we can compute both the E and M-
steps of the EM algorithm for finite Gaussian mixtures in a short period of time. However,
notice that the optimization problem in Equation 3.9 is non-convex in general, so we cannot
guarantee that the EM algorithm will always converge to the global maximum of the likeli-
hood; this drawback is unfortunate, but it is shared by many popular clustering algorithms
such as k-means.
The EM algorithm carries two desirable properties on the other hand. First, the algo-
rithm increases the complete data log-likelihood after each M-step under weak conditions
(i.e., log hθ(t+1)(C) ≥ log hθ(t)(C)), so the log-likelihood converges monotonically to a lo-
cal maximum [Dempster et al., 1977, Wu, 1983, Boyles, 1983, Redner and Walker, 1984].
Second, many investigator have noted that the EM algorithm for finite Gaussian mixtures
performs very well in practice across a variety of synthetic and real data problems (e.g.,
[Ortiz and Kaelbling, 1999, Yusoff et al., 2009]). We also indirectly replicate these strong
empirical results in our experiments.
3.10.2 Finite Mixtures of Single Response Linear Regressions
We will be particularly interested in estimating the following finite conditional mixture den-
sity:
f(Y |X) =
m∑
j=1
λjf(Y |X, ψj) (3.15)
Suppose now that we can describe the functional relationship between Y and X in the
jth component using the following linear model:
Y = XTβj + εj, (3.16)
where εj ∼ N (0, σ2j ). Then, the conditional mixture density admits the following form:
f(Y |X) =
m∑
j=1
λjN (Y |XTβj, σ2j ). (3.17)
where N (Y |XTβj, σ2j ) denotes the normal density with mean XTβj and covariance σ2j
[Quandt and Ramsey, 1978].
25
We can again use the EM algorithm to find a local maximum of the expected likelihood
[De Veaux, 1989]. The E-step proceeds similarly with the update rule for the finite Gaussian
mixture model, but we replace ζ
(t)
j (xi) in (3.10) with ζ(yi|xTi β(t)j , σ2,(t)j ):
φ
(t)
ij =
λ
(t)
j ζ(yi|xTi β(t)j , σ2,(t)j )∑m
j′=1 λ
(t)
j′ ζ(yi|xTi β(t)j′ , σ2,(t)j′ )
. (3.18)
The M-step also proceeds in an analogous fashion. Let W
(t)
j = diag(φ
(t)
1j , . . . , φ
(t)
nj ). Place the
i.i.d. samples of X and Y in the rows of the matrix X and in the rows of the column vector
Y , respectively. The M-step updates of the β and σ parameters are given by:
β
(t+1)
j = (X
TW
(t)
j X)
−1XTW (t)j Y ,
σ
2(t+1)
j =
∥∥∥∥√W (t)j (Y −Xβ(t+1)j )∥∥∥∥2
tr(W
(t)
j )
,
(3.19)
where tr(A) means the trace of A and ‖A‖2 = ATA. Notice that the first equation in (3.19)
is a weighted least squares (WLS) estimate of βj, and the second equation resembles the
variance estimate used in WLS.
3.11 INFORMEDNESS AND MARKEDNESS
Many investigators analyze algorithmic results using recall and precision:
Recall =
TP
TP + FN
,
Precision =
TP
TP + FP
,
(3.20)
where TP, FP, TN, and FN denote the number of true positives, false positives, true negatives
and false negatives, respectively. Notice that we may obtain high recall and high precision
by predicting the positive class accurately but guessing the negative class, if the number of
positives far outweighs the number of negatives. This deficiency arises for two reasons. First,
recall quantifies the proportion of correct predicted positives, while precision quantifies the
proportion of correct real positives. Both measures thus ignore performance in correctly
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handling negative examples; in fact, both measures do not consider the number of true
negatives. Second, precision and recall vary depending on the algorithm bias (proportion
of predicted positives; TP+FP
TP+FP+TN+FN
) and the population prevalence (proportion of real
positives; TP+FN
TP+FP+TN+FN
). Consider for instance a biased algorithm that always guesses
positive. If we run the algorithm on a population that has a high prevalence, then we will
have both high precision and high recall because FN and FP will both be small. Recall
and precision therefore fail to take into account chance level performance particularly when
class imbalances exist.
Powers proposed the informedness and markedness measures to correct for the afore-
mentioned shortcomings of precision and recall [Powers]. Define inverse recall and inverse
precision similar to recall and precision respectively, but with the positive class and the
negative class reversed:
Inverse Recall =
TN
TN + FP
,
Inverse Precision =
TN
TN + FN
.
(3.21)
Next, define informedness as a balanced measure of recall and inverse recall, and markedness
as a balanced measure of precision and inverse precision as follows:
Informedness = Recall + Inverse Recall− 1,
Markedness = Precision + Inverse Precision− 1.
(3.22)
Intuitively then informedness and markedness take the negative class more into account than
recall and precision by considering the inverse measures.
More deeply, the above two equations have interesting connections to bias and prevalence.
We start the argument by defining chance level as random guessing at the level of algorithm
bias; thus an algorithm guesses positive 90% of the time regardless of the population, if the
bias is 90%. We can in turn use bias and prevalence to compute the expected true positive
rate (ETPR) at chance level. By independence of the prevalence and bias due to random
guessing, we have the product ETPR = Bias× Prevalence. For example, if the bias is 90%
and the prevalence 95%, then we expect an 85.5% true positive rate from random guessing.
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Powers showed that we can re-write the equations in 3.22 as follows:
Informedness =
TPR− ETPR
Prevalence× (1− Prevalence) ,
Markedness =
TPR− ETPR
Bias× (1− Bias) ,
(3.23)
where TPR denotes the true positive rate. Notice then that informedness and markedness
both yield an expected value of zero when the algorithm performs at chance level regardless
of the bias or prevalence level because E(TPR) = ETPR in this case.
Recall and precision nonetheless do not in general yield an expected value of zero when
the algorithm performs at chance level. The expected value for recall and precision at chance
level instead varies depending on the underlying bias and prevalence levels. Powers proved
this fact by writing the relation between informedness and recall as well as markedness and
precision as follows:
Informedness =
Recall− Bias
1− Prevalence ,
Markedness =
Precision− Prevalence
1− Bias .
(3.24)
We can thus view informedness and markedness as recall and precision, respectively, after
controlling for bias and prevalence. We will find informedness and markedness useful for
analyzing the experimental results, since the measures more accurately quantify the degree
to which the algorithms are performing better than chance level compared to recall and
precision.
Finally note that many investigators often maximize the Area Under the Curve (AUC)
in the machine learning, epidemiology and statistics literatures. We can in fact write the
following:
Informedness = Recall + Inverse Recall− 1
= Sensitivity + Specificity− 1,
AUC =
Sensitivity + Specificity
2
=
Informedness + 1
2
.
(3.25)
Notice here that the AUC corresponds to the area of a trapezoid, which is equivalent to the
definition of the AUC when it is dictated by a single point. We thus conclude that maximizing
the single point AUC is equivalent to maximizing informedness. However, observe that the
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AUC does not take precision into account, so some investigators prefer to maximize the Area
Under the Precision-Recall Curve (AUPRC) instead by essentially replacing specificity with
precision. We may specifically write the single point Area Under the Precision and 1-Recall
Curve (AUPR1C) as follows:
AUPR1C =
Recall + Precision
2
=
Sensitivity + Precision
2
,
(3.26)
but this again does not correct for bias and prevalence. The same conclusion holds for single
point AUPRC with equations slightly less analogous to those of single point AUC:
AUPRC =
1− Recall + Precision
2
=
1− Sensitivity + Precision
2
.
(3.27)
On the other hand, notice that Matthew’s correlation takes into account both recall and
precision while correcting for bias and prevalence at chance level unlike AUC or AUPRC.
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4.0 THE CAUSAL FRAMEWORK
The aforementioned Bayesian networks, dynamic Bayesian networks and SEM-IEs describe
three causal frameworks. I believe these frameworks are excellent for studying causality,
but I also believe that they have several weaknesses when describing real causal processes
as argued in Section 4.1. As a result, I describe a new causal framework in Sections 4.2
and 4.3 as well as its associated sampling process in Section 4.4, which I believe are more
realistic. I finally characterize the conditional independence properties present in the induced
distribution in Sections 4.5 and 4.6.
4.1 WEAKNESSES OF PREVIOUS CAUSAL FRAMEWORKS
Bayesian networks, dynamic Bayesian networks and SEM-IEs describe three frameworks for
representing causal processes. While each framework carries its strengths, each framework
also carries weaknesses which raise questions about its applicability to real situations. I list
some of the weaknesses below:
1. Many causal processes in nature appear to contain feedback loops, which we cannot
model with Bayesian networks.
2. Time may be continuous rather than discrete, so dynamic Bayesian networks may only
provide an approximation of a continuous time causal process. Ideally, we would like to
model a continuous time causal process with continuous time rather than discrete time.
3. Obtaining measurements from time series variables appears unrealistic in many contexts,
since scientists often cannot measure random variables at the exact same time point in
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the causal process for each sample. For example, biologists may measure the protein
levels in liver cells, but each cell may lie at a different time point in the causal process.
4. Even if one could measure random variables at the same time points in special cases,
multiple measurements of the random variables at different time points may not be
possible due to technical difficulties, ethical issues, or monetary constraints. We also
need to acknowledge that we have more data with single measurements than data with
multiple measurements.
5. We often cannot obtain sample trajectories as required for learning CTBNs [Nodelman
et al., 2003, 2005]. Moreover, we often must deal with non-parametric continuous random
variables which CTBNs currently cannot handle.
6. I do not believe that nature executes the fixed point method when sampling from SEM-
IEs containing cycles or chain graphs because I am hesitant to assume that successively
applied functional transformations in nature do not contain any noise.
7. Even if we can represent a real causal process using an SEM-IE and apply the fixed point
method, we may have non-linear structural equations, so the global directed Markov
property may not hold when cycles exist.
In this chapter, I seek to alleviate the aforementioned difficulties by developing a new,
modified causal framework. This framework in turn will help in the rigorous development of
an algorithm for causal discovery under more realistic conditions.
4.2 CONTINUOUS TIME STOCHASTIC PROCESSES WITH JUMP
POINTS
I now proceed to define a Continuous time stochastic process with Jump points (CJ). I
first take time as naturally continuous and therefore consider a continuous time stochastic
process by setting Θ = [0,∞) in Definition 3; note that time point zero denotes the beginning
of a well-defined stochastic process, but not necessarily the “beginning of time.” Now let
X˜ =
{
{X t1|t ∈ Θ}, {X t2|t ∈ Θ}, . . .
}
and XΘi = {X ti |t ∈ Θ} ∈ X˜. Then, for each XΘi ∈ X˜,
I introduce a set of fixed jump points Ji = {Ji,1 = 0, Ji,2, Ji,3, . . . } such that 0 < Ji,2 < Ji,3 <
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. . . and Ji,k ∈ Θ,∀k. I require that:
X
τ+Ji,k
i = X
Ji,k+1
i , (4.1)
where τ ∈ [0, Ji,k+1 − Ji,k), and I refer to the interval [0, Ji,k+1 − Ji,k) = IJi,ki as the holding
interval of Xi at jump point Ji,k. In other words, the value of Xi does not change within
the holding interval between the jump points. Due to the equivalence in (4.1), I will often
refer to X
Ji,k
i as simply X
t
i at some t ∈ [Ji,k, Ji,k+1).
A simple way of illustrating a CJ involves first creating an axis representing time and then
placing a vertex for each random variable at each of its jump points. I provide an example
of an illustration of a CJ with two variables XΘ1 and X
Θ
2 in Figure 4.1a. Notice that the
CJ has well-defined random variables at any time point starting from time point zero, since
the set of jump points for each variable must include a jump point at time zero. Moreover,
the values of each variable remain the same within the holding intervals of each variable,
as shown in the middle portion of Figure 4.1b. Jump points therefore ensure that scientists
have some finite amount of time to measure each X ti , as measuring variables naturally takes
time in biomedicine (and most other fields in science as far as I am aware). For example,
subjects need time to complete questionnaires and antibodies need time to bind.
4.3 ADDING THE MARKOV ASSUMPTION
I now proceed to make the CJ Markov, and I choose to represent the CJ’s Markovian nature
using a DAG over XΘ. I create the DAG by drawing directed edges between the vertices in
the CJ. I assume that all causal relationships are either instantaneous (i.e., take zero time to
complete) or non-instantaneous (i.e., take some positive finite amount of time to complete).1
Thus, for each variable Xi at jump point Ji,k, I consider its parent set Pa(X
Ji,k
i ), where
Xua ∈ Pa(XJi,ki ) if and only if u ≤ Ji,k, u ∈ Ja, and Xua has a directed edge towards XJi,ki in
the DAG. I will call this DAG G the CMJ-DAG from here on. I have provided an example
1As commonly assumed in the existing literature, I do not allow causal relations to take some negative
finite amount of time to complete and thus be directed backwards in time.
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Figure 4.1: (a) An illustration of a CJ with two variables XΘ1 and X
Θ
2 . The bottom arrow
labeled with Θ denotes continuous time. The top portion of the figure shows the two variables
at two of their jump points − XΘ1 at its first and second jump points denoted as XJ1,11 and
X
J1,2
1 respectively, and X
Θ
2 at its first and second jump points denoted as X
J2,1
2 and X
J2,2
2
respectively. (b) The CJ in (a) but with an additional middle portion contained within a
bracket showing the evolution of the values of the variables across continuous time. The
red dashed lines track each of the jump points across the entire figure. (c) An example of a
CMJ-DAG using the CJ in (a).
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in Figure 4.1c; notice that every directed edge originates from and connects to a random
variable at its jump point in the CJ.
Take note that I do allow instantaneous causal effects from parents to their children due
to the non-strict inequality u ≤ Ji,k. I however only consider CJs with DAGs and therefore
will assume acyclic contemporaneous sub-graphs throughout this thesis; in fact, I have not
discovered any way to realistically justify instantaneous cyclic relations at the time of writing
this thesis. We can of course consider the fixed point in the fixed point method as a type
of instantaneous cyclic causal relation, but this method appears unrealistic to me because I
am hesitant to assume that successively applied functional transformations in nature do not
contain any noise. I however can think of a realistic situation where instantaneous acyclic
causal relations exist. For example, scientists can introduce instantaneous causal effects in
medicine by introducing summary variables into a dataset, since a summary variable exists
instantaneously once all of its component variables exist. As a specific clinical example,
physicians may include the composite Mini-Mental Status Exam score as well as some of the
test’s memory component scores in an Alzheimer’s disease dataset.
Now I say that a finite dimensional distribution PXΘT over X
ΘT = {X t|t ∈ ΘT} where
ΘT ⊆ [0, r2], r2 ∈ R≥0 with density f(XΘT ) satisfies the Markov property with respect to a
CMJ-DAG associated with a CJ if and only if:
f(XΘ
T
) =
p∏
i=1
|Ji|∏
k=1
f(X
Ji,k
i |Pa(XJi,ki )), (4.2)
where Ji,k ∈ ΘT ,∀i, k.
I now define a continuous time Markov process with jump points (CMJ) over ΘT as
follows:
Definition 4. A CMJ over ΘT is a CJ with a finite dimensional distribution over XΘ
T
that
satisfies the global directed Markov property with respect to the CMJ-DAG G.
More compactly, we can consider a CMJ as the double (G,PXΘT ), where G denotes a CMJ-
DAG and PXΘT the finite dimensional distribution overX
ΘT that satisfies the global directed
Markov property with respect to G.
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Notice that the CMJ is a generalization of the BN, since we can interpret a BN as a CMJ
where XΘ
T
has one jump point at time point zero. The CMJ gives the additional flexibility
of allowing the distribution over XΘ
T
to change over continuous time. I say that there exists
a feedback loop involving XΘ
T
i in a CMJ-DAG if and only if there exists a directed path from
X
Ji,a
i to X
Ji,b
i in the CMJ-DAG such that Ji,a, Ji,b ∈ ΘT . The CMJ thus also gives us the
ability to represent a “non-stationary cyclic causal process” in a well-defined form. In this
sense, the CMJ is a natural generalization of the BN to continuous time.
4.3.1 Criticisms of the CMJ
Whenever we propose a new framework for causality, we should analyze both its strengths
and weaknesses. I have thus far only discussed the strengths of the CMJ model. In this
section, I discuss some concerning properties about the CMJ.
Some of my colleagues have suggested incorporating stochastic rather than fixed jump
points into the CMJ. Indeed, many authors publishing in the stochastic process literature
have described processes involving stochastic jump points (e.g., Poisson processes [Stoyan
et al., 1987]). Note that nature may determine the jump points of the CMJ by a stochastic
mechanism; I place no restriction on how nature creates a CMJ. However, notice that the
jump points must ultimately be fixed once nature determines their times. Recall also that
data used to infer causation always contains measurements of random variables realized in
the past whose jump points therefore have also already been realized. Thus, no difference
exists between a CMJ with fixed jump points compared to a CMJ with stochastic jump
points once nature has instantiated the jump points. In other words, we can consider a CMJ
with fixed jump points and a CMJ with stochastic jump points as equivalent in the context
of causal discovery, so long as we only consider independent samples from one underlying
CMJ model.
Naturally then one may wonder whether it is appropriate to have one underlying CMJ
model. Indeed, some of my colleagues have suggested that, while one underlying causal
process may exist, the CMJ may actually unfold at different speeds for each sample. For
example, time t = 10 in the CMJ of the first sample may correspond to time t = 15 (instead
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of t = 10) in the CMJ of the second sample, because the second sample’s CMJ proceeds at
a faster pace. This interpretation of varying speeds is still congruent to the proposed idea
of a single underlying CMJ model, so long as we adjust our interpretation of T . Instead of
interpreting a time point t as the amount of time passed from time point zero in any sample,
we interpret t as the amount of time passed from time point zero for each sample. The
proposed CMJ model therefore easily incorporates the varying speed suggestion as well.
The CMJ model however does not incorporate all suggestions. The aforementioned
concern considers CMJs with different speeds per sample, but we can go even further and
consider an arbitrarily different CMJ per sample. We may for example associate each CMJ
with a different CMJ-DAG or a different ordering of jump points. In cases such as these, we
cannot discover causal structure across the possibly infinite set of CMJs without imposing
regularity conditions. For example, we may impose the condition that there only exists a
finite number of possible CMJs. We may also require that every CMJ-DAG must share
certain d-connection relations.
In this thesis, I will assume the existence of one underlying CMJ model just like how we
assume the existence of one underlying BN model when performing acyclic causal discovery.
I will leave extensions to sets of CMJ models open to future work.
4.4 MIXING THE DISTRIBUTIONS OF A CMJ
Recall that we have defined the finite dimensional joint distribution of a CMJ over XΘ
T
. We
can of course consider inferring a CMJ, if we can collect samples from the joint distribution
of the CMJ by sampling at many known time points with small enough time intervals.
Scientists typically collect such data in medicine when they can kick-start a causal process
at a pre-specified time and therefore specify time point zero in the causal process. For
example, neuroscientists may sample the blood-oxygen level dependent (BOLD) signal from
the brain after inducing a causal process with a specific task in an fMRI machine [Ramsey
et al., 2010, Smith et al., 2011, Iyer et al., 2013]. Obtaining time series data therefore often
requires setting up controlled environments just like with experimental data and necessitates
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active participation during the data collection process.2
In this thesis, I will focus instead on discovering causal structure by passively observing
the variables in their natural environment, where we usually cannot align the samples ac-
cording to time. For instance, a medical investigator may recruit individuals with a specific
disease and measure their physical characteristics every week; observe that the individuals
have the same disease, but some of them may be late in the disease process while others
may be early. Indeed, data generated from a CMJ should naturally come from different time
points, since scientists usually have no way of identifying the time point for each sample.
Even if one attempts to align the samples in time using proxy variables such as age or first
physician’s visit, the proxy variables may only allow an approximate alignment.
I therefore find it reasonable to treat time T as a random variable mapping onto ΘT
with Borel sigma algebra BΘT and distribution PT . A typical sampling process involves the
following procedure. First, we draw the value of T according to PT ; denote t as the value
drawn. Next, we draw a sample of X according to PXt , the finite dimensional distribution
over X at time point t. I can therefore represent the resulting density over X as a mixture
of densities over X at different time points:
fm(X)
def
=
∫
ΘT
ft(X) dPT , (4.3)
where ft(X) refers to the density of the probability distribution PXt ; I will sometimes
equivalently write ft(X) as f(X
t), when I want to place emphasis on the variables at time
point t rather than on the density. Let PXm similarly refer to the probability distribution of
the mixture density fm(X).
Consider the dataset in Table 4.1 as an example of data generated according to fm(X).
This dataset has at least three samples, which I created by sampling the CMJ in Figure
4.2 uniformly between [0.05, 0.35]∪ [0.55, 0.85]. Note that each sample in Table 4.1 contains
time point information but, in practice, an investigator usually also cannot observe the time
points of each sample. As a result, scientists often cannot (1) convert this type of data into
time series data by aligning the samples according to time, or (2) use time as an additional
2Scientists may also get lucky with a “natural change” in the environment, such as a new government
policy, which initiates a causal process.
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surrogate variable [Spirtes, 1994, Zhang et al., 2015]. From here on, I will call a dataset
created from sampling a CMJ at random time points as mixture data. In my opinion, nearly
all real datasets collected by passive observation are in fact mixture datasets.
The random samplings in time unfortunately introduce several theoretical concerns when
we try to use mixture data to reconstruct a CMJ-DAG. Intuitively, samples drawn according
to fm(X) may contain less information about the causal structure at time point t than sam-
ples drawn according to ft(X). Moreover, the mixing process may introduce some unwanted
dependencies which may complicate discovery of the CMJ-DAG. In the next section, I aim
to better understand these concerns by characterizing the properties of the joint mixture
density in two types of CMJs.
4.5 STATIONARY CMJS
I will consider two types of CMJs in this thesis: stationary and non-stationary. Let S(f(T ))
denote the support of f(T ), the density of PT . I say that a CMJ is stationary over S(f(T ))
if and only if ∀t, t′ ∈ S(f(T )),PXt = PXt′ . Equivalently, a CMJ is non-stationary over
S(f(T )) if and only if ∃t, t′ ∈ S(f(T )) such that PXt 6= PXt′ .
The stationary scenario is actually trivial, because we have equality in distribution over
time. Recall that the CMJ-DAG is acyclic over XΘ and therefore also acyclic over X [0,t1],
where t1 denotes the earliest time point in S(f(T )). The causal discovery task in the station-
ary situation thus equates to the usual acyclic causal discovery task using the distribution
PXt1 . Under d-separation faithfulness, an existing algorithm such as FCI applies here even
when feedback loops exist, so long as we understand that the algorithm only has access to
samples drawn according to PXt1 and therefore only attempts to recover the CMJ-DAG at
time t1.
I provide two examples of stationary CMJs in Figure 4.3a. The first example depicts
a CMJ where we have equality in random variables over S(f(T )). On the other hand, the
CMJ in Figure 4.3b allows the values of X2 to change over time. In either case, sampling
from some mixture of {PXt : t ∈ S(f(T ))} is equivalent to sampling from PXt1 .
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Figure 4.2: A sampling process from a CMJ. Here, we draw time uniformly from [0.05, 0.35]∪
[0.55, 0.85]. The blue lines denote the time points of the first and second samples. The
sampling depicted in this figure thus creates two of the samples in the dataset shown in
Table 4.1.
Sample X1 X2
1 0.530.16 −1.400.16
2 0.360.61 −1.090.61
...
...
Table 4.1: An example of mixture data generated by the sampling process in Figure 4.2.
Superscripts denote the time points of X1 and X2 which are typically hidden.
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Figure 4.3: Two examples of stationary CMJs. (a) depicts a CMJ where the random variables
do not change their values over time, while (b) depicts a CMJ where X2 can change its value.
Note that the definition of stationarity used here differs from the definition of equilib-
rium used in SEM-IEs. An SEM-IE achieves equilibrium if and only if all of its structural
equations are simultaneously satisfied. In the cyclic case, this means that an SEM-IE can
admit instantaneous cyclic causal relations in the sense that if Xi is a cause of Xj and vice
versa, then Xi causes Xj at the same time that Xj causes Xi. Recall that we do not al-
low instantaneous cycles in the CMJ-DAG. Thus, stationarity as used in this thesis simply
means that the distribution PXt1 does not change over S(f(T )). We therefore do not run
into the causal interpretability problems of equilibriated or stationary SEM-IEs (i.e., on the
commutability of the Do and Equilibration operators; see [Dash, 2005] for details).
4.6 NON-STATIONARY CMJS
I now analyze the properties of non-stationary CMJs in detail. I have divided the analysis into
four separate subsections, since this scenario involves significantly more complex arguments.
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4.6.1 Conditional Independence Properties
Let us first consider conditional independence properties according to fm(X). Let X =
{O ∪L ∪ S} and define:
fm(U |W = w,S = s) def=
∫
ΘT
f(U t|W t = w,St = s) dPT (t), (4.4)
where U ,W ⊆ O.
I say f(U t|W t,St) = f(U t′|W t′ ,St′) if and only if f(U t|W t = w,St = s) = f(U t′ |W t′ =
w,St
′
= s) for any w, s such that f(W t = w,St = s) > 0 and f(W t
′
= w,St
′
= s) > 0. I
will use the phrase “indexing variable of f(U |W ,S)” to refer to a variable denoted as IU |W ,S
which indexes every unique conditional density in the set {f(U t|W t,St) : t ∈ S(f(T ))}
using each unique density’s earliest time point on S(f(T )). Let f(U |W ,S, T = t) def=
f(U t|W t,St); thus, f(U |W ,S, IU |W ,S = a) 6= f(U |W ,S, IU |W ,S = b),∀a 6= b which are
the earliest time points of the unique densities on S(f(T )). For shorthand, I will sometimes
write f(U |W ,S, IU |W ,S = a) as f(U a|W a,Sa), since a is a time point.
We can more specifically view the indexing variable as a random variable with codomain
ΘIU|W ,S and probability distribution:
PIU|W ,S(a) =
∫
∆a
dPT , (4.5)
where ∆a ∈ BS(f(T )) denotes the largest Borel set of time points on S(f(T )) such that
f(U a|W a,Sa) remains unchanged; that is, f(U t|W t,St) = f(U a|W a,Sa) for any t, a ∈
∆a, a ≤ t. Note that |ΘIU|W ,S | ≥ 1. I say that the set {f(U t|W t,St) : t ∈ S(f(T ))} is
non-stationary over S(f(T )) if and only if |ΘIU|W ,S | > 1. For shorthand, I will say that
f(U |W ,S) is stationary (or non-stationary) when in fact {f(U t|W t,St) : t ∈ S(f(T ))} is
stationary (or non-stationary).3
Notice that we can more specifically view IU |W ,S as an index of density parameters for
the conditional density f(U |W ,S) rather than an index of time. That is, we consider a
3Note that we can state the definition of stationarity of a conditional density in a fashion similar to
the definition of stationarity of a CMJ over S(f(T )); that is, f(U |W ,S) is stationary over S(f(T )) if and
only if f(U t|W t,St) = f(U t′ |W t′ ,St′),∀t, t′ ∈ S(f(T )). This definition however is more cumbersome for
the purposes of my argument, so I will use the previous definition when referring to particular conditional
densities rather than the entire CMJ.
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family of densities {f(U |W ,S,λ) : λ ∈ Λ}, where ΘIU|W ,S indexes the set Λ. We can thus
write f(U |W ,S, IU |W ,S = a) = f(U |W ,S,λa),∀a ∈ ΘIU|W ,S .
I write Oi ⊥⊥ Oj|(W ,S) whenever conditional independence holds in the mixture density;
in other words, Oi ⊥⊥ Oj|(W ,S) if and only if fm(Oi, Oj|W ,S) = fm(Oi|W ,S)fm(Oj|W ,S).
We now have the following result:
Proposition 3. For any Oi, Oj and W ⊆ O \ {Oi, Oj}, if Oi ⊥⊥ Oj|(W ,S,λIOiOj |W ,S) and
λIOi|W ,S ⊥⊥ λIOj |W ,S , then Oi ⊥⊥ Oj|(W ,S).
Proof. We may write the following equalities for the forward direction:
fm(Oi, Oj|W ,S)
=
∫
f(Oi, Oj|W ,S,λIOiOj |W ,S) dPλIOiOj |W ,S
=
∫
f(Oi|W ,S,λIOiOj |W ,S)f(Oj|W ,S,λIOiOj |W ,S) dPλIOiOj |W ,S
=
∫
f(Oi|W ,S,λIOi|W ,S)f(Oj|W ,S,λIOj |W ,S) dPλIOi|W ,SλIOj |W ,S
=
∫
f(Oi|W ,S,λIOi|W ,S) dPλIOi|W ,S
∫
f(Oj|W ,S,λIOj |W ,S) dPλIOj |W ,S
= fm(Oi|W ,S)fm(Oj|W ,S).
(4.6)
The second equality follows by the first sufficient condition and the fourth equality by
the second sufficient condition.
4.6.2 Conditional Dependence Across Time
The contrapositive of Proposition 3 allows us to make important conclusions about condi-
tional dependence as a function of time when conditional dependence holds in the mixture
density. We may re-write the contrapositive directly in terms of time as follows:
Lemma 1. If Oi 6⊥⊥ Oj|(W ,S), then Oti 6⊥⊥ Otj|(W t,St) at some t ∈ S(f(T )) or we have
parameter dependence: λIOi|W ,S 6⊥⊥ λIOj |W ,S .
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Here, I writeOti ⊥⊥ Otj|(W t,St) if and only if f(Oti , Otj|W t,St) = f(Oti |W t,St) f(Otj|W t,St).
Therefore, equivalently, Oti 6⊥⊥ Otj|(W t,St) if and only if f(Oti , Otj|W t,St) 6= f(Oti |W t,St)
f(Otj|W t,St).
We would like to claim that if Oi 6⊥⊥ Oj|(W ,S), then Oti 6⊥⊥ Otj|(W t,St) at some
t ∈ S(f(T )). However, the parameter dependence λIOi|W ,S 6⊥⊥ λIOj |W ,S introduces a problem;
even if we have Oi 6⊥⊥ Oj|(W ,S), we might still have Oti ⊥⊥ Otj|(W t,St) at all t ∈ S(f(T ))
with λIOi|W ,S 6⊥⊥ λIOj |W ,S .
We can fortunately ensure that we have Oti 6⊥⊥ Otj|(W t,St) at some t ∈ S(f(T )) by
checking additional conditions. The following two lemmas serve as useful tools for dissecting
out conditional dependencies by utilizing conditional mixture modeling:
Lemma 2. If (1) Oi 6⊥⊥ Oj|(W ,S) and (2) f(Oi, Oj|W ,S) is stationary, then Oti 6⊥⊥
Otj|(W t,St) at all t ∈ S(f(T )).
Proof. If Oi 6⊥⊥ Oj|(W ,S), then (1) Oi 6⊥⊥ Oj|(W ,S,λIOiOj |W ,S) or (2) λIOi|W ,S 6⊥⊥ λIOj |W ,S
(or both) holds by Proposition 3. We also know that f(Oi, Oj|W ,S) is stationary, so we
must more specifically have λIOi|W ,S ⊥⊥ λIOj |W ,S because λIOiOj |W ,S is constant (call it c). We
conclude that Oi 6⊥⊥ Oj|(W ,S, λIOiOj |W ,S = c), so Oti 6⊥⊥ Otj|(W t,St) at all t ∈ S(f(T )).
We also have the following:
Lemma 3. If (1) Oi 6⊥⊥ Oj|W ,S and (2) at least one member of {f(Oi|W ,S), f(Oj|W ,S)}
is stationary, then Oti 6⊥⊥ Otj|(W t,St) at some t ∈ S(f(T )).
Proof. If Oi 6⊥⊥ Oj|(W ,S), then again (1) Oi 6⊥⊥ Oj|(W ,S,λIOiOj |W ,S) or (2) λIOi|W ,S
6⊥⊥ λIOj |W ,S (or both) holds by Proposition 3. Here, at least one member of {f(Oi|W ,S),
f(Oj|W ,S)} is stationary, so λIOi|W ,S or λIOj |W ,S (or both) is a constant; hence, λIOi|W ,S
⊥⊥ λIOj |W ,S . Thus (1) must hold. We conclude that Oi 6⊥⊥ Oj|(W ,S,λIOiOj |W ,S), so Oti
6⊥⊥ Otj|(W t,St) at some t ∈ S(f(T )).
4.6.3 Mixture Faithfulness
Note that the reverse direction of Proposition 3 is not necessarily true; we do not necessarily
have Oi ⊥⊥ Oj|(W ,S,λIOiOj |W ,S) and λIOi|W ,S ⊥⊥ λIOj |W ,S , if Oi ⊥⊥ Oj|(W ,S). I however
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believe that violating the reverse direction is extremely unlikely in practice. For example,
take four binary variables Oi, Oj,λIOi ,λIOj ∈ {0, 1} and one quaternary variable λIOiOj ∈
{(0, 0), (0, 1), (1, 0), (1, 1)}. Let PλIOiOj = 0.25, PλIOi = 0.5 and PλIOj = 0.5, so that we have
λIOi ⊥⊥ λIOj because PλIOiOj = PλIOiλIOj = PλIOiPλIOj . Also consider the four probability
tables in Table 4.2. Here, I have chosen the probabilities in the tables carefully by satisfying
the following equation:
fm(Oi, Oj) = fm(Oi)mf(Oj)
⇐⇒
∫
f(Oi, Oj|λIOiOj ) dPλIOiOj =∫
f(Oi|λIOi ) dPλIOi
∫
f(Oj|λIOj ) dPλIOj
⇐⇒ 0.25[f(Oi, Oj|λIOiOj = (0, 0)) + f(Oi, Oj|λIOiOj = (0, 1))+
f(Oi, Oj|λIOiOj = (1, 0)) + f(Oi, Oj|λIOiOj = (1, 1))
]
=
0.25
[
f(Oi|λIOi = 0)f(Oj|λIOj = 0) + f(Oi|λIOi = 0)f(Oj|λIOj = 1)+
f(Oi|λIOi = 1)f(Oj|λIOj = 0) + f(Oi|λIOi = 1)f(Oj|λIOj = 1)
]
.
(4.7)
Of course, the above equality holds when we have conditional independence f(Oi, Oj|λIOiOj =
(x, y)) = f(Oi|λIOi = x) f(Oj|λIOj = y),∀x, y ∈ {0, 1}. We are however interested in the
case when conditional dependence holds. We therefore instantiated the values of Tables 4.2a,
4.2b as well as the first three columns in Table 4.2c (the columns labeled (0,0), (0,1), (1,0))
such that f(Oi, Oj|λIOiOj ) 6= f(Oi|λIOi ) f(Oj|λIOj ). We then solved for the fourth column
using Equation 4.7 in order to complete Table 4.2c.
Notice that we obtain a unique value for the last column of Table 4.2c by solving Equation
4.7. Hence, each value in the last column of Table 4.2c has Lebesgue measure zero on the
interval [0, 1], once we have defined all of the other values. Thus, Oi ⊥⊥ Oj does not always
imply that Oi ⊥⊥ Oj|λIOiOj and λIOi ⊥⊥ λIOj , but satisfying Equation 4.7 requires a very
particular setup which is probably rarely encountered in practice.
Recall that we can construct a Lebesgue measure zero argument in general, when we have
an algebraic equality such as fm(Oi, Oj|W ,S) = fm(Oi|W ,S)fm(Oj|W ,S) [Uhler et al.,
2013]. This fact motivates the mixture faithfulness assumption:
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λIOi
0 1
Oi = 0 0.5 0.3
Oi = 1 0.5 0.7
(a)
λIOj
0 1
Oj = 0 0.3 0.4
Oj = 1 0.7 0.6
(b)
λIOiOj
(0, 0) (0, 1) (1, 0) (1, 1)
Oi = 0, Oj = 0 0.2 0.25 0.04 0.07
Oi = 0, Oj = 1 0.3 0.25 0.26 0.23
Oi = 1, Oj = 0 0.1 0.25 0.16 0.33
Oi = 1, Oj = 1 0.4 0.25 0.54 0.37
(c)
Table 4.2: Example of a situation where λIOi ⊥⊥ λIOj but Oi 6⊥⊥ Oj|λIOiOj when Oi ⊥⊥ Oj.
Table entries denote values of (a) f(Oi|λIOi ), (b) f(Oj|λIOj ) and (c) f(Oi, Oj|λIOiOj ).
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Assumption 1. A distribution PX is mixture faithful when the following property holds for
any Oi, Oj and W ⊆ O \ {Oi, Oj}: if Oi ⊥⊥ Oj|(W ,S), then Oi ⊥⊥ Oj|(W ,S,λIOiOj |W ,S)
and λIOi|W ,S ⊥⊥ λIOj |W ,S .
Mixture faithfulness therefore corresponds to the reverse direction of Proposition 3 similar
to how d-separation faithfulness corresponds to the reverse direction of the global directed
Markov property. In other words:
Proposition 4. Assume mixture faithfulness. Then, for any Oi, Oj and W ⊆ O \ {Oi, Oj},
we have Oi ⊥⊥ Oj|(W ,S) if and only if Oi ⊥⊥ Oj|(W ,S,λIOiOj |W ,S) and λIOi|W ,S ⊥⊥
λIOj |W ,S .
We will find the mixture faithfulness assumption useful for the development of a new causal
discovery algorithm under non-stationary feedback.
4.6.4 Conditional Independence Across Time
The mixture faithfulness assumption allows us to construct an important argument regarding
conditional independence as a function of time when conditional independence holds in the
mixture density. We have the following claim:
Lemma 4. Assume mixture faithfulness. If Oi ⊥⊥ Oj|(W ,S), then Oti ⊥⊥ Otj|(W t,St) at
all t ∈ S(f(T )).
Proof. If Oi ⊥⊥ Oj|(W ,S), then Oi ⊥⊥ Oj|(W ,S,λIOiOj |W ,S) by mixture faithfulness. We
therefore have Oi ⊥⊥ Oj|(W ,S,λIOiOj |W ,S = c) for any c; in other words, Oti ⊥⊥ Otj|(W t,St)
at any t ∈ S(f(T )).
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5.0 THE F2CI ALGORITHM
I now use the ideas espoused in the previous chapter to develop a sound algorithm for causal
discovery with mixture data. I believe that the proposed framework presents additional
difficulties for causal discovery algorithms but a well-developed algorithm under this frame-
work may help generalize causal discovery to scenarios involving non-stationary distributions
and/or feedback loops.
5.1 POSSIBLE STRATEGIES
Any existing constraint-based causal discovery algorithm will unfortunately encounter sub-
stantial difficulty in performing causal discovery with mixture data, since conditional de-
pendencies may arise either as a consequence of d-connection or parameter dependence (or
both) rather than d-connection alone according to Lemma 1. We can nonetheless consider
several alternative strategies for solving the causal discovery problem. I have identified three
as described below.
One possible strategy for dealing with mixture data involves forgoing edge orientation al-
together and focusing on skeleton and ancestor discovery which we can infer from conditional
independence results alone. The detection of colliders naturally involves checking for condi-
tional dependence which may be induced by parameter dependence rather than d-connection
relations. We can however identify d-separation relations via mixture faithfulness (Lemma
4), so we may consider inferring graphical structure using only conditional independence as
one possible strategy.
A second strategy involves relaxing the graph edge interpretations. For example, one may
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consider modifying the interpretation of the arrowhead; specifically, if an edge between Oi
and Oj has an arrowhead at Oj, then (1) O
t
j 6∈ An(Oti ∪S) at some t ∈ S(f(T )) or (2) there
exists a dependency induced by parameter dependence (or both). I unfortunately find this
strategy unsatisfying, since the connection between edge endpoints and the underlying causal
graph becomes increasingly unclear if we use orientation rules to propagate the conditional
dependence results.
A third strategy involves checking additional criteria in order to parse out the condition
causing the conditional dependence. One such criterion involves checking the number of com-
ponents in finite conditional mixture models, where I model finite mixtures of conditional
densities and use the BIC score (or some similar score) to detect the number of components
in each model. For example, suppose that Oi 6⊥⊥ Oj|(W ,S). Then, I can check whether
f(Oi, Oj|W ,S) is stationary; i.e. whether the conditional density admits one component
using say a mixture of linear regressions in the linear Gaussian CMJ case. If so, the condi-
tional dependence must result from a d-connection rather than non-stationarity via Lemma
2. I prefer this last strategy and therefore will choose to pursue it further in this thesis.
5.2 THE MIXTURE APPROACH
I now provide additional details regarding the mixture modeling approach introduced in the
last paragraph of the previous section. I believe that we can use a modified version of FCI
along with conditional mixture modeling (e.g., via finite mixtures of linear regressions) to
soundly infer causal structure between the variables in O.
5.2.1 Endpoint Symbols
I will use seven different symbols at the edge endpoints throughout this thesis:
1. If we have the unfilled arrowhead Oi∗→ Oj, then Otj 6∈ An(Oti ∪ St) for all time points
t ∈ S(f(T )).
2. If we have the unfilled tail Oi ∗—Oj, then Otj ∈ An(Oti ∪ St) for all t ∈ S(f(T )).
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3. If we have the square Oi ∗—Oj, then Otj ∈ An(Oti ∪St) for time points t ∈ A ⊂ S(f(T ))
and Otj 6∈ An(Oti ∪ St) for the other time points t ∈ S(f(T )) \ A.
4. If we have the filled arrowhead Oi ∗—IOj, then we either have Oi∗→ Oj or Oi ∗—Oj.
5. If we have the filled tail Oi ∗—•Oj, then we either have Oi ∗—Oj or Oi ∗—Oj.
6. If we have the circle Oi ∗−◦Oj, then the endpoint at Oj has yet to be defined by the
algorithm.
7. Finally, the asterisk ∗ denotes an unspecified endpoint, where we could have any one of
the above 6 types of endpoints.
The proposed algorithm will output edges with endpoint symbols 1-6. Note that symbols 1,
2 and 6 also exist in the output of the original FCI algorithm. I introduce symbols 3, 4 and
5 when we work under the more general CMJ framework, so that the proposed algorithm
may discover ancestral or non-ancestral relations across subsets of S(f(T )).
5.2.2 Skeleton Discovery
The first stage of constraint-based causal discovery involves skeleton discovery. The F2CI
algorithm will use FCI’s skeleton discovery procedure on PXm . I therefore analyze the
properties of FCI’s skeleton discovery procedure when using PXm .
Denote the possible d-separating set of Oi at t ∈ S(f(T )) as PDS(Oti). We have
Otj ∈ PDS(Oti) if and only if there exists a path pit between Oti and Otj such that, for every
subpath 〈Otm, Otl , Oth〉 of pit, Otl is a collider on the subpath or 〈Otm, Otl , Oth〉 is a triangle.
Next, denote the possible d-separating set of Oi as PDS(Oi), where Oj ∈ PDS(Oi) if and
only if Otj ∈ PDS(Oti) at some t ∈ S(f(T )).
Now recall that PC’s skeleton discovery and v-structure orientation procedures discover
a superset of PDS(Oti), ∀i using PXt under d-separation faithfulness with respect to PXt . I
want to show that PC’s skeleton discovery and v-structure orientation procedures will also
discover a superset of PDS(Oi),∀i using PXm under d-separation faithfulness with respect
to PXt ,∀t ∈ S(f(T )).
Consider the graph G˜ constructed by running PC’s skeleton discovery and v-structure
orientation procedures over O with a CI oracle. Let Ok ∈ P˜DS(Oi) if and only if there
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exists a path pi in G˜ between Oi and Ok such that, for every subpath 〈Om, Ol, Oh〉 of pi,
Ol is a collider on the subpath or 〈Om, Ol, Oh〉 is a triangle according to PC’s skeleton
discovery and v-structure orientation procedures. The following lemma shows that we can
compute a superset of PDS(Oi),∀i using PC’s skeleton discovery and v-structure orientation
procedures:
Lemma 5. Under mixture faithfulness and d-separation faithfulness with respect to PXt ,∀t ∈
S(f(T )), PC’s skeleton discovery and v-structure orientation procedures will discover a su-
perset of PDS(Oi),∀i with a CI oracle; i.e., PDS(Oi) ⊆ P˜DS(Oi),∀i.
Proof. I need to show that, for any arbitrary Ok ∈ PDS(Oi), we also have Ok ∈ P˜DS(Oi).
This means that whenever ∃t ∈ S(f(T )) with a path pitk between Oti and Otk such that,
for every subpath 〈Otm, Otl , Oth〉 of pit, Otl is a collider on the subpath or 〈Otm, Otl , Oth〉 is a
triangle, then there also exists a path pik in G˜ between Oi and Ok such that Ol is a collider
on 〈Om, Ol, Oh〉 or 〈Om, Ol, Oh〉 is a triangle.
I first show that all adjacencies on pitk are on pik. Suppose not. Let O
t
p ∗—∗Otq denote an
arbitrary adjacency present in pitk such that Op and Oq are not adjacent in pik. Then, there
exists a conditional independence Op ⊥⊥ Oq|(W ,S) when Otp 6⊥⊥ Otq|(W t,St) by d-separation
faithfulness. But this violates the mixture faithfulness assumption via the contrapositive of
Lemma 4. Hence, every adjacency on pitk is also on pik.
I next show that if Otl is a collider on the subpath 〈Otm, Otl , Oth〉 on pitk, then Ol is either (1)
a collider on the unshielded subpath 〈Om, Ol, Oh〉 or (2) 〈Om, Ol, Oh〉 is a triangle. Suppose
first that Ol is on the unshielded subpath, so that Om and Oh are non-adjacent in G˜; in
other words, Om ⊥⊥ Oj|(W ,S) for some W ⊆ O \ {Oi, Oj}. We already know that Om and
Ol as well as Ol and Oh are adjacent in G˜ by the previous paragraph. Now assume that
Ol ∈W for a contradiction. If Otl is a collider on the subpath 〈Otm, Otl , Oth〉 on pitk, then we
may invoke Lemma 2.4 in [Colombo et al., 2012] to conclude that there exists an inducing
path between Otm and O
t
l that is into O
t
l and there exists an inducing path between O
t
h and
Otl that is into O
t
l . We may now invoke Lemma 2.5 in [Colombo et al., 2012] with the two
inducing paths to conclude that Otm and O
t
h must be d-connected given {W t,St}, so we have
Otm 6⊥⊥ Oth|(W t,St) by d-separation faithfulness. We finally conclude that Om 6⊥⊥ Oh|(W ,S)
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by applying the contrapositive of Lemma 4; we have arrived at a contradiction. We therefore
conclude that Ol 6∈ W , so Ol must be a collider on the unshielded subpath in G˜. Finally,
suppose that Ol is on the shielded subpath, so that Om and Oh are adjacent in G˜. Then
(2) holds because all three vertices in 〈Om, Ol, Oh〉 must be adjacent again by the previous
paragraph.
Recall that PDS(Oti) and PDS(O
t
j) are sufficiently large sets for determining the ex-
istence of an inducing path between Oti and O
t
j. Thus, we may claim that P˜DS(Oi) and
P˜DS(Oj) are also sufficiently large for determining the existence of an inducing path be-
tween Oti and O
t
j for any t ∈ S(f(T )) by invoking Lemma 5.
We may therefore consider the following modified edge interpretations for the skeleton:
• The presence of an edge between two vertices Oi and Oj implies that Oi 6⊥⊥ Oj|(W ,S)
for all W ⊆ P˜DS(Oi) and for all W ⊆ P˜DS(Oj). Thus, there may exist an inducing
path between Oti and O
t
j at some t ∈ S(f(T )) in this case by Lemma 1.
• The absence of an edge between two vertices Oi and Oj implies that Oi ⊥⊥ Oj|(W ,S)
for some W ⊆ O \ {Oi, Oj}. Thus, there cannot exist an inducing path between Oti and
Otj at any t ∈ S(f(T )) in this case by Lemma 4.
In other words, I can use FCI’s skeleton discovery procedure equipped with a CI oracle over
PXm to rule out the existence of inducing paths.
5.2.3 V-Structure Discovery
Performing v-structure discovery will require the use of a conditional mixture modeling
(CMM) oracle. Here, the CMM oracle outputs the number of components when given
an arbitrary unconditional or conditional density. For example, if fm(Oi, Oj|W ,S) =
1
3
f1(Oi, Oj|W ,S)+ 23f2(Oi, Oj|W ,S) with f1(Oi, Oj|W ,S) 6= f2(Oi, Oj|W ,S), then the
CMM oracle will output 2. Note that the CMM oracle always provides perfect answers just
like the CI oracle.
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We will find the CMM oracle useful because the oracle will allow us to differentiate
between stationary and non-stationary densities. Let f(A|W ,S) denote an arbitrary con-
ditional density. If the conditional density f(A|W ,S) is stationary over S(f(T )), then
fm(A|W ,S) is a mixture of one conditional density from the family of conditional densities
{f(At|W t,St) : t ∈ S(f(T ))}, so the CMM oracle queried with fm(A|W ,S) will output one.
On the other hand, if the conditional density f(A|W ,S) is non-stationary, then fm(A|W ,S)
is a mixture of more than one conditional density from {f(At|W t,St) | t ∈ S(f(T ))}, so a
CMM oracle queried with fm(A|W ,S) will output an integer greater than one.
We now have the following lemma for v-structure discovery which utilizes the concept of
stationarity:
Lemma 6. Assume d-separation faithfulness with respect to PXt ,∀t ∈ S(f(T )) and mixture
faithfulness. Further assume that (1) Oi ⊥⊥ Oj|(W ,S) with Ok 6∈W , and (2) Oi 6⊥⊥ Ok|A
and Oj 6⊥⊥ Ok|A where A = {W \Ok}∪S. If both f(Oi, Ok|A) and f(Oj, Ok|A) are station-
ary, then Otk 6∈ An({Oti , Otj}∪St) for all time points t ∈ S(f(T )). On the other hand, if (1)
only f(Oi, Ok|A) is stationary and at least one member of {f(Ok|A), f(Oj|A)} is station-
ary, or (2) only f(Oj, Ok|A) is stationary and at least one member of {f(Ok|A), f(Oi|A)}
is stationary, then Otk 6∈ An({Oti , Otj} ∪ St) for some time point t ∈ S(f(T )).
Proof. First assume that both f(Oi, Ok|A) and f(Oj, Ok|A) are stationary. IfOi ⊥⊥ Oj|(W ,S)
with Ok 6∈W , then Oti ⊥⊥ Otj|(W t,St) and Otk 6∈W t at all t ∈ S(f(T )) by Lemma 4. Fur-
ther, if (1) Oi 6⊥⊥ Ok|A, (2) Oj 6⊥⊥ Ok|A, (3) f(Oi, Ok|A) is stationary and (4) f(Oj, Ok|A)
is stationary, then Oti 6⊥⊥ Otk|At and Otj 6⊥⊥ Otk|At at all t ∈ S(f(T )) by Lemma 2. Thus, at
all t ∈ S(f(T )), we have (1) Oti ⊥⊥ Otj|(W t,St) with Otk 6∈ W t, and (2) Oti 6⊥⊥ Otk|At and
Otj 6⊥⊥ Otk|At. Now take any arbitrary time point t on S(f(T )) and invoke the argument
for the forward direction in Lemma 3.1 of [Colombo et al., 2012] (minimality of W is not
required for the forward direction).
Next assume that either (1) only f(Oi, Ok|A) is stationary and at least one member
of {f(Ok|A), f(Oj|A)} is stationary, or (2) only f(Oj, Ok|A) is stationary and at least
one member of {f(Ok|A), f(Oi|A)} is stationary. In either case, both Oti 6⊥⊥ Otk|At and
Otj 6⊥⊥ Otk|At hold at some t ∈ D ⊆ S(f(T )) by Lemmas 2 and 3. Recall also that Oti ⊥⊥
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Otj|(W t,St) at all t ∈ S(f(T )) by Lemma 4. We can therefore take any arbitrary time point
t in D and again invoke the argument for the forward direction in Lemma 3.1 of [Colombo
et al., 2012].
In other words, we perform conditional mixture modeling of f(Oi, Ok|A) and f(Oj, Ok|A).
We can then determine whether f(Oi, Ok|A) or f(Oj, Ok|A) (or both) admits one compo-
nent. If a density only admits one component, then we can conclude that the density is
stationary and orient the triple 〈Oi, Ok, Oj〉 accordingly.
I can thus use the above lemma to detect v-structures:
1. VSa: If (1) Oi ⊥⊥ Oj|(W ,S) with Ok 6∈ W , (2) Oi 6⊥⊥ Ok|A and Oj 6⊥⊥ Ok|A where
A = {W \Ok}∪S, and (3) both f(Oi, Ok|A) and f(Oj, Ok|A) are stationary, then orient
Oi ∗—◦Ok ◦—∗Oj, Oi ∗—IOk ◦—∗Oj, Oi ∗—◦OkJ—∗Oj, Oi ∗—IOkJ—∗Oj, Oi∗→ OkJ—∗Oj
or Oi ∗—IOk ←∗Oj as Oi∗→ Ok ←∗Oj.
2. VSb: If (1) Oi ⊥⊥ Oj|(W ,S) with Ok 6∈ W , (2) Oi 6⊥⊥ Ok|A and Oj 6⊥⊥ Ok|A where
A = {W \Ok}∪S, and (3) either only f(Oi, Ok|A) is stationary and at least one member
of {f(Ok|A), f(Oj|A)} is stationary, or only f(Oj, Ok|A) is stationary and at least one
member of {f(Ok|A), f(Oi|A)} is stationary, then orient the triple 〈Oi, Ok, Oj〉 as either
(1) Oi ∗—IOk ←∗Oj when Oi ∗−◦Ok ←∗Oj, (2) Oi∗→ OkJ—∗Oj when Oi∗→ Ok◦−∗Oj, (3)
Oi ∗—IOkJ—∗Oj when Oi ∗−◦Ok◦−∗Oj, (4) Oi ∗—Ok ←∗Oj when Oi ∗—•Ok ←∗Oj, (5)
Oi∗→ Ok—∗Oj when Oi∗→ Ok •—∗Oj or (6) Oi ∗—Ok—∗Oj when Oi ∗—•Ok •—∗Oj.
Notice that I enumerated all possible outputs in VSb. I now choose not to spell out all
possibilities to keep the presentation short. However, we should keep the following statements
in mind:
1. If we orient an endpoint on a pre-existent circle, then we obtain the endpoint. For
example, if Oi ∗−◦Oj and the algorithm demands Oi∗→ Oj, then we obtain Oi∗→ Oj.
2. If we orient a filled tail or arrowhead on a pre-existent unfilled tail or arrowhead, respec-
tively, then we always keep the unfilled counterpart. For example, if Oi ∗—IOj and the
algorithm demands Oi∗→ Oj, then we obtain Oi∗→ Oj. We cannot orient a filled tail on
an unfilled arrowhead, or a filled arrowhead on an unfilled tail because these situations
violate the edge interpretations.
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3. If we orient a filled arrowhead on a pre-existent filled tail, then we obtain a square.
Similarly, if we orient a filled tail on a pre-existent filled arrowhead, then we also obtain
a square. For example, if Oi ∗—IOj and the algorithm demands Oi ∗—•Oj, then we obtain
Oi ∗—Oj.
I therefore write VSb more compactly as follows: if (1) Oi ⊥⊥ Oj|(W ,S) with Ok 6∈W , (2)
Oi 6⊥⊥ Ok|A and Oj 6⊥⊥ Ok|A where A = {W \ Ok} ∪ S, and (3) either only f(Oi, Ok|A) is
stationary and at least one member of {f(Ok|A), f(Oj|A)} is stationary, or only f(Oj, Ok|A)
is stationary and at least one member of {f(Ok|A), f(Oi|A)} is stationary, then orient the
triple 〈Oi, Ok, Oj〉 as Oi ∗—IOkJ—∗Oj.
5.2.4 Fourth Orientation Rule
I will now move on to proving the soundness of the proposed algorithm’s orientation rules.
In general, I adopt the following strategy for the orientation rules: for each rule in FCI, (1)
eliminate all endpoints in the rule which are not required in the proofs of soundness in [Zhang,
2008], and then (2) combine the minimalist rule with all (logically useful) combinations of
stationary and non-stationary densities.
Now orientation rules 1, 4, 5, 9 and 10 require longer arguments than the other rules,
so I will present the arguments for rules 1, 4, 5, 9 and 10 in separate subsections. I will
order the presentation of the rules according to a logical progression, rather then simply
present the rules in numerical order. I will first cover rule 4 in this subsection, then rule 1 in
Subsection 5.2.5, then rules 5, 9 and 10 in Subsection 5.2.6, and finally the remaining rules
in Subsection 5.2.7.
Now the fourth orientation rule requires the following lemma:
Lemma 7. Assume d-separation faithfulness with respect to PXt ,∀t ∈ S(f(T )) and mixture
faithfulness. Let piik = {Oi, . . . , Ol, Oj, Ok} be a sequence of at least four vertices which may
satisfy the following:
A1. Oi ⊥⊥ Ok|(W ,S) with W ⊆ O \ {Oi, Ok},
A2. Any two successive vertices Oh and Oh+1 on piik are conditionally dependent given (Y \
{Oh, Oh+1}) ∪ S for all Y ⊆W ,
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A3. We have the stationary density f(Oh, Oh+1|((Y \ {Oh, Oh+1}) ∪ S) for all Y ⊆ W for
any two successive vertices Oh and Oh+1 on piik,
A4. All vertices Oh between Oi and Oj (not including Oi and Oj) satisfy O
t
h ∈ An(Otk) and
Oth 6∈ An({Oth−1, Oth+1} ∪ St) for all time points t ∈ S(f(T )), where Oh−1 and Oh+1
denote the vertices adjacent to Oh on piik.
The following conclusions hold, ordered from strongest to weakest:
C1. Assume A1-A4 hold exactly. If Oj ∈ W , then (a1) Otj ∈ An(Otk ∪ St) at all t ∈
S(f(T )) and (a2) Otk ∈ An(Otj ∪ St) at all t ∈ S(f(T )). If Oj 6∈ W , then (a3)
Otj 6∈ An({Otl , Otk}∪St) at all t ∈ S(f(T )) and (a4) Otk 6∈ An(Otj∪St) at all t ∈ S(f(T )).
C2. Assume A1-A4 hold except, for A3, suppose there exists one and only one non-stationary
density f(Oh, Oh+1|Y \{Oh, Oh+1}∪S) for some Y ⊆W . However, assume that at least
one member of {f(Oh|Y \{Oh, Oh+1}∪S), f(Oh+1|Y \{Oh, Oh+1}∪S)} is stationary. If
Oj ∈W , then (b1) Otj ∈ An(Otk ∪St) at some t ∈ S(f(T )) and (b2) Otk 6∈ An(Otj ∪St)
at all t ∈ S(f(T )). If Oj 6∈W , then (b3) Otj 6∈ An({Otl , Otk} ∪ St) at some t ∈ S(f(T ))
and (b4) Otk 6∈ An(Otj ∪ St) at all t ∈ S(f(T )).
C3. Assume A1-A4 hold except, for A4, suppose ∃t′ ∈ S(f(T )) where all vertices Oh between
Oi and Oj (not including Oi and Oj) satisfy O
t′
h ∈ An(Ot′k ) and Ot′h 6∈ An({Ot′h−1, Ot′h+1}∪
St
′
). If Oj ∈ W , then (c1) Otj ∈ An(Otk ∪ St) at some t ∈ S(f(T )) and (c2) Otk 6∈
An(Otj ∪ St) at some t ∈ S(f(T )). If Oj 6∈ W , then (c3) Otj 6∈ An({Otl , Otk} ∪ St) at
some t ∈ S(f(T )) and (c4) Otk 6∈ An(Otj ∪ St) at some t ∈ S(f(T )).
Proof. We can claim that A1 and A2 hold at all t ∈ S(f(T )) by invoking Lemma 4 for A1
and Lemma 2 with A3 for A2. Observe that the conditions in A4 hold at all t ∈ S(f(T )).
By acyclicity of the CMJ-DAG at any one time point, conclusions (a1)-(a4) follow due to
Lemma 3.2 in [Colombo et al., 2012] applied at any arbitrary t ∈ S(f(T )).
The proof for conclusions (c1)-(c4) proceeds similarly except A4 only holds at some
t ∈ S(f(T )). We can therefore invoke Lemma 3.2 in [Colombo et al., 2012] again but only
applied at some t ∈ S(f(T )), where all of the sufficient conditions are satisfied.
Let us now tackle conclusions (b1) and (b3) (but not (b2) and (b4)). Notice that A2
only holds at some t ∈ S(f(T )) by Lemmas 2 and 3, but A1 and A4 hold at all t ∈ S(f(T ))
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in this case. We can therefore invoke Lemma 3.2 in [Colombo et al., 2012] but only applied
at some t ∈ S(f(T )), where all of the sufficient conditions are satisfied.
We now prove conclusions (b2) and (b4). From A4, we know that Otl ∈ An(Otk) and
Otl 6∈ An(St) at all t ∈ S(f(T )). Hence, we must have Otk 6∈ An(St) at all t ∈ S(f(T )).
We therefore only need to prove that Otk 6∈ An(Otj) at all t ∈ S(f(T )). Assume contrary
to the claim that Otk ∈ An(Otj) at some t ∈ S(f(T )). Recall that Otl ∈ An(Otk) at all
t ∈ S(f(T )) from A4, so Otl ∈ An(Otj) also at some t ∈ S(f(T )). This statement however
contradicts another part of A4, where we must have Otl 6∈ An(Otj) at all t ∈ S(f(T )). Hence
Otk 6∈ An(Otj) at all t ∈ S(f(T )).
We can use the above lemma to apply the following three orientation rules:
1. R4a: Suppose (1) there exists a path piik = {Oi, . . . , Ol, Oj, Ok}, (2) Oi ⊥⊥ Ok|(W ,S),
(3) any two successive vertices Oh and Oh+1 on piik are conditionally dependent given
(Y \{Oh, Oh+1})∪S for all Y ⊆W , (4) we have the stationary density f(Oh, Oh+1|((Y \
{Oh, Oh+1}) ∪ S) for all Y ⊆ W for any two successive vertices Oh and Oh+1 on piik,
(5) all vertices Oh between Oi and Oj (not including Oi and Oj) satisfy O
t
h ∈ An(Otk)
and Oth 6∈ An({Oth−1, Oth+1} ∪St) for all time points t ∈ S(f(T )), where Oh−1 and Oh+1
denote the vertices adjacent to Oh on piik. If further Oj ∈W , then orient Oj◦−∗ Ok or
Oj •—∗ Ok as Oj → Ok. Otherwise, if Oj 6∈ W , then orient the triple 〈Ol, Oj, Ok〉 as
Ol ↔ Oj ↔ Ok.
2. R4b: Suppose (1)-(5) hold in R4a except, for (4), suppose there exists one and only
one non-stationary density f(Oh, Oh+1|(Y \ {Oh, Oh+1}) ∪ S) for some Y ⊆ W . How-
ever, assume that at least one member of {f(Oh|(Y \ {Oh, Oh+1}) ∪ S), f(Oh+1|(Y \
{Oh, Oh+1})∪S)} is stationary. Further, if Oj ∈W , then orient Oj◦−∗Ok or OjJ—∗Ok as
Oj•→ Ok. Otherwise, if Oj 6∈W , then orient the triple 〈Ol, Oj, Ok〉 as Ol ←IOjJ→ Ok.
3. R4c: Suppose (1)-(5) hold in R4a except, for (5), suppose ∃t′ ∈ S(f(T )) where all
vertices Oh between Oi and Oj (not including Oi and Oj) satisfy O
t′
h ∈ An(Ot′k ) and
Ot
′
h 6∈ An({Ot′h−1, Ot′h+1}∪St′). Further, if Oj ∈W , then orient Oj◦−∗Ok or OjJ—∗Ok as
Oj •—IOk. Otherwise, if Oj 6∈W , then orient the triple 〈Ol, Oj, Ok〉 as Ol ∗−IOjJ−IOk.
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Let us pay special attention to R4c. Here, we may identify the existence of the time point
t′ when there exists only one filled endpoint on the discriminating path or, more generally,
when the discriminating path is contemporaneous :
Definition 5. Consider a path pi = 〈O1, . . . , On〉. Also consider a similar path E =
〈O1, . . . , On〉 but with only unfilled endpoints. Here, an endpoint on pi may have a corre-
sponding unfilled endpoint in E. I say that pi is contemporaneous according to E if and only
if ∃t′ ∈ S(f(T )) such that, for every arbitrary endpoint on pi with a corresponding unfilled
endpoint in E, say at Oi on the edge between Oi and Oj, we have (1) Ot′i 6∈ An(Ot′j ∪ St′)
when we have a corresponding unfilled arrowhead in E, or (2) Ot′i ∈ An(Ot′j ∪ St′) when we
have a corresponding unfilled tail in E.
In other words, pi is contemporaneous according to E when the unfilled endpoints in E
correspond to endpoints on pi with ancestral/non-ancestral relations that exist at the same
point in time. For example, suppose we create the v-structure Oi ∗—IOjJ—∗ Ok with VSb.
We then have a contemporaneous path Oi ∗—IOjJ—∗ Ok according to Oi∗→ Oj ←∗Ok. The
set E therefore corresponds to an unshielded v-structure with unfilled endpoints in this case.
Similarly, the set E corresponds to a discriminating path with unfilled endpoints in R4c.
5.2.5 First Orientation Rule
We require the definition of a minimal independence set for the first orientation rule:
Definition 6. If Oi ⊥⊥ Oj|(W ,S) with W ⊆ O \ {Oi, Oj}, but we have Oi 6⊥⊥ Oj|(B,S)
for any B ⊂W , then W is a minimal independence set for Oi and Oj.
Recall that Proposition 3 tells us that we have Oi 6⊥⊥ Oj|(B,S) in the following three
cases:
List 1. We have:
1. Oti ⊥⊥ Otj|(Bt,St) at all t ∈ S(f(T )) with λIOi|B,S 6⊥⊥ λIOj |B,S
2. Oti 6⊥⊥ Otj|(Bt,St) at some t ∈ S(f(T )) with λIOi|B,S ⊥⊥ λIOj |B,S
3. Oti 6⊥⊥ Otj|(Bt,St) at some t ∈ S(f(T )) with λIOi|B,S 6⊥⊥ λIOj |B,S
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We would however like to claim that if Oi ⊥⊥ Oj|(W ,S) with W having minimal cardinality,
then Oti 6⊥⊥ Otj|(Bt,St) at some t ∈ S(f(T )) for all B ⊂W . However, the first item in the
above list introduces a problem because we have Oti ⊥⊥ Otj|(Bt,St) at all t ∈ S(f(T )).
We can nonetheless make progress by realizing that satisfying the first item in List 1 is
very difficult in practice. Let Z = W \B. Consider the following definition:
Definition 7. A non-empty variable set Z ⊆W is parameter independence inducing (PII)
if and only if (1) W is the smallest set such that Oti ⊥⊥ Otj|(W t,St) at all t ∈ S(f(T )) with
λIOi|W ,S ⊥⊥ λIOj |W ,S , but (2) Oti ⊥⊥ Otj|(W t \ Zt,St) at all t ∈ S(f(T )) with λIOi|W\Z,S 6⊥⊥
λIOj |W\Z,S .
In other words, if conditional independence holds given {W t \ Zt,St} for all t ∈ S(f(T )),
then introducing Z maintains the conditional independence but also induces parameter
independence.
Now I believe that PII sets almost never occur in practice. For example, consider the
CMJ in Figure 5.1a. Assume that ft(Oi, Oj) uniquely changes at the dotted red lines in
Figure 5.1a. Then, we have Ot1 ⊥⊥ Ot2 at all t ∈ S(f(T )) by the global directed Markov
property but parameter dependence may hold. We can however consider a variable set Z
that takes four distinct values between the dotted red lines in the intervals [0, 1), [1, 2),
[2, 3) and [3, 4). Then Ot1 ⊥⊥ Ot2|Zt at all t ∈ S(f(T )) and λIO1|Z ⊥⊥ λIO2|Z , so Z induces
parameter independence. I can make a similar statement for another Z in Figure 5.1b that
takes five values.
Notice that choosing Z depends on PT . If nature constructs a PII variable set, then the
variable set must correspond with the investigator-determined PT . On the other hand, if an
investigator constructs a PII variable set, then he or she must design PT using prior knowledge
about the underlying CMJ. I believe both of the aforementioned cases are uncommon. I
therefore feel safe to make the following assumption:
Assumption 2. Parameter faithfulness holds if and only if we cannot query the CI oracle
with any PII variable set.
Observe that we may also construct a Lebesgue measure zero argument for parameter faith-
fulness, as we did with mixture faithfulness, since we must have the algebraic equality
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Figure 5.1: (a) An example of a CMJ and a time distribution PT . A variable taking on 4
unique values between the dotted red lines ensures that parameter independence holds. (b)
We can likewise consider a variable taking 5 unique values in this shifted case.
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PλIOi|W ,SλIOj |W ,S = PλIOi|W ,SPλIOj |W ,S when parameter independence holds.
Parameter faithfulness has another close connection with mixture faithfulness. Mixture
faithfulness allows us to claim the following if and only if statement by Proposition 4: we
have Oi ⊥⊥ Oj|(W ,S) if and only if Oi ⊥⊥ Oj|(W ,S,λIOiOj |W ,S) and λIOi|W ,S ⊥⊥ λIOj |W ,S .
We may re-write the above statement in terms of B ⊂ W as follows: Oi 6⊥⊥ Oj|(B,S) if
and only if Oti 6⊥⊥ Otj|(Bt,St) for some t ∈ S(f(T )) or λIOi|B,S 6⊥⊥ λIOj |B,S . The “or” logical
disjunction again presents the problem here because we may have Oti ⊥⊥ Otj|(Bt,St) for all
t ∈ S(f(T )) but λIOi|B,S 6⊥⊥ λIOj |B,S . However, the parameter faithfulness assumption allows
us to avoid this problematic case when used in conjunction with mixture faithfulness:
Proposition 5. Assume that mixture faithfulness and parameter faithfulness holds. If Oi
⊥⊥ Oj|(W ,S) with minimal independence set W , then ∃t ∈ S(f(T )) for each B ⊂W such
that Oti 6⊥⊥d Otj|(Bt,St); note that t may not necessarily be the same for all B ⊂W .
Proof. If Oi ⊥⊥ Oj|(W ,S), then Oti ⊥⊥ Otj|(W t,St) at all t ∈ S(f(T )) with λIOi|W ,S ⊥⊥
λIOj |W ,S by mixture faithfulness. By parameter faithfulness, if we remove any non-empty
variable set Z from W , then we cannot have Oti ⊥⊥ Otj|(W t \ Zt,St) at all t ∈ S(f(T ))
with λIOi|W ,S 6⊥⊥ λIOj |W ,S . Therefore, by minimality of W and Lemma 1, we must have
either (1) Oti 6⊥⊥ Otj|(W t \ Zt,St) at some t ∈ S(f(T )) with λIOi|W ,S ⊥⊥ λIOj |W ,S , or (2)
Oti 6⊥⊥ Otj|(W t \ Zt,St) at some t ∈ S(f(T )) with λIOi|W ,S 6⊥⊥ λIOj |W ,S . In either case,
Oti 6⊥⊥ Otj|(W t \Zt,St) at some t ∈ S(f(T )), so the conclusion follows by the global directed
Markov property.
I find the above proposition useful for justifying part of the first orientation rule:
Lemma 8. Assume mixture faithfulness, d-separation faithfulness with respect to PXt ,∀t ∈
S(f(T )) as well as parameter faithfulness. If Oi ⊥⊥ Ok|(W ,S) with minimal independence
set W and Oj ∈ W , then Otj ∈ An({Oti , Otk} ∪ St) at some t ∈ S(f(T )). If further
f(Oi, Ok|B,S) is stationary for all B ⊆ (W \ Oj), then Otj ∈ An({Oti , Otk} ∪ St) at all
t ∈ S(f(T )).
Proof. I first introduce the following technical lemma which is a modification of Lemma 14
in [Spirtes et al., 1999]:
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Lemma 9. Suppose that we have Otj 6∈ An({Oti , Otk} ∪ St) at all t ∈ S(f(T )). If there is a
set W ⊆ O \ {Oi, Ok} containing Oj such that Ot′i and Ot′k are d-connected given Bt′ ∪ St′
at some t′ ∈ S(f(T )) for each subset B ⊆ (W \ Oj), then Ot′i and Ot′k are also d-connected
given W t
′ ∪St′ for each subset B ⊆ (W \Oj); note that t′ may not necessarily be the same
for all B ⊆ (W \Oj).
Proof. I write G ∈ An({Oi, Ok} ∪ S) if and only if Gt ∈ An({Oti , Otk} ∪ St) at some time
t ∈ S(f(T )). Let B∗ = An({Oi, Ok} ∪S) ∩W and Bt∗ = An({Oti , Otk} ∪St) ∩W t. Recall
that Oj 6∈ An({Oi, Ok} ∪ S) by hypothesis, so B∗ ⊆ (W \ Oj). We also know that there
exists a path pit
′
which d-connects Ot
′
i and O
t′
k given B
t′
∗ ∪ St′ by hypothesis. Thus, every
vertex on pit
′
is in An({Ot′i , Ot′k }∪Bt′∗ ∪St′) by the definition of d-connection; in other words,
every vertex on pit
′
has a corresponding vertex in An({Oi, Ok}∪B∗ ∪S). But since we also
have Bt
′
∗ = An({Ot′i , Ot′k } ∪ St′) ∩W t′ , every vertex on pit′ more specifically has a vertex
in An({Ot′i , Ot′k } ∪Bt′∗ ∪ St′) = An({Ot′i , Ot′k } ∪ St′) and therefore a corresponding vertex
in An({Oi, Ok} ∪ S). Now observe that W \B∗ = W ∩ (¬An({Oi, Ok} ∪ S) ∪ ¬W )) =(
(W ∩ ¬An({Oi, Ok} ∪ S)) ∪ (W ∩ ¬W ))
)
= W ∩ ¬An({Oi, Ok} ∪ S), which is not
in An({Oi, Ok} ∪ S). Thus, no vertex in W \ B∗ can exist on pit′ . Next, observe that
(B∗∪S) ⊆ (W ∪S) and (W ∪S)\ (B∗∪S) = W \B∗, so the additional vertices in W ∪S
cannot exist on pit
′
. Hence pit
′
still d-connects Ot
′
i and O
t′
k given W
t′ ∪ St′ .
Now suppose for a contradiction that we have Otj 6∈ An({Oti , Otk}∪St) at all t ∈ S(f(T ))
for the first claim. With parameter faithfulness, we know that we have Oti 6⊥⊥d Otk|(Bt,St)
at some t ∈ S(f(T )) for each B ⊆ (W \ Oj) by Proposition 5. We can therefore invoke
Lemma 9 and claim that we have Oti 6⊥⊥d Otk|(W t ∪ St) at some t ∈ S(f(T )). Hence,
Oti 6⊥⊥ Otk|(W t,St) at some t ∈ S(f(T )) by d-separation faithfulness and Oi 6⊥⊥ Ok|(W ,S)
by the contrapositive of Lemma 4. However, this contradicts the fact that we must have
Oi ⊥⊥ Ok|(W ,S).
We will need the following lemma for the second claim:
Lemma 10. Suppose that we have Ot
′
j 6∈ An({Ot′i , Ot′k }∪St′) at some t′ ∈ S(f(T )). If there
is a set W ⊆ O \ {Oi, Ok} containing Oj such that, for every subset B ⊆ (W \Oj), Oti and
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Otk are d-connected given B
t ∪ St at all t ∈ S(f(T )), then Ot′i and Ot′k are also d-connected
given W t
′ ∪ St′.
Proof. The proof is similar to Lemma 9. Recall that Ot
′
j 6∈ An({Ot′i , Ot′k }∪St′) by hypothesis,
so Bt
′
∗ ⊆W t′ \Ot′j . We know that there exists a path pit′ that d-connects Ot′i and Ot′k given
Bt
′
∗ ∪ St′ by hypothesis. Thus, every vertex on pit′ is in An({Ot′i , Ot′k } ∪Bt′∗ ∪ St′) by the
definition of d-connection. But since we also have Bt
′
∗ = An({Ot′i , Ot′k } ∪ St′) ∩W t′ , every
vertex on pit
′
more specifically has a vertex inAn({Ot′i , Ot′k }∪Bt′∗ ∪St′) = An({Ot′i , Ot′k }∪St′)
and therefore a corresponding vertex inAn({Oi, Ok}∪S). Now observe again thatW \B∗ =
W ∩ ¬An({Oi, Ok} ∪ S), which is not in An({Oi, Ok} ∪ S). Thus, no vertex in W \B∗
can exist on pit
′
. Again, (W ∪S) \ (B∗ ∪S) = W \B∗, so the additional vertices in W ∪S
cannot exist on pit
′
. Hence pit
′
still d-connects Ot
′
i and O
t′
k given W
t′ ∪ St′ .
Now suppose again for a contradiction that f(Oi, Ok|B,S) is stationary for all B ⊆
(W \ Oj), but we have Otj 6∈ An({Oti , Otk} ∪ St) at some t ∈ S(f(T )). We can then
follow a similar deductive argument as in the proof of the previous claim. With parameter
faithfulness, we know that we have Oti 6⊥⊥d Otk|(Bt ∪ St) at some t ∈ S(f(T )) for each
B ⊆ (W \ Oj) by Proposition 5. It follows that Oti 6⊥⊥ Otk|(Bt,St) at some t ∈ S(f(T )) for
each B ⊆ (W \Oj) by d-separation faithfulness. We can more strongly claim that we have
Oti 6⊥⊥ Otk|(Bt,St) at all t ∈ S(f(T )) for each B ⊆ (W \ Oj) by Lemma 2, because we also
know that f(Oi, Ok|B,S) is stationary for allB ⊆ (W \Oj). Hence, Oti 6⊥⊥d Otk|(Bt,St) at all
t ∈ S(f(T )) for eachB ⊆ (W \Oj) by the global directed Markov property. We can therefore
invoke Lemma 10 and claim that we have Oti 6⊥⊥d Otk|(W t,St) at some t ∈ S(f(T )). Thus,
Oti 6⊥⊥ Otk|(W t,St) at some t ∈ S(f(T )) by d-separation faithfulness and Oi 6⊥⊥ Ok|(W ,S)
by the contrapositive of Lemma 4. However, this again contradicts the fact that we must
have Oi ⊥⊥ Ok|(W ,S).
I can therefore use the above lemma in order to apply the following orientation rules:
1. R1a∗: If (1) Oi∗→ Oj◦−∗ Ok or Oi∗→ Oj •−∗ Ok, (2) Oi ⊥⊥ Ok|(W ,S) with minimal
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independence set W and Oj ∈ W , and (3) f(Oi, Ok|B,S) is stationary for all B ⊆
(W \Oj), then orient Oi∗→ Oj◦−∗Ok or Oi∗→ Oj •−∗Ok as Oi∗→ Oj—∗Ok
2. R1b∗: If (1) Oi∗→ Oj◦−∗ Ok or Oi∗→ OjJ—∗ Ok, (2) Oi ⊥⊥ Ok|(W ,S) with minimal
independence set W and Oj ∈W , and (3) f(Oi, Ok|B,S) is non-stationary for at least
one B ⊆ (W \Oj), then orient Oi∗→ Oj ◦—∗Ok or Oi∗→ OjJ—∗Ok as Oi∗→ Oj •−∗Ok.
3. R1c∗: If (1) Oi ∗—IOj◦−∗Ok, Oi ∗—IOj •−∗Ok, Oi ∗—Oj◦−∗Ok or Oi ∗—Oj •−∗Ok, (2) Oi
⊥⊥ Ok|(W ,S) with minimal independence set W and Oj ∈W , and (3) f(Oi, Ok|B,S)
is stationary for all B ⊆ W \ Oj, then orient (C1) Oi ∗—IOj—∗ Ok when we have
Oi ∗—IOj◦−∗Ok or Oi ∗—IOj •−∗Ok, or (C2) Oi ∗—Oj—∗Ok when we have Oi ∗—Oj◦−∗Ok
or Oi ∗—Oj •−∗Ok.
We also have the following result:
Lemma 11. If we have the edges Oi—Oj or Oi—Oj, then we cannot have an incoming
unfilled arrowhead at Oi or Oj. Similarly, if we have the edge Oi—Oj, then we cannot have
an incoming unfilled arrowhead, filled arrowhead or square at Oi or Oj.
Proof. Recall that we do not allow instantaneous feedback loops. Thus, if we have Oi—Oj
or Oi—Oj, then both O
t
i and O
t
j must be ancestors of S
t at some time point t ∈ S(f(T )).
Hence, Oti and O
t
j cannot be non-ancestors of S
t at all time points t ∈ S(f(T )). Similarly, if
we have Oi—Oj, then both O
t
i and O
t
j must be ancestors of S
t at all time points t ∈ S(f(T )).
Hence, Oti and O
t
j cannot be non-ancestors of S
t at some time point t ∈ S(f(T )).
We can thus further expand on R1 as follows by taking the contrapositive of Lemma 11:
1. R1a: If (1)-(3) hold as in R1a∗, then orient Oi∗→ Oj◦−∗ Ok or Oi∗→ Oj •−∗ Ok as
Oi∗→ Oj → Ok.
2. R1b: If (1)-(3) hold as in R1b∗, then orient Oi∗→ Oj ◦—∗ Ok or Oi∗→ OjJ—∗ Ok as
Oi∗→ Oj •—IOk.
3. R1c: If (1)-(3) hold as in R1c∗, then orient (C1) Oi ∗—IOj—IOk when Oi ∗—IOj◦−∗Ok or
Oi ∗—IOj •−∗Ok, or (C2) Oi ∗—Oj—IOk when Oi ∗—Oj◦−∗Ok or Oi ∗—Oj •−∗Ok.
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5.2.6 Fifth, Ninth and Tenth Orientation Rules
Let us now tackle three other rules: R5, R9 and R10. We will see that R5 is actually not
required. The proofs of the rules follow by establishing contradictions with R1 by the concept
of an uncovered path:
Definition 8. An uncovered path pi = 〈O0, . . . , On〉 is a path where Oi−1 and Oi+1 are non-
adjacent for every 1 ≤ i ≤ n−1. In other words, every consecutive triple on pi is unshielded.
I say that an uncovered path is stationary when, for every Oi−1 ⊥⊥ Oi+1|(W ,S) with
minimal independence set W , f(Oi−1, Oi+1|B,S) is stationary for all B ⊆ (W \Oi). Like-
wise, I say that an uncovered path is non-stationary when the former description holds
but there exists one and only one conditional independence relation Oi−1 ⊥⊥ Oi+1|(W ,S)
with minimal independence set W such that f(Oi−1, Oi+1|B,S) is non-stationary for some
B ⊆ (W \Oi).
Here are rules 9 and 10:
Lemma 12. Assume mixture faithfulness, d-separation faithfulness with respect to PXt ,∀t ∈
S(f(T )) as well as parameter faithfulness. The following variations of FCI’s R9 are sound:
1. R9a: If (1) Oi◦−∗ Ok or Oi •—∗ Ok, (2) pi = 〈Oi, Oj, Ol, . . . , Ok〉 is a stationary uncov-
ered path, (3) Ok ⊥⊥ Oj|(W ,S) with minimal independence set W , Oi ∈ W , and (4)
f(Ok, Oj|B,S) is stationary for all B ⊆ (W \ Oi), then orient Oi◦−∗ Ok or Oi •—∗ Ok
as Oi—∗Ok.
2. R9b: If (1) Oi◦−∗ Ok or OiJ—∗ Ok, (2) pi = 〈Oi, Oj, Ol, . . . , Ok〉 is a non-stationary
uncovered path, (3) Ok ⊥⊥ Oj|(W ,S) with minimal independence set W , Oi ∈W , and
(4) f(Ok, Oj|B,S) is stationary for all B ⊆ (W \Oi), then orient Oi◦−∗Ok or OiJ—∗Ok
as Oi •—∗Ok.
3. R9c: If (1) Oi◦−∗ Ok or OiJ—∗ Ok, (2) pi = 〈Oi, Oj, Ol, . . . , Ok〉 is a stationary un-
covered path, (3) Ok ⊥⊥ Oj|(W ,S) with minimal independence set W , Oi ∈ W , and
(4) f(Ok, Oj|B,S) is non-stationary for some B ⊆ (W \ Oi), then orient Oi◦−∗ Ok or
OiJ—∗Ok as Oi •—∗Ok.
Proof. R9a: Suppose that we instead have an unfilled arrowhead or a square atOi forOi◦−∗Ok
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or Oi •—∗Ok (we can only have a square for the latter). Then we can iteratively apply R1c
on pi until the transitivity of the added unfilled tails contradicts the unfilled arrowhead or
square at Oi.
R9b: Suppose that we instead have an unfilled arrowhead at Oi for Oi◦−∗Ok or OiJ—∗Ok.
Then we can apply R1a iteratively until we encounter a non-stationary density. We can then
apply R1b once at the non-stationary density, and finally R1c iteratively on pi until the
transitivity of the added tails contradicts the unfilled arrowhead at Oi.
R9c: Suppose that we instead have an unfilled arrowhead at Oi for Oi◦−∗Ok or OiJ—∗Ok.
Then we can apply R1b once at the non-stationary density and then R1c iteratively on pi
until the transitivity of the added tails contradicts the unfilled arrowhead at Oi.
Note that FCI’s R5 is just a specific instance of R9a. Thus, we actually will not include
variants of R5 in the proposed algorithm, since they are covered by the proposed R9. Recall
however that FCI’s R5 is required in the original FCI algorithm, because FCI’s R9 is less
general than the proposed R9.1 We will keep the same numbering of orientation rules despite
dropping R5, so we can easily map back and forth between the proposed algorithm’s rules
and those of FCI.
We now have R10 whose argument proceeds similar to that of R9:
Lemma 13. Assume mixture faithfulness, d-separation faithfulness with respect to PXt ,∀t ∈
S(f(T )) as well as parameter faithfulness. The following variations of FCI’s R10 are sound:
1. R10a: Suppose (1) Oi◦−∗Ok or Oi •—∗Ok, (2) Oj—∗Ok ∗—Ol, and (3) pi1 is a stationary
uncovered path from Oi to Oj, and pi2 is a stationary uncovered path from Oi to Ol. Let
Om be a vertex adjacent to Oi on pi1 (Om could be Oj) and On be the vertex adjacent
to Oi on pi2 (On could be Ol). If (4) Om and On are distinct, (5) Om ⊥⊥ On|(W ,S)
with minimal independence set W , Oi ∈ W and (6) f(Om, On|B,S) is stationary for
all B ⊆ (W \Oi), then orient Oi◦−∗Ok or Oi •—∗Ok as Oi—∗Ok.
2. R10b: Suppose (1) Oi◦−∗ Ok or OiJ—∗ Ok, (2) Oj •—∗ Ok ∗—Ol, Oj—∗ Ok ∗—• Ol,
Oj—∗Ok ∗—Ol or Oj—∗Ok ∗—Ol and (3) pi1 is an stationary uncovered path from Oi to
1FCI’s R9 requires an arrowhead at Ok and an uncovered potentially directed path, whereas the proposed
R9 only requires an asterisk and an uncovered path.
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Oj, and pi2 is an stationary uncovered path from Oi to Ol. Let Om be a vertex adjacent
to Oi on pi1 (Om could be Oj) and On be the vertex adjacent to Oi on pi2 (On could be
Ol). If (4) Om and On are distinct, (5) Om ⊥⊥ On|(W ,S) with minimal independence
set W , Oi ∈W and (6) f(Om, On|B,S) is stationary for all B ⊆ (W \Oi), then orient
Oi◦−∗Ok or OiJ—∗Ok as Oi •—∗Ok.
3. R10c: Suppose (1) Oi◦−∗ Ok or OiJ—∗ Ok, (2) Oj •—∗ Ok ∗—• Ol, Oj—∗ Ok ∗—• Ol,
Oj •—∗Ok ∗—Ol or Oj—∗Ok ∗—Ol are contemporaneous with respect to Oj—∗Ok ∗—Ol,
and (3) pi1 is a stationary uncovered path from Oi to Oj, and pi2 is a stationary uncovered
path from Oi to Ol. Let Om be a vertex adjacent to Oi on pi1 (Om could be Oj) and On
be the vertex adjacent to Oi on pi2 (On could be Ol). If (4) Om and On are distinct, (5)
Om ⊥⊥ On|(W ,S) with minimal independence set W , Oi ∈W and (6) f(Om, On|B,S)
is stationary for all B ⊆ (W \Oi), then orient Oi◦−∗Ok or OiJ—∗Ok as Oi •—∗Ok.
4. R10d: Suppose (1) Oi◦−∗Ok or OiJ—∗Ok, (2) Oj—∗Ok ∗—Ol, and (3) pi1 is an uncovered
path from Oi to Oj, and pi2 is an uncovered path from Oi to Ol with either pi1 or pi2
non-stationary. Let Om be a vertex adjacent to Oi on pi1 (Om could be Oj) and On be
the vertex adjacent to Oi on pi2 (On could be Ol). If (4) Om and On are distinct, (5)
Om ⊥⊥ On|(W ,S) with minimal independence set W , Oi ∈W and (6) f(Om, On|B,S)
is stationary for all B ⊆ (W \Oi), then orient Oi◦−∗Ok or OiJ—∗Ok as Oi •—∗Ok.
5. R10e: Suppose (1) Oi◦−∗ Ok or OiJ—∗ Ok, (2) Oj—∗ Ok ∗—Ol, (3) pi1 is a stationary
uncovered path from Oi to Oj, and pi2 is a stationary uncovered path from Oi to Ol. Let
Om be a vertex adjacent to Oi on pi1 (Om could be Oj) and On be the vertex adjacent to
Oi on pi2 (On could be Ol). If (4) Om and On are distinct, (5) Om ⊥⊥ On|(W ,S) with
minimal independence set W , Oi ∈ W and (6) f(Om, On|B,S) is non-stationary for
some B ⊆ (W \Oi), then orient Oi◦−∗Ok or OiJ—∗Ok as Oi •—∗Ok.
Proof. R10a: Assume an unfilled arrowhead or a square at Oi. Then, we can successively
apply R1c along both pi1 and pi2. In either case, Oi is an ancestor of Ok∪S at all t ∈ S(f(T ))
by transitivity of the added unfilled tails which contradicts the unfilled arrowhead or square
at Oi.
R10b,c: Assume an unfilled arrowhead at Oi. Then we can successively apply R1a along
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both pi1 and pi2. Here, we arrive at the contradiction that Oi is an ancestor of Ok ∪ S at
some t ∈ S(f(T )) by transitivity of the added tails.
R10d,e: Assume an unfilled arrowhead at Oi. Then we can successively apply R1a along
both pi1 and pi2 or R1b when we encounter the non-stationary density. We then arrive at the
contradiction that Oi is an ancestor of Ok ∪ S at some t ∈ S(f(T )) by transitivity of the
added tails.
5.2.7 Remaining Orientation Rules
Let us now wrap-up the easier rules. I enumerate the sound variations of FCI’s rules R2-R3
and R6-R8.
Lemma 14. The following variations of FCI’s R2 are sound:
1. R2a: If (1) Oi∗→ Oj−∗Ok or Oi−∗Oj∗→ Ok, and (2) Oi ∗−◦Ok or Oi ∗—IOk, then orient
Oi ∗−◦Ok or Oi ∗—IOk as Oi∗→ Ok.
2. R2b: If (1) Oi ∗—IOj −∗Ok, Oi ∗—Oj −∗Ok, Oi −∗Oj ∗—IOk or Oi −∗Oj ∗—Ok and (2)
Oi ∗−◦Ok or Oi ∗—•Ok, then orient Oi ∗−◦Ok or Oi ∗—•Ok as Oi ∗—IOk.
3. R2c: If (1) Oi∗→ Oj •−∗ Ok, Oi∗→ Oj−∗Ok, Oi •−∗ Oj∗→ Ok or Oi−∗Oj∗→ Ok and
(2) Oi ∗−◦Ok or Oi ∗—•Ok, then orient Oi ∗−◦Ok or Oi ∗—•Ok as Oi ∗—IOk.
4. R2d: If (1) Oi ∗—IOj •−∗ Ok, Oi ∗—Oj •−∗ Ok, Oi ∗—IOj−∗Ok or Oi ∗—Oj−∗Ok is
contemporaneous with respect to Oi∗→ Oj −∗Ok and (2) Oi ∗−◦Ok or Oi ∗—• Ok, then
orient Oi ∗−◦Ok or Oi ∗—•Ok as Oi ∗—IOk.
5. R2e: If (1) Oi •−∗ Oj ∗—IOk, Oi−∗Oj ∗—IOk, Oi •−∗ Oj ∗—Ok or Oi−∗Oj ∗—Ok is
contemporaneous with respect to Oi −∗Oj∗→ Ok and (2) Oi ∗−◦Ok or Oi ∗—• Ok, then
orient Oi ∗−◦Ok or Oi ∗—•Ok as Oi ∗—IOk.
Proof. R2a: Suppose to the contrary that we have an unfilled tail or square at Ok. If
Oi∗→ Oj −∗Ok, then Otj ∈ An(Oti ∪ St) for all or some t ∈ S(f(T )), respectively, which
contradicts the arrowhead at Oj. If Oi −∗Oj∗→ Ok, then Otk ∈ An(Otj ∪ St) for all or some
t ∈ S(f(T )), respectively, which contradicts the arrowhead at Ok.
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R2b: Suppose to the contrary that we have an unfilled tail at Ok. Then either O
t
j ∈
An(Oti ∪St) or Otk ∈ An(Otj ∪St) at all t ∈ S(f(T )) which contradicts the filled arrowhead
at Oj or Ok, respectively.
R2c: Suppose to the contrary that we have an unfilled tail at Ok. Then either O
t
j ∈
An(Oti ∪ St) or Otk ∈ An(Otj ∪ St) at some t ∈ S(f(T )) which contradicts the unfilled
arrowhead at Oj or Ok, respectively.
R2d: Suppose to the contrary that we have an unfilled tail at Ok. Then O
t
j ∈ An(Oti∪St)
at some t ∈ A ⊆ S(f(T )) which contradicts the filled arrowhead at Oj for t ∈ A.
R2e: Suppose to the contrary that we have an unfilled tail at Ok. Then O
t
k ∈ An(Otj∪St)
at some t ∈ A ⊆ S(f(T )) which contradicts the filled arrowhead at Oj for t ∈ A.
We now move onto R3:
Lemma 15. The following variations of FCI’s R3 are sound under mixture faithfulness,
d-separation faithfulness with respect to PXt ,∀t ∈ S(f(T )) as well as parameter faithfulness:
1. R3a: If (1) Oi∗→ Oj ←∗Ok, (2) Oi∗—∗Ol∗—∗Ok, (3) Oi ⊥⊥ Ok|(W ,S) with Ol ∈W and
minimal independence set W , (4) f(Oi, Ok|B,S) is stationary for all B ⊆ (W \ Ol),
and (5) Ol ∗−◦Oj or Ol ∗—IOj, then orient Ol ∗−◦Oj or Ol ∗—IOj as Ol∗→ Oj.
2. R3b: If (1) Oi ∗—IOj ←∗Ok, Oi∗→ OjJ—∗ Ok, Oi ∗—Oj ←∗Ok or Oi∗→ Oj—∗ Ok, (2)
Oi ∗—∗Ol ∗—∗Ok, (3) Oi ⊥⊥ Ok|(W ,S) with Ol ∈W and minimal independence set W ,
(4) f(Oi, Ok|B,S) is stationary for all B ⊆ (W \Ol), and (5) Ol ∗−◦Oj or Ol ∗—•Oj,
then orient Ol ∗−◦Oj or Ol ∗—•Oj as Ol ∗—IOj.
3. R3c: If (1) we have the contemporaneous path Oi ∗—IOjJ—∗ Ok, Oi ∗—OjJ—∗ Ok, Oi ∗
—IOj—∗Ok or Oi ∗—Oj—∗Ok with respect to Oi∗→ Oj ←∗Ok, (2) Oi ∗—∗Ol ∗—∗Ok, (3)
Oi ⊥⊥ Ok|(W ,S) with Ol ∈W and minimal independence set W , (4) f(Oi, Ok|B,S) is
stationary for all B ⊆ (W \ Ol), and (5) Ol ∗−◦Oj or Ol ∗—• Oj, then orient Ol ∗−◦Oj
or Ol ∗—•Oj as Ol ∗—IOj.
4. R3d: If (1) Oi∗→ Oj ←∗Ok, (2) Oi ∗—∗ Ol ∗—∗ Ok, (3) Oi ⊥⊥ Ok|(W ,S) with
Ol ∈ W and minimal independence set W , (4) f(Oi, Ok|B,S) is non-stationary for
some B ⊆ (W \Ol), and (5) Ol ∗−◦Oj or Ol ∗—•Oj, then orient Ol ∗−◦Oj or Ol ∗—•Oj
as Ol ∗—IOj.
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Proof. R3a: Observe by (3) and (4) that Otl ∈ An(Oti ∪ Otk ∪ St) at all t ∈ S(f(T )) due to
Lemma 8. Assume to the contrary that we have an unfilled tail or square at Oj. But then
Otj ∈ An(Oti ∪ Otk ∪ St) at some t ∈ S(f(T )), which contradicts the unfilled arrowheads at
Oj.
R3b: Observe by (3) and (4) that Otl ∈ An(Oti∪Otk∪St) at all t ∈ S(f(T )) due to Lemma
8. Assume to the contrary that we have an unfilled tail atOj. But thenO
t
j ∈ An(Oti∪Otk∪St)
at all t ∈ S(f(T )), which contradicts the arrowheads at Oj.
R3c: Observe by (3) and (4) that Otl ∈ An(Oti∪Otk∪St) at all t ∈ S(f(T )) due to Lemma
8. Assume to the contrary that we have an unfilled tail atOj. But thenO
t
j ∈ An(Oti∪Otk∪St)
at all t ∈ S(f(T )), which contradicts the contemporaneous filled arrowheads at Oj.
R3d: Observe by (3) and (4) that Otl ∈ An(Oti ∪ Otk ∪ St) at some t ∈ S(f(T )) due
to Lemma 8. Assume to the contrary that we have an unfilled tail at Oj. But then O
t
j ∈
An(Oti ∪Otk ∪ St) at some t ∈ S(f(T )), which contradicts the unfilled arrowheads at Oj.
Lemma 16. The following variations of FCI’s R6 are sound:
1. R6a: If Oi−Oj◦−∗Ok or Oi−Oj •−∗Ok (Oi and Ok may or may not be adjacent), then
orient Oj◦−∗Ok or Oj •−∗Ok as Oj—∗Ok.
2. R6b: If Oi −•Oj◦−∗ Ok, Oi −Oj◦−∗ Ok, Oi −•OjJ—∗ Ok or Oi −OjJ—∗ Ok (Oi and Ok
may or may not be adjacent), then orient Oj◦−∗Ok or OjJ—∗Ok as Oj •−∗Ok.
3. R6c: If Oi •−Oj◦−∗ Ok, Oi− Oj◦−∗ Ok, Oi •−OjJ—∗ Ok or Oi− OjJ—∗ Ok (Oi and Ok
may or may not be adjacent), then orient Oj◦−∗Ok or OjJ—∗Ok as Oj •−∗Ok.
4. R6d: If Oi •—• Oj◦−∗ Ok, Oi—• Oj◦−∗ Ok, Oi •—Oj◦−∗ Ok or Oi—Oj◦−∗ Ok is
contemporaneous with respect to Oi−Oj◦−∗Ok (Oi and Ok may or may not be adjacent),
then orient Oj◦−∗Ok or OjJ—∗Ok as Oj •−∗Ok.
Proof. For R6a, a filled arrowhead or square at Oj would violate Lemma 11. For R6b
and R6c, an unfilled arrowhead at Oj would also violate Lemma 11. For R6d, an unfilled
arrowhead at Oj cannot exist because Oi, Oj ∈ An(St) at some t ∈ S(f(T )) by the acyclicity
of the CMJ-DAG at any time point.
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Lemma 17. The following variations of FCI’s R7 are sound under mixture faithfulness,
d-separation faithfulness with respect to PXt ,∀t ∈ S(f(T )) as well as parameter faithfulness:
1. R7a: If (1) Oi—∗Oj◦−∗Ok or Oi—∗Oj •−∗Ok, (2) Oi ⊥⊥ Ok|(W ,S) with Oj ∈W and
minimal independence set W , and f(Oi, Ok|B,S) is stationary for all B ⊆ (W \ Oj),
then orient Oj◦−∗Ok or Oj •−∗Ok as Oj—∗Ok.
2. R7b: If (1) Oi •—∗Oj◦−∗Ok, Oi—∗Oj◦−∗Ok, Oi •—∗OjJ—∗Ok or Oi—∗OjJ—∗Ok, (2)
Oi ⊥⊥ Ok|(W ,S) with Oj ∈W and minimal independence set W , and f(Oi, Ok|B,S)
is stationary for all B ⊆ (W \Oj), then orient Oj◦−∗Ok or OjJ—∗Ok as Oj •−∗Ok.
3. R7c: If (1) Oi—∗ Oj◦−∗ Ok or Oi—∗ OjJ—∗ Ok, (2) Oi ⊥⊥ Ok|(W ,S) with Oj ∈ W
and minimal independence set W , and f(Oi, Ok|B,S) is non-stationary for some B ⊆
(W \Oj), then orient Oj◦−∗Ok or OjJ—∗Ok as Oj •−∗Ok.
Proof. R7a: Suppose to the contrary that we have a filled arrowhead at Oj. Then, we must
have Oi—Oj from Lemma 8 due to the minimal separating set; this however contradicts
Lemma 11.
R7b: Suppose to the contrary that we have an unfilled arrowhead at Oj. Then, we must
have Oi •—Oj from Lemma 8 due to the minimal separating set; this however contradicts
Lemma 11.
R7c: Suppose to the contrary that we have an unfilled arrowhead at Oj. Then, we must
have Oi—• Oj from Lemma 8 due to the minimal separating set; this however contradicts
Lemma 11.
Lemma 18. The following variations of FCI’s R8 are sound:
1. R8a: If (1) Oi −∗Oj −∗Ok, and (2) Oi◦−∗ Ok or Oi •−∗ Ok, then orient Oi◦−∗ Ok or
Oi •−∗Ok as Oi—∗Ok.
2. R8b: If (1) Oi •—∗Oj−∗Ok or Oi—∗Oj−∗Ok, and (2) Oi◦−∗Ok or OiJ—∗Ok, then orient
Oi◦−∗Ok or OiJ—∗Ok as Oi •−∗Ok.
3. R8c: If (1) Oi−∗Oj •—∗Ok or Oi−∗Oj—∗Ok, and (2) Oi◦−∗Ok or OiJ—∗Ok, then orient
Oi◦−∗Ok or OiJ—∗Ok as Oi •−∗Ok.
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4. R8d: If (1) Oi •−∗ Oj •−∗ Ok, Oi−∗Oj •−∗ Ok, Oi •−∗ Oj−∗Ok or Oi−∗Oj−∗Ok is
contemporaneous according to Oi−∗Oj −∗Ok, and (2) Oi◦−∗Ok or OiJ—∗Ok, then orient
Oi◦−∗Ok or OiJ—∗Okas Oi •−∗Ok.
Proof. All rules follow due to transitivity of the tail.
5.3 PSEUDOCODE
I now formally introduce the F2CI algorithm as summarized in pseudocode in Algorithm
6. Like FCI and RFCI, the algorithm proceeds in three main steps: skeleton discovery,
v-structure orientation and orientation rule application.
The skeleton discovery procedure of F2CI remains unchanged from that of FCI (Algo-
rithms 1, 2, 3). The v-structure discovery procedure of F2CI mimics that of Algorithm 4 in
RFCI, but it requires some additional queries to the CMM oracle in lines 5, 8, and 12 of
Algorithm 7 according to Lemma 6. Algorithm 7 also utilizes a time indexing cell K in lines
2, 10 and 14 to help keep track of contemporaneous endpoints as required by the orientation
rules. Here, we may determine that two arbitrary endpoints are contemporaneous, say at Oj
for the edge Oi ∗−∗Oj and at Ok for the edge Ok ∗−∗Ol, if we have at least one overlapping
value in both Kij as well as Kkl. For example, if Kij = {1, 2} and Kkl = {2, 3}, then we have
the overlapping value 2.
The orientation rule application procedure introduces the most changes compared to the
previous steps. First notice that F2CI orients as many edges as possible when applying each
orientation rule in line 4 of Algorithm 9. The algorithm must therefore detect all edges
which satisfy the sufficient conditions of a rule when applying the rule; this process ensures
that F2CI includes all possible time points in K. Second, F2CI calls Algorithm 8 when
applying an orientation rule to ensure that it records all time points in K in lines 4 and 7
of Algorithm 8. Finally, F2CI checks whether any newly added time points in K result only
from non-stationary densities in order to terminate the loop in line 9 of Algorithm 9 due to
the following proposition:
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Proposition 6. If Algorithm 9 terminates, then there does exist a sequence of the 9 orien-
tation rules that can introduce a new endpoint in GM .
Proof. For proof by contradiction, suppose there exists an arbitrary endpoint η in GM which
can be oriented by a sequence of the 9 orientation rules. First assume that η is filled.
Then, η cannot be contemporaneous with another endpoint because (1) we have maxKold <
min
(K\Kold) and (2) Algorithm 9 applies all orientation rules exhaustively. Thus, η must be
non-contemporaneous with all other endpoints. But then we must have GMold 6= GM because
Algorithm 9 applies all orientation rules exhaustively. Now suppose that the endpoint is
unfilled. But again, if a new unfilled endpoint is added, then we must have GMold 6= GM
because Algorithm 9 applies all orientation rules exhaustively.
The termination criterion of the loop therefore differs from that of FCI or RFCI which only
checks whether GM remains unchanged. F2CI may thus continue to apply the orientation
rules even if GM remains unchanged in an effort to record all necessary time points in K.
Data: CI oracle, CMM oracle
Result: GM
1 Run FCI’s skeleton discovery procedure using Algorithms 1, 2, 3
2 Orient v-structures using Algorithm 7
3 Apply orientation rules using Algorithm 9
Algorithm 6: F2CI
5.4 SUMMARY OF THE OUTPUT
I say that a graph GM is an F2CI Partial Time-dependent Ancestral Graph (F2CI-PTAG)
that represents the CMJ-DAG G on S(f(T )) if:
1. The absence of an edge between two vertices Oi and Oj in GM implies that there exists
a subset W ⊆ O \ {Oi, Oj} such that Oi ⊥⊥ Oj|(W ∪ S) in PXm .
2. The presence of an edge between two vertices Oi and Oj in GM implies that Oi 6⊥⊥
Oj|(W ∪S) in PXm for all subsets W ⊆ P˜DS(Oi)\Oj and for all W ⊆ P˜DS(Oj)\Oi.
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Data: Skeleton GM , sepset, M
Result: GM , K
1 Run lines 1-19 in Algorithm 4
2 Let K denote an empty cell
3 forall elements 〈Oi, Ok, Oj〉 of L do
4 if Ok 6∈ sepset(Oi, Oj) and both edges Oi ∗−∗Ok and Ok ∗−∗Oj are present then
5 if both f(Oi, Ok|A) and f(Oj, Ok|A) are stationary then
6 Orient 〈Oi, Ok, Oj〉 as Oi∗→ Ok ←∗Oj
7 end
8 else if f(Oi, Ok|A) is stationary and at least one member of
{f(Ok|A), f(Oj|A)} is stationary then
9 Orient 〈Oi, Ok, Oj〉 as Oi ∗—IOkJ—∗Oj
10 Add 1 + maxK to Kik and Kjk
11 end
12 else if f(Oj, Ok|A) is stationary and at least one member of
{f(Ok|A), f(Oi|A)} is stationary then
13 Orient 〈Oi, Ok, Oj〉 as Oi ∗—IOkJ—∗Oj
14 Add 1 + maxK to Kik and Kjk
15 end
16 end
17 end
Algorithm 7: V-Structure Discovery for F2CI
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Data: r,GM , K
Result: GM , K
1 if the sufficient conditions of Rule r hold then
2 Fire Rule r and accordingly modify GM
3 if (1) a filled endpoint was just oriented by Rule r at say Oj on the edge Oi ∗—∗Oj,
(2) all filled edges in the sufficient conditions of Rule r contain overlapping time
points K in K, and (3) every density checked by M is stationary then
4 Kij ← Kij ∪K
5 end
6 else if (1) a filled endpoint was just oriented by Rule r at say Oj on the edge
Oi ∗—∗Oj, and (2) ∃ a density checked by M that is non-stationary then
7 Kij ← {Kij, 1 + maxK}
8 end
9 end
Algorithm 8: Rule Application for F2CI
Data: Rule r, GM , K
Result: GM , K
1 repeat
2 GMold ← GM
3 for Rule r in R1a-R10e do
4 Orient as many edges as possible using Rule r with Algorithm 8
5 end
6 if GMold 6= GM then
7 Kold ← K
8 end
9 until maxKold < min
(K \ Kold) and GMold = GM ;
Algorithm 9: Orientation Rules for F2CI
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3. If we have the unfilled arrowhead Oi∗→ Oj, then Otj 6∈ An(Oti ∪ St) for all t ∈ S(f(T )).
4. If we have the unfilled tail Oi ∗—Oj, then Otj ∈ An(Oti ∪ St) for all t ∈ S(f(T )).
5. If we have the square Oi ∗—Oj, then Otj ∈ An(Oti ∪ St) for some t ∈ S(f(T )) and
Otj 6∈ An(Oti ∪ St) for some other t ∈ S(f(T )).
6. If we have the filled arrowhead Oi ∗—IOj, then we either have Oi∗→ Oj or Oi ∗—Oj.
7. If we have the filled tail Oi ∗—•Oj, then we either have Oi ∗—Oj or Oi ∗—Oj.
8. If we have the circle Oi ∗−◦Oj, then we either have Oi∗→ Oj, Oi ∗—Oj, or Oi ∗—Oj.
I also propose RF2CI which remains identical to F2CI except we just perform PC skeleton
discovery during the skeleton discovery phase. Now a graph GM is an RF2CI-PTAG that
represents the CMJ-DAG G on S(f(T )) if the aforementioned conditions 1 and 3-8 hold,
but we have a modified condition 2:
2. The presence of an edge between two vertices Oi and Oj in G implies that Oi ⊥⊥ Oj|(W ∪
S) in Pm for all subsets for all subsets W ⊆ A˜dj(Oi) \ Oj and for all subsets W ⊆
A˜dj(Oj) \ Oi. Here, A˜dj(Oj) refers those variables adjacent to Oj after running PC’s
skeleton discovery procedure.
We conclude this subsection with the following result:
Theorem 2. Assume mixture faithfulness, d-separation faithfulness with respect to PXt ,∀t ∈
S(f(T )) and parameter faithfulness. Then, the output of F2CI is an F2CI-PTAG, and the
output of RF2CI is an RF2CI-PTAG.
Proof. F2CI discovers P˜DS(Oi) for each Oi ∈ O by Lemma 5. By a similar argument,
RF2CI discovers A˜dj(Oi), a superset of Adj(Oi), for each Oi ∈ O. Soundness of the
arrowheads in v-structure discovery follows by Lemma 6. Soundness of the other endpoints
follows by the soundness of the orientation rules in Lemmas 7, 8 and 11-18.
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5.5 IMPLEMENTATION
I implemented F2CI for the linear Gaussian case due to modern limitations of CMM. Accord-
ing to the previous chapter, the proposed algorithm requires a sound method for assessing
whether the number of components in any conditional mixture model does or does not exceed
one; we cannot just fit a conditional mixture model with a known number of components.
In practice, investigators usually determine the number of components by either using an
information criterion score such as BIC or AIC or by performing parametric bootstrap of
the likelihood ratio statistic for testing:
H0 : m = m0,
H1 : m = m0 + 1,
(5.1)
for some positive integer m0 [McLachlan, 1987].
2 However, methods for determining the
number of components quickly run into theoretical or practical issues once one moves away
from parametric and/or linear models. For example, non-parametric methods which allow
the user to determine the number of components also often impose a conditional indepen-
dence assumption which prevents their usefulness in the proposed setting [Allman et al.,
2009, Sgouritsa et al., 2013]. Note that a semi-parametric method with automatic model
selection currently does exist, but the method does not scale well beyond a univariate condi-
tioning set [Huang et al., 2013]. I suspect however that these limitations will likely disappear
in the future as investigators develop better performing and more general semi-parametric
methods for conditional mixture modeling.
Although I focus on the linear Gaussian case in the implementation, F2CI is in no way
restricted to this situation in theory provided that the user has access to a more general
CMM method which can automatically determine whether or not the number of components
exceeds one. I have in fact designed the algorithm so that, if the user acquires such a
method, then the user can simply use his or her CMM method in F2CI without sacrificing
the algorithm’s soundness.
2Methods for parametric bootstrapping of the likelihood ratio test statistics sequentially test m = m0
versus m = m0 + 1 for m0 = 1, 2, . . . The methods then terminate after the bootstrapped p-value for one of
these tests exceeds a specified significance level (typically 0.05).
76
5.5.1 Finite Mixtures of Multiple Response Linear Regressions
I now extend CMM in the Gaussian case to multiple responses. Consider the following
Gaussian model:
Y = XTβ + ε, (5.2)
where ε ∼ N (0,Σ).
Now assume Σ is non-singular and known. Then we can write the log-likelihood for β
conditional on X up to a constant not depending on β as follows:
L(β) = −1
2
tr
[
(Y −Xβ)C(Y −Xβ)T ], (5.3)
where C = Σ−1 and Y is a matrix with rows corresponding to samples. I can also write the
partial derivative of 5.3 with respect to β as follows:
∂L(β)
∂β
= XTY CT −XTXβCT . (5.4)
We obtain the following maximum likelihood estimate β̂ after setting the derivative equal to
zero and solving for β:
β̂ = (XTX)−1XTY , (5.5)
Notice that the maximum likelihood estimate does not depend on Σ. As a result, we can
obtain β̂ by simply performing multiple univariate least square regressions.
We can similarly consider a weighted log-likelihood:
L(β) = −1
2
tr
[
W (Y −Xβ)C(Y −Xβ)T )], (5.6)
where W is a diagonal matrix of weights. Again, setting the partial derivative with respect
to β to zero and then solving for β, we obtain the following maximum likelihood estimate:
β̂ = (XTWX)−1XTWY . (5.7)
Now consider the following conditional mixture density:
f(Y |X) =
m∑
j=1
λjN (Y |XTβj, σ2j ). (5.8)
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We can use the EM algorithm to find a local maximum of the expected multivariate likeli-
hood. The E-step admits a simple modification with a multivariate response:
φ
(t)
ij =
λ
(t)
j ζ(yi|xTi β(t)j , σ2,(t)j )∑m
j′=1 λ
(t)
j′ ζ(yi|xTi β(t)j′ , σ2,(t)j′ )
. (5.9)
Finally, the M-step updates of the β and σ parameters are given by the aforementioned
weighted least squares:
β
(t+1)
j = (X
TW
(t)
j X)
−1XTW (t)j Y ,
σ
2(t+1)
j =
∥∥∥∥√W (t)j (Y −XTβ(t+1)j )∥∥∥∥2
tr(W
(t)
j )
.
(5.10)
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6.0 EVALUATION
I now describe the evaluation procedure on synthetic and then real data.
6.1 SYNTHETIC DATA
6.1.1 Algorithms
I compared the following four algorithms: F2CI, RF2CI, FCI and RFCI. I performed causal
discovery with the non-parametric KCI test1 [Zhang et al., 2011] for sample sizes up to and
including 500; otherwise, I used a faster non-parametric CI test called RCoT [Strobl et al.,
2017]. Finally, I utilized the EM algorithms described in Sections 3.10.2 and 5.5.1 for fitting
finite mixtures of linear regressions. All experiments were run on a laptop with 2.6 GHz of
CPU and 16 GB of RAM.
6.1.2 Metrics
I will consider CMJs with and without non-stationary feedback. Recall that the usual acyclic
causal DAG is a stationary CMJ without feedback. Now, by design, the oracle versions of
F2CI and FCI as well as the oracle versions of RF2CI and RFCI give identical results in
this usual acyclic scenario. I can therefore evaluate the four algorithms in a straightforward
fashion using the structural Hamming distance (SHD) to their oracle graphs for this case
[Tsamardinos et al., 2006].
1Fisher’s z-test is not enough even with a linear Gaussian CMJ due to the potential mixing of the
Gaussians.
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Observe however that we cannot compute SHD when non-stationarity and/or feedback
loops exist because the oracle graphs are not identical between F2CI and FCI as well as
between RF2CI and RFCI in this situation. We therefore require a more sophisticated
approach.
I choose to use informedness, markedness and Matthew’s correlation to evaluate the
algorithms when non-stationarity and/or feedback loops exist [Powers]:
Informedness =
TP
TP + FN
+
TN
TN + FP
− 1,
Markedness =
TP
TP + FP
+
TN
TN + FN
− 1,
Correlation =
TP × TN − FP × FN√
(TP + FP )(TP + FN)(TN + FP )(TN + FN)
= ±
√
Informedness ∗Markedness.
(6.1)
The above formulations of informedness and markedness are equivalent to those in Equation
3.22. We can view informedness as a bias and prevalence corrected recall measure, marked-
ness as a a bias and prevalence corrected precision measure, and (Matthew’s) correlation as
a resemblance to the geometric mean between informedness and markedness.
I now must define a true positive, false positive, true negative and false negative in
order to use the informedness and markedness metrics. Note that there is no one way to
define these quantities. For this thesis, let a positive denote a non-circle endpoint while a
negative denote a circle endpoint in the output of the algorithm. I define a true positive as a
correctly determined non-circle endpoint; i.e., the ancestral or non-ancestral relation in the
output holds in the ground-truth CMJ. A false positive is an incorrectly determined non-circle
endpoint. A true negative is a correctly determined circle endpoint; i.e., a circle endpoint
which exists on an edge as any endpoint type in the output of the skeleton discovery phase
of the algorithm run with oracle information. A false negative is an incorrectly determined
circle endpoint.
The above definitions of a true positive, false positive, true negative and false negative
have two advantages. First, the definition of a positive allows us to directly compare filled
and unfilled non-circle endpoints. We can therefore directly compare F2CI with FCI as well
as RF2CI with RFCI. Second, recall that we have identical skeleton discovery phases in F2CI
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and FCI as well as in RF2CI and RFCI. Orienting an increasing number of circle endpoints
will thus decrease the number of circle endpoints to the same degree in F2CI and FCI as well
as in RF2CI and RFCI for the definition of a negative. Now observe that other definitions
of a positive and a negative based on (1) ancestral/non-ancestral relations, or (2) separating
out all endpoint types, do not inherit both of the aforementioned advantages.
Next recall that the oracle graph adjacencies can appear due to the existence of adja-
cencies in the CMJ-DAG but also due to the existence of inducing paths and/or parameter
dependence. I therefore created a third set of metrics only depending on the ground truth
CMJ-DAG rather than the oracle, where we kept the same positives but changed the nega-
tives to CMJ-DAG adjacencies rather than oracle graph adjacencies.
6.1.3 Data Generation
I used the following procedure in [Colombo et al., 2012] to generate 100 different Gaussian
DAGs with an expected neighborhood size of E(N) = 2 and p = 20 vertices. First, I gener-
ated a random adjacency matrix A with independent realizations of Bernoulli(E(N)/(p−1))
random variables in the lower triangle of the matrix and zeroes in the remaining entries.
Next, I replaced the ones in A by independent realizations of a Uniform([−1,−0.1]∪ [0.1, 1])
random variable. We can interpret a nonzero entry Aij as an edge from Xi to Xj with
coefficient Aij in the following linear model:
X1 = ε1,
Xi =
p−1∑
r=1
AirXr + εi,
(6.2)
for i = 2, . . . , p where ε1, ..., εp are mutually independent N (0, 1) random variables. I finally
introduced non-zero means µ by adding p independent realizations of a N (0, 4) random
variable to X. The variables X1, . . . , Xp then have a multivariate Gaussian distribution
with mean vector µ and covariance matrix Σ = (I − A)−1(I − A)−T , where I is the p × p
identity matrix.
I converted the 100 DAGs into 100 CMJ-DAGs with latent and selection variables using
the following procedure. For each DAG, I first randomly select with replacement a set of
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either 0 or 3-6 non-stationary variables from X, which I now call D. Here, a non-stationary
variable denotes a variable that may contain multiple nodes in the CMJ-DAG; as a result,
non-stationary variables may introduce non-stationary distributions as well as feedback. I
next drew the length of time for each causal relation to any variable in D from [0.1, 0.5]. I
similarly randomly selected a set of 0-3 latent common causes L without replacement. From
the set of X \{D,L}, I then selected a set of 0-3 selection variables S without replacement.
I sampled each of the resulting CMJ-DAGs as follows. I first sampled each CMJ-DAG
uniformly from time point 0 to its ending time point plus 0.5 time points. For each selection
variable in S, I then eliminated the bottom s percentile of samples, where I drew s according
to independent realizations of a Uniform([0.1, 0.5]) random variable. I finally eliminated all
of the instantiations of the latent variables from the dataset. Ultimately, I created five
datasets with sample sizes of 100, 200, 500, 1000 and 5000 for each of the 100 CMJ-DAGs.
6.1.4 Results without Non-Stationarity & Feedback
I first evaluated the algorithms in a CMJ without non-stationary distributions and feedback
loops by setting |D| = 0; this situation is equivalent to causal discovery with the usual causal
DAG. Here, we hope F2CI and FCI as well as RF2CI and RFCI will give near identical results.
I have summarized the results in Figure 6.1 in terms of the SHD to the oracle graphs
as well as computation time. None of the pair-wise comparisons of the mean SHDs between
F2CI and FCI as well as between RF2CI and RFCI reached statistical significance at any
sample size even at an uncorrected threshold of 0.05 using paired t-tests (max absolute t-
value: 1.578, min two-sided p-value: 0.118). I therefore conclude that F2CI and FCI have
comparable performance in the acyclic case, and likewise for RF2CI and RFCI. In fact, both
F2CI and RF2CI achieve this comparable performance under 4 minutes on average across all
sample sizes. Recall that the algorithms exhibit a large drop in run-time at a sample size of
1000, because I used the faster CI test called RCoT instead of KCIT for sample sizes above
500.
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(a) (b)
Figure 6.1: Results for the acyclic case in terms of SHD to the oracle graphs as well as
computation time. Error bars denote 95% confidence intervals of the mean.
6.1.5 Results with Non-Stationarity & Feedback
I have summarized the results for CMJs with non-stationary distributions and/or feedback
loops in Figure 6.2. Here, I set |D| to 3, 4, 5 or 6. Notice that F2CI and RF2CI continue
to improve across the three metrics of informedness, markedness and Matthew’s correlation
based on the oracle graph adjacencies with increasing sample sizes whereas FCI and RFCI
saturate. I have summarized the t-statistics of paired t-tests across all of the three metrics
and all of the sample sizes in Table 6.1. Observe in particular the large magnitudes of
t-statistics for all of the three metrics. I therefore conclude that the proposed methods
outperform FCI and RFCI by a large margin.
Note that virtually the same results held even when I gave FCI and RFCI the benefit
of the doubt by considering a relaxed interpretation of their tail endpoints; here, I count
Oi −∗Oj as correct if Oti ∈ An(Otj,St) at some t ∈ S(f(T )) (as opposed to all t ∈ S(f(T )))
for FCI and RFCI only. I maintained the more stringent interpretation of all time points for
the unfilled tails in the output of F2CI and RF2CI. I have listed the t-statistics for this case in
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Table 6.2; notice that the t-statistic values are only slightly smaller than those of Table 6.1.
Finally, F2CI still outperforms FCI and RF2CI still outperforms RFCI using informedness,
markedness and correlation based on the CMJ-DAG adjacencies (Figure 6.3). Here, recall
that the true positives and false positives remain the same, but the true negatives correspond
to circle endpoints which exist on any edge as any endpoint type in the CMJ-DAG; thus a
true negative corresponds to a correctly determined adjacency. The false negatives, on the
other hand, correspond to incorrectly determined adjacencies, or circle endpoints which do
not exist on any edge in the CMJ-DAG.
I have also summarized the computational time of the four algorithms in part (d) of
Figure 6.2. In general, F2CI and RF2CI take longer to complete than FCI and RFCI,
respectively, due to the additional conditional mixture modeling. Note that the algorithms
exhibit a large drop in run time at a sample size of 1000, because we equipped the algorithms
with the faster RCoT CI test for sample sizes of 1000 and 5000 (as opposed to the KCIT CI
test). However, all algorithms complete within 7 minutes on average across all sample sizes.
6.2 REAL DATA
6.2.1 Algorithms
I again compared F2CI, RF2CI, FCI and RFCI. We equipped the algorithms with the RCoT
test as well as the Gaussian regression CMM methods as used in the previous section.
6.2.2 Metrics
We usually do not have access to the ground truth CMJ with real data. We can never-
theless still use some additional information in order to ascertain some of the underlying
causal structure. In this thesis, I consider longitudinal datasets that have additional time
information. Recall that causal relations cannot occur backwards in time under the CMJ
framework; i.e., O
Ji,k
i cannot be an ancestor of O
Jj,l
j , if Jj,l < Ji,k. I therefore evaluated
the four algorithms using real longitudinal datasets by first running the algorithms on the
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(a) (b)
(c) (d)
Figure 6.2: Results for the non-stationarity and feedback case in terms of (a) informedness,
(b) markedness, (c) Matthew’s correlation and (d) computation time. We computed in-
formedness, markedness and Matthew’s correlation with the oracle graph adjacencies in this
case. Notice that F2CI outperforms FCI by a large margin across the first three metrics, and
likewise for RF2CI and RFCI.
longitudinal datasets stripped of time information. Then, I counted the number of errors
made by the algorithms by summing over (1) the number unfilled tails, filled tails or squares
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100 250 500 1000 5000
F2CI vs. FCI 2.727 4.830 9.684 7.649 10.368
RF2CI vs. RFCI 3.221 7.275 12.298 13.151 17.245
(a)
100 250 500 1000 5000
F2CI vs. FCI 2.692 4.623 5.121 4.175 6.676
RF2CI vs. RFCI 2.597 5.408 5.613 5.449 5.664
(b)
100 250 500 1000 5000
F2CI vs. FCI 2.853 4.946 9.446 6.582 10.744
RF2CI vs. RFCI 3.219 6.912 10.168 10.529 13.667
(c)
Table 6.1: T-statistics of (a) informedness, (b) markedness and (c) Matthew’s correlation
based on the oracle graph adjacencies as a function of sample size. Italicized values did not
pass the Bonferroni corrected threshold of 0.05/10.
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100 250 500 1000 5000
F2CI vs. FCI 2.727 4.677 9.211 7.408 9.630
RF2CI vs. RFCI 3.221 7.103 11.853 12.707 16.668
(a)
100 250 500 1000 5000
F2CI vs. FCI 2.853 4.777 8.872 6.186 9.890
RF2CI vs. RFCI 3.219 6.680 9.655 10.113 13.202
(b)
Table 6.2: T-statistics of (a) informedness and (b) Matthew’s correlation based on oracle
graph adjacencies as a function of sample size using the relaxed tail endpoint interpretation.
Markedness values remain identical to those of Table 6.1. Italicized values did not pass the
Bonferroni corrected threshold of 0.05/10.
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(a) (b)
(c)
Figure 6.3: Results for the non-stationarity and feedback case in terms of (a) informedness,
(b) markedness, (c) Matthew’s correlation based on the CMJ-DAG adjacencies. F2CI still
outperforms FCI on average, and likewise for RF2CI and RFCI.
from a variable in a later wave to a variable in an earlier wave each with an additional un-
filled arrowhead at the variable in the later wave, and (2) the number of unfilled tails from
a variable in a later wave to a variable in an earlier wave each with an additional unfilled
arrowhead, filled arrowhead or square at the variable in the later wave.
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6.2.3 Datasets
I evaluated the algorithms on 200 non-paramateric bootstraps of the following real longitu-
dinal datasets:
1. Continuous clinical data from the Framingham Heart Study [Mahmood et al., 2014]:
The Framingham Heart Study is a longitudinal study of the cardiovascular health of
residents of Framingham, Massachusetts. I used an abbreviated version of the dataset
consisting of 2003 samples and 23 continuous clinical variables across 3 waves after some
data cleaning; here, I specifically removed all discrete variables, all variables with more
than 1000 missing values and then all samples with any missing values. See Table B1a
in Appendix B for a list of all of the final variables.
2. Dahlberg and Johansson’s Municipal Expenditure Dataset [Dahlberg and Johansson,
2000]: This dataset lists the expenditures, revenues and grants of 265 Swedish munici-
palities from 1979 to 1987. The dataset therefore contains a total of 265 samples over
3 ∗ 9 = 27 variables. See Table B1b in Appendix B for a list of all of the final variables.
Now real data is usually non-Gaussian, so we also subjected both the Framingham and
Municipalities datasets to the multivariate Yeo-Johnson transformation to Gaussianity in or-
der to desensitize the Gaussian mixture modeling to deviations from Gaussianity [Yeo, 2000].
We can view the Yeo-Johnson transformation as a more sophisticated log-transform; thus,
the Yeo-Johnson transformation does not transform the data to exact Gaussianity except
under very special cases. The transformation ultimately helped both F2CI and RF2CI orient
endpoints; without the transformation, both F2CI and RF2CI do not orient any endpoints.
The Yeo-Johnson transformation however was not enough to orient endpoints for the
Municipalities dataset due to large deviations from Gaussianity. I therefore also replaced the
BIC score with the more conservative Integrated Complete Likelihood (ICL) score2 during
v-structure discovery in order to orient some endpoints in this case.
2Recall that the BIC score approximates the integrated likelihood over the observed data. The ICL score
on the other hand corresponds to the integrated likelihood over the observed and missing data. Experiments
show that the ICL score tends to be more conservative than the BIC score but also more robust to violations
of the mixture modeling assumptions [Biernacki et al., 2000].
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(a) (b)
(c) (d)
Figure 6.4: The number of ancestral relations directed backwards in time for (a) the Framing-
ham Heart Study and (c) the Swedish Municipalities datasets. F2CI detects less backwards
ancestral relations than FCI and likewise for RF2CI and RFCI. Associated timing results
also in (b) and (d).
6.2.4 Results
I have summarized the results in Figure 6.4. For the Framingham Heart dataset, I found
that F2CI oriented fewer ancestral relations directed backwards in time than FCI under the
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Bonferroni level of 0.05/2 (t = -3.019, p = 5.246E-3). A similar result held for RF2CI vs
RFCI (t= -6.621, p = 3.244E-10). The results also held even after dividing by the total
number of oriented endpoints (F2CI vs FCI: t=-2.896, p = 7.112E-3; RF2CI vs RFCI: t=-
12.866, p < 2.200E-16). See Table B2 of Appendix B for a list of all of the inferred endpoints
for the Framingham dataset. Finally, F2CI only took 1.030 minutes longer than FCI (95%
CI: 0.946, 1.114), while RF2CI took 7.832 minutes longer than RFCI (95% CI: 7.602, 8.062).
The results with the Municipal Expenditure Dataset mimicked the results with the data
of the Framingham Heart Study. Again, F2CI and RF2CI oriented fewer ancestral relations
directed backwards in time than FCI and RFCI, respectively (F2CI vs FCI: t=-4.932, p =
1.716E-6; RF2CI vs RFCI: t=-7.271, p = 8.012E-12). The results held even after dividing
by the total number of oriented endpoints (F2CI vs FCI: t=-4.212, p = 3.968E-5; RF2CI vs
RFCI: t=-3.294, p = 1.17E-3). See Table B3 of Appendix B for a list of all of the inferred
endpoints for the first 3 waves of this Municipalities dataset. Furthermore, timing results
revealed that F2CI only took 0.213 minutes longer than FCI (95% CI: 0.192, 0.233), while
RF2CI took 0.750 minutes longer than RFCI (95% CI: 0.716, 0.783). RF2CI also took longer
than F2CI in this case, because the graph for RF2CI had many more edges than that of
F2CI, so RF2CI had to call the CMM method more times than F2CI.
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7.0 CONCLUSION
I now conclude this thesis with a summary in Section 7.1, a discussion of the limitations in
Section 7.2, and suggestions for future work in Section 7.3. I then wrap up the thesis with
final remarks in Section 7.4.
7.1 SUMMARY
I have developed a framework called the CMJ and an associated algorithm called F2CI which
both provide a solution to the problem of causal discovery under non-stationary feedback.
The CMJ framework implies that we can view the problem of causal discovery under non-
stationary feedback as equivalent to the problem of causal discovery under mixing. I therefore
propose an algorithm which uses one type of un-mixing engine called a CMM oracle in order
to recover a summary graph of the underlying CMJ. In practice, F2CI outperforms FCI when
non-stationarity and/or feedback exists and also performs on par with FCI when they do
not exist, as in the usual acyclic case.
7.2 LIMITATIONS
The F2CI algorithm nonetheless carries some limitations due to CMM. First, investigators
usually implement the CMM method with the EM algorithm which may not always globally
maximize the log-likelihood. The CMM method may therefore not consistently identify
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the number of mixture components.1 Second, CMM methods currently suffer from non-
identifiability issues in the non-parametric setting and thus require parametric assumptions.
For example, I imposed the Gaussian distribution assumption in the experiments. Extending
F2CI to the non-parametric setting may therefore require additional information in order to
avoid CMM modeling altogether.
7.3 FUTURE WORK
We may in particular consider utilizing approximate time information in future work. Recall
that mixture data does not contain time information about the underlying CMJ, so the
F2CI algorithm does not use time information. We nevertheless often have access to an
approximate time point for each sample in practice (even though we may not have access
to the exact time point). For instance, we may consider “years since the diagnosis of mild
cognitive impairment” as an approximate time point for Alzheimer’s disease, since patients
diagnosed with mild cognitive impairment at an earlier date are likely to have more advanced
Alzheimer’s disease. I believe that the use of approximate time information may allow the
development of fully non-parametric causal discovery algorithms that are sound even under
non-stationarity and/or feedback.
The importance of the parametric CMM method in the proposed F2CI algorithm nonethe-
less also implies that we should consider improving CMM modeling by expanding the family
of mixing distributions. We can often define such a family over a small class of distributions
(e.g., the Gaussians), but we require a more sophisticated family if we want to impose less
restrictive assumptions. Here, we must define a family general enough to accommodate most
real-world distributions but also stringent enough to allow identifiability of at least some of
the mixing parameters; I believe that this is a difficult but interesting open problem for
future research in causal discovery.
1I nevertheless find that the EM algorithm with the BIC score usually outputs the correct number of
components in practice, even when the algorithm does not discover a global optimum.
93
7.4 FINAL COMMENTS
Note that many other avenues for future work exist, but I encourage researchers to use F2CI
as well as its faster sister algorithm RF2CI in the meantime. I have provided an R package
containing the algorithms as well as KCIT, RCoT and the mixture of linear regressions
methods.2 I have also designed the algorithms so that investigators can easily substitute in
any consistent CI test and/or CMM method suitable for their problem. I ultimately hope
that both F2CI and RF2CI will help investigators discover many useful causal relations in
their domains of interest.
2R package URL: https://github.com/ericstrobl/F2CI
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APPENDIX A
SMOKING TOBACCO & LUNG CANCER
I briefly summarize the history of the discovery of the tobacco-lung cancer causal link.
Several retrospective observational studies revealed a strong correlation between smoking
tobacco and lung cancer beginning in 1940 [Mu¨ller, 1940, Schairer and Scho¨niger, 1944]. In
order to eliminate the influence of recall bias, investigators further confirmed the associ-
ation in prospective cohort studies, even when investigators matched participants by age,
sex, occupation and several other traits [Doll and Hill, 2004, Hammond and Horn, 1954].
Investigators also replicated the association between smoking tobacco and lung cancer in
multiple twin studies which confirmed that genetics alone could not explain the association
between smoking tobacco and lung cancer [Kaprio and Koskenvuo, 1989, 1990, Braun et al.,
1994]. Other researchers also identified multiple chemical constitutes of tobacco that were
also associated with cancer in human [Roffo, 1939, Rep, 1952]. Next, investigators conduct-
ing detailed cellular pathology studies in humans found an association between cigarette
smoking and ciliastasis, or the destruction of tiny hair like structures in the airways [Hild-
ing, 1956, Auerback et al., 1957]. Moreover, the cilia were destroyed in precisely those areas
where cancers were most likely to develop. Scientists finally found that smearing tobacco on
the skins of animals increased tumor development in multiple experiments spanning several
animal species [Roffo, 1931, Wynder et al., 1953].
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APPENDIX B
REAL DATA VARIABLES & RESULTS
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Variable Waves
Total Cholesterol Level 1,2,3
Age 1,2,3
Systolic Blood Pressure 1,2,3
Diastolic Blood Pressure 1,2,3
Body Mass Index 1,2,3
Heart Rate 1,2,3
Blood Glucose Level 1,2,3
HDL Level 3
LDL Level 3
(a)
Variable Waves
Expenditures 1-9
Receipts, Taxes & Fees 1-9
Government Grants & Shared Tax Revenues 1-9
(b)
Table B1: Variables and their wave numbers for (a) the Framingham Heart Study and (b)
the Municipal Expenditure datasets.
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Start End Endpoint Type(s)
Heart Rate (1) Heart Rate (2) Unfilled & Filled Arrowhead
Heart Rate (3) Heart Rate (2) Unfilled & Filled Arrowhead
Heart Rate (1) Heart Rate (3) Filled Arrowhead
Glucose (3) Heart Rate (3) Filled Arrowhead
Heart Rate (2) Heart Rate (3) Filled Arrowhead
Heart Rate (1) Heart Rate (2) Filled Arrowhead
Glucose (2) Heart Rate (2) Filled Arrowhead
Heart Rate (3) Heart Rate (2) Filled Arrowhead
BMI (1) Total Cholesterol (1) Filled Arrowhead
BMI (1) Total Cholesterol (1) Filled Arrowhead
BMI (2) Total Cholesterol (1) Filled Arrowhead
Diastolic Blood Pressure (1) Diastolic Blood Pressure (2) Filled Arrowhead
Glucose (2) Diastolic Blood Pressure (2) Filled Arrowhead
Glucose (1) Heart Rate (1) Filled Arrowhead
Heart Rate (3) Heart Rate (1) Filled Arrowhead
BMI (3) BMI (2) Filled Tail
Table B2: Edges with non-circle endpoints present in the output of F2CI for the Framingham
Heart Study dataset. The first column denotes the starting vertex and the second column
denotes the ending vertex for each edge. Numbers in the parentheses denote the wave number
of any given variable. Endpoints in the third column are located at the ending vertex. Each
row corresponds to an unique oriented edge present in the output of F2CI for at least one
bootstrap of the Framingham Heart Study dataset.
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Start End Endpoint Type(s)
Expenditures (1) Receipts, Taxes & Fees (1) Unfilled Arrowhead
Receipts, Taxes & Fees (2) Receipts, Taxes & Fees (1) Unfilled Arrowhead
Receipts, Taxes & Fees (1) Receipts, Taxes & Fees (2) Filled Arrowhead
Receipts, Taxes & Fees (3) Receipts, Taxes & Fees (2) Filled Arrowhead
Receipts, Taxes & Fees (1) Receipts, Taxes & Fees (3) Filled Arrowhead
Receipts, Taxes & Fees (2) Receipts, Taxes & Fees (3) Filled Arrowhead
Expenditures (2) Expenditures (3) Filled Arrowhead
Receipts, Taxes & Fees (3) Expenditures (3) Filled Arrowhead
Receipts, Taxes & Fees (3) Receipts, Taxes & Fees (1) Filled Tail
Table B3: Edges with non-circle endpoints present in the output of F2CI for the first 3
waves of the Sweden Municipal Expenditure dataset; the full table for all 9 waves contains
more than 40 rows. This table otherwise preserves the same format as Table B2. Each
row corresponds to an unique oriented edge present in the output of F2CI for at least one
bootstrap of the Sweden Municipal Expenditures dataset.
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