Abstract-Fast and unambiguous failure localization for shared risk link groups (SRLGs) with multiple links is essential for building a fully survivable and functional transparent alloptical mesh network. Monitoring trails (m-trails) have been proposed as an effective approach to achieve this goal. However, each m-trail traverses through each link by constantly taking a wavelength channel, causing a significant amount of resource consumption. In this paper, a novel framework of alloptical monitoring for SRLG failure localization is proposed. We investigate the feasibility of periodically launching optical bursts along each m-trail instead of assigning it a dedicated supervisory lightpath to probe the set of fiber segments along the m-trail, aiming to achieve a graceful compromise between resource consumption and failure localization latency. This paper defines the proposed framework and highlights the relevant issues regarding its feasibility. We provide theoretical justifications of the scheme. As a proof of concept, we formulate the optimal burst scheduling problem via an integer linear program ( 
To achieve solutions with the number of transmitters/monitors in the order of the logarithm of the number of SRLGs, out-of-band monitoring via simple/non-simple m-cycles and m-trails was investigated in [7] [8] [9] . These studies take the S-LP allocation problem as a topology coding process by assigning each SRLG a unique code, where 1 is assigned to the jth bit of the code for an SRLG if the jth m-trail traverses through the SRLG, and 0 otherwise. When an SRLG fails, which interrupts each m-trail traversing through the SRLG, the receiver of each interrupted m-trail will issue an alarm. By collecting all the alarms issued, either the network controller or the routing entities is/are expected to come up with a valid alarm code, where the jth bit position is 1 for every jth S-LP affected by the failure, while the other bit positions are 0 since the corresponding m-trails are link disjoint from the failed SRLG. The alarm code is read, and it uniquely indicates an SRLG failure event. Note that alarm dissemination should take place in the network control plane in real time right after the occurrence of failure, which not only takes a significant amount of network resources of the control plane during fault events, but also introduces additional failure localization latency and control complexity.
Some studies suggest monitoring a set of m-trails terminated at a single MN, which can completely remove the alarm dissemination complexity [5, 6, 10] . In particular, the studies in [10] further suggest that a node obtain the on-off status of a lightpath by tapping the optical signal, by which the failure localization decision can be made locally at the node. However, with the signaling complexity resolved, every link needs to consume a single wavelength channel (WL) to support the traversal of an m-trail, which leads to a significant increase of the resource consumption.
To further reduce monitoring resource consumption, some research suggests implementing the concept of m-trails using optical probes instead of static S-LP [12, 13] , where a control layer protocol is used to inspect each fiber segment along an m-trail via a "permissible probe." If there is no faulty link along the m-trail, the permissible probe will arrive at the designated receiver, and it will not appear otherwise. Thus the failure localization decision is made based on the results of the inspections on a set of m-trails. Although effective in reducing the monitoring resource consumption, this causes longer failure localization latency and additional operation overhead.
A monitoring burst (m-burst) is a framework of failure localization in all-optical mesh networks, first introduced in [14] . A single MN is traversed by a set of m-trails in a form of cycle, called m-cycles. The MN launches optical bursts along the m-cycles to detect the on-off status of the m-cycles. Due to the closed-loop shape of an m-cycle, any optical burst that is launched will be received by the MN when all links along the m-cycle are working properly, but the burst will be lost if any link along the m-cycle has failed. Each m-cycle provides a single bit, 0 or 1, in the alarm code based on whether the corresponding burst is received at the expected time instant or not, respectively. Since each m-burst is a short-duration optical flow, we no longer need to statically reserve a whole WL along each link of an m-cycle. Multiple optical bursts can be multiplexed in the time domain on the same WL, which significantly reduces the monitoring resources consumed. As a result, each link may consume as little as a single WL for fault localization to support multiple m-cycles traversing through the link. This is possible if it is provided with a proper burst scheduling mechanism at the MN, which manipulates the launching time of each optical burst such that burst collisions at any link can be completely avoided. However, the study in [14] is a preliminary one; the focus is on single-link failure localization, and the problem formulated is solved using only integer linear programs (ILPs). This paper extends [14] by providing a complete study on an m-burst framework under multi-link SRLGs. We define the m-burst scheduling problem and develop a comprehensive analysis for gaining deeper understanding of the m-trail allocation problem with a single MN. Given the maximum number of simultaneous link faults d that can possibly occur in the network, the proposed approach finds a set of m-trails to identify any SRLG failure and determines the instants of launching m-bursts in order to avoid burst collisions along any link of the network.
The rest of the paper is organized as follows. Section II presents the related work on multi-link SRLG failure localization in all-optical networks. The problem formulation is given in Section III. A theoretical analysis of the multi-link SRLG failure localization algorithm is presented in Section IV. In Section V, an ILP is formulated to solve the proposed m-trail allocation and burst scheduling problem. In Section VI, a heuristic algorithm to localize multiple-link SRLG failures is provided. Numerical experiments were conducted, and the results are given in Section VII. Section VIII concludes the paper.
II. BACKGROUND

A. Failure Localization in GMPLS
Fault management is defined under the control framework of generalized multi-protocol label switching (GMPLS) [15] as a set of real-time tasks performed sequentially right after the occurrence of any failure, including failure localization, notification, and correlation. The first two tasks (i.e., localization and notification) in the optical network domain are defined via a series of electronic signaling mechanisms. By applying the link management protocol (LMP) coupled with a signaling protocol such as the resource reservation protocol with traffic engineering (RSVP-TE), each downstream node of a failed working lightpath is subject to loss of light (LOL) and will send an alarm to its upstream node. After receiving the alarm, the upstream node checks the corresponding input port and forwards the alarm further upstream if the node is also subject to LOL. Otherwise, the downstream link is the faulty link, and the upstream node initiates protection/restoration procedures. Guo and Kuo [16] proposed an enhanced scheme to expedite the fault localization process by having the node that sensed the LOL send alarms to both upstream and downstream nodes.
The aforementioned GMPLS-based approaches have many weaknesses. First, alarms could be simultaneously issued by multiple downstream nodes, and the number of alarms is determined by the number of lightpaths traversing through the faulty link(s) and the length of the lightpaths. Such a large number of alarms could easily lead to an alarm storm in the control plane, and the alarm storm may crash the network. Second, the aforementioned approaches cannot handle multilink SRLG failure events, because a node can only be aware of a faulty link if the link is a downstream link of any lightpath traversing the node, but the node has no way of knowing the status of a link if all lightpaths traversing the node are link disjoint from the link. Therefore, when a multi-link SRLG fails, a node may only be able to identify the failure of a subset of the links in the SRLG, and thus may select a protection path for restoration that is nonetheless subject to the failure, too. Third, due to the extensive electronic signaling mechanism and nodal processing, the aforementioned approaches may cause hundreds of milliseconds of delay just for the failure localization/notification process, and this delay is added to the overall restoration time. Note that a slow restoration not only causes data loss but also impacts upper network/transport layer protocols such as open shortest path first (OSPF) and transmission control protocol (TCP).
To improve the GMPLS-based approaches, link-based monitoring [3, [6] [7] [8] [9] 17] has been considered such that every link is exclusively monitored via a single-hop S-LP. Once a failure occurs, the monitor(s) subject to LOL will issue an alarm, which is further shipped to the network controller or the corresponding decision nodes (e.g., edge routers) for subsequent restoration processes.
Although being an effective solution that can mitigate the awkward situation in the conventional GMPLS-based approach, the link-based monitoring approach requires |E| WLs along with |E| transmitters/monitors, which are considered precious resources in optical networks, where |E| is the number of links in the network. Besides, similar to the GMPLS-based approaches, link-based monitoring strongly relies on electronic signaling for failure notification, which leads to considerable control complexity and long restoration time. Thus, numerous schemes based on sophisticated designs and various assumptions have been extensively reported in the past decades; these are surveyed in the next subsection.
B. Literature Review
Harvey et al. [13] outline non-adaptive probing schemes based on combinatorial group testing (CGT). The methods find fault-free link sets in a network G and identify probes to localize faulty links using each link set as a hub. The schemes are for highly connected networks, and they cannot be applied in networks with limited connectivity to achieve the bounds on the minimum number of probes L * (G, d).
Ahuja et al. [5] propose a multi-link SRLG failure localization method using a monitoring cycle (MC) and a monitoring path (MP). The complexity of the method is upper bounded by O(|Ψ| 2 |V |log 2 |V |), where |Ψ| is the number of SRLGs under consideration. The required number of m-trails |M| is upper bounded by O(|Ψ| 2 ); the upper bound is reduced to O(|Ψ|) in this paper.
Wu et al. [18] provide an approach for optimally allocating m-trails to achieve unambiguous SRLG failure localization using ILP where the decimal alarm codes of each pair of SRLGs are kept dissimilar. Thus the number of constraints is in O(|Ψ| 2 ), which is reduced to O(|E Ψ|) in this paper. Similar ideas of [18] are further explored on a bidirectional monitoring trail (bm-trail) in [11] , where greedy code swapping (GCS) is developed to form each m-trail. The worst-case complexity of the method is O(d 4 |V ||E| 2 log 2 |E|(1 + h ∆ )), where d is the maximum number of links in an SRLG and h ∆ is the difference between the maximum and minimum Hamming weights of the generated CGT codes. The method is applied in a dense SRLG scenario.
Babarczi et al. [19] propose an algorithm called adjacent-link failure localization (AFL) that deals with sparse SRLGs that include all single-link and some adjacent-link SRLGs. Although effective, the complexity of AFL is O(∆ 2 |V ||E| 3 log 2 |E|), where ∆ is the maximal nodal degree of the graph. We improve the worst-case complexity to O((|E| + 1) d (|V |log 2 |V | + |E|)) in this paper, where d is 2 for all single-link and adjacent-link SRLGs.
III. PROBLEM DESCRIPTION
A. M-Burst Framework
With the proposed m-burst framework, a short-duration lightpath (i.e., an optical burst) is launched along each m-trail to probe its status. Thus time-domain multiplexing of multiple m-trails along a single WL is possible, which allows for a significant saving of monitoring resources. However, optical bursts can only cut through the optical domain without buffering. To achieve the time-domain multiplexing of optical bursts, the MN has to schedule the timing of launching the burst for each m-trail, such that no collision will occur along any link. A naïve burst schedule is that each m-trail is sequentially probed (i.e., the MN does not launch the burst for the next m-trail until the current probing result is obtained). However, this yields the longest delay by summing up the propagation time along all the m-trails. Thus, simultaneously probing multiple m-trails while avoiding any burst collision is essential. Figure 1 gives an example of the proposed m-burst framework operation and burst schedule. As shown in Fig. 1(a) , node A is the MN, and T 1 and T 2 are two m-trails in dashed and dotted lines, respectively. Node A launches bursts β 1 and β 2 at time instants t 1 and t 2 along T 1 and T 2 , respectively. The length of each burst is L ms. By assuming a single monitoring WL along each link, the periods that β 1 and β 2 traverse through links (C, E) and (D, A) (which are taken by both m-trails) should be interleaved by at least L. This creates two constraints on the timing of launching the two bursts at the MN: t 1 +t ab +t bc +L ≤ t 2 +t ac or t 1 +t ab +t bc ≥ t 2 +t ac +L for link (C, E) and t 1 +t ab +t bc +t ce +t ed +L ≤ t 2 +t ac +t ce +t e f +t f d or t 1 + t ab + t bc + t ce + t ed ≥ t 2 + t ac + t ce
, where t ab , t bc , t ce , t ed , t ac , t e f , and t f d are the propagation times of links (A, B), Note that the optical signal propagation is precise; thus, with a burst schedule, the timing of the arrival and departure of a burst upon any link is defined accordingly. It yields an important fact that the MN can determine an m-trail as failed if the MN did not receive a burst from a specific input port at a specific time instant. On the other hand, an intermediate node of an m-trail knows when and how to configure its cross-connect without relying on any additional signaling. This is possible since the m-trail deployment only depends on the network topology, which is considered rather static; and the signaling of the burst schedule for each node can be done once at the beginning using RSVP-TE: each node can periodically configure its cross-connect at the reference time instant according to the assigned schedule. 
Since both T 1 and T 2 traverse through links (C, E) and (D, A), the maximum failure localization latency can be minimized by utilizing the monitoring WL of these links as much as possible while satisfying the constraints. If we assign t 1 = L and t 2 = 0 for the first monitoring period, the maximum failure localization latency will be t 1 + 5δ + L = 2L + 5δ, which is the least possible value. Thus, each m-trail is probed once every 2L + 5δ ms, and t 1 always lags t 2 by L ms.
In the example, node C has to enable a cross-connect from A to E at every time instant δ + k(2L + 5δ), and from B to E at every time instant L + 2δ + k(2L + 5δ) for k = 0, 1, 2, 3, . . .. Similarly, E connects C to F at every time instant 2δ+k(2L+5δ) and C to D at every time instant L + 3δ + k(2L + 5δ), while D has to set up a connection from F to A at every time instant 4δ + k(2L + 5δ) and from E to A at every time instant
To summarize, the proposed m-burst framework aims to solve a number of legacy problems inherent in the context of failure localization in all-optical mesh networks. First, the m-burst framework overcomes the deficits of link-based monitoring as given in Subsection II.A, which serves as an alternative to the state-of-the-art industry solution. Second, the conventional m-trail-based approaches may consume a huge amount of monitoring resources, which make them impractical. For example, [10] shows that on average two WLs along each link are needed in order to localize six SRLGs in a 10-node topology, while [11] shows that more than ten WLs along each link are needed to localize any SRLG with up to three links in randomly generated large topologies. The m-burst framework makes those conventional m-trail-based approaches more feasible due to significantly reduced resource consumption by time multiplexing the traversing m-trails along each link. Third, since the optical switch of each network node is configured in time and space in advance, there will not be any real-time control complexity and signaling overhead; and the resultant failure monitoring system is truly all optical, signaling free, and deterministic.
B. M-trail Allocation Problem Formulation
M-trail allocation with a single MN for multi-link failure localization has been investigated in [5, 18] . However, the two studies have very different design premises from that of this paper. In [18] , an ILP is formulated in which the m-trails are freely routed, while [5] used a very simple method for m-trail allocation which yields a complexity of O(|SRLG| 2 |V |log 2 |V |), where |V | is the number of nodes. This subsection provides detailed formulation of the m-trail allocation problem of interest in the study.
The m-trail allocation problem is to find a sequence of directed links 
On the other hand, the set of m-trails traversing a multi-link SRLG is the union of the sets of m-trails traversing through the links of the SRLG. Here, ∀ψ i ∈ Ψ, where ψ i is a multi-link SRLG, ϕ ψ i = ∀(u,v)∈ψ i ϕ (u,v) . This is equivalent to a bitwise logical OR operation on the alarm codes of the links in SRLG
To localize single-link or multiple-link SRLG failures unambiguously, the set of m-trails traversing each SRLG should be unique.
IV. THEORETICAL ANALYSIS
Let the sets of the SRLGs, the m-trails, and the m-trails traversing through undirected link (u, v) be denoted as Ψ, M, and ϕ (u,v) , respectively.
, multiple-link SRLG faults involving (u, v) and (w, x) cannot be unambiguously localized from the MN by detecting only disrupted m-trails.
Proof. We use proof by contradiction. Assume that the lemma is false, i.e., if ϕ (u,v) ⊂ ϕ (w,x) or ϕ (w,x) ⊂ ϕ (u,v) , multiple-link SRLG faults involving (u, v) and (w, x) can be unambiguously (u,v) , single-link faults can be unambiguously localized from the MN by detecting only disrupted m-trails. To identify multiple-link faults unambiguously, it is evident that a) m-trails traversing a link cannot be a subset of those traversing another link of the network, b) each SRLG with the same number of links should be traversed by a unique set of m-trails, and c) a set of links must be traversed by a strictly fewer number of m-trails than the number of m-trails traversing its superset.
The proposed method ensures that during a failure event each healthy link of the network is traversed by at least one uninterrupted m-trail. Faulty links are identified from the MN by detecting disrupted m-trails. Now we prove that the set of m-trails identified as a solution by the proposed method has the above-mentioned characteristics; as a consequence, the method has the capability to localize multiple-link SRLG faults unambiguously. Proof. i) ∀(u, v), (w, x) ∈ E, let the single-link SRLGs be ψ j = {(u, v)} and ψ k = {(w, x)}. As each link in E\ψ j including link (w, x) is traversed by at least one m-trail that is link disjoint from SRLG ψ j , at least one m-trail that does not traverse ψ j will traverse ψ k because (w, x) ∈ ψ k . Hence, ϕ (w,x) ⊆ ϕ (u,v) . Similarly, as each link in E\ψ k including link (u, v) is traversed by at least one m-trail that is link disjoint from SRLG ψ k , at least one m-trail that does not traverse ψ k will traverse ψ j because (u, v) ∈ ψ j . Hence, ϕ (u,v) ⊆ ϕ (w,x) .
ii) ∀ψ j , ψ k ∈ Ψ, where ψ j = ψ k and |ψ j | = |ψ k |. This indicates that there exists at least one link that is in ψ j but not in ψ k and vice versa. Assume that (u, v) and (w, x) are such links where (u, v) ∈ ψ j ∧ (u, v) ∈ ψ k and (w, x) ∈ ψ k ∧ (w, x) ∈ ψ j .
As each link in E\ψ j including link (w, x) is traversed by at least one m-trail that is link disjoint from SRLG ψ j , at least one m-trail that does not traverse ψ j will traverse ψ k because (w, x) ∈ ψ k . Hence, ϕ ψ k ⊆ ϕ ψ j .
Similarly, as each link in E\ψ k including link (u, v) is traversed by at least one m-trail that is link disjoint from SRLG ψ k , at least one m-trail that does not traverse ψ k will traverse ψ j because (u, v) ∈ ψ j . Thus, ϕ ψ j ⊆ ϕ ψ k . Hence, ψ j and ψ k are traversed by unique sets of m-trails.
iii) ∀ψ j , ψ k ∈ Ψ : ψ j ⊂ ψ k . As ψ j ⊂ ψ k , all the m-trails that traverse ψ j will also traverse ψ k . Hence, ϕ ψ j ⊆ ϕ ψ k .
Again, ψ j ⊂ ψ k indicates that there exists at least one link that is in ψ k but not in ψ j . Assume that (w, x) is such a link, where (w, x) ∈ ψ j ∧ (w, x) ∈ ψ k . As each link in E\ψ j including link (w, x) is traversed by at least one m-trail that is link disjoint from SRLG ψ j , at least one m-trail that does not traverse ψ j will traverse ψ k because (w, x) ∈ ψ k . Thus, |ϕ ψ j | < |ϕ ψ k |.
Theorem 2. ∀ψ i ∈ Ψ, if each link in E\ψ i is traversed by at least one m-trail that is link disjoint from SRLG ψ i , single-link and multiple-link SRLG faults can be unambiguously localized from the MN by detecting only disrupted m-trails.
Proof. ∀ψ j , ψ k ∈ Ψ : |ψ j | ≤ |ψ k |. Thus, ψ j may or may not be a subset of ψ k . But ψ k cannot be a subset of ψ j . Thus, there arise two cases.
Case 1: ψ j ⊂ ψ k . In this case, |ψ j | must be less than |ψ k |. This implies that all the m-trails that traverse ψ j will also traverse ψ k , i.e., ϕ ψ j ⊆ ϕ ψ k . Moreover, ∃(w, x) ∈ E : (w, x) ∈ ψ j ∧ (w, x) ∈ ψ k . As each link in E\ψ j including link (w, x) is traversed by at least one m-trail that is link disjoint from SRLG ψ j , we have |ϕ ψ j | < |ϕ ψ k |.
Case 2: ψ j ⊂ ψ k . In this case, |ψ j | is less than or equal to |ψ k |. In either situation, ∃(u, v), (w, x) ∈ E : (u, v) ∈ ψ j ∧ (u, v) ∈ ψ k and (w, x) ∈ ψ j ∧ (w, x) ∈ ψ k . As each link in E\ψ k including link (u, v) is traversed by at least one m-trail that is link disjoint from SRLG ψ k , we have ϕ ψ j ⊆ ϕ ψ k . Again, as each link in E\ψ j including link (w, x) is traversed by at least one m-trail that is link disjoint from SRLG ψ j , we have ϕ ψ k ⊆ ϕ ψ j .
Thus, each SRLG is traversed by a unique set of m-trails. Hence, disrupted m-trails will identify the faulty SRLG.
We observe that Theorem 2 is a sufficient but not a necessary condition for unambiguous localization of single-link and multiple-link SRLG faults from the MN by detecting only disrupted m-trails. To show that the theorem is not a necessary condition, let two SRLGs be ψ i and ψ j , where ψ j ⊂ ψ i , and let them be traversed by two sets of m-trails, namely, ϕ ψ i = {m 1 , m 2 , m 3 } and ϕ ψ j = {m 1 , m 2 }, respectively. Thus, ψ i and ψ j are traversed by unique sets of m-trails. Consequently, any fault involving either ψ i or ψ j can be unambiguously localized even though ψ j is not traversed by at least one m-trail which is link disjoint from ψ i . Figure 2 shows a three-link network to explain how the proposed multi-link SRLG failure localization method 
Example.
V. ILP FORMULATION
The proposed ILP is a manipulation of Theorem 2 in such a way that ∀ψ ∈ Ψ each link in E\ψ is traversed by at least one m-trail that is link disjoint from SRLG ψ while visiting the MN. Different from any previous research, the ILP determines the burst schedule and minimizes the monitoring period by manipulating the routes of the m-trails.
To reduce the problem size, we use enumerated m-trails as input to the ILP. For each node of the network, k unique shortest cycles/trails (m-trails) are derived by using Suurballe and Tarjan's algorithm for shortest pairs of disjoint paths [20] and Yen's algorithm for k-shortest loopless paths [21] .
The network is denoted as G = (V , E), where V is the set of all nodes of the network and E is the set of all unidirectional links. r 1 , r 2 are two predefined cost ratios, and bl is the burst length in ms. J is the number of enumerated m-trails, and N represents infinity.
The precalculated parameters are ee 
A. ILP for M-trail Allocation and M-burst Scheduling
The specific ILP formulation is provided as follows.
Objective:
Subject to the following constraints:
At least one enumerated m-trail that is link disjoint from SRLG ψ but traverses undirected link (a, b) must be in an ILP solution. This is the key constraint that implements the proposed multiple-link SRLG fault localization algorithm.
Each enumerated m-trail in an ILP solution has only one non-zero spin.
The constraint ensures that only the jth enumerated m-trail with valid spin in an ILP solution can be assigned a positive burst starting time.
Constraints (5) and (6) enforce a minimum difference between the arrival times of two m-bursts at node u when the m-bursts along the ith and jth enumerated m-trails traverse the same outgoing link (u, v) from the node. The minimum difference is the burst length bl. Thus, the constraints ensure collision-free burst propagation through any link of the network. Here, node u is the kth node of the ith enumerated m-trail considering spin sp ir and the lth node of the jth enumerated m-trail considering spin sp jt . Moreover, node v is the next hop node along the ith and jth enumerated m-trails considering their spins. Now, ∀i, r, k, j, t, l, (u, v),
The maximum failure localization latency is the largest elapse time for any m-burst with valid spin from the start of the monitoring period to the return time of the last bit of the m-burst to the MN.
Constraints (8) and (9) determine which unidirectional links are traversed by each m-trail in an ILP solution.
Calculation of the maximum number of m-trails traversing through any unidirectional link of the network is as follows:
The following constraint is for the calculation of decimal alarm codes, but it is not a constraint of the ILP per se. However, using the alarm codes, we can verify if the method derives a unique alarm code for each SRLG or not.
Objective (1) aims to minimize mainly the maximum failure localization latency. In order to find the failure localization latency, the number of m-trails traversing through any unidirectional link of the network and the total number of m-trails |M| are also minimized. 
VI. A HEURISTIC ALGORITHM
The ILP is not scalable to the problem size; thus a heuristic algorithm is provided in Fig. 3 . All links are considered undirected. We initialize the m-trail solution set M and ACT A as empty in step 1.
Step 2 finds an m-trail for each node of G based on the node's shortest path to the MN. In step 3, the shorter m-trail based on shortest distances d(u) and d(v) is selected from the two m-trails that terminate at the end Step 1 of the helper function in Fig. 4 requires O(1) steps.
Step 2 iterates twice only: one for each end node of link (a, b). The overall worst-case complexity of the method is derived as follows.
Step 2 of Next, we derive the asymptotic upper bound of the number of m-trails, denoted as |M|. In step 3 of Fig. 3 , |E| m-trails are added to the solution. In step 4, the upper bound of m-trails to cover links in Q ψ while being disjoint from any link of ψ is O(1), because a small number of m-trails can be devised to cover all such links. Thus, we have |M| ∈ O(|Ψ|), compared with |M| ∈ O(|Ψ| 2 ) in [5] .
Once a set of m-trails M that provides a unique alarm code for each SRLG is derived by the SRLG fault localization method given in Fig. 3 , the starting times s of the m-bursts along the m-trails from the MN are derived by using a burst scheduling heuristic, described below. The primary objective of the burst scheduling heuristic is to find the minimum failure localization latency T avoiding burst collisions altogether. Initially, T is set to ∞. Again, for each sequence of m-trails in seq, the failure localization latency T new is the maximum time taken by any m-burst to return completely to the MN from the start of a monitoring period. ∀m j ∈ M, T new is max{s j + tp j + bl}, where tp j is the total burst propagation delay along m-trail m j . If T new is less than T, the starting times s of the m-bursts and the minimum failure localization latency T are updated using s new and T new of the sequence, respectively. Thus, the burst scheduling heuristic itself is a min-max optimization method.
VII. NUMERICAL RESULTS
We develop a model of the ILP described in Section V in the modeling language GNU MathProg and translate the MathProg model using GLPK solver glpsol into an MPS file to run the program in ILOG CPLEX 11.1.
We assume that the burst length bl is 20 ms, that the burst propagation delay through any link (u, v) is 2 ms, and that there is at most one supervisory WL along each unidirectional link in the numerical experiment. We also assume that r 1 is 0.1 and that r 2 is 0.01. As minimization of n helps to minimize the failure localization latency indirectly, r 1 is assigned a low value. Again, as WL consumption is almost fixed for a network and bursts are launched from and returned to the MN, minimization of the number of m-trails turns into a secondary issue. Thus, r 2 is assigned a lower value than that of r 1 .
We conduct the experiment on a network with 7 nodes and 12 links. Node 0 is assigned as the MN. An SRLG could consist of up to d = 3 links, where each SRLG with two or three links is node disjoint from the MN. In our case, there are in total 96 SRLGs consisting of 12 single-link, 28 double-link, and 56 triple-link SRLGs, as shown in Table I . (3 4) (1 2)(1 3)(1 6) (1 3)(1 6)(4 5) (2 3)(2 6)(5 6) (1 2) (4 5) (1 2)(1 3)(2 3) (1 3)(1 6)(5 6) (2 3)(3 4)(4 5) (1 2) (5 6) (1 2)(1 3)(2 6) (1 3)(2 3)(2 6) (2 3)(3 4)(5 6) (1 3) (1 6) (1 2)(1 3)(3 4) (1 3)(2 3)(3 4) (2 3)(4 5)(5 6) (1 3) (2 3) (1 2)(1 3)(4 5) (1 3)(2 3)(4 5) (2 6)(3 4)(4 5) (1 3) (2 6) (1 2)(1 3) (5 6) (1 3)(2 3)(5 6) (2 6)(3 4)(5 6) (1 3) (3 4) (1 2)(1 6)(2 3) (1 3)(2 6)(3 4) (2 6)(4 5)(5 6) (1 3) (4 5) (1 2)(1 6)(2 6) (1 3) (2 6) (4 5 The starting time of the bursts s j , the total propagation delay through the m-trail p j , the burst length bl, and the failure localization latency T j for the jth m-burst are shown in Table II . The maximum failure localization latency T is 126 ms. Thus, T is derived in the solution from m-trail m 2 , m 7 , m 9 , or m 14 .
The solution allows at most n = 6 m-trails through any unidirectional link of the network.
Due to space constraints, Fig. 6 shows the collision-free m-burst traversal timing through only links from the MN to node 3 via nodes 1 and 2, and back to the MN using the same links during a monitoring period. Each rectangle represents an m-burst, and the m-burst is labeled with the corresponding m-trail. The traversal period of an m-burst through a link is equal to the burst propagation delay δ through the link and the burst length bl. Thus, the period is δ + bl = 2 + 20 = 22 ms. To verify the proposed algorithm, we run the ILP on three more networks with an arbitrarily chosen MN in each network while keeping all other assumptions the same as in the above experiment.
The simulation results in terms of the number of m-trails j m j , the maximum number of m-trails through any unidirectional link n, and the maximum failure localization latency T of the solutions are given in Table III . The results for single-link SRLG fault localization are taken from [14] . The results for single-link and multiple-link SRLG fault localization are shown in the columns headed S and M, respectively.
For each of the four networks, the method is able to identify a set of m-trails to achieve unambiguous failure localization (UFL) for the multiple-link SRLG failures. The maximum
