Abstract. Using the general notion of distance function introduced in [2] , a construction of the finest distance structure (d, M , P ) that induces a given quasiuniformity is given, which leads to a concrete, full, and co-reflective embedding of the category of quasi-uniformities into that of distance spaces. Moreover, when the usual defining condition xUεy :⇔ d(y, x) ε of the basic entourages is generalized to nd(y, x) nε (for a fixed positive integer n), it turns out that if the value-monoid M is commutative, one gets a countably infinite family (Un)n∈ω of quasi-uniformities on X. It is then shown that at least every finite system and every descending chain of T1 quasi-uniformities that fulfill a weak symmetry condition is included in such a system. This is only possible since, in contrast to real metric spaces, d need not be symmetric.
Introduction. Using Kelley's metrization lemma, it was shown in [1] that every quasi-uniformity is induced by a suitable multi-quasi-pseudometric, that is, a "quasi-pseudo-metric" taking values in a real vector space instead of the non-negative reals. In this paper, the induction of quasi-uniformities on a distance space (X, d, M , P ) will be studied, where d : X × X → M is a distance function on X (i.e. fulfills the zero-distance condition d(x, x) = 0 and the triangle inequality d(x, y) + d(y, z) d(x, z)) that takes its values in a quasi-ordered monoid (q.o.m.) M = (M, +, 0, ), and P ⊆ M is a set of positives for M (i.e., a filter of (M, ) with infimum 0 such that, for every ε ∈ P , there is δ ∈ P with 2δ ε). For examples of distance functions on various mathematical objects, see [3, 2] .
In generalization of the usual definition of entourages in a metric space, let U n (ε) := {(x, y) ∈ X × X : nd(y, x) nε} for every ε ∈ P and every positive integer n. As P is a filter, the set E n := {U n (ε) : ε ∈ P } is a base for a filter U n of reflexive relations on X for each n. Moreover, when M is commutative, nd(y, x) δ nd(z, y) implies nd(z, x) n(d(z, y) + d(y, x)) 2δ, so that, for every ε ∈ P , there is δ ∈ P with U n (δ) 2 ⊆ U n (ε), that is, U n is a quasi-uniformity. Of course, there are certain relationships between the U n , and in many cases most of them coincide: Obviously, n = n 1 + · · · + n k implies U n 1 (ε) ∩ · · · ∩ U n k (ε) ⊆ U n (ε).
Also, nd(x, y) nmd(x, y) + (m − 1)nd(y, x), so that (2m − 1)nδ ε implies U m (δ) ∩ U −1 n (δ) ⊆ U n (ε).
For a positive d (that is, when d(x, y) 0 for all x, y), n m and mδ ε imply U m (δ) ⊆ U n (mδ) ⊆ U n (ε).
On the other hand, a symmetric d (i.e., one with d(x, y) = d(y, x)) fulfills 2d(x, y) = d(x, y) + d(y, x) d(x, x) = 0, so that here the previous implication holds at least when m − n is even. This proves the following LEMMA 1.
(a) n = n 1 + · · · + n k implies U n ⊆ U n 1 ∨ · · · ∨ U n k , particularly, the map n → U n is antitone with respect to divisibility.
(c) For a positive d, all U n coincide.
(d) For a symmetric d and all k 1, Finest distance functions. For a convenient notation, we introduce the free monoid F of all words in X that have even length and define
, where • is concatenation and 0 is the empty word. Moreover, each map f :
, and (ii) for all ε ∈ P , there is ε ∈ P such that, for all s ∈ F , d(s) ε implies d (f (s)) ε . Like for other topological structures on a set X, we might compare two distance functions d, d resp. distance structures D = (d, M , P ) and D = (d , M , P ) on X with respect to their fineness:
is a homometry, we say that D is finer than D . Leaving P and P aside, we say that d is finer than d iff
In [1] it is shown that, given any quasi-order R on F that is compatible to • (i.e., whenever (F, •, 0, R) is a q.o.m.), the following construction leads to a distance function d R if and only if xxR0Rxx and xzRxyyz for all x, y, z ∈ X. ( ) Let (M R , ⊆) := θ(F, R) be the lower set completion of (F, R), i.e. the system of all lower sets RA := {s : sRt for some t ∈ A} of (F, R) with set inclusion as partial order. Define an associative operation + R on M R and its neutral element 0 R by RA + R RB := R{s • t : s ∈ A and t ∈ B} for all A, B ⊆ F qu_syst.tex; 1/12/2000; 16:18; p.3 and 0 R := R{0}. Then let
It was also shown there that d R d is equivalent to (that is, both finer and coarser than) d, which motivates the name generating quasi-order of d for R d , and that d ⊥ := d R ⊥ is a finest distance function on X, where R ⊥ is the smallest quasi-order on F that fulfills ( ) and is compatible with •. In other words, the step from s ∈ F to an upper neighbour w.r.t. R ⊥ consists of inserting a pair yy at an arbitrary position in s or removing a pair yy after an even number of letters in s, while the step to a lower neighbour is made by removing a pair yy at an arbitrary position or inserting a pair yy after an even number of letters.
Induction of a single quasi-uniformity. We are now ready for the first main result of this paper:
Proof. Let V be some quasi-uniformity on X and V 0 := V. We will see that the essential information about V is contained in the set of positives P V which we must construct, while the generating quasi-order R d V is fully determined by the very weak condition that xyR d V zz must hold for any triple x, y, z ∈ X that fulfills yV 0 x (otherwise d V (x, y) ε for some ε ∈ P V , which is impossible). Therefore, let R be the smallest quasi-order on F that is compatible with • and fulfills x y R0Rxx and xzRxyyz for all x, y, z, x , y ∈ X with y V 0 x . ( ) If we find a suitable s.o.p. P such that (d R , P ) induces V, R must obviously be the smallest relation (and thus d R the finest distance function) with this property. Now we remember that each of the resulting entourages U 1 (ε) has to contain some entourage V 1 ∈ V, hence every ε ∈ P must contain some set {xy ∈ F : yV 1 x} (V 1 ∈ V). Since 0 R = R{xx} is a neutral element, ε must even contain the set
The same must be true for any δ ∈ P that fulfills δ + R δ ⊆ ε, so that ε must also contain a set {xyx y ∈ F :
This process of replacing some ε by some 2δ can be continued, and in order to describe it formally, let us define W to be the smallest set of tuples of positive integers that contains (1) and fulfills
One can think of the elements of W as coding exactly those terms of the form ε n 1 + · · · + ε n k that can be obtained when we start with the term ε 1 and then succesively replace an arbitrary summand ε n by the term ε n+1 + ε n+1 . Accordingly, one shows by induction that for each element ε 1 of a set of positives P there is a sequence ε 2 , ε 3 , . . . in P such that
In our situation, this observation implies that for each ε ∈ P there must be a sequence S = (V 1 , V 2 , . . .) in V with the property that ε contains the set A S of all words
It turns out that this is the only restraint on the set of positives P V , since we will see that the system B := {ε S : S is a sequence in V} of lower sets of (F, R) is a base for a filter P of (M R , ⊆), that this P is a set of positives of (M R , + R , 0 R , ⊆), and that the distance structure (d R , P ) induces the quasi-uniformity V. It is then clear that P is the largest set of positives with this property, so that (
Since the map S → ε S is obviously isotone in every component of S, B is a filterbase. In order to show that P is a s.o.p., we first observe that, since (n 1 , . . . , n k ), (m 1 , . . . , m l ) ∈ W implies
for each sequence (V 1 , V 2 , . . .) in V. Secondly, we must prove that B = 0 R , which is the harder part. Let
in finitely many steps in each of which some pair of letters is inserted or removed corresponding to the condition ( ). Now take the tuple
of formulae (which express true propositions about the word v 1 w 1 · · · v k w k ) and modify it, analogously to those finitely many steps, in the following way: (i) if (because of xzRxyyz) a pair yy is being removed after an odd number of letters, replace the two consecutive formulae . . . V 0 y, yV 0 · · · in ψ by one formula . . . V 0 · · · (i.e., erase the symbols y, yV 0 ); (ii) if (because of 0Rxx) a pair xx is being removed after an even number of letters, remove the formula x . . . x from ψ; (iii) if (because of x y R0) a pair x y is inserted, insert the formula y V 0 x at the respective position. By definition of R, all these modifications preserve the truth of all formulae in the tuple, the resulting tuple consisting of true formulae of the form
qu_syst.tex; 1/12/2000; 16:18; p.6 where 1 a, b k. Since all V n i are reflexive, ψ j implies
and thus z j V 0 V 1 V 0 x j by choice of (V 1 , V 2 , . . .). Because V 1 was chosen arbitrarily, we conclude that z j V 0 x j for all j and therefore
Finally, we have to show that (d R , P ) induces the quasi-uniformity
and then choose a sequence S as in the preceding paragraph. There we have shown that, particularly,
On the other hand, for each ε ∈ P there is some
A somewhat astonishing consequence of this construction is that one distance function is compatible to all T 1 quasi-uniformities on X:
COROLLARY 3. The distance function d ⊥ is the finest distance function d on X such that for each T 1 quasi-uniformity V on X there is a s.o.p. P such that (d, P ) induces V (namely P = P V ).
Categorically speaking, we have
is a concrete, full, and co-reflective embedding functor of the category of quasi-uniformly continuous maps between quasi-uniform spaces into the category of distance spaces with homometries.
Using the notation of the previous proof, y V 0 x then implies f (y )V 0 f (x ), hence sRt
Moreover, for ε ∈ P V , choose a sequence S = (V 1 , V 2 , . . .) in V so that A S ⊆ ε . Then S := (g(V 1 ), g(V 2 ), . . .) is a sequence in V and s ∈ ε := RA S implies f (s) ∈ R A S ⊆ ε , so that f is a homometry. Since, on the other hand, every homometry is quasi-uniformly continuous, this shows that F is a concrete and full embedding. Since (d V , M V , P V ) is the finest distance structure inducing V, the identity map id X : (X,
Induction of systems of quasi-uniformities. We will now extend this result to certain systems of quasi-uniformities and show that, particularly, every finite system and every descending chain of T 1 uniformities is part of some system (U n ) n∈ω . Some additional notation: Intervals of integers will be denoted by [a, b] . A pair of letters xy ∈ F is a syllable of a word s ∈ F iff it occurs in s after an even number of letters. Lets ∈ F be the word s after deletion of all syllables of the form xx (x ∈ X). The length ofs in letters is denoted by (s), and s a is the ath letter ofs for any position a ∈ [1, (s)]. The subword ofs from position a to b is s a,b . Moreover, let λ(x, s) and σ(xy, s) denote the number of occurrences of the letter x resp. the syllable xy ins.
Our next constructions mainly rely on four lemmata. For the moment, let us fix some words s, t ∈ F with sR ⊥ t, wherẽ
and all r i are even.
Thens can be derived fromt by a finite number of successive deletions of pairs of identical letters that are neighbours at the time of completion. We also fix such a sequence of deletions and let D ⊆ [1, (t)] be the set of positions int whose corresponding letters are deleted in one of these steps. For a ∈ D, let π(a) ∈ [1, (t)] be that position int such that t a and t π(a) build the deleted pair. Finally, we write a b iff a and b are even numbers from D such that a < π(a) = b − 1. Note that, because t c and t π(c) must first become neighbours before they can be
, and thus (iii) λ(x, t a,b−1 ) is even for all x.
LEMMA 5. Let a · · · b · · · c, t a = t b−1 , and t b = t c−1 . Then
Proof. Let e, f, e , f , e , f ∈ [1, (t)] with e < a f < e < b f < e < c f such that t e,f , t e ,f , and t e ,f are three of the defining subwords (v i w i ) r i oft. Moreover, let x = t a−1 , y = t a = t b−1 , z = t b = t c−1 , and w = t c , and assume x = z. The situation and the following parity arguments are sketched below.
Because of x = z+, we have λ(x, t e ,b−1 ) = 0. Moreover, λ(x, t f +1,e −1 ) is even (since all r i are even), and λ(x, t a,b−1 ) is even because of (iii), so that also λ(x, t a,f ) is even and λ(y, t a,f ) is odd (since |[a, f ]| is odd). As before, λ(y, t f +1,e −1 ) and λ(y, t a,b−1 ) are even, thus λ(y, t e ,b−1 ) is odd. Because all r i are even, λ(y, t b,f ) is also odd. Again, λ(y, t f +1,e −1 ) and λ(y, t b,c−1 ) are even, hence λ(y, t e ,c−1 ) is odd. Particularly, y ∈ {z, w}, i.e. y = w (as yz is a syllable oft), and λ(y, t c,f ) is also odd. Finally, λ(y, t c, (t) ) is odd because λ(y, t f , (t) ) is even. This proves (a) and (b), whereas (c) is strictly analogous to (b).
LEMMA 6.
, and t a−1 = t b , then λ(t a , t 1,a−1 ) and λ(t a , t b, (t) ) are odd.
Proof. (a) Defining e , f as above, we also find, for each i ∈ [0, k], e i , f i , e i , f i ∈ [1, (t)] with e i < a i f i < e i < b i f i such that t e i ,f i and t e i ,f i are two of the defining subwords oft. Assuming t a 0 −1 = x = z, we prove that λ(y, t b 0 ,f 0 ) is odd exactly as before. Since, for i ∈ [1, k], all of λ(y, t b i−1 ,a i −1 ), λ(y, t a i ,b i −1 ), λ(y, t f i−1 +1,e i −1 ), λ(y, t e i ,f i ), λ(y, t f i +1,e i −1 ) and λ(y, t e i ,f i ) are even, and since also λ(y, t b k ,c−1 ) and λ(y, t f k +1,e −1 ) are even, we conclude that λ(y, t e ,c−1 ) is odd, hence y = t c .
(b) Again as in the previous lemma, one proves that, for y = t a , λ(y, t b,f ) is odd, so that the proposition follows because λ(y, t f , (t) ) is even.
LEMMA 7. If s e−1 s e = xz is the syllable ofs that results from a subword t a−1,b oft with t a−1 = x and t b = z, then there is y ∈ X such that λ(y, s) > 0, σ(xy, t a−1,b ) > 0, and σ(yz, t a−1,b ) > 0.
Proof. Without loss of generality, assume σ(xz, t) = 0 (otherwise y = x works). Then, obviously, a · · · b. Although t a and t b−1 might be different, we always find k 2, c 1 , . . . , c k ∈ [1, (t)], and y 0 , y 1 , . . . ,
Proof. Obviously, t c i−1 = t c i −1 for all i ∈ [1, k], and t c k = t c 0 −1 . Therefore, if also t c i−1 −1 = t c i for all i ∈ [1, k], then k must be even, and σ(t c i −1 t c 1 , t ) = σ(t c i t c i −1 , t ) = k/2. Otherwise, let i 1 < . . . < i r be those positions i ∈ [1, k] with t c i−1 −1 = t c i . Because of Lemma 6 (a), i j+1 − i j is even for all j, and therefore all the letters t c i j −1 are equal to some y ∈ X. If all i j are even resp. odd, then also t c i = y for all even resp. odd indices i ∈ [1, k]. Since t c k−1 = t c k = t c 0 −1 , k must again be even, so that t is of one of the following two forms:
which completes the proof.
For the following, let p i be the ith odd prime number, and S(A) := {a 1 + . . . + a k : k 1, a i ∈ A} for any set A of integers. For the next theorem, we need the following sets of integers: For any positive integer u, let q uj = 2 p j u i=1 p i for all j ∈ [1, u], Q u := {q u1 , . . . , q uu }, and Q uj := Q u \ {q uj }. It is easy to see that then, for each j ∈ [1, u] and k ∈ S(Q uj ), k − q uj / ∈ S(Q uj ).
THEOREM 9.
(a) Let V 1 , . . . , V u be a finite system of T 1 quasi-uniformities such that,
. . be a descending chain of T 1 quasi-uniformities such that, for all j and all U ∈ V j , there are
Then there is a finest s.o.p. P such that
Proof. In both cases, P is defined quite analogously to the proof of Theorem 2: Its filterbase is now the system B := {ε S : S is a sequence in V} of lower sets ε S = R ⊥ A S of R ⊥ , where V = i V i , and the definition of A S changes to this: For S = ((V
1 , V
2 , . . .), . . .), A S is now the set of all words (v 1 w 1 ) r 1 (v 2 w 2 ) r 2 · · · (v w ) r ∈ F for which there is some (n 1 , . . . , n ) ∈ W and (i 1 , . . . , i ) such that w j V (i j ) n j v j and (a) r j ∈ Q u resp. (b) r j ∈ {2 i : i 1} for all j ∈ [1, ]. As before, P turns out to be a s.o.p., where the only major change is the proof of B = 0 R : Let s ∈ B, σ(xz, s) > 0, and V = (V
j for all i and j, and some t ∈ A S witht = (v 1 w 1 ) r 1 (v 2 w 2 ) r 2 · · · (v w ) r and sR ⊥ t. By Lemma 7, there is y V ∈ X such that λ(y V , s) > 0, σ(xy V , t) > 0, and σ(y V z, t) > 0. Since (s) is finite and V is filtered, there is some y such that, for all V ∈ V, there is V ∈ V with V V and y V = y, where denotes componentwise set inclusion. This implies that zU V yU V x for all V ∈ V, where U V = i V (i) 1 . Then, by complete distributivity, also zU yU x with U = i A∈V i A = {(a, a) : a ∈ X}. As this is a contradiction to x = z, we have shown thats is the empty word, i.e. s ∈ 0 R . Finally, we show that V j = U q uj (d) for each j. Fix some j and let V (j) 0 ∈ V j . In case of (a), choose for all i = j some V
0 for all (of the finitely many) i = j. In case of (b), 
Moreover, choose the remaining components of S so that V
h for all i, h and assume that s = (xz) r R ⊥ t ∈ A S witht = (v 1 w 1 ) r 1 (v 2 w 2 ) r 2 · · · (v w ) r and (a) r = q uj resp. (b) r = 2 j . We have to show that zV (j) 0 x. Since the only letters ins are x and z, Lemma 7 implies that there are exactly r occurrences of xz int that are not deleted. Therefore, all other occurrences of xz int are part of some t = t c 0 −1 t c 0 t c 1 −1 t c 1 · · · t c k −1 t c k with properties as in Lemma 8, i.e. σ(xz, t) = r + σ(zx, t) =: k. Unfortunately, this proof highly depends on the fact that M R ⊥ is not commutative, so that the conjecture that there is also a suitable distance structure with a commutative value monoid is yet unproven.
The most familiar example for a descending chain of uniformities is perhaps the following: Let X := C b [0, 1] be the (infinite-dimensional) vector space of bounded, continuous, and real-valued functions on the unit interval [0, 1], and, for positive integers p, let V p be the uniformity on X induced by the usual p-norm.
In our second example, we take u different primes p 1 , . . . , p u and let V i be the p i -adic uniformity on the rationals. As these are transitive uniformities with countable bases, we may use a slightly simpler construction. More precisely, a base for V i is the set of equivalence relations U i,m := {(x, y) : p m i divides ν(|x − y|)}, where m is a positive integer, and ν(z/n) := z whenever z, n have no common divisor (that is, ν(q) is the nominator of q). Therefore, it suffices to use only those ε S where all tuples in S are equal, i.e. V As a concluding remark, I notice that with similar methods, one can show that, for each pair of comparable T 1 uniformities V 2 ⊆ V 1 , there is some symmetric distance structure (d, P ) such that U i = V i , which gives a complete characterization of the symmetric T 1 case.
