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Abstract   Online Dispute Resolution is steadily growing to become the major al-
ternative to litigation in court. In fact, given the characteristics of current disputes, 
technology-based conflict resolution may be a quite efficient approach. However, 
in this shift of paradigm, there are also threats that should be considered. Specifi-
cally, in this paper we deal with the problem of the lack of important context in-
formation when parties communicate in a virtual setting. In that sense, we propose 
the addition of a monitoring framework capable of measuring the level of stress of 
the parties in a non-invasive way. This information will be used by the platform 
and the mediator throughout the complete conflict resolution process to adapt 
strategies in real-time, resulting in a context-aware and more efficient approach. 
Keywords: Online Dispute Resolution, Stress Monitoring, Monitoring Frame-
work 
1   Introduction 
The field of conflict resolution is historically related to the Social Sciences field. 
However, the advent of technology brought along significant changes in the way 
that conflicts emerge and are solved [11]. This is especially visible in electronic 
contracting, in which the soundest example is e-commerce. This has led to the 
emergence of the so-called Online Dispute Resolution (ODR) [1], encompassing 
techniques or approaches for conflict resolution taking partly or entirely place in a 
virtual environment, with a varying autonomy of technology [2].  
Nevertheless, ODR also presents some threats [3]. One of the most significant 
is the important context information that is lost when parties do not communicate 
in the physical presence of each other. Particularly significant is all the infor-
mation from the body language that we (unconsciously) rely on in our day-to-day 
interactions. In fact, Mehrabian [4] states that the non-verbal elements of a con-
versation are particularly important for communicating feelings and attitudes. 
Thus, the problem is that information is lost in a virtual setting and makes it hard 
for the intervenient parties to understand the emotional state of each other.    
In this paper we describe a context-aware environment to support a conflict 
resolution platform by providing important information about the state of the par-
ties [5]. Specifically, we focus on the estimation of the level of stress of the inter-
venient. The aim is to improve the awareness of user’s states in current ODR pro-
cesses, allowing both parties and neutrals to take better and more informed 
decisions, ultimately increasing the efficiency of the conflict resolution process.  
2   System Overview  
Information about the user’s context is provided through a monitoring framework 
[7], which is customized to perform movement detection from a camera located in 
front of the user. Considering frame-to-frame movement information, the level of 
agitation or excitement of the user can be analyzed. From these movements, more 
complex behaviors can be analyzed to detect stress patterns in the form of activi-
ties [10]. Moreover, recent works deal with the detection of emotions by employ-
ing visual sensors [9]. Additionally, we are relying on the use of interfaces devel-
oped for touch screens empowered with accelerometers that allow capturing 
information about how the user interacts with the conflict resolution system. Spe-
cifically, we are interested in information about the intensity and the accuracy of 
the touches, basically the users touch patterns. Combining this information, an es-
timation of the level of stress of a user can be computed and provided to the con-
flict resolution platform (Figure 1).  
 
 
Fig. 1. Overview of the developed system: context information is provided to the conflict resolu-
tion platform, which interpret the user’s state. 
  
Information about stress is very important in a conflict resolution scenario, as it 
will allow the mediator or the platform itself to adapt to significant changes in the 
user state. Concrete adaptations include temporarily interrupting the direct contact 
between the parties when they become too stressed, making a pause in the process, 
or even proposing an outcome that satisfies more precisely the expectations of the 
more stressed party, in an attempt to calm him/her down and keep him/her focused 
on the process. In the following sections we describe in detail the approach used, 
the experiments performed and the results achieved. 
3   Monitoring the User Stress from Visual Information 
To detect the excitement degree of a user, the framework recently presented in [7] 
has been particularized to monitor the movements of a user seated in front of a 
camera while interacting with the ODR touch interface (Figure 2). After data ac-
quisition, a timestamp is associated to the images to enable them to be matched 
with the touch information. The amount of movement is calculated as the amount 
of pixels that have changed their RGB color value over a given threshold between 
two consecutive images. Although the algorithm is deeply described in [8], includ-
ing an implementation focused on the infrared imaging technology, the main steps 
are highlighted next. Firstly the subtraction, ܫௌ, of the current image, ܫ௧, and the 
previous one, ܫ௧ିଵ, is calculated as follows: 
 
ܫௌ(݅, ݆) = |ܫ௧(݅, ݆) − ܫ௧ିଵ(݅, ݆)| 
 
Afterwards, it is necessary to determine which pixels in ܫௌ have higher changes, 
just in order to discard noise. That is why a binarization process is carried out. 
Thus, pixels over the established threshold, ߬, are set to 1 and those pixels below ߬ 
are set to 0 as described next , obtaining the binarized image,	ܤ. 
 
ܤ(݅, ݆) = ൜0, ܫௌ(݅, ݆) < ߬1, ܫௌ(݅, ݆) ≥ ߬ 
 
After the binarization, some filters are applied to ܤ in order to reduce the noise 
impact and to enhance the really relevant movements. For this purpose, some 
opening and closing morphological operations are applied, obtaining ܤி. Finally, 
the amount of movement is calculated as the number of non-zero pixels on	ܤி: 
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Fig. 2. Results of movement detection of a user whilst interacting with the conflict resolution 
platform. Row a) shows input images, row b) shows binarized and filtered movement and row c) 
shows the amount of movement detected. 
4   Collecting Information from User Interaction 
The effects of stress are generally visible in almost all of our behaviors. In that 
sense, it is possible to establish a relation between the effects observed and the 
level of stress. Specifically, we are interested in how stress affects the user’s touch 
patterns while using the interface of the application. In that sense, the proposed 
system constantly collects information about the user’s touch intensity and accura-
cy. The approach is based on the notion that a higher level of stress results in a 
higher touch pressure and a lower accuracy and vice versa. The information col-
lected is sent to the UMCourt conflict resolution platform [6], which interprets it 
and uses it as an additional input for managing the conflict resolution process. 
The data is always analyzed taking into consideration the context in which it 
was acquired. In that sense, data generated from the management (e.g. managing 
personal information, accessing past cases) and login interfaces are used to cali-
brate the system and to establish a baseline for the level of stress. This comprises 
the training phase. On the other hand, data generated from the current conflict res-
olution interfaces are used to assess the level of stress of the user. It constitutes the 
operational phase. This is important as two individuals are in no case affected by 
the stress in the same way. In order to compute a measure of accuracy, touch inter-
faces have two areas: active and passive (see Figure 3). Active areas are defined 
by active controls used by the user to perform his/her tasks. Passive areas have no 
controls and there is no reason why a user should touch them. This allows measur-
ing the accuracy of the touch by comparing the total number of touches versus the 
touches in active or passive areas.  
To measure the intensity of the touch, the whole touch action is analyzed, since 
the finger of the user firstly touches the screen and then he/she releases it. In fact, 
differences between a touch performed by a stressed user and by a user in a nor-
mal state are easily visible (as shown in Figure 4). In this work, it can be conclud-
ed that, in general, the touch pattern of a stressed user has a longer duration and 
  
starts with an increasing pressure up to a maximum reached and then it decreases 
until the release of the finger. On the other hand, the touch pattern of a user in a 
normal state usually starts in or near a maximum value of pressure, which then de-
creases until the finger is released. 
 
 
Fig. 3. A detail of the touch user interfaces used in the experiment: colored rec-
tangles define active areas while the rest are passive areas. 
 
 
Fig. 4. Plot of the variation of the touch intensity over time from touch events generated by a us-
er in a normal state (dashed orange line) and in a stressed state (blue line). 
5   Experiments and Results 
To perform the experiments detailed in this paper, we place the users of the con-
flict resolution platform in front of video cameras, while they interact with the 
touch interfaces. The data collected from the touch interfaces consist of a list of 
touch events. Each entry includes the timestamp in which it occurs, the maximum, 
minimum and mean value of the touch intensity as well as the target of the touch, 
i.e. passive or active. As stated before, the data collected from the camera consists 
of a sequence of images, captured from a frontal view of the user. The images are 
associated to a timestamp to allow the correspondence with the touch events. As 
an output, the amount of movement from the color input images is obtained. 
Given that the visual system generates much more information than the touch 
interfaces, a recurrent task is to group parts of the information from the camera. 
The first analysis of the information starts by grouping all the information from 
the camera generated between two consecutive touch events ௧ܶିଵ and ௧ܶ . This al-
lows to compare the intensity of a given touch event T and the amount of move-
ment in the time interval defined by ]ݐ − 1, ݐ]. For this data, the Pearson's correla-
tion coefficient between the intensity of the touch and the sum of the ratio of 
movement for the defined time interval returns values around 0.5.  
However, this approach may be misleading as it considers the whole interval 
between touch events and there are cases in which users move away their focus of 
attention from the application. In that sense, alternative ways of handling the in-
formation are introduced. Firstly, we start analyzing a reduced time interval ∆ 
immediately before each touch event, under the conviction that immediately be-
fore interacting with the interface, the user’s attention is directed towards the con-
flict resolution. Thus, for each touch event T in time t, we analyze the information 
from the video camera in the interval defined by ⟦ݐ − ∆, ݐ⟧. This consists in com-
puting the sum of the movement in each interval and comparing it with the intensi-
ty of the touch. The experiment shows a Pearson's correlation of around 0.68.  
We also analyze a concrete interval, which is the most significant in terms of 
stress in a conflict resolution system: an interval after receiving a new proposal. In 
fact, when parties receive and read a new proposal, they tend to express in a more 
explicit way their frustration or their contentment. In that sense, when considering 
only intervals of data starting in each new proposal and lasting for an interval ∆, 
the highest value of correlation between intensity and amount of movement is vis-
ible, namely around 0.74. Figure 5 shows a plot of data extracted from a negotia-
tion session where 10 solutions are proposed by the platform. The correlation of 
the data is visible. 
 
 
Fig. 5. Plot of data concerning the sum of the intensity of the touches (dashed plot) and the mean 
rate of movement after the platform proposes a solution.  
  
Two other representations of the collected data allow seeing this relation be-
tween increased amount of movement and intensity of the touch in stressed users. 
In the first one (see Figure 6a)), the intensity of the touch versus the sum of the 
movement in the period after the last touch and before the current one is analyzed. 
It is possible to conclude that, in a general way, the touches with higher intensity 
are preceded by higher movement rates. The second representation of the data de-
picts the movement immediately before touch events (see Figure 6 b)). Here, it is 
also possible to see that touch events with smaller intensity are associated to less 




Fig. 6. Two different representations of the data, highlighting the relation between the amount of 
movement and the intensity of the touch.  
6   Conclusions and Future Work 
After performing the experiments described in this paper, we are able to conclude 
that effectively there is a relation between increased user movement and touch in-
tensity and accuracy. Even though, the amount of movement is a first step to the 
visual detection of the user stress that can be improved by adding more complex 
techniques, such as methods based in pattern recognition to detect specific move-
ments of the user. Nevertheless, user movement has been proved to be a good 
stress indicator in combination to other sensors information, such as the touch. 
Moreover, it can also be concluded that the relation movement-touch is more em-
phasize in moments of more stress, e.g. after parties receive disadvantageous pro-
posals. In that sense, we can assume that there is a relation between higher levels 
of stress and higher touch intensities and movements. The approach can thus be an 
effective and non-invasive way of providing important context information to the 
conflict resolution platform and to the mediator. By taking in account this infor-
mation it is possible to build context aware platforms capable of adapting in real-
time to the state of the users, aiming for an increased success rate.  
This work goes on by including new sources of information that allow a more 
accurate classification of the level of stress. Specifically, we are considering in-
cluding information from accelerometers available in handheld devices used for 
user interaction. This will help in finding patterns associated to stress. We are also 
considering the use of additional technologies, namely electroencephalograms. 
Moreover, regarding the information provided by the monitoring framework, the 
current work focuses on the identification of human gestures to detect patterns or 
activities. Also, the identification of simple emotions will be added to extend the 
user mood detection to a wider range of human feelings. 
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