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This research investigates the development of probability calculi for fuzzy sets 
(abbreviated FS’s). Two FS algebras are employed, each as a basis for a FS 
probability calculus. One employs minima for FS intersections and consequently 
maxima for unions. The other uses a product rule for intersections and a standard 
probability-like addition rule for unions. The two derived FS probability theories 
are not identical and neither is identical with standard probability theory. Finally, 
c-fuzzy sets, or almost standard sets, are defined and investigated. The main result 
of the last section is that while FS’s do not satisfy all the laws of Boolean algebra 
fuzzy sets that are almost standard almost satisfy these laws. Moreover, the extent 
to which such laws are satisfied decreases as their complexity increases. 
In 1965 Zadeh [6] defined the notion of a fuzzy set (abbreviated FS) in 
order to represent inexact concepts or vague precidates. The probability of a 
FS or fuzzy event was later defined by Zadeh in 1968 [7]. Since then there 
have been reports on the development of a theory of possibility using FS’s 
[3,4,8] but no thorough, systematic inquiry into the fundamental notions of 
standard probability theory from a FS point of view. This is part of the goal 
of this research paper. 
We begin by using two FS algebras in order to develop two FS probability 
calculi. The two FS algebra chosen here are simple and current in the FS 
literature. The first algebra uses minima of FS membership functions for FS 
intersection and maxima for unions (M & M algebra). The second uses a 
product rule for intersections and a standard probability-like addition rule 
for unions (PR algebra). The FS probability theory (FSPT) developments 
along both algebraic directions will be interwoven. Different probability 
consequences will be obtained with the two FS algebras. Some probability 
theory statements are common to both and standard probability theory 
(SPT). But both FSPT’s will be seen to be different from SPT. 
In the first section of the paper preliminaries are taken care of. The 
notions of independence and conditional probability of FS’s are investigated 
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in Section II. It will be demonstrated that with either algebra it may happen 
that a FS and its complement are independent and such that both have non- 
zero probability. With the M & M algebra independence of two FS’s need 
not imply that of their complements but not so with the PR algebra. Fuzzy 
partitions and Bayes’ Theorem are examined in Section III. The traditional 
form of Bayes’ Theorem will be seen to hold in the PR case but not in the 
M & M case. In Section V the notion of not quite so fuzzy or an E-fuzzy set 
(EFS) is defined and investigated. E-FS’s are almost standard sets so to 
speak. The main result in Section VI, which generalizes the developments of 
Section V, is a theorem which in effect states that while FS’s do not satisfy 
all the laws of Boolean algebra, FS’s that are almost standard almost satisfy 
these laws. Moreover, the extent to which such laws are satisfied decreases as 
their complexity increases. 
I. PRELIMINARIES: PROBABILITY OF FS’s 
We adopt the conventional FS representation by its characteristic 
function. Let I denote the closed unit interval and fi a background space, 
then a FS A is defined by its fuzzy characteristic function p,: R --+ I 12, 6 ]. 
The complement of A, A’ is defined by P,,,?(W) = 1 -pA(o) [2,6]. We define 
FS intersection so that when De Morgan’s law is applied the usual 
relationship on characteristic functions holds. Specifically, for FS’s A and B 
iu.rue(w) = 1 -P/lm64~) 
=PA(W) +,Ill3@) -Pam(W) (1.1) 
If pA ns(o) = minti,( pB(W)) = pA(w) A ,u~(LL)) then (1.1) implies 
iua do) = maxOla(o), rll,du)) = PAW) V Pi, whereas if iua ,-,Au) = 
PAw)P~(w) then~u,uB(w)=~u,(u) +illB(u) -illAu)&~)- 
To define the probability of a FS let 0 be a background space, J/ a 
family of FS of R and Q a measure on 0 which satisfies I, dQ = 1. For a 
given A E ,c&’ probability of A, P(A) is defined by [7] 
P(A I= f P.~(~) dQ. (1.2) . 11 
Since ,u~<(c~) = 1 - p,(o), 
P(A’) = 1 -P(A). (1.3) 
One of the objectives of this work is to study the properties of the 
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probability measure on FS’s, P( ), the left-hand side of (1.2). It is obvious 
that P(A) > 0 VA E ~3? and if we define ,~~(w) = 1 then P(Q) = 1. 
A FS probability calculus with the M&M algebra. The probability of the 
intersection of two FS’s using the M&M algebra is given by [7] 
and so 
W u B) = j,, IU/&) V PAW) dQ. (1.5) 
Some consequences are P(A U A) = P(A n A) = P(A n 0) = P(A) and 
P(A U Q) = 1. If A and B are FS’s then P(A U B) > P(A) V P(B) and 
P(A n B) < P(A) A P(A). It can be shown that the traditional probability 
addition rule holds. That is, for FS’s A and B: P(A U B) = P(A) + P(B) - 
P(A n B). This rule may be generalized as in SPT to n FS’s. 
A consequence of the probability addition rule is a fundamental identity 
for FS: 
P(AnAC)+P(AuAC)= 1 (1.6a) 
or 
P(A n AC) = P((A U AC)C). (1.6b) 
In SPT P(A n AC) is always zero and (1.6a) is usually written in the form 
P(A U AC) = P(A) + P(A’) = 1 since a standard set and its complement are 
disjoint and the probability of the union of disjoint sets is the sum of the 
probabilities of the sets. With FS’s, on the other hand, P(A C? A’) need not 
be zero. Any time ,B~(w) is strictly between 0 and 1 for some o with non- 
zero probability P(A n A’) > 0. 
Observe that with the M&M algebra it is not necessarily true that 
P(A n BC) =P(A) - P(A n B). This observation will be referred to later 
when the notion of FS independence is taken up with the M&M algebra. 
A FS probability calculus with the PR algebra: In this case 
P(A W=j’ PA(QJ)P&)~Q (1.7) 
R 
and consequently P(A U B) = P(A) + P(B) - P(A n B) in this case also. 
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However, P(A n A) = P(A 2), where 
(1.8) 
and P(A ~7 A ‘) = P(A) - P(A ‘). 
With the PR algebra it is true that P(A ~7 BC) = P(A) - P(A n B) and so 
it will be seen that SPT independence properties carry over to FSPT if the 
PR algebra is used. 
II. INDEPENDENCE AND CONDITIONAL PROBABILITY 
M&M algebra. A notion of FS independence was suggested by Zadeh 
17 1, where he defined two FS’s A and B to be independent if 
P(A n B) = P(A) P(B). P-1) 
We will now investigate the consequences of this definition and point out 
some of its peculiarities. Then an alternative definition of independence will 
be suggested that is formulated in terms of conditional probability. 
With independence defined by (2.1) it is possible to show that a FS A and 
its complement may be independent. There are many possible examples and 
the following is a simple one. 
Ll 
Q 1”;; 1”;; 
iu, ‘I4 3/4 
PA c 314 114 
Here P(A n A’) = P(A) P(A’) = b. 
If A and B are independent it may be shown that A and B’ need not be 
independent so that A’ and B’ need not be also. The reason is that 
P(A n BC) # P(A) - P(A n B) in general with the M&M algebra. Thus for 
FS’s independence need not imply that of their complements. 
In SPT the conditional probability of a set A given B, denoted P(A 1 B), is 
defined by 
P(A 1 B) = p(;(;)B) 
for P(B) > 0. In SPT this expression is equivalent to 
P(A 1 B)= 
P(A n B) 
P(AnB)+P(A’nB)’ 
(2.2) 
(2.3) 
28 J. F. BUONCRISTIANI 
since for standard sets B = (A n B) U (A’ n B). In fact a SPT sample space 
partition (A,},“i may be used in the denominator of (2.2) to obtain a third 
equivalent form: 
P(A lB)= 
P(A n B) 
C:,P(ApB)’ (2.4) 
With FS’s and the M&M algebra it may be shown that these three alter- 
natives, (2.2), (2.3) and (2.4), are not equivalent. 
We adopt (2.2) as the definition of FS conditional probability, also 
proposed by Zadeh [7], and derive some consequences. 
Since we are using the M&M algebra it is easy to see that P(A /A) = 1 
and P(A 10) = P(A). If A and B are independent then P(A 1 B) = f’(A). This 
motivated our choice in the definition of conditional probability. Since the 
independence of A and B need not imply that of A’ and B, then it does not 
follow that P(Ac 1 B) = P(A’) when A and B are independent even though 
P(A 1 B) = P(A). In addition, with the M&M algebra conditional probability 
need not satisfy P(A I B) + P(Ac / B) = 1 for P(B) > 0. The following 
equality does hold: P(A u B 1 C) = P(A / C) + P(B / C) - P(A n B / C) for 
P(C) > 0. 
The following is an example of conditional probability which seems 
counter-intuitive. It demonstrates that with FS’s it is possible to have both 
P(A) > P(A I B) and P(A) > P(A I B’). 
D 
Q ;; ;i ;; 
PA ‘I4 3/4 ’ 
Pu, 1 l/2 l/8 
PR’ 0 112 718 
P(A) = 213, P(AIB)=7/13 and P(A I B’) = 5/l 1 so that both 
P(A) > P(A I B) and P(A) > P(A I BC). 
It is clear that there are undesirable side effects with the assumed 
definitions of independence and conditional probability in the M&M case. 
An alternative that avoids some of these (but presents others) would be to 
first define conditional probability and then use this definition to define 
independence so that if A and B are independent so are AC and B. To do this 
we define for FS’s A and B, P(B) > 0, the conditional probability of A given 
B to be that of Eq. (2.3), namely, 
P(A IB)= 
P(A n B) 
P(AnB)+P(A’nB)’ (2.3) 
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It is now evident that P(A ] B) + P(Ac 1 B) = 1, which was not true with 
definition (2.2). 
Next define the FS A to be independent of the FS B if P(A 1 B) = P(A), 
P(B) > 0. In other words, P(A) must satisfy 
P(A) = 
P(A n B) 
P(A nB) + P(A’nB) (2.5 1 
for P(B) > 0. 
With this definition of independence it can be shown that if A is 
independent of B then AC is also independent of B. However, it is also true 
that if A is independent of B then B need not be independent of A. These 
alternative definitions also allow the possibility to have a FS and its 
complement to be nontrivially independent. 
PR algebra. The consequences of the independence definition (2.1) in the 
PR case are more in line with SPT. It may be shown that if the FS’s A and B 
are independent so are A, B’ and AC, B’. It is also possible in this case to 
have a FS A and its complement to be independent and such that 
P(A n AC) > 0. 
For the PR algebra P(A n A) = P(A*) so the definition of conditional 
probability (2.2) implies P(A j A) = P(A*)/P(A) < 1, whereas P(A /A) = 1 in 
the M&M case. In contrast with the M&M case since now the independence 
of two FS’s A and B implies that of their complements it is true that 
P(A 1 B) = P(A) implies P(Ac / B) = P(A’). In addition, we also P(A 1 B) + 
P(Ac 1 B) = 1, which was observed not to hold in general in the M&M case. 
In fact the alternative approach to conditional probability and independence 
is equivalent to the present one in the PR case. 
III. FUZZY PARTITIONS AND BAYES' THEOREM 
There is no standard way to define a fuzzy partition (FP). We will adopt a 
definition that is current in the FS literature. For an alternative see ] 11. A 
sequence of FS’s (Ai)El defines a FP if their characteristic functions satisfy, 
VwEL’, ~~,,uJ~c))= 1. If {Ai) is a FP and B a FS, P(B) > 0, then with 
the PR algebra P(B)=Cz,P(AinB) and P(A,IB)=P(A,nB)/ 
Czl P(A, n B) th e ra I ional Bayes’ Theorem of SPT. This result does not t d’t’ 
hold in the M&M case since in that algebra in general P(B) # 
xi”=, P(Ain B), where {Ai} is a FP. 
It is evident thus far in the development of the two FS probability calculi 
that each calculus has advantages and disadvantages. Some SPT statements 
are true in both calculi. Other SPT statements are true in the M&M case that 
are not necessarily so in the PR case and vice versa. Neither FSPT is 
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equivalent to SPT. Of course if all the sets are standard then all three 
theories agree as is usually desired of a generalization of a theory like SPT. 
IV. BOOLE'S INEQUALITY AND THE BOREL-CANTELLI LEMMAS 
The main results of this section are fuzzy forms of Boole’s Inequality and 
the Borel-Cantelli Lemmas. 
Lemma 1 (Boole’s Inequality). If {Ai} is a sequence of FS’s then 
P(U~lAA)<CiOO=lP(Ai). 
Proof The proof is essentially the same as that of SPT. Let 
Bk=lJf=rAi. Then 
(either FS algebra) 
thus 
LiE P(B,) < lim 4 P(Ai) 
k-+m (5, 
or 
From Boole’s Inequality we obtain the Borel-Cantelli Lemma for FS’s. 
LEMMA 2 (Borel-Cantelli). Zf {A,,} is a sequence of FS’s and if 
Cp=, P(A,) < 00 then the probability that infinitely many of these occur is 
zero. Notationally, P(A, Lo.) = 0, where i.o. denotes infinitely often. 
ProoJ The lemma follows from Lemma 1 as in SPT. 
A,i.o.= fi fi A,= lim supA”. 
m=l k=m n+m 
By Boole’s Inequality we have, for every m, 
< 5 P(A,)+O 
k=m 
as m -+ 03 since by hypothesis C,“=, P(A,) < co. Thus P(A, i.o.) = 0. 
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The contra-positive to Lemma 2 is that if P(A,, i.o) = 1 then 
c:= I W,) = a. 
To continue and prove the Bore1 Lemmas there would remain to be shown 
that if {A,,} were a sequence of independent FS’s, then J?n”, P(A,) = co 
implies P(A, i.o.) = 1. The proof of SPT uses the fact that independence of A 
and B implies that of their complements. It was pointed out that with the 
M&M algebra independence of A and B need not imply that of A’ and B’. 
There are ways to circumvent this diffkulty. The next lemma leads to one 
such circumvention. 
LEMMA 3 (M&M algebra). Let (A,} be a sequence of FS’s then 
(i) P(A, i.0.) > lim,,, Vpr, P(A,) 
OY 
(ii) 1 - P(A, i.0.) < lim,,, AZ, P&4;). 
ProoJ: 
(i) P(A, i.o.)=P(nz-, UrzmAk) 
= lim,,, JYUE,,, A/J 
2 lim,,, v&,, P(A,). 
(ii) 1 - P(A, i.o.) < 1 - lim,,, VET,, P(A,) 
= lim,,, km (1 - P(A,J) 
- lim,,, - ATi, W:). 
COROLLARY 1. IfP(AJ+c as k+ co, O<c< 1, then P(A,i.o.)>c. 
Proof. Substitute the limit c for P(A,) in (i). 
Corollary 2 is one way to assure P(A, i.o.j = 1. 
COROLLARY 2. I’lim,,, r\F:, P(AC,) = 0 then P(A, i.o.) = 1. 
In summary we have shown in the M&M case that if (A,} is a sequence of 
FS’s then (a) CT=, P(A.) < co implies P(A, i.o.j = 0 and (b) if 
lim,,, A?=, P(A’,) = 0 then P(A, i.o.) = 1. 
A straightforward way to deduce the full Bore1 lemmas in the M&M case 
is simply to assume that the complements of the FS are independent. This is 
what is done in the following theorem. 
THEOREM 1 (M&M algebra). 1s {A,,1 is a sequence of FS’s and if (A:] 
are independent then P(A, i.o.) = 0 if and only if (iff) cFz, P(A,) < ~13 or 
P(A,i.o.) = 1 rzC,"=( P(A,)= co. 
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Proof. All that remains to be shown is that independence of the sequence 
{AC,1 and JCL1 P(A,) = co imply P(A, i.o.) = 1. The proof is similar to the 
SPT argument, 
1 - P(A, i.0.) = Jrr jy!, (1 - P(Ak)), 
by the assumed independence of the complements. The hypothesis 
C,“=, P(A,) = co implies the infinite product nrY, (1 - P(A,)) conveys to 
zero for all m. Thus P(A, i.o.) = 1. 
With the PR algebra no difficulty is encountered in obtaining the usually 
stated form of the Bore1 lemmas. 
THEOREM 1 (PR algebra). rf (A,} is a sequence of independent FS’s 
then P(A, i.0.) = 0 iff Cn”,W,)< 03 or P(A II i.0.) = 1 if?- 
cn”= 1 fv,) = a. 
Proof Exactly as in SPT. 
V. E-STANDARD OR E-FUZZY SETS 
We now investigate the notion of fuzzy sets that are not too fuzzy. The 
assumed presence of a probability measure on 0 enables a definition of “not 
too fuzzy” to be formalized and interesting consequences to be derived 
therefrom. The next section contains a generalization of the results 
established here. 
Let P be a FS probability measure. Given such a P a pseudo-metric may 
be defined on the family of FS’s of Q. For FS’sA and B define the pseudo- 
metric d by 
d(A,B)=P(IA -BI). (5-l) 
where 
P(IA - B I> = I’ Lou.., -P&)I dQ. 
-12 
It is not difficult to show that d is a pseudo-metric. 
We now formalize the notion of “not too fuzzy” by defining a FS A to be 
E-standard if there exists a standard set B such that d(A, B) < E [ 1). St, will 
be the set of all s-standard sets in the relevant context. If 0 < s1 < e2 < 1 then 
of course St,, c St,*. For Fs’s A and B, A NOB means d(A, B) < E. Thus A is 
s-standard or A E St, if there is a standard set B such that A IV~B. For the 
remainder of this paper B, Bj, etc., will denote standard sets only. 
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LEMMA 4. A is St, ijjf there is a standard set B such that P(A CT BC) + 
P(ACnB)<&. 
Proof: This lemma follows from the fact that for B standard 
P(IA - B 1) = P(A n BC) + P(A’ n B). Note that for a standard set B 
= i’ dQ+~BkddQ " *‘ 
’ rua A (I -,aJdQ + [ iuB A (1 -rll..,)dQ (M&M case) 
R ” I2 
(PR case) 
= P(A n B’) + P(A’ n B). 
HenceP(IA-BI)<& iffP(AnB’)+P(A“nB)<&. 
Lemma 4 says that if a FS A is e-close to a standard set B, i.e., 
d(A, B) < E, then P(A n BC) + P(A’ C? B), the probability of the symmetric 
difference, is less than or equal to e also. 
An alternative formalization of “not so fuzzy” is as follows. A FS A could 
be defined to be s-fuzzy (E-FS) if there is a standard set B such that 
P(AnB)+P(A’nB’)> l-c. 
Theorem 2 shows that this notion would be redundant. 
THEOREM 2. Let A be a FS. For all standard sets B, 
P(AnB)+P(ACnBC)> 1 -eiffA~~B. 
Proof. Necessity: Assume for some standard set B 
P(AnB)+P(ACnB”)> I-E. 
It will be demonstrated that 
P(A’ n B) + P(Bc n A) < E. 
Observe that 
A=Anf2=(AnB)U(AnB”), 
AC=A’n12=(A’nB)U(ACnB’) 
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and 
Therefore 
P(A)fP(AC)= 1. 
P(AnB)+P(AnBc)+P(A’nB)+P(A’nB’)= 1 (5.2) 
(since (A n B) n (A n BC) = 0 = (AC n B) n (A’ n B’)). 
But by assumption 
P(AnB)+P(ACnBC)> l-6 
or 
-P(A nB)-P(ACnBC)<a- 1. 
(5.2) and (5.3) imply 
P(A~BC)+P(A~~B)<F. 
Sufftciency: Given (5.4) for some standard set B or 
-P(A n BC) - P(Ac n B) 2 -6, 
(5.3) 
(5.4) 
the latter inequality and (5.2) imply 
P(AnB)+P(AcnBc)> 1 -s. 
The convention followed henceforth will be to call a FS A s-fuzzy with the 
understanding that A is St,. In other words, A is c-fuzzy iff A mEB, where, of 
course, B is a suitable standard set. 
Sharp sets are O-fuzzy. A FS with ,u(o) = ~VW E B is in a sense “most 
fuzzy” so it may be said a f-FS is the other extreme from 0-FS. It can also 
be shown that, without loss of generality, we may always take 0 6 F < 4. 
From the next lemma we obtain an example of one natural case where E- 
fuzziness arises. 
LEMMA 5. P(AnBC)+P(ACnB)> 1 -ciffP(AUB)-P(AnB)<c. 
Prooj This lemma illustrates two ways of expressing an inequality on 
the probability of the symmetric difference. 
P(AnB)+P(AcnBC)> 1 -siff 
P(AnB)+P((AUB)C)> 1 -tiff 
P(AnB)+ 1 -P(AuB)h 1 -aiff 
P(AUB)-P(AnB)<&. 
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An easy consequence of Lemma 5 is the following example: if B is a 
standard set and A a FS and either A c B and P(B) - P(A) < E or B c A 
and P(A) - P(B) < E then A -F B. This is because, in either case, P(A U B) - 
P(AnB)<&. 
Another convention that will be used is to say that A is nearly standard 
(NS) if A is s-standard or an E-FS for a small E. “Small” is used here as a 
fuzzy predicate. 
If A is an c-FS so is its complement, A’. This is a result of the definition 
which is symmetric in A and AC. The goal of the next two theorems is to 
establish, for the M&M and PR algebras, respectively, that if Ai -E, Bi, 
i= 1,2, then A,nA,-, B, f’B,, where E = E, + E*. It will follow as a 
corollary in either case that A, U A, -E B, u B, too. Thus although E- 
fuzziness is preserved for E-FS complements, it is not for intersections and 
unions. The fuzziness of the intersection (union) of two E-FS’s is at most the 
sum of the fuzziness of the sets of the intersection (union). Boolean 
operations increase fuzziness, but this increase is a controlled increase. 
A preliminary lemma is needed here. 
LEMMA 6. Zf~.(o), gi(w): f2 + [O, 1 ] i = I, 2 then 
I ./xw) Af2(0) -‘cl(o) A g2(w)I G If,(m) - g,(w)1 + Ifi - g,(wk 
Proof We can assume without loss of generality that g, is the smallest. 
Then there are two cases: 
(a) f, <f, . In this case 
IflAkg,Ag,l=If*--*I 
=f2 - g2 
w-g,l+f2--2 
= If, -g,/ + If2 -g,I. 
(b) f, <fi 
If, Afi-g, Ag,l=lf,-gg,1 
=f, -g2 
<f2-g,=If2-g2l 
<If, -g,l+ If2-g2/. 
COROLLARY. For FS’s A,, A, and sharp sets B,, B, 
d(A,nA,,B,nB,)~d(A,,B,)+d(A,,B,). 
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ProoJ In the statement of the lemma interpret the fi’s as the Ai FS 
characteristic functions and the gi’s as the Bi sharp set characteristic 
functions (i= 1,2). Use definition (5.1) with the M&M algebra and the 
conclusion follows. 
THEOREM 3 (M&M FS algebra). Zf Ai -E, Bi, i = 1,2, then A, n AZ -C 
B, fT B,, where E = E, + Ed. 
Proof: This is an immediate consequence of the above corollary to 
Lemma 6. 
It is now possible to show as a corollary that A, U A, -E B, U B,, where 
E = s1 + F*. Observe that 
A mEB iff A’-,BC. 
Thus 
Ai wciBi iff Af mEi Bf, i= 1,2. 
By Theorem 3 
AfnA;-,B;nB;, E=E, +Ez, 
iff (ATnA!j)C-,(BTnBC,)‘, i.e.,A,UA,-,B,UB,. 
COROLLARY. A,UA2-EB,uB2,~=~, +Q. 
Remark. Theorem 3 and its corollary also hold if the Bi are FS’s but we 
shall not need that case here. 
For a proof of the consequence of Theorem 3 in the PR case a lemma 
similar to Lemma 6 is needed. 
LEMMA 7. Same assumptions as in Lemma 6. Conclusion: 
Proof. 
If,f* -kc, g*l G If2(f, - &?,>I + I SI(f, -g*)l 
G If, -g,I + If2 -g*l. 
COROLLARY (PR algebra). For FS’s A, and A, and sharp sets B, and 
B2 
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Proof: As in the corollary to Lemma 6 but with the PR algebra. 
Equipped with the last corollary it is possible to demonstrate that in the 
PR case Theorem 3 holds. 
THEOREM 3 (PR algebra). Some assumptions and conclusions as in 
Theorem 3 (M&M FS algebra). The proof is the same but with the PR 
algebra and notation and with the FSPT in use. 
The next result is a consequence of the development thus far. 
THEOREM 4. There is a standard B such that A NOB only if 
P(A n AC) < 2~. 
Proof: For the standard set B 
BnB’=Qr. 
Now A f? A’ need not be equal to 0. However, 
AnAC- ,,BnBC=O, 
i.e., A nAc ~~~0. 
The latter implies 
P((AnAC)nO)+P((AnAC)CnOc)> 1-2s 
so P(((AnAc)u0)C)>1-2e and hence l-P((AnA’)U@)>l-2~ 
and so P(A n A’) < 2~. 
For the converse of Theorem 4 a slightly stronger assumption is needed. 
THEOREM 5. Iffor a FS A, P(A n A’) < ~12 then there is a standard set 
B such that A -E B. 
ProoJ The following applies in either case. Let ~,~(w) = x and puA,(w) = 
1 -x, 0 < x < 1. Define the standard set B as follows: 
&l(W)= 1 if ~~(0) > 4, 
= 0, PA(W) < f. 
It then follows that 
PA (-.#(w) = ,uAC(W) = 1 - x if o E B, 
=pA(w) =x if w E BC. 
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IPAW) -Pu,(Q-))l =fiuAc(w), w E B, 
= PA (w>, O.lEBC. 
Now consider the M&M case: 
PR case: 
= 21 pA(l -.u,)de+zj iuA-~a)dQ A Is< 
=P(IA -BI). 
A summary statement of the main results in this section is that the 
Boolean set operations intersection and union introduce more fuzziness. E- 
fuzziness is preserved under complements and increases by sums with inter- 
section or union. In the next section this observation will be used to obtain a 
general theorem about Boolean identities with E-FS’s. 
VI. A GENERAL THEOREM ABOUT BOOLEAN ALGEBRA 
IDENTITIES AND E-FS'S 
The notions of a-fuzziness or near standard introduced in the previous 
section may be used in a natural way to obtain a general theorem about how 
closely these not quite standard sets satisfy Boolean identities. For example, 
for any standard sets B, and B, the equality 
B,=(B,nB,)u(B,nBBC,) (5.5) 
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holds. On the other hand, for FS’s A i and A z 
A, need not equal (A,nA,)u(A,nA’;) 
in general since A z U A 5 need not be equal to L?. 
Now suppose, however, Ai wE, Bi, i = 1,2. 
Then 
0) A, -E,BIT 
(ii> AI nA2 -El+F2B, nB,, 
(iii) A,nA’;-,I+E2B,nB; and 
(iv) (A,nA2)u(A,nA~)-2,,,+EZ)(B1nB2)~(B,nB’;). 
Putting all this together: 
A I-B,=(B,~B,)U(B,~B~)-,,,,+,~,(A,~A~)~(A,~A~) FI 
or 
A,- (x&lt2cl) (A, nAdu(A, nAL;l 
Thus 
W,, (A, nA,)U(A, nA;))< 3c, + 2~~. 
If si=e,=& then d<5&+0 as F+O. 
In the sense that A, -8 (A, n A,) U (4 i n AC,), E-F% almost satisfy the 
Boolean equality (5.5). This is an instance of a genera1 property of s-FS 
which is the essence of Theorem 6 below. 
The example of Eq. (5.5) involved computing the bound 6 = 5s from 
A I-,B, and (A,nA,)U(A,nAA’;)--,,(B,nB,)U(B,nBB’;) and the 
triangle inequality. The two bounds E and 4~ for the latter formulas involving 
the c-FS A,, A, depend on the complexity of the formulas r, = A, and 
T2 = (A i U A2) U (A, f7 A;) in an elementary way. 
To define complexity, suppose n e-FS A, ,..., A, are given and that 
r(A , ,..., A,,) is a Boolean expression. The complexity of r, c(Z) is defined to 
be the number of occurrences of unions and intersections plus one. That is, 
c(T)=m+ 1, (5.6) 
where m is the number of occurrences of U and n in r. Then 
(A I,..., A,,) -c(r)6 W, ,..., B,) for some standard sets B,,..., B, by assumption 
and induction on the results of Section V. For example, if A,, A z are both 
c-FS’s then c(Ai)= 1, c((A,nA,)U(A,nA;))=4 and A,-s(A,nA,)u 
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(A, r‘l AS), where 6 = (1 + 4)s, is 5s, the sum of the complexities times E, as 
demonstrated above. 
Here is another example to illustrate the present discussion. Suppose A, 
and A, are both O.Ol-FS’s. Then Ai-,.,,Bi for some standard B,, i= 1, 2, 
by assumption. From the corollary of Theorem 3, A, VA, -O.OZ B, U B, and 
(A, UAJ -0.02 (B, UB,)‘. Observe that c(A , U A 2) X 0.01 = 0.02. In 
addition, (B, U B2)C -O B: n B; (this is an identity) and AT n A; -0,02 
BT r\ BS. Therefore, using the triangle inequality, (A, U A 2)c -s AT n A;, 
where the bound ~=(~(A,uA,)+~(A~nA;))x0.01=(2+2)~ 
0.01 = 0.04. 
Observe that for the M&M FS algebra (A, VA 2)c = Af n A ‘; for any 
FS A, and A 2. But for the PR algebra and C-FS’s A, and A 2 this equality is 
only “sort of’ correct. 
Theorem 6 generalizes the ideas discussed thus far. It shows how closely E- 
fuzzy sets satisfy any Boolean equality [ 1 1. 
THEOREM 6. Let A ,,..., A, be ~-fuzzy sets and suppose r= IY is an 
identity in Boolean set algebra involving A, ,..., A,. If c(T) = m and c(w) = 1 
then 
r(A 1 mAA -(m+/)cv(A,mAd 
The theorem says that if E is small and m and I are not too large then for 
any FS’s in St, the equality T(A, ,..., Ak) = y/(A, ,..., Ak) is “nearly” correct. 
ProoJ Let Bi (i = 1, 2,..., k) be standard sets such that Ai -E Bi. Bi exist 
since the Ai are in St,. Then 
W I ,..., Ad -(m)er(Bir.... Bk), 
w , ,...> BiJ -0 0, ,..., B/J 
and 
w(B, ,..., B,J -(/)e w(A, ,..., AJ. 
Therefore, by the triangle inequality, 
For fixed n, with the M&M algebra, the amount of fuzziness attainable in 
Theorem 6 is in fact bounded. It can be shown that there are only a finite 
number of Boolean expressions obtainable from n fuzzy sets A,, A, ... A, 
with the M&M algebra and that an upper bound on the number of 
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expressions is 2**“. Let c equal the maximum complexity obtainable from the 
n c-fuzzy sets A , ,..., A,, . The an upper bound on the amount of fuzziness in 
Theorem 6 is 2ce for this fixed n. (For the PR algebra, one FS A can 
generate an infinite number of fuzzy sets: A, A*, A3... .) 
Theorem 6 may well form a semantic justification for Parikh 151, in which 
he argues that as tautologies in the statement calculus (which correspond to 
identities in Boolean algebra) based on vague premises become longer, their 
reliability decreases! Here, as the Boolean expressions in the identity r = I,Y 
become more complex, it is less true that T(A, ,..., A,,) = yl(A, ,..., A,) for sets 
in St,. Simple expressions like A, = (A, f’ A,) U (A, n A:) may not be too 
unreliable. However, added complexity involving more sets in St, increases 
the unreliability. 
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