Abstract. We study an iterative cutting-plane algorithm on an integer program, for minimizing the staffing costs of a multiskill call center subject to service-level requirements which are estimated by simulation. We solve a sample average version of the problem, where the service-levels are expressed as functions of the staffing for a fixed sequence of random numbers driving the simulation.
static routing, each call type may have an ordered list of agent groups to try. If all are busy, the call joins a queue. There could be one queue per agent group, or one queue per call type (this is usually better, because it allows more resource sharing), or one single queue for several call types, or a mixture of these. Priorities and complex routing rules can thus be implemented. For example, each agent may have an ordered list of queues to dig from when it becomes available, and the order is not necessarily the same for all agents in a group. The priorities may change based on thresholds on queue sizes or waiting times, etc. In a general dynamic routing scheme, the decisions may depend on the entire state of the system, which may include the current time, the number of calls of each type in service and in the queues, the elapsed service time of the calls in service, etc.
Optimal dynamic schemes are usually too complicated and difficult to implement, so in practice the routing strategies are selected from a prespecified class of simpler rules. In the optimization problems studied in this paper, they are assumed to be fixed and we optimize only the staffing or scheduling. This was motivated by a specific request from a Canadian firm who wanted precisely this kind of optimization tool for the management of their call centers. We now give a nonlinear integer programming formulation of a scheduling problem with servicelevel constraints, over a time interval divided into periods. There are K call types, I skill groups, P periods, and Q types of work schedules (which we also call shifts). For example, the scheduling could be for one day (or week) and the periods could be successive half hours of operation of the center over that day (or week) . Each shift specifies the time when the agent starts working, when he/she finishes, and all the lunch and coffee breaks.
The cost vector is c = (c 1,1 , . . . , c 1,Q , . . . , c I,1 , . . . , c I,Q ) t , where c i,q is the cost of an agent of type i having shift q. The vector of decision variables is x = (x 1,1 , . . . , x 1,Q , . . . , x I,1 , . . . , x I,Q ) t , where is x i,q the number of agents of type i having shift q. We use the vector of auxiliary variables y = (y 1,1 , . . . , y 1,P , . . . , y I,1 , . . . , y I,P ) t where y i,p is the number of agents of type i in period p. This vector y satisfies y = Ax where A is a block diagonal matrix with I blocksÃ, where the element (p, q) ofÃ is 1 if shift q covers period p, and 0 otherwise.
The constraints are on the service-level, defined as the fraction of calls answered within a specified time limit. This time limit was taken as 20 seconds in our computational experiments.
The service-level for call type k in period p is defined as g k,p (y) = E[num. of calls answered within s k,p seconds in period p] E[num. of calls in period p] for some constant s k,p . It is equal (with probability one) to the fraction of calls of type k answered within s k,p seconds over an infinite number of i.i.d. copies of period p. This fraction generally depends on the staffing over all periods, up to period p, because reducing the staffing over a given period can increase the queue lengths and thus reduce the service-level in the periods that follow, and may also increase the waiting time of calls answered in this given period but that arrived in earlier periods. This is why g k,p is written as a function of y. In our model, the abandonments that occur before the time limit s k,p are not counted, whereas the calls that abandon after the time limit are counted in the total. The service-level constraints are of the form g k,p (y) ≥ l k,p where each constant l k,p belongs to the interval [0, 1).
The model also has constraints on the aggregate service-level over a given call type, a given period, and overall. For example, the aggregate service-level over call type k is the expected total number of calls of type k answered within some time limit s k over the day (say), divided by the expected total number of calls of type k received over the day. We denote by g p (y), g k (y) and g(y)
the aggregated service-levels for period p, call type k, and overall, respectively. The corresponding time limits are s p , s k , and s, and the corresponding minimal service-levels are l p , l k and l.
These functions g • (the ratios of expectations) are generally unknown and much too complicated to be evaluated exactly. They can be either approximated via simplified queueing models (e.g., as
in Ingolfsson et al., 2003) or estimated by simulation. In this paper, we concentrate on the second alternative.
With this notation, we define the scheduling problem as
Q q=1 c i,q x i,q subject to Ax = y,
x ≥ 0, and integer.
The staffing problem is a relaxation of the scheduling problem where we forget about the admissibility of schedules and just assume that any staffing is admissible. The cost vector in this setting is c = (c 1,1 , . . . , c 1,P , . . . , c I,1 , . . . , c I,P ) t where c i,p is the cost of an agent of group i in period p. We have:
P p=1 c i,p y i,p subject to g k,p (y) ≥ l k,p for all k, p, g p (y) ≥ l p for all p, g k (y) ≥ l k for all k, g(y) ≥ l, y ≥ 0, and integer.
In the special case where we consider one period at a time, we have c = (c 1 , . . . , c I ) t where c i is the cost of an agent of type i and y = (y 1 , . . . , y I ) t where y i is the number of agents of type i. In this context, we often assume that the system is in steady-state over the given period (but we may also assume arbitrary initial conditions). The optimization problem then reduces to:
y ≥ 0, and integer.
Our numerical illustrations in Section 4 are with problem (P3) for a steady-state system. Solving this problem in itself can bring useful insight into the effect of skill set selection and routing strategies on the service-level.
It is frequent practice in call centers to solve the single-period staffing problem independently for each period, under a steady-state assumption (first step), and then find an admissible schedule that covers the required staffing at minimal cost (second step). When this approach is used, we usually have l p = l k = l p,k for all p and k, so the constraints on the aggregated levels are automatically satisfied if the constraints of (P3) are satisfied for each period and if the periods are assumed independent. Often, in practice, the constraints are only on the aggregated service level over all the periods, and we use these same constraints in all copies of (P3), i.e., for each period. This two-step approach is definitely suboptimal and the suboptimality gap can be significant (e.g., Jennings et al., 1996) but it is nevertheless often used because the original scheduling problem (P1) is deemed too hard to solve. If the staffing vector y * represents the optimal solution obtained in the first step, and if we assume that this y * automatically satisfies the constraints of the original problem (i.e., that the time-aggregated constraints are redundant), then the problem to solve in the second step
subject to Ax ≥ y * ,
To solve any of these problems, we need to approximate or estimate the functions g • . For this,
we tried variations of a queueing approximation proposed by Koole and Talim (2000) and Koole et al. (2003) , where the model is approximated by a loss system (with several simplifications) and a heuristic is used to infer the service-levels in the original model from the loss ratios in the loss model. We compared the results with those of a detailed simulation model and found significant differences in the service-levels (more than 100% in some examples). In the remainder of this paper, we use only simulation to estimate the service-level.
General Methodology
In this section, we summarize the main ideas of the general methodology proposed by Atlason et al. (2004) , adapt it to the multiskill setting, point out several difficulties encountered with this methodology (many of them were already recognized in Atlason et al., 2004) , and propose practical heuristics that can make the methodology viable for realistic problem instances.
Optimization of a Sample Problem
The service-levels involved in the constraints are estimated by simulation. Suppose we simulate the center n times, independently, over its P periods of operation. Let ω represent the source of randomness, i.e., the sequence of all independent U (0, 1) random variates that drive the successive simulation runs (regardless of their number). We may assume that ω is divided into long disjoint subsequences so that the ith simulation run always starts using random numbers at the beginning of the ith subsequence regardless of the model parameters and staffing vector. This is implemented by using random number packages that provide multiple streams and substreams (L'Ecuyer et al., 2002; L'Ecuyer, 2004 ).
The empirical service-level over n simulation runs, defined as the observed number of calls answered within the time limit divided by the total number of calls, is a function of the staffing level y and of ω. We denote it by G n,k,p (y, ω) for call type k in period p; G n,p (y, ω) aggregated over period p; G n,k (y, ω) aggregated for call type k; and G n (y, ω) aggregated overall. For a fixed ω, these are all deterministic functions of y. To compute these functions at different values of y,
we simply use simulation with common random numbers, i.e., make sure that the same random numbers are used at the same place for all values of y (Law and Kelton, 2000) .
If we replace the functions g • in the optimization problems by their sample counterparts G • , we obtain the following empirical scheduling problem, which is a sample average version of the original problem:
We insist on the fact that when ω is fixed, these sample problems become purely deterministic.
These are the problems we solve, instead of the original problems (P1) to (P3).
We can study the convergence of the optimal solution of the sample problem to that of the original problem as n → ∞, under the assumption that ω is really an infinite sequence of i.i.d.
random variables (as opposed to pseudorandom numbers). This was done by Atlason et al. (2004) for their model, and earlier, e.g., by Vogel (1994) in a more general setting. Our argumentation is similar but simplified.
In our context, it is reasonable to assume that the set Y of potential solutions y is finite (e.g., it suffices to impose an upper bound on the total number of agents in the center). Let Y * be the set of optimal solutions of the exact problem. Another reasonable assumption is that no servicelevel constraint is satisfied exactly in the original problem for these solutions y ∈ Y * . Let Y * n be the set of optimal solutions of the sample problem based on n simulation runs. Each random variable G n,k,p (y, ω) estimates the ratio of expectations g k,p (y) by the ratio of two averages of n i.i.d. random variables having the correct (positive) expectations and finite variance. Therefore G n,k,p (y, ω) converges to g k,p (y) with probability one when n → ∞. This means that for every
Let δ be the smallest absolute difference between an exact service-level g • and its corresponding threshold l • , among all solutions y ∈ Y. In view of the above assumptions, since Y is finite, there is a random N * such that |G n,k,p (y, ω) − g k,p (y)| < δ for all n ≥ N * , all y ∈ Y, all k, all p, and all aggregate service-levels as well. Then, for all n ≥ N * , the sample problem has exactly the same set of feasible solutions (and therefore the same optimal solutions) as the exact problem. We have just proved the following:
Proposition 1 With probability 1, there is an integer N * < ∞ such that for all n ≥ N * , Y * n = Y * .
The next proposition gives a convergence result in the sense of large deviation theory, under the assumption that the service-level estimators satisfy a standard large deviation principle (see, e.g., Ellis, 1985; Shwartz and Weiss, 1995) . This assumption holds under fairly general conditions that should practically always hold in our setting. It typically holds with κ = κ 0 2 for every small enough, for some constant κ 0 > 0.
Assumption 1 For every > 0, there are positive integers n 0 and κ such that for all n ≥ n 0 and
for all k, p, and for the aggregate service-levels as well.
Proposition 2 Under Assumption 1, there is a positive constant α and an integer n * < ∞ such that for all n ≥ n * ,
Proof. Take = δ in the assumption. If the absolute error |G n,k,p (y, ω) − g k,p (y)| is less than δ simultaneously for all constraints and all y ∈ Y, then the sample problem has exactly the same feasible set as the exact problem and therefore Y * n = Y * . But the probability that this does not happen is bounded by the sum over all constraints and all values of y of the probabilities that it does not happen for this particular constraint and value of y. Each such probability is bounded by e −nκ from the assumption and there are a finite number of them, so their sum must be bounded by αe −nκ for some constant α.
The proof of the proposition also implies that the sample and exact problems have exactly the same set of feasible solutions with a probability that converges to 1 exponentially fast when n → ∞.
It reuses an argument from the proof of Proposition 2 of Yakowitz et al. (2000) .
For solving the staffing problem (P3) in the steady-state case, we use the sample problem (P6)
where the functions G n,k and G n are estimated by simulating the model for n hours of operation.
These functions converge to g k and g and obey a central-limit theorem (pointwise) when n → ∞ in the same way as for the multi-period finite-horizon model, if we assume that the system has enough ergodicity. Then, if we restrict the search to a finite subset of the space of stable solutions y, Propositions 1 and 2 hold in this case as well.
Integer Linear Programming with Cut Generation
We solve the sample staffing and scheduling problems by linear programming with cut generation, in a manner similar to Atlason et al. (2004) . The idea is to relax the nonlinear service-level constraints and add progressively linear constraints until the optimal solution satisfies all servicelevel constraints.
We give the following explanations on cut generation with the global service-level function g, to simplify the notation. The same reasoning applies as well to the service-level per call type and/or per period, and to their sample counterparts.
At any given step of the algorithm, letȳ denote the current solution (optimal for the relaxed problem with the current set of constraints). Ifȳ satisfies all service-level constraints, then it is an optimal feasible solution for our problem and we are done (assuming that we did not cut out the optimal solution(s) when adding linear constraints). Otherwise, take a violated constraint, say g(ȳ) < l, and suppose that g is concave in y. (A discrete function g is called concave if the upper boundary of the convex hull of the points (y, g (y)) is a concave function.) Letq be any subgradient of g atȳ, i.e., a vector that satisfies
for all y. We want g(y) ≥ l, so we must have l ≤ g(y) ≤ g(ȳ) +q t (y −ȳ), i.e.,
where the term on the right is a constant that can be readily computed. Adding this linear cut inequality to the constraints removesȳ from the current set of feasible solutions, without removing any solution that is feasible for the original problem if g is concave.
Unfortunately, g is not always concave in our setting. Typically, it is concave in the areas where y is large, but not where y is small (this was already pointed out by Atlason et al., 2004, see also the next section). But it is quite reasonable to assume at least that g is non-decreasing. In that case, a subgradientq must necessarily satisfyq ≥ 0, because taking y =ȳ + e j in (1) gives q j ≥ g(y) − g(ȳ) ≥ 0, for each j, and the next proposition provides a sufficient condition ensuring that constraint (2) cannot remove feasible solutions of the original problem.
Proposition 3 Suppose that g is nondecreasing everywhere in its domain and concave in the area (slice) ∆ defined by the two linear inequalities
If a vectorq ≥ 0 satisfies (1) for y ∈ ∆, then the cut (2) cannot remove any feasible solution of the original problem.
Proof. Ifq ≥ 0 satisfies the inequality (1) in ∆, then g(y) < l everywhere in the interior of ∆, so the cut cannot remove any feasible solution there. We also have g(y) < l everywhere in the half-space where (2) is not satisfied, because g is nondecreasing in that half-space and every point y in that half-space satisfies y ≤ y 1 for some point y 1 ∈ ∆.
The area ∆ is the slice of space between the hyperplane that determines the cut (2) and a parallel hyperplane that passes through the pointȳ. We call a vectorq ≥ 0 that satisfies (1) for
Cuts of the form (2) can be added for all violated constraints simultaneously in a single step, or for only some of the violated constraints. The next issues are: how do we obtain a subgradient, how can we make sure that g is concave, and what do we do if it is not concave? They are all addressed by heuristics.
Difficulties and Heuristic Cures
Getting a subgradient. To obtain a (tentative) ∆-subgradientq atȳ, we simply use forward finite differences as follows. For j = 1, . . . , IP , choose an integer d j ≥ 0. Compute the function g atȳ and atȳ + d j e j for j = 1, . . . , IP , where e j is the jth unit vector, with a 1 in position j and 0's elsewhere. We defineq as the IP -dimensional vector whose jth component is
for all j. If we are sure that g is concave, taking d j = 1 for all j is certainly the most natural choice, but the more general form with d j ≥ 1 is sometimes convenient, e.g., when the sample function is not smooth enough and/or not concave (we will return to this). If g is non-decreasing (which we assume), thenq ≥ 0. If g is concave and d j = 1, thenq j is a subgradient for g viewed as a function of y j alone (a one-dimensional function with discrete domain), for each j. Unfortunately, even under these conditions,q is not necessarily a ∆-subgradient of g, because (1) may fail to hold in some diagonal direction (i.e., for some vector y −ȳ having several positive components). Atlason et al. (2003) pointed out this important issue and gave examples; we provide a similar discussion for completeness.
A two-dimensional function g may satisfy g(0, 0) = g(1, 0) = g(0, 1) = a and g(1, 1) > a and yet be concave. For instance, g(y 1 , y 2 ) can be defined by two planes that match these values, one plane for y 1 ≥ y 2 and another plane for y 1 ≤ y 2 . In this case, we would getq = (0, 0) and this vector would not be a subgradient. The corresponding cut may then remove solutions y that do not satisfy (1) and do satisfy the service-level constraints of the original problem. So we can only viewq as a heuristic guess for a subgradient. On the other hand, in our experiments we routinely checked (1) in some positive diagonal directions, e.g., with each component of y −ȳ equal to 1 or 2, and never found any serious problem in the cases where g was concave with respect to each of its coordinates separately.
Suppose that g satisfies the submodularity condition:
for all non-negative integer vectors d 1 and d 2 . For the functions g • in our setting, this condition means that adding a vector d 2 of agents to the center brings less gain if the current (vector) number is y + d 1 than if it is only y (i.e., the larger the current staffing, the smaller the marginal gain of adding more agents). It is quite reasonable to expect this to be true, at least when y is large enough. Under Condition (5), g is necessarily concave and the vectorq defined by (4) with d j = 1 for all j always satisfies (1) for y ≥ȳ. However, it is not necessarily a ∆-subgradient because (1) may fail to hold for some vectors y such thatȳ − y has both positive and negative components.
This was pointed out in Atlason et al. (2003) .
In general, if g is not concave or ifq is not a subgradient for some reason, the cut (2) may remove part of the set of feasible solutions (in terms of service-level) of the original problem. If this includes the optimal solution(s), we will simply end up with a suboptimal solution. For this reason, it is generally a good idea to run the algorithm more than once with different streams of random numbers and/or slightly different parameters, and retain the best solution found.
Non-concavity and related problems. A second (related) issue concerns the concavity of g.
Typically, g is a convex function of each coordinate of y when these coordinates are small, and a concave function when the coordinates are large. The rationale is that if there are much too few agents, almost no call is answered with the time limit and adding one agent is not likely to change this by much (at least for a large center). But if we keep adding agents, at some point the fraction g(y) increases at a faster rate. Eventually, when there are enough agents so that most calls are answered within the time limit, adding more agents has little effect on g(y). Figure 2 : The S-shaped service-level function
In Figure 2 , suppose that l = 0.8 and that we use d j = 1 to get our subgradients. The optimal solution in this one-dimensional case is the smallest y for which g(y) ≥ 0.8, namely y = 13. It corresponds to point S in the figure. Ifȳ = 9, where g is concave, the subgradientq is the slope of the line that passes through points C and D in the figure. This line intersects the horizontal line g(y) = l = 0.8 at y = 11.95 (point E in the figure) . The corresponding cut to be added,
, can be written as y ≥ 11.95, or y ≥ 12 because y must be integer. This constraint removes only infeasible solutions, i.e., values of y for which g(y) < 0.8. On the other hand, ifȳ = 6, we see that g is not concave in that area. The subgradientq atȳ = 6 is the slope of the line going through points A and B (the lowest dotted line), which intersects the line g(y) = 0.8 at y = 15.20. The cut generation procedure would then add the constraint y ≥ 15.20, or y ≥ 16, which eliminates a large chunk of the feasible set, including the optimal solution.
Proving the joint concavity around the current solution appears much too difficult and impractical, so we only check the univariate concavity of g with respect to each coordinate y j separately.
More precisely, we check ifq j is a nondecreasing function of d j , by verifying if
for each j. These are only necessary concavity conditions. Atlason et al. (2004) use a different type of concavity check; it is multivariate and use all function evaluations made so far.
These (imperfect) concavity checks are expensive, because they require several additional simu-
One possibility is to simply bypass them altogether, to save time, at the risk of cutting out too much of the feasibility check. To reduce that risk, it is a good idea to take larger values of d j when the current service-level is much smaller than its minimal value specified by the constraints. In our computational experiments, we found this to be more efficient than checking concavity, in the sense that it usually yields a very good solution in roughly half the time.
For the experiments reported in Section 4, we took d j = 3 when the service-level corresponding to the considered cut was less than 0.5, d j = 2 when it was between 0.5 and 0.65, and d j = 1 when it was greater than 0.65.
Initial constraints and what to do when we get into areas of non-concavity? At the beginning of the algorithm, if we relax all the nonlinear service-level constraints, the optimal solution of the relaxed problem is y = 0. The functions g are obviously non-concave at that point, so we are in trouble right from the start! We must find a way of eliminating areas of non-concavity by adding other types of constraints to restrict the set of admissible solutions a priori, before generating any cut based on a subgradient. That is, impose y ∈ Y for some set Y in which the functions g • are more likely to be concave.
We obtain such constraints as follows. For any given period, we impose that the skill supply of agents during that period can cover a fraction α k of the load of call type k during that period for all k, for some constants α k which are usually close (or equal) to 1. To explain what this means, we assume for simplicity that call type k has arrival rate λ k and service rate µ k (independent of the agent group) in a given period, and that the number of agents of each group for that period is
given by the vector y = (y 1 , . . . , y I ) t . The load for call type k is Consider the graph of Figure 3 , where there is an arc of infinite capacity from call type k to agent group i if and only if this agent group can handle call type k. Each arc going from an agent group i to node B on the right has a capacity equal to the number of agents in that group. Each arc going from node A to a call type k on the left has capacity equal to α k ρ k , the load that we want to cover for that call type. We compute the maximal flow that can go from A to B in that graph. If we view the load of each call type as fluid, the flow that goes through call type k and agent group i corresponds to the load of call type k handled by agent group i, i.e., the number of agents of group i required to handle that load if these agents are busy 100% of their time. This is a real number (not necessarily an integer) and we call it the skill supply devoted to call type k. If the maximal flow equalsρ
this means that there is enough skill supply to handle the desired load for each call type. Otherwise, this is not possible. This is summarized in the next proposition.
Proposition 4
The maximum flow in the graph of Figure 3 isρ if and only if there is enough skill supply in the agent groups to cover a load of α k ρ k for call type k, simultaneously for all k (for a total load ofρ).
For any given solution y =ȳ, the maximum flow in the graph can be computed easily by a standard max-flow algorithm. If the flow is less thanρ, the algorithm finds a minimum cut that provides a valid linear inequality on y needed to reach the required maximum flow, but violated by the current solution. We add this constraint and find a new solutionȳ. This is repeated until the maximum flow reachesρ.
This procedure is performed at the beginning of the algorithm and is repeated each time we obtain a new solutionȳ after having added linear inequalities based on service-level constraints.
The computational requirement for solving this max-flow problem on a sparse bipartite network such as ours is almost insignificant in comparison with the overall computing time, regardless of the values of K and I (which may reach 100 in large call centers). In our computational experiments, we took all α k 's equal to 1, except for a situation that we will describe in a moment.
It is important to underline that this procedure is a heuristic, in the sense that being able to handle the load (or a given fraction of it, as specified above) is neither necessary nor sufficient for the model to be stable. It is not necessary because abandonments can keep the system stable if the load cannot be covered. And even without abandonments, if the load is not covered during a given period, a queue will build up during that period but these calls could be handled during the next period, in which there could be extra capacity. These are the reasons why we may not always take α k = 1 for all k. In the case of steady-state models without abandonments, however, we should take α k ≥ 1. But even if the maximum flow exceedsρ with α k > 1 for all k, i.e., if there is enough skill supply to simultaneously cover more than the load for each call type, this does not necessarily imply that the system is stable (see Example 1 in Section 4, and Garnett and Mandelbaum, 2000, for counterexamples). Stability in this case generally depends on the priority rules in the routing strategies. The procedure is nevertheless very useful to cut out areas of non-concavity of the functions g • .
Even when the skill supply can cover the load of all call types, it may happen that certain call types have extremely low service-level if the routing rules give them low priority. When we want to generate a subgradient cut based on the service-level threshold for such a call type, we run into a non-concavity problem. The "subgradient" is often nearly flat (zero or almost zero) and the corresponding cut would remove all the good solutions. In this case (which typically happens for highly unbalanced systems, where certain types of calls have very low priority but yet require a minimal service-level), we need a different type of heuristic. What we do is simply increase the value of α k used in the max-flow problem for the call type k having the highest service-level gap,
i.e., the smallest value of g k,p (ȳ) − l k,p or g k (ȳ) − l k . The trick is to increase α k just enough to get out of the non-concavity area. An appropriate value could be found by trial and error, checking the concavity and the service-levels obtained for each trial. In our computational experiments, we adopted a heuristic that increases α k so that the resultant service-level for call type k is between 0.01 and 0.1. For the examples that we tried, this always appeared sufficient to get rid of these flat subgradients, and taking a larger α k was counterproductive (empirically).
When very low service-levels are obtained for certain types of calls even if the global servicelevel is high, this may indicate poor routing strategies. In that case, significant improvements on the service-level per call type can often be obtained by changing the routing rules, which is likely to be less expensive than adding more agents.
Cut generation priorities. The problem of certain call types having zero (or near zero) service level happens more frequently when the global service-level is still low as well. Moreover, when the global service-level is higher, the service-level for a given type of call tends to be concave over a wider range of values than when the global service-level is low. We observed empirically that in many cases, when the global service level is high, the service-level of a given call type is concave as a function of a given y j practically as soon as it becomes positive.
For this reason, as long as the global service-level is below a given threshold * , we only generate cuts based on the global service-level constraint. After that threshold has been reached, at each step of the algorithm we generate and add a cut for each service-level constraint that is not satisfied. All these constraints are added simultaneously. Adding several constraints at the same time generally makes the algorithm more efficient, because it reduces the total number of steps and thus the number of simulations runs. On the other hand, adding bad cuts (obtained in non-concave areas)
can be damaging. So there is a compromise to be made and the choice of * decides on that compromise. In our experiments, that threshold was 0.65.
Problems with the smoothness of sample functions. Yet another difficulty comes from the fact that the sample functions G n,• are typically less smooth than their "expected value" counterparts g • . This was also noticed by Atlason et al. (2004) . Because of that, G n,• is often locally non-concave in the area where g • is concave. The explanation is that for a given sample path, if we increase the number of agents by one at a time, the actual number of calls that get served within the time limit may increase sometimes by a large amount, sometimes by a small amount, sometimes not at all, and the amount of increase is not necessarily monotone, for a small n, even if it becomes monotone when n → ∞. When we increase the sample size n they become smoother, so the problem diminishes, but it may take a very large value of n before it disappears completely, and that value is random. Increasing n also makes the simulation much more expensive. This is illustrated in Figure 4 , which shows the actual sample function G n,k for a given call type k as a function of the number of agents of a given group that can handle that call type, with the number of agents in all other groups held fixed, in a simulation of 50 hours of operation of the large example of Section 4. The sample function is flat between 6 and 7, between 22 and 23, and between 24 and 25. If we use d j = 1 in this case, atȳ = 6 and 22, (points A and B in the figure), the subgradient is zero and the corresponding cut removes everything! The subgradient is also zero atȳ = 24 (C in the figure) but the constraint is already satisfied at that point. At D and E, the subgradient is not zero, but it is small enough so the corresponding cut would impose an excessive lower bound on y.
This type of problem can be detected by univariate concavity checks. When it occurs, we could simply use larger values of d j in the subgradient estimators. In the example on the figure, for instance, taking d j = 2 or 3 would do fine. A sensible heuristic could be to try d j = 1, 2, and 3, and take the one that gives the largest slope. When the service-level G n,• at the current solution is still much smaller than the threshold, it is usually a good idea to start directly with some d j > 1.
In our computational experiments of Section 4 we simply bypassed all concavity checks (to save time) and directly used larger values of d j as explained earlier.
With all these heuristics, subgradients close to zero are still encountered once in a while and we must avoid adding the corresponding cuts. For that, we use another threshold: when all coordinates ofq are smaller in absolute value than this threshold, we do not add this cut. The other cuts added at the same step will usually take care of improving the situation enough to circumvent the problem.
This threshold was set at 0.01 in our experiments. • Relaxing integrality and rounding up. For problem instances where the vector y has a small dimension, we can solve the sample problem at each step (i.e., after adding new constraints) by integer programming (IP). The simulation time (to evaluate the service-levels required to compute q) typically dominates the total CPU time in that case. But when the problem becomes too large, the time required for solving the integer program becomes excessive (this time increases exponentially with the size of the problem) and we must find an alternative.
What we do in that case is simply relax the integrality constraints: At each iteration, we solve the standard linear programming (LP) problem instead of the IP problem. Then, we round up each component of the solution to an integer. Obviously, all constraints satisfied by the optimal LP solution are also satisfied by the rounded up vector. We then run simulations with this rounded up solution to check the service-level constraints, check concavity, and estimate a subgradient.
At the last iteration, when we find a rounded up solution that satisfies all service-level constraints, we perform a local search around that solution to see if it can be easily improved. For the numerical experiments reported here, the local search was rather simplistic: we just decreased each component of the vectorȳ by 1, by decreasing order of agent cost, until we reached infeasibility.
This local search procedure could certainly be improved.
We also experimented this approach on medium-sized problems, where IP was practical but yet took a significant fraction of the total CPU time. With the LP+rounding approach, the time for solving the LP was almost negligible compared with the simulation time (so the overall algorithm was faster) and the results were generally within 1% of the IP results.
Computational Experiments
The numerical examples considered here are for a single period only and we solve the staffing problem under the assumption that the system is in steady-state. For each k, the arrivals are assumed to be from a stationary Poisson process with rate λ k , while the service times and patience times are exponential with respective rates µ k and ν k . All these rates are in calls per hour.
For all experimental results reported here, the thresholds and parameters of the heuristics were selected as mentioned in the previous section. Thus, all examples were solved with the same algorithm. Our computer had a 2.0GHz AMD Athlon 64 Processor 3200+ running Linux, SUN Java Development Toolkit 1.4.2, and CPLEX 8.1 was our LP/IP solver. The simulations were performed using the contact center simulation package described in Buist and L'Ecuyer (2005) , developed in Java in the framework of the SSJ simulation package (L'Ecuyer, 2004) . In our simulations, we always start the system full (all agents busy but no call in the queues). At each value of y we perform 
Staffing a Center of Moderate Size
We first consider two examples of moderate size, one with 5 call types and 12 agent groups, the other with 20 call types and 15 agent groups. Example 1 is adapted from Koole and Talim (2000) .
For the routing, we assume that each call type has an ordered list of agent groups, used to select an available agent upon arrival. If all agent groups in that list are busy, the call joins a queue (one FIFO queue per call type). Each agent group has an ordered list of call type queues. When an agent from this group becomes available, it selects the first non-empty queue from its list and picks the first call in the queue. at call queues in numeric order. Such simplistic priorities make the system highly unbalanced and the problem is then more difficult to solve because the service-level of the low-priority call types tends to be very low (in the non-concavity zone).
The cost of an agent with s + 1 skills is assumed to be 1 + κs where κ = 0.10. The arrival rates and service rates per hour are λ 1 = λ 3 = λ 5 = 440, λ 2 = λ 4 = 540, and µ k = 12 for all k. We require the overall service-level to be at least l = 0.8. For the values of l k , we consider two cases: l k = 0 (no constraint on the service-level per call) and l k = 0.5. Regarding the abandonments we also consider two cases: (1) ν k = 0 (no abandonments) and (2) ν k = 10 for each k. This gives a total of four combinations. For each of them, we use the original method that solves an IP at each step and the method that replaces this IP by an LP and round up every solution. The results for the eight cases are in Table 2 . For each case, the table indicates if there were abandonments (aban.), gives the minimal service-level per call type (l k = 0.0 or 0.5), says if the IP or the LP was solved at each step (algo.), then gives the total number of cuts generated by the algorithm excluding the initial load covering constraints (cuts), the number of points y where subgradients (global or per call type)
were estimated (subgrad), the total number of simulations (sim), the total CPU time in seconds (CPU), the global service-level for the final solution (QoS), the global service-level estimated by the Koole-Talim approximation for that same solution (QoS-KT), the service-level per call type (QoS per call type) for the final solution, and the staffing vector y in the final solution.
The service-level values reported here are accurate to approximately ±0.02% with 95% confidence.
The Koole-Talim approximation can be applied only when there are no abandonments. Roughly, we need I + 1 = 13 50-hour simulations each time we compute a subgradient. The number of times we compute a subgradient is typically equal to the number of generated cuts when l k = 0 and smaller when l k > 0, because in that case several cuts can be added at the same time.
Except for one case (see below), solving the IP as an LP at each step (i.e., using the rounding method) increases the value of the objective function for the final solution, by about 1% on average, while reducing the CPU time roughly by a factor of 2 or 3. For a small example such as this one, it may be worth spending this additional CPU time to get a better solution, i.e., solve the IP at each iteration. For larger examples, however, the factor of CPU times between the IP and LP cases can be huge, and solving the LP eventually becomes the only practical solution. The exception is the case where l k = 0.5 and there are no abandonments. Then, the IP and LP methods give totally different staffing vectors, with a large difference in the objective function value, and the LP does better than the IP. We re-ran this particular (difficult) case with 500 hours of simulation and the IP method found a much better solution, with value of 244.3, whereas LP found one with value 248.2.
Another interesting observation is that when l k = 0, call type 5 has a very poor service-level in the optimal solution: only a small fraction are answered within 20 seconds when there are abandonments and none when there are no abandonments. In the no-abandonments case, the system is (25 , 24 , 0 , 7 , 45 , 44 , 0 , 12 , 33 , 14 , 0 , 0 ) actually unstable for call type 5: An infinite queue does build up with the retained solution, even if there is enough skill supply to cover more than the load of each call type simultaneously. (This explains the fact that the average of service-levels per call type weighted by their arrival rates does not match the global service-level; several calls of type 5 are still in the queue at the end of the simulation and are not accounted for). The instability is due to the fact that each agent group that can handle calls of type 5 considers them with the lowest possible priority, and can handle at least two other types of calls with higher priorities. With these fixed (and unbalanced) priority rules, when we add agents to these groups, these agents first take care of other call types before handling calls of type 5 and there is not enough capacity left to handle their load. So we must add a large number of these (rather generalist) agents to really increase the service-level of this call type. This is why the objective function increases significantly when we impose a minimal service-level per call type with l k = 0.5. This increase is much more pronounced when there are no abandonments, because the abandonments (of all call types) during the periods of high congestion has a large impact in improving the service-level of call type 5. For the case where l k = 0.5 with abandonments, with the retained solutions with both IP and LP, the abandonment ratio is approximately 3.5% globally and 12% for call type 5. Of course, less expensive solutions could be found if we were allowed to change the priority rules of the agents.
When solving the case l k = 0.5 without abandonments, we first add cuts only for the global constraint (as described in Section 3.3) and come up with a solution with a service-level of zero for call type 5. At that point, we cannot add a subgradient cut based on the service-level constraint of this call type, because the subgradient is zero. This is a case where we must inflate α 5 in the max-flow problem.
The Koole-Talim approximation for the global service-level gives totally unreliable values when the system is highly unbalanced and some call types have very low service-levels. It behaves much better for balanced systems. We also observed this in other examples and this had been pointed out already by Koole et al. (2003) .
Example 2 This is a slightly larger example, with 20 call types and 15 agent groups, defined by the lines and columns of Table 3 . The priority rules, cost function, abandonment rates, and service-level requirements, are as in the first example. The arrival rates and service rates per hour are λ 1 = λ 2 = 240, λ 3 = λ 17 = 160, λ 4 = λ 7 = λ 9 = λ 14 = λ 19 = λ 20 = 260, λ 5 = λ 8 = λ 16 = λ 18 = 130, λ 6 = λ 15 = 230, λ 10 = 125, λ 11 = 235, λ 12 = 155, λ 13 = 225, and µ k = 12 for all k. The results are in Table 4 . Again, the rounding method increases the objective function value by about 1% on average, and reduces the CPU time by a factor of 1 or 4. The unbalanced priority rules bring the same types of problems as in Example 1. The low priority calls get extremely poor service-level with l k = 0 and the objective function value increases significantly when we impose l k = 0.5 and there are no abandonments. For l k = 0.5 with abandonments, for the retained solutions with IP and LP, the abandonment ratio is approximately 3.5% globally and higher for the low-priority call types. For instance, for call types 16, 18, and 20, it is 9%, 10%, and 14%, respectively. 
Staffing a Large Center
We now consider a model inspired by a large real-life call center operated by Bell Canada. There are 89 call types and 65 skill groups. We do not provide the details of the arrival, service, and abandon rates, and the call push/pull matrices, because of space limitation and proprietary nature of some of these details. In summary, the model assumes that the arrivals are Poisson with rates λ k varying from 1.046 to 416.6, and the global rate is 3581.7. The services times are assumed exponential with rates µ k varying from 0.6777 to 600. The aggregate load ( k λ k /µ k ) is 500. The patience times are exponential, with ν k = 2.0 for all k. For the service-level constraints, we take l = 0.8 globally and l k = 0.5 for each call type.
Both the call types and the agent groups are split between two locations. One location has 22 call types and 15 agent groups; the second one has 43 call types and 74 agent groups. The number of skills per agent group goes from 1 to 24. We model the cost of an agent with s + 1 skills as 1 + κs where κ = 0.05.
The router uses a set of priority rules named "local specialist routing policy," which tries to
We first tried to solve this problem as an IP at each step, but the CPU time requirement was unreasonably high. So we solved the LP (with rounding up) instead. The resolution took 37 minutes of CPU time. Less than 1% of this time was used for solving the LPs; most of it was used for the simulations. Finding the initial solution that satisfies the load coverage constraints took 6 seconds and generated 82 constraints.
We obtained a solution with 526 agents (for a load of 500), for which the objective function value was 669.35. The average number of skills per agent is 6.45, and the retained staffing vector has 37 nonzero entries ranging from 1 to 68. For that solution, the 50-hour simulation (used by our algorithm) estimates a global service-level at 0.83 ± 0.02 (with 95% confidence), the average agent occupancy at 94.5%, and the abandonment ratio at 1.1%. We also ran a 5000-hour simulation with this retained solution to check the service-levels with better precision. This time, the global service level was estimated as 0.845 ± 0.002, and three call types had estimated service-levels slightly below 0.5, namely 0.49 ± 0.01, 0.47 ± 0.01, and 0.47 ± 0.01 (with 95% confidence). After observing this, it would be easy to add a few more cuts to increase these three service-levels and do one or two additional iterations, but we did not do that.
Interestingly, the five call types having the largest arrival rates, which account for 42.3% of the total call volume, are also those that have the largest service-level, all around 0.99, in the retained solution. The explanation is that these call types are favored by the current (fixed) priority rules.
In contrast, the sixth most frequent call type has its service-level at the lower bound of 0.5, with an abandonment ratio of 5.2%. This call type can be handled by a single agent group. This group has 53 agents with 11 different skills and is at a different location than the call type, which explains the poor service-level. Its occupation rate is 93.7%, a little below the average.
It must be underlined that the retained solution is random and may change significantly when we vary the sample size and/or the random number streams. To illustrate this, we ran the same algorithm with 500-hour instead of 50-hour simulations, and found a solution with objective function value of 664.3 after about 6 hours of CPU time. We also replicated the algorithm five more times independently with 50-hour simulations and obtained solutions whose values ranged from 663.1 to 693.3, with global QoS ranging from 0.84 to 0.89, and CPU times ranging from 31 to 59 minutes.
In this model, the objective function could be reduced significantly by reducing the average number of skills per agent and optimizing the skill mixes, agent group locations, and routing rules and priorities. This is beyond the scope of this paper and will be addressed in future work.
Conclusion
We have adapted the cutting plane methodology of Atlason et al. (2004) to the problem of optimal staffing of a multiskill call center. We introduced several heuristics to make the approach practical for large problem instances. These heuristics include for instance getting an initial set of constraints by solving a max-flow problem, computing finite differences with steps larger than 1 (selected adaptively), and rounding up the solution of an LP instead of solving the exact IP. The methodology replaces the unknown expectations in the constraints of the original problem by sample averages.
It is a heuristic: There is no guarantee that the optimal solution to the sample problem is optimal or even feasible for the original problem, and no guarantee that the returned solution is optimal or feasible for the sample problem. But "good" (not too far from optimal) solutions are returned most of the time. These solutions can (and should) be refined at the end of the algorithm via local search heuristics. Further work is needed in that direction. It is also a good idea to run the algorithm more than once with different streams of random numbers and perhaps slightly different parameters, and pick up the best of the solutions thus obtained. This provides a viable approach to obtain reasonable solutions for important practical problems for which no methodology that we know can return guaranteed optimal solutions.
