In this paper, we present a model predictive control (MPC) approach for powered descent guidance and control synthesis in the presence of line of sight and glide slope constraints. The design of an autonomous control algorithm for such a mission scenario is challenging due to fact that the constraints are coupled with rotational and translational motions of a lander spacecraft, leading to a complex configuration space. We approach this problem by representing the general dynamics of the rigid body in an uniform gravity field as a piece-wise affine system utilizing the unit dual quaternion parameterization. Such a parameterization enables a 6-DOF motion prediction algorithm while also allowing selecting a quadratic cost on the required acceleration commands in order to minimize propellant consumption. The constraints are imposed to ensure that the lander's position and orientation are not violating the constraints. A novel feature of this approach is the development of convex representable subset of unit dual quaternions that correspond to translational and rotational states satisfying predefined types of constraints with respect to a moving body frame. The stability and feasibility issues of the piece-wise affine MPC approach are also discussed. Simulation results are then presented to demonstrate the effectiveness of the proposed algorithm for powered descent guidance.
I. Introduction
A lander spacecraft will be required to perform pinpoint landings in next generation Mars missions. This will be accomplished by guiding the lander spacecraft to a given target on the surface of the planet with an accuracy of several hundred meters while meeting constraints on the rotational and translational motions during descent [1] . For example, it may be required to land on a scientifically interesting target surrounded by hazardous terrain or to land close to other prepositioned surface assets such as rovers, cargo, and fuel. The accuracy of the lander spacecraft's trajectory is influenced by the delivery error and knowledge uncertainty at the entry interface, environmental uncertainty, and the vehicle performance [2] . Further improvements in landing accuracy will require enhancements to heritage flight systems against environmental uncertainty which can degrade estimation accuracy and tracking performance. In this context, onboard vision sensors must maintain the line of sight with the surface target during descent. This type of constraint is also crucial for human missions since the crew is often responsible in making decisions in the last stage of landing in case of sensor failures or the discovery of unexpected terrain hazards. The line of sight vector pointing from the onboard sensors to the surface target relates to the coupled lander spacecraft attitude and its relative position with respect to the target. The topological complexity of the resulting lander configuration space leads to a challenging control synthesis problem for autonomous guidance.
In this paper, unlike the conventional means of representing the orientation and position of the lander spacecraft, we utilize the unit dual quaternion parameterization to simultaneously represent the orientation and position of the lander. This parameterization enables us to approach rotationally and translationally constrained zones in a unified fashion; more importantly, the resulting non-convex constraints can then be converted into computationally tractable convex constraints suitable for onboard computation.
Finding an energy optimal trajectory for the lander to the surface target in a uniform gravity field is referred to as the soft landing problem in the literature [3] . In general, there is no known closed form solution for soft landing with state and control constraints, and as a result, various numerical approaches have been proposed for this problem over the past several decades. For example, in [7] and [8] , first-order necessary conditions are derived for the minimal fuel landing problem while satisfying throttle and thrust angle control constraints. With advances in aerospace technology, real-time onboard computation has gained attention in many aerospace fields, as the resulting autonomous systems are often more robust to disturbances and unpredictable operational environments. In this context, [9] , [10] and [11] exploit the structure of the problem to design guidance algorithms with guaranteed convergence to the global optimum with a deterministic convergence criterion using a convex optimization framework.
In this paper, we present a model predictive control algorithm for the constrained powered descent guidance within the framework of piece-wise affine (PWA) systems that can effectively approximate the nonlinear rotational and translational motion dynamics of a rigid body in a uniform gravity field. In the PWA-MPC formulation, constraints are imposed to ensure that the lander spacecraft does not violate its rotational and translational constraints during its descent. Specifically, we present an approach based on convex representable constraints in unit dual quaternions corresponding to translational and rotational states satisfying two types of constraints with respect to a moving body frame. The stability and feasibility issues of the corresponding piece-wise affine MPC are then discussed. Lastly, simulation results are presented to demonstrate the effectiveness of the proposed approach for powered descent guidance.
II. Preliminaries
In this section, we provide a brief background on unit quaternions and unit dual quaternions. More detailed discussions on these representations can be found in [4, 5, 6] .
A. Unit Quaternions
The attitude of a rigid body, describing the relative orientation between a reference frame and a body-fixed frame, evolves on the special orthogonal group SO(3). The unit quaternion is a minimal parameterization of SO(3) free from singularities. A unit quaternion, as the three dimensional extension of a unit complex number, parameterizes a rotating axis with three perpendicular imaginary axes i, j, and k. We adopt the vector notation for unit quaternions as
where n x , n x and n x denote three perpendicular components of the rotation axis n, and θ denotes the rotation angle around this axis. Unit quaternions are closed for the following operations:
Quaternion Multiplication: Using the matrix notation, we can compute the product of two quaternions as
where
Another quaternion operation is the "unit quaternion conjugation" defined as q
T in the vector notation, which facilitates the judicious definition of the "attitude difference/error" of p with respect to q as
Note that the identity quaternion is expressed by q I = [ 0 0 0 1 ] T . Quaternion multiplication is analogous in many ways to vector cross products. Thus, the quaternion multiplication can be expressed as the product of a skew symmetric matrix and a quaternion:
where [q] ⊗ and [p] * ⊗ denote 4 × 4 skew symmetric matrices related to "q" and "p", respectively; [a] ∧ denotes the cross product operator associated with the vector a defined as
Quaternion Cross Products:
The quaternion multiplication Eq. (2) can be relaxed to the newly defined quaternion cross product as
where q, p denote quaternions and [·] ∧ denotes a 4 × 4 linear operator matrix corresponding to the quaternion cross product. When quaternions are represented as elements in R 4 , their algebraic properties are extended with vectorbased products such as the inner product. The following are examples of the extended algebraic properties of quaternions:
where γ ∈ R. Let us present another interesting algebraic properties applicable to unit quaternions. This identity is inspired by the Binet-Cauchy identity [12] .
Theorem 1 (Unit Quaternion Triple Identity). Assume that t and v are quaternions, and q is a unit quaternion. Then, for the vector inner product between two quaternion products, the following identity holds:
where t, y ∈ R 4 and q ∈ S 3 .
Proof. The following proof utilizes the properties of quaternions. Using Eq. (13), we have
and
concluding the proof. We note that the above identity remains valid when t, y are pure quaternions, namely, when
B. Unit Dual Quaternions
The concept of the "dual quaternion" was invented by W. Clifford to accommodate the additional information, namely, relative position, encoded in a "regular" quaternion. The dual quaternionq is comprised of two quaternions: q 1 and q 2 , denoting the real and dual parts ofq, respectively, combined as
where denotes the "dual unit" satisfying the "unconventional" properties 2 = 0 and = 0.
We shall adopt a convenient notation for unit dual quaternions. Since all operations on unit dual quaternions considered in this paper are linear, unit dual quaternions can be embedded in R 8 Euclidean space as
where q 1 and q 2 are quaternions. For the set of unit dual quaternions, which is a subset of dual quaternions, the real part q 1 is restricted to be a unit norm vector q 1 2 = 1.
The unit dual quaternion is closed under multiplication, which follows from the property defined in Eq. (22). The corresponding operation is expressed as,
Note that dual quaternion multiplication, denoted by⊗, is a linear operation; we can represent it as a multiplication between a matrix and a vector (dual quaternion) in conformance with quaternion multiplication as described in Eq. (4). Specifically,q⊗p
As an extension of the quaternion cross product, we also definẽ
When the dual quaternion has a nonzero real part, its inverse can be obtained asq −1 = q −1q * ; on the other hand, its conjugate is defined asq * = q * 1
The norm of a dual quaternion is defined as q dq =q * ⊗q =q ⊗q * . In the case of unit dual quaternions, the norm of the dual quaternion yields
where q I denotes an identity unit quaternion. Note that the norm of a dual quaternion in this sense is a dual quaternion, as distinct from the case of quaternions (the norm of a quaternion is a scalar).
C. Unit Dual Quaternions and SE(3)
Suppose that the relationship between the inertially fixed frame O and the body frame B is as shown in Fig. 1 . At each instance, the configuration space for the position and orientation of the rigid body is described by a 4×4 homogeneous transformation matrix. In particular, SE(3) is the set of all rigid body transformation in the three dimensional space:
where t o denotes a position vector to the body frame B with inertial frame components. As unit quaternions parameterize SO(3), a unit dual quaternion can be used to define a rigid body rotation (q ∈ S 3 × R 3 → SE(3)). The geometric difference between the frame B with respect to the inertially fixed frame O can be expressed in two ways. A translation t o (represented in frame O) followed by a rotation q 1 and a rotation q 1 followed by a translation t b (represented in frame B), which are represented in the form of unit dual quaternions as
where t o and t b represent the translation vector t with respect to the frames O and B, respectively. Note that Eq. (30) satisfies Eq. (28). Converting between t o and t b is governed by quaternion rotation operator as follows:
Remark 1. When using the position information extracted from the unit dual quaternion, it should be noted that although t b and t o are represented in two different frames, they can also be viewed in an inertially fixed frame; see 
III. Rigid Body Dynamics in Unit Dual Quaternions
The unit dual quaternion kinematic equation [4] is given aṡ
T denotes the angular velocity of the rigid body and
On the other hand, the translational and rotational motions of a fully actuated rigid body are expressed by the rate of change of linear and angular momentum through a set of differential equations [13] :
where [d(·)/dt] B denotes the time derivative represented in the body frame B and m ∈ R denotes the mass of the rigid body, J ∈ R 3×3 = diag(J 1 , J 2 , J 3 ) denotes its inertia matrix along the body frame, and ω b , v b ∈ R 3 denote, respectively, the angular and translational velocities of the rigid body represented in the body frame. Moreover, F and T denote the external translational force and torque acting on the rigid body, written in the body frame. Note that in order to focus on the feasibility of the dual quaternion-based algorithms, we assume that uncertainties and all external disturbances on the rigid body are negligible.
The following observation is needed shortly.
Lemma 1. Let J be a real block matrix of the form
where A, B, C, D are n × n pair-wise commutative set of matrices. Then, det (J ) = det(AD − BC).
Proof. See ref. [14] Proposition 1. The rotational and translational motion dynamics Eqs. (36) and (35) can be represented in dual quaternions as
Moreover, J ∈ R 8×8 forms an invertible block anti-diagonal matrix.
Proof. Rewriting Eq. (38) with Eqs. (34) and (39) yields
we have
which is identical to Eqs. (35) and (36). Now, assume that J in Eq. (39) has the same form as Eq. (37). Since all 4 × 4 block matrices are commutative, from Lemma 1, we have
where B, C denote the right upper and left lower block matrices in J whose determinants are not zero. Thus, J is always invertible.
Eq. (33) and Eq. (38) constitute the kinematics and dynamics of the rigid body in terms of dual quaternions, considering integrated translational and rotational motion. Next, consider the gravitational force applied to the system. The gravitational force is defined as a constant force observed in the inertially fixed frame O as
where g denotes a gravitational acceleration. Using the quaternion rotation operator, the gravitational acceleration observed in the body frame B is given in the form of a dual quaternion as
The rotational and translational dynamics represented as dual quaternions are now given by
with Eq. (32).
IV. Rotationally and Translationally Constrained Zones
One of the challenging algorithmic aspects of the powered descent guidance problem is that translational and rotational dynamics of the spacecraft are generally taken into account independently. Thus it becomes difficult to handle situations where translational and rotational dynamics are coupled through constraints. For example, it is often required that the lander's onboard vision sensors must maintain the line of sight with the surface target during the lander descent phase. This type of constraint is affected by the lander's orientation and position during landing. In this section, we develop rotationally and translationally constrained zones in the rigid-body's configuration space. Such constraints are involved not only in the rigid-body's translational position but also in its orientation. Since this framework was originally inspired by a powered descent guidance algorithm for the Mars lander, let us formulate the unit dual quaternion-based constrained zones in the context of this application; Fig. 2 depicts the overall landing scenario.
A. Line of sight constraints
The line of sight constraint can be defined as a cone around a boresight vector in the body frame B (see Fig. 3 ). We assume that the frame O originates from the landing site. Consider now the situation where the body frame B is initially aligned with the frame O and subject to translation and rotation byq. Thus, at a specific time, we can determine if the position vector to the target −t b stays within an angle θ about the line of sight vector y b in the frame B with the inner product
where t b denotes a translation vector represented in the frame B. Note that Eq. (48) holds for −π ≤ θ ≤ π. One can show that the left hand side of the above equation can be expressed by a quadratic function as
whereq denotes a unit dual quaternion and the quaternion properties Eqs. (5) and (14) have been applied. We note that M H forms an indefinite symmetric matrix. In addition, motivated by Eq. (14), we can find the following useful identities:q
Rewriting Eq. (48) with the above identities in mind, we obtain
where we note that the unit dual quaternionq is defined as an open set over R 3 since t b ∈ R 3 . Consider a closed subset of R 3 as
and letq
Then, one can show that the left hand side of Eq. (56) is convex over the defined closed subset.
Proposition 2. Suppose that the quadratic function f :q → R is given by
where δ ∈ R. M H and E d are defined in Eqs. (51) and (55), respectively. Then f 1 is convex regardless of θ.
Proof. From the property of unit dual quaternions, Eq. (53), we have
Adding it into Eq. (56) yields
Note that f 1 is twice differentiable. Using the fact that
the quadratic form of the Hessian of f 1 withq now has the simple form of
It is simple to show that
Since y b is a unit vector, we observe that
Due to Eq. (57), we thereby conclude that ∇ 2 f 1 (q) is positive semidefinite and thus, f 1 is convex on dom f .
Remark 2. Similarly, we can show that in the case where the line of sight boresight vector y b stays outside of θ around the direction to the target t b with
the corresponding constraint can be represented as a convex constraint on the same given domain. This can be achieved by observing that in Eq. (59), 1 ≤q Tq ≤ 1 + δ 2 /4, which allows the Hessian to remain positive semidefinite on its domain. Figure 4 . Illustration of the glide slope constraint. The constrained zone is defined as a cone around the inertially fixed vector zo and angle φ.
B. Glide Slope Constraints
The glide slope constraint is defined as a cone around the fixed vector z o that lies in the frame O. See the illustration in Fig. 4 . Note that the glide slope constraint only depends on the position of the frame B. Similar to the line of sight constraint, we find the condition with which the glide slope constraint is satisfied as
where z o and t o denote a unitized y axis vector and a position vector to frame B, respectively. Note that these vectors are represented with respect to frame O. Subsequently, we assume without loss of generality that 0 < φ ≤ Proposition 3. The glide slope constraint can be represented in terms of the unit dual quaternionq as
Proof. The left hand side of Eq. (67) is rewritten as follows
where M G denotes an indefinite symmetric matrix. Thus we obtain Eq. (68). The rest of the proof is analogous to the proof in Proposition 2. Over the set dom f 2 , we can rewrite Eq. (68) as
Moreover, the quadratic form of the Hessian of f 2 yields
Since t o = t b , we have
on dom f 2 from Eq. (57). Note that y o is a unit vector. Thus, ∇ 2 f 2 (q) is positive semi-definite and f 2 (q) is convex on dom f 2 , which concludes the proof.
Remark 3. The aforementioned constraint forms an analogous formulation in terms of unit dual quaternions. This is because a unit dual quaternion can be represented either with the inertial frame component or with the body frame component, and both representations lead to the same quantity, as noted from Eq. (30).
V. Constrained Powered Descent Guidance Problem
In this section, we formulate the fuel optimal powered descent guidance problem subject to rotational and translational constraints. The problem formulation consists of a cost function of states and controls to be minimized, the spacecraft rotational and translational dynamics in terms of dual quaternions, coupled rotational and translational state constraints, and general control-and state-constrained bounds. Without loss of generality, we assume that the desired position and attitude of the lander is the origin (in both translation and rotation).
Thus, the problem is formulated as follows:
subject to:
where Q and R denote the weights on states and controls, ζq = 1+ 1 4 δ 2 denotes the boundary of feasible positions from Eq. (58), and ζω and ζF denote the bounds on velocities and external forces, respectively. Note that the domains of f 1 and f 2 , are parameterized by the constraint q ≤ ζq. In this formulation we consider the rotational and translational motion constraints Eqs. (56),(68) as hard constraints which must be satisfied during the descent time interval .
VI. Controller Design
In this section, based on the spacecraft dynamics and constraint parameterizations in unit dual quaternions presented in the previous section, we formulate a piece-wise affine model predictive controller and present sufficient feasibility and stability conditions for the resulting closed loop system. The piece-wise affine model predictive control computes a sub-optimal trajectory to minimize a given cost function and satisfy constraints over a finite and receding horizon based on sampled piece-wise affine system-obtained by approximating a nonlinear continuous dynamics.
A. Piece-wise Affine Model
This section describes the piece-wise affine model approximation of the aforementioned nonlinear dynamic models written in dual quaternions for the subsequent development of the PWA-MPC controller. The continuous time differential equations Eqs. (33) and (38) are discretized in time with sampling period ∆t. The equations are calculated as
where J denotes an inertia matrix in the body frame, [·]× and [·]⊗ are defined in the previous section. Note that we have assumed that the time sequence of the discretized equations is
in order for the system to be controllable. By defining the new state variables as
these equations can be represented as
M (t)x(t + 1) = A (t)x(t) + B u(t)
with
Moreover, Eq. (82) can be represented as a standard pice-wise affine system as
Note that the matrix M is invertible by Lemma 1 and the system Eq. (84) is stabilizable.
B. PWA-MPC
In the PWA-MPC setup, once a sub-optimal state and control trajectory has been computed, the control corresponding to the first discrete time interval is implemented. The optimization horizon then recedes by one time step and the calculation process is repeated at each time step with the current state as the initial condition. This loop generates a feedback action that can effectively compensate the uncertainties and disturbances. Furthermore, at each time step, constraints and even the system model are allowed to be time-varying. In this section, we introduce a piece-wise affine model predictive control strategy that generates a piece-wise constant control to stabilize the above-mentioned discrete time system. In particular, we consider the following discrete piece-wise affine system sampled at time instant t as
where x t ∈ R n and u t ∈ R m denote the state vector and the control vector, respectively. The matrices A t and B t are sampled and remain constant during [t, t + ∆t]. This PWA system is subject to the constraints x t ∈ X , and u t ∈ U
where X and U are assumed to be convex sets. For the problem of regulation to the origin, we consider a model predictive control to minimize the cost function
where x (t|i) ∈ R n denotes the state vector, u (t|i) ∈ R m denotes the control input, N ∈ Z + denotes the finite horizon and Q, R, P ∈ S n + denote weighting matrices on state, control input, and final time state, respectively. Then the PWA-MPC solves the following optimization problem:
subject to
where U t = [u t|0 , ..., u t|N −1 ] denotes the control vector to be optimized at time t, whereas X t = [x t|0 , ..., x x|N ] denotes the predicted state vector corresponding to U t ; x (t|0) = x(t) denotes the first state fed-back by a measurement at time t and X i and U denote the given convex sets for states and control, respectively. The matrices A t and B t are assumed to be bounded and sampled at each time instance t. Given x (t|0) , if the optimization problem is feasible, a set of optimal controls with the finite horizon N is found as
and for i = 0, ..., N , the optimal predicted-state trajectory
T is obtained by applying U * t to the system. Then, the first element of U * t is applied to the system as u *
The corresponding closed-loop PWA system of Eq. (88a) is thereby given as
The optimization problem is then repeated at time t + 1 over one step receded horizon, based on the newly available measurement x t+1|0 = x t+1 (0). Note that the cost function Eq. (87) is convex. When state constraints Eq. (88b) and control constraints Eq. (88d) are convex, the optimization problem is convex and can efficiently be solved by available convex programming solvers [15] .
C. Feasibility and stability Analysis
In the PWA-MPC approach, the optimization problem Eq. (88) is solved over a finite horizon repeatedly at each time step. Distinct from the properties inherent from an infinite-horizon closed loop controller synthesis procedure such as a LQR, the PWA-MPC approach faces at least two technical issues. First, the PWA-MPC procedure may lead to a situation where after a few steps, the finite horizon optimal control problem may become infeasible, i.e., there required U t in Eq. (88) at certain time step may not exist. Second, the computed controls may not converge to the origin, i.e., the closed loop system is not guaranteed to be asymptotically stable. In general, stability and feasibility are not automatically ensured by the PWA-MPC approach, and additional conditions are required. Such conditions hinge on how the terminal weight P in Eq. (87) and the terminal constraint set X f are chosen such that PWA-MPC procedure does not encounter the aforementioned stability and feasibility issues.
In this section, we investigate the conditions for the persistent feasibility and the uniform asymptotic stability of the origin for the closed system using the PWA-MPC laws described above. First we address the necessary ingredients for the persistent feasibility issue. Assumption 1. The state and input constraint sets X and U are convex
where M : R n → R and N : R m → R denote convex functions.
Definition 1 (Reachability). At time instance t, the set X i ⊆ X denotes the set of states x (t|i) for which X i+1 is reachable, i.e.,
In particular, for i = N , X N = X f denotes a terminal set.
Definition 2 (Persistence). The collection X 0 , .., X i , .., X f for the PWA-MPC is persistently feasible.
The next definition complements the notion of persistence.
Definition 3 (Control Invariance).
A set C ⊆ X is said to be a control invariant set for the system Eq. (88a) if for all permissible control inputs, the one step state evolution remains in C, i.e.,
Proposition 4. Consider the PWA-MPC Eq. (88) with the finite horizon N ≥ 1. If the terminal state set X f is control invariant for the system Eqs. (88a)-(88e), then the PWA-MPC is persistently feasible.
Proof. If X f = X N is a control invariant set for the system, we have
which implies that X N ⊆ X N −1 is also a control invariant set by Definition 3. By induction, we conclude that the control invariance of X N implies the control invariance of X N −1 , X N −2 , . . . , X 0 . Thus, the PWA-MPC is persistently feasible.
The stability of proposed PWA-MPC is investigated by using a Lyapunov technique. In particularly, we show that if the terminal set is appropriately chosen, the cost function J t is in fact a Lyapunov function. This is analogous to the notion of cost-to-go in optimal control. Theorem 2 (Uniform Asymptotic Stability for Discrete-Time Systems [16, 17] ). Given the closed-loop system Eq. (91), consider X f ∈ R n to be the terminal set containing the equilibrium state x = 0. Assume that there exists a Lyapunov function J(x t ) :
where α(x t ) denotes a positive definite function. Then the origin x = 0 is asymptotically stable in X f .
Definition 4.
We denote by J * t (x t ) the value of the cost function J t (x t , U t ) in Eq. (87) at time t when the control law U * t and initial states x t have been applied to Eq. (88a). Assumption 2. An assumption needed for our subsequent analysis is that the difference between two PWA systems (A t , B t ) and (A t+1 , B t+1 ) is small. That is, given the control input for the PWA system sampled at t, the one step evolution of the system stays in X f when the system is sampled at t + 1, i.e.,
Proposition 5. Consider the PWA system Eq. (85) subject to constraints Eq. (86). Suppose that PWA-MPC law Eqs. (87)-(90) have been applied under the Assumptions 1 and 2. Moreover, let the corresponding PWA-MPC be persistently feasible. If for the initial condition x (t|0) ∈ X 0 one has
then the closed-loop system Eq. (91) converges to the origin asymptotically.
Proof. First, since we assume that the system is persistently feasible, we have X 0 , X 1 ,..., X N −1 are control invariant sets and the PWA-MPC problem remains feasible. For x (t|0) ∈ X 0 , consider the optimized cost function J *
T denotes an optimal control sequence to minimize the cost function subject to constraints. After the implementation of the first control u * t|0 , we obtain
where we assume that this predicted state x (t|1) using the optimal control u * (t|0) is equal to the measured state x (t+1|0) at the next time instance t + 1, as x (t|1) −→ x (t+1|0) . Consider now the PWA-MPC problem at time instance t + 1. Our aim is to find the upper bound on J * t+1 (x t+1 , U t+1 ) as we impose the same control sequence U * t to the PWA system at t + 1. Note that due to Assumption 2, the set of control U * t is still feasible. Moreover, U t+1 has the form
Note that since two systems are sampled at t and t + 1, the trajectories generated by the U t do not overlap. Therefore, U t+1 is not optimal and J *
It now follows that if the condition Eq. (97) is satisfied, it follows that
where Q ∈ S n + ensures that J * t (x t , U t ) strictly decreases along the trajectory generated by the PWA-MPC Eq. (91) for x(t) ∈ X 0 \ {0}. Since the cost function satisfies all requirements for being Lyapunov function, using Theorem 2 it follows that the origin in X f is asymptotically stable.
Thus, the stability condition requires finding an appropriate terminal cost P that satisfies the inequality Eq. (97) given as
Since the PWAMPC is persistently feasible, we have
In the case of linear time invariant systems, i.e., (A t , B t ) = (A t+1 , B t+1 ), the state trajectories corresponding to the same optimal control U * t overlap; thus we have
, and
Due to Eq. (103), there exists a sequential PWA-MPC law, and thereby u * (t|N ) satisfies
By plugging the above equation into the stability condition Eq. (97), we obtain
and P can be found by solving the discrete Lyapunov equation
However, the PWA system is time varying, i.e., (A t , B t ) = (A t+1 , B t+1 ), and the state trajectories corresponding to the same optimal control U * t do not overlap. We thus assume that the PWA system is slowly varying such that
where P 1 2 x (·) and Q 1 2 x (·) denote the weighted states by matrices P and Q, respectively. We note that δ 0 , ..., δ N −1 
where δ = δ N + N δ max and the inequality stems from the fact that
Solving the discrete Lyapunov equation
yields the solution to the desired weighting matrix P .
D. Constrained powered Descent Guidance via PWAMPC
In this section, we formulate the constrained powered descent guidance problem using the design technique described in the previous section. The optimization problem to solve PWA-MPC is defined as follows:
where N denotes the prediction and the control horizon; ζ x and ζ u on the other hand denote the state and control bounds, respectively. Since the two types of constraints are acting on the position, the corresponding matrices are re-defined as
We denote as
] the sequence of optimal control laws over the finite horizon with a predicted model. The first control input u * (t|0) is then applied to the system. Subsequently, at the next time step t + 1, the optimization problem is solved over a shifted finite horizon based on the updated system model A t+1 , b t+1 and the new initial condition x t+1 .
VII. Numerical Simulations
In this section, we present a simulation example to demonstrate the viability of the proposed PWA-MPC approach for the Mars pinpoint landing problem in the presence of constraints. In the scenario considered, it has been assumed that the Mars lander is required not to violate two types of rotational and translational constraints. The simulation is carried out using Matlab's generic nonlinear solver with an interior point algorithm. Even though the simulation was not setup using a custom solver optimized for landing problems, the rapid execution time and the convergence guarantees make the proposed approach a viable candidate for onboard guidance control for Mars landing. The spacecraft's physical properties are specified as:
Mass: m = 770.07 kg,
Gravity on Mars:
The Mars lander configuration with the line of sight vector is depicted in Fig. (6) . The initial and final conditions are given in Table 1 . Detailed parameters for four rotation and translation related constraints are also presented. State bounds are reasonably defined and addressed in Table 2 as well. Based on the initial and desired attitudes and positions, the corresponding initial and desired conditions in unit dual quaternions are computed as 
where both initial and desired attitudes q(0), q(t f ) and positions t o (0), t o (t f ) are randomly chosen from a set of corresponding dual quaternions that satisfy all convex constraints. In Fig. (7) , the overall trajectory of the Mars lander is depicted along with the representation of the cone for the line of sight constraint. The desired position for landing is denoted by a blue circle in this figure. We note that different from the point mass model, the shape of the overall trajectory is affected by the initial and desired attitudes. This is due to the fact that the rotational and translational motions are combined with dual quaternions and the shortest path between two points on the unit dual quaternion manifold is exhibited as a screw motion in SE (3) . By weighting the second part of the dual quaternion pertaining to the lander's translational dynamics, one can dictate the convergence rate between the rotational and translational motions. Fig. (8) first 100 seconds have been restricted by their upper and lower bounds given in Table 2 . The translational forces and torques acting along the body-fixed axes are represented in Fig. (10) . Note that the translational forces never vanish since there exists a gravitational force acting downwards and forces acting along z b compensate such a gravitational force to maintain the desired altitude in the later part of the simulation. Fig. (11) shows the trace of the deviation angle over time from the line of sight vector y b to the desired landing location. As we expect from the configuration of the Mars lander shown in Fig. 6 , pure vertical descent arises around the boundary of the line of sight constraint cone. The glide slope angle constraint is defined as 65
• and Fig. 12 represents the glide slope angle over time. 
VIII. Conclusions and future work
In this paper, we utilized unit dual quaternions that parameterize rotational and translational motion of a rigid spacecraft to develop an efficient algorithm for powered descent guidance in the presence of translational and rotational constraints. Subsequently, we derived a piece-wise affine model (PWA) for the rotational and translational control synthesis based on model predictive control (MPC). The resulting PWA-MPC approach was shown to provide a unifying framework through which various classes of constraints can addressed for powered descent, in addition to a wide array of problems for autonomous spacecraft operations. 
