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Abstract 
In intelligent video surveillance, the key issues are the real time and robustness in multi-object tracking. We proposed 
a mixed tracking algorithm based on codebook and particle filter in this article. The algorithm used the codebook 
background model to detect the moving objects in complex scenes; Based on particle filter’s special advantage in 
tracking non-linear, non-Gaussian moving objects, we used it for predicting and tracking objects, effectively 
resolving the interference of background color and the problem of object crossing and partly sheltered. The 
simulations show that this algorithm can steadily track the multiple moving objects in the outdoor scene, also can 
detect the abnormal behavior of the tracked objects. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
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1. Introduction 
Object detection and tracking have very important applications in many cases [1] [2]. Its purpose is to 
analyze the video sequence and calculate the object’s two-dimensional position in each frame, at last to 
get all objects’ trajectory. Difficulty that lies in the detection and tracking is information loss in the 
projection from three-dimensional images to the ones of two-dimensional.  
In this article we studied the moving objects in the complex outdoor scene. We proposed a particle 
filter tracking algorithm based on codebook background model. The algorithm uses codebook background 
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model to detect the moving objects, then we can get the color histogram statistics of every objects in 
foreground and limit the range of particle sampling by combining foreground detection information, thus 
it can make particle filter reflect the objects more accurately and timely. 
2. Moving objects detection 
Detection does difference on the current image and background model based on the difference of color 
and brightness. If the input pixel meets two requirements, it will be classified to the background: (1) The 
color distortion of a code word is less than detection threshold; (2) Its brightness is located in the range of 
the code word brightness.  
2.1. The algorithm of code background model 
Code background model mainly contain following points: 
• To construct the initialization of codebook 
• The biggest negative running length 
• Color distortion and brightness boundary 
• Foreground detection 
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Fig. 1. (a) Color model; (b) Codebook background model flowchart 
According to sampling and statistics about a random background pixel position, the distribution of 
pixel values looks like long strips mainly in the RGB space, along the axis near to the original. And then 
establish the color model in RGB space as shown in Fig 1(a) [3]. The color distortion degree isδ .
22||||),( ptxvxcolordist it −== δ  (1)
Do difference between the current frame and background model, and detect the foreground. Let the 
input pixel value x  do subtraction operation. The process is shown in Fig 1(b). 
2.2. Detection algorithm contrast 
Frame difference method [4], mixed Gaussian (MOG) [5], and codebook background model (CB) [3] 
are three common algorithms. 
CB needs a period of training time and does not require parameter estimation. Complex background 
can be constructed to the background model by several code words. It can capture the movement of the 
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background through training, so we can encode the campaign background or the changing background, 
and have the ability of processing local and global illumination changes.  
By comparing with the detect results from Fig 2, we can see that the objects detected by the frame 
difference method are not complete. Mixed Gaussian background model can detect the full objects, but it 
will generate a lot of noise by the affection of light. The two methods can not detect stationary foreground 
objects, and classify them into the background. Compare these methods CB has a better detect result. 
(a)                                                (b)                                                (c)                                                (d) 
Fig. 2. Three common detection algorithms’ compare result (a) Original video image; (b) Three frame difference detection result; (c) 
MOG detection result; (d) Codebook detection result 
3. Moving object tracking 
In order to resolve the object crossing and blocking, and count the statistics of the objects and judge the 
abnormal behavior, the detected objects should be tracked effectively. 
Particle filter is Recursive Bayesian Filter completed with Monte Carlo Simulation [6]. Its core is to 
use some discrete random samples (Particle) to represent the posterior probability density of the system, 
and then get the optimal approximate solution which based on physical model, not just the optimal 
filtering of the approximate model, so it suitable for non-linear, non-Gaussian filtering tracking system. 
3.1. Particle filter algorithm 
Particle filter is a processing of finding a set of random sample which spread in the state space, 
approximate the probability density function )|( kk zxp , replace integral operation with the sample mean, 
and get the status of minimum variance estimate, in which these samples are called “particles”. 
3.1.1. Importance sampling 
Posterior probabilities are generally volatile, non-standard, so it is often difficult to sample particle 
directly from them. General effective method is to introduce easily sampled probability density 
distribution, and get the particles sampled from the probability density distribution. 
3.1.2 Sequential importance sampling 
In order to resolve the problem of increasing compute problems at recalculate the entire sequence of 
state importance weights, we introduce sequential importance sampling.  
3.1.3 Lack of particles and resampling 
The biggest problem of sequential importance sampling is the lack of particles, in order to avoid this 
problem, algorithm introduce resampling method. It improves the problem of particle insecurity, but it 
also reduces particles’ diversity, so it need some standards, the common criteria is based on the effective 
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number of particles ( effN ). If theff NN < , the algorithm needs resampling.  
3.2. The improved particle filter algorithm 
To solve the problem of particles selection in traditional particle filtering algorithm, the prospect 
detection was introduced, so particles have a search constraint, and makes the particles become 
constrained. Because during the detection, the object area has been clear, it improves the representative of 
sampling. Prospect detection will get the region of interest of the object, however, prospect detection can 
not distinguish objects during they turn up crossing or overlapping. Combined with particle filter, it makes 
up their shortcomings. It can reduce search range, also can find object within the established range. 
The improved particle filter algorithm processing: 
• Protest detection and find the region of interest ROI_OBJECT. 
• Initialization, through selecting ROI_OBJECT of the object area, and then get the object area’s HSV 
color model histogram, through sequential importance sampling get the initial set of samples. 
• States transitions, in the ROI_OBJECT transfers each particle’s state, and then calculate every new 
particle’s color template value. 
• Update the weights, based on current observations ty , calculate the weight of each particle, and then 
normalize particle weights. 
• Resampling, calculate the effective number of particles, resample particles if theff NN < .
• State estimate. 
The key steps are shown in Fig 3. 
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Fig.3. The improved particle filter algorithm processing 
4. Simulation experiments and analysis 
The experiments use Intel Open source Computer Vision library (OpenCV 2.1) to development. The 
size of the video sequences is 320×240 pixels, frame rate is 25fps. 
To demonstrate the improved particle algorithm, we used a test video which has a complex background 
and the objects in the video cross between each other. In order to detect the nature of real-time, we count 
the average processing time per frame, the result is 94ms, it can display smoothly in the test. 
It can be seen form the experiments in figure 5, the improved particle filter algorithm resolves the 
problem that the object can not effectively tracked because of the crossing and sheltering phenomenon. 
Due to the limits of the search of particle, the problem of particle degradation has been effectively 
controlled, so we were able to accurately track the object in the foreground and the tracking window is 
relatively stable. This algorithm can also deal with the traffic statistics and judge abnormal behaviour, 
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such as sudden running. Specific experiment effects are shown in figure 6. According to i and ii in the, we 
can see when the object accelerates in the rates, the color of tracking window will be changed to warn. 
Fig.5. Cross-blocking experiment result 
Fig.6. Sudden acceleration warning 
5. Conclusion 
This article presents a particle filter which is based on code book background model. This algorithm 
effectively solves the problem of particle degradation of traditional particle filter, and the background 
color interference, the object crossing, sheltering and so on. Compared with the traditional particle filter 
algorithm, the improved algorithm has better tracking result. 
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