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摘  要 
 
代谢组学是一门以代谢物组分析为基础、以高通量检测为手段、以信息建模
与系统整合为目标的新的交叉学科，已成为生命科学研究的热点之一。由于代谢
组学数据维数高，且涉及多种技术平台，给代谢组学数据分析提出了巨大的挑战。
数据稀疏化是解决高维数据分析的一个有效方法，本文就代谢组学数据稀疏化问
题进行深入研究，主要内容如下： 
一、提出了基于 SIS (Sure Independence Screening)的稀疏偏最小二乘法，即
SIS-SPLS。该方法通过对偏最小二乘法迭代过程中方向向量的求解过程中加入
SIS 过程，实现了稀疏回归。通过理论分析，证明了 SIS-SPLS 具有良好的渐近
性质。此外，模拟和真实的代谢组学数据分析结果均说明：SIS-SPLS 在建立稀
疏模型的同时具有良好的预测性能。 
二、针对多源数据的稀疏化问题，分别通过 G2 检验联合多重检验方法和拓
展似然比检验联合多重检验方法实现变量相关性和互补性的分析，并在此基础
上，提出基于互补性的多源数据稀疏化方法。最后，利用模拟数据和真实多源代
谢组学数据验证新方法的有效性和可靠性。 
三、通过代谢物定量分析实现核磁共振波谱数据的稀疏化。并设计相应的软
件，实现核磁共振氢谱的定量分析。 
本文的研究有助于更好地建立一个稀疏化模型，为代谢组学数据分析提供了
新的方法。 
 
关键词：代谢组学；稀疏回归模型；变量互补性分析；代谢物定量分析 厦
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Abstract 
Metabolomics is a new interdisciplinary subject based on metabolite analysis, 
through high-throughput detection and data analysis, and aiming at information 
modeling and systematic integration. It has been one of the most hot-spots in life 
science research. However, due to high dimensional data it acquired and multiple 
technological platform it involved, the data analysis of metabolomics meet great 
challenges. One of the most effect methods to solve this problem is data sparsity and 
this thesis focus on some of the issue in sparse data analysis of metabolomics. The 
main contents are as follows: 
Firstly, a sparse partial least squares algorithm based on sure independence 
screening (SIS) method is proposed. In this method, sparse regression is achieved by 
impose SIS procedure in solving the direction vector of ordinary PLS method. 
Theoretic studies showed that this method enjoyed good asymptotic properties and 
numeric studies from both simulated dataset and real dataset indicated the proposed 
algorithm could obtain a relative sparse model with rather good performance. 
Secondly, A sparsity method of multi-source data analysis based on 
complemented variables is proposed. In this method, significant correlated and 
complemented variables selection is achieved via a G2-test and a extended 
log-likelihood ratio test combining with multiple test respectively. Numeric studies 
and real multi-source dataset is used to evaluate the validation of proposed method. 
Thirdly, a software aiming at quantitative analysis of nuclear magnetic resonance 
spectroscopy is implemented for the sparsity of spectroscopy. This software with a 
friendly interface is convenient at its operation. The procedures and functions of the 
software was illustrated through an example of processing of serum samples. 
Keywords: metabonomics/metabolomics; sparse regression model; 
complemented variable analysis; metabolite quantitative analysis 
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第一章 绪论 
1.1 代谢组学及其数据分析 
代谢物是细胞调节过程的终端产物，代谢物的水平可以认为是生物系统对基
因或者环境改变的最终相应。与“转录组”和“蛋白质组”定义类似，生物系统生成
的一系列的代谢物被定义为了生物系统的“代谢物组”(metabolome)。[1]1999 年，
Nicholoson 提出了“代谢组学”(metabonomics)的概念，即“通过高通量的实验和大
规模的计算，从系统生物学的角度出发，全面地综合地考察机体受基因或环境改
变导致的代谢产物的变化”。Oliver 在对植物代谢分析的研究过程中将“代谢组
学”(metabolomics)的定义为“在给定时间和条件下生物系统中所有小分子代谢物
的定量分析”，并将代谢产物与基因功能联系起来[2]。相对于其他的基因组学、
转录组学和蛋白质组学，代谢组学技术的出现弥补了其他方法的在整个机体代谢
产物的动态变化分析上的不足，成为系统生物学研究的又一重要手段[3]。 
目前，国际上常用的代谢组学检测技术有以下几种：核磁共振(NMR)、质谱
(MS)、气相色谱(GC)、液相色谱及气相质谱联用(GC/MS)和液相质谱联用(LC/MS)
技术、傅立叶变换-近红外谱(NIR)等，各种技术互有优劣如核磁共振氢谱(NMR)，
因其产生于质子在射频脉冲激发下的跃迁，故其能反应物质诸如结构、状态以及
所处化学环境等细节信息[4]；而近红外谱图，其信号源于化学基团的基频、合频
与倍频的叠加，更能反应基团所处的化学环境[5]；质谱则主要给出样本中代谢物
分子质量相关的信息，实际中 LC/MS 通常采用多级质谱联用(MS/MS)来提供代
谢物的结构信息，从而增大代谢物鉴别力[6]。 
在代谢组学中，利用高通量检测仪从生物样本中获取到的代谢信息谱通常需
要经过一系列的复杂的谱图编辑工作后，才能转化换成数据矩阵用于后续的统计
分析。由于不同的仪器中获取的谱图特性差异很大，往往需要采用不同的谱图处
理技术来进行处理，如 NMR 谱图通常要经过谱图去噪、基线校正、谱峰对齐、
谱图归一化与标准化等步骤对谱图进行预处理，而 NIR 谱图则需要经过谱图平
滑、谱图求导、以及变量标准化等步骤进行预处理。进行预处理之后，通常需要
对数据进行多变量统计分析。在后面两节中，我们就代谢组学中常见的单源数据
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分析方法和多源数据分析方法做简单介绍。 
1.2 代谢组学单源数据分析方法 
在代谢组学中，从高通量检测仪得到的生物体的数据往往具有小样本，高维
数，变量共线性性强的特点，这对于代谢组学数据分析提出了很大的挑战。通常，
对单源代谢组学数据，常常使用主成分分析法和偏最小二乘法对数据进行分析。 
1.2.1主成分分析和偏最小二乘回归 
主成分分析是一种传统的多元回归分析方法，其主要思路是将原始变量通过
一定方式进行线性组合构成 H(H>0)个潜变量(Latent Variables，LVs)，组合后的
新变量能够最大程度保持原始变量中的方差。通过这些潜变量，可以将原始的高
维数据转换为在新的潜变量上的投影，从而实现降维与可视化。设 pn×X 表示 n
个样本 p 个变量的数据矩阵，则对于 H 个潜变量的 PCA，有 
EptptptETPX ++++=+= THH
TTT ...2211                (1.1) 
其中， Hn×T 为得分(score)矩阵， Hp×P 为载荷(Loading)矩阵， pn×E 为残差矩阵。图
1.1 是 PCA 分析的示意图。可以看出，X 被分解成得分矩阵，载荷矩阵和残差矩
阵三部分。载荷矩阵P决定了由 PCA 决定的 H 个潜变量的方向，而得分矩阵T 反
映了原始矩阵在这 H 个潜变量构成的线性子空间上的投影中，残差E 表示数据
中未被提取的残留信息。 
 
图 0.1 主成份分析示意图[10] 
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由上述 PCA 过程可以看出，PCA 是一种非监督的算法，可以提取数据矩阵
pn×X 中的主要方差信息。然而，当已知数据X 的响应矩阵 qn×Y 时，PCA 方法提
取的成分并不包含Y 中的信息，因而利用 PCA 的成分与Y 构建回归模型时，其
预测性能可能下降。为了进一步利用响应矩阵Y 中的信息，PLS 模型有机的将
PCA 和线性回归分析相结合，即在选取潜变量时不仅要保证该成分能够充分反
映X 中的方差，并且还要与Y 有较大的相关性。对于 H 个潜变量的 PLS，有 
EptptptETPX ++++=+= THH
TTT ...2211                (1.2) 
FqtqtqtFTQY ++++=+= THH
TTT ...2211                (1.3) 
其中， Hn×T 为得分矩阵， Hp×P 与 Hq×Q 分别为X 和Y 上的载荷矩阵， pn×E 与
qn×F 分别为X 和Y 的残差矩阵。可以看出，在 PLS 模型中寻找一个共同的潜变
量T 分别对数据X 和响应Y 进行回归，通常，潜变量的个数 H 可以通过交叉验
证得到[11]。 
1.2.2 单源数据中的稀疏回归方法 
随着高通量技术的发展，在实际的代谢组学数据中，往往能够获得高分辨率
的谱图。这些高分辨谱图虽然能够进一步的反应谱图性质，然而却在回归分析中
带来了一些麻烦，如著名的维数灾(Curse of dimension)[12]。PCA 和 PLS 虽然能够
一定程度上解决代谢组学数据中的高维数和共线性性强的问题，但这些方法并不
能够自动实现变量挑选。在实际生物过程中，往往响应矩阵Y 只与少量的变量 iX
相关，这时使用稀疏模型往往会得到更好的预测性能并且更容易解释[13]。 
Lasso回归和 Elastic Net回归 
1996 年，Tibshirani 和 Hastie 提出了著名的套索回归(least absolute shrinkage 
and selection operator，Lasso)[14]。Lasso 回归使用模型系数的绝对值函数作为惩
罚来压缩模型系数，从而使一些与响应Y 的效应非常弱的回归系数变小，甚至直
接变为零，因此 Lasso 可以提供一个稀疏解。不失一般性，设数据矩阵 pn×X 和响
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应矩阵Y 已进行了中心化和归一化，则 Lasso 可表示为如下优化问题的解： 
1
2
2
minargˆ βλβ
β
+−= βyLasso X                   (1.4) 
其中， 0≥λ 为惩罚参数。可以通过控制λ 的大小来控制稀疏性，当 0→λ 时，(1.4)
化为普通的最小二乘回归；而当 ∞→λ 时， 0ˆ →Lassoβ 。当数据矩阵满足正交设
计，即满足 IXX =T ，其中 I 为单位矩阵时，(1.4)有显示解： 
+−= )ˆ)(ˆ(ˆ λβββ OLSjOLSjLassoj sign                   (1.5) 
其中， OLSjβˆ 为最小二乘解， )(⋅sign 为符号函数， )0,max()( xx =+ 。可以看出，在
此情形下，对于所有 λβ <OLSjˆ 的所有 j，其 Lasso 估计为 0，从而实现稀疏估计。
当数据矩阵不满足正交设计时，可以通过 Lars 算法[15]或坐标下降法[16]求解(1.4)
式的解。 
虽然 Lasso 能够有效地从原始变量中挑选出若干有效变量，然而 Zou 指出，
Lasso 一个缺点是不具备组群效应(group effect)，即当若干变量有较强相关性时，
Lasso 倾向于只选择其中的一个变量而不能选择其他变量[17]。据此，Zou 提出了
弹性网回归(Elastic Net)，通过在(1.4)式的基础上加入另一个 l2 范数惩罚项来实现
组群效应。考虑下述优化问题： 
2211
2
2
minargˆ βλβλβ
β
++−= βynEN X                (1.6) 
其中 1λ 和 2λ 为惩罚参数，则 Elastic Net 得到的估计参数 nENEN βλβ ˆ)1(ˆ 2+= 。对于
弹性网回归，可以将其转化为一种 Lasso 型回归同样可以使用 Lars 算法或坐标
下降法求解。 
在这两种算法的基础上，衍生出了多种不同的算法，如 Zou 等提出的自适应
套索算法(Adaptive Lasso)[18]相较于套索算法，自适应套索算法具有更好的渐近性
质，类似的，Zou 还提出了自适应弹性网算法(Adaptive Elastic Net)[19]；Yuan 在
回归中加入了变量的分组信息，通过加入混合范数惩罚项，建立了分组套索算法
(Group Lasso)[20]。Tibshirani 将套索算法中的回归系数与其顺序相结合提出了融
合套索算法(fused Lasso)[21]，将下标连续变量的回归系数加入同质性的约束。 
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稀疏主成分分析和稀疏偏最小二乘法 
对于 PCA 和 PLS 回归，从(1.1)、(1.2)和(1.3)式可以看出这些算法中潜变量
是是由所有原始变量的线性组合构成的。然而，在实际的代谢组学数据中，往往
只有一些变量对潜变量有贡献。对此，学者们仿照 1.2.1 节中稀疏算法的思路，
提出了不同的稀疏主成分分析(sparse principal component analysis，SPCA)和稀疏
偏最小二乘法(sparse partial least square regression，SPLS)。其中，Zou 提出的
SPCA[22]以及 Chun 和 Keles 提出的 SPLS[23]是两种应用广泛的算法。 
在 SPCA 算法中，Zou 首先通过以一种代理方向向量(surrogate direction vector)
的形式重新将 PCA 的优化问题改写为一种凸优化的形式，然后在代理方向向量
上施加形如(1.6)式中的 l1 和 l2 约束从而得到如下的优化问题： 
IAAts
xABxBA
T
j
k
j
j
k
j
j
n
i
i
T
i
BA
=
++−= 
===
..
minarg)ˆ,ˆ(
11
,1
2
21
2
1,
βλβλ
          (1.7) 
其中 Aˆ为 SPCA 的载荷向量， Bˆ 为代理方向向量。(1.7)式可以通过对于 A 和 B
进行交替迭代，即在 A 给定的情况下优化 B 和在 B 给定的情况下优化 A 交替进
行，从而求解。 
与 SPCA 算法类似，在 Chun 和 Keles 提出的 SPLS 算法中采用了与(1.7)式中
类似的代理方向向量，通过将 PLS 算法改写为凸优化的形式，并加入 l1 和 l2约
束，得到类似的优化问题，并提出了类似的交替迭代法进行求解。 
1.3 代谢组学多源数据分析方法 
随着技术的不断发展、数据处理方法也趋于多样化和多元化，代谢组学的研
究也常常将利用各种仪器对于多个侧面开展研究[24]。 
从技术平台来看，由于生物体代谢物之间特性差异非常大(如分子量、极性、
浓度等)，现有的任何一种分析技术都不可能同时检测出样本中所有小分子代谢
物。各种技术平台检测的侧重点有所不同，使用多种技术，并对其数据进行分析，
可以获得更全面、更准确的代谢物信息[25]。 
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对于用不同分析平台获取的多组代谢组学数据，最简单也是最原始的一种分
析方法是利用模式识别的方法对各组数据单独分析，最后分析各组数据分析结果
用于生物学解释。例如，Gao 等[26]在研究关节固定性脊柱炎时，对患者血浆的
GC-MS 和 LC-MS 数据分别进行分析，通过分析两组数据中获取的差异代谢物从
而进行代谢通路分析。虽然这种方法较为简单，能够使用两种数据进行分析，但
该方法并没有反应两组数据之间的联系。另一种分析方法则是对于多种数据进行
分析。Smilde 等[27]利用多块分析技术(multiblock methods)对 LC-MS 和 GC-MS
数据进行分析并给出了一种质谱数据分析的流程，在文章中，其重点强调了预处
理的重要性。Chen 等[28]在躁郁症研究中，利用一种组合式的统计分析方法来分
析 NMR 和 GC-MS 平台尿液代谢组学数据。该方法首先对 NMR 数据和 MS 数
据分别采用双边 t 检验，并从中挑选 p 值<0.1 的变量；随后对这些变量进行预处
理后建立 OPLS 模型，利用相关系数绝对值和变量重要性值筛选变量；最后将筛
选出的变量用于基于逐步前向回归的逻辑回归，挑选出显著地代谢物，建立分类
模型。验证结果表明，NMR 和 GC-MS 数据的结果优于单组数据分析结果。另
外 Crockford 等 [29]在统计全相关谱(statistical total correlation spectroscopy，
STOCSY)技术的基础上提出了 SH(statistical heterospectroscopy)技术来分析 NMR
和 UPLC-MS 数据，从相关系数结构中发现 NMR 和 UPL-MS(ultra performance 
liquid chromatography-mass spectrometry)数据之间的潜在关联性。Gu 等[30]在乳
腺癌 研 究 中 ， 提出了一种主成分引导的 PLS 分 析 方 法 来 分 析 一维 1H 
NMR 谱和 DART-MS(direct analysis in real time mass spectrometry)数据，有效
提高乳腺癌的检测率。此外，Yao 等[31]利用 MB-PLS(multiblock PLS)技术对
MC-MS 和 GC-MS 数据进行分析。 
另一种多源分析的方式为不同样本数据之间的分析，由于代谢组学中的生物
样本种类十分丰富，不同种样本中所含的代谢信息可以从不同方面反映机体的生
理、病理状况。 
多种生物样本中的代谢信息可以对机体代谢响应做出更加全面的描述。与多
种技术平台类似，在多样本代谢组学研究中，大多数分析方法都是对来自生物体
的不同样本分别进行分析，最后对分析结果进行综合解释。例如，Zhou 等[32]在
对黄连毒性的变化过程的研究中，通过分别对小鼠尿液和血清代谢数据进行多元
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统计分析分析，找出其中潜在差异代谢物，最后分析两组数据的结果来揭示黄连
的毒性变化过程。Yap 等[33]利用整合代谢组学的方法对血浆、尿液、肝组织提取
中的代谢物进行分析。此外，近年来，出现了很多关于代谢组学数据分析方法的
相关文献。Wang 等[34]利用相关分析的方法对老鼠血清和肝脏中同时检测出的 12
种内源性代谢物进行统计分析，研究了肝脏移植老鼠的代谢异常，发现肝移植和
正常老鼠之间，D-葡萄糖、丙酸和花生四烯酸在血清和肝脏中具有一定的正相关
性，而谷氨酸、丝氨酸和肌醇在血清和肝脏中却具有负相关关系。Xu 等[35]利用
STOCSY 技术分析小鼠血清和尿血 1H NMR 谱，通过挖掘出相关谱中共变性的
代谢物来对数据进行深入分析。 
1.4核磁共振氢谱定量分析 
由于核磁共振技术其独特的优势如无创性、样本制备简单、重现性好、能够
较准确地定量等，其已被广泛应用于代谢组学研究中。[36]对于生物体样本如粪
便尿液等，核磁共振能够检测出其中相对较多的成分，各种成分在多处存在谱峰。
因此，生物体核磁共振谱图中的一处峰往往是多种物质共同叠加的结果。因此，
在分析时，需要将谱峰进行归属从而能够进一步对其中包含的物质进行分析。 
对于核磁共振氢谱归属，目前已有很多定量或半定量的方法，常用的一种方
法是利用某些物质的特征峰进行归属，如 Dong 利用 NMR 谱图中的一些特征峰，
对糖尿病病人的代谢物进行归属，并据此来分析糖尿病人和正常人代谢轮廓的差
异[37]。然而这些方法多是基于人工的经验或者是样本的先验信息，其速度较慢，
而且不同的学者可能导致不同的结果[38; 39]。为了进一步的实现归属，Robtsov 等
[40]提出了一种基于时域信号的解卷积方法实现谱图归属，该方法通过对时域信
号进行建模，将每一个时间点的信号分解为若干个自由响应衰减(FID)信号，对
于其中的参数如该点包含谱峰的个数，每个谱峰的强度，FID 信号频率等给出一
个先验分布，通过对于实际 FID 信号利用蒙特卡洛马尔科夫链(MCMC)框架下的
采样方法，得到这些参数来自其后验分布的样本，并据此估计出各个参数的数值。
另一方面，从频域来看，Astel 等[41]提出了一种基于频域信号的谱图解卷积方法
(BATMAN)，与时域方法类似，该方法通过对频域信号进行建模，同样用 MCMC
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