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Abstract
We prove that a general class of nonlinear, non-autonomous ODEs
in Fre´chet spaces are close to ODEs in a specific normal form, where
closeness means that solutions of the normal form ODE satisfy the orig-
inal ODE up to a residual that vanishes up to any desired order. In this
normal form, the centre, stable and unstable coordinates of the ODE
are clearly separated, which allows us to define invariant manifolds
of such equations in a robust way. In particular, our method empow-
ers us to study approximate centre manifolds, given by solutions of
ODEs that are central up to a desired, possibly nonzero precision. The
main motivation is the case where the Fre´chet space in question is
a suitable function space, and the maps involved in an ODE in this
space are defined in terms of derivatives of the functions, so that the
infinite-dimensional ODE is a finite-dimensional PDE. We show that
our methods apply to a relevant class of nonlinear, non-autonomous
PDEs in this way.
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1 Introduction
1.1 Background and motivation
Various invariant manifolds are central to many areas of dynamical sys-
tems, including using centre manifolds to construct and justify reduced
low-dimensional models of high-dimensional dynamics [29, e.g.]. Many
dynamical systems involve PDEs in infinite dimensional state spaces of func-
tions, and some applications require infinite dimensional centre manifolds
[7, 28, e.g.]. In general we also want to cater for non-autonomous systems,
with an aim to subsequently generalise to stochastic/rough dynamics [14,
e.g.]. Further, encompassing unstable dynamics with both centre and sta-
ble is necessary for application to Saint Venant-like, cylindrical, problems
[18, 19, 20, e.g.], and to deriving boundary conditions for approximate PDEs
[27, e.g.]. Consequently, here we address the general challenge of con-
structing and justifying various infinite dimensional invariant manifolds for
non-autonomous dynamical systems which have stable, unstable and centre
modes. A crucial novel feature of the approach is that we further develop
a backward theory recently initiated for finite dimensional systems [30]:
analogous backward theory has been very useful in other domains [16, e.g.].
Applications of the extant forward theory in such a general setting is
often confounded by impractical preconditions. Non-autonomous invari-
ant manifold theories typically require bounded operators, and Lipschitz
and/or uniformly bounded nonlinearities, [3, 4, 5, 10, 17, e.g.]. The extant
boundedness requirement [17, Hypothesis 2.1(i) and 3.8(i), e.g.] arises from
the general necessity of both forward and backward time convolutions with
the semigroup (e.g., eAt for systems that linearise to x˙ = Ax), convolutions
that must be continuous in extant forward theory, but cannot be continuous
with unbounded operators. Despite many interesting specific scenarios
having rigorous invariant manifolds established via strongly continuous
semigroup operators and by mollifying nonlinearity [9, 32, e.g.], extant non-
autonomous forward theory fails to rigorously apply in many practical cases.
Our main motivation for studying ODEs in infinite-dimensional vector
spaces is their possible application to analysing invariant manifolds of PDEs
in finite space-time dimensions. In that setting, the infinite-dimensional
vector space in question is a space of functions, and the maps occurring in
the ODE are differential operators. The linear part of such an ODE is a linear
partial differential operator, which typically is unbounded in applications.
Such an operator can be viewed as a bounded operator between different
Banach spaces, with norms adapted to make the operator bounded. (For
example, the operator ddx is unbounded on L
2(R), but becomes bounded
3
exact physical
dynamics
@
@@R
modelling error
given∞-D
mathematical
system (1.1)
-
sometimes existence known
exact reduced
mathematical
model(s)
xy error
approx
separated
system with
model (1.2a)






1
appr
ox co
ordin
ate tr
ansfo
rm
equivalent↗↙error XXXXXXXXXXXXXXz
y
exact coordinate transform (1.2b)
nearby∞-D
mathematical
system (1.2) finite domain bound
←er
ro
r
bo
un
d→
Figure 1: schematic diagram: blue, new theory and practice established by
this article; magenta, for future research; black, mostly established extant
theory and practice; red, practically unattainable (in general).
if we take its domain to be a first-order Sobolev space.) Centre manifold
theory in this setting was developed by several authors [17, 21, 33, e.g.], and
applied to PDEs.
However, to achieve our goal of developing the desired backward theory,
and robustly constructing invariant manifolds via coordinate transforma-
tions to approximate normal forms, we need to go beyond this setting. This
essentially boils down to the fact that a bounded operator on a single Banach
space can be iterated to yield new bounded operators, whereas this is not
possible for a bounded operator between different Banach spaces. The neces-
sity of iterating operators in our constructions leads us outside the setting of
Banach spaces, to graded Fre´chet spaces: intersections of infinite sequences of
Banach spaces connected by bounded inclusion maps. These include spaces
relevant to the study of PDEs, such as spaces of smooth functions.
1.2 Results
The first step in the proposed backward theory is to establish an approxi-
mate conjugacy between a given system and a ‘nearby’ system for which we
know its invariant manifolds, by its construction. Figure 1 illustrates what
this article achieves. Planned future research will then provide novel finite
domain and error bounds as illustrated in Figure 1. That is, instead of prov-
ing that there exists a reduced dimensional manifold for a specified system,
which is then approximately constructed, our main results, Theorem 2.17
and Corollary 2.22, establish that there is a system which is both ‘close’ to the
specified system, and also has a reduced dimensional manifold which we
know exactly. In essence, we invoke an (extended) normal form coordinate
transform—related to Hartman–Grobman theory [3, 4, 5, e.g.]—and use it
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from a new point of view.
An intuitive formulation of our main result on the existence of such
a normal form is the following Theorem 1.1. Theorem 2.17 is a precise
formulation, and Corollary 2.22 is a special case that applies to nonlinear,
non-autonomous PDEs. (In that special case, the space V is a space of
functions, and the maps that occur are partial differential operators.)
Theorem 1.1 (Normal form theorem, intuitive formulation). Let I be an
interval in t, and V a possibly infinite-dimensional vector space. Consider a
nonlinear, non-autonomous ODE
x˙(t) = Ax(t) + f(t, x(t)) (1.1)
for x : I→ V , where A is a linear operator on V (independent of t), and f : I×V →
V and its derivative vanish on I× {0}. For each p ≥ 2, there are both an ODE
X˙(t) = AX(t) + Fp(t, x(t)) (1.2a)
for X : I→ V , and a time-dependent coordinate transformation
ξp : I× V → V (1.2b)
such that
• if X(t) satisfies (1.2a), then setting x(t) = ξp(t, X(t)) defines a solution of
(1.1) up to a residual term that vanishes to order p;
• the map Fp : I× V → V is of order 2 in its second entry X;
• the component of a solution to (1.2a) in the stable subspace for A decays
exponentially quickly to zero as t increases in I. Its component in the unstable
subspace for A decays exponentially quickly to zero as t decreases in I. If the
solution starts out in either the centre-stable or the centre-unstable subspace
for A, then its component in the central subspace for A is bounded by a
constant for all t ∈ I, or at worst by a specified, small exponential growth
rate.
The three most important things to make more precise in this intuitive
formulation is what ‘order p’ means, the related question what topology on
V is used, and what kinds of maps A, f, ξp and Fp are.
The last point in Theorem 1.1 means that the centre, stable and un-
stable manifolds (in this case, linear subspaces) of (1.2a) are exactly the
centre, stable and unstable spaces of A, respectively. (And similarly for
the centre-stable and centre-unstable subspaces.) The centre, stable, un-
stable, centre-stable and centre-unstable subspaces for the dynamics in x
described by (1.2a) and x(t) = ξp(t, X(t)) (which becomes an ODE in x if
ξp(t,−) is invertible for all t) are then obtained from these spaces via an
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application of the coordinate transform ξp. In this way, we show that any
(non-autonomous) system of the form (1.1) is arbitrarily close to a system
with robustly defined invariant manifolds.
This definition of these key invariant manifolds is a crucial reformation
of the backward theory proposed. Classic definitions of un/stable and centre
manifolds require the existence of limits as time goes to ±∞ [2, 6, 17, 26,
e.g.]. This consequently requires solutions of the dynamical system to be
well-behaved for all time, which requires constraints that in applications are
often not found, or are hard to establish. For example, in stochastic systems
very rare events will eventually happen over the infinite time requiring
global Lipschitz and boundedness that are oppressive in applications. By
modifying definitions we establish results for finite times, which are useful
in many applications, and for a wider range of non-autonomous systems.
1.3 Ingredients of the proof
The key ingredients of the proofs of our main results are nested sequences of
Banach spaces, whose intersections are graded Fre´chet spaces; compact polynomial
maps between Banach spaces and graded Fre´chet spaces; and compactly
differentiable maps between such spaces.
1.3.1 Sequences of Banach spaces
It is important to specify what is meant by a nearby infinite-dimensional
mathematical system in Figure 1. Intuitively, we mean by this that solutions
of the nearby system (1.2) are solutions of the original system (1.1) up to
any desired order in the magnitude of such a solution, as in Theorem 1.1.
To be more precise about what that this magnitude is, we need to specify
norms or seminorms on spaces containing these solutions. Working with a
single Banach space (i.e., a single norm) is too restrictive for applications.
This is because in applications to PDEs, the maps A and f in Theorem 1.1 are
generally not continuous maps from a single Banach space to itself. This
could be remedied by allowing maps between two different Banach spaces,
but that would not let us iteratively apply maps involving A and f, which
we do in the proof of Theorem 1.1.
A type of space that is both general enough to apply to various nonlinear
PDEs, while being close enough to Banach spaces to allow us to define a
meaningful notion of a solution of an equation up to a given order, is what
are often called graded Fre´chet spaces. These are intersections of sequences
of Banach spaces, each with a bounded inclusion map into the next. The
notion of an operator of a given order on a graded Fre´chet space is then
defined in terms of the norms on these Banach spaces, see Definition 2.4.
For several convergence questions, it would be useful if the Banach
spaces that occur in the definition of a graded Fre´chet space are Hilbert
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spaces. Then we can use orthogonality, for example. However, for applica-
tions to nonlinear PDEs, it is not enough to use Hilbert spaces. For example,
a nonlinear term u 7→ u2 is a well-defined (and differentiable) map from
the Banach space L4(R) to the Hilbert space L2(R). To be able to use Hilbert
space techniques in such settings, we use the notion of nested sequences
of Banach space that are comparable to nested sequences of Hilbert spaces
(see Definition 2.6). This effectively means that a graded Fre´chet space that
naturally occurs as an intersection of Banach spaces can equivalently be
presented as an intersection of Hilbert spaces. Proving such a property
in situations relevant to PDEs involves the relevant Sobolev embedding
theorems.
1.3.2 Compact polynomial maps
We construct coordinate transformations on graded Fre´chet spaces to bring
ODEs in such spaces into normal forms that allow us to define invariant
manifolds directly and robustly. These transformations are polynomial
maps, which we construct by adding (infinitely many) monomial terms
with the right properties together. At the level of Banach spaces, a poly-
nomial map can be naturally defined as a finite sum of restrictions to the
diagonal of bounded multilinear maps. For example, Taylor polynomials of
differentiable maps between normed vector spaces are polynomials of this
type.
But not all such polynomial maps (for example, the identity map) can
be approximated by sums of monomials. This leads us to define compact
polynomial maps, which can be approximated in this way in settings rel-
evant to us. The notion of a compact polynomial map that we use seems
natural, but we have not been able to find it elsewhere in the literature.
Different notions of compact polynomial maps were developed and studied
by Gonzalo, Jaramillo and Pełczyn´sky [15, 25].
1.3.3 Compactly differentiable maps
Our construction of the required coordinate transforms involves Taylor poly-
nomials of differentiable maps between Banach spaces, and between graded
Fre´chet spaces. This construction is possible if those polynomials are com-
pact in the sense just mentioned. That is the case for compactly differentiable
maps, which we define for this purpose. We will see in Section 4.4 that, in
applications to PDEs, the relevant differentiable maps are indeed compactly
differentiable. This follows from various Sobolev embedding theorems.
7
1.4 Outline of this paper
The main results of this paper, on normal forms and invariant manifolds
of nonlinear, non-autonomous ODEs in Fre´chet spaces, and of nonlinear,
non-autonomous PDEs in finite-dimensional spaces, are stated in Section 2.
We illustrate our results by applying them to an example PDE in Section 9.
In the rest of the paper, we prove our main results. We start by reviewing
standard material on differentiable maps and polynomials on normed spaces
in Section 3. In Sections 4 and 5, we develop technical tools we need for
our proofs. Then in Sections 6 and 7, we use these tools to prove the main
Theorems 2.17 and 2.21. We prove some properties of the normal form
equation, which allow us to identify its invariant manifolds, in Section 8.
A key ingredient in the proof of a version Taylor’s theorem for compactly
differentiable maps between Fre´chet spaces, mentioned above, is the fact that
a compact operator from a Banach space with the approximation property
into another Banach space can be approximated by finite-rank operators in
a suitable way. This is reviewed in Appendix A.
1.5 Notation and conventions
We write N for the set of positive integers, and N0 for the set of nonnegative
integers. We write N∞0 for the set of sequences in N0 with finitely many
nonzero entries, interpreted as multi-indices. For q ∈ N∞0 , or in Nn0 , we
denote the (finite) sum of its elements by |q|.
We denote spaces of bounded linear operators by the letterB, and spaces
of compact linear operators by the letter K.
When we mention a normed vector space V , the implicitly given norm
is denoted by ‖ · ‖V . Similarly, if V is an inner product space, then the inner
product is denoted by (−,−)V . Inner products on complex vector spaces
are assumed to be linear in their second entries, and antilinear in their first
entries. For maps f, g : V → R, when we write f(v) = O(g(v)), we implicitly
mean that f(v) = O(g(v)) as v→ 0 in V .
If V is a normed vector space, and I is an open interval, and f : I → V
and fj : I→ V , for j ∈ N, are maps, then we say that fj converges to f if fj(t)
converges to f(t) in V uniformly in t in compact subsets of I. If f and fj are
smooth, then we say that fj converges to f differentiably in t if f
(n)
j converges
to f(n) for every n ∈ N0, in this sense.
For maps f, g : I× V → V and h : V → V , the maps f ◦ g : I× V → V and
f ◦ h : I× V → V are defined by
(f ◦ g)(t, v) := f(t, g(t, v)), (f ◦ h)(t, v) := f(t, h(v)),
for t ∈ I and v ∈ V .
If Ω is an open subset of Rd and m ∈ N, then the Sobolev space of
functions fromΩ to Rm with weak derivatives up to order k in Lp is denoted
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byWk,p(Ω;Rm). The norm on this space is
‖u‖Wk,p :=
∑
α∈Nn0 ;|α|≤k
∥∥∥∥∂αu∂xα
∥∥∥∥
Lp
.
Ifm = 1, we writeWk,p(Ω) =Wk,p(Ω;R).
2 Preliminaries and results
Our main result, Theorem 2.17, asserts that a broad class of nonlinear PDEs
and ODEs in infinite-dimensional vector spaces may be effectively approxi-
mated by normal form systems via well-chosen, time-dependent, coordinate
transformations. In this normal form, the centre, stable and unstable compo-
nents of the PDE and ODE are clearly separated, which allows us to define
centre manifolds for this class of equations in a robust way (Definition 2.10).
We first state our result on normal forms, and the definition of centre
manifolds, for ODEs in a class of abstract vector spaces (Section 2.5). Our
main reason for developing this theory is to apply it to the study of PDEs, for
which the vector spaces used are spaces of functions, and the relevant maps
between them are defined in terms of derivatives of functions. We discuss a
relevant class of examples of such function spaces and maps in Section 2.6.
2.1 Nested sequences of Banach spaces
The normal form we obtain in Theorem 2.17 is approximate in the sense
that functions satisfying an equation transformed into that form satisfy the
original equation up to a residual term. An important point in Theorem 2.17
is that this residual vanishes up to a specified order. To make it precise
what this vanishing up to a certain order means, we introduce the type of
topological vector spaces we consider in this subsection. More details about
these spaces and their properties are given in Section 5. A concrete class of
examples of these spaces relevant to the study of PDEs is given in Section 2.6.
Definition 2.1. By a nested sequence of Banach spaces, we mean a sequence
{Vk}
∞
k=1 of Banach spaces such that
• for every k, Vk+1 ⊂ Vk, where the inclusion map is bounded, and
• the intersection V∞ := ⋂∞l=1 Vl is dense in Vk for every k ∈ N.
We then consider V∞ as a Fre´chet space1 with the seminorms (now actual
norms) that are the restrictions of the norms on the spaces Vk.
1Much of what we write about Fre´chet spaces of this form holds for more general pro-
jective limits of Banach spaces connected by bounded operators. But we do not need that
degree of generality.
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A compactly nested sequence of Banach spaces is such a sequence such
that for every l ∈ N, there is a k ≥ l such that the inclusion Vk ⊂ Vl is
compact.
A Fre´chet space V∞ as in this Definition 2.1 is often called a graded
Fre´chet space.
Let {Vk}∞k=1 be a nested sequence of Banach spaces.
Definition 2.2. The space B(V∞) of bounded operators on V∞ consists of the
linear maps A : V∞ → V∞ such that for every l ∈ N, there is a k ∈ N such
that the linear map A extends continuously to a map in B(Vk, Vl).
Remark 2.3. In Definition 2.2, if k ≤ l, then the composition
Vl ↪→ Vk A−→ Vl
is a bounded operator on Vl. So we may always take k ≥ l in this context,
but this does not need to be assumed a priori. Similar remarks apply in
analogous situations, such as Definitions 2.4 and 2.5 below.
Definition 2.4. A map f : V∞ → V∞ is of order n, written as f = O(n), if for
every l ∈ N, there is a k ∈ N such that ‖f(v)‖Vl = O(‖v‖nVk) as v→ 0 in Vk.
If I is an open interval, a map f : I × V∞ → V∞ is of order n, written as
f = O(n), if for every l ∈ N, there is a k ∈ N such that ‖f(t, v)‖Vl = O(‖v‖nVk)
as v→ 0 in Vk, uniformly in t in compact subsets of I.
Definition 2.5. An n times differentiable map from V∞ to itself is a map
f : V∞ → V∞ such that for every l ∈ N, there is a k ∈ N such that f ex-
tends to an n times differentiable map from Vk to Vl. If a map is n times
differentiable for every n ∈ N, then it is infinitely differentiable.
Basic material on differentiable maps between normed vector spaces is
reviewed in Section 3.
Definition 2.6. Two nested sequences {Vk}∞k=1 and {Wk}∞k=1 of Banach spaces
are comparable if for every k ∈ N, there are l1, l2, l3, l4 ∈ N such that we have
bounded inclusions Vl1 ⊂Wk ⊂ Vl2 andWl3 ⊂ Vk ⊂Wl4 .
In the setting of this definition, V∞ =W∞.
2.2 Setup and goal
Let {Vk}∞k=1 be a compactly nested sequence of Banach spaces, such that V1
is a Hilbert space. Let A ∈ B(V∞). Let I ⊂ R be an open interval in t
containing t = 0, and let f : I × V∞ → V∞ be infinitely differentiable with
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respect to V∞ and I. Suppose that f = O(2), and that for every l ∈ N, there
is a k ∈ N such that f : Vk → Vl is differentiable, and
‖f ′V∞(t, v)‖B(Vk,Vl) = O(‖v‖Vk), (2.1)
uniformly in t in compact subsets of I.
Suppose that {ej}∞j=1 ⊂ V∞ is a set of eigenvectors of Awhich is a Hilbert
basis of V1 (an orthonormal set that spans a dense subspace of V1). We
assume that the sequence {Vk}∞k=1 is comparable to a nested sequence of
separable Hilbert spaces in which the vectors ej are orthogonal. However,
we will see in Remark 6.1 that we may equivalently make the seemingly
stronger but more concrete assumption that the spaces Vk themselves are
separable Hilbert spaces. The assumption that {Vk}∞k=1 is comparable to a
nested sequence of separable Hilbert spaces is easier to check in practice
than the condition that every space Vk can be chosen to be a separable
Hilbert space itself. For example, Section 2.6 discusses a class of relevant
cases where the spaces Vk are not Hilbert spaces for k ≥ 2. In this sense,
the notion of comparable sequences of Banach spaces is a tool that makes it
easier to check the conditions of Theorem 2.17.
We study smooth maps x : I → V∞ satisfying the non-autonomous
dynamical system differential equation
x˙(t) = Ax(t) + f(t, x(t)) for all t ∈ I . (2.2)
Since the nonlinearity f satisfies (2.1), x = 0 is an equilibrium of the sys-
tem (2.2). We provide a novel backward approach to establish invariant
manifolds in a finite domain about the equilibrium x = 0. For these invari-
ant manifolds to be useful in applications, the time interval I will be long
enough for transient dynamics to decay to insignificance in the context of
the application. The proofs of our main results simplify considerably if the
time interval I is short, or bounded. But we emphasise that we only aim this
theory to support the many applications where the time interval I is long
enough, or unbounded, so that the theorems are non-trivially useful in the
application.
2.3 Dynamics in a normal form
We define invariant manifolds, or sets, for dynamical systems in a particular
normal form, and show that this definition captures the essence of such
manifolds. In Section 2.5, we show that a very general class of ODEs of
the form (2.2) can be brought into this normal form, modulo residuals that
vanish to a desired order.
Spectral gap in an exponential trichotomy Let α,β, γ, µ˜ be such that
0 ≤ α < µ˜ < min(β, γ), and no eigenvalues of A have real parts in the
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intervals (−β,−α) and (α, γ) (depending upon the circumstances, β or γ
could be∞, and/or α may be zero). For every j ∈ N, let αj be the eigen-
value of A corresponding to ej. With respect to the parameters α, β and γ,
we define the sets of indices of central, stable and unstable eigenvalues and
eigenvectors, respectively, as
Jc := {j ∈ N : |<(αj)| ≤ α};
Js := {j ∈ N : <(αj) ≤ −β};
Ju := {j ∈ N : <(αj) ≥ γ}.
For a = c, s, u, let Va be the closure in V1 of the span of the eigenvectors ej,
for j ∈ Ja. For any map g into V1 and a ∈ {c, s, u}, we write ga for its
components in Va. The sets Vc, Vs, Vu are respectively called the centre/stable/
unstable subspaces. Further, we define the centre-stable subspace Vcs := Vc⊕Vs,
and the centre-unstable subspace Vcu := Vc ⊕ Vu.
For v ∈ V∞ and a multi-index q ∈ N∞0 , we set
vq :=
∞∏
j=1
(ej, v)
qj
V1
.
For q ∈ N∞0 , write q = qc + qs + qu, for qc, qs, qu ∈ N∞0 such that qcj = 0 if
j 6∈ Jc, qsj = 0 if j 6∈ Js and quj = 0 if j 6∈ Ju.
Normal form dynamics
Definition 2.7. A smooth map F : I× V∞ → V∞ separates invariant subspaces
if the components of F in Vc, Vs and Vu are of the forms
Fc(t, v) =
∑
q ∈ N∞0 :
|q| ≤ p and
qs = qu = 0 or
qs 6= 0 6= qu
Fq(t)vq, (2.3a)
Fs(t, v) =
∑
q ∈ N∞0 :
|q| ≤ p and
qs 6= 0
Fq(t)vq, (2.3b)
Fu(t, v) =
∑
q ∈ N∞0 :
|q| ≤ p and
qu 6= 0
Fq(t)vq, (2.3c)
for all t ∈ I and v ∈ V∞, for smooth maps Fq : I → V∞, where the series
converge in Pol(V∞), differentiably in t.
Consider a polynomial map F : I × V∞ → V∞ that separates invariant
subspaces, and the ODE
X˙(t) = AX(t) + F(t, X(t)), (2.4)
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in smooth maps X : I→ V∞. Because F separates invariant subspaces, this
ODE has very explicit invariant manifolds, by Lemma 2.8 and Proposition 2.9
below.
Lemma 2.8. Suppose that X : I→ V∞ satisfies (2.4), where F separates invariant
subspaces. Let a ∈ {c, s, u}. If there exists a t ∈ I such that X(t) ∈ Va, then
X(t) ∈ Va for all t ∈ I.
Proposition 2.9. There is a neighbourhood Dµ˜ of I × {0} in I × V∞, with the
following property. Let X : I→ V∞ be a solution of (2.4), for some open interval I
containing 0, and where F sepearates invariant subspaces. Write X = Xc+Xs+Xu,
with Xa ∈ Va for a = c, s, u.
• If (t, X(t)) ∈ Dµ˜ for all t ∈ I with t ≥ 0, then for all such t, ‖Xs(t)‖V1 ≤
‖Xs(0)‖V1e−(β−µ˜)t.
• If (t, X(t)) ∈ Dµ˜ for all t ∈ I with t ≤ 0, then for all such t, ‖Xu(t)‖V1 ≤
‖Xu(0)‖V1e(γ−µ˜)t.
• Suppose that Xs(0) = 0 or Xu(0) = 0. If (t, X(t)) ∈ Dµ˜ for all t ∈ I, then
for all t ∈ I, ‖Xc(t)‖V1 ≤ ‖Xc(0)‖V1e(α+µ˜)|t|.
Since β− µ˜ and γ− µ˜ are positive, this proposition in particular states
that stable solutions decrease to zero exponentially quickly as t increases
in I, while unstable solutions decrease to zero exponentially quickly as
t decreases in I. The numbers α and µ˜ represent bounds on what one
takes to be relatively small real parts of eigenvalues of A (classically, these
numbers are zero), so that the third point in Proposition 2.9 intuitively states
that central solutions, at worst, only grow relatively slowly as |t| increases.
Lemma 2.8 and Proposition 2.9 are proved in Section 8. The specific form
of the set Dµ˜ is also specified there, see (8.7).
2.4 Invariant manifolds
Lemma 2.8 and Proposition 2.9 show that, for every a = c, s, u, the set
Dµ˜ ∩ (I× Va)
is a centre, stable or unstable submanifold of I× V∞ for (2.4), respectively.
Furthermore, for a = cs and a = cu, we obtain centre-stable and centre-
unstable manifolds, respectively. (Here we use the cases of the third point in
Proposition 2.9 where Xu(0) = 0 and Xs(0) = 0, respectively.) This motivates
Definition 2.10 of invariant subspaces of dynamical systems of a certain form.
To state it precisely, we incorporate existence of solutions of (2.4).
For v ∈ V∞, we write av for the infimum of the set of all a > 0 such
that there is a solution X : (−a, 0] → V∞ of (2.4), with X(0) = v. Similarly,
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bv is the supremum of the set of all b > 0 such that there is a solution
X : [0, b) → V∞ of (2.4), with X(0) = v. If such a and b exist, we set
Iv := (−av, bv). (In particular, Iv = R if such a solution exists for all a, b > 0.)
If such an a exists but no b, we set Iv := (−av, 0), and if such a b exists but
no a, we set Iv := (0, bv). If there are no such a, b > 0, we set Iv := ∅.
Definition 2.10. Let ξ : I×V∞ → V∞ be a smooth map, and let F : I×V∞ →
V∞ be a polynomial map that separates invariant subspaces. Consider the
dynamical system for smooth maps x : I→ V∞ determined by
x(t) = ξ(t, X(t)), (2.5)
for t ∈ I, for a smooth map X : I → V∞ satisfying (2.4). Let Dµ˜ be as in
Proposition 2.9. For every a = c, s, u, cs, cu, set
Ea :=
{
(t, ξ(t, v)) : t ∈ Iv, v ∈ Va, (t, v) ∈ Dµ˜
} ⊂ R× V∞.
The set Ec is a centre subset of the dynamical system in x; the set Es is a stable
subset of the system; and the set Eu is an unstable subset of the system. The set
Ecs is a centre-stable subset, and Ecu,p is a centre-unstable subset of the system.
Such spaces are invariant or integral subsets of the dynamical system in x.
Remark 2.11. If the map ξt := ξ(t,−) in Definition 2.10 is invertible for
all t ∈ I (on a suitable domain), then the dynamical system in x in that
definition is equivalent to the ODE
d
dt
(ξ−1t ◦ x)(t) = A(ξ−1t ◦ x)(t) + F(t, (ξ−1t ◦ x)(t)).
Remark 2.12. In general, existence and uniqueness of solutions of (2.4) is not
guaranteed, hence the careful definition of Iv. Existence and uniqueness of
solutions is an assumption in previous definitions [17, Theorem 2.9, e.g.]; see
Hypothesis 2.7 in that reference. There are existence and uniqueness results
if f satisfies a local Lipschitz condition, but that is not the case in many
applications to PDEs. Under additional assumptions, Vanderbauwhede &
Iooss [33, proof of Theorem 3] showed such a local Lipschitz condition
holds.
Remark 2.13. Invariant subsets or submanifolds are not unique in general;
here this non-uniqueness is due to various possibilities for Iv, Dµ˜ and ξp,
and is reflected in the use of the indefinite article in Definition 2.10.
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Example 2.14. For one example of the non-uniqueness engendered via ξ,
consider the classic example system of x˙ = −x2 and y˙ = −y in the role
of (2.2) (and let the step function H(x) := 1 when x > 0, and H(x) := 0
when x ≤ 0). This ODE system may be given, for every C, as the coordinate
transformation, (2.5), x = X and y = Y + CH(X)e−1/X together with the
system, (2.4), X˙ = −X2 and Y˙ = −Y (by design, here symbolically identical
to the original xy-system). Lemma 2.8 identifies Y = 0 as the centre subspace
of this XY-system. Definition 2.10 then gives the classic non-uniqueness that,
for every C, y = CH(x)e−1/x are centre manifolds for the xy-system.
Remark 2.15. In the setting of Definition 2.10, if ξ is a local diffeomorphism
in the Fre´chet manifold sense, then the subsets Ej in Definition 2.10 are
Fre´chet manifolds. This would justify the more specific terminology invari-
ant submanifolds rather than just invariant subsets.
2.5 Main result: an approximate normal form
Our main result, Theorem 2.17, states that for an ODE of the form (2.2), there
is a dynamical system in the normal form used to define invariant manifolds
in Definition 2.10, such that solutions of the normal form system satisfy (2.2)
up to a residual term that vanishes to any desired order. In this sense, (2.2)
is arbitrarily close to a dynamical system with clearly and robustly defined
invariant manifolds.
Definition 2.16. A function f : I→ R grows at most polynomially if there are
C, r > 0 such that for all t ∈ I, |f(t)| ≤ C(1+ |t|r). (This condition holds for
all bounded functions if I is bounded.)
An infinitely differentiable map ϕ : I× V∞ → V∞ has polynomial growth
if for every v ∈ V∞, every k ∈ N, and every l ∈ N0, the function
‖ϕ(−, v)(l)‖Vk : I→ [0,∞)
grows at most polynomially.
We use the term µ˜-regular integral for an integral of the form∫∞
a
e−µtf(t)dt,
where <(µ) > µ˜ and f grows at most polynomially. The larger µ˜, the better
the convergence properties of µ˜-regular integrals.
Theorem 2.17. Let p ∈ N be such that p ≥ 2, β − (p + 1)α > µ˜ and γ − (p +
1)α > µ˜. Suppose that f has polynomial growth. Then there are three infinitely
differentiable maps Fp, ξp, Rp : I× V∞ → V∞, such that
• Fp = O(2) and Fp separates invariant manifolds;
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• Rp = O(p),
and if a smooth map x : I→ V∞ is given by
x(t) = ξp(t, X(t)) (2.6)
for all t ∈ I, for a smooth map X : I→ V∞ satisfying
X˙(t) = AX(t) + Fp(t, X(t)) (2.7)
for all t ∈ I, then for all t ∈ I,
x˙(t) = Ax(t) + f(t, x(t)) + Rp(t, X(t)). (2.8)
Finally, there is a construction of the map ξp in which all integrals over I that occur
are µ˜-regular.
We prove this theorem in Sections 3 to 7; see in particular Section 7.3.
Theorem 7.9 shows that the maps Fp and ξp can be chosen to be poly-
nomials of a certain type. The conclusion that the integrals occurring are
µ˜-regular is more than just convenient: this is clear in the classical case
where α = 0 (see Remark 2.18).
Remark 2.18. In cases where the centre eigenvalue bound α equals zero,
we can always choose µ˜ so small that the conditions on α,β, γ, µ˜ and p in
Theorem 2.17 are satisfied. In these cases, the residual Rp can be made to
vanish to arbitrarily large order p. Furthermore, the integrals that occur
in the construction of ξp (see Definition 7.2) are µ˜-regular for some µ˜ > 0
precisely if they converge. Hence µ˜-regularity for some µ˜ > 0 is a necessary
condition for the construction to make sense.
Choosing the centre eigenvalue bound α positive, which imposes a
positive lower bound on µ˜, restricts the vanishing order p of Rp, but also
makes the construction of the coordinate transform ξp more robust, in
the sense that the integrals over I in its construction are µ˜-regular. Many
researchers choose to phrase problems as singular perturbations [8, 24, 34,
e.g.]. In such cases the bounds on the hyperbolic rates β, γ ∝ 1ε →∞ as the
perturbation parameter ε → 0. Consequently, choosing µ˜, p ∝ 1/√ε (say)
then the residual Rp again can be made to vanish to arbitrarily large order
for small enough ε.
However, in applications we generally require an invariant manifold in
some chosen domain of interest that resolve phenomena on chosen time
scales of interest. Such subjective choices, informed by the governing equa-
tions, generally dictate the chosen bound α separated by a big enough gap
from the bounds β, γ so that the centre manifold evolution, constructed to
a valid order p, provides a useful model over the chosen domain for the
desired phenomena.
16
Remark 2.19. The derivative at 0 ∈ V∞ of the coordinate transformation ξp
is the identity map, and hence invertible. If a suitable generalisation of
the inverse function theorem applies to ξp, such as a version of the Nash–
Moser theorem, then it follows that ξp is a local diffeomorphism at zero.
Then it would be justified to call the invariant subsets of Definition 2.10
invariant submanifolds in this setting (at least in a neighbourhood of zero),
see Remark 2.15.
Remark 2.20. In the proof of Theorem 2.17, explicit constructions of the
maps Fp and ξp are given. In practice, however, it can be easier to determine
these maps in more direct ways. This is illustrated in an example in Section 9.
Theorem 2.17 implies that one can always find these maps. We prove this
by giving a construction that always leads to an answer, even though more
direct constructions may exist in specific situations.
Similarly, the domain Dµ in Proposition 2.9, defined in (8.7), is guaran-
teed to have the properties in Proposition 2.9. In practice, these properties
often hold on much larger domains.
2.6 A general class of PDEs in bounded domains
Because Theorem 2.17 applies to abstract Banach spaces Vk, it gives one the
flexibility to choose these spaces such that, for specific PDE applications,
1. the residual Rp is of order p with respect to norms relevant to the
problem, and
2. the spaces Vk incorporate the relevant boundary conditions.
This subsection explores a class of nonlinear PDEs to which Theorem 2.17,
and hence Definition 2.10, apply.
Let d ∈ N be the dimension of the domain of the PDEs to be considered.
Let Ω be a bounded, open subset of Rd, or of a d-dimensional manifold,
with C1 boundary. Let m ∈ N, and let 1 ≤ p < ∞. For k ∈ N, let Vk be the
Sobolev spaceWk−1,k+1(Ω,Rm).
LetA : C∞c (Ω;Rm)→ C∞c (Ω;Rm) be a linear partial differential operator.
(Here the subscript c denotes compactly supported functions.) Let s ∈ N,
with s ≥ 2, be the ‘polynomial’ order of the nonlinearities in the PDEs. Let
D1, . . . , Ds : C
∞
c (Ω;Rm)→ C∞c (Ω;R)
be linear partial differential operators. For index-vector q ∈ Ns0 and u ∈
C∞c (Ω,Rm), we set
(Du)q := (D1u)
q1 · · · (Dsu)qs . (2.9)
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Let α, β, γ and µ˜ be as in Section 2.5. Fix smooth functions2 ajq : R→ C,
for q ∈ Ns0, with |q| ≤ s, such that these functions and all their derivatives
grow at most polynomially. Define f : R × C∞c (Ω;Rm) → C∞c (Ω;Rm) by
f(t, u) := (f1(t, u), . . . , fm(t, u)), where for each j,
fj(t, u) =
∑
q∈Ns0,|q|≤s
ajq(t)(Du)
q
for t ∈ R and u ∈ C∞c (Ω;Rm). Suppose that f = O(2).
We write
W∞(Ω;Rm) := ∞⋂
k=1
Wk−1,k+1(Ω;Rm).
Then C∞c (Ω;Rm) ⊂ W∞(Ω;Rm) ⊂ C∞(Ω;Rm). The maps A and f extend
continuously toW∞(Ω;Rm). Suppose that that the eigenfunctions {ej}∞j=1 of
this extension of A form a Hilbert basis of L2(Ω,Rm).
Theorem 2.21. The spaces Vk and the maps A and f satisfy the hypotheses of
Theorem 2.17.
We prove Theorem 2.21 in Section 4.4. Together with Theorem 2.17, it
has the following immediate consequence.
Corollary 2.22. Let p ∈ N be such that p ≥ 2. Suppose that α, β, γ and µ˜ satisfy
β − (p + 1)α > µ˜ and γ − (p + 1)α > µ˜ (as in Theorem 2.17). Then there are
infinitely differentiable maps
Fp, ξp, Rp : R×W∞(Ω;Rm)→W∞(Ω;Rm),
where Fp is a polynomial map that separates invariant subspaces, such that if X
and x are as in (2.7) and (2.6), then
x˙(t) = Ax(t) + f(t, x(t)) + Rp(t, X(t))
for all t ∈ I. Further, for every l ∈ N, there is a k ∈ N such that for all u ∈
W∞(Ω;Rm),
‖Rp(t, v)‖Wl−1,l+1 = O(‖v‖pWk−1,k+1)
as v→ 0 inWk−1,k+1(Ω,Rm). There is a construction of the map ξp in which all
integrals over I that occur are µ˜-regular.
This corollary shows that any PDE of the form (2.2), with A and f as in
this subsection, is equivalent up to a residual of order p to a PDE with clear
invariant manifolds, as in Definition 2.10.
2The real line may be replaced by a smaller open interval.
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Example 2.23. Suppose that Ω = S1, the circle. This amounts to imposing
periodic boundary conditions. Take m = 1, and let A : C∞(S1) → C∞(S1)
by any linear partial differential operator with constant coefficients. Its
eigenfunctions, ej(θ) = eijθ for j ∈ Z and θ ∈ R/2piZ, are orthogonal
in the Sobolev spaces Wk,2(S1). For a map f as in Theorem 2.21, that is,
a polynomial expression in derivatives of functions, whose polynomial
coefficients increase at most polynomially, Theorem 2.21 implies that the
conditions of Theorem 2.17 are satisfied in this case, so Corollary 2.22 applies.
This generalises directly to cases whereΩ is a higher-dimensional torus; that
is, to problems in Rd with periodic boundary conditions. Here we used the
case where the domainΩ is a manifold, rather than an open subset of Rd.
Most of the rest of this paper is devoted to proofs of Theorems 2.17
and 2.21, and developing the tools used in these proofs. In Section 8, we
prove Lemma 2.8 and Proposition 2.9. In Section 9 we illustrate Corol-
lary 2.22 by working out an example.
3 Derivatives and polynomials
In this section we review standard material on derivatives of maps between
normed vector spaces. We also briefly discuss polynomial maps between
normed vector spaces. Throughout this section, (V, ‖ · ‖V) and (W, ‖ · ‖W)
are normed vector spaces, possibly infinite-dimensional. Let U ⊂ V be an
open subset, and let f : U→W be a map. We fix an element u ∈ U.
3.1 First order derivatives
This subsection and the next contain some standard definitions and facts
about derivatives of maps between normed vector spaces. Details and
proofs can be found in various textbooks [35, e.g.].
For a map ϕ : V ⊃ dom(ϕ) → W, we use the notation ϕ(h) = o(h) for
the statement
lim
h→0 ‖ϕ(h)‖W‖h‖V = 0,
were h runs over dom(ϕ) \ {0}.
Definition 3.1. The map f : U → W is differentiable at u, if there is an
operator f ′(u) ∈ B(V,W) such that
f(u+ h) = f(u) + f ′(u)h+ o(h).
Then f ′(u) is the derivative of f at u. If f is differentiable at every point in U,
then we say that f is differentiable. In that case, the derivative of f is the map
f ′ : U→ B(V,W) (3.1)
mapping u ∈ U to f ′(u).
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The derivative of a map at a point is unique, if it exists.
Lemma 3.2 (Chain rule). Let (X, ‖ · ‖X) be a third normed vector space. Let
A ⊂W be an open subset containing f(U). If g : A→ X is differentiable at f(u)
and f is differentiable at u, then g ◦ f is differentiable at u, and
(g ◦ f) ′(u) = g ′(f(u)) ◦ f ′(u).
Proof. For all h ∈ V such that u+ h ∈ U, differentiability of f at u and of g
at f(u) imply that
(g ◦ f)(u+ h) = g(f(u) + f ′(u)h+ o(h))
= g(f(u)) + g ′(f(u))(f ′(u)h+ o(h)) + o(f ′(u)h+ o(h)).
Since g ′(f(u)) and f ′(u) are bounded operators, the second term on the
right-hand side equals g ′(f(u))f ′(u)h+o(h), while the last term is o(h).
Definition 3.3. The map f is a near-identity at u if the map (3.1) is continuous
in a neighbourhood of u, and
f ′(u)h = h+ o(h).
3.2 Higher order derivatives
Fix a positive integer n ∈ N. We write Bn(V,W) for the space of multilinear
maps λ : Vn →W for which the norm
‖λ‖ := sup
v1,...,vn∈V
‖v1‖V=···=‖vn‖V=1
‖λ(v1, . . . , vn)‖W (3.2)
is finite. There is a natural isometric isomorphism
B(V,B(V, . . . ,B(V,W) · · · )) ∼=−→ Bn(V,W) (3.3)
mapping an operator T in the left-hand side to the operator λ ∈ Bn(V,W)
given by
λ(v1, . . . , vn) = T(v1)(v2) · · · (vn),
for v1, . . . , vn ∈ V .
Suppose f : U→W is differentiable. The map f is twice differentiable at u
if the map (3.1) is differentiable at u. Then we write
f(2)(u) := (f ′) ′(u) ∈ B(V,B(V,W)) ∼= B2(V,W).
Inductively, for n ≥ 2, f is defined to be n times differentiable at u if it is
n− 1 times differentiable, and the map
f(n−1) : U→ Bn−1(V,W)
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is differentiable at u. We then set
f(n)(u) := (f(n−1)) ′(u) ∈ Bn(V,W).
In this case, we write
f(n)(u)hn := f(n)(u)(h, h, . . . , h). (3.4)
As before, we say that f is n times differentiable if it is n times differentiable
at every point in U. And infinitely differentiable means n times differentiable
for every n ∈ N.
Theorem 3.4 (Taylor’s theorem). Suppose f is n+1 times differentiable. Suppose
that ‖f(n+1)(ξ)‖ ≤M for all ξ in a closed ball around u contained in U. Then for
every h in this ball,
∥∥∥f(u+ h) − n∑
j=0
1
j!
f(j)(u)hj
∥∥∥
W
≤ M
(n+ 1)!
‖h‖n+1V .
3.3 Example: Burgers’ equation
An example of a map to which we would like to apply the material in this
section and the next is the nonlinear term uxu in Burgers’ equation
ut = uxx − uxu. (3.5)
LetΩ ⊂ R be a bounded, open interval in x. For every k ∈ N0, consider
the kth L2-Sobolev spaceWk,2(Ω), with the inner product
(u1, u2)Wk,2 :=
k∑
j=0
(u
(j)
1 , u
(j)
2 )L2 .
Consider the map f : W1,2(Ω)→ L1(Ω) given by
f(u) = u ′u.
First of all, for u ∈ C∞c (Ω), the Cauchy–Schwartz inequality for L2(Ω) (or
Ho¨lder’s inequality) implies that
‖u ′u‖L1 ≤ ‖u ′‖L2‖u‖L2 ≤ ‖u‖2W1,2 . (3.6)
So f indeed mapsW1,2(Ω) into L1(Ω).
We claim that f is infinitely differentiable. Indeed, for u, h ∈W1,2(Ω),
f(u+ h) = f(u) + h ′u+ u ′h+ h ′h.
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And by (3.6), ‖h ′h‖L1 ≤ ‖h‖2W1,2 , so
f ′(u)h = h ′u+ u ′h.
The map f ′(u) : W1,2(Ω)→ L1(Ω) is bounded, because, analogously to (3.6),
‖h ′u+ u ′h‖L1 ≤ 2‖u‖W1,2‖h‖W1,2 . (3.7)
If u, h1, h2 ∈W1,2(Ω), then
f ′(u+ h2)(h1) = f ′(u)h1 + h ′2h1 + h
′
1h2.
So f(2)(u) is the operator in B2(W1,2(Ω), L1(Ω)) given by
f(2)(u)(h1, h2) = h
′
2h1 + h
′
1h2.
The term o(h2) in the definition of the derivative is zero in this case, and that
f(2)(u) does not depend on u. This implies that for every n ≥ 3, f(n)(u) = 0.
So f is indeed infinitely differentiable.
3.4 Bounded polynomial maps
An operator in Bn(V,W) is said to be symmetric if it is invariant under
permutations of its arguments. Let SBn(V,W) be the subspace of symmetric
operators in Bn(V,W). An example of such a symmetric operator is the nth
derivative of a map.
Lemma 3.5. If f is n times differentiable at u, then f(n)(u) is symmetric.
We denote the permutation group of {1, . . . , n} by Σn.
Lemma 3.6. The subspace SBn(V,W) ⊂ Bn(V,W) is closed.
Proof. If T ∈ SBn(V,W) \ SBn(V,W), and v1, . . . , vn ∈ V and σ ∈ Σn are
such that T(v1, . . . , vn) 6= T(vσ(1), . . . , vσ(n)), set
ε :=
∥∥T(v1/‖v1‖V , . . . , vn/‖vn‖V)−T(vσ(1)/‖vσ(1)‖V , . . . , vσ(n)/‖vσ(n)‖V)∥∥W
> 0.
Let T˜ ∈ SBn(V,W) be such that ‖T˜ − T‖ < ε/2, for the norm (3.2). Then
symmetry of S and the triangle inequality imply that∥∥T(v1/‖v1‖V , . . . , vn/‖vn‖V)− T(vσ(1)/‖vσ(1)‖V , . . . , vσ(n)/‖vσ(n)‖V)∥∥W
<
∥∥T(v1/‖v1‖V , . . . , vn/‖vn‖V)− T˜(v1/‖v1‖V , . . . , vn/‖vn‖V)∥∥W
+
∥∥T˜(vσ(1)/‖vσ(1)‖V , . . . , vσ(n)/‖vσ(n)‖V)−T(vσ(1)/‖vσ(1)‖V , . . . , vσ(n)/‖vσ(n)‖V)∥∥W
< ε,
a contradiction.
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By this lemma, SBn(V,W) is a Banach space if V andW are.
Let S : Bn(V,W)→ SBn(V,W) be the symmetrisation operator: for every
λ ∈ Bn(V,W) and v1, . . . , vn ∈ V ,
(Sλ)(v1, . . . , vn) =
1
n!
∑
σ∈Σn
λ(vσ(1), . . . , vσ(n)).
(An alternative proof of Lemma 3.6 is to show that S is continuous, and to
note that SBn(V,W) is the zero level set of Sminus the identity.)
An element λ ∈ Bn(V,W) defines a map pλ : V →W by
pλ(v) = λ(v, . . . , v). (3.8)
We have pSλ = pλ, and the map λ 7→ pλ is injective on SBn(V,W).
Definition 3.7. A bounded homogeneous polynomial map of degree n from V
toW is a map of the form pλ as in (3.8). We write Poln(V,W) for the space
of such maps. It inherits a norm from the space SBn(V,W) via the linear
isomorphism λ 7→ pλ. If λ 6= 0, then the degree of pλ is n.
A bounded polynomial map from V to W is a finite sum of bounded homo-
geneous polynomial maps. The degree of a bounded polynomial map is the
degree of its highest-degree homogeneous term.
We write Pol(V,W) for the space of all bounded polynomial maps from
V toW. This is the algebraic direct sum of the spaces Poln(V,W).
By Lemma 3.6, Poln(V,W) is a Banach space if V andW are. We could
define Pol0(V,W) as the space of constant maps intoW, but we only consider
homogeneous polynomials of order at least one.
If f is n times differentiable at u, then we have the map
h 7→ f(n)(u)hn ∈ Poln(V,W).
Lemma 3.8–3.11 below are basic facts showing that bounded polynomials
and their orders and compositions behave as one would expect.
Lemma 3.8. Every bounded polynomial map is infinitely differentiable.
Proof. Let λ ∈ SBn(V,W), for some n ≥ 2. Then for all u, h ∈ V ,
pλ(u+ h) = pλ(u) + nλ(h, u, . . . , u) +O(‖h‖2).
Hence pλ is differentiable, and
p ′λ(u) = nλ(u, . . . , u),
where on the right-hand side, the operator λ is applied to n− 1 copies of u,
to give an element of B(V,W). Hence p ′λ is a bounded polynomial map in
Poln−1(V,B(V,W)). This proves the claim by induction.
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Lemma 3.9. If p ∈ Poln(V,W), then there is a constant C > 0 such that for all
v ∈ V ,
‖p(v)‖W ≤ C‖v‖nV .
Proof. Let λ ∈ Bn(V,W). By boundedness and multilinearity of λ, we have
for all nonzero v ∈ V ,
‖pλ(v)‖W = ‖v‖nV · ‖λ(v/‖v‖V , . . . , v/‖v‖V)‖W ≤ ‖λ‖ · ‖v‖nV
Lemma 3.10. If p is a polynomial map from V toW of order lower than n, and
‖p(v)‖W = O(‖v‖nV),
as v→ 0 in V , then p = 0.
Proof. Let m,n ∈ N. Let λ ∈ SBm(V,W), and suppose that ‖pλ(v)‖W =
O(‖v‖nV), as v → 0 in V . Then there is a C > 0 such that for all v ∈ V with
unit norm and s > 0 small enough,
sm‖pλ(v)‖W = ‖pλ(sv)‖W ≤ Csn.
Ifm < n, this implies that ‖pλ(v)‖W = 0.
Lemma 3.11. If p1 ∈ Polm(U,V) and p2 ∈ Poln(V,W), then p2 ◦ p1 ∈
Polmn(U,W).
Proof. For λ1 ∈ Bm(U,V) and λ2 ∈ Bn(V,W), define λ2 ◦ λ1 : Umn →W by
λ2 ◦ λ1(u11, . . . , u1m; . . . ;un1, . . . , unm) :=
λ2
(
λ1(u11, . . . , u1m), . . . , λ2(λ1(un1, . . . , unm)
)
,
for ujk ∈ U. Then one checks directly that λ2 ◦ λ1 ∈ Bmn(U,V). This implies
the claim about polynomials.
3.5 Standard monomials
Let V∗ := B(V,C) be the continuous dual of V . We denote the pairing
between V∗ and V by 〈−,−〉. For every j ∈ N, let ej ∈ V∗ be given. What
follows is most natural if V is a Hilbert space and ej is given by taking inner
products with an element ej of a Hilbert basis, but it applies more generally.
Consider a multi-index q ∈ N∞0 . If |q| = n, andm is the largest number
for which qm 6= 0, then we define the element
eq := e1 ⊗ · · · ⊗ e1︸ ︷︷ ︸
q1 factors
⊗ · · · ⊗ em ⊗ · · · ⊗ em︸ ︷︷ ︸
qm factors
∈ Bn(V,C). (3.9)
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In other words, for all v1, . . . , vn ∈ V ,
eq(v1, . . . , vn) =
〈e1, v1〉 · · · 〈e1, vq1〉〈e2, vq1+1〉 · · · 〈e2, vq1+q2〉 · · · 〈em, vq1+···+qm−1+1〉 · · · 〈em, vn〉.
We write pq := peq for the corresponding homogeneous polynomial. One
could call this the standard q-monomial with respect to the set {ej}∞j=1. (If
V = Ck and the elements ej are the standard coordinates, then the monomial
functions in the usual sense are precisely the scalar multiples of the maps
pq.)
For v ∈ V , we write
vq := pq(v) =
∞∏
j=1
〈ej, v〉qj . (3.10)
This product is finite (since q has finitely many nonzero terms) and depends
on the set {ej}. The following lemma follows from the definition of the
derivative.
Lemma 3.12. The derivative of pq in (3.10) is given by
(pq) ′(u)(h) =
∞∑
j=1
qj〈ej, u〉qj−1〈ej, h〉
(∏
k 6=j
〈ek, u〉qk
)
,
for all u, h ∈ V .
4 Compact derivatives and polynomials
It is a nontrivial question in what sense differentiable maps between normed
vector spaces can be approximated by polynomial maps [1, 11, 12, 13, 22,
23, e.g.]. In this section we discuss an approach to this problem that is
suitable for our purposes. This discussion includes the further problem
of approximating a polynomial by sums of the standard monomials of
Section 3.5. The polynomials for which this is possible are the compact
polynomials introduced in Section 4.2.
Section 4.3 introduces compactly differentiable maps. We combine these
with Taylor’s theorem to express the lowest order parts of such maps in
terms of standard monomials. We discuss a class of examples of compactly
differentiable maps relevant to the study of PDEs.
4.1 Compact multilinear maps
Let V and W be Banach spaces. Let Kn(V,W) ⊂ Bn(V,W) be the image of
the space
K(V,K(V, . . . ,K(V,W) · · · ))
under the isomorphism (3.3).
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Lemma 4.1. For every n ∈ N the space Kn(V,W) is closed in Bn(V,W).
Proof. We use induction on n. For n = 1 the claim is standard. Suppose the
claim holds for n. Then
Kn+1(V,W) = K(V,Kn(V,W)),
which is a closed subspace of B(V,Kn(V,W)). And that space is closed in
Bn+1(V,W) since Kn(V,W) is closed in Bn(V,W) by the induction hypothe-
sis.
By Lemma 4.1, Kn(V,W) is a Banach space.
Let {ej}∞j=1 ⊂ V∗ and {fk}∞k=1 ⊂ W be countable subsets whose spans
are dense. (So V∗ and W are separable.) For any α ∈ Nn, consider the
multilinear map
eα := eα1 ⊗ · · · ⊗ eαn : V × · · · × V → C. (4.1)
A Banach space has the approximation property if every compact operator
on the space is a norm-limit of finite-rank operators. This is always true
for Hilbert spaces, but we need to consider more general Banach spaces for
applications.
Lemma 4.2. If V∗ has the approximation property, then for every n ∈ N, the span
of {eα ⊗ fk : α ∈ Nn, k ∈ N} is dense in Kn(V,W).
Proof. We prove this by induction on n. If n = 1, then the claim is precisely
Proposition A.1 in the appendix. Now suppose that the claim holds for a
given n. By definition,
Kn+1(V,W) = K(V,Kn(V,W)).
By the induction hypothesis, the set {eα ⊗ fk : α ∈ Nn, k ∈ N} has dense
span inKn(V,W). Therefore, Proposition A.1, withW replaced byKn(V,W),
implies that the set
{ej ⊗ eα ⊗ fk : j, k ∈ N, α ∈ Nn}
has dense span in Kn+1(V,W). This is precisely the claim for n+ 1.
A Schauder basis of a Banach space V is a subset {ej}∞j=1 ⊂ V such that
for each v ∈ V , there are unique complex numbers {vj}j∈N such that∥∥∥v− n∑
j=1
vjej
∥∥∥
V
→ 0 as n→∞.
A space with a Schauder basis has the approximation property.
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Lemma 4.3. If {ej}∞j=1 is a Schauder basis of V∗ and {fk}∞k=1 is a Schauder basis of
W, then for every n ∈ N, the set {eα ⊗ fk : α ∈ Nn, k ∈ N} is a Schauder basis of
Kn(V,W).
Proof. Lemma 4.2 implies that {eα ⊗ fk : α ∈ Nn, k ∈ N} has dense span. So
it remains to show that if akα ∈ C are such that∑
α∈Nn
∞∑
k=1
akαe
α ⊗ fk = 0,
then akα = 0 for all α and k. Since {fk}∞k=1 is a Schauder basis of W, this
reduces to the case where W = C. We prove the claim in that case, by
induction on n.
If n = 1, then the claim follows since {ej}∞j=1 is a Schauder basis of V∗. So
suppose that the claim holds for a given n, and let akα ∈ C be such that∑
α∈Nn+1
akαe
α = 0.
Then for all v1, . . . , vn ∈ V ,
∞∑
j=1
[∑
α∈Nn
ak(j,α)e
α(v1, . . . , vn)
]
ej = 0.
Since, {ej}∞j=1 is a Schauder basis of V∗, this implies that for every j ∈ N,∑
α∈Nn
ak(j,α)e
α(v1, . . . , vn) = 0.
Because the sum ∑
α∈Nn
ak(j,α)e
α
converges in Bn(V,C), we find that the sum converges to zero in this space.
By the induction hypothesis, this implies that aj,α = 0 for every j ∈ N and
α ∈ Nn.
Remark 4.4. In the induction step in the proof of the special case of Lemma 4.2
where W is a Hillbert space, we still need the general version of Proposi-
tion A.1, where W is a Banach space. This is because Kn(V,W) is only a
Banach space, even ifW is a Hilbert space.
The subspace SKn(V,W) of symmetric operators in Kn(V,W) is closed
in Bn(V,W), since it is the intersection of the closed subspaces SBn(V,W)
and Kn(V,W) (Lemmas 3.6 and 4.1). Hence SKn(V,W) is a Banach space
with respect to the norm (3.2).
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A Schauder basis {ej}∞j=1 of a Banach space V is unconditional if there is
a constant C > 0 such that for all aj, εj ∈ C with |εj| = 1, and all n ∈ N,∥∥∥ n∑
j=1
εja
jej
∥∥∥
V
≤ C
∥∥∥ n∑
j=1
ajej
∥∥∥
V
.
In that case, convergence of
∑n
j=1 a
jej implies convergence of
∑
j∈A a
jej, for
every A ⊂ N.
Lemma 4.5. Suppose that V andW are Hilbert spaces, and that {ej}∞j=1 and {fk}∞k=1
are orthogonal sets in V and W respectively, with dense spans. Let ej ∈ V∗ be
defined by taking inner products with ej. Then {eα ⊗ fk : α ∈ Nn, k ∈ N} is an
unconditional Schauder basis of Kn(V,W).
Proof. The set {eα ⊗ fk : α ∈ Nn, k ∈ N} is a Schauder basis of Kn(V,W) by
Lemma 4.3. It remains to show that it is unconditional. By rescaling the
vectors ej and fk, we reduce the proof to the case where {ej}∞j=1 and {fk}∞k=1
are Hilbert bases. In that case, for all finite subsets A ⊂ Nn0 × N and all
akα ∈ C, ∥∥∥ ∑
(α,k)∈A
akαe
α ⊗ fk
∥∥∥2
Bn(V,W)
= sup
α∈Nm0
∑
k∈N; (α,k)∈A
|akα|
2.
Lemma 4.6. Let U, V and W be normed vector spaces, and n ∈ N. Let λ ∈
Bn(V,W), and a1, . . . , an ∈ K(U,V). Define ν : U× · · · ×U→W by
ν(u1, . . . , un) = λ(a1u1, . . . , anun),
for all u1, . . . , un ∈ U. Then ν ∈ Kn(U,W).
Proof. We use induction on n. For n = 1, v ∈ K1(U,W) because the
composition of a compact operator and a bounded operator is compact.
Suppose that the claim holds for a given n. Let λ ∈ Bn+1(V,W), and
a1, . . . , an+1 ∈ K(U,V). For a fixed u ∈ U, define νu ∈ Bn(U,W) by
νu(u1, . . . , un) = λ(a1u1, . . . , anun, an+1u),
for u1, . . . , un ∈ U. For a fixed v ∈ V , define λv ∈ Bn(V,W) by
λv(v1, . . . , vn) = λ(v1, . . . , vn, v),
for v1, . . . , vn ∈ V . Then for all u1, . . . , un ∈ U,
νu(u1, . . . , un) = λan+1u(a1u1, . . . , anun).
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So by the induction hypothesis, νu ∈ Kn(U,W). In this way, we obtain the
map
ν˜ : U→ Kn(U,W),
mapping u ∈ U to νu. It remains to show that ν˜ is a compact operator.
Define λ˜ ∈ B(V,Kn(U,W)) by
λ˜(v) : (u1, . . . , un) 7→ λ(a1u1, . . . , anun, v),
for v ∈ V and u1, . . . , un ∈ U. (This map takes values in Kn(U,W) by the
induction hypothesis.) Since an+1 is compact and λ˜ is bounded, we find that
ν˜ = λ˜ ◦ an+1 is a compact operator.
4.2 Compact polynomial maps
Definition 4.7. A compact homogeneous polynomial map of degree n from
V to W is a map of the form pλ as in (3.8), for λ ∈ Kn(V,W). We write
KPoln(V,W) for the space of such maps. This space inherits a norm from
the space Poln(V,W) it is contained in.
If λ 6= 0, then the degree of pλ is n. A compact polynomial map from V toW
is a finite sum of compact homogeneous polynomial maps. The degree of a
compact polynomial map is the degree of its highest-degree homogeneous
term. We write KPol(V,W) for the space of all compact polynomial maps
between these spaces.
The isometric isomorphism SBn(V,W) ∼= Poln(V,W) restricts to an iso-
metric isomorphism SKn(V,W) ∼= KPoln(V,W). SoKPoln(V,W) is a closed
subspace of the Banach space Poln(V,W), and hence is a Banach space itself.
For every w ∈W, an operator of the form eq ⊗w, with eq as in (3.9), is
an element ofKn(V,W). Indeed, eq⊗w is an iteration of rank-one operators,
So pq ⊗w ∈ KPoln(V,W).
The following proposition is the reason why we are interested in compact
polynomial maps.
Proposition 4.8. Suppose that V andW are Banach spaces, that V∗ has a Schauder
basis {ej}∞j=1, and thatW has a Schauder basis {fk}∞k=1. Then the elements
pq ⊗ fk ∈ KPoln(V,W), (4.2)
where the multi-index q ranges over the elements of N∞0 with |q| = n, and k ranges
over the positive integers, form a Schauder basis of KPoln(V,W).
Proof. Consider the space
X := span{eα ⊗ fk : α ∈ Nn, α1 ≤ · · · ≤ αn, k ∈ N}.
Lemma 4.3 implies that the set of eα ⊗ fk where α1 ≤ · · · ≤ αn is a Schauder
basis of X. And S : X→ SKn(V,W) is a bounded linear isomorphism with
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bounded inverse. Since such isomorphisms map Schauder bases to Schauder
bases, we find that the set Seα ⊗ fk, for non-decreasing α as above, is a
Schauder basis of SKn(V,W).
For α ∈ N with non-decreasing entries, define q(α) ∈ N∞0 by
q(α)j = #{m ∈ N : αm = j}.
Then eα = eq(α). (Note that eα, for α ∈ Nn, and eq, for q ∈ N∞0 , are defined
differently; compare (3.9) and (4.1).) Every sequence in N∞0 occurs in exactly
one way as q(α), for alpha as above, so Seq ⊗ fk, where q ∈ N∞0 and k ∈ N,
is a Schauder basis of SKn(V,W). Since pq = pSeq , the claim follows.
A reformulation of Proposition 4.8 is that for every compact polynomial
map p ∈ KPoln(V,W), there are unique complex numbers akq such that
p =
∑
q,k
akqp
q ⊗ fk,
where the sum converges in the norm on Poln(V,W). Conversely, all poly-
nomial maps p of this form are compact.
Lemma 4.9. In the setting of Lemma 4.5, the set {pq ⊗ fk : |q| = n, k ∈ N} is an
unconditional Schauder basis of KPoln(V,W).
Proof. The proof is analogous to the proof of Proposition 4.8, where we now
use Lemma 4.5 instead of Lemma 4.3, and we use the fact that bounded
linear isomorphisms with bounded inverses map unconditional Schauder
bases to unconditional Schauder bases.
Lemma 4.10. If p1 ∈ KPolm(U,V) and p2 ∈ KPoln(V,W), then p2 ◦ p1 ∈
KPolmn(U,W).
Proof. The proof is similar to the proof of Lemma 3.11, with bounded multi-
linear maps replaced by compact ones.
Remark 4.11. Other notions of compact polynomial maps were studied by
Gonzalo, Jaramillo and Pełczyn´sky in [15, 25].
4.3 Compactly differentiable maps
Let V andW be normed vector spaces, let U ⊂ V be an open subset contain-
ing a vector u, and let f : U→W be n times differentiable at u.
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Definition 4.12. The map f is n times compactly differentiable at u if
f(n)(u) ∈ Kn(V,W).
If f is n times compactly differentiable at u, then by Lemma 3.5,
f(n)(u) ∈ SKn(V,W).
Then the map h 7→ f(n)(u)hn of (3.4) is the compact polynomial map associ-
ated to f(n)(u). Together with Theorem 3.4 and Proposition 4.8, this leads to
the following conclusion.
Corollary 4.13. Suppose that V andW are Banach spaces, that V∗ has a Schauder
basis {ej}∞j=1, and that W has a Schauder basis {fk}∞k=1. Suppose f is n + 1 times
differentiable, and k times compactly differentiable for every k ≤ n. Then there are
unique complex numbers akq such that
f(u+ h) =
∑
q∈N∞0 ; |q|≤n
∞∑
k=1
akqh
qfk +O(‖h‖n+1W ), (4.3)
where the part of the sum where |q| = m converges as a function of h in the norm
on Polm(V,W), form = 0, . . . , n.
(Note that, in (4.3), on the left-hand side f is a map fromU toW, whereas
on the right-hand side, fk is an element ofW.)
Lemma 4.14. A compact polynomial map is infinitely compactly differentiable.
Proof. We show that the derivative of every homogeneous compact poly-
nomial pλ ∈ KPoln(V,W), for λ ∈ SKn(V,W), is a compact polynomial
in KPoln−1(V,K(V,W)). This implies the claim by induction on n. As
in the proof of Lemma 3.8, p ′λ(u)h = nλ(h, u, . . . , u) for all u, h ∈ V . In
other words, p ′λ(u) = pν, with ν = nλ, where we view λ as an element of
Kn−1(V,K(V,W)). This shows that p ′λ(u) ∈ KPoln−1(V,K(V,W)).
Lemma 4.15. Let U, V and W be normed vector spaces and let f : U → V and
g : V →W be differentiable maps. If either f or g is compactly differentiable, then
so is g ◦ f.
Proof. Lemma 3.2 implies that for all u ∈ U,
(g ◦ f) ′(u) = g ′(f(u)) ◦ f ′(u).
If f is compactly differentiable, then f ′(u) ∈ K(U,V). If g is compactly
differentiable, then g ′(f(u)) ∈ K(V,W). In either case, we find that (g ◦
f) ′(u) ∈ K(U,V).
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Lemma 4.16. Let U, V and W be normed vector spaces, let f : V →W be n times
differentiable, and suppose that U is a subspace of V , with compact inclusion map
j : U ↪→ V . Then f ◦ j is n times compactly differentiable as a map from U toW.
Proof. Let u, h1, . . . , hn ∈ U. Then
(f ◦ j)(n)(u)(h1, . . . , hn) = f(n)(j(u))(j(h1), . . . , j(hn)).
So the claim follows from Lemma 4.6.
Remark 4.17. It is possible for a map to be n times compactly differentiable,
but not n− 1 times. For example, the first derivative of the identity operator
on an infinite-dimensional Banach space V is the identity map itself, and
not a compact operator. But its higher-order derivatives are zero, and hence
compact.
4.4 A class of compactly differentiable maps
We end this section by discussing a class of compactly differentiable maps
(specifically, compact polynomials) that are relevant to the study of nonlinear
PDEs. These maps are polynomial expressions in derivatives of functions;
see Proposition 4.19 below.
Let Ω ⊂ Rm be a bounded open subset with C1 boundary. For k ∈ N0
and p > 0, consider the Sobolev spaceWk,p(Ω).
Lemma 4.18. Let n ∈ N and p > 1. Pointwise multiplication of n functions
defines a map µ ∈ Bn(Wk,np(Ω),Wk,p(Ω)).
Proof. Let n ∈ N. By Ho¨lder’s inequality, for all u1, . . . , un ∈ Lnp(Ω),
‖u1 · · ·un‖Lp(Ω) ≤ ‖u1‖Lnp(Ω) · · · ‖un‖Lnp(Ω). (4.4)
For α ∈ Nm0 , there are combinatorial constants cαβ, for β = (β(1), . . . , β(n)),
with β(1), . . . , β(n) ∈ Nm0 such that |β(1)|+ · · ·+ |β(n)| ≤ |α|, such that for all
u1, . . . , un ∈ C∞c (Ω), we have the generalised Leibniz rule
∂α(u1 · · ·un)
∂xα
=
∑
|β(1)|+···+|β(n)|≤|α|
cαβ
∂β
(1)
u1
∂xβ
(1)
· · · ∂
β(n)un
∂xβ
(n)
.
Together with (4.4), this implies that
‖u1 · · ·un‖Wk,p ≤
(∑
|α|≤k
∑
|β(1)|+···+|β(n)|≤|α|
cαβ
)
‖u1‖Wk,np · · · ‖un‖Wk,np .
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Proposition 4.19. Let k, l,m1,m2, n ∈ N and p > 1, with k ≤ l. Let
D1, . . . , Dn : C
∞
c (Ω;Rm1)→ C∞c (Ω;Rm2)
be linear partial differential operators of orders smaller than k. Fix complex numbers
a
j
q, for q ∈ Nn0 with |q| ≤ n, and j ∈ {1, . . . ,m2}. Define f : C∞c (Ω;Rm1) →
C∞c (Ω;Rm2) by f(u) = (f1(u), . . . , fm2(u)), where for each j,
fj(u) =
∑
q∈Nn0 ,|q|≤n
ajq(Du)
q (4.5)
for u ∈Wl,np(Ω;Rm1), and with (Du)q as in (2.9), defines a compact polynomial
map
f ∈ KPoln(Wl,np(Ω;Rm1),Wl−k,p(Ω;Rm2)).
Proof. We first consider the case wherem2 = 1, and aq = 1 if q = (1, . . . , 1),
and zero otherwise. By Lemma 4.18, pointwise multiplication defines a map
µ ∈ Bn(Wl−k,np(Ω),Wl−k,p(Ω)).
By Rellich’s lemma, boundedness ofΩ implies that the mapsD1, . . . , Dn
extend to compact operators
D1, . . . , Dn : W
l,p(Ω)→Wl−k,p(Ω).
The map
ν : Wl,np(Ω)× · · · ×Wl,np(Ω)→Wl−k,p(Ω)
defined by
ν(u1, . . . , un) = µ(D1u1, . . . , Dnun)
for u1, . . . , un ∈ Wl,np(Ω), is in Kn(Wl,np(Ω),Wl−k,p(Ω)) by Lemma 4.6.
Hence pν is an element of KPoln(Wl,np(Ω),Wl−k,p(Ω)).
Every component of a general map of the form (4.5) is a finite sum of
maps of the form pν as above, applied to the components of f. Hence it is in
KPoln(Wl,np(Ω;Rm1),Wl−k,p(Ω;Rm2)).
Example 4.20. Consider the map f from Section 3.3, mapping u to u ′u.
We now view f as a map from Wl,2p(Ω) to Wl−k,p(Ω), for k ≥ 1, l ≥ k
and p > 1. Taking m1 = m2 = 1, n = 2, D1u = u ′ and D2u = u, for
u ∈Wl,2p(Ω), in Proposition 4.19, we find that f is a compact polynomial in
KPol2(Wl,2p(Ω),Wl−k,p(Ω)) for every k > 1. Hence, by Lemma 4.14, f is in
particular infinitely compactly differentiable. For k = 1, the map f is only a
bounded polynomial in Pol2(Wl,2p(Ω),Wl−1,p(Ω)).
Remark 4.21. Proposition 4.19 extends directly to relatively compact open
subsetsΩ of manifolds. The latter extension is relevant, for example, if one
uses periodic boundary conditions, so that one works with with functions
on a torus.
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5 Polynomial and differentiable maps on graded Fre´chet
spaces
Apart from polynomial and differentiable maps between normed vector
spaces, we also use such maps between graded Fre´chet spaces, defined in
terms of nested sequences of Banach spaces, as in Definition 2.1. In this
section, we discuss some further properties of such spaces, and in particular
what it means for two sequences of Banach spaces defining such a space to
be comparable.
5.1 Properties of nested sequences of Banach spaces
Let {Vk}∞k=1 be a nested sequence of Banach spaces, as in Definition 2.1. Their
intersection V∞ is a graded Fre´chet space.
Definition 5.1. The space Bn(V∞) consists of the multilinear maps λ : V∞ ×
· · · × V∞ → V∞ (with n factors V∞) such that for every l ∈ N, there is a
k ∈ N such that λ extends continuously to a map in Bn(Vk, Vl).
Note that B(V∞) = B1(V∞).
Definition 5.2. We write Poln(V∞) for the space of all maps p : V∞ → V∞
such that for every l ∈ N, there is a k ∈ N such that p extends continuously to
a polynomial in Poln(Vk, Vl). The space KPoln(V∞) is defined analogously.
A feature of the spaces Poln(V∞) and KPoln(V∞) that is useful to us,
is that they admit natural compositions. If p1 ∈ Polm(V∞) and p2 ∈
Poln(V∞), then Lemma 3.11 implies that p2 ◦ p1 lies in Polmn(V∞). Sim-
ilarly, Lemma 4.10 implies that p2 ◦ p1 ∈ KPolmn(V∞) if p1 ∈ KPolm(V∞)
and p2 ∈ KPoln(V∞).
Definition 5.3. An n times (compactly) differentiable map from V∞ to itself is
a map f : V∞ → V∞ such that for every l ∈ N, there is a k ∈ N such that f
extends to an n times (compactly) differentiable map from Vk to Vl.
Lemmas 3.2 and 4.15 imply that the spaces of differentiable and com-
pactly differentiable maps from V∞ to itself are closed under composition.
Lemma 4.16 implies that if {Vk}∞k=1 is a compactly nested sequence of Banach
spaces, then all n times differentiable maps from V∞ to itself are n times
compactly differentiable.
It follows directly from Definition 2.4 that if f, g : V∞ → V∞ are of orders
m and n, respectively, then g◦f is of orderm+n. We also have the following
lemma.
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Lemma 5.4. Consider two maps f, g : V∞ → V∞, where f is differentiable and g
is of orderm. Suppose that for every l ∈ N, there is a k ∈ N such that f : Vk → Vl
is differentiable, and ‖f ′(v)‖B(Vk,Vl) = O(‖v‖nVk) as v → 0 in Vk. Then the map
f ′ ◦ g : V∞ → V∞, mapping v ∈ V∞ to f ′(v)(g(v)) is of order n+m.
Proof. Let l ∈ N. Let k ∈ N be such that f : Vk → Vl is differentiable, and
its derivative satisfies the estimate in the lemma. Let k ′ ∈ N be such that
‖g(v)‖Vk = O(‖v‖mVk ′) as v→ 0 in Vk ′ . Then ‖(f ′ ◦ g)(v)‖Vl = O(‖v‖m+nVk ′ ) as
v→ 0 in Vk ′ .
An example of a situation where the condition on f in Lemma 5.4 is
satisfied is the following.
Lemma 5.5. Let p ∈ Poln(V∞), for n ≥ 2. Then for every l ∈ N, there is a k ∈ N
such that ‖p ′(v)‖B(Vk,Vl) = O(‖v‖n−1Vk ) as v→ 0 in Vk.
Proof. Let p ∈ Poln(V∞), and let k, l ∈ N be such that p ∈ Poln(Vk, Vl). As
in the proof of Lemma 3.8, p ′ ∈ Poln−1(Vk,B(Vk, Vl)). So the claim follows
from Lemma 3.9.
Remark 5.6. Everything in this subsection generalises directly to polynomial
and (compactly) differentiable maps between two different Fre´chet spaces
that are given as intersections of nested sequences of Banach spaces. We
will not need this generalisation, however.
5.2 Comparable sequences of Banach spaces
In the rest of this section, we discuss some relevant properties and examples
of comparable sequences of Banach spaces (Definition 2.6). Particularly
relevant to Theorem 2.17 are sequences of Banach spaces comparable to
sequences of separable Hilbert spaces, which we discuss in Section 5.3. We
will see relevant examples in Section 5.4.
Suppose that {Vk}∞k=1 and {Wk}∞k=1 are comparable nested sequences of
Banach spaces. Then V∞ =W∞ as sets.
Lemma 5.7. The two spaces V∞ andW∞ are equal as Frec´het spaces.
Proof. Let (vj)∞j=1 be a sequence inV∞ such that for every k ∈ N, limj→∞ ‖vj‖Vk =
0. Let k ∈ N, and choose l ∈ N such that we have a bounded inclu-
sion Vl ⊂ Wk. Then there is a constant C > 0 such that for every j,
‖vj‖Wk ≤ C‖vj‖Vl , which goes to zero as j→∞.
The following fact follows directly from the definitions, and the fact that
the classes of maps in question are closed under composition with bounded
linear maps.
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Lemma 5.8. If f : V∞ → V∞ is a (compact) polynomial map or a (compactly)
differentiable map, then it also defines a map of the same type onW∞.
This lemma in particular states that Poln(V∞) = Poln(W∞) as vector
spaces. We will use the fact that this equality includes natural topologies on
these spaces (Corollary 5.10 below) to prove Corollary 5.13.
Lemma 5.9. For all l ∈ N, there is an l ′ ∈ N such that for every k ′ ∈ N
with k ′ ≥ l ′, there is a k ∈ N such that we have a bounded inclusion map
Bn(Vk ′ , Vl ′) ⊂ Bn(Wk,Wl)
Proof. Let l ∈ N. Choose l ′ ∈ N and C1 > 0 such that for every v ∈ V∞,
‖v‖Wl ≤ C1‖v‖Vl ′ . Let k ′ ≥ l ′. Choose k ∈ N and C2 > 0 such that for every
v ∈ V∞, ‖v‖Vk ′ ≤ C2‖v‖Wk . Then for all λ ∈ Bn(Vk ′ , Vl ′),
sup
‖w1‖Wk ,...,‖wn‖Wk≤1
‖λ(w1, . . . , wn)‖Wl ≤ C1Cn2 sup
‖v1‖V
k ′ ,...,‖vn‖Vk ′≤1
‖λ(v1, . . . , vn)‖Vl ′
≤ C2Cn2 ‖λ‖Bn(Vk ′ ,Vl ′ ) .
For a sequence (pj)∞j=1 in Poln(V∞), we define pj → 0 in Poln(V∞) to
mean that for every l ∈ N, there is a k ∈ N such that pj → 0 in Poln(Vk, Vl).
(This includes the requirement that pj ∈ Poln(Vk, Vl) for every j.)
Corollary 5.10. We have Poln(V∞) = Poln(W∞), including topologies.
Proof. Let (pj)∞j=1 be a sequence in Poln(V∞) converging to zero. Let l ∈ N.
Choose l ′ as in Lemma 5.9. Choose k ′ ∈ N such that pj → 0 in Poln(Vk ′ , Vl ′).
Choose k ∈ N as in Lemma 5.9.
For each j, write pj = pλj , for λj ∈ SBn(Vk ′ , Vl ′). By Lemma 5.9, there is
a C > 0 such that for every j,
‖λj‖B(Wk,Wl) ≤ C‖λj‖B(Vk ′ ,Vl ′ ),
which goes to zero as j→∞. Hence pj → 0 in Poln(W∞).
5.3 Sequences of Banach spaces comparable to sequences of Hilbert
spaces
As before, we suppose that {Vk}∞k=1 and {Wk}∞k=1 are comparable nested
sequences of Banach spaces. Now we make the additional assumption that
the spacesWk are separable Hilbert spaces. Suppose that {ej}∞j=1 is a subset
of W∞ that is orthogonal in all spaces Wk, with dense span. Then taking
inner products with ej defines bounded functionals, all denoted by ej, on all
spacesWk, and hence in Vk for k large enough.
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Corollary 5.11. Suppose f is an n+ 1 times differentiable map from V∞ to itself,
and that f is m times compactly differentiable for every m ≤ n. Then there are
unique complex numbers akq such that
f(u+ h) =
∑
q∈N∞0 ; |q|≤n
∞∑
j=1
ajqh
qej + ρ(h), (5.1)
where ρ : V∞ → V∞ is of order n + 1, and the part of the sum where |q| = m
converges as a function of h in Polm(V∞), form = 0, . . . , n.
Proof. Let l ∈ N. Choose k, k ′, l ′ ∈ N be such that we have bounded inclu-
sions Vl ′ ⊂Wl and Wk ⊂ Vk ′ , and f : Vk ′ → Vl ′ is n+ 1 times differentiable,
and m times compactly differentiable for every m ≤ n. Then the same is
true for f : Wk →Wl. So Corollary 4.13 implies that (5.1) holds, for unique
a
j
q, where the sum converges in Pol(W∞), and hence in Pol(V∞) by Corol-
lary 5.10, and ρ is of order n+ 1 as a map from W∞ to itself, and hence as a
map from V∞ to itself.
Remark 5.12. A useful feature of Corollary 5.11 is that it is not assumed
that the spaces Vk have the approximation property. The point is that the
separable Hilbert spacesWk do have this property.
The following corollary is an important way in which we use comparable
sequences of Banach spaces. It is used in the proof of Lemma 7.7.
Corollary 5.13. Let ajq ∈ C be given such that
∑
q∈N∞0 ; |q|=n
∞∑
j=1
ajqp
q ⊗ ej (5.2)
converges in Poln(V∞). Then for all subsets A ⊂ {q ∈ N∞0 : |q| = n} × N, the
series ∑
(q,j)∈A
ajqp
q ⊗ ej (5.3)
converges in Poln(V∞).
Proof. By Corollary 5.10, the series (5.2) converges in Poln(W∞), and it is
enough to show that (5.3) converges in Poln(W∞). And that follows from
Lemma 4.9.
Remark 5.14. In Corollary 5.13, the two series converge to elements of
KPoln(V∞).
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5.4 Example: Sobolev spaces and Ck-spaces
LetΩ be a bounded open subset of Rd or of an d-dimensional Riemannian
manifold, and suppose that the boundary ofΩ is C1. Set
Vk :=W
k−1,2(Ω) and Wk :=Wk−1,k+1(Ω).
Lemma 5.15. The above sequences {Vk}∞k=1 and {Wk}∞k=1 of Banach spaces are
comparable.
Proof. Set r := dd/2e. By a Sobolev embedding theorem, we have bounded
inclusions
W
l+d
p
(1−p/2),p(Ω) ⊂Wl,2(Ω) and Wl+r,2(Ω) ⊂Wl+r−d2 (1−2/q),q(Ω),
for all 1 ≤ p < 2 < q <∞ and every l ∈ N0. Now for all such p, q and l,
l+
d
p
(1− p/2) < l+ r and l+ r−
d
2
(1− 2/q) > l ≥ 1.
So we have bounded inclusions
Wl+r,p(Ω) ⊂Wl,2(Ω) and Wl+r,2(Ω) ⊂Wl,q(Ω).
Furthermore, sinceΩ has finite volume, we have bounded inclusionsWl,p
′
(Ω) ⊂
Wl,p
′′
(Ω) for every l and all p ′ ≥ p ′′.
The above arguments imply that we have bounded inclusions
Wk+r ⊂ Vk ⊂W1 and Vk+r ⊂Wk ⊂ Vk.
Remark 5.16. In this example, the spaces Vk are separable Hilbert spaces.
For another example of comparable sequences of Banach spaces, fix
p > n. For k ∈ N, set
Vk :=W
k,p(Ω) and Wk := Ck(Ω).
The space Ck(Ω) is complete in the norm given by the maximum of the
sup-norms of the partial derivatives of functions up to order k.
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Lemma 5.17. The sequences {Vk}∞k=1 and {Wk}∞k=1 of Banach spaces are compara-
ble.
Proof. We have a bounded inclusionWk ⊂ Vk for every k. So it remains to
show that for every k ∈ N, there are l1, l2 ∈ N such that we have bounded
inclusions
Vl1 ⊂Wk;
Vk ⊂Wl2 .
(5.4)
By a Sobolev embedding theorem, we have a bounded inclusion
Wk,p(Ω) ⊂ Cl(Ω)
for all k, l ∈ N such that
l+
n
p
< k ≤ l+ 1+ n
p
.
For k ∈ N, set l1 := k+ 1+ dn/pe and l2 := max{k− 1− bn/pc, 1}. Then this
Sobolev embedding theorem yields the desired inclusions (5.4).
Remark 5.18. If n = 1, then we may take p = 2, so that the spaces Vk are
Hilbert spaces.
Proposition 4.19 and Lemma 5.15 together imply Theorem 2.21. The
extension of Proposition 4.19 to coeficients aq depending on a real (time)
parameter t in a smooth way, and the extension of Lemma 5.15 to vector-
valued functions, are straightforward.
6 A coordinate transform
6.1 A residual
Recall the setting of Section 2.2. In this section and the next, based upon the
details of some given dynamical system (2.2) we construct both a coordinate
transformation (2.6) and a corresponding ‘normal form’ system (2.7), such
that solutions X to (2.7), transformed by (2.6), satisfy the given dynamical
system (2.2) up to residuals of a specified order p. See Theorem 2.17. We do
this inductively, by showing how to construct such a transformed system
to satisfy (2.2) with residual of order p+ 1 from a version with residual of
order p.
In Section 7, we construct a more specific choice of the general coordinate
transform constructed in this section, in order to establish exact invariant
manifolds, and study their properties, for constructed systems arbitrarily
close to the given system (2.2).
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Remark 6.1. In Section 2.2, we assumed that the sequence {Vk}∞k=1 is com-
parable to a nested sequence {Wk}∞k=1 of separable Hilbert spaces in which
the vectors ej are orthogonal. Lemma 5.8 implies that we may equivalently
assume that {Vk}∞k=1 itself is a nested sequence of separable Hilbert spaces,
because all maps from V∞ to itself we use transfer to maps fromW∞ to itself
of the same type (e.g. compact polynomial and compactly differentiable
maps). However, the formulation where {Vk}∞k=1 is only comparable to a
nested sequence of separable Hilbert spaces makes it clearer that we have
the flexibility to consider maps between Banach spaces. This is natural for
example in the context of Proposition 4.19.
Let p ∈ N, with p ≥ 2. Let ξp, Fp : I × V∞ → V∞ be such that ξp − id
and Fp are compact polynomial maps of order at most p − 1 in the V∞
component, and infinitely differentiable in I. Suppose, furthermore, that ξp
is a near-identity at zero, and that Fp = O(2).
Recall that our goal is to relate the dynamics of maps x satisfying (2.2) to
the dynamics of maps X : I→ V∞ satisfying (2.7) when x and X are related
by the coordinate transform ξp as in (2.6).
For maps f, g : I× V∞ → V∞, with f differentiable, we write f ′V∞ ◦ g for
the map from I× V∞ to V∞ given by
(f ′V∞ ◦ g)(t, v) = f ′V∞(t, v)(g(t, v)),
for all t ∈ I and v ∈ V∞. (Note that this is different from (f ◦ g) ′V∞(t, v) =
f ′V∞(t, g(t, v))(g(t, v)).) If g is a map from V∞ to V∞ to itself, then the
composition f ′V∞ ◦ g is defined analogously. Also recall the notation for
compositions of maps to and from I × V∞ and V∞ under Notation and
conventions in Section 1.5.
Define the mapsΦp, Rp : I× V∞ → V∞ by
Φp := (ξp)
′
I + (ξp)
′
V∞ ◦ (A+ Fp) and Rp := −A ◦ ξp − f ◦ ξp +Φp.
The map Rp is the residual of the transformed ODE, in the following sense.
Lemma 6.2. For all smooth maps X : I → V∞ satisfying (2.7), and with x : I →
V∞ determined from X by (2.6),
x˙(t) = Ax(t) + f(t, x(t)) + Rp(t, X(t)). (6.1)
Proof. For X and x as in the lemma, the chain rule (Lemma 3.2) and (2.7)
imply that for all t ∈ I,
x˙(t) = Φp(t, X(t)) = Ax(t) + f(t, x(t)) + Rp(t, X(t)).
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Lemma 6.3. The maps Φp and Rp are infinitely compactly differentiable.
Proof. Because the Banach spaces Vk are compactly nested, it is enough to
show that Φp and Rp are infinitely differentiable. And that is true by the
chain rule, because f is infinitely differentiable, and so are Fp and ξp, by
Lemma 3.8.
To recursively construct (2.7) and (2.6), suppose that Rp = O(p). We
proceed to show that (2.7) and (2.6) may be refined to make the new residual
of O(p + 1). By Lemma 6.3, Corollary 5.11 (where u = 0 and h = v), and
Lemmas 3.9 and 3.10, there are unique, infinitely differentiable maps
aq : I→ V∞
for all multi-indices q ∈ N∞0 with |q| = p, and a map
ρp : I× V∞ → V∞
such that for all t ∈ I, and v ∈ V∞,
Rp(t, v) = −
∑
q∈N∞0 ; |q|=p
aq(t)vq + ρp(t, v), (6.2)
where the sum converges in Polp(V∞), differentiably in t, and ρp = O(p+ 1).
The monomial vq is defined as in (3.10), with respect to the set of functionals
ej = (ej,−)V1 , for j ∈ N.
In Section 6.2, we construct maps ξp+1, Fp+1 such that the order p term
Rp(t, X(t)) in (6.1) may be replaced by an order p+ 1 term Rp+1(t, X(t)), if
(2.7) and (2.6) hold with p replaced by p+ 1.
6.2 Construction of the coordinate transform
For each j ∈ N, let αj be the eigenvalue of A corresponding to ej. For all
q ∈ N∞0 with |q| = p, define µq ∈ C by
µq =
∞∑
j=1
qjαj ∈ C. (6.3)
(This sum has at most p nonzero terms.) For such q ∈ N∞0 , let aq be as in
(6.2). Let ξ^q, F^q : I→ V∞ be smooth maps such that
F^q + (ξ^q) ′ + µqξ^q −Aξ^q = aq. (6.4)
Suppose that the sums
F^(t, v) =
∑
q∈N∞0 ; |q|=p
F^q(t)vq and ξ^(t, v) =
∑
q∈N∞0 ; |q|=p
ξ^q(t)v
q
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converge in Polp(V∞), differentiably in t.
Define a new coordinate transform map ξp+1 : I× V∞ → V∞ and corre-
sponding map Fp+1 : I× V∞ → V∞ that replaces Fp in (2.7), by
ξp+1 = ξp + ξ^ and Fp+1 = Fp + F^. (6.5)
The following result is the main step in the construction of the coordinate
transform we are looking for.
Proposition 6.4. If X and x are as in (2.7) and (2.6), with p replaced by p + 1,
then (6.1) holds, with the residual Rp replaced by a residual Rp+1 satisfying
Rp+1 = O(p+ 1).
The maps ξp+1 − id and Fp+1 are compact polynomials in KPol(V∞) of order at
most p, and ξp+1 is a near-identity.
Remark 6.5. The maps ξ^q and F^q can be found explicitly if we decom-
pose (6.4) with respect to the basis {ej}∞j=1. This will be done in Section 7. One
solution to (6.4) is F^q = aq and ξ^q = 0. However, for our purposes, we need
the function Fq to be of a specific form. The main purpose of this work is to
find F^q such that the ej-component of Fq is zero for certain combinations of
q and j, in such a way that an exact separation of stable, centre and unstable
modes is maintained. See Proposition 7.1.
6.3 Proof of Proposition 6.4
Define the map Φ^ : I× V∞ → V∞ by
Φ^ = ξ^ ′I + ξ^
′
V∞ ◦ (A+ Fp) + (ξp) ′V∞ ◦ F^+ ξ^ ′V∞ ◦ F^. (6.6)
Lemma 6.6. We have
Φ^− (ξ^ ′I + ξ^
′
V∞ ◦A+ F^) = O(p+ 1). (6.7)
Proof. The left-hand side of (6.7) equals
ξ^ ′V∞ ◦ Fp + ξ^ ′V∞ ◦ F^+ ((ξp) ′V∞ − id) ◦ F^.
By Lemma 5.5, the derivative ξ^ ′V∞ satisfies the condition of Lemma 5.4, with
n = p − 1. Since Fp = O(2), Lemma 5.4 implies that ξ^ ′V∞ ◦ Fp = O(p + 1).
Similarly, ξ^ ′V∞ ◦ F^ = O(2p − 1). Now ξp is a polynomial map, and a near-
identity. By Lemma 5.5, this implies that (ξp) ′V∞ − id satisfies the condition
of Lemma 5.4, with n = 1. So Lemma 5.4 implies that ((ξp) ′V∞ − id) ◦ F^ =
O(p+ 1).
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Lemma 6.7. For q ∈ N∞0 such that |q| = p, let aq be as in (6.2). Then for all
t ∈ I and v ∈ V∞,
ξ^ ′I(t, v) + ξ^
′
V∞(t, v)Au+ F^(t, v) = Aξ^(t, v) +
∑
q∈N∞0 ; |q|=p
aq(t)vq. (6.8)
Proof. First of all, ξ^ ′I(t, v) =
∑
q∈N∞0 ; |q|=p(ξ^q) ′(t)vq. By Lemma 3.12,
ξ^ ′V∞(t, v)Av =
∑
q∈N∞0 ; |q|=p
ξ^q(t)
∞∑
j=1
qj(ej, v)
qj−1
V1
(ej, Av)V1
∏
j ′ 6=j
(ej ′ , v)
qj ′
V1
.
Now, because the vectors {ej}∞j=1 are orthogonal with respect to (−,−)V1 , we
have (ej, Av)V = αj(ej, v)V1 for every j. So
ξ^ ′V∞(t, v)Av =
∑
q∈N∞0 ; |q|=p
ξ^q(t)
( ∞∑
j=1
qjαj
)
vq.
We find that the left-hand side of (6.8) equals∑
q∈N∞0 ; |q|=p
(
(ξ^q) ′(t) + F^q(t) + µqξ^q(t)
)
vq,
with µq as in (6.3). So the claim follows from (6.4).
Define the mapsΦp+1, Rp+1 : I× V∞ → V∞ by
Φp+1 := Φp + Φ^ and Rp+1 := −A ◦ ξp+1 − f ◦ ξp+1 +Φp+1.
Lemma 6.8. The residual Rp+1 satisfies Rp+1 = O(p+ 1).
Proof. By Lemmas 6.6 and 6.7,
Rp+1 = −A ◦ ξp − f ◦ ξp+1 +Φp − R˜p + O(p+ 1)
= Rp − f ◦ ξp+1 + f ◦ ξp − R˜p + O(p+ 1),
(6.9)
where, for t ∈ I and v ∈ V∞,
R˜p(t, v) := −
∑
q∈N∞0 ; |q|=p
aq(t)vq.
By (6.2), the last expression in (6.9) equals
f ◦ ξp+1 − f ◦ ξp + O(p+ 1).
Let l ∈ N be given, and choose k, k ′ ∈ N such that f : I × Vk ′ → Vl is
differentiable, and ξp, ξp+1 ∈ Pol(Vk, Vk ′). Using Theorem 3.4, we write∥∥f(t, ξp+1(t, v)) − f(t, ξp(t, v)) − f ′(t, ξp(t, v))ξ^(t, v)∥∥Vl = O(‖ξ^(t, v)‖2),
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for t ∈ I and v ∈ Vk ′ . Lemma 3.9 implies that ‖ξ^(t, v)‖Vk ′ = O(‖v‖Vk)
uniformly in t in compact sets. So∥∥f(t, ξp+1(t, v)) − f(t, ξp(t, v))∥∥Vl = ∥∥f ′(t, ξp(t, v))ξ^(t, v)∥∥Vl +O(‖v‖2pVk),
uniformly in t in compact sets. And then, as in the proof of Lemma 5.4,
the assumption (2.1) and Lemma 5.4 imply that ‖f ′(t, ξp(t, v))ξ^(t, v)‖Vl =
O(‖v‖p+1k ′ ), uniformly in t in compact sets.
Proof of Proposition 6.4. The correction terms ξ^ and F^ lie inKPolp(V∞). Hence
ξp+1 − id and Fp+1 are compact polynomials, because ξp − id and Fp are. By
Lemma 3.9, this also implies that ξp+1 is a near-identity because ξp is. The
desired property of Rp+1 is Lemma 6.8.
7 Centre, stable and unstable coordinates
There is considerable flexibility in choosing the maps ξ^q and F^q in Sec-
tion 6.2. In this section, we discuss how to make specific choices, in terms
of the eigenvalues of A, so that the normal form (2.7) is useful for detecting
invariant manifolds.
7.1 Centre, stable and unstable components of F^q
We use the notation from Section 2.5. In particular, let α, β, γ and µ˜ be
spectral gap parameters defined there. Recall the definition of polynomial
growth in Definition 2.16.
Proposition 7.1. Suppose that β−(p+1)α > µ˜ and γ−(p+1)α > µ˜. Suppose
that Rp has polynomial growth. The maps ξ^q and F^q in Section 6.2 can be chosen
such that
• if either qs = 0 and qu 6= 0, or qu = 0 and qs 6= 0, then F^qc = 0;
• if qs = 0, then F^qs = 0; and
• if qu = 0, then F^qu = 0.
Proposition 7.1 is proved in Section 7.2, after some preparation done in
this subsection.
Definition 7.2. Let µ ∈ C, such that |<(µ)| > µ˜. Set a := inf I and b := sup I.
Let u be a continuous function on R such that u(t) = O(eµ˜|t|) as t → ∞ if
b =∞ and as t→ −∞ if a = −∞. Then we define the function eµ(·) ?u on I
by
(eµ(·) ? u)(t) :=
{∫t
a e
µ(t−τ)u(τ)dτ if <(µ) < −µ˜;∫b
t e
µ(t−τ)u(τ)dτ if <(µ) > µ˜.
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The integrals occurring in this definition are µ˜-regular, in the sense
defined in Section 2.5.
Lemma 7.3. In the setting of Definition 7.2,
(eµ(·) ? u) ′ = µ(eµ(·) ? u) − sgn(<(µ))u.
Proof. This is a straightforward computation.
Lemma 7.4. Let u : I → C be a smooth function, and suppose that u and all its
derivatives grow at most polynomially. Then, for every µ as in Definition 7.2,
eµ(·) ? u and all its derivatives grow at most polynomially.
Proof. First of all, because (eµ(·)?u)(k) = eµ(·)?(u(k)), it is enough to consider
the function u itself rather than all its derivatives.
Let C > 0 and n ∈ N0 be such that for all t ∈ I, |u(t)| ≤ C(1 + |t|n). We
prove by induction on n that there is a constant C ′ > 0 such that for all t ∈ I,
|(eµ(·) ? u)(t)| ≤ C ′(1 + |t|n). We consider the case where <(µ) < −µ˜; the
case where <(µ) > µ˜ is similar.
If n = 0, then for all t ∈ I,∣∣(eµ(·) ? u)(t)∣∣ ≤ 2C ∫ t
−∞ eµ(t−τ) dτ =
−2C
µ
.
Suppose that the claim holds for n, and suppose that |u(t)| ≤ C(1+ |t|n+1)
for a constant C. Using integration by parts, we find that
∣∣(eµ(·) ? u)(t)∣∣ ≤ C ∫ t
−∞ eµ(t−τ)(1+ |τ|n+1)dτ
=
−C
µ
(
1+ |t|n+1 − (n+ 1)
∫ t
−∞ eµ(t−τ) sgn(τ)|τ|n dτ
)
,
which implies the claim by the induction hypothesis.
Let q ∈ N∞0 , with |q| = p. Consider the differentiable maps
a
q
j : I→ C such that aq(t) = ∞∑
j=1
a
q
j (t)ej,
where the sum converges in V1, uniformly and differentiably in t in compact
sets in I.
For q ∈ N∞0 with |q| = p, let Jq ⊂ N be the set of j ∈ N such that either
• j ∈ Jc and either qs = 0 and qu 6= 0, or qu = 0 and qs 6= 0;
• j ∈ Js and qs = 0; or
• j ∈ Ju and qu = 0.
For q ∈ N∞0 with |q| = p, and j ∈ N, write µqj := µq − αj, with µq as
in (6.3).
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Lemma 7.5. If β − (p + 1)α > µ˜ and γ − (p + 1)α > µ˜, then for every j ∈ Jq,
|<(µqj )| > µ˜.
Proof. If qs = 0 and qu 6= 0, and j ∈ Jc, then
<(µqj ) =
∑
k∈Jc
qk<(αk) +
∑
k∈Ju
qk<(αk) −<(αj) ≥ γ− (p+ 1)α > µ˜.
If qu = 0 and qs 6= 0, and j ∈ Jc, then
<(µqj ) =
∑
k∈Jc
qk<(αk) +
∑
k∈Js
qk<(αk) −<(αj) ≤ −β+ (p+ 1)α < −µ˜.
If qs = 0, and j ∈ Js, then
<(µqj ) =
∑
k∈Jc
qk<(αk) +
∑
k∈Ju
qk<(αk) −<(αj) ≥ β− pα > µ˜.
And if qu = 0, and j ∈ Ju, then
<(µqj ) =
∑
k∈Jc
qk<(αk) +
∑
k∈Js
qk<(αk) −<(αj) ≤ −γ+ pα < µ˜.
7.2 Update terms for ξp and Fp
Suppose that Rp has polynomial growth. Then the functions a
q
j and their
derivatives grow at most polynomially, uniformly in q and j.
For every q ∈ N∞0 with |q| = p and j ∈ N, consider the ODE for ξ^qj and F^qj
F^
q
j + (ξ^
q
j )
′ + µqj ξ^
q
j = a
q
j . (7.1)
Define the maps ξ^qj , F^
q
j : I→ C as follows. If j ∈ Jq, then
ξ^
q
j = sgn(<(µ
q
j ))e
−µqj (·) ? aqj and F^
q
j = 0. (7.2)
This definition makes sense because of Lemma 7.5 and the growth behaviour
of the functions aqj . If j 6∈ Jq, then we set
ξ^
q
j = 0 and F^
q
j = a
q
j . (7.3)
Lemma 7.6. With the above definitions, the ODE (7.1) is satisfied for all q and j.
Proof. If j 6∈ Jq, the statement is immediate from the definitions. If j ∈ Jq, it
follows from Lemma 7.3.
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Lemma 7.7. Suppose that β − (p + 1)α > µ˜ and γ − (p + 1)α > µ˜. Then the
sums
F^(t, v) =
∑
q∈N∞0 ; |q|=p
∑
j∈N
F^
q
j (t)ejv
q and ξ^(t, v) =
∑
q∈N∞0 ; |q|=p
∑
j∈N
ξ^
q
j (t)ejv
q
(7.4)
converge in Polp(V∞), differentiably in t.
Proof. The first sum in (7.4) equals∑
q∈N∞0 ; |q|=p
∑
j∈N\Jq
a
q
j (t)ejv
q. (7.5)
Since {Vk}∞k=1 is comparable to a nested sequence of separable Hilbert spaces
in which the set {ej}∞j=1 is orthogonal, Corollary 5.13 implies that this series
converges in Polp(V∞).
Write Jq± := {j ∈ Jq : ±<(µqj ) > µ˜}. Lemma 7.5 states that Jq = Jq+ ∪ Jq−.
So the second sum in (7.4) equals
∑
q∈N∞0 ; |q|=p
∑
j∈Jq+
∫ t
−∞ e
−µqj (t−τ)a
q
j (τ)dτ ejv
q
+
∑
q∈N∞0 ; |q|=p
∑
j∈Jq−
∫∞
t
e−µ
q
j (t−τ)a
q
j (τ)dτ ejv
q. (7.6)
Tonelli’s theorem implies that convergence of the first of these sums is
equivalent to convergence of∫ t
−∞ e
−µqj (t−τ)
( ∑
q∈N∞0 ; |q|=p
∑
j∈Jq+
a
q
j (τ)ejv
q
)
dτ (7.7)
The sum inside the brackets converges in Polp(V∞), uniformly in τ, by
convergence of (6.2) and Corollary 5.13. Since the functions aqj grow at most
polynomially, uniformly in q and j, the value of that sum grows at most
polynomially as well, when viewed as a convergent series in Polp(Vk, Vl).
So the integral over τ converges in Polp(V∞), by completeness of the spaces
Polp(Vk, Vl). By continuity of (7.7) in t, the convergence is uniform in t on
compact subsets of I. The derivatives of (7.7) with respect to t are linear
combinations of (7.7) and ∑
q∈N∞0 ; |q|=p
∑
j∈Jq+
a
q
j (t)ejv
q
and therefore converge as well.
By an analogous argument, the second sum in (7.6) converges as well,
differentiably in t.
Proposition 7.1 follows from Lemmas 7.6 and 7.7.
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7.3 Proof of Theorem 2.17
Lemma 7.8. If f, ξp, Fp, Φp and Rp have polynomial growth, then so do ξp+1,
Fp+1,Φp+1 and Rp+1.
Proof. If Rp has polynomial growth, then the functions a
q
j and all their
derivatives grow at most polynomially, uniformly in q and j. Hence, by (7.2)
and (7.3), the map F^ has polynomial growth. By Lemma 7.4, the same is true
for ξ^. So Fp+1 and ξp+1 have polynomial growth.
Polynomial growth is preserved under composition and derivatives in
the I and V∞ directions. Hence the map Φ^ as in (6.6) has polynomial growth,
and therefore so doΦp+1 and Rp+1.
Combining Lemma 7.8 with Propositions 6.4 and 7.1, we prove the
following slightly more explicit version of Theorem 2.17.
Theorem 7.9. Let p ∈ N be such that p ≥ 2, β−(p+1)α > µ˜ and γ−(p+1)α >
µ˜. Suppose that f has polynomial growth. Then there are infinitely differentiable
maps
Fp, ξp, Rp : I× V∞ → V∞,
where Rp = O(p), Fp is a polynomial map that separates invariant subspaces, ξp is
a near-identity and ξp− id and Fp are compact polynomials of orders at most p− 1,
such that if X and x are as in (2.7) and (2.6), then (6.1) holds. Finally, there is a
construction of the map ξp in which all integrals over I that occur are µ˜-regular.
Proof. We use induction on p to prove that the claim holds for every p,
including the auxiliary statement that ξp, Fp, Φp and Rp have polynomial
growth.
If p = 2, then we may take Fp(t, v) = 0 and ξp(t, v) = v for all t ∈ I and
v ∈ V0. Then R2 = f, so ξp, Fp, Φp and Rp have polynomial growth because
f does.
The induction step follows from Lemma 7.8 and Propositions 6.4 and 7.1.
8 Dynamics of the normal form equation
It remains to prove Lemma 2.8 and Proposition 2.9, which we use to justify
Definition 2.10 based on Theorem 2.17. Throughout this section, we suppose
that F : I× V∞ → V∞ is a smooth map that separates invariant subspaces.
Proof of Lemma 2.8. First, suppose that a = c. For all v ∈ Vc and all q ∈ N∞0
with |q| ≤ p and qs 6= 0 or qu 6= 0, we have vq = 0. So the properties (2.3)
of the map F imply that F(I × Vc) ⊂ Vc. This, in turn, implies that for all
maps X : I → V∞ satisfying (2.7), if X(t) ∈ Vc for a given t then X˙(t) ∈ Vc.
So X(t) ∈ Vc for all t ∈ I.
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Next, suppose that a = s. If v ∈ Vs and q ∈ N∞0 , then vq = 0 if qu 6= 0.
So Fu(t, v) = 0 for all t ∈ I. And the components of Fc(t, v) with qu 6= 0 are
zero for the same reason, while its components with qs = 0 are zero since
v ∈ Vs. Hence Fc(t, v) = 0. We conclude that F(I× Vs) ⊂ Vs. As in the case
a = c, this implies the claim for a = s.
The argument for a = u is entirely analogous to the case a = s.
To prove Proposition 2.9, we start with a general comparison estimate
for solutions of ODEs in Hilbert spaces.
Lemma 8.1. Let V be a Hilbert space, W ⊂ V a subspace, I an open interval
containing 0, and g a map from I× V into the space of linear operators fromW to
V . Let X : I→W be a differentiable map (as a map into V), such that for all t ∈ I,
X˙(t) = g(t, X(t))X(t).
If ζ ∈ R is such that g(t,w) + ζ is negative semidefinite for all t ∈ I and w ∈W,
then for all t ∈ I with t ≥ 0,
‖X(t)‖V ≤ ‖X(0)‖Ve−ζt
Proof. First, suppose that ζ = 0. Then for all t ∈ I,
d
dt
‖X(t)‖2V = 2<(X˙(t), X(t))V = 2<(g(t, X(t))X(t), X(t))V ≤ 0.
So ‖X‖2V is a nonnegative, non-increasing function on I, and the claim for
ζ = 0 follows.
Next, let ζ ∈ R be arbitrary. Then
d
dt
(X(t)eζt) =
(
g(t, X(t)) + ζ
)
X(t)eζt.
Applying the claim for ζ = 0, with X(t) replaced by X(t)eζt and g(t,w) by
g(t,w) + ζ, now yields the claim for ζ.
For any homogeneous polynomial map p = pλ between normed vector
spaces V andW, where λ ∈ SBn(V,W), define the map p˜ : V → B(V,W) by
p˜(v1)v2 := λ(v1, . . . , v1, v2). (8.1)
Here n− 1 copies of v1 are inserted into λ on the right hand side.
For all t ∈ I, the map F(t,−) lies in Pol(Vk, V1) for some k. The operator
A lies in B(Vl, V1) for some l. By replacing the smaller of k or l by the
larger of these two numbers, we henceforth assume k = l. Applying the
construction (8.1) to each homogeneous term of F(t,−) and adding the
resulting maps, we obtain a map F˜ : Vk → B(Vk, V1), such that for all v ∈ Vk,
F(t, v) = F˜(t, v)v.
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For a ∈ {c, s, u}, we write F˜a for F˜ composed with orthogonal projection
onto Va.
For j ∈ N, let q(j) ∈ N∞0 be defined by q(j)m = 1 if m = j, and q(j)m = 0
otherwise.
Lemma 8.2. Let v ∈ Vk. Write v = vc + vs + vu, where va ∈ Va for a ∈ {c, s, u}.
Then for all t ∈ I, the components of F(t, v) in Vs, Vu and Vc satisfy
(F(t, v))s = F˜(t, v)vs; (8.2)
(F(t, v))u = F˜(t, v)vu; (8.3)
(F(t, v))c = F˜(t, vc)vc if vs = 0 or vu = 0. (8.4)
Proof. Let t ∈ I and v ∈ Vk. To prove (8.2), we use the fact that by (2.3b),
Fs(t, v) =
∑
j∈Js
∑
q∈N∞0 :|q|≤p−1
Fq+q
(j)
(t)vqvj.
So
F˜s(t, v) =
∑
j∈Js
∑
q∈N∞0 :|q|≤p−1
Fq+q
(j)
(t)vqej,
where {ej}j∈N is the basis of V∗1 dual to {ej}j∈N. Hence
F˜s(t, v)v = F˜(t, v)vs,
which implies (8.2). The equality (8.3) can be proved anaogously.
To prove (8.4), we note that by (2.3a),
Fc(t, v) = Fc,1(t, v) + Fc,2(t, v),
where
Fc,1(t, v) =
∑
q∈N∞0 :|q|≤p,qs=qu=0
Fq(t)vq; (8.5)
Fc,2(t, v) =
∑
q∈N∞0 :|q|≤p,qs 6=0 6=qu
Fq(t)vq. (8.6)
The right hand side of (8.5) only depends on vc, and the right hand side
of (8.6) is zero if vs = 0 or vu = 0. So, under that condition, Fc(t, v) =
Fc(t, vc) = F˜(t, vc)vc.
Proof of Proposition 2.9. Set
Dµ˜ :=
{
(t, v) ∈ I× V∞ : ‖F˜(t, v)‖B(Vk,V1) < µ˜}. (8.7)
Because F is a sum of polynomials of degrees at least two, we have F˜(t, 0) = 0
for all t. So Dµ˜ contains I× {0}. It is open by continuity of F˜.
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Let X : I → V∞ be a solution of the constructed system (2.7). As in the
proof of Lemma 2.8,
X˙s(t) = AX(t) + Fs(t, X(t)) =
(
A+ F˜(t, X(t)
)
Xs(t), (8.8)
where we used the first equality in Lemma 8.2 and the fact that A preserves
Vs. For all (t, v) ∈ Dµ˜, the operator
A+ F˜s(t, v) + β− µ˜ : Vk ∩ Vs → V1 ∩ Vs
is negative semidefinite. Hence the claim about Xs follows from the second
part of Lemma 8.1. The claim about Xu can be proved similarly, via a version
of Lemma 8.1 for positive-definite operators.
Next, suppose that Xs(0) = 0 or Xu(0) = 0. By Lemma 2.8, either
Xs(t) = 0 for all t ∈ I or Xu(t) = 0 for all t ∈ I. Similarly to (8.8), the third
equality in Lemma 8.2 implies that
X˙c(t) =
(
A+ F˜(t, Xc(t)
)
Xc(t),
for all t ∈ I. And for all (t, v) ∈ Dµ˜, the operator
A+ F˜c(t, v) − α− µ˜ : Vk ∩ Vc → V1 ∩ Vc
is negative semidefinite. So by Lemma 8.1,
‖Xc(t)‖V1 ≤ e(α+µ˜)t‖Xc(0)‖V1
for all t ≥ 0 in I. It similarly follows that for all t ≤ 0 in I,
‖Xc(t)‖V1 ≤ e−(α+µ˜)t‖Xc(0)‖V1 .
9 Example: a non-autonomous version of Burgers’ equa-
tion
Let r ∈ R, and consider the non-autononomous, nonlinear PDE
∂tu(t, θ) = ∂
2
θu(t, θ) + ru(t, θ) −
t
2
(∂θu(t, θ))
2, (9.1)
with 2pi-periodic boundary conditions in θ. Then Theorem 2.21 applies,
whereΩ is the circle.
Using Theorem 2.17, we compute the centre manifold of the normal form
system approximating (9.1) up to residuals of order three, in Section 9.1. Via
a direct approach, we compute all invariant manifolds for residuals of orders
three and four, in Section 9.2. We find that the order three centre manifolds
computed in the two ways agree. These computations illustrate Remark 2.20,
that the construction from Theorem 2.17 is guaranteed to give a result, while
a direct computation may be more efficient in concrete situations.
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9.1 Centre manifold via Theorem 2.17
In this setting,
Au = u ′′ + ru and f(t, u) = −
t
2
(u ′)2,
where a prime denotes the derivative in the θ-direction. The eigenfunctions
ofA are ej, for j ∈ Z, given by ej(θ) := eijθ. The eigenvalue corresponding to
ej is αj = r− j2 (which has multiplicity two when j 6= 0). Choose α,β, γ and
µ˜ such that 0 ≤ α < µ˜ < β = γ < 1, and α < 12 . Suppose that r lies within α
of an integer of the form n2, for a nonzero n ∈ Z. Then the eigenvalue αn is
central up to precision α.
We determine a corresponding centre manifold for a system that ap-
proximates (9.1) up to a third-order residual. This involves the coordinate
transform ξ3. To compute this centre manifold, we only need to apply ξ3 to
elements of Vc = span{en, e−n}. In other words, we only need to compute
ξ3(t, Xnen + X−ne−n), for t ∈ R and Xn, X−n ∈ C. (We do not determine the
domain Dµ˜ here.)
For p = 2, the map ξ2 is the identity map. So
ξ3(t, Xnen + X−ne−n) = Xnen + X−ne−n + ξ^(Xnen + X−ne−n),
where
ξ^(Xnen + X−ne−n) =
∑
q∈Z∞; |q|=2
∑
j∈Z
ξ^
q
j (t)ej(Xnen + X−ne−n)
q.
For j ∈ Z, let q(j) ∈ Z∞ be defined by q(j)m = 1 if m = j, and q(j)m = 0
otherwise. Then, for q ∈ Z∞ with |q| = 2,
(Xnen + X−ne−n)
q =

X2n if q = 2q(n);
X2−n if q = 2q(−n);
XnX−n if q = q(n) + q(−n)
0 otherwise.
So
ξ^(Xnen+X−ne−n) =
∑
j∈Z
(
X2nξ^
2q(n)
j (t)+X
2
−nξ^
2q(−n)
j (t)+XnX−nξ^
q(n)+q(−n)
j (t)
)
ej.
The map ξ^2q
(n)
j is expressed in terms of the map a
2q(n)
j in
R2(t, u) = −
∑
j∈Z
∑
q∈Z∞; |q|=2
a
q
j (t)eju
q.
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(The order three term in (6.2) now equals zero.) See (7.2) and (7.3). If
u =
∑
l∈Z xlel, then
R2(t, u) = −
t
2
(u ′)2 = −
t
2
∑
j∈Z
(∑
k∈Z
k(j− k)xkxj−k
)
ej.
The equality xkxj−k = u2q
(n)
= x2n holds precisely if k = n and j = 2n.
Hence
a
2q(n)
2n (t) =
t
2
n2
and a2q
(n)
j = 0 if j 6= 2n. An analogous argument shows that
a
2q(−n)
−2n (t) =
t
2
n2
and a2q
(−n)
j = 0 if j 6= −2n. The equality xkxj−k = uq
(n)+q(−n) = xnx−n holds
precisely if j = 0 and either k = n or k = −n. Hence
a
q(n)+q(−n)
0 (t) = −tn
2
and aq
(n)+q(−n)
j = 0 if j 6= 0.
The relevant numbers µqj as in Section 7.1 equal
µ
2q(n)
2n = 2αn − α2n = r+ 2n
2;
µ
2q(−n)
−2n = 2α−n − α−2n = r+ 2n
2;
µ
q(n)+q(−n)
0 = αn + α−n − α0 = r− 2n
2
(note that αj = α−j for every j). Because n2 ≥ 1 and α < 12 , the real parts of
µ
2q(n)
2n and µ
2q(−n)
2n are greater than α, whereas the real part of µ
q(n)+q(−n)
0 is
smaller than −α.
And with Jq as in Section 7.1, we have 2n ∈ J2q(n) . Indeed,
Js = {j ∈ Z : |j| ≥ n+ 1},
so 2n ∈ Js and (2q(n))s = 0. Similarly, 2n ∈ J2q(−n) . And 0 ∈ Ju and
(q(n) + q(−n))u = 0, so 0 ∈ Jq(n)+q(−n) .
Hence, by (7.2),
ξ^
2q(n)
2n (t) =
∫ t
−∞ e−(r+2n
2)(t−τ) τ
2
n2 dτ
=
n2
2(r+ 2n2)
(
t−
1
r+ 2n2
)
.
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The integral converges since <(r+ 2n2) > 0, and is µ˜-regular. Similarly,
ξ^
2q(−n)
−2n (t) =
n2
2(r+ 2n2)
(
t−
1
r+ 2n2
)
.
And because <(µq
(n)+q(−n)
0 ) < −α,
ξ^
q(n)+q(−n)
0 (t) = −
∫∞
t
e−(r−2n
2)(t−τ)(−τn2)dτ
=
−n2
r− 2n2
(
t−
1
r− 2n2
)
.
We conclude that for all t ∈ R and Xn, X−n ∈ C,
ξ3(t, Xnen + X−ne−n) =
Xnen + X−ne−n +
n2
2(r+ 2n2)
(
t−
1
r+ 2n2
)
(X2ne2n + X
2
−ne−2n)
−
n2
r− 2n2
(
t−
1
r− 2n2
)
XnX−n. (9.2)
(The last term is a scalar multiple of the constant function e0.) If r = n2, this
simplifies to
ξ3(t, Xnen + X−ne−n) =
Xnen + X−ne−n +
1
6
(
t−
1
3n2
)
(X2ne2n + X
2
−ne−2n) +
(
t+
1
n2
)
XnX−n.
9.2 Invariant manifolds via direct computations
For order of residual p = 2, the map ξ2 is the identity map, xj = Xj .
Proceeding to order of residual p = 3 we construct quadratic corrections
to the identity ξ2 to form ξ3. In the eigenvector basis the field u(t, θ) =∑
j xj(t)e
ijθ (all sums in this section are over Z), and the PDE (9.1) becomes
x˙j = αjxj +
t
2
∑
k
bjkxj−kxk where bjk := k(j− k). (9.3)
Writing
xj(t) = ξ3(t, X(t))j = Xj +
∑
k,l∈Z
gklj (t)XkXl,
and solving for gklj such that xj satisfies (9.3) up to terms of order three if
X˙k = αkXk, we find that x(t) = ξ3(t, X(t)) is given by
xj = Xj +
1
2
∑
k:|d−1jk |>µ˜
bjk[djkt− d
2
jk]Xj−kXk , (9.4)
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where djk := 1/[−αj + αk + αj−k] = 1/[r+ 2jk− k2].
For r ≈ n2 and odd n, the denominators in djk are not small. Then this map,
combined with the linear X˙j = αjXj , matches the PDE (9.1) to third-order
errors.
However, for r ≈ n2 and even n > 0, some denominators are small,
becoming zero when r = n2. Then the divisor being zero becomes k(k− j) =
n2/2 and hence has zeros for every pair of integer factors of n2/2 (including
negative pairs). Consequently these terms are excluded from the sum (9.4),
and instead lead to nonlinearly modifying the evolution for some j via
X˙j = αjXj +
t
2
∑
k:|d−1jk |<µ˜
bjkXj−kXk .
Often the centre manifold is of most interest, so in ξ3 setting all Xj = 0
except X±n, gives the quadratic approximate centre manifold to be xj = Xj
for all j except
x0 = X0 − n
2
[
1
r− 2n2
t−
1
(r− 2n2)2
]
XnX−n ,
x±2n = X±2n +
1
2
n2
[
1
r+ 2n2
t−
1
(r+ 2n2)2
]
X2±n .
This is the same result as (9.2).
Proceeding to order of residual p = 4we may construct cubic corrections
to ξ2 to form ξ4. For simplicity, restrict attention to the cases of n odd. It is
straightforward but tedious to construct that for ξ4
xj = ξ3,j +
∑
k,l:|d−1jkl|>µ˜
bjlblkcjkl(t)Xj−lXl−kXk , (9.5)
where cjkl := 12dlkdjklt
2 − (dlkd
2
jkl +
1
2d
2
lkdjkl)t+ (dlkd
3
jkl +
1
2d
2
lkd
2
jkl),
djkl := 1/[−αj + αk + αl−k + αj−l] = 1/[2r+ 2jl+ 2kl− 2k
2 − 2l2].
The terms excluded from (k, l) in the sum (9.5) must cause cubic terms in
the evolution. For example, when r = n2 = 1 then3
X˙0 = X0, (9.6a)
X˙±1 = (19t−
1
3t
2)X−1X
2
±1 , (9.6b)
X˙±2 = −3X±2 + ( 104225t−
8
15t
2)X∓1X±1X±2 , (9.6c)
X˙±3 = −8X±2 + ( 5941225t−
18
35t
2)X∓1X±1X±3 , (9.6d)
X˙±4 = −15X±3 + ( 19523969t−
32
63t
2)X∓1X±1X±3 , (9.6e)
3The apparent pattern in these ODEs becomes more complicated—at X˙±6 for example.
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...
By construction, in this case of r = 1, the coordinate transform (9.5) together
with the ODEs (9.6) creates a dynamical system in u(t, θ) =
∑
j xje
ijθ which
is the same as the PDE (9.1) to a residual of order four. In the combined
system (9.5) and (9.6), by definition Definition 2.10 three invariant manifolds
are: the 1D unstable manifold parametrised by X0 with all other Xj = 0;
the 2D centre manifold parametrised by X±1 with all other Xj = 0; and the
stable manifold with X0 = X±1 = 0 .
See Appendix B for the computer algebra code used the for the com-
putations in this subsection. It is also available on http://www.maths.
adelaide.edu.au/anthony.roberts/pBurgers.txt.
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A Compact and finite-rank operators into Banach spaces
Let V andW be Banach spaces, and suppose that V∗ has the approximation
property (this is true for example if V is a Hilbert space). Let {ej}j∈N ⊂ V∗
and {fk}k∈N ⊂W be countable subsets with dense spans. (So V∗ andW are
separable.)
In the main text, we use the following, which is standard in the case
where V andW are Hilbert spaces.
Proposition A.1. The space span{ej ⊗ fk : j, k ∈ N} is dense in K(V,W).
Let F(V,W) be the space of finite-rank linear operators from V toW; that
is, operators whose images are finite-dimensional.
Lemma A.2. The space span{ej ⊗ fk : j, k ∈ N} is dense in F(V,W).
Proof. Let T ∈ F(V,W). Since the image of T is finite-dimensional, there are
v1, . . . , vn ∈ V∗ and w1, . . . , wn ∈W such that T =
∑n
l=1 v
l ⊗wl .
Let ε > 0. For every l, choose r ∈ N and a1l , . . . , arl ∈ C and b1l , . . . , brl ∈
C such that∥∥∥vl − r∑
j=1
a
j
le
j
∥∥∥
V∗
≤
√
ε/n and
∥∥∥wl − r∑
k=1
bkl fk
∥∥∥
W
≤
√
ε/n.
Using the triangle and Cauchy–Schwartz inequalities, one finds that for all
v ∈ V ,
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∥∥Tv− ( r∑
j,k=1
a
j
lb
k
l e
j ⊗ fk
)
(v)
∥∥
W
=
∥∥∥ n∑
l=1
〈
vl −
r∑
j=1
a
j
le
j, v
〉(
wl −
r∑
k=1
b
j
lfk
)∥∥∥
W
≤ ‖v‖V
n∑
l=1
(∥∥vl − r∑
j=1
a
j
le
j
∥∥
V∗ ·
∥∥wl − r∑
k=1
b
j
lfk
∥∥
W
)
≤ ε‖v‖V .
Proof of Proposition A.1. Since V∗ has the approximation property, F(V,W)
is dense in K(V,W). See for example Proposition 4.12(b) in the book by
Ryan [31]. So the claim follows from Lemma A.2.
B Computer algebra code for Burgers example compu-
tation
1 Comment periodic Burgers-like, infinite-D coord transform.
2 Written in Reduce, see https://reduce-algebra.sourceforge.io/
3 AJR, 3 Jun 2019;
4 on div; off allfac; on revpri;
5 clear sum;
6
7 operator xx; depend xx,t;
8 let df(xx(˜i),t)=>sub(j=i,dxxjdt);
9 operator a; write "a(j) for eigenvalues alpha_j";
10 operator b; write "b(j,k)=k*(j-k)";
11 let b(j,j-˜k)=>b(j,k);
12 factor o;
13
14 operator sum; linear sum;
15 let df(sum(˜a,˜b),˜t)=>sum(df(a,t),b);
16
17 operator d;
18 write "d(j,k)=1/(-a(j)+a(k)+a(j-k))=1/(nˆ2+2*j*k-2kˆ2)";
19 write "d(j,k,l)=1/(-a(j)+a(k)+a(l-k)+a(j-l))
20 =1/2/(nˆ2+j*l+k*l-kˆ2-lˆ2)";
21 let { d(j,k)*a(k) => 1-d(j,k)*(-a(j)+a(j-k))
22 , d(j,k,l)*a(k) => 1-d(j,k)*(-a(j)+a(l-k)+a(j-l))
23 };
24
25 write "Linear approx evolution";
26 xj:=xx(j);
27 dxxjdt:=a(j)*xx(j);
28
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29 write "Quadratic solution shape";
30 let oˆ2=>0;% order of error
31 xj:=xj+o/2*sum(b(j,k)*(d(j,k)*t-d(j,k)ˆ2)*xx(k)*xx(j-k),k);
32 resj:=-df(xj,t)+a(j)*xj
33 +o*t/2*sum(b(j,l)*sub(j=l,xj)*sub(j=j-l,xj),l);
34 resj:=sub(l=k,resj);
35
36 write "However, zero divisors occur in d(j,k)
37 =1/(-a(j)+a(k)+a(j-k)) =1/(nˆ2+2*j*k-2kˆ2). But not for odd
38 n. For even n>0, find that zero divisors come from all the
39 factors of nˆ2/2 since divisor=0 rewrites as k(k-j)=nˆ2/2.
40 Both the positive and negative factors contribute. For
41 example, n=2 gives nˆ2/2=2 with factors 2,1 and -2,-1 and
42 1,2 and -1,-2. So zero divisor for k=2,j=1 and k=-2,j=-1
43 and k=1,j=-1 and k=-1,j=1.";
44
45 write "Cubic manifold shape---pv. zero divisors are avoided
46 in the quadratic terms by perhaps requiring n be odd.";
47 let oˆ3=>0;% order of error
48 resj:=-df(xj,t)+a(j)*xj
49 +o*t/2*sum(b(j,l)*sub(j=l,xj)*sub(j=j-l,xj),l)$
50 depend k,kl; depend l,kl;
51 resj:=(resj where sum(˜˜a*sum(˜b,˜l),˜k)=>sum(a*b,kl))$
52 resj:=(resj where sum(˜b,l)=>sum(sub(l=k,b),k))$
53 resj:=(resj where sum(˜a,kl)=>sum(sub(l=j-l,a),kl)
54 when df(a,xx(l)) neq 0)$
55 write "Extract the coefficient of X(j-l)X(l-k)X(k)";
56 rhsjkl:=(resj where sum(˜a,kl) => coeffn( coeffn( coeffn(
57 a,xx(k),1) ,xx(j-l),1) ,xx(l-k),1));
58 write "Iterative soln of ODE for coeff---zero divisors excluded";
59 cjkl:=0;
60 for it:=1:9 do begin
61 write resc:=d(j,k,l)*(rhsjkl-df(cjkl,t))-cjkl;
62 cjkl:=cjkl+resc;
63 if resc=0 then write "success ",it:=10000+it;
64 end;
65 cjkl:=cjkl;
66 write "Update the xj";
67 xj:=xj+sum(cjkl*xx(j-l)*xx(l-k)*xx(k),kl);
68
69 write "But some RHS resonante and so must be in the
70 evolution instead. Need definite r so set ",n:=1,
71 "Explore coefficients to a max wavenumber of ",maxj:=10,
72 "The negative j cases are the same with k, l, j-l and l-k
58
73 all also changed sign. It looks like that to get dxx(j)
74 correct then we need maxj=j+3, but could be different for
75 n>1, guess perhaps maxj=j+3*n?";
76 r:=nˆ2;
77 o:=1; % remove order symbol
78 factor xx;
79 % to get substitution have to change variables!
80 rhsjkl:=(rhsjkl where { b(l,k)=>kk*(ll-kk)
81 , b(j,l)=>ll*(jj-ll)
82 , d(l,k)=>1/(r+2*ll*kk-2*kkˆ2) })$
83 % Now sum over all contributions to dXj/dt
84 array dxx(maxj);
85 for j:=0:maxj do write dxx(j):= (r-jˆ2)*xx(j)+
86 for k:=-maxj:maxj sum for l:=-maxj:maxj sum
87 if nˆ2+j*l+k*l-kˆ2-lˆ2=0
88 then sub({jj=j,kk=k,ll=l},rhsjkl)*xx(j-l)*xx(l-k)*xx(k)
89 else 0;
90
91 end;
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