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Resumen
En este art´ıculo se presenta la compresio´n de ima´genes a trave´s de la compara-
cio´n entre el modelo Wavelet y el modelo Fourier, utilizando la minimizacio´n
de la funcio´n de error. El problema que se estudia es espec´ıfico, consiste en
determinar una base {ei} que minimice la funcio´n de error entre la imagen
original y la recuperada despue´s de la compresio´n. Es de resaltar que existen
muchas aplicaciones, por ejemplo, en medicina o astronomı´a, en donde no es
aceptable ningu´n deterioro de la imagen porque toda la informacio´n contenida,
incluso la que se estima como ruido, se considera imprescindible.
Palabras claves: wavelet, compresio´n de ima´genes, imagen observada, com-
presio´n lineal y no lineal.
Abstract
In this paper we study image compression as a way to compare Wavelet and
Fourier models, by minimizing the error function. The particular problem we
consider is to determine basis {ei} minimizing the error function between the
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original image and the recovered one after compression. It is to be noted or
remarked that there are many applications in such diverse fields as for example
medicine and astronomy, where no image deteriorating is acceptable since even
noise is considered essential.
Key words: wavelet, compression of images, observed image, compression
linear and nonlinear.
1 Introduccio´n
Las wavelets constituyen una potente herramienta para afrontar problemas
fundamentales en el tratamiento de sen˜ales. Entre ellos se encuentran la re-
duccio´n del ruido [1], la compresio´n de sen˜ales (de mucha importancia tanto
en la transmisio´n de grandes cantidades de datos como en su almacenamiento)
[2, 3, 4, 5], o la deteccio´n de determinados patrones o irregularidades locales
en ciertos tipos de sen˜ales como electrocardiogramas, huellas digitales, vibra-
ciones de motores, defectos de soldadura entre placas de acero, problemas de
turbulencia de flujos, entre otras (ver [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11]). Esta
moderna teor´ıa ha experimentado un gran desarrollo en las dos u´ltimas de´ca-
das mostra´ndose muy eficiente donde otras te´cnicas no resultan satisfactorias,
por ejemplo, la transformada ra´pida de Fourier .
Algunos de los principales problemas que afectan el tratamiento de sen˜ales
digitales es la compresio´n de datos para su almacenamiento o transmisio´n. La
eliminacio´n del ruido y deteccio´n de ciertos feno´menos locales [7, 12, 13, 14],
ha permitido el desarrollo tanto teo´rico como computacional de este campo
del ana´lisis armo´nico. Otra de las principales virtudes de las wavelets es que
permiten un mejor modelamiento de procesos que dependen fuertemente del
tiempo y para los cuales su comportamiento no tiene porque ser suave. Una
de las principales ventajas de las wavelets frente a los me´todos cla´sicos, como
la transformada de Fourier, es que en el segundo caso se maneja una base
de funciones bien localizada en frecuencia pero no en tiempo, mientras que
la mayor´ıa de las wavelets interesantes presentan una buena localizacio´n en
tiempo y en frecuencia, disponiendo incluso de bases de wavelets con soporte
compacto [15, 16, 17, 18, 19, 20, 21, 22, 23, 24]. Por otro lado, no existe una
transformada wavelet u´nica, que resuelva todos los problemas a partir de la
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modelacio´n del proceso de un ana´lisis a priori del tipo de sen˜al tratada y del
objetivo pretendido (compresio´n, eliminacio´n del ruido u otro); se busca la
familia de wavelets (Haar, Daubechies, Coiflets,...) que mejor coincida con las
caracter´ısticas de la sen˜al a estudiar (ver [16, 17, 18, 25, 26, 27]).
El propo´sito de este trabajo es presentar algunos conceptos matema´ticos
en el procesamiento de sen˜ales. En particular en la compresio´n de ima´genes,
que se puede mirar como un proceso de compresio´n de datos, en donde los
datos comprimidos siempre son representaciones digitales de sen˜ales bidimen-
sionales. La compresio´n de ima´genes se puede situar en el contexto ma´s general
de la teor´ıa de la informacio´n y de la codificacio´n en donde existen muchos
problemas de comunicacio´n digital; la informacio´n se transmite en forma de
cadenas de ceros y unos a trave´s de un canal en el cual la transmisio´n pue-
de producir perturbaciones debidas a interferencias climatolo´gicas, problemas
ele´ctricos, error humano, deterioro de una cinta o disco, que podr´ıan causar
que un cero se reciba como uno o viceversa. Estas perturbaciones, en gene-
ral, se llaman ruido. En estas circunstancias, las transformaciones erro´neas
de los d´ıgitos de una palabra enviada, pueden conllevar a que la recibida sea
diferente (ver [28, 29, 30, 31, 32, 33]).
El intere´s por la teor´ıa de comunicacio´n, desde la compresio´n de datos,
se centra principalmente en la codificacio´n eficiente de la informacio´n en au-
sencia del ruido [34]. Sin embargo, existen muchas aplicaciones, por ejemplo,
en medicina o astronomı´a, en donde no es aceptable ningu´n deterioro de la
imagen porque toda la informacio´n contenida, incluso la que se estima como
ruido, se considera imprescindible [8, 35].
En varias a´reas de trabajo, las necesidades de compresio´n provienen prin-
cipalmente de problemas de transmisio´n y manipulacio´n de informacio´n, y
en menos ocasiones por problemas de almacenamiento. Es evidente que las
ima´genes, incluso comprimidas, requieren grandes cantidades de memoria.
Debido a este hecho, existen ba´sicamente dos tipos de compresores de ima´ge-
nes: compresores sin pe´rdida (lossless compressors) y compresores con pe´rdida
(lossy compressors). Estos u´ltimos, a costa de eliminar la informacio´n menos
relevante para el observador, alcanzan cotas de compresio´n muy eficientes. A
este tipo de compresores pertenece el esta´ndar JPEG [3, 5, 14], el cual usa
la transformada discreta coseno de Fourier, mientras la versio´n JPEG2000
esta´ completamente basada en la transformada wavelet [36].
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2 Preliminares y terminolog´ıa
En esta seccio´n se presentara´ alguna terminolog´ıa necesaria para la lectura del
art´ıculo. En particular, se hara´ un resumen de resultados ba´sicos de ana´lisis
de Fourier y wavelets omitiendo sus pruebas, las cuales se pueden encontrar
en [15, 19, 35, 37, 38, 39, 40, 41, 42].




|f(t)|dt = ‖f‖L1 <∞. De igual forma se tiene L2(R), el espacio de las












donde g(t) denota el conjugado complejo de g(t). Con este producto interno
el espacio L2(R) es de Hilbert. Las funciones f, g ∈ L2(R) son ortogonales si
〈f, g〉L2 = 0. En general, Lp(R) (p ≥ 1), es el espacio de todas las funciones
(clases de equivalencia) f : R → C, tal que ∫
R






es la norma de f en Lp(R). Otro espacio que se utilizara´ es ℓ2(Z), el de las
sucesiones (xj), j ∈ Z, tal que
∑
j |xj |2 <∞.











|f(t)|dt = ‖f‖L1 <∞
se tiene que la transformada de Fourier esta´ bien definida. La aplicacio´n f 7→ fˆ
se llama transformacio´n de Fourier y se denota por F (F(f) = fˆ). La funcio´n
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fˆ es continua y tiende a cero cuando |ω| → ∞ (Lema de Riemann–Lebesgue).
Es claro que F(a f + b g) = aF(f) + bF(g), para cada a, b ∈ R.
En general fˆ no es una funcio´n integrable, por ejemplo, sea
f(t) =
{
1, |t| < 1 ;














Si fˆ(ω) es integrable, entonces existe una versio´n continua de f y se puede
obtener la fo´rmula de inversio´n de Fourier





La teor´ıa wavelets se basa en la representacio´n de una funcio´n en te´rminos
de una familia biparame´trica de dilataciones y traslaciones de una funcio´n fija











en donde Wψf es una transformada de f definida adecuadamente. Tambie´n






en donde se suma sobre las dilataciones en progresio´n geome´trica. Para con-




Definicio´n 2.1. Una wavelet ψ es una funcio´n cuadrado integrable tal que la





|ω| dω <∞ , (1)
donde ψˆ(ω) es la transformada de Fourier de ψ.
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Nota 1. Si adema´s ψ ∈ L1(R), entonces la condicio´n (1) implica que∫
R
ψ(t)dt = 0. En efecto, por el Lema de Riemann–Lebesgue (ver [37]),
l´ımω→∞ ψˆ(ω) = 0 y la transformada de Fourier es continua, lo cual impli-




Definicio´n 2.2. Una funcio´n ψ ∈ L2(R) es una wavelet si la familia de
funciones ψjk definidas por
ψjk(t) = 2
j/2 ψ(2jt− k), ∀j, k ∈ Z, (2)
es una base ortonormal en el espacio L2(R).
Una condicio´n suficiente para la reconstruccio´n de una sen˜al f es que la
familia de dilatadas y trasladadas ψjk forme una base ortonormal en el espacio
L2(R), ver [7, 16, 17, 43] para ma´s detalles. Si esto se tiene, cualquier funcio´n











donde dj,k = 〈f, ψ2−j ,2−jk〉 =Wψf(2−j , 2−jk).
Definicio´n 2.3. Para cada f ∈ L2(R) el conjunto bidimensional de coeficien-
tes




se llama la transformada wavelet discreta de f .




〈f(t), ψjk(t)〉ψjk(t) . (4)
La serie (4) se llama representacio´n wavelet de f .
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El ejemplo ma´s cla´sico es la wavelet de Haar
ψ(t) = χ[0, 1
2




1, 0 ≤ t < 12 ;
−1, 12 ≤ t < 1 ,




















Figura 1: Wavelet de Haar
Algunas observaciones interesantes sobre wavelets:
1. ψjk(t) es ma´s apropiada para representar detalles finos de la sen˜al como
oscilaciones ra´pidas. Los coeficientes wavelet dj,k miden la cantidad de
fluctuacio´n sobre el punto t = 2−jk con una frecuencia determinada por
el ı´ndice de dilatacio´n j.
2. Las wavelets gozan de la “propiedad zoom”, esto hace que las bases
wavelet sean excelentes detectores de singularidades, en otras palabras,
las singularidades producen coeficientes wavelet grandes [44].
3. La propiedad zoom es comu´n en todos los sistemas wavelet, constitu-
ye la mayor diferencia con los sistemas de Fourier para la deteccio´n de
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singularidades. En problemas de teor´ıa de sen˜ales, las singularidades
llevan informacio´n esencial como la presencia de esquinas en las ima´ge-
nes. Esto hace de las bases wavelet una herramienta muy u´til para el
procesamiento de ima´genes, en detrimento del ana´lisis de Fourier.
3 El problema de la compresio´n de ima´genes
As´ı como las sen˜ales son tratadas como funciones de una variable, las ima´genes
se representara´n por funciones de dos variables. Por lo tanto, dada una imagen
f , que pertenece a un espacio de Hilbert H, el problema de la compresio´n de
ima´genes es el de encontrar una representacio´n aproximada f˜ de f con las
siguientes tres condiciones:
a) La sen˜al f˜ es dada por un nu´mero fijo de coeficientes N
b) Existe un control conocido del error E(N) := ‖f − f˜‖
c) Existe un algoritmo ra´pido que reproduce a f˜ .
El objetivo de un algoritmo de compresio´n (procedimiento o me´todo) es repre-
sentar ciertas ima´genes con menor informacio´n que la usada en la representa-
cio´n de la imagen original. Para un algoritmo sin pe´rdida, la imagen original
y la comprimida sera´ la misma, y el error entre ellas sera´ cero; mientras un
algoritmo con pe´rdida, la imagen original difiere de la comprimida. Este tipo
de algoritmo es de suma importancia en la minimizacio´n de transmisio´n de
datos o almacenamiento de informacio´n [45].
Otro hecho importante es el estudio del error, es decir, encontrar una
base {ej : j ∈ Z} en donde la sen˜al procesada f˜ se pueda expresar como
una combinacio´n lineal finita de la forma
∑N
j=1〈f, ej〉ej de tal manera que el
error de aproximacio´n sea lo ma´s pequen˜o posible, esto es, E(N) = O(N−α).
Existen dos formas esta´ndar de construir tal aproximacio´n: la lineal y la no
lineal y las representaciones ma´s usuales para f˜ son la serie de Fourier o
la serie wavelet. Los espacios ma´s usados, en donde se definira´ la me´trica o
norma que mide el error, son los espacios de Sobolev y Besov [46].
Finalmente, otro punto de intere´s en esta teor´ıa, es entender la interre-
lacio´n entre la calidad de la imagen comprimida y el nu´mero de coeficientes
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empleados. El propo´sito de esta seccio´n es estudiar las dos primeras condicio-
nes (a y b), siguiendo [12, 13, 47].
3.1 Formulacio´n matema´tica
Una imagen se puede considerar como una funcio´n f definida sobre el cua-
drado unitario Q = [0, 1] × [0, 1]. Se vera´ que el procesamiento de sen˜ales
esta´ estrechamente ligado con el ana´lisis wavelet. El concepto de wavelets en
dos dimensiones es relevante en este estudio.
Sea ϕ la funcio´n de escala y ψ(x) la correspondiente wavelet madre, en-
tonces las tres funciones
ψ1(x, y) = ψ(x)ψ(y)
ψ2(x, y) = ψ(x)ϕ(y)
ψ3(x, y) = ϕ(x)ψ(y)
forman, por dilatacio´n y traslacio´n, una base ortonormal para L2(R
2), esto
es,
{2j/2ψm(2jx− k1, 2jy − k2)}, j ∈ Z, k = (k1, k2) ∈ Z2,
m = 1, 2, 3 es una base ortonormal para L2(R
2).





donde ψ es cualquiera de las tres funciones ψm(x, y) y dj,k = 〈f, ψjk〉.
Un modelo matema´tico natural en el procesamiento de sen˜ales, es conside-
rar una sen˜al f como un elemento de un espacio de Hilbert H. Usualmente, H






d), dependiendo de la aplicacio´n en
estudio. Por ejemplo, las ima´genes de la vida real se pueden ver como funciones
f(x, y) que corresponden a la intensidad del campo de luz en Q = [0, 1]×[0, 1].
Se explicara´ brevemente como este tipo de funciones se pueden discretizar con
el propo´sito de manipulacio´n y almacenamiento en el computador [12].
Es de notar que la funcio´n intensidad f(x, y) asociada con la imagen no
puede, en general, medirse en todos los puntos 0 ≤ x, y ≤ 1. En la pra´ctica,
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un dispositivo (un foto´metro) mide promedios de intensidad de luz sobre pe-
quen˜os cuadrados que se llaman pixels (o elementos de imagen) distribuidos
dia´dicamente a lo largo de toda la imagen en Q. Para m grande (usualmente,








f(x, y)dxdy, 0 ≤ j1, j2 < 2m, (5)
















A cada uno de estos cuadrados se le asocia el nu´mero pj (usualmente entre
0 y 28), el cual representa la escala de gris de la imagen en ese punto. De
esta forma, la imagen queda digitalizada y se puede almacenar y procesar por
computador.
Observe que hasta el momento no se ha definido una funcio´n f que repre-
sente la imagen como una coleccio´n de pixels. Esto se puede hacer conside-
rando una sucesio´n {ϕmj} de funciones de valor real con soporte en Qm,j y




pjϕmj(x), x ∈ R2. (6)
Usualmente, ϕmj(x) = ϕ(2
mx− j), para una funcio´n fija ϕ, la cual se puede
escoger simplemente como χQ (la caracter´ıstica de Q), o versiones suavizadas
tales como splines o funciones de escala [48, 49]. En el caso de escoger una
wavelet, por ejemplo, las wavelets de Haar en el cuadrado Q, y denotando la




mχ(2mx− j), x ∈ R2,






= 2m〈χmj , f〉.
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〈χmj , f〉χmj .














Observe que fo es la proyeccio´n de f sobre gen{χmj}j = gen{ψjk}0≤k<m,j en
L2(Q). Note tambie´n que para m suficientemente grande, fo es pra´cticamente
una copia indistinguible de la imagen original f . El problema de la com-
presio´n de ima´genes es entonces representar fo con una cantidad suficiente
de coeficientes para no perder la semejanza o parecido visual de la imagen
original.
En la seccio´n 4 se presentara´n las dos te´cnicas de aproximacio´n utilizando
bases wavelet, y se estudiara´ el problema del error en este caso.
4 Compresio´n lineal y no lineal
Considere el espacio de Hilbert H. Sea {ek}∞k=1 una base ortonormal fija.





donde ck = 〈f, ek〉 son los coeficientes base. Hay dos maneras de construir y
aproximar una sen˜al fN con so´lo N coeficientes base.
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∥∥∥∥∥ , para todo a1, . . . , aN ∈ C.





es decir, fN es la proyeccio´n ortogonal de f sobre VN := gen{e1, . . . , eN}.




∥∥∥∥∥∥ , para todo aγ ∈ C
y todo conjunto de ı´ndices A ⊂ N tal que CarA ≤ N . Cuando {ek} es





donde los coeficientes se han ordenado en forma no creciente∣∣〈f, ek1〉∣∣ ≥ ∣∣〈f, ek2〉∣∣ ≥ . . .
A manera de ejemplo, considere el espacio de Hilbert H = L2[0, b] y su




e2πint/b, n ∈ Z .
Esta es una base ortonormal para L2[0, b], as´ı que cualquier funcio´n f se puede
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con la convergencia en el sentido de L2. La u´ltima identidad tiene sentido





es la transformada de Fourier de f . La mejor aproximacio´n lineal para f con











y el error de aproximacio´n es











Ahora, la caracterizacio´n del conjunto de todas las sen˜ales f ∈ L2[0, b] para
el cual el error de aproximacio´n decae conforme E(N) = O(N−α), se hace
teniendo en cuenta que la pequen˜ez de E(N) esta´ estrechamente relacionada
al decaimiento ra´pido de fˆ(ω) cuando |ω| → ∞. Este decaimiento asinto´tico





f (k)(t)e−iωtdt = (iω)kfˆ(ω) .
Estos hechos conducen a un candidato natural para el estudio de la aproxi-
macio´n lineal con Fourier: la familia de espacios de Sobolev (ve´ase [38]).
Para s ∈ R, el espacio de Sobolev Hs(R) se define por
Hs(R) :=
{




1 + |x|2)s ∣∣∣fˆ(x)∣∣∣2 dx <∞} ,
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1 + |x|2)s∣∣fˆ(x)∣∣2dx)1/2 .
















































1 + |ω|2)s∣∣fˆ(ω)∣∣2dω <∞ .
En el u´ltimo paso se utilizo´ el hecho plausible de ver la integral como una
suma de Riemann (para una prueba rigurosa vea´se [27]).
Se puede concluir de lo anterior que la aproximacio´n lineal con Fourier
es muy buena en el ana´lisis de sen˜ales con suavidad uniforme en todos los
puntos t ∈ R. Sin embargo, en el modelo de ima´genes es mala, puesto que una
sola discontinuidad en un punto conllevara´ a una baja sensible en la suavidad
global [27, 39]. No´tese tambie´n que de la razo´n del decaimiento del error de
aproximacio´n, se puede estimar nume´ricamente el mejor s para el cual f ∈ Hs.
Para desarrollar la aproximacio´n tanto lineal como no lineal usando wave-
let, es necesario introducir algo de terminolog´ıa matema´tica como la nocio´n
de espacio de Besov [50].
Dado α > 0, 0 < p ≤ ∞, 0 < q ≤ ∞, y sea r ∈ Z con q > α ≥ r − 1. El
espacio de Besov, Bα,rq (Lp(Q)), consiste de las funciones f para las cuales la
norma ‖f‖Bα,rq (Lp(Q)) definida por
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<∞, q =∞ ,
donde para cualquier h ∈ R2,






, 0 ≤ p ≤ ∞ ,
es el r–mo´dulo de continuidad en Lp, con el cambio usual del supremo esencial
cuando p =∞. Si se define ∆0hf(x) = f(x), entonces
∆rhf(x) = ∆
r−1
h f(x+ h)−∆r−1h f(x), r = 1, 2, . . . ,
es la r−e´sima diferencia hacia adelante de f , Qrh = {x ∈ Q : x + rh ∈ Q};
recuerde que Q = [0, 1] × [0, 1].
Nota 2.
1. Si 0 < p < 1 o´ 0 < q < 1, entonces ‖ · ‖Bα,rq (Lp(Q)) no satisface la
desigualdad triangular. Sin embargo, existe una constante C tal que
para todo f, g ∈ Bα,rq (Lp(Q)),
‖f + g‖Bα,rq (Lp(Q)) ≤ C
(‖f‖Bα,rq (Lp(Q)) + ‖g‖Bα,rq (Lp(Q))) .
2. Como, para cualquier r > α, r′ > r, ‖f‖Bα,rq (Lp(Q)) y ‖f‖Bα,r′q (Lp(Q)) son
normas equivalentes, se denotara´ el espacio de Besov por Bαq (Lp(Q)) en
lugar de Bα,rq (Lp(Q)) para todo r > α.
3. Para p = q = 2, Bα2 (L2(Q)) es el espacio de Sobolev H
α(L2(Q)).
4. Para α < 1, 1 ≤ p <∞ y q =∞, Bα∞(Lp(Q)) es el espacio de Lipschitz
Lip(α,Lp(Q)) = {f ∈ Lp(Q) : ‖f(x+ h)− f(x)‖Lp ≤ k|h|α, k > 0 cte}.
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5. ‖f‖Bα
2








dj,k son los coeficientes wavelet de f .




















dj,kψjk, donde dj,k = 〈f, ψjk〉 ,
es decir, se incluye en la aproximacio´n todos los coeficientes dj,k con frecuen-
cia menor que 2N , N < m (fN es la proyeccio´n sobre Vm). fN se llama la
aproximacio´n wavelet para f . Entonces



















































= 2−2αN‖f‖2Hα(L2(Q)) , por la nota 2.
Note que 〈ψjk, ψjk〉2 = ‖ψjk‖2 = 1.
Por tanto,
‖f − fN‖L2(Q) ≤ 2−αN‖f‖Hα(L2(Q)) .
Observe que la aproximacio´n lineal por wavelets produce resultados similares
a la aproximacio´n por Fourier [27].
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4.2 Compresio´n no lineal
Ahora, el propo´sito es presentar la aproximacio´n no lineal usando bases wa-
velets, ma´s bien que la base de Fourier. Sea H = L2(R2), y considere una
base ortonormal de la forma {ψjk}. El objetivo es aprovechar la propiedad
zoom de las wavelets para reproducir las singularidades esenciales de f en la
imagen comprimida fN . Recuerde que las singularidades producen coeficien-
tes grandes de la wavelet, por lo tanto, se espera que el error en este caso sea
ciertamente una cantidad ma´s pequen˜a que el error de la aproximacio´n lineal
[27, 47, 51].








γ1 = (j1, k1), . . . , γN = (jN , kN )
}
y los coeficientes se escogen
en orden no creciente ∣∣〈f, ψγ1〉∣∣ ≥ ∣∣〈f, ψγ2〉∣∣ ≥ · · · (8)
El error de aproximacio´n es la suma de los coeficientes restantes




Con el fin de minimizar este error, los ı´ndices en AN deben corresponder a
los N coeficientes grandes, pues e´stos provienen de las singularidades de f .





Ahora, suponiendo que f ∈ Bαq (Lq(Q)), 1q = α2 + 12 , entonces el error mı´nimo
en la aproximacio´n no lineal es
‖f − fN‖2L2(Q) =
∞∑
k=N+1
|〈f, ψγk〉|2 . (9)
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Como los coeficientes satisfacen (8), entonces
k
∣∣〈f, ψγk〉∣∣q = ∣∣〈f, ψγk〉∣∣q + · · ·+ ∣∣〈f, ψγk〉∣∣q




∣∣〈f, ψγn〉∣∣q ≤ ∞∑
n=1
∣∣〈f, ψγn〉∣∣q





|〈f, ψγk〉| ≤ Ck−1/q‖f‖Bαq (Lq(Q)) . (10)
Por tanto, al sustituir (10) en (9) se tiene













, α > 0 ,
se deduce
‖f − fN‖L2(Q) ≤ CN−α/2‖f‖Bαq (Lq(Q)) .
5 Conclusiones
Se destacan dos hechos relevantes:
1. El ana´lisis expuesto en la seccio´n anterior se aplica a cualquier esquema
de compresio´n que satisfaga
f˜ =
∑
d˜j,kψjk, d˜j,k = 〈f˜ , ψjk〉
con |dj,k − d˜j,k| ≤ γ y |dj,k| < γ implicando d˜j,k = 0.
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2. Es de resaltar que la cantidad N−α/2 se puede obtener por aproximacio´n
lineal para funciones que tienen α derivadas en L2, es decir, funciones en
Hα. La mejora al utilizar la aproximacio´n no lineal esta´ en que la clase
Bαq (Lq(Q)) es ma´s grande que H
α. En particular, Bαq (Lq(Q)) contiene
funciones discontinuas para valores arbitrariamente grandes de α, mien-
tras que las funciones en Hα son necesariamente continuas si α > 1/2.
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