As a part of the field of cryptography, rotation symmetric Boolean functions have rich cryptographic significance. In this paper, based on the knowledge of integer compositions, we present a new construction of odd-variable rotation symmetric Boolean functions with optimal algebraic immunity. The nonlinearity of the new rotation symmetric Boolean functions is much better than that of the previously ones with optimal algebraic immunity. And the algebraic degree of the function class is also much high. Moreover, it is shown that our new functions have almost optimal fast algebraic immunity within the range of variable numbers that ordinary computers can calculate.
I. INTRODUCTION
In a cryptographic system, to resist various known cryptographic attacks, Boolean functions need to satisfy a variety of cryptographic properties. Such as algebraic immunity, nonlinearity, fast algebraic immunity, algebraic degree, balance, etc. Algebraic attack was proposed by Coutoris and Meier in 2003 [1] . Thus algebraic immunity (AI) is proposed to describe the ability of Boolean functions to resist standard algebraic attacks. As to an n-variable Boolean function, its algebraic immunity is bounded by n 2 . Until now, people have done a lot of effort on the algebraic immunity of Boolean functions [2] - [6] . It has been constructed multiclass Boolean functions which have the property of optimal algebraic immunity [7] - [14] . Later, Courtoris and Meier [1] raised fast algebraic attack. The Boolean function should have high fast The associate editor coordinating the review of this manuscript and approving it for publication was Muhammad Imran Tariq . algebraic immunity (FAI) [15] to avoid fast algebraic attack. The relevant conclusions of the lower bound of the fast algebraic immunity are given in [16] . Fast algebraic attacks are feasible for a Boolean function if there exists a small number of algebraic degree of function g such that the degree of g·f isn't too large [1] , [17] . Another characteristic is nonlinearity that used to measure the ability of f to resist the best affine approximation and fast correlation attack. Boolean functions in cryptography should be kept away from affine functions as far as possible, that is, they should have high nonlinearity.
Rotation symmetric Boolean functions (RSBFs) are a good choice in construction due to their good cryptographic properties. In addition, there are some 1-resilient rotation symmetric Boolean functions [18] , [19] . Until now, a varity of RSBFs have been constructed whose algebraic immunity is optimal based on modifying the construction of majority functions [20] - [26] . On the basis of integer partition method, Su and Tang [20] presented two kinds of new constructions of RSBFs with optimal AI in 2014. And the value of the nonlinearity is lager, 2 n−1 − n−1 n−1 2 +2 n−1 2 −2 when n is odd, and 2 n−1 − n−1 n 2 + 3 4 ·2 n 2 −2 when n is even. Late in 2014, Chen et al. [21] proposed a construction of even-variable RSBFs with optimal algebraic immunity based on Su's method, and the nonlinearity is 2 n−1 − n−1 n 2 +2 n 2 −n (n≥12). In 2016, Fu et al. [22] constructed a class of odd-variable RSBFs with optimal AI and nonlinearity 2 n−1 − n−1 n−1 2
. However, fast algebraic immunity is not discussed in these functions [20] - [22] . In 2019, a new odd-variable RSBF with optimal AI and good behavior for resisting fast algebraic attacks (FAAs) was proposed by Zhao et al. [23] , which have higher nonlinearity 2 n−1 − n−1 n−1 2
In the same year, Zhang and Su [24] found a construction of RSBFs with optimal AI on the odd number of variables, whose nonlinearity is 2 n−1 − n−1 k +(k−5)2 k−1 +2k+2. And then Chen et al. [25] constructed a new kind of odd-variable RSBFs have optimal AI, which have higher nonlinearity than the existing RSBFs with optimal AI mentioned before.
In this paper, a new class of odd-variable RSBFs which possessing optimal AI are constructed. Most notably, the nonlinearity of constructed Boolean functions is larger than 2 n−1 − n−1 k +(k−5)2 k−1 +2k+2 and that in [25] , which are the most two highest nonlinearity until now. In addition, the algebraic degree is high enough to reach the upper bound n−1. And by calculating for n = 11, 13 and 15, the fast algebraic immunity to against fast algebraic attacks of our constructed function f (x) is almost optimal.
And then the organization of our paper is listed as follows. Section II reviews basic definitions and notions. In Section III, we propose a new construction of RSBFs with optimal AI and analyze other cryptographic properties. Section IV modifies the function that proposed in Section III to get better algebraic degree. Section V concludes this paper.
II. PRELIMINARIES
The mapping from F n 2 into F 2 is called a Boolean function in n-variable, denoted as f (x 1 , ..., x n ), where F n 2 is the ndimensional vector over the finite filed F 2 = {0, 1}. Boolean functions can be expressed as many ways. Any Boolean function in n-variable can be represented by the following form named as truth table of f : f = [f (0, 0,· · ·,0), f (1, 0,· · ·,0), · · ·, f (1, 1,· · ·,1)] .
The number of 1 in the truth table is called Hamming weight of f (x), denoted as wt(f ). If n-variable Boolean function f (x) satisfies wt(f ) = 2 n−1 , then f (x) is said to be a balanced function. Any vector x in the support set Supp(f ) fulfilled
Then wt(f ) = |Supp(f )|. For any two vectors α and β, denote α β when α i ≤β i for all 1≤i≤n, where α = (α 1 , α 2 , · · · , α n ) and β = (β 1 , β 2 , · · · , β n ). Let B n represent the set of all n-variable Boolean functions.
Any n-variable Boolean function can be expressed as the following form called algebraic normal form (ANF), denoted as
where the term x u = n j=1 x u j j , x = (x 1 , x 2 , · · · , x n ) and α u ∈ F 2 . The algebraic degree of an n-variable Boolean function f (x) is the number of nonzero monomial variables with the most variables, denoted as deg(f ). The Boolean function whose algebraic degree is 1 at most is called affine function. All the n-variable affine functions are represented by the set A n .
We define the value of the Walsh transform of an n-variable Boolean function f (x) as
The definition of the vector dot product between ω and x is ω · x = ω 1 x 1 + · · · + ω n x n . The minimum Hamming distance between f and affine functions called the nonlinearity of Boolean functions, which can be expressed according to Walsh spectrum as
Definition 1 ([27] ): For an n-variable Boolean function f (x) ∈ B n , the definition of algebraic immunity is as following
In other words, when the function g satisfies that fg = 0 or (f + 1) g = 0 and we take the lowest algebraic degree of g as the value of AI(f ). For two nonzero n-variable Boolean function f and g, if fg = 0 then g is defined as an annihilator of f . All annihilators of f form a set, denoted by Ann(f ) = {g ∈ B n | fg = 0}. Definition 2 ( [28] ): Majority function is a Boolean function and we define the function as
The algebraic immunity of F(x) is optimal and its algebraic degree is deg(F) = 2 log 2 n . However, the value of nl(F) is merely 2 n−1 − n−1 n 2
. According to Lobanov's bound [29] , the nl(F) is almost the worst possible value. 
Definition 4:
We define ρ l n (x i ) = x (i+l)(mod n) for 0 ≤ i < n. And then we extending the definition of ρ into tuples by ρ l n (x 0 , x 1 , · · · , x n−1 ) = ρ l n (x 0 ), ρ l n (x 1 ), · · · , ρ l n (x n−1 ) , for the vector (x 0 , x 1 , ..., x n−1 ) ∈ F n 2 and an integer l ≥ 0.
In other words, ρ l n acts as l-cyclic rotation on n-bit vector. An orbit generated by x = (x 0 , x 1 , · · · , x n−1 ) is defined as O n (x) = ρ l n (x 0 , x 1 , · · · , x n−1 ) 0 ≤ l < n . Definition 5: For a Boolean function f ∈ B n and all vectors (
III. CONSTRUCTION IN N -VARIABLE RSBFs
First, we review the enumeration results of the combinations of the integer k. The sequence (k 1 , k 2 , · · · , k m ) with k 1 +k 2 + ···+k m = k, where the order is considered, is a compositions of the integer k. Each k i is called a part and each split of the integer k produces a sequence. It is well-known that the result of the number of compositions of the integer n with exactly m parts is n−1 m−1 .
A. CONSTRUCTION
For simplicity, let W ≤i = wt(α)≤i α∈F n 2 , W i = wt(α)=i α∈F n 2 and W ≥i = wt(α)≥i α∈F n 2 , for 0≤i≤n.
In this section, based on the method of compositions of an integer mentioned above, we provide a new construction in n-variable RSBFs that assumes n = 2k + 1 and k ≥ 5.
For 3≤h≤k, 1≤m≤h−2, we define T h,m , one subset of W h , as follows:
Therefore, T h,m consists of two components, i.e., compositions of h and compositions of h−1. These two components have both been divided into m components, denoted by C 1 h,m and C 0 h−1,m respectively:
where k 1 , k 2 , · · ·, k m and d 1 , d 2 , · · ·, d m satisfy the conditions c1 and c2 mentioned above. Then
The vectors in the set T h are arranged in lexicographical order as follows
Then |T | = |U | obviously. By Formula (4), we set L k = |T | for convenience, i.e.,
The vectors of T and U are listed as
For convenience, denote
Given a vector x = (x 1 ,
Construction 1: F(x) is the n-variable majority function mentioned in Definition 2, and T , U are defined in (6) . We construct
then the function f (x) is a construction in n-variable RSBF.
Proof: Assume α h s ∈ T h,m , it can be written as
.
Thus we have h = h and l = 0. This means that α h r = α h s , which is impossible. Then the case of h = h can be proved similarly. Then we complete the process of proof.
From Definition 4 and ii) in Lemma 1,
And by Formula (5), then
Example 1: For k = 5, n = 2k + 1 = 11, we have T 3 = (1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0) , T 4 = (1, 1, 0, 1, 1, 0, 0, 0, 0, 0, 0), (1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0) , 1, 1, 0, 1, 0, 1, 1, 0 , 0, 0, 0), (1, 1, 0, 1, 1, 1, 0, 0, 0, 0, 0), (1, 1, 1, 0, 1, 1, 0, 0, 0, 0, 0), (1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0) . 1, 1, 0, 0, 1, 0, 1, 0, 1, 0) , 1, 0, 1, 1 , 0, 0, 1, 0, 1, 0), (1, 1, 1, 1, 0, 0, 0, 1, 0, 1, 0) , U 5 = (1, 1, 0, 1, 0, 1, 1, 0, 0, 1, 0), (1, 1, 0, 1, 1, 1, 0, 0, 0, 1, 0), (1, 1, 1, 0, 1, 1, 0, 0, 0, 1, 0), (1, 1, 1, 1, 1, 0, 0, 0, 0, 1, 0) .
And then,
Note that for any α ∈ T and u ∈ U , |O 11 (α)| = |O 11 (u)| = 11 holds clearly. We let the vectors in set T obtained by rotating shift can define a new set, denoteT = α∈T O 11 (α) andŨ = u∈U O 11 (u). And F(x) is the majority function in 11-variable defined in Definition 2, then we can get
which is an 11-variable RSBF.
If the vectors in these two sets, T and U satisfy
then the Boolean functions in n-variable have optimal algebraic immunity
where F(x) is defined in Definition 2. Theorem 1: The Boolean function f (x) defined in (7) has optimal AI. Proof: For proving our function of odd-variable in (7) has optimal AI, according to Lemma 2 and the definitions of VOLUME 7, 2019 T andŨ , it can be fully verified that the vectors in the two sets,T andŨ satisfied the following listed three conditions.
According to Lemma 1, they are all holding clearly. Then we complete the process of proof.
C. NONLINEARITY
First, let's enumerate some necessary lemmas which would be used below.
Lemma 3 ( [9] ): F(x) is the n-variable majority function defined in Definition 2. For n=2k+1, k≥5, the following results hold: i).
where the function g m (k) is defined in (3) .
if m ≥ 2, then k 1 +· · ·+k m =k+1, k 1 ,k m ≥ 2, k 2 ,· · ·, k m−1 ≥ 1,
For m = 1, let
where L k is defined in (5) . Proof: To prove that we define a function
For k ≥ 5, it's enough to prove β(k) > 0. Let β (k) = β(k + 1) − β(k), then
For k ≥ 5,
So by Lemma 4 and (4), we have
Therefore, for k ≥ 5, the value of β(k) increases as the value of k increases and β(k) ≥ β(5) = 33 4 −7 > 0. This completes the proof.
Theorem 2: For n = 2k + 1, k ≥ 5, the nonlinearity of the construction of RSBFs in (7) is
where L k and T h are defined in (5) and (4), respectively. Proof: For ω ∈ F n 2 , by Formula (1), we have
Now let's calculate W f (ω) in four different cases of wt(ω).
i) wt(ω) = 0, i.e., ω = (0, 0, · · · , 0), then W f (ω) = 0 since f is balanced. ii) wt(ω) = 1, then the value of Walsh transform is denoted by W f (ω) 1 . For any α ∈ T and u ∈ U such that wt(α) = h (3≤h≤k) and wt(u) = k + 1, there's
iii) wt(ω) = n, i.e., ω = (1, 1, · · · , 1), then the value of Walsh transform is denoted by W f (ω) n . In this case, we have x∈O n (α) (−1) x·ω = n(−1) h when wt(α) = h, x∈O n (u) (−1) x·ω = n(−1) k+1 . Then, by Lemma 3 it follows that
iv) 2 ≤ wt(ω) ≤ n − 1, then the value of Walsh transform is denoted by W f (ω) 2 . From Lemma 3, we have
According to Lemma 5 ,
Therefore, when wt(ω) = 1, W f (ω) gets the maximum value, 2 n−1 k − (2n+2)L k + 4 k h=3 h|T h |. It follows from the Formula (2) and the result is
As to the nonlinearity of RSBFs with optimal AI, the most two highest ones published by now, are proposed in [24] and [25] . The nonlinearity in [24] , 2 n−1 − n−1 k + (k−5)2 k−1 + 2k + 2, can be presented in a higher mathematical order, while that in [25] could not be written in such a neat formula but a little higher numerical value. In Table 1 , we compare the nonlinearities of RSBFs in [20] , [24] and [25] with that of our function in (7) . Table 1 shows clearly that the new function have much higher nonlinearity when n≥15. Moreover, with the increasing of n, the growth advantage is more obvious. Now we're going to prove that the nonlinearity of our function f is strictly higher than that of the function, denoted by f , in [25] . 
Lemma 6: Denote p m (t) the number of ways to separate positive integer t into m (1≤m≤t) unordered parts. For 3≤h≤k, 1≤m≤h−2, we have g m (h−1) ≥ p m (h−2). Proof: We start the inequality with m = 1 and find that g 1 (h) = 1 = p 1 (h − 1) = 1, so it's true when m = 1. Now we assume that the inequality holds when 3≤h≤H , 1 < m≤H − 1, namely g m (h) ≥ p m (h−1).
From the assumption we want to deduce the truth of this inequality also holds at h = H +1, 1 < m≤H . Namely
When m = H , g m (H + 1) = 1 = p m (H ) = 1.
From Formula (8), when m+H +1 is even and 1 < m < H ,
When m + H + 1 is odd and 1 < m < H ,
This completes the proof. Property 2: Let n-variable Boolean function f and f be the functions constructed in (7) and [25] respectively, then
Proof: According to the nonlinearity formula of f and f ,
From Lemma 6, we have
where 3≤h≤k, 1≤m≤h−2, k≥5. And specially,
for 3≤m=h−4, h≤k. Therefore we have nl(f )> nl(f ) for k≥h=m+4≥7, i.e. n≥15, which is completely consistent with the comparisons in Table 1 .
, the algebraic degree of the function f (x) in (7) satisfies
where n=2k+1, k>5, L k and T h are defined in (5) and (4), respectively.
Proof: Now, as the new construction of function, let's consider the algebraic degree of f .
Note that | T |=| U |=nL k , thus wt(R)=2nL k , an even number, which results in deg(R)<n. In addition, in the algebraic normal form of R(x), denote N the coefficient of the term x 1 · · · x n /x i (1≤i≤n), which is also the number of vectors iñ T Ũ with the i-th entry being 0. Then
If N =1 (mod 2), the coefficient is odd and deg(R) = n−1.
If N =0 (mod 2), the coefficient is even and deg(R)<n−1. Note that deg(F)=2 log 2 n and deg(f )= deg(F+R). Therefore, we can get deg(
+1, and deg(F) < n−1 otherwise. It's known that the coefficient of the term x 1 · · ·x n /x 1 · · ·x k in the algebraic normal form of F(x) is 1. And the coefficient of the term x 1 · · ·x n /x 1 · · ·x k in the algebraic normal form of R(x) is 0. Thus deg(f ) = deg(F+R) ≥ k+1. The above conclusion can be proved by the classification of N and the variable number n.
E. FAST ALGEBRAIC IMMUNITY
Now we consider the ability of f defined in (7) to resist the fast algebraic attacks. On account of the memory limitation, we calculate and analyze the algebraic degree of the function when n < 17.
Define two functions g 1 , h 1 ∈ B n with deg(h 1 ) = d and 1≤ deg(g 1 )=e<k such that FAI(f ) = deg(g 1 )+ deg(h 1 ) = e + d and fg 1 = h 1 . Our purpose is to find the minimum combination of e and d with k > e ≥ 1, d ≥ k and e+d < n.
To investigate all the combinations of e and d, we run the computer program, which implemented the Algorithm 2 in [30] and was provided by S. Fischer [31] .
By exhaustive search, for the value of n equals to 11, 13 and 15, we only found pairs (e, d) existing for e + d ≥ n−1, namely FAI(f ) = n−1, which means that the constructed function achieving an almost optimal FAI. As proved in [32] , this is the highest possible FAI for RSBFs with optimal AI and variable number n = 2 m +1. Therefore, the constructed function has a best behavior to resist fast algebraic attacks for the designated number of variables in a sense.
IV. RSBFS WITH HIGHER ALGEBRAIC DEGREE
From the function constructed above, we know that f (x) in (7) have optimal AI, high nonlinearity and almost optimal FAI. For the algebraic degree, although some variables can reach the upon bond n−1, for a number of other variables, their algebraic degree are less than n−1. In this section, by modifying the two sets T and U to construct a new kind of RSBFs with better cryptographic properties: optimal AI, higher algebraic degree and almost optimal FAI.
Based on the definition of T h and U h , we define V h and S h as follows. When 3≤h≤6, define V h = T h . When h≥7, denote t = (1, 1, 0, 1, 0, 1, 0 , · · · , 1, 0
, 1, 1, 0, 0, 0, · · · , 0 2(k+1−h) ), and define
Clearly, V h is a subset of T h . The corresponding definition of S h is S h = α ⊕ (0, · · · , 0, 1, 0, 1, 0, · · · , 1, 0
Then S h is a subset of U h . These sets V , S,Ṽ ,S can be defined similarly as T , U ,T ,Ũ in Section III. Note that 
where F(x) is the majority function defined in Definition 2.
Then we analyze the properties of f (x). When k increases, the value of δ shows a decreasing trend in the Table 2 . We can assume that when k is large enough, δ tends to 0, i.e., nl(f ) is very close to nl(f ). So the value difference between the two Boolean functions has little impact on the results. Similar to the proof of Theorem 3, we can draw a conclusion that deg(f ) = n−1 when n = 2 m +1, and deg(f ) ≤ n−2 when n = 2 m +1. Then we complete the process of proof. Clearly, the algebraic degree of f (x) can reach n−1 in most cases. At last, let us consider the ability of f (x) to against fast algebraic attacks. When the value of n is 11, 13 and 15. We used exhastive search to find the smallest pair (e, d) which means the sum of e and d reach the minimum. Finally, we found the smallest pair only exists for e+d ≥ n−1. That means FAI(f ) = n−1 for the value of n being 11, 13 and 15. The experiment results show that, the function f (x) have very good behavior to avoid fast algebraic attacks.
V. CONCLUSION
In this paper, we proposed a construction of odd-variable RSBFs with optimal AI. And the nonlinearity of the function is higher than other RSBFs with optimal AI published before. With minor modifications, the algebraic degree of our new function is high enough and the FAI is calculated to be almost optimal at least for n = 11, 13 and 15.
