Abstract. Consider a chordal random curve model on a planar graph, in the scaling limit when a fine-mesh graph approximates a simply-connected planar domain. The well-known precompactness conditions of Kemppainen and Smirnov show that certain "crossing estimates" guarantee the subsequential weak convergence of the random curves in the topology of unparametrized curves, as well as in a topology inherited from curves on the unit disc via conformal maps. We complement this result by proving that proceeding to weak limit commutes with changing topology, i.e., limits of conformal images are conformal images of limits, without imposing any boundary regularity assumptions on the domains where the random curves lie. Treating such rough boundaries becomes necessary, e.g., in convergence proofs to multiple SLEs. The result in this generality has not been explicated before and is not trivial, which we demonstrate by giving warning examples and deducing strong consequences.
1. Introduction 1.1. Background. In physics, Conformal field theories were formulated as scaling limit candidates for planar lattice models of statistical mechanics at criticality [Pol70, BPZ84a, BPZ84b, Car88] . Mathematicalphysics proofs of conformal invariance properties in such scaling limits have only been achieved more recently, one successful approach being to prove the convergence of interface curves to conformally invariant random curves, called Schramm-Loewner evolutions (SLEs) [Sch00, RS05] . Such All SLE convergence proofs consist of two parts: precompactness, i.e., the existence of subsequential scaling limits, and identification of any subsequential limit. The precompactness part is not modelspecific, in the sense that it is usually deduced as a consequence of certain "crossing estimates" [AB99, KS17] . These estimates for instance guarantee that a family of random curve models is precompact in a standard topology of unparametrized curves, as well as in a topology inherited from curves on the unit disc D via conformal maps. The main theorem 4.4 of this paper states that the weak limits in these two topologies agree, i.e., proceeding to limit commutes with changing topology, assuming the same crossing estimates as [KS17] and not assuming any boundary regularity of the graphs where the random curve models were defined. Such a commutation of limits is necessary for identifying SLE type scaling limits in the topology of unparametrized curves, but it has to our knowledge not been explicated in the literature before. This is probably since the commutation is easy to prove if either suitable boundary regularity is assumed, or if boundary visits of the random curves can be excluded. Apart from interest on its own right, treating rough boundaries becomes imperative when proving convergence to multiple SLEs, due to their definition in terms of iterated SLE type growth processes. The results in this paper do not rely on the curves lying on graphs, and they also have interesting implications in terms of chordal SLEs, which will be discussed.
1.2. The main application. All SLE type curves are defined via a driving function W · : R ≥0 → R, which first yields via Loewner's equation a curve in a reference domain, say the curve γ D in the unit disc D, and the SLE type curve γ in the domain of interest Λ is then defined via conformal invariance:
Now, assume that we study a lattice model on graph domains Λ n , n ∈ N, approximating the domain Λ in some sense, and that we wish to show that some discrete interface curves γ (n) on Λ n converge weakly to the SLE type curve γ in Λ. Precompactness guarantees the subsequential convergence of γ (n) to some limit, but due to the very definition of SLE, this limit may be identified as an SLE only via its driving function. Thus, the only possibility to prove the convergence of γ (n) to SLE is to map it to its driving function W (n) ,
then prove precompactness also in the sense of the curves γ 1.3. Organization. In Section 2, we define the necessary notions of convergence and recall some basic facts about SLE. In Section 3 we discuss easy special cases of our main theorem, when either the boundaries of the domains Λ n or the limiting curves γ D are regular enough, and give warning examples showing that the general case will require caution. These short computations should explain why the main question of this paper has not attracted attention in the context of single SLE convergence, and why it should do so in the context of multiple SLEs. Section 4 constitutes the statement and parts of the proof of the main theorem 4.4, while the technical key step of the proof is postponed to Appendix A. Some extensions of Theorem 4.4 are given in Section 4.5. Finally, in Section 5 we demonstrate the power and nontriviality of our main theorem by giving proofs of certain regularity and stability properties of the chordal SLE.
In this paper, we are interested various limits where a domain Λ is given, and some domains Λ n approximate Λ in the sense of kernel convergence. In such a case, it is easy to see that the above convergence holds for any fixed u ∈ Λ (taking the tail of the sequence Λ n if needed). In that case, we simply say that Λ n → Λ in the Carathéodory sense as n → ∞, or that Λ n are Carathéodory approximations of Λ. We extend the definition of Carathéodory approximations to domains (Λ n ; p
2 ) with two marked prime ends: (Λ n ; p
2 ) → (Λ; p 1 , p 2 ) in the Carathéodory sense as n → ∞, if Λ n → Λ in the Carathéodory sense and (φ n (p
2 )) → (φ(p 1 ), φ(p 2 )) as n → ∞, where, with a slight abuse of notation, we will also denoted the map on prime ends induced by φ as φ. 
|γ(t) −γ • ψ(t)|´,
where the infimum is taken over all reparametrizations ψ. The closed subset of X(C) consisting of curves that stay in D is denoted by X(D). The spaces X(C) and X(D) are then complete and separable. This is essentially inherited from the completeness and separability of space of continuous functions on [0, 1], when equipped with the metric of uniform convergence.
With a slight abuse of notation, we will in continuation not differ between a curve γ and its equivalence class [γ], denoting both by γ. Likewise, if there is no danger of confusion, we will denote the image set γ([0, 1]) ⊂ C of a curve γ simply by γ.
Space of continuous functions.
We equip the space C of continuous functions W · : R ≥0 → R with the topology of uniform convergence over compact subsets. This topology can be metrized, e.g., by
The space of continuous functions is then complete and separable, which is essentially inherited from the completeness and separability of the space of continuous functions on [0, 1], when equipped with the metric of uniform convergence.
2.3. Schramm-Loewner evolutions. We now briefly review some Loewner theory and basics of SLE. We emphasize that the main theorem of the paper neither concerns nor relies on Loewner theory. This subsection is included for background, as SLE type sclaing limits are the intended application of the main theorem, and for the application example of Section 5. The topics of this subsection are introduced more thoroughly, e.g., in the text books [Law05, BN14, Kem17] .
2.3.1. From differential equation to growth process. The Loewner differential equation in the upper half-plane H determines a family of complex analytic mappings g t , t ≥ 0 by
where W · : R ≥0 → R is a given continuous function, called the driving function. For a given z ∈ H, the solution g t (z) of this equation is defined up to a possibly infinite explosion time, namely, τ (z) given by
The set where the solution is not defined is conventionally denoted by
The sets K t are growing in t, and for all t they turn out to be hulls, i.e., K t are closed and bounded, and H t =: H \ K t is simply-connected. If there exists a continuous map γ : R ≥0 → H such that H t is the unbounded component of H \ γ([0, t]) for all t, we say that the hulls (K t ) t≥0 are generated by γ. Furthermore, g t is a conformal map H t → H such that
The maps g t are called the mapping-out functions of H t .
2.3.2. The chordal SLE. The chordal SLE(κ) from 0 to ∞ in H is the random family of hulls (K t ) t≥0 , obtained from the Loewner equation (2.2) with the driving function a scaled standard Brownian motion W t = √ κB t , where κ ≥ 0. Equipping the space of collections of growing hulls either with the topology generated by their driving functions, or a suitable Carathéodory type topology [Kem17, Lemma 5.1], the collection (K t ) 0≤t≤T is, for all T ≥ 0, a measurable random variable with respect to the sigma algebra F T generated by the Brownian motion up to time T . For the rest of this paper, we will consider SLE(κ) with κ ∈ [0, 8).
It also turns out that the hulls (K t ) t≥0 are almost surely generated by a continuous map γ : R ≥0 → H with γ(0) = 0 and γ(t) t→∞ −→ ∞ [RS05] . Fix conformal (Möbius) maps ψ and ψ −1 taking the closure D of the unit disc to H and vice versa, say for definiteness
almost surely a curve in D. By Proposition 5.1 γ D is almost surely equal to an X(D)-valued random variable measurable with respect to the standard sigma algebra F ∞ of the Brownian motion B t . We call this measurable random variable the chordal SLE(κ) from −1 to 1 in D. Likewise, in a general simply-connected domain Λ with two marked prime ends a, b, the SLE is defined via conformal maps. If the domain is bounded and the boundary at the prime ends is not too irregular, the SLE exists as an X(C)-valued random variable measurable with respect to F ∞ ; see Proposition 5.2.
2.3.3. From growth process to differential equation. When defining SLEs above, we saw how an SLE curve γ D ∈ X(D) from −1 to 1 in D can be constructed from a suitable driving function W · : R ≥0 → R. To put our results in a context, we will now briefly discuss the converse question: given some curve γ D ∈ X(D), from −1 to 1 in D, when is there a driving function W t such that the curve γ D can be constructed from W t by the procedure above? The answer and a description of the function W t is known (see, e.g., [BN14] ), but we will content ourselves with the following special case: if the curve γ D is simple, stays inside D except for the end points, and the half-plane capacity of the hulls ψ(γ D ([0, t])) tends to infinity as t ↑ 1, then γ D can be constructed from a driving function W t by the procedure above. We say that W t ∈ C and γ D ∈ X(D) are Loewner transforms of each other.
Easy special cases and warning examples
In this section, we now show that the commutation of limits property attacked in this paper, as informally introduced in Section 1.2, is easy if either the boundaries of the domains Λ n or the limiting curves γ D are regular enough. Then, we give warning examples demonstrating its nontriviality in a general setup.
3.1. Easy special cases. Let Λ n approximate Λ in the sense of Carathéodory, and let φ n : Λ n → D and φ : Λ → D be conformal maps with φ −1
Assuming that the complements C \ Λ n are uniformly locally connected, as defined in [Pom92, Section 2.2], we will deduce below that the random variables
−→ γ weakly in X(C). For a concrete example of when this result is applicable in SLE convergence proofs, if C \ Λ is locally connected and Λ n is, for each n, the domain bounded by a simple loop on 1 n Z 2 that stays inside Λ and has a maximal number of squares, then C \ Λ n are uniformly locally connected.
For the well-definedness of the curves
, by the (mere) local connectedness of C \ Λ n , the functions φ 
is a measurable random variable. By the uniform local connectedness of C \ Λ n , also the limiting the function φ −1 can be extended continuously to D [Pom92, Corollary 2.4] and likewise φ −1 : X(D) → X(C) is continuous and
Proposition 3.1. Under the setup and assumptions above, we have γ
Proof. It is sufficient to show weak convergence with a bounded Lipschitz continuous test function
Now, the second term above becomes arbitrarily small as n → ∞ due to the weak convergence γ Another relatively easy special case of our main result is when boundary visits of γ D (at least outside of its end points) can be ruled out; see discussion after the proof of Theorem 4.4(A). As a first problem, it might then be that φ −1 cannot be extended continuously to D, so making sense of a random curve "φ −1 (γ D )" becomes an issue. For instance, the SLE(8) in (D; −1, 1) exists as a random Peano curve γ D ∈ X(D) and appears as a scaling limit of a lattice model [LSW04] , but if (Λ; a, b) is as in Figure 3 .1, then one can show that, almost surely, there exists no continuous curve γ :
Second, even if weak convergences γ (n) → γ and γ (n) D → γ D take place, general Carathéodory converging domains Λ n → Λ may contain "deep fjords", and it could occur that γ
D ) → γ weakly but the limit γ would not even stay in Λ. This would certainly prevent an agreement "γ = φ −1 (γ D )" of the limits. This problem has nevertheless been resolved in [KS17, Corollary 1.8].
Third, to establish the agreement "γ = φ −1 (γ D )", one will in addition need to rely on a detailed analysis of the boundary behaviour of the maps φ n are not conformal, the limit function φ −1 extends continuously to D, the weak convergences γ
D ) → γ hold in X(C), the limit curve γ stays in Λ, but the limits do not agree, γ = φ −1 (γ D ). Less trivial examples with the same idea could be developed, for instance, based on lattice models where an SLE convergence γ D ) converge to the curve γ depicted in Figure 3 .2(right)). In particular we have
After studying the main theorem 4.4, the reader can easily verify that the curves γ (n) D above even satisfy the "crossing estimates" taken as the hypothesis of that theorem. Indeed, the only difference in the setups of this warning example and Theorem 4.4 is that the maps φ n were not conformal here.
Weak limits and commutation with conformal maps
In this section, we recall the precompactness results of [KS17] in Theorem 4.2 and state our main theorem 4.4, showing a commutation of weak limits and conformal maps that complements the precompactness results.
4.1. Setup and notation. The results of [KS17] , as well as our Theorem 4.4 address the following setup. Let (Λ n ; a n , b n ), n ∈ N, be simply-connected planar domains with two marked prime ends. Equip each domain (Λ n ; a n , b n ) with a conformal map ϕ n : Λ n → D such that ϕ −1 n (−1) = a n and ϕ n (1) = b n . Let (P (n) , Ω (n) , F (n) ) be probability spaces that describe our random chordal curve model of interest on (Λ n ; a n , b n ) by the random variables
, and W (n) ∈ C measurable with respect to (Ω (n) , F (n) ). We assume that these three random variables are alternative descriptions of the random chordal curve, in the sense that, almost surely, γ 
is extended radially continuously to the boundary ∂D whenever possible (see Section 4.4.1).
Note that the relations between γ (n) , γ (n) D , and W (n) do not allow arbitrary chordal curves. For a concrete example of a chordal curve model yielding such a triple, assume that (Λ n ; a n , b n ) are polygonal "lattice domains", and γ (n) are simple polyline lattice curves that, for each n, can only take finitely many values and that stay inside Λ n except for their end points. Then, the conformal images γ
and are measurable random variables, and so do their driving functions W (n) ∈ C by the results of Section 2.3.3. Another concrete example is provided by the chordal SLE(κ) with κ ∈ [0, 8); see Section 5 for details.
Remark 4.1. For most parts of [KS17] , a slightly different setup is actually taken, assuming in addition that the curves γ (n) D are simple and stay inside Λ n except for their end points, and not assuming but proving the measurability of W (n) . We preferred the above setup due to SLE applications. For a discussion on the validity of both setups, see [KS17, Section 1.4].
4.2.
Hypotheses. The results of [KS17] , as well as the main result of this paper, take as a hypothesis certain "crossing estimates", more precisely, bounds on conditional probabilities of topologically unforced crossings of annuli or topological quadrilaterals. In this subsection, we give these hypotheses in detail, following the presentation of [KS17] . Let Λ be a simply-connected planar domain. We say that an annulus A(z, r, R) is on the boundary of Λ if B(z, r) ∩ ∂Λ = ∅. Let a, b be prime ends of Λ. We say that a connected component C of an annulus A(z, r, R) in Λ disconnects a from b in Λ if it disconnects some neighbourhood of a in Λ from some neighbourhood of b in Λ. A chordal curve γ from a to b in Λ makes an unforced crossing of A(z, r, R) if for some connected component C of A(z, r, R) ∩ Λ which does not disconnect a from b in Λ, there exists a subinterval
A topological quadrilateral (Q; S 0 , S 1 , S 2 , S 3 ) consists of a planar domain Q homeomorphic to a square, and arcs S 0 , S 1 , S 2 , S 3 of its boundary, indexed counterclockwise, that correspond to the closed edges of the square under the homeomorphism. There is a one-parameter family of classes of conformally equivalent topological quadrilaterals with labelled sides, and the equivalence class of (Q; S 0 , S 1 , S 2 , S 3 ) is captured by the modulus m(Q). It is the unique L > 0 such that there exists a biholomorphism between Q and the rectangle (0, L) × (0, 1), so that the sides S 0 , S 1 , S 2 , S 3 of Q correspond to the edges of the rectangle, and S 0 to {0} × [0, 1]. (There is an alternative terminology and notation:
Let Λ be a simply-connected planar domain. We say that a topological quadrilateral (Q; S 0 , S 1 , S 2 , S 3 ) is on the boundary of Λ, if Q ⊂ Λ and S 1 , S 3 ⊂ ∂Λ, while S 0 and S 2 lie inside Λ, except for their end points. Let a, b be prime ends of Λ. We say that such a topological quadrilateral Q disconnects a from b in Λ if it disconnects some neighbourhood of a in Λ from some neighbourhood of b in Λ. A chordal curve γ from a to b in Λ is said to make an unforced crossing of Q if there is a subinterval
intersects both S 0 and S 2 , but for t ∈ (t 0 , t 1 ) we have γ(t) ∈ Q.
Stopping times.
The hypotheses of the main results of this section are stated in terms of stopping times. One possible filtration to define these stopping times is described in [KS17, Section 2.1.2]. Since we assumed the measurability of the driving functions W (n) ∈ C, the following concrete description is sufficient for us. Denote by F (n) t the sigma algebra generated by the stopped driving function W (n) ·∧t ∈ C, and make it right continuous, so (F (n) t ) t≥0 is a right continuous filtration. By stopping times we mean stopping times with respect to this filtration. With a slight abuse of notation, given a stopping time τ ∈ [0, ∞) with respect to the filtration (F 
Condition (C):
We say that the measures P (n) satisfy condition (C) if for all ε > 0 there exists M > 0, independent of n, such that the following holds for all stopping times τ : for any topological quadrilateral
Condition (G):
We say that the measures P (n) satisfy condition (G) if for all ε > 0 there exists M > 0, independent of n, such that the following holds for all stopping times τ : for any annulus A(z, r, R) with R/r ≥ M on the boundary of Λ n \ γ (n) ([0, τ ]), we have In the setup and notation given in Section 4.1, suppose that the measures P (n) satisfy the equivalent conditions (C) and (G). Then the following hold: A) The measures P (n) are tight in the following senses:
i) as laws of the curves γ
D , on the space X(C) of plane curves modulo reparametrization ii) as laws of the driving functions W (n) , on the space C of continuous functions
In particular, by Prohorov's theorem, there exist subsequences (n k ) k∈N such that the random objects above converge weakly. B) If for some subsequence (n k ) k∈N , the weak convergence takes place in either topology above, it also takes place in the other one. Furthermore, denoting the weak limits by γ
Informally speaking, the theorem above proves that the diagram
4.4. Limits of conformal images and conformal images of limits. So far, we only addressed the curves γ
We next study the original curves γ (n) , adding the following assumptions to our setup described in Section 4.1.
• The domains Λ n are uniformly bounded, Λ n ⊂ B(0, M ) for all n, and (Λ n ; a n , b n ) approximate (Λ; a, b) in the sense of Carathéodory, i.e., the Riemann uniformization maps satisfy the convergence, φ −1 n → φ −1 uniformly over compact subsets of D.
• The conformal maps ϕ n : (Λ n ; a n , b n ) → (D; −1, 1) and ϕ : (Λ; a, b) → (D; −1, 1) normalized at boundary points are chosen so that also ϕ −1 n → ϕ −1 uniformly over compact subsets of D.
2 More precisely, the curve γ D ∈ X(D) almost surely has a Loewner transform, and the Loewner driving function obtained from this transform is almost surely equal to a C-valued random variable measurable with respect to the sigma algebra of γ D ∈ X(C). This random variable is in distribution equal to W . Conversely, the driving function W almost surely has a Loewner transform curve, and the curve in X(D) obtained from this transform is almost surely equal to an X(D)-valued random variable measurable with respect to the sigma algebra of W ∈ C. This random variable is in distribution equal to γ D .
Precompactness conditions for the curves γ (n) were studied already in [AB99] , and reformulated in terms of conditions (C) and (G) in [KS17] . However, to the best of our knowledge, an analogue of Theorem 4.2(B), stating an agreement of subsequential limits, has not been proven explicitly before, which we do here. Informally speaking, Theorem 4.4 below completes the commutative diagram
by adding the bottom left horizontal arrow. Proposition 4.7 will later show that this arrow is actually a two-direction arrow, but Theorem 4.4 alone is sufficient for the main application outlined in Section 1.2.
For multiple SLE applications, with more than two marked prime ends, it is more natural to use the Riemann uniformization maps φ n : Λ n → D than some boundary normalization. We thus explicate the following.
Proposition 4.3. In the notation and setup described above, denote φ n (γ (n) ) =γ n . With these observations, the proof is identical to that of Proposition 3.1.
4.4.1. Radially continuous extensions of conformal maps. To state our main theorem conveniently, we will extend the conformal map φ −1 : Λ → D to ∂D by radial limits whenever they exist. Formally, denote by P ε the radial projection on D,
and for z ∈ ∂D denote by φ −1 (z) the limit
whenever it exists. By the classical Fatou theorem, the limit above exists for Lebesgue-almost every z ∈ ∂D when Λ is bounded -a fact that we don't rely on but which motivates the definition. The conformal map ϕ −1 will likewise be extended by radial limits.
It holds true that the existence of such a radial limit of a conformal map at some z ∈ ∂D only depends on the prime end p of Λ to which z maps under the map of prime ends induced by that conformal map [Pom92, Corollary 2.17]. We thus say that radial limits exist or do not exist at p.
Close approximations of prime ends with radial limits.
To establish an agreement of limits of the type "γ = ϕ −1 (γ D )", we must assume some boundary regularity at the marked boundary points: first, ϕ −1 (±1) must make sense, requiring some regularity of ∂Λ at a and b, and second, undesired boundary behaviour of the approximations Λ n , as illustrated in Figure 4 .1, could imply that a weak limit γ does not even stay in Λ. Ruling out these problems at the marked boundary points will constitute the only boundary regularity assumptions in our main main theorem 4.4.
First we will assume that the radial limits exist at the prime ends a n , b n , a, and b of the respective domains. With slight abuse of notation, we will denote the radial limits (points in C) also by a n , b n , a, and b, respectively. Second, we will assume that the approximations a n and b n of a and b, respectively, are close. We say that a n is a close approximation of a prime end a, if a n → a as n → ∞ (as points
Figure 4.1. Schematic illustrations of undesired behaviour of boundary approximations (Λ n ; a n ) → (Λ; a). Left: a n → a. Right: a n → a but a n are not close approximations.
in C), and in addition the following holds: for any r > 0, r < d(a, u), denote by S r be the connected component of S(a, r) = ∂B(a, r) disconnecting a from u that lies innermost, i.e., closest to a in Λ. Such a component exists by Lemma A.3 and the existence of radial limits at the prime end a. Let w r ∈ S r be any fixed reference point; the precise choice makes no difference. Now, a n are close approximations of a if for any fixed 0 < r < d(a, u), taking a large enough n, a n is connected to w r inside Λ n ∩ B(a, r). Theorem 4.4. Consider the notation and setup described in Section 4.1 and in the beginning of Section 4.4. Assume that the measures P (n) satisfy the equivalent conditions (C) and (G) and that the prime ends a n and b n have radial limits and are close approximations of the prime ends a and b, with radial limits, respectively. Then, in addition to Theorem 4.2 and Proposition 4.3, the following hold:
A) The measures P (n) are tight as laws of the curves γ (n) on the space X(C) of plane curves modulo reparametrization. In particular, by Prohorov's theorem, there exist subsequences (n k ) k∈N such that γ (n k ) converge weakly to some random curve γ. B) If for some subsequence (n k ) k∈N weak convergence takes place in topology (i) of Theorem 4.2(A), γ
, and thus also in the sense of Proposition 4.3,γ
, then weak convergence also takes place in the topology of part (A) above, γ (n k ) → γ in X(C). Furthermore, we then have the equalities
Proof of Theorem 4.4(A). Fix > 0 and denote by S (a) and S (b) the cross cuts in Λ n as in Section 4.4.2, i.e., the innermost arcs of the circles S(a, ) and S(b, ), respectively, disconnecting the respective boundary points from u. Let w (a) ∈ S (a) and w (b) ∈ S (b) be the corresponding reference points. Let S (a) n be the arc of the circle S(a, ) in Λ n that contains w (a) (such an arc exists for all large enough n), and define S n , respectively. We first claim that, for any fixed > 0, the curves γ (n) are tight in X(C).
To see the tightness, fix any curve η from w (a) and w (b) in the limiting domain Λ such that η intersects S (a) ∪ S (b) only at its end points. By Carathéodory convergence and compactness arguments, we know that if r is small enough, then the (2r)-neighbourhood of η is contained in Λ n for all n large enough. Now, consider a circle arc S(z, r) of such a radius r, centered at an arbitrary point z. It is easy to argue that regardless of the precise shape of the initial segment
namely, those intersecting S (a)
n . In particular, the next segment
can be topologically forced to cross an annulus A(z, r, R), for any z and any R > r, at most twice. From this point, the proof tightness of γ (n) coincides with that of [KS17, Corollary 1.8]: using the observation of at most two forced crossings, a condition called (G3) in [KS17] equivalent to our Condition (G), and observing its similarity to the tightness condition of [AB99] (called (G4) in [KS17] ) it follows that the curves γ
are tight in X(C).
Next, fixε > 0 and apply the annulus crossing condition (G) to the annuli A(a, , χ ) and A(b, , χ ), where is as above and χ is large enough so that an unforced crossing of either annulus occurs with probability ≤ε/2. By a n and b n being close approximations of a and b, one deduces that, for large enough n, any crossing of
. Thus, for all n large enough,
Finally, take a sequence j ↓ 0. By first two paragraphs of this proof, γ (n) j are tight for all j, and Prohorov's theorem and diagonal extraction we may fix a subsequence (n k ) k∈N such that γ (n k ) j converges weakly as k → ∞, for all fixed j ∈ N. Repeating the argument of the third paragraph, we observe that for all fixed j ∈ N and fixed ≥ 1, taking k large enough
Next, we will need to use the metrizability of weak convergence on separable spaces by the Lévy-Prohorov metric d LP . We only outline the argument, referring the reader to [Bil99] for the definition and basic properties of this metric. Now, taking j large enough so that χ j <ε, equation (4.3) directly by definition implies that the laws of γ (n k ) j+ and γ (n k ) j are at Lévy-Prohorov distance ≤ε, which we denote by
slightly abusively only referring to the random variables and not their laws.
Denote now the weak limit of γ
Taking k large enough and using the triangle inequality of the Lévy-Prohorov metric d LP , we deduce: for allε > 0, taking j large enough,
That is, the sequence γ j of weak limits is Cauchy in the Lévy-Prohorov metric. Next, the space of Borel probability measures on a metric space, equipped with the metric d LP , is complete if the underlying metric space (here X(C)) is complete and separable [Bil99] . Thus, there exists an X(C)-values random variable γ whose law is the limit of the laws of γ j in the Lévy-Prohorov metric, equivalently, γ j → γ weakly in X(C) as j → ∞. We claim that γ
) ≤ε for all k large enough, and the rest follows by the triangle inequality for the Lévy-Prohorov metric and the weak convergences To prove Theorem 4.4(B) in full generality, we will first show the following weak convergence. Later, improving it to an almost sure convergence will yield the desired result. 
Proof. Assume thatγ
limits, so we can pick a further subsequence (n kj ) j∈N such that γ (n k j ) converges weakly in X(C), γ (n k j ) → γ. To prove that γ (n k ) converges weakly, it suffices identify any such weak limit γ by establishing the weak convergence
Thus, for the rest of this proof, we omit all subsequence notations, and assume simply that γ (n) and γ (n) D tend weakly in X(C) to γ andγ D , respectively, aiming at to prove this relation ofγ D and γ.
We first claim that for any bounded Lipschitz function f : X(C) → C and fixed ε > 0, we have
Indeed, the left-hand side of (4.4) is bounded by
The latter term above becomes arbitrarily small as n → ∞ by the weak convergenceγ
The former term becomes arbitrarily small since f is Lipschitz and φ −1 n • P ε → φ −1 • P ε uniformly over D, and thus also uniformly over X(D).
We next state a lemma that plays a central role in the proof. Define the curve P Λn ε (γ (n) ) ∈ X(C) by
. Then, we have the following.
Key lemma 4.6. In the setup and notation of this proposition, for any > 0 and anyε > 0, there exists ε 0 > 0 such that if ε < ε 0 and n > n 0 (ε), then
The proof of this lemma is somewhat technical, and we thus first finish the proof of this proposition taking the lemma as given, and postpone the proof of the lemma to the appendices. Consider again f : X(C) → C a bounded Lipschitz function. Now, compute
where step (4.5) used the weak convergence of γ (n) ; step (4.6) used the yet unproven key lemma and the fact that f is bounded and Lipschitz. (The notation o ε (1) stands for o(1) as ε ↓ 0.) Since the statement of the key lemma holds for all n > n 0 (ε), the error term in (4.6) is small uniformly over n > n 0 (ε).
Step (4.7) above uses the uniformity of the error o ε (1); step (4.8) used the convergence (4.4). Finally, the obtained equation holds for any bounded Lipschitz function f , which is a re-statement of the weak convergence
This finishes the proof.
Note that to prove Theorem 4.4(B), it suffices to show the first equality in distribution
Namely, by Proposition 4.3, we may couple
. This also holds for the maps extended by radial limits; see [Pom92, Corollary 2.17].
In the special case when the limiting domain Λ is regular enough so that the conformal map φ −1 extends continuously to the closed unit disc D, Theorem 4.4(B) is a trivial consequence of Proposition 4.5. Namely, then φ −1 is continuous as a map X(D) → X(C), and clearly
giving another description for the weak limit in Proposition 4.5, so γ
. Below we prove Theorem 4.4(B) for a general limiting domain Λ.
Proof of Theorem 4.4(B).
The idea of the proof is to improve the weak convergence of Proposition 4.5 to an almost sure convergence. We give the proof in steps.
Step 1: Fix a sequence ε j ↓ 0. Then,γ D -almost surely, there exists a subsequence (j k ) k∈N , possibly depending onγ D , such that the curves
Proof of Step 1: The curves φ −1 • P εj (γ D ) converge weakly by Proposition 4.5 and are thus tight by Prohorovs theorem. I.e., for anyε > 0, there is a compact set Kε ⊂ X(C) such that
Namely, as events,
∈ Kε for only finitely many j}
where the events in the union are increasing. Using the tightness and basic probability,
∈ Kε for only finitely many j}], proving (4.9). Now, given the event {φ −1 • P εj (γ D ) ∈ Kε for infinitely many j}, which occurs with probability ≥ 1 −ε, we may by compactness pick a subsequence of curves γ k = φ −1 • P εj k (γ D ) that converges in X(C). Sincẽ ε can be made arbitrarily small, this proves Step 1.
Step 2: Fix a realization and a parametrization ofγ D , such that the limit γ k → γ ∞ in X(C) of Step 1 exists. Then, the function φ −1 , as extended by radial limits to ∂D whenever possible, exists on all ofγ D and the convergence
is uniform over t ∈ [0, 1].
Proof of
Step 2: Assume for a contradiction that the points φ −1 •P ε (γ D (t)) do not convergence uniformly. Consider the "conformal ray segment"
It is easy to see that, for fixed t, the points φ Denoting θ(t) = arg(γ D (t)), we assume by compactness that e iθ(tm) converge, e iθ(tm) → e iθ , and that the sequence of arguments θ(t m ) is monotonous. Now, given the sequences r m ↓ 0 and t m ∈ [0, 1], we construct a subsequence (m n ) n∈N of m:s that allows us to deduce a contradiction. First, take m 0 large enough as detailed soon. For every m n we define λ n < r mn small enough so that the "conformal ray segment" (r mn , t mn ) \ (λ n , t mn ) has diameter > 3 /4. Let x n and y n be two points on (r mn , t mn ) \ (λ n , t mn ) such that d(x n , y n ) > /2, and let y n correspond to a smaller ε in P ε (γ D (t mn )). By Proposition A.7, any connected component of the sphere S(x n , ρ n ) that separates x n from u (the normalization point of the Riemann uniformization map φ) in Λ, actually separates from u the remainder of the whole conformal ray from x n onwards. Denote this component of the sphere S(x n , ρ n ) by S
n is a cross cut in Λ. The radius ρ n can be taken small depending on r mn as described in Proposition A.7, but here it suffices to know that we can take ρ n ↓ 0 as r mn ↓ 0. We take m 0 large enough so that ρ n < /8 for all n. Define similarly a cross cut S (y) n from the sphere S(y n , ρ n ). Note that S (x) n disconnects S (y) n from u, and that the conformal images φ(S (x) n ) and φ(S (y) n ) are cross cuts in D [Pom92, Proposition 2.14]. Changing the radius ρ n slightly if needed, we assume that these cross cuts in D don't end at the boundary point e iθ ∈ ∂D. Finally, given the beginning of the subsequence m 1 , . . . , m n , we define inductively the next index m n+1 so that the cross cut φ(S 
Now, going back to the converging sequence of curves
we observe that for all large enough k so that ε j k < r mn , the curves P εj k (γ D ) must cross the two cross
Mapping conformally, γ k must cross the corresponding cross cuts S (x) n and S (y) n in Λ and thus contains a subcurve that connects those cross cuts and has diameter ≥ /4. From the convergence γ k → γ ∞ in X(C), one deduces that also γ ∞ crosses the corresponding cross cuts S n . This holds for all n.
We now claim that γ ∞ has to contain infinitely many disjoint time intervals [t 1 , t 2 ] ⊂ [0, 1] such that γ ∞ ([t 1 , t 2 ]) has diameter ≥ /4. This is not possible for a continuous function defined on the compact time interval [0, 1], thus leading to a contradiction. To construct the disjoint time intervals, we have to consider three separate cases, illustrated in 4.2:
• infinitely many of the boundary quadrilaterals Q n in Λ determined by the two cross cuts S (x) n and S (y) n contain either a or b, say for definiteness b;
• infinitely many of the boundary quadrilaterals contain neither a nor b and disconnect a from b; and • infinitely many of the boundary quadrilaterals contain neither a nor b and do not disconnect a from b.
Let us denote the infintely many quadrilaterals by Q 1 , Q 2 , . . ., suppressing a subsequence notation. For the first case, notice that the quadrilaterals are nested, Q 1 ⊃ Q 2 ⊃ . . . as depicted in Figure 4 .2, by the monotonicity of θ(t m ). Now, consider γ ∞ up to the end of any crossing of Q n from S n+1 , or it is topologically forced to do so also after hitting the crossing of Q n . Iteratively, we can find disjoint crossings of the quadrilaterals Q 1 , Q 2 , . . ., appearing on γ ∞ in the order of the quadrilaterals. The second case is trivial: the quadrilaterals are then by construction disjoint, and so are their crossings. In the third case, assume for definiteness that the boundary points e iθ(tm) corresponding to the quadrilaterals move farther from a and towards b. Case three is then proven identically to the first one. This completes the contradiction, proving Step 2.
Step 3: The convergence of Step 1 is not only subsequential but genuine, i.e.,γ D -almost surely
and then one parametrized representative of the equivalence class of γ ∞ is given by the limit of Step 2:
Proof of Step 3: By
Step 2, the function t → φ −1 (γ D (t)) is the uniform limit of the continuous functions φ −1 • P εj (γ D )(t). As such it is continuous, i.e., a curve, and the limit of the curves φ −1 • P εj (γ D ) both in parametrized and unparametrized sense. Since γ ∞ is the limit of the subsequence φ −1 • P εj k (γ D ) in the unparametrized sense, we deduce that φ −1 (γ D (t)) and γ ∞ coincide in X(C), i.e., the function φ −1 (γ D (t)) is a parametrized representative of γ ∞ .
Step 4: The curve
Step 3 is almost surely equal to an X(C)-valued measurable random variable with respect to the sigma algebra ofγ D ∈ X(C). Denoting this measurable random variable (slightly abusively) by φ −1 (γ D ) we have the equality in distribution
where γ is the weak limit in Theorem 4.4(B).
Proof of
Step 4:
Step 3 an almost sure limit of the measurable functions
As such, it is almost surely equal to a random variable measurable with respect to the sigma algebra ofγ D ∈ X(C). Denoting this measurable random variable also by φ −1 (γ D ), we thus also have the convergences
surely and weakly in X(C).
On the other hand, by Proposition 4.5,
Since limits in distribution are unique, we have the equality in distribution Proof. By Theorem 4.2, we can extract further subsequnces (n kj ) j∈N along which γ
weakly, and such a weak limit γ D satisfies γ
by Theorem 4.4(B). We will show that this equality determines the distribution of γ D . The weak convergence γ
The idea is to construct a Borel measurable injective function f : X(D) → X(C), independent of the distribution of γ D , that maps γ D to a measurable random variable a.s. equal to the pointwise application ϕ −1 (γ D ) appearing in Theorem 4.4(B). First, the limit as ε ↓ 0 of the continuous functions
applied to a curve in X(D) exists on a Borel set E 1 of curves in X(D). Let E 2 be another Borel set of X(D), as will be precised shortly. Define f to be this limit on E 1 ∩ E 2 , and on X(D) \ (E 1 ∩ E 2 ), define f so that it shifts the plane curves by a fixed large complex number, so that the image curve of a curve in X(D) \ (E 1 ∩ E 2 ) will not intersect Λ. Then f is Borel measurable X(D) → X(C). By Steps 2 and 3 in the proof of Theorem 4.4(B), for any γ D ∈ E 1 ∩ E 2 , one parametrized representative of f (γ D ) ∈ X(C) is given in terms of a parametrized representative γ D by ϕ −1 (γ D ).
We now construct the Borel set E 2 ⊂ X(D) so that f is an injection, and 
Thus, the distribution of γ determines the distribution of γ D . The claim follows.
The exactly same argument as above shows that in the triple (γ 
and weak convergence in any of the three topologies implies weak convergence in the two others. 
weakly as continuous functions.
Proof. Repeating the argument of Proposition 4.3 for the parametrized curves, we observe that ifγ 
in the sense of parametrized curves.
From Theorem 4.4, we know that φ
weakly as unparametrized curves in X(C), and we wish to improve this to the parametrized curves. We will need three observations. First, the proof of the Key lemma 4.6 relies on fixing a parametrization ofγ D in Section A.2, so we directly have its analogue for parametrized curves: for any > 0 and anyε > 0, there exists ε 0 > 0 such that if ε < ε 0 and n > n 0 (ε), then
≤ε, where the distance d is now in the space of continuous functions. Second, arguing as in the proof of Proposition 4.5, we have φ
weakly in the space of continuous functions, for any fixed ε > 0. Third, from Step 3 in the proof of Theorem 4.4(B), we know that
almost surely and weakly in the space of continuous functions, and φ −1 (γ D ) an almost sure limit is almost surely equal to a measurable random variable, which we will abusively also denote by φ −1 (γ D ).
Take now f a bounded Lipschitz continuous test function mapping the space of continuous functions to R, and the three observations above to obtain
The o ε (1) terms are uniform over all k large enough, so we conclude that φ
weakly in the space of continuous functions.
Application examples
In this section, we demonstrate the power of Theorem 4.4 by proving certain highly desirable measurability and stability results for the chordal SLE(κ) curves in X(C), where κ ∈ [0, 8). Analogous results could be phrased for curves parametrized by capacity using Proposition 4.8. (D; −1, 1) . To be able to apply our results, we will first need to introduce chordal SLE in the topology of X(D).
Chordal SLE in
Proposition 5.1. Let γ D be the chordal curve in (D; −1, 1), obtained from a chordal SLE(κ) with κ ∈ [0, 8) as described in Section 2.3.2. Then, γ D is a.s. equal to an X(D)-valued random variable, measurable with respect to the sigma algebra F ∞ of the Brownian motion B t ∈ C that defines the SLE.
Proof sketch. The driving function W t = √ κB t ∈ C is trivially measurable with respect to F ∞ , and it has (almost surely) a Loewner transform curve γ D ∈ X(C), as discussed in Section 2.3.2. At this point we only know the measurability of γ D in a suitable Carathéodory topology, as also discussed in Section 2.3.2, and wish to prove its measurability in X(C).
Note first that condition (C) can be formulated only in terms of hulls and stopping times of the Loewner process. We claim that the curve γ D satisfies condition (C). Indeed, this is proven in [KS17, Theorem 1.10]. Alternatively, it can be proven as a simple consequence of the SLE semicircle intersection probabilities [AK08] , using the connection of conditions (C) and (G). Finally, arguing identically to the proof of [KS17, Theorem 1.7] (stated as Theorem 4.2(B) in this paper), condition (C) implies that for any ε > 0, there is a set K ε in the space of curves with a Loewner transform, compact both in the topology of the driving functions W ∈ C and the curves γ D ∈ X(C), carrying probability mass P[W ∈ K ε ] ≥ 1 − ε, and on which γ D ∈ X(C) is a continuous function of W ∈ C. The claim follows.
We will in continuation not differ in notation between the curve γ D , as first defined in Section 2.3.2, and the a.s. equal measurable X(D)-valued random variable obtained above.
5.2.
Chordal SLE in arbitrary bounded domains. We prove the existence of a random curve in X(C), measurable with respect to the Brownian motion generating an SLE, which is the SLE(κ) for κ ∈ [0, 8) in an arbitrary bounded simply-connected domain (Λ; a, b) with marked degenerate prime ends. This should be contrasted with the non-existence of SLE (8) Proof. Let u ∈ Λ satisfy ϕ(u) = 0. Rotating Λ, we may assume that ϕ is the Riemann uniformization map from Λ to D, normalized at u. Let Λ n be the following approximations of Λ from inside by 1 n Z 2 : Λ n are bounded by the simple loop on 1 n Z 2 that encloses u and contains a maximal amount of squares. Let ϕ n be their Riemann uniformization maps normalized at u, and let a n and b n be the boundary points of 1 n Z 2 mapping to −1 and 1 under ϕ n , respectively (all prime ends of Λ n are indeed genuine boundary points). It follows that (Λ n ; a n , b n ) → (Λ; a, b) in the sense of Carathéodory. Since the domains Λ n are polygonal, ϕ −1 n extends continuously to D and thus defines a continuous map X(D) → X(C). It is also easy to show that a n and b n are close approximations of a and b, respectively. Now, let γ D ∈ X(D) be an SLE(κ) measurable random curve in (D; −1, 1), as given by Proposition 5.1, and let γ
in (Λ n ; a n , b n ) are also measurable random variables in X(C). Now, the random curves described by γ 5.3. Stability of chordal SLE. We finish with proving the stability of the chordal SLE, as given by Proposition 5.2, with respect to the domain of definition and the parameter κ. SLE stability in κ has been addressed in [JRW14, KS17] , and Carathéodory stability for SLE(κ) with κ ≤ 4, in [KL07] .
Proposition 5.3. Let (Λ n ; a n , b n ) be simply-connected domains with marked prime ends with radial limits, and let γ (n) ∈ X(C) be the SLE(κ n ) curves in (Λ n ; a n , b n ), where κ n < 8, as given by Proposition 5.2. Assume that κ n → κ < 8 and (Λ n ; a n , b n ) are close Carathéodory approximations of (Λ; a, b) , where a and b are prime ends with radial limits. Then γ (n) converge weakly in X(C) to the SLE(κ) curve γ in (Λ; a, b) .
Proof. Embed all the SLEs in the same probability space by sampling the driving functions from the same Brownian motion, W In this appendix, we give the proof the following Key lemma 4.6, postponed in the proof of Proposition 4.5 and restated below. This lemma also constitutes the bulk of the proof of Theorem 4.4.
Key lemma A.1. In the setup and notation of Proposition 4.5, for any > 0 and anyε > 0, there exists ε 0 > 0 such that if ε < ε 0 and n > n 0 (ε), then
A.1. Fjords. We first formalize the concept of fjords in a domain, rather similarly to [KS17] . Here and in continuation, we will denote a simply-connected planar domain by Λ * in definitions and statements that we later wish to apply to the sequence Λ n .
Let Λ * be a simply-connected domain, u ∈ Λ * and a * and b * prime ends of Λ * . Let S be a cross cut of Λ * , with diam(S) ≤ δ. Then, we say that the union F of S and the connected component of Λ * \ S that does not contain u is a δ-fjord with respect to u. Similarly, if some neighbourhoods of a * and b * , respectively, are both contained in one and same connected component of Λ * \ S, then S and the connected component F of Λ * \S not adjacent to a * and b * form a δ-fjord with respect to (a * , b * ). We say that a point z ∈ F lies -deep in F if the interior distance in Λ * from z to S is at least ,
As proven in [KS17] , random curve models satisfying the equivalent crossing conditions (C) and (G) are unlikely to visit deep and narrow fjords with respect to (a n , b n ).
Lemma A.2. In the setup of Section 4.1, assume that the domains Λ n are uniformly bounded, Λ n ⊂ B(0, M ) for all n, and that the measures P (n) , satisfy the equivalent conditions (C) and (G). Then, for
is any finite collection of disjoint δ-fjords with respect to (a n , b n ) in Λ n , then
Proof. This is an immediate consequence of [KS17, Lemma 3.14].
A.2. Fjords and boundary behaviour of conformal rays. This subsection constitutes our study of boundary behaviour of conformal maps, aiming at Proposition A.7. Let us begin with a simple observation from plane geometry, and then discuss the proposition informally.
Lemma A.3. Let Λ * be a simply-connected domain and z, u ∈ Λ * and d > 0 such that d(z, ∂Λ * ) < d < d(z, u). Then, there are finitely many connected components of the circle arc S(z, d) in Λ * that disconnect z from u in Λ * . A unique one of these connected components is innermost, in the sense that it disconnects all the others from z in Λ * . If d 1 < d 2 and S 1 , S 2 are the innermost connected components of S(z, d 1 ) and S(z, d 2 ), respectively, then S 1 separates S 2 from z in Λ * .
Proof. There exists a broken line of finitely many line segments from u to z in Λ * . Such a broken line intersects S(z, d) finitely many times, proving the finite number of separating components. The uniqueness of the innermost component follows since the separating components S (j) of S(z, d) are disjoint, and thus each S (j) falls into one connected component of Λ n \ S (i) , where i = j. A similar disjointness argument shows the ordering of S 1 and S 2 .
The Key lemma A.1 compares the curves
n extended by radial limits) and
). The latter should be thought of as shifting points points of γ (n) in Λ n along conformal rays ρ
θ,0,1 , where we denoted
We will denote closed segments of conformal rays by
To support this interpretation of P Λn ε (γ (n) ), throughout this appendix, we will consider parametrized representatives of γ (n) and P Λn ε (γ (n) ) given in terms of a fixed parametrization ofγ
Then, slightly abusively, we denote by P Λn ε the map acting pointwise on points of γ (n) , so that P
. We extend P Λn ε by continuity in Λ n by denoting P Λn ε = φ −1 n • P ε • φ n on Λ n . Proposition A.7 states roughly the following (see also Figure A. 3). For any δ > 0, taking first ε small enough and then n large enough, so that the segments ρ In the special case when the Riemann uniformization map φ −1 from D to the limiting domain Λ extends continuously to D, a very short proof of Proposition A.7 can be given, using the classical Wolff lemma. We leave this special case to the reader, proving the general case in the remainder of this subsection.
A.2.1. Beurling estimate. Recall that the harmonic measure H(z, Λ, E) of a boundary set E ⊂ ∂Λ in a domain Λ as seen from z ∈ Λ is the probability that a Brownian motion launched from z first hits ∂Λ on E. In all the cases that we consider, H(z, Λ, E) is also the unique harmonic function in z ∈ Λ that takes boundary values 1 on E and 0 elsewhere on ∂Λ. An important property is that the harmonic measure is conformally invariant, in the sense that for a conformal map φ defined on Λ, then H(φ(z), φ(Λ), φ(E)) = H(z, Λ, E). 
, which is tight in the sense of relative error when K is a radial line segment in B and r ↓ 0.
A.2.2. Specific harmonic functions. When studying the conformal rays ρ (n) θ,p,q , we will make use of three specific harmonic functions, defined as linear combinations of harmonic measures, two satisfying a symmetry property and the third one a maximization property. These functions are harmonic in Λ n \ ρ 
θ,p,q . We define the harmonic functions h (n)
θ,p,q → R with a maximization property is defined as the harmonic measure
We define the harmonic function h
θ ) in the following precise sense.
Lemma A.5. For any 0 < ε < 1 and any p and q with 1
θ,p,q → R attains its unique maximum in B 1−ε at the point (1 − ε)e iθ .
Proof. We may assume that θ = 0, so that ρ θ,p,q is the real line segment
Green's third identity states that
where ν(w) is the outward normal unit vector of U at w, |dw| denotes the length element along the boundary ∂U , and G(z, w) is the Green's function of the Laplacian in any domain containing U . We choose the Green's function in D,
Now, the first term h(w)∇ w G(z, w) · ν(w) on the right-hand side of (A.1) cancels out; h m (w) = 0 on ∂D, while [p, q] is integrated in two directions with opposite normals ν(w). The second term disappears on ∂D, leaving
where we combined the integrations in two directions, using also the fact that the modulus of the gradient A.2.3. Carathéodory approximations and δ-interiors. Before the main result of this subsection, we need to prove a simple property of Carathéodory approximations. Let K ⊂ Λ * be compact and z ∈ Λ * \ K. We say that a curve η : [0, 1] → Λ * connects z to K δ-inside Λ * if η(0) = z, η(1) ∈ K, and η([0, 1)) ∈ K, and for the open δ-thickening of curve η
Lemma A.6. Assume that Λ n approximate Λ in the sense of Carathéodory, and that Λ is bounded. For any δ > 0, if ε < ε 0 is first taken small enough and then n ≥ n 0 (ε) large enough, then the following hold:
Proof. Since Λ is bounded, its closed δ/2-interior
is compact. The image of this set under φ in D is then also compact, and thus is contained in B(0, 1−ε 0 ) for some small enough ε 0 . For a fixed ε < ε 0 , we can by Carathéodory convergence take n 0 (ε) large enough so that for n > n 0 (ε), φ −1 n approximates φ −1 in B(0, 1 − ε) with error ≤ δ/4, and so that for every point of ∂Λ, there is a point of ∂Λ n at a distance ≤ δ/8. (The latter property follows by compactness of ∂Λ, by which it can be covered by finitely many balls B(x i , δ/16), where x i ∈ ∂Λ. Then, by Carathéodory convergence, for all large enough n, some point of ∂Λ n lies inside B(x i , δ/16) for all i.) It is now easy to conclude that
for all w ∈ φ , 1 − ε) ). Let us show that the curve η is not a connection δ-inside Λ n : if we also have z ∈ Λ then by (A.3), we have d(z, ∂Λ) ≤ 3δ/4 and thus also d(z, ∂Λ n ) ≤ 7δ/8, contradicting the assumption d(z, ∂Λ n ) ≥ δ. Thus, we must have z ∈ Λ, and the curve η has to intersect ∂Λ: there is t ∈ (0, 1) such that η(t) ∈ ∂Λ, and by (A.3) the point η(t) also satisfies d(η(t), φ −1 n (B(0, 1 − ε))) ≥ δ/4. Now, there is a point of ∂Λ * at a distance ≤ δ/8 from η(t), which proves part (ii). Proposition A.7. There exists an absolute constant C 0 > 1 such that the following holds for all C > C 0 . Let Λ * be a simply-connected planar domain and u ∈ Λ * the point of normalization of the Riemann uniformization map φ * : Λ * → D. Fix δ > 0 such that Cδ/d(u, ∂Λ * ) is smaller that another suitable absolute constant, and assume that if we take ε > 0 small enough, then properties (i) and (ii) of Lemma A.6 hold for that δ. Then, for all z of the form z = φ −1 * ((1 − ε)e iθ ), the innermost connected component of the circle S(z, Cδ) in Λ * that separates z from u, also separates the whole conformal ray segment ρ ( * ) θ,1−ε,1 from u.
In particular, if Λ n approximate Λ in the sense of Carathéodory and Λ is bounded, then for any δ > 0 such that Cδ/d(u, ∂Λ) is smaller that a suitable absolute constant, there exists ε 0 > 0 such that if ε < ε 0 , the above holds for all the domains Λ n with n ≥ n 0 (ε).
Proof. The second claim is a straightforward consequence of Lemma A.6 and the first claim, so it suffices to prove the first one. Assume for a contradiction that for some conformal ray ρ ( * ) θ,1−ε,1 in some domain Λ * , the innermost disconnecting component of S(z, Cδ) of does not separate ρ ( * ) θ,1−ε,1 from u. We will show that there is an absolute constant C 0 such that if C > C 0 , this assumption leads to a contradiction.
Define the following objects, schematically illustrated in Figure A .4. Let S 2 and S 0 be the innermost disconnecting components of S(z, Cδ/3) and S(z, Cδ) in Λ * , respectively. (Such disconnecting components exist assuming that Cδ/d(u, ∂Λ * ) is small enough.) Denote by Q the component of Λ * \ (S 0 ∪ S 2 ) adjacent to both S 2 and S 0 , and equip (Q; S 0 , S 1 , S 2 , S 3 ) with the structure of a topological quadrilateral, where S 0 and S 2 are as above, and the remaining sides are on ∂Λ * and indexed counterclockwise. Take the conformal ray segment ρ ( * ) θ,p,q which is "the first crossing of Q on ρ ( * ) θ,1−ε,1 ", i.e., q is the smallest number > (1 − ε) such that φ −1 * (qe iθ ) ∈ S 0 , and p is the largest of number < q such that φ −1 * (pe iθ ) ∈ S 2 . Such p and q exist by the counter assumption and the continuity of the map t → φ −1 * (te iθ ).
Consider first the harmonic function h θ . The cross cuts S 2 and S 0 are arcs of the circles S(z, Cδ/3) and S(z, Cδ), respectively, and they determine a quadrilateral Q ⊂ Λ * with sides S 0 , S 1 , S 2 , and S 3 , crossed by ρ Next, letS be the innermost disconnecting arc of S(z, 2Cδ/3), which by Lemma A.3 traverses from side S 1 to S 3 inside the quadrilateral Q. We claim that there is a point w ∈ φ To prove the existence of the desired w, consider the following three curves from z to S 0 that only hit S 0 at their end points, illustrated in Figure A .5(Left):
• the conformal ray segment ρ ( * ) θ,1−ε,q , where q is as previously;
• the conformal ray segment ρ ( * ) θ,r,1−ε , where r is the largest number < 1 − ε such that φ −1 * (re iθ ) ∈ S 0 ; and • the segment η along the smooth Jordan curve φ −1 * (S(0, 1 − ε)) from z to first hitting S 0 , to the direction chosen so that η is disconnected from ∂Λ * by S 0 ∪ ρ two difficulties. First, Lemma A.2 requires a finite collection of disjoint fjords, while Proposition A.7 gives a fjord for each conformal ray. Second, that Lemma A.2 addresses fjords with respect to (a n , b n ) while Proposition A.7 addresses fjords with respect to u. Roughly, the purpose of this subsection is to overcome these difficulties for points x = γ (n) (t) that are not in some fixed neighbourhoods of a n or b n .
A.3.1. Defining the fjords. We start by constructing the finite collection of disjoint fjords. Assume that Λ n → Λ in the sense of Carathéodory kernel convergence with respect to u. Given δ > 0 we define, for each domain Λ * , a finite collection (F i=1 of disjoint fjords with respect to u in Λ * as follows. Start with the plane and Λ * . Then, we draw, say in black, the square grid CδZ 2 , and the component of the (C + 1)δ-interior of Λ * containing u, denoted G. Here C is the absolute constant from Proposition A.7 -note that the cross cuts given by that proposition will not intersect the (C + 1)δ-interior of Λ * . Then, we draw, say in red, the simple loop η on the grid CδZ 2 that stays inside G and encloses u and a maximal amount of squares. So any square of CδZ 2 , with at least one side being on the loop η but the square not enclosed by η, must intersect C \ G. For all such squares not inside η, we first draw in red the boundary of the square from the loop η in both directions until it hits ∂G. From those hitting points, we draw, still in red, a straight line segment to the closest point on ∂Λ * , thus of length (C + 1)δ. It is a simple exercise in plane geometry to show that two such line segments cannot intersect in Λ n . Now, the line segments drawn in red divide Λ n into connected components, one of which is the interior of η and the remaining ones are the desired fjords (F i=1 are fjords with respect to u, and disjoint and finitely many. The mouths of the fjords have a diameter at most 6Cδ: indeed, each mouth consists of line segments from the square of CδZ 2 , and two other segments of length (C + 1)δ, and √ 2Cδ + 2(C + 1)δ < 6Cδ.
A.3.2. d(x, P
Λn ε (x)) and visiting deep fjords. We now prove that if the point x ∈ Λ n is such that d(x, P Λn ε (x)) ≥ , then x lies deep in some of the fjords F (n) i . Lemma A.8. Given δ, assume that ε is small enough and n is large enough, as given by Proposition A.7. Take the fjords (F 
where the second step is the triangle inequality. The claim follows.
A.3.3. Fjords with respect to different points. We now give a condition that guarantees that a fjord F (n) i , as constructed in Section A.3.1, is also a fjord with respect to (a n , b n ). For notational simplicity, we only treat the boundary point a n . Let V n be a fjord with respect to u in Λ n , determined by a cross cut S n and such that V n is also a neighbourhood of a n in Λ n . Let δ > 0 be small enough so that d(S n , a n ) > 6Cδ and that the connected component of the 6Cδ-interior of Λ n containing u intersects the fjord V n in some point at a distance > 6Cδ from S n . Given such δ, take ε small enough and n large enough, as given by Lemma A.6. For later use, note that then also Proposition A.7 and Lemma A.8 hold and can thus be applied simultaneously with the lemma below.
