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Pile penetration is a common geotechnical engineering problem
having to do with the improvement of a foundation, and it plays an
important role in non-excavation construction. Besides of the conven-
tional design methods employing the model test or in-situ test, numerical
methods are more andmore adopted in order to reduce the economic and
time costs. Among numerous approaches, the ﬁnite element method
(FEM) is considered a beneﬁcial tool in engineering design (e.g., Kour-
etzis et al. [1], Sheng et al. [2], Zhang et al. [3,4], Shen and Xu [5]; Wu
et al. [6]), when compared with meshfree methods [7], discrete element
method (DEM) [8,9]. Accordingly, a numerical platform based on FEM
adopting an appropriate constitutive model would be helpful for
analyzing the pile penetration considering large deformation and further
estimating the pile resistance.
During the process of pile penetration, sand along the pile always
undergoes a high level of stress caused by the squeezing effect, causing
lateral deformation (e.g., Shen et al. [10,11]). This high level of stress canEnvironmental Engineering, The
n).
1result in grain breakage, even for silica sand. The importance of this grain
breakage in silica sand during pile penetration has been highlighted from
a practical standpoint [3,4,12–18]. Numerous studies have shown that
the pile resistance in crushable sand is overestimated in comparison with
that expected by a conventional simulation platform without considering
grain breakage [1,3,19–21]. Accordingly, the degrading effect of grain
breakage on pile resistance should be considered for practical design,
which poses a requirement that the constitutive model accounting for
grain breakage should be employed in the numerical platform.
In past decades, pile penetration in sand has been simulated by
employing different constitutive models, such as Drucker-Prager [22]
and Mohr-Coulomb [22], critical-based [1], and hyperplastic [23,24]
models. However, these simulations did not consider the effect of grain
breakage on pile resistance, resulting in an inaccurate prediction of pile
resistance. More recently, the simulations performed by Zhang et al. [3,4,
19] adopted a simple breakage model. However, the nonlinear elasticity,
dilatancy, and contraction with the soil density effect were not properly
considered in this model, and its parameters were not fully calibratedHong Kong Polytechnic University, Hung Hom, Kowloon, Hong Kong.
Fig. 1. Schematic representation of critical state based double-yield-surface
model for crushable sand.against laboratory tests on the same silica sand before the simulation [3,
19].
Therefore, this paper aims to develop an enhanced numerical plat-
form for large deformation analysis by considering the effect of grain
breakage, nonlinear elasticity, and stress dilatancy with the density effect
of sand during the pile penetration process. To achieve this purpose, a
critical-state-based sand model within the framework of multi-surface
plasticity accounting for the effects of stress dilatancy and particle
crushing is ﬁrst developed. Then, for the ﬁnite element implementation,
the conventional cutting plane algorithm is extended for the model with
multiple yielding mechanisms. Next, the proposed platform is veriﬁed by
simulating a laboratory model test and a series of centrifuge tests of pile
penetration in Fontainebleau sand, in which the model parameters are
calibrated from various drained triaxial tests under low to high conﬁning
pressures. Finally, some extra features of the enhanced platform are
discussed, such as the effect of sand crushability on pile resistance and
the nonlinear relation between pile resistance and sand density.
2. Constitutive equations: multisurface plasticity for particle
breakage
The double-yield-surface model originally developed by Hu et al. [25]
and Yin et al. [26] is adopted to enhance the numerical platform for pile
penetration analysis. Consistently with the elastoplastic theory, the total
strain rate is composed of the elastic and plastic strain rates:
_εij ¼ _εelij þ _εplij (1)
where _εij denotes the (i, j) the total strain rate tensor, and the superscripts
el and pl represent the elastic and plastic components, respectively.
The nonlinear elastic behavior is assumed to be isotropic with the
bulk modulus K characterized by the same expression of the shear
modulus G, both deﬁned by Richart et al. [27]:
_εellj ¼
1þ υ
E
_σ0ij  _σ0kkδij (2)
where υ and E are Poisson's ratio and Young's modulus, _σ0 ij is the effective
stress rate tensor, and δij is the Kronecker's delta. E is calculated by using
the isotropic elastic bulk modulus K (i.e., E¼ 3K(1-2υ)), which for sand is
deﬁned as:
K ¼ K0patð2:97 eÞ
2
ð1þ eÞ

p0
pat
n
(3)
where K0 and n are elastic parameters, p0 is the mean effective stress, and
pat is the atmospheric pressure (pat¼ 101.3 kPa).
To model in the same constitutive framework stress dilatancy and
plastic compaction, the adopted model uses two yield surfaces and two
potential surfaces, for shear sliding (fS, gS) and for normal compression (f
N, gN), respectively. As a result, the plastic strain rate can be expressed as:
_εplij ¼

_εplij

S
þ

_εplij

N
¼ dλS ∂gS∂σ0 ij þ dλN
∂gN
∂σ0 ij
(4)
where the subscripts ‘S’ and ‘N’ indicate the components of the shear
sliding and normal compression, respectively. The two yield surfaces in
the p'-q and e-p' planes are shown in Fig. 1, which remarks the elastic
region between the shear sliding surface and normal compression
surface.
The yield surface for shear sliding can be expressed as,
fS ¼ qp0 
Mpε
pl
d
kp þ εpld
¼ 0 (5)
where p0 is the mean effective stress, q is the deviatoric stress, kp is related
to the plastic shear modulus, Mp is the stress ratio corresponding to the2peak strength calculated by using the peak friction angle ϕp (i.e.,
Mp¼ 6sin(ϕp)/(3-sin(ϕp)) in compression), and εpld is the deviatoric
plastic strain.
The gradient of the plastic potential surface for stress-dilatancy gS can
be expressed as:
∂gS
∂σij
¼ ∂gS∂p0
∂p0
∂σij
þ ∂gS∂q
∂q
∂σij
with
∂gS
∂p0 ¼ Ad

Mpt  qp0

;
∂gS
∂q ¼ 1 (6)
It is worth noting that the frictional/sliding part of the model is non-
associated as the functions fS and gS are different. Ad is the stress-
dilatancy parameter, and Mpt can be calculated from the phase trans-
formation friction angle ϕpt (Mpt¼ 6sin(ϕpt)/(3-sin(ϕpt)) in
compression).
The nonlinear critical state line (CSL) formulation proposed by Li and
Wang [28] was well suited to sand modeling.
ec ¼ eref  λ

p0
pat
ξ
(7)
where ec is the critical void ratio, eref is the initial critical void ratio at
p0 ¼ 0, and λ and ξ are the parameters controlling the shape of CSL in the
e-logp0 plane. However, for high levels of stress, this equation cannot
guarantee the positiveness of the critical void ratio. Therefore, a modiﬁed
version of this equation is employed by using a logarithmic scale for the
void ratio:
log ec ¼ log eref  λ

p0
pat
ξ
⇒ec ¼ eref exp
"
 λ

p0
pat
ξ#
(8)
Soil density and interlocking grains effects are introduced through the
expression of the friction angle as:
tan ϕp ¼
ec
e
np
tan ϕu; tan ϕpt ¼
ec
e
nd
tan ϕμ (9)
where the parameters np and nd are material constants, and ϕμ is the
friction angle at critical state. The Lode angle dependent strength and
stress-dilatancy are introduced as described in Sheng et al. [29], but
could also be incorporated by using the transformed stress method of Yao
et al. [30–33].
To describe the compression behavior resulting from particle frag-
mentation, the same function is considered for the yield surface and the
plastic potential surface of the model (i.e., cap plasticity is considered as
associated):
fN ¼ gN ¼ 12

q
Mpp0
3
p0 þ p0  pc (10)
where pc is the hardening parameter controlling the size of the yield
surface. The yield surface expands with the increasing of plastic volu-
metric strain, similar to the hardening rule of the Cam-Clay model,
dpc ¼ pc 1þ eðλ0  κ0Þe dε
p
v (11)
where κ0 ¼ p'(1 þ e)/(K) is back-calculated from the bulk modulus K by
using Eq. (3), and is deﬁned in the double logarithmic space loge-logp0.
The parameter λ0 controls the slope of the compression line under a high
level of stress pursuant to the double logarithmic plane loge-logp0.
The evolution of the critical state line resulting from crushing and
particle fragmentation is described by the change of eref, according to Liu
et al. [34]:
eref ¼ erefu þ

eref0  erefu

exp
ρB*r  (12)
where eref0 and erefu are the virgin and ultimate initial critical void ratios
corresponding to virgin soil without grain breakage and fractal crushed
soil respectively. ρ is the material constant which controls the decreasing
rate of CSL due to grain breakage, while Br* is the modiﬁed grain
breakage index (see Zhang et al. [3,4]), which can be used to determine
the current grain size distribution (GSD) of the crushed sand,
FðdÞ ¼ 1 B*rF0ðdÞ þ B*r FuðdÞ (13)
where F0(d) and Fu(d) are respectively the initial and fractal GSDs,
respectively, with Fu(d)¼(d/dM)0.3 (d is the particle size and dM is the8>><>>:
fS

σ þ dσ; εpld
þ ∂fS∂σ D

 dλS∂gS∂σ  dλN
∂gN
∂σ

þ ∂fS
∂εpld

dλS
∂gS
∂q þ dλN
∂gN
∂q

¼ 0
fNðσ þ dσ; pcÞ þ ∂fN∂σ D

 dλS∂gS∂σ  dλN
∂gN
∂σ

þ ∂fN∂pc
∂pc
∂εplv

dλS
∂gS
∂p0 þ dλN
∂gN
∂p0

¼ 0
(15)maximum particle size) deﬁned according to Coop et al. [35]. The evo-
lution of grain breakage is calculated as a function of the modiﬁed plastic8>>>>>><>>>>>>:
dλS ¼
fS

σ þ dσ; εpld

∂gS
∂σ D
∂fS
∂σ 
∂fS
∂εpld
þ
0BB@
fNðσ þ dσ; pcÞ ∂gS∂σ D
∂fS
∂σ 
∂fS
∂εpld
!
 fS

σ þ

∂fN
∂q
∂fS
∂εpld
 ∂fN∂σ D
∂fS
∂σ

∂gS
∂σ D
∂fN
∂σ þ
∂pc
∂εplv

þ ∂g∂σ
dλN ¼
fNðσ þ dσ; pcÞ ∂gS∂σ D
∂fS
∂σ 
∂fS
∂εpld
!
 fS

σ þ dσ; εpld
∂gS
∂σ D
∂fN
∂σ þ
∂fN
∂q
∂fS
∂εpld
 ∂fN∂σ D
∂fS
∂σ

∂gS
∂σ D
∂fN
∂σ þ
∂pc
∂εplv

þ ∂gS
∂σ D
∂fS
∂σ 
∂fS
∂εpld
!
∂fN
∂p0
∂pc
∂εplv
3work using the energy approach [36–38]:
Br* ¼ wpbþ wp with wp ¼ ∫

p0

dεplv
	þ qdεpld  (14)
where hi are the McCauley brackets, wp is the plastic work, b is a material
constant controlling the evolution rate of the modiﬁed grain breakage
index, with εplv and ε
pl
d indicate the increments of volumetric and devia-
toric plastic strains, respectively.
All parameters of the presented breakage model can be divided into
ﬁve groups: (1) elasticity parameters (G0, K0, and n), (2) compression-
related parameters (pc, λ0), (3) CSL-related parameters (eref0, λ, ξ, and
ϕμ), (4) interlocking-related parameters (Ad, kp, np, and nd), and (5) grain-
breakage-related parameters (erefu, b, and ρ). The calibration of these
parameters will be presented later on by using drained triaxial tests at
different conﬁning pressures.
3. Numerical platform
3.1. Stress integration algorithm
The adopted breakage model was implemented into ABAQUS/
Explicit as a user-deﬁned constitutive model via material subroutine
VUMAT, according to the procedure proposed by Hibbitt et al. [39]. In
the Explicit strategy, for a given time step Δt, the strain increment Δε is
ﬁrst solved by using a time central-difference integration method, in
which, the stress increment Δσ is updated through VUMAT using the
computed Δε.To integrate the stress state for a given time step Δt, the
cutting plane algorithm proposed by Ortiz and Simo [40] for one single
surface was adopted and extended for the case of a double-yield-surface.
The selected algorithm is semi-implicit and can guarantee accurate
and efﬁcient results even for large time steps. For implementation pur-
poses, the yield function is linearized to derive the plastic multiplier
variables λS and λN which are calculated by solving the following system
of equations:with the solutions expressed as:dσ; εpld
∂gS
∂σ D
∂fN
∂σ þ
∂gS
∂p0
∂pc
∂εplv

S D
∂fS
∂σ 
∂fS
∂εpld
!
∂fN
∂p0
∂pc
∂εplv
þ ∂fN∂σ D
∂fN
∂σ

1CCA

∂fN
∂q
∂fS
∂εpld
 ∂fN∂σ
∂fS
∂σ D


∂gS
∂σ
∂fS
∂σ D
∂fS
∂εpld

∂pc
∂εplv

þ ∂fN∂σ D
∂fN
∂σ

(16)
where D is the elastic matrix.
Fig. 2 shows the schematic diagram of a general cutting plane algo-
rithm. The purpose of the integration procedure is to compute the stress
state for a given strain increment Δε. At ﬁrst, the elastic predictor σnþ1 is
calculated by assuming the stress increment Δσ as elastic (i.e.,
σnþ1 ¼ σnþΔσ ¼ σn þ DΔε and pcnþ1¼ pcn) and then the corresponding
value of f¼ f(σnþ1) is calculated. If the value of f is smaller than zero, the
elastic predictor hypothesis holds and the trial stress state σnþ1 represents
the solution of the integration problem for a given time step Δt. On the
contrary, if f> 0 the stress state and the hardening variable pc has to be
corrected accordingly:8>><>>:
σiþ1 ¼ σi  D

dλS
∂gS
∂σ þ dλN
∂gN
∂σ

pciþ1 ¼ pci þ ∂pc∂εplv

dλS
∂gS
∂p0 þ dλN
∂gN
∂p0
 (17)
where the dλS and dλN are calculated using Eq. (16). The updated values
of σiþ1 and pciþ1 are then used to compute f S and f N along the return path
shown in Fig. 2, until the corrected stress satisﬁes the plastic constraints
(i.e., the convergence of the numerical algorithm is achieved when both f
S (σiþ1, pciþ1) and f N (σiþ1, pciþ1) are less than a given tolerance, in this
study equal to 107). The ﬁnal stress point is obtained as σnþ1, which is
the stress state corresponding to the strain incrementΔε. If only one yield
surface is activated (only fS > 0 or only fN > 0), the algorithm goes to the
original cutting plane of Ortiz and Simo [40].
The ﬂow-chart of this iterative strategy is schematized in Fig. 3 and all
the mathematical derivations are presented in Appendix A. It is worth
observing that, as the global strategy to solve the prescribed Initial
Boundary Value Problem is explicit, the strain increment enforced to
integrate the stress state is already very small, thus enabling the inte-
gration algorithm to reach the convergence with only few iterations.
3.2. Explicit ﬁnite element method
To simulate the pile penetration problem with the abovementioned
constitutive framework, an explicit method implemented in ABAQUS is
considered to overcome mesh distortion in problems characterized by
large deformations. The underlying numerical strategy is presented in
Fig. 4 with a brief introduction.
First, the equilibrium condition is written with the balance of inertial
force and external force at time t,
M €uðtÞ ¼ PðtÞ  IðtÞ (18)
whereM is the mass matrix; P is the applied external force vector, and I is
the internal force vector.
Accelerations and velocities at a particular point that result from
external loads are assumed to be constant during a time increment. The
equations of motion for the body are then integrated using the explicit
time central-difference integration rule,
Fig. 3. Flow chart of the cutting plane algorithm.
Fig. 4. Flow chart of explicit ﬁnite element analysis of ABAQUS/Explicit.
Fig. 2. Schematic diagram of a general cutting plane algorithm (after Ortiz and
Simo 1986).
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8>>> ΔtðtþΔtÞ þ ΔtðtÞ<>>>:
_uðtþΔt2 Þ ¼ _uðtΔt2 Þ þ 2 €uðtÞ
uðtþΔtÞ ¼ uðtÞ þ ΔtðtþΔtÞ _uðtþΔt2Þ
(19)
where u is the displacement, the subscript t refers to the time in an
explicit dynamic step; _u is the velocity, and Δt is the increment of time.
For the sake of numerical stability, in the explicit strategy it is recom-
mended to prescribe a time intervalΔt smaller than a limited value which
is calculated as Δt  Lmin=cd, where Lmin is the smallest element dimen-
sion of the whole mesh while cd is expressed as a function of the Lame
coefﬁcients λ and μ, (i.e., cd ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðλþ 2μÞ=ρp , ρ is material density).
The incremental displacements (Δu ¼ ΔtðtþΔtÞ _uðtþΔt2 Þ) are then used to
calculate the incremental strain by means of compatibility equations,
which will be called by the constitutive model to update stresses and then
inertial forces, up to a new equilibrium condition.
It is worth noting that, beside the purely explicit method adopted in
this study, other numerical techniques such as the Coupled Eulerian-
Lagrangian method (CEL) have been successfully implemented to over-
come numerical problems related to large-deformations. In particular,
the performance of the CEL method to solve complex geotechnical
problems have been described in Qiu et al. [24] who detail the efﬁciency
and the robustness of this strategy with respect to other numerical
methods.
4. Model calibration for Fontainebleau sand
The performance of the proposed constitutive platform has been
studied by simulating laboratory experiments on Fontainebleau sand
NE34 (i.e., tests of pile penetration and centrifuge tests) in which the
material parameters have been calibrated through a series of drained
triaxial tests at different soil densities and different conﬁning pressures.
The calibration procedure and the corresponding model performance are
presented in the following sections.4.1. Determination of elasto-plastic parameters
The parameters K0 and n were determined by ﬁtting the isotropic
compression test conducted by Gaudin et al. [41] as reported in Fig. 5(a),
where for calibration purposes the K0 and n have been selected equal to
100 and 0.55. The initial shear modulus G0 was calculated by considering
a typical value of Poisson's ratio (i.e., υ¼ 0.25) and the initial bulk
modulus K0 (i.e., G0¼ 3K0(1-2υ)/2(1þυ)¼ 60). The yield stress corre-
sponding to the occurrence of grain breakage σy¼ 25MPa and theFig. 5. Compression results of Fontainebleau NE34 sand for validation: (a) isotropi
5compression coefﬁcient λ0 ¼ 0.25 were obtained by simulating the oed-
ometer test carried out by Yang et al. [17], shown in Fig. 5(b).
A series of drained triaxial tests performed at different conﬁning
pressures (from 50 kPa up to 400 kPa of conﬁning, i.e., the tests marked
as TM1~TM11 in Table 1) have been selected to calibrate the CSL and
the other shear sliding parameters. These experiments are characterized
by a negligible amount of grain crushing, therefore the same values of the
variables eref0¼ erefu has been considered to ignore the breakage effects
in the modeling. The friction angle ϕ¼ 33.2 was measured from the p0-q
plot according to the experimental results. The parameters controlling
the position of CSL (i.e., eref0, λ and ξ), and the shear sliding (i.e., kp, Ad, np
and nd) can be determined by trial and error or through other optimi-
zation techniques (Wu et al., 2017 [42]). It is worth noting, that the shear
test data extend only to an axial strain of 10% due to the development of
shear band in the sample, therefore the critical states are not reached and
cannot be measured directly. To overcome this limitation, the optimi-
zation based on inverse analysis proposed by Jin et al. [43–46] and Yin
et al. [47,48] was adopted in this case to identify all these model pa-
rameters using ﬁve objective tests “TM1~TM5”.
By using the identiﬁed set of parameters, all tests (TM1~TM11) have
been simulated at low stress levels were simulated by using an element
integrated with one single Gauss point. The comparison between the
numerical simulations and the experimental results are shown in Fig. 6
and Fig. 7 for the test series (TM1~TM5) and (TM6~TM11), respec-
tively. The good agreement indicates that the model parameters identi-
ﬁed by optimization are reliable and accurate, and the selected
constitutive framework can well reproduce the state-dependent behavior
of Fontainebleau sand under low conﬁning stress with no need to
consider the effects of grain breakage.4.2. Determination of breakage parameters
To determine the model parameters which govern the evolution of
breakage, a series of drained triaxial tests at high conﬁning pressure has
been performed on the same standard Fontainebleau sand used by Touati
[49]. Table 2 shows the initial void ratios before shearing e0, conﬁning
stresses σ0c and the ﬁnal void ratio ecf for ﬁve selected tests “TF1~TF5”.
For each test, the grain size distribution after shearing was also measured
and used to estimate the breakage index Br*. The plastic work wp was
computed according to Hu et al. [25] and was used to determine the
breakage index Br* as shown in Fig. 8(a). The value b¼ 12000 was ob-
tained by ﬁtting all the experimental data based on Eq. (14).
According to Hu et al. [25] and Yin et al. [50], the parameters λ and ξ
controlling the shape of CSL can be considered the same during breakage,
and only the parameter eref controlling the position of CSL has been
reduced. Assuming ecf with its corresponding p0 on the CSL, ﬁve eref canc compression tests at low-stress level; (b) oedometer tests at high-stress level.
Table 1
Triaxial tests of Fontainebleau sand with different void ratios at low conﬁning pressures.
Tests TM1 TM2 TM3 TM4 TM5 TM6 TM7 TM8 TM9 TM10 TM11
e0 0.718 0.712 0.702 0.637 0.573 0.637 0.638 0.636 0.584 0.573 0.571
σ0c/kPa 50 100 200 50 50 100 200 400 100 200 400
Fig. 6. Simulation results of triaxial tests using the determined parameters for Fontainebleau NE34 sand: (a) deviatoric stress versus axial strain, and (b) void ratio
versus mean effective stress.
Fig. 7. Simulation results of triaxial tests using the determined parameters for Fontainebleau NE34 sand: (a, c) deviatoric stress versus axial strain, and (b, d) void ratio
versus axial strain.be obtained from ﬁve tests using Eq. (8). Fig. 8(b) shows the evolution of
the initial critical void ratios eref versus the corresponding breakage index
Br*. Thus, erefu¼ 0.296 and ρ¼ 4 in the Eq. (12) were obtained by ﬁtting
all measurements. All values of parameters are summarized in Table 3.64.3. Parameters validation
To validate the selected set of the material parameters, the afore-
mentioned tests “TM1~TM5” and “TF1~TF5” were set as objectives for
Table 2
Triaxial tests under high conﬁning pressures on Fontainebleau sand.
Tests TF1 TF2 TF3 TF4 TF5
e0 0.529 0.522 0.521 0.502 0.475
σ0c/kPa 4000 6000 7000 16000 30000
ecf 0.543 0.499 0.470 0.355 0.273
Table 3
Values of model parameters for Fontainebleau sand accounting for the effect of
grain breakage.
Group Parameters Values Optimal
Elastic parameters υ 0.25 0.25
K0 100 100
n 0.55 0.55
CSL parameters eref0 0.825 0.827
λ 0.055 0.058
ξ 0.46 0.43
ϕ/ 33.2 33.2
Compression parameters pc0/kPa 15000 15000
λ0 0.25 0.25
Shear-sliding parameters kp 0.0015 0.0017
Ad 0.55 0.5
np 2.5 2.1
nd 2.8 3.1
Grain breakage parameters b/kPa 12000 12000
erefu 0.296 0.296
ρ 4 4the optimization. Using the same procedure as Jin et al. [43–46] (see
Appendix B), all model parameters were identiﬁed and summarized in
Table 3, producing results very close to the values previously determined.
To evaluate the performance of the selected parameters, the tests in
Table 2 were simulated. The comparison between experiments and
simulations is shown in Fig. 9 for different initial void ratios and in
Fig. 10 for the grain size distribution, with good agreement for tests
TF1~ TF5 under high conﬁning pressures. The low conﬁning pressure
tests were also simulated again using the ﬁnal determined parameters,
with almost the same simulations as previous plot (Figs. 6–7) and thus no
need for repetition owing to the very high value of b results for very slight
changes of Br* in these test simulations (Br* 0.02).
5. Numerical modeling of pile penetration
5.1. Modeling of pile penetration in calibration chamber
The model test of pile installation was conducted at the Institut Pol-
ytechnique de Grenoble (INPG) in the calibration chamber. This testFig. 8. Particle crushing effect based on tests under high stress levels: (a) evolution
critical state void ratio versus breakage index.
Fig. 9. Comparison between experimental results and simulations for drained tria
deviatoric stress versus axial strain, and (b) void ratio versus axial strain.
7employed a Mini Imperial College Pile (Mini-ICP) which comprises an
ICP type device scaled down to 36mm outer diameter with a standard
apex angle equal to 60 closed-ended conical base, and with 1.5 m long
for the laboratory calibration chamber testing [16]. The pile installation
was displacement-controlled at 2mm/s.
An axis-symmetric ﬁnite element model with 5700 elements was
generated, as illustrated in Fig. 11. The overall model size was 0.6mof breakage index versus modiﬁed plastic work, and (b) evolution of reference
xial tests on Fontainebleau sand under different high conﬁning pressures: (a)
width and 1.5m height, which is large enough to avoid boundary con-
straints. The bottom side was ﬁxed in both vertical and horizontal di-
rections. The left and right sides were ﬁxed only in the horizontal
direction; the top side was free. The soil was modeled by four-node
axisymmetric elements with one reduced integration point (CAX4R) in
ABAQUS. Compared to soil, the deformation of the pile was negligible, so
the pile was modeled as a rigid body having the same diameter and
conical tip as the model pile.
The initial stress was generated by self-weight with the unit weight of
the soil γ ¼ 16.3 kN/m3 under K0¼ 1-sinϕμ¼ 0.48, which is consistent
with the model test [17]. Pile–soil interaction was simulated by
surface-to-surface contact with a classical Coulomb friction law. The
friction coefﬁcient was set to μ¼ tan(ϕμ/2)¼ 0.3. The total penetration
displacement was 1000mm with a slow penetration rate of 0.5 mm/s,
thereby avoiding numerical issues related to the sudden application of
high strain rates and inertia effects. This rate was about 4 times slower
than the actual rate of the tests—an acceptable rate, according to Kour-
etzis et al. [1]. The parameters of Fontainebleau NE34 sand in Table 3
were used for the simulation. The simulation of pile penetration was
carried out in three steps: (1) generation of initial stress, (2) application
of vertical stress of 150 kPa to the top surface of sand, and (3) penetration
of the pile into sand.
In Fig. 12, the pile resistance qc recorded during the experiments has
been compared with the numerical simulation in which, to better
emphasize the effect of crushing during the pile driven process, the
model has been also tested without considering the effect of grain
breakage (i.e., by selecting b¼0, erefu¼eref0, and ρ¼0). It can be noticed
that, consistently with the experimental observations, the breakage of
sand particles during penetration dramatically decrease the pile resis-
tance, thus conﬁrming the good performance of the proposed constitu-
tive platform.
Such a result is explained by considering that, the void ratio in-
ﬂuences the mobilized soil strength, the mean effective stress inﬂuences
the pile resistance, and the modiﬁed plastic work inﬂuences the amount
of grain breakage, these three variables were selected to be plotted in
Fig. 13(a–c). The sand is densiﬁed in the zone along the pile penetration
path, especially around the pile tip, where a high-stress level is reached.
Also the modiﬁed plastic work also concentrates in proximity of the pile
tip, thus intensifying the sand crushing during the pile penetration.
Furthermore, to show which kind of yielding mechanism was acti-
vated at the end of the penetration, the plastic index “IPLAS”was deﬁned
as: IPLAS¼1 if (dλs¼ 0 and dλn¼ 0), IPLAS¼ 0 if (dλs>0 and dλn¼ 0),
IPLAS¼ 1 if (dλs¼ 0 and dλn>0), and IPLAS¼ 2 if (dλs>0 and dλn>0).
The contour of this variable is plotted in Fig. 13(d) from which it is
possible to observe that: (1) elements at right and upper corner remains
elastic indicating no inﬂuence by the pile penetration, (2) the rest of
elements exhibits plasticity only due to shearing “IPLAS¼ 0” which co-
incides with a stress state (pmax¼ 7.8MPa in Fig. 13(b)) lower than the
compression yield stress (pc0¼ 15MPa). So the grain breakage occurred
in this case is totally due to the shear loading, which is consistent with
many results of shear tests under low conﬁning stresses [51–55].
Fig. 10. Grain size distribution between experiments and simulations.
Fig. 11. Geometry of ICP model pile penetration tests.
Fig. 12. Comparison between experiment and simulation of model pile test in
Fontainebleau sand for pile resistance against penetration depth.
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Fig. 13. Simulation results of ICP model test for: (a) the distribution of the void ratio, (b) the distribution of the effective mean stress, (c) the distribution of the
modiﬁed plastic work, and (d) the plastic index for activated yielding mechanism.
Fig. 14. Comparison between experiment and simulation of
model pile test in Fontainebleau sand for the proﬁle of
crushing zones: (a) experiment; (b) simulation.
Fig. 15. Comparison between experiment and simulation for the average grain size distributions for (a) Zone 1, (b) Zone 2, and (c) Zone 3.Fig. 14 shows the particle crushing proﬁles corresponding to a depth
of 1m along the model pile. Compared to the observations, the crushing
zone simulated by the model is within approximately half a radius of the
pile from the shaft, which is in good agreement with the experiments. To
evaluate the capability of the adopted breakage model, the grain size9distributions of the crushed zones from Zone-1 to Zone-3 have been
plotted by using Eq. (13) and are presented in Fig. 15, showing also in
this case a good agreement with the experimental observations.
Such a result further conﬁrms the ability of the constitutive equations
not only to capture the mechanical behavior of sand during the pile
Fig. 16. Inﬂuence of breakage related parameters on
pile resistance to investigate: (a) the effect of crush-
ability of sand by b, (b) the effect of sensitivity of CSL
change due to grain breakage, (c) the effect of dilat-
ancy amount by Ad, and (d) the effect of dilatancy
interlocking by nd.process but also to give an accurate description of the crushed material
around the pile, thus improving the understanding of the effect of grain
breakage to evaluate pile resistance in engineering design.
To investigate the inﬂuence of the breakage on pile resistance, a para-
metric analysis was further conducted based on the simulation of the ICP
model test. For this purpose, two different parameters have been tested: i)
the parameter b controlling the evolution rate of the grain breakage index
Br*and ii) the parameter ρ controlling the degradation rate of theCSL due to
grain breakage. The simulated pile resistance qc against the penetration
depth with varying value of b has been shown in Fig. 16(a) for different
values of the parameters b (i.e., b¼ 500, 1000, 5000, 50000, and 100000).
From this ﬁgure, it is possible to observe that i) the effect of the breakage
tends to be negligible for high values of b, ii) for small values of b the
development of crushing results in a strong decrease of the pile resistance.
Similar simulations were also conducted by changing only the parameter ρ
(i.e., ρ¼ 5,10, and15)with the related results plotted inFig. 16(b). It canbe
seen that pile resistance decreases with an increase in the value of ρ (rep-
resenting CSL more easily moving down). In both parametric studies per-
formed by changing the parameters b and ρ, it is possible to deduce that the
effect of grain breakage has a signiﬁcant inﬂuence on the pile resistance.
Overall, the effect of grain breakage by changing of parameters b and ρ has a
signiﬁcant inﬂuence on the pile resistance.Table 4
A series of centrifuge pile penetrating tests on Fontainebleau sand.
Tests (*) MWG-3 MWG-5 MWG-8 MWG-9
B: mm 10 10 10 10
D: mm 850 850 850 850
D/B 85 85 85 85
Dr: % 81% 89% 58% 54%
e0 0.62 0.59 0.70 0.72
*B is diameter of pile; D is diameter of container; D/B is the diameter ratio of container
Technical University of Denmark, Lyngby, Denmark; ISMES: the Istituto Sperimentale
Chausseaes, Nantes, France; RUB: the Ruhr-Universitat, Bochum, Germany.
10Furthermore, to highlight the effect of the stress dilatancy during pile
penetration, a parametric study on Ad and nd has also been performed.
For this, several simulations were conducted by only changing the
parameter Ad (Ad¼ 0.5, 1.0 and 1.5) or only changing the parameter nd
(nd¼ 1, 3 and 5) while keeping other parameters constant. The simulated
qc against the penetration depth is shown in Fig. 16(c) and (d) with
varying value of Ad and nd, respectively. It can be concluded the increase
of both the parameter Ad controlling the dilatancy amount and the
parameter nd controlling the dilatancy interlocking can result in the in-
crease of pile resistance. In common engineering practice, a granular
foundation soil with high stress dilatancy gives high pile resistance.
5.2. Modeling of centrifuge pile penetration
To further validate the numerical platform, a series of centrifuge pile
penetration tests on Fontainebleau NE34 sand with various relative
densities Dr (four tests MWG-3, 5, 8 and 9 in Bolton and Gui [56] and ﬁve
tests CUED, DIA, ISMES, LCPC and RUB in Bolton et al. [57]) were
selected and simulated.
Some details of centrifuge pile penetration tests on Fontainebleau
NE34 sand at 70 g are shown in Table 4. In the simulation, the prototype
of pile penetration corresponding to the centrifuge test under 70 g wasCUED DIA ISMES LCPC RUB
10 12 11.3 12 11.3
850 530 400 800 750
85 45 35 66 66
81% 81% 84% 84% 84%
0.62 0.62 0.60 0.60 0.60
and pile. CUED: the Cambridge University Engineering Department, UK; DIA: the
Modeling Structure, Bergamo, Italy; LCPC: the Laboratoire Central des Ponts et
adopted. The size of the axisymmetric FE model is 10m in radius and
30m in depth. The pile has a diameter B of 0.7m with an apex angle of
60. According to the experimental results [57], the boundary effect can
be ignored for the FE model shown in Fig. 17 with the diameter ratio
D/B¼ 28.6. The bottom side of the model is ﬁxed in both vertical and
horizontal directions. The left and right sides are ﬁxed only in the hori-
zontal direction. The top side is free. The mesh around the pile is dense
enough to allow an accurate result. The initial vertical stress was
calculated by the self-weight of Fontainebleau NE34 sand, whereas the
horizontal stress was calculated by using K0¼ 1–sinϕ0 ¼ 0.48. The con-
tact type and the friction coefﬁcient were set to be the same as that used
in the simulation of the ICP model test. The total penetration displace-
ment is 20m with a slow penetration speed of 0.05m/s. The parameters
for Fontainebleau NE34 sand in Table 3 in the simulations.
Fig. 18 shows the comparisons of pile resistance between experi-
mental results and simulations for the tests MWG-3, 5, 8, and 9 and for
the tests CUED, DIA, ISMES, LCPC, and RUB. In this ﬁgure, to emphasize
the importance of crushing during the penetration process, the numerical
results obtained without considering the breakage effects in the model
has been also included in the plot. These comparisons indicate also that
the grain breakage occurring during the pile penetration can signiﬁcantly
reduce the pile resistance, thus suggesting that the effect of particle
fragmentation should be considered during the engineering practice of
pile design. Furthermore, the comparisons also indicate that the grain
breakage occurring during the pile penetration can signiﬁcantly reduce
the pile resistance, which should be attended to in pile engineering.
Pile resistance qc was normalized by the effective vertical stress σ0v of
its penetration depth by Eq. (20), and the penetration depth Z was
normalized by the diameter of pile B. Then Fig. 18 was replotted in
Fig. 19 to draw comparisons of normalized pile resistance among simu-
lations and experiments for all selected centrifuge tests,
Q ¼ qc  σv
σ'v
(20)
where σv and σ0v are the total and effective vertical stress, and in this
study σ0v¼ σv¼ γ⋅Z.
It can be seen that the “yield” point of normalized pile resistance Q is
obtained around the normalized penetration depth Z/B of 10 for three
relative densities of sand, which can be well predicted by the proposed
numerical platform. Thus the proposed platform was validated to predict
the bearing capacity of pile in practice.
Fig. 20 compares grain size distribution between calculation and
measurement—which, again, shows a good agreement for average grain
size distribution in the breakage zone.
Overall, all comparisons demonstrate that the proposed numerical
platform performs well at simulating pile penetration that involves grain
breakage in real practice.
5.2.1. Correlation of pile resistance with the proposed numerical platform
To allow investigation of the relationship between relative density
and maximum normalized pile resistance, a series of pile penetration
tests on Fontainebleau NE34 sand with different relative densities were
simulated on the basis of a centrifuge test. Because the sand involved in
Fig. 17. Geometry of centrifuge pile penetration tests.
Fig. 18. Comparison between experiments and sim-
ulations of centrifuge pile tests in Fontainebleau sand
for pile resistance against penetration depth.
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Fig. 19. Comparison between experiments and sim-
ulations for normalized pile resistance for centrifuge
pile tests.
Fig. 20. Comparison of grain size distribution for Fontainebleau sand around
pile between simulation and measurement for the case Dr¼ 84% (CUED, DIA,
ISMES, LCPC and RUB).
Fig. 21. Relationship between relative density Dr and maximum normalized
pile resistance Qmax.the simulation varied from very loose (Dr¼ 0%) to very dense
(Dr¼ 100%), additional simulations were carried out that considered
grain breakage. Fig. 21 presents the simulated maximum normalized pile
resistance Qmax versus the corresponding Dr, with good agreement12achieved between simulated and measured data. A nonlinear expression
was proposed by ﬁtting all the simulated data:
Dr ¼ 38 lnðQmaxÞ  110:8 (21)
For comparison, the linear expression (Dr¼ 0.2831Qmax þ 32.964)
proposed by Bolton and Gui [56] was plotted in Fig. 21. In fact, this
relation is ‘‘not determinable’’ owing to the lack of test data having low
relative densities. To obtain a more accurate relation, additional para-
metric analyses were executed by Kouretzis et al. [1] to ﬁll the gap in
Bolton and Gui's measurements, considering sand relative densities from
20% to 90%. A nonlinear expression (Dr¼ 39.13ln(Qmax)-123.1) was
then plotted in Fig. 21. The simulated resistances are generally higher
than those seen in experiments. Compared to previously proposed re-
lations, the newly proposed nonlinear expression in this study much
improved the evolution of Qmax with the change of Dr. Note that the
reliability of this nonlinear expression for very loose sand needs further
experimental validation.
6. Conclusions
An enhanced platform of large deformation analysis that considers
the effects of grain breakage during pile penetration in silica sand has
been proposed. A multi-surface plastic model accounting for grain
breakage was proposed and implemented in the proposed platform. A
slight modiﬁcation of nonlinear CSL was made using the logarithmic
scale of void ratio instead of normal scale to guarantee the positiveness of
the critical void ratio at a high level of stress. The original cutting plane
algorithm for a single-yield surface was extended for models with mul-
tiple yielding mechanisms, and the model was ﬁnally implemented into
the ﬁnite element code.
Then, to validate the performance of the proposed platform when
simulating pile penetration, a model pile penetration test and a series of
centrifuge pile penetration tests on Fontainebleau NE34 sand were
selected for simulation. The model parameters of Fontainebleau NE34
sand were calibrated on compression tests and drained triaxial tests, and
the simulated results were compared with the experimental measure-
ments to evaluate the performance of the proposed platform. All com-
parisons demonstrate that not only the laboratory model test of pile
penetration but also the centrifuge pile penetration tests could be well
predicted. Moreover, the breakage behavior of sand during the pile
penetration was also accurately predicted.
Finally, some extra features of the enhanced platform were discussed
while conducting the parametric study, such as the effect of sand
crushability on pile resistance as measured by parametric analysis of two
breakage-related parameters and the pile resistance nonlinearity versus
sand density. The results demonstrate that (1) the effects on grain
breakage of changes to parameters b and ρ signiﬁcantly inﬂuence pile
resistance and (2) the relationship between relative density and
maximum normalized pile resistance is nonlinear. All comparisons
demonstrate that the enhanced platform is applicable to pile foundation
design.13Acknowledgement
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The derivatives for the numerical integration described in the paper are brieﬂy presented for numerical analyses. The derivative of yield function on
the increment of stress vector can be expressed as,
∂f
∂σij
¼ ∂f∂p0
∂p0
∂σij
þ ∂f∂q
∂q
∂σij
∂f
∂p0 ¼ 
q
p02
∂f
∂q ¼
1
p0
∂p0
∂σij
¼

1
3
1
3
1
3
0 0 0
T
∂q
∂σij
¼ 3sij
2q
¼ 3
2q
½ σ11  p0 σ22  p0 σ33  p0 σ12 σ13 σ23 T
(A1)
The double index ij is simpliﬁed as 1 b¼11; 2 b¼22; 3 b¼33; 4 b¼12; 5 b¼23; 6 b¼31.
The derivative of yield function on the hardening parameters can be expressed as,
∂f
∂κ* ¼
∂f
∂εpld
¼ kpMp
kp þ εpld
2 (A2)
The derivative of hardening parameters on plastic strain can be expressed as,
∂κ*
∂εpl ¼
∂εpld
∂εpld
¼ 1 (A3)
The derivative of potential function on increment of stress vector can be expressed as,
∂g
∂σij
¼ ∂g∂p0
∂p0
∂σij
þ ∂g∂q
∂q
∂σij
∂g
∂p0 ¼ Ad

Mpt  qp0

∂g
∂q ¼ 1
(A4)
Appendix B. Optimization-based parameter identiﬁcation procedure
Error function
The average difference between the measured and the simulated results is expressed in the form of the least square method,
ErrorðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
N
XN
i¼1
wi
 
Uiexp  Uinum
Uiexp
!2vuut  100 (B1)
where N is the number of values; Uiexp is the value of the measurement point i; f U
i
num is the value of the calculation at point i; wi is weight for the
calculation at point i.
Procedure
Fig. B1 shows the procedure of optimization-based parameter identiﬁcation.
Fig. B1. Procedure of optimization-based parameter identiﬁcation.
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