Abstract: Interpolation of scattered data at distinct points x 1 ; . . .; x n 2 IR d by linear combinations of translates (kx ? x j k 2 ) of a radial basis function : IR 0 ! IR requires the solution of a linear system with the n by n distance matrix A := ( (kx i ? x j k 2 ). Recent results of Ball, Narcowich and Ward, using Laplace transform methods, provide upper bounds for kA ?1 k 2 , while Ball, Sivakumar, and Ward constructed examples with regularly spaced points to get special lower bounds. This paper proves general lower bounds by application of results of classical approximation theory. The bounds increase with the smoothness of . In most cases, they leave no more than a factor of n ?2 to be gained by optimization of data placement, starting from regularly distributed data. This follows from comparison with results of Ball, Baxter, Sivakumar, and Ward for points on scaled integer lattices and supports the hypothesis that regularly spaced data are near-optimal, as far as the condition of the matrix A is concerned.
Introduction
Let : IR 0 ! IR be a scalar (\radial") function, and let n distinct points (\centres") x 1 ; . . . ; x n 2 IR d be given, forming a set X := fx 1 ; . . .; x n g. As reported by Hardy 8] and Franke 7] , interpolation of real values y i ; 1 1 denote the dimension of IP d m , and let a basis be given by q 1 ; . . .; q . From now on, we suppress the dependence of on m and d to keep the notation simple. For m > 0 we additionally assume q 1 ; . . . ; q to be linearly independent over the set X = fx 1 ; . . .; x n g of centres, which implies This follows from the work of Micchelli 9] and Schoenberg 15 ] (see also Dyn 5] and Powell 14] for highly useful surveys of known results). Furthermore, condition numbers of A were often observed to be quite large. Special preconditioning strategies for solving the system (1.5) were supplied by Dyn, Levin, and Rippa 6] in a variety of special cases. optimal in the sense that their behaviour for n ! 1 is best possible up to a constant factor.
Since the existing lower bounds of kA ?1 k 2 only hold for data on nite regular grids, the value of kA ?1 k 2 might be decreased by irregular placements of centres. of the data set in the Euclidean norm. This relates the bound to the smoothness of and the dimension d of the space, and in a very remarkable way indeed: the bound tends to be smaller, if the smoothness of the radial basis functions is decreased. The results can be generalized to other matrix norms than the spectral norm to which the other bounds in the literature are con ned.
Basic Results
We assume that the radial function , the n 2 centres x j 2 X := fx 1 ; . . .; x n g, the space dimension d, and the polynomial order m are such that the matrix A in (1.4) we conclude that
holds, if`is large enough to satisfy (2.3) for some p 2 IP where A p is de ned by (2.1).
Proof: Take any polynomial p 2 IP 1 and assume A p to be nonsingular. Then the n + polynomials (2.4) span the space C(X). Since they are in the space P p occurring in (2.6), the inequality (2.8) is violated. Thus A p must be singular for all p 2 IP 1 . But then the inequality (2.3) cannot hold because it would imply the nonsingularity of A p , as was shown above. This proves the assertion. Thus it involves an approximation of ( p r) by polynomials of order at most` on the set T of all real values t ij := kx i ? x j k 2 2 such that the function values are arranged in n n matrix form and such that the approximation error is measured via the matrix norm k:k s;r from (2.2 Unfortunately, our approach yields a factor of n ?1 in the bound for the spectral norm; the comparisons at the end of the paper will indicate that we often seem to miss the actual behaviour of kA ?1 k 2;2 for regular data asymptotically by just this factor. But there appear to be no other handy links between the spectral norm for matrices and the Chebyshev norm for the matrix entries. The factor does not arise if we use (2.11) or replace E in (2.12) by the (unknown) error of best approximation by polynomials in the spectral norm.
n, if (jrj) can be extended to an entire function in the complex plane C (e.g.: for Gaussians). They will be of polynomial growth, if (jrj) has only nitely many continuous derivatives, which is the case for thin{plate splines and positive non-even rational powers of r. However, they will still grow exponentially for all (jrj) which are analytic in C around 0; K], e.g.: for multiquadrics and inverse multiquadrics, if c is xed. To get around this, c must tend to zero for n tending to in nity, moving the singularity of towards the real axis. The details are worked out in the rest of the paper, but due to classical Jackson{Bernstein theorems the lower bounds for kA ?1 k are directly related to the smoothness of : they get larger, if the smoothness increases.
Auxiliary Results
The remaining task now is to evaluate E(` (X; m; d); K; ) for the functions listed in the introduction. Since the quantities E(`; K; ) can be estimated using classical results of approximation theory (this will be done in the following section), we rst prove something about (`) and` as de ned in the beginning of the preceding section. For this, we suppose X, m, and d to be xed, and we rst look for an upper bound for from (2.6).
To derive simple results, the crude bound If, in addition, the absolute value of the real part <(f) of f is bounded by 1 on the ellipse, and if we set a = ?1; b = +1 for simplicity, we have Proof: This is due to Jackson, see e.g.: 13], p.128.
Application to Multiquadrics
We rst treat the case of functions c (r) = f(c The value j can be bounded using there is no problem with the polynomials that arise when taking derivatives. However, the highest continuous derivative is not contained in any Lipschitz class. Application of the restricted statement of Theorem 4.2 then implies kA ?1 k 2;2 C( ; K) ( ]. Thus the behaviour of (r) = r 2 , as far as our lower bounds are concerned, is roughly the same as for multiquadrics with exponent and a scaling of c h n ?1=d , where the exponential in the bound (5.2) gets a constant argument due to cancellation. For multiquadrics themselves, the e ect of introducing h just acts like a corresponding increase of c and does not yield any improvement.
Comparison with other bounds
In general, the upper bounds by Ball 1] and Narcowich, and Ward 10] 11] 12] provide estimates of kA ?1 k 2;2 from above in terms of the separation distance h of (1.6). The corresponding lower bounds of Ball, Sivakumar, and Ward 2] hold for a speci c regularly distributed set of centres and thus act as strict lower bounds for the worst possible data set with prescribed separation distance h.
In contrast to this, our lower bounds provide best{case estimates of kA ?1 k 2;2 from below, because they hold for every distribution of the data points, including the best possible choice, if the latter should exist. These bounds must necessarily be smaller than the lower bounds of Ball, Sivakumar, and Ward, the di erence being leeway for optimizing the placement of centres. We start with a comparison of results for multiquadrics on increasing sets of centres with separation distance 1 in IR d . In this case, the optimal bounds of Baxter 4] for kA ?1 k 2;2 must lie between our lower bounds and the upper bounds of Ball, Narcowich, and Ward. Whenever Baxter's bounds coincide with the latter, the conclusion is that regular data asymptotically realize the worst possible distribution with separation distance 1. The di erence between Baxter's bounds and ours may possibly be used for optimization of placements of centres, because we do not make assumptions on the separation distance or regularity of distribution.
The optimal bound of Baxter for kA ? 
