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Abstract
This informal introduction is an extended version of a three hours lecture given
at the 6th Peyresq meeting “Integrable systems and quantum field theory”. In this
lecture, we make an overview of some of the mathematical results which motivated
the development of what is called noncommutative geometry. The first of these results
is the theorem by Gelfand and Neumark about commutative C∗-algebras; then come
some aspects of the K-theories, first for topological spaces, then for C∗-algebras and
finally the purely algebraic version. Cyclic homology is introduced, keeping in mind
its relation to differential structures. The last result is the construction of the Chern
character, which shows how these developments are related to each other.
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1 Introduction
Once upon a time, in a perfect land, the idea of point was conceived.
This was a beautiful concept, full of potentiality, especially in Natural Science: how easy
is it to say where objects are when one has introduced such a precise definition of localization!
How easy is it to describe the kinematics of bodies when one assigns to them a point at each
time. . .Well, at least if time is there too! And then laws were found for the interactions of
moving bodies, and then predictions were formulated: Pluto, the former planet, was where
it was calculated to be! Better: generalized geometries where conceived, in which parallels
can meet. And you know it: physicists (one of them at least!) where fool enough to show us
how useful these geometries can be to describe gravitation.
But nature seems often more subtle than human mind. And the dream ceased when
quantum mechanics entered the game. We are no more allowed to say where an electron is
exactly located on its “orbit” around the proton in the hydrogen atom. What is the photon
trajectory in the Young’s double slit experiment? It is forbidden to know! Knowing destroys
the diffraction pattern on the target screen.
The main feature of quantum mechanics which exposes us to this annoying situation is
the non-commutativity of observables.
How can we accommodate this? Well, one of the reasonable answers can be found in
mathematics. Surprisingly enough, mathematicians discovered, not so long ago, that we can
speak about spaces without even mentioning them. The trick is to use algebraic objects,
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and the surprise is that spaces (some of them at least, miracles are not the prerogative of
mathematicians!) can be reconstructed from them. In the language of mathematics, one has
an equivalence of categories. . .
The algebraic objects we need to deal with are associative algebras, not only with their
friendly product but also with other structures, like involutions and norms. There, quantum
mechanics is at home: observables are special operators on a Hilbert space, so that they live
in such an algebra! Where are the “points” which were mentioned? Take a normal operator
(it commutes with its adjoint) in such an operator algebra, consider the smallest subalgebra
it generates. This subalgebra is a commutative algebra, which can be shown to be the algebra
of continuous functions on the spectrum of this normal operator. Associate to this element
as many other normal operators as you can find, on the condition that they commute among
themselves, and you get another algebra of continuous functions on a topological space. Yes,
we get it: a topological space from pure algebraic objects!
This is one of the main results behind noncommutative geometry. The idea is the following:
if commutative algebras are ordinary topological spaces (in the category of C∗-algebra to be
precise), what are the noncommutative ones? How can we study them using the machinery
that we are used to manipulate the topological spaces? Is there somewhere another category
of algebras in which commutative algebras are differential functions on a differential manifold?
If not (for the moment, it is no!), can we manipulate them with some kind of differential
structures?
I hope to show you in the following that these questions make sense, and that some
answers can be formulated. In section 2 we introduce C∗-algebras, and we make the precise
statement about commutative C∗-algebras. In section 3, we show that one of the machineries
developed on topological spaces can be used on their noncommutative counterparts, the C∗-
algebras. In section 4, cyclic homology is shown to be a good candidate to fool us enough
into thinking that we manipulate differential structures on algebras. Section 5 is devoted
to the Chern character, an object which can convince the more commutative geometer that
noncommutative geometry does not only make sense, but also is one of the most beautiful
developments in modern mathematics.
2 C∗-algebras for topologists
In this section, we will explore some aspects of the theory of C∗-algebras. The main result,
we would like to explain, is the theorem by Gelfand and Neumark about commutative C∗-
algebras.
2.1 General definitions and results
In order to be concise, only algebras over the field C will be considered.
Definition 2.1 (Involutive, Banach and C∗ algebras)
An involutive algebra A is an associative algebra equipped with map a 7→ a∗ such that
a∗∗ = a (a+ b)∗ = a∗ + b∗ (λa)∗ = λa∗ (ab)∗ = b∗a∗
for any a, b ∈ A and λ ∈ C, and where λ denotes the ordinary conjugation on the complex
numbers.
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A Banach algebra A is an associative algebra equipped with a norm ‖ · ‖ : A→ R+ such
that the topological space A is complete for this norm and such that
‖ab‖ ≤ ‖a‖ ‖b‖
If the algebra is unital, with unit denoted by 1l, then it is also required that ‖1l‖ = 1.
A C∗-algebra is an involutive and a Banach algebra A such that the norm satisfies the
C∗-condition
‖a∗a‖ = ‖a‖2 (2.1)

A C∗-algebra is then a normed complete algebra equipped with an involution and a
compatibility condition between the norm and the involution. One can show that this C∗-
condition (2.1) implies that ‖a‖ ≤ ‖a∗‖ ≤ ‖a∗∗‖ = ‖a‖. The adjoint is then an isometry in
any C∗-algebra.
Definition 2.2 (self-adjoint, normal, unitary and positive elements)
An element a in a C∗-algebra A is self-adjoint if a∗ = a, normal if a∗a = aa∗, unitary if
a∗a = aa∗ = 1l when A is unital, and positive if it is of the form a = b∗b for some b ∈ A. 
Self-adjoint and unitary elements are obviously normal, and positive elements are obviously
self-adjoint.
Example 2.3 (The algebra of matrices)
Let Mn(C) be the algebra of n × n matrices over C. This is an involutive algebra for the
adjoint. This algebra is complete for the three equivalent norms
‖a‖max = max{|aij| / i, j = 1, . . . , n} max norm
‖a‖ = sup{‖av‖ / v ∈ Cn, ‖v‖ ≤ 1} operator norm
‖a‖P =
∑
i,j
|aij | sum norm
which are related by the inequalities
‖a‖max ≤ ‖a‖ ≤ ‖a‖
P ≤ n2‖a‖max
The algebraMn(C) is then a Banach algebra for any of these norms. Only the operator norm
defines on Mn(C) a C
∗-algebraic structure. 
Example 2.4 (The algebra of bounded linear operators)
Let H be a separable Hilbert space, and B(H) = B the algebra of bounded linear operators
on H. Equipped with the adjointness operation and the operator norm
‖a‖ = sup{‖au‖ / u ∈ H, ‖u‖ ≤ 1}
this algebra is a C∗-algebra. In the finite dimensional case, one recovers Mn(C). 
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Example 2.5 (The algebra of compact operators)
Let H be an Hilbert space. A finite rank operator a ∈ B is an operator such that dimRan a <
∞. Let BF denote the subalgebra of finite rank operators in B. The algebra K(H) = K of
compact operators is the closure of BF for the topology of the operator norm. The algebra
K is a C∗-algebra, which is not unital when H is infinite dimensional. In case H is finite
dimensionnal, K = Mn(C) for n = dimH.
For any integer n ≥ 1, Mn(C) is identified as a subalgebra of B, as the operators which
act only on the first n vectors of a fixed orthonormal basis of H. Then one gets a direct
system of C∗-algebras inside B, in : Mn(C) →֒Mn+1(C) with in(a) = ( a 00 0 ). One has
K = lim
−→
Mn(C)
Using this identification, it is easy to see that K is an ideal in B. The quotient C∗-algebra
Q = B/K is the Calkin algebra. 
Example 2.6 (The algebra of continuous functions)
Let X be a compact Hausdorff space. Denote by C(X) the (commutative) algebra of con-
tinuous functions on X, for pointwise addition and multiplication of functions. Define the
involution f 7→ f and the sup norm
‖f‖∞ = sup
x∈X
|f(x)| (2.2)
With these definitions, C(X) is a C∗-algebra.
If the topological space X is only a locally compact Hausdorff space, one defines C0(X)
to be the algebra of continous functions on X vanishing at infinity : for any ǫ > 0, there
exists a compact K ⊂ X such that f(x) < ǫ for any x ∈ X\K. Equipped with the same
norm and involution as C(X), this is a C∗-algebra. 
Example 2.7 (The tensor product)
One can perform a lot of operations on C∗-algebras, some of them being described in the
following examples.
Let us mention that there exist some well defined tensor products on C∗-algebras (see
Chapter 11 in [KR97] or Appendix T in [WO93]). In the following, we denote by ⊗̂ the
spatial tensor product. One of its properties is that C(X) ⊗̂ C(Y ) = C(X × Y ) for any
compact spaces X, Y . 
Example 2.8 (The algebra Mn(A))
Let A be a C∗-algebra. We denote by Mn(A) the set of n × n matrices with entries in
A. This is naturally an algebra. One can define the max norm and the sum norm on this
algebra using ‖aij‖ instead of |aij | as in Example 2.3. For the operator norm, the situation
is more subtle. One has to take an injective representation ρ : A→ B(H), which induces an
injective representation ρn : Mn(A) → B(H
n). The operator norm of a ∈ Mn(A) is defined
as ‖a‖ = ‖ρn(a)‖ where the last norm is on B(H
n). One can then show that this norm is
independent of the choice of the injective representation ρ and gives Mn(A) a structure of
C∗-algebra.
This construction corresponds also to define Mn(A) as Mn(C) ⊗̂ A.
The natural inclusion Mn(A) →֒ Mn+1(A) defines a direct system of C
∗-algebras. One
can show that A ⊗̂ K = lim
−→
Mn(A). 
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Example 2.9 (The algebra C0(X,A))
Let X be a locally compact topological space and A a C∗-algebra. The space C0(X,A) of
continuous functions a : X → A vanishing at infinity, equipped with the involution induced
by the involution on A and the sup norm ‖a‖∞ = supx∈X ‖a(x)‖, is a C
∗-algebra. Using the
spatial tensor product, one has C0(X,A) = C0(X) ⊗̂ A.
If X is compact, we denote it by C(X,A). If A is unital and X is compact, this algebra
is unital. 
Example 2.10 (The convolution algebra)
The algebra L1(R) for the convolution product
(f ∗ g)(x) =
∫
R
f(x− y)g(y)dy
with the norm
‖f‖1 =
∫
R
|f(x)|dx
and equipped with the involution
f ∗(x) = f(−x)
is a Banach algebra with involution but is not a C∗-algebra. 
Definition 2.11 (Fre´chet algebra)
A semi-norm of algebras p on A is a semi-norm on the vector space A for which p(ab) ≤
p(a)p(b) for any a, b ∈ A.
A Fre´chet algebra is a topological algebra for the topology of a numerable set of algebra
semi-norms, which is complete. 
Example 2.12 (The Fre´chet algebra C∞(M))
Let M be a C∞ finite dimension locally compact manifold. Then the algebra C∞(M) of
differentiable functions on M is an involutive algebra but is not a Banach algebra for the sup
norm because it is not complete. Nevertheless, this algebra can be equipped with a family of
semi-norms pKr,N to make it a Fre´chet algebra. These semi-norms are defined as follows. For
any α = (α1, . . . , αn) where αr ∈ N, let us use the compact notation D
α =
(
∂
∂x1
)α1
· · ·
(
∂
∂xn
)αn
with |α| = α1 + · · ·+ αn. Then, for any compact subspace K ⊂ M and any integer N ≥ 0,
define pK,N(f) = max{|(D
αf)(x)| / x ∈ K, |α| ≤ N}. With a increasing numerable family of
compact spaces Kr ⊂M such that
⋃
r≥0Kr = M , one gets a numerable family of semi-norms
pKr,N for the topology of which C
∞(M) is complete. 
Example 2.13 (The irrational rotation algebra)
Let θ be an irrational number. On the Hilbert space L2(S1), consider the two unitary oper-
ators
(Uf)(t) = e2πitf(t) (V f)(t) = f(t− θ)
where f : S1 → C is considered as a periodic function in the variable t ∈ R. Then one
has UV = e2πiθV U ∈ B(L2(S1)). The C∗-algebra Aθ generated by U and V is called the
irrational rotation algebra or the noncommutative torus.
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Let us consider the Schwartz space S(Z2) of sequences (am,n)m,n∈Z of rapid decay: (|m|+
|n|)q|am,n| is bounded for any q ∈ N. We define the algebra A
∞
θ as the set of elements in Aθ
which can be written as
∑
m,n∈Z am,nU
mV n for a sequence (am,n)m,n∈Z ∈ S(Z
2). The family
of semi-norms pq(a) = supm,n∈Z{(1 + |m| + |n|)
q|am,n|} gives to A
∞
θ a structure of Fre´chet
algebra.
This algebra admits two continuous non inner derivations δi, i = 1, 2, defined by δ1(U
m) =
2πimUm, δ1(V
n) = V n, δ2(U
m) = Um and δ2(V
n) = 2πinV n.
Using Fourier analysis, S(Z2) is isomorphic to the space C∞(T2) where T2 is the two-
torus. The algebra A∞θ is then the equivalent of smooth functions on the noncommutative
torus Aθ. 
Let us mention some general results about C∗-algebras:
Proposition 2.14 (Unitarisation)
Any C∗-algebra A is contained in a unital C∗-algebra A+ as a maximal ideal of codimension
one.
The construction of the unitarization A+ is as follows: as a vector space, A+ = A + C;
as an algebra, (a+λ)(b+µ) = ab+λb+µa+λµ; as an involutive algebra, (a+λ)∗ = a∗+λ;
as a normed algebra, ‖(a+ λ)‖ = sup{‖ab+ λb‖ / b ∈ A, ‖b‖ ≤ 1}.
Theorem 2.15
For any C∗-algebra A, there exist a Hilbert space H and an injective representation A →
B(H). Then every C∗-algebra is a subalgebra of the bounded operators on a certain Hilbert
space.
The construction of this Hilbert space, which is not necessarily separable, is performed
through the GNS construction. This theorem implies that any C∗-algebra can be concretely
realized as an algebra of operators on a Hilbert space. Obviously, the converse is not true:
there are many algebras of operators on Hilbert spaces which are not C∗-algebras.
Proposition 2.16
Any morphism between two C∗-algebras is norm decreasing.
The norm on a C∗-algebra is unique. An isomorphism of C∗-algebras is an isometry.
2.2 The Gelfand transform
Let A be a unital Banach algebra. Let us use the notation z = z1l ∈ A for any z ∈ C.
Definition 2.17 (Resolvant, spectrum and spectral radius)
Let a be an element in A.
The resolvant of a, denoted by ρ(a), is the subspace of C:
ρ(a) = {z ∈ C / (a− z)−1 ∈ A}
The spectrum of a, denoted by σ(a), is the complement of ρ(a) in C: σ(a) = C\ρ(a). One
can show that σ(a) is a compact subspace of C contained in the disk {z ∈ C / |z| ≤ ‖a‖}.
The spectral radius of a is defined as
r(a) = sup{|z| / z ∈ σ(a)} 
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For any a ∈Mn(C), the spectrum of a contains the set of eigenvalues of a, but can contain
other values not associated to eigenvectors.
The spectrum of a ∈ A depends on the algebra A. Nevertheless, we will see exceptions
to that.
The spectral radius can be computed using the relation
r(a) = lim
n→∞
‖an‖1/n
which can look surprising at first: on the left, the radius is defined using only the algebraic
structure of A (is an element (a− z) invertible?), on the right it is related to the norm. . .
Here are some interesting results about the spectrum of particular elements.
Proposition 2.18
If a is self-adjoint, then σ(a) ⊂ R. If a is unitary, then σ(a) ⊂ S1. If a is positive, then
σ(a) ⊂ R+.
One can show the following:
Theorem 2.19 (Gelfand-Mazur)
Any unital Banach algebra in which every non zero element is invertible is isomorphic to C.
Definition 2.20 (The spectrum of an algebra and the Gelfand transform)
LetA be a Banach algebra. A (continuous) character onA is a non zero continuous morphism
of algebras χ : A→ C. If A is unital, we require χ(1l) = 1.
The spectrum of A, denoted by ∆(A), is the set of characters of A. The spectrum ∆(A)
is a topological space for the topology induced by the pointwise convergence χn
n→∞
−−−→ χ ⇔
∀a ∈ A, χn(a)
n→∞
−−−→ χ(a).
There is a natural map A→ C(∆(A)) defined by a 7→ â where â(χ) = χ(a). This is the
Gelfand transform of A. 
So, now that we have associated to elements in a Banach algebra, and to the algebra
itself, some topological spaces, it is time to introduce some functional spaces on them! The
next example gives us an insight to what will happen in the general case.
Example 2.21 (The spectrum of C(X))
Let A = C(X) as in Example 2.6. For any function f ∈ C(X), σ(f) is the set of values of f :
σ(f) = f(X) ⊂ C. Any point x ∈ X defines a character χx ∈ ∆(A) by χx(f) = f(x), so that
X ⊂ ∆(A). The topologies on X and ∆(A) makes this inclusion a continuous application.
Example 2.22 (Unital commutative Banach algebra)
What happens when the Banach algebra is unital and commutative? In that case, one can
show that the maximal ideals in A are in a one-to-one correspondence with characters on A.
Indeed, it is easy to associate to any character χ ∈ ∆(A), the maximal ideal Iχ = Kerχ. In
the other direction, for any maximal ideal I, one can show that every non zero element in
the algebra A/I is invertible, which means, by the Gelfand-Mazur’s theorem, that A/I = C.
Associate to I the projection A→ A/I. This is the desired character.
Then, one can show that ∆(A) is a compact Hausdorff space. The Gelfand transform
connects two commutative unital Banach algebras A→ C(∆(A)) by a continuous morphism
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of algebras. What is now a pleasant surprise, is that the spectrum of a in A is exactly the
spectrum of â in C(∆(A)), which is the set of values of the function â on ∆(A):
σ(a) = σ(â) = {â(χ) = χ(a) / χ ∈ ∆(A)} 
When the commutative Banach algebra is not unital, the Gelfand transform realizes a
continuous morphism of algebras A → C0(∆(A)). One important result is that ∆(A)
+ =
∆(A+) where on the left ∆(A)
+ is the one-point compactification of the topological space
∆(A) and on the right A+ is the unitarization of A.
It is now possible to state the main theorem in this section:
Theorem 2.23 (Gelfand-Neumark)
For any commutative C∗-algebraA, the Gelfand transform is an isomorphism of C∗-algebras.
In the unital case, one gets A ≃ C(∆(A)) and in the non unital case, A ≃ C0(∆(A))
and A+ ≃ C(∆(A)
+).
In the language of categories, this theorem means that the category of locally compact
Hausdorff spaces is equivalent to the category of commutative C∗-algebras.
2.3 Functional calculus
The demonstration of the Gelfand-Neumark theorem relies on some constructions largely
known as functional calculus. These constructions are very important to understand the
relations between commutative C∗-algebras and topological spaces. Their understanding
opens the door to the comprehension of noncommutative geometry.
The first example we consider is the polynomial functional calculus. This gives us the
general idea. Let a ∈ A, where A is any unital associative algebra. To every polynomial
function p ∈ C[x] in the real variable x, we can associate p(a) ∈ A as the element obtained
by the replacement xn 7→ an in p. In particular, for the polynomial p(x) = x (resp. p(x) = 1),
one gets p(a) = a (resp. p(a) = 1l).
For algebras with supplementary structures, this can be generalized using other algebras
of functions.
First, consider an involutive unital algebra A, and let a ∈ A be a normal element. To
every polynomial function p ∈ C[z, z] of the complex variable z and its conjugate z, we
associate p(a) ∈ A through the replacements zn 7→ an and zn 7→ (a∗)n. Because a is normal,
p(a) is a well defined element in A.
Let A be now a unital Banach algebra. For any λ /∈ σ(a) one introduces the resolvant of
a at λ:
R(a, λ) =
1
λ− a
∈ A
Consider any holomorphic function f : U → C, with U an open subset of C which strictly
contains the compact subspace σ(a), and Γ : [0, 1]→ C a closed path in U such that σ(a) is
strictly inside Γ. The usual Cauchy formula f(z) = 1
2πi
∫
Γ
f(λ)
λ−z
dλ ∈ C can be generalized in
the form
f(a) =
1
2πi
∫
Γ
f(λ)
λ− a
dλ ∈ A
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Indeed, λ 7→ R(a, λ) is a function which takes its values in a Banach space, and integration
of f(λ)R(a, λ) is meaningful along Γ. What can be shown is that this integration does not
depend on the choice of the surrounding closed path Γ.
This relation defines what is called the holomorphic functional calculus on A. In case f
is a polynomial function (of the variable z, but not of the variable z), f(a) coincides with
the polynomial functional calculus.
Let us consider now a unital C∗-algebra A. In that case, one would like to mix the two
previous functional calculi on involutive and Banach algebras.
In order to do that, consider a normal element a ∈ A. One can introduce C∗(a), the
smallest unital C∗-subalgebra ofA which contains a and a∗ (and 1l since it is unital). Because
1l, a and a∗ commute among themselves, the C∗-algebra C∗(a) is a commutative C∗-algebra.
Let us summarize some facts about this algebra:
Proposition 2.24
The spectrum of a in C∗(a) is the same as the spectrum of a in A. It will be denoted by
σ(a).
The spectrum of the algebra C∗(a) is the spectrum of the element a, ∆(C∗(a)) = σ(a),
so that
C∗(a) = C(σ(a))
The Gelfand transform maps a into the continuous function â : σ(a) → C which is
identity: σ(a) ∋ z 7→ z ∈ C.
The inverse of the Gelfand transform associates to any continuous function f : σ(a)→ C
a unique element f(a) ∈ C∗(a) ⊂ A such that
‖f(a)‖ = ‖f‖∞ σ(f(a)) = f(σ(a)) ⊂ C
In particular, the norm of f(a) in C∗(a) is the norm of f(a) in A.
The association f 7→ f(a) in this Proposition is the continuous functional calculus asso-
ciated to the normal element a. In case f is a polynomial function in the variables z and z
(resp. f is an holomorphic function), one recovers the polynomial functional calculus (resp.
the holomorphic functional calculus).
There are a lot of interesting normal elements in a C∗-algebras (self-adjoint, unitary, pos-
itive. . . ) for which the continuous functional calculus is very convenient. The next example
illustrates such a situation.
Example 2.25 (Absolute value in A)
One can associate to any element a ∈ A its absolute value using the functional calculus
associated to the normal (and positive) element a∗a. Consider the continuous function R+ ∋
x 7→ f(x) = |x|1/2 and define |a| ∈ A+ by |a| = f(a∗a). 
What do we learn from these constructions? The main result here is that it is not necessary
to consider a commutative C∗-algebra in order to manipulate some topological spaces. Just
consider some normal elements commuting among themselves, build upon them the smallest
C∗-algebra they generate, and you have in hand a Hausdorff space!
The idea of noncommutative topology is to study C∗-algebras from the point of view that
they are “continuous functions on noncommutative spaces”. In order to do that, one needs
some tools that are common to the topological situation and to the algebraic one.
Such tools exist! One of them is K-theory.
10
3 K-theory for beginners
The K-theory groups are defined through a universal construction, the Grothendieck group
associated to an abelian semigroup.
Definition 3.1 (Grothendieck group of an abelian semigroup)
An abelian semigroup is a set V equipped with an internal associative and abelian law ⊞ :
V × V → V. A unit element is an element 0 such that v ⊞ 0 = v for any v ∈ V. Any abelian
group is a semigroup.
The Grothendieck group associated to V is the abelian group (Gr(V),+) which satisfies
the following universal property. There exits a semigroup map i : V → Gr(V) such that for
any abelian group (G,+) and any morphism of abelian semigroups φ : V → G, there exists a
unique morphism of abelian groups φ̂ : Gr(V)→ G such that φ = φ̂ ◦ i. 
This means that the following diagram can be completed with φ̂ to get a commutative
diagram:
Gr(V)
bφ
""D
D
D
D
D
D
D
D
D
V
i
OO
φ // G
It is convenient to have in mind one of the possible constructions of the Grothendieck
group associated to V. On the set V× V consider the equivalence relation: (v1, v2) ∼ (v
′
1, v
′
2)
if there exists v ∈ V such that v1⊞v
′
2⊞v = v
′
1⊞v2⊞v ∈ V. Denote by 〈v1, v2〉 an equivalence
class in V× V for this relation and let Gr(V) = (V× V)/ ∼. The group structure on Gr(V) is
defined by 〈v1, v2〉+ 〈v
′
1, v
′
2〉 = 〈v1 ⊞ v
′
1, v2 ⊞ v
′
2〉, the unit is 〈v, v〉 for any v ∈ V, the inverse
of 〈v1, v2〉 is 〈v2, v1〉. The morphism of abelian semigroups i : V → Gr(V) is v 7→ 〈v ⊞ v
′, v′〉
(independent of the choice of v′). Notice that 〈v1 + v, v2 + v〉 = 〈v1, v2〉 in Gr(V).
Then one can show that Gr(V) is indeed the Grothendieck group associated to V and that
Gr(V) = {i(v)− i(v′) / v, v′ ∈ V}
A useful relation is that i(v + w)− i(v′ + w) = i(v)− i(v′) ∈ Gr(V) for any w ∈ V.
Example 3.2 (The semigroup N)
The set of natural numbers defines an abelian semigroup (N,+). Its Grothendieck’s group is
(Z,+). In this situation, the morphism i : N → Z is injective. This is not always the case.
Another particular property is that any relation n1 + n = n2 + n in N can be simplified into
n1 = n2. This is the simplification property, which is not satisfied by all abelian semigroups.
Example 3.3 (The semigroup N ∪ {∞})
Consider the set N∪ {∞} with the ordinary additive law for two elements in N and the new
law ∞ + n = ∞ +∞ = ∞. Then its Grothendieck group is 0. Indeed, all couples (n,m),
(n,∞), (∞, m) and (∞,∞) are equivalent. 
3.1 The topological K-theory
It is useful to recall some facts and constructions about vector bundles over topological spaces.
We will restrict ourselves to locally trivial complex vector bundles over Hausdorff spaces.
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Definition 3.4
Let π : E → X and π′ : E ′ → X two vector bundles over X, of rank n and n′. Then one
defines the Whitney sum E⊕E ′ → X of rank n+n′ by E⊕E ′ = ∪x∈X(Ex⊕E
′
x) = {(e, e
′) ∈
E × E ′ / π(e) = π′(e′)} ⊂ E × E ′ and the tensor product E ⊗ E ′ = ∪x∈X(Ex ⊗ E
′
x) of rank
nn′.
We denote by Cn = X ×Cn → X the trivial vector bundles of rank n.
For any continuous map f : Y → X and any vector bundle E → X, we define the
pull-back f ∗E → Y as f ∗E = {(y, e) ∈ Y × E / f(y) = π(e)} ⊂ Y × E. 
When i : Y →֒ X is an inclusion, the pull-back i∗E = E|Y is just the restriction of E
to Y ⊂ X. When f0, f1 : Y → X are homotopic, the two vector bundles f
∗
0E and f
∗
1E are
isomorphic.
We will use the following very important result in the theory of vector bundles:
Theorem 3.5 (Serre-Swan)
Let X be a locally compact topological space. For any vector bundle E → X there exist an
integer N and a second vector bundle E ′ → X such that E ⊕E ′ ≃ CN .
We introduce V(X), the set of isomorphic classes of vector bundles over X. Let use the
notation [E] for the isomorphic class of E. The set V(X) is an abelian semigroup for the law
induced by the Whitney sum: [E] + [E ′] = [E ⊕ E ′].
For any continuous map f : Y → X, the pull-back construction defines a morphism of
abelian semigroups f ∗ : V(X)→ V(Y ), which depends only on the homotopic class of f .
Definition 3.6 (K0(X) for X compact)
For any compact topological space X, we define K0(X) as the Grothendieck group of V(X).
Remark 3.7 (Representatives in K0(X))
From the construction of the Grothendieck group, any element in K0(X) can be realized as a
formal difference [E]− [F ] of two isomorphic classes in V(X). Adding the same vector bundle
to E and F does not change this element in the Grothendieck group. So, one can always find
a representative of the form [E]− [Cn] for some integer n. 
For any continuous map f : Y → X, the morphism f ∗ : V(X) → V(Y ) induces a
morphism of abelian groups f ♯ : K0(X)→ K0(Y ).
Example 3.8 (K0(∗) = Z)
Let ∗ denote the space reduced to a point. In that case any vector bundle E → ∗ is just a finite
dimensional vector space. It is well known that the isomorphic classes of finite dimensional
vector spaces are classified by their dimension, so that V(∗) = N, with the abelian semigroup
structure of Example 3.2. Then one gets K0(∗) = Z. Obviously this result is true for any
contractible topological space. 
Let x0 ∈ X be a fixed point. Denote by i : ∗ = {x0} → X the inclusion, and p : X → ∗
the projection. Then p ◦ i is Id∗. These maps define two morphisms
p♯ : Z = K0(∗)→ K0(X) i♯ : K0(X)→ K0(∗) = Z
Because i♯p♯ = IdZ : Z → Z, p
♯ is injective.
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Definition 3.9 (Reduced K-group for pointed compact spaces)
We define the reduced K-group of the pointed compact topological space X by
K˜0(X) = Ker(i♯ : K0(X)→ Z) = K0(X)/p♯Z 
The injective morphism p♯ splits the short exact sequence of abelian groups
0 //K˜0(X) //K0(X)
i♯ //K0(∗) = Z //0
so that K0(X) = K˜0(X)⊕ Z. The reduced K-theory, like the reduced singular homology, is
the natural K-theory of pointed compact spaces.
Remark 3.10 (Interpretation of K˜0(X))
An element in K˜0(X) is a formal difference [E] − [F ] where now E and F have the same
rank because they must coincide over x0 in order to be in the kernel of i
♯. It is possible to
choose F = CN with N = rankE. 
Definition 3.11 (K0(X) for any X)
Let X be a locally compact topological space X, not necessarily compact. Denote by X+ its
one-point compactification. Then one defines K0(X) = K˜0(X+). 
Let us make some comments about this construction.
Remark 3.12
In this situation, the natural fixed point in X+ is the point at infinity, so that i : ∗ →
X+ sends ∗ into ∞. The compactification adds a point to X and the reduced K-group
construction removes the contribution from this point.
In case X is compact, it is then easy to verify that K˜0(X+) identifies with the K-group
as in Definition 3.6. 
Remark 3.13 (Interpretation of K0(X))
In K˜0(X+), an element is a formal difference [E]− [F ] with rankE = rankF . Because this
element is in the kernel of i♯, one has E|∞ = F|∞. So these two vector bundles are also
isomorphic in a neighborhood of ∞ ∈ X+. By definition of the one-point compactification,
such a neighborhood is the complement of a compact in X, so that E and F can be considered
as vector bundles over X which coincide outside some compact K ⊂ X.
One can go a step further. Because E and F coincide outside some compact K, one can
add to them a third vector bundle such that outside K the sums are isomorphic to a trivial
vector bundle. Adding such a vector bundle does not change the element [E]− [F ] ∈ K0(X).
Therefore, any element in K0(X) can be represented by a formal difference [E]− [F ] where
E and F are not only isomorphic outside some compact, but also trivial.
Owing to this interpretation, this definition of K0(X) = K˜0(X+) is also called, in the
literature, the K-theory with compact support (the non trivial part of the vector bundles is
inside a compact). For instance, it is denoted by Kcpt in [LM89]. 
The indice 0 in the definition of theK-group suggests that othersK-groups can be defined.
This is indeed the case, but we will see that there are not so many!
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Definition 3.14 (Higher orders K-groups)
Let X be a locally compact topological space X. For any n ≥ 1, we define K−n(X) =
K0(X × Rn). 
The corresponding reduced K-group is K˜−n(X) = K˜0(X ∧ Sn), where we recall that
for two pointed compact spaces (X, x0) and (Y, y0), their wedge product is X ∧ Y = X ×
Y/({x0} × Y ∪X × {y0}). For any n, one can show that K
−n(X) = K˜−n(X+).
Proposition 3.15 (Long exact sequences)
Let X be a locally compact space and Y ⊂ X a closed subspace. Then there exist boundary
maps δ : K−n(Y )→ K−n+1(X\Y ) and a long exact sequence
· · · δ //K−n(X\Y ) //K−n(X) //K−n(Y )
δ //K−n+1(X\Y ) // · · ·
· · ·
δ //K0(X\Y ) //K0(X) //K0(Y )
In reduced K-theory, for pointed compact spaces Y ⊂ X, one has the corresponding long
exact sequence
· · ·
δ //K˜−n(X/Y ) //K˜−n(X) //K˜−n(Y )
δ //K˜−n+1(X/Y ) // · · ·
· · ·
δ //K˜0(X/Y ) //K˜0(X) //K˜0(Y )
Proposition 3.16 (The ring structure)
The tensor product of vector bundles induces a ring structure on K0(X) and K˜0(X).
The external tensor product induces graded ring structures on K•(X) =
⊕
n≥0K
−n(X)
and on K˜•(X) =
⊕
n≥0 K˜
−n(X) which extend the ring structures on K0(X) and K˜0(X).
Example 3.17 (The 2-sphere)
Any vector bundle on the 2-sphere is characterized by its clutching function on the equator.
This is a continuous map S1 → U(n) for a vector bundle of rank n. In order to consider
all the possible ranks at the same time, the maps to consider are S1 → U(∞) = lim
−→
U(n).
Studying these functions, in particular their homotopic equivalence classes, gives the following
result. Let H denote the tautological vector bundle of rank 1 over CP1 = S2. Then one has
(H ⊗ H) ⊕ C ≃ H ⊕ H and as rings K0(S2) ≃ Z[H ]/〈(H − C)2〉 where 〈(H − C)2〉 is the
ideal in Z[H ] generated by (H −C)2, so that K0(S2) ≃ Z ·C⊕Z · (H −C) ≃ Z⊕Z. Because
H − C ∈ Ker(i♯ : K0(S2)→ Z), one has K˜0(S2) = Z · (H − C) ≃ Z with a null product. 
Example 3.18 (The ring K•(∗))
The ring structure of K•(∗) is easy to describe. One can show that K−2(∗) = K0(R2) =
K˜0(S2) = Z. Denote by ξ the generator of K−2(∗). Then, one can show that K•(∗) = Z[ξ].
As ξ is of degree −2, one has K−2n(∗) = Z and K−(2n+1)(∗) = 0. 
Here is now the main result in K-theory:
Theorem 3.19 (Bott periodicity)
For any locally compact space X, one has a natural isomorphism
K0(X × R2) = K−2(X) ≃ K0(X)
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For any pointed compact space X, one has a natural isomorphism
K˜0(X ∧ S2) = K˜−2(X) ≃ K˜0(X)
In reduced K-theory, for two pointed compact spaces X, Y , there is a natural (graded)
product
K˜•(X)⊗ K˜•(Y )→ K˜•(X ∧ Y )
Using Y = S2, this product gives us an isomorphism
K˜0(X)⊗ K˜0(S2)
≃
→ K˜0(X ∧ S2)
which is exactly the Bott periodicity. Indeed, we saw in Example 3.17 that K˜0(S2) is gener-
ated by H −C (with (H − C)2 = 0). The Bott periodicity is the isomorphism
β : K˜0(X)
≃
→ K˜0(X ∧ S2) = K˜−2(X)
a 7→ (H − C) · a
Example 3.20 (K-theories of spheres)
One has Sn∧Sm ≃ Sn+m, so that K˜0(S2n) = K˜0(S2n−2∧S2) = K˜0(S2) = Z. For odd degrees,
one only needs to know K˜0(S1). Using standard arguments from topology of fiber bundles
(see [Ste51] for instance), there are no non trivial (complex) vector bundles over S1, so that
V(S1) = N and then K0(S1) = Z and K˜0(S1) = 0. This shows that K˜0(S2n+1) = K˜0(S1) = 0.
Notice that because R+ = S1 (one-point compactification), one has K0(R) = 0. 
Proposition 3.21 (Six term exact sequences in K-theory)
The Bott periodicity reduces the long exact sequences of Proposition 3.15 into two six term
exact sequences
K0(X\Y ) // K0(X) // K0(Y )
δ

K−1(Y )
δ
OO
K−1(X)oo K−1(X\Y )oo
(3.3)
for locally compact spaces Y ⊂ X with Y closed, and
K˜0(X/Y ) // K˜0(X) // K˜0(Y )
δ

K˜−1(Y )
δ
OO
K˜−1(X)oo K˜−1(X/Y )oo
for pointed compact spaces Y ⊂ X with Y closed.
Example 3.22 (K-groups for some topological spaces)
Here is a table of some known K-groups for ordinary topological spaces.
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Topological space K0 K−1
∗, compact contractible Hausdorff space Z 0
]0, 1] 0 0
R, ]0, 1[ 0 Z
R2n, n ≥ 1 Z 0
R2n+1, n ≥ 0 0 Z
S2n, n ≥ 1 Z⊕ Z 0
S2n+1, n ≥ 0 Z Z
Tn Z2
n−1
Z2
n−1
Remark 3.23 (Real topological K-theory)
We have introduced the topological K-theory using the complex vector bundles over topo-
logical spaces. It is possible to define a real topological K-theory in exactly the same way
using real vector bundles. The theory is different. For instance, there are non trivial real
vector bundles over S1 (think at the Moebius trip), but there are no non trivial complex
vector bundles. In real K-theory the Bott periodicity is of period 8, and the six term exact
sequence is replaced by a 24 terms exact sequence. 
Remark 3.24 (The origin of Bott periodicity)
The first paper mentioning Bott periodicity, [Bot59], was concerned with the homotopy of
classical groups, in particular U(n) and O(n). What Bott discovered is that if one denotes
by U(∞) = lim
−→
U(n) and O(∞) = lim
−→
O(n) the inductive limits for the natural inclusions
U(n) →֒ U(n + 1) and O(n) →֒ O(n+ 1), then
πk(U(∞)) = πk+2(U(∞)) πk(O(∞)) = πk+8(O(∞))
In fact, for n large enough, πk(U(n)) = πk(U(n + 1)) for n > k/2, so that this periodicity
expresses itself before infinity. The period 2 for the complex case U(∞) (resp. 8 for the real
case O(∞)) is related to the period 2 for K-theory (resp. real K-theory). See [Kar05] for a
review and references. 
3.2 K-theory for C∗-algebras
Topological K-theory is defined using some explicit geometrical constructions on vector bun-
dles over a compact topological space X. These constructions, except the tensor product of
vector bundles, can be described using the C∗-algebra C(X).
Indeed, it is a well known fact that continuous sections of a vector bundle E → X is a
C(X)-module. Recall the following definitions about modules. From now on, every modules
are left modules.
Definition 3.25 (Finite projective modules)
Let A be a unital associative algebra.
M is a free A-module if it admits a free basis.
M is a projective A-module if there exists a A-module N such that M ⊕ N is a free
module.
M is a finite projective A-module if there exist a A-module N and an integer N such
that M ⊕N ≃ AN . 
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Theorem 3.5 can then be written in the following algebraic form:
Theorem 3.26 (Serre-Swan, algebraic version)
The functor “continuous sections” realizes an equivalence of categories between the category
of vector bundles over a compact topological space X and the category of finite projective
modules over C(X).
Any finite projective module is characterized by the morphism of A-modules p : AN →
AN which projects onto M . This morphism is representable as a projection p ∈ MN(A),
p2 = p, p∗ = p, such that M = ANp. In particular, any vector bundle over X is given by a
projection p ∈MN(C(X)) = C(X,Mn(C)) (see Example 2.9).
We have defined the topological K-theory via the isomorphic classes of vector bundles.
In the algebraic language, isomorphic classes correspond to some equivalence classes on pro-
jections. Let us define some possible equivalence relations on projections in C∗-algebras.
Let us denote by P(A) = {p ∈ A / p2 = p∗ = p} the set of projections in a unital
C∗-algebra A.
Definition 3.27 (Equivalences of projections)
A partial isometry is an element v ∈ A such that v∗v ∈ P(A). In that case, one can show
that vv∗ ∈ P(A). An isometry is an element v ∈ A such that v∗v = 1l. Unitaries are in
particular isometries.
Two projections p, q ∈ P(A) are orthogonal if pq = qp = 0 ∈ A. This means that they
project on direct summands of A. In this situation p⊕ q ∈ P(A) is well defined.
There are three notions of equivalence for two projections p, q ∈ P(A):
homotopic equivalence: p ∼h q if there exists a continuous path of projections in A
connecting p and q.
unitary equivalence: p ∼u q if there exists a unitary element u ∈ A such that u
∗pu = q.
Murray-von Neumann equivalence: p ∼M. v.N. q if there exists a partial isometry v ∈ A
such that v∗v = p and vv∗ = q. 
One can show that
p ∼h q =⇒ p ∼u q =⇒ p ∼M. v.N. q
Define Pn(A) ⊂ Mn(A), the set of projections in Mn(A). The natural inclusions in :
Mn(A) →֒ Mn+1(A) with in(a) = ( a 00 0 ) permits one to define M∞(A) =
⋃
n≥1Mn(A) and
P∞(A) =
⋃
n≥1Pn(A). The three equivalence relations defined above are well defined on
P∞(A).
Proposition 3.28 (Stabilisation of the equivalence relations)
In P∞(A), the three equivalence relations coincide.
We will denote this relation by ∼.
Definition 3.29 (K0(A) for unital C
∗-algebra)
Let V(A) denote the set of equivalence classes in P∞(A) for the relation ∼. This is an abelian
semigroup for the addition p⊕ q =
(
p 0
0 q
)
∈ P∞(A).
The group K0(A) is the Grothendieck group associated to (V(A),⊕). 
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Example 3.30 (K0(Mn(C)))
Let us look at the algebra A = C. In that case, a projection p ∈ P∞(C) is represented by a
projection p ∈ MN (C) for a sufficiently large N . Such a projection defines the vector space
Ran p ⊂ CN of dimension rank p. It is easy to see that the equivalence relation ∼ detects
only this dimension, so that V(C) = N and K0(C) = Z.
Let us consider nowA =Mn(C). One hasMN (Mn(C)) = MNn(C), so that P∞(Mn(C)) =
P∞(C), with the same equivalence relation. Then one has K0(Mn(C)) = Z. This result is an
example of Morita invariance of the K-theory. 
More generally, by the same argument, one can show:
Proposition 3.31 (Morita invariance of the K-theory)
K0(Mn(A)) = K0(A)
Example 3.32 (K0(C(X)))
Let X be a compact topological space. Then by Theorem 3.26 one has
K0(C(X)) = K
0(X) 
Any morphism of C∗-algebras φ : A→ B gives rise to a natural map φ : P∞(A)→ P∞(B)
compatible with the relation ∼ on both sides. This induces a morphism of semigroups
V(A)→ V(B) and a morphism of abelian groups φ♯ : K0(A)→ K0(B).
When the algebra A is not unital, consider its unitarization A+. Then one has the short
exact sequence of C∗-algebras
0 //A
i //A+
π //C //0
Definition 3.33 (K0(A) for non unital C
∗-algebra)
For a non unital algebra A, one defines
K0(A) = Ker(π♯ : K0(A+)→ K0(C) = Z) 
Remark 3.34
Exactly as in Remark 3.12, this construction adds a point (the unity) and removes its contri-
bution afterwards. In case A is unital, one can show that the two definitions coincide. More
generally, as abelian groups, one has K0(A+) = K0(A)⊕ Z. 
Remark 3.35 (Interpretation of K0(A))
An element in K0(A) is a difference [p] − [q] for some projections p, q ∈ Pn(A+), for large
enough n, such that [π(p)] − [π(q)] = 0. In fact, it is possible to choose p and q such that
p − q ∈ Mn(A) ⊂ Mn(A+) (p − q is not a projection in this relation!). Adding a common
projection, one can always represent an element in K0(A) as [p]− [1ln], where 1ln ∈Mn(A+)
is the unit matrix. 
Example 3.36 (K0(B))
For any integer n and infinite dimensional separable Hilbert space H, one has Mn(B) ≃ B
(because Hn ≃ H here), so we only need to consider projections in B. Two projections in
B are equivalent precisely when their ranges are isomorphic. So that only the dimension
(possibly infinite) is an invariant, and one gets V(B) = N ∪ {∞}, which produces K0(B) = 0
(see Example 3.3). 
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Definition 3.37 (Higher orders K-groups)
Let A be a C∗-algebra. The suspension of A is the C∗-algebra SA = C0(R,A) (see Exam-
ple 2.9).
For any n ≥ 1, we define Kn(A) = K0(S
nA) where SnA = S(Sn−1A) is the n-th
suspension of A. 
This definition leads to the following useful result:
Proposition 3.38 (Long exact sequences)
For any short exact sequence of C∗-algebras
0 //I //A //A/I //0
there exist boundary maps δ : Kn(A/I)→ Kn−1(I) and a long exact sequence
· · · δ //Kn(I) //Kn(A) //Kn(A/I)
δ //Kn−1(I) // · · ·
· · ·
δ //K0(I) //K0(A) //K0(A/I)
Remark 3.39 (Other definition of K1(A))
Let us introduce the following groups
• GLn(A+), invertible elements in Mn(A+)
• GL+n (A) = {a ∈ GLn(A+) / π(a) = 1ln} where π : A+ → C is the projection associated
to the unitarization
• Un(A+), unitaries in Mn(A+)
• U+n (A) = {u ∈ Un(A+) / π(u) = 1ln}
These groups define some direct systems for the natural inclusion g 7→
(
g 0
0 1l
)
. Denote by
GL∞(A+), GL
+
∞(A), U∞(A+) and U
+
∞(A) their respective inductive limits.
One can show that for any C∗-algebra A, one has
K1(A) = GL∞(A+)/GL∞(A+)0 = GL
+
∞(A)/GL
+
∞(A)0
= U∞(A+)/U∞(A+)0 = U
+
∞(A)/U
+
∞(A)0
where the index 0 means the connected component of the unit element. 
Proposition 3.40 (Continuity for direct systems)
Let (Ai, αi) be a direct system of C
∗-algebras. Then for any n one has Kn(lim−→
Ai) =
lim
−→
Kn(Ai).
Example 3.41 (K0(K))
The algebra of compact operators is the direct limit K = lim
−→
Mn(C). As K0(Mn(C)) = Z is
a stationary system, one has K0(K) = Z. Explicitly, the isomorphism is realized as the trace
[p] 7→ Tr(p). 
More generally we have:
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Proposition 3.42 (Morita invariance of K-theory)
For any C∗-algebra A, and any n, one has Kn(A ⊗̂ K) = Kn(A).
Here is the version of Bott periodicity for K-theory of C∗-algebras:
Theorem 3.43 (Bott periodicity)
For any C∗-algebra A, one has
K0(S
2A) = K2(A) ≃ K0(A)
Proposition 3.44 (Six term exact sequence)
The Bott periodicity theorem reduces the long exact sequence associated to any short exact
sequence of C∗-algebras to a six term exact sequence
K0(I) // K0(A) // K0(A/I)
δ

K1(A/I)
δ
OO
K1(A)oo K1(I)oo
Remark 3.45 (K-groups via homotopy groups)
We have seen in Remark 3.39 that the K1-group can be defined using the 0-th homotopy
group as K1(A) = π0(U∞(A+)). It is possible to show that more generally
Kn(A) = πn−1(U∞(A+))
Bott periodicity is then directly equivalent to
πn+2(U∞(A+)) ≃ πn(U∞(A+))
Because Un(A+) and GLn(A+) have the same topology (one is the retraction of the other),
these relations make sense with GL∞(A+). 
Example 3.46 (K-groups for some C∗-algebras)
Here is a table of some known K-groups for ordinary C∗-algebras.
Algebra K0 K1
C, Mn(C), K(H) (compacts op.) Z 0
B(H) (bounded op.) 0 0
Q(H) (Calkin’s alg.) 0 Z
T (Tœplitz’ alg.) Z 0
On, n ≥ 2 (Cuntz’ alg.) Zn−1 0
Aθ, θ irrationnal Z
2 ≃ θZ + Z Z2
C∗(Fn) (Fn free group with n generators) Z Z
n
Mn(A), A ⊗̂ K (stabilisation) K0(A) K1(A)
A+ (unitarization) K0(A)⊕ Z K1(A)
SA = C0(]0, 1[,A) (suspension) K1(A) K0(A)
CA = C0(]0, 1],A) (cone) 0 0
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Remark 3.47 (K-theory computed on dense subalgebras)
For a lot of examples, one can compute the K-groups of a C∗-algebra A using a dense
subalgebra B. For instance, for any compact finite dimensional manifold M , the K-theory
of C(M) (continuous functions) is the same as the K-theory of the Fre´chet algebra C∞(M).
The same situation occurs for the irrational rotation algebra: Kn(Aθ) = Kn(A
∞
θ ).
In the geometric situation, it is possible to understand this result. Smooth structures are
sufficiently dense in continuous structures: any continuous vector bundle can be deformed
into a smooth one. . .
Here is a description of some more general situations. Let A be C∗-algebra (or a Banach
algebra) and A∞ ⊂ A a dense subalgebra (but not necessarily a C∗-subalgebra). The expo-
nent∞ does not mean that we consider “differentiable” functions, even if in practice this can
happen: think about A∞θ ⊂ Aθ as a typical example. Let A+ and A
∞
+ their unitarizations.
Suppose that A∞+ is stable under holomorphic functional calculus, which means that for any
a ∈ A∞+ and any holomorphic function f in a neighborhood of the spectrum of a, f(a) ∈ A
∞
+ .
Using the topologies induced onA∞+ andGLn(A
∞
+ ) by the topologies onA+ andGLn(A+),
it is possible to define K-groups by using the relations in Remark 3.45. Then one has the
density theorem: the inclusion i : A∞ → A induces isomorphisms
i♯ : Kn(A
∞)
≃
→ Kn(A)
for any n ≥ 0. 
Remark 3.48 (K-homology)
As for many other ordinary homologies, there exists a dual version of the K-theory of C∗-
algebras, named K-homology, which we outline here.
A Fredholm module over the C∗-algebra A is a triplet (H, ρ, F ) where H is a Hilbert
space, ρ is an involutive representation of A in B(H), and F is an operator on H such that
for any a ∈ A, (F 2 − 1)ρ(a), (F − F ∗)ρ(a) and [F, ρ(a)] are in K. Such a Fredholm module
is called odd.
A Z2-graded Fredholm module is a Fredholm module (H, ρ, F ) such that H = H
+ ⊕H−
and ρ(a) is of even parity in this decomposition, and F is of odd parity: ρ(a) =
(
ρ+(a) 0
0 ρ−(a)
)
and F =
(
0 U+
U− 0
)
. With these notations, U± : H∓ → H± are essentially adjoint (adjoint
modulo compact operators). Such a Fredholm module is called even.
In the even case, one has a natural grading map γ : H → H defined by γ = ( 1 00 −1 ) on the
decomposition H = H+ ⊕H−. It satisfies γ = γ∗, γ2 = 1, γρ(a) = ρ(a)γ and γF = −Fγ.
Two Fredholm modules (H, ρ, F ) and (H′, ρ′, F ′) are unitary equivalent if there exists a
unitary map U : H′ → H such that ρ′ = U∗ρU and F ′ = U∗FU . This defines an equivalence
relation ∼U of Fredholm modules.
A homotopy of Fredholm modules is a familly t 7→ (H, ρ, Ft) with [0, 1] ∋ t 7→ Ft contin-
uous for the operator norm in H. Two Fredholm modules are homotopic equivalent if they
are connected by a homotopy of Fredholm modules. This defines an equivalence relation ∼h.
The direct sum of two Fredholm modules (H, ρ, F ) and (H′, ρ′, F ′), denoted by (H, ρ, F )⊕
(H′, ρ′, F ′), is defined by
(
H⊕H′,
(
ρ 0
0 ρ′
)
, ( F 00 F ′ )
)
.
The K-homology group K0(A) of A is the Grothendieck group of the abelian semigroup
of equivalence classes of even Fredholm modules for ∼U and ∼h. The unit for the addition is
the class of the Fredholm module (0, 0, 0), the inverse of the class of (H, ρ, F ) is the class of
(H, ρ,−F ).
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The K-homology group K1(A) is defined in the same manner using odd Fredholm mod-
ules.
A degenerated Fredholm module is a Fredholm module for which (F − F ∗)ρ(a) = 0,
(F 2 − 1)ρ(a) = 0 and [F, ρ(a)] = 0 for any a ∈ A. The equivalence class of such a Fredholm
module is zero.
In each equivalence class, there is a representative for which F ∗ = F (self-adjoint Fredholm
module) and F 2 = 1 (involutive Fredholm module).
ForA = C, the representation ρ defines a projection p = ρ(1) onH, and one can show that
modulo compact operators, one has (H, ρ, F ) = (pH, ρ, pFp)⊕ ((1−p)H, ρ, (1−p)F (1−p)).
The representation for the second Fredholm module is zero, so that its class is zero. pFp is an
ordinary Fredholm operator on H, and its index induces an isomorphism Ind : K0(C)
≃
−→ Z.
For any C∗-algebra A, let p be a projection in Pn(A), and (H, ρ, F ) a Fredholm module.
Then, in the Hilbert space ρ(p)(H ⊗ Cn), the operator ρ(p)(F ⊗ 1ln)ρ(p) is a Fredholm
operator, and its index defines a pairing between K0(A) and K
0(A): 〈[p], [(H, ρ, F )]〉 =
Ind ρ(p)(F ⊗ 1ln)ρ(p) ∈ Z.
For more developments in K-homology, see [Bla98] and [HR04]. 
3.3 Algebraic K-theory
Until now, K-theory has been defined using topological structures, either at the level of a
space or at the level of an algebra (remember that they are the manifestations of the same
topological structure in the commutative case).
Nevertheless the groupK0(A) can be defined in the pure algebraic context. Indeed, to any
ring A, which we take unital from now on, one can associate its category of finite projective
modules.
Definition 3.49 (Kalg0 (A) for unital ring A)
The group Kalg0 (A) is the Grothendieck group associated to the semigroup of isomorphic
classes of finite projective modules on A, on which the additive law is induced by the direct
sum of modules. 
As in the topological case, every finite projective A-module M is characterized by a
(non unique) projector p ∈ Mm(A). Be aware of the different terminologies that are used.
“Projection” is reserved to the C∗-algebra context, because in that case p satisfies p2 = p
and p∗ = p. “Projector” is more general, in that case p satisfies only p2 = p.
The equivalence relation we use on these projectors is the following:
Definition 3.50 (Equivalence relation on projectors)
Two projectors p ∈ Mm(A) and q ∈Mn(A) are equivalent if there exist an integer r ≥ m,n
and an invertible u ∈ GLr(A) such that p, q ∈ Mr(A) are conjugated by u: p = u
−1qu. We
donote by ∼ this equivalence relation. 
If p ∼ q, then they define isomorphic finite projective modules.
In case A is a C∗-algebra, one can show that in the equivalence class of any projector p
one can find a projection. This means that the two semigroups which define the K-theories
are the same :
Kalg0 (A) = K0(A) (as a C
∗-algebra)
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For higher order groups, the situation is no more equivalent. The Definition 3.37 (or
their equivalent ones given in Remark 3.45) uses extensively the topological structure of the
algebra, either to define continuous functions R → A or to compute the homotopy groups of
the spaces U∞(A+) in Remark 3.45.
Nevertheless, one can define Kalg1 (A) as follows:
Definition 3.51 (Kalg1 (A) for unital ring A)
One defines
Kalg1 (A) = GL∞(A)/[GL∞(A), GL∞(A)] = GL∞(A)ab 
Let A be a C∗-algebra. A well known fact about invertibles is that if u, v ∈ GL∞(A)
then uv and vu are homotopic. So that there is a natural morphism of groups
Kalg1 (A)→ K1(A) (as a C
∗-algebra)
which factors out by the homotopic relation.
For every n ≥ 2, there is a definition which surprisingly uses some topological objects:
Kalgn (A) is the πn group of a topological space associated to the classifying space BGL∞(A)
where GL∞(A) is considered as a discrete group.
In algebraic K-theory, there is no Bott periodicity, but there are some other beautiful
and powerful results which are beyond the scope of this introduction: in the following, we
will only make use of Kalg0 (A) and K
alg
1 (A). For a review, see [Kar03] or [Ros94].
4 Cyclic homology for (differential) geometers
Now we have in hand some tools to characterize noncommutative topological spaces. But
topology is not everything in life. Differential geometry has to be considered also! In this
section, we will explore other concepts that look very much like differential forms.
4.1 Differential calculi
Differential forms on a differentiable manifold define a differential graded commutative alge-
bra. This concept can be generalised:
Definition 4.1 (Differential calculus on an algebra)
Let A be an associative algebra. A differential calculus on A is a graded differential algebra
(Ω•, d) such that Ω0 = A. 
Remember the definition of a graded differential algebra: Ω• is a graded algebra on which
the differential satisfies d(ωη) = (dω)η + (−1)|ω|ω(dη) for any ω, η ∈ Ω• and where |ω| is the
degree of ω.
In this definition, one does not suppose this graded algebra to be a graded commutative
algebra.
Example 4.2 (de Rham differential calculus)
LetM be a finite dimensional differential manifold. The graded differential algebra (Ω•(M), d)
of differential forms is a differential calculus on C∞(M). 
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There are many possibilities to define a differential calculus on an algebra. One can
summarize the questing after noncommutative differential geometry to the search of some
reasonable definition of such a differential calculus on any algebra. Many propositions have
been made, depending on the context: associative algebra without any additional structure,
topological or involutive algebras, quantum groups. . .
Some examples will be given after we introduce three main examples which are the uni-
versal differential calculi.
Example 4.3 (Universal differential calculus for associative algebra)
This differential calculus is defined to be the free graded differential algebra generated by A
as elements in degree 0. It is denoted by (Ω•(A), d).
Because it is freely generated, it has the following universal property: for any differential
calculus (Ω•, d) on A, there exists a unique morphism of differential calculi φ : Ω•(A)→ Ω•
(of degree 0) such that φ(a) = a for any a ∈ A = Ω0(A) = Ω0.
This implies that if (Ω•, d) is generated (possibly with relations) by A = Ω0 then it is a
quotient of (Ω•(A), d) by a differential two-side ideal.
Concretely, any element in Ωn(A) is a sum of terms either of the form adb1 . . . dbn or of
the form db1 . . . dbn. This property gives us an identification of left A-modules
Ωn(A) = A+ ⊗A
⊗n
by the morphism adb1 . . . dbn 7→ (0+a)⊗ b1⊗· · ·⊗bn and db1 . . . dbn 7→ (1+0)⊗ b1⊗· · ·⊗bn,
where (0 + a) and (1 + 0) are elements in A+ = C ⊕ A. Be aware of the fact that this
identification is not an identification of graded differential algebras, neither of bimodules. 
In the differential calculus (Ω•(A), d), if A is unital, d1l is not zero, because it is identified
with 1 ⊗ 1l ∈ A+ ⊗ A. It is the aim of the following example to show that in the more
restrictive situation where A is unital, one can promote the unit of A to a unit of the
differential calculus.
Example 4.4 (Universal differential calculus for associative unital algebra)
Let A be an associative unital algebra. The differential calculus (Ω•U (A), dU) is defined to be
the free unital graded differential algebra generated by A in degree 0.
Because this algebra is required to have an unit, this unit is necessarily the unit in
A = Ω0U(A). Then the derivative law for dU gives dU1l = 0. This differential calculus admits
a universal property as the previous one does: for any unital differential calculus (Ω•, d) on
A, there exists a unique morphism of unital differential calculi φ : Ω•U(A) → Ω
• (of degree
0) such that φ(a) = a for any a ∈ A = Ω0U (A) = Ω
0.
Because (Ω•U (A), dU) is a differential calculus generated byA, it is a quotient of (Ω
•(A), d).
This quotient reveals itself in the concrete identification of Ω•(A): any element in ΩnU(A) is
a sum of terms of the form adUb1 · · · dUbn. Here a can be 1l, and in this case 1ldUb1 · · · dUbn =
dUb1 · · · dUbn. If one of the bk is proportional to 1l, one has adUb1 · · · dUbn = 0. This leads to
the identification of left modules
ΩnU (A) = A⊗A
⊗n
by the map adUb1 . . . dUbn 7→ a ⊗ b1 ⊗ · · · ⊗ bn, where b is the projection of b ∈ A onto the
vector space A = A/C1l. 
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In these two examples, even if the algebra A is commutative, the graded algebras are
not graded commutative. For commutative algebras, it is possible to construct a differential
calculus with a graded commutative algebra.
Example 4.5 (Ka¨hler differential calculus for commutative unital algebra)
Let A be an associative commutative unital algebra over a field K. The Ka¨hler differential
calculus (Ω•
A|K, dK) is defined to be the free unital graded commutative differential algebra
generated by A in degree 0.
One can show that the algebra Ω•
A|K is an exterior algebra over A: Ω
•
A|K =
∧•
AΩ
1
A|K.
Moreover, let I ⊂ A⊗A be the kernel of the product map µ : A⊗A→ A. Consider A⊗A
as an algebra (commutative) and introduce I2, generated by the products of elements in I.
Then one has the explicit construction Ω1
A|K = I/I
2.
We denote by π• : Ω
•(A)→ Ω•
A|C the universal projection, given explicitly by
πn(a0da0 · · · dan) = a0dKa1 ∧ · · · ∧ dKan πn(da0 · · · dan) = dKa1 ∧ · · · ∧ dKan
The cohomology of this differential algebra is denoted by H•dR(A), and is called the
de Rham cohomologie of the commutative unital algebra A. This terminology comes from
the fact that this differential calculus looks very much like the de Rham differential calculus
(see Example 4.6). 
Example 4.6 (Polynomial algebra)
Let V be a finite dimensional vector space over C. Consider the commutative algebra SV
of polynomials on V . Then one has the identification SV ⊗
∧nV = Ωn
SV |C by the map
a ⊗ v 7→ adKv in degree 1. This differential calculus is the “restriction” of the de Rham
differential calculus of C∞ functions to the subalgebra of polynomial functions. 
Example 4.7 (Spectral triplet)
LetA be an involutive unital associative algebra. A spectral triplet onA is a triplet (A,H, D)
where H is a Hilbert space on which an involutive representation ρ of A is given, and D is a
self-adjoint operator on H (not necessarily bounded), whose resolvant is compact, and such
that [D, ρ(a)] is bounded for any a ∈ A. The operator D is called a Dirac operator.
The map π : Ω•U (A) → B(H) defined by π(a0dUa1 · · ·dUan) = a0[D, a1] · · · [D, an] is an
involutive representation of Ω•U (A) on H.
Define J0 =
⊕
n≥0(Ker π ∩ Ω
n
U (A)). One can show that J = J0 + dUJ0 is a differential
two-sided ideal in Ω•U(A). The differential calculus defined by the spectral triplet (A,H, D)
is the graded differential algebra Ω•D(A) = Ω
•
U(A)/J .
This construction is inspired by the definition of Fredholm modules, which are the building
blocks of K-homology (see Remark 3.48).
See [Con94] and [GBVF01] for more details and examples. 
Example 4.8 (Derivations based differential calculus for associative algebra)
Let A be an associative algebra. The space of derivations on A, Der(A) = {X : A →
A / X linear map and X(ab) = (Xa)b + a(Xb)}, is a Lie algebra and a module over the
center Z(A) of A.
Let ΩnDer(A) be the set of Z(A)-multilinear antisymmetric maps Der(A)
n → A. Define
on Ω•Der(A) =
⊕
n≥0Ω
n
Der(A) the product
(ωη)(X1, . . . , Xp+q) =
1
p!q!
∑
σ∈Sp+q
(−1)sign(σ)ω(Xσ(1), . . . , Xσ(p))η(Xσ(p+1), . . . , Xσ(p+q))
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for any Xi ∈ Der(A), any ω ∈ Ω
p
Der(A) and any η ∈ Ω
q
Der(A). Introduce on this graded
algebra the differential dˆ : ΩnDer(A)→ Ω
n+1
Der (A):
dˆω(X1, . . . , Xn+1) =
n+1∑
i=1
(−1)i+1Xiω(X1, . . .
i
∨. . . . , Xn+1)
+
∑
1≤i<j≤n+1
(−1)i+jω([Xi, Xj], . . .
i
∨. . . .
j
∨. . . . , Xn+1)
Then (Ω•Der(A), dˆ) is a differential calculus on A.
This differential calculus is not a priori generated by A in degree 0. The differential
calculus generated by A in (Ω•Der(A), dˆ) is denoted by (Ω
•
Der(A), dˆ).
ForA = C∞(M), the Lie algebra Der(A) is the Lie algebra of vector fields on the manifold
M , and this differential calculus (the two coincide here) is the de Rham differential calculus.
For A = Mn(C), the Lie algebra Der(A) identifies with sln(C), and the differential
calculus identifies with the Lie complex Mn(C)⊗
∧•
sln(C)
∗ for the adjoint representation of
sln(C) on Mn(C).
See [DV88], [DVKM90b], [DVKM90a], [DVM98], [Mas99], [MS05] for more details, ex-
amples and applications. 
4.2 Hochschild homology
The Hochschild homology will not be presented here in its full generality. We refer to [Pie82],
[Lod98] and [GS88] (for instance) to get further developments. What will be presented here is
the relation between Hochschild homology with values in the algebra itself and the differential
calculi introduced above. These constructions are necessary to introduce and understand
cyclic homology.
LetA be an associative algebra, not necessarily unital. As usual we denote byA+ = C⊕A
its unitarization.
The Hochschild homology we are interested in is defined using the following bicomplex
CC
(2)
•,•(A) with only two non zero columns:
...
b

...
−b′

A⊗n+1
b

A⊗n+1
1−too
−b′

A⊗n
b

A⊗n
1−too
−b′

...
b

...
−b′

A A
1−too
t : A⊗n → A⊗n is the cyclic operator:
t(a1 ⊗ · · · ⊗ an) = (−1)
n+1an ⊗ a1 ⊗ · · · ⊗ an−1
b : A⊗n+1 → A⊗n is the Hochschild boundary for the Hochschild
complex with values in A:
b(a0 ⊗ · · · ⊗ an) =
n−1∑
p=0
(−1)pa0 ⊗ · · · ⊗ apap+1 ⊗ · · · ⊗ an
+ (−1)nana0 ⊗ a1 ⊗ · · · ⊗ an−1
b′ : A⊗n+1 → A⊗n is the first part of the Hochschild boundary b:
b′(a0 ⊗ · · · ⊗ an) =
n−1∑
p=0
(−1)pa0 ⊗ · · · ⊗ apap+1 ⊗ · · · ⊗ an
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One can show the relations
b2 = b′2 = 0 b(1− t) = (1− t)b′
The total complex of this bicomplex is given in degree n by CC
(2)
n (A) = A⊗n+1 ⊕A⊗n,
with the total differential
bH =
(
b 1− t
0 −b′
)
in matrix form.
Now, notice that CC
(2)
n (A) = A⊗n+1 ⊕A⊗n = A+ ⊗A
⊗n = Ωn(A) in degree n ≥ 1 and
CC
(2)
0 (A) = A. In this identification, the differential bH takes the very simple expression
bH(ωda) = (−1)
n[ω, a]
Definition 4.9 (Hochschild homology with values in the algebra)
Let A be an associative algebra. The Hochschild homology HH•(A) is the homology of the
total complex of the bicomplex CC
(2)
•,• (A) defined above, i.e. the homology of the complex
(Ω•(A), bH). 
This second complex takes the form
Ω0(A) · · ·
bHoo Ωn(A)
bHoo Ωn+1(A)
bHoo · · ·
bHoo
Notice that bH is of degree −1, but the differential, which has not appeared in this construc-
tion, is of degree 1.
Remark 4.10 (The unital case)
When the algebra is unital, the second column (the one with b′) is exact: it admits the
homotopy
s(a1 ⊗ · · · ⊗ an) = 1l⊗ a1 ⊗ · · · ⊗ an (4.4)
Using standard spectral sequence arguments on this bicomplex, the homology of the total
complex is then the homology of the first column. In this case, one recovers the definition of
the Hochschild complex which is usually given in textbooks:
A · · ·boo A⊗n
boo A⊗n+1
boo · · ·boo (4.5)
One can even go a step further. It is possible to consider a quotient of this complex,
called the normalized complex, and to show, by standard arguments coming from the theory
of simplicial modules, that its homology is the same as the homology of the previous complex.
This normalized complex is defined by removing any contributions coming from elements
proportional to the unit in the last n factors in A⊗n+1. The first factor is not affected
because it is in fact the A-bimodule in which the Hochschild homology takes its values. The
normalized complex is then defined on the spaces A ⊗ A
⊗n
(where as before A = A/C1l)
on which it is easy to check that the differential b is well-defined. But now, one has the
identification ΩnU (A) = A⊗A
⊗n
, so that in the unital case, the Hochschild homology can be
computed from the complex
Ω0U (A) · · ·
boo ΩnU (A)
boo Ωn+1U (A)
boo · · ·
boo (4.6)

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Definition 4.11 (The trace map)
The trace map Tr : CC
(2)
n (Mn(A))→ CC
(2)
n (A) is the morphism of complexes defined by
Tr(α0 ⊗ · · · ⊗ αn) =
∑
(i0,...,in)
a0,i0i1 ⊗ · · · ⊗ an,ini0
where αr = (ar,ij)i,j ∈Mn(A). 
Proposition 4.12 (Morita invariance of Hochschild homology)
For any unital algebra A and any integer n, the trace map induces an isomorphism
HH•(Mn(A)) ≃ HH•(A)
In fact, Morita invariance of the Hochschild homology of unital algebras is stronger than
the one presented here. It is invariant for the Morita equivalence defined which we now
define:
Definition 4.13 (Morita equivalence of algebras)
One says that two algebras A and B are Morita equivalent if there exist an A-B-module M
and a B-A-module N such that A ≃ M ⊗B N and B ≃ N ⊗A M as bimodules over A
and B respectively. 
For instance, A is Morita equivalent to B = Mn(A) using M = A
n written as a row and
N = An written as a column.
Morita invariance of the Hochschild homology can be extended to the class of H-unital
algebras, which contains the unital algebras.
Definition 4.14 (H-unital algebras)
A H-unital algebra is an algebra A for which the complex (A⊗•, b′) has trivial homology. 
Example 4.15 (The algebra C)
In the case A = C, one has
HH0(C) = C HHn(C) = 0 for n ≥ 1 
Example 4.16 (Tensor algebra)
Let V be a finite dimensional vector space and A = T V the tensor algebra over V . Denote
by t the cyclic permutation acting on A in each degree (the t defining the bicomplex). Then
HH0(A) = ⊕m≥0
(
V ⊗m/Ran(1− t)
)
co-invariants under the action of t
HH1(A) = ⊕m≥1
(
V ⊗m
)t
invariants under the action of t
HHn(A) = 0 for n ≥ 2 
Example 4.17 (Relation with Lie algebra homology)
Any associative algebra A gives rise to a Lie algebra ALie where the vector space is A and
the Lie bracket is the commutator: [a, b] = ab − ba. In the following, A is supposed to be
unital.
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The permutation group Sn acts on A
⊗n by σ(a1⊗ · · · ⊗ an) = aσ−1(1)⊗ · · ·⊗ aσ−1(n). Let
us define ǫn =
∑
σ∈Sn
(−1)sign(σ)σ : A⊗n → A⊗n the total antisymmetrisation. It induces a
natural morphism
ǫn :
∧nA→ A⊗n
a1 ∧ · · · ∧ an 7→ ǫn(a1 ⊗ · · · ⊗ an)
which can be shown to commute with the boundary ∂ of the Lie algebra complex
∧•ALie and
the boundary b of the Hochschild complex, so that the morphism of differential complexes
ǫ• : (
∧•ALie, ∂)→ (A⊗•, b) induces a morphism in homologies
ǫ♯ : H•(
∧•ALie, ∂)→ HH•(A)
If one consider the universal enveloping algebra U(g) of a finite dimensional Lie algebra
g, one can show that HH•(U(g)) ≃ H•(g;U(g)) where on the right it is the ordinary Lie
algebra homology defined with the complex (
∧•
g, ∂). 
Example 4.18 (The commutative case)
Let us suppose that A is a commutative unital algebra. Consider the constructions of Ex-
ample 4.17. Here the Lie structure on ALie is trivial, so that ∂ = 0, and the morphism ǫ♯ is
in fact a morphism ǫ♯ :
∧•A→ HH•(A).
One can show that there is a natural map∧nA→ ΩnA|C
a1 ∧ · · · ∧ an 7→ da1 ∧ · · · ∧ dan
through which ǫ♯ factors. One then get a natural map (also denoted by ǫ♯):
ǫ♯ : Ω
•
A|C → HH•(A)
da1 ∧ · · · ∧ dan 7→ [ǫn(a1 ⊗ · · · ⊗ an)]
where on the right hand side the brackets mean the homology class. 
Example 4.19 (Polynomial algebra)
For a finite dimensional vector space V and the commutative unital algebra SV of polynomials
on V , one has
HH•(SV ) = SV ⊗
∧•V = Ω•
SV |C 
This is a particular situation of a more general theorem for which we need the following
definition:
Definition 4.20 (Smooth algebras)
A commutative algebra A is a smooth algebra if for any algebra B and any ideal I in B such
that I2 = 0, the map HomC(A,B) → HomC(A,B/I) is surjective. This means that every
morphism of algebras A→ B/I can be lifted to a morphism of algebras A→ B. 
Then one has the following result:
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Theorem 4.21 (Hochschild-Kostant-Rosenberg)
For any unital smooth commutative algebraA, the map ǫ♯ : Ω
•
A|C → HH•(A) of Example 4.18
is an isomorphism of graded commutative algebras:
HH•(A) ≃ Ω
•
A|C
The natural map which identifies a differential forms in Ωn(A) to a differential form in
Ωn
A|C is explicitly given by a0da0 · · · dan 7→
1
n!
a0dKa0 ∧ · · · ∧ dKan. Notice the extra factor
1
n!
compared to the universal projection πn of Example 4.5. This factor is required to get a
further identification of the differential on the Ka¨hler differential calculus with the B operator
in cyclic homology (see [Lod98]) and to get a morphism of graded commutative algebras.
Remark 4.22 (Extension to topological algebras)
One can generalize the definition of the Hochschild homology given above to take into account
some topological structure on the algebra A. In order to do that, one defines the spaces A⊗n
using a tensor product adapted to the topological structure on the algebra. The Hochschild
homology one obtains in this way is called the continuous Hochschild homology.
For Fre´chet algebras, such a continuous homology is well defined and leads to the next
two very interesting examples. 
Example 4.23 (The Fre´chet algebra C∞(M))
Let M be a C∞ finite dimensional locally compact manifold. Then Connes computed its
continuous Hochschild homology in [Con85] and found the following result which generalizes
the Hochschild-Kostant-Rosenberg theorem:
HHCont• (C
∞(M)) = Ω•
C
(M) (complexified de Rham forms)
For reasons that will be explained later, this isomorphism between vector spaces, which we
denote by φ, is explicitly given in terms of universal forms by
Ω2k(C∞(M))→ Ω2k
C
(M) Ω2k+1(C∞(M))→ Ω2k+1
C
(M)
ω 7→
(
i
2π
)k
1
(2k)!
π2k(ω) ω 7→
(
i
2π
)k+1
1
(2k + 1)!
π2k+1(ω)
where π• : Ω
•(C∞(M))→ Ω•
C
(M) is the universal map defined in Example 4.5. 
Example 4.24 (The irrational rotation algebra)
The continuous Hochschild homology of the Fre´chet algebra A∞θ (θ irrational) has been
computed by Connes in [Con85]. Let λ = exp(2iπθ).
If λ satisfies some diophantine condition (there exists an integer k such that |1− λn|−1 is
O(nk)), then
HHCont0 (A
∞
θ ) = C HH
Cont
1 (A
∞
θ ) = C
2
For any λ:
HHCont2 (A
∞
θ ) = C HH
Cont
n (A
∞
θ ) = 0 for n ≥ 3
If λ does not satisfy some diophantine condition, HHCont0 (A
∞
θ ) and HH
Cont
1 (A
∞
θ ) are infinite
dimensional. 
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Definition 4.25 (Hochschild cohomology)
Recall that the dualA∗ of an algebraA is a bimodule onA for the definition (aφb)(c) = φ(bca)
for any φ ∈ A and a, b, c ∈ A. The Hochschild complex (C•(A), δ) for the Hochschild
cohomology with values in the bimodule A∗ is defined by
Cn(A) = Hom(A⊗n,A∗) = Hom(A⊗n+1,C)
and by
δφ(a0 ⊗ a1 ⊗ · · · ⊗ an+1) =
n∑
p=0
(−1)pφ(a0 ⊗ a1 ⊗ · · · ⊗ apap+1 ⊗ · · · ⊗ an+1)
+ (−1)n+1φ(an+1a0 ⊗ a1 ⊗ · · · ⊗ an)
By construction, δ is the adjoint to b in homology.
The cohomology of this complex is denoted by HH•(A). 
4.3 Cyclic homology
Cyclic homology is defined using a bicomplex CC•,•(A) constructed using the bicomplex
CC
(2)
•,•(A) of the Hochschild homology. In order to do that, we need a new operator.
N : A⊗n → A⊗n is the norm operator defined by
N = 1 + t+ · · ·+ tn
Then one has the relations
(1− t)N = N(1− t) = 0 b′N = Nb
The bicomplex CC•,•(A) is a repetition of the bicomplex CC
(2)
•,•(A) infinitely on the right,
using N to connect them. In terms of the algebra A, one has
...
b

...
−b′

...
b

...
−b′

A⊗n+1
b

A⊗n+1
1−too
−b′

A⊗n+1
Noo
b

A⊗n+1
1−too
−b′

· · ·Noo
A⊗n
b

A⊗n
1−too
−b′

A⊗n
Noo
b

A⊗n
1−too
−b′

· · ·Noo
...
b

...
−b′

...
b

...
−b′

A A
1−too A
Noo A
1−too · · ·Noo
Definition 4.26 (Cyclic homology)
Let A be an associative algebra. The cyclic homology HC•(A) of A is the homology of the
total complex of the bicomplex CC•,•(A) defined above. 
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Any morphism of algebras ϕ : A→ B induces a natural map of bicomplexes CC•,•(A)→
CC•,•(B), so that one gets an induced map in cyclic homology ϕ♯ : HC•(A)→ HC•(B).
Remark 4.27 (The Connes complex)
In [Con85], Connes introduced cyclic cohomology, a dual version of cyclic homology. The
way he introduced it did not rely on a bicomplex, but on a subcomplex of the Hochschild
complex for cohomology. Some details of this construction are given in Example 4.53. In a
dual version, one can define the Connes complex to compute cyclic homology as a quotient
of the Hochschild complex for homology for a unital algebra.
To the bicomplex defined above, add a column on the left whose spaces are the cokernels
of the morphisms (1−t) : A⊗n+1 → A⊗n+1, which we denote by Cλn(A) = A
⊗n+1/Ran(1−t).
One can then check that the operator b is a well-defined operator on Cλ• (A) = ⊕n≥0C
λ
n(A)
which satisfies b2 = 0. Denote by Hλ• (A) the homology of this complex. The total complex
TCC•(A) of CC•,•(A) projects onto the complex C
λ
• (A), sending the column p = 0 onto
Cλ• (A) and the other columns onto 0. One then gets a morphism in homology
HC•(A)→ H
λ
• (A)
When the field over which the algebra is defined contains Q, this is an isomorphism. To
show that, one introduces an explicit homotopy for the horizontal operators which shows
that the horizontal homology of CC•,•(A) is trivial. By standard arguments on bicomplexes,
this proves the assertion. 
Remark 4.28 (The horizontal homology of CC•,•(A))
One can show that for any algebra A, the homology of any row of CC•,•(A) is the group
homology H•(Cn+1;A
⊗n+1) of the cyclic group Cn+1 with values in the Cn+1-module A
⊗n+1
(for the action induced by t). 
We have seen that the total complex of CC
(2)
•,• (A) can be written in terms of the universal
differential calculus Ω•(A) with the boundary operator bH . We can do something similar
here. Every grouping of two columns isomorphic to CC
(2)
•,•(A) can be “compressed” as we
did for the Hochschild bicomplex. The operators b, b′ and (1 − t) are then replaced by the
unique operator bH : Ω
n(A) → Ωn−1(A). The operator N is replaced by a new operator
B : Ωn(A)→ Ωn+1(A), which takes the matrix form
B =
(
0 0
N 0
)
in the decomposition Ωn(A) = A⊗n+1⊕A⊗n. In order to have a pleasant diagram representing
the new bicomplex, lift vertically each column on the right in proportion to its degree in the
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horizontal direction. We then get the following (triangular) bicomplex
...
bH

...
bH

...
bH

...
bH

Ωn+1(A)
bH

Ωn(A)
Boo
bH

· · ·Boo Ω1(A)
bH

Boo Ω0(A)
Boo
Ωn(A)
bH

Ωn−1(A)
Boo
bH

· · ·Boo Ω0(A)
Boo
...
bH

...
bH

...
bH

Ω2(A)
bH

Ω1(A)
bH

Boo Ω0(A)
Boo
Ω1(A)
bH

Ω0(A)
Boo
Ω0(A)
The total homology of this bicomplex is again the cyclic homology of A.
Definition 4.29 (Mixed bicomplex)
A mixed bicomplex is a N-graded complex M• =
⊕
n≥0Mn equipped with a differential bM
of degree −1 and a differential BM of degree +1 such that
bMBM +BMbM = 0
The homology of the complex (M, bM ) is called the Hochschild homology of the mixed
bicomplex, and it is denoted by HH•M = H•(M, bM).
We associate to such a mixed bicomplex the N-graded complex M˜• defined by
M˜n =
⊕
p≥0
Mn−2p
on which we introduce the differential operator B′M − bM where B
′
M : M˜n → M˜n−1 is BM on
Mn−2p such that 0 < 2p ≤ n and 0 on Mn. The cyclic homology of the mixed bicomplex is
the homology of this differential complex: HC•M = H•(M˜, B
′
M − bM)
Two mixed bicomplexes (M•, bM , BM) and (N•, bN , BN) are said to be b-quasi-isomorphic
if there exists a morphism of mixed bicomplexes ϕ : (M•, bM , BM) → (N•, bN , BN) (ϕ is of
degree 0 and commutes with the b’s and B’s) which induces an isomorphism in Hochschild
homology. 
Proposition 4.30
Two b-quasi-isomorphic mixed bicomplexes have the same cyclic homology.
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Example 4.31 (The mixed bicomplex (Ω•(A), bH, B))
The motivation for the above definition is the example of the N-graded module Ω•(A) with
two differentials bH and B. The definitions of Hochschild and cyclic homology reproduce the
ones we introduced before. 
Example 4.32 (The mixed bicomplex (HH•(A), 0, B♯))
Because the differential B commutes with the differential bH , it defines a morphism B♯ on the
Hochschild homology HH•(A). With this induced morphism, the triplet (HH•(A), 0, B♯) is
a mixed bicomplex, whose Hochschild homology is the Hochschild homology of A. Indeed,
taking Hochschild homology maps bH to the zero operator.
Now, using standard argument on the spectral sequence constructed on the filtration by
vertical degree, one can see that this mixed complex computes the cyclic homology of A. 
Remark 4.33 (Some ideas to compute cyclic homology)
Example 4.32 teaches us that in order to compute cyclic homology, one can first compute
Hochschild homology, then look at the operator B♯ induced by B, and compute the B♯-
homology. Many examples of concrete computations of cyclic homology are performed this
way. Obviously, this supposes that Hochschild homology is computable!
Another approach is to consider the simplest possible differential complex which computes
the Hochschild homology of the algebra, and then guess a B operator on it in order to build
a mixed bicomplex b-quasi-isomorphic to one of the standard mixed bicomplexes given here.
Because Hochschild homology can be defined through projective resolutions, such simple
differential complexes are usually possible to find. 
Example 4.34 (Mixed bicomplexes for the unital case)
Let us suppose now that the algebraA is unital. Then we know that the Hochschild homology
can be computed with the complex (4.5). Using the ideas of Remark 4.33, one can find a B
operator on this complex in order to make it into a mixed bicomplex.
This operator is defined by B = (1 − t)sN : A⊗n → A⊗(n+1) where t and N have been
introduced before, and s : A⊗n → A⊗(n+1) is the homotopy (4.4). Explicitly, one has
B(a0 ⊗ a1 ⊗ · · · ⊗ an) =
n−1∑
p=0
[
(−1)np1l⊗ ap ⊗ · · · ⊗ an ⊗ a0 ⊗ · · · ⊗ ap−1
− (−1)n(p−1)ap−1 ⊗ 1l⊗ ap ⊗ · · · ⊗ an ⊗ a0 ⊗ · · · ⊗ ap−2
]
In low degrees, these expressions take the following forms
B(a0) = 1l⊗ a0 + a0 ⊗ 1l
B(a0 ⊗ a1) = (1l⊗ a0 ⊗ a1 − 1l⊗ a1 ⊗ a0) + (a0 ⊗ 1l⊗ a1 − a1 ⊗ 1l⊗ a0)
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This mixed bicomplex (A⊗(•+1), b, B) is represented by the diagram
...
b

...
b

...
b

A⊗3
b

A⊗2
b

Boo A
Boo
A⊗2
b

A
Boo
A
Now, one can perform this procedure with the complex (4.6). Then one obtains the same
operator B and the mixed bicomplex (Ω•U(A), b, B) which is b-quasi-isomorphic to the mixed
bicomplex of Example 4.31 through the natural projection Ω•(A)→ Ω•U(A). 
Example 4.35 (The commutative case)
Let us consider the notations and results of Example 4.18, where the algebra is over the field
C. One can introduce the mixed bicomplex (Ω•
A|C, 0, dK) based on the Ka¨hler differential
calculus, which takes the diagrammatic form
...
0

...
0

...
0

Ω2A|C
0

Ω1A|C
0

dKoo Ω0A|C
dKoo
Ω1A|C
0

Ω0A|C
dKoo
Ω0
A|C
One can show that there is a natural morphism of mixed bicomplexes (Ω•U(A), b, B) →
(Ω•
A|C, 0, dK), so that there is a natural map
HCn(A)→ Ω
n
A|C/dKΩ
n−1
A|C ⊕H
n−2
dR (A)⊕H
n−4
dR (A)⊕ · · ·
the last term being H0dR(A) or H
1
dR(A) depending on the parity of n.
Using Theorem 4.21, for any smooth unital commutative algebra A, one has the isomor-
phism
HC•(A) ≃ Ω
•
A|C/dKΩ
•−1
A|C ⊕H
•−2
dR (A)⊕H
•−4
dR (A)⊕ · · ·
In particular, this is the case for the polynomial algebra A = SV over a finite dimensional
vector space V . 
There are a lot of structural properties on the cyclic homology groups which help a lot
to compute them. We refer to [Lod98] to explore them. Let us just mention the following
result:
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Proposition 4.36 (Connes long exact sequence)
There are morphisms I and S which induce the following long exact sequence
· · · //HHn(A)
I //HCn(A)
S //HCn−2(A)
B //HHn−1(A)
I // · · ·
In low degrees, one gets
· · · //HH2(A)
I //HC2(A)
S //HC0(A)
B //HH1(A)
I //HC1(A)
S //0
and the isomorphism
0
B //HH0(A)
I //HC0(A)
S //0
This long exact sequence is a direct consequence of the fact that the bicomplex CC
(2)
•,•(A)
is included as pairs of columns in the bicomplex CC•,•(A). This inclusion gives rise to the
short exact sequence of bicomplexes
0 //CC
(2)
•,• (A)
I //CC•,•(A)
S //CC•−2,•(A) //0
which defines I and S. In homology this short exact sequence produces Connes long exact
sequence. The morphism S is called the periodic morphism.
Example 4.37 (HC•(C))
Using the results of Example 4.15 and the mixed bicomplex of Example 4.32, one easily gets
HC2n(C) = C HC2n+1(C) = 0
Using Connes long exact sequence, one has an isomorphism S : HCn(C) → HCn−2(C).
Denote by un ∈ HC2n(C) = C the canonical generator. Then, one can show that there is an
isomorphism of coalgebras HC•(C)
≃
−→ C[u] explicitly given by un 7→ u
n, where the coproduct
on C[u] is ∆(un) =
∑
p+q=n u
p ⊗ uq.
For any algebra A, HC•(A) is a comodule over the coalgebra HC•(C):
HC•(A)→ HC•(A)⊗ C[u]
x 7→
∑
p≥0
Sp(x)⊗ up
where Sp is the p-th iteration of S. This is a concrete interpretation of the periodic morphism
S. 
Let us now define the periodic and negative cyclic homologies. In order to do that, let us
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introduce the bicomplex CCper•,• (A), infinite in the two horizontal directions:
...
b

...
−b′

...
b

...
−b′

· · · A⊗n+1
b

Noo A⊗n+1
1−too
−b′

A⊗n+1
Noo
b

A⊗n+1
1−too
−b′

· · ·Noo
· · · A⊗n
b

Noo A⊗n
1−too
−b′

A⊗n
Noo
b

A⊗n
1−too
−b′

· · ·Noo
...
b

...
−b′

...
b

...
−b′

· · · A
Noo A
1−too A
Noo A
1−too · · ·Noo
p = −2 −1 0 1 · · ·
The bicomplex CC•,•(A) is naturally included in CC
per
•,• (A) as the sub-bicomplex for which
p ≥ 0. Denote by CC−•,•(A) the sub-bicomplex defined by p ≤ 1.
Definition 4.38 (Periodic and negative cyclic homology)
The periodic cyclic homology HP•(A) of A is the homology of the total complex (for the
product) defined from CCper•,• (A) by
TCCpern (A) =
∏
p+q=n
CCperp,q (A)
for any n ∈ Z.
The negative cyclic homology HC−• (A) of A is the homology of the total complex (for
the product) defined from CC−•,•(A) by
TCC−n (A) =
∏
p+q=n
(p≤1)
CC−p,q(A) 
Let us recall that in this situation, as the two bicomplexes we consider are infinite in
the left direction, direct sum and product do not coincide. An element in the direct sum
contains only a finite number of non zero elements in the spaces CCperp,q (A) for p + q = n,
but an element in the product can be non zero in all of these spaces. If we were using direct
sums to define their total complexes, then it would be possible to show that the associated
homologies were trivial if the base field contains Q.
Using an adaptation of the procedure described for the cyclic homology, one can define
the cyclic periodic homology of a mixed bicomplex, as well as its cyclic negative homology.
Then one has:
Proposition 4.39
Two b-quasi-isomorphic mixed bicomplexes have the same cyclic periodic homology and the
same cyclic negative homology.
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The natural inclusion I : CC−•,•(A)→ CC
per
•,• (A) and the natural projection p : CC
per
•,• (A)→
CC•,•(A) induce morphisms in homology
I : HC−n (A)→ HPn(A) p : HPn(A)→ HCn(A)
Proposition 4.40 (2-periodicity of HP•(A))
The periodic map S defined on the periodic bicomplex by translating on the left through two
columns is an isomorphism. It induces the natural 2-periodicity:
HPn(A) ≃ HPn−2(A)
which means that HP•(A) is Z2-graded.
From now on, we will use the notation HPν(A), with ν = 0, 1.
We saw a Z2-graded situation earlier for complex K-theory. Here is another similitude
proved in [CQ97]:
Proposition 4.41 (Six term exact sequence)
For any short exact sequence of associative algebras 0 //I //A //A/I //0 , one has
the six term exact sequence
HP0(I) // HP0(A) // HP0(A/I)
δ

HP1(A/I)
δ
OO
HP1(A)oo HP1(I)oo
Proposition 4.42 (Morita invariance)
For any integer n ≥ 1, the trace map defined in Definition 4.11 induces an isomorphism
Tr♯ : HPν(Mn(A))
≃
−→ HPν(A).
Notice that we did not mention such a result for cyclic homology, because it is not true!
There is a Morita invariance for cyclic homology on H-unital algebras (see Definition 4.14),
but not on all algebras.
Example 4.43 (HPν(C) and HC
−
•
(C))
One has
HP0(C) = C HP1(C) = 0
There is an isomorphism of algebras HC−• (C) ≃ C[v] for a generator v ∈ HC
−
−2(C). The
product by v corresponds to the operation S : HC−n (C)→ HC
−
n−2(C). 
Example 4.44 (Tensor algebra)
Let us use the notations of Example 4.16. The inclusion C → T V induces an isomorphism
in periodic cyclic homology:
HP0(T V ) = C HP1(T V ) = 0 
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Example 4.45 (The Laurent polynomials)
Let A = C[z, z−1] be the Laurent polynomials for the variable z. Then one has
HP0(C[z, z
−1]) = C HP1(C[z, z
−1]) = C 
Example 4.46 (Unital smooth commutative algebras)
For any unital smooth commutative algebra A, one has
HP0(A) = H
even
dR (A) =
∏
p≥0
H2pdR(A) HP1(A) = H
odd
dR (A) =
∏
p≥0
H2p+1dR (A)
If we compare this result with the cyclic homology groups given at the end of Example 4.35,
one sees that periodic cyclic homology is not ill with the edge effects on the left of the cyclic
bicomplex which produce the contributions Ω•
A|C/dKΩ
•−1
A|C. 
Remark 4.47 (Extension to topological algebras)
As for Hochschild homology, one can generalize the definitions given above to take into
account some topological structure on the algebra A, by replacing the tensor products with
topological tensor products. We then obtain “continuous” versions of these cyclic homologies.
In [Cun97], Cuntz proved a six term exact sequence as in Proposition 4.41 for a restricted
class of topological algebras, called m-algebras (see also [CST04]). 
Example 4.48 (Continuous cyclic homology of Banach algebras)
On Banach algebras, the continuous cyclic homologies are not interesting. For instance, for
commutative C∗-algebras, one gets
HP cont0 (C(X)) = {bounded measures on X} HP
cont
1 (C(X)) = 0 
This example shows that cyclic homology is not a very powerful theory for noncommuta-
tive topological spaces. The following result confirms this fact. We need a
Definition 4.49 (Diffeotopic morphisms)
Let A and B be two associative algebras. Two morphisms of algebras ϕ0, ϕ1 : A → B are
said to be diffeotopic if there exists a morphism of algebras ϕ : A → B ⊗ C∞([0, 1]) such
that ϕt coincides with ϕ0 (resp. ϕ1) when evaluated at t = 0 (resp. at t = 1) in the target
algebra. Notice that the tensor product B⊗ C∞([0, 1]) is purely algebraic. 
Proposition 4.50 (Diffeotopic invariance)
If ϕ0 and ϕ1 are diffeotopic then they induce the same morphism HPν(A)→ HPν(B).
There is no general homotopic invariance result on periodic cyclic homology.
If you need a result more to convince you that cyclic homology is well adapted to dif-
ferential structures, here is the main result, obtained by Connes in [Con85], which is a
generalisation of Example 4.46:
Example 4.51 (Continuous periodic cyclic homology of C∞(M))
Let M be a C∞ finite dimensional locally compact manifold. Then one has
HP cont0 (C
∞(M)) = HevendR (M) HP
cont
1 (C
∞(M)) = HodddR (M) 
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Remark 4.52 (Comparing cyclic homology with K-theory)
In the next section, we will establish a very strong relation between K-theory and periodic
cyclic homology. Z2-graduation, Morita invariance and the six term exact sequence give us
obvious similarities between these two theories.
But, we would like to make it clear that the two theories are very different on an essential
point. We notice in Remark 3.47 thatK-theory can be computed using some dense subalgebra
(stable by holomorphic functional calculus). The situation is clearly not the same for periodic
cyclic homology: compare Example 4.48 with Example 4.51.
K-theory is an homology theory for noncommutative topological spaces. Periodic cyclic
homology is an homology theory for algebras concealing some differentiable properties. 
Example 4.53 (First version of cyclic cohomology)
We define here the cyclic cohomology using the differential complex (C•λ(A), δ), which is the
first version of cyclic cohomology exposed in [Con85].
By definition,
Cnλ (A) = {φ ∈ Hom(A
⊗n+1,C) / φ(a1 ⊗ · · · ⊗ an ⊗ a0) = (−1)
nφ(a0 ⊗ a1 ⊗ · · · ⊗ an)}
⊂ Cn(A)
and δ is the Hochschild boundary operator for the complex C•(A) restricted to this subspace
(see Definition 4.25). Indeed, the main remark made by Connes to define its cyclic complex
as a subcomplex of a Hochschild complex was that the cyclic condition defining the φ’s in
Cn(A) which are elements of Cnλ (A) is compatible with the boundary δ.
The cohomology of the complex (C•λ(A), δ) is the cyclic cohomology HC
•(A) of A.
For n = 0, a cycle φ is a trace on A, because (δφ)(a0⊗ a1) = φ(a0a1)− φ(a1a0) = 0. The
cyclic complex of Connes is explicitly defined to generalize this property to higher degrees.
So, cyclic cohomology is a theory of generalized traces.
On this cohomology, the inclusion C•λ(A) →֒ C
•(A) at the level of complexes induces a
map I : HC•(A)→ HH•(A) and Connes long exact sequence
· · · //HHn(A)
B //HCn−1(A)
S //HCn+1(A)
I //HHn+1(A)
B // · · ·
In this long exact sequence, the two maps B and S are not so easy to define as in the previous
construction for cyclic homology.
Nevertheless, one can show that the periodic map S : HCn(A)→ HCn+2(A) can be used
to define periodic cyclic cohomology as
HP 0(A) = lim
−→
(HC2n+1(A), S) HP 1(A) = lim
−→
(HC2n(A), S)
which explains the name “periodic” for the cohomology group and the map S. 
One defines the dual bicomplex CC•,•(A) of CC•,•(A) replacing in each bidegree (p, n)
the space A⊗n+1 by the space Hom(A⊗n,A∗) = Hom(A⊗n+1,C), and adjoining the four maps
b, b′, t and N . Recall that the adjoint of b is the δ map introduced in Definition 4.25.
In the same manner, one defines the bicomplex CC•,•per(A) from the bicomplex CC
per
•,• (A).
Definition 4.54 (Cyclic cohomology)
The cyclic cohomology HC•(A) ofA is the cohomology of the total complex of the bicomplex
CC•,•(A).
The cyclic periodic cohomology HP •(A) of A is the cohomology of the total complex of
the bicomplex CC•,•per(A). Here, the total complex is constructed using direct sums. 
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As for periodic cyclic homology, HP •(A) is Z2-graded.
Remark 4.55 (Entire cyclic cohomology)
In the definition of HP •(A), one uses the direct sum to construct the total complex. This is
the dual version of the direct product used for periodic cyclic homology. Indeed, one can show
that the direct product would produce a trivial cohomology. Using direct sum in periodic
cyclic cohomology permits one to define a natural pairing with periodic cyclic homology:
cochains in periodic cyclic cohomology have finite support, so that only a finite number of
terms are non zero when evaluated on a (infinite) chain in cyclic periodic homology.
Let A be a Banach algebra. Then one defines a norm on Hom(A⊗n+1,C) by ‖φn‖ =
sup{|φ(a0 ⊗ · · · ⊗ an)| / ‖ai‖ ≤ 1}.
Denote by TCC•Q(A) the total complex of CC•,•per(A) obtained using direct product. Each
element in TCCpQ(A) is an infinite sequence (φ2n) or (φ2n+1) according to parity of p. One de-
fines a subcomplex ECC•(A) of TCC•Q(A) imposing a growing condition on such an infinite
sequence: the radius of convergence of the series
∑
n≥0 ‖φ2n‖z
n/n! (resp.
∑
n≥0 ‖φ2n+1‖z
n/n!)
is infinity.
The entire cyclic cohomology HE•(A) is defined as the cohomology of the complex
ECC•(A). One can show that HE•(A) is Z2-graded, as is the periodic cyclic cohomology.
Any cochain defining an element in HP •(A) has finite support, so that there is an natural
map HP •(A) → HE•(A). This map is an isomorphism in some cases, for instance A = C,
but not in general. See [Kha94] for examples of such isomorphisms. 
Example 4.56 (The irrational rotation algebra)
For irrational θ, one has
HP cont0 (A
∞
θ ) = C
2 HP cont1 (A
∞
θ ) = HH1(A
∞
θ )/RanB♯ = C
2
There is no need to mention any diophantine condition here (see Example 4.24).
In periodic cyclic cohomology, one of the two classes in HP νcont(A
∞
θ ) = C
2 is Sτ where τ
is the unique normalised trace on A∞θ , τ(
∑
m,n∈Z am,nU
mV n) = a0,0, and the second one is
expressed in terms of the continuous derivations δ1 and δ2:
ϕ(a0 ⊗ a1 ⊗ a2) =
1
2iπ
τ [a0(δ1(a1)δ2(a2)− δ2(a1)δ1(a2))] 
Remark 4.57 (Pairing with K-theories)
A Fredholm module (H, ρ, F ) over the C∗-algebraA is called p-summable if [F, a] ∈ Lp(H) for
any a ∈ A (we write a for ρ(a) from now on). The space Lp(H) = {T ∈ K /
∑∞
n=0 µn(T )
p <
∞} with µn(T ) the n-th eigenvalue of |T | = (T
∗T )1/2, is the Schatten class. It is a two-sided
ideal in B, and a Banach space for the norm ‖T‖p = (
∑∞
n=0 µn(T )
p)1/p = Tr(|T |p)1/p. For
any S ∈ Lp(H) and T ∈ Lq(H), one has ST ∈ Lr(H) for 1
r
= 1
p
+ 1
q
and ‖ST‖r ≤ ‖S‖p‖T‖q.
Let (H, ρ, F ) be a p-summable Fredholm module (odd or even) and denote by γ its grading
map if it is even. For any n ≥ 0, and ai ∈ A, the expressions
ϕ2n+1 = Tr(a0[F, a1] · · · [F, a2n+1]) in the odd case
ϕ2n = Tr(γa0[F, a1] · · · [F, a2n]) in the even case
41
make sense and define an odd or an even cocyle in HC•(A), which depends only on the
K-homology class of the Fredholm module. This defines a pairing HPν(A) × K
ν(A) → C
for ν = 0, 1.
In the next section, the Chern character will realize a pairing HP ν(A)×Kν(A)→ C. 
5 The not-missing link: the Chern character
The Chern character is a special characteristic class defined first in the topological context.
It was used to related the K-theory of a topological space to its cohomology. When Connes
introduced cyclic homology, he saw immediately that a purely algebraic generalisation was
possible, which connects the K-theory for algebras and the periodic cyclic homology. Now,
the Chern character is extensively studied, because it helps interpret a lot of previous results
in different areas of mathematics, which where not so well understood.
5.1 The Chern character in ordinary differential geometry
Let us recall some basic facts about characteristic classes for vector bundles.
Let G be a topological group. Then one has:
Proposition 5.1 (Classifying space BG)
There exists a G-principal fibre bundle EG→ BG such that for any G-principal fibre bundle
P over a topological space X, there exists a continuous map fP : P → BG such that
P = f ∗PEG (the pull-back fibre bundle). BG is called the classifying space of the topological
group G and fP the classifying map of P .
Recall that the pull-back P = f ∗Q of a fibre bundle Q → Y through a continuous map
f : X → Y is defined by Px = Qf(x) for any x ∈ X. If g : X → Y is homotopic to f then
f ∗Q and g∗Q are isomorphic.
One can show that EG is a contractible space, so that its homology is not very interesting.
The important object in this proposition is BG:
Proposition 5.2 (Classification of G-principal fibre bundles)
The space of isomorphic classes of G-principal fibre bundles over X is [X;BG], the space of
homotopic classes of continuous maps X → BG.
This space is not easy to compute, so that this classification remains just an identification
without any practical utility in general. This leads us to consider other objects to try to
classify G-principal fibre bundles, in terms of cohomology classes:
Definition 5.3 (Characteristic classes)
A characteristic class of P in a cohomology group H•(X;A) with coefficient in the abelian
group A, is the pull-back by fP of any cohomology class c ∈ H
•(BG;A). 
Characteristic classes depend upon the coefficient group A, which is often essential to
make some concrete interpretations of certain characteristic classes.
If one is interested in vector bundles instead of principal bundles, the previous construction
can be performed with the associated principal bundle. Any vector bundle is the pull-back
through the classifying map fP of a canonical vector bundle over BG. So that for any
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vector bundle E
π
−→ X with structure group G, one can introduce its characteristic classes
as pull-back of classes in H•(BG;A). We will use the notation c(E) for the pull-back of
c ∈ H•(BG;A) in H•(X;A).
Proposition 5.4 (Functoriality of characteristic classes)
Let ϕ : X → Y be a continuous map, and E → Y a vector bundle on Y . Then for any
characteristic class c one has c(ϕ∗E) = ϕ♯c(E) where ϕ♯ : H•(Y ) → H∗(X) is the ring
morphism induced in cohomology.
Example 5.5 (Discrete groups)
In the case of a discrete group G, one can show that BG = K(G, 1) is the Eilenberg-MacLane
space of type (G, 1), so that H•(BG;Z) is the ordinary cohomology of groups H•(G). 
It is possible to construct explicitly the classifying spaces BG for a large class of groups.
Here are some examples.
Example 5.6 (Some usual classifying spaces)
G Z Zn Z2 U(1) = S
1 U(n) O(n)
EG R Rn S∞
BG S1 Tn RP∞ CP∞ G(n,C∞) G(n,R∞)

S∞ is the sphere in R∞, RP∞ = lim
−→
RPn, CP∞ = lim
−→
CPn, G(n,C∞) = lim
−→
G(n,Cp) where
G(n,Cp) is the complex Grassmanian manifold. . .
Example 5.7 (Cohomology groups of some classifying spaces)
Here are some examples of cohomology groups of some classifying spaces. We denote by
A[a1, . . . , ap] the graded commutative ring generated over the abelian groups A by the p
elements ai (whose degrees will be given):
H•(BU(n);Z) = Z[c1, c2, . . . , cn] H
•(BSU(n);Z) = Z[c2, . . . , cn]
where deg ck = 2k. The class ck is the k-th Chern class. The class c = 1 + c1 + c2 + · · ·+ cn
is the total Chern class. It satisfies c(E ⊕E ′) = c(E)c(E ′) for any vector bundles E and E ′.
H•(BO(n);Z) = Z[p1, p2, . . . , p[n/2]]
where deg pk = 4k and [n/2] is the integer part of n/2. The class pk is the k-th Pontrjagin
class. The class p = 1 + p1 + p2 + · · · + p[n/2] is the total Pontrjagin class which satisfies
p(E ⊕E ′) = p(E)p(E ′).
H•(BSO(2m+ 1);Z) = Z[p1, p2, . . . , pm] H
•(BSO(2m);Z) = Z[p1, p2, . . . , pm−1, e]
where deg pk = 4k and deg e = 2m. The class e is called the Euler class, it satisfies e(E⊕E
′) =
e(E)e(E ′).
H•(BO(n);Z2) = Z2[w1, . . . , wn] H
•(BSO(n);Z2) = Z2[w2, . . . , wn]
where degwk = k is the k-th Stiefel-Whitney class. The class w = 1 + w1 + w2 + · · ·+ wn is
the total Stiefel-Whitney class which satisfies w(E ⊕E ′) = w(E)w(E ′). 
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Example 5.8 (Interpretation of w1 and w2)
Let M be a locally compact finite dimensional manifold. M is orientable if and only if the
first Stiefel-Whitney class w1(TM) of its tangent space TM is zero. If M is orientable, it
admits a spin structure if and only if the second Stiefel-Whitney class w2(TM) is zero. 
Example 5.9 (Classification of complex line vector bundles)
The first Chern class of c1(L) ∈ H
2(X;Z) of a complex line vector bundle L→ X is a total
invariant in the space of isomorphic classes of line vector bundles over X. 
Example 5.10 (Compact connected Lie groups)
For any compact connected Lie group G, one has
H2n(BG;R) = PnI (g) H
2n+1(BG;R) = 0
where g is the Lie algebra of G and P•I (g) is the graded algebra of invariant polynomials on
g.
For the compact Lie groups in Example 5.7, these invariant polynomials are generated by
the formulas:
det(λ1l +
i
2π
X) = λn + c1(X)λ
n−1 + c2(X)λ
n−2 + · · ·+ cn(X)
for any X ∈ u(n);
det(λ1l−
1
2π
X) = λn + p1(X)λ
n−2 + p2(X)λ
n−4 + · · ·+ pm(X)λ
n−2m
for any X ∈ o(n);
e(X) =
(−1)m
22mπmm!
∑
i1,...,i2m
ǫi1i2...i2m−1i2mXi1i2 . . .Xi2m−1i2m
for any X ∈ so(2m), where ǫi1i2...i2m−1i2m is completely antisymmetric with ǫ12...2m = 1.
The quantity Pf(X) = (2π)mh(X) is called the Pfaffian of X. It is a square root of the
determinant. The Euler class is then associated to a very particular invariant polynomial.
Example 5.11 (Characteristic classes through connections)
It is possible to construct characteristic classes directly using invariant polynomials in P•I (g).
In order to do that, consider a differentiable principal fibre bundle P →M over a differential
manifold with structure group G. Let us denote by ω ∈ Ω1(P ) ⊗ g a connection on P and
Ω its curvature. Recall that ω is a covariant object for the action R˜g of G on P by right
multiplication and the adjoint action Ad on g : R˜∗gω = Adg−1ω for any g ∈ G. Its curvature
is also covariant, R˜∗gΩ = Adg−1Ω, and satisfies the Bianchi identity dΩ + [ω,Ω] = 0.
Let (U, φ) be a local trivialisation of P , where U is an open subset of M and φ : U ×
G → P|U is a diffeomorphism which intertwines the actions of G on P and G. Define by
sU(x) = φ(x, e) the section which trivializes P|U and by A
U = s∗Uω and F
U = s∗UΩ the local
connection 1-form and the local curvature 2-form. If (V, ψ) is a second trivialization of P ,
with U ∩ V 6= ∅, then one has the relations
AV = g−1UVA
UgUV + g
−1
UV dgUV F
V = g−1UV F
UgUV
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where gUV : U ∩ V → G is the transition function between the two trivializations. The local
forms FU satisfy to a Bianchi identity.
Let us consider p an invariant polynomial on g, of degree k. Then one can define
p(FU , . . . , FU) as a local 2k-form on U by evaluating p on the values of FU in g. Because p
is invariant, one has p(FU , . . . , FU) = p(F V , . . . , F V ) so that it defines a global 2k-form on
M . Using the Bianchi identity, one can then show that its differential is zero. We then have
associated to p a cohomology class in H2k(M ;R), which can be shown to be independent of
the choice of the connection ω. This map PkI (g)→ H
2k(M ;R) is the Chern-Weil map.
This class is exactly the characteristic class given by the invariant polynomial p in the
identification H2n(BG;R) = PnI (g) in Example 5.10.
One does not really need to express the connection 1-form and its curvature 2-form locally
on an open set of the base space M . Indeed, p(Ω, . . . ,Ω) makes sense as a 2k-form on P .
Using the properties of the curvature 2-form Ω and the invariance of the polynomial p, one
can show that it is a basic form for the action of G on P , and as such, it identifies with a
2k-form on the base space M . 
Proposition 5.12 (Decomposition principle)
Let E1, . . . , Ep → X be p complex vector bundles. Then there exist a manifold F and a
continuous map σ : F → X such that the pull-backs σ∗Ei → F are all decomposed as
direct sum of complex line vector bundles, and such that the map induced in cohomology
σ♯ : H•(X)→ H•(F) is injective.
Why decompose a vector bundle in a direct sum of line vector bundles? The answer is in
the following construction.
Let R(c(E1), . . . , c(Ep)) be a polynomial relation in H
•(X) between the Chern classes of
the vector bundles Ei. We would like to establish the relation R(c(E1), . . . , c(Ep)) = 0 for
any vector bundles over X, and for any X. Using the decomposition map σ : F → X and
the functoriality of the Chern classes (and the fact that the relation is a polynomial relation)
we have
σ♯(R(c(E1), . . . , c(Ep))) = R(c(σ
∗E1), . . . , c(σ
∗Ep))
Now, let us assume that for any base space Y and any vector bundles Fi over Y which are
direct sum of line vector bundles, the relation R(c(F1), . . . , c(Fp)) = 0 can be established.
Then, for any Ei over X, the Fi = σ
∗Ei over Y = F are direct sums of line vector bundles,
so that the relation is true for them. The right hand side of the relation is then zero, which
implies by injectivity of σ♯ : H•(X)→ H•(F) that the relation is also zero for the Ei’s.
So, in order to establish an abstract relation between the Chern classes, it is sufficient to
show it for any vector bundle decomposed as a direct sum of line vector bundles over any
space.
Example 5.13 (Chern classes and elementary symmetric polynomials)
Let us apply the relation c(E⊕E ′) = c(E)c(E ′), where c is the total Chern class, to a direct
sum of line vector bundles E = ℓ1 ⊕ · · · ⊕ ℓn. Then c(E) = c(ℓ1) · · · c(ℓn). For a line vector
bundle, one has c(ℓ) = 1 + c1(ℓ). Denote by xi = c1(ℓi) the first Chern classes of these line
vector bundles. Then one has
c(E) =
n∏
i=1
(1 + xi) =
n∑
j=0
σj(x1, . . . , xn)
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where the functions σj are the elementary symmetric polynomials of total degree j. They
are explicitly given in terms of the n (commuting) variables Xi by
σ0(X1, . . . , Xn) = 1 σ1(X1, . . . , Xn) =
∑
1≤i≤n
Xi σ2(X1, . . . , Xn) =
∑
1≤i<j≤n
XiXj
· · · σn(X1, . . . , Xn) =
∏
1≤i≤n
Xi
Any symmetric polynomial (resp. any formal symmetric series) in the n variables Xi can be
expressed as a polynomial (resp. a formal series) in these elementary symmetric polynomials:
C[X1, . . . , Xn]
Sn = {p ∈ C[X1, . . . , Xn] / p(X1, . . . , Xn) = p(Xσ−1(1), . . . , Xσ−1(n))}
= C[σ1, . . . , σn]
The previous computation shows us that the Chern classes can be written as cj(E) =
σj(x1, . . . , xn) when E is decomposed. If E is not decomposed, then use σ
∗E over F. 
Example 5.14 (Characteristic class associated to a symmetric polynomial)
The previous Example gives us another application of the decomposition principle, which is
to construct a new characteristic class in terms of the Chern classes, but writing it down
explicitly only in terms of the first Chern classes and a symmetric polynomial. Indeed, let
p(X1, . . . , Xn) be a symmetric polynomials. Then it is a polynomial of the form R(σ1, . . . , σn).
For any vector bundle E → X decomposed as E = ℓ1⊕· · ·⊕ℓn, define the characteristic class
cp(E) = p(x1, . . . , xn) where xi = c1(ℓi). Then cp(E) = R(σ1(x1, . . . , xn), . . . , σn(x1, . . . , xn)) =
R(c1(E), . . . , cn(E)). Now, if E is not decomposed as a direct sum of line vector bundles,
the last relation can be used to define, without ambiguities, the class cp(E), thanks to the
decomposition principle and the functoriality of the Chern classes.
This construction can be generalised to any invariant formal series in n variables. 
Definition 5.15 (The Chern character)
Let E be a vector bundle over X. The Chern character ch(E) of E is defined to be the
characteristic class associated to the formal series
p(x1, . . . , xn) = e
x1 + · · ·+ exn = n +
n∑
i=1
xi +
1
2
n∑
i=1
(xi)
2 + · · ·
Notice that the coefficient group for the cohomology of this class is necessarily Q, because
the defining expression for ch(E) makes use of rational numbers. 
Example 5.16 (The invariant polynomial of the Chern character)
We saw in Example 5.11 that characteristic classes can be defined using a connection on the
vector bundle and an invariant polynomial. The Chern character is a particular characteristic
class, and its invariant polynomial (in fact an invariant formal series) is P (X) = Tr exp( i
2π
X),
so that ch(E) = Tr ◦ exp
(
iF
2π
)
for any local curvature 2-form of a connection on E.
As a form on the principal fibre bundle, this expression is
ch(ω) = Tr ◦ exp
(
iΩ
2π
)
=
∞∑
k=0
1
k!
(
i
2π
)k
Tr(Ωk) 
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Proposition 5.17 (Product and additive properties of ch)
Using the decomposition principle, one can show that for any vector bundles E and E ′:
ch(E ⊕ E ′) = ch(E) + ch(E ′) ch(E ⊗ E ′) = ch(E) ch(E ′)
Theorem 5.18 (The Chern character as an isomorphism)
The Chern Character defines a natural morphism of rings ch : K0(X)→ Heven(X;Q) which
induces an isomorphism
ch : K0(X)⊗Z Q
≃
−→ Heven(X;Q)
for locally compact finite dimensional manifolds X. In that case, the Chern character can be
extended to a isomorphism ch : K1(X)⊗Z Q
≃
−→ Hodd(X;Q).
Example 5.19 (The Chern character K−1(M)→ Hodd(M ;Q))
It is possible to give an expression of the Chern character in odd degrees using connections.
Let ω0 and ω1 be connections on the principal fibre bundle P . Then ωt = ω0 + t(ω1 − ω0) is
also a connection for any t ∈ [0, 1]. We denote by Ωt its curvature. One can show that the
Chern-Simons form
cs(ω0, ω1) =
∫ 1
0
dtTr
(
(ω1 − ω0) exp
(
iΩt
2π
))
satisfies d cs(ω0, ω1) = ch(ω1)− ch(ω0) where ch(ω) is given as in Example 5.16.
Let g : M → U(n) be a smooth map. Consider the trivial fibre bundle P = M × U(n),
with the two connections ω0 = 0 and ω1 = g
−1dg. Then one defines
ch(g) = cs(0, g−1dg) =
∞∑
k=0
(−1)k
k!
(2k + 1)!
(
i
2π
)k+1
Tr((g−1dg)2k+1)
This defines a map from the class of g in K−1(M) into Hodd(M ;Q). 
5.2 Characteristic classes and Chern character in noncommutative
geometry
It is possible to construct some characteristic classes, and in particular the Chern character,
using the algebraic setting of modules and differential calculi. The construction of these
classes are based upon some generalisation of the construction of the Chern classes in terms
of the curvature of some connection. In order to do that, one need to define the so-called
noncommutative connections.
Let (Ω•, d) be a differential calculus on an associative unital algebra A, and let M be a
finite projective left module over A = Ω0.
Definition 5.20 (Noncommutative connection)
A noncommutative connection on M for the differential calculus (Ω•, d) is linear map ∇ :
M → Ω1 ⊗A M such that ∇(am) = da⊗m+ a(∇m) for any m ∈ M and a ∈ A. 
Let us introduce M˜ = Ω•⊗AM as a graded left module over Ω
•, and End•Ω(M˜) the graded
algebra of Ω•-linear endomorphisms on M˜ (any T ∈ EndkΩ(M˜) satisfies T (η) ∈ Ω
m+k ⊗A M
and T (ωη) = (−1)nkωT (η) for any η ∈ Ωm ⊗A M and any ω ∈ Ω
n).
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Let M ′ be a left module such that M ⊕ M ′ = AN and denote by p : AN → M the
projection and φ : M → AN the inclusion. Then pφ = IdM.
Using right multiplication on A˜N , one can make the identification End•Ω(A˜
N) =MN (Ω
•).
Proposition 5.21 (General properties of noncommutative connections)
Any noncommutative connection ∇ can be extended into a map of degree +1 on M˜ such
that for any m ∈ M and ω ∈ Ωn,
∇(ω ⊗A m) = (dω)⊗A m+ (−1)
nω(∇m)
The space of connections is an affine space over End1Ω(M˜).
Definition 5.22 (Curvature of a noncommutative connection)
The curvature of ∇ is the map Θ = ∇2 = ∇ ◦∇. 
We define the linear map δ : End•Ω(M˜) → End
•
Ω(M˜) by the relation δ(T ) = ∇T −
(−1)kT∇, where T ∈ EndkΩ(M˜). One can easily show that δ is a graded derivation of degree
+1 on the graded algebra End•Ω(M˜).
Proposition 5.23
One has Θ ∈ End2Ω(M˜), δ(T ) = ΘT − TΘ = [Θ, T ]gr and the Bianchi identity δ(Θ) = 0.
Example 5.24 (Existence of connections)
Let e ∈ EndA(A
N) be a projector, and define the left module M = e(AN). e is also a
projector in End0Ω(Ω
• ⊗A A
N) which is naturally extended by Ω•-linearity. Then, if ∇ is a
connection on AN , the map m 7→ e(∇m) is a connection on M .
On AN there is a natural connection given by the differential map of the differential
calculus: AN ∋ (a1, . . . , aN) 7→ (da1, . . . , dan) ∈ Ω
1 ⊗A A
N = (Ω1)N . Then any finite
projective module on A admits at least one connection. 
Example 5.25 (Direct sum of connections)
Let (M ,∇M) and (N ,∇N) be two finite projective modules over A for the same differential
calculus. Then ∇ : M ⊕N → Ω1 ⊗A (M ⊕N) defined by ∇(m ⊕ n) = (∇
Mm) ⊕ (∇Nn)
is a connection on M ⊕N which we denote by ∇M ⊕∇N. 
Definition 5.26 (Graded trace)
Let V • be a graded vector space. A graded trace on Ω• with values in V • is a linear morphism
of degree 0, τ : Ω• → V •, such that τ(ωη) = (−1)mnτ(ηω) for any ω ∈ Ωm and η ∈ Ωn. 
Notice that the restriction τ : A = Ω0 → V 0 is an ordinary trace on A.
Proposition 5.27 (The universal trace)
If we denote by [Ω•,Ω•]gr the subspace of Ω
• lineary generated by the graded commutators,
then the graded vector space Ω̂• = Ω•/[Ω•,Ω•]gr inherits the differential of Ω
•, which we
denote by d̂, and the projection τΩ : Ω
• → Ω̂• is a graded trace which commutes which the
differentials.
For any graded trace τ : Ω• → V • there is a factorisation τ = ττΩ for a morphism
τ : Ω̂• → V •. This is why τΩ is called the universal trace on Ω
•.
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Example 5.28 (The trace on End•
Ω
(M˜))
Because of the identification End•Ω(A˜
N) = MN (Ω
•), there is a natural trace on End•Ω(A˜
N)
with values in Ω• induced by the trace on the matrix algebra MN (C), which we denote
by Tr. For any T ∈ End•Ω(M˜), one has T̂ = φTp ∈ End
•
Ω(A˜
N), so that we can define
τΩ(Tr(T̂ )) ∈ Ω̂
•. This map is a graded trace which does not depend upon p, φ and N . The
trace End•Ω(M˜ )→ Ω̂
• will be denoted by TrΩ. It satisfies TrΩ δ = d̂TrΩ. 
Definition 5.29 (Characteristic classes of M)
For any integer k, the cohomology class of TrΩ(Θ
k) in H2k(Ω̂•, d̂) is independent of the
connection ∇. This is the k-th characteristic class of M for the differential calculus (Ω•, d).
Definition 5.30 (The Chern character of M)
We define the Chern character ch(M) ∈ Heven(Ω̂•, d̂) associated to M by
chk(M) =
[
(−1)k
(2iπ)kk!
TrΩ(Θ
k)
]
∈ H2k(Ω̂•, d̂)
ch(M) =
∑
k≥0
chk(M) = TrΩ ◦ exp
(
iΘ
2π
)
∈ Heven(Ω̂•, d̂) 
Obviously, this definition is just an algebraic rephrasing of the expression given in Exam-
ple 5.16.
Example 5.31 (The connection induced by a projector)
We saw in Example 5.24 that there is a natural connection on M = e(AN) expressed in
terms of the projector e ∈ EndA(A
N). From now on, e will be identified with an element
in the matrix algebra MN (Ω
•), which acts on AN by multiplication on the right. One can
compute explicitly the curvature of this connection using this matrix algebra, and then one
finds, for any a ∈ M ⊂ AN ,
Θ(a) = −a(de)(de)e
This expression can be used to express the Chern character of M in terms of the matrix e :
ch(M) =
∑
k≥0
[
1
(2iπ)kk!
τΩTr(e(de)
2k)
]

Proposition 5.32 (Additive properties of ch)
For any two finite projective left modules M and N on A, one has
ch(M ⊕N) = ch(M) + ch(N)
Remark 5.33 (No product property!)
There is no product property which could satisfy this Chern character, because there is no
possibility to define a tensor product of two finite projective left modules M and N . . .
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Example 5.34 (The geometric Chern Character)
In the case A = C∞(M) and Ω• = Ω•(M), the de Rham differential calculus, one has
Ω̂• = Ω• because Ω•(M) is graded commutative. Then the Chern character takes its val-
ues in the even de Rham cohomology of M . By the Serre-Swan theorem in its algebraic
version, Theorem 3.26, any finite projective module on C∞(M) is the space of smooth
sections of a vector bundle E over M . It is easy to verify that a noncommutative con-
nection is then an ordinary connection on E, seen as a covariant derivative maps on sec-
tions. This identification uses the natural isomorphism Ω• ⊗A M = Ω
•(M,E), where
Ω•(M,E) is the space of differential forms on M with values in E. The curvature is then
an element in Ω2(M,End(E)) = Ω2(M) ⊗C∞(M) EndC∞(M)(Γ(E)), the space of 2-forms
with values in the associated vector bundle End(E) = E ⊗ E∗. In this context, one has
End•Ω(Ω
• ⊗A M) = Ω
•(M,End(E)) and the trace is the ordinary trace on the fibres of
End(E).
Using these considerations and the explicit formulas defining them, the two definitions of
the Chern characters coincide.
As an exercise, one can show that the relation δ(Θ) = 0 is indeed the Bianchi identity!
5.3 The Chern character from algebraic K-theory to periodic cyclic
homology
The definition of the (algebraic) Chern character we will use rests upon the two results
concerning the algebras C and C[z, z−1] given in Examples 4.43 and 4.45: HP0(C) = C and
HP1(C[z, z
−1]) = C. Recall that the trace map Tr defined in Definition 4.11 induces the
Morita isomorphism in periodic cyclic homology.
Let A be an associative unital algebra. Let p ∈ MN(A) be a projector. Then it defines
a morphism of algebras ip : C →MN (A) by λ 7→ λp. Indeed, 1 ∈ C is mapped to p, and the
relation p2 = p is the required compatibility with 12 = 1. This morphism is not a morphism
of unital algebras.
Let u ∈ MN (A) be an invertible element. Then it defines a morphism of algebras iu :
C[z, z−1]→MN (A) completely given by z 7→ u and 1 7→ 1lN .
Definition 5.35 (The algebraic Chern character)
With the previous notations, the Chern character [ch0(p)] ∈ HP0(A) of the projector p is
the image of 1 ∈ HP0(C) in the composite map
HP0(C)
ip♯
−→ HP0(MN (A))
Tr♯
−−→ HP0(A)
The Chern character [ch1(u)] ∈ HP1(A) of the invertible u is the image of 1 ∈ HP1(C[z, z
−1])
in the composite map
HP1(C[z, z
−1])
iu♯
−→ HP1(MN (A))
Tr♯
−−→ HP1(A) 
Proposition 5.36 (The Chern character on algebraic K-theory)
The class [ch0(p)] ∈ HP0(A) (resp. [ch1(u)] ∈ HP1(A)) depends only on the class of p in
Kalg0 (A) (resp. on the class of u in K
alg
1 (A)).
The Chern character is a map ch : Kalgν (A)→ HPν(A) for ν = 0, 1.
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Example 5.37 (Explicit formula for ch0(p) in Ω
•(A))
In order to give an explicit formula for the representative ch0(p) of the class of the Chern
character in the mixed complex (Ω•(A), bH , B), one has to explicitly write down the generator
1 ∈ HP0(C) = C. It is convenient to do that in the same mixed bicomplex (Ω
•(C), bH , B).
In order to make notations clear, let us denote by e ∈ C the unit element. Then one can
show, using explicit formulas on bH and B, that
e+
∑
n≥1
(−1)n
(2n)!
n!
(
e−
1
2
)
(de)2n
is the generator of the class 1, in the total complex of the mixed complex (Ω•(C), bH , B).
Using the composite map at the level of mixed bicomplexes (ip and Tr), one gets
ch0(p) = Tr(p) +
∑
n≥1
(−1)n
(2n)!
n!
Tr
((
p−
1
2
)
(dp)2n
)

Example 5.38 (Explicit formula for ch1(u) in Ω
•
U(A))
In the mixed bicomplex (Ω•U(A), bH , B), we can give an explicit formula for the representative
ch1(u) using the following expression of the representative of 1 ∈ HP1(C[z, z
−1]) = C:∑
n≥0
n!z−1dz(dz−1dz)n
Then the element ch1(u) takes the form
ch1(u) =
∑
n≥0
n! Tr
(
u−1du(du−1du)n
)

Remark 5.39 (What is really a representative of the Chern character?)
The Chern character is well defined only in the periodic cyclic homology of the algebra. But
it is convenient to manipulate it as a cycle in the complex computing this homology.
But which complex to consider? Indeed, as we saw before, there are many possibilities,
at least as many mixed bicomplexes that are b-quasi-isomorphic (Proposition 4.39). So
that one can expect some representative cycles in the complexes CCper•,• (A), (Ω
•(A), b, B),
(Ω•U(A), b, B), and even (Ω
•
A|C, 0, dK) if the algebra is a smooth commutative algebra. . .
The representatives given in Examples 5.37 and 5.38 are then only particular expressions.
For instance, for the algebra A = SV , one can use the Ka¨hler differential calculus, in which
any element of degree ≥ dim V is 0. In that case, the Chern character is represented by a
finite sum of differential forms of odd or even degrees.
The expressions we gave above have the advantage that they are written in the universal
differential calculi, in which all the degrees can be represented. Let us give another expression
for the generator 1 ∈ HP1(C[z, z
−1]) in the bicomplex CCper•,• (C[z, z
−1]). In order to do that,
define the family of elements
αn = (n + 1)!(z
−1 − 1)⊗ (z − 1)⊗ [(z−1 − 1)⊗ (z − 1)]⊗2n ∈ C[z, z−1]⊗2n+2
βn = (n + 1)!(z − 1)⊗ [(z
−1 − 1)⊗ (z − 1)]⊗2n ∈ C[z, z−1]⊗2n+1
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then the representative of the generator is
c =
∑
n≥0
αn ⊕ βn ∈ TCC
per
1 (C[z, z
−1])
Using the identification Ω2n+1(C[z, z−1]) = C[z, z−1]⊗2n+2 ⊕ C[z, z−1]⊗2n+1, this generator is
also directly written as a generator in the mixed bicomplex (Ω•(C[z, z−1]), b, B).
Finally, notice that the explicit development of the Chern character in one of the com-
plexes mentioned above is completely determined by the lowest degrees, in which a normali-
sation is imposed, and the condition to be a cycle in the periodic complex. Hence this object
is a very canonical one. 
Proposition 5.40 (Naturality of the Chern character)
For any short exact sequence of associative algebras 0 //I //A //A/I //0 , one has
the commutative diagram
Kalg1 (I)
ch

//Kalg1 (A)
ch

// Kalg1 (A/I)
ch

δ // Kalg0 (I)
ch

// Kalg0 (A)
ch

// Kalg0 (A/I)
ch

HP1(I) // HP1(A) // HP1(A/I)
δ // HP0(I) // HP0(A) // HP0(A/I)
(5.7)
Remark 5.41 (The topological case)
When the algebra is a topological algebra, one can show that the Chern character is in fact
a map from the K-groups defined on topological algebras and the continuous cyclic periodic
homology. Indeed, one can show that it is homotopic invariant.
Nevertheless, remember that in Remark 4.52 we mentioned that K-theory is well adapted
to C∗-algebras and continuous functional calculus in general, but that cyclic periodic homol-
ogy is only useful for topological algebras underlying some smooth structures. . .
If one wants to connect K-theory and cyclic periodic homology directly at the level of
representative cycles, one has to consider some intermediate algebras between “algebraic”
and “C∗”, for instance Fre´chet or locally convex algebras. In these cases, unfortunately, the
K-groups are not defined using projections and unitaries, so that the interpretation of the
Chern character is not at all transparent whereas it looks so clear in the algebraic version. . .
When the Bott periodicity takes place in K-theory, the commutative diagram (5.7) con-
nects in reality the two six term exact sequences of Propositions 3.44 and 4.41. But there is a
defect in this closed relation, a factor 2πi is necessary in the morphism δ : K0(A/I)→ K1(I)
to get a commutative diagram (see [CST04]).
Remark 5.42 (The Chern character as an isomorphism)
In Theorem 5.18, we saw that the Chern character realizes an isomorphism between K-
theory of topological spaces (in fact its torsion-free part) and the ordinary cohomology of the
underlying topological space.
In [Sol05], it is shown that the Chern character for topological algebras realizes an equiv-
alent isomorphism for a large class of Fre´chet algebras in the following form
ch⊗Id : K•(A)⊗ C
≃
−→ HP•(A)
In particular, the Fre´chet algebras C∞(M) for a locally compact manifoldM is in this class.
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Remark 5.43 (Chern character and cyclic cohomology)
For a Banach algebraA, the Chern character can be realized as a pairingKν(A)×HP
ν(A)→
C, using the natural pairing between periodic cyclic cohomology and periodic cyclic homology.
Let us consider the case ν = 0. In Example 4.53, we defined cyclic cohomology using the
Connes complex. Let φ ∈ C2nλ (A) be a cyclic cocycle and p ∈MN(A) a projector. Define
〈[p], [φ]〉 =
1
(2iπ)nn!
∑
i1,...,iN
φ(pi1i2, pi2i3, . . . , piN i1)
One can show that this pairing is well defined at the level of the K0 group and at the level of
HC2n(A), and that it satisfies 〈[p], S[φ]〉 = 〈[p], [φ]〉. Because the periodic cyclic cohomology
group HP 0(A) can be defined as an inductive limit through the periodic operator S on the
HC2n(A) spaces, the previous pairing is indeed a pairing between K0(A) and HP
0(A).
Using this construction, no extra structure is required. One then recovers that the
Chern character is indeed a canonical object in the context of K-theory and periodic cyclic
(co)homology. There is a similar expression for ν = 1. 
Remark 5.44 (Comparing Chern characters)
The expressions in Examples 5.16, 5.19, 5.37 and 5.38 look very similar. But there are
differences which are important to be noted. In order to make them clear, we will call
“geometric Chern character” the expressions given in Examples 5.16, 5.19 (and also 5.31),
and “algebraic Chern character” the expressions given in Examples 5.37 and 5.38.
First, the spaces on which these Chern characters are expressed as “differential forms”
are not the same in the two situations. In the geometric one, it is the de Rham differential
calculus. In the algebraic one, it is one of the universal differential calculi.
In order to compare them, one has to take into account a situation in which they both
make sense, the case of the algebra A = C∞(M) for instance. In that case, one knows
that the identification of the Hochschild homology with de Rham forms can be expressed
as in Example 4.23. Using these expressions, one easily show that the following squares are
commutative, where the vertical isomorphisms concerning K-theories express the Serre-Swan
Theorem 3.26,
K0(C
∞(M))
≃

chalg // HP cont0 (C
∞(M))
φ≃

K0(M)
chgeom // Heven(M ;Q)
K1(C
∞(M))
≃

chalg // HP cont1 (C
∞(M))
φ≃

K−1(M)
chgeom // Hodd(M ;Q)
This explains the extra factors used in the isomorphism φ in Example 4.23. Notice that the
two definitions of the Chern characters are constrained: the geometric case is normalised in
such a way that it is a ring morphism, the algebraic one is expressed as an infinite cycle in
cyclic periodic homology, so that all the terms are normalised by the first one. The only
degree of freedom in this square is the isomorphism of vector spaces φ (and fortunately not
an isomorphism of algebras since HPν(A) has no natural structure of algebra). 
6 Conclusion
There cannot be any conclusion to a subject that is still full of vivacity! Thousands of
mathematicians try everyday to conquest some new landmarks in this extraordinary vast and
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rich world. In this lecture, only some selected aspects of this theory have been presented.
For instance, no mention has been made about “noncommutative measure theory”, in which
von Neumann algebras play the role of C∗-algebras for measurable spaces.
We have seen that one can reasonably manipulate “noncommutative topological spaces”
using the K-theory of C∗-algebras. One can convince oneself that differentiable structures
are available in the heart of cyclic homology.
Nevertheless this research project is facing a challenge which have not yet been solved:
what is the noncommutative counterpart of smooth functions? Does it exist? We have
made it clear that cyclic homology sees some smooth structures, but the right category
of “noncommutative smooth algebras” has not yet been identified. Some paths have been
investigated. For instance, Cuntz has considered m-algebras (see [Fra05]), some kind of
locally convex algebras, on which he succeed to enrich K-theory and cyclic homology (see
[CST04]). But what is still missing is a Gelfand-Neumark theorem for smooth functions.
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