Abstract. Let L be a Lie algebra of Block type over C with basis {L α,i | α, i ∈ Z} and brackets [L α,i , L β,j ] = (β(i + 1) − α(j + 1))L α+β,i+j . In this paper, we shall construct a formal distribution Lie algebra of L. Then we decide its conformal algebra B with 
Introduction
Lie conformal algebra encodes an axiomatic description of the operator product expansion of chiral fields in conformal field theory. Kac introduced the notion of the conformal algebra in [6, 7] . It turns out to be an adequate tool for the study of some infinite dimensional Lie algebras. Fattori and Kac gave a complete classification of finite simple Lie conformal superalgebras in [5] . And the cohomology theory of finite simple Lie conformal superalgebras was developed in [1, 2] .
In this paper, we would like to construct and study a new Lie conformal algebra related to Block type Lie algebras. Block type Lie algebras were first introduced by Block in [3] .
Let L be a Lie algebra over C with basis {L α,i | α, i ∈ Z} and Lie brackets defined by [L α,i , L β,j ] = (β(i + 1) − α(j + 1))L α+β,i+j .
(
Then L is called a Lie algebra of Block type, whose general definitions were given in [4] , which also comes up as a generalization of the Lie algebra studied in [9, 10] . Block type Lie algebras have been widely studied in mathematical literatures( [4] , [8] - [14] , [15] - [17] ). However, there is little about its conformal algebra. We believe this article would play an energetic role on the study of Block type Lie algebras. This paper proceeds as follows. In section 2, the preliminaries of conformal algebra are recalled. In Section 3, we will start from L to construct its Lie algebra of formal distributions. Then we shall construct the related Lie conformal algebra B, which is our main interest of this paper. Finally, we will go on to study the representations of B and give a classification of its free intermediate series modules in Section 4.
The main results in this article are the following two theorems. 
where the module actions are defined on basis elements and C, D ∈ C are constants.
Note that V C,D is isomorphic to V C+n,D for any n ∈ Z.
Preliminaries
First we shall list some definitions and results related to formal distributions and λ-products.
Definition 2.1. Let g be a Lie algebra. A formal distribution is called g-valued if its coefficients are all in g.
We define the Dirac's δ distribution to be
We already have the following lemma about Dirac's δ distribution.
N a(z, w) = 0. The following proposition describes an equivalent condition for a formal distribution to be local with the help of Dirac's δ: Proposition 2.3. A formal distribution a(z, w) is local if and only if it is an expansion of
That is, a(z, w) can be written into
Definition 2.4. Let a(w) and b(w) be formal distributions. Their j-product and λ-product are defined by
and
where Φ λ z,w = Res z e λ(z−w) .
For local formal distributions, we have
The j-products and λ-products are just the two sides of the same coin:
Proposition 2.6. The j-products and λ-products are related by the following identity
Now, we introduce some definitions about Lie conformal algebra.
⊗ R, subject to the following three axioms:
A Lie conformal algebra R is finite if it is finitely generated as a C[∂]-module.
Suppose there is a local family F of g-valued formal distributions whose coefficients can generate the whole g, then F is called a formal distribution Lie algebra of g. We denote bȳ 
such that for any a, b ∈ R, v ∈ V , we have
3 The Lie Conformal Algebra B
In this section, we shall start from the Lie algebra L to construct a Lie conformal algebra B via formal distribution Lie algebras.
Let
a set of L-valued formal distributions. We can use F to express the Lie brackets of L into formal distributions as:
Proof. Using equation (1.1), we obtain
where
is local for any α, β ∈ Z, which suggests F is a local family of formal distributions. Since the coefficients of F is a basis of L, we conclude that F is a formal distribution Lie algebra of L. Proposition 3.2. In terms of λ brackets, we have
Proof. By Definition 2.4 and Proposition 3.1, we have
The first term can be calculated as
Since by Proposition 2.2, we know that Res z (z − w) i δ(z, w) = 0 for i ≥ 1, we have
Similarly, for the second term
by Proposition 2.2 again, we have Res z (z − w) i ∂ w δ(z, w) = 0 for all i ≥ 2, which means
Hence we obtain
The equality in Proposition 3.2 can be rewritten as:
By Proposition 2.6, this implies
-module structure, we obtain the corresponding conformal
Now we claim B is an infinite dimensional Lie conformal algebra. We shall check the conformal algebra structure on B directly as follows:
Proof of Theorem 1.1. We need to check (2.1) − (2.3) for the basis elements of B.
It is easy to see that (2.1) can be proved immediately from Proposition 2.5, and (2.2) can be checked as follows,
Now we compute the terms of Jacobi identity (2.3) separately.
Note that (3.3) can be obtained by subtracting (3.2) from (3.1), that is,
which proves the Jacobi identity.
Note that B is a Z-graded Lie conformal algebra in the sense B = α∈Z B α , where
The Representations of B
In this section, we will give a classification of all free intermediate series modules over B.
Let V be an arbitrary free intermediate series B-module. Then as a C[∂]-module, V = γ∈Z V γ , where each V γ is freely generated by some element
We can see that V is determined if and only if all of its structure coefficients are specified. 
Proof. By Definition 2.8, we can write equation (2.4) with respect to the basis elements of B and V as
for any α, β, γ ∈ Z. The left side of the equation can be calculated as
Hence follows the equality (4.1).
From now on, we shall focus on analyzing the structure coefficients of an intermediate series B-module V using equation (4.1). We will sometimes use the notation f x,y instead of
Proof. We prove (a) first.
Let's use induction on γ. If γ = γ 0 , let β = α = 1, γ = γ 0 in equation (4.1), we have f 2,γ 0 = 0, by induction on α, the result follows.
Suppose the result holds for some γ = n ≤ γ 0 , that is, f α,n = 0 for all α ≥ γ 0 − γ + 1 = γ 0 − n + 1. If γ = n − 1, we need to prove f α,n−1 = 0 for all α ≥ γ 0 − n + 2.
Let γ = n − 1, α = γ 0 − n + 1, β = 1 in equation (4.1), we have f γ 0 −n+2,n−1 = 0. Suppose f m,n−1 = 0 for some m ≥ γ 0 − n + 2. Since f m,n = 0 by the supposition on γ, using equation (4.1), we have f m+1,n−1 = 0. Thus by induction on α, we obtain the lemma.
By symmetry, (b) can be proved similarly using the steps of (a).
Proof. We need only to prove (a). Let α = γ 2 − γ 1 + 1 and β = γ 1 − γ 2 . Since α + γ = γ 2 + γ − γ 1 + 1 ≥ γ 2 + 1 and γ ≤ γ 2 , by Lemma 4.2 (a), f 1,γ 2 = 0 gives us f α,γ = 0. Similarly since α + β + γ = γ + 1 ≥ γ 1 + 1 and
Consequently from equation (4.1), we know that f 1,γ = f α+β,γ = 0. 
By Lemma 4.3, there must exist some γ 1 , γ 2 ∈ Z, such that f 1,γ 1 −1 = 0, f 1,γ 2 +1 = 0 and f 1,γ = 0 for γ 1 ≤ γ ≤ γ 2 . Similarly, there are γ 3 , γ 4 ∈ Z, such that f 1,γ 3 −1 = 0, f 1,γ 4 +1 = 0 and
It will be proved later that the first class of B-modules must be trivial. Therefore we shall assume the modules discussed all belong to the second class if not declared. Then there must exist a constant C ∈ C and a set of polynomials
Proof. By setting α = β = 0 in equation (4.1), we have
Comparing the the polynomial degrees of λ on both sides, we get deg y f 0,γ (x, y)+deg x f 0,γ (x, y) = deg x f 0,γ (x, y). Thus deg y f 0,γ (x, y) = 0, which implies f 0,γ (x, y) = h γ (x) for some
Let β = 0 in equation (4.1), we obtain
. Taking the n-th partial derivative with respect to λ on both sides of equation (4.3), we obtain
Since ϕ α,γ (∂) dose not divide the left hand side of the equality, ϕ α,γ (∂) does not depend on ∂. By our supposition, either ϕ 1,γ or ϕ −1,γ+1 is not zero, which suggests h γ+1 (µ) = h γ (µ) + µ for any γ ∈ Z. Hence induction gives us h α+γ (µ) = h γ (µ) + αµ for all α, γ. Now we have
If f α,γ (x, y) does not depend on x and y, for any α, γ ∈ Z, α = 0, equation (4.1) implies that f α,γ is always a zero polynomial, which means V is trivial. Thus there must be some α 0 , γ 0 ∈ Z, α 0 = 0, such that f α 0 ,γ 0 (x, y) does not depend on x and y.
For this f α 0 ,γ 0 , we have
We shall prove h α 0 +γ 0 (µ) = C α 0 +γ 0 µ for some constant C α 0 +γ 0 .
Then if h α 0 +γ 0 (µ) is not a zero polynomial, we can show g 1 and g 2 are not zero polynomials either. Suppose on the contrary g 1 = 0, then g 2 = 0. Thus 
Now we have
From now on, we shall fix a constant C ∈ C such that h 0 (µ) = Cµ. Consequently h α (µ) = h 0 (µ) + αµ = (α + C)µ for any α ∈ Z. That is, f 0,γ (x, y) = (γ + C)x for all γ ∈ Z. Now we have
Let µ approaches zero, we can obtain a set of partial differential equations (PDE) with respect to f α,γ for any α, γ ∈ Z in the following form
where we should keep in mind that f α,γ (x, y) is required to be a polynomial here.
We solve the above PDE under the initial condition F (s) = f α,γ (0, s), where F (s) is a polynomial in one indeterminate s. Let z = f α,γ (x, y), the ordinary differential equations of the integral curve are
integration along the curve gives
where A, B, H are constants to be determined. The initial value of the PDE implies that the integral curve passes (0, s, F (s)), which means x = αt, y = −(α + γ + C)t + s, z = F (s).
We assume α = 0, the first two equations will give us
which means the general solution for the PDE is 
Now equation (4.1) can be written as
For convenience, let's denote deg F α,γ (s) = n α,γ . We are finally able to get rid of the annoying zero structure coefficients:
Lemma 4.6. If F α 0 ,γ 0 = 0 for some α 0 , γ 0 ∈ Z, where α 0 = 0, then F α,γ = 0 for all α, γ ∈ Z, that is, V must be a trivial B-module.
Proof
We have
If n β,γ 0 ≥ 1 or n α 0 ,β+γ 0 ≥ 1, the expansion on the right hand side of the equality will contain a term only have one variable ∂, but the left hand side does not. Thus n β,γ 0 = n α 0 ,β+γ 0 = 0, which implies F α 0 +β,γ 0 = 0 for any β ∈ Z. Therefore we have proved if F α 0 ,γ 0 = 0, then F α,γ 0 = 0 for all α ∈ Z. In particular, we get F 1,γ 0 = F −1,γ 0 = 0. By Lemma 4.2, for any γ ∈ Z, we can obtain a β 0 = 0 such that F β 0 ,γ = 0. Hence F α,γ = 0 for any α, γ ∈ Z.
By Lemma 4.5 and the proof of Lemma 4.6, we can conclude:
7. An intermediate series B-module belonging to the first case must be trivial.
Thus we need only to focus on classifying the B-modules in the second class.
∈ Z, then V must be isomorphic to some V C,D with C, D ∈ C which defined in Section 1.
Proof. Let β = 0 in equation (4.6), we get αF α,γ ((α + γ + C)(λ + µ) + α∂)
If n α,γ = 0, comparing the coefficients of µ nα,γ , we obtain
which implies n α,γ = 1 for
Since for any α, γ ∈ Z, n α,γ ≤ 1, we can suppose F α,γ ((α + γ + C)λ + α∂) = P α,γ ((α + γ + C)λ + α∂) + R α,γ , where P α,γ , R α,γ ∈ C. We already have P 0,γ = 1 and R 0,γ = 0 for any γ ∈ Z. Now equation (4.6) becomes
Since C / ∈ Z, α + β + γ + C = 0. Comparing the coefficients of λ 2 in equation (4.8), we have β(α+β +γ +C)P α+β,γ = β(α+β +γ +C)P α,β+γ P β,γ , which gives us P α+β,γ = P α,β+γ P β,γ for β = 0. Since P 0,γ = 1, P α+β,γ = P α,β+γ P β,γ also holds for β = 0. Thus we always have
For any α ≥ 1, applying (4.9) repeatedly, we can obtain
that is
Similarly, if α ≤ −1, we have
Since P α,γ are not equal to zero, we can choose a proper family of constants Γ = {C α ∈ C|C α = 0, α ∈ Z} such that P 1,γ = C γ+1 Cγ
. Let α = 1 and β = 0 in equation (4.9), we get P 1,γ = P 0,γ P 1,γ . Thus P 0,γ = 1 for any γ. Now equation (4.10) and (4.11) turn into
Consequently equation (4.8) becomes
(4.12)
Comparing the coefficients of λ and ∂ in equation (4.12), we get
Let α = β = 1 in the first equation of (4.13), we have
Let α = 2, β = 1 in the second equations of (4.13), we have Note that we can suppose K 0,γ = D without affecting the expression of F 0,γ , therefore we get K α,β = D for all α, β ∈ Z. Thus we have Proof. For convenience, we change the
Then the structure coefficients associated with {v If n α,γ < 2 for all α, γ ∈ Z, by the similar proof of Proposition 4.8, we also have the module V is isomorphism to V C,D .
If n β 0 ,0 ≥ 2 for some β 0 = 0. Let α + γ = 0 in equation (4.16), we get
which means n α,γ + n β,0 ≤ max{n α+β,γ + 1, n β,γ + n α,β+γ }.
(4.17)
If α, γ = 0 and α + γ = 0, β 0 + γ = 0, we have n α+β 0 ,γ , n β 0 ,γ , n α,β 0 +γ ≤ 1, which implies
Thus we must have n β 0 ,0 = 2 and n α,γ = 0 for any α + γ = 0, α = 0 and β 0 + γ = 0. On the other hand, if α + γ = 0, β 0 + γ = 0. We have α = β 0 = −γ. Let α = β 0 , β = β 0 , γ = −β 0 in equation (4.16), we obtain For any β = 0, we can choose a proper pair of α and γ so that γ = 0, γ + β = 0 and α + β + γ = 0, which in turn gives us n α+β,γ , n β,γ , n α,β+γ ≤ 1. Hence for any β = 0, we have obtained n β,0 ≤ max{n α+β,γ + 1, n β,γ + n α,β+γ } ≤ 2
Now we have proved that n α,γ = 0 for all α + γ = 0, α = 0, and n β,0 ≤ 2 for all β = 0. Consequently, F α,γ can be written as where P α,γ , Q α,γ , R α,γ ∈ C are coefficients. The coefficient α added when γ = 0 and α+γ = 0 is meant for the convenience of later steps.
As in the proof of Proposition 4.8, assuming P 0,0 = 1, we still have P α,γ = Thus by equation (4.16) and using induction, we have for all α ∈ Z + , γ ∈ Z. By symmetry we can show that the above formula also holds for all α, γ ∈ Z. Thus V is isomorphic to V D as a B-module.
On the other hand, if n α 0 ,γ 0 ≥ 2 for some α 0 , γ 0 = 0 such that α 0 + γ 0 = 0. Similar treatment as above can show us Summarizing Proposition 4.8 and 4.9, we conclude that Theorem 1.2 holds.
