Abstract. The unified hybrid censoring is a mixture of generalized Type-I and Type-II hybrid censoring schemes. This article presents the statistical inferences on Generalized Exponential Distribution parameters when the data are obtained from the unified hybrid censoring scheme. It is observed that the maximum likelihood estimators can not be derived in closed form. The EM algorithm for computing the maximum likelihood estimators is proposed. We calculated the observed Fisher information matrix using the missing information principle which is useful for constructing the asymptotic confidence intervals. Simulations studies are performed to compare the performances of the estimators obtained under different schemes. Finally, a real data set has been analyzed for illustrative purposes.
Introduction
Consider a life-testing experiment in which n identical units are placed on a life-test. Let X 1:n X 2:n · · · X n:n denote the corresponding lifetimes from a generalized exponential (GE) distribution with probability density function (pdf) f θ (x) and cumulative distribution function (cdf) F θ (x). Generalized Type-I and Type-II hybrid censoring schemes (HCS) can be briefly described as follow: Suppose n units are put on a life test. In generalized Type-I HCS, one fixes r, kϵ{1, 2, . . . , n} and T ϵ(0, ∞) such that k < r. If the k-th failure occurs before time T , the experiment is terminated at min {X r:n , T }; if the k-th failure occurs after time T , the experiment is terminated at X k:n . Thus, in generalized Type-I HCS, a minimum number k of failures are guaranteed.
In generalized Type-II HCS, one fixes rϵ{1, 2, . . . , n} and T 1 , T 2 ϵ(0, ∞) such that T 1 < T 2 . If the r-th failure occurs before time T 1 , the experiment is terminated at T 1 ; if the r-th failure occurs between T 1 and T 2 , the experiment is terminated at X r:n ; otherwise, the experiment is terminated at T 2 . This hybrid censoring scheme guarantees that the experiment will be completed by time T 2 , (see Chandrasekar et al., 2004) . A mixture of generalized Type-I and Type-II HCS is known as the unified HCS and it can be described as follows. Suppose n identical units are put to test under the same environmental conditions and the lifetime of each unit is independent and identically distribution (i.i.d) random variables. Fix k, rϵ{1, 2, . . . , n} and T 1 < T 2 ϵ(0, ∞) such that k < r. If k-th failure occurs before time T 1 , the experiment terminate at min{max{X r:n , T 1 }, T 2 }; if the k-th failure occurs between T 1 and T 2 , the experiment terminate at min{X r:n , T 2 } and if the k-th failure occurs after time T 2 , then the experiment terminate at X k:n . Under this censoring scheme, we can guarantee that the experiment would be completed at most in time T 2 with at least k failure and if not, we can guarantee exactly k failures. Balakrishnan et al. (2008) , first introduced the unified HCS and analyzed the data under the assumption of exponential lifetime distribution of the experimental units. They also obtained exact confidence intervals for the mean of the exponential distribution under the unified HCS. Thus, under the unified HCS, we have the following six cases:
(1) 0 < X k:n < X r:n < T 1 < T 2 the experiment terminate at T 1 , (2) 0 < X k:n < T 1 < X r:n < T 2 terminate at X r:n , (3) 0 < X k:n < T 1 < T 2 < X r:n terminate at T 2 , (4) 0 < T 1 < X k:n < X r:n < T 2 terminate at X r:n , (5) 0 < T 1 < X k:n < T 2 < X r:n terminate at T 2 , (6) 0 < T 1 < T 2 < X k:n < X r:n terminate at X k:n , where X 1:n < X 2:n < · · · < X n:n denote the observed failure times of the experimental units. Based on the observed unified HCS data, the likelihood function for six cases can be combined and written as follow:
and D j denote the number of failures until time T j , j = 1, 2 and for case (1)
In this paper, we consider the analysis of the unified HCS lifetime data when the lifetime of each experimental units follows two-parameter GE distribution. The GE distribution is one of the most common distribution which is used to analyze several lifetime data. The two-parameter GE was originally proposed by Gupta and Kundu (1999) and it has received considerable attention in the recent years because of its flexibility and wide scale applicability. See, for example, the review article by Gupta and Kundu (2007) on recent development of the GE distribution. The two-parameter GE distribution with the shape parameter α > 0 and scale parameter λ > 0 has the pdf for x > 0 as:
and the corresponding cdf is
The aim of this article is the point and interval estimating of the unknown parameters based on the frequentist approach. It is observed that the maximum likelihood estimates can not be obtained in closed form. Newton-Raphson algorithm is one of the standard methods to determine the maximum likelihood estimates of the parameters (Izanlo and Habibi, 2009 ). To employ the algorithm, the second derivatives of the log-likelihood are required. Sometimes the calculations of the derivatives based on the unified HCS censored samples are complicated. Unfortunately it does not converge all the time even from good starting values To avoid such computation, we propose to use the EM algorithm instead, similary as in Ng et al. (2002) to compute the MLEs. Also, by using the missing information principle we calculate the observed Fisher information matrix, which can be used for constructing the asymptotic confidence intervals of the unknown parameters. Simulations are performed to compare the performances of the different schemes and a real data set has been analyzed for illustrative purposes. The rest of the paper is organized as follows. The maximum likelihood estimators and EM algorithm are provided In Section 2. The Fisher information matrix is in Section 3. Simulation results and analyzed of one data set are presented in Section 4. Finally conclusions appear in Section 5.
Maximum Likelihood Estimators
In this section based on the observed data in (2), ignoring the additive constant, the log-likelihood function for six cases is given by
where c and d have defined in (1). Taking derivatives with respect to α and λ of (3) and putting them equal to zero we obtain
It is clear that the equations in (4) are implicit, we need some numerical techniques to solve the simultaneous equations. We suggest to use the EM algorithm to compute the MLEs and it is described below.
EM Algorithm
The EM algorithm, originally proposed by Dempster et al. (1977) , is a very powerful tools in handling the incomplete data problem. We treat this problem as a missing value problem similarly as in Ng et al., (2002) . Let us denote the observed and the censored data by X = (X 1:n , X 2:n , . . . ,
are not observable. The censored data vector Z can be thought of as missing data. The combination of W = (X, Z) forms the complete data set. The log-likelihood function based on the complete log-lifetime W and ignoring the additive constant is
In E-step one needs to compute the pseudo log-likelihood function as E(l(α, λ; W )|X). Therefore,
We know the conditional pdf of
Z i and Z j for i ̸ = j are conditionally independent. Based on (7), we can write
where
and
Now the M-step involves the maximization of (6), if at the k-th stage the estimate of (α, λ) is (α (k) , λ (k) ), then (α (k+1) , λ (k+1) ) can be obtained by maximizing
Taking derivatives with respect to α and λ of (8) and putting them equal to zero, first find λ (k+1) by solving a fixed point type equation as
so that the function h(λ) is defined as follow;
Fisher Information Matrices
In this section we present the observed Fisher information matrix obtained using the missing value principle of Louis (1982) . The observed Fisher information matrix can be used to construct the asymptotic confidence intervals.
The idea of missing information principle is as follows;
Observed information = Complete information -Missing information.
Let us use the following notation; θ = (α, λ), X = the observed data, W = the complete data, I X (θ) = the observed information, I W (θ) = the complete information, I W |X = the missing information, then
The complete information I W (θ) is given by
The Fisher information matrix of the censored observations can be written as
The elements of the matrix for complete data set are available in Gupta and Kundu (2001) . They are as follow;
Using (7), we present I W |X . If
Naturally, the asmptotic variance covariance matrix ofθ can be obtained by inverting I X (θ).
Simulations and Data Analysis

Simulations
In this section, we present some simulation results to compare the performances of the different schemes, in terms of their mean squared error (MSE) and their coverage percentages. All the programs are written in R.
In each case, we generated a sample from GE distribution with α = 7, λ = 0.05 and n = 50. The simulation is carried out for different choices of k, r, T 1 and T 2 values. We have estimated the α and λ (Tables 1 and 2 ) using the MLEs, we have used the EM algorithm for computing the MLEs, and computed the coverage percentages of the confidence intervals using the observed Fisher information matrix (Tables 4 and 6 ). For comparison purpose, we replicated the process 10.000 times and report them in Tables 1-6 .
The results from Tables 1-6 are as follows:
(i) for fixed r, T 1 and T 2 when k increase, estimation of the parameters near to the real value, Tables 1 and 2. (ii) for fixed r, k and T 2 when T 1 decrease, the M SEs increase and the coverage percentages decrease, Tables 3 and 4. (iii) for fixed r, k and T 1 when T 2 increase, the M SEs decreases and the coverage percentages increase, Tables 5 and 6.
Data Analysis
For illustrative purposes, we present here a data analysis using the proposed methods. The data set is taken from Lawless (1982, p. 228) . The data given here arose in tests on endurance of deep groove ball bearings. The data are the numbers of million revolution before failure for each of the 23 ball bearings in the life test and they are: 17.88, 28.92, 33.00, 41.52, 42.12, 45.60, 48.80, 51.84, 51.96, 54.12, 55.56, 67.80, 68.64, 68.64, 68.88, 84.12, 93.12, 98.64, 105.12, 105.84, 127.92, 128.04 and 173.40 . It has been observed by Gupta and Kundu (2001) and Kundo and Pradhan (2009) that the twoparameter GE distribution can be used quite effectively to analyze this data set. In the all cases we have estimated the unknown parameters (α, λ) using the MLEs, for computing the MLEs we have used the EM algorithm as described in Section 2, and also computed 95% confidence intervals using the observed Fisher information matrix as provided in Section 3. The results are reported in Table 7 . Based on the complete data set (without censored data) the MLEs of α and λ are 5.278 and 0.0323, respectively.
Conclusions
In this paper, we consider the classical inference procedure for the unified HCS GE distribution parameters. It is observed that the maximum likelihood estimates can be obtained by solving two non-linear equation, but they can not be obtained in closed form. Although, the standard NewtonRaphson algorithm can be employed to solve the non-linear equation, but we propose to use the EM algorithm to compute the MLEs. Using the missing information principle we calculate the observed Fisher information matrix for constructing the asymptotic confidence intervals of the unknown parameters. Also it is observed that for fixed r, k and T 1 when T 2 increases, and for fixed r, k and T 2 when T 1 increases, the M SEs decrease and coverage percentages increase. 
