Summary. At the intersection of data mining and knowledge management, we shall hereafter present an extensional and asymmetric matching approach designed to find semantic relations (equivalence and subsumption) between two textual taxonomies or ontologies. This approach relies on the idea that an entity A will be more specific than or equivalent to an entity B if the vocabulary (i.e. terms and data) used to describe A and its instances tends to be included in that of B and its instances. In order to evaluate such implicative tendencies, this approach makes use of association rule model and Interestingness Measures (IMs) developed in this context. More precisely, we focus on experimental evaluations of IMs for matching ontologies. A set of IMs has been selected according to criteria related to measure properties and semantics. We have performed two experiments on a benchmark composed of two textual taxonomies and a set of reference matching relations between the concepts of the two structures. The first test concerns a comparison of matching accuracy with each of the selected measures. In the second experiment, we compare how each IM evaluates reference relations by studying their value distributions. Results show that the implication intensity delivers the best results.
Introduction
In our information society, large databases and data warehouses have become widespread. This huge amount of information has led to the increasing demand for mining techniques for discovering knowledge nuggets. To meet this demand, the Knowledge Discovery in Databases (KDD) [16] community proposed the association rule model [1] .
Initially motivated by the analysis of market basket data, the task of association rule mining aims at finding relations between items in datasets [9] . Association rules are propositions of the form "If antecedent then consequent", noted antecedent → consequent, representing implicative tendencies between conjunctions of valued attributes or items. Association rules have the advantage of being an easy and meaningful model for representing explicit knowledge. Furthermore, this unsupervised learning technique does not need particular information about knowledge to be discovered contrary to classical supervised techniques (such as decision trees). These advantages have motivated a great deal of research and the publication of association rule extraction algorithms such as Apriori [1, 2] . Nevertheless, if only minimal support and confidence values are used, these algorithms typically produce many rules and it is hard to only select those which may interest the user. One way to face this problem is to use Interestingness Measures (IMs). IMs aim at assessing the implicative quality of association rules but also some useful characteristics such as novelty, significance, unexpectedness, nontriviality, and actionability [9, 19] . IMs allow to rank and reduce the amount of rules, and consequently to help the user to choose the best ones according to his/her preferences.
The information society has also led to the development of the Web and then a great increase in the available data and information. In this vast Web, resources, often in textual form, tend to be organised into hierarchical structures. This hierarchical structuring of web contents ranges from large web directories (e.g. Yahoo.com, OpenDirectory) to online shop catalogs (e.g. Amazon.com, Alapage.com). Furthermore, with the arrival of the Semantic Web, such a hierarchical organisation is also used through OWL ontologies which aim at providing formal semantics of the web contents. Even if the use of hierarchies helps to structure web information and knowledge, the Web remains heterogeneous. Data exchanges and communications between software programs or software agents using hierarchical-organised data is consequently difficult. In order to address such interoperability problems, one must be able to compare such data structures and find matches between them. Thus, many matching methods have been proposed in the literature [27, 34, 35] . These methods aim at finding semantic relations (i.e. equivalence, subsumption, etc) between entities (i.e. directories, categories, concepts, properties) defined in different hierarchical structures (filesystems, schemas, ontologies). Even if the proposed approaches are issued from different communities, they mostly use similarity measures and as a consequence, a majority of them are restricted to finding equivalence relations only.
At the intersection of these two research fields, we proposed to use the association rule paradigm for matching ontological structures [11] . Our original approach, named AROMA (Association Rule Ontology Matching Approach), heavily relies on the asymmetric nature of association rules, which allows it to match not only equivalence relations but also subsumption relations between entities. The consideration of subsumption between entities helps to characterise more precisely the matching relations between hierarchical structures regarding only similarity based approaches. Also, it allows enhancements the output matches. Furthermore, unlike most approaches designed for matching schema or ontologies, AROMA relies heavily on extensional data provided with structures. This type of matcher, named an instance-level matcher [34] , is especially designed to work on structures with limited schema information (i.e. only concept or element names and a partial order relation between them). For example, AROMA can deal with textual hierarchies, such as Web directories or semi-structured data.
The main objective of this chapter is to show and explain the relevance of the Implication Intensity measure relative to other IMs in the context of the problem of matching text hierarchies.
This chapter is organised as follows: in a first section, we present related work concerning ontology/schema matching and propose a classification. Then, we focus on IMs proposed in the literature. First, we classify measures according to three criteria. Then, we use this classification to justify the selection of the best IMs according to our matching context. In the second section, we detail the two stages of AROMA methodology and, we describe a criterion for reducing rule redundancy and enhancing the accuracy of matching results. The last section reports the results of two experiments made on a well-known benchmark provided with two catalogs and a set of reference matching relations. The first experiment evaluates the selected IMs according to a classical information retrieval accuracy measure: the F-measure. In the second experiment, we compare the value distributions of IMs obtained on relevant and non-relevant relation sets.
Related work

Textual taxonomy matching
For the last six years, ontology and schema matching have been widely studied and many approaches have been proposed in the literature. These methods come from different communities such as artificial intelligence [18, 20, 7] , databases [29, 12, 32] , graph matching [30, 23] , information retrieval [28] , machine learning [13, 31, 36] , natural language processing and statistics [24] . Although they are heterogeneous and consequently difficult to compare, preliminary afforts have been result in surveys of matching techniques [27, 34, 35] .
One survey [34] focuses on database schema matching techniques and proposes a classification which discriminates the extensional or element-based approaches from the intensional or only-schema-based approaches. While many efforts are concentrated around the intensional matchers, few extensional approaches have been proposed in the literature.
A survey of intensional matchers can be found in [35] . The authors propose two classifications of this type of matchers. The first one permits us to distinguish methods according to their granularity and their interpretation of the input information (it distinguishes element-level and structure-level techniques and then the syntactic, external and semantic methods). The second classification distinguishes three classes:
1. the terminological approaches (T) based on string similarity measures (TS) or based on measures which use terminological resources (TL) like WordNet; 2. the structural approaches (S) which compare two concepts from their internal structure (SI) (shared attributes or properties) or from their external structure (SE), that is to say their respective position within their taxonomy; 3. the semantic approaches (SEM), which use formal semantic model.
To sum up, most approaches use terminological matchers with stringsimilarities (Anchor-PROMPT [32] , Coma [12] , CMS [26] , Cupid [29] , S-MATCH [20] ) or/and external oracles such as Wordnet ( [20] , H-match [8] ). They can also use structural matchers (Similarity Flooding [30] , [8] , GMO [23] , Omap [36] , [12] , [18] , [32] , [29] ). Some methods such as OLA [15] , combine the various terminological and structural criteria. Only a few approaches use formal semantic models ( [20] , [18] ).
Extensional matchers
In this section, we focus on extensional matchers since the methods designed for matching textual taxonomies (i.e. web directories, catalogs, etc.) heavily rely on textual content. Beacause, such data structures typically have poor schema information, extensional matchers are relevant. We briefly present four approaches which are explicitly designed to work on such data structures. Then, we propose a synthetic classification of these approaches based on their differences.
GLUE [13] . This conceptual hierarchy matching tool uses machine learning techniques. It combines two strategies: the estimation of joint probabilities between concepts and the relation labeller. In the first strategy, for the joint probability estimation, the two hierarchies must share the same set of textual documents. As it is often not the case, the authors propose to classify the documents associated to the concepts of the first hierarchy to the concepts of the second one. This classification process uses several machine learning classifiers: a naive Bayesian classifier on the textual content of the documents, and a naive Bayesian classifier on the names of concepts concatenated with the names of ascendant concepts (concept path). These two classifiers are firstly trained on the documents associated with each hierarchy. The different classifier predictions are then combined by using the meta-learner. The joint probability is evaluated using Jaccard similarity.
oPLMap [31] . This tool is based on a logical and probabilistic model: DATALOG. It aims at finding the matching set which maximises the alignment probability. This method considers rules of the form S i → T j and evaluates the confidence of the rules by combining several classifiers. It relies on terminological classifiers for concept names (concept name identity, Jaccard measure on words composing concept names, Jaccard measure by considering the concept path name) and machine learning classifiers for textual documents (kNN classifier and Naive Bayes text classifier on the documents). The oPLMap approach also uses some constraints for taking into account the structure of the taxonomies. In the output, this method provides a set of n-to-n mapping elements valued by a probability measure.
Hical or SBI [25] . This method uses a statistical test, named κ-statistic [10] , on shared documents for determining matching. κ-statistic tests the null hypothesis: "κ = 0". A relation between concepts holds if the null hypothesis can be dissmissed with a significance level of 5%. Hical proposes a top-down approach in order to reduce the computing time.
CAIMAN matching service [28] . This matching method is enclosed in the CAIMAN system for facilitating the exchange of relevant documents between geographically dispersed people within their communities of interest. In the CAIMAN matching service, each document is represented by a document vector composed of words and word frequencies weighted by the TF/IDF measure. Then, the characteristic vectors of concepts are computed from the document vectors by using the Rocchio classifier. Finally, similarities between concepts are deduced by evaluating the cosine value between characteristic vectors of concepts. The output matching is a one-to-one matching: for each source concept, the method retains only the target concept for which the measure is maximised. Table 1 compares of four matchers and AROMA method discussed in Section 3. We analyse them according to four criteria:
Classification of textual taxonomy matchers
• The kind of relation that the method considers. It can be equivalence or subsumption relations.
• The measure used by the method for evaluating a potential matching between concepts. The measures used in the five approaches are Jaccard similarity, the conditional probability (called confidence in the association rule community), κ-statistic, cosine and the Implication Intensity.
• The comparison level shows how concepts are represented and then explains on which basis the similarity or measure is calculated. We denote two modalities: (1) the document level for methods comparing shared documents between entities; and (2) the term level for methods which represent entities by a set of terms.
• The kind of pre-processing step refers to the kind of preprocessing applied to the extension in order to be able to calculate similarities. This characteristic is partially determinated by the type of comparison level. In the case of document level approaches, documents can be classified from each structure into the other one so that they share the same set of documents.
Term level approaches use linguistic processing in order to extract terms and then select and/or weight these terms according to their relevance to the studied entities.
We can see that only AROMA considers the subsumption relation. The others are restricted to the equivalence. Concerning the measures used, three methods use similarities (which are symmetric) while only oPLMap and AROMA use asymmetric measures. Nevertheless, oPLMap does not seem to use its asymmetric measure to find subsumption relations between concepts. We can also note that Hichal and AROMA use measures based on a statistical model. For the comparison level, three methods use the documents for representing the extension of concepts from which they calculate the measure values. Only CAIMAN and AROMA work at the terminological level by representing concepts by sets of terms (characteristic vectors or relevant term sets). Finally, in order to work on a common document base, the GLUE and oPLMap methods use a combination of classifiers for the documents.
Interestingness Measures
In the framework of association rule discovery, and in order to select the most interesting rules, many Interestingness Measures (IMs) have been proposed and studied (see [3] [22] [19] [37] for a survey). In this context, some researchers are interested in principles and properties defining a good IM ( [33] , [22] , [37] , [17] , [3] ), while others work on the comparison of IMs from a data-analysis point of view.
According to our objective of hierarchy matching, we selected some IMs that may be relevant for our work. In the context of AROMA, unlike associ-ation rule discovery, an IM is not used for ranking rules in a post-processing step, but during the rule extraction process. In order to be able to choose a threshold value more easily, we retained only IMs respecting the principle of minimal and maximal value [22] . IMs respecting this behaviour are more intelligible to a user.
In this section, we firstly introduce notations used for representing association rules and their characteristics. Then, we classify selected IMs according to three main criteria proposed in [6, 4] . The resulting taxonomy of IMs shows their main properties and permits understanding of their behaviours and semantics.
Definition of association rule and notations
In this section we use the following notation: A finite set T of n individuals is described by a set I of p items. Each transaction t can be considered as an itemset, so that t ⊆ I. A = {t ∈ T ; a ⊆ t} is the extension of itemset a and B = T − {t ∈ T ; b ⊆ t } is the extension of b. An association rule [1] is an implication of the form a → b, where a and b are disjoint itemsets. In practice, it is quite common to observe some transactions which contain a and not b without in spite of a general trend to have b when a is present. Then, we introduce the quantities n a = card(A), n b = card(B) and n a∧b = card(A∩B).
Taxonomy of IMs
The taxonomy classifies IMs according to three criteria. The first one concerns subject of IMs (deviation from independence or equilibrium) and the second one, the nature of IMs (descriptive or statistical). The last one, the scope of the IMs (quasi-implication, quasi-conjunction, quasi-equivalence), explains the semantics of the measure according to logical operators.
• Subject. A family of IMs evaluate the deviation from the independence situation where the number of counter-examples is equal to those expected in a random case (n ab = n a .n b /n). These measures have a fixed value at the independence. The other family of IMs evaluate the deviation from the equilibrium. The equilibrium situation is reached when the number of counter-examples and examples are equal in number (n ab = n ab ).
• Nature. The nature of an IM can be descriptive or statistical. The descriptive measures are not influenced by a proportional expansion of the cardinalities taken into account. A descriptive IM m satisfies m(n a , n b , n ab , n) = m(α.n a , α.n b , α.n ab , α.n) with α. > 0. Conversely, the statistical measures vary with the expansion of cardinalities. According to the authors, this type of IM allows the validity of rules to be statistically assessed. Some of these measures are also particularly effective at detecting rules that have novel consequents, i.e. consequents that have not been seen in previous rules. For example, Implication Intensity decreases with an increase of n b , and thus gives preference to statistically valid rules having novel consequents.
• Scope. Finally, this last way of distinguishing IMs relies on the idea that IMs may evaluate a proximity between the rule and a logical configuration such as an implication, a conjunction, or an equivalence [4] . To qualify the scope of an IM, we will use the terms quasi-implication, quasi-conjunction and quasi-equivalence indexes because rules are not strict logical propositions since they may have counter-examples. Furthermore, some IMs only evaluate the tendency to verify the consequent when the antecedent is true (i.e. they only consider the examples of a rule). Such measures (e.g. the Confidence or IPEE [5] measures) are not classified in the Table 2 .
For each modality of the scope characteristic of an IM, Table 2 shows their symbol, counter-examples, equivalent linkage and property that the IM must respect. By comparing this table and the semantic relations defined by [20] , we can see that based on their scope, measures could be more or less adapted for mining certain types of semantic relations. Subsumption relations must be evaluated by quasi-implication measures, overlapping relations by quasi-conjunction measures and equivalence relations by quasi-equivalence measures. In schema or ontology matching, methods often rely on quasiconjunction measures for evaluating equivalence relations. of the approaches considered in Section 2.1, only Hichal uses an index (κ or kappa) that is a quasi-equivalence measure. GLUE uses a quasi-conjunction index (Jaccard) and oPLMap uses a rule index (confidence or conditional probability). Table 3 shows, for each selected IM, its scope (rule (→), quasi-implication (⇒), quasi-conjunction (↔), quasi-equivalence (⇔)), its nature (statistical (S) or descriptive (D)), its subject (deviation from independence (I) or equilibrium (E)), its fixed value in the independence or equilibrium situation (depending on its subject) and its formula.
Measure
Scope Nature Subject Fixed value Formula II ⇒ S I 0.5 Table 3 . Selected IMs and their properties 3 AROMA methodology AROMA ( Figure 1 ) was designed to find matching between conceptual hierarchies populated from textual documents. This method permits the discovery of a set of significant association rules holding between concepts obtained from two hierarchical structures and evaluated by the Implication Intensity measure. AROMA takes, as input, two conceptual hierarchies H 1 and H 2 , each defined as a tuple H = (C, ≤, D, σ), where C is the set of concepts, ≤ is the partial order organising concepts into a taxonomy, D is the set of textual documents, and σ is the relation associating a set of documents to each concept (i.e. for a concept c ∈ C, σ(c) represents the documents associated to c). Thanks to the first part of the method concerning the acquisition and the selection of relevant terms for each concept, we are able to redefine each hierarchy as a tuple H = (C, ≤, T, γ) where T is the set of relevant terms selected. In order to consider the partial order, we assume that a term associated with a concept is also associated with its parent concepts, and thus, we extend γ to the relation γ as follows: γ (c) = c ≤c γ(c ).
Association rules discovery between hierarchies
The second stage of AROMA consists of the discovery of implicative matching relations between concepts by evaluating association rule between their respective sets of relevant terms. The algorithm takes in two pre-processed hierarchies H 1 and H 2 and considers only the terms shared by the two structures. The set of common terms for the two hierarchies H 1 and H 2 is noted
The extracted rules are of the form a → b and are valued by a ϕ(a → b) value. A valid rule a → b (i.e. rule having a ϕ(a → b) value greater than or equals to a chosen threshold) represents a quasi-implication (i.e. an implication allowing some counter-examples) from the set of relevant terms of the concept The existence of such a valid rule means that the concept a (issued from H 1 ) is probably more specific than or equivalent to the concept b (issued from H 2 ).
Selection of significant rules
The algorithm provides a top-down search of association rules. It uses two criteria for selecting significant rules and reduce redundancy. Then, a rule a → b (between the concepts a ∈ C 1 and b ∈ C 2 ) will be significant if it respects the two following criteria:
The first criterion (Equation 2) guarantees the quality of the implication tendency between the two concepts for a given threshold ϕ r . The Implication Intensity of the rule a → b is explained in Figure 2 and defined as follows: where n a∧b = card(γ 1∩2 (a) − γ 1∩2 (b)) is the number of relevant terms for concept a that are not relevant for concept b. N a∧b is the random number of relevant terms for concept a that are not relevant for concept b.
For example (Figure 3) , the rule A2 → B4 has n A2∧B4 = 1 counterexamples. Its Implication Intensity value is calculated using a Poisson law (which is a possible model for the Implication Intensity [21] ):
where λ = n A2 .n B4 /n = 6.(30 − 8)/30. The second criterion (Equation 3) verifies the generativity of the rule and thus allows the redundancy to be reduced in the extracted rules set. Indeeds, a valid rule (i.e. a rule satisfying the first criterion) is significant if there does not exist a more generative rule having an Implication Intensity value greater than or equals to it. A rule x → y is more generative than a rule u → v if u ≤ x and y ≤ v (with x → y = u → v). For example (Figure 3) , the rules A2 → B7, A2 → B8, A1 → B4, A1 → B7, and A1 → B8 are more generative than the studied rule A2 → B4. The rule A2 → B4 will be significant and thus selected if none of its generative rules have a ϕ value greater than or equals to its ϕ value.
Experimental results
The experiments presented in this section concern only the second part of the AROMA (i.e. the rule selection phase). After describing the data used for the experiments, we first compare the performance of the measures in terms of the F-Measure, which aggregates precision and recall. Next, we describe an analysis of the distribution of the measure values on two sets of matching relations: a set of hand-made reference matching relations, noted R+ and a set of irrelevant relations R−.
Analysed data
The experiments used the "Course catalog" benchmark [14] . This benchmark is composed of two catalogs of courses descriptions which are offered at the Cornell and Washington universities. The courses descriptions are hierarchically organised into schools and colleges and then into departments and centers within each college. These two hierarchies contain respectively 166 and 176 concepts to which are associated 4360 and 6957 textual course descriptions. The benchmark data also include a set of 54 manually matched relations from concepts of the Cornell catalog to the Washington catalog. Only equivalence relations are included in the manually matched set.
Evaluation of IMs
Here, we describe the evaluation performed by the AROMA algorithm with each selected IM. For each measure, we varied the rule selection threshold ϕ r from 0 to 1 with a step of 1 percent. For each threshold value, the rule selection algorithms was executed twice, once to select implications from the Cornell concepts to the Washington concepts and the second time to select implications from the Washington concepts to the Cornell concepts. From the two implicative matching sets, we retained only equivalence relations by following this rule: if A → B and B → A, then A ↔ B.
In order to evaluate the relevance of results according to the reference set R+, we use two standard metrics from information retrieval: the precision and the recall. These metrics are defined as follows: let F be the set of matching pairs found using AROMA and R+ be the set of "reference" matching pairs. The precision (precision = card(F ∩ R+)/card(F )) measures the ratio of the number of good matching pairs (i.e. matching pairs that are both in our result set and in the reference matching set) over the number of matching pairs found by AROMA. The recall (recall = card(F ∩ R+)/card(R+)) measures the ratio of good matching pairs over the number of reference matching pairs. Finally, these two measures are aggregated into the F-measure (Dice's similarity between the sets F and R) : F − measure = 2.precision.recall/precision + recall. Figure 4 shows a high correlation between Confidence and Loevinger in terms of efficiency. Their best F-measure scores (around 0.45) are obtained around a threshold of 0.3. This threshold value is greater than those of independence situation for Loevinger but it is less than those of the equilibrium situation for Confidence. The IPEE index has tendency to have the same trend as Confidence and Loevinger. It has lower maximum F-measure values but it is more robust to the increase of the selection threshold value. Likelihood Linkage Analysis (LLA) don't have good F-measure scores. It obtains nearly constant recall values just above 0.5 but it has very bad precision values. Possibly the symmetric nature of this index is not well adapted to our algorithm. Finally, the best F-measure scores are obtained by the Implication Intensity index. Its best value is a little greater than 0.5 for a rule selection threshold fixed at 0.9. We can also notice a stagnation of F-measure before the independence situation (rule selection threshold of 0.5 for II).
These results show that Implication Intensity is the most relevant measure in this context. The two descriptive indexes, Confidence and Loevinger, tend to have similar trends. The selected quasi-conjunction index, LLA, is not relevant for AROMA.
Distributions of IMs
In this experiment, we studied and compared how the IM's evaluated matching relations independently of the AROMA rule selection algorithms and their selection criteria. Then, we propose to draw the values distributions of IM in two cases. The first case consisted of evaluating the relations from the manually matched set R+ and in the second case, we have tried the measures on the set of irrelevant relations R−. The set R− was built manually and contains the same number of relations as the reference one R+. For these two evaluations, we performed the selection of relevant terms with the Implication Intensity measure for a threshold of 0.9.
In the first test, for each manually matched relation represented by a pair (A, B), we evaluated the rules A → B and B → A. For each pair, we kept only the best value, in the cases where the studied measure was not symmetric.
Regarding Figure 5 , the Confidence measure yields a value under 0.5 for the majority of the relations. According to the equilibrium situation, these relations are not relevant because their antecedents is more concomitant with the negation of their consequents than with their consequents. The results obtained with IPEE confirm this situation since many rules have a quality value near 0. Nevertheless, the results found with Loevinger show that matching relations are good regarding the independence case. The majority of rules have a Loevinger value greater than 0 (only 4 relations have smaller values).
Distribution of Implication Intensity
Measure Value Thus, we can say that their number of observed counter-examples is negatively correlated to the expected one under the independence hypothesis. The two probabilistic measures of deviation from independence, the Implication Intensity (II) and the Likelihood Linkage Analysis measures, evaluate the majority of matching relations with good values. The second measure seems to work a little better on this benchmark. This result is not surprising because this second measure is symmetric and designed for evaluating quasiconjunction relations. But, unlike Implication Intensity, such a measure is not adequate in the case of mining quasi-implication relations between concepts.
Then, after the study of distribution of measures values on good matching relations, we performed a second test on a set of non-relevant relations. In this case, we consider the minimal value obtained for each pair of concepts. In Figure 6 , all Confidence and IPEE values are near 0. Loevinger yields less than 0 for 30 rules, that is to say under the independence situation. II confirms this tendency because only 2 rules have a value greater than or equal to 0.5. Nevertheless, LLA evaluates a majority of rules with good values (i.e. greater than 0.5 obtained at the independence situation). Regarding Figures 5 and 6 , only Loevinger and II clearly distinguish the two sets of rules. These two sets of distributions show that IMs of deviation from independence work better on this type of rules. We can also notice that the quasi-conjunction measure, LLA, does not distinguish good rules from bad ones.
From these experiments, we conclude that matching relations are better evaluated by IMs of deviation from independence. In such cases, the number of counter-examples needed to reach the equilibrium situation is less than the number needed to reach the independence situation. We also found that the statistic measure of quasi-implication, II, is well suited for distinguish good rules from bad ones.
Conclusion
In this paper, we proposed an original use of the association rule model and interestingness measures in the context of schema/ontology matching. More precisely, we described the AROMA approach, which is an extensional matcher for hierarchies indexing text documents. A novel feature of AROMA is that it uses of the asymmetrical aspect of association rules in order to discover subsumption matches between hierarchies or ontologies. Based on studies of IMs, we selected several IMs according to three criteria (subject, nature and scope) and we evaluated them on a matching benchmark. The two experiments show that deviation from independence measures are the best adapted IM family for such an application since the evaluated rules are good regarding the independence situation, but bad in terms of equilibrium deviation. From these results, we can also argue that the two descriptive indexes used, Confidence and Loevinger, tend to have the same behaviour. Due to its deviation from independence subject, its statistical nature and its quasi-implication scope, the Implication Intensity obtains the best scores on this benchmark. In this paper, we analysed measure behaviour on the process of rule extraction between concepts. We did not study the terminological step of AROMA, which consists of extracting and selecting concept relevant terms. Such an evaluation would be interesting since this terminological extraction process significantly influences the accuracy of the results.
