ABSTRACT This paper first presents a generic geometric prior for the image processing problems. The proposed term allows each individual pixel to automatically choose its own geometric prior. This behavior is fundamentally different from traditional regularizations that use only one prior for all pixels. This term, however, is difficult to be minimized by traditional optimization methods. Therefore, we further propose an iterative image filter to impose this generic geometric prior. Moreover, this proposed filter has a neural network representation, where the kernels in our filter can be learned based on the convolutional neural network. Several numerical experiments are performed to confirm the effectiveness and efficiency of this new filter and its related neural networks.
I. INTRODUCTION
Filters play important roles in many image processing tasks, such as denoising [1] , smoothing [2] and deblurring [3] . In these tasks, various filters have being developed, such as bilateral filter [4] , guided filter [5] , rolling guidance filter [6] and curvature filter [2] . These filters have their own properties and work in different scenarios for various purposes. For instance, the bilateral filter is designed to remove the details while keeping the main structure. Some acceleration techniques for this filter have been developed [7] , [8] . Curvature filters are designed to implicitly minimize curvatures with low computational cost [2] , [13] . In general, filters with low computation cost are always preferred because they can be applied in more scenarios, such as natural and biomedical image processing.
These filters usually make some assumption about the ground truth image. For example, the well-known box filter assumes the ground truth image to be a piecewise constant function. Another example is the guided filter, which assumes that the target image is a piecewise linear function [5] . The third example is the Gaussian Curvature (GC) filter that assumes the image is a piecewise developable surface [2] . Because of these different geometric assumptions, these filters may lead to very different results.
To satisfy these assumptions, various regularizations need to be imposed in the model. For example, the piecewise constant function assumption is imposed by the Total Variation (TV) regularization [1] . The piecewise developable surface assumption corresponds to the Gaussian curvature regularization and the minimal surface assumption corresponds to the mean curvature regularization [2] .
The choice of these geometric assumptions and their related regularizations is affected by the available solvers, since specific summations will require specific numerical methods for computation. For instance, many solvers have been developed for TV for algorithmic efficiency, such as split-Bregmann method [9] , the primal-dual method [10] and the alternating direction method of multipliers (ADMM). But these solvers can not be directly extended to mean curvature or Gaussian curvature regularizations [2] , [11] - [13] .
However, the geometric assumptions in all previous regularizations are not necessarily valid for all regions in one image. Different regions in the same image might have different geometric configurations, which might require different geometric assumptions. And each region should automatically choose its own geometric prior, instead of being manually assigned. In the extreme case, each pixel should automatically choose its own prior. Such spatial adaptive prior leads to much less artifacts and thus is desired. This motivates us to find a generic prior that can automatically choose the different assumption for each pixel.
In this paper, we present a generic geometric prior that has such desired properties, including spatial adaptiveness and higher probability to be satisfied on real data. To minimize this regularization term, we further present a novel filter, which can impose such geometric prior. Moreover, we show the neural network structure of this filter and train it on natural images. The result confirms the effectiveness and efficiency of our filter and its neural network representation.
Our contributions include
• A spatial adaptive and generic prior term is introduced. This new term automatically chooses different prior for each individual pixel and thus generates much less artifacts than previous regularizations because previous methods use only one prior for all pixel locations.
• A new filter, named as iterative Universal Filter-based Optimizer (iUFO), is developed to minimize the proposed generic geometric prior term. Our filter rooted in sound mathematical theories and can be easily implemented by several simple convolution operators.
• The new filter has a neural network representation, which leads to a simpler network structure that can minimize variational models with this regularization.
• We demonstrate the effectiveness and efficiency of this filter and its neural network representation on both synthetic and real images.
II. BACKGROUND AND MATHEMATICS
In this paper, we mainly focus on the image smoothing problems because of two reasons. First, it is a fundamental task in various image processing applications. The second reason is that the observed signal is already very close to the desired result. This fact can be used to show the difference caused by various geometric priors, not significantly influenced by the imaging models.
A. IMAGE SMOOTHING MODELS
Image smoothing is a fundamental task in image processing. It can be used in image compression [14] , denoising [3] , [13] , [15] , segmentation [16] , deconvolution [3] , enhancement [17] , interpolation [18] , etc. In general, the image smoothing process can be expressed as
where f (x, y) and U (x, y) denote the observed input image and the smoothed result image, respectively. is a transform function or kernel function. N (x, y) is the support region for (x, y), and (x, y) ∈ denotes the spatial coordinate, where is the imaging domain. Because of the importance of image smoothing, many approaches have been developed.
One way of categorizing these smoothing methods is based on the size of N . If N = , the method is called a global method; otherwise, if N is a small region, it is called a local method. Global methods such as moving least square method (MLS) [15] , [19] can exchange the long range spatial information. But they usually require constructing a large sparse matrix. On the other hand, local methods such as bilateral filter [4] , [20] - [22] and guided filter [5] do not require a large memory or matrix to perform because their support regions are small.
Another way of categorizing these smoothing methods is by their edge preserving ability. A smoothing method can be called edge preserving if it preserves the large gradient of the input image but removes the small gradient. Typical edge preserving methods include bilateral filter [7] and guided filter [5] .
The local and edge preserving filters are getting popular because it is computational efficient and their ability to adaptive to image content. In general, these filters try to estimate the smoothed image in a local window N (x, y) = {(u, v)||u − x| ≤ r and |v − y| ≤ r}, where r is a local window radius.
The local smoothing methods usually take the form
where k is called a smoothing kernel. For example, the kernel for the well-known box filter is a constant function in the local window.
B. SMOOTHING BY VARIATIONAL MODELS
A generic image smoothing model with a regularization can be expressed as the following variational framework:
where f is the observed data, E measures the similarity between the input f and result U , x∈R n is the spatial coordinate, n is the image dimension, λ>0 is a parameter (usually controlling the smooth level), and R is the regularization term that imposes the assumed prior information about U . The imaging model E is commonly chosen to be 2 or 1 norm by assuming the noise satisfies Gaussian or Laplace distribution, respectively. It is well-known that 1 norm is robust with outliers and usually is more spares than 2 norm. Moreover, 1 norm still keeps the convexity property, which is preferred by various optimization algorithms.
The regularization term R imposes the geometric assumption about the ground truth. There are several different regularization terms, corresponding to several different solution spaces, for example, the Total Variation regularization, area regularization and curvature regularization, which will be explained in the flowing subsections respectively.
C. TOTAL VARIATION REGULARIZATION
One of the most popular prior terms is TV regularization
where ∇ is the gradient operator, and for notation simplicity we will drop x where it will not cause confusion. This regularization has many variants. One of them adopts 1 norm to impose anisotropy
which prefers horizontal and vertical edges in U . This term has been extensively studied because it is simple and R TV is a convex term [1] , [23] , [24] . VOLUME 6, 2018 TV assumes U is a piecewise constant function and the final result usually contains staircase artifacts. This issue comes from the regularization term in the variational model, not the solving algorithms.
D. AREA REGULARIZATION
The area regularization is defined as
which imposes that U has a minimum area. Thus, this term requires not only the gradient to be smooth, but also the image normal to be smooth. As a result, common staircase artifacts from TV can be significantly reduced when using R area , as numerically confirmed in [25] . This regularization, however, can not preserve sharp edges because it requires the smoothness of surface normals. The final result is second order differentiable and thus blurred. It will remove corners and sharp edges in the resulting image.
E. CURVATURE REGULARIZATIONS
Besides the first order derivatives, the second order quantities such as mean curvature and Gaussian curvature can also be used as regularization terms [2] . The mean curvature H (U ( x)) is defined as
and its regularization term is defined as
The Gaussian curvature is
and its regularization is
Traditionally, solving curvature regularization terms is difficult. There are mainly two reasons. First, the computation of curvature or its gradient is the bottleneck in the gradient decent optimization method. Second, when the curvature is evaluated, U must be second order differentiable. Therefore, the final result U is smooth and thus can not preserve sharp edges. These issues hamper the application of curvature regularizations until the curvature filters were proposed [2] , which implicitly minimize curvatures without computing the curvature itself. Curvature filters significantly reduce the computation load for the optimization procedure of curvature regularized models.
Although curvature filters are effective and efficient, they can only impose one geometric prior for the whole image. If one image contains several regions and each region needs different geometric prior, curvature filters would fail on such images. This motivates us to develop a new prior term that can impose different priors for different regions in the same image. More importantly, such region specific prior should be automatically chosen by the region itself instead of being manually assigned.
III. GENERIC GEOMETRIC PRIOR
Traditional models use TV or curvature regularizations as their prior. The corresponding geometric assumption is assumed to be valid across the whole image. This, however, is not always true. When the assumption is invalid in some region, artifacts will be generated in that region. For example, it is well-known that the TV will generate staircase artifacts in the linear smooth regions.
In general, there are two ways to reduce such artifacts. One is to use the spatial varying weights for the regularization [26] . Although this can help in reducing the artifacts, the artifacts still exist in the regions where the geometric prior is not valid. The other way is to use different geometric priors for each region such that each region chooses its own prior. To the best of our knowledge, this paper is the first work that imposes a different prior for each individual pixel.
A. MULTIPLICATION OF MULTI PRIORS
In ill-posed reconstruction problems, some methods use multi priors by assuming that the whole image satisfies these priors simultaneously [27] . This can restrict the result into a smaller solution space and thus is good for reconstruction problems. But for the smoothing problems, we need the result to satisfy only one prior at each location.
To achieve this, we propose to multiply several geometric priors together and obtain a generic geometric prior (GGP). More specifically, this point wise term is
and our generic regularization term is defined as
Let F G , F T , F a , F m and F Gauss denote the solution function space for R G = 0, R TV = 0, R area = 0, R mean = 0 and R Gauss = 0, respectively. Then, any case of |∇U | = 0, H = 0 or K = 0 is sufficient to ensure G(U ) = 0. Therefore, F G is the largest solution space among these solution spaces and allows more geometric configurations. This is why R G is more generic. The larger solution space, the higher probability to be valid on the input image.
B. HIGHER PROBABILITY TO BE SATISFIED
In this subsection, we show that the probability of satisfying GGP is higher than the probabilities of satisfying each individual prior, such as TV, mean curvature or Gaussian curvature. This is because the solution space F G is the superset of other solution spaces from other regularizations. Letting χ denote the membership function, we have
This result confirms that GGP will be valid on more regions than other regularization terms and thus generate much less artifacts. This property is numerically confirmed in the experiment section on both synthetic and real images.
A natural or biomedical image usually contains complicated objects, which correspond to multi geometric priors. One prior such as TV or mean curvature will generate artifacts where such prior becomes invalid. Our GGP does not have this issue. A simple comparison between these three regularizations can be found in Fig. 3 in the experiment section, which confirms that our prior has a higher probability to be valid on the input image.
C. SPATIALLY SWITCHING BETWEEN MULTI PRIORS
In this subsection, we show the spatial adaptivity of (11) for a given U . One of these configurations
can automatically choose one geometric prior for each location x, leading to a spatially adaptive regularization.
This behavior is fundamentally different from traditional prior with spatial adaptive weight function, because the actual imposed geometric prior is automatically switched between TV, area, mean curvature and Gaussian curvature (see Fig. 2 in the experiment section for more details).
IV. FILTER-BASED OPTIMIZER
As mentioned in the previous section, GGP is preferred from regularization point of view. This term, however, is difficult to be solved by traditional methods such as primal dual method, split Bregman method, alternating direction method of multiplier, etc. It is even too complicated to calculate the gradient of this regularization term. Therefore, we have to develop new algorithms for its optimization.
Following the philosophy from curvature filters [2] , we propose to use a filter-based optimizer for this complicated regularization term. The proposed filter-based optimizer does not require to compute the gradient of this regularization term. Instead, it implicitly minimizes GGP by several simple filters. As a result, the optimization procedure is significantly simplified and our filter can be used in more scenarios without being limited by the computation cost.
A. MINIMAL PROJECTION
In this subsection, we show the signed minimal projection for our filter. Following the curvature filters in [2] , we use several manually designed filters to compute the signed projection distances. More specifically, we use following convolution kernels: 
The kernels {k 1 , k 2 , k 3 , k 4 } correspond to the line structures and also the developable structures (minimizing Gaussian curvature) [2] . There are only four possible directional lines in a 3 × 3 window, corresponding to these four kernels. The kernels {k 5 , k 6 , k 7 , k 8 } correspond to the total variation prior which assumes the ground truth is a constant function in a local window. And the last eight kernels VOLUME 6, 2018 {k 9 , k 10 , k 11 , k 12 , k 13 , k 14 , k 15 , k 16 } correspond to the mean curvature regularization [13] , [28] . These kernels are the halfwindow versions of Laplace operator as shown in [2, eq. (6) ] and the Laplace operator is discretized as in [28] .
With these filter kernels, their corresponding projection distances can be computed as
where * indicates the convolution operator. Each d i is the projection distance to the corresponding geometric priors. For example, d 1 and d 2 are the projection distances such that the projected pixel value will live on the vertical or horizontal lines, respectively. Therefore, the minimal projection indicates that the current pixel has the highest probability to satisfy that geometric prior. And we can find such minimal signed projection distance d m ( x) by finding the index m at each location x m = arg min
This m ∈ {1, · · · , 16} is the index that automatically chooses each pixel's own geometric prior at location x. We will show m and the probability distribution of m in the experiment section (see Fig. 2 in the experiment section).
Another reason that we choose the minimal projection is that the new intensity value U t+1 ( x) after the projection is the closest to the intensity value U t ( x) before the projection, where t indicates the iteration index. Our filter is simply
, which should have minimal absolute value, leading to minimal change from U t ( x).
B. ITERATIVE UNIVERSAL FILTER-BASED OPTIMIZER
Since the d m ( x) is the minimal projection distance to the desired geometric configuration, we can use it to update current estimation U t . When we repeat this procedure, the image will get smoother and smoother until converged. This algorithm is summarized in Algorithm 1. The main computation in this algorithm is the sixteen convolutions, which can be parallelized on modern hardwares such as graphics processing unit (GPU).
Algorithm 1 iterative Universal Filter-Based Optimizer (iUFO)
Require: Input image f , IterationNumber 1: 
The minimal projection distance d m ensures the minimal change between U t+1 and U t . This further ensures that the smoothing procedure does not have dramatic changes when the iteration number is increased. Thus, iUFO is numerical stable, which is confirmed in the experiment section. This stability comes from the multi convolution kernels. After a large number of iterations, we found that all d m are close to zero and the algorithm always converges in practice.
This iUFO can be interpreted as Euler method for following anisotropic diffusion process (line five in Algorithm 1)
And the final result can be considered as the projection from input f to the solution space F G (without considering the imaging model E(U ( x), f ( x))). The minimal projection distance d m can be interpreted as the gradient of GGP regularization. This fact can be told from classical gradient descent method for minimizing the GGP
Taking above two equations together, d m numerically approximates the negative gradient of GGP regularization
This link between the d m and the gradient of the GGP regularization significantly simplifies the optimization procedure when minimizing GGP regularization.
C. NEURAL NETWORK REPRESENTATION
In the terminologies of convolutional neural networks, line three and four in Algorithm 1 can be considered as the convolution layer and the activation layer, respectively. Thus, the iUFO has a neural network representation. The network structure is shown in Fig. 1 . The neural network structure is different from our iUFO filter in two aspects. First,k t i are the learnable kernels instead of the manually designed kernels k i in Algorithm 1. Second, the step symbol in Fig. 1 is the activation function, which is different from the line four in Algorithm 1. In practice, we use atan function as this activation function because it is differentiable and suitable for back propagation optimization. Details about adopting this representation in neural networks can be found in the experiment section V-E.
We found that such neural network is much more efficient in terms of minimizing GGP because the kernelsk t i are driven 54324 VOLUME 6, 2018
by the training data. These learned kernels are much more efficient than our manually designed kernels, as confirmed in later experiment section. Line five in Algorithm 1 can be considered as the residual learning [29] , [30] . This links our network with the wellknown ResNet structure [29] . But our network has clear physical and geometric explanation, which is different from the ResNet. Details about training of this neural network representation can be found in the experiment section.
V. EXPERIMENTS
In this section, we show several experiments to confirm that the proposed iFUO indeed automatically chooses individual geometric prior for each pixel in the image. We analyze its performance on both synthetic and real images. We further perform iUFO on color and biomedical images and show its smoothing behavior. We show the neural network from our iUFO filter and its training details. Finally, we compare our results with the results obtained from other traditional edgepreserving smoothing methods.
A. GRAY SCALE IMAGE SMOOTHING
We tested the iFUO on the standard cameraman image and the results are shown in Fig. 2 . The first row of Fig. 2 shows the smoothing results. With ten iterations, the details of the camera and the grass ground are removed. With 200 iterations, the ball on the tall building is removed, along with other details. During such smoothing, the corners and edges are well preserved. The second row shows the corresponding d m . When t is small, the large d m only appears at edges. When t is large, the value of d m becomes small. At the same time, they show blocky effect (shown in Fig. 2(f) ). This means that the pixels in the same block move simultaneously, although our prior is pixel-wise. The third row shows their m indexes for each pixel and the bottom row shows the distribution of m. When t = 1, most pixels prefer to use m ≤ 4, as shown in Fig. 2(g) and (j) . These indexes correspond to the kernels {k 1 , k 2 , k 3 , k 4 } which assume the ground truth contains line structures or developable surfaces (minimizing Gaussian curvature). When t = 200, most pixels prefer to use m ≥ 9, as shown in Fig. 2(i) and (l) . These indexes correspond to the mean curvature kernels and minimal surface structures [2] .
This example shows the spatially switching behavior of our presented GGP, as confirmed in the third row of Fig. 2 . For example, it allows piecewise developable surfaces and piecewise minimal surfaces appear in the same image. This behavior is fundamentally different from all previous regularizations that use only one prior for the whole image.
Moreover, the GGP generates less artifacts than other regularizations because it is valid on the image with higher probability than other regularization terms. For example, in the face region and the building regions that contain curved smoothing objects (Fig. 2(b) and (c) ), there is no visible artifacts. To further show the artifacts caused by different regularization terms, we perform our filter on synthetic images and compare the result with other methods. The details are given in the next subsection.
B. NOISY IMAGE SMOOTHING
In this section, we test the iUFO on synthetic images to show its properties. One example is shown in Fig. 3 . Our filter is compared with TV regularization and mean curvature regularization on both noise-free and noisy images. In both cases, iUFO with 50 iterations achieves the best results in terms of Peak Signal Noise Ratio (PSNR) and structural similarity index measurement (SSIM).
In the noise-free case, TV removes corners and low contrast very thin line structures but only keeps large gradients. As comparison, mean curvature can keep the low contrast objects, but it removes the sharp edges, leading to a blurring result. In contrast, our filter keeps corners, sharp edges and low contrast objects. In the noisy image, TV generates the well-known staircase artifacts. The mean curvature result is similar with the noise-free case. Our filter gives the best result, keeping the sharp edges and corners without generating obvious artifacts. 
C. COLOR IMAGE SMOOTHING
We perform iUFO on each color channel of a color image and show its smoothing behavior on different regions. One example is shown in Fig. 4 . The first row shows the smoothing behavior, increasing the iteration number. The second row shows the patch details. This edge preserving smoothing behavior is fundamentally different from traditional methods since each pixel will automatically choose its own geometric prior.
In Fig. 4 (e) and (f), the smoothing and edge preserving property is clearly shown. In Fig. 4 (g) , the line structure is preserved but the background is smoothed. In Fig. 4 (h) , the region does not have obvious changes for different iterations. These behaviors numerically confirm that GGP is spatial-aware and indeed imposes different geometric prior for different image regions.
D. BIOMEDICAL IMAGES SMOOTHING
Since biomedical images usually contain very complex geometries, such as bones, blood vessels, cells, tumors, and organs, spatial-aware regularization is always preferred for such complex scenario. Our filter (iUFO) can exactly impose such desired regularization.
One example is shown in Fig. 5 . The original image is an X-ray image for human bladder. This image contains complex geometries and very complicated contrast. The smoothing task is to remove the noise without destroying the main FIGURE 6. This image contains a patch from a big neuron. Our iUFO can impose different geometric priors for each pixel. When the iteration number is increased, the line structure with low contrast is smoothed out but the dot objects with high contrast get preserved. Such smoothing behavior is very different from previous smoothing methods. structure in the image. Our iUFO can impose different geometric priors for each pixel and thus generate little artifacts, even after 1000 iterations, as shown in Fig. 5 (d) . Therefore, our iUFO can improve image quality and further help clinical diagnosis in practical applications.
Another example is shown in Fig. 6 . The original image is a patch from a big neuron image, which contains noise and complicated branches. Our filter can remove the noise after ten iterations as shown in Fig. 6(b) . After 100 iterations, our filter still keeps the objects with low contrast, shown in Fig. 6(c) . After 1000 iterations, small objects with low contrast have been removed but the dot objects with high contrast are preserved, as shown in Fig. 6(d) .
E. UFO NETWORK
As mentioned in section IV-C, our iUFO filter has a neural network representation, which can be implemented by popular deep learning libraries, such as Tensorflow, Keras and Pytorch. VOLUME 6, 2018 
FIGURE 8.
Smoothing results from UFOnet with 128 filters and 7 blocks. The first row shows the original images and the second row shows the results from our neural network. In the face case, the twinkles on the cheek are removed but the very thin hair is preserved. In the second column, the cloth is smoothed without changing the texture on basket. In the third column, the dots on the wall and the lines between bricks are preserved. In the fourth column, the building is smoothed without changing the details of the tree. In the last column, the details are removed but the damage regions are preserved. Readers are encouraged to zoom in.
Different from iUFO filter, our network also needs to take into account the imaging model. More specifically, our loss function in the network is
And three layers (two blocks) of our neural network are shown in Fig. 7 . We name this neural network as UFOnet.
To prepare the training dataset, we extracted 10,000 image patches of 128 × 128 pixels each, randomly from natural image dataset BSDS500. We separately learned 8, 16, 32, 64, and 128 convolutional filters of 3 × 3 size each. We set a learning rate of 2 × 10 −4 , batch size of 32, lambda of 10, and epoch number of 300. The achieved loss function values for different numbers of learned filters and blocks are tabulated in Table 1 . When the number of filters is fixed, increasing the number of blocks above a certain threshold does not necessarily improve the result. Note that a seven-layer network with 128 filters yields satisfying energy-level.
Since the filters {k t i } are independent from image resolution, they can be trained on low resolution images but used on high resolution images. This training trick significantly accelerates the training process of our network. Yet note that the content of testing images should be similar with the training dataset, i.e. natural scenery in this case. Figure 8 shows some example results from our neural network implementation with λ = 10, and 128 filters and 7 blocks used. The smoothing results from this neural network are very special thanks to the spatial adaptivity of GGP term. More specifically, in the first column, the twinkles on cheek are removed but the very thin hair is preserved. And the nose region with reflection light (highly curved smooth region) is also well-preserved. In the second column, the cloth is smoothed but the shadow and high light regions are wellpreserved. In the third column, the dot patterns on the wall and line structures between bricks are preserved during the smoothing. In the fourth column, the details on the building are removed but the details of the tree are preserved (for the tree, there is no visual difference after smoothing). In the last column, the details on bricks are removed but the damaged regions are preserved. These spatial-aware smoothing behavior comes from the GGP term in the loss function.
With TensorFlow library and Python implementation, each prediction took 3.6 ms on a GeForce 940MX (384 CUDA cores) with Windows 10 (Thinkpad T480) and 0.75 ms on a GeForce GTX TITAN X (3072 CUDA cores) with Linux. Better performance can be obtained by using native CUDA C++ language implementation.
F. COMPARISON WITH OTHER FILTERS
There are other edge-preserving filters that have been developed for various purposes. In this subsection, we compare the proposed iUFO with such filters and show the advantages of In image 1 at the foot region, DT smooths all details and generates block artifacts, GF does not smooth much, while our proposed method successfully removes the texture detail preserving major structures. Similarly, our method successfully removes the details in image 2 without generating block artifacts nor losing color contrast; removes the dots in image 3 while keeping the stripes; and preserves the color contrast in image 4 the best.
our filter. We compare our filter with Domain Transform [31] and Guided Filter [5] , where their parameters are set to the values in their original papers. The results are shown in Fig. 9 . Since our filter can switch geometric prior for each pixel, its smoothing behavior is fundamentally different from previous methods. The detailed patches are shown in the right column. The domain transform generates block artifacts. The guided filter does not removed the details for some regions but might smooth too much for other regions. In contrast, our iUFO always performs best on these test images.
VI. CONCLUSION
This paper first presents a generic geometric prior (GGP) for image smoothing problem. The proposed term allows each individual pixel to automatically choose its own geometric prior. To minimize this prior, we further propose an iterative Universal Filter-based Optimizer. We analyzed this filter and its smoothing behavior. We performed several experiments to confirm its effectiveness and efficiency of this filter on synthetic, natural and biomedical images. This new filter has a neural network representation and can be used in some neural networks. The numerical results from such network confirm the role of GGP regularization. The neural network can be interpreted as an optimization method for the variational model with GGP regularization.
The presented GGP, iFUO filter and its related neural networks have the potential to be used in various image processing problems, such as denoising, super resolution, deconvolution, medical image reconstruction, dehazing, etc. The simplicity of this filter and its parallel property make sure that it can be used in most scenarios of image processing tasks, especially when the high performance is required. 
