Abstract. We study Cauchy problem for the Klein-Gordon (HNLKG), wave (HNLW) and Schrödinger (HNLS) equations with cubic convolution (Hartree type) nonlinearity. Some global well-posedness and scattering are obtained for the (HNLKG) and (HNLS) with small Cauchy data in some modulation spaces. Global well-posedness for fractional Schrödinger (fNLSH) equation with Hartree type nonlinearity is obtained with Cauchy data in some modulation spaces. Local well-posedness for (HNLW), (fHNLS) and (HNLKG) with rough data in modulation spaces is shown. This improves known results in Sobolev spaces in some sense. As a consequence, we get local and global well-posedness and scattering in larger than usual L p −Sobolev spaces and we could include wider class of Hartree type nonlinarity.
Introduction and statement of results
The Cauchy problem (local and global existence, regularity and scattering theory) for (HN-LKG), (HNLW) and (fHNLS) has been extensively studied with Cauchy data in L 2 −based Sobolev spaces (see e.g., [8, 17, 22, 24, 26, 25, 11, 12, 27, 29] ). There has been a considerable mathematical interest concerning the low regularity well-posedness and scattering theory for the nonlinear dispersive equations. Generally the Cauchy data in a modulation spaces are rougher than any given one in a fractional Bessel potential space and this low regularity is desirable in many situations.
This section is divided into two subsections. Sections 1.1 and 1.2 will present wellposedness and scattering results for (HNLKG)/(HNLW) and (fHNLS) with Cauchy data in modulation spaces respectively.
1.1. Klein-Gordon-Hartree and wave-Hartree equations. We study the Cauchy problem for the Klein-Gordon and wave equations with Hartree type nonliearity (1.1) u tt + (I − ∆)u = (V * |u| 2 )u, u(0) = u 0 , u t (0) = u 1 and (1.2) u tt − ∆u = (V * |u| 2 ), u(0) = u 0 , u t (0) = u 1 , where u(t, x) is a complex valued function of (t, x) ∈ R × R d , i = √ −1, u t = of x ∈ R d , * denotes the convolution in R d , and V is of the following type:
The stationary equations −∆u + (V * |u| 2 )u = σu is obtained by looking for separated solutions of (1.1) and (1.2), where u = e iλt u(x)(σ = λ 2 −1 and σ = λ 2 ). In case V (x) = |x| −1 , the stationary equations was proposed by Hartree as a model for the helium atom. Thus the homogeneous kernel of the form (1.3) is known as Hartree potential.
Menzala-Strauss [22] have studied the well-posdedness and asymptotic behavior of equations (1.1) and (1.2). Mochizuki [27] and Hidano [17] have studied scattering theory in the energy space (see also [11, 29] ). Recently Miao-Zhang [24, 26] and Miao-Zhang-Zheng [25] have studied global well-posedness and scattering theory for equations (1.1) and (1.2) below energy space. We remark that all previous authors have studied equations (1.1) and (1.2) on L 2 −based Sobolev spaces. Mainly because generally Klein-Gordon G(t) = e it(I−∆) 1/2 and wave W (t) = e it(−∆) 1/2 semigroups fails to be bounded on L p (R d ) if p = 2. Hence we cannot expect to solve equations (1.1) and (1.2) in L p (R d )(p = 2)−spaces . The question arises if it is possible to remove L 2 constraint and consider equations (1.1) and (1.2) in function spaces which are not L 2 based. This question has inspired to study equations (1.1) and (1.2) in other function spaces (e.g., modulation spaces M p,q (R d ), see Defintion 2.1 below) arising in harmonic analysis. Pioneering steps in this direction was taken by Baoxiang-Lifeng-Boling [1] , Baoxiang-Hudzik [30] and Bényi-Gröchenig-Okoudjou-Rogers [2] . In fact, in [30] it is proved that Klein-Gordon equation with power type nonlinarity is globally well-posed with small Cauchy data in M 2,1 (R d ). In [2, 1] it is proved that the Fourier multiplier operator with multiplier e it|ξ| α (α ∈ [0, 2]) is bounded on M p,q (R d ) (1 ≤ p, q ≤ ∞). (The cases α = 1 and α = 2 occurs in the time evolution of the free wave and Schrödinger equations respectively.) Many authors [28, 10, 3, 13, 32, 18, 7] have studied Klein-Gordon and wave equations with power type nonliterary in modulation spaces. However, there is not much progress concerning wellposedness and scattering theory for the equations (1.1) and (1.2) in modulation spaces.
Taking these considerations into account, we are inspired to study equations (1.1) and (1.2) with Cauchy data in modulation spaces. To sate results, we set up notations. Set 2σ(p) = (d + 2)
We remark that if pair (p, r) is Klein-Gordon admissible, then 3 ≤ r < ∞ and rd
We are now ready to state following theorem. Theorem 1.1 (Global well-posedness). Let 2 < p < 3,
One also has the bound u L r (R,M p,1 
,
. We remark that there is no singularity at t = 0 and but preserve the same decay as in the below
. This is a special characteristic of modulation spaces. Recall standard
and since |t| 
It remains open to get the global well-posedness for equations (1.1) and (1.2) and for the large data in modulation spaces. However, we can get local existence with persistency of solutions. Specifically, we have 
Up to now we cannot know equations (1.1) and (1.2) are locally well posed in
contains a class of data which are out of control of H s (R d ). Notice that taking 
1.2. Fractional Hartree equation. We study fractional Schrödinger equation with cubic convolution nonlinearity
3), and α > 0. The fractional Laplacian is defined as
where F denotes the Fourier transform. The equation (1.5) is known as the fractional Hartree equation. Equation (1.5) describes the dynamics of Bose-Einstein condenstate, in which all particles are in the same state u(t, x). There is an extensive study of (1.5) with Cauchy data in Sobolev spaces, see e.g., [23, 12, 8] and the references therein. Recently, for 0 < γ < min{α, 
On the other hand, many authors [1, 30, 3, 16, 7] have studied nonlinear Schrödinger equation in modulation spaces. In this paper, using time integrablity of time decay factors of time decay estimate (see Proposition 2.7), we obtain global well-posedness and scattering for small Cauchy data in modulation spaces. To state result, we set up notations. We call pair (p, r) Schrödinger admissible if there exists another exponent β such that
and
Notice that if pair (p, r) is Schrödinger admissible, then 3 ≤ r ≤ ∞ and rd
We are now ready to state following theorem. Theorem 1.5 (Global well-posedness). Let 2 < p < 3,
One also has the bound u L r (R,M p,1
In 
In [20, Theorem 1.2] it is proved that (1.5) with potential
. Notice that Theorem 1.8 generalize this result for (1.5) with
Local well-posedness for (1.5) are studied by many authors in Sobolev spaces. Modulation spaces enjoy lower derivative regularity (see Proposition 2.3 below) and we can solve (1.5) with the lower regularity assumption for the Cauchy data. Specifically, we have 
(2) We have obtain local well-posedness for generalized equations (1.1), (1.2) and (1.5)
See Theorems 6.1 and Remark 6.2 below.
The remainder of this paper is organized as follows. In Section 2, we introduce notations and preliminaries which will be used in the sequel. In Section 3, we prove some Strichartz type estimates and boundedness of Hartree nonlinearity in modulation spaces. In Section 4, we prove Theorems 1.1, 1.3 and Corollary 1.2. In Section 5, we prove Theorems 1.5, 1.8 and 1.9, and Corollary 1.6. In Section 6, we give sketch proof of Remark 1.10 (2). 
Preliminaries
, where I ⊂ R is an interval and X is a Banach space. The Schwartz space is denoted by S(R d ) (with it's usual topology), and the space of tempered distributions is denoted by
Then F is a bijection and the inverse Fourier transform is given by
and this Fourier transform can be uniquely extended to F :
have a different character according to whether s is integer or not. Namely, for s integer, they consist of L p −functions with derivatives in L p up to order s, hence coincide with the L p s −Sobolev spaces (also known as Bessel potential spaces), defined for s ∈ R by
where 
whenever the integral exists. For x, y ∈ R d the translation operator T x and the modulation operator M y are defined by T x f (t) = f (t − x) and M y f (t) = e 2πiy·t f (t). In terms of these operators the STFT may be expressed as
where f, g denotes the inner product for L 2 functions, or the action of the tempered distribution f on the Schwartz class function g.
is defined to be the space of all tempered distributions f for which the following norm is finite:
is defined by replacing the corresponding integral by the essential supremum. Applying the frequency-uniform localization techniques, one can get an equivalent definition of modulation spaces [30] as follows. Let Q k be the unit cube with the center at
and ρ(ξ) = 0 if |ξ| ∞ ≥ 1. Let ρ k be a translation of ρ, that is,
The frequency-uniform decomposition operators can be exactly defined by
with natural modifications for p, q = ∞. We notice almost orthogonality relation for the frequency-uniform decomposition operators 
Proposition 2.4 (Algebra property [3] ). Let m ∈ N, s ≥ 0. Assume that m i=1
Lemma 2.6. Let s ∈ R, 1 ≤ p, q < ∞, and Ω be a compact subset of
For f ∈ S(R d ), we define the fractional Schrödinger propagator e it(−∆) α/2 for t, α ∈ R as follows:
When α = 2, we write U(t) = S(t) = e −it∆ (corresponding to usual Schrödinger equation). The next proposition shows that the uniform boundedness and truncated decay estimates of the Schrödinger propagator e it(−∆) α/2 on modulation spaces.
Proposition 2.7 ([9, 30]).
(1) Let
Now we consider the truncated decay estimate and uniform bounded estimates for the Klein-Gordon semigroup G(t). (
.
(2) Let s ∈ R and 1 ≤ p, q ≤ ∞. Then we have
Proposition 2.9 (Uniform boundedness of wave propagator [3] ). For σ 1 (ξ) = sin(2πt|ξ|)/2π|ξ|,
. Let s ∈ R and 1 ≤ p, q ≤ ∞. Then we have
Moreover there exists a constant C such that
In this section we prove estimates for Hartree nonlinearity (Corollary 3.3 and Lemmas 3.4 and 3.5) and Strichartz type estimates (Proposition 3.6). We shall apply these to prove main theorems in the following sections.
We define fractional integral operator T γ (0 < γ < d) as follows
for some specific p, q and γ. Specifically, we have Proposition 3.1 (Hardy-Littlewood-Sobolev inequality). Assume that 0 < γ < d and 1 < p < q < ∞ with
We prove analogue of Hardy-Littlewood-Sobolev inequality in case of modulation spaces.
Proof. We may rewrite the STFT as V g (x, w) = e −2πix·w (f * M w g * )(x) where g * (y) = g(−y). Using Hardy-Littlewood-Sobolev inequality, we obtain
This completes the proof.
Corollary 3.3. Let 1 < p < ∞ and
Proof. By Proposition 2.4 and Lemma 2.2(1), we have 
Proof. Exploiting the ideas of proof as in Corollary 3.3, we obtain
This together with the following identity
gives the desired inequality.
Lemma 3.5. Let 2 < p < 2p ′ and
Proof. By Proposition 2.4, we have
Recall that equation (1.1) have the following equivalent form
where we denote ω = (I − ∆),
We prove following Strichartz type estimates in modulation spaces.
Proof. Since G(t) = e itω 1/2 , we have K(t)ω 1/2 = (G(t) − G(−t))/2i. By general Minkowski inequality, Propositions 2.8 and 2.5, we have
We divide KleinGordon admissible pairs (see (1.4)) into two cases.
Case I:
. In this case 1 β < 1 and there exists θ ∈ (0, 1] such that
With this θ, we have θ2σ(p) − 1 ≤ 0. Since pair (p, r) is Klein-Gordon admissible, we have
and r/3 > 1. With this θ, by Hardy-Littlewood-Sobolev inequality in dimension one, we have
Case II:
With this θ, we have βθd 
By Propositions 2.4 and 3.2 and Lemma 2.2 (1), we have
Proof. By Proposition 3.6, we have
By Proposition 2.4, Lemma 2.2(1) and Hölder inequality, we obtain
(V γ * |u| 2 )(u − v) L r/3 (R,M p ′ ,1 s ) u 2 L r (R,M p,1 s ) u − v L r (R,M p,1 s ) and (V γ * (|u| 2 − |v| 2 ))v L r/3 (R,M p ′ ,1 s ) u L r (R,M p,1 s ) v L r (R,M p,1 s ) + v 2 L r (R,M p,1 s ) u − v L r (R,M p,1 s ) . Lemma 3.8 ([4]). Let V be given by (1.3), 1 ≤ p ≤ 2, 1 ≤ q < 2d d+γ . Then for any f, g ∈ M p,q (R d ), we have (1) (V * |f | 2 )f M p,q f 3 M p,q . (2) (V * |f | 2 )f − (K * |g| 2 )g M p,q ( f 2 M p,q + f M p,q g M p,q + g 2 M p,q ) f − g M p,q .
Proofs of Theorems 1.1 and 1.3
Proof of Theorem 1.1. Recall that equation (1.1) have the following equivalent form
where
. For δ > 0, put B δ = {u ∈ X : u X ≤ δ}− which is the closed ball of radius δ, and centered at the origin in X. Since rd
. Now by Proposition 2.8, we have
By Propositions 2.8 and 2.5, we have
By Proposition 3.6, we have
Thus we have
By Lemma 3.7, for any u, v ∈ B δ , we have
If we assume that δ > 0 is sufficiently small, then J : X → X is a strict contraction. Therefor J has a unique fixed point and we have u ∈ L r (R, M p,1
It is equivalent to prove that
as t n → t for arbitrary fixed t > 0. We note that
.5). For I, II, by density Lemma 2.6, Proposition 2.8, triangle inequality, and since G(t) = e itω 1/2 (ω = I − ∆), we only need to prove that
as t n → t, by Lebesgue dominated convergence theorem. Sincev ∈ S Ω , there exists only finite number of k such that
as t n → t. It follows that I and II tends to 0 as t n → t. For III, we note that
→ 0 as t n → t, therefore we haveĨ → 0 as t n → t. Secondly as in the proof of Proposition 3.6, we obtaiñ
. It follows that (4.1) holds.
We now prove that u t (t) exists and is continuous in M
s (R d ) (see Proposition 2.5), and since G(t) = e itω 1/2 (ω = I − ∆), we should only deal with the derivative of G(t)ψ(x) for ψ ∈ M p,1
For V, by the Hausdroff-Young inequality and the Lebesgue dominated convergence theorem, we have
, so there is only the finite number of k such that
For IV, by the Bernstein multiplier theorem, we have
Using the almost orthogonality of modulation space, we have
) and apply (4.2) and the Lebesgue dominated convergence theorem, we can get
Consequently,
Next, the proof of time continuity of u t is similar to u. It only needs to take care of the difference of smoothness and the action of the Bessel potential. Finally, we obtain u ∈ C(R, M p,1
Proof of Corollary 1.2. Let
For 0 < s < t, we have
Since pair (p, r) is Klein-Gordon admissible, we there existsβ such that
By Proposition 3.6 and Hölder inequality, we have
This implies that v 1 (t) is Cauchy in M p,1 s (R d ) as t → ∞. Denote v + 1 to be the limit: 2v
Similarly, we obtain v
Recall that v ± = G(t)v
, we note that
So is v − respectively. In fact, in our proof we also have v
Proof of Theorem 1.3. Equation (1.2) can be written in the equivalent form
By using Proposition 2.9 for the first two inequalities below, and Propositions 3.2 and 3.8 for the last inequality, we can write
, as before. Thus the standard contraction mapping argument can be applied to J to complete the proof. This completes the proof of Theorem 1.3 (2). Taking Propositions 2.8, 3.8 and Corollary 3.3 and Lemma 3.4 into account, the standard contraction mapping argument give the proof of Theorem 1.3 (1).
5. Proofs of Theorems 1.5, 1.8 and 1.9
In order to prove Theorem 1.8 first we shall prove following Strichartz type estimates for Schrödinger admissible pairs. Specifically, we have
Proof. By general Minkowski inequality, Proposition 2.7, we have
. We divide Schroödinger admissible pairs (see (1.6)) into several cases.
In this case we have
Using Young inequality and Hölder's inequality we have
In this case, we can get β = 1 and r = ∞. Obviously
and therefor, we have the desired result by the same way as Case I. Case III:
Since pair (p, r) is Schrödinger admissible, we have
and r/3 > 1. By Hardy-Littlewood-Sobolev inequality in one dimension, we have
Proof. Using Propositions 2.4 and 5.1, Lemma 2.2 (1) and Hölder inequality, the proof can be produced. We omit the details.
Proof of Theorem 1.5. For α = 2, we may rewrite equation (1.5) in the following form
where S(t) = e −it∆ and
. For δ > 0, we put B δ = {u ∈ X : u X ≤ δ}− which is the closed ball of radius δ, and centered at the origin in X. Since rd
If we assume that δ > 0 is sufficiently small, then J : X → X is a strict contraction. Therefor J has a unique fixed point and we have u ∈ L r (R, M p,1 We only need to treat the case f ∈ S Ω . Using Lemma 2.11 and the Hausdroff-Young inequality, we have
as t n → t by Lebesgue dominated convergence theorem. Since f ∈ S Ω , there exist only finite number of k such that k (S(t n ) − S(t))f = 0 and thus we have S(t)f − S(t n )f M p,1 s → 0 as t n → t. We note that (S(t n ) − S(t))F (u(τ )) M p,1 s Proof of Corollary 1.6. We only prove the statement for u + , since the proof for u − follows similarly. Let us first construct the scattering state u + (0). For t > 0 define v(t) = e −it∆ u(t). We will show that v(t) converges in M → 0 as t → ∞.
In fact, in our proof we also have e it∆ u 0 , e it∆ u + ∈ M Proof of Theorem 1.8. Recall (1.5) can be written in the equivalent form u(·, t) = U(t)u 0 − i t 0 U(t − τ )[(V * |u| 2 )u] dτ =: J (u).
We first prove the local existence on [0, T ) for some T > 0. By Minkowski's inequality for integrals, Proposition 2.7 and Lemma 5.3, we obtain u(τ ) M p,p dτ and by Gronwall inequality, we conclude that u(t) M p,q remains bounded on finite time intervals. This completes the proof.
