In recent years, treatment and intervention scientists increasingly realize that individual heterogeneity in disorder severity, background characteristics and co-occurring problems translates into heterogeneity in response to various aspects of any treatment program. Accordingly, research in this area is shifting from the traditional "one-size-fits-all" treatment to dynamic treatment regimes, which allow greater individualization in programming over time. A dynamic treatment regime is a sequence of decision rules that specify how the dosage and/or type of treatment should be adjusted through time in response to an individual's changing needs, aiming to optimize the effectiveness of the program. In the chapter we review the Sequential Multiple Assignment Randomized Trials (SMART), which is an experimental design useful for the development of dynamic treatment regimes. We compare the SMART approach with other experimental approaches and discuss data analyses methods for constructing a high quality dynamic treatment regime as well as other secondary analyses.
developing the optimal dynamic treatment regime using data collected from a SMART trial. More specifically, we focus on Q-learning which is a well-known regression-based method (Murphy 2005b) .
In section 5, we discuss other analyses related to the Q-learning algorithm. Finally, we summarize the chapter and discuss challenges and open questions in section 6.
Potential outcomes framework
Potential outcomes were introduced in Neyman (1923) to analyze causal effects of time-independent treatments in randomized studies. Extensions of Neyman's work to the analysis of causal effects of time-independent treatments in observational studies can be found in Rubin (1978) . A formal theory of causal inference was proposed in Robins (1986 Robins ( , 1987 to assess the direct and indirect effects of time-varying treatments from experimental and observational data. In this section, we use potential outcome models to provide a framework for developing the optimal dynamic treatment regime. Later we explain how inference concerning potential outcomes can be made, using data from experimental trials.
For simplicity, assume there are only two decision points. The extension to multiple decision points is straight forward. Denote the treatment decision at the initial and secondary stage by a 1 and a 2 , respectively. Let S 1 denote the pretreatment information. For each fixed value of the treatment sequence (a 1 , a 2 ), we conceptualize potential outcomes denoted by S 2 (a 1 ) and Y (a 1 , a 2 ), where S 2 (a 1 ) is the intermediate outcome (ongoing information) that would have been observed prior to the secondary decision point if the initial treatment assignment were a 1 , and Y (a 1 , a 2 ) is the primary outcome (large values are desirable) that an individual would have if he/she were assigned the treatments (a 1 , a 2 ). In this context, a dynamic treatment regime is a sequence of decision rules, (d 1 , d 2 ), where d 1 takes S 1 as input and outputs a treatment a 1 and d 2 takes (S 1 , a 1 , S 2 (a 1 )) as input and outputs a treatment a 2 .
Let A be the collection of all possible treatment sequences. Then the set of all potential outcomes is {(S 1 , S 2 (a 1 ), Y (a 1 , a 2 )) : (a 1 , a 2 ) ∈ A} (S 1 is included for completeness). The mean primary outcome for regime (d 1 , d 2 ), denoted by µ (d 1 ,d 2 ) , is defined as the average primary outcome that would be observed if the entire study population were assigned (d 1 , d 2 ). Mathematically, this is
where the expectation is taken with respect to the multivariate distribution of (S 1 , S 2 (a 1 ), Y (a 1 , a 2 ))
for the treatment sequence determined by (d 1 , d 2 ). The goal is to develop a dynamic treatment regime that leads to the maximal µ (d 1 ,d 2 ) (as compared to other possible dynamic treatment regimes). This dynamic treatment regime is called the optimal dynamic treatment regime. Note that (1) can be written as a repeated expectation
, a 2 )|S 1 , S 2 (a 1 )] a 2 =d 2 (S 1 ,a 1 ,S 2 (a 1 )) |S 1 a 1 =d 1 (S 1 ) .
If we knew the distribution of the potential outcomes (S 1 , S 2 (a 1 ), Y (a 1 , a 2 )) for each treatment pattern (a 1 , a 2 ) ∈ A, classical algorithms based on backwards induction (dynamic programming) (Bellman 1957 ) could be used to find the optimal sequence of decision rules. The optimal secondary decision rule d * 2 maximizes the mean primary outcome at the second decision point, i.e. Note that we use "∈" in the above formula since there may be multiple treatments that maximize the mean primary outcome given S 1 = s 1 and S 2 (a 1 ) = s 2 . The optimal initial decision rule d * 1 then chooses the treatment that maximizes the mean primary outcome given that d * 2 is followed at the second decision point, i.e.
The sequence of decision rules (d * 1 , d * 2 ) is the optimal dynamic treatment regime. And
is the optimal mean primary outcome. Note that the treatment options at each decision point may depend on a patient's ongoing information and/or previous treatment. In the addiction management example, the treatment options at the second decision point depend on a patient's initial treatment and/or whether the patient had improved or not. In the above formulae the maximization at each decision point is taken over all possible treatment options at that point.
In general the multivariate distribution of the potential outcomes for each of the possible treatment patterns is unknown; thus we can not directly use the arguments given above to construct the optimal dynamic treatment regime. Accordingly, Murphy (2005a) proposed experimental trials by which data can be obtained and used for the formulation of decision rules. In the next section, we introduce this Sequential Multiple Assignment Randomized Trials (SMART) and discuss the motivation for developing this approach for the formulation of dynamic treatment regimes.
SMART design
In a SMART trial, each subject may be randomly assigned to treatments several times. More specifically, this is a multi-stage randomized trial, in which each subject progresses through stages of treatments and is randomly assigned to treatments at each stage. This type of design was first introduced by Lavori and Dawson (2000) , and was named 'biased coin adaptive within-subject' (BCAWS) design. TenHave et al. (2003) compared the BCAWS design with other designs. Lavori and Dawson (2004) discussed practical considerations for the design. Murphy (2005a) proposed the general framework of the SMART design.
Trials in which each subject is randomized multiple times have been widely used, especially in cancer research (see for example, CALGB study 8923 for treating elderly patients with primary acute myelogenous leukemia (Stone et al. 1995) ). Precursors of SMART trials include the CATIE trial for antipsychotic medications in patients with Alzheimer's (Schneider et al. 2001) and STAR*D for treatment of depression (Lavori et al. 2001; Fava et al. 2003) . In recent years, a number of SMART trials have been conducted. These include phase II trials at MD Anderson for treating cancer (Thall et al. 2000) , the ExTENd trial concerning alcohol dependence by David Oslin from the University of Pennsylvania (personal communication) and the ADHD trial conducted by William Pelham from the University at Buffalo, SUNY (personal communication).
To make the discussion more concrete we consider a SMART trial based on our addiction management example (see Figure 1) . In this trial, each subject is randomly assigned to one of two possible initial treatments (CBI or NTX). Then in the next two months clinicians record heavy drinking, adherence, side effects and other intermediate outcomes. If at any time during this two-month period the subject experiences a third heavy drinking day, he/she is classified as a non-responder to the initial treatment. As soon as the subject is classified as a non-responder he/she is re-randomized to one of the two subsequent treatments, depending on his/her initial treatment assignment: NTX+CBI or CBI alone for NTX non-responders; NTX+CBI or NTX alone for CBI non-responders. However, if the subject is able to avoid more than two heavy drinking days during the two-month period, he/she is considered as a responder to the initial treatment. In this case, the subject is re-randomized to one of the following two possible treatments for an additional period of six months: 12-step program or 12-step program+TDM. The goal of the study is to maximize the number of non-heavy drinking days over a 12 month study period.
[ Figure 1 near here] This experimental approach is motivated by several disadvantages of traditional "single-stage" experimental designs discussed in the following section.
Motivation for the SMART design
Most randomized trials are used to compare single stage treatments. To ascertain the best treatment sequence, an alternative approach to SMART is to conduct multiple randomized trials; each trial compares available treatment options at each stage based on results from previous trials and/or based on historical trials and the available literature. For example, instead of the SMART trial for our addiction management study, the researcher may conduct two single-stage randomized trials. The first trial compares the initial treatments (CBI versus NTX). Based on the results of the first trial, the researcher chooses the best treatment and moved on to the second trial where all subjects are initially offered with the chosen treatment and then responders are randomized to one of the two possible conditions: 12-step program or 12-step program+TDM; non-responders are randomized to one of the two possible conditions: augment current treatment with another type of treatment or switch to another type of treatment. However, this approach has at least three disadvantages as compared to a SMART trial when used to optimize dynamic treatment regimes.
First, this approach may fail to detect possible delayed effects that are cases where a treatment has an effect that is less likely to occur unless it is followed by a particular subsequent treatment.
For example in the addiction management study, the first trial may indicate that NTX performs the same as CBI on average. And, the second trial, in which NTX was chosen to be the initial treatment based on the results from the previous trial (since CBI is more expensive then NTX), may indicate that CBI along performs as well as NTX+CBI for non-responders (and avoids further side effects due to NTX for non-responders who experience side effects) and the 12-step program is as effective as 12-step+TDM for responders. In that case, the researcher may conclude that regime A described in section 1 is the best treatment sequence. However, it is possible that NTX was found to be as effective as CBI during the first trial because for many subjects CBI works best if used over a longer period of time. If the researcher had chosen CBI instead of NTX as the initial treatment for the second trial, then NTX+CBI might be much more effective than NTX alone for non-responders and the 12-step program may be sufficient for responders. That is, regime B described in section 1 might have been more effective than regime A though NTX may initially appear to be as effective as CBI. Hence using the single-stage experimental approach may reduce the ability of the researcher to detect the delayed effects and eventually led to the wrong conclusion as to the most effective regime.
Second, although the results of the first trial may indicate that one treatment is initially less effective than the other, the former treatment may elicit diagnostic information that permits the researcher to better match the subsequent treatment to each subject, and thus improve the primary outcome.
Third, subjects who enroll and remain in the single-stage trials may be different than those who enroll and remain in a SMART trial. This is a type of cohort effects (see Murphy et al. 2007 ).
Consider a one stage randomized trial in which CBI is compared with NTX. For subjects who are not improving, there are no other options besides dropping out of the study. However, in a SMART trial non-responding subjects know that their treatmens will be altered. Consequently non-responding subjects may be less likely to drop out from a SMART trial relative to a one stage randomized trial.
Thus the choice of initial treatment based on the single-stage approach may be based on a sample that is less representative of the study population relative to the SMART trial.
From the above discussion, we see that conducting separate trials for different stages and examining treatment options at each stage separately from other stages may fail to detect delayed effects and diagnostic effects, and may result in deleterious cohort effects. As a result, the developed sequence of treatment decisions may not be the best choice. This has led researchers to consider designs in which each individual is randomized multiple times, one per critical decision, so as to be able to link different stages in the decision process, and improve the ability to develop dynamic treatment regimes in which sequential treatments are synergetic.
Design aspects
Denote the observable data for a subject in a SMART trial by (S 1 , A 1 , S 2 , A 2 , Y ), where S 1 and S 2 are the pretreatment information and intermediate outcomes, A 1 and A 2 are the randomly assigned initial and secondary treatments, and Y is the primary outcome of the subject, respectively. For example, in the addiction management study (see Figure 1 ), S 1 may include addiction severity and co-morbid conditions, S 2 may include the subject's response status, side effects and adherence to the initial treatment, and Y may be the number of non-heavy drinking days over the 12-month study period. Under Robins' consistency assumption (i.e. a subject's treatment assignment does not effect other subjects' outcomes; see Robins and Wasserman (1997) ), the potential outcomes are connected to the subject's data by S 2 = S 2 (A 1 ) and
The treatment randomization probabilities in a SMART trial are allowed to depend on past history (i.e. past information and treatment). That is the randomization probabilities for A 1 and A 2 may depend on S 1 and (S 1 , A 1 , S 2 ), respectively. Thus data from a SMART trial satisfies the "sequential ignorability" assumption (i.e. at each decision point the current treatments are assigned independently of potential future responses to treatment, conditional on the history of treatments and response to date (Robins 2004) ). Under the "sequential ignorability" assumption, the conditional distributions of the potential outcomes are the same as the corresponding conditional distributions of the observable data. That is,
Thus the mean primary outcome of a dynamic treatment regime, (d 1 , d 2 ), can be written as a function of the multivariate distribution of the observable data:
Hence we can evaluate the effect of a dynamic treatment regime or estimate the optimal dynamic treatment regime using data from a SMART trial. In particular, define the Q-function at the secondary decision point by
and the Q-function at the initial decision point by
Each Q-function measures the quality of the current treatment for patients with the specified past information and treatment assignments. Then the optimal decision rule at each decision point chooses treatment that maximizes the corresponding Q-function.
To power a SMART trial, we need to specify a primary research question. This research question may concern some components of dynamic treatment regimes (e.g. testing the main effect of the second stage treatment) or the whole regimes (e.g. comparing effects of two dynamic treatment regimes). A good primary research question should be both scientifically important and helpful in developing a dynamic treatment regime. For example in the addiction management study an interesting primary research question would be "on average what is the best subsequent treatment for responders to initial treatment". That is, we want to compare the mean primary outcomes of two groups of responders (12-step versus 12-step+TDM). Standard test statistics (Hoel 1984) and sample size formula (Jennison and Turnbull 2000) for a large sample comparison of two means can be used in this case. Define the standardized effect size δ as the standardized difference in mean primary outcomes between two groups (Cohen 1988) , i.e.
Let γ denote the overall initial response rate. Suppose the randomization probability is 1/2 for each treatment option at the secondary decision point. Standard calculation yields a sample size formula for the two sided test with power 1 − β and size α:
where z α/2 and z β are the standard normal (1 − α/2) percentile and (1 − β) percentile, respectively.
To use the formula, one needs to postulate the overall initial response rate γ.
Alternatively researchers may be more interested in primary research questions that are related to dynamic treatment regimes. In this case, Murphy (2005a) Murphy (2005a) and Oetting et al. (2007) . In the following, we review the formulae in the context of our example.
Let p 1 (a 1 |S 1 ) and p 2 (a 2 |S 1 , A 1 , S 2 ) be the randomization probability at the initial and secondary decision point, respectively. For any dynamic treatment regime of interest (d 1 , d 2 ), assume
Assumption (4) implies that treatments specified by regime A and B at any decision point for any given past history (i.e. past information and treatments) have positive probabilities of being assigned. Murphy et al. (2001) showed that an unbiased estimator of µ (d 1 ,d 2 ) (the mean primary outcome for
where n is the sample size, P n f = n i=1 f (X i )/n in which X i is a vector of observations for the i th subject and f is a given function, and 1 Ω is an indicator function which equals 1 if event Ω occurs and 0 otherwise. A consistent estimator of the variance of
The comparison of regime A with regime B can be obtained by comparing the subgroup of subjects in the trial whose treatment assignments are consistent with regime A with the subgroup of subjects in the trial whose treatment assignments are consistent with regime B. Note that there is no overlap between these two subgroups since a subject's initial treatment assignment can be consistent with only one of the regimes (A or B). The test statistic
has an asymptotic standard normal distribution under the null hypothesis µ A = µ B (Murphy 2005a ).
The standardized effect size for addressing this question is defined as
where σ 2 A and σ 2 B are the variances of the primary outcomes for regime A and B, respectively. Suppose the randomization probability for each treatment option is 1/2 at each decision point. Equation (10) in Murphy (2005a) implies that V ar( √ nμ A ) = 4σ 2 A and V ar( √ nμ B ) = 4σ 2 B in large samples. Using a large sample approximation, the required sample size for the two sided test
/2 with power 1 − β and size α is
A detailed derivation of the sample size formula in a similar context can be found in Oetting et al. (2007) . Oetting et al. (2007) also discussed additional research questions and the corresponding test statistics and sample size formulae under different working assumptions. A web application that calculates the required sample size for sizing a study designed to discover the best dynamic treatment regime using a SMART design for continuous outcomes can be found at http://methodology.psu.edu/index.php/ra/adaptreat-strat/smart.
Formulae for the randomization probabilities that create equal sample sizes across all dynamic treatment regimes have been provided in Murphy (2005a) . This was motivated by the classical large sample comparison of means for which, given equal variances, the power of a test is maximized by equal sample sizes. Let k 1 (S 1 ) be the number of treatment options at the initial decision point with pretreatment information S 1 and k 2 (S 1 , A 1 , S 2 ) be the number of treatment options at the secondary decision point with past history (S 1 , A 1 , S 2 ), respectively. Murphy's formulae yield
If k 2 does not depend on S 2 , the above formulae can be directly used. In our example, there are two initial treatment options and two secondary treatment options for each subject, i.e. k 1 (S 1 ) = 2 and k 2 (S 1 , A 1 , S 2 ) = 2 for all possible combinations of (S 1 , A 1 , S 2 ). Thus (7) yields a randomization probability of 1/2 for each treatment option at each decision point. In general working assumptions concerning the distribution of S 2 given (S 1 , A 1 ) are needed in order to use the formulae. See Murphy (2005a) for more details.
Some principles and practical considerations are as follows (for more details see Lavori and Dawson (2004) , Murphy (2005a) and Murphy et al. (2007) ). First, Murphy (2005a) proposed that the primary research question should consider at most simple dynamic treatment regimes so as to simplify the sample size formulae. In our addiction management study, we consider regimes where the initial decision rule is a constant (i.e. does not depend on an individual's pre-treatment information) and the secondary decision rule depends only on the individual's initial treatment and his/her response status. Second, both Lavori and Dawson (2004) and Murphy (2005a) pointed out that, when designing the trial, the class of treatment options at each decision point should be restricted (only) by ethical, scientific or feasibility considerations. Lavori and Dawson (2004) demonstrated how to constrain treatment options and thus decision rules using the STAR*D example (Lavori et al. 2001; Fava et al. 2003 ). Yet, Murphy (2005a) warns against undue restriction of the class of the decision rules. Our addiction management example reflects this notion. Although we might have reason to believe that non-adherent non-responders to NTX should receive different treatment from adherent non-responders to NTX, we do not provide these two groups different treatment options if we are uncertain that such restriction is necessary. Finally, the SMART trial should be viewed as one trial among a series of randomized trials intended to develop and/or refine a dynamic treatment regime. It should eventually be followed by a randomized control trial that compares the developed regime and an appropriate control (Murphy 2005a; Murphy et al. 2007) . Note that like traditional randomized trials, SMART trials may involve standard problems such as dropout, incomplete assessments, etc.
SMART design versus adaptive experimental designs
The SMART design introduced in the previous section involves stages of treatment. Some adaptive experimental designs also utilize stages of experimentation (Berry 2002 (Berry , 2004 . However, the SMART design is quite different from adaptive experimental designs.
An adaptive experimental design is "a multistage study design that uses accumulating data to decide how to modify aspects of the study without undermining the validity and integrity of the trial" (Dragalin 2006 ). Chow and Chang (2008) summarized various types of adaptive experimental designs.
For example, a response adaptive design modifies the randomization schedules based on prior subjects' observed data at interim in order to increase the probability of success for future subjects (see With the above definition, the difference between standard SMART design and adaptive experimental designs is rather straight forward. In a SMART design, each subject moves through multiple stages of treatment. On the other hand in most adaptive experimental designs each stage involves different subjects. That is, each subject only participates in one stage of treatment. In both cases randomization occurs at each stage. The goal of a SMART trial is to develop a dynamic treatment regime that could benefit future patients. Many adaptive experimental designs (e.g. response adaptive randomization) try to provide most efficacious treatment to each subject in the trial based on the knowledge at the time that subject is randomized. In a SMART trial the design elements such as the final sample size, randomization probabilities and treatment options are specified prior to conducting the trial. On the other hand, in an adaptive experimental design the final sample size, randomization probabilities and treatment options may be altered during the conduct of the trial.
There are some studies in which the adaptive experimental design was combined with the SMART design. For example, Thall et al. (2002) provided a statistical framework for an "outcome adaptive design" in a multi-course treatments setting in which two SMART trials are involved. Each trial used one half of the subjects. If the data from the first trial show a particular treatment sequence to be inferior to the others within a subgroup of subjects, then that treatment sequence option is dropped within that subgroup in the second trial. At the end the best treatment sequence for each subgroup is selected. Thall and Wathen (2005) considered a similar but more flexible design where the randomization criteria for each subject at each stage depends on the data from all subjects previously enrolled. Thall and his colleagues were able to apply such a strategy because subject outcomes in each SMART trial are observed quickly. In many other settings, obtaining subject's outcomes may take a long time (e.g. 12 months in our addiction management study). Thus, adaptation based on interim data is less feasible. How to optimally combine adaptive experimental design with the SMART design is worthy of further investigation.
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In the previous section we discussed issues concerning experimental data and some primary analyses for developing dynamic treatment regimes. In the current section we discuss useful methods for estimating the optimal dynamic treatment regime using experimental data.
Simple dynamic treatment regimes
In some cases researchers would like to consider relatively simple dynamic treatment regimes. For example in the addiction management study, the primary research question may be the comparison of two simple dynamic treatment regimes (regime A and B). Each regime specifies one initial treatment for all patients and assigns one treatment for initial treatment responders and another for non-responders.
There are totally eight such simple dynamic treatment regimes (see Figure 1 ).
When there are only a few dynamic treatment regimes, we can estimate the mean primary outcome for each regime using the estimator in (5) and select the best one. Consider regime A in the addiction management example. When the randomization probability for each treatment option at each decision point is 1/2, assumption (4) is satisfied.μ A is simply the average of Y over subjects whose treatment assignments are consistent with regime A. The estimation of µ A can be improved by considering doubly robust estimator (Robins 2000) , which may result in smaller variance (see Murphy et al. 2001 ).
Dynamic treatment regimes involving covariates
In general, there may be a large number of possible dynamic treatment regimes. The initial treatment decision may depend on pretreatment information S 1 . The secondary treatment may vary according to an individual's pretreatment information S 1 , initial treatment A 1 and ongoing information S 2 . In fact, there could be infinite number of dynamic treatment regimes. For example, suppose there are two treatment options, 1 and −1, at each decision point and the data are collected from a SMART trial in which the randomization probability is 1/2 for each treatment option at each decision point. Often one uses summaries of past history (i.e. past information and treatment assignments) to form decision rules. Let H 11 be a vector summary of S 1 and H 21 be a vector summary of (S 1 , A 1 , S 2 ), respectively.
We may be interested in finding the best dynamic treatment regime of the form d 1 (H 11 ) = sign(ψ 10 + H T 11 ψ 11 ) and d 2 (H 21 ) = sign(ψ 20 + H T 21 ψ 21 ) , where ψs are the parameters, sign(x) = 1 if x > 0 and −1 otherwise. ψ 10 is the main effect of the initial treatment. Each component in ψ 11 is the interaction effect of the initial treatment and the corresponding component in H 11 . In our addiction management example, H 11 could be a two-dimensional vector including addiction severity and an indicator of presence/absence of a co-occurring disorder, and H 21 could be a four-dimensional vector including the initial treatment, response status, adherence to the initial treatment and a measure of side effects. In this case, (5) is equivalent tô
Selecting the dynamic treatment regime (i.e. the ψs) that maximizes (8) is computationally intractable since the objective function (8) is nonconcave in the ψs. An additional problem is that, if H 11 and H 21 are of high dimension, the regime that maximizes (8) is subject to overfitting the data and may yield a poor mean primary outcome among all dynamic treatment regimes under consideration. This is because we try to maximizeμ
. When the sample size is relatively small as compared to the complexity of the dynamic treatment regimes, the resulting regime (d 1 ,d 2 ) may fit the data well but the regime may not be close to the regime that maximizes
An alternative approach to estimate the optimal dynamic treatment regime is Q-learning, which can be viewed as a generalization of regression to multi-stage decision making. This method estimates the optimal decision rules by learning the Q-functions defined in section 3.2. There are many variants of Q-learning (Watkins 1989; Sutton and Barto 1998; Ormoneit and Sen 2002; Lagoudakis and Parr 2003; Ernst et al. 2005 ). Below we review Q-learning with function approximation as described in Murphy (2005b) .
Let Q 1 be the approximation space for the initial stage Q-function Q * 1 defined in (3) and Q 2 be the approximation space for the second stage Q-function Q * 2 defined in (2), respectively. For example, assume there are two treatment options at each decision point; a 1 ∈ {−1, 1} and a 2 ∈ {−1, 1}. We may consider linear approximation spaces for the Q-functions,
and Q 1 = Q 1 (h 10 , h 11 , a 1 ; θ 1 ) = φ 10 + h T 10 φ 11 + (ψ 10 + h
where h 20 and h 21 are vector summaries of (s 1 , a 1 , s 2 ), h 10 and h 11 are vector summaries of s 1 , and Θ 1 and Θ 2 are the parameter spaces. Note that we use upper case letters to denote random variables or data for subjects in the SMART trial and lower case letters to denote the values of the variables.
Since Q * 2 is the conditional mean of Y given past information and treatment assignments (S 1 , A 1 , S 2 , A 2 ), we can estimate the second stage parameter θ 2 using least squares,
Similarly, since Q * 1 is the conditional mean of max a 2 Q * 2 given (S 1 , A 1 ), a least squares estimator of the initial stage parameter θ 1 (with Q * 2 estimated by Q 2 (H 20 , H 21 ;θ 2 )) iŝ
(see Tsitsiklis and Van Roy 1996 for this estimation method in a similar context). The estimated optimal dynamic treatment regime then uses treatments that maximize the estimated Q-functions. In the linear model example, the estimated optimal regime iŝ
Note that sometimes researchers may consider different treatment options for different subgroups of subjects. For example in the addiction management study, different secondary treatment options are offered each of the three subgroups: initial treatment responders (subgroup 1), NTX non-responders (subgroup 2) and CBI non-responders (subgroup 3). In this case, we code A 2 = 1 for one treatment option and A 2 = −1 for the other treatment option in each subgroup. We can use different linear models, say Q (j) and 0 otherwise. Since each Q
2 is a linear model, the model for Q * 2 fits the linear framework (9).
In Q-learning we modeled the Q-functions Q * 1 and Q * 2 . However, only part of the Q-function is relevant for the construction of the decision rules. This can be easily seen from the above linear model example where the estimated decision rule at each decision point only depends on the interaction part in the corresponding linear model (e.g. the decision rules (11) only depend on ψs not φs). In general, each Q * would be useful to assess the extent to which the variable "addiction severity" is important in the data set (say via inference on the associated parameter ψ 11 ). To further justify whether the two initial treatments have different effects on the primary outcome, we may also want to test if ψ 10 = 0.
Inferential methods have been discussed in Robins (2004) , Moodie and Richardson (2007) and Chakraborty and Murphy (2009) . Robins (2004) noted that the treatment effect parameters at any stage prior to the last can be non-regular. As a consequence, it is difficult to provide valid confidence intervals for the optimal dynamic treatment regime estimated from Q-learning or Robins' method. To explain meaning of the non-regularity in this context, we discuss the inference for ψ 11 . Consider the linear model as described in (9) is a "non-regular" parameter andψ 11 is a "non-regular" estimator of ψ 11 (see Bickel et al. (1993) for a more precise definition of non-regularity). The practical consequence of this is that whenever ψ 20 + H T 21 ψ 21 is close to zero, both confidence intervals of ψ 11 based on formulae derived from Taylor series arguments and confidence intervals based on bootstrap will perform poorly ( (2009) proposed a "voting method", the vote for a treatment is an estimation of the probability that the treatment would be selected as the best treatment if the trial were conducted again. The non-regularity problem in this method is addressed using a hard-threshold estimator. However, this approach is relatively new and untested, hence further investigation and refinements are needed.
Modeling
The inference problem discussed in the previous section is based on the parametric or semi-parametric modeling of the Q-functions. Note that the approximation for the Q-functions together with the definition of the estimated decision rules as the argmax of the estimated Q-functions places implicit restrictions on the set of regimes that can be considered. More specifically with a given approximation space for the Q-functions the set of regimes under consideration is
Q t , t = 1, 2.}. Thus at least implicitly the goal becomes the estimation of the best regime in the space D. However, problems occur if the approximation space for Q * 1 and Q * 2 does not contain the true Q-functions. In particular, when the approximation is poor, the mean primary outcome of the estimated regime,
even in large samples (Tsitsiklis and Van Roy 1997) . That is,
the approximation space does not contain the true Q-functions. The potential bias (i.e. inconsistency) will be eliminated if the approximation space provides a sufficiently good approximation for Q * 1 and Q * 2 , but then the estimated Q-functions will have large variances due to the small sample size. Conse-
will have a large variance as well. Thus selecting an appropriate approximation space is the key to success. Ormoneit and Sen (2002) used a sequence of kernel based approximation spaces and made assumptions on the target function to guarantee a sufficiently rich approximation. Another promising avenue is to use model selection techniques in regression/classification with Q-learning to get a good trade off between bias and variance.
Discussion and open questions
Dynamic treatment regimes are a new approach to treatment design. These treatment designs adapt the treatment to patient characteristics and outcomes.
In section 3 we reviewed the SMART design. To conduct a SMART trial where there is a plethora of clinical decisions and treatment options, we need to pre-specify study components, such as how many critical decisions are of interest, what are the best time-points to make decisions (which can also be viewed as part of the critical decisions), and what treatment options should be investigated at each decision point, etc. A new screening experimental design proposed in Murphy and Bingham (2008) can be used to identify promising components and screening out negligible ones. As discussed in Murphy et al. (2007) , another approach is to use the MOST paradigm developed in Collins et al. (2005) . This paradigm advocates the use of a series of experimental trials to prospectively determine active components for future investigation. How to effectively integrate the SMART design into the MOST paradigm is an area for future research.
In section 4, we reviewed several methods for estimating the optimal dynamic treatment regimes.
In fact, many other methods were omitted. For example, Robins (1986) proposed a G-computation formula to estimate the mean primary outcome of a dynamic treatment regime based on modeling the conditional distributions of the data. Lunceford et al. (2002) and Tsiatis (2004, 2006) provided semiparametric estimators of the survival function for a given regime in cancer trials. Those estimates can be used to select the best regime among a small set of dynamic treatment regimes.
Thall and colleagues (Thall et al. 2000 (Thall et al. , 2002 (Thall et al. , 2007 developed several likelihood based methods, both
Bayesian and frequentist, for selecting the best dynamic treatment regime. Instead of estimating the optimal dynamic treatment regimes, van der Laan and his colleagues (van der Laan et al. 2005; Petersen et al. 2007; van der Laan and Petersen 2007) aimed at ascertaining a "statically" optimal dynamic treatment regime. At each stage the "statically" optimal dynamic treatment regime only uses current available information to make all future decisions. The "statically" optimal dynamic treatment regime is not truly optimal in a multi-stage setting (see Petersen et al. (2007) for a detailed comparison of the optimal dynamic treatment regime and the "statically" optimal dynamic treatment regime).
In The current chapter illustrates the benefits of dynamic treatment regimes and the SMART experimental approach for constructing and evaluating dynamic treatment regimes. We also present methods for estimating the optimal dynamic treatment regime, and discuss challenges associated with these methods as well as their potentials for intervention scientists aiming to develop dynamic treatment regimes. Overall, this topic deserves continued research attention and a prominent role in intervention research.
