We propose a stochastic differential equation approach to principal component analysis. We give the equations governing the spectrum of the square B'B of a n x p matrix of independent Brownian motions. We apply this result to P.C.A. of perturbed continuous data. 0 1989 Academic PRSS. IIIC.
A natural and usual way of studying stability in principal component analysis is to add a gaussian perturbation to data. But the resulting distributions are then very complicated [3, p. 1931 . We have considered the problem a bit differently here by adding Brownian perturbations to the data. The first interest of the procedure is the possibility to make use of stochastic calculus methods. The second is to permit easy simulations.
Let B(t) be a n x p matrix of independent Brownian motions, beginning in position B(0) = D, where D = (d,) is a n x p determinist matrix.
We wish to study the evolution of the eigenvalues and eigenvectors of the square matrix B'B. We shall follow the method proposed by D. Williams in his note on Brownian motions of symmetric matrices [S] . 1 . RESULTS THEOREM 1. Let
where B(t) = (b,(t)) (1.1) is a n x p-dimensional Brownian motion beginning in position D = (d,). We suppose D such that X(0) = DTD has p distinct eigenvalues: Then at each time t, X(t) will have, with probability 1, p distinct eigenvalues:
A,(t) > l,(t) > . . . > A, (t) and the process (A,, A,, . . . . A,) satisfies the stochastic differential equation
where vl, v2, . . . . vP are independent Brownian motions.
Remark.
It is easy to show that the elements xii(t) of the diagonal of X(t) are governed by the stochastic differential equations
where PI, b2, . . . . B, are independent Brownian motions.
So as in the case treated by Dyson, MC Kean [4] , and Williams [8] , the eigenvalues I,, A,, . . . . 1, behave here as the diagonal of X but subject to repulsion forces. THEOREM 2. With the same hypothesis as in Theorem 1, X(t) can be diagonalized via an orthogonal transformation H(t): (1.2) in such a way that the H(t) process is a continuous semimartingale in t. We have the equation
where A(t) = (aV( t)) is a skew-symmetric p x p matrix, such that, for i < j, da&t) =,/x (dS&t)).
Hence the eigenvectors satisfy the equation dh,(t)= 1 h&t) k+ j /a (dfldf)) -th,(t) c &tt) + 'j@) dt k,j(&&)-Aj(t))2 '
where {pii, 1 < i < j < p} is a family of Brownian motions all independent of one another and independent of the process (A,, I,, . . . . A,).
2. SOME NOTATION Let US write: d for the Ito differential.
Recall: if X and Y are matrix-valued semimartingales, the Ito rule for differentiating the product XT Y states:
Remark. If we note a for Stratonovich differential, we have Y=(ax) = YT(dX) + $(dY)T (dX) (2.2) (dY)TX= (dY)TX+ $(dY)T (dX);
(2.1) can then also be written
Notation. As in [8] if X and Y just differ by a finite-variation process, we shall write dY G dX. where {vi, 1 < i < p) is a family of independent Brownian motions.
PROOFS OF THEOREMS
In particular, this equation shows that the xii terms of the diagonal are squares of Bessel processes (cf. L-2, p. 2241).
(b) Let r =inf{~/&(s)=A~(s) for a couple (i, j)}; for t cr, the eigenvalues Cnitt))l <i<:p 0 f semimartingale matrices X(t) being C OD functions of {x,(t) ), are semimartingales (cf. [2, p. 661) and we can choose a family H(t) of orthogonal matrices, continuous in t, which diagonalises X(t):
The coefficients of H(t) being C" functions of (xii) and (A,), are also semimartingales on t < r (see also D. Williams [8] and introduce some auxiliary matrices:
at each time t, A(t) is skew-symmetric, and dH = H((dA) + J(dA)(dA)) (or dH= H(8A)). ii. dT= f(dA)(dA), r(O) = 0 is a finite -variation process, and (3.3) gives dH = H( dA + dT). (3.4) iii. do = IIT H(dA); dp= (dA)'A(dA).
With all these new matrices, (3.2) is d/l = H=(dX)H+ ((dA)=A + A(dA)) + ((dl-)TA + A(dT)) + d@ + dQT + dp. ii. The nondiagonal terms of (3.5) give: + (ai + Jj)(dy,) + d#, + d#ji + dp, and, as the o-algebra, cr{&, 1 <i< p} is included in the a-algebra a{vi, 1 <i<pj. Theorem 2 is proved. (e) The impossibility of collision. The demonstrations of Theorems 1 and 2 would not be complete if we did not prove that the time of the first collision between two eigenvalues is infinite (r = + co as.).
Here again we shall follow the method proposed by Williams [S] : Find a real function U, defined on D = {(x,, x2, . . . . x,,) E W/x, > x2 > . . . > x,} with continuous derivatives and such that U(t) = U(,l,(t), J,,(t), . . . . l,(t)) is a local martingale, infinite when two eigenvalues coilide. We have seen that Mi = dm, + It/i dt, where mi is a martingale.
Apply Ito's formula to U(t), to obtain as (d&)(dAj) = 41,6, dt, U(t) is a local martingale if the finite-variation part of (3.19) is null: Let us now note B', the matrix B' from which the last line has been drawn out; we then have
If we now apply Theorems 1 and 2 to S(t), we obtain the same results, with just one difference in the stochastic differential equations which govern the eigenvalues, n becomes n -1:
Here again the eigenvalues A,, &, ..,, il, behave as the diagonal of S, but subject to repulsion forces.
DISTRIBUTIONS
Let us now give some remarks on the distributions of the X and S semimartingales.
For a fixed t, {b,(t), 1 d i< n, 1 <j< p} are independent gaussian variables (b,(t) m q(d,, t)), so X(t) = B(t)=B(t) has a noncentral Wishart distribution with noncentrality parameter D'D. The density of such a distribution can only be expressed by generalised Bessel functions. Yet, let us notice that the diagonal terms xii(t) (which are governed by the equations: dx, = 2 & (dbi) + n dt) have a noncentral t~*(n, x,(0)/t) distribution (cf. Rao [S, p. 165] ), for the classical calculus by multivariate analysis, or [2, p. 2241 for the same result obtained by stochastic calculus). The distribution of the eigenvalues of such a random matrix is known, but it is also very intricate [3, p. 1931 .
The same remarks hold for S(t) = &t)=&t) as this case results from the former by an orthogonal transformation. Maybe we could expect more information about those distributions from the stochastic differential equations we have obtained. Yet we can remark that by discretisation of the above differential equations, it is possible to simulate the distributions of the eigenvalues and eigenvectors, without any additional diagonalisation on perturbed data (cf. [ 1 I).
SPECTRAL ANALYSIS OF SAMPLE CORRELATION MATRICES
In principal component analysis we often have to study the spectrum of sample correlation matrices, such as,
The same method of calculus gives, under noncollision hypothesis, the stochastic differential equations which govern the motion of the eigenvalues and eigenvectors of R(t). Those equations are more complicated and are given in [l, pp. 207, 2121.
REMARK
The paper [S] treats the case of Dynkin's Brownian motions of ellipsoids with analogous methods. In particular, the authors derive the corresponding stochastic differential equations and obtain a noncollision theorem of eigenvalues (see also [7, IV.361) .
