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a b s t r a c t
We consider a simplified model for vertical non-stationary groundwater flow, which
includes dynamic capillary pressure effects. Specifically, we consider a viscous Burgers-
type equation that is extended with a third-order term containing mixed derivatives in
space and time. We analyse the one-dimensional boundary value problem and investigate
numerically its long-time behaviour. The numerical schemes discussed here take into
account possible discontinuities of the solution.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we present a numerical method to approximate the Cauchy problem
ut = uxx + (u2)x + ε uxxt on R× R+, ε > 0, (1.1)
u(x, 0) = u0(x) in R. (1.2)
The numerical method is designed to accurately deal with discontinuous data. A second aim of this paper is to illustrate
the long-time behaviour of solutions: Eq. (1.1) reduces to a viscous Burgers equation when ε = 0, cf. [13]. As t → ∞,
solutions of Burgers equation converge either to a self-similar source type solution, or to a rarefactionwave, or to a travelling
wave solution. The type of the limiting solution depends on whether the initial data u0 satisfies u0(−∞) = u0(+∞),
u0(−∞) < u0(+∞) or u0(−∞) > u0(+∞), see [15,13]. A similar type of behaviour can be expected for the solution of
(1.1), at least for small values of ε.
We investigate numerically the initial value problem
ut = uxx + (u2)x + εuxxt on (−l, l)× [0, T ], (1.3)
with an initial condition satisfying
u0(−l) = u−, u0(l) = u+, (1.4)
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we also impose boundary conditions onw := u+ εut :
w(−l, t) = u− w(l, t) = u+ for t ∈ (0, T ). (1.5)
Here u− and u+ are non-negative constants. And l > 0 is taken sufficiently large in the numerical examples so as to get a
reasonable approximation of (1.1).
Eq. (1.1) is motivated by the degenerate pseudo-parabolic equation
ut = {uα + uβux + uα(uγ ut)x}x, (1.6)
for α, β and γ > 0. Eq. (1.6) was considered in [7] as a model of one-dimensional unsaturated groundwater flow. Here u
denotes thewater saturation. Eq. (1.6) followsby combiningDarcy’s law, themass conservation equation for thewater phase,
and an interfacial relation, given by a capillary pressure relation. We refer to [3] for a detailed explanation of the model.
Notice that Eq. (1.6) differs from the classical convective porous medium equation (see [4]) in the mixed derivative third-
order term (with derivatives in space and time). This term appears as a result of considering a dynamic capillary pressure
relation instead of a usual static one (cf. [10]). In the simplest formulation, the extended pressure relation reads
pa − pw = pc(u)+ εLut , (1.7)
where pa stands for the (constant) air pressure, pw is the water pressure, while pc(u) is the capillary pressure function. The
factor L is a damping coefficient that may depend on u, and ε is a positive constant introduced as a control parameter (ε = 0
is the static pressure case).
Existence of global travelling wave solutions separating wet and dry regions is studied in [7]. These solutions are
postulated to describe the long-time behaviour of solutions for initially almost dry regions. Many questions remain open
for (1.6). The main difficulty comes from the degenerate diffusion term in combination with the mixed derivative one.
Regularisation techniques on positive data, as for PME, cannot be applied, due to the lack of maximum and comparison
principles. A rigorous proof of stability of travelling waves remains open. In this respect Eq. (1.1) is considered to be the
simplest pseudo-parabolic equation allowing travelling wave solutions. Indeed, (1.1) subject to initial data u0 satisfying
u0(−∞) = 0 < u0(+∞) = 1 is investigated in [6], where stability of monotone travelling waves is proved. Stability of
the non-monotone ones, has not yet been rigorously proved. We recall that monotonicity of travelling waves depends on
ε, ε ≤ 14 being a sufficient condition for monotonicity. In [8], linear stability analysis of travelling wave solutions is studied
via numerical examination of the Evans function. This analysis suggests that non-monotone travelling waves are stable too.
Further evidence comes from the numerical examples that follow. We shall as well show numerical examples suggesting
convergence to the other possible asymptotic solutions. Two numerical schemes are used: a first order explicit in time and
an implicit in time one. Spatial discretization is achieved by first-order upwind schemes, see [17]. In conservative form, Eq.
(1.3) reads
ut = Fx, (1.8)
with the flux F = u2 + wx, while the pressurew satisfies the elliptic equation
− εwxx + w = u+ ε(u2)x. (1.9)
The first two equations are solved alternatively for the explicit discretization, while in the implicit case we solve (1.9) and
εut = w − u simultaneously.
The conservation form in (1.8) brings some advantages in case of discontinuous initial data. As shown in [6], if u0 has a
jump discontinuity at some x0 ∈ R, then so does the solution for every t ≥ 0. Bymass conservation, the flux is continuous at
the jump location, moreover one can show thatw is continuous too. These properties will be used as continuity conditions
across the solution jumps. Similar approaches can be found in [24] or [26], where interface conditions between different
homogeneous porous layers are imposed.
It might seem unreasonable to use discontinuous initial conditions, as a drastic change in the flow might lead at early
time steps to non-physical situations, see for instance [21,20,19]. On the other hand, although we are dealing with a
model problem here, the complete model exhibits singularity formation in the form of jump discontinuities, see King and
Cuesta [14]. Our numerical method is a first attempt to deal with discontinuities of the solutions. Numerical methods for
similar equations are considered, for example, in [5,9], where the finite element method (FEM) is used. These papers are
motivated by the so-called Benjamin–Bona–Mahony–Burgers (BBM–B) equation that arises in the context of long wave
motion, see [5] for a derivation of the model. The analysis carried out in these works results in error estimates, but no jump
discontinuities are considered. We also mention the work [11], where a numerical treatment of an unsaturated flow model
with a dynamic capillary pressure relation also accounting for hysteresis is performed. No convection driving term is present
however.
We mention that (1.1) can be seen as a regularisation (by higher-order terms) of the (inviscid) Burgers equation. In
this context, (1.1) is closely related to the KdV–Burgers equation: for scalar conservation laws with a non-convex flux,
both regularisations lead to non-classical shocks, see [16,25]. Most recently, a numerical investigation of a Buckley–Leverett
equation extended with dynamic capillary pressure effects in a heterogeneous medium has been considered in [12].
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This paper is organised as follows. In Section 2 we indicate the main qualitative properties of solutions to problem
(1.3)–(1.5) upon which the numerical methods are constructed. Section 3 describes the numerical schemes, including the
treatment of jump discontinuities. For the implicit scheme we apply an iterative semi-implicit scheme, which is shown to
converge in Appendix.
In Section 4we give numerical examples.We observe that the long-time behaviour of (1.3) is dominated by the long-time
behaviour of the (viscous and inviscid) Burgers equation. More specifically, if the initial data satisfies u− < u+, the solution
converges to a travelling wave, while for an initial condition having u− > u+ the solution should rather approximate a
rarefaction wave profile as t → ∞. Finally, if u+ = u−, the expected limiting profiles are approximations of N-waves,
or rather approach the self-similar solution of the viscous Burgers equation. The numerical examples sustaining these
predictions are given in this section. Also, at the end of the section we give numerical examples for small times to illustrate
the evolution of jump discontinuities in the initial data. In particular, when u− ≥ u0 ≥ u+ = 0 with ε large enough, the
numerical solutions become non-positive at early time steps.
Throughout the paper ‖ · ‖ denotes the L2-norm with the usual inner product denoted by (·, ·), ‖ · ‖1 stands for the
H1-norm and ‖ · ‖∞ for the L∞-norm. We also introduce the following coercive (ε > 0) bilinear form in H1,
aε(u, v) := (u, v)+ ε(ux, vx),
and let ‖ · ‖ε be the associated norm. This norm is equivalent to ‖ · ‖1:
‖u‖ε ≤ Cε‖u‖, ‖u‖ ≤ cε‖u‖ε, (1.10)
where Cε = 1 and cε = 1/ε if ε ≤ 1, respectively Cε = ε and cε = 1 if ε > 1.
Finally, we mention that a combination of integral estimates, as in [6], and Fourier transform techniques are used in a
number of papers dedicated to long-time behaviour of the Cauchy problem for the BBM–Burgers equation when a source
type initial data is considered, see for instance [1] and references therein.
2. Analytical results
In this section we give some analytical results that are analogous to those proved in [6]: well-posedness, persistence in
time of jump discontinuities, conservation of mass, and global existence of solutions.
To prove well-posedness, problem (1.3)–(1.5) is formulated by introducing the unknown w = u + εut . Formally, w
satisfies the elliptic equation (Eq. (1.9)) with boundary conditions w(−l) = u− and w(l) = u+. Note that since u itself is
time dependent, t appears as a parameter in (1.9).
To definew rigorously we use the nonlinear operator
w := W (u)+ w¯ = Gε
(
u+ ε(u2)x
)+ w¯, (2.1)
where Gε is Green’s function associated to the operator (I − ε d2dx2 )−1 on (−l, l) solving for aw such thatw(±l) = 0 while w¯
is a solution of−εwxx+w = 0 in (−l, l)with boundary conditions w¯(±l) = u±. We reformulate (1.3)–(1.5) as the following
‘initial value’ problem
ut = 1
ε
(W (u)− u)+ 1
ε
w¯, on (−l, l)× [0, T ] (2.2)
u(·, 0) = u0(·) in (−l, l), and u0(±l) = u±. (2.3)
Theorem 1. Let X = L2(−l, l), or H1(−l, l). If u0 ∈ X, a T > 0 exists so that problem (2.2) and (2.3) has a unique solution
u ∈ C1(0, T ; X).
Proof. The proof follows the ideas in [6] for the Cauchy problem on R. The operatorL(u) = 1
ε
(W (u)− u)maps X to X , and
is locally Lipschitz continuous. Then by Picard’s theorem for ordinary differential equations in Banach spaces, Eq. (2.2) has
a unique solution in C1(0, T ; X). 
The next lemma shows that the solution has the same boundary values as the initial condition, and also deals with the
evolution on t of discontinuities of the initial condition. The proof uses the variation of constants formula applied to (2.2), i.e.
u(·, t) = u0(·) exp
(−t
ε
)
+ 1
ε
∫ t
0
w(·, s) exp
(−(t − s)
ε
)
ds for t ∈ [0, T ], (2.4)
withw given by (2.1).
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Lemma 2. Let u0 in L2(−l, l), then
(i) If u0 has a jump discontinuity at x0, then so does the corresponding unique solution u. Moreover the jump decreases according
to
u(x−0 , t)− u(x+0 , t) = exp
(−t
ε
)
(u0(x−0 )− u0(x+0 )) for all t ∈ [0, T ], (2.5)
where u(x+0 ) (u(x
−
0 )) denotes the left (right) limit of u at x0.
(ii) If limx→−l u0(x) = u− and limx→+l u0(x) = u+ exist, then the solution u of (2.2) also satisfies
u(−l, t) = u− and u(l, t) = u+ for t ∈ [0, T ].
Proof. (i) As in [6], one can see that Gε is a continuous operator from L2(−l, l) to H1(−l, l), i.e.w ∈ H1(−l, l). This together
with (2.4) implies the statement.
(ii) Let δ > 0 be small enough such that u0 is continuous on (−l,−l+ δ) and on (l− δ, l). By (i), u is continuous on these
intervals as well, so the limits x↘ −l and x↗ l in (2.4) are well-defined, and we can take the limits x→±l in (2.4). 
Remark 3. Lemma 2(i) can be extended to the case of initial conditions with multiple jump discontinuities, like u0 =
v0 +∑Ni=0 CiHxi , with v0 ∈ C([−l, l]), and Ci ∈ R for all i = 0 . . .N . Here Hxi denotes a Heaviside graph with the jump
at xi.
As for the diffusive Burgers equation, mass is conserved for (1.1) (see [6]). The analogous property holds for (2.2) and (2.3):
Proposition 4. If u0 ∈ L2(−l, l), then the flux F = wx + u2 is continuous. Moreover, the solution u of (2.2) and (2.3) satisfies∫ l
−l
u(x, t)dx =
∫ l
−l
u0(x)dx−
∫ t
0
(F(−l, s)− F(l, s))ds for t ∈ [0, T ]. (2.6)
Proof. We first notice that by (2.1) and (2.2) the flux F defined in (1.8) satisfies
Fx = wxx + (u2)x = (w − u)/ε (2.7)
in the sense of distributions. By Theorem 1, u ∈ C1(0, T ; L2(−l, l)) and then alsow ∈ C(0, T ; L2(−l, l)). It now follows from
(2.7) that Fx ∈ C(0, T ; L2(−l, l)). By definition, F ∈ C(0, T ; L2(−l, l)), thus F ∈ C(0, T ;H1(−l, l)), implying the continuity.
The proof of (2.6) is standard: one can test (2.2) with a family of functions ϕτ ∈ C(−l, l) with ϕτ (±l) = 0 and such that
ϕτ → 1 as τ ↘ 0 strongly in L2(−l, l). Passing to the limit τ ↘ 0 involves no difficulty. 
The next proposition gives integral estimates for Eq. (1.3), which ensure global existence of solutions in H1(−l, l). We
first need the following lemma.
Lemma 5. Assume that the boundary values u+, u− ≥ 0, then there exists a unique stationary solution h of Eq. (1.3) such that
h(−l) = u− and h(l) = u+, and h is monotone in [−l, l].
Proof. A stationary solution h of (1.3) must satisfy
h′ + h2 = C, in [−l, l], (2.8)
with C = h′(±l) + (u±)2 ∈ R. The initial value problem to (2.8) with initial condition h(−l) = u− is well-posed for any
C ∈ R. Moreover, if C ≥ 0, h is explicitly given by
h(x) = c(1− e
2(x+k)c)
1+ e2(x+k)c
where
c = √C, k = 1
2c
ln
(
c − u−
c + u−
)
+ l.
When C < 0, h is given by
h(x) = −c tan((x+ k)c) with c = ±√−C, k = 1
c
arctan
(
−u
−
c
)
+ l.
It is easy to see that the condition u+ = h(l) gives u+ as a well-defined function of C . The monotonicity of h follows by
inspection of (2.8). 
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Proposition 6. Let u+, u− ≥ 0 and u0 ∈ {u ∈ H1(−l, l) : u(−l) = u−, u(l) = u+}. Let h be the stationary solution of (1.3)
such that h(−l) = u− and h(l) = u+, then the solution u of (1.3) exists globally in t and satisfies:
(i) If u− ≥ u+, then t → ‖u(t)− h‖2ε decreases as t →∞.
(ii) If u− < u+, then
‖u(t)− h‖2ε ≤ exp(Kt)‖u0 − h‖2ε for all t ≥ 0,
where K = h′(−l) > 0.
Proof. Using the weak formulation of (1.9) and (2.2), we get Eq. (1.3) in weak form as∫ l
−l
utϕdx+ ε
∫ l
−l
utxϕxdx = −
∫ l
−l
uxϕxdx−
∫ l
−l
u2ϕxdx for ϕ ∈ H10 (−l, l). (2.9)
Set u˜ := u− h, then u˜ ∈ H10 (−l, l) and satisfies the equation∫ l
−l
u˜tϕdx+ ε
∫ l
−l
u˜xtϕxdx = −
∫ l
−l
u˜xϕxdx+
∫ l
−l
(u˜2)xϕdx+ 2
∫ l
−l
(u˜h)xϕdx. (2.10)
Setting ϕ = u˜ in (2.10) we get
1
2
d
dt
∫ l
−l
(u˜2 + εu˜2x)dx = −
∫ l
−l
u˜x
2dx+
∫ l
−l
u˜2h′dx. (2.11)
If u+ ≥ u−, by Lemma 5, h′ ≤ 0. This with (2.11) implies (i). For u− < u+, Lemma 5 gives h′(x) ≥ 0. And (ii) is obtained by
application of Gronwall’s lemma in (2.11). 
Remark 7. Proposition 6 could be generalised to initial data with jump discontinuities, by using that the boundary terms
that result at the jump locations decay exponentially with t . This is beyond the scope of this paper. Such a generalisation
appears in [6] for the stability of monotone travelling waves.
3. Numerical schemes
In this section we describe the numerical schemes used in Section 4 to approximate Eq. (1.3). We use the following
notation: let−l = x0 < · · · < xn+1 = l be a uniform partition of the spatial interval I = [−l, l], with h = xi+1 − xi. Also let
0 = t0 < t1 < · · · < tm+1 = T be a uniform partition of the time interval [0, T ], and τ = tk+1 − tk.
The numerical approximations of u and w (solution of (1.3)–(1.9)) will be denoted by uk and wk at t = kτ , respectively.
Their values at a grid point xi are denoted by uki and w
k
i . For simplicity we consider discontinuous data with a single jump,
located at the mid-point of the interval [xj, xj+1] for some j ∈ {1, . . . , n}. This point is denoted by xj+ 12 . By Lemma 2, the
jump discontinuity will persist at xj+ 12 as k increases. We add a left and a right value of the numerical solution u
k at xj+ 12 :
uk,− and uk,+, respectively. Sincew is continuous in space, only one additional value is needed forwk at xj+ 12 :W
k. We next
describe the numerical schemes.
3.1. Explicit in time scheme
We use the equations in conservation form (1.8) and (1.9). Knowing uk at a given time step tk, we first solve (1.9)
numerically to obtainwk. Next we use uk andwk in order to obtain uk+1 explicitly from (1.8).
To be more specific, we let uk be given and, for simplicity, we assume that it is positive, so that the flow takes place from
the right only. On grid points, away from the discontinuity, we perform a first-order left up-wind discretization of (1.9) at
t = tk, this reads
wki −
ε
h2
(wki−1 − 2wki + wki+1) = uki +
ε
h
((uki+1)
2 − (uki )2), (3.1)
wherewk0 = u− andwkn+1 = u+. Next, uk+1 is given by
uk+1i − uki =
τ
h
(F k
i+ 12
− F k
i− 12
), for i = 0 . . . n, (3.2)
with the discrete up-wind flux
F k
i+ 12
:= (uki+1)2 +
1
h
(wki+1 − wki ), for i = 0 . . . n.
274 C.M. Cuesta, I.S. Pop / Journal of Computational and Applied Mathematics 224 (2009) 269–283
The up-wind discretization is chosen because it satisfies the discrete version of (2.6) (as can be easily checked), i.e. this one-
side discretization is conservative. In practice, the scheme adopted adapts the direction of the up-wind discretization to the
sign of the numerical solution, i.e. right up-winding is performed at points where uk is negative. The details are omitted for
simplicity.
At the location of the jump xi+ 12 we consider the left flux and the right flux
F k,−
j+ 12
= (uk,−)2 + 2
h
(W k − wkj ),
F k,+
j+ 12
= (ukj+1)2 +
2
h
(wkj+1 −W k).
Wemodify the discretization of (3.1) accordingly at the left and at the right of xj+ 12 :
wkj −
ε
h2
(wkj−1 − 2wkj +W k) = ukj +
ε
2h
((ukj+1)
2 + (uk,−)2 − 2(ukj )2), (3.3)
and
wkj+1 −
ε
h2
(W k − 2wkj+1 + wkj+2) = ukj+1 +
ε
2h
(2(ukj+2)
2 − (ukj+1)2 − (uk,−)2). (3.4)
The right-hand sides in (3.3) and (3.4) result from the up-wind strategy. For example, (u2)x is approximated in (3.3) by
(((ukj+1)2 + (uk,−)2)/2 − (ukj )2)/h. In this way at the jump discontinuity we take into account the contribution of u from
both sides. Now we determineW k by imposing flux continuity at xj+1/2, i.e. F k,−j+ 12
= F k,+
j+ 12
, to obtain
W k = h
4
(
(ukj+1)
2 + 2
h
(wkj+1 + wkj )− (uk,−)2
)
. (3.5)
To get uk+1 away from the discontinuity we use (3.2), while at xj and xj+1 we solve
uk+1j − ukj =
τ
h
(F k,−
j+ 12
− F k
j− 12
),
uk+1j+1 − ukj+1 =
τ
h
(F k
j+ 32
− F k,+
j+ 12
).
Finally, we determine uk+1,±, the values of u at the discontinuity by using the definition ofw:
uk+1,± = uk,± + τ
ε
(W k − uk,±).
Observe that, if u is positive at the interface, uk,+ is not used in the above approach. This is due to the right up-wind
discretization. The case when u is negative is handled similarly.
3.2. Implicit in time scheme
The implicit scheme is based on the formulation of (1.3) given by Eqs. (1.9) and (2.2). As before, we describe the scheme
for positive u only, with the obvious changes at the points where u becomes negative. Assuming that uk−1 and wk−1 are
given, at grid points not adjacent to the jump location the fully discrete equations read
wki −
ε
h2
(wki−1 − 2wki + wki+1) = uki +
ε
h
((uki+1)
2 − (uki )2), (3.6)
and
uki − uk−1i =
τ
ε
(wki − uki ). (3.7)
The above scheme is nonlinear. We approximate it by iteration of a linear scheme. A straightforward semi-implicit
linearization of (3.6) reads
wki −
ε
h2
(wki−1 − 2wki + wki+1) = uki +
ε
h
(uk−1i+1 u
k
i+1 − uk−1i uki ), (3.8)
which leads us to the iterative scheme
w
k,s
i −
ε
h2
(w
k,s
i−1 − 2wk,si + wk,si+1) = uk,si +
ε
h
(uk,s−1i+1 u
k,s
i+1 − uk,s−1i uk,si ),
uk,si − uk−1i =
τ
ε
(w
k,s
i − uk,si ),
(3.9)
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where s > 0 is the iteration counter. Initially we take uk,0 = uk−1 and wk,0 = wk−1. Under some restrictions on the
discretization parameters, convergence of uk,s to uk (as s ↗ ∞) is shown in Appendix A.4. Observe that now the flux
function in (3.9) becomes
F k,s
j+ 12
:= uk,s−1j+1 uk,sj+1 +
1
h
(w
k,s
j+1 − wk,sj ).
For grid points in the neighbourhood of the jump location we mention only those modifications that are specific to the
semi-implicit discretization (3.8)–(3.7), iterations and fully implicit scheme being treated accordingly. At the left and right
of xj+ 12 , (3.8) becomes
wkj −
ε
h2
(wkj−1 − 3wkj + 2W k) = ukj +
2ε
h
(uk−1,− uk,− − uk−1j+1 ukj+1), (3.10)
and
wkj+1 −
ε
h2
(2W k − 3wkj+1 + wkj+2)− ukj+1 −
2ε
h
(uk−1j+2 u
k
j+2 − uk−1j+1 ukj+1) = 0, (3.11)
respectively. The fluxes at the left and the right of a jump location are
F k,−
j+ 12
= uk−1,− uk,− + 2
h
(W k − wkj ),
F k,+
j+ 12
= uk−1j+1 ukj+1 +
2
h
(wkj+1 −W k).
An equation for the pressureW k follows again by imposing flux continuity, and reads
W k = h
4
(
uk−1j+1 u
k
j+1 +
2
h
(wkj+1 + wkj )− uk−1,− uk,−
)
. (3.12)
Finally, to determine uk,± we discretize (2.2) implicitly in t , this gives(
τ + ε
ε
)
uk,± − τ
ε
W k = −uk−1,±. (3.13)
This way we end up with an algebraic system, that includes Eq. (3.8) for i = 1 . . . j − 1 and i = j + 2, . . . , n, to which we
add (3.10)–(3.12), and Eq. (3.7) for i = 1, . . . , n and (3.13) for uk,±.
4. Numerical examples
In this section we present numerical experiments that illustrate the long-time behaviour exhibited by solutions of (1.1).
We begin with a heuristic explanation of the expected long-time, we also refer the reader to [27]. We end this section with
examples illustrating the behaviour at jump discontinuities at early time steps.
There is no visual difference in the numerical solutions obtained by either the explicit or the implicit (iterative)
discretization. Note that both methods have the same order of convergence, see Appendix. Here the examples are obtained
with the explicit scheme.
4.1. Preliminaries
We first recall the large-time behaviour for the inviscid Burgers equation and the diffusive (viscous) Burgers equation,
from where we conclude formally the asymptotic behaviour for Eq. (4.1).
First we consider the scalar conservation law
ut = (u2)x on R. (4.1)
Observe that this equation is invariant under the group of scaling transformations x→ λx and t → λt , so that if u(x, t) is a
solution of (4.1), the family
uλ(x, t) = u(xλ, tλ), for λ ∈ R (4.2)
satisfies (4.1) as well. If one considers (4.1) subject to the Riemann condition{
u+ if x > 0
u− if x ≤ 0, (4.3)
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(a) Travelling shock. (b) Rarefaction. (c) N-wave.
Fig. 1. Schematically depicted entropy solutions of (4.1).
it is well-known that for 1 = u− > u+ = 0 the weak entropy solution is a rarefaction wave (a solution of the form
u(x, t) = f ( xt )), which is given by
r
(x
t
)
:=

1 if
x
t
≤ −2
−1
2
x
t
if − 2 ≤ x
t
≤ 0
0 if
x
t
≥ 0.
(4.4)
Eq. (4.1) is also invariant under translations in space and time. In fact if 0 = u− < u+ = 1 in (4.3) then the weak entropy
solution is a travelling shock wave, namely
g(x+ t) =
{
0 if x+ t < 0
1 if x+ t ≥ 0. (4.5)
Solutions of the Cauchy problem of (4.1) with bounded compactly supported initial data, tend to a so-called N-wave,
see [18], a solution of (4.1). N-waves combine both travelling shock and rarefaction wave behaviour, in a way that mass is
conserved. The graphs of this solutions are drawn in Fig. 1 for completeness.
The diffusive (viscous) Burgers equation
ut = uxx + (u2)x (4.6)
is invariant under the groups of transformations x→ µx, t → µ2t and u→ u/µ, and under translation in x and t . It is not
invariant under the scaling (4.2). In fact the family uλ satisfies the equation
uλ,t = 1
λ
uλ,xx + (u2λ)x,
that has (4.1) as limit equation for λ → ∞. Similarly, the limit λ → ∞ transforms to the limit t → ∞, i.e for initial data
such that u+ > u− solutions tend to an approximation of a travelling shock that is a travelling wave solution of (4.6). This
is consistent with the translation invariance of (4.6). For initial data with u+ < u− solutions tend to an approximation of
a rarefaction wave. Finally for initial data with u+ = u− = 0 solutions tend to an approximation of an N-wave, in this
case a self-similar solution of Eq. (4.6), which is consistent with the invariance group of (4.6). These results can be found in
[15,13]. See also [27] for a more general theory on asymptotic behaviour of parabolic equations and conservation laws.
To apply the same argument to Eq. (1.1) we scale Eq. (1.1) according to (4.2). Then the family uλ satisfies the equation
uλ,t = 1
λ
uλ,xx + (u2λ)x +
ε
λ2
uλ,xxt .
Thus taking the limit λ→∞we expect the limiting behaviour as t →∞ to be described by the formal limit Eq. (4.1). Then
in the case u− < u+ travelling wave solutions are expected to describe the long-time behaviour for any value of ε. In the
other two cases we expect solutions to approximate rarefaction waves and N-waves respectively, as t →∞. In view of the
third-order term in the rescaled equation, we expect a slower convergence as ε gets larger, since for λ < ε the third-order
term dominates.
4.2. Travelling waves
We take u+ = 1 and u− = 0, and the following step function as the initial condition,
u0(x) =
{
1 if x > 0
0 if x ≤ 0. (4.7)
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(a) ε = 0.2, t = 5, 10, 15 and 20. (b) ε = 5, t = 10, 15, 20, 25 and 30.
Fig. 2. Travelling wave type limiting profile.
(a) ε = 0.2, t = 10, 20, 30 and 40. (b) ε = 5, t = 10, 20, 30 and 40.
Fig. 3. Rarefaction wave type limiting profile.
Solutions are represented in the travelling wave coordinate η = x + t , with the wave speed c = 1, given by the
Rankine–Hugoniot condition c = (u+)2 − (u−)2/(u+ − u−). Each graph in the figures corresponds to the profile at a time
step. We have taken the half length of the interval to be l = 100. The step sizes are h = 0.5 and τ = 0.01.
In Fig. 2 we plot results for ε = 0.2 at time steps t = 5, 10, 15 and 20. In Fig. 2 solutions are plotted for ε = 5, at
time steps t = 10, 15, 20, 25 and 30. It is easily observed that the profiles tend to overlap (in the travelling coordinate) as
t increases, suggesting convergence to travelling waves. This convergence takes longer for ε = 5 than for ε = 0.2. Finally
we observe that the profile of the solution oscillates when ε = 5, this being consistent with oscillatory travelling waves
solutions found for ε > 14 , see [6].
4.3. Rarefaction waves
We take u− = 1 and u+ = 0 for simplicity, and as initial condition the step function
u0(x) =
{
0 if x > 0
1 if x ≤ 0. (4.8)
We expect the solution to approximate the rarefactionwave solution of the Burgers equation.We have taken the half length
of the interval to be l = 200. The spatial step size is h = 0.5 and the temporal step size is τ = 0.01. The solutions are
shown in the rarefaction coordinate η = x/2t at each time step. Fig. 3 shows results for ε = 0.2 and ε = 5 at time steps
t = 10, 20, 30 and 40. For both values of ε the profiles of the solution tend to overlap as t increases.
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(a) ε = 0.2, t = 50, 100, 150, 200 and 250. (b) ε = 5, t = 50, 100, 150 and 250.
Fig. 4. N-wave type limiting profile.
(a) ε = 5, t = 4, 12 and 20. (b) ε = 5, t = 4, 12 and 20.
Fig. 5. Persistence of discontinuities in x.
4.4. N-waves
In this section we consider examples for continuous compactly supported initial data. We namely take the following
initial condition
u0(x) =

−x
25
if − 25 < x < 0
x
25
+ 2 if − 50 ≤ x < −25
0 otherwise.
(4.9)
In this case we expect that the solution approximates a self-similar solution of the viscous Burgers equation, which has the
form u(x, t) = √tf (x/√t), and is a smooth approximation of solution of the inviscid equation, a so-called N-wave.
We have taken the half length of the interval to be l = 200. The spatial step size is h = 0.5 and the temporal step
size is τ = 0.1. The solution is plotted in the self-similar variables: x/√t against u(x, t)√t for each time step. In Fig. 4 the
corresponding results for ε = 0.2 and ε = 5 are shown at time steps t = 50, 100, 150, 200 and 250.
4.5. Jump discontinuities
Fig. 5 shows initial jump discontinuities decreasing with time. The initial data are respectively the Heaviside function, H ,
and its reverse, 1 − H , as in (4.7) and (4.8). In both examples we have taken ε = 5, τ = 0.01, h = 0.5 and l = 200. At the
time steps t = 4, 12 and 20, the profile of the solution is shown against the spatial coordinate x.
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(a) Evolution of the jump for initial data u0(x) = H(x) for ε = 5. (b) Evolution of the jump for initial data u0(x) = 1− H(x) for ε = 5.
Fig. 6. Evolution of the jump discontinuity of the numerical solution u at x = 0 (dots) and the predicted exponential decay given in (2.5) (line). Here
[u(0, t)] stands for u(0+, t)− u(0−, t) for analytical values and for u+ − u− for the numerical ones.
In Fig. 5, for small values of t the discontinuity and the oscillations of the solution generate a peak in the profile. This,
however, disappears as t increases due to the decrease of the jump discontinuity.
In Fig. 5, the solution becomes non-positive at early time steps. But the decrease in the jump, pushes up the solution as
t increases. In particular the gives an example of non-positivity.
Finally Fig. 6 shows, for ε = 5, the evolution of the jump of the solution at x = 0 for the discontinuous initial data
considered above, compared to the analytical result of Lemma 2. Namely, we compare u(0+, t) − u(0−, t) = exp(−x/5)
in Fig. 5 and u(0+, t) − u(0−, t) = − exp(−x/5) in Fig. 5 with the numerical values u+ − u− for time steps from t = 0 to
t = 20.
Acknowledgements
The authors acknowledge J. Hulshof and J.R. King for useful comments. Also I.S. Pop acknowledges the financial support
provided by the Dutch government through the BSIK program, project BRICKS, theme MSV1, and C.M. Cuesta that of the
EPSRC (UK) in the form of a fellowship.
Appendix. Convergence results
In this section we give error estimates for both explicit and implicit discretization schemes. The initial data is assumed
in H10 , and Homogeneous Dirichlet boundary conditions are taken. Results for less regular initial data can be obtained in a
similar fashion, leading eventually to lower convergence orders, but this lies beyond the purpose of this paper. Since we
are working in one spatial dimension on a uniform grid, the spatial discretization described in Section 3 is equivalent to a
first-order mass lumping finite element formulation (see, e. g., [22]). In what follows we let Vh ⊂ H10 (−l, l) denote the space
of piecewise linear finite elements defined on the uniform grid with mesh size h.
The following inequalities will be used in the following, their proof being elementary.
‖u‖2∞ ≤ 2‖u‖ ‖ux‖ ≤ ‖u‖2 + ‖ux‖2 ≤ ε−1/2(‖u‖2 + ε‖ux‖2) (A.1)
‖u‖2 ≤ 4l‖u‖ ‖ux‖ ⇒ ‖u‖ ≤ 4l‖ux‖. (A.2)
A.1. Error estimates
We first consider only the spatial discretization of Eq. (1.3). This consists in seeking for U ∈ C1([0, T ]; Vh) such that, for
all χ ∈ Vh and all t > 0
(Ut , χ)+ ε(Uxt , χx) = −(Ux, χx)+ ((U2)x, χ). (A.3)
The initial data is given by (U(0), χ) = (u0, χ) for all χ ∈ Vh.
The following estimates hold.
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Theorem 8. The semi-discrete solution U of problem (A.3) is defined for all t ≥ 0, and satisfies the stability estimate
‖U(t)‖1 ≤ C‖u0‖1 (A.4)
for all t > 0, where C = Cεcε (the constants defined in (1.10)). The approximation error is bounded by
‖U(t)− u(t)‖s ≤ C(‖u0‖1)h1−s
(
1+
∫ t
0
(‖ut(ν)‖1 + ‖u(ν)‖1)dν
)
(A.5)
for all t > 0 and s = 0, 1 respectively.
We refer to [2] for a proof given in a more general framework. The estimates are obtained for the standard finite element
formulation. For stability reasons we have considered a mass lumped up-wind approach. Since both U and Ut are H1 for
any time, mass lumping does not affect the above results. However, up-winding may decrease the convergence order (see,
e. g. [23,22]).
A.2. Explicit discretization
Applying a forward Euler discretization to Eq. (A.3) we look for {Uk}k=1,m ⊂ Vh such that(
Uk − Uk−1, χ)+ ε (Ukx − Uk−1x , χx) = −τ(Uk−1x , χ)− τ((Uk−1)2, χx) (A.6)
for all χ ∈ Vh, with U0 = U(0) ∈ Vh. The following estimates are proved in [2].
Theorem 9. Let Uk and u solve (A.6) and (1.3) respectively, then the approximation error is bounded by
‖u(tk)− Uk‖s ≤ h1−sC1 + τC2
∫ tk
0
‖Utt(ν)‖1dν (A.7)
where
C1 = C(‖u0‖1)
(
1+
∫ 1
0
(‖ut(ν)‖1 + ‖u(ν)‖1)dν
)
,
and C2 is a positive constant that depends on the uniform bound of the solutions on [0, T ] and on T .
A.3. Implicit discretization
The implicit scheme can be defined in a similar manner. We seek for {Uk}k=1,m ⊂ Vh such that, for all χ ∈ Vh,
(Uk − Uk−1, χ)+ ε(Ukx − Uk−1x , χx) = −τ(Ukx , χx)− τ((Uk)2, χx). (A.8)
Testing (A.8) with χ = Uk and using (A.9) and (A.1) we readily get the following a priori estimates.
Lemma 10. Let Uk be a solution of (A.8), then
‖Uk‖ε ≤ ‖Uk−1‖ε (A.9)
for k = 1, . . . ,m. In particular
‖Uk‖∞ ≤ 1
ε1/4
‖u0‖ε (A.10)
for all m.
Analogous to Theorem 9 we have the following theorem.
Theorem 11. Let Uk+1 and u solve (A.8) and (1.3) respectively, then
‖u(tk)− Uk‖s ≤ h1−sC1 + τC2
∫ tk
0
‖Utt‖1dν (A.11)
where
C1 = C(‖u0‖1)
(
1+
∫ 1
0
(‖ut(ν)‖1 + ‖u(ν)‖1)dν
)
,
and C2 is a positive constant that depends on T and ‖u0‖1.
The error estimates for (A.8) are obtained in the same fashion as for the explicit scheme. The details are omitted here.
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A.4. Iterative process
This section is dedicated to prove convergence of the iteration procedure given by (3.9) in the FEM framework, so we
assume that the boundary conditions are homogeneous and u0 ∈ H10 (−l, l).
We use the following notation
MU := ‖U0‖2ε,
then by Lemma 10 and (A.1) we have
‖Uk‖2∞ ≤ ε−1/2MU for any k ≥ 0. (A.12)
Now the iterative procedure can be written as follows. Fix k > 0 and let Uk−1 solve (A.8). For any s > 0 find Uk,s ∈ H10 (−l, l)
such that for all χ ∈ H10 (−l, l)we have
(Uk,s, χ)+ (ε + τ)(Uk,sx , χx)+ τ(Uk,s−1Uk,s, χx) = (Uk−1, χ)+ ε(Uk−1x , χx), (A.13)
with Uk,0 = Uk−1.
For each s, existence and uniqueness of a solution are provided by standard arguments (monotone perturbation of
bounded and coercive bilinear forms). Moreover, the resulting array can be bounded a priori.
Lemma 12. Denote by α = 16l2/(16l2 + ε) ∈ (0, 1) and assume τ satisfying
τ ≤ αε
3/2
8l2MU
= 2ε
3/2
MU(16l2 + ε) . (A.14)
If Uk−1 solves (A.8), then for each i ≥ 0 the solution of (A.13) satisfies
‖Uk,s‖2 + ε‖Uk,sx ‖2 ≤ MU
(1− αs+1)
1− α . (A.15)
Proof. The proof will be done by mathematical induction. For Uk,0 = Uk−1 (A.15) obviously holds. Fix now s > 0 and
assume (A.15) for Uk,s−1. Denoting byMs the H1 equivalent norm of Uk,s
Ms := ‖Uk,s‖2 + ε‖Uk,sx ‖2,
by (A.1) we have
‖Uk,s−1‖2∞ ≤ ε−1/2Ms−1. (A.16)
Taking χ = Uk,s into (A.13) and using Cauchy’s inequality yield
‖Uk,s‖2 + (ε + τ)‖Uk,sx ‖2 ≤ τε−1/4M1/2s−1‖Uk,s‖‖Uk,sx ‖ + ‖Uk−1‖ ‖Uk,s‖ + ε‖Uk−1x ‖ ‖Uk,sx ‖.
Applying the mean inequality 2|ab| ≤ ν|a|2 + |b|2/ν for any reals a, b and ν > 0 (with ν1 = ε−1/4M1/2s−1/2, ν2 = 1 and
ν3 = 1), after multiplying by 2 we end up with
2‖Uk,s‖2 + 2(ε + τ)‖Uk,sx ‖2 ≤
τε−1/2Ms−1
2
‖Uk,s‖2 + 2τ‖Uk,sx ‖2 + ‖Uk−1‖2 + ‖Uk,s‖2 + ε‖Uk−1x ‖2 + ε‖Uk,sx ‖2.
This can be rewritten as(
1− τε
−1/2Ms−1
2
)
‖Uk,s‖2 + ε‖Uk,sx ‖2 ≤ ‖Uk−1‖2 + ε‖Uk−1x ‖2. (A.17)
The choice of α and (A.14) ensures that the factor multiplying ‖Uk,s‖2 above is positive. Therefore Lemma 10 gives
ε‖Uk,sx ‖2 ≤ MU ,
which, together with (A.2) leads to
‖Uk,s‖2 ≤ 16l2MU/ε.
Applying the last inequality into (A.17) one gets
Ms = ‖Uk,s‖2 + ε‖Uk,sx ‖2 ≤ MU
(
1+ τ8l2ε−3/2Ms−1
)
, (A.18)
which, together with (A.14) proves the induction assumption. 
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Remark 13. The lemma above guarantees that, under the given restrictions on τ , the iteration array {Uk,s}s≥0 is bounded in
H1. In fact, by (A.1), for all s ≥ 0 we have
‖Uk,s‖2 + ε‖Uk,sx ‖2 ≤
MU
1− α , and ‖U
k,s‖∞ ≤ MU√
ε(1− α) .
In this way we have shown that the iteration array is uniformly bounded in both H1 and L∞. We will use this result for
proving that iteration (A.13) converges to Uk.
Theorem 14. Let k > 0 be fixed and assume τ satisfying both (A.14) and
τ <
√
2ε2
MU [ε2 + (16l2 + ε)2]1/2 . (A.19)
Then the iteration array {Uk,s}s≥0 defined by (A.13) converges to the solution Uk of (A.8) strongly in H1.
Remark 15. Note that conditions (A.14) and (A.19) do not depend on k or s.
Proof. In what follows we denote the error at the iteration i by es := Uk − Uk,s. Subtracting (A.13) from (A.8) gives
(es, χ)+ (ε + τ)(esx, χx)+ τ(Ukes + Uk,ses−1, χx) = 0. (A.20)
Taking into the above χ = es, Cauchy’s inequality gives
‖es‖2 + (ε + τ)‖esx‖2 ≤ τε−1/2MU‖es‖ ‖esx‖ + τε−3/2MU(16l2 + ε)‖es−1‖ ‖esx‖,
where we have also used Lemma 10 and Remark 13. Using now the mean inequality yields
‖es‖2 + (τ + ε)‖esx‖2 ≤
τMU
2ε
1
4
(
δ1‖es‖2 + 1
δ1
‖esx‖2
)
+ τMU
2ε
1
2 (16l2 + ε)
(
δ2‖es−1‖2 + 1
δ2
‖esx‖2
)
.
We choose δ1 = τMU
ε
3
2
and δ2 = MU (16l2+ε)τ
ε
5
2
, then
(
1− τ
2M2U
2ε2
)
‖es‖2 + τ‖esx‖2 ≤
τ 2M2U(16l
2 + ε)2
2ε4
‖es−1‖2. (A.21)
Since τ satisfies (A.19) it follows that(
1− τ
2M2U
2ε2
)
>
τ 2M2U(16l
2 + ε)2
2ε4
> 0, (A.22)
and hence
‖es‖2 + 2τε
2
2ε2 − τ 2M2U
‖esx‖2 ≤
τ 2M2U(16l
2 + ε)2
ε2(2ε2 − τ 2M2U)
(
‖es−1‖2 + 2τε
2
2ε2 − τ 2M2U
‖es−1x ‖2
)
.
By (A.22), the multiplication factor on the right is less than 1, which immediately implies that es → 0 strongly in H1. 
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