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Multi-Robot Task Allocation Using Affect
Aaron Gage
ABSTRACT
Mobile robots are being used for an increasing array of tasks, from military reconnaissance to planetary
exploration to urban search and rescue. As robots are deployed in increasingly complex domains, teams are
called upon to perform tasks that exceed the capabilities of any particular robot. Thus, it becomes necessary
for robots to cooperate, such that one robot can recruit another to jointly perform a task. Though techniques
exist to allocate robots to tasks, either the communication overhead that these techniques require prevents
them from scaling up to large teams, or assumptions are made that limit them to simple domains. This
dissertation presents a novel emotion-based recruitment approach to the multi-robot task allocation problem.
This approach requires less communication bandwidth than comparable methods, enabling it to scale to
large team sizes, and making it appropriate for low-power or stealth applications. Affective recruitment is
tolerant of unreliable communications channels, and can find better solutions than simple greedy schedulers
(based on experimental metrics of the time necessary to complete recruitment and the total number of
messages transmitted). Experimental results in a simulated mine-detection task show that affective
recruitment succeeds with network failure rates up to 25%, and requires 32% fewer transmissions compared
to existing methods on average. Affective recruitment also scales better with team size, requiring up to 61%
fewer transmissions than a greedy instantaneous scheduler that has an O(n) communications complexity.
vi
Chapter One
Introduction
1.1 Multi-Robot Task Allocation
Collaboration among members of a multi-robot team is motivated by a need to complete tasks that require
more capabilities than a single robot can provide. Robot teams may be heterogeneous, meaning that the
individual robots have different capabilities. These differences may be in hardware; for instance, robots can
be different in terms of their size, mobility (driving versus flying), sensors, or computational power. Robots
can also be different in software, such that they have different available behaviors or perceptual algorithms.
Robots in a team often have different sensors, either by design or by circumstance: even if all robots are
identical at the start of a task, hardware faults can make them different. To complete a task, the sensors
distributed across a robot team should be brought to where they are most needed.
Two domains in which robots with sensors may need to be recruited to achieve team objectives are
error handling and distributed sensing. In terms of error handling, a robot may experience a sensor failure
or become stuck and require another robot’s external viewpoint for diagnosis and recovery [53]. For
distributed sensing, an autonomous aerial vehicle may detect a suspicious object on the ground and employ
a ground vehicle to investigate more closely. In particular, for the cooperative identification and disposal of
land mines, search and rescue, map building, and foraging, it may be necessary to use a multitude of
viewpoints and sensing modalities to accomplish a team goal. The problem of recruitment, where one robot
is tasked to help another, is a special case of the multi-robot task allocation (MRTA) problem [31], which
has received much recent attention (see Chapter Two). MRTA and recruitment have been applied to a
number of domains, practically anywhere that multiple robots operate in the same location.
The MRTA problem has six characteristics that make it challenging.
• Teams of mobile robots may be heterogeneous, such that the robots in the team have different
hardware, software, or are performing unrelated tasks.
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• Robots typically share a finite and unreliable communications channel (such as wireless Ethernet)
which despite best-effort network protocols (i.e. TCP/IP) may periodically fail, and can saturate if
used heavily.
• The robot team can become quite large, and robots may be added or removed from the team at any
time. This impacts the communications overhead of any solution, and implies that robots cannot be
expected to model the states of the rest of the robots on the team.
• Control is generally distributed, not centralized. Distributed control is essential for robustness, as
partial failures make centralized approaches brittle. However, distributed control is more difficult to
manage, as the information required to make informed decisions is often spread across the team.
• It may not be possible to reassign a robot to a new task once it has a task [28]. Task preemption cannot
be assumed, so the “best” robot for a task may not be available.
• Accurate prediction of future task allocation requirements is often not possible. Assignments must be
made in reaction to new tasks, opportunities, or robot failures as they arrive.
Although decentralized solutions to this problem exist, most require large amounts of communication
among robots [30] without tolerance for communication losses (as in [40]), and the quality of the solutions
may be poor [28].
To date, most solutions to the MRTA problem have been based on game-playing strategies from the
artificial intelligence community, or variants on auction protocols (especially the first-price auction [63]
[105] combined with the contract net protocol [90] [21]). In these approaches, a new task is announced to
the team, robots respond with an estimate of their suitability or cost for the task, and the task goes to the
robot that submitted the best bid. However, none of these has applied an affective solution (that is, using
emotions). Emotions are useful in robots, as they provide a mechanism for self-regulation, such that a
change in a robot’s state or behavior can be induced if the robot’s motivational level is high enough [64] [62]
[60] [61] [3] [6] [5] [25] [52] [98] [99]. Emotions provide a computationally simple and
low-communication method for letting a robot’s recent history bias its current choice of action, rather than
having the robot make decisions based solely on its instantaneous state.
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Figure 1. Unmanned aerial vehicles for the demining task. Four helicopters are shown, each with different
capabilities.
1.2 Motivating Example
An automated demining task provided by NAVSEA Coastal Systems Station (CSS) serves to motivate the
MRTA recruitment problem. In this task, a large area is surveyed by a robot team so that landmines can be
identified, disabled, and removed. The robot team consists of at least one unmanned aerial vehicle (UAV),
e.g. a helicopter, and multiple unmanned ground vehicles (UGVs).
The robots are physically heterogeneous, both in mobility and sensor suite. The UAV carries a
color camera, a forward-looking infrared (FLIR) camera, Global Positioning System (GPS) receiver, and
Inertial Measurement Unit (IMU). The UAV is flown through a combination of onboard and offboard
control, and transmits sensor readings to a ground control station. The UAV can be seen in Figure 1. The
UGVs are iRobot ATRV Jr. ground robots, each equipped with a color camera, FLIR, GPS, IMU, compass,
laser rangefinder, and other task-specific sensors. The UGVs are autonomous and are controlled by an
onboard Pentium-III class computer. They communicate with each other and back to Operator Control Units
(OCUs) via wireless Ethernet (802.11b/g). The UGVs can be seen in Figure 2, and the team working
together can be seen in Figure 3.
The capabilities that each platform brings to the demining task are as follows. The UAV can move
quickly over the search area without triggering mines, but is unable to operate near obstacles such as trees
and high-tension lines. The UAV must also maintain a minimum altitude while under autonomous control
for safety reasons. Further, the UAV cannot lift a heavy payload, so it carries a minimal sensor suite and
3
Figure 2. Unmanned ground vehicles used in the demining task. Three iRobot ATRV Jr. ground robots are
shown.
Figure 3. UGV and UAV together in the demining task.
4
delegate the analysis of its sensor data to an offboard computer. The UGVs are complimentary in that they
can carry an array of sensors and do onboard processing, but move at a lower velocity and must avoid
hazards (obstacles and mines) on the ground.
For the demining task, the UAV searches an area for interesting targets (suspected mines), but it
cannot closely investigate them with its limited perception and its need to maintain altitude for safety. When
it detects a suspected mine, the UAV requests the assistance of a UGV that can investigate fully, then
continues its search. Given that there are multiple UGVs, the UAV can quickly survey an area and summon
UGVs to each interesting artifact, allowing them to examine the targets in parallel. The UGVs can also
search for mines, but are limited by their mobility and ground hazards.
The challenges of the CSS demining mission are characteristic of MRTA in general:
• The robot team is heterogeneous. The UAV and UGVs are physically different platforms that carry
different sensors and behave differently.
• The robots communicate via wireless Ethernet, which is known to be unreliable [49].
• The robot team size is dynamic and can grow quite large. Robots in field environments are prone to
failures [14], and communication failures can have the effect of temporarily removing a robot from
the team. In the robot results described in Chapter Four, only three ground vehicles were used, but this
was a limitation of available hardware, not of the task domain.
• Control is distributed. Although Operator Control Units allow a human to supervise and manage the
UGVs, the UGVs are autonomous and may not always be in communications contact with the OCUs.
When task allocation is required, the UGVs are expected to resolve it on their own, without relying on
the OCUs or any other single point of failure.
• UGVs cannot abandon an assigned task, but may be preempted by an operator. It is expected that
multiple UGVs would search for mines while others remain idle in anticipation of a discovery by the
UAV. In the event that no robots are available to investigate a new target, the human operator has the
option of preempting a robot to satisfy that need.
• There is no knowledge of future tasks. The UAV requests assistance when it discovers a new target,
which can happen at any time.
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Thus, the demining task is a challenging example of the MRTA problem. Demining is a real-world
concern, as it affects both humanitarian and military efforts. This thesis provides a novel approach to the
MRTA problem through the demining task domain.
1.3 Research Question
The research question that this work addresses is as follows:
How can affective computing be used for recruitment in a team of distributed, heterogeneous
mobile robots with unreliable communications?
There are three primary issues raised by this question:
• What is affective computing, why should it be used, and what models of emotion should be applied?
Affective computing refers to the use of an emotional model in a computational system. In this case, it
means using emotion to control how robots are recruited. The motivation for affective computing in
this approach is provided in Section 1.4, and models of emotion are discussed in Chapter 2.3.
• How can unreliable communications be overcome to produce robust multi-robot task allocation?
Coordination of agents in any distributed system requires that the agents be able to periodically
exchange information. In real-world applications, robots communicate via wireless networks, but
these are prone to losses [49]. The challenges that unreliable communications pose are discussed in
Section 1.5, and Chapter 3.1 provides the protocol that was used.
• How should robots be recruited? The difference between a “good” task allocation strategy and a
strategy that picks at random is how robots are chosen for each task. This assumes the ability to
discriminate between robots and to select the “best” one. However, what does it mean for a robot to be
the “best”? There must be some measure of the fitness of a robot to a task before this decision can be
made intelligently. The need for a fitness function is motivated in Section 1.6.
1.4 Why Use Affect?
Affective computing refers to the use of an emotional model in a computational system. Emotions are
described in [52] as crucial for social intelligence, especially for agents with limited resources. The
approach in this thesis uses emotion to modulate robot behavior. The task domain requires a multi-robot
team, where the robots must cooperate to reach team objectives. This cooperation requires that each robot be
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aware of the others in the team and act according to social rules [55] that allow the robot to be recruited to
help a teammate. In other words, the robots must be provided with at least rudimentary social intelligence.
In [64], it is observed that applying research in emotional intelligence may lead to more
autonomous and efficient robots and robot teams, and while it may be possible to obtain the same results
through more traditional engineering solutions, such as production systems, the cognitive approach should
not be ruled out. In [89], page 198, Sloman and Croucher observe,
“In cooperative communities, individuals should develop motives which do not necessarily
maximize their own advantage, but which enable the community as a whole to function well.
This can, of course, lead to conflicting motives within and between individuals. . . Choosing
between alternatives will not be simple. The notion of an optimal choice will not necessarily
even be well-defined. Achieving a long term balance between different needs of the individual
or the community can be a major problem. Decision making processes will have to be capable
of coping with such conflicts.”
[89] then presents emotions as a means of resolving the conflicts between a robot’s compulsion to maximize
its own utility versus the needs of the team. Borrowing an emotional model from the cognitive science
community can result in a cognitively plausible emotional system that reflects the social interactions in
naturally occurring societies. Thus, an emotion-based approach to solving coordination problems in the
domain of distributed multi-robot teams is appealing, especially since it is a direction that has largely been
left unexplored.
Emotions are desirable in robots because they provide a simple motivational mechanism to perform
an action, often as a reaction to an event or internal drive [64] [62] [60] [61] [3] [6] [5] [25] [52] [98] [99].
For instance, suppose that a robot is unable to achieve a goal but cannot detect its lack of progress. If the
robot is equipped with emotions, an ongoing unfulfilled goal may increase the intensity of the robot’s
frustrated or angry emotions, and motivate it to change to a different strategy or call for help when these
become intense enough. Note that in this case, a robot need not keep a history of its actions or maintain a
complex state in order to use emotions effectively. If, at every update, the robot’s level of frustration
increases because its objective has not been fulfilled, then the robot only needs to “know” that it is frustrated
and should attempt a different strategy, without having to reason about why this is the case. This makes
emotions useful for robots that maintain a minimal amount of state information, such as those using the
reactive paradigm [65].
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To expand on the above example, the frustration emotion could also be influenced by other factors.
For example, if the robot’s goal was to reach its recharging station, its frustration could be compounded by a
dangerously low energy reserve. In this way, emotions serve as a simple means of combining multiple
influences on the robot into a single type of reaction. Having the low-battery status and lack of progress both
feeding into frustration can motivate the robot to change tasks. This is simpler than enumerating rules such
as “if not making progress after t1 seconds, change strategies” and “if not making progress after t2 seconds
and battery is below 25%, change strategies” to achieve the same behavior. In this way, seemingly complex
behavior can be assembled from primitive drives and reactions.
Emotions can also provide a naturalistic interface for humans. If a robot’s state can be represented
in terms that a human can associate with (happy, angry, depressed), then the human can understand the
robot’s situation more intuitively. Robots and agents that express emotions for the purpose of human-robot
interaction have been explored in [6] [52] [98] [99] [25].
This work uses an emotion-based model, grounded in a plausible theory of emotions, to leverage
research in this area that has been mapped over to the domains of artificial intelligence and agents [73] [71]
[72] [84] [79] [50]. This imparts two benefits: nature provides an existence proof that the emotions are
effective for regulating behavior, and much of the difficulty in devising a coherent emotional system suitable
for behavior-based robots has already been done. Thus, this work borrows from an existing formal theory of
emotions, the OCC model (named after Ortony, Clore, and Collins) [72].
In this work, a SHAME emotion is generated in reaction to an event: a request for help that the robot
ignored. The intensity of the SHAME emotion controls whether or not a robot will respond to a subsequent
request, and in the absence of additional stimulus (further rejected requests), SHAME will decay over time
back down to nothing. In this work, SHAME is driven by a single kind of event, but in theory, other aspects
of the robot’s status could influence it as well. For instance, if a robot detected that its actions were
inhibiting the progress of the team, it could react with an increase in SHAME.
1.5 Communications Challenge
Recruitment of robots in a distributed team must be robust in terms of communications, such that
recruitment succeeds despite message loss or the unexpected loss of any robot. In a distributed team, there
may be partial failures, where one or more robots fail, are unable to communicate due to interference or
obstructions, or are otherwise unable to respond. Robots may also be added to or removed from the team at
any time.
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Communications should be used conservatively. Note that this is not the same as using a minimal
amount of communications, because it is possible for robots to coordinate without explicitly
communicating, as in [41] [42] [47] [55]. Robots that can sufficiently perceive or model each other can infer
enough to make explicit communication unnecessary. Such systems, however, are bound by the limits of
their perception, and would not be adequate for the domains addressed in this work, because robots will be
too far apart to perceive each other, and robot teams may be too large to realistically allow modeling. It is
therefore assumed that a shared communications channel is required, but should be used conservatively for
the following reasons:
• Communications bandwidth is finite. Other mission-related demands on a shared communications
channel, such as streaming video or control commands, may consume any available bandwidth.
Recruitment should not interfere with such demands.
• Teams can vary in size without bound. Current research in multi-robot task allocation usually only
considers a few robots at a time, as will be discussed in Chapter Two. However, larger robot swarms
(such as the SRI Centibot swarm, a team of 103 robots) are becoming more common and in the future,
teams may grow to include hundreds of robots or more. The communications requirements for
recruitment should scale well with team size, so that large increases in the number of robots does not
translate to a large increase in required bandwidth.
• Robots may have power constraints. A small mobile robot or a node in a sensor network may not have
enough power available to frequently transmit messages. The fewer messages such a robot sends, the
longer its batteries will last.
• The robots may be deployed in a domain requiring stealth where they are capable of receiving
messages, but risk revealing their location by responding. In this case, any transmissions should be
well justified.
The robots will also communicate using a broadcast messaging scheme, meaning that a single
message can be transmitted with all other robots as recipients. Broadcast messaging requires less
communications bandwidth for coordinating multiple robots than unicast messaging, where only a single
recipient receives a message. This is discussed further in Chapter Three with experimental validation in
Chapter Four.
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1.6 The Need for a Fitness Function
When a task arises for which a robot must be recruited, it is necessary to choose a robot that is capable of
completing the task. However, matching the capabilities of a robot to the requirements of the task is still an
open issue. This work uses the estimated time that a robot needs to reach a task location as a metric that
describes the robot’s suitability for a task. Similarly, in [30], a metric is described as a function of the robot’s
state, evaluated in the context of the task. This definition is very broad, but [30] provides another example of
a metric: the distance between the robot and where the task will begin. These metrics can be defined as
required and are task-specific, but are still somewhat ad hoc.
Ideally, the suitability of a robot to a task would be a function of resource costs (such as time,
energy, or materials) that the robot incurs to complete the task and how well the robot’s capabilities overlap
the required capabilities (such as sensing modalities, sensor resolution, field of view, or simply the percepts
that the robot can generate). The distributed sensing community would benefit from a unified model of task
fitness, such that completely heterogeneous robots could be compared directly, even if they had no sensors
in common. A discussion of the metric idea from [30] is provided in Chapter 3.3.
1.7 Contributions
This thesis describes an affective recruitment protocol, based on the contract net protocol [90] [21], that
enables robots to request and receive assistance from other members of the team using an emotional model
based on work by Ortony et al. [73] [71] [72]. This approach is novel, because emotions have not previously
been applied to the multi-robot task allocation problem, and produces better results than the state of the art
in terms of communication overhead [28] (see Chapter 4.2). This method makes at least six contributions to
the artificial intelligence, robotics, and cognitive psychology communities, as follows.
1.7.1 Artificial Intelligence
• Superior solution quality: The affective recruitment approach benefits the distributed agents
community, as it can reach better solutions than existing greedy first-price auction strategies such as
MURDOCH [30]. Such greedy schedulers can be adversely affected by changing the order of new
tasks, which may lead to greatly reduced solution quality [28]. This approach depends less on the
order of new tasks, and can find solutions that existing methods miss (as is shown in Chapter 4.2). The
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behavior of affective recruitment is controlled through parameters, and provides more flexibility in
design than a traditional greedy approach.
• Fairness of allocation: An interesting side-effect of this approach is that robots that are equally suited
for a task will tend to take turns being recruited, such that the disruption to each robot is distributed
across the team.
1.7.2 Robotics
• Reduced communication overhead and better scaling: The use of an emotional model reduces the
communications required for task allocation compared to the state of the art, and represents an
improvement over the greedy approach. This reduction of overhead contributes two benefits to the
distributed sensing and robotics communities. First, the protocol can scale to large teams or swarms of
robots more readily than existing methods (as shown by results in Chapter 4.2). Second, this approach
reduces unnecessary transmissions, which benefits both low-power and stealth applications (though,
as in Section 1.5, no claim is made about a theoretical minimum, because the theoretical minimum is
zero given the right assumptions).
• Demonstrated robustness: This approach uses a communication protocol similar to that in
MURDOCH [30], which provides robustness in terms of communication failures. Messages between
robots follow a sequence of steps, and the loss of any message can be detected and compensated for.
Experimental results, shown in Chapter 4.2, indicate that the recruitment protocol will continue to
function with up to 25% random message loss regardless of the recruitment strategy used, but up to
that point, the affective recruitment strategy transmits fewer messages. These results benefit the
distributed sensing community by demonstrating the performance of a distributed protocol with
realistic communication losses.
• Handles Heterogeneity: This approach makes no assumptions about the composition of the robot
team. Robots can be completely heterogeneous in hardware and software, and do not need to be
operating over the same set of tasks or goals. This benefits the robotics community, where robots are
often heterogeneous, either by design or due to partial failures.
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1.7.3 Cognitive Psychology
• Validates application of emotions: This approach adds motivations to an auction-based multi-robot
recruitment strategy through an emotional model. This thesis validates the emotional model of Ortony
et al., and benefits the cognitive science community by demonstrating that the emotions function as
expected in artificial agents. Emotions have been used in robots in the past, but typically for
human-robot interaction and entertainment research. There is only one instance in the literature of
emotions being used to control a team of robots [64], and in that case, there was no task allocation as
the robots had fixed roles. Emotions can also provide meaningful state information to human
supervisors. In this thesis, a human operator can use the emotional state of robots in a team to make
informed decisions about how the team is performing.
1.8 Organization of Thesis
The rest of this thesis is organized as follows. Chapter Two surveys the prior work in multi-robot
coordination, distributed sensing, and emotions in robots. Chapter Three formally introduces the affective
recruitment approach motivated above and discusses why creating a formal mechanism for determining the
fitness of a robot for a task is a hard problem. Chapter Four details experiments that were conducted to
validate the approach in simulation and on mobile robots. The tests compared affective recruitment to
greedy and random strategies, where greedy is considered the state of the art. The metrics for the
experiments were the time necessary to complete recruitment and the number of messages transmitted. The
objectives of the experiments were six-fold:
• Test the effects of varying team size from 4–53
• Test the effects of random communication losses up to 25%
• Test the effect of linear versus non-linear SHAME update functions with regards to chaotic behavior in
very large robot teams
• Justify the use of broadcast messaging instead of unicast
• Verify that affective recruitment can reach better solutions than greedy (where “better” is in terms of
the metrics)
• Test the degree to which robots are recruited equally often, or fairly, according to these strategies.
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The results from these tests, provided in Chapter 4.2, indicate that this approach is promising, since affective
recruitment required 32% fewer transmissions overall compared to the greedy strategy, and succeeded with
random network failure rates as high as 25%.
Chapter Five discusses the experiments and results in terms of their limitations and in the context of
the literature, and also provides a more thorough analysis of the contributions of this thesis. Chapter Six
summarizes the thesis and provides directions for future work.
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Chapter Two
Related Work
The focus of this research is fault-tolerant recruitment for a team of mobile robots, with a smaller
impact on limited communications resources than other methods. Before presenting the approach for this
thesis, it is necessary to examine what has already been done in related areas. There are three areas of
research that directly influence this work: multi-robot task allocation (MRTA), theories of emotions, and
distributed sensing. As the name suggests, multi-robot task allocation refers to the problem of assigning
robots to tasks that contribute to a larger team objective. Recruitment is a form of MRTA, where a robot
needing assistance creates a task (for instance, investigating a possible mine at a given location) that is then
allocated to a suitable robot. A survey of the MRTA literature is provided in Section 2.1.
Although the recruitment problem addressed in this thesis deals with multi-robot teams, it is
motivated by sensing. Robots will be recruited for the sensors they carry in order to perform a surrogate
sensing task, such as providing percepts for sensor fault diagnosis, or closer inspection of suspected mines.
Distributed sensing deals with a similar problem of controlling where sensors should be located to
accomplish a goal, and how to deal with the unreliable communications and the loss of team members that
are characteristic of distributed systems. The distributed sensing work that relates to this approach is
provided in Section 2.2.
The approach taken in this thesis uses an emotional model within each robot to regulate how the
robot will respond to a request for assistance. Emotions are a useful addition to robots, as they provide a
context in which the robots make decisions and they allow the robot to monitor trends in its activity (i.e. that
the robot has been on the same task for a long period of time without progress) without having to record its
history. In this work, robots will refuse to respond to recruitment requests unless their emotional motivation
is sufficiently high, which leads to a reduction in communications overhead without significantly altering the
outcome of the recruitment. The use of emotions can also improve human-robot interaction, such that the
human can examine the robot’s emotional state and quickly assess its overall status. Emotions in robots will
be discussed in Section 2.3.
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2.1 Multi-Robot Task Allocation
MRTA deals with the assignment of tasks to mobile robots in a cooperative team. The literature describes
four basic strategies for solving this allocation problem:
• Motivation-based, using an internal motivation mechanism to cause behavior changes. Parker’s
ALLIANCE [75] is one example.
• Auctions, where robots explicitly negotiate for tasks through a bidding process, as in Gerkey and
Mataric´’s MURDOCH [30].
• Spreading Activation, in which robots directly inhibit those around them from being chosen for a task,
as in Mataric´ and Sukhatme’s Broadcast of Local Eligibility [56].
• Team Consensus, in which entire teams of robots agree on a team strategy or formation. This has been
used by Chaimowicz et al to coordinate teams for RoboCup [16].
The approach taken in this thesis is an extension of the ALLIANCE architecture [75], which will
be described in detail in Section 2.1.1. The thesis takes a similar approach to MURDOCH [30] which is
introduced in Section 2.1.2. A discussion of other methods can be found in Section 2.1.3. A summary of key
architectures is provided in Table 1.
2.1.1 Motivation-based: ALLIANCE
ALLIANCE [75] is a distributed robot architecture in which robots choose tasks by way of two motivational
mechanisms: impatience and acquiescence. With acquiescence, a robot performing a task will detect when
it is not making progress, and may eventually acquiesce, or abandon, the task. Conversely, with impatience,
a robot will detect that a task is not being completed satisfactorily, either because no robots are attempting to
fulfill it, or because a different robot is on the task but not making progress. With sufficient impatience, a
robot will begin working on a task. These mechanisms allow a team of robots to compensate for failures. If a
robot fails, gets stuck, or is otherwise unable to complete a task, then another robot will eventually take over.
The following is a formal description of ALLIANCE, condensed from [75]. Note that the formulas
provided below have been reproduced exactly from [75], pp. 227–228 to ensure accuracy. In ALLIANCE,
each robot is equipped with a number of behavior sets, each of which are capable of completing some task.
Suppose that a team is made up of robots {r1, r2, . . .}, and each robot ri has behavior sets {ai1, ai2, . . .}.
For each behavior set aij , there is a motivation valuemij . Whenmij exceeds a threshold θ, then behavior
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Table 1. Related multi-robot task allocation work according to results. Note that CNP refers to Contract Net
Protocol.
Name Approach Task Simulated Real Pre-
Domain Robots Robots emption
ALLIANCE [75] impatience, Foraging N/A 3 Yes
acquiescence
MURDOCH [30] Greedy CNP Box pushing N/A 3 No
M+ [4] CNP Load transfer 3 N/A No
CEBOT [10] CNP Map Building 3 N/A No
ACTRESS [57] CNP Box pushing 4 N/A Yes
LEMMING [70] CNP Food serving 9 N/A No
BLE [101] Port-Arbitrated Multi-target N/A 3 Yes
Behavior-based observation
Control
First-price auctions [105] Exploration N/A 4–5 Yes
Dynamic role Cooperative 20 N/A Yes
assignment [16] Transport
Team Member Periodic Team Soccer 11 N/A Yes
Agent Architecture [94] Synchronization
Ant Swarms [48] Demining 4–55 N/A No
Coordination Emergency N/A 3 Yes
vs. Commitment [74] Handling
Implicit Multi-robot 6 N/A
Coordination [42] Construction No
LMMS [41] Foraging 20 N/A No
MOVER [40] Box pushing N/A 2 No
HIVEMind [45] Search N/A 2 No
[88] robot call Map Building 2 N/A No
queue
[87] Task trees Construction N/A 3 Yes
[47] Motivational Box Pushing 10 N/A Yes
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set aij will become active on robot ri. The task that ri is attempting to complete with behavior set aij is
referred to as h(aij). The motivationmij to execute aij is computed as shown below:
mij(0) = 0
mij(t) = [mij(t− 1)+ impatienceij(t)]× sensory feedbackij(t)× activity suppressionij(t)
×impatience resetij(t)× acquiescenceij(t).
The terms in the expression above are defined below, beginning with the derivation of impatience.
Note that δ slowij and δ fastij are rates at which impatience accrues. If no robot is working on task
h(aij), or if a robot has been working on h(aij) for longer than φij time units, then impatience increases at
rate δ fastij . Otherwise, if a robot has announced that it is working on h(aij) within the past τ time units,
then impatience accrues at rate δ slowij .
impatienceij(t) =

mink(δ slowij(k, t)), if (comm received(i, k, j, t − τi, t) = 1) and
(comm received(i, k, j, 0, t− φij(k, t)) = 0)
δ fastij(t), otherwise.
comm received(i, k, j, t1, t2) =

1, if robot ri has received message from robot rk concerning task
hi(aij) in the time span (t1, t2), where t1 < t2
0, otherwise
The sensory feedback term prevents the motivation for a behavior set from increasing when the
associated task is not desired:
sensory feedbackij(t) =

1, if the sensory feedback in robot ri at time t indicates that be-
havior set aij is applicable
0, otherwise.
activity suppression provides mutual exclusion so that only one behavior set (of many that exist
on the robot) will be active at a time:
activity suppressionij(t) =

1, if another behavior set aij is active, k 6= j, on robot ri
at time t
0, otherwise.
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impatience reset causes the motivation to do task h(aij) to reset to zero if some other robot rk
announces that it has begun performing h(aij):
impatience resetij(t) =

0, if ∃k such that ((comm received(i, k, j, t − δt, t) = 1)
and (comm received(i, k, j, 0, t − δt) = 0)), where δt =
time since last communication check
1, otherwise.
Finally, acquiescence causes a robot ri to acquiesce after a certain amount of time, either λij(t) if
the no other robot has taken over task h(aij), or ψij(t) if another robot has, where ψij(t) < λij(t):
acquiescenceij(t) =

0, if ((behavior set aij of robot ri has been active for more than ψij(t) time
units at time t) and (∃k such that comm received(i, x, j, t−τi, t) = 1))
or (behavior set aij of robot ri has been active for more than λij(t) time
units at time t)
1, otherwise.
ALLIANCE has been shown to produce correct results in a team of mobile robots. In [75],
experiments using three robots in a foraging test domain demonstrated that the robots would divide up tasks
and begin executing them without centralized control. In the foraging domain, one robot would perform a
monitoring task, reporting the progress of the rest of the team at regular intervals. The remaining robots
would perform theMove-Spill(left) andMove-Spill(right) tasks, which involved moving to the left-most and
right-most concentrations of “spill objects” and moving them to a target location. If a robot was removed
from the team, the other robots would eventually become impatient and take on the task themselves. In [77],
seven additional test domains are summarized (box pushing, janitorial, bounding overwatch, formation
keeping, manipulation, tracking, production dozing). These are shown in Table 2. ALLIANCE has also been
extended to L-ALLIANCE, or learning ALLIANCE, in which the parameters δ slowij , δ fastij and ψij
were adapted based on previous runs.
ALLIANCE presents a solution to the problem of allocating tasks among robots using an internal
motivation within each robot. However, it has the following characteristics that may be undesirable.
• ALLIANCE is pseudo-emotional; it uses emotion-like motivations, but does not derive these from a
formal theory of emotions.
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Table 2. Test domains for ALLIANCE. Note that this table has been adapted from [77], Table 1. In the second
column, “S” refers to simulated robots, and “P” refers to physical robots.
Application Domain # Robots Metric description
“Mock” hazardous waste
cleanup
2–5 (P) Time of task completion, total energy
used
Box pushing 1–2 (P) Perpendicular distance pushed per unit
time
Janitorial service 3–5 (S) Time of task completion, total energy
used
Bounding overwatch 4–20 (S) Distance moved per unit time
Formation-keeping 4 (P & S) Cumulative formation error
Simple multi-robot manip-
ulation
2–4 (P) Number of objects moved per unit time
Cooperative tracking 2–4 (P), 2–20 (S) Average number of targets observed
(collectively)
Multi-vehicle production
dozing
2–4 (S) Quantity of earth moved per unit time
• ALLIANCE assumes that robots are to some degree interchangeable. Though the robots may not be
homogeneous, they must at least have capabilities in common [76].
• All of the robots under ALLIANCE must be cooperating on one set of tasks.
• In ALLIANCE, robots may abandon (acquiesce) a task and leave it for another robot to finish.
• Every robot must broadcast its status (including the task it is performing) at a regular interval so that
other members of the team can increase their impatience accordingly.
The affective approach in this work is an extension to ALLIANCE, with the following
characteristics.
• This approach is based on a formal theory of emotions, the OCC model [72] [73] [71].
• Robots can be completely heterogeneous in hardware and software.
• Robots can be engaged in entirely different tasks or objectives.
• Robots may not be preempted from their tasks.
• Shared communication channels are infrequently used.
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2.1.1.1 Other Motivation-based Allocation Research Another approach that used internal motivation for
action selection is described in [47]. In that work, a team of ten simulated ants performed a box-pushing
task. Each ant had an internal timer that would increment if the box was not moving, and which would reset
otherwise. Stagnation was detected by having the timer exceed a threshold, at which point, the robot would
change its behavior (in this case, by attempting to push on a different part of the box). In [47], there was no
communication among agents, and all agents were homogeneous and worked on the same task.
2.1.2 Auctions: MURDOCH
The next class of solutions for the multi-robot task allocation problem uses some form of an auction. A
common approach is the Contract Net Protocol (CNP) [90] [21] with a first-price auction [63]. In CNP, an
announcement about a new task is broadcast to a team of robots. Each robot then returns a bid that specifies
how well-suited it is for the task. A winner is selected from the bids; in the case of a first-price auction, the
bid with the best utility (or lowest cost) is chosen. CNP and first-price auctions assume two components of
interest to this thesis.
• Communication: task announcements must be transmitted to the robot team, and robot bids must be
transmitted in response, such that all of the bids exist in one place and the best can be chosen. The
communication mechanism in this thesis is assumed to be broadcast (see validation for using
broadcast instead of unicast in Chapter 4.2), and the communication medium is assumed to be
unreliable.
• Fitness: the bids that robots provide in response to a task announcement are a relative measure of the
robot’s suitability, or fitness, to perform the task. Each task may require different robot resources, and
as a result, the measure of fitness may vary. Fitness can be represented in terms of costs (time, energy,
or other resources that must be expended) or capabilities (available percepts, effectors, etc.).
MURDOCH [30] [29] [27] is an auction-based task allocation system that is similar to this work.
The auction protocol in MURDOCH follows this sequence of steps (taken from [30], pp. 761–762):
• Task announcement: a robot, task planner, human, etc. broadcasts an announcement to all robots. The
messaging system in MURDOCH is subject-based (described below), so that robots will only “hear”
requests for resources or services that they can provide.
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Table 3. Mean µ and standard deviation σ of the elapsed time, in seconds, for successful pushing trials in
each of four box pushing experiments for MURDOCH. Each set was repeated 10 times. Note that this table
is reproduced from [30], p. 766.
Set Description µ σ
1 No failure (straight path) 31.22 0.44
2 Pusher failure 132.75 26.94
3 Partial pusher failure 260.89 37.79
4 Pusher failure & recovery 116.44 37.72
• Metric evaluation: each robot computes its ability to perform the new task. The fitness of a robot is
based on ad hoc metrics; the distance between the robot and the new task was used, and
computational load was suggested as an alternate metric [27].
• Bid submission: every robot that “heard” the announcement responds with its metric score.
• Close of auction: one robot is selected as a winner, and all robots are notified of the choice. The
winner is given a time-limited contract to perform the task.
• Progress monitoring/contract renewal: the progress of the selected robot will be monitored, and its
contract will periodically be renewed if it makes progress. If the robot does not make progress, then
another auction may be held to replace it.
MURDOCH has been implemented on a team of three mobile robots and validated in a box-pushing task
through 40 trials across 4 scenarios. The metrics for these experiments were whether the robot team
succeeded in its task (for a total of 36 successful trials), and the time required to complete the task (shown in
Table 3). The amount of communications bandwidth required during one of the tests is shown in Figure 4.
Communication in MURDOCH is through a subject-based publisher/subscriber system. All
messages have a subject attribute, and robots can subscribe to different subjects to receive messages of that
type. Messages are then published (broadcast) to the team of robots. If a message has a subject that a
particular robot is not subscribed to, then the robot simply ignores the message.
MURDOCH has the following characteristics:
• MURDOCH acts as an instantaneous greedy task scheduler. This has two implications. First, every
robot subscribed to the subject containing the task announcement will respond with a bid. The impact
on communications, therefore, increases linearly with the size of the team [31]. Second, its
performance depends on the order in which tasks appear [30] and the solution it chooses may only
provide 12 of the optimal utility [28].
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Figure 4. Graph of the communications use by MURDOCH. The required bandwidth spikes whenever task
allocation occurs. Note that this was taken from [30], p. 766, used with permission.
• MURDOCH uses a subject-based messaging system, which requires all robots to use the same
namespace; that is, the set of all possible subjects must be agreed upon in advance.
• MURDOCH contributes a method for determining the best robot for a particular task, which is to use
a metric to describe the robot’s suitability (for instance, its distance from an object that needs to be
manipulated, or the computational load on the robot). No better method has been found in the
literature for determining the fitness of a robot to a particular task.
The affective approach in this work uses a similar strategy, but has these characteristics:
• Robots do not immediately respond to each announcement, but instead, gradually increase an internal
motivation (SHAME) until it reaches a threshold. This has two implications. First, not every robot will
respond to a given announcement, and in many cases, at most one will. This reduces the impact on
communications, so that bandwidth use will increase slowly with team size. Second, the order in
which tasks appear is not as important, as the allocation is not instantaneous. This allows the affective
approach to reach solutions that the greedy strategy would miss (see Chapter 4.2.4).
• Parameters in the affective approach allow its behavior to be tuned, so it can be more or less like
greedy as required.
• The approach in this work uses a class-based messaging system, where message types can be
distributed at run-time. The implementation for the affective approach is in Java, and the messages
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themselves are instances of Java classes. A feature of Java is code migration, in which classes (both
fields and methods) can be transferred from one virtual machine to another dynamically. In this way,
if two robots recognize different sets of messages, they can exchange message types until they match.
• Like MURDOCH, this work uses a metric to determine the suitability of a robot to a recruitment task.
In this approach, the metric is the estimated time the robot would need to move into position to begin
the task.
2.1.2.1 Other Auction-based Approaches The M+ Protocol from Botelho and Alami [4] contains two
interesting components: M+ task allocation and M+ cooperative reaction. The M+ task allocation
mechanism is based on the Contract Net Protocol (CNP) [90] [21]. When a task is available, a robot that is
capable of completing the task will estimate its cost for doing so and announce a “first offer”. Other robots
may announce better offers, and become the best-candidate in turn, until a robot finally begins the task.
Next, the M+ cooperative reaction mechanism is only used in the event of a failure in [4], but it more closely
resembles this approach. A robot Ri will send out a request for help when it is unable to complete its task.
Other robots will then determine whether it is possible to achieve both their own goal and Ri’s goal, and if
so, will respond. Ri will then choose the best offer. In this thesis, requests for help are answered only when
the robot’s emotional state motivates it to do so, and the best offer is accepted. According to Gerkey [31],
the communication complexity of the M+ Protocol is O(mn) form tasks and n robots.
Zlot et al [105] describe first-price auctions used by robots in an exploration task domain to
determine which robot will perform a task. Robots explicitly negotiate through an operator executive, or
OpExec, to maximize their own profit by buying and selling tasks. Bids are broadcast by each robot,
resulting in a behavior (and communication complexity) similar to that of MURDOCH and M+. Dynamic
Role Assignment, developed by Chaimowicz et al [16], is also comparable in communication complexity to
MURDOCH, M+, and first-price auctions. In [16], another variant of the Contract Net Protocol is used, such
that a single leader robot broadcasts requests for assistance until a sufficient number of robots have
volunteered for a cooperative task. Robots can be preempted from their tasks, but will only choose to do so
if the utility of the new task is high enough to justify the overhead cost of making the transition.
The Contract Net Protocol also appears in other architectures, such as CEBOT’s Task Acquiring
Layer [10]. CEBOT distributes robot state information among members of the team, where it is stored in a
World Model. In Distributed Autonomous Robotic System (DARS) [9] [11], CEBOT is extended to model
reliability of sensing information from robots in a distributed system. In [83], manipulators and mobile
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robots cooperate, using a contract net, to provide the best sensing of a target for an inspection task. In [69],
task decomposition is performed by a planner, and subtasks are assigned using a contract net. The
ACTRESS architecture [57] also uses a variant of the contract net for a team of heterogeneous robots. In
ACTRESS, tasks are prioritized, and preemption of low-priority tasks may occur if a high-priority task is
failing. The LEMMING [70] system uses CNP, but reduces the amount of communications among robots by
having robots remember who responded to a particular request and assigning tasks to that robot directly in
the future (thus eliminating the announcement and bid stages of CNP). However, LEMMING does not use
acknowledgments for messages, and message loss could cause long delays on tasks. Further, in the event
that a robot suffered a failure, it would still be assigned tasks that it could not complete.
2.1.2.2 Utility Metrics Auction-based methods require agents to submit bids for a task that describe the
agent’s relative fitness to the task. There is no generally accepted means of determining the utility of a robot
to a task, but at least five approaches have provided their own metrics. As above, MURDOCH [30] [27] uses
the Cartesian distance between each robot and the task to determine their relative fitness. In [51], the cost of
using each sensor is considered, and the overall cost of achieving an observation is minimized. This implies
that the cost (in power consumed or the time taken to read the sensor) is already available and directly
comparable. In [104], the level of intelligence of an industrial manipulator varied from one to five based on
what capabilities its sensors allowed. [104] also discussed the utility of using a sensor, which was measured
in terms of response time or uncertainty. In [103], sensor utility is defined in terms of the position
uncertainty that results from using data from a particular sensor. Utility defers to a human-generated
preference ordering or sensor uncertainty in [26]. This approach uses the estimated time that a robot will
require to reach the task location as its metric, as will be discussed in Chapter 3.3.
2.1.3 Other Approaches
The Broadcast of Local Eligibility approach [101] uses Port-Arbitrated Behavior (PAB) to control the flow
of information between reactive behaviors in a subsumption architecture. Robots determine their own utility
for accomplishing the available task and inhibit nearby robots from being selected for the task accordingly.
This cross-inhibition results in the selection of a single robot. The approach in [101] requires a greater
amount of communication among robots than this approach (O(mn) form tasks and n robots, according to
[31], compared to an upper bound of O(n) for affective recruitment). In [101], the BLE approach is tested
against greedy and random methods, which is also true of this work.
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Other approaches to multi-robot task allocation include emergency handling [74] in which robots
respond to audible alarms and follow the sound gradient to its source. In [74], robots use communication
primarily to prevent multiple robots from responding to the same alarm. This is related to the problem of
recruitment, where the alarms take the place of a requesting agent. However, without a single agent acting as
an arbiter, the robots coordinate themselves through mutual inhibition. In [74], a shared data structure
(blackboard [19]) was used, and robots broadcast updates to the blackboard at a rate of 10Hz, leading to a
high impact on communications.
[40] [81] discusses the MOVER system, which is a distributed control system for a team of robots
performing a cooperative search and rescue task. When one robot finds a victim, all of the other robots come
help it (there is no selective recruitment, all robots must assist). The approach in [40] requires robust
communications: if there is a loss of communications, the robots will stall until communications are
restored.
[94] uses robot soccer to motivate coordination of robots through a shared, low-bandwidth,
unreliable communication channel. Communication requirements are reduced through locker-room
agreements, which are a priori strategies and formations that can be specified when required. Robots are
assigned roles that specify a set of behaviors, but a robot may have some autonomy in how to fulfill its role.
Through Periodic Team Synchronization (PTS), robots are allowed to periodically exchange information
without restrictions through broadcasts.
[1] describes the MARTHA project which was designed to manage fleets of robots. MARTHA uses
a plan-merging protocol, which works as follows: robots are given goals, for which they individually form
plans, and they are given the plans of all other robots in the team. These plans are then merged into a
directed acyclic graph (DAG) to determine an ordering that will resolve temporal constraints. Experimental
results with ten simulated robots and tests with three real robots are presented. A similar approach is taken
in [87], where three robots cooperated on a construction task, using task trees to resolve temporal
constraints. [87] mentions that the allocation of roles (tasks) to the robots in the team is necessary but used
fixed roles for experiments and did not indicate how role assignment should be done.
[82] and [58] detail work on the Scout robots, discussing how to allocate a limited communication
link that is shared among a group of robots. In this case, the robots are not autonomous (not enough onboard
processing to allow autonomy), so they need enough bandwidth to send video and other sensor information
and to receive motor commands. Allocation of bandwidth on the limited video channels is done in a
round-robin fashion, and the control channel is divided into time slices and portioned out according to the
25
desired update rate and user-defined priorities. No recruitment takes place, only management of the shared
communication channels.
[88] gives each robot a robot call queue to which tasks can be added or removed by other robots.
The test domain is mapping, and it is assumed that robots of different sizes are used. When a robot finds an
area that is too confined for it to explore, the location is added to the call queue of another robot that would
be small enough to fit. Each robot can decide whether to continue exploring nearby open areas or to begin
exploring locations on its call queue. Simulation results for two robots (one large, one small) were provided.
The task assignment in [88] is not up to negotiation, and robots are selected for their size. All transmissions
are broadcast, and it is assumed that the robots in the team are unchanging.
Ant behavior has been researched with regards to recruitment in swarms. Kumar and Sahin applied
recruitment to demining in [48], which is the task domain presented in this work. Krieger et al discuss
recruitment among ants in [46]. When an ant sees more food than it can carry, it will recruit more ants to
follow it back to the same location. However, in both works, there is no decision process for recruitment and
all robots are assumed to be homogeneous and on the same task.
[13], [78] and [2] provide surveys of the field of distributed robot teams. Jones and Mataric have
explored multi-robot coordination where robots use only their internal state with no communication [41]
[42]. [80] discusses a robot design using transputers to control different aspects of a robot, but the
implementation of sensing strategies was limited. [93] deals with the distributed communication and control
issues of spacecraft. [45] presents the HIVEMind architecture, in which robots have access to sensor
readings from the other robots in the team.
Other approaches come from the Distributed Artificial Intelligence (DAI) community. [85]
provides a good survey of DAI as it relates to this area, and discusses coalition forming in auctions. [91]
uses an argumentative negotiation model and case-based reasoning and coalitions in an object tracking
domain. The use of information invariants to automatically build teams with particular capabilities has been
explored in [23] [22] [35] [81].
2.2 Distributed Sensing
The affective recruitment strategy in this thesis attempts to solve the problem of bringing a robot (and more
importantly, that robot’s sensors) to a particular location. Distributed sensing systems deal with sensor
networks (static, distributed arrays of communicating sensors), sensor coverage and tracking (ensuring that a
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Table 4. Distributed Sensing Literature.
Approach Task Domain Communications
[95] Object Tracking Broadcast
[39] Sensor Coverage Broadcast
[34] Plume Source Search Broadcast
Byzantine Generals Problem [7] Object Tracking Broadcast
ASCENT [15] Network Connectivity Broadcast
[18] Object Tracking Centralized Control
[20] Sensor Dispersion
[32] Object Tracking 4-Neighbors
Directed Diffusion [36] Local Broadcast
deBruijn Graph [68] [37] [38]
[44] Military Recon
[54] Object Tracking
[97] Sensor Coverage Broadcast
target or area is completely observed), and remote perception. These areas overlap the problem of
recruitment for a distributed team of robots as follows:
• Sensor networks require communication among distributed sensor nodes. The individual nodes may
have insufficient power to transmit data frequently or over large distances [43], and nodes may fail at
any time. The strategies for overcoming these constraints apply to both distributed robot teams and
sensor networks.
• Sensor coverage and tracking require that multiple robots cooperate to observe a particular target or
area, which requires that the robots be able to share a common coordinate frame and localize relative
to each other. This is required for recruitment, because one robot must be able to find another robot in
order to assist. One insight that distributed sensing provides is that the tracked target itself can provide
the basis for a common coordinate frame [39].
• Remote sensing applies to one of the motivating domains for recruitment: distributed fault diagnosis.
A robot that detects a fault in its sensing might diagnose the failure or recalibrate based on the
external viewpoint provided by another robot [53].
Many of these systems simply broadcast all status and sensor updates, which leads to poor scaling
performance. An overview of the literature is shown in Table 4.
[95] describes the combination of sensor observations among a team of robots (using Bayes’ rule
and Kalman filters, and assuming a common coordinate frame and perfect localization for the robots). Their
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approach relies on having each robot broadcast its location and sensor readings to the other robots.
Similarly, in [39] and [92], robots continuously broadcast their position in a common coordinate frame to
produce complete sensor coverage of a target. In [92], the team consisted of three robots that broadcast their
relative bearing to the target at 15Hz.
[34] uses a simple broadcast among robots searching for the source of an odor plume, and presents
results on three types of broadcasts when the plume is detected: NONE (no communication), ATTRACT, and
KILL. Results show that ATTRACT (a form of recruitment) uses a much larger amount of team energy to
complete the task than KILL, which simply shuts down all robots other than the one that detected the plume.
[34] indicates that a solution that requires slightly longer running times may provide dramatic improvements
in other areas (in this case, team energy expenditure). Similarly, the affective recruitment approach will take
slightly longer to complete than greedy techniques, such as MURDOCH, but with an improvement in
communication load.
[7] uses an analysis of the Byzantine Generals Problem (BGP) to introduce a sensor fusion
approach that reaches an agreement across a distributed network of sensors. BGP deals with reaching a
consensus in a distributed system where some nodes are unreliable or malicious. The algorithm is shown in
theoretical terms and compared to other similar algorithms. In affective recruitment, it is assumed that all
robots are cooperative.
In [15], an algorithm is presented to support routing through an ad hoc network, such that distant
nodes can be connected without any centralized control. This would be a useful addition to the affective
recruitment approach, as it allows robots to stay in contact with those that would otherwise be out of
communication range.
A distributed sensing system is described in [18], where a set of cameras mounted in an
environment is used for localization of a mobile robot. Once the cameras are calibrated, they cannot be
moved, and all processing is done centrally. Since this work focuses on the use of sensors attached to fully
decentralized mobile robots, [18] does not directly apply.
[20] presents control laws to coordinate a group of robots using a Voronoi graph to spatially
distribute the robots evenly. Simulation results are provided for 16 robots in a polygonal environment
(assuming holonomic robots with isotropic 360◦ sensors), but no results are provided for real robots. The
method of communication among the robot team was not discussed.
[32] discusses a sensing network for acquisition and tracking of targets primarily for military
purposes, and studies the delays involved in processing and propagating information through the network.
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Simulation results are provided for the delays in transmission from one node to another. [32] assumed that
the sensors are placed in a regular pattern (i.e. a regular grid with four neighbors per node), which makes it
largely incompatible with mobile robots, whose arrangement is dynamic.
[36] introduces the idea of directed diffusion, which is a method for distributing information in a
(mesh-like) sensor network. The basic principle is that sensing tasks (interests) are sent into the network and
propagate to the required sensors. Sensor readings then propagate back, retracing the path made by the
initial request. The intermediate nodes along that path may be required to relay information from multiple
sensors “downstream” from themselves (the authors refer to the flow of information as a gradient), and this
affords them the opportunity to perform aggregation or fusion of the data in parallel. [36] presents some
results from simulation and real network tests, with up to 250 nodes and 20% node failure rates, using
energy dissipation and network delays as metrics.
[68] and [37] illustrate that a sensor network can be organized as a multi-level deBruijn graph of
binary trees. The resulting network structure is argued to be tolerant of failure of any of the nodes while
maintaining a small diameter. [38] expands on this, providing a formal description of the problem of
integrating information across a number of sensors where the readings from a particular sensor may have
bounded (from tame to wild) inaccuracy. Simulation results for 60 sensors, of which 23 were faulty, are
provided, but the work is still largely theoretical.
[44] discusses the issue of placing sensors in a hostile area such that coverage is achieved while
maximizing the effort required for an enemy to damage or destroy the sensors. [44] is largely theoretical,
and does not seem to apply outside of the game-playing or military scope. [54] provides an algorithm for
fusing range readings of multiple targets using range readings. It employs Dempster’s rule and Hidden
Markov Models, but has no real bearing on other sensor modalities or mobile robots.
[97] focuses primarily on using multiple robots to simultaneously observe an object from different
directions in order to reconstruct the object from sensor readings and identify it. The robots in that work
shared all of their sensory information, so there was no recruitment required. Similarly, [17] is a one-page
brief on determining the number of sensors required for uniquely identifying targets in an n-dimensional
space, using graph and coding theory for analysis.
In [102], the authors describe a robot system that uses multiple sensing modalities to explore an
area and present a human operator with a summary of the interesting places in the environment. [102] deals
with remote sensing, but only in the sense that the robot is remote and has sensors. [96] provides a formal
framework for sensor allocation, but does not go much into the practical details. This paper is largely
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Table 5. Summary of literature applying emotions to robots. Note that HRI refers to Human-Robot Interac-
tion.
Approach Domain Simulated Robots Real Robots
[64] Resupply N/A 2
[3] Entertainment N/A 1
[59] [60] [61] Exploration, HRI 1
Simo´n [98] HRI 1 N/A
Yuppy [99] Entertainment, HRI 1 1
KISMET [6] [5] HRI N/A 1
Cherry [52] HRI 1 1
PETEEI [25] Entertainment 1 N/A
theoretical, and provides only numerical examples rather than experimental results. [100] is one of the more
recent papers on simultaneous localization and mapping (SLAM) with detection and tracking of moving
objects (DTMO).
2.3 Emotions and Affective Computing
This approach applies a cognitively plausible emotional model from Ortony, Clore, and Collins [72] to the
problem of multi-robot task allocation. A survey of the previous research in using emotions to control robots
is provided in Section 2.3.1. The basis for the emotional model used in this thesis is provided in
Section 2.3.2.
2.3.1 Emotions in Robots
An overview of literature in which emotions have been applied to robotics is provided in Table 5. Robotics
researchers have applied emotions in two basic approaches. The first approach, which is taken by this work,
is to use emotions to modulate the behavior of a robot, especially with regards to cooperation in a team. In
[64], an emotional model was used to prevent deadlock in a robot team in a resupply task: one robot served
refreshments and would request assistance from the other when supplies ran low. Rather than waiting for
help that might never arrive, the serving robot would become increasingly frustrated, and eventually either
attempt to intercept its assistant or resupply itself directly. Meanwhile, the assistant’s emotional reactions
caused it to change the parameters of its behavior if it was stymied, i.e. moving faster and more aggressively.
Other approaches tend to use emotions to generate behavior, usually based on conflicting internal
drives, for action selection within a single agent. In [3], a Sony AIBO robot dog was programmed with
biologically inspired drives (hunger/thirst, investigative/curiosity, play/boredom). In [59] [60] [61], a robot
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was programmed with motives (hungry, distress, bored, explore, etc.) that influenced the robot’s pattern of
behavior while it attempted a complex task (findings its way around a conference and giving a talk). [98]
and [99] discuss the Cathexis architecture, first through a simulated toddler named Simo´n [98] and second
with Yuppy, an emotional pet robot [99]. Yuppy had four drives relating to battery charge, temperature,
energy, and interest levels, and Simo´n had these plus thirst. These works tend to ground the agent’s
emotions in its own physical needs; for instance, in [60] and [99], a “hunger” motive was linked to the
robot’s need to recharge itself. This is explored in [79], which suggests that emotions can only exist where
they are required for survival in “wild” environments. [79] justifies this with an examination of the Fungus
Eater idea, in which an agent must spend time and resources acquiring energy, though this is incidental to
completing its goal and leads to no direct reward. With the exception of [60], however, these works do not
tend to move beyond existence proofs.
Emotions are also employed in human-robot interaction studies. Robots that display emotional
responses may be considered more intelligent or “life-like” by humans. KISMET [6] [5] uses an expressive
robot head to engage and interact with people based on underlying emotional motives. Cherry [52] was
designed to be “socially intelligent” to fit into an existing social structure (a university office environment).
Emotions regulated the performance of, and reaction to, office tasks. Cherry is able recognize faces as it
interacts with people and attempts to act accordingly (for instance, addressing full professors more
respectfully than graduate students). PETEEI [25] modified its emotional process based on its experiences,
and learned to associate events with emotional states, but was only tested in simulation. [12] and [84]
provide further surveys of work in emotion as it applies to robotics.
2.3.2 OCC Model of Emotions
This work builds on a formal model of emotions developed by Ortony, Clore, and Collins, and is referred to
as the OCC model [73] [71] [72]. An overview of the model is shown in Figure 5. The OCC model
considers emotions as reactions to events in an agent’s environment, or reactions to agents. The reactions
can be positive (such as joy and admiration) or negative (such as distress and reproach). Emotions also have
a valence, or intensity, which indicates how strongly a particular emotion is felt. In the OCC model,
emotions are divided up into four categories: goal-based, standards-based (also referred to as attribution
emotions in earlier work), attitude-based, and compound. These categories will be described below.
Goal-based emotions pertain to the accomplishment of a goal or the anticipation of an event that
may prevent achieving the goal. An emotional reaction may be induced by an event, such as the completion
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Figure 5. The OCC model. Note that this was reproduced from [72] p. 195.
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Table 6. Standards-based emotions (also called Attribution emotions). These are based on which agent is
being reacted to and whether the reaction is positive or negative. Note that this was reproduced from [73]
p. 136.
Identity Appraisal of Agent’s Actions
of Agent Praiseworthy Blameworthy
Self approving of one’s own praisewor-
thy action (e.g., pride)
disapproving of one’s own blame-
worthy action (e.g., shame)
Other approving of someone else’s praise-
worthy action (e.g., admiration)
disapproving of someone else’s
blameworthy action (e.g., reproach)
Table 7. Standards-based emotions in which an agent has a negative reaction to its own actions. The “strength
of the cognitive unit with the actual agent” refers to how closely related the reacting agent is to the agent being
appraised; if they are not at all related (i.e. complete strangers), the reaction will be weaker than if they are
closely related (i.e. best friends). Note that this was reproduced from [73] p. 137.
SELF-REPROACH EMOTIONS
TYPE SPECIFICATION: (disapproving of) one’s own blameworthy ac-
tion
TOKENS: embarrassment, feeling guilty, mortified, self-blame, self-
condemnation, self-reproach, shame, (psychologically) uncomfortable,
uneasy, etc.
VARIABLES AFFECTING INTENSITY:
(1) the degree of judged blameworthiness
(2) the strength of the cognitive unit with the actual agent
(3) deviations of the agent’s action from person/role-based expectations
(i.e., unexpectedness)
EXAMPLE: The spy was ashamed of having betrayed his country.
or frustration of a goal (leading to joy or distress, respectively). An agent can also react to the prospect of
attaining a goal (hope) or the prospect of failing to achieve a goal (fear). Perceived threats to the agent’s
ability to achieve a goal can induce reactions of relief if the goal survives the threat, and disappointment
otherwise.
Standards-based emotions are reactions to the actions of agents. There are four variations on these
emotions, depending on whether the reaction is positive or negative, and whether the agent experiencing the
emotion is the same as the agent being reacted to. This is shown graphically in Table 6. Standards-based
emotions are useful in multi-agent teams because they enable an agent to weigh its own actions, and the
actions of other agents, in a social context. The SHAME emotion used in this work is a standards-based
emotion that represents the degree to which each robot is not helping the team to meet its objectives. SHAME
is an agent’s negative reaction to its own action; in this work, ignoring requests for help. This type of
emotion is described in Table 7.
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Compound emotions are a combination of goal-based and standards-based emotions. A compound
emotion may be induced by the co-occurrence of a goal-related event (such as completion of the goal) and
appraisal of the agent that caused the event (such as gratitude to another agent, or gratification if the agent
completed the goal itself). Finally, attitude-based emotions capture more long-term reactions of one agent to
another. For example, if an agent tends to induce positive reactions, other agents may develop a positive
attitude toward it.
2.4 Foundation of Approach
This thesis builds on previous research that was introduced above. In particular, the following ideas from the
literature are incorporated into this approach:
• Contract Net Protocol [90] [21]. The contract net protocol specifies a sequence of messages between
members of a distributed agent system to assign tasks. The first message is a task announcement that
specifies what capabilities are required to perform the task, a description of the task, how task fitness
will be measured, and an expiration time for bidding. Interested agents can submit a bid for the task,
and one or more agents are awarded the task as a result. Numerous other approaches have used
variants of the contract net protocol [30] [4] [10] [57] [70] [83] [69].
• Computational model of emotions. This approach uses one aspect of the OCC model [72] [73] [71],
the standards-based emotion SHAME, to provide motivation for multi-robot task allocation.
• Broadcast communications. The dominant mode of inter-robot communication in the literature is
broadcast messaging, appearing in [75] [30] [95] [39] [34] [7] [15] [36] [97] [56] [74] [92] [88]. In
this approach, robots will communicate using broadcast communications exclusively. This decision is
justified in Chapter 4.2.3.
2.5 Summary
This chapter has provided a survey of the research in multi-robot task allocation, emotions in robots, and
distributed sensing. A summary of the literature is provided below.
There are a variety of approaches to the multi-robot task allocation problem, of which two are
particularly interesting for this thesis: MURDOCH and ALLIANCE. The MURDOCH system [30] relates
to this thesis as follows:
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• This approach and MURDOCH both use the Contract Net Protocol [90] [21] with a first-price auction
[63] to perform task allocation for a distributed team of robots. This appears to be the best strategy for
distributed task allocation, as it is tolerant of communication losses and does not require that the
robots work toward a common goal.
• Both MURDOCH and this approach assume that robots cannot be preempted from their tasks.
• [30] recognizes that robots will have different capabilities and contributes the idea of using metrics to
discriminate among robots for a task. This thesis borrows the metric idea to determine which robot
will be assigned a task. In MURDOCH [30], the metric is the distance between the robots and where
the task will take place. In this thesis, the metric is the estimated time required to cover that distance.
• The fundamental difference between MURDOCH and this approach is what happens between the
arrival of a task announcement message and a bid response by the robot. In MURDOCH, each robot
will immediately respond with a bid. Thus, the communication load for MURDOCH is O(n),
increasing linearly with each new robot in the team. In this thesis, each robot will first evaluate its
emotional state, and only return a bid if sufficiently motivated. The worst case communication load
for this approach is also O(n), but simulation results in Chapter 4.2 indicate a statistically significant
reduction in communications overhead by 32% on average. This difference in strategy has three
implications. First, the reduced load makes this approach more appropriate for applications involving
very large teams, low-power devices, or stealth requirements. Second, MURDOCH is an
instantaneous greedy scheduler, and its performance depends on the order in which tasks arrive. It is
easy to construct scenarios in which the greedy approach causes a poor decision, resulting in as little
as 12 of the optimal utility [28]. While no claim is made here about the optimality of this approach, it
can find better solutions (as shown in Chapter 4.2). Third, by using an internal motivation within each
robot, this approach tends to distribute recruitments evenly among robots that are otherwise equally
suited to the task. MURDOCH will always recruit the closest robot, which may cause excessive use of
a subset of the robot team.
• MURDOCH uses a subject-based messaging system requiring all robots to share a common
namespace. The implementation in this work uses a class-based messaging system that allows new
messages to be added at any time.
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This work extends ALLIANCE [75], which is an architecture that uses internal motivations within
each robot to control task selection. This work borrows the idea of using a motivational system to regulate
task allocation. However, there are five differences between this work and ALLIANCE.
• In ALLIANCE, individual robots are able to choose new tasks for themselves, where in this work,
robots bid for tasks and the best bid is chosen.
• In ALLIANCE, robots may abandon their current task when they detect a lack of progress. In this
work, robots cannot be preempted from tasks.
• ALLIANCE uses regular broadcasts to allow each robot to monitor the progress of the rest of the
team, whereas this approach only uses the communications channel when a new task is being
allocated.
• ALLIANCE requires that robots operate over the same set of tasks, and this approach makes no such
assumption.
• This work uses a model of emotions as a basis for robot motivation, but ALLIANCE does not.
There are two issues in this research that fall into the area of distributed sensing and sensor
networks: determining the best sensor for a particular sensing task, and fault tolerance in terms of both
unreliable communications and robot failures. However, the problem of matching sensors to tasks is still an
open issue, and no solutions were found in the literature. As a result, an ad hoc but extensible metric, the
estimated time that a robot will need to reach the task location, is used to estimate a robot’s fitness to a task.
Metric fitness functions are discussed further in Chapter 3.3. Regarding fault tolerance, most distributed
sensing approaches favor the use of frequent broadcast communications, so the loss of any particular
message has little impact. Unfortunately, most of these approaches cannot yet be applied to the mobile robot
recruitment problem, either because they assume a particular configuration of stationary nodes or assume
that all nodes are already cooperating on the same task (and thus, there is no need for recruitment).
Models of emotions have been used in other robotics research. The most common use appears to be
homeostatic control, where the robot uses drives and emotions to maintain an internal state (for example, to
keep its battery charge at an acceptable level, or to detect a lack of task progress). Applications favor
entertainment and human-robot interaction, with only one case where emotions were used for controlling
team interactions [64]. No work has been found that applies a model of emotions to multi-robot task
allocation. The underlying emotional model for this work is taken from Ortony, Clore, and Collins [73] [71]
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[72]. In that model, emotions are generated in reaction to goal-related events and the actions of agents. This
work borrows the SHAME emotion from the standards-based category of the model, which represents the
degree to which a robot has a negative reaction to its own refusal to help another member of the team.
Given this body of research, it is apparent that although there are numerous strategies for solving
the recruitment problem, the best existing methods have a high communications overhead, are prone to
making poor decisions [28], or make assumptions about the robot team that may not be true (i.e. that all
robots will operate on the same set of tasks, or have a shared world model). The approach presented here
uses a different strategy, which is to apply a model of emotions. Emotions have been used in robots in the
past, but the literature has only identified one instance where have they been used for team coordination, and
there are no instances for task allocation (as the work in [64] assumed static roles for the robots). Distributed
sensing research has not provided a clear solution to matching the best sensor to a sensing task, and suggests
overcoming failures through redundancy. The affective recruitment approach, presented in the next chapter,
applies emotions to the recruitment problem to reduce the communications overhead but without sacrificing
robustness and without putting additional constraints on the robots. This approach builds on the Contract
Net Protocol [90] [21] using an emotional variable from the OCC model [73] [71] [72] with broadcast
messaging.
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Chapter Three
Approach
This thesis presents an approach to multi-robot task allocation, focusing on the problem of
recruitment, in which one robot requests the assistance of another robot in order to complete a task. The
recruitment strategy is based on the contract-net protocol (CNP) [90] [21] similar to that used by
MURDOCH [30] but uses emotions instead of acting as an instantaneous greedy scheduler. This recruitment
approach matches exact requests for types of percepts (processed sensory information that can guide
motion, such as a polar range plot), but favors those with a higher fitness, and is guaranteed to succeed if an
appropriate robot is available and in communications contact with the requesting robot. This approach does
not require the robots to model each other: the robots need not know what other robots are in the team or
what their capabilities are. The use of emotions results in a lower use of communications bandwidth
compared to the greedy approach, recruitment that is less dependent on the order in which requests arrive
[30], and the capability of finding solutions that a greedy approach would miss [28].
This chapter begins with a discussion of the communication protocol used in this approach in
Section 3.1, followed by a formal description of affective recruitment in Section 3.2. The issue of
determining the fitness of a robot for a task is explored in Section 3.3. A summary is provided in Section 3.4.
3.1 Robust Communication Protocol
In this approach, a fixed recruitment communication protocol begins with a robot (requester) broadcasting a
request for assistance (in the form of a HELP message), and ends when another robot (responder) has
arrived and begun performing a task on behalf of the requester. The communication protocol is independent
of the allocation method, and could be used with other systems.
As discussed in Chapter One, three communication issues guide the design of this protocol. First,
the recruitment algorithm should use a minimal amount of bandwidth. Applications that require low-power
or stealthy behavior benefit from prevention of unnecessary transmissions, and in any case, the
communication requirement should scale well with the number of agents. Second, the delivery method for
messages is broadcast. There are two primary network messaging modes that are relevant to this work:
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Table 8. Recruitment protocol messages and parameters.
Message Parameter Description
HELP Percept The percept that is required for the task. Any robot that can
provide that percept can respond, regardless of how the percept
is produced.
Location The location where a recruited robot is needed. This is rep-
resented in a common coordinate system, such as latitude and
longitude.
ACCEPT ETA The estimated time for the transmitting robot to arrive at the
location provided in the HELP message. As discussed in Sec-
tion 3.3, this could be replaced by a more general fitness func-
tion.
RESPONDER ID A unique identifier representing the robot that has been chosen
(recruited) to perform the task.
ARRIVAL Lease
duration
The amount of time, in seconds, that the robot is willing to stay
and perform the task it was recruited for.
AGREE (no parameters)
ACKACK (no parameters)
unicast and broadcast. Unicast messaging implies that transmitted messages are received by at most one
recipient. Broadcast implies that transmitted messages are received and read by all receivers in range. In our
test domain, the real robots used a wireless network to communicate. Wireless Ethernet channels are a
shared medium, so any transmissions are automatically broadcasts, and received packets that are not
intended for a particular robot are simply ignored. As a beneficial side-effect, the amount of network traffic
scales slowly with the size of the robot team as is shown in Chapter 4.2. Broadcasts are typical of other
multi-robot task allocation methods, including ALLIANCE [75] and MURDOCH [30], though some
approaches use unicast messaging (i.e. LEMMING [70]). See also Chapter 2.2. The third design issue is
that the protocol must be robust in terms of network failure. In a fully distributed system, it is assumed that
anything can fail at any time, and that no member of the team should wait forever for a failed robot to
respond. Therefore, the recruitment protocol is based on a 3-way TCP/IP handshake and recovers gracefully
from lost messages or failed robots.
The recruitment protocol uses a set of six messages. Each message contains the ID number of the
sender, the ID number of the recipient, if any, and a message type. There are six message types in the
recruitment protocol: HELP, ACCEPT, RESPONDER, ARRIVAL, AGREE, and ACKACK. The contents of
the messages are detailed in Table 8.
The protocol is shown graphically in Figure 6. The protocol begins when the requester robot
broadcasts a HELP message with its location and a percept that a robot must have to be a responder. If
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Figure 6. Recruitment protocol in terms of the messages sent between robots.
another robot decides to assist, then it responds with an ACCEPT message that contains an estimate of the
time needed to reach the requester based on the location provided in the HELP message and the robot’s rate
of travel. The process by which a robot decides whether to assist is described in Section 3.2.
When the requester robot receives at least one ACCEPT message, it broadcasts a RESPONDER
message to all robots with the ID of the chosen responder. For the responder robot, this serves as
confirmation that its offer to help was accepted, and it will begin moving to assist. For all other robots, this
message is an explicit notification that their help is not needed. Though the protocol resembles that used in
MURDOCH [30], the protocol was developed independently. The HELP, ACCEPT, and RESPONDER
messages in this approach are equivalent to the task announcement, bid submission, and close of auction
messages in MURDOCH, respectively.
The second stage of the protocol begins when the responder robot arrives near the requester robot
and provides an ARRIVAL message, which contains the duration of a lease. Leases are a useful tool for
distributed systems, as they prevent deadlock in the case of a partial failure (i.e. one robot stops responding).
By offering a lease, the responder robot indicates that it is willing to stay and perform a task for the duration
of the lease, which is measured in seconds. If necessary, the lease can be renewed (extended) to keep the
responder on task for as long as necessary. When the lease finally expires, either because the task has been
completed or because the requester is no longer responding, then the responder robot has done all that it was
asked to do and is free to resume its own tasks. If the requester robot agrees to the lease, then it will respond
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with an AGREE message. Finally, the responder robot will send an ACKACK message and begin the new
task. These three messages (ARRIVAL, AGREE, ACKACK) can be repeated as necessary to extend the lease.
Once the task is complete, the agreed lease duration will expire and the recruitment ends.
The robustness to communication failures in this protocol results from the expectation that a robot’s
transmission will produce a particular reply. For example, HELP messages produce ACCEPT responses. If a
robot transmits a message and does not receive an expected reply, then either no robots were in
communications range, or no robots chose to reply, or there was some sort of communications failure. The
robot can simply retry if an expected message does not arrive within a short period of time. In the
experiments in Chapter Four, if the requester did not receive an expected ACCEPT message within five
seconds, or any other message within fifteen seconds, then it would time out and start the protocol from the
beginning. This protocol could also be implemented such that the robot attempts to recover from its current
state without starting over.
3.2 Formal Description of Affective Recruitment
The affective recruitment strategy uses an emotional model to determine under what conditions a robot will
respond to a HELP message, assuming that it is otherwise available (not on task, able to provide the required
percept). The model currently uses a single standards-based emotion [72] [73] [71], SHAME, that modulates
responses to HELP messages and determines when a robot will allow itself to be recruited. The notation for
this model will be presented first, followed by details on how to choose the parameters, and then a
discussion of the operations.
The notation used is as follows. Given a team of n robots, {r1, . . . , rn}, each robot ri in the team
maintains a level of SHAME, si, such that 0 ≤ si ≤ 1, and si is initialized to zero. As a robot refuses to help
its teammates (by ignoring HELP messages), its SHAME increases. When its level of SHAME, si, passes a
threshold (introduced below), the robot will respond. Once the robot decides to respond, its SHAME will be
reset to zero (just as motivations in ALLIANCE are reset when they cross a threshold [75]). A summary of
the notation is provided in Table 9.
The primary parameters for SHAME are the decay rate, threshold, and accrual rate. The SHAME
decay rate will be discussed first, with the remainder to follow. The use of a decay function for emotions is
mentioned in [71] [79] [98], but none of these provide guidance as to how the emotion should decay. [98]
suggests that it can be linear or according to some other function. Other applications of emotions to robots,
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Table 9. Summary of the notation used in affective recruitment.
Symbol Description
ri The ith robot of the team
si SHAME of the ith robot
t SHAME threshold
ηi Estimated time of arrival for robot i to the task location
d() Function that determines fitness (over [0, 1]) given a time to arrive (over
[0,∞))
mi = d(ηi) Fitness of robot i to the requester’s task
mideal Typical fitness of the ideal responder
∆T Total time elapsed since last received HELP message
k(∆T ) SHAME decay (a function of elapsed time)
τ Maximum amount of time that requester waits for an ACCEPT message
before giving up and sending another HELP message
such as [3] and [6], appear to use a linear decay (upon inspection of motivation over time plots in their
publications). In this work, SHAME decays linearly, but any function can be used.
Four additional terms affect the behavior of affective recruitment. Each ri has a threshold, t, where
t ≤ 1, that determines the point at which the robot will respond. c is a constant that is added to si each time
ri ignores a HELP message. d() is a fitness function that increases si based on how well suited ri is to the
task. In this case, d() is a function of the estimated time, ηi, that ri would need to reach the requester. Let
the actual fitness of robot ri with estimated time ηi be denoted asmi, wheremi = d(ηi).
Note that a more sophisticated metric of a robot’s suitability for recruitment could be used. Such
metrics could include additional attributes of the robot and task, such as the update rate, sensor resolution, or
power cost. Metrics are addressed in more detail in Section 3.3.
k() is a decay function in terms of elapsed time ∆T since the previous received HELP message. τ
is the amount of time that the requester will wait after sending a HELP message before giving up and
sending another. Note the difference between τ and ∆T , as follows: τ pertains only to the requester and
determines how quickly it will retransmit a HELP message when it receives no response. ∆T pertains to the
remainder of the robot team, and is the elapsed time between received HELP messages. τ is a constant,
where∆T can vary with communication failures and the amount of time between recruitment episodes.
When a HELP message arrives, each robot ri will first account for the decay of its SHAME since the
previous request. Rather than have SHAME decay incrementally over time, the total amount of decay k(∆T )
is subtracted from si at once. That is, si is updated as si = si − k(∆T ). Next, if si > t, then robot ri sends
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an ACCEPT message to the requester that includes its fitness ηi. Otherwise, if si ≤ t, then ri ignores the
request and si is updated as si = si + c+ d(ηi).
The requester robot will continue to send HELP messages every τ seconds until it receives an
ACCEPT message in reply. If the requester receives more than one ACCEPT message in response to a
single HELP broadcast, then it will examine the ACCEPT messages and choose the sender that specified the
best fitness to the task (in this work, the least time needed to arrive). Note that there may be delays in the
communication system that prevent an ACCEPT message from arriving until after the next HELP message
is sent. However, the requester will consider any ACCEPT message that it receives, regardless of which in
the sequence of HELP messages prompted it.
It may be desirable for this recruitment process to take place instantaneously, especially if there is
an “emergency” condition for which any available robot should respond, regardless of its relative fitness to
the task. This approach also allows for such an “emergency” recruitment, in one of two ways. First, the
requester could send out a rapid succession of HELP messages, which would quickly motivate one or more
robots to respond. Second, the HELP message could be modified to include the threshold value t (such that
the requester specified at what point another robot would respond), and this threshold could be set to less
than zero. The latter would cause affective recruitment to revert back to a greedy instantaneous scheduler.
However, affective recruitment has not been tested for “emergency” recruitment.
The performance of this approach depends on the choice of the values c, t and the functions
d(), k(). In general, affective recruitment will
• require fewer messages than greedy if c+ d() > t is generally true for a small subset of the robot team
(ideally, only the requester’s immediate neighbor or neighbors); that is, if one robot accrues enough
SHAME in a single request (accruing c+ d()) to exceed the threshold t, then that single robot will
respond, thus conserving bandwidth,
• behave exactly like the greedy approach if t < 0, because the least SHAME that a robot ri can have is
zero, so si ≥ 0 > t would always be true; thus, ri would always send an ACCEPT message when a
HELP message is received, and
• require more messages than greedy if c+ d()≪ t, because si only accrues c+ d() per request, and
many requests would be necessary to make si > t. Further, if c+ d() is constant, then all robots will
exceed t together and respond at once, leading to a large communications overhead.
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The effect of these parameters on the overall performance of the affective recruitment approach is
as follows. There are two sources of messages in this protocol: the requester, and any number of
responders. In the greedy approach, one request causes responses from all other robots; if there are n robots
in the team, then one HELP message will cause n− 1 ACCEPT messages. In the affective approach,
multiple requests may be required before any response occurs: larger increases in SHAME per request result
in a smaller number of requests before some si > t. Similarly, the number of responses to any single request
will tend to increase with the amount of SHAME per request. Finding the point at which a minimum number
of requests generates a minimum number of responses will produce the best performance for affective
recruitment. The total number of messages would be the sum of the requests and responses. Unfortunately,
it is difficult to find the ideal amount of SHAME to assign a robot for ignoring a request to reach this
minimum. Thus, reaching the best possible performance is not straightforward. However, appropriate values
can be found heuristically. A discussion of how the values were chosen for the experiments in Chapter Four
can be found at the end of this section. It is recommended that the parameters be chosen as follows.
• Determine an acceptable upper limit l to the number of requests that can be issued without a response.
• Determine what the typical fitness of the ideal responder will be, denoted here asmideal. If the time
to arrive is used as a fitness metric, thenmideal would be the average time that a robot would require
to reach its nearest neighbor. For a sensor network,mideal could be the expected distance between
neighboring nodes.
• Specify the period of time τ that will elapse after a HELP message before the requester gives up on an
ACCEPT response and tries again. For the experiments in Chapter Four, a value of τ = 5 seconds was
used.
• Select an initial value for the threshold t, such as 0.75.
• Select an appropriate decay rate k(∆T ) for your domain. Simply determine how long the motivation
from one recruitment should persist and invert that value. For instance, to have all SHAME decay after
200 time units, let k(∆T ) = 0.005×∆T .
From these values, set the parameters as follows:
c = t/l,
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(a) (b)
Figure 7. Example of average best fitness being used to generate replies. In this case, robot 6 makes a request,
shown in (a). This will be ignored, but the SHAME of 6’s nearest neighbors will exceed the threshold t as
a result. This causes them to respond to the second request, shown in (b). Note that while the rest of the
team would have increased their SHAME only those within a radius of mideal would respond. In the greedy
approach, all of the other robots would have immediately responded, resulting in more communications than
necessary.
d(mi) =
t ·mideal
mi
− c+ k(τ)
wheremi is the relative fitness of robot ri. If set in this way, a requester will tend to be answered quickly
(after two calls ifmi < mideal), and should never require more than l requests before a response (though
this may vary with the decay rate k()).
As an example, consider the case where a group of robots are deployed in an irregular pattern, such
that the approximate distance between the robots is controlled, but the formation of the robots may change
dynamically. This is consistent with the motivating problem in Chapter 1.2, where robots may be confined
to small areas that they search, but their positions within those areas are variable. Suppose that the robots are
homogeneous, and the metric for fitness is the distance between them. If the SHAME parameters have been
chosen as explained above, then all robots within a fixed radiusmideal of the requester will respond, while
the others remain silent. This is shown graphically in Figure 7.
Chapter Four describes experiments that tested the performance of affective recruitment in
simulation and on real robots. To facilitate this discussion, the parameters for those experiments are
provided below, as well as in Chapter Four. These can be used as a starting point for choosing the
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parameters for a new domain. The threshold t was chosen to be 0.75, and c = 0.2 was selected so that
distant robots would tend to respond after approximately four requests. Two fitness functions d(ηi) were
used in the experiments, where ηi represents the estimated time a robot ri would require to reach the
requester. The first is linear: d(ηi) = 0.5/ηi was chosen so that a robot ri responded within two requests if
it was within 1 unit of the requester, and d() had little effect beyond 10 units. The second was non-linear:
d(ηi) = 2.5/η2i . The purpose of these different choices for d() are discussed in Chapter Four.
The decay function k() determines how quickly ri will lose its SHAME after ignoring a request.
The function k(∆T ) = 0.005×∆T was used so that ri would lose SHAME acquired from a single request
in about 40 seconds, and would require 200 seconds to go from si = 1 to si = 0. This relatively low rate of
decay keeps ri responsive to the needs of the team; if the decay were faster, then periodic requests would
tend to be ignored. If the decay were negative, then ri would tend to “want” to help more over time until it
was recruited and si was subsequently reset to zero.
3.3 Multivariate Metric Evaluation Functions
This approach uses a measure of the suitability of a robot to respond to a particular request for help, or
fitness metric, to increase a robot’s SHAME. Gerkey and Mataric´ describe metrics as a means of
discriminating among a team of robots to choose the robot best suited to the task at hand [30]. However, the
only examples provided are the Cartesian distance between the robot and task location [30] (which does not
consider the robot’s velocity or route) and the computational load of each robot [27]. The literature does not
provide a consistent or extensible means of measuring the fitness of a robot to a task. Such a fitness measure
is beyond the scope of this thesis, but the motivation for developing this measure and the challenges that it
presents are provided below. For the purposes of testing, the fitness metric used for experimentation in
Chapter Four was an estimate of the time required for the robot to reach the task location.
Consider that a robot is needed for a task, and that completing the task requires certain capabilities,
such as detecting a mine and avoiding obstacles. Multiple robots in the team may have suitable sensors,
effectors, and algorithms, but their relative fitness determines which robot is recruited to perform the task. It
is assumed that the requirements of the task are known, and can be described as a collection of individual
capabilities (described below). Each robot, upon receiving a request that carries certain requirements, can
determine its own suitability to the task and update its SHAME accordingly.
As discussed in Chapter 2.1.2.2, at least six methods have been used to measure the fitness of a
robot to a task:
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• Cartesian distance between robot and task. This method has been used by Gerkey and Mataric´ in
MURDOCH [30] [27].
• Estimated time for robot to arrive at task location. This is related to the Cartesian distance, but also
accounts for heterogeneity in the robots, especially their velocity. This thesis uses the estimated time
metric.
• Cost of performing the task. This method has been used by Lindner and Murphy [51] and Zheng
[104]. Cost can be measured in terms of the power (or some other finite resource) consumed.
However, accurately estimating the cost of a task can be difficult.
• Reduction of uncertainty. The degree to which a robot’s sensors can reduce uncertainty in its readings
has been considered by Xu and Vandorpe [103] and by Gage and Murphy [26].
• Update rate. In [104], Zheng incorporated the response time of a robot given a particular sensor into a
utility measure.
• Ad hoc. The relative utility of each robot or sensor can be enumerated by a human, as was done by
Gage and Murphy [26].
The following attributes could also be used to determine the fitness of a robot (or the robot’s
sensors) to a task, but instances of these have not been found in the literature:
• Maximum scan angle. A robot may only be able to provide the desired percept over a certain angle.
• Sensor resolution. Two sensors might measure the same property (for instance, range), but may do so
at different resolutions (for instance, one may measure accurately to within a millimeter, and the other
may round to the nearest meter).
• Maximum range. Sensors can often only measure over a particular range. For instance, cameras may
have a fixed focal length and zoom, and the time that a sonar transducer waits for an echo may limit
its effective range. This also refers to the particular frequencies or concentrations that a sensor can
measure; for instance, some cameras may detect visible light where others detect only infrared.
Ideally, a fitness metric would be capable of considering any or all of these measures.
Note that the problem of determining the relative fitness of a robot to a task using a combination of
these attributes is difficult, for the following four reasons.
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• In a distributed robot team, each robot must determine its own fitness without any information about
the capabilities of other robots. The team itself is dynamic, and it cannot be assumed that the
capabilities of all robots are known globally. Thus, the robot cannot do a comparison to other robots
directly; the metric must be objective.
• The metric must allow disparate attributes to be combined and compared directly: bounded values
such as probabilities (bounded in [0, 1]) and angles (bounded in [0, 2pi)) must be comparable to
unbounded values, such as time or distance (over [0,∞)). It may be possible to scale the values into a
common range, but such scaling would require balancing the attributes against each other, which
could be very difficult. For example, what power cost would contribute an amount of utility equal to
having 75% accurate sensors?
• The metrics must not assume that comparisons are symmetric. For example, the time that robot A
requires to reach robot B is not necessarily the same as the time robot B requires to reach A, because
the robots may travel at different velocities.
• It is not clear how partial matches (in terms of set inclusion/exclusion) should be resolved. That is, if
three capabilities are required together, and a robot can provide only two, it is not clear how the
robot’s utility should be adjusted.
Solving the problem of creating a general fitness measure is beyond the scope of this thesis, but the
chosen metric (estimated time to arrive) is a suitable approximation of a robot’s fitness. The fundamental
contribution of this approach is the use of an affective variable to influence recruitment, and this approach
can be adapted to use any fitness function. The estimated time to arrive is adequate for testing the
performance of the approach, especially when compared to the metrics found in the literature (e.g. distance
[30] and cost [51] [104]). In general, any quality of the robots for which a maximal value (accuracy, update
rate) or minimal value (distance, cost, time) implies higher utility can be used.
3.4 Summary
This chapter presented the affective recruitment strategy in terms of the six messages (HELP, ACCEPT,
RESPONDER, ARRIVAL, AGREE, ACKACK) that are passed between robots to enable recruitment. This
interchange of messages between the robots is typical of approaches that use the contract net protocol [90],
and closely resembles that used in MURDOCH [30]. The affective recruitment strategy uses this protocol
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because it provides robustness in case there is a loss of communications between robots; after each message,
the robots will wait a limited amount of time for a response before trying again.
Although this work reuses the contract net protocol, it is the first known work to apply an
emotional model to the multi-robot task allocation problem. The emotional variable, SHAME, was
introduced formally, along with a discussion of how the parameters that control SHAME could be generated.
The SHAME variable is central to this work, as it determines when a robot will respond to a HELP message,
and distinguishes this work from MURDOCH. Each robot has a SHAME variable, which starts off with a
zero value. As HELP messages arrive, the robot will only respond if its SHAME is above a threshold;
otherwise, its SHAME increases, but it makes no reply. This increase in the robot’s SHAME reflects its own
reaction to its unwillingness or inability to respond to a request for help, and serves as an indication of the
degree to which the robot is not contributing to the overall goals of the team. SHAME will decay over time;
in the implementation in Chapter Four a linear decay is used, which is commonly applied [6] [3]. However,
there is no restriction on what SHAME decay functions could be used [98].
This chapter also examined the problem of finding a metric evaluation function for multiple robot
characteristics. Such a function must objectively compare the capabilities of robots, such that the best robot
for a particular task can be determined without a centralized arbiter. Attributes that could contribute to the
utility of a robot to a task include the time required to bring the robot to the task location and the maximum
scan angle, resolution, range, update rate, and accuracy of the relevant sensor or sensors. However,
developing such a metric evaluation function is beyond the scope of this thesis. For the sake of
experimentation, an approximation of each robot’s utility is used: the estimated time the robot would need to
arrive at the task location.
The next chapter will present experiments that were performed to validate this approach. The
experiments tested the following hypotheses:
• Affective recruitment scales better with team size in terms of communications overhead than the
greedy approach.
• Affective recruitment is robust with respect to random communication losses.
• A non-linear fitness function d() performs better than a linear fitness function for large robot teams.
• Broadcast messaging is better suited than unicast messaging for this recruitment protocol.
• Affective recruitment can reach solutions that the greedy approach cannot, and can recruit without
requiring all robots to respond.
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• Affective recruitment selects robots equally often if they are approximately equally well-suited to the
task.
The results of these experiments are presented in Chapter Four and discussed in Chapter Five.
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Chapter Four
Experiments
Experiments were performed to compare the affective recruitment strategy, with linear and
non-linear SHAME accrual functions, against the greedy instantaneous scheduler used in MURDOCH [30]
and a random scheduler. There were six primary objectives for these tests.
• Test the effect of varying the team size on each strategy. The metrics for comparison were the time
necessary to perform recruitment and the number of messages transmitted among the robots (see
Section 4.2.1).
• Test the impact of random communication failures (up to 25%) on the performance of each strategy,
again measured using the time needed to complete recruitment and the number of messages
transmitted (see Section 4.2.2).
• Test the effect of a linear SHAME update function versus a non-linear function with regards to chaotic
behavior for very large teams (see Section 4.2.1).
• Justify the use of broadcast messaging instead of unicast messaging for transmitting messages
between robots (see Section 4.2.3).
• Test scenarios in which a greedy instantaneous scheduler, such as MURDOCH, chooses a sub-optimal
allocation, whereas the affective approach performs better by delaying the decision over time (see
Section 4.2.4).
• Test the degree to which all robots are recruited equally often by the four recruitment strategies. The
metric for comparison was the number of times each robot was recruited relative to an expected mean
value (see Section 4.2.5).
This chapter begins with a description of the experimental domain and the recruitment simulator in
Section 4.1. The simulations that were performed to satisfy the six objectives above are described in
Section 4.2, along with their results. The implementation of affective recruitment on real robot hardware and
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subsequent tests are discussed in Section 4.3. A summary of the experimental results is provided in
Section 4.4.
4.1 Experimental Design
Four recruitment strategies (described in detail in Section 4.1.2) were tested in simulation for a mine
detection task: greedy, random, affective, and affective with a non-linear metric. The purpose of these
experiments was to measure the performance of the recruitment strategies according to three metrics: the
number of messages sent among robots in the team, the total amount of time that a robot had to wait for
assistance, and the total number of times each robot was selected for recruitment. The size of the robot team,
rate of random communication failures, and messaging type (unicast or broadcast) were varied to test the
impact on the recruitment process for each strategy. Section 4.1.1 describes the scenario in which
recruitment was tested, and Section 4.1.2 describes the recruitment strategies in more detail. Experimental
results are provided in Section 4.2.
4.1.1 Scenario
The task domain for the experiments was a mock mine-detection task supplied by NAVSEA Coastal Systems
Station. In this domain, a team of robots work cooperatively to identify land mines. To locate and identify
mines, a single unmanned aerial vehicle (UAV) performs a coarse search over an area, using its onboard
sensors to find objects that could be mines. Once a mine-like object is detected, an unmanned ground vehicle
(UGV) with additional sensors is dispatched to perform a closer inspection as the UAV resumes its search.
For the simulations, one robot was designated as a UAV that performed a raster scan over a
100× 100-unit grid at a rate of 3 units per iteration. At the end of the raster scan, the UAV stopped for 20
seconds before performing the scan again in the opposite direction. At five fixed locations in this scan, the
UAV stopped, requested assistance, and waited for another robot to arrive before continuing on. The
locations where the UAV stopped were determined by having it travel for fixed durations between
recruitment episodes. The durations between the five recruitments were 45, 110, 180, and 70 seconds, such
that the robot SHAME would decay different amounts between recruitments.
Additional simulated robots, representing UGVs, were also placed in the 100× 100-unit grid. The
number of UGVs varied: in the team size experiments (see Section 4.2.1) from 3 to 52 UGVs were used; in
the communication failure experiments (see Section 4.2.2), 12 UGVs were used; and in the fairness
experiments (see Section 4.2.5), 5 UGVs were used. In the team size and communication failure
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Figure 8. User interface for recruitment simulator. The UAV (center) requests assistance, and all eligible
robots with sufficient SHAME respond (solid lines). Those that ignore the request are marked with an X .
experiments, two of these robots were tasked with raster scans of half of the grid each, traveling at a rate of
one unit per iteration, and stopping for 20 seconds (becoming temporarily available for recruitment) at the
end of the scan before restarting in the opposite direction. The remaining one to fifty idle robots were
distributed randomly across the grid: 30 random starting configurations were used for the team-size
experiments; 5 for the communication loss experiments; and 10 for the fairness experiments. These idle
robots were available for recruitment by the UAV at any time.
The simulator was implemented in Java. Robots were represented as objects that communicated
through JINI, a technology for building and managing distributed systems. The software architecture under
which the simulator was built allowed for a seamless transition from simulated to real robots, so it was
expected that the simulation results would be indicative of real robot performance.
The simulator controlled three experimental parameters: which recruitment strategy to use, the rate
of random communication failures, and which messaging method (unicast or broadcast) to use. The
simulator’s user interface is shown in Figure 8.
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4.1.2 Recruitment Strategies
Four recruitment strategies were tested in simulation. The first two were affective recruitment, in which the
closest idle robot whose SHAME was above a threshold was recruited for each request (as described in
Chapter Three). For the first affective strategy, the amount of SHAME that a robot received for ignoring a
request decreased linearly with the distance between the robot and the requester (for the distance D between
the robots, SHAME would increase by 0.5/D). For the second strategy, the SHAME for ignoring a request
decreased with the inverse square of the distance between the robots. That is, given the distance D between
the robot and the requester, SHAME increased by 2.5/D2. The purpose of testing two variants of affective
recruitment was to determine whether a linear fitness metric (1/D) would begin to exhibit chaotic behavior
for large teams of robots, and whether a non-linear fitness metric (1/D2) would prevent this behavior. In this
case, chaotic behavior refers to a large variance in the time required for affective recruitment requires as the
team size increases. It was suspected that a linear fitness metric would spread too much SHAME throughout
the robot team, causing poorly-suited robots to respond to HELP messages and be recruited, and generally
making the choice of robots unpredictable. The non-linear fitness metric was added to determine the degree
to which this chaotic behavior occurred.
The parameters that control the performance of SHAME (that were introduced in Chapter 3.2) were
set as follows. Note that these values were chosen in an ad hoc manner, and not according to the heuristic
method that is suggested in Chapter 3.2. The threshold t was chosen to be 0.75, and c = 0.2 was selected so
that distant robots would tend to respond after approximately four requests. The rate of decay, k(∆T ), was
set to k(∆T ) = 0.005×∆T .
The third recruitment strategy was greedy recruitment, in which the idle robot with the minimum
estimated time to arrive was recruited for each request. This strategy is represented in the literature by the
MURDOCH system [30] [27] [28] [31], which is considered to be the state of the art. Notable differences
between MURDOCH and this approach were discussed in Chapter 2.1.2. It was expected that greedy
recruitment would produce faster response times than affective recruitment because it does not spend time
building up SHAME before a robot is recruited. However, it was also expected that greedy recruitment’s
communication overhead would increase linearly with team size: each time a HELP message was sent,
every idle robot had to reply so that the requester could choose the robot with the least arrival time. Thus, it
was expected that a larger team would equate to greater communication overhead.
The fourth recruitment strategy was random recruitment, in which an idle robot was chosen at
random for recruitment. When the requester transmitted a HELP message, each idle robot replied to indicate
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its availability, and one of these was then chosen randomly. As with greedy recruitment, this was expected to
result in a faster decision than with affective recruitment, but would not scale as well for communication.
Further, random may choose robots that are far away, which is likely to result in longer response times. The
random strategy was chosen as a baseline, as it is an uninformed method of recruitment. That is,
comparisons to a random method provide an assurance that the other methods are somewhat intelligent.
4.2 Experimental Simulations
The results from five sets of simulations are provided below. In the first experiment, the team size was varied
to measure its effect on the communication overhead and response time of the recruitment strategies. These
simulations and the results are presented in Section 4.2.1. The impact of varying the rate of communication
failures using the same metrics is addressed in Section 4.2.2. Next, Section 4.2.3 describes the difference in
communication overhead when using unicast instead of broadcast messaging.
Instantaneous greedy schedulers are not optimal [28], and affective recruitment is capable of
reaching solutions that a greedy approach cannot. Illustrative cases were devised to explicitly demonstrate
this fact; these simulations and results are described in Section 4.2.4. Finally, the relative frequency with
which each recruitment strategy recruits idle robots is compared in Section 4.2.5.
4.2.1 Effects of Team Size
The effect of varying the size of the robot team was measured using six hundred simulations: for each of the
four recruitment strategies, simulations were performed with 1, 5, 10, 20, and 50 idle robots for each of
thirty different randomly generated starting configurations (4× 5× 30 = 600). The metrics for this test were
• the total number of messages sent among the robots, and
• the amount of time that passed, in seconds, from the initial UAV request until a UGV arrived and was
acknowledged.
4.2.1.1 Statistical Analysis The significance of the results for these tests will be determined as follows. In
a typical experimental design, a Multivariate Analysis of Variance (MANOVA) could be used to determine
whether the recruitment strategies were significantly different across different team sizes. Similarly, a t-test
could be used to determine whether the results for each metric were drawn from distributions with different
means; in other words, to find whether one recruitment method had significantly higher or lower scores than
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Figure 9. Histogram of the number of messages transmitted using the affective recruitment strategy for team
size 13. Note that the results do not follow a normal distribution (a bell curve), which makes the common
t-test inapplicable.
another for each metric. However, both MANOVA and t-test assume that the data resulting from the
experiments are drawn from a normal distribution, and cannot be used if this assumption is violated.
The Lilliefors test [86] can be used to determine whether a set of samples is drawn from a normal
distribution. Applying this test to the simulation results indicated that not all of the results were normally
distributed. For an illustration of the how the results for a typical test were distributed, see Figure 9. Thus,
instead of using the t-test, the Wilcoxon rank sum test [33] [8] was used instead. The rank sum test is similar
to the t-test, but does not assume that the samples are taken from normally distributed sources, but only that
the samples come from similar sources. The rank sum test tends to be more conservative than the t-test,
reporting higher p-values for the same samples, so in general, if the rank sum test indicates significance,
then the t-test can be expected to do the same.
A rank sum hypothesis test was conducted for each pair of recruitment strategies for the simulation
results. In these tests, the null hypothesis was that the recruitment strategies produced samples from
distributions with equal medians. That is, for each team size, a test was performed to determine whether the
average value for each metric (number of messages, total wait time) for each strategy was significantly
different.
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In order to test whether this null hypothesis could be rejected, a value was chosen for p, the
probability of observing these results by chance if the null hypothesis were true. Traditionally, p-values less
than 0.05 or 0.01 designate significance. However, repeated experiments tend to depress the measured
p-value, an effect that can be compensated for by using a Bonferroni correction [24]. A conservative
Bonferroni correction divides the level of confidence by the number of samples, such that significance is
claimed only if the sum of the p-values for the entire set of samples falls below 0.05 or 0.01. In this case, the
p-value for significance was chosen to be 0.00033¯, which is a confidence level of 0.01 after a Bonferroni
correction for 30 samples; that is, 0.01/30 = 0.00033¯. Thus, for each pair of recruitment strategies for each
team size, the rank sum test result is considered significant for values less than p = 0.00033¯. The results of
the rank sum tests will be provided for each metric below.
4.2.1.2 Results for Number of Messages Metric Table 10 shows the average number of messages that the
robots transmitted for each recruitment strategy and team size. The same values are shown graphically in
Figure 10. The results of the rank sum hypothesis tests of whether the differences between the strategies
were statistically significant are provided in Table 11. A set of box plots are provided in Figure 11 to provide
a summary of the means and variance of the simulation data.
These results indicate that the affective recruitment strategy required significantly more messages
to be sent than greedy or random when there were five or fewer robots available for recruitment. However,
once the number of available robots increased to ten, affective recruitment required significantly fewer
messages: affective used 63.8 messages where greedy and random used 75 messages (at a p-value of
3.3× 10−11). For larger teams, affective consistently used fewer messages than greedy or random.
With affective recruitment, the UAV only needs to send out HELP messages and wait for a single
reply to begin negotiating recruitment. As a result, the number of messages that must be sent is almost
constant. The variation in the number of messages for affective recruitment occurs when more than one
robot responds to a particular HELP message, or when all UGVs are far from the UAV and additional HELP
messages must be sent to push their level of SHAME over the threshold. On the other hand, greedy and
random must solicit messages from all other members of the team in order to make a choice, and the number
of messages per recruitment increases linearly with the team size.
4.2.1.3 Results for Average Wait Time Metric The simulation results for the amount of time that the UAV
spent waiting for UGVs to respond and arrive are provided in Table 12 and are shown graphically in
Figure 12. The results of the rank sum hypothesis tests of whether the differences between the strategies
were statistically significant are provided in Table 13. A set of box plots are provided in Figure 13.
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Table 10. Average number of messages transmitted for each strategy for varying team size. The total number
of robots in the team is shown across the top of the table.
4 8 13 23 53
Affective 52.6 53.7 63.8 81.9 109.1
Affective, 1/D2
distance metric
54.2 59.7 75.1 94.3 86.7
Greedy 30 50 75 125 276.7
Random 30 50.2 75 125 275
Figure 10. Messages transmitted at different team sizes. The dark solid line toward the bottom is affective,
and the solid line atop the dashed line is greedy. As expected, affective requires significantly fewer messages
to be sent for teams with 10 or more untasked robots (i.e. team size 13). Also note that the affective strategy
performs better with a 1/D2 distance metric than with a 1/D distance metric for very large teams, but the
difference is not statistically significant.
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Table 11. Pairwise confidence intervals for average number of messages for varying team size. These intervals
were produced with a Wilcoxon rank sum test. Significance is claimed for values less than p = 0.00033¯.
Results that are not considered significant are shown in italics.
Affective, 1/D2
distance metric
Greedy Random
Team size: 4 robots
Affective 0.002 2.4× 10−12 2.4× 10−12
Affective, 1/D2
distance metric
2.0× 10−12 2.0× 10−12
Team size: 8 robots
Affective 4.9× 10−6 1.5× 10−6 1.1× 10−5
Affective, 1/D2
distance metric
4.3× 10−12 1.4× 10−11
Team size: 13 robots
Affective 2.7× 10−7 3.3× 10−11 4.2× 10−11
Affective, 1/D2
distance metric
0.347 0.36
Greedy 0.33
Team size: 23 robots
Affective 0.015 1.2× 10−12 1.7× 10−12
Affective, 1/D2
distance metric
3.3× 10−11 4.5× 10−11
Greedy 0.334
Team size: 53 robots
Affective 0.001 1.7× 10−12 1.7× 10−12
Affective, 1/D2
distance metric
1.7× 10−12 1.7× 10−12
Table 12. Average time, in seconds, the UAV spent waiting according to team size. Each simulation consisted
of five recruitment episodes starting with a HELP request and ending when a UGV arrived and began its task.
The reported value represents the sum of the wait times for all five recruitment episodes per simulation. The
size of the robot team is shown across the top of the table.
4 8 13 23 53
Affective 409.4 256.0 210.3 195.0 152.2
Affective, 1/D2
distance metric
424.5 264.9 221.7 183.9 153.1
Greedy 271.8 144.9 117.5 107.0 132.1
Random 272.6 298.2 304.6 361.5 404.0
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Figure 11. Box plots of the simulation results for the communication overhead according to team size. The
length of each box is a function of the variance of the data, and the center line in each box denotes the mean
over 30 samples. Note that the greedy and random strategies produced almost constant results, so their boxes
are compressed into lines.
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Table 13. Pairwise confidence intervals for average time UAV spent waiting according to team size. These
intervals were produced with a Wilcoxon rank sum test. Significance is claimed for values less than p =
0.00033¯. Results that are not considered significant are shown in italics.
Affective, 1/D2
distance metric
Greedy Random
Team size: 4 robots
Affective 0.181 6.1× 10−11 6.7× 10−11
Affective, 1/D2
distance metric
4.1× 10−11 6.1× 10−11
Random 0.923
Team size: 8 robots
Affective 0.501 1.2× 10−9 0.004
Affective, 1/D2
distance metric
5.1× 10−10 0.014
Greedy 8.2× 10−11
Team size: 13 robots
Affective 0.35 1.3× 10−10 2.8× 10−8
Affective, 1/D2
distance metric
3.2× 10−10 8.8× 10−7
Greedy 3.0× 10−11
Team size: 23 robots
Affective 0.12 9.0× 10−11 6.1× 10−11
Affective, 1/D2
distance metric
6.7× 10−11 3.7× 10−11
Greedy 3.0× 10−11
Team size: 53 robots
Affective 0.626 0.045 3.3× 10−11
Affective, 1/D2
distance metric
0.010 3.0× 10−11
Greedy 3.0× 10−11
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These results show that the amount of time that the UAV spent waiting for help to arrive favors the
greedy recruitment strategy over affective recruitment. This was an expected result because affective
recruitment requires time to build up the level of SHAME in the robots before they will respond. In these
simulations, the UAV waited 3 seconds between requests for help before calling again, and needed to request
up to ten times per recruitment before it received a response. If the parameters for updating SHAME were
tuned or learned, this difference between greedy and affective could be reduced. Learning these parameters
is a direction for future work (see Chapter 6.2).
In general, the faster a robot’s SHAME exceeds the threshold, the closer affective recruitment will
resemble greedy, to the point that if the SHAME exceeds the threshold after a single request, then the two
strategies are equivalent. This can be seen in the results for the simulations with 50 idle robots in the team.
In these cases, the density of idle robots was high, such that a UGV was relatively near to the UAV whenever
the UAV made a request (compared to the simulations for smaller team sizes). The nearby UGV would
quickly respond and be recruited, resulting in a wait time that was not significantly greater than that for the
greedy strategy (p = 0.045 > 0.00033¯). In effect, once the density of robots became great enough, the
affective approach functioned like the greedy strategy within a small neighborhood, but with a great savings
in communication overhead (276.7 messages for greedy, 109.1 for affective with a 1/D distance metric, and
86.7 for affective with a 1/D2 distance metric). In other words, for very large teams (50 or more idle
robots), simulation results support the claim that affective recruitment uses significantly fewer message
transmissions than greedy without a significant increase in the time required to complete recruitment.
Finally, these results show that affective recruitment outperformed random in terms of the time
required to complete recruitment once the team size reached 13 (p = 2.8× 10−8). Although random
recruitment made a choice immediately, the closest responder was typically not chosen, so the time required
for the responder to arrive was higher than for the other strategies. As expected, affective recruitment also
outperformed random in terms of total communication overhead once the team size reached 13 (at
p =4.2× 10−11).
4.2.1.4 Summary of Team Size Simulations The first set of simulations tested the effect on each strategy
of varying the robot team size. The metrics for comparison were the total number of messages transmitted
by the robots, and the total time, in seconds, that the UAV waited for a responder to arrive after making a
request. Team sizes of 4, 8, 13, 23, and 53 were tested in a total of six hundred simulations. The results from
these simulations indicate that for a team of 13 or more robots, the affective recruitment strategy required
significantly fewer messages than greedy or random to complete a recruitment. Further, for teams of 53
62
robots, the amount of time required for affective recruitment was not significantly greater than that required
by greedy.
Two variants of affective recruitment were tested, the first using a 1/D increase in SHAME based on
the distance D between the UAV and each potential responder, and the other using a 1/D2 increase.
Regarding whether the 1/D metric exhibited chaotic behavior for large teams of robots, consider the
simulation results for a team of 53 robots. These results show that the number of messages transmitted using
the 1/D metric varied less than for the 1/D2 metric (as illustrated in Figure 11), but that the variants were
not significantly different in either the number of messages transmitted (p = 0.001, where p < 0.00033¯
would be significant, see Table 11) or the total wait time (p = 0.626, where p < 0.00033¯ would be
significant, see Table 13) for this team size. In other words, the results for the 1/D metric were more
consistent (less chaotic) than for the 1/D2 metric. However, the 1/D2 metric did result in fewer messages
than the 1/D metric on average, and it seems likely that the 1/D2 metric would use significantly fewer
messages than the 1/D metric for even larger teams of robots. This hypothesis could not be tested due to
limitations on the simulator and available hardware: beyond 53 robots, the simulator would consume more
than 4 gigabytes of memory, which was the maximum memory on any available computer.
4.2.2 Effects of Communication Loss
An additional 180 simulations tested the effects of random message loss for the four recruitment strategies.
Each of the four strategies was tested with 5%, 10%, and 25% of the messages between robots being
randomly dropped (not transmitted, but with no notification to the sender); these tests were repeated 3 times
for each of 5 starting configurations (4× 3× 3× 5 = 180). Ten idle robots plus the two tasked UGVs and
the UAV were used in each simulation, for a total of 13 robots. In these simulations, the choice of what
messages to drop was made randomly by the simulator, and the impact of that choice varied. Thus, each of
these tests was repeated three times for each of five different starting configurations to capture the typical
performance of each strategy.
4.2.2.1 Statistical Analysis As in the previous set of simulations, it was not assumed that the data were
distributed normally, so a Wilcoxon rank sum test [33] [8] was used to test the hypothesis that the results for
each strategy were drawn from distributions with equal medians. Starting with a confidence level of
p = 0.01, after a Bonferroni correction [24] for 15 samples, it is claimed that results with a p-value less than
0.01/15 = 0.00066¯ are significant.
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4.2.2.2 Results for Number of Messages Metric Table 14 shows the average number of messages
transmitted by the robots for each recruitment strategy and communication failure rate. The same results are
shown graphically in Figure 14. The results of the rank sum hypothesis tests are provided in Table 15.
These results show that the recruitment protocol continues to function despite network losses, and
that the relative performance of each of the recruitment strategies remains consistent as the rate of message
loss increases. As before, affective recruitment requires the fewest messages to be sent, on average, followed
by greedy and random. By the time that losses reach 25%, the particular recruitment strategy used does not
make much difference, because at that point, there is only an 18% likelihood that the six consecutive
recruitment messages required by the protocol will all be sent properly. No statistical significance can be
claimed for the differences between the strategies for team size 13 with communication failures.
4.2.2.3 Results for Average Wait Time Metric Table 16 shows the average time that the UAV spent
waiting for a UGV to respond and arrive for each recruitment strategy and communication failure rate. The
same results are shown graphically in Figure 15. The results of the rank sum hypothesis tests are provided in
Table 17.
These results indicate that as before, greedy recruitment still resulted in the least time spent waiting
by the UAV, followed by affective recruitment. However, a particular weakness of greedy recruitment is that
the UAV must obtain the locations of all eligible robots before it can choose the nearest one. Assuming a
decentralized team, this requires an explicit communication from all other robots to the UAV, which may be
impacted by network losses. If the nearest robot to the UAV fails to receive a HELP message or to send a
reply, then the UAV may commit to recruiting a different, more distant robot, and be forced to await its
arrival. On the other hand, using affective recruitment, the UAV will tend to make multiple requests, which
reduces the reliance on any single HELP message. Suppose that an eligible robot, r1, is nearest to the UAV
and fails to send a reply due to network problems. Provided that no other robots had sufficient SHAME to
respond to that request (for instance, if they were far away and accrued SHAME more slowly), the UAV
would quickly request again and have another chance to recruit r1. In other words, requesting over time can
find solutions that even outperform greedy recruitment, if the time between requests is less than the
additional time a more distant robot needs to arrive.
4.2.2.4 Summary of Communication Loss Simulations The second set of simulations tested the effect of
random message loss on each of the recruitment strategies. As with the case with no message loss, greedy
required the least amount of time to complete recruitment, and affective required the fewest number of
messages to be transmitted. The relative performance of each strategy remained the same as message losses
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Figure 12. Total wait time at different team sizes. The solid line at the bottom is greedy. As expected, affective
takes longer to complete than greedy, but the difference is approximately constant, and is accounted for by
the additional messages affective must send before any robot has enough SHAME to respond. With a team of
50 idle robots, the difference between affective and greedy is not significant.
Table 14. Average number of messages transmitted for each recruitment strategy according to network loss
rates. The probability of random message loss is shown at the top of the table. Note that the 0% column is
the taken from Table 10.
0% 5% 10% 25%
Affective 63.8 75.4 84.53 149.73
Affective, 1/D2
distance metric
75.1 88.27 110.13 170.6
Greedy 75 92.07 104.27 201
Random 75 95.87 103.67 193.13
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Figure 13. Box plots of the simulation results for the wait time metric according to team size. The length of
each box is a function of the variance of the samples, and the line inside each box denotes the mean over 30
trials.
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Figure 14. Messages transmitted at different network failure rates. Affective (solid line that starts below the
others) required the fewest messages at up to 10% losses, but at 25%, all approaches were overwhelmed by
losses.
Table 15. Pairwise confidence intervals for average number of messages for each message loss rate. These
intervals were produced with a Wilcoxon rank sum hypothesis test. At a confidence level of p = 0.00066¯,
it is not possible to rule out the null hypothesis that the number of messages used by each strategy come
from distributions with equal medians. In other words, once message loss occurs, the difference between the
strategies diminishes for this team size.
Affective, 1/D2
distance metric
Greedy Random
Random message loss rate: 5%
Affective 0.0511 0.0072 0.0012
Affective, 1/D2
distance metric
0.7869 0.3396
Greedy 0.3146
Random message loss rate: 10%
Affective 0.0026 0.0079 0.0044
Affective, 1/D2
distance metric
0.3948 0.5062
Greedy 1.0
Random message loss rate: 25%
Affective 0.0620 0.0136 0.007
Affective, 1/D2
distance metric
0.0929 0.2371
Greedy 0.5614
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Table 16. Average time, in seconds, the UAV spent waiting according to random message loss rate. Each
simulation consisted of five recruitment episodes starting with a HELP request and ending when a UGV
arrived and began its task. The reported values represent the sum of the wait times for all five recruitment
episodes per simulation. The message loss rate is shown across the top of the table. Note that the 0% column
is taken from Table 16.
0% 5% 10% 25%
Affective 210.3 284.29 318.95 645.83
Affective, 1/D2
distance metric
221.7 279.83 356.64 680.65
Greedy 117.5 137.87 176.61 402.93
Random 304.6 400.73 447.41 1026.62
Figure 15. Wait times at different message loss rates. As before, affective (middle) requires more time than
greedy (bottom), and this relationship remains consistent as the rate of random network loss increases.
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Table 17. Pairwise confidence intervals for average wait time for each message loss rate. These intervals
were produced with the Wilcoxon rank sum hypothesis test. At a confidence level of p = 0.00066¯, greedy
still requires significantly less time to complete recruitment than affective. Results that are not considered
statistically significant are shown in italics.
Affective, 1/D2
distance metric
Greedy Random
Random message loss rate: 5%
Affective 0.901 9.07× 10−6 0.0042
Affective, 1/D2
distance metric
1.10× 10−5 0.0021
Greedy 3.40× 10−6
Random message loss rate: 10%
Affective 0.431 1.89× 10−4 0.0055
Affective, 1/D2
distance metric
1.33× 10−5 0.020
Greedy 1.33× 10−5
Random message loss rate: 25%
Affective 0.431 8.13× 10−5 4.22× 10−4
Affective, 1/D2
distance metric
3.07× 10−4 0.0032
Greedy 4.14× 10−6
increased up to 25%, at which point the strategies performed similarly in terms of the number of messages
transmitted. There was no statistically significant difference between any two methods, including between
the linear and non-linear variants of affective recruitment, as in Section 4.2.1. Given that each of the
strategies builds on an underlying contract net protocol[90], it was expected that their performance under
message loss would be similar. As in Section 4.2.1, there was no significant difference between the linear
and non-linear variants of affective recruitment under communication loss.
4.2.3 Broadcast versus Unicast Messaging
Nine simulations were conducted to test the effect of using unicast (single-sender, single-receiver)
transmissions instead of broadcast in the recruitment protocol. In these simulations, instead of sending a
single HELP message to all other robots, it was assumed that the UAV knew about all of the other robots in
the team and would attempt to send HELP messages to them individually. As with the network failure tests,
13 robots were used, of which 10 were untasked. A network failure rate of 10% was used. If there had been
no losses in this test, then the number of messages would have trivially been a function of team size. The
results of these simulations are shown in Table 18. Note that due to the random nature of the message losses,
each strategy was tested three times and the results were averaged.
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Table 18. Average number of messages transmitted according to messaging type. Note that the Broadcast
column is the same as the 10% column in Table 14.
Broadcast Unicast
Affective 67.3 379.3
Greedy 117.7 194
Random 99.3 183.3
These results show that affective recruitment relies on broadcast messaging to minimize the total
number of messages. Since affective recruitment sends multiple HELP messages before another robot has
high enough SHAME to respond, these requests are multiplied by the number of idle team members, which
goes well beyond the number of messages required by greedy or random (for which a single HELP message
is sufficient). Further, unicast messaging assumed that the UAV could know about all of the other robots in
the team, which is not necessarily true, as described in Chapter One. Thus, broadcast messaging is required
for affective recruitment to be effective.
4.2.4 Illustrative Use Cases
Although the results above indicate that greedy recruitment will tend to produce the shortest wait times for
the UAV, this is not universally true. There are cases in which the affective recruitment strategy results in
shorter wait times than greedy. Suppose that there are three UGVs, r1, r2, r3, such that r1 is untasked, and
r2 and r3 perform a raster scan. Let r2 move two units per iteration, while r1 and r3 move one unit. Thus, r2
and r3 will finish their tasks at different times. Next, suppose that at time step t0, the UAV sends a HELP
message, and two robots, r1 and r3 are idle, and although r2 can reach the UAV faster than r1 or r3, it is on
task and cannot respond. In the greedy and random strategies, r1 or r3 would be chosen for recruitment
immediately, whereas with affective recruitment, no selection would be made, but all of the UGVs would
increase their levels of SHAME. If r2 finishes its task at time step t1, it can then be recruited by the UAV and
arrive sooner than r1 or r3. This particular case was tested in simulation, and it was found that using
affective recruitment, r2 was chosen and arrived after 65.4 seconds. The greedy and random strategies
selected r1 which arrived after 95.2 seconds and 95.4 seconds, respectively.
Another simple use case demonstrates that through affective recruitment, the UAV will choose the
nearest robot without requiring that other robots reveal their locations (as with the greedy strategy), which
makes affective recruitment suitable for stealth applications. Suppose that, as above, three robots r1, r2, r3
are idle at a particular time t1 when the UAV makes a request, but the UAV is nearest r2. After each ignored
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request, r2’s SHAME will increase faster than that of r1 or r3, because r2 is closest to the UAV. As a result,
r2 will be the first to exceed its threshold for SHAME and will respond before r1 or r3. Thus, the UAV
recruits the closest robot without requiring all robots to transmit their locations. This behavior has been
verified in simulation. In this scenario, the UAV broadcast 5 HELP messages, at which point r2 responded,
and the recruitment completed normally. Neither r1 or r3 ever broadcast any messages. If this were a
low-power or stealth application, r1 and r3 would have been spared an unnecessary transmission by using
affective recruitment rather than greedy.
4.2.5 Fairness of Recruitment
An aspect of the recruitment process that was not addressed in the above simulations is how often a
particular robot is recruited relative to the rest of the team. It is assumed that a recruited robot must expend
resources (time, battery power) in order to perform a task on behalf of another. If a robot is recruited
disproportionately often, then it may quickly exhaust its resources or be unable to pursue its own tasks (akin
to process starvation in operating system scheduling). Assume that in an ideal robot team, each robot would
be recruited equally often, thus distributing the load across the entire team. Let fairness be a measure of how
often a robot is recruited compared to the other robots in the team, such that a fair strategy recruits all robots
equally, and an unfair strategy recruits a small subset of the team.1
It was expected that the affective strategy would recruit robots fairly, because the SHAME derived
from one recruitment may persist until the next and cause robots that are (almost) equally well suited to the
task to take turns being recruited. On the other hand, the greedy approach may tend to favor one robot,
which after completing one recruitment may still be best suited when the next request arrives. The random
approach should be fair (for large numbers of recruitments, assuming a uniform distribution), but chooses
robots that are not in the vicinity of the request. Thus, each strategy may contain a bias toward recruiting a
particular robot. The degree of this bias is defined as follows.
Let R = {r1, r2, . . . , rk} be a team of k recruitable robots. Let n be the number of recruitment
requests that occur. µ = n/k is the expected mean number of times that each robot ri will be recruited by a
fair strategy. Let ρi be the number of times that robot ri is actually recruited. Let
f(ρi, µ) =
 bρi − µc if ρi > µ0 otherwise
1Note that the terms fair and unfair are not intended to bias the reader for or against a particular strategy. A so-called unfair strategy
may be appropriate for a given task domain; the goal here was to assign an intuitive label to an aspect of recruitment performance.
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Table 19. bias of each recruitment strategy. Ten simulations were conducted for each strategy, and the bias
for each run is shown below.
1 2 3 4 5 6 7 8 9 10 Average bias
Affective 1 1 0 0 2 1 1 2 1 1 1.0
Affective, 1/D2
distance metric
2 1 1 2 3 1 2 5 1 1 1.9
Greedy 2 6 4 5 5 7 5 6 5 6 5.1
Random 4 2 3 2 4 5 5 3 2 4 3.4
Given these terms, the bias of a strategy is defined as B =
∑k
i=1 f(ρi, µ). In simpler terms, bias is
the number of times that any robot is recruited more (or, equivalently, less) than average.
The fairness of each of the four recruitment strategies was tested through 40 simulations. In these
simulations, five idle robots were arranged randomly in a 100× 100 grid for a total of 10 starting
configurations. In each simulation, 25 requests were made by a simulated UAV performing a raster scan
over the area (as in the previous simulations). The metric for these simulations was the bias defined above.
For each recruitment strategy tested above (affective, affective with a 1/D2 SHAME update function, greedy,
and random), ten trials were performed. Given that there were five robots and 25 recruitments per trial,
perfect fairness would be achieved if each robot was recruited exactly five times. The results from these
simulations are shown in Table 19, presented in terms of the bias of each strategy. The simulations show that
affective recruitment with a 1/D distance metric had the least bias, averaging one robot being recruited once
more than expected. Using the 1/D2 distance metric approximately doubled this bias for affective
recruitment. The greedy strategy, on the other hand, had an average bias of 5.1, where simply ignoring one
of the idle robots would have resulted in a bias of 5. Random fell in between with a bias of 3.4.
Note that since bias is a measurement of variance, it was expected that random would have a bias
of zero, as the samples were drawn from a uniform distribution. However, the 250 total random robot
recruitments were too few to produce perfectly uniform behavior from the random number generator. To
verify the uniformity of the random strategy, one million pseudo-random integers in the range [0, 4] were
produced by the same random number generator that was used for the simulations. Each integer was chosen
within 0.28% of the expected 200,000 times, so the random number generator is adequately uniform for
large numbers.
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4.3 Robot Implementation
Due to a lack of available robot hardware, real tests with 5, 10, 20, and 50 idle robots were not possible, so
these cases were tested in simulation. Once it had been shown that affective recruitment worked in
simulation, it was tested without modification on actual robots. The purpose of this test was to verify that the
approach worked as expected on real robots in addition to simulation. The equipment consisted of three
identical iRobot ATRV Jr. robots (shown in Figure 2 on page 4), and the role of the UAV was simulated.
This section begins with the restricted mine-detection scenario used for validation in Section 4.3.1, followed
by a description of the implementation in Section 4.3.2. Section 4.3.3 discusses the actual robot trials.
4.3.1 Restricted Scenario
The scenario for testing on the real robots was as follows. Two ATRV Jr. robots performed raster scans of an
outdoor area, while the third sat idle in a fixed location. At the time of these tests, the UAV had not been
equipped to run the recruitment software, so a simulated agent that represented the UAV was used instead.
This agent was positioned by the human operator to correspond to the location of a mine (represented in
latitude and longitude), at which point the human operator would signal the agent to call for help. The idle
UGV would then be recruited by the simulated UAV and navigate to the mine using a GPS receiver to track
its position. This scenario was repeated with two idle robots so it could be verified that the nearer robot
would be chosen. Statistical significance was not expected for this experiment, as it was only intended to
demonstrate that the protocol worked on real robot hardware.
4.3.2 SFX Implementation
The affective recruitment protocol was developed as part of the SFX hybrid deliberative/reactive robot
architecture [65]. An overview of the SFX is shown in Figure 16, and a complete description can be found
in [66] [65] [67]. Each robot running SFX has three layers (shown in the lower right of Figure 16):
deliberative, managerial, and reactive.
The deliberative layer contains a Mission Planner that formulates high-level goals, divides them
into tasks, and imposes constraints on the managerial layer. The managerial layer has Sensing and Effector
managers that control resource allocation for the robot, and a Task Manager that generates a set of reactive
behaviors to perform the tasks specified by the Mission Planner. Affective recruitment is currently
considered to be part of the Task Manager, which can start and stop reactive behaviors; the functionality
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Figure 16. Simplified overview of the SFX architecture. The traditional hybrid deliberative/reactive base of
the architecture is shown to the lower right; this is instantiated on each robot. The interface to the robot that
is available to the rest of the robot team is shown to the upper left. Graphic courtesy of Matt Long.
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could also be placed in the Mission Planner to prevent conflicts with other high-level goals. The reactive
layer contains reactive behaviors that extract information from sensors (through perceptual schemas) and
transform that information into motion through motor schemas that control the robot’s effectors.
In the Java implementation of SFX, entire classes (data and methods) can be distributed
dynamically among the robots. One benefit of this implementation is that the robots need not agree a priori
about a common namespace; that is, the types of sensors, percepts, and other capabilities can be enumerated
as they are encountered. This provides an additional advantage over the subject-based messaging system in
MURDOCH, where all capabilities must be known in advance [30].
4.3.3 Robot Trials
Affective recruitment was tested on the real robots over ten trials: in five of the trials, one UGV was idle, and
in the remaining trials, two UGVs were idle (to test that the nearer robot was chosen). The trials were
conducted at the University of South Florida in Tampa, Florida, and at a test field at NAVSEA Coastal
Systems Station in Panama City, Florida. A typical trial is shown from the perspective of the robot operator
in Figures 17–19. In Figure 17, the operator caused the agent representing the UAV to send a HELP
message, which was received by two UGVs. One of the UGVs was in the midst of a task and thus unable to
be recruited, so it made no reply. The other robot was idle and available for recruitment, but it had
insufficient SHAME and did not respond. In Figure 18, the UAV again requested assistance, and the idle
UGV had enough SHAME to respond with an ACCEPT message. The recruited UGV then made its way to
the location of the simulated UAV and announced its arrival with an ARRIVE message, as shown in
Figures 19 and 20.
4.4 Summary
This chapter has presented 833 simulations that were performed to test the affective recruitment strategy
against other methods in a mine detection task. There were six objectives for the experiments; these are
restated with the experimental results below.
• Test the effects of varying team size on the time necessary to complete recruitments and number of
transmissions required metrics. In the first 600 simulations, the communication overhead of affective
recruitment was shown to scale 35% better overall with team size than the greedy approach used by
MURDOCH and a random scheduler. In particular, for teams with 13 or more robots, affective
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Figure 17. Operator user interface for real robot tests. The simulated UAV, marked with a 0, sends a HELP
message. Robot 1 has insufficient SHAME to respond, and silently ignores the request. Robot 2 is on task and
also silently ignores the request.
Figure 18. Operator user interface for real robot tests. The simulated UAV, marked with a 0, sends a HELP
message. Robot 1 has sufficient SHAME to respond and sends an ACCEPT message. Note that the message
is shown as AGREE for the benefit of the operator. Robot 2 is still on task and silently ignores the request.
76
Figure 19. Operator user interface for real robot tests. Robot 1 arrives at the simulated UAV’s position and
sends an ARRIVAL message. Note that the message is shown as AT GOAL for the benefit of the operator.
Figure 20. UGV arriving at a simulated mine.
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recruitment used significantly fewer message transmissions for recruitment (15% better with
p =3.3× 10−11 for 13 robots, 35% better with p =1.2× 10−12 for 23 robots, and 61% better
p =1.7× 10−12 for 53 robots, where p < 0.00033¯ is considered significant). However, this ability to
scale comes at a cost: the greedy strategy completed in 37% less time than affective recruitment
overall because the affective approach required multiple requests for help before a robot would have
sufficient SHAME to respond (see Section 4.2.1).
• Test the impact of random communication failures (up to 25%) on the performance of each strategy.
The second set of 180 simulations indicated that the affective approach works in situations where
there are random communication failures, and that it required 22% fewer messages to be transmitted
than the other methods overall, up to 25% message loss (at which point the affective strategy used
26% fewer communications than greedy, but the difference was not significant at p = 0.0136). As
before, the greedy approach required 43% less time to complete than affective recruitment since
multiple requests were required before a robot would respond (see Section 4.2.2).
• Test the effect of a linear SHAME update function versus a non-linear function with regards to chaotic
behavior for very large teams. As part of the first set of experiments, the performance of the linear and
non-linear SHAME accrual functions were compared. No statistically significant difference between
these methods was found for a team of size 53: the p-values were 0.001 and 0.626 for the hypotheses
that the linear and non-linear methods would produce results sampled from distributions with different
means for the number of messages and total wait time, respectively, where p < 0.00033¯ was required
to discard the null hypothesis. See Section 4.2.1.
• Justify the use of broadcast messaging instead of unicast messaging for transmitting messages
between the robots. The third set of nine simulations demonstrated that broadcast messaging was
justified over unicast, especially for affective recruitment, which jumped from an average of 67.3
broadcast messages to 379.3 unicast messages. See Section 4.2.3.
• Test scenarios in which a greedy instantaneous scheduler such as MURDOCH recruits poorly while
the affective approach performs well. Two cases were tested through four simulations. In the first
case, affective recruitment opportunistically recruited a robot that had been previously unavailable by
using multiple HELP messages. The robot selected with affective recruitment arrived in 65.4 seconds,
while the robots selected by the greedy and random strategies required 95.2 and 95.4 seconds,
respectively. In a second case, in a team with two idle robots, the robot with the best fitness was
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successfully recruited without requiring the other robot to ever transmit any message, which makes
affective recruitment more appropriate for stealth or low-power domains than the greedy approach.
See Section 4.2.4.
• Test the degree to which all robots are recruited equally often. The final set of 40 simulations explored
the degree to which all robots in the team are called upon equally to assist when using each
recruitment strategy. These tests show that affective recruitment tends to use all robots equally
(overall bias of 1.0, where zero indicates a perfectly even distribution of recruitments across all
robots), whereas greedy showed more inclination to using a subset of the robots (overall bias of 5.1).
See Section 4.2.5.
Ten trials on a team of mobile robots were conducted to validate the approach on real hardware. A
team of three ATRV Jr. robots and a simulated UAV conducted a mock mine-detection task in which the
UGVs were recruited by the UAV. The affective recruitment strategy performed as expected on the real robot
hardware.
The next chapter discusses these results in more general terms, discussing the limitations of the
experiments, how the experiments compare to the existing results in the literature, how the parameters for
SHAME could be modified, and the contributions of this thesis.
79
Chapter Five
Discussion
This work contributes an affective (emotion-based) recruitment strategy for distributed teams of
heterogeneous mobile robots. Experimental results in Chapter Four showed that the approach is as robust as
the greedy instantaneous scheduler considered to be the state of the art [30] and improves the communication
load. Affective recruitment required 32% fewer messages to be transmitted during the recruitment process
overall, and 61% fewer for a team of 53 robots without a statistically significant increase in the amount of
time required to complete recruitment. This chapter provides a discussion of the experimental results in
terms of limitations of the experiments in Section 5.1, a comparison to existing results in Section 5.2, a
review of the parameters affecting SHAME in Section 5.3, and contributions of the thesis in Section 5.4.
5.1 Limitations of Experiments
The experiments in Chapter Four consisted of 833 simulations as well as implementation and testing on a
team of three ATRV Jr. UGVs and an aerial vehicle. However, there were limitations to these experiments
that merit discussion.
The first limitation was the maximum number of robots that could be simulated at one time. The
simulation environment described in Section 4.1.1 was developed as part of a distributed architecture, such
that every additional robot was represented by a collection of Java objects and approximately 25 threads. As
the size of the robot team grew larger, the number of threads and the memory requirements began to exceed
the resources of the available computer hardware. Though it would have been illustrative to perform
recruitment on teams of 100, 200, or more robots, this was simply not possible. However, trends in the data
(shown graphically in Chapter Four, especially Figures 10 and 12) are already apparent for teams of 53
robots and could be extrapolated for larger teams.
The next constraint was that running tests on the team of real robots required several people to act
as robot handlers, favorable weather conditions, and logistics to move robots and support equipment to the
field. Robot failures also complicated tests on the robot team. As a result, it was not practical to perform
enough real trials to duplicate statistically significant data collection with the robots. The robot
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implementation and tests serve as proof that the concept can be extended from simulation to actual robots,
but the robot tests themselves were intended only for illustration, and not as a source of additional data.
A third limitation was that although the tests on real robots indicated that the approach works as
expected with heterogeneous teams, this heterogeneity was not tested in simulation. The justification for
making all idle robots equally capable of being recruited (though differentiated by their SHAME and fitness
to the task) is as follows. Suppose that each UGV could have capability A, B, or C (i.e. they are
heterogeneous) and that the simulated UAV requested capability A at its first stop. This would have the
effect of partitioning the team into two subgroups: those that could provide A, and those that could not. The
subgroup that had capability A would perform recruitment as expected, and the rest would be ignored,
effectively reducing the size of the team. Given that the upper bound of the team size was already
constrained below the desired 100 or more robots by hardware limitations (as above), this partitioning was
undesirable.
Finally, the manner in which messages were dropped in the simulations testing communications
failures was simplistic. Each time a transmission was to occur, a random number r was chosen, where
0 ≤ r ≤ 1. If r was greater than the communication failure rate, then the message would be sent; otherwise,
it would be dropped. However, real wireless networks tend to suffer from burst losses, rather than individual
packet losses. Markov models that can more accurately describe the real loss behavior of wireless networks
have been developed (see [49] as an example) but were beyond the scope of this thesis. The effect of using a
simpler model is not expected to be significant because the recruitment protocol used single messages that
were spread out over time (so any particular burst of interference is likely to eliminate, at most, one message
at a time). The affective recruitment approach has also been demonstrated on real robots using real wireless
hardware. It is also worth noting that the robots made no attempt to retransmit the messages that were
dropped, which might have reduced the impact of these communication losses. However, since all
recruitment strategies were tested under the same constraints, the results are fair.
5.2 Comparison to Existing Results
This section will compare the scope of these experiments to related results found in the literature. The
purpose of this comparison is to justify the extent of the experiments with respect to the rest of the
community. See Chapter Two and especially Table 1 for a more complete summary of existing results.
The experimental methodology used in this thesis is most similar to those used in ALLIANCE [75]
and MURDOCH [30] in terms of the number of robots used and explicit tests of failure recovery. A
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discussion of robot team sizes will be provided first, followed by results in the literature that include failure
data. For ALLIANCE [75], the robot experiments employed three mobile robots for a foraging task. Two of
the robots actively gathered “spill objects” and placed them in a designated location, and the third robot
remained stationary and performed a report-progress task. Similarly in MURDOCH [30], three robots
performed the “pusher-watcher” box-pushing task, where two robots pushed either end of a box while the
third remained stationary and monitored the progress of the box relative to a goal. In both cases, three robots
were used in an indoor environment, such that only two were mobile. In the real-world tests performed for
this thesis, three mobile robots were active in an outdoor environment, which is on par for similar research.
The largest robot team in related experiments found in the literature appears to be five: in [77], a reference is
made to as many as five real robots used with ALLIANCE, but it is not clear how many robots were active
or in what environment the tests were performed. In [105], five ActivMedia PioneerII-DX robots
cooperatively explored an indoor environment. Therefore, the scope of the experiments is consistent with
the robotics community.
In terms of simulation results for multi-robot task allocation in the literature, the largest robot
teams appear to have between 20 and 55 robots. In [16], 20 holonomic robots were simulated for a
collaborative transport task in which the robots would work together to move 30 large objects. In [41], 20
simulated robots performed a simple foraging task with 50 pucks. In [48], 55 ants were simulated in a
demining task (judging from a graph of their results). In this thesis, the maximum simulated robot team size
was 53, again consistent with the robotics community.
The experiments in Chapter Four also tested the effect of communication failures ranging from 5%
to 25% on the overall recruitment process and exceeds the typical amount of failures for the community.
Partial failures in a distributed team, including loss of communication or robots, is also incorporated into
experiments in the literature. For ALLIANCE [75], one robot was removed from the team and another took
its place. For MURDOCH [30], one robot was removed and the other alternated between pushing the ends
of a box. Partial failures are also explicitly tested in [4] where one robot failure was simulated, in [105]
where robots were “sporadically disabled,” and in [94] where the communication channel was shared with
adversaries that actively interfered with communications or re-injected messages to cause confusion. For
sensor networks, [36] simulated the effects of up to 20% node failures and [38] simulated the loss of 23 out
of 60 nodes.
There are many related results in which no partial failures were tested [10] [57] [101] [48] [74] [42]
[41] [45] [88] [87] [47]. Other approaches assumed reliable communications. In particular, MOVER [40]
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assumed a reliable communications channel, and would halt for as long as there were losses. In [16],
reliable communications were explicitly assumed. In LEMMING [70], communications were reduced
through state information, but if messages were lost or robots stopped responding, then the system would
fail as it assumes that a robot will explicitly decline a task that it cannot fulfill.
5.3 Parameters and Fitness Metrics
The performance of the affective recruitment approach hinges on the design of three functions: the fitness
function for matching robots to tasks, the SHAME accrual function, and the SHAME decay function. The
roles of these functions and their impact on the experiments are explored below.
5.3.1 Fitness Function
As discussed in Chapter 3.3, there must be some mechanism for choosing the “best” robot for a task. Other
approaches have defined metrics for measuring the utility of a resource (robot or sensor) to a task [51] [104]
[103] [26] based on the cost or uncertainty of using that resource. In the MURDOCH system [30], fitness is
computed in terms of directly measurable quantities, such as the distance between a robot and the task
location.
In the experiments in Chapter Four, fitness was based on the estimated time required for a robot to
reach the task location. This is a simple measure, at best a first-order approximation of each robot’s fitness.
However, the purpose of the experiments was to test the affective recruitment approach given a practical and
extensible measure of utility. For this, the time to arrive was sufficient. There may be advantages to using
more sophisticated fitness functions on real robots. In general, considering several robot attributes together
should lead to a more informed measure of fitness, as was discussed in Chapter 3.3. This approach is
compatible with any such fitness measure.
5.3.2 SHAME Accrual Function
Once a fitness function is chosen (as discussed in Section 5.3.1), that function must be applied to the accrual
of SHAME for the robots. SHAME accrual was introduced in Chapter 3.2, and two functions were used in the
experiments in Chapter 4.2: one linear function, and one very simple non-linear function. The results in
Chapter 4.2 did not show any statistically significant difference between the linear and non-linear functions,
but these merit further discussion.
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The linear SHAME accrual function was chosen for its simplicity, as has been done in the literature.
ALLIANCE [75] also uses linear functions for its impatience and acquiescence. Pfeifer’s FEELER system
is described as increasing emotional arousal through a linear function [71]. The emotional motivation also
increases linearly in [3] [98] [99] [6].
Despite its common usage, it was suspected that a linear SHAME accrual function could lead to a
chaotic team behavior, in which the robots that responded to requests would not be in the vicinity of the
requester, but would instead respond as a result of residual motivation from a previous recruitment episode.
In the case where all robots start with zero SHAME when recruitment begins, the most fit robots will be the
first to respond. However, as the average SHAME across the team increases, the number of responding robots
will increase, and it becomes increasingly difficult to predict which robot will actually be chosen.
The non-linear SHAME accrual function was tested as a means of keeping the average level of robot
SHAME reduced while still allowing the most fit robots to quickly respond. It was expected that for large
teams of robots, the communications overhead required using the non-linear function would be less than for
the linear function (as robots would have less average SHAME and fewer would respond), and the time to
complete recruitments would be less for the non-linear function (because the choice of robots would be
better). However, for teams up to 53 robots, this did not appear to happen. The distribution of results shown
in Figures 11 and 13 in Chapter 4.2 indicates that the linear accrual function performed more consistently
than the non-linear function, and that these chaotic effects were absent.
5.3.3 SHAME Decay Function
The rate at which SHAME decays was chosen to be a linear function for the experiments in Chapter 4.2.
Ortony [71] and Pfeifer [79] suggest that emotions should decay over time, but provide no further guidance.
Linear emotional decay functions were used by Arkin et al [3] for homeostatic control in a Sony AIBO, and
for naturalistic interfaces by Breazeal for KISMET [6] and by Velasquez for Simo´n [98] and Yuppy [99]
under the Cathexis architecture. However, there is no hard requirement that the SHAME decay function be
linear, or even that it be decreasing. Any function could have been used for SHAME decay, including an
accrual function that caused robots to increase their SHAME over time in the absence of requests. The choice
of a decay function will depend on the task domain, the expected period of time between tasks (i.e. to
control whether each robot’s SHAME will persist or decay to zero between requests).
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5.4 Contributions
This approach and validating experiments make at least six contributions to the artificial intelligence,
robotics, and cognitive science communities. These contributions are explored below.
5.4.1 Validates Application of Emotions
The affective approach builds on a model of emotions, making it a mix of the motivation-based and
auction-based strategies. Unlike other motivation-based approaches to robot task selection [75] [47],
however, affective recruitment was developed from the literature in the theory of emotions. This is the first
known application of an emotional model to task allocation in a distributed team of robots. It provides the
cognitive science community with validation of the OCC model [72] in a team of artificial agents,
demonstrating that the emotions function as expected.
The emotional state can provide meaningful information to a human supervisor of the robot team.
In a situation where robots are not allowed to preempt tasks, the emotional state can be used by a human to
make a managerial decision about what robot should be preempted to make it available for recruitment. The
emotions are also an effective tool for developing complex behavior from reactive robots, because they
provide a computationally simple method for using a robot’s recent history to bias its current actions.
5.4.2 Reduced Communication Overhead and Better Scaling
Affective recruitment reduces the communication overhead for multi-robot task allocation. The best known
methods for recruitment to date have a communication complexity of O(n) [31]. Although the worst-case
complexity for affective recruitment is also O(n), simulation results in Chapter 4.2 indicate a statistically
significant reduction in communications overhead by 32% on average. This reduction is possible because
robots do not reply to every request.
This reduction of communication overhead provides the distributed sensing and robotics
communities with the following four benefits. First, the approach will scale better with team size compared
to other methods, because the impact on the shared communication channels is less (as shown in
Chapter Four). This makes affective recruitment suitable for very large teams and swarms of robots, as well
as for sensor networks. Second, any reduction in communications for recruitment will free up bandwidth for
other demands that may be vital to the team’s mission, such as streaming video. Third, fewer transmissions
translates to a lower energy cost for low-power devices, which may not have the resources to broadcast a bid
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for every recruitment. This benefits sensor networks, which may have limited communication power [43].
Finally, affective recruitment is suitable for stealth applications, where agents only transmit messages when
sufficiently motivated, rather than in response to every new task. This benefits those doing research in
physical security and military reconnaissance.
5.4.3 Superior Solution Quality
The affective recruitment approach allows for a team of robots to balance the time needed to respond to a
request with the communication overhead by means of adjusting parameters. By allowing the recruitment
process to take place over time, the affective approach can find better solutions than instantaneous
schedulers (such as MURDOCH [30]) whose performance depends on the order in which tasks arrive [28].
The affective approach is a flexible generalization of the greedy approach seen in MURDOCH, and apart
from the trade-off between response time and messages sent, affective recruitment will perform no worse
than MURDOCH. Experimental results in Chapter Four indicate that for teams of 53 robots, affective
recruitment required 61% fewer messages than the greedy approach used by MURDOCH, but without a
statistically significant increase in the time needed to perform recruitment. This improvement on greedy
allocation, which represents the state of the art, benefits the distributed agents community.
5.4.4 Demonstrated Robustness
The Contract Net Protocol [90] [21] through which recruitment is negotiated provides a degree of robustness
that allows recruitment to succeed, even at random message loss rates of 25%. Experimental results in
Chapter 4.2.2 indicate that affective recruitment performs correctly in the presence of these communication
failures. These results provide the distributed sensing community with a basis for comparing the
performance of other communication protocols in the presence of high losses.
5.4.5 Handles Heterogeneity
There were no assumptions in this thesis about the composition of the robot team in terms of hardware,
software, or tasks. This approach applies to any team in which a metric fitness function is available to
determine the suitability of each robot to a task as discussed in Chapter 3.3. Although the simulations were
all performed with homogeneous agents (as discussed in Section 5.1), real robot tests included three UGVs
and a simulated UAV that are different in hardware and software. The robotics community, which must deal
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with changes in robot capabilities over time due to damage or the addition of new robots to an existing team,
benefits from this lack of constraints.
5.4.6 Fairness of Allocation
The affective approach also tends to distribute the burden of responding to requests for help across more of
the robot team. Given that a robot will only respond when it has sufficient SHAME , a single robot is less
likely to be recruited for successive tasks in the same location if there is another robot that is almost equally
well-suited to the task. Instead, the robots will take turns being recruited, as a side-effect of retaining
SHAME from one request for help to the next. Results in Chapter 4.2.5 indicate that affective recruitment
tends to recruit more uniformly from the robot team. Defining the bias of a recruitment strategy as the
number of times that a robot is chosen more or less than any other, on average, affective recruitment had a
bias of 1.0 (1.9 with a non-linear fitness metric) where the greedy approach had a bias of 5.1.
5.5 Summary
This chapter has discussed the results of the experiments in Chapter Four, starting with the limitations of
those experiments. While the experiments were equal to or exceeded standard testing practices for the
robotics community, it was not possible to perform simulations with robot teams as large as desired: the
upper limit for the simulator on the available computer hardware was less than 100 robots. Statistically
significant performance data were not collected for the real robot tests due to the manpower required to run
multiple robots outdoors, though the robots were used to validate the approach. Heterogeneous robots were
not simulated, as this would have had the effect of partitioning the robot team into smaller subgroups, which
would have offset the effect of increasing the team size and trivialized the recruitment problem. Finally, the
method for choosing which messages to drop while simulating communication failures was simplistic
compared to Markov models that have been produced by the networks community [49], but the effect on the
simulation results was expected to be insignificant. Robots did not attempt to retransmit messages that were
dropped, which would have improved their performance, but this limitation affected all recruitment
strategies equally.
Compared to related research in multi-robot task allocation, the experiments in Chapter Four are of
a similar scope to those performed elsewhere. In particular, the experiments for this thesis involved 53
simulated robots, 3 real robots, and partial failures in the form of communication losses. In the literature, the
87
largest simulated teams have between 20 and 55 robots [16] [41] [48], the largest real teams have 5 robots
[77] [105], and fewer than half explicitly test for partial failures.
A survey of the existing literature indicates that affective recruitment is a novel creation.
Experiments show an improvement over known methods, including other variants of the contract net
protocol [90] [21], such as MURDOCH [30], which is the closest known work. Affective recruitment
provides at least six contributions to the artificial intelligence, robotics, and cognitive science communities:
• Validates application of emotions. This work supports the OCC model of emotions [73] [72] and
demonstrates that the model functions as expected in artificial agents.
• Reduced communication overhead and better scaling. Experiments in Chapter 4.2 show that affective
recruitment reduces the communications overhead for recruitment compared to the state of the art
[30].
• Superior solution quality. Affective recruitment can reach solutions that a greedy instantaneous
scheduler would miss. Varying the parameters in this approach provides flexibility in the design of a
robot team. Experimental results in Chapter 4.2 indicate that for teams of 53 robots, affective
recruitment required 61% fewer messages than the greedy approach without a statistically significant
increase in the time needed to perform recruitment.
• Demonstrated robustness. Experiments in Chapter 4.2 have shown that affective recruitment
continues to function with up to 25% random message losses.
• Handles heterogeneity. No assumptions were made in this approach that would prevent heterogeneous
robots from working together on a task.
• Fairness of allocation. In general, if multiple robots are approximately equal in their fitness to a task,
affective recruitment will tend to utilize each of them an equal number of times.
The following chapter summarizes the thesis and provides directions for future work.
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Chapter Six
Summary and Future Work
The multi-robot task allocation (MRTA) problem deals with the assignment of new tasks to robots
or other agents. Solutions to this problem exist in the literature, and the current state of the art is
MURDOCH, a Contract Net Protocol [90] [21] with a greedy instantaneous scheduler [30]. However,
existing techniques have a communications overhead that increases at a rate of at least O(n) for a team of n
robots [28] [31] or tend to broadcast state or eligibility information at a high rate [75] [74] [92] [39] (10Hz
in [74], 15Hz in [92]).
This thesis has presented a novel approach to MRTA that experimental results show requires
significantly fewer messages to be transmitted (an average of 32% and up to 61% fewer than the greedy
scheduler used in MURDOCH [30]). In this approach, an affective variable, SHAME, modulates a robot’s
response to a request for help. SHAME has the effect of causing only the best-suited robots to reply to a
request, thus reducing overhead in the recruitment process. This approach is also robust with respect to
communication losses; experimental results show that recruitment succeeds at up to 25% random message
loss. The approach has been validated in 833 simulations and has been implemented and tested on a team of
ATRV Jr. mobile robots. This chapter examines how affective recruitment addressed the recruitment
problem and presents directions for further research.
6.1 Summary of Thesis
The research question stated in Chapter One was:
How can affective computing be used for recruitment in a team of distributed, heterogeneous
mobile robots with unreliable communications?
Affective computing can be applied to the Contract Net Protocol [90] [21] such that agents respond
to bid requests only when they have adequate motivation. The rate of increase of the agent’s motivation is
related to its fitness to the task, such that the best-suited candidates respond first. In this way, the problem of
recruiting a robot is completely distributed among the team, allowing it to scale slowly with respect to team
size. The heterogeneity of the robot team is accommodated through the fitness function that ensures that
89
only the most appropriate agents will respond. The Contract Net Protocol itself provides a mechanism for
overcoming communication failures, provided that the robots do not wait indefinitely for an incoming
message. Experimental results have shown that this approach requires less communications overhead than
the state of the art, as in MURDOCH [30], an instantaneous greedy scheduler. Experiments on real robots
show that this approach can be applied to real-world systems.
The following issues relating to the domain of multi-robot task allocation were introduced in
Chapter One. The manner in which the approach taken in this thesis addresses these issues appears below.
• Communications bandwidth is finite. Other mission-related demands on a shared communications
channel, such as streaming video or control commands, may consume any available bandwidth.
Recruitment should not interfere with such demands. Experimental results in Chapter Four show that
affective recruitment has 32% less demand for communications bandwidth than the greedy approach
found in other approaches (most notably, MURDOCH [30]). The key to this reduction in
communications overhead is the use of an affective variable, SHAME, that prevents robots from
responding unnecessarily to requests for help.
• Teams can vary in size without bound. The communications requirements for recruitment should scale
well with team size, so that large increases in the number of robots does not translate to a large
increase in required bandwidth. Experimental results in Chapter Four show that affective recruitment
scales slowly (O(n) worst case, less on average) with the size of the robot team. For the largest
simulated team of 53 robots, affective recruitment required 61% fewer messages than the greedy
approach. Increasing the team size from 4 to 53 robots increased the number of messages that
affective recruitment sent from 52.6 to 109.1, where the same change increased greedy’s overhead
from 30 to 276.7 messages.
• Robots may have power constraints. A small mobile robot or a node in a sensor network may not have
enough power available to frequently transmit messages. The fewer messages such a robot sends, the
longer its batteries will last. As above, the experimental results in Chapter Four show that affective
recruitment reduces the number of messages that each robot must send, which translates to a savings
in power.
• The robots may be deployed in a domain requiring stealth where they are capable of receiving
messages, but risk revealing their location by responding. In this case, any transmissions should be
well justified. Experimental results in Section 4.2.4 show that robots that are unlikely to be recruited
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(due to a small increase in their SHAME per request) can remain completely silent. Recruitment can
take place with as few as two robots transmitting messages for any size of robot team.
• There must be a mechanism to determine the fitness of a robot to a task. This approach used a single
metric to determine the fitness of a robot to a task: the estimated time of arrival at the target location.
This metric was applied both as a linear and a non-linear term when computing the fitness of a robot.
It was expected that for large robot teams, the non-linear method would result in fewer messages
transmitted than the linear method. However, for the largest robot team tested (53 robots), the
difference was not statistically significant. The time to arrive was an extensible, first-order
approximation of the robot’s fitness, but more sophisticated fitness functions could be used. The
difficulty in creating a general fitness function was explained in Chapter 3.3 and is discussed in
Section 6.2 as an open topic of research.
6.1.1 Contributions
This thesis provides the following contributions to the artificial intelligence, robotics, and cognitive science
communities. These contributions are outlined below.
• Validates application of emotions: This approach adds motivations to an auction-based multi-robot
recruitment strategy through an emotional model. This thesis supports the emotional model of Ortony
et al. [73] [71] [72], and benefits the cognitive science community by demonstrating that the emotions
function as expected in artificial agents. Emotions are a useful tool for developing intelligent agents,
as they provide a computationally simple means of self-regulation. An agent equipped with emotions
can detect a lack of progress toward a goal, or combine multiple internal drives into a coherent choice
of action. Emotions can also provide naturalistic interfaces: agents can use emotions to express
meaningful state information to a human supervisor. For example, a human operator can use the
emotional state of the robots to determine which robot should be preempted for a new task, for
instance, if no robots are available for recruitment. Agents can also perceive the emotional state of the
human operator and alter their behavior accordingly.
• Reduced communication overhead and better scaling: The use of an emotional model reduces the
communications required for task allocation compared to the state of the art, and represents an
improvement over the greedy approach. This reduction of overhead contributes two benefits to the
distributed sensing and robotics communities. First, the protocol can scale to large teams or swarms of
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robots more readily than existing methods (as shown by results in Chapter 4.2). Second, this approach
reduces unnecessary transmissions, which benefits low-power and stealth applications, and keeps
bandwidth available for mission-specific data, such as streaming video.
• Superior solution quality: The affective recruitment approach benefits the distributed agents
community, as it can reach better solutions than existing greedy first-price auction strategies such as
MURDOCH [30]. Such greedy schedulers can be adversely affected by changing the order of new
tasks, which may lead to greatly reduced solution quality [28]. This approach depends less on the
order of new tasks, and can find solutions that existing methods miss (as is shown in Chapter 4.2). The
behavior of affective recruitment is controlled through parameters, and provides more flexibility in
design than a traditional greedy approach.
• Demonstrated robustness: This approach builds on the contract net protocol [90], which provides
robustness in terms of communication failures. Messages between robots follow a sequence of steps,
and the loss of any message can be detected and compensated for. Experimental results, shown in
Chapter 4.2, indicate that the recruitment protocol will continue to function with up to 25% random
message loss regardless of the recruitment strategy used, but up to that point, affective recruitment
transmits fewer messages. These results benefit the distributed sensing community by demonstrating
the performance of a distributed protocol with realistic communication losses.
• Handles heterogeneity: This approach makes no assumptions about the composition of the robot
team. Robots can be completely heterogeneous in hardware and software, and do not need to be
operating over the same set of tasks or goals. The target robot team consists of three ATRV Jr. mobile
robots and a simulated helicopter, which are vastly different in their hardware and software. This
result in a heterogeneous team benefits the robotics community, where robots are often heterogeneous,
either by design or due to partial failures.
• Fairness of allocation: An interesting side-effect of this approach is that robots that are equally suited
for a task will tend to take turns being recruited, such that the disruption to each robot is distributed
across the team. Results in Section 4.2.5 indicate that affective recruitment tends to recruit more
uniformly from the robot team. Defining the bias of a recruitment strategy as the number of times that
a robot is chosen more or less than any other, on average, affective recruitment had a bias of 1.0 (1.9
with a non-linear fitness metric) where the greedy approach had a bias of 5.1.
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6.2 Future Work
The research presented in this thesis has built upon previous work in MRTA, but some questions were not
adequately answered in the literature and were beyond the scope of this work. This section identifies two
topics that merit further exploration.
This work assumed that the fitness of a robot to a task could be measured. The approach taken in
this thesis used the estimated time of arrival as the single metric to generate SHAME, and suggested in
Section 3.3 that combining together multiple robot and sensor attributes could produce a more sophisticated
measure of fitness. However, the topic of sensor utility (which is touched on in [51] [104] [103] [26]) is still
an open area of research.
The difficulty in determining the fitness of a robot to a task in this domain comes from the
following issues, first outlined in Chapter Three:
• The robot team is dynamic. The capabilities of all robots cannot necessarily be known at one time and
place. Even if the capabilities of the team are specified in advance, they will change over time:
sensors may fail, robots may be disabled or drop out of contact, or additional robots may be added at
any time. Thus, it is not sufficient to simply compare a particular robot’s capabilities to those of the
rest of the team. The comparison must be performed directly on what is known about the sensor,
without an outside reference (beyond, perhaps, the task for which fitness is being measured).
• Sensor characteristics do not share a common representation. The different capabilities of a digital
camera can be measured in radians (viewing angle), Hertz (framerate), meters (focal length),
wavelength (visible versus infrared), watts (power consumption), pixels and color depth (resolution),
not to mention accuracy and probability of failure. Ideally, a fitness metric must consider all of these
disparate attributes, but it is not trivial to combine these into a single meaningful measure.
• Comparisons are not symmetric. The metric used in this thesis was the estimated time for a robot to
reach the target location, which depends on the mobility of the robot. For instance, an aerial vehicle
(UAV) may travel at a higher velocity than a ground vehicle (UGV) and may take a more direct route.
Suppose that the UGV experiences a sensor fault, and requires another similar sensor to be nearby for
recalibration. This leaves two possibilities: the UAV could go to the UGV, or vice-versa. If the metric
were to consider the time needed for each robot to reach the other, then it would be necessary to
measure the fitness for both cases. In other words, for the fitness functionM , it is not necessarily true
thatM(a, b) =M(b, a).
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• Treatment of subsets of capabilities is unclear. In this thesis, it was assumed that the ability of a robot
to produce a particular percept was boolean: either it could generate the percept, and thus would
participate in the recruitment process, or it could not. However, it is possible for a task to require
multiple capabilities, but it is not clear how a robot that has only a partial subset of those capabilities
should respond.
In Section 3.2, the parameters that govern affective recruitment were introduced, and a heuristic
method for selecting their values was provided. The performance of this approach is tied to how these
parameters are chosen. Allowing the robots to adapt these parameters based on their own activity with the
goal of minimizing overall communications may overcome the reliance on the programmer’s choice of
values. There is also the question of how SHAME should decay over time. The rate of decay for affective
variables has been mentioned in [71] [79] [98], and inspection of the results in [3] and [6] indicates the use
of a linear decay rate, which was also used in this approach, but there is no authoritative source that
describes how emotional motivation should decay. A more general study of how affective/motivational
variables should behave may be useful.
To conclude, this thesis has shown that affective computing presents considerable advantages for
the multi-agent recruitment problem. Based on this and earlier work in the use of affect for internal robot
control, it is expected that affective computing will become an integral part of robot control.
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Appendix A
Raw Simulation Results
Table 20. Number of times each robot was recruited using affective recruitment. These values were used to
compute the fairness of each strategy in Chapter 4.2.5.
Run 1 Recruited 4 Recruited 5 Recruited 6 Recruited 7 Recruited Total Imbalance
4-5-1 6 4 5 5 5 25 1
4-5-2 5 5 6 5 4 25 1
4-5-3 5 5 5 5 5 25 0
4-5-4 5 5 5 5 5 25 0
4-5-5 5 7 5 4 4 25 2
4-5-6 4 6 5 5 5 25 1
4-5-7 5 5 6 4 5 25 1
4-5-8 7 5 5 3 5 25 2
4-5-9 5 5 4 5 6 25 1
4-5-10 5 4 5 5 6 25 1
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Table 21. Number of times each robot was recruited using affective 1/D2 recruitment. These values were
used to compute the fairness of each strategy in Chapter 4.2.5.
Run 1 Recruited 4 Recruited 5 Recruited 6 Recruited 7 Recruited Total Imbalance
4-5-1 6 5 4 6 4 25 2
4-5-2 4 5 6 5 5 25 1
4-5-3 5 6 5 5 4 25 1
4-5-4 5 3 5 7 5 25 2
4-5-5 6 7 3 5 4 25 3
4-5-6 4 6 5 5 5 25 1
4-5-7 7 5 5 5 3 25 2
4-5-8 0 6 7 6 6 25 5
4-5-9 5 5 4 5 6 25 1
4-5-10 4 5 5 5 6 25 1
Table 22. Number of times each robot was recruited using greedy recruitment. These values were used to
compute the fairness of each strategy in Chapter 4.2.5.
Run 1 Recruited 4 Recruited 5 Recruited 6 Recruited 7 Recruited Total Imbalance
4-5-1 4 5 7 5 4 25 2
4-5-2 3 3 3 9 7 25 6
4-5-3 5 7 3 7 3 25 4
4-5-4 2 3 6 6 8 25 5
4-5-5 6 9 3 4 3 25 5
4-5-6 2 6 4 2 11 25 7
4-5-7 8 3 4 7 3 25 5
4-5-8 6 7 8 2 2 25 6
4-5-9 6 3 2 7 7 25 5
4-5-10 2 3 4 8 8 25 6
Table 23. Number of times each robot was recruited using random recruitment. These values were used to
compute the fairness of each strategy in Chapter 4.2.5.
Run 1 Recruited 4 Recruited 5 Recruited 6 Recruited 7 Recruited Total Imbalance
4-5-1 4 8 5 2 6 25 4
4-5-2 4 6 4 6 5 25 2
4-5-3 3 8 5 5 4 25 3
4-5-4 5 4 5 7 4 25 2
4-5-5 7 6 4 6 2 25 4
4-5-6 2 4 7 4 8 25 5
4-5-7 4 4 2 8 7 25 5
4-5-8 4 3 5 8 5 25 3
4-5-9 4 5 4 6 6 25 2
4-5-10 6 4 2 8 5 25 4
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Table 24. Raw data for time metric, 4 robots, and 0% communication failure rate. Values are in seconds.
Smaller values are better.
Run Affective Affective, 1/D2 Greedy Random
1-1-1 328.4 441 254.3 255.2
1-1-2 392.7 398.2 258.5 259.6
1-1-3 411 416.3 267.8 268.2
1-1-4 440.2 456.6 287 286.9
1-1-5 393.1 408.5 255.2 257.4
1-1-6 442.8 456 285.3 286
1-1-7 412.9 456.4 270.9 271
1-1-8 379.8 372.6 234 233.8
1-1-9 338.7 354.3 247.6 247.2
1-1-10 448.2 456.4 290.4 290.4
1-1-11 360.2 371.2 230.4 229.6
1-1-12 389.3 412.2 258.7 261.2
1-1-13 345.1 359.6 234.4 234.1
1-1-14 404.8 418.2 265.9 265.9
1-1-15 468.6 476.6 314.2 314.4
1-1-16 391.4 406 259.5 259.3
1-1-17 489.1 496 360.4 380.4
1-1-18 385.5 360.3 227.9 228.6
1-1-19 443.4 460.8 283.3 283.8
1-1-20 325.2 375.7 215.6 212.1
1-1-21 390.6 397.5 254.5 254.3
1-1-22 350.3 364 223.7 224
1-1-23 437.4 438.3 268.6 268.7
1-1-24 468.1 472.3 318.5 317.7
1-1-25 474.8 478.7 327.5 327
1-1-26 423.6 434.8 280.4 281.4
1-1-27 440 482 290.9 291.3
1-1-28 452.1 458.2 292.3 292.2
1-1-29 410.4 409.5 280.7 280.5
1-1-30 442.8 448.1 314.8 315.2
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Table 25. Raw data for number of messages metric, 4 robots, and 0% communication failure rate. Smaller
values are better.
Run Affective Affective, 1/D2 Greedy Random
1-1-1 38 51 27 27
1-1-2 53 55 30 30
1-1-3 53 55 30 30
1-1-4 56 53 30 30
1-1-5 52 55 30 30
1-1-6 53 52 30 30
1-1-7 53 52 30 30
1-1-8 52 55 30 30
1-1-9 51 54 30 30
1-1-10 53 52 30 30
1-1-11 55 55 30 30
1-1-12 52 55 30 30
1-1-13 51 53 30 30
1-1-14 53 55 30 30
1-1-15 53 54 32 32
1-1-16 52 54 30 30
1-1-17 54 55 32 32
1-1-18 51 55 30 30
1-1-19 53 55 30 30
1-1-20 53 51 30 30
1-1-21 52 53 30 30
1-1-22 53 57 30 30
1-1-23 53 53 30 30
1-1-24 54 57 30 30
1-1-25 54 55 30 30
1-1-26 53 55 30 30
1-1-27 56 55 30 30
1-1-28 54 55 30 30
1-1-29 54 54 30 30
1-1-30 54 55 30 30
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Table 26. Raw data for time metric, 8 robots, and 0% communication failure rate. Values are in seconds.
Smaller values are better.
Run Affective Affective, 1/D2 Greedy Random
1-5-1 178.4 173.1 77.7 255.1
1-5-2 218.2 227.6 146.8 191.7
1-5-3 246 246.6 135.4 192.5
1-5-4 204.2 212.8 106.5 300.6
1-5-5 219.2 194.6 113.7 376.8
1-5-6 228 230.5 128.6 341.1
1-5-7 302.3 315 155.7 309.5
1-5-8 175.9 196.2 104.1 316.6
1-5-9 235.1 234.7 109.1 319.7
1-5-10 165.1 173 65.5 295.7
1-5-11 177.6 191.8 118.2 198
1-5-12 194.7 208.5 115.4 227.5
1-5-13 263 288 136.9 338
1-5-14 391.7 402.5 210.9 292.8
1-5-15 297.2 328.4 151.8 281
1-5-16 259.5 295.2 159 289
1-5-17 376.7 365.7 251.6 340.5
1-5-18 242.6 269 108.3 287.8
1-5-19 316.2 294.1 170.2 349.2
1-5-20 238.1 253.5 145.8 318.6
1-5-21 232.7 271.6 122.9 239.6
1-5-22 230.3 249 162.8 223.2
1-5-23 334.3 299.5 177.7 367.2
1-5-24 279.3 287.9 187 309.8
1-5-25 272.1 301.2 165 264.7
1-5-26 256.9 290.2 121.5 276
1-5-27 319.6 286.7 190.8 334.5
1-5-28 270.3 287.1 174.2 405.3
1-5-29 298.2 289.1 192.4 381.4
1-5-30 257.2 284.8 141.5 324.2
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Table 27. Raw data for number of messages metric, 8 robots, and 0% communication failure rate. Smaller
values are better.
Run Affective Affective, 1/D2 Greedy Random
1-5-1 46 50 50 50
1-5-2 51 58 50 50
1-5-3 58 60 50 50
1-5-4 52 61 50 50
1-5-5 50 58 50 50
1-5-6 50 60 50 50
1-5-7 53 64 50 50
1-5-8 47 61 50 50
1-5-9 60 65 50 50
1-5-10 47 53 50 50
1-5-11 51 55 50 50
1-5-12 51 58 50 50
1-5-13 51 65 50 52
1-5-14 56 58 50 50
1-5-15 53 61 50 50
1-5-16 54 55 50 50
1-5-17 56 68 50 50
1-5-18 45 59 50 50
1-5-19 59 64 50 50
1-5-20 56 60 50 50
1-5-21 54 59 50 50
1-5-22 51 58 50 50
1-5-23 59 60 50 52
1-5-24 58 57 50 50
1-5-25 53 59 50 50
1-5-26 54 61 50 50
1-5-27 60 61 50 50
1-5-28 60 67 50 50
1-5-29 60 60 50 52
1-5-30 56 57 50 50
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Table 28. Raw data for time metric, 13 robots, and 0% communication failure rate. Values are in seconds.
Smaller values are better.
Run Affective Affective, 1/D2 Greedy Random
1-10-1 151.4 143.7 67 304.6
1-10-2 197.9 247.6 114.9 222
1-10-3 179.4 186.3 97.2 258.2
1-10-4 212.9 203.1 99.9 381.8
1-10-5 205.7 190.5 105.9 314.3
1-10-6 199.1 331.8 123.7 294.2
1-10-7 240.5 272.8 132.4 304.4
1-10-8 167.2 176.4 85.4 252
1-10-9 155.6 154.6 75.1 293.9
1-10-10 162 170 80.1 389.5
1-10-11 160.3 174.3 103.8 292.4
1-10-12 199 271.9 122.9 462.5
1-10-13 168.3 152.6 70 319.9
1-10-14 278.3 293.2 182.3 255.1
1-10-15 229.5 247.7 132.4 283.7
1-10-16 229.7 244 154.3 308
1-10-17 250 260.6 134.1 281.5
1-10-18 171.7 153.5 94.4 349
1-10-19 230.5 238.1 128.5 251.9
1-10-20 295.5 310.5 147.2 261.7
1-10-21 167.1 182.5 91.6 256.8
1-10-22 155.6 175.6 91.6 402
1-10-23 273.6 224.1 124.4 334.2
1-10-24 234.3 244.1 155 295.1
1-10-25 240.6 262.1 153.8 277.3
1-10-26 170.8 182.9 95.3 373.8
1-10-27 270.3 252.8 155.4 223.7
1-10-28 202.5 220.1 120.2 231.1
1-10-29 273.9 248.9 140.9 315.4
1-10-30 234.6 235.7 145.3 349.4
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Table 29. Raw data for number of messages metric, 13 robots, and 0% communication failure rate. Smaller
values are better.
Run Affective Affective, 1/D2 Greedy Random
1-10-1 59 59 75 75
1-10-2 67 70 75 75
1-10-3 57 72 75 75
1-10-4 60 81 75 75
1-10-5 55 78 75 75
1-10-6 60 76 75 75
1-10-7 68 81 75 75
1-10-8 60 88 75 75
1-10-9 64 70 75 75
1-10-10 54 68 75 77
1-10-11 54 61 75 75
1-10-12 65 79 75 75
1-10-13 62 60 75 75
1-10-14 77 80 75 75
1-10-15 65 79 75 75
1-10-16 62 68 75 75
1-10-17 69 77 75 75
1-10-18 63 58 75 75
1-10-19 61 89 75 75
1-10-20 66 82 75 75
1-10-21 64 78 75 75
1-10-22 60 70 75 75
1-10-23 64 89 75 75
1-10-24 65 78 75 75
1-10-25 54 70 75 75
1-10-26 68 79 75 75
1-10-27 74 80 75 75
1-10-28 69 89 75 75
1-10-29 74 74 75 75
1-10-30 73 71 75 75
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Table 30. Raw data for time metric, 23 robots, and 0% communication failure rate. Values are in seconds.
Smaller values are better.
Run Affective Affective, 1/D2 Greedy Random
1-20-1 158.2 152.6 86.6 410.4
1-20-2 166.1 157 84.1 261.8
1-20-3 201.7 195.3 105.3 305.8
1-20-4 187.9 155.2 80.4 297.4
1-20-5 174.7 202.7 106.1 294.8
1-20-6 174.2 163.1 91.2 389.2
1-20-7 230.8 208 119.1 483
1-20-8 270.7 177.1 101.6 398.6
1-20-9 180.7 166 92 427.5
1-20-10 196.5 157 85.9 399.3
1-20-11 171 169.3 96.7 371.5
1-20-12 217.9 188.2 124.2 224.2
1-20-13 175 163.7 95.8 476.4
1-20-14 237 226.5 114.8 399
1-20-15 203.7 208 122.4 342.1
1-20-16 228.9 186.4 125.4 372.6
1-20-17 212 215.8 129 346.1
1-20-18 192.9 169.6 102.5 384.1
1-20-19 220.3 191.4 117.2 362.4
1-20-20 123.4 180.3 77.4 309.1
1-20-21 184.8 176.4 100.2 400.6
1-20-22 159.7 139.5 73.7 350.5
1-20-23 172.2 171.9 96.5 338.5
1-20-24 143.3 174.4 81.3 371.9
1-20-25 203.2 228.7 143.9 330.1
1-20-26 242.3 212.2 115.5 344
1-20-27 236.9 217.6 129.7 363.3
1-20-28 194.4 203.3 117 334.9
1-20-29 195.9 179.7 164.7 407.7
1-20-30 193.7 179.8 131.3 348
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Table 31. Raw data for number of messages metric, 23 robots, and 0% communication failure rate. Smaller
values are better.
Run Affective Affective, 1/D2 Greedy Random
1-20-1 65 61 125 125
1-20-2 95 83 125 125
1-20-3 79 114 125 125
1-20-4 86 99 125 125
1-20-5 81 79 125 125
1-20-6 63 99 125 127
1-20-7 65 99 125 125
1-20-8 82 105 125 125
1-20-9 90 100 125 125
1-20-10 63 78 125 125
1-20-11 80 70 125 125
1-20-12 77 74 125 125
1-20-13 91 86 125 125
1-20-14 84 108 125 125
1-20-15 96 103 125 125
1-20-16 67 80 125 125
1-20-17 101 118 125 125
1-20-18 87 78 125 125
1-20-19 82 81 125 125
1-20-20 72 61 125 125
1-20-21 98 117 125 125
1-20-22 99 78 125 125
1-20-23 84 91 125 125
1-20-24 64 117 125 125
1-20-25 80 84 125 125
1-20-26 82 138 125 125
1-20-27 91 119 125 125
1-20-28 95 118 125 125
1-20-29 71 93 125 125
1-20-30 87 99 125 125
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Table 32. Raw data for time metric, 53 robots, and 0% communication failure rate. Values are in seconds.
Smaller values are better.
Run Affective Affective, 1/D2 Greedy Random
1-50-1 137.7 120.4 115.2 395.7
1-50-2 134 134.4 124.1 389
1-50-3 136 105.4 124.7 423.4
1-50-4 105.1 149.3 117.8 492.1
1-50-5 119.7 159.7 124.3 344.9
1-50-6 181 87.4 114.1 486
1-50-7 93.3 140.8 117.2 415.4
1-50-8 112.8 96.3 119.2 483.2
1-50-9 118.3 129.6 120.1 362
1-50-10 149.8 236.1 115.5 293.8
1-50-11 134.1 153.2 130.8 380.5
1-50-12 156.1 166.3 137.8 519.2
1-50-13 247.7 178.9 157.2 519.2
1-50-14 152.5 170 138.8 437
1-50-15 127.4 156 122.6 247.8
1-50-16 225 201.4 168.1 339.4
1-50-17 157.1 169.5 135.4 479.2
1-50-18 126.9 133.2 145.5 348.2
1-50-19 167.8 197.7 142.6 360.1
1-50-20 149.4 118.6 133 360.9
1-50-21 172.3 193.5 132.2 405.6
1-50-22 129.6 104.5 120 354.7
1-50-23 120.9 128.5 121.8 414.1
1-50-24 99 76.3 122.2 461.6
1-50-25 174.5 164 134.4 406.7
1-50-26 213.9 174.3 149.5 393.2
1-50-27 174.8 158.2 146.1 389.2
1-50-28 263.6 198.7 143.2 391
1-50-29 131.1 220.4 123.4 368.3
1-50-30 154.8 170.2 166.1 459.4
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Table 33. Raw data for number of messages metric, 53 robots, and 0% communication failure rate. Smaller
values are better.
Run Affective Affective, 1/D2 Greedy Random
1-50-1 98 51 275 275
1-50-2 124 43 275 275
1-50-3 66 46 275 275
1-50-4 78 45 275 275
1-50-5 103 68 275 275
1-50-6 107 48 275 275
1-50-7 57 48 275 275
1-50-8 102 48 275 275
1-50-9 96 54 275 275
1-50-10 76 44 275 275
1-50-11 119 88 275 274
1-50-12 154 141 275 275
1-50-13 149 138 275 275
1-50-14 121 48 275 275
1-50-15 128 141 275 275
1-50-16 107 54 275 275
1-50-17 156 140 275 275
1-50-18 67 88 275 275
1-50-19 162 187 275 275
1-50-20 123 47 275 275
1-50-21 109 138 275 275
1-50-22 102 90 275 275
1-50-23 117 95 275 275
1-50-24 76 41 275 275
1-50-25 112 92 275 275
1-50-26 124 140 275 275
1-50-27 108 146 275 275
1-50-28 101 187 275 275
1-50-29 122 59 275 275
1-50-30 108 46 327 275
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Table 34. Raw data for time metric, 13 robots, and 5% communication failure rate. Values are in seconds.
Smaller values are better.
Run Affective Affective, 1/D2 Greedy Random
1-10-1a 241.2 279.5 182.1 433.4
1-10-1b 217.7 162.3 107.6 389.8
1-10-1c 476.3 215.6 155.6 334.3
1-10-2a 339.6 244.9 117.1 412.9
1-10-2b 272.8 268.1 124.5 454.7
1-10-2c 296.9 313.1 128.2 469.4
1-10-3a 322.4 286.2 121.8 240
1-10-3b 236.4 262.9 155.2 466.5
1-10-3c 277.3 194.9 104.8 456.3
1-10-4a 291.3 236.6 130.8 335.7
1-10-4b 215.3 380.1 112.8 274.2
1-10-4c 417.3 230.8 239.7 245.4
1-10-5a 214 243.2 129.8 399.3
1-10-5b 205 335.3 105.4 646.6
1-10-5c 240.9 543.9 152.6 452.5
Table 35. Raw data for number of messages metric, 13 robots, and 5% communication failure rate. Smaller
values are better.
Run Affective Affective, 1/D2 Greedy Random
1-10-1a 72 123 127 99
1-10-1b 70 63 104 91
1-10-1c 102 54 91 89
1-10-2a 82 71 75 90
1-10-2b 82 101 75 135
1-10-2c 85 93 75 103
1-10-3a 75 104 89 75
1-10-3b 69 79 106 117
1-10-3c 90 81 75 100
1-10-4a 73 84 88 75
1-10-4b 79 99 76 90
1-10-4c 71 83 149 75
1-10-5a 54 74 89 77
1-10-5b 64 99 75 102
1-10-5c 63 116 87 120
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Table 36. Raw data for time metric, 13 robots, and 10% communication failure rate. Values are in seconds.
Smaller values are better.
Run Affective, 1/D Affective, 1/D2 Greedy Random
1-10-1a 175.5 363.5 160.9 528.5
1-10-1b 176 341.8 175.8 304
1-10-1c 218.7 284.2 166.6 188.5
1-10-2a 197.4 215.6 167 422.5
1-10-2b 462.2 321.5 164.9 451.5
1-10-2c 405.9 508.3 158.7 524.3
1-10-3a 524.7 228.3 205.1 509.1
1-10-3b 299.8 368.3 147.1 596.1
1-10-3c 444.6 419.2 190.2 482.8
1-10-4a 289.6 260.5 111.4 414.6
1-10-4b 292.2 282.4 236.3 499.9
1-10-4c 418.7 416.2 156.7 531.1
1-10-5a 208.1 322 304.9 552.7
1-10-5b 393.9 391.5 111.3 288.2
1-10-5c 277 626.3 192.2 417.4
Table 37. Raw data for number of messages metric, 13 robots, and 10% communication failure rate. Smaller
values are better.
Run Affective Affective, 1/D2 Greedy Random
1-10-1a 68 107 119 116
1-10-1b 67 96 130 107
1-10-1c 67 91 104 75
1-10-2a 67 89 90 118
1-10-2b 101 106 99 104
1-10-2c 102 125 90 119
1-10-3a 113 107 106 104
1-10-3b 75 139 89 104
1-10-3c 125 145 114 104
1-10-4a 90 99 77 101
1-10-4b 72 96 118 100
1-10-4c 96 123 105 101
1-10-5a 63 87 143 105
1-10-5b 83 110 76 76
1-10-5c 79 132 104 121
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Table 38. Raw data for time metric, 13 robots, and 25% communication failure rate. Values are in seconds.
Smaller values are better.
Run Affective Affective, 1/D2 Greedy Random
1-10-1a 634.9 674.2 297.3 857.6
1-10-1b 601.7 413.3 451.5 1086.9
1-10-1c 525.5 482.4 243 748.5
1-10-2a 618 691.5 538.4 878.5
1-10-2b 878.4 795.1 555.3 1820.4
1-10-2c 557.5 795.1 268.1 738.6
1-10-3a 596.1 703.1 195.5 591.6
1-10-3b 482.8 384.2 452.9 1391
1-10-3c 856.5 660.8 204.4 1347.7
1-10-4a 865 795.2 619.7 1479
1-10-4b 669.1 798.1 433.2 1201.7
1-10-4c 499.8 795.5 428.7 907.5
1-10-5a 664.6 552.7 395.3 778.3
1-10-5b 737.6 873.7 468.1 799.4
1-10-5c 499.9 794.8 492.6 772.6
Table 39. Raw data for number of messages metric, 13 robots, and 25% communication failure rate. Smaller
values are better.
Run Affective Affective, 1/D2 Greedy Random
1-10-1a 154 178 144 175
1-10-1b 169 110 193 242
1-10-1c 119 155 148 152
1-10-2a 164 201 249 212
1-10-2b 156 192 243 288
1-10-2c 108 194 129 158
1-10-3a 139 162 133 130
1-10-3b 122 95 219 224
1-10-3c 159 153 139 218
1-10-4a 161 181 256 227
1-10-4b 190 210 230 185
1-10-4c 149 193 221 187
1-10-5a 158 130 202 195
1-10-5b 189 239 231 161
1-10-5c 109 166 278 143
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