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Abstract
Here we present the work and results of studies on a two-dimensional optical
lattice. The initial work on the classical dynamics describes the onset of
chaos using action-angle variables and techniques developed by Walker and
Ford [1]. Having documented the classical transition to chaos, using a tech-
nique called the discrete variable representation, we calculate the eigenvalues
and eigenvectors of the two-dimensional optical lattice Hamiltonian operator.
The surprising fidelity of these numerical results to the true values (which
can be verified for a certain parameter value) will hopefully allow for the
future study of level repulsion and the development of quantum phase space
distributions (e.g. the Wigner and Husimi quasi-probability distributions).
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In physics we build models and theories with certain phenomena in mind
which we hope to explain the dynamics of, and hopefully, having developed
a theory from general enough principles, more phenomena than what was
originally hoped for can be understood. The beginnings of “quantitative”
physics with Newton and predecessors were obsessed with the celestial; the
heavenly bodies were their playground. Even early civilizations, such as the
Mayans, had developed sophisticated astronomical systems which could pre-
dict the coming of the solstice and equinox. Yet, the work of the Mayans
was really only descriptive; it lacked explanatory power. But the work of
Newton marks an enormous intellectual leap; Newton’s laws are an explana-
tory tool. In all its might this new quantitative science, what is now called,
classical physics was thought to apply to all length scales in the known Uni-
verse (“known” is a nice way, it seems to me, of describing our perpetual
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näıveté). Alas, we look back now and realize, despite classical physics de-
scribing the world in a far broader way than it set out to, that such a hope
was shortsighted. Nevertheless, it also led to us to broaden the way we think
about the world and develop more elaborate, and sometimes intuition defy-
ing, theories. Even with these relatively modern theories, looking back on
the rich history of physics, we begin to see the apparent discontinuity of our
intellectual evolution. Quantum mechanics developed out of the study and
explanation of atomic spectra; the world on the order of an Angstrom. So,
considerations for quantum-classical correspondence are important not only
for understanding mesoscopic scales but also for the philosophical coherence
of the physicist. If quantum theory predicts very well the dynamics of a
few atoms, and classical physics handles the dynamics of the rockets flying
between the Earth and the ISS, then shouldn’t quantum mechanics also be
able to produce the dynamics of the rocket? If the physicist were to believe
otherwise, then they would relegate an entire scale of physics outside the
purview of our current body of knowledge. If you like, results of quantum
mechanics can be seen in the large scale world [2]. For instance, without the
Pauli exclusion principle how could we ever hope to understand the stability
of rigid bodies; or even the evolution of stars? This leads us to the under-
lying purpose for the tools developed in this thesis. We know that there
exists chaos in classical systems; what is the manifestation or the underlying





Many systems have been studied and many tools developed to investigate
chaos in classical and quantum mechanics. In the classical world we use the
tools developed by Poincaré to study the evolution of trajectories in a 2N
dimensional phase space in a space of dimension less than 2N (here N is
the dimension of the configuration space; also called the degrees of freedom).
This is accomplished by looking at the surface specified after choosing a
value for one of the configuration space coordinates. We call this a surface of
section (SoS). In an energy conserving system the trajectories will live on a
2N − 1 dimensional surface. This is a general result, and further integrals of
the motion will act to reduce the dimension of the phase space. A 2 degree
of freedom system which conserves energy and and an angular momentum-
like quantity will lie on the surface of a 2-torus. A system whose number of
integrals of motion is equal to its degrees of freedom is said to be integrable.
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The existence of action-angle coordinates, which we use extensively here,
depends intimately on the form of the level sets generated by integrals of
motion (Liouville-Arnold theorem). In addition, there are systems which
have integrals of the motion that number more than N , and such systems
are called super-integrable. The Kepler problem is a well known example of
such a system.
For the quantum mechanics, we employ a numerical approach known as
the Discrete Variable Representation to get the eigenvalues and eigenvec-
tors of the Hamiltonian. The approach is favored over the usual variational
technique for reasons explained in the chapter on quantum mechanics. With
these eigenvalues and eigenvectors it will be possible to look at the level
spacing data and quasi-probability distributions (e.g. Wigner and Husimi
distributions [3][4][5]) which help to identify chaos in the quantum system.
The classical quantum correspondence is a fairly large topic of which this
thesis could never hope to convey a broad understanding. In fact, restricting
ourselves to classical chaos and its manifestations in the quantum regime is
still a remarkably sprawling beast. We are left to consider a single model
chaotic Hamiltonian, but we do have the added benefit of working with a
physically realizable Hamiltonian [6][7]. The last fifteen years have seen a
great deal of research into optical lattices in both theory and experimental
work [7][8][9][10][11]. The optical lattice is of particular interest because it
allows for the study of classical-quantum correspondence as it relates to the
manifestation of classical chaos in the quantum regime. Some of that work,
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both theoretical and experimental, has looked at the influence of classical
chaotic dynamics on quantum tunneling in a time-periodic potential [11][10].
The theoretical work found good agreement with the experimental work. The
full scope of the classical dynamics of the Hamiltonian used by M. Greiner
et al. [7] and Hemmermich et al. [6] has yet to be investigated and that is
where we first direct our attention. Some of the results here appear in a paper
published in Physical Review E by the author and collaborators [12]. The
experimental set up is realized by having two pairs of counter-propagating
lasers form standing waves. The Hamiltonian generated by these counter-
propagating lasers is given below.
Figure II.1: A schematic of counter-propagating lasers. The grey box encloses
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Here θ defines the angle between the polarization vectors of the two pairs
of counter-propagating lasers and φ the relative phase between the lasers. A
plot of this setup is given at the top of the page. The Greiner experiment
used Rubidium atoms and a laser wavelength of 852 nm. The dimensionless
form of the Hamiltonian is achieved by the following change of variables:
p′x′ = ~kLpx, p′y′ = ~kLpy, x′ = xkL , y
′ = y
kL
, H ′ = H
~2k2L
2m





H = p2x + p
2
y + U(cos
2(x) + cos2(y) + 2α cos(x) cos(y)). (II.2)
Note that the coefficient of the nonseparable term has been combined such
that α = cosφ cos θ.
The Hamiltonian for the optical lattice can be arrived at both classically [13]
and quantum mechanically [14]. Under the assumptions given in [14] the
quantum mechanical result can be seen to come from a dipole interaction in
a two-level system.
The starting Hamiltonian for this dipole interaction of a two-level system
can be written in the following way.
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Ĥint = −~d· ~E(x, y, t) (II.4)
For simplicity we subtract a constant energy Eg from the two-level system
Hamiltonian such that the ground state will now have an eigenvalue of zero.
Defining Ee − Eg ≡ ~ωat the Hamiltonian becomes:







This sets the Hamiltonian into an analogous form as the one translational
degree of freedom Hamiltonian used in the appendix of [14]. The derivation






All the work in the remainder of this thesis deals exclusively with the dimen-
sionless Hamiltonian motivated earlier and given again here.
H = p2x + p
2
y + U(cos
2(x) + cos2(y) + 2α cos(x) cos(y)). (III.1)
Hamilton’s equations are computed in the usual way
ṗx = 2U (cos(x) sin(x) + α sin(x) cos(y))
ẋ = 2px
ṗy = 2U (cos(y) sin(y) + α cos(x) sin(y))
ẏ = 2py
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Figure III.1: Counter plots for α = 0 (top left), α = 0.1 (top right), α = 0.5
(bottom left), and α = 1.0 (bottom right)
Chaos appears in the phase space for α 6= 0, and if α = 0 then the
system becomes integrable by virtue of the recovery of an integral of motion.
The integrable system is analogous to a two-dimensional pendulum. Contour
plots are given for what we have found are values of α which show most of
the characteristic dynamics.
The scheme for producing a surface of section is relatively simple for sys-
tems with one or two degrees of freedom. In higher dimensions one needs
to study additional structures in the phase space which allow you to visual-
ize the dynamics of the system, because, in general, a sufficient number of
integrals of the motion will not exist to the lower the dimensionality of the
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space on which the trajectories live (normally hyperbolic invariant manifolds
or NHIMs are an example of such a structure; see [15])
We develop our surfaces of section as follows (a general approach):
1. Chose a restriction of phase space to a specific value of one of the
degrees of freedom (y = π
2
in our case).
2. Chose an appropriate set of initial conditions for (x, px), and then, by
energy conservation, this will fix what py must be.
3. These initial conditions can now be used to numerically solve (or ana-
lytically in the α = 0 case) Hamilton’s equations.
4. With all of the phase space variables now known as a function of time,




times should only be included which correspond to a crossing of the
plane with py(ti) > 0 (this is by convention).
5. Now the position and momentum in the x-direction may be evaluated
at the appropriate ti values, (x(ti), px(ti)). These points, when plotted,
give you the surface of section.
In figures III.2a, III.2b, and III.2c we attempt to show the breadth of
structure in the phase space across couplings and energies below the max
height of the potential.
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(a) Plots where α = 0.1, and for which Vmax = 44. The energies for each plot
from left to right are the following: E = 110Vmax = 4.4, E =
3
8Vmax = 16.5,
E = 58Vmax = 27.5
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(b) Plots where α = 0.5, and for which Vmax = 60. The energies for each plot from
left to right are the following: E = 110Vmax = 6, E =
3
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(c) Plots where α = 1.0, and for which Vmax = 80. The energies for each plot from
left to right are the following: E = 110Vmax = 8, E =
3
8Vmax = 30, E =
5
8Vmax = 50




Ignoring the coupling term, the dimensionless Hamiltonian, up to a coor-




2(x) and Hy = p
2
y + Ucos
2(y). The pendulum system lends
itself to a convenient transformation to action-angle variables. This coordi-
nate transformation, (x, y, px, py)→ (θx, θy, Jx, Jy), is accomplished through










































These transformation are only defined for Ex, Ey < U (the libration
regime). They can be obtained by quadrature. For a fixed energy Ex the
momentum takes the form:
px =
√
E − U cos2(x) (III.3)
Now using Hamilton’s equation for ẋ we get the following:
ẋ = 2px = 2
√
Ex − U cos2(x) (III.4)
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Ex − U cos2(x)
(III.5)
This integral can be evaluated analytically [16](although, not in terms of
finitely many elementary functions), and then inverted to solve for x(t). The
angular variable in the action-angle coordinates is linear in time allowing for
a simple substitution to find x(θx).














where the modulus κx
2 = Ex/U and K(κ) and E(κ) are complete elliptic
integrals of the first and second kind, respectively. where sn (hx, κx) and
cn (hx, κx) are the Jacobi “sn” and “cn” functions as defined in [16], respec-
tively, and hx =
2
π
K(κx)θx The Jacobian of this transformation is equal to
one, and therefore canonical. Exchange x → y and you have the correct
expressions for Hy.
In terms of the action-angle variables, the full Hamiltonian takes the form
H = Ex + Ey + 2Uκxκy α sn (hx, κx) sn (hy, κy)








×[cos[(2nx + 1)θx±1(2ny + 1)θy] (III.7)
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, K′(κx) = K(
√
1− κx2), and again
take x → y and you have the equivalent definitions for the other degree of
freedom. The Fourier series expansion of the Hamiltonian is obtained by
expanding Jacobi “sn” functions in a Fourier series [16]. Eq. (III.7) gives us
an expansion of the optical lattice Hamiltonian in terms of a sum of reso-
nances in the libration regime. These resonances build up at the separatrices
of the pendulum and this effect tracks the development of chaos. We find
that the resonance with (nx, ny) = (0, 0) lies farthest from the separatrices
expected from the potential and is by far the largest resonance. The next
few resonances, when isolated, appear to show near trivial structure (lines of
near-constant action).
We can now follow an analysis first described by Walker and Ford [1]. We
look at the Hamiltonian with (nx, ny) = (0, 0) and the difference of cosines:
H−L;0,0 = Ex + Ey + U α
π2
K(κx)K(κy)
f0(κx)f0(κy) cos[θx − θy] = E (III.8)
We will analyze the SoS of (x, px) plotted every time y =
π
2
, and we will
focus on the interval 0≤x≤π. This single term will give the entire phase
space structure under the full optical lattice Hamiltonian at low energy and
coupling. Note that the Hamiltonian when only one value is chosen for both
nx and ny is integrable by virtue of an additional conserved quantity we call
Γ. This can be seen immediately from Hamilton’s equations in action-angle
variables.
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Γ± = (2ny + 1)Jx ∓ (2nx + 1)Jy (III.9)
Where the ± choice is determined the the choice one makes for the Hamil-
tonians. Using Γ to eliminate Jx or Jy we can build a surface of section by
finding the values of the angles for which the energy is conserved. This
method is somewhat difficult to implement depending on how well the func-
tion which you wish to know the roots of are behaved, so solving Hamilton’s
equations numerically in action-angle variables is preferred.
Figure III.3: A surface of section in the action angle coordinates for the
Walker-Ford Hamiltonian with the topologically distinct types of trajectories
colored blue and green. This is for θ = 0 and E = 5
In the figures which follow, we plot a SoS of (Jx, θx) each time θy = 0 for
α = 0.1. Figure III.3 corresponds to energy E = 5 and figure III.4 corre-
sponds to energy E = 5 but transformed from the action-angle variables into
Cartesian coordinates. For energies below about E ≈ 7.2, the phase space
shows no signs of chaos or internal separatrices, even though the coupling
22
Figure III.4: The surface of section given by using the canonical transforma-
tion equations from action-angle to Cartesian coordinates.
between the degrees of freedom changes the topology of the lattice. The
approximate separation of positive and negative px in the SoS results from
an asymmetry by the choice of y = π
2
with nonzero coupling. For E > 7.2
the resonance described above appears in the phase space. This bifurcation
of the phase space will be a source of chaos different from the separatrix as-
sociated with the saddle points of the potential. In figure III.5 we show how
the correspondence between the bifurcation appearing in the (nx, ny) = (0, 0)
and the full Cartesian system.
As α increases, the energy at which the resonance appears in the phase
space increases and the energy of the saddle point decreases. At the same
time the regions of chaos associated with these two sources grows and begin
to merge.
23








































Figure III.5: In the first column, for energy E = 5, we show the action-angle
SoS (top) and its transformation to Cartesian coordinates (bottom). The
second column shows the same pairing but for E = 10; i.e. after bifurcation.
3 Walker-Ford Rotation
We begin again with the Hamiltonian (1) and transform to the action-angle
coordinates, (x, y, px, py) → (θx, θy, Jx, Jy), defined in the rotation regime














































These transformation are only defined for Ex, Ey > U (the rotation
24
regime). These transformation equations, for small α, are a good trans-
formation for the full Hamiltonian (recall the fidelity of the lowest order
resonance in the libration regime to the full Hamiltonian). Substituting (5)
into (1) we get the Hamiltonian















Furthermore, the Jacobi sn functions can be expanded in a Fourier series




























In a similar way to libration there exists another integral of the motion Γ.
The same procedure from libration is used in this case. It’s also difficult to
work in rotation given that having more than one term of the series allows for
energy exchange between x and y motions. It is then possible that Ex < U or
Ey < U in which case the transformation equations for rotation are invalid.
Certain initial conditions can still be studied in a many-term case if they are
far enough from area of the phase space containing chaotic trajectories.
In figure III.6 we show various isolated resonances, and the commen-
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tary which follows is with respect to those plots. Again, as in the libration
regime, the lowest order term has largest nontrivial dynamical structure for
sufficiently large energy. We make note that this structure has to be com-
pared to the full structure at large energies because the chaotic sea con-
sumes most of the available phase space near E = 20, or said another way,
κx, κy → 1. This implies that contribution from higher orders terms can not
be neglected. The remaining three plots, though the (nx, ny) = (1, 1) has
some none trivial structure shown as a period-2 orbit, have relatively little
structure of interest. Keeping in mind that the Hamiltonian for any isolated
resonance is an integrable system we can not expect such simplistic behavior
from a Hamiltonian with multiple resonances. Figure III.7 shows how when
multiple resonances are included (all 4 from the previous figure) higher pe-
riod orbits are generated near the separatrix and the overlap of such orbits
leads to the development of the chaotic sea seen in the figure. See Appendix
A for the code which generates these plots.
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Figure III.6: Starting from the top left and reading left to right the SoS
for a particular choice of resonance are: (nx, ny) = (0, 0), (nx, ny) = (0, 1),
(nx, ny) = (1, 0), and (nx, ny) = (1, 1). The energy for all plots in dimension-
less units is 80. Points are generated when the trajectory intersects θy = 2π.
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Figure III.7: A plot of the SoS generated from the Hamiltonian containing
all four resonances: (nx, ny) = (0, 0), (nx, ny) = (0, 1), (nx, ny) = (1, 0), and
(nx, ny) = (1, 1). The energy for all plots in dimensionless units is 80. Points
are generated when the trajectory intersects θy = 2π.
28
Chapter IV
Quantum States and the DVR
1 The Discrete Variable Representation
The numerical technique that inspires our approach here is called the discrete
variable representation (DVR) [17][18]. We prefer the DVR technique over
the usual variational method where the matrix elements of the potential are




ψ∗i (x)V (x)ψj(x)dx (IV.1)
where the set of {ψi} make up an orthonormal basis for the Hilbert space.
In most cases the orthonormal basis functions are not eigenvectors of the
potential energy operator, so in the worst case for a truncated basis of N
functions there are N2 integrals to compute. To illustrate the convenience
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of the DVR imagine that we were to take as our basis the eigenstates of
the position operator (PO). That is, those states for which Q̂ |x〉 = x |x〉. A
“matrix element” (since the spectrum of the position operator is continuous




V (Q̂) |x〉 〈x| dx
=
∫
V (x) |x〉 〈x| dx
Now act with V (Q̂) on some general position eigenstate |x′〉.
V (Q̂) |x′〉 =
∫
V (Q̂) |x〉 〈x|x′〉 dx
=
∫
V (x) |x〉 δ(x− x′)dx
= V (x′) |x′〉
Thus you can see that in this basis the operator is diagonal. Now, just
as one must truncate the basis of functions in the variational method to do
computations, we do the same for the position eigenstates which we just es-
tablished were eigenstates of the potential energy operator. What we then
have is a uniformly spaced grid over an interval which is given by the peri-
odicity of the lattice. The set of all grid points {xi} then have the following
30
property with the potential energy:
Vij = V (xi)δij (IV.2)
Furthermore, we can generate this grid with the basis functions ψi from
earlier by finding the eigenvalues of the position operator in the truncated
basis (POTB). The corresponding eigenvectors become Dirac delta functions
in the limit of the number of basis functions going to infinity.












Figure IV.1: A plot of the eigenvector of the POTB for a basis consisting of
only 10 sine functions. One can read off the eigenvalue associated with such
an eigenvector; in this case xeig = 1.71664.
A plot of the POTB eigenvectors is shown above for both the one- and
two-dimensional case in Figures IV.1 and IV.2. Had we kept with the varia-
tional approach we would be forced to evaluate the potential energy elements
with an integral over the POTB eigenfunctions; thus no computing time is
saved. This is, if you like, a moral and economical justification for evaluating
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Figure IV.2: A plot of the product of eigenvectors of POTB for both the x and
y degrees of freedom. A basis of 10 sine functions is used for each dimension.
One can read off the eigenvalue associated with such an eigenvector; in this
case xeig = 3.43327, yeig = 3.43327.
the potential energy at the grid points, respectively. Furthermore, the form










where ∆x gives the spacing between grid points, and, like before, {xi} are
the grid points and ψ′′n is the second derivative of the basis function ψn. It is
fortunate that we have a periodic potential for which trigonometric functions
are a natural choice of basis. Both the sine and cosine are eigenfunctions of
the Laplacian operator. It is an interesting question to ask whether this helps
to tame errors in the method, or if a consistent approach should be taken
in evaluating each piece of the Hamiltonian (we have effectively treated the
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kinetic energy with the continuum as opposed to the grid); further investiga-
tion is needed. The variational approach has one advantage that is lost with
the DVR; numerical results for the energy eigenvalues are not guaranteed to
be bounded below by the true eigenvalue. By approximating the full inte-
grals that would normally be used to compute the potential energy matrix
we are no longer solving a variational problem.
2 1D & 2D Quantum Pendulum
Let’s first consider the no coupling, one dimensional version of our Hamilto-
nian. This Hamiltonian is essentially a one-dimensional pendulum for which





The Mathieu differential equation was first published in 1868 ([19]). By
writing down the time-independent Schrödinger equation in the position ba-
sis, and using the appropriate dimensionless momentum operator, the Math-

























The use of parentheses inside the square brackets is to show the equiv-
alence between the form of Mathieu’s equation built into Mathematica and
the result given above. That equation is:
d2y
dx2
+ [a− 2q cos(2x)] y = 0 (IV.5)
Using the characteristic values for even and odd Mathieu functions, which
are functions of the quantum number for the energy level and the value of q,
the eigenvalues can be computed immediately. Here q = U
4
, and remembering
that U is a just a parameter of our Hamiltonian, q is known. The a in this
equation is Mathieu’s charcterictic value for even/odd Mathieu functions
(What basis we use decides if it is even or odd). We chose which quantum






we have the energy eigenvalues.
3 Optical Lattice Eigenstates and Eigenval-
ues
It makes life simpler to consider the Hamiltonian in the following way:
Ĥ = p̂2x ⊗ 1̂+ 1̂⊗ p̂2y + U
(




The benefit to viewing at the Hamiltonian in this way, which may seem
obscure at first look, is that we can easily compute each term in whatever
basis is computationally the easiest. After doing so we can transform to a
common basis for all terms. At the very end we will find the eigenvalues and
eigenvectors of the Hamiltonian in the following bases:
Bx = {sin(nx) : n = 1, . . . , N}
By = {sin(ny) : n = 1, . . . , N}
The following describes how to go through the actual computation of the
energy eigenstates from start to finish (this models how the code was written
in Mathematica; see Appendix B for actual code).
Our first goal is generate the grid. To do this we need a truncated set of












Now we compute the POTB in this normalized basis. You will note that







The eigenvalues of this matrix constitute the grid. For a basis truncated
after 10 functions the eigenvalues for the following:
{0.257164, 0.549337, 0.84139, 1.13324, 1.42496, 1.71664, 2.00836,
2.3002, 2.59226, 2.88443}
Furthermore, the eigenvectors of this matrix will be used to construct a
linear transformation between the sine basis and the discrete position basis.
I will denote this matrix of eigenvectors by P. So, the i -th column of P
will be the eigenvector corresponding to the the i -th grid point (xi). In
the code, found in Appendix B below, P is equivalent to the transpose of
what is called ”NumEigX2”. This matrix is the same for both degrees of
freedom. To reiterate, we move to this discrete position basis such that the
potential energy will be diagonal. Remember, these eigenvectors in the limit
of the number of basis functions going to infinity would become Dirac delta
functions. Earlier we showed what one of these eigenstates of position looks
like in the truncated basis; an approximation to the Dirac delta function.
We now need to compute both the kinetic energy and potential energy.
The kinetic energy is computed most easily in the sine basis since the sine
function is an eigenfunction of the second derivative. Therefore we can just
write the eigenvalues down the diagonal. Note that the subscripts on the





With an identical expression for kinetic energy coming from the other
degree of freedom (bolding is used to denote evaluation in the sine basis).
The potential energy is computed as follows:
Uxij = cos
2(xi)δij
where xi should be thought of as the i-th entry of the vector of eigenvalues.
As before, an identical expression is written for the other degree of freedom.
For the coupling term we will need the following as well
V xij = cos(xi)δij
Before we can construct the Hamiltonian we must return every matrix to
the same basis. We chose to leave the kinetic energy as is; in the sine basis.
We transform all the potential energy matrices into the sine base using the
matrix of eigenvectors ,P, described earlier. Bold letters will be used to
denote matrices in the sine basis.
Ux = PUxP−1
Uy = PUy P−1
Vx = PV xP−1
Vy = PV y P−1
This may all seem very compartmentalized, but the choice is to deal with
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10x10 matrices for each degree of freedom or 100x100 matrices utilizing a
basis which incorporates both degrees of freedom in defining the basis. In
following the former technique we can utilize some useful properties of the
Kronecker product [20]. In particular, if matrices A and B both have a set of
linearly independent eigenvectors, then the Kronecker product of an eigen-
vector of A and B, respectively, is an eigenvector of the Kronecker product
of A and B. Secondly, given that we deal here with diagonalizable matrices
let PA and PB be the matrices of eigenvectors for A and B, respectively. We
can now initiate a basis change in the following way:
(PA ⊗PB)−1(A⊗B) (PA ⊗PB) = (P−1A APA)⊗ (P
−1
B BPB)
Rewriting the Hamiltonian defined at the beginning of this section with
the notation developed in the ensuing discussion
Ĥ = Kx ⊗ 1̂ + 1̂⊗Ky + U
(
Ux ⊗ 1̂ + 1̂⊗Uy + 2αVx ⊗Vy
)
The circled cross is the tensor product which for matrices is the Kronecker
product. These Kronecker products are easily carried out in Mathematica,
and just as quickly we can get the eigenvectors and eigenvalues of the Hamil-
tonian. The actual Mathematica file can be found in Appendix B. This is not
the entire story. This procedure has to be replicated for a basis of cosines in
each degree of freedom, and twice for one degree of freedom in the sine basis
and one in the cosine basis. However, little additional computation is needed
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once one does all the work in the sine-sine basis and cosine-cosine basis;
these results have all the necessary components for the sine-cosine/cosine-
sine basis computation. The accuracy of this scheme can be verified since,
in the integrable case (α = 0), the solution to the time-independent separa-
ble Schrodinger equation is known. These are the periodic Mathieu functions
mentioned already. We can compute in Mathematica the characteristic value,
called a previously, and compute the energy eigenvalue for each degree of free-
dom. In the table below we compare the DVR technique with these “exact”












Including only 10 basis functions in each degree of freedom our percent
error is on the order of 0.01% for the 10 lowest lying energy eigenstates.
However, the error does grow as one looks at the larger eigenvalues. In gen-
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eral, one would always want to work with on the order of 100 basis functions,
which given the methods accuracy for 10 basis functions, will probably pro-
vide the necessary accuracy for any further applications. That would include
the level spacing distribution and the development of quasi-probability dis-
tributions (i.e. Wigner and Husimi distributions). The plots below show the
evolution of the ground state as the coupling is increased from 0 to 1. With
the large central peak developing at (0, 0) in the potential the wave functions
become confined to the lanes surrounding the maximum.
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Figure IV.3: The ground state for α = 0 and U = 20 with a basis of sine
functions in both dimensions.
41
Figure IV.4: The ground state for α = 0.1 and U = 20 with a basis of sine
functions in both dimensions.
Figure IV.5: The ground state for α = 0.5 and U = 20 with a basis of sine
functions in both dimensions.
42
Figure IV.6: The ground state for α = 0.75 and U = 20 with a basis of sine
functions in both dimensions.
Figure IV.7: The ground state for α = 1.0 and U = 20 with a basis of sine





Α = 1  10
U = 20
j = 1; i = 1; ji = 0; ii = 0;
H = HU  kx2L + HU  ky2L +







Csch@H2 * nx + 1L * HPi  2L * HEllipticK@1 - Hkx2LD  EllipticK@kx2DLD *
Csch@H2 * ny + 1L * HPi  2L * HEllipticK@1 - Hky2LD  EllipticK@ky2DLD *
ICosAHH2 * nx + 1L * ΘxL - IH2 * ny + 1L * ΘyMEM .
9Θx -> Θx@tD, Θy -> Θy@tD, kx2 ® kx2@tD, ky2 ® ky2@tD=
Θx11 = 8Table@Pi  2, 8n, 1, 10<D, Pi, 3 Pi  2<;
Θx11 = Flatten@Θx11D;
kx211 = 8Table@0.3 + 0.05 * n, 8n, 1, 10<D, 0.5, 0.5<;
kx211 = Flatten@kx211D;






TableAFindRootAIH . 9Θx@tD ® Θx11@@nDD, Θy@tD ® 2 Pi, kx2@tD ® kx211@@nDD=M  HE,
8ky2@tD, 0.001 * n<E, 8n, 1, Length@Θx11D<E
ky211 = Flatten@N@Re@ky2@tDD . %D, 15D  N
Jy11 =
Table@HSqrt@U  ky211@@nDDD  HPiLL * HEllipticE@ky211@@nDDDL, 8n, 1, Length@Θx11D<D




eq2 = Jx'@tD  -D@H, Θx@tDD;




eq4 = Jy'@tD  -DAH, Θy@tDE;
Jxa = HSqrt@U  kx2D  HPiLL * HEllipticE@kx2DL;
Jya = HSqrt@U  ky2D  HPiLL * HEllipticE@ky2DL;
Printed by Wolfram Mathematica Student Edition
interpJx =
Interpolation@88Jxa . kx2 -> 0.1  20, 0.1  20<, 8Jxa . kx2 -> 0.5  20, 0.5  20<,
8Jxa . kx2 -> 1  20, 1  20<, 8Jxa . kx2 -> 1.5  20, 1.5  20<,
8Jxa . kx2 -> 2  20, 2  20<, 8Jxa . kx2 -> 2.5  20, 2.5  20<,
8Jxa . kx2 -> 3  20, 3  20<, 8Jxa . kx2 -> 3.5  20, 3.5  20<,
8Jxa . kx2 -> 4  20, 4  20<, 8Jxa . kx2 -> 4.5  20, 4.5  20<,
8Jxa . kx2 -> 5  20, 5  20<, 8Jxa . kx2 -> 5.5  20, 5.5  20<,
8Jxa . kx2 -> 6  20, 6  20<, 8Jxa . kx2 -> 6.5  20, 6.5  20<,
8Jxa . kx2 -> 7  20, 7  20<, 8Jxa . kx2 -> 7.5  20, 7.5  20<,
8Jxa . kx2 -> 8  20, 8  20<, 8Jxa . kx2 -> 8.5  20, 8.5  20<,
8Jxa . kx2 -> 9  20, 9  20<, 8Jxa . kx2 -> 9.5  20, 9.5  20<,
8Jxa . kx2 -> 10  20, 10  20<, 8Jxa . kx2 -> 10.5  20, 10.5  20<,
8Jxa . kx2 -> 11  20, 11  20<, 8Jxa . kx2 -> 11.5  20, 11.5  20<,
8Jxa . kx2 -> 12  20, 12  20<, 8Jxa . kx2 -> 12.5  20, 12.5  20<,
8Jxa . kx2 -> 13  20, 13  20<, 8Jxa . kx2 -> 13.5  20, 13.5  20<,
8Jxa . kx2 -> 14  20, 14  20<, 8Jxa . kx2 -> 14.5  20, 14.5  20<,
8Jxa . kx2 -> 15  20, 15  20<, 8Jxa . kx2 -> 15.5  20, 15.5  20<,
8Jxa . kx2 -> 16  20, 16  20<, 8Jxa . kx2 -> 16.5  20, 16.5  20<,
8Jxa . kx2 -> 17  20, 17  20<, 8Jxa . kx2 -> 17.5  20, 17.5  20<,
8Jxa . kx2 -> 18  20, 18  20<, 8Jxa . kx2 -> 18.5  20, 18.5  20<,
8Jxa . kx2 -> 19  20, 19  20<, 8Jxa . kx2 -> 19.5  20, 19.5  20<<, Jx@tDD
interpJy = Interpolation@88Jya . ky2 -> 0.5  20, 0.5  20<,
8Jya . ky2 -> 1  20, 1  20<, 8Jya . ky2 -> 1.5  20, 1.5  20<,
8Jya . ky2 -> 2  20, 2  20<, 8Jya . ky2 -> 2.5  20, 2.5  20<,
8Jya . ky2 -> 3  20, 3  20<, 8Jya . ky2 -> 3.5  20, 3.5  20<,
8Jya . ky2 -> 4  20, 4  20<, 8Jya . ky2 -> 4.5  20, 4.5  20<,
8Jya . ky2 -> 5  20, 5  20<, 8Jya . ky2 -> 5.5  20, 5.5  20<,
8Jya . ky2 -> 6  20, 6  20<, 8Jya . ky2 -> 6.5  20, 6.5  20<,
8Jya . ky2 -> 7  20, 7  20<, 8Jya . ky2 -> 7.5  20, 7.5  20<,
8Jya . ky2 -> 8  20, 8  20<, 8Jya . ky2 -> 8.5  20, 8.5  20<,
8Jya . ky2 -> 9  20, 9  20<, 8Jya . ky2 -> 9.5  20, 9.5  20<,
8Jya . ky2 -> 10  20, 10  20<, 8Jya . ky2 -> 10.5  20, 10.5  20<,
8Jya . ky2 -> 11  20, 11  20<, 8Jya . ky2 -> 11.5  20, 11.5  20<,
8Jya . ky2 -> 12  20, 12  20<, 8Jya . ky2 -> 12.5  20, 12.5  20<,
8Jya . ky2 -> 13  20, 13  20<, 8Jya . ky2 -> 13.5  20, 13.5  20<,
8Jya . ky2 -> 14  20, 14  20<, 8Jya . ky2 -> 14.5  20, 14.5  20<,
8Jya . ky2 -> 15  20, 15  20<, 8Jya . ky2 -> 15.5  20, 15.5  20<,
8Jya . ky2 -> 16  20, 16  20<, 8Jya . ky2 -> 16.5  20, 16.5  20<,
8Jya . ky2 -> 17  20, 17  20<, 8Jya . ky2 -> 17.5  20, 17.5  20<,
8Jya . ky2 -> 18  20, 18  20<, 8Jya . ky2 -> 18.5  20, 18.5  20<,
8Jya . ky2 -> 19  20, 19  20<, 8Jya . ky2 -> 19.5  20, 19.5  20<<, Jy@tDD
eq1 = eq1 . 8kx2@tD ® interpJx, ky2@tD ® interpJy<;
eq2 = eq2 . 8kx2@tD ® interpJx, ky2@tD ® interpJy<;
eq3 = eq3 . 8kx2@tD ® interpJx, ky2@tD ® interpJy<;
eq4 = eq4 . 8kx2@tD ® interpJx, ky2@tD ® interpJy<;
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tmax = 1000;
sol = TableANDSolveA9eq1, eq2, eq3, eq4, Θx@0D == Θx11@@nDD,
Θy@0D  2 Pi, Jx@0D  Jx11@@nDD, Jy@0D  Jy11@@nDD=, 9Θx, Jx, Θy, Jy=,
8t, 0, tmax<, MaxSteps ® 10 000 000, AccuracyGoal ® 8E, 8n, 1, Length@Θx11D<E
told = 0; i0 = 1;
tp = TableATableAIf@i > i0, told = tnewD;
Θx2 = Mod@Θx@tD, 4 PiD . sol@@nDD;
Θy2 = ModAΘy@tD, 4 PiE . sol@@nDD;
ta = FindRootAIΘy2  2 PiM . sol@@nDD, 8t, i<E;
tnew = ta@@1DD@@2DD;
IfA1 £ ta@@1DD@@2DD £ tmax && tnew ¹ told &&
AbsAIIΘy2 - 2 PiM . t ® ta@@1DD@@2DDM@@1DDE £ 1 * 10^H-8L, tnew = ta@@1DD@@2DD;
ta@@1DD@@2DD, -1E, 8i, i0, tmax, 1<E, 8n, 1, Length@Θx11D<E;
tp = Table@Union@tp@@iDDD, 8i, 1, Length@tpD<D;
ThetaJxpts =
Table@Table@h2 = 8Mod@Θx@tp@@nDD@@iDDD, 2 PiD, Jx@tp@@nDD@@iDDD< . sol@@nDD,






ThetaJxpts = Table@Union@ThetaJxpts@@iDDD, 8i, 1, Length@ThetaJxptsD<D;
PSSall =
Table@ListPlot@ThetaJxpts@@nDD, Frame ® True, FrameLabel ® 8"Θx", "Jx", None, None<,
PlotStyle ® AbsolutePointSize@1D, PlotRange ® 88-6.3, 6.3<, 8-10, 10<<,
DisplayFunction ® IdentityD, 8n, 1, Length@ThetaJxptsD<D
ListPlot@ThetaJxpts@@21DD, Frame ® True,
FrameLabel ® 8"Θx", "Jx", None, None<, PlotStyle ® AbsolutePointSize@1D,
PlotRange ® 88-6.3, 6.3<, 8-0.1, 2.5<<, DisplayFunction ® IdentityD
PSSall = Show@PSSall, DisplayFunction ® $DisplayFunction,
PlotRange ® 88-0 Pi, 2 Pi<, 8-0.1, 5<<, Axes ® True, AxesLabel ® 8"Θx", ""<D
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In[10]:= U = 20;
Α = 0.1;


































, m ® mpF,
n ® npF, 8mp, 1, 10<, 8np, 1, 10<F
In[17]:= nmyBETA2 = nmxBETA2
In[21]:= EigenvalueX2 = Eigenvalues@N@nmxBETA2DD
Out[21]= 82.88443, 2.59226, 2.3002, 2.00836,
1.71664, 1.42496, 1.13324, 0.84139, 0.549337, 0.257164<
In[23]:= EigenvalueY2 = EigenvalueX2
Out[23]= 82.88443, 2.59226, 2.3002, 2.00836,
1.71664, 1.42496, 1.13324, 0.84139, 0.549337, 0.257164<
In[24]:= NumEigX2 = Eigenvectors@N@nmxBETA2DD
In[25]:= NumEigY2 = NumEigX2
EigenvectorsXdiracbasis2 =
Table@Sum@NumEigX@@k, nDD * Sqrt@2  PiD * Sin@HnL * xD, 8n, 1, 10<D, 8k, 1, 10<D;
EigenvectorsYdiracbasis2 =
Table@Sum@NumEigY@@k, nDD * Sqrt@2  PiD * Sin@HnL * yD, 8n, 1, 10<D, 8k, 1, 10<D;
In[26]:= Uxeigbasis2 = DiagonalMatrix@Table@HU * Cos@EigenvalueX2@@nDDD^2L, 8n, 1, 10<DD;
Uyeigbasis2 = DiagonalMatrix@Table@HU * Cos@EigenvalueY2@@nDDD^2L, 8n, 1, 10<DD;
Ucoupx2 = DiagonalMatrix@Table@HCos@EigenvalueX2@@nDDDL, 8n, 1, 10<DD;
Ucoupy2 = DiagonalMatrix@Table@HCos@EigenvalueY2@@nDDDL, 8n, 1, 10<DD




In[34]:= UCouplingWTP2 = 2 * U * Α * KroneckerProduct@UxcouplesineWOTP2, UycouplesineWOTP2D
UxsinebasisWTP2 = KroneckerProduct@UxsinebasisWOTP2, IdentityMatrix@10DD;
UysinebasisWTP2 = KroneckerProduct@IdentityMatrix@10D, UysinebasisWOTP2D;
Printed by Wolfram Mathematica Student Edition
KxsinebasisWOTP2 = DiagonalMatrix@Table@Hm^2L, 8m, 1, 10<DD;
KysinebasisWOTP2 = DiagonalMatrix@Table@Hm^2L, 8m, 1, 10<DD
881, 0, 0, 0, 0, 0, 0, 0, 0, 0<, 80, 4, 0, 0, 0, 0, 0, 0, 0, 0<,
80, 0, 9, 0, 0, 0, 0, 0, 0, 0<, 80, 0, 0, 16, 0, 0, 0, 0, 0, 0<,
80, 0, 0, 0, 25, 0, 0, 0, 0, 0<, 80, 0, 0, 0, 0, 36, 0, 0, 0, 0<,
80, 0, 0, 0, 0, 0, 49, 0, 0, 0<, 80, 0, 0, 0, 0, 0, 0, 64, 0, 0<,
80, 0, 0, 0, 0, 0, 0, 0, 81, 0<, 80, 0, 0, 0, 0, 0, 0, 0, 0, 100<<
KxsinebasisWTP2 = KroneckerProduct@KxsinebasisWOTP2, IdentityMatrix@10DD;
KysinebasisWTP2 = KroneckerProduct@IdentityMatrix@10D, KysinebasisWOTP2D;
Hsinebasis2 =
KxsinebasisWTP2 + KysinebasisWTP2 + UxsinebasisWTP2 + UysinebasisWTP2 + UCouplingWTP2
Eigenvalues@Hsinebasis2D
Heigenvecsine2 = Eigenvectors@Hsinebasis2D
2     Quantum Lattice Eigenstates.nb
Printed by Wolfram Mathematica Student Edition
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