We investigate solute transport in channels with a periodically varying aperture, when the flow is still laminar but sufficiently fast for inertial effects to be nonnegligible. The flow field is computed for a two-dimensional setup using a finite element analysis, while transport is modeled using a random walk particle tracking method. Recirculation zones are observed when the aspect ratio of the unit cell and the relative aperture fluctuations are sufficiently large; under non-Stokes flow conditions, the flow in non-reversible, which is clearly noticeable by the horizontal asymmetry in the recirculation zones. After characterizing the size and position of the recirculation zones as a function of the geometry and Reynolds number, we investigate the corresponding behavior of the longitudinal effective diffusion coefficient. We characterize its dependence on the molecular diffusion coefficient D m , the Péclet number, the Reynolds number, and the geometry. The proposed relation is a generalization of the well-known Taylor-Aris relationship relating the longitudinal dispersion coefficient to D m and the Péclet number for a channel of constant aperture at sufficiently low Reynolds number. Inertial effects impact the exponent of the Péclet number in this relationship; the exponent is controlled by the relative amplitude of aperture fluctuations. For the range of parameters investigated, the measured dispersion coefficient always exceeds that corresponding to the parallel plate geometry under Stokes conditions; in other words, boundary fluctuations always result in increased dispersion. The transient approach to the asymptotic regime is also studied and characterized quantitatively. We show that the measured characteristic time to attain asymptotic conditions is controlled by two competing effects: (i) the trapping of particles in the near-immobile zone and, (ii) the enhanced mixing in the central zone where most of the flow takes place (mainstream), due to its thinning. C 2012 American Institute of Physics. [http://dx
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I. INTRODUCTION
Ever since Taylor's seminal work 1 where he demonstrated that the transport of a solute in an axisymmetrical shear flow was effectively reduced to a one-dimensional dispersion process by using a longitudinal effective dispersion coefficient, the concept of effective dispersion has proven enormously useful and popular across a wide range of fields and applications. This includes, but is not limited to micro fluidic systems, 2, 3 nutrient transport in bloodflow, 4, 5 single and multiphase transport in porous media, [6] [7] [8] [9] [10] [11] [12] and transport in groundwater systems. [13] [14] [15] [16] The basic idea behind Taylor dispersion is simple. At "asymptotic" times, which are times when the solute has sampled by diffusion the full variability of the flow velocities, gradients of solute in the direction transverse to the flow direction can be considered negligible. At these times spreading of the a) jeremy.bouquain@univ-rennes1.fr. b) yves.meheust@univ-rennes1.fr. plume occurs only in the longitudinal direction and can be described by a one-dimensional advectiondiffusion model. The corresponding diffusive term features an effective dispersion coefficient that contains the longitudinal molecular diffusion but results mostly from the interaction between the transverse heterogeneity of the velocity field and the molecular diffusion in the transverse direction. The results of the earliest works, which addressed the axisymmetrical (cylindrical tube) geometry, 1, 17 were later generalized to other geometries including the parallel plate, 18, 19 and the principles hold for more complex systems. At times earlier than these "asymptotic" times, the behavior is more complicated as the rate of spreading of the plume and mixing are not the same. 14, 20 A variety of works exist studying these pre-asymptotic times for the cylindrical-or parallel plate-configurations, [21] [22] [23] and also when density-driven coupling of flow and transport is present. 24 However, all these prior studies address advecting flows with no significant inertial effects (Stokes flow).
In many applications of practical interest, the relevant channels do not have constant aperture. However, using slightly more complicated approaches the notion of Taylor dispersion can still readily be applied using what has been coined generalized Taylor dispersion theory, which is based on the method of local moments. 6 Using such approaches, many authors have shown that deviation from parallel smooth boundaries can significantly alter behavior, 25 leading to relative increases, [26] [27] [28] [29] or even decreases 7, 30, 31 in the effective dispersion. In most studies for flow through porous media it is reasonable to assume small Reynolds numbers Re ≤ o(1). Thus it is common practice to assume that flow is governed by the Stokes equations where inertial effects are neglected. While this is very often a reasonable assumption, 32 a variety of practical situations exist where the Reynolds number can become of order unity and larger, so that inertial effects are no longer negligible. Practical examples include flow through fractures with large aperture [33] [34] [35] [36] and flows where the viscosity can be small such as carbon sequestration where the viscosity of supercritical CO 2 can be one or two orders of magnitude smaller than that of water. 37 Increased inertial effects play an interesting role on the structure of the flow. 38, 39 In particular. they lead to the presence of recirculation zones. 33 Such recirculation zones can actually also occur in Stokes flow (see examples in Refs. 7, 16, 40, and 41 as well as Ref. 42 for an account of why it occurs), but under increased inertial effects they develop under much weaker geometrical constraints and also exhibit less symmetry than in Stokes flows. These recirculation zones represent low velocity regions that can have a significant impact on effective solute transport and, in particular, on the asymptotic dispersion, both for reactive 32 and inert solute transport, 7 depending on typical mass transfer time scales. [43] [44] [45] In this work, considering an idealized pore geometry, we focus on flow regimes at Reynolds numbers larger than 1, where inertial effects become significant. However, we do not consider situations where the Reynolds number becomes sufficiently large for the flow to become turbulent. We consider the evolution in size of the recirculation zones with increasing Reynolds number and investigate what effect this has on the pre-asymptotic transport and ultimately on asymptotic longitudinal dispersion. We compute the two-dimensional flow field using a finite-element model and the solute transport based on a random walk method. We first characterize the flow and transport from a phenomenological point of view and then examine quantitatively how the time derivative of the second centered moment of the solute concentration field evolves in time, in particular, how its asymptotic value scales with the Reynolds and Péclet numbers, and how that scaling depends on the geometry.
The paper is organized as follows: we describe the geometry, the mathematical basis and the numerical implementation of our simulations in Sec. II; the results are presented in Sec. III, and discussed in Sec. IV.
II. METHODS

A. Geometry definition
We define a two-dimensional geometry with a sinusoidal wall boundary, as described in Refs. 7 and 16: where h is the half-aperture at horizontal position x,h is the average half-aperture, h is the amplitude of the aperture fluctuation, and L is the length of the "unit" cell (see Fig. 1 ). The fluid flows from left to right. This geometry can be fully characterized by two dimensionless numbers, namely, the aspect ratio of the cell ,
and the relative amplitude of the aperture fluctuations, a,
When a equals its maximum value of 1/2, the channel is closed and pores are disconnected from the network. When a goes to 0, the channel is smooth and goes to the parallel plate geometry. While this is obviously a simplified model for a real porous medium, Edwards et al. 11 illustrated that it is likely relevant for representing flow and transport in a cylindrically packed porous medium. It has also sometimes been considered as an idealized model for the geometry of a geological fracture, 46 although realistic fracture geometries are known to be even more complicated. 47 A recent study demonstrated that many of the qualitative and quantitative features regarding velocity distributions and influence on solute transport of a more complex porous medium are well represented by such a simple geometry. 48 The channel half mean apertureh, the mean fluid velocityū, defined in two dimensions as the ratio of the constant volumetric flow rate toh, and the fluid cinematic viscosity ν control the Reynolds number
On a typical pore scale, Reynolds numbers are usually small, 16, 49 of the order of 10 −4 to 10 −1 . For such Reynolds numbers, flow is described by the linear Stokes equation. For a slowly varying boundary, i.e., 1 and small Reynolds number, Kitanidis and Dykaar 16 derived an analytical solution for the flow velocity using a perturbation expansion in . However, at larger Reynolds numbers when inertial terms cannot be neglected, this semi-analytical approach is no longer valid; to the best of our knowledge no obvious analytical approach exists to solving the nonlinear governing Navier-Stokes equations.
B. Basic equations and numerical simulations
Flow
Direct numerical simulations of the steady state flow through the geometry described in Sec. II A were conducted. The flow is assumed to be incompressible. The conservation of mass therefore reads as
where u is the velocity field. The conservation of momentum equation is expressed by the Navier-Stokes equation
where ρ is the density of the fluid, g is the gravity field, and η is the dynamic viscosity of the fluid. The system of joint equations (5) and (6) are solved using a finite element method. The finite element numerical simulation is conducted with the commercially available software COMSOL MULTIPHYSICS, in two dimensions and using Lagrange-quadratic elements. The flow is solved on a mesh consisting of triangular elements (up to 100 000) with a maximum side length fixed to L/280. At larger scales, there is no anisotropy induced by the meshing. The solver computes the transient flow iteratively until a stationary solution has been obtained.
The left and right in-and outflow boundaries are treated as periodic, that is, the flow velocity u across the cross section is the same at the inlet and at the outlet. A mean flow is imposed on the inlet boundary. The outlet is set to a constant pressure, which allows the solver to adjust the pressure in the geometry to suit the globally imposed volumetric flow. The details of the numerical method for flow, applied to a different but similar geometry, is described in detail in Ref. 24 .
Transport
We neglect any possible density-driven retroaction of transport on flow, i.e., we assume that the presence of the solute plays a negligible role in changing the density of the fluid. The transport problem is therefore treated once the flow field has been solved for. It is solved numerically using Lagrangian particle tracking random walk simulations based on the Langevin equation. This approach is chosen for two reasons: (i) because of the periodic domain considered here, one does not have to a priori impose the size of the domain and one can allow transport to occur over as a large a distance/computational domain as desired and (ii) because Lagrangian methods do not suffer from problems associated with numerical diffusion in the same way that Eulerian methods can; as we are trying to quantify a dispersive effect we wish to minimize uncertainties on the results as much as possible. The initial condition that we choose is a line uniformly distributed across the width of the channel, i.e.,
In discrete time, the equation of motion of the nth solute particle, located at position x at initial time, is given by the Langevin equation
where
) denotes the position of the particle and u (n) = (u (n) , v (n) ) its velocity. The η i (i = 1, . . . , d) are independently distributed Gaussian random variables with zero mean and unit variance. This Langevin equation is equivalent to the Fokker-Planck equation; it is identical to the advection-diffusion equation, which describes the time evolution of the solute concentration field inside the system. Solid boundaries are modeled as elastic reflection boundaries in order to account for their impermeability.
The mean half apertureh, the mean fluid velocityū, and molecular diffusion coefficient D m control the Péclet number
The average position of the solute plume is that of its center of mass
The velocity of the center of mass is the mean horizontal velocity of the solute plume. We normalize it by the mean advection velocityũ
The cross-sectionally integrated mass is
resulting in a mean cross-sectional concentrationC(x, t) with the form
We quantify longitudinal dispersion in this system from calculations of the horizontal spatial moments of the plume as it evolves in time. The ith local moment is given by averaging over the ith power of the positions of all N simulated particles originating from a single x ,
The global moments are obtained by summation over all initial positions x ,
The apparent dispersion coefficient is then given by
When particles have had sufficient time to sample all the flow lines by diffusion, the asymptotic apparent dispersion coefficient is typically attained. It is defined as
The transport process can then be considered a one-dimensional longitudinal advection-diffusion process with an effective diffusion coefficient equal to D ∞ a . The Taylor-Aris dispersion occurring in a channel of uniform aperture is a well-known limit case for the configuration studied here. In this study, we wish to compare only the term induced by the coupling of diffusion and advection processes and remove the longitudinal diffusion term alone. We do so by subtracting D m from both our dispersion coefficients and the Taylor-Aris dispersion coefficient D T.A. , 1, 17 thereby defining a normalized dispersion coefficient as
which for the particular asymptotic dispersion coefficient is
Here, D T.A. is defined for a parallel plate fracture with identical mean aperture and is given by (Wooding 18 )
In terms of Peclet number it can be written as
The simulations release N particles distributed evenly along the cross section of the channel at horizontal position x = 0. This means that x in Eqs. (14) and (15) is (0, y), the vertical position y being distributed uniformly between −h + h andh − h . For all the time dependent studies, we normalize time by τ , a characteristic advection time defined as the time needed for a particle moving at the mean velocityū to cross a single unit cell
Additionally, for convenience,ū is set to 1 for all the simulations and the total mass injected is equal to 1.
III. RESULTS
In Secs. III A and III B below we first describe the observed flow and transport, respectively, qualitatively. We then study the longitudinal effective dispersion coefficient quantitatively.
A. Flow phenomenology
The presence of recirculation zones depends on the geometry ( and a) and on the Reynolds number. Examples are given in fulfilled and the flow is reversible when changing the direction of time, which results in its geometry being symmetric with respect to the vertical line x = L/2, as shown in Fig. 2(a) . In this figure, no recirculation zones are to be seen: each streamline is homothetic to one of the walls (Fig. 2(a) ); note that this homothecy between the walls and streamlines is not enforced by the flow equations and thus not always true: when and a are both sufficiently large, recirculation zones are visible even in Stokes flow conditions. 7, 16 At larger Re values inertial effects become evident and the flow lines and vertical velocity maps become asymmetric with respect to the vertical line x = L/2 ( Fig. 2(b) ), showing that the flow is no longer reversible. The recirculation zones appear in the widest part of the cell in Fig. 2(c) , and their size grows monotonically with Re (see Fig. 2(c) for which = 0.47, a = 0.4, and Re = 20). The growth is asymmetric but ultimately leads to a flow shape similar to that seen with a single fracture with perpendicular lateral dead ends such as the geometry studied by Lucas. 33 We define the volume fraction of the recirculation zone φ as the ratio of the volume of the recirculation zone to that of the cell, V RZ /V . It provides a measure of what fraction of the pore space corresponds to a flow that is bounded in the longitudinal direction and, therefore, will not contribute to advecting particles from one unit cell to the next one.
φ is a function of the geometry and the Reynolds number (see Fig. 3 ). Maps of φ as a function of the relative aperture fluctuation a and the Reynolds number are shown in the top row of Fig. 3 for two values of the cell aspect ratio . The isoline φ = 10% is chosen as the threshold at which we consider that the presence of these recirculation zones begins to have a significant impact on asymptotic transport (i.e., on the asymptotic dispersion coefficient). Depending on the geometry, the 10% limit can be reached at a quite low Reynolds numbers. For example, for a = 0.25, i.e., when the aperture at the x position at which the fracture is the widest is equal to 3 times the aperture in the channel throat, Reynolds number values as low as 20 are sufficient for recirculation zones to significantly impact transport. But we shall see in Sec. III D that for a = 0.166 (i.e., the max/min aperture ratio being 2), transport is unaffected by recirculation zones for Re 100. Figure 4 shows a representative analysis of the observables for the transport in a case where Pe = 100, Re = 1, = 0.47, and a = 0.4. The flow configuration is very similar to the one shown in Fig. 2(a) , without any recirculation zone. We expect that once all the particles have experienced all velocities in the domain, the horizontal velocity of the center of mass should converge to the mean flow velocity. This behavior is confirmed in Fig. 4(a) . The normalized dispersion coefficientD a also tends to an asymptotic value, which is larger than 1. It means that the effective diffusion coefficient value is larger than the one predicted for the uniform aperture case of identical mean aperture.
B. Transport phenomenology
The early time oscillations of the dispersion coefficient are directly related to the oscillation of the velocity of the center of mass due to the spatial variability in aperture, flow incompressibility, and imposed constant flow rate. The shape of the time evolution of the solute mean velocity is directly related to the geometry parameters ( and a), Reynolds number (Re) and Péclet number (Pe). When a increases, the velocity difference between the widest and thinnest zone becomes larger and the oscillation amplitudes increase. When increases, the length of the cells is smaller and thus the frequency of the oscillation increases. The effect of an increase of Re alone is a widening of the recirculation zones such that the longitudinal flow appears similar to the parallel plate case (the oscillation amplitude decreasing dramatically) but with a smaller effective mean aperture. Consequently, the velocity of the plume center of mass also increases as most of the solute is in the mainstream (that is outside of the recirculation zone), leading to a higher oscillation frequency. When Pe decreases, the higher diffusion coefficient contributes to reaching the asymptotic regime sooner, which means that the oscillations are dampened more quickly.
The first peak of the dispersion coefficient in Fig. 4 occurs at τ ≈ 0.5 (shown with a dashed gray line) and nearly coincides with the first peak of the horizontal velocity. A snapshot of the spatial solute distribution at this moment is shown in Fig. 5 . A significant part of the solute mass is in the cell throat where the velocity is at a maximum, while the rest of the solute is in a relatively slow zone. In this configuration, the plume is highly stretched, leading to a large dispersion coefficient value. Figures 6 and 7 provide a comparison of the spatial distribution of the concentration at a time τ ≈ 1.25 for two opposite cases; a highly diffusive one with smaller Péclet number (Pe = 50) (Fig. 6 ) and a highly advective one with large Péclet number (Pe = 500) (Fig. 7) . The Reynolds number is high in both cases (Re = 200), with fully developed recirculation zones, as seen in Fig.  2(d) . Note that the maximum concentration values are different and so are the color scales. In the first cell, vertically averaged solute concentration is very similar in both cases. In Fig. 7 , solute barely enters the recirculation zones and most of the mass is in the center of the cells, moving quickly. Particles can jump by diffusion on to a line on the edge of the recirculation zone and then enter more deeply into the zone by advection. As such, they are observed to be advected deeper into the recirculation zone by the right side of the unit cell. As the diffusion coefficient is small while the probability to enter the recirculation zone is low, the probability to exit it again is also low. On the contrary, in Fig. 6 a significant amount of the total mass has been able to enter the recirculation by diffusion. In Fig. 6(b) , the particles are nearly equally distributed in the three first cells and begin to enter the fourth cell. The concentration values are mostly in the range [0.3,1] and three throat zones are not empty. In Fig. 7(b) , most of the particles are at the front of the plume, even if a significant amount is trapped in the recirculation zones. The concentration is already very low in the first throats but high at the front of the plume. The concentration values are mostly in the range [0,2].
C. Time evolution of the apparent dispersion coefficient
For most of the simulations, as illustrated in Fig. 4 for = 0.47 and a = 0.4, the dispersion coefficient oscillates in time before reaching an asymptotic value (see Figure 8 ). These early time oscillations are directly related to the shape of the geometry and to the evolution of the velocity of the center of mass; in particular, the oscillations of the dispersion coefficient and those ofũ G seem to be in phase. The oscillations dampen over time, and their oscillation amplitude increases when Re decreases or a increases. The oscillations also tend to dampen more quickly with a lower Pe, due to more rapid diffusive smearing. The oscillation frequency is directly related to a mean velocity calculated only in the zone outside of the recirculation zones. Thus, it increases when Re or increases. It turns out that, once normalized by a properũ λ G law, the longitudinal dispersion data exhibit next to no fluctuations reminiscent of the sinusoidal boundary conditions (see inset in Fig. 8) ; additionally, we note that it is well described by a stretched exponential behavior. In other words, the D a data have excellent fitted a law of the form (Fig. 8) ,
where D ∞ a is the asymptotic dispersion coefficient, τ c is a characteristic time,ũ G is the rescaled velocity of the solute center of mass as defined by Eq. (11), and γ is the exponent inside the stretched In addition to properly describing the whole time evolution of the longitudinal dispersion, the fit provides us with a robust estimate of the asymptotic value for the dispersion coefficient. We will focus on this observable hereafter.
D. Asymptotic dispersion coefficient as a function of flow and geometry parameters
Dependence on the Reynolds and Péclet numbers
For each geometry, the asymptotic dispersion coefficientD ∞ a is computed from the fit of the apparent longitudinal dispersion coefficient with time. In Fig. 9(a) , we show how it varies as a function of Re and Pe. Under conditions of lower Reynolds number,D ∞ a is controlled by the Péclet number. When the Reynolds number increases,D ∞ a increases and then reaches an asymptotic value at a large Reynolds number. Indeed, when a sufficiently high Reynolds number is reached, the recirculation zone ceases to grow further (or at least grows very slowly). The numerical model is only valid when the flow remains stationary, which requires that no transition to turbulence occurs in any part of the system, so we never perform simulation with Reynolds greater than 250. With this limit, we can observe the plateau for only a few geometries that have large values of a. For most of them, only the low Reynolds plateau and the beginning of the dispersion coefficient increase are observed. Note that the inset in Fig. 9(a) shows the same data as a function of the Péclet number, for the various Reynolds numbers investigated; obviously the behavior as a function of Pe is a power law whose exponent hardly depends on Re.
Our goal is to find an empirical relation forD ∞ a as a function of Re and Pe. For a given geometry and for Pe > 50, all the curves ofD ∞ a as a function of Re collapse in one by applying a scaling coefficient κ (Fig. 9(b) ). For a given geometry, this scaling coefficient only depends on Pe. As shown in the inset of Fig. 9(b) , κ scales as a power law of the Péclet
This scaling simply derivates from the power law behavior shown in the inset of Fig. 9(a) .
Global scaling
The asymptotic dispersion coefficient values can be described bỹ that is,
where α and β are coefficients that only depend on the geometry and f(Re) is a function of Re with small and large asymptotic values at small and large Re, respectively. A linear combination of the error function and the y = 1 constant function seems suitable. As the second plateau is never reached for most of the geometries, it is difficult to infer a precise functional shape for the fit. Equation (26) can be compared directly with Eq. (21). The asymptotic dispersion coefficient description and the Taylor-Aris dispersion coefficient share similarities. The latter classic form is complemented with a correction β to the power of Pe and with an additional factor that only depends on the Reynolds number. Figure 10 shows the relation between the parameters α and β and the relative amplitude of the aperture fluctuations, a. Several geometries corresponding to the same a but to different cell aspect ratios share an identical α: this figure suggests that there is no significant dependence of the prefactor α of Eq. (26) on . In contrast, α increases monotonically with a. Similarly, the exponent parameter β appears to depend weakly on , but exhibits a marked decreasing trend as a function of a. When a tends to 0, α tends to 1, β to 0, and thus κ tends to 1. This is consistent with the fact that very small values of a correspond to geometries that approach the parallel plate geometry, for which D 
Relation between the size of the recirculation zones and the asymptotic dispersion coefficient
In the bottom row of Fig. 3 , we plot maps of the normalized asymptotic dispersion coefficient as a function of the relative amplitude of the aperture fluctuations, a, and the Reynolds number, for the same two values of the cell aspect ratio as chosen to illustrate the size of the recirculation zones in the top row of the same figure. These maps ofD Fig. 9(a) for Pe = 100 is a vertical slice of Fig. 3 at a = 0.4. Accordingly, the topography of theD ∞ a maps in Fig. 3 is consistent with the plots discussed in Sec. III D 1. In particular, Fig. 3 illustrates that when a goes to 0,D ∞ a goes to 1, and thus f(Re) to 1. A comparison of the two rows of Fig. 3 shows that for a given Péclet number value, the dispersion coefficient evolution is tightly correlated to the volume of the recirculation zones, φ. This is a direct consequence of the phenomenology of transport as discussed in Sec. III B, and of solute trapping in recirculation zones at the back of the solute cloud. In this respect, the asymptotic dispersion is also expected to be related to the variance of the velocity fluctuations, and indeed maps (not shown here) of this variance as a function of a and the Reynolds appear very similar to those of φ shown in the first row of Fig. 3 .
E. Characteristic time to reach the asymptotic regime as a function of flow and geometry parameters
For each geometry, the characteristic time τ c necessary to reach the asymptotic regime is obtained from the fit of the time evolution of the apparent longitudinal dispersion coefficient. Figure 11 shows its evolution as a function of Re for various Pe values. Figure 11 (a) is obtained with a geometry defined by = 0.47 and a = 0.4, while Fig. 11(b) corresponds to a geometry defined by = 0.19 and a = 0.38. In others words, the values of a are similar in the two configurations, but the values differ by a factor of two. The characteristic time is likely related to the minimum duration needed for a particle to experience the whole cross-sectional profile of velocities by diffusion, and therefore controlled both by the actual value of the diffusion coefficient and by the characteristic transverse distance particles have to cover by diffusion. This latter aspect is confirmed in Fig. 11 . For a given Pe value, the asymptotic regime is clearly reached sooner when the cell aspect ratio is smaller ((b) case). Also, for a given geometry, the higher the Péclet number, the shorter the characteristic time, reflecting a slower sampling of the velocity heterogeneity as diffusion is weaker.
At intermediate Re values (i.e., when the recirculation zones are growing), the trapping of particles delays the asymptotic regime. The curves are shifted toward larger Re values as the Péclet number decreases: when Pe is small, the recirculation zone has to grow significantly (and thus, the Re must increase significantly) before the characteristic time rises. The growth of the recirculation zones (and thus the thinning of the mainstream) induces rapid homogenization in the central zone. This phenomenon tends to decrease the characteristic time against the delaying effect of trapping. Thus, trapping in the recirculation zones and faster mixing in the central zone compete in controlling the characteristic time τ c . Depending on the geometry, the Péclet number and the Reynolds number, one of those two phenomena dominates. When the value of is large ( Fig. 11(a) ), the asymptotic regime is reached faster for larger Re conditions than for lower Re conditions because of the enhanced mixing in the mainstream, which dominates over trapping. On the contrary, when is smaller (Fig. 11(b) ), trapping is predominant and the characteristic time τ c is lower under large Re conditions than under low Re conditions.
F. Breakthrough curves
Sample breakthrough curves are given in Fig. 12 . The concentration is measured at position x = 50L, well after the dispersion coefficient has reached its asymptotic value.
The first arrival time is controlled predominantly by the advection and diffusion of a particle traveling at or close to the center of the cell where the longitudinal velocities are largest. As the recirculation zones grow, the bulk of the longitudinal flow occurs in an increasingly smaller volume of the cell, thus resulting in larger maximum velocities. Thus, the larger the Reynolds number, the smaller the time needed for the fastest particles to travel through the cells.
Lower Pe values lead to smaller asymptotic dispersion coefficient values, which manifests itself as higher, but narrower peaks in the breakthrough curves. For the parallel plates geometry case, the asymptotic dispersion coefficient is smallest. 
IV. CONCLUSION
We have studied numerically the impact of inertial effects on flow and transport in channels of periodically varying aperture. In particular, we investigated the conditions under which recirculation zones appear and monitored the volume fraction occupied by these "transport-delaying" zones as a function of the geometrical parameters (i.e., the aspect ratio of a cell and the relative amplitude of the aperture fluctuations). Recirculation zones grow when the aperture fluctuation, the aspect ratio of the cell or the Reynolds number increase. A range of geometry parameters and Reynolds number values exists for which the volume of the recirculation zones is very sensitive to these parameters. For a number of geometries, Reynolds number values as low as 20 are sufficient to create recirculation zones that impact transport significantly. In such geometries, the recirculation zones can be sufficiently large to occupy up to 75% of the pore volume even when the Reynolds numbers are less than 50. It is important to emphasize that the flow is laminar and not turbulent; recirculation zones that arise from inertial effects are characterized by their asymmetry relative to the longitudinal reflection plane.
As anticipated from the generalized Taylor dispersion theory, the longitudinal apparent dispersion coefficient reaches in time an asymptotic value corresponding to an effective diffusion coefficient for longitudinal transport. The deviation of this asymptotic dispersion coefficient from the equivalent Taylor-Aris value (which corresponds to a parallel plate channel with the same cell aspect ratio and no fluctuation on the boundary) accounts for the impact of the flow complexity on longitudinal transport along the system. We propose an expression for that asymptotic dispersion coefficient (Eq. (26)) that is a generalization of the well-known expression by Taylor and Aris, 1, 17 and that takes molecular diffusion, the Reynolds number, the Péclet number, and the cell geometry into account. The dependence of D ∞ a /D m − 1 on the Reynolds number, at least for the range of parameters investigated here, is found to be uncorrelated to the other parameters; that is, its influence appears as a separate factor with a given functional form f (Re). The dependence of D ∞ a /D m − 1 on the Péclet is found to deviate from its form in the well-known Taylor-Aris expression, where it scales as Pe 2 , to a related, but different power law Pe 2+β . The exponent β is controlled by the cell geometry. Another effect of the cell geometry is an additional geometry-controlled prefactor α in D ∞ a /D m − 1. Both geometric parameters α and −β were found not to depend (or only very weakly) on the cell aspect ratio; they are positive increasing functions of the relative amplitude of aperture fluctuations, a. One can expect the asymptotic dispersion coefficient to deviate all the more from the Taylor-Aris dispersion coefficient as the relative amplitude of the aperture fluctuations and the Reynolds number increase, and as the Péclet number decreases. For realistic scenarios, the asymptotic dispersion coefficient value could be up to an order of magnitude (or more specifically 12 times) larger than the Taylor-Aris dispersion coefficient. The evolution of the asymptotic disper-sion coefficient as a function of the geometry parameters and of the Reynolds number is closely tied to the volume of the recirculation zones, which illustrates in a stunning manner their role in the deviation from the behavior under uniform aperture.
We were also able to infer a functional form for the pre-asymptotic evolution of the dispersion coefficient. Short period initial oscillations of the signal were, in particular, shown to be mostly due to oscillations of the average solute velocity as it passes "pores" and "throats" of the medium. The approach to the asymptotic regime occurs over a characteristic time that is typically much larger than the characteristic advection time (for Peclet number of practical interest Pe > O(1)), and is also impacted by the presence of recirculation zones. The evolution of that characteristic time as a function of the geometrical parameters, the Reynolds number and the Péclet number is controlled by two oppositely competing phenomena. When the recirculation zones are sufficiently large, the trapping of particles inside them delays the establishment of the asymptotic regime. But when the recirculation zone is even larger, the enhanced mixing in the mainstream due to the thinning of that zone leads to faster homogenization and thus a decrease in the characteristic time. Depending on the specific parameter values, one phenomenon dominates and the characteristic time can be either larger or smaller than the one measured under low Reynolds number (Stokes) conditions.
In addition to generalizing the theoretical Taylor-Aris dispersion relation to inertial laminar flows, the current study could also be useful to predict longitudinal dispersion in flows at sufficiently large Reynolds and in systems for which the sinusoidal geometry, albeit not exactly describing the actual geometry, is a decent approximation of the real system. It is, for example, the case for tracer tests under pumping conditions in homogeneous rocks with sufficiently large and well sorted grains.
