Abstract. Global optimization subject to bound constraints helps answer many practical questions in chemistry, molecular biology, economics. Most of algorithms for solution of global optimization problems are a combination of interval methods and exhuastive search. The efficiency of such algorithms is characterized by their ability to detect and eliminate sub-optimal feasible regions. This ability is increased by availability of a good upper bound on the global minimum. In this paper, we present a symbolic-interval algorithm for calculation of upper bounds in bound-constrained global minimization problems and report the results of some experiments.
Introduction
Global optimization subject to bound constraints helps answer many practical questions in chemistry, molecular biology, economics. Most of algorithms for solution of global optimization problems are a combination of interval methods and exhuastive search [2, 4, 9] . The efficiency of such algorithms is characterized by their ability to detect and eliminate sub-optimal feasible regions. This ability is increased by availability of a good upper bound on the global minimum.
A non-trivial upper bound on the minimum of any rational function can be calculated using modal intervals or Kaucher arithmetic [7, 8] . As far as non-linear functions are concerned in general, there is no similar means at present and one has to use some ad hoc combination of sampling and local search. The advantage of this approach is that it is applicable to any function specified by a black box transforming arguments into values. Its most significant disadvantage is that it ignores the symbolic representation of the minimized function which carries the helpful information on the global behaviour of the function.
In the this paper, we present a symbolic-interval algorithm for calculation of upper bounds in bound-constrained global minimization problems and report the results of some experiments.
The paper is structured as follows. Section 2 introduces the basic definitions. Section 3 presents the algorithm. In Section 4 we report the data of experiments with the DixonSzegö and some other classical functions. Section 5 concludes the paper. Appendix A contains the test functions.
Basic definitions, notation
This section contains the definitions linking real and interval functions, their symbolic representation and partial derivatives.
Intervals are closed convex sets of real numbers, boxes are interval vectors. The set of real numbers and the set of intervals are denoted by ,
which returns the exact interval bound on the values of real function f given interval bounds on each of its real arguments is called interval extension of f . We call addition, subtraction, multiplication, division, power function for integer exponent, sine, cosine, tangent, exponent function and their inverses basic functions. We write "vector", "function" instead of "real vector", "real function".
The symbols ¢ which denote the basic functions are called function symbols. The symbols of the arithmetic operations are binary, the others are unary. The symbols which denote real numbers are called constant symbols. The symbols v i 's distinct from the constant and function symbols are called variables.
The set of terms over the variables v i 's built from the symbols ¢ and the constant symbols is defined as usual. A term t is a subterm of a term t, or t t in symbols, if t occurs in t. The term built from a symbol α ∈ ¢ and terms t , t is written as α(t , t ) (for binary α) or α(t ) (for unary α). The set of variables in t is denoted by VAR(t).
Consider the following algebras having the same function symbols α ∈ Elementary and interval elementary functions are images of real terms under the homomorphisms (·)¦ n and [·] n which map the variables and the constant symbols to the generators of the respective algebra. We say that a term t specifies the elementary function t¦ n and interval elementary function [t] n . In what follows, n is some fixed non-negative integer; we write
The term α specifies the derivative of the function specified by α(v 1 ) where symbol α ∈ ¢ is unary. The terms α 1 , α 2 specify the partial derivatives of the function specified by α(v 1 , v 2 ) where α is binary. The term obtained from some term t by simultaneous substitution of terms t i 's for the variables v i 's is denoted by t(t 1 , . . . , t n ). In the case where VAR(t) is {v 1 , v 2 } or {v 1 }, we use the abbreviations t(t 1 , t 2 ), t(t 1 ).
The function ∂t/∂(·) recursively defined on the subterms of term t as follows:
for some unary α ∈ ¢ , some α(t ) t ∂t/∂t = α 1 (t , t ) · ∂t/∂α(t , t ) for some binary α ∈ ¢ , some α(t , t ) t ∂t/∂t = α 2 (t , t ) · ∂t/∂α(t , t ) for some binary α ∈ ¢ , some α(t , t ) t is called differentiation of t. The term ∂t/∂t is called partial derivative of t wrt t t. We assume that the symbols · and 1 denote multiplication and the unit.
Suppose that t contains a single occurence of t . Let t = t (v 1 , . . . , v n , t ) where
n → is the composition of the partial derivative D n+1 (t )¦ n+1 wrt the last argument of the function (t )¦ n+1 :
n+1 → and the injection from n to n+1 which sends every vector p to the vector p, (t )¦ (p) .
Heuristic for bound-constrained minimization
The global minimum of any function can be bounded from above with the help of sampling and local search. Applying local search to a function that is non-convex a priori has two drawbacks: the risk of slow convergence and the risk of violation of bound constraints. These risks decrease as the point for starting local search approaches to the global minimizer. The goal for our algorithm is to find a point that satisfies the bound constraints and where the value of the objective is sufficiently small.
Outline of the algorithm Let real term t, box b specify the objective, the bound constraints. Our algorithm repeatedly exploits the following observation concerning the minimum of the objective t¦ in b. Let t¦ satisfy ∀p ∈ n t¦ (p) = f (p, g(p)) for some elementary functions f and g, and let a be the value of g at some point in b. Then the minimum of the objective is bounded from above by min p∈b∩g −1 (a) f (p, a) where g −1 (a) is the pre-image of a under g. The choice of a specific a is determined by the considerations of efficiency. The ideal (impractical) choice would be the value of g at the global minimizer of the objective. In practice, we demand that f be monotonic in the last argument and that miniand maximization of g be affordable. Under these assumptions, we use a = min b g (if f increases) or a = max b g (if f decreases). The assumptions are valid, if g is specified by a subterm t t such that (1) no variable occurs in t twice and (2) the function specified by the partial derivative ∂t/∂t does not change sign in b. The maximal wrt subterms of t that have these two properties are called good subterms. Our algorithm is provided in Fig. 1 and Fig. 2 .
Example Let us trace the algorithm for the Branin function specified by There is only one good subterm t = 10 1 − 1 8π cos v 1 t (one can check that ∂t/∂t = 1 · 1 · 1). Minimization of (t )¦ in b assigns −π to v 1 (or π, or 3π depending on the actual implementation of PROJ(·, ·)). Since VAR(t) = {v 2 } = ∅, the body of the loop is run once again. Now the entire term t is its own good subterm (v 1 has been replaced with −π!). Minimization of t¦ assigns 12.275 to v 2 and the loop terminates for VAR(t) is now ∅. The point p for starting local search is (−π, 12.275). Actually, it is one of the global minimizers of the Branin function in b. Fig. 1 . The heuristic for bound-constrained minimization; vector p is the point for starting local search, set is the set of good subterms of t, term t t is some good subterm, function PROJ(·, ·) is defined in Fig. 2 , function sign(·) takes a term specifying a function that does not change sign in b and returns its sign (+1 or −1), functions mid(·) and rad(·) return the midpoint and the radius of intervals, interval bi is the i-th element in b
where c takes the i-th place PROJ(α(t ), c) = PROJ(t , c )
where orrectness The algorithm in Fig. 1 and Fig. 2 is correct; that is it generates a vector p that satisfies each bound constraint.
Correctness of the algorithm follows from the fact that, for the terms t where each variable occurs no more than once, the interval function [t ] is the interval extension of the function (t )¦ . In particular, it means that the bounds of [t ](b) are the global extrema of (t )¦ in b. Therefore the i-th element in the vector PROJ(t , a) where a is any of the bounds of [t ](b) belongs to b i whenever v i ∈ VAR(t ).
The worst case complexity In the worst case, the number of evaluations of the basic functions and their interval extensions is O(s 2 /n), the number of comparisons is O(n · s) where s is the size of the term specifying the objective, n is the number of the variables.
Computer implementation details
The computer implementation of the algorithm in Fig. 1 and Fig. 2 
Experiments with the Dixon-Szegö and some other functions
In this section, we summarize the experiments with a C++ implementation of the algorithm described in Section 3. The functions for these experiments are taken from [1] , [6] and the 1st International Contest on Evolutionary Optimization (see Appendix A).
For each test function, we report the number n of the variables in the corresponding term, the global minimum and the upper bound calculated by our heuristic (the 4 first digits from their decimal representation) (see Fig. 3 ). The general observation concerning the algorithm is that it tends to perform better on separable objective functions. 
Conclusion
In this paper we have presented a symbolic-interval heuristic for bound-constrained minimization problems. The key idea of our heuristic is to simplify the minimization problem by ignoring the dependencies between certain subexpressions in the symbolic representation of the objective. Our experiments indicate that this approach allows one to calculate good upper bounds in a number of bound-constrained minimization problems.
Our future work will focus on the theoretical properties of the presented heuristic as well as on its integration into modern algorithms for global optimization like [5] . 
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