An $L_q(L_p)$-theory for parabolic pseudo-differential equations:
  Calder\'on-Zygmund approach by Kim, Ildoo et al.
ar
X
iv
:1
50
3.
04
52
1v
1 
 [m
ath
.A
P]
  1
6 M
ar 
20
15
AN Lq(Lp)-THEORY FOR PARABOLIC PSEUDO-DIFFERENTIAL
EQUATIONS: CALDERO´N-ZYGMUND APPROACH
ILDOO KIM, KYEONG-HUN KIM, AND SUNGBIN LIM
Abstract. In this paper we present a Caldero´n-Zygmund approach for a large
class of parabolic equations with pseudo-differential operators A(t) of arbitrary
order γ ∈ (0,∞). It is assumed that A(t) is merely measurable with respect
to the time variable. The unique solvability of the equation
∂u
∂t
= Au− λu+ f, (t, x) ∈ Rd+1
and the Lq(R, Lp)-estimate
‖ut‖Lq(R,Lp) + ‖(−∆)
γ/2u‖Lq(R,Lp) + λ‖u‖Lq(R,Lp) ≤ N‖f‖Lq(R,Lp)
are obtained for any λ > 0 and p, q ∈ (1,∞).
1. Introduction
Caldero´n-Zygmund theorem has been a powerful tool in the theory of both el-
liptic and parabolic differential equations. See, for instance, [1, 3, 6] (elliptic equa-
tions) and [2, 7, 9, 10] (2nd order parabolic equations). In particular, Krylov [9, 10]
introduced a Caldero´n-Zygmund approach to obtain Lq(R, Lp) and Lp(R, C
2+α)
-estimates for the second-order parabolic equations with merely measurable coeffi-
cients with respect to the time variable.
In this article we use a Caldero´n-Zygmund approach to study the parabolic
equation
∂u
∂t
= Au− λu+ f, (t, x) ∈ Rd+1. (1.1)
It is assumed that the pseudo-differential operator A(t) is merely measurable in t
and its symbol ψ(t, ξ) satisfies
ℜ[−ψ(t, ξ)] ≥ κ|ξ|γ , ∀ ξ ∈ Rd (1.2)
and
|Dαξ ψ(t, ξ)| ≤ κ
−1|ξ|γ−|α|, ∀ ξ ∈ Rd \ {0}, |α| ≤ ⌊
d
2
⌋+ 1 (1.3)
for some γ, κ > 0. No regularity condition of A(t) in the time variable is assumed
and the differentiability condition of ψ(t, ξ) with respect to ξ is only up to order
⌊d2⌋+1. Conditions (1.2) and (1.3) are satisfied by a large class of pseudo-differential
operators including 2m-order differential operators and integro-differential opera-
tors. See Section 2 for some examples. We only mention that if A1(t) and A2(t)
satisfy the conditions with γ1 and γ2 respectively then for any constants a, b > 0
2010 Mathematics Subject Classification. 35S10, 35K30, 35B45, 42B20.
Key words and phrases. Caldero´n-Zygmund approach, Parabolic Pseudo-differential equations,
Lq(Lp)-estimate.
This work was supported by Samsung Science and Technology Foundation under Project Num-
ber SSTF-BA1401-02.
1
2 ILDOO KIM, KYEONG-HUN KIM, AND SUNGBIN LIM
the operator Aa,b = −(−A1)
a(−A2)
b satisfies the conditions with γ = aγ1 + bγ2 if
for instance the symbols of Ai are real-valued.
Our approach aims to prove the Lq(R, Lp)-estimate
‖ut‖Lq(R,Lp) + ‖(−∆)
γ/2u‖Lq(R,Lp) + λ‖u‖Lq(R,Lp) ≤ N‖f‖Lq(R,Lp) (1.4)
for any u ∈ C∞0 (R
d+1) and f := ut − Au + λu. We remark that the classical
multiplier theorem is not applicable to derive estimates like (1.4) because A(t) is
only measurable in t.
We first prove
λ‖u‖Lq(R,Lp) ≤ N‖f‖Lq(R,Lp)
based on the representation formula of solutions and a few direct calculations.
Next we introduce a kernel K(t, x, s, y) so that for any u ∈ C∞0 (R
d+1) and f :=
ut −Au+ λu we have
(−∆)γ/2u(t, x) =
∫
Rd+1
K(t, x, s, y)f(s, y)dsdy =: Gf(t, x). (1.5)
Then, we prove
‖Gf‖Lq(R,Lp) ≤ N‖f‖Lq(R,Lp). (1.6)
The major step to prove (1.6) is to construct (Qm,m ∈ Z), a filtration of partitions
of Rd+1 (see Definition 3.1), and show that for any Q ∈
⋃
m∈Z Qm the following
Ho¨rmander condition (cf. [4, 5, 10]) holds:
sup
(s,y),(r,z)∈Q
∫
Rd+1\Q∗
|K(t, x, s, y)−K(t, x, r, z)|dxdt <∞, (1.7)
where Q∗ is an appropriate dilation of Q. The Ho¨rmander condition and the
Caldero´n-Zygmumd theorem easily yield (1.6).
It is well known that for the elliptic operators Ho¨rmander condition is fulfilled if
the related kernel K(x, y) is a standard kernel i.e. K(x, y) defined on R2d \{(x, x) :
x ∈ Rd} satisfies
|K(x, y)| ≤
N
|x− y|d
and
|K(x, y)−K(z, y)| ≤ N
|x− z|α
|x− y|d+α
whenever |x− z| ≤ 12 max{|x− y|, |z − y|} and
|K(x, y)−K(x, z)| ≤ N
|y − z|α
|x− y|d+α
whenever |y − z| ≤ 12 max{|x− y|, |x− z|} (see [5] for details).
In this article we study a parabolic version of this result and investigate a suf-
ficient condition on kernel K(t, x, s, y) so that (1.7) holds for any Q ∈
⋃
m∈Z Qm.
The filtration of partition (Qm,m ∈ Z) is constructed only according to the or-
der of the operator A(t). It turns out that if the order of A(t) is not rational then
constructing appropriate filtration of partitions by itself is a quite challenging work.
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To the best of our knowledge, only few studies have been made on Caldero´n-
Zygmund approach for non second-order parabolic equations. If p = q, a result on
integro-differential operators of the type
A(α)f :=
∫
Rd
(
f(x+ y)− f(x)− 1|y|≤1(y · ∇f(x))
) m(t, y)
|y|d+α
, α ∈ (0, 2)
was introduced in [12] under certain assumptions onm(t, y). The version of Caldero´n-
Zygmund decomposition of Rd+1 introduced in [12] uses non-congruent rectangles
to construct Qn for each n and the non-congruency of such rectangles depends also
on the given function u. We believe that the constants in the Lp-estimates of [12]
are not controllable due to such non-congruency and the proof of [12] is incomplete.
In this article we use congruent cubes to construct Qn and our construction de-
pends only on the order of the operator A(t). Our results certainly cover that of
[12] (see Example 2.6).
Below are some related Lp-estimates on non-local parabolic equations based on
different approaches. Recently in [8] the authors proved a priori estimate (1.4) for
the case p = q and λ = 0 using a BMO-L∞ type estimate. However this approach
by itself is not enough to treat the case p 6= q. Moreover the unique solvability of
equation (1.1) is not obtained in [8]. In [13], (1.6) is proved for the symbol of order
γ ∈ (0, 2) which can be represented by the Le´vy-Khintchine’s formula
ψ(ξ) =
∫
Rd
(
1 + i(ξ · y)1|y|≤1 − exp{iξ · y}
)
ν(dy),
where ν is a Le´vy measure controlled from the below and the above by the Le´vy
measures of two α-stable processes. This result is based on a probabilistic method
regarding Le´vy processes which is legitimate only if the symbol ψ(ξ) is independent
of t and its order is in (0, 2). In this article we do not use any probabilistic method
and no restriction on the order and time regularity of A(t) is assumed.
The article is organized as follows. Our main results are formulated in Section 2.
In Section 3, we illustrate the division-merger procedure to construct the filtration
of partitions we need. The proofs of main theorems and some auxiliary results are
given in Sections 4, 5, and 6.
We finish the introduction with some notation used in this article. As usual
Rd stands for the Euclidean space of points x = (x1, ..., xd), Br(x) := {y ∈ R
d :
|x− y| < r} and Br := Br(0). For multi-indices α = (α1, ..., αd), αi ∈ {0, 1, 2, ...},
x ∈ Rd, and functions u(x) we set
uxi =
∂u
∂xi
= Diu, D
αu = Dα11 · ... ·D
αd
d u,
xα = (x1)α1(x2)α2 · · · (xd)αd , |α| = α1 + · · ·+ αd.
We also use Dmx to denote a partial derivative of order m with respect to x. For an
open set Ω ⊂ Rd by C∞0 (Ω) we denote the set of infinitely differentiable functions
with compact support in U . For a Banach space F and p > 1 by Lp(U, F ) we
denote the set of F -valued measurable functions u on Ω satisfying
‖u‖Lp(Ω,F ) =
(∫
Ω
‖u(x)‖pFdx
)1/p
<∞.
We write f ∈ Lp,loc(U, F ) if ζf ∈ Lp(U, F ) for any real-valued ζ ∈ C
∞
0 (U). Also
Lp(Ω) = Lp(Ω,R) and Lp = Lp(R
d). We use “:=” to denote a definition. ⌊a⌋ is
the biggest integer which is less than or equal to a. By F and F−1 we denote the
4 ILDOO KIM, KYEONG-HUN KIM, AND SUNGBIN LIM
d-dimensional Fourier transform and the inverse Fourier transform, respectively.
That is, F(f)(ξ) :=
∫
Rd
e−ix·ξf(x)dx and F−1(f)(x) := 1(2pi)d
∫
Rd
eiξ·xf(ξ)dξ. For
a Borel set A ⊂ Rd, we use |A| to denote its Lebesgue measure and by 1A(x) we
denote the indicator of A. diam A := supx,y∈A |x − y|. For a complex number z,
ℜ[z] is the real part of z. Finally if we write N = N(a, b, . . .), this means that the
constant N depends only on a, b, . . ..
2. Main results
Let K(t, x, s, y) be a complex-valued measurable function on R2d+2 satisfying
K(t, x, s, y) = K(t, x, s, y)1t>s. For f ∈ C
∞
0 (R
d+1) denote
Gf(t, x) =
∫
K(t, x, s, y)f(s, y) dsdy.
In this section we provide a sufficient condition on K so that G admits a weak type
(1, 1) estimate, and using this result we obtain a Lq(R, Lp) estimate for pseudo-
differential operators A(t).
Here is our assumption on the kernel K.
Assumption 2.1. There exist a constant γ > 0 and a nonnegative nondecreasing
function ϕ on R+ such that
(i) for all a > s and y, z ∈ Rd,∫ ∞
a
∫
Rd
|K(t, x, s, y)−K(t, x, s, z)| dxdt ≤ ϕ
( |y − z|
(a− s)1/γ
)
; (2.1)
(ii) for all a > b ≥ (s ∨ r) and y ∈ Rd∫ ∞
a
∫
Rd
|K(t, x, s, y)−K(t, x, r, y)| dxdt ≤ ϕ
( |s− r|
a− b
)
; (2.2)
(iii) for all b > s and ρ > 0,∫ b
s
∫
|x−y|≥ρ
|K(t, x, s, y)| dxdt ≤ ϕ
( (b − s)1/γ
ρ
)
. (2.3)
The proof of following results are given in Section 4.
Theorem 2.2. Let 1 < p ≤ p0 and Assumption 2.1 hold. Assume that Gf is well
defined for any f ∈ C∞0 (R
d+1) and the inequality
‖Gf‖Lp0(Rd+1) ≤ N0‖Gf‖Lp0(Rd+1) (2.4)
holds with some constant N0 independent of f . Then the operator G is uniquely
extendable to a bounded operator on Lp(R
d+1) and satisfies the weak type (1.1)
estimate, (i.e.) for any f ∈ C∞0 (R
d+1) and α > 0
α
∣∣{(t, x) : Gf(t, x) > α}∣∣ ≤ N‖f‖L1(Rd+1),
where N depends only on d, p0, γ,N0, and the function ϕ.
Theorem 2.3. In addition to assumptions of Theorem 2.2, suppose K(t, s, x, y)
depends only on (t, s, x− y), and for all t > s and f ∈ C∞0∥∥∥ ∫
Rd
K(t, x, s, y)f(y)dy
∥∥∥
Lp0
≤ ϕ(t− s)‖f‖Lp0(Rd). (2.5)
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Then it holds that
‖Gf‖Lp(R,Lp0) ≤ N‖f‖Lp(R,Lp0), ∀f ∈ C
∞
0 (R, Lp0),
where N depends only on d, p, p0, γ,N0, and the function ϕ.
For any p, q ∈ (1,∞), by H1,γq,p = H
1,γ
q,p(R
d+1) we denote the space of distributions
u such that
‖u‖Lq(R,Lp) <∞, ‖ut‖Lq(R,Lp) <∞, ‖(−∆)
γ/2u‖Lq(R,Lp) <∞.
The norm of u ∈ H1,γq,p is defined by
‖u‖
H
1,γ
q,p
:= ‖u‖Lq(R,Lp) + ‖ut‖Lq(R,Lp) + ‖(−∆)
γ/2u‖Lq(R,Lp).
One can easily check that H1,γq,p is a Banach space.
Recall that the operator A(t) has the symbol ψ(t, ξ), that is for f ∈ C∞0 (R
d+1)
F(Af) = ψ(t, ξ)F(u)(t, ξ).
The following result is an application of Theorem 2.3. In the proof of Theorem 2.4
we will take
K(t, x, s, y) = 1s<tF
−1
{
|ξ|γ exp
(∫ t
s
ψ(r, ξ)dr
)}
(x − y)
so that (1.5) holds for λ = 0.
Theorem 2.4. Let p, q ∈ (1,∞), λ > 0. Suppose that there exist constants γ, κ > 0
so that
ℜ[ψ(t, ξ)] ≤ −κ|ξ|γ , ξ ∈ Rd (2.6)
and for all multi-index α, |α| ≤ ⌊d2⌋+ 1,
|Dαξ ψ(t, ξ)| ≤ κ
−1|ξ|γ−|α|, ξ ∈ Rd \ {0}. (2.7)
Then for any f ∈ Lq(R, Lp), there exists a unique solution u ∈ H
1,γ
q,p to equation
(1.1). Furthermore, for this solution we have
‖ut‖Lq(R,Lp) + ‖(−∆)
γ/2u‖Lq(R,Lp) + λ‖u‖Lq(R,Lp) ≤ ‖f‖Lq(R,Lp),
where N = N(d, p, q, κ, γ).
Below we introduce some examples related to conditions (2.6) and (2.7).
Example 2.5. The symbol of the 2m-order operator
A1(t)u := (−1)
m−1
∑
|α|=|β|=m
aαβ(t)Dα+βu,
is ψ(t, ξ) = −aαβ(t)ξαξβ . Hence (2.6) and (2.7) are satisfied if aαβ(t) are bounded
complex-valued measurable functions satisfying
κ|ξ|2m ≤
∑
|α|=|β|=m
ξαξβℜ
[
aαβ(t)
]
, ∀ξ ∈ Rd.
(ii) Similarly the γ-order nonlocal operator
A2(t) := −a(t)(−∆)
γ/2, γ ∈ (0,∞)
has symbol ψ(t, ξ) = −a(t)|ξ|γ and therefore for the above conditions it is sufficient
to have
κ < ℜ[a(t)], |a(t)| ≤ κ−1.
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The operator in Example 2.6 below is considered in [12].
Example 2.6. Fix γ ∈ (0, 2) and denote
Au :=
∫
Rd\{0}
(
u(t, x+ y)− u(t, x)− χ(y)(∇u(t, x), y)
)m(t, y)
|y|d+γ
dy
where χ(y) = Iγ>1 + I|y|≤1Iγ=1. Then A satisfies (2.6) and (2.7) if m(t, y) ≥ 0 is a
measurable function satisfying the following (see [8] for details):
(1) If γ = 1 then ∫
∂B1
wm(t, w) S1(dw) = 0, ∀t > 0,
where ∂B1 is the unit sphere in R
d and S1(dw) is the surface measure on it.
(2) The function m = m(t, y) is zero-order homogeneous and ⌊d2⌋ + 1-times
differentiable in y.
(3) There is a constant K such that for each t ∈ R
sup
|α|≤d0,|y|=1
|Dαym
(α)(t, y)| ≤ K.
(4) There exists a constant c > 0 so that m(t, y) > c on a set E ⊂ ∂B1 of positive
S1(dw)-measure.
Next we discuss the issue regarding the compositions and powers of operators.
Let A1(t) and A2(t) be linear operators with symbols ψ1(t) and ψ2(t) satisfying
the above prescribed conditions, that is there exist constants γ1, γ2, κ1, κ2 > 0 so
that
ℜ[−ψi(t, ξ)] ≥ κi|ξ|
γi , |Dαψi(t, ξ)| ≤ κ
−1
i |ξ|
γi−|α|, (i = 1, 2),
for any multi-index α, |α| ≤ ⌊d2⌋ + 1. Fix a, b > 0, and denote γ := aγ1 + bγ2.
Consider γ-order operator
Aa,b(t) = −(−A1(t))
a(−A2(t))
b
with the symbol ψ = −(−ψ1)
a(−ψ2)
b. It is easy to check that there exists a
constant N > 0 so that for any multi-index α, |α| ≤ ⌊d2⌋+ 1,
|Dαψ(t, ξ)| ≤ N |ψ|γ−α, ξ ∈ Rd \ {0}.
Therefore, (2.7) is satisfied, and Theorem 2.4 is applicable to Aa,b(t) if
ℜ[−ψ(t, ξ)] = ℜ[(−ψ1)
a(−ψ2)
b] ≥ N−1|ξ|γ , ∀ ξ ∈ Rd. (2.8)
Obviously (2.8) is satisfied if, for instance, the symbols ψi(t, ξ) are real-valued.
3. Filtration of Partitions
In this section we introduce a version of Caldero´n-Zygmund theorem we need. We
also construct a filtration of partitions suitable for our pseudo-differential operators.
Denote N = {1, 2, · · · } and Z = {0,±1,±2, · · · }.
Definition 3.1. Let n ∈ N and (Qm,m ∈ Z) be a sequence of partitions of R
n
each consisting of disjoint bounded Borel subsets Q ∈ Qm. We call (Qm,m ∈ Z) a
filtration of partitions if
(i) the partitions become finer as m increases:
inf
Q∈Qm
|Q| → ∞ as m→ −∞, sup
Q∈Qm
diam |Q| → 0 as m→∞;
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(ii) the partitions are nested: for each m and Q ∈ Qm there is a (unique) set
Q′ ∈ Qm−1 such that Q ⊂ Q
′;
(iii) the following regularity property holds: for Q and Q′ as in (ii) we have
|Q′| ≤ N0|Q|, where N0 is a constant independent of m,Q,Q
′.
Example 3.2. For the second-order parabolic equations, Qm on R
d+1 is typically
defined by
Qm = {[i04
−m, (i0 + 1)4
−m)×Qm(i1, . . . , id), i0, i1, . . . , id ∈ Z},
where
Qm(i1, . . . , id) := [i12
−m, (i1 + 1)2
−m)× · · · × [id2
−m, (id + 1)2
−m).
For Banach spaces F and G, L(F,G) is the space of bounded linear operators
from F to G, and L(F ) := L(F, F ). Define Bcr(x) := {y ∈ R
n : |x− y| ≥ r}.
Definition 3.3. Let (Qm,m ∈ Z) be a filtration of partitions, and for each x, y ∈
Rn, x 6= y, let K(x, y) be a bounded operator from F into G. We say that K is a
Caldero´n-Zygmund kernel relative to (Qm,m ∈ Z) if
(i) there is a number p0 ∈ (1,∞) such that, for any x and any r > 0, K(x, ·) ∈
Lp0,loc(B
c
r(x), L(F,G));
(ii) for every y ∈ Rn the function |K(x, y)−K(x, z)| is measurable as a function
of (x, z) on the set R2n ∩ {(x, z) : x 6= z, x 6= y};
(iii) there is a constant N0 ≥ 1 and, for each Q ∈
⋃
m∈ZQm, there is a closed
set Q∗ with the properties Q¯ ⊂ Q∗, |Q∗| ≤ N0|Q|, and∫
Rn\Q∗
|K(x, y)−K(x, z)|dx ≤ N0 (3.1)
whenever y, z ∈ Q.
The following version of the Caldero´n-Zygmund theorem is taken from [9].
Theorem 3.4. Let p > 1 and A : Lp(R
n, F ) → Lp(R
n, G) be a bounded linear
operator. Assume that if f ∈ C∞0 (R
n, F ) then for almost any x outside the support
of f we have
Af(x) =
∫
Rn
K(x, y)f(y)dy
where K(x, y) is a Caldero´n-Zygmund kernel relative to a filtration of partitions.
Then the operator A is uniquely extendable to a bounded operator from Lq(R
n, F )
to Lq(R
n, G) for any q ∈ (1, p], and A is of weak type (1, 1) on smooth functions
with compact support.
The filtration of partitions in Example 3.2 is not appropriate for pseudo-differential
operators since the kernels corresponding such operators do not satisfy (3.1) in the
setting of Example 3.2. Finding an appropriate filtration of partitions requires del-
icate procedures unless the given order γ is rational. The remaining of this section
is devoted to construct a filtration of partitions for pseudo-differential operators of
arbitrary order.
We fix γ > 0 and denote
Q
(γ)
0 = {Q0 ⊂ R
d+1 : Q0 = [i0, i0 + 1)×
d∏
j=1
[ij , ij + 1), i0, i1, . . . , id ∈ Z}.
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To construct Q
(γ)
m we consider the cases m ≥ 0 and m < 0 separately.
First let m = 1, 2, · · · . We construct Q
(γ)
m inductively as follows. A similar
division procedure when γ ∈ (0, 2) can be found in [11]. Suppose for a given
Qm−1 ∈ Q
(γ)
m−1, we can write
Qm−1 = Q
time
m−1 ×Q
space
m−1 (3.2)
where
Qtimem−1 = [i02
−(m−1)γτm−1, (i0 + 1)2
−(m−1)γτm−1)
Qspacem−1 =
d∏
j=1
[ij2
−(m−1), (ij + 1)2
−(m−1)),
for integers i0, i1, . . . , id and τm−1 ∈ [1, 2) (remember τ0 = 1). Put
2−(m−1)γτm−1 = 2
−mγρm.
Then
ρm = 2
γτm−1 ∈ [2
γ , 2γ+1) ⊂ [2⌊γ⌋, 2⌊γ⌋+2).
Put
km =
{
⌊γ⌋ if ρm ∈ [2
⌊γ⌋, 2⌊γ⌋+1)
⌊γ⌋+ 1 if ρm ∈ [2
⌊γ⌋+1, 2⌊γ⌋+2).
We split Qspacem−1 into 2
d congruent cubes and subdivide Qtimem−1 into 2
km congruent
intervals. Taking all possible products of subcubes and subintervals, we obtain the
set of offsprings of Qm−1 (i.e.) {Qm : Qm ⊂ Qm−1} of the form
Qm = Qm(i, l) = Q
time
m (i)×Q
space
m (l) (3.3)
where
Qtimem (i) = [i02
−mγρm + (i− 1)2
−mγ ρm
2km
, i02
−mγρm + i2
−mγ ρm
2km
)
for some 1 ≤ i ≤ 2km and
Qspacem (l) =
d∏
j=1
[ij2
−(m−1) + (lj − 1)2
−m, ij2
−(m−1) + lj2
−m)
for some l = (l1, . . . , ld), lj ∈ {1, 2}. Denoting
τm =
ρm
2km
∈ [1, 2),
we can rewrite (3.3) as
Qm = [¯i02
−mγτm, (¯i0 + 1)2
−mγτm)×
d∏
j=1
[¯ij2
−m, (¯ij + 1)2
−m),
where
i¯0 = 2
kmi0 + i− 1, i¯j = 2ij + lj − 1
are integers for each j = 1, . . . , d. Hence collecting all such Qm ⊂ Qm−1 for every
Qm−1 ∈ Q
(γ)
m−1, we finally obtain the partition Q
(γ)
m . Moreover, since we choose km
such that τm ∈ [1, 2), by going back to (3.2), we can repeat the division procedure
for Q
(γ)
m and generates Q
(γ)
m+1.
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Now we illustrate a merger procedure. We define the collections of cubes Q
(γ)
m
for m = −1,−2, . . . inductively. Suppose that Qm+1 is a partition and every cubes
Qm+1 in Q
(γ)
m+1 is of the form
Qm+1 = Q
time
m+1 ×Q
space
m+1 (3.4)
where
Qtimem+1 = [i02
−(m+1)γτm+1, (i0 + 1)2
−(m+1)γτm+1),
Qspacem+1 =
d∏
j=1
[ij2
−(m+1), (ij + 1)2
−(m+1)),
τm+1 ∈ [1, 2) and i0, i1, . . . , id are integers. Obviously, Q
(γ)
0 satisfies (3.4) with
τ0 = 1. We put
2−(m+1)γτm+1 = 2
−mγρm.
Then
ρm = 2
−γτm+1 ∈ [2
−γ , 2−γ+1) ⊂ [2−⌊γ⌋−1, 2−⌊γ⌋+1).
Put
km =
{
⌊γ⌋ if ρm ∈ [2
−⌊γ⌋, 2−⌊γ⌋+1)
⌊γ⌋+ 1 if ρm ∈ [2
−⌊γ⌋−1, 2−⌊γ⌋).
By combining cubes Qm+1 of Q
(γ)
m+1, we compose the partition Q
(γ)
m with Qm of the
form
Qm = Qm(i, l) = Q
time
m (i)×Q
space
m (l)
where
Qtimem (i) = [i2
−mγρm, (i+ 1)2
−mγρm),
for i ∈ 2kmZ and
Qspacem (l) =
d∏
j=1
[lj2
−(m+1), (lj + 1)2
−(m+1))
for lj ∈ 2Z, j = 1, . . . , d. Denote τm = 2
kmρm. Then we can rewrite Qm(i, l) as
Qm = [¯i02
−mγτm, (¯i0 + 1)2
−mγτm)×
d∏
j=1
[¯ij2
−m, (¯ij + 1)2
−m),
where
i¯0 =
i
2km
, i¯j =
lj
2
are integers for each j = 1, . . . , d. Furthermore, due to the choice of km and ρm,
we have
τm = 2
kmρm ∈ [1, 2).
Hence Q
(γ)
m satisfies (3.4) with m in place of m + 1. By repeating this merger
procedure, we construct Q
(γ)
m for all m = −1,−2, . . ..
Remark 3.5. Due to the above procedure, one can write Q ∈ Q
(γ)
m for m ∈ Z as
follows
Q = Q(i0, . . . , id) = [i02
−mγτm, (i0 + 1)2
−mγτm)×
d∏
j=1
[ij2
−m, (ij + 1)2
−m) (3.5)
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where (i0, . . . id) ∈ Z
d+1 and τm ∈ [1, 2). In fact, 2
−mγτm is a dyadic number.
Indeed, τ0 = 1 and recall that 2
−mγτm = 2
−km2−(m−1)γτm−1 for m = 1, 2, . . ..
Therefore,
2−mγτm = 2
−km2−(m−1)γτm−1 = 2
−km2−km−12−(m−2)γτm−2
= · · ·
= 2−(km+km−1+···+k2)2−γτ1
= 2−(km+km−1+···+k1).
Similarly, for m = −1,−2, . . . , we have 2−mγτm = 2
km2−(m+1)γτm+1 so that
2−mγτm = 2
km+km+1+···+k−1 .
Therefore, (Q
(γ)
m ,m ∈ Z) is constituted of a class of dyadic cubes. If γ = 2, then
obviously the above procedure generates the filtration of partitions in Example 3.2.
Theorem 3.6. (Q
(γ)
m ,m ∈ Z) is a filtration of partitions.
Proof. Due to the above division-merger procedures, (i) and (ii) of Definition 3.1
are obvious. Hence it suffices to show the regularity condition (iii). For m ∈ Z,
take Q and Q′ such that Q ⊂ Q′, Q′ ∈ Q
(γ)
m , and Q ∈ Q
(γ)
m+1. From (3.5), we can
write
Q′(t′, x′) = [t′, t′ + 2−mγτm)×
d∏
j=1
[x′j , x
′
j + 2
−m),
and
Q(t, x) = [t, t+ 2−(m+1)γτm+1)×
d∏
j=1
[xj , xj + 2
−m−1).
Then by Remark 3.5,
|Q′(t′, x′)|
|Q(t, x)|
=
2−mγ−mdτm
2−(m+1)γ−(m+1)dτm+1
= 2d+km+1 ≤ 2d+⌊γ⌋+1.
The theorem is proved. 
4. Proof of Theorem 2.2 and 2.3
We first check the Ho¨rmander condition under Assumption 2.1.
Lemma 4.1. Under Assumption 2.1, the kernel K(t, x, s, y) satisfies Ho¨rmander
condition (3.1) with respect to (Q
(γ)
m ,m ∈ Z), the filtration of partitions in Theorem
3.6.
Proof. Let
Q = [t0, t0 + 2
−mγτm)×
d∏
j=1
[0, 2−m), m ∈ Z
and
Q∗ = [t0, t0 + 4 · 2
−mγ)×
d∏
j=1
[−2 · 2−m, 2 · 2−m), m ∈ Z,
where 1 ≤ τm ≤ 2.
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It suffices to show
sup
(s,y),(r,z)∈Q
∫
Rd+1\Q∗
|K(t, x, s, y)−K(t, x, r, z)| dxdt <∞. (4.1)
Put
Γ1 = {t ≥ t0 + 4 · 2
−mγ} ×Rd,
and
Γ2 = {t0 < t < t0 + 4 · 2
−mγ} ∩ (Rd+1 \Q∗).
Recall that K(t, x, s, y) vanishes if t ≤ s. Then obviously for any (s, y), (r, z) ∈ Q,∫
Rd+1\Q∗
|K(t, x, s, y)−K(t, x, r, z)| dxdt
≤
∫
Γ1
|K(t, x, s, y)−K(t, x, r, z)| dxdt+
∫
Γ2
|K(t, x, s, y)−K(t, x, r, z)| dxdt
≤
∫
Γ1
|K(t, x, s, y)−K(t, x, s, z)| dxdt +
∫
Γ1
|K(t, x, s, z)−K(t, x, r, z)| dxdt
+ 2 sup
(s,y)∈Q
∫
Γ2
|K(t, x, s, y)| dxdt =: I1 + I2 + I3.
First we estimate I1. Observe that
t0 + 4 · 2
−mγ − s ≥ 2−mγ ,
and |z − y| ≤ 2 · 2−m. So by (2.1),
I1 ≤
∫ ∞
t0+4·2−mγ
∫
Rd
|K(t, x, s, y)−K(t, x, s, z)| dxdt
≤ ϕ
(
(t0 + 4 · 2
−mγ − s)−1/γ |z − y|
)
≤ ϕ(2).
For I2 we use (2.2). Since s, r ∈ [t0, t0 + 2 · 2
−mγ ], we have
I2 ≤
∫ ∞
t0+4·2−mγ
∫
Rd
K(t, x, s, z)−K(t, x, r, z)| dxdt
≤ ϕ
(
(2 · 2−mγ)−1|s− r|
)
≤ ϕ(1).
Finally we estimate I3. Note that for (t, x) ∈ Γ2 and (s, y) ∈ Q
|x− y| ≥ 2−m.
Hence from (2.3),
I3 ≤ 2 sup
(s,y)∈Q
∫ t0+4·2−mγ
t0
∫
|x−y|≥2−m
K(t, x, s, y) dxdt
≤ 2 sup
(s,y)∈Q
∫ t0+4·2−mγ
s
∫
|x−y|≥2−m
K(t, x, s, y) dxdt
≤ 2ϕ
(
(4 · 2−mγ)1/γ(2−m)−1
)
≤ 2ϕ(41/γ),
where the second inequality is because K vanishes if t ≤ s. Therefore (4.1) is
proved. 
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We define the operator K(t, s) as follows :
K(t, s)f(x) =
∫
Rd
K(t, x, s, y)f(y)dy, f ∈ C∞0 .
Suppose that (2.5) holds, that is for any t > s and f ∈ C∞0∥∥∥ ∫
Rd
K(t, x, s, y)f(y)dy
∥∥∥
Lp0
≤ ϕ(t− s)‖f‖Lp0 . (4.2)
Since K(t, s) is linear and (4.2) holds, the operator K(t, x) is uniquely extendible
to Lp0 . Hence we can consider K(t, s) as a bounded operator on Lp0 . Denote
Qtimem := {[4
−mi, 4−m(i+ 1)) : i ∈ Z}, m ∈ Z.
Lemma 4.2. Suppose that Assumption 2.1 (ii) and (2.5) hold, and K(t, s, x, y) =
K(t, s, x− y). Then K(t, s) satisfies the Ho¨rmander condition (3.1) with n = 1 and
(Qtimem ,m ∈ Z)
Proof. Let
Q = [t0, t0 + δ), Q
∗ = [t0 − 2δ, t0 + 2δ).
Note that for t /∈ Q∗ and s, r ∈ Q, we have
|s− r| ≤ δ, |t− (t0 + δ)| ≥ δ,
and recall K(t, s, x− y) = 0 if t ≤ s. Note
‖K(t, s)−K(t, r)‖L(Lp0 ) = sup
‖f‖Lp0=1
∥∥∥∥
∫
Rd
(K(t, s, x− y)−K(t, r, x− y))f(y)dy
∥∥∥∥
Lp0
≤ sup
‖f‖Lp0=1
‖f‖Lp0
∫
Rd
|K(t, s, x)−K(t, r, x)|dx
=
∫
Rd
|K(t, s, x)−K(t, r, x)|dx. (4.3)
Therefore, by Assumption 2.1 (ii) and (4.3),∫
R\Q∗
‖K(t, s)−K(t, r)‖L(Lp0) dt ≤
∫
R\Q∗
∫
Rd
|K(t, s, x)−K(t, r, x)|dxdt
≤
∫
t≥t0+2δ
∫
Rd
|K(t, s, x)−K(t, r, x)|dxdt
≤ Nϕ(
|s− r|
δ
) ≤ Nϕ(1) ≤ N.
The lemma is proved. 
Proof of Theorem 2.2 and 2.3. Due to Lemma 4.1 and Lemma 4.2, these are
easy consequences of Theorem 3.4. We only mention that in the proof of Theorem
2.3, following the proof of Theorem 1.1 of [9], one can easily check that for almost
any x outside of the closed support of f ∈ C∞0 (R, Lp0),
Gf(t, x) =
∫ ∞
−∞
K(t, s)f(s, x) ds,
where G denote the unique extension on Lp0(R
d+1) stated in Theorem 2.2. The
theorems are proved. 
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5. Auxiliary results
In this section we study a kernel pλ and an operator Rλ which are related to
A(t)− λ.
Lemma 5.1. Let σ ≥ 0, δ > σ − d2 and h ∈ C
1+⌊σ⌋(Rd \ {0}). Suppose that there
exists constant c > 0 such that
|Dmx (−∆)
⌊ σ2 ⌋h(x)| ≤ c|x|δ−2⌊
σ
2 ⌋−m exp{−c|x|γ}, ∀x ∈ Rd \ {0} (5.1)
for m = 0, 1. Also assume (5.1) holds for m = 2 if 1 ≤ σ − 2⌊σ2 ⌋ < 2. Then
‖(−∆)σ/2h‖L2(Rd) ≤ N
where N = N(c, d, γ, δ, σ).
Proof. The case σ ∈ [0, 2) is proved in [8, Lemma 5.1]. For σ ≥ 2, denote
σ˜ := σ − 2⌊
σ
2
⌋, v := (−∆)⌊
σ
2 ⌋h ∈ C1+⌊σ⌋−2⌊
σ
2 ⌋.
Then
‖(−∆)σ/2h‖L2(Rd) = ‖(−∆)
σ
2−⌊
σ
2 ⌋(−∆)⌊
σ
2 ⌋h‖L2(Rd) = ‖(−∆)
σ˜/2v‖L2(Rd).
Thus it is enough to apply the result for σ ∈ [0, 2). The lemma is proved. 
Recall that ψ(t, ξ) is the symbol of A(t) satisfying
ℜ[ψ(t, ξ)] ≤ −κ|ξ|γ , (5.2)
|Dαξ ψ(t, ξ)| ≤ κ
−1|ξ|γ−|α|, |α| ≤ ⌊
d
2
⌋+ 1.
Note that due to (5.2),
pλ(t, s, x) := 1s<tF
−1
{
exp
(∫ t
s
(ψ(r, ξ) − λ)dr
)}
is well defined for any λ ≥ 0. Similarly one can check that
Rλf(t, x) := F
−1
(∫ ∞
−∞
1s<t exp
( ∫ t
s
(ψ(r, ξ) − λ)dr
)
Ff(s, ξ) ds
)
(x)
is well defined for any λ > 0 and f ∈ L2(R
d+1). Obviously
Rλf(t, x) =
∫ ∞
−∞
∫
Rd
pλ(t, s, x− y)f(s, y)dyds, ∀f ∈ C
∞
0 (R
d+1).
In the following lemma we show that the operator Rλ is continuously extensible
to Lq(R, Lp) for any p, q > 1.
Lemma 5.2. Let λ > 0 and p, q > 1. Then
‖pλ(t, s, ·)‖L1 ≤ N1s<te
−λ(t−s),
‖Rλf(t, ·)‖Lp ≤ Nλ
−(p−1)/p‖f‖Lp(Rd+1), ∀f ∈ C
∞
0 (R
d+1),
and
‖Rλf‖Lq(R,Lp) ≤
N
λ
‖f‖Lq(R,Lp), ∀f ∈ C
∞
0 (R
d+1), (5.3)
where N = N(d, p, q, κ, γ).
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Proof. (i) Using xe−x ≤ 1 for x ≥ 0, one can check that for any multi-index
|α| ≤ ⌊d2⌋+ 1∣∣∣Dαξ exp
(∫ t
s
ψ(r, (t− s)−
1
γ ξ)dr
) ∣∣∣ ≤ N(κ)|ξ|γ−|α|e−κ|ξ|γ .
Denote
q(t, s, x) := 1s<tF
−1
{
exp
(∫ t
s
(ψ(r, (t− s)−
1
γ ξ))dr
)}
= (t− s)
d
γ eλ(t−s)pλ(t, s, (t− s)
1
γ x).
By using Ho¨lder inequality and Parseval’s identity, for ε < (γ/4 ∧ 1/4),
‖pλ(t, s, ·)‖L1 = ‖(1 + |x|
d+ε
2 )−1(1 + |x|
d+ε
2 )pλ(t, s, ·)‖L1
≤ N1s<te
−λ(t−s)
(∫
Rd
|(1 + |x|
d+ε
2 )q(t, s, x)|2dx
)1/2
≤ N1s<te
−λ(t−s)‖(1 + (−∆)
d+ε
4 )F(q)(t, s, ·)‖L2
≤ N1s<te
−λ(t−s)
(
‖F(q)‖L2 + ‖(−∆)
d+ε
4 F(q)(t, s, ·)‖L2
)
.
Then by using Lemma 5.1 with σ = (d+ ε)/2 and h(·) = F(q)(t, s, ·), we have
‖pλ(t, s, ·)‖L1 ≤ N(d, γ, κ)1s<te
−λ(t−s).
To apply Lemma 5.1, h should be m+2⌊σ2 ⌋-times differentiable, and this is possible
since m+ 2⌊σ2 ⌋ ≤ ⌊
d
2⌋+ 1 for m = 0, 1 and m = 2 if 1 ≤ σ − 2⌊
σ
2 ⌋ < 2.
(ii) By Minkowski’s inequality, Young’s inequality, and (i),
‖Rλf(t, ·)‖Lp ≤
∫ ∞
−∞
1s<t‖pλ(s, t, ·)‖L1‖f(s, ·)‖Lpds
= N
∫ ∞
−∞
1s<te
−λ(t−s)‖f(s, ·)‖Lpds (5.4)
≤ Nλ−(p−1)/p‖f‖Lp(Rd+1).
(iii) By (5.4),
‖Rf‖Lq(R,Lp) ≤
∥∥∥∥
∫ ∞
0
e−λs‖f(t− s, ·)‖Lpds
∥∥∥∥
Lq(R)
≤
1
λ
‖f‖Lq(R,Lp).
The lemma is proved. 
Remark 5.3. Due to the above lemma, we can consider the continuous extension
of Rλ on Lq(R, Lp) for any p, q > 1. From now on, we regard the operator Rλ
as this extension on Lq(R, Lp). Actually Rλ was already defined on L2(R
d+1),
but two different definitions coincide on L2(R
d+1)∩Lq(R, Lp) due to Riesz-Fischer
theorem.
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6. Proof of Theorem 2.4
Define K(t, s, x, y) = K(t, s, x− y) by
K(t, s, x) = 1s<tF
−1
{
|ξ|γ exp
(∫ t
s
ψ(r, ξ)dr
)}
. (6.1)
Also define
Gf(t, x) = F−1
{∫ ∞
−∞
1s<t|ξ|
γ exp
(∫ t
s
ψ(r, ξ)dr
)
Ff(s, ξ)ds
}
.
It is easy to check that Gf is well defined if f ∈ C∞0 (R
d+1), and furthermore
Gf(t, x) =
∫ ∞
−∞
∫
Rd
K(t, s, x− y)f(s, y)dyds.
Theorem 6.1. Let p, q ∈ (1,∞). Under the assumptions in Theorem 2.4, the
kernel K satisfies Assumption 2.1 and (2.5), and it holds that
‖Gf‖Lq(R,Lp) ≤ N‖f‖Lq(R,Lp), ∀ f ∈ C
∞
0 (R
d+1), (6.2)
where N = N(d, p, q, γ, κ).
Proof. Part 1. We show that the kernel K defined in (6.1) satisfies Assumption
2.1, (2.4), and (2.5). Observe that
(t− s)1+
d
γK(t, s, (t− s)
1
γ x)
= N1s<t(t− s)
1+ d
γ
∫
Rd
ei((t−s)
1
γ x,ξ)|ξ|γ exp
{∫ t
s
ψ(r, ξ)dr
}
dξ
= N1s<t(t− s)
1+ d
γ
∫
Rd
ei(x,(t−s)
1
γ ξ)|ξ|γ exp
{∫ t
s
ψ(r, ξ)dr
}
dξ
= N1s<t
∫
ei(x,ξ)|ξ|γ exp
{∫ t
s
ψ(r, (t− s)−
1
γ ξ)dr
}
dξ.
Denote
F (t, s, ξ) = 1s<t|ξ|
γ exp
{∫ t
s
ψ(r, (t− s)−
1
γ ξ)dr
}
.
Due to the assumptions on ψ(t, ξ),
|Dαξ F (t, s, ξ)| ≤ N |ξ|
γ−|α| exp{−κ|ξ|γ}, ∀ξ ∈ Rd \ {0}
for every multi-index α with |α| ≤ ⌊d2⌋+ 1. Therefore, by Lemma 5.1,
‖(−∆ξ)
σ/2F (t, s, ξ)‖L2(Rd) ≤ N(d, κ, γ)
for all σ ∈ [0, d2 + γ) ∩ [0, ⌊
d
2⌋+ 1].
We claim that for any µ ∈ [0,min{γ, ⌊d2⌋+ 1−
d
2}),∫
Rd
|x|µ|K(t, s, x)|dx ≤ N(d, γ, κ, µ)(t− s)
µ
γ
−1. (6.3)
Indeed, fix µ ∈ [0,min{γ, ⌊d2⌋+ 1−
d
2}) and choose σ > 0 such that
µ+
d
2
< σ < min{γ +
d
2
, ⌊
d
2
⌋+ 1}.
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Then by Ho¨lder inequality, Parseval’s identity, and Lemma 5.1,∫
Rd
|x|µ|K(t, s, x)|dx
= (t− s)
d+µ
γ
∫
Rd
|x|µ|K(t, s, (t− s)
1
γ x)|dx
≤ N(t− s)
d+µ
γ
(∫
Rd
|(1 + |x|σ)|K(t, s, (t− s)
1
γ x)|2dx
)1/2
≤ N(t− s)
µ
γ
−1
(∫
Rd
∣∣∣(1 + (−∆ξ)σ/2)F (t, s, ξ)∣∣∣2 dξ
)1/2
≤ N(t− s)
µ
γ
−1.
Hence (6.3) holds for any 0 ≤ µ < min{γ, ⌊d2⌋+ 1−
d
2}. One also can see that∫ b
s
∫
|x|≥ρ
|K(t, s, x)|dxdt ≤
∫ b
s
∫
Rd
|x|µ
ρµ
|K(t, s, x)|dxdt
≤ N
∫ b
s
ρ−µ(t− s)
µ
γ
−1dt = Nρ−µ(b− s)
µ
γ .
Therefore, K satisfies (2.3) with ϕ(t) = Ntµ for some constant N = N(d, γ, κ).
Next we prove (2.1) and (2.2). Note that
(t− s)1+
d+1
γ
∂K
∂x
(t, s, (t− s)
1
γ x)
= N1s<t(t− s)
1+ d+1
γ
∫
Rd
ei((t−s)
1
γ x,ξ)iξ|ξ|γ exp
{∫ t
s
ψ(r, ξ)dr
}
dξ
= N1s<t(t− s)
1+ d+1
γ
∫
Rd
ei(x,(t−s)
1
γ ξ)iξ|ξ|γ exp
{∫ t
s
ψ(r, ξ)dr
}
dξ
= N1s<t
∫
ei(x,ξ)iξ|ξ|γ exp
{∫ t
s
ψ(r, (t− s)−
1
γ ξ)dr
}
dξ.
For d2 < σ < min{γ+1+
d
2 , ⌊
d
2⌋+1}, by Ho¨lder inequality, Parseval’s identity, and
Lemma 5.1,∫
Rd
|K(t, s, x+ y)−K(t, s, x)|dx
= |y|
∫
Rd
|∇K(t, s, x+ θy)|dx (θ ∈ [0, 1])
= |y|(t− s)
d
γ
∫
Rd
|∇K(t, s, (t− s)
1
γ x)|dx
≤ |y|(t− s)
d
γ
(∫
Rd
|(1 + |x|σ)∇K(t, s, (t− s)
1
γ x)|2dx
)1/2
≤ N |y|(t− s)−
1
γ
−1
(∫
Rd
∣∣∣(1 + (−∆ξ)σ/2)ξF (t, s, ξ)∣∣∣2 dξ
)1/2
≤ N |y|(t− s)−
1
γ
−1.
Hence ∫ ∞
a
∫
Rd
|K(t, s, x+ y)−K(t, s, x)|dxdt ≤ N |y|(a− s)−
1
γ ,
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and therefore (2.1) holds. Finally, denote
F¯ (t, s, ξ) = 1s<tψ(s, (t− s)
− 1
γ ξ)|ξ|2γ exp
{∫ t
s
ψ(r, (t− s)−
1
γ ξ)dr
}
and observe that for s ≤ max{r, s} ≤ b < a < t and d2 < σ < min{2γ+
d
2 , ⌊
d
2⌋+1},
(write τ = θs+ (1 − θ)r)∫
Rd
|K(t, r, x)−K(t, s, x)|dx
= |s− r|
∫
Rd
|∂sK(t, τ, x)|dx
= |s− r|(t− τ)
d
γ
∫
Rd
|∂sK(t, τ, (t− τ)
1
γ x)|dx
=
|s− r|
(t− τ)2
∫
Rd
|F−1
{
F¯ (t, τ, ·)
}
(x)|dx
≤ N
|s− r|
(t− τ)2
(∫
Rd
∣∣∣(1−∆σ/2ξ )F¯ (t, τ, ξ)∣∣∣2 dξ
)1/2
≤ N
|s− r|
(t− b)2
1τ<t.
Therefore, ∫ ∞
a
∫
Rd
|K(t, r, x)−K(t, s, x)|dxdt
≤ N
∫ ∞
a
|s− r|
(t− b)2
dt ≤ N |s− r|
∫ ∞
a−r
1
t2
dt =
N |s− r|
a− r
.
This certainly leads to (2.2), and thus Assumption 2.1 holds.
Part 2. We prove (6.2) when p = q. First we show K satisfies (2.4) with p0 = 2.
Due to Parseval’s ideneity, for any f ∈ L2(R
d+1) it holds that
‖Gf‖2L2(Rd+1)
= N
∫ ∞
−∞
∫
Rd
∣∣∣∣
∫ t
−∞
|ξ|γ exp
{∫ t
s
ψ(r, ξ)dr
}
F(f)(s, ξ)ds
∣∣∣∣
2
dξdt
≤ N
∫ ∞
−∞
∫
Rd
∣∣∣∣
∫ t
−∞
|ξ|γ exp {−κ|ξ|γ(t− s)} |F(f)(s, ξ)|ds
∣∣∣∣
2
dξdt
= N
∫ ∞
−∞
∫
Rd
∣∣∣∣
∫ ∞
−∞
eitτ
[∫ ∞
−∞
1s<t|ξ|
γ exp {−κ|ξ|γ(t− s)} |F(f)|(s, ξ)ds
]
dt
∣∣∣∣
2
dξdτ
= N
∫ ∞
−∞
∫
Rd
∣∣∣∣
(∫ ∞
0
eitτ |ξ|γ exp{−κ|ξ|γt}dt
)(∫ ∞
−∞
eitτ |F(f)|(t, ξ)dt
)∣∣∣∣
2
dξdτ
≤ N
∫ ∞
−∞
∫
Rd
∣∣∣∣ |ξ|γiτ − κ|ξ|γ
∣∣∣∣
2 ∣∣∣∣
∫ ∞
−∞
eitτ |F(f)|(t, ξ)dt
∣∣∣∣
2
dξdτ
≤ N
∫ ∞
−∞
∫
Rd
|F(f)|2dξdt = N‖f‖2L2(Rd+1).
Actually Gf was defined only for f ∈ C∞0 (R
d+1). However, the calculations above
show it is also defined on L2(R
d+1). Therefore K satisfies (2.4) with p0 = 2. Hence
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by Theorem 2.2, (6.2) holds for p = q, 1 < p ≤ 2, and for all f ∈ Lp(R
d+1). For
p ∈ (2,∞), we apply the standard duality argument. Denote p′ = p/(p− 1) and
P (s, t, x) = K(−t,−s, x) = 1t<sF
−1
{
|ξ|γ exp
(∫ s
t
ψ(−r, ξ)dr
)}
,
and define operator P : Lp′(R
d+1)→ Lp′(R
d+1) by
Pg(s, y) =
∫
Rd+1
P (s, t, y − x)g(t, x)dxdt.
Note that ψ(−r, ξ) also satisfies (2.6) and (2.7). Then for g ∈ C∞0 (R
d+1), by change
of variable (t, s, x, y)→ (−t,−s,−x,−y) and Fubini’s theorem we have∫
Rd+1
g(t, x)Gf(t, x)dxdt
=
∫
Rd+1
g(t, x)
(∫
Rd+1
K(t, s, x− y)f(s, y)dyds
)
dxdt
=
∫
Rd+1
f(s, y)
(∫
Rd+1
K(t, s, x− y)g(t, x)dxdt
)
dyds (6.4)
=
∫
Rd+1
f(−s,−y)
(∫
Rd+1
P (s, t, y − x)g(−t,−x)dxdt
)
dyds
=
∫
Rd+1
f(−s,−y)P g¯(s, y)dyds,
where g¯(t, x) = g(−t,−x). By applying Ho¨lder inequality,∫
Rd+1
g(t, x)Gf(t, x)dxdt ≤ N‖f‖Lp(Rd+1)‖P g¯‖Lp′(Rd+1).
Since p′ ∈ (1, 2], we have ‖P g¯‖Lp′(Rd+1) ≤ N‖g‖Lp′(Rd+1). This implies the desired
result since g ∈ C∞0 (R
d+1) is arbitrary. Thus (6.2) holds for all p ∈ (1,∞).
Part 3. Finally we check that K satisfies (2.5) and prove (6.2) for general
p, q > 1. Recall the operator K(t, s), that is
K(t, s)f(x) =
∫
Rd
K(t, s, x− y)f(y)dy
for f ∈ C∞0 and t, s ∈ R. Fix p ∈ (1,∞). By (6.3), we have
‖K(t, s)f‖Lp ≤ N‖f‖Lp
∫
Rd
|K(t, s, y)|dy ≤ N‖f‖Lp(t− s)
−1.
Hence (2.5) is satisfied with ϕ(t) = t−1 and p0 = p. Therefore from Theorem 2.3
we conclude that for any 1 < q ≤ p, (6.2) holds for all f ∈ C∞0 (R, Lp).
Now let 1 < p < q <∞. Define p′ = p/(p− 1), q′ = q/(q− 1). Since 1 < q′ < p′,
by (6.4) we conclude that∫
Rd+1
g(t, x)Gf(t, x)dxdt =
∫
R
(∫
Rd
f(−s,−y)P g¯(s, y)dy
)
ds
≤
∫
R
‖f(−s, ·)‖Lp‖P g¯(s)‖Lp′ds
≤ N‖f‖Lq(R,Lp)‖g‖Lq′(R,Lp′)
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for any f, g ∈ C∞0 (R
d+1). Since g is arbitrary and
‖Gf‖Lq(R,Lp) = sup
‖g‖L
q′
(R,L
p′
)≤1
∣∣∣∣
∫
Rd+1
g(t, x)Gf(t, x)dxdt
∣∣∣∣ ,
we have
‖Gf‖Lq(R,Lp) ≤ N‖f‖Lq(R,Lp).
Therefore for any p, q ∈ (1,∞), we obtain
‖Gf‖Lq(R,Lp) ≤ N‖f‖Lq(R,Lp), ∀f ∈ C
∞
0 (R
d+1), (6.5)
where N is independent of f . Since C∞0 (R
d+1) is dense in Lq(R, Lp), G is contin-
uously extendible to Lq(R, Lp). 
Next, we prove a priori estimate.
Lemma 6.2 (a priori estimate). Let λ ≥ 0 and p, q ∈ (1,∞). Suppose that condi-
tions (2.6) and (2.7) are fulfilled. Then for any u ∈ C∞0 (R
d+1), we have
‖(−∆)γ/2u‖Lq(R,Lp) + λ‖u‖Lq(R,Lp) ≤ N‖ut −Au+ λu‖Lq(R,Lp), (6.6)
where N depends only on d, p, γ, and κ.
Proof. Put f := ∂∂tu−Au+ λu. Then obviously f ∈ L2(R
d+1).
Case 1 λ = 0. By taking the Fourier transform, we can easily check that
(−∆)γ/2u = Gf (a.e).
Hence from (6.5), we have
‖(−∆)γ/2u‖Lq(R,Lp) ≤ N‖ut −Au‖Lq(R,Lp). (6.7)
Case 2 λ > 0. Similarly one can also check u = Rf (a.e). Hence (6.6) is a
consequence of (5.3) and (6.7) because
‖ut −Au‖Lq(R,Lp) ≤ ‖f‖Lq(R,Lp) + λ‖u‖Lq(R,Lp).
The lemma is proved. 
Proof of Theorem 2.4
Note that C∞0 (R
d+1) is dense in H1,γq,p and A(t) is a continuous operator on H
γ
p
due to Mihlin multiplier theorem. Indeed, for |α| ≤ ⌊d2⌋+ 1,∣∣∣∣Dαξ
(
ψ(t, ξ)
|ξ|γ
)∣∣∣∣ ≤ N |ξ|2|α|γ−|α||ξ|2γ|α| ≤ N(κ)|ξ|−|α|.
Hence from Lemma 6.2,
‖ut‖Lq(R,Lp) + ‖(−∆)
γ/2u‖Lq(R,Lp) + λ‖u‖Lq(R,Lp)
≤ N(d, p, q, γ, κ)‖ut −Au+ λu‖Lq(R,Lp)
for any u ∈ H1,γq,p , and the uniqueness of solutions to (1.1) is proved.
It only remains to prove the existence of solutions. For f ∈ H1,γq,p , we consider
a sequence fn ∈ C
∞
0 (R
d+1) so that ‖fn − f‖H1,γq,p → 0 as n → ∞. For each n, we
can easily check that Rfn is a solution to (1.1). Since H
1,γ
q,p is a Banach space, we
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can find a solution u as the limit of Rfn in H
1,γ
q,p using the a priori estimate. The
theorem is proved. 
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