Source Rock Samples. This study was performed on three samples from economically 24 valuable source rock formations. The first one came from cuttings of the siliceous Marcellus 25 formation (MAR), Pennsylvania, USA. The second sample was extracted from the siliceous 26
Haynesville formation (HAY), Louisiana, USA. The last sample was mined from fresh 27 outcrops of the carbonaceous Lower Eagle Ford formation (LEF), Texas, USA. Their thermal 28 maturity (Table S1 ) was evaluated by RockEval pyrolysis and vitrinite reflectance (%VR0) 29 using standard organic petrology technique (1) . The total organic carbon (TOC) content were 30 3.34 wt.% in HAY, 5.10 wt.% in MAR, and 7.27 wt.% in LEF. The modified Van Krevelen 31 diagrams illustrate the differences in hydrocarbon generation potentials in term of hydrogen 32 and oxygen indices (HI and OI, Fig. S1A ) and S2 peak versus TOC (Fig. S1B ). In brief, LEF 33 is a source rocks entering the oil window (0.65 %VR0) whereas HAY and MAR are source 34 rocks in the dry gas window (2.00 and 2.20 %VR0, respectively). 35 36 Table S1 . Organic geochemistry of the studied source rocks from RockEval pyrolysis and 37 vitrinite reflectance. Hydrogen index (HI = S2/TOC x 100) and oxygen index (OI = S3/TOC x 38 100) were calculated from RockEval peaks S2 and S3. Figure S1 . Hydrocarbon generation potential and structural features of the studied source 47OM (0.074 and 0.135 cm 3 /g for LEF-OM and MAR-OM, respectively) were however 97 significantly larger. PSDs of the isolated OM are illustrative of the change in pore structures 98 from the oil-prone to the dry gas-prone source rocks under investigation. MAR-OM exhibits 99 essentially a bimodal PSD with peaks in the range of 0.6-3.0 nm. LEF-OM displays a broad 100 distribution of pores with multiple modes between 5.0 and 100.0 nm. 101 102 (solid bitumen and/or pyrobitumen) is recognized as the main contributor of organic hosted 111 porosity (7,8). The last step consisted on extracting FIB thin sections from these organic 112 materials. The sections were thinned down to a thickness below 100 nm, allowing electron particles, and organic matter (OM). OM displays both macro (> 50 nm) and meso (2 -50 nm) 123 pores. Only the organic mesoporosity were reconstructed in electron tomography (C). 124 125
The TEM is coupled with a single tilt axis geometry allowing for electron tomography 126 acquisition (10). Tilt series of bright field images were therefore collected on the organic 127 mesopores ( Figure S2C ) with a CCD camera (GATAN, Ultrascan® 1000XP) at a 128 magnification of 25, 000 (LEF) or 30, 000 (HAY, and MAR) over the range of −/+ 40° and 129
with an angular step of 1°. The range of achievable tilting angles was limited by the 130 shadowing effect of the FIB thin section edges. The acquisitions were assisted by the Digitalcorrelations followed by a fine alignment based on 3D landmarks (local minima). The 135 reconstruction of the aligned tilt series was achieved with the simultaneous iterative 136 reconstruction technique (SIRT) using 30 iterations and a relaxation coefficient of 1 (11,12) . 137 3D reconstructions from electron tomography usually display several artifacts which must 138 be removed before further analysis (13-15). They condense as follow: side rays according to 139 the minimal and maximal tilt angles (θ); side minima in the x-direction; and elongation of the 140 features in the z-direction. A series of image processing treatments was thus performed on the 141 reconstructions. First, the stacks of images were denoised by background suppression using a 142 dedicated software (14). The produced series of background free images were then 143 superposed to the reconstruction in order to find the optimal grey level at which the 144 thresholding between the amorphous organic matter and the pore network maximizes fidelity. 145
The binarized tomograms were then subjected to a Fourier angular filter in order to correct for 146 elongation artifacts due to the significant missing wedge (15). 147
The final tomograms contain stacks of images with dimensions of 252 × 252 × 66 nm A structural characterization of the tomograms was performed using the public-domain 152 software iMorph (http://imorph.fr/) and imageJ. The pore size distribution (PSD) was 153 determined using aperture map computation (16). At each point belonging to the pore phase, 154 the size of the largest sphere containing pore voxels without overlapping with any soliddistribution of this phase in the form of cumulative histograms. 158
The specific surface area was estimated from the chord length distribution (CLD) analysis 159 (17-19). The CLD was obtained by propagating segments (chords) with random direction and 160 from random origin points, hence producing an in-pore lengths histogram. The specific 161
surface As was obtained from (19): 162
where φmeso is the porosity of the tomogram, ρs is the density of the solid phase and <ℓ> is the 164 first moment of the normalized CLD. 165
The tortuosity of the network was quantified by generating random walker within the pore 166 network and recording their traveled free distance. To get the tortuosity, the mean free 167 distance was divided by the Euclidian distance from the start point. In each case, 10,000 168 random walkers were allowed to travel through the network during 300 iterations. 169
The pore network was then skeletonized using the script available within the BoneJ plugin 170 (20). Eventually, the connectivity of the network was measured as the degree to which the 171 pore structure is multiply connected, no matter the size and shape of the connections. This 172 quantity reports the maximal number of branches that can be broken before the structure is 173 separated into two parts, according to the method developed by (21). It allows one to extract 174 the volume percentage of connected components sharing at least one pixel (percolation (
SI-7) 243
The Green function of the homogenized diffusion process is: 244
In practice the summation can be done over 20000 timesteps to reach the Fickian regime. In 246 this case, the Green function converge to: 247
(SI-9) 248 from which we obtain the homogenized diffusion coefficient ̅ . 249
Here we detail the derivation of the model used in the manuscript eq. written the explicit dependence of γ on the concentration ratio rρ however it is also impacted 273 by the geometry of the system. The value of this parameter can be obtained simply by setting 274 rD = 1. In this case, a simple random walk simulation is enough since there is only one time 275 scale involved in the diffusion mechanism. To gain further insights into the impact of the 276 sorption effects on the upscaled diffusive properties we now turn to the derivation of a 277 specific model for the obstruction factor γ 2 . For simplicity we will use the probability = 278 ( + ) ⁄ instead of the concentration ratio rρ. First, we notice that when p = 0 the 279 parameter γ 2 is simply the obstruction factor of the nanoporous phase (or the inverse of the 280 diffusion tortuosity). When 0 ≤ p ≤ 1 (shortcut regime), most of the walkers will jump with an 281 average hopping length given by γ0 (in lattice unit) but some of those can take the mesoporesas shortcuts and conserve a hopping length of 1. The proportion of the random walkers takingthe shortcuts is proportional to ( − ) that is the probability of entering and exiting the 284 mesoporosity. Thus we can write = + ( − ) and then find a value for the constant 285
Additionally, this model recovers the proper limit = when = (i.e. when there is no 288 mesopore in the system). Since the limit of this model is when p = 1 (perfect trapping 289 limit) which is unphysical, its validity is restricted to the shortcut regime (0 ≤ p ≤ 1/2). To 290 extend this model beyond p=1/2 we can conjecture by symmetry the behavior of in the 291 strong trapping limit (p ~ 1), thus leading to ( ~) ∝ ( , ) = ( − ) and averaging 292 it with the previous model. We then have: 293
where the denominator is a normalization term and ( , ) a polynome of p with 295 coefficients depending on without loss of generality. This function should be chosen to 296 satisfy the limit ( ) = when = . In the following we will restrict ourselves to the 297 leading order of this polynome. To ensure that ( ) = when = we set ( , ) = 298
with b a positive real and c a positive integer. By setting b = 1/2 and 299 c = 3 we recover eq. (3) of the manuscript. This choice gives very good agreements with the 300 numerical results (Fig. 3B of the manuscript) . It should be emphasized that, due to the 301 averaging, the present model tends to ( + √ − ) ⁄ instead of zero in the strong 302 trapping limit (p → 1). Since this limit is, in practice, unlikely to be reached, we consider this 303 model as very robust. The largest value for p considered in the numerical study (~ 0.833) 304 corresponds to a fluid concentration five times higher in the mesopores than in thediffusion coefficient is given as function of the loading and the porosity by 311 coverage linear regime to larger pressures. In our case, for P < 100 Mpa, we simply have 337
. The models (SI-18, SI-19) given here for the effect of swelling on 338 adsorption and diffusion are not justified in the present study but are taken from an ongoing 339 study. By analogy with diffusion of small penetrants into swellable polymers (32-34) one can 340 consider it as a reasonable model for adsorption induced swelling effects for oil prone 341 kerogens such as the LEF. It allows us to see how the mesoscopic model derived in this study 342 behave with swelling effects on diffusion and adsorption. 343 344 shale gas reservoirs using USANS/SANS, gas adsorption, and mercury intrusion. Fuel
