Abstract. Network traffic abnormal directly reflects the health status of the network and real time detection of network traffic abnormal is very important. Hereby a method of network traffic abnormal detection method based on ensemble empirical mode decomposition (EEMD) was proposed. The historical network traffic data was collected and analysis by EEMD and the radial basis function (RBF) neural network prediction model is established for network traffic abnormal detection. The historical network traffic data removes the abnormal data by analysis of intrinsic mode function (IMF), which is used as the input of the RBF neural network for prediction. If the error between prediction value and the actual value is larger than a threshold, then this point of network traffic can be judged as an abnormal data. The proposed method takes advantages of network traffic prediction and EEMD analysis, which can implement real time detection of network traffic abnormal.
taken as abnormal condition, and then the actual network traffic value is instead of predicted value for next point prediction. The proposed method can issue a warning to the administrator in time and implement real time detection of the network traffic abnormal. Although it cannot provide the reason of the abnormal, it can give the security early warning information in advance to avoid further damage to the network.
The Basic Principle of EEMD and RBF Neural Network
EEMD is an improved method of empirical mode decomposition (EMD) which proposed by N.E. Huang, which can obtain robust decomposition results by using Gaussian white noise [6] . EMD is an adaptive signal decomposition method which decomposes a signal to a series of IMFs, and it is very suitable for the analysis of nonlinear and non-stationary signals. EEMD adds Gaussian white noise several times, and carries on EMD for the signal after adding noise, and then ensemble average processing is done for all the decomposition results, which can avoid mode mixing at a certain extent. Let the signal is ( ) 
Where ( ) r t is the residual component of EEMD. If M is large enough, the adding Gaussian white noise tends to 0 in each IMF of EEMD, and the mode mixing can be suppressed at some extent. Therefore, EEMD is robust for analysis of nonlinear and non-stationary signal.
The network traffic can be equivalent to a nonlinear system, and then it is suitable for EEMD processing. The network traffic abnormal data can be analyzed in the IMFs, and the IMFs can be taken as the input of RBF neural network for prediction model establish after the network traffic abnormal data removed. RBF neural network was proposed by Moody J and Darken C, which can approximate any continuous function with arbitrary precision [6] . As other neural network models, RBF neural network is constructed by input layer, hidden layer and output layer, which model is shown Fig.1 . The transfer function of RBF neural network is usual Gaussian function and the input of hidden layer is the product of the input signal and the weights, sometimes the threshold is used for adjust the fitting accuracy. The input of the hidden layer is given by 
Where ij w is the weight between the input layer and the output layer and j b is the threshold. The output of RBF neural network is the sum of the output of the hidden layer after weighted mean, the transfer function of the output layer is usual linear function, and then the output of RBF neural network can be given by 
Where j w is the weight between the hidden layer and the output layer. The basic idea of RBF neural network is that RBF is taken as the basis to construct the space of hidden layer. Therefore, the input can be mapped to hidden layer space directly without weights. Once the center of RBF is determined, the mapping relation can be determined. 
Network Traffic Abnormal Detection Based on EEMD
Network traffic prediction relies on historical data, and then the abnormal data would influence the prediction accuracy. If the abnormal data is removed from the historical data by EEMD, the RBF neural network can establish the ideal network traffic prediction model, and then the prediction model is used to detection the neural network abnormal data in time. The network traffic historical data is decomposed by EEMD and cubic spline interpolation [7] carries on the IMFs to remove the abnormal data, and then the IMFs is taken as the input of the RBF neural network for prediction model establishment. The current collection data of network traffic is compared with the real time prediction value, if the prediction value is severe inconsistence with the actual value, then we can judge the network traffic data abnormal. The implementation process is shown in Fig.2 . 
Computer Simulation and Analysis
In the simulation, the network traffic data is collected from a campus network monitoring center and the sampling time interval is 1 minutes. The RBF neural network prediction model use a day of continuous collection of data as a training sample. The collected data is decomposed by EEMD and carried cubic spline interpolation on the IMFs. The result of decomposition of the network traffic data during 5 minutes by EEMD is shown in Fig.3 . The network traffic abnormal data is detected by the RFB neural network traffic prediction model by using the network traffic data of the next day. The detection result is shown in Fig.4 . From  Fig.4 can see that, the network prediction error is larger than the threshold 0.5 δ = , which shows it is abnormal in the network. 
Conclusion
This work proposed a data detection method of network traffic abnormal based on EEMD, which takes the advantages over the network prediction and the EEMD. The network traffic data is analyzed by EEMD combined with cubic spline interpolation in advance, and the RBF neural network is acted as the prediction model with the IMFs after preprocessing. The current network traffic data can be detected by comparing with the prediction value. This method can implement the network abnormal data detection in real time. However, further analysis and research are needed for the abnormal reasons.
