The data acquisition system for a new type of optical disdrometer is presented. As the device must measure sizes and velocities of raindrops as small as .1 mm diameter in real time in the presence of high noise and a variable baseline, algorithm design has been a challenge. The combining of standard signal processing techniques and machine learning methods (in this case, a neural network) has been essential to obtaining good performance.
I. Introduction
The measurement of individual droplet sizes and velocities in rainfall is of interest in meteorology as well as for predicting attenuation in microwave telecommunications links. Many techniques exist (see [1] [2] [3] [4] [5] and references therein), including early blotting paper methods, the electromechanical Joss-Waldvogel device, video imaging of droplets, Doppler radar scattering, and the optical extinction disdrometer which has now come into widespread use. Comparative studies [2, 3] indicate roughly comparable performance of the different methods for droplets down to about .2 millimeters radius, below which the low signal to noise ratio makes measurement very difficult. In the case of optical extinction devices, fluctuations in the air refractive index are the major noise source.
At the Centre d'Etudes des Environnements Terrestre et Planétaires (CETP), a new type of optical disdrometer has been developed which should be able to provide diameters and velocities of raindrops of .1 mm in radius or even smaller. The device functions by measuring the variations in photodiode current (sampled at 10 kHz) as droplets pass through a pair of collimated infrared beams as in Figure 1a . The passage of a droplet through the device produces a roughly rectangular pulse (Fig. 1b) , which, in a spherical droplet approximation, allows radii to be calculated from pulse heights and velocities from the widths and separations of the pulses. A straightforward data processing scheme could thus, in principle, be based on measuring plateau heights and the positions of rising and falling edges in the two beams. Schematic representation of (inverted) diode signal pulses produced by the passage of a raindrop. As the spacing between beams is equal to the beam thicknesses, all three time intervals indicated by the double arrows must be equal for a droplet falling at constant velocity. The active volume of the device has been chosen to ensure that simultaneous occupancy of the beams by multiple droplets (which cannot be analyzed) will be negligible.
II. Noise Analysis
In practice, the situation is complicated by the fact that fluctuations in the current baseline are quite large compared to the droplet signals of interest, as seen in Figure 2 , where a 500 sample series from one of the beams is presented. The peak contained in the rightmost circle in the figure corresponds to a .15 mm radius simulated droplet pulse which has been superimposed on the real noise signal. The left circle contains a noise peak which could easily be confused with a droplet of similar size. In such a situation, the definitions of features such as leading edges and plateaus can be ambiguous, and false alarm rejection is difficult. Baseline fluctuations make it difficult for the algorithms to distinguish a 'false' droplet (leftmost circle) from a true 0.15mm radius one (right circle).
The power spectral density of the system noise is shown in Figure 3 for two types of conditions: 1) disdrometer in the laboratory (lower curve); and 2) disdrometer outdoors in clear weather (upper curve). For the outdoor measurements, the data is reasonably well modeled by the well known f -5/3 dependence of air refractive index fluctuations coupled with a gradual turnoff beyond a cutoff frequency, in this case about 120 Hz, dictated by the device size. In normal operation, these index fluctuations are the dominant source of noise in the disdrometer system. Figure 4 shows the normalized noise amplitude distribution taken for two different sets of outdoor conditions, DAY 1, clear with mild temperatures, and DAY 2, with clear and hot conditions. It is evident that the distribution of system noise varies with time and tends toward a bimodal shape when refractive index fluctuations are largest. Also, the noise distributions of the two beams are in general different from each other.
III. Choice of Algorithms
As the system noise characteristic appears to be rather difficult, and to undergo strong changes according to meteorological conditions, droplet detection algorithms were drawn from ad-hoc signal processing techniques and machine learning approaches for which explicit models of underlying noise distributions are not necessary. A straightforward possibility, given the parallel beam signals and characteristic droplet shape, would be an intercorrelation of the two beam signals. Initial tests of such a method, however, were not promising, as accidental noise correlations gave rise to multiple peaks in the intercorrelation product, and the number of calculations involved appeared to be too high for a real-time implementation. It could nonetheless be interesting to investigate various methods of filtering the photodiode data before calculating the intercorrelation, as suggested in [6] . The signal processing and machine learning algorithms finally retained are described in the following two sections. As shall be seen, the most successful method incorporated elements of both approaches. 
IV. Signal Processing Approach -The Slope Algorithm
The signal processing algorithm adopted, called the 'slope' algorithm, is presented in Figure 5 . The procedure is carried out in three stages, the first two being identical for both beams:
. Slope Calculation and Edge Detection. Raw voltage samples V(T) are replaced by
instantaneous slope values S(T) at each sampling instant T using a linear regression algorithm applied to windows of width 8 samples. S(T) is then thresholded to produce lists of rising and falling edges SR(TR) and SF(TF) for upper and lower beams at instants TR and TF. The THRESHOLD value was determined empirically and adjusted for best overall results.
2. Droplet finding within the individual beams. For each rising edge, a falling edge with similar slope is sought at a relative delay of WIDTH samples, where WIDTH is less than a fixed MAX = 55 samples. Confirmed rising/falling edge pairs are added to droplet candidate lists for the upper and lower beams.
3. Cross-validation of candidates. For each candidate from the upper beam, a corresponding candidate in the lower beam is sought with similar rising and falling edge slopes and satisfying the pulse width criterion described in the caption of Figure 1b . For confirmed candidates, the droplet parameters (diameter and velocity) and a quality flag can now be computed under a spherical droplet approximation, which is realistic. The quality flag is a sort of ad hoc chi-squared measuring the degree of agreement of the three widths illustrated in Figure 1b , plus an additional term favoring droplets with a high value of the average of the four slope measurements. Droplets having a quality flag greater than 50 are rejected.
V. Machine Learning Approach -The TDNN Algorithm
The machine learning algorithm retained is based upon Time Delay Neural Networks. TDNN's are a standard technique in pattern recognition problems (optical character recognition, image analysis, etc., see for example [7, 8] ), and are invoked when characteristic features -edges or plateaus for instance -can appear anywhere in the input stream. As shown in Figure 6 , features extracted by
regularly spaced MLP's with shared (i.e., identical) weights can be combined to detect more complex structures -droplets for example -using a second, higher-level MLP.
Two distinct TDNN assemblies were used in the present work, one to detect droplets and a second to measure the parameters of droplets detected. The MLP extractors used in the TDNN's examined 10 sample wide input windows and output one, or two, features, for the case of droplet detection and parameter assemblies, respectively. Both TDNN's input 5 extractors from the upper beamsufficient to contain even the slowest droplets (i.e., longest pulses) -and 15 from the lower beam in order to account for the a priori unknown delay of the second pulse relative to the first one ( Figure  6 ). The input to a TDNN was thus 10 x (15 + 5) = 200 samples. Twenty hidden units were used in both TDNN's, and two outputs were produced. For the droplet detection TDNN, these were flags indicating the presence of a droplet in upper and/or lower beams, whereas for the parameter measurement assembly, the outputs were continuous and coded the diameter and velocity of the droplet. The overall architecture of the higher-level MLP's was thus 20-20-2 (droplet detection TDNN) or 40-20-2 (parameter TDNN). In normal operation, the detection TDNN advances along the sample stream in steps of 5 samples (half a window), in order to reduce calculation time as compared to a standard sliding window. When the detection assembly signals a droplet in both beams, the second TDNN, applied to the same 200 inputs, calculates the droplet parameters.
The training set was constructed by superimposing 500 simulated spherical droplets upon real noise measurements taken during clear weather. In order to favor detection of the smallest possible droplets, only radii in the range .04 mm to .2 mm were used. The data were segmented into 5000 patterns for presentation to the network, some of which contained full or partial droplets, others, only noise. All of the patterns were used in the training of the droplet detection TDNN, whereas only those actually containing a droplet were used to train the parameter TDNN. As is usual, network inputs were normalized to lie between -1 and 1. A statistically independent training set of 500 additional droplets was also created for validating the networks.
In previous work using simulated noise distributions [9] [10] [11] , good results were obtained with standard backpropagation by training the MLP extractors to find edges and plateaus, fixing those weights, and then training the higher level MLP independently to detect droplets. When real data became available, however, this approach no longer worked due to the many droplet-like structures caused by turbulence within the noise. To remedy the situation, a new training strategy was employed in which the shared weights of the MLP extractors were allowed to evolve at the same time as the weights of the higher-level MLP. In essence, the extractors thus learned the best features necessary to solve the problem, which no longer strictly represented a priori determined characteristics such as edges or plateaus. With this modification, the TDNN approach again became viable.
Neural network training packages handling shared weights for arbitrary architectures are difficult to find and often expensive. For the present work, a project-specific shared-weight backpropagation program was written from scratch. The time for a typical training session was about 12 hours on a Sun Ultra5 workstation. After each epoch, the current weights were tested on the test set, and training was terminated when the mean-squared error on the test set began to increase. A number of tests with differing numbers of hidden units were made before settling upon the final network architectures described above.
Before proceeding to the detailed comparison of the algorithms, it should be mentioned that when raw voltages were used as inputs to the TDNN's, their performance was typically no better than that obtained with the slope algorithm. For this reason, a number of experiments for preprocessing for the raw data were undertaken. The best performance was obtained when the differences between successive current samples were used as network inputs. It is interesting to note that this corresponds in essence to the a priori observation in the signal processing algorithm that slope information should be a salient variable; furthermore, the machine learning approach was apparently not able to deduce this information on its own. All of the comparisons in the following section are based upon TDNN's using this differential preprocessing. 
VI. Comparison of Slope and TDNN Algorithms
The comparison was performed using the same 500 drop training set for both slope and TDNN algorithms, using as criteria: 1) the droplet detection efficiency as a function of radius; 2) the percentage of false droplet detections; and 3) the accuracy with which the radii and the velocities are determined. Figure 7 compares the detection efficiency for the two methods. While both methods achieve nearly 100% identification in their plateaus, the TDNN efficiency extends down to about .06 mm, while for the SP method it has fallen to only 70% already at .08 mm. For the set of parameters used in the figures, the false alarm rate was 2.43% for the TDNN and 8.9% for the slope method. Figure 8 compares the accuracy of the radius measurement for the two methods. As compared to the TDNN method, the slope method presents three drawbacks:
• a lack of efficiency below .08 mm as already observed;
• a tendency to underestimate small radii and overestimate large ones (compare to the diagonal line);
• a larger spread in radius values. This last point is confirmed by a comparison of the standard deviation of the distributions of actual radius minus estimated radius for the two methods: .002 mm for the TDNN versus .005 mm for the slope method. In Figure 9 , the performance on velocity measurements is presented. The following remarks can be made:
• The TDNN method gives smaller errors on high velocities. For lower velocities, the slope method appears to have a smaller error, but this is in fact a consequence of the low efficiency of the slope method for small droplets, which tend to have lower velocities [12] . To prove this, TDNN-determined velocities were plotted for droplets determined by the slope algorithm to have velocities below 1.2 m/s. This is shown in Figure 9c . The figure demonstrates that the slope method gave the appearance of a superior error performance at low velocities by reporting only those cases which were 'easier' to measure. The standard deviations of the distributions of actual minus estimated velocities in Figures 9a) and 9b) are .08 m/s and .03 m/s, respectively.
• The slope method tends to underestimate small velocities.
• The slope method exhibits a band structure not present in the TDNN method. This is due to a discretization of edge positions and could in principle be eliminated. 
VII. Real Time Considerations
As the algorithm chosen must be executable in real time, it is important to examine the calculation times of the two methods. Measurements were made of the time taken by the two algorithms presented here as measured on an Intel PII running at 400 MHz and operating on 110000 samples from each beam. The total time for the slope method, including normalization, slope calculation, and output of results was about 810 ms. For the TDNN, including computing the derivative of the original signal, normalization, and execution of the neural net, the corresponding number was 1040 ms. These measurements are not to be considered as exact, but the indication is that the two algorithms are comparable from a time standpoint, and, as 110000 samples corresponds to 11 seconds at the sampling rate, that either would be appropriate for a real-time application. The TDNN times are quoted here for a scenario in which the TDNN is moved by uniform steps of 5 samples across the data; the calculation time could likely be significantly reduced by taking a larger step when no drops are detected in a section of the data.
VIII. Discussion and Conclusion: Complementarity of Approaches
Two data processing algorithms for an optical disdrometer are presented: a signal processing one based upon slope as a salient feature for edge detection, and a machine learning approach using TDNN's. Though the TDNN algorithm ultimately gave the best performance, its results were only equivalent to the slope method until the networks were furnished with differentiated current inputs, corresponding in essence to the slope information used in the signal processing algorithm. This is presumably because with raw data as input, the backpropagation learning was penalized by the difference in scale (~ factor 50) of the baseline fluctuations as compared to pulse heights of the smaller droplets, particularly since the neural net inputs were normalized between -1 and 1, effectively restricting the number of bits available to the training algorithm. The use of slope information essentially eliminates the more slowly varying baseline.
Crucial to the good performance of the TDNN algorithm was a training procedure in which the shared weights of the feature extraction MLP's were allowed to evolve at the same time as those of the higher-order MLP. This allows the extractors to 'learn' the best features to solve the problem and gives superior performance over a scheme in which features are fixed according to an a priori model.
Although the TDNN method gave better performance, both algorithms meet target specifications for real-time droplet detection and precision of radius and velocity measurements. As development of the final algorithm is still underway, the complementarity between signal processing and machine learning approaches will likely continue to play an important role in the final choice, which will be based upon tests using real data, where non-spherical droplets, non-uniformities in the optical system, and long-term variations in the character of the noise may prove to be important factors.
