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of the original data. The method is based on the reduction of this problem to the 
solution of homogeneous interpolation problems with symmetries for rational matrix 
functions. 
1. INTRODUCTION 
This paper is concerned with nonhomogeneous interpolation problems in 
the upper half plane c+ with constraints. A simple representative of this 
class of problem is the following: given vectors u,, . . . , up, zjl, . . . , up in @” 
and points zi,. . . , zp in Cc, find all n X n matrix-valued functions F which 
(1) satisfy the interpolation conditions F(z,)ui = ui for i = 1, . . . , p, and 
and 
(2) belong to the Stieltjes class, i.e., are such 
F(z) -F(z)* > o 
2-2 / 
-z-‘F( z) + Z-‘F( z)* 
2 - z 
for z in @+. 
that both 
(1.1) 
20 (1.2) 
This is a tangential (or directional) interpolation problem with directions 
specified from the right. 
In the scalar case (i.e., n = I, ui = l>, this problem was first considered 
by M. G. KreTn and A. A. Nudelman [13], who gave necessary and sufficient 
conditions in terms of the interpolation data for the problem to be solvable. 
The description of the set of all solutions was studied by Y. Duykarev and 
V. Katsnel’son [ll] when the interpolation conditions have the form F(z,) = 
V,, i = l,..., p, with n X n matrices V,. Recently, V. Bolotnikov [8, 9] 
solved a two-sided tangential interpolation problem &h simple multiplicities, 
and described the set of all solutions. The papers [ll] and [8, 91 are based on 
the fundamental matrix inequality method of V. P. Potapov. The description 
of the set of all solutions is given in terms of a linear fractional transformation 
F(z) = [O,,(x)p(z) + o,,(z)q(z)][~,,(~)p(~) + @d4d4-1~ 
(1.3) 
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where the Oij(z>, i, j = 1,2, are rational matrix-valued functions constructed 
from the data, and ( p, 9) is a Stieltjes pair, i.e., is a pair ( p, 9) of n x n 
matrix-valued functions meromorphic in @ \ R such that 
for all points z of analyticity, and satisfying the projective versions of (1.1) 
and (1.21, i.e., for all points of analyticity z in C+, 
19(z)l*P(~l - Ma)l*9W > o 
= - -2 , (1.4 
and 
~9b)l*~-~-‘P(~~l - [-~-‘d41*9(“) > o 
z-z 
, (1.5) 
respectively. 
Two Stieltjes pairs (pi, 9i) and (p,, y2) will be said to be equivalent if 
there is a meromorphic matrix-valued function G with non-identically-vanish- 
ing determinant and such that p, = p,G and 9i = 92G. Note that in (1.31, 
F depends only on the equivalence class of ( p, 9). 
Already in the results of Bolotnikov the parameter (p, 9) in the descrip- 
tion of all solutions does not span, in general, the whole set of equivalence 
classes of Stieltjes pairs, but a subset depending on the interpolation data. In 
order to keep the symmetry between the set of solutions and the set of 
parameters, we are led to generalized interpolation problems where the 
solutions are no longer functions but equivalence classes of Stieltjes pairs. 
The exact formulation of the problem is given in Section 4. As a result, we 
obtain the description of all solutions of this problem as the projective version 
of the above linear fractional transformation, namely 
(1.6) 
where now (p, 9) varies in the set of (equivalence classes) of Stieltjes pairs. 
In the simple case mentioned in the beginning, the interpolation problem 
can be set as follows: Find all equivalence classes of Stieltjes pairs such that at 
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least one element (P, 0) in the equivalence class has the properties: 
(1) (I’, Q> is analytic and is of full rank at the points zr, . . . , zp; 
(2) P(z,)ui = Q(zi)ui, i = 1,. . ., p. 
The functions 0 = (Oij)j,j= 1,2 can be expressed directly (in nondegener- 
ate cases) from the data zr, . . . , .zrl, u,, . . . , up and otjl,. . . , vp. 
Our method is based on the theory of interpolation for matrix-valued 
functions developed in [7] and suitably adapted to the present case; it consists 
of the reduction of the solution of the problem to the construction of a 
rational matrix function with prescribed zero and pole structure with extra 
symmetries. This matrix function serves as the coefficient matrix in the linear 
fractional transformation. 
Following this method, the solution of the above-mentioned problem can 
be viewed as the intersection of the set of solutions of the following two 
problems: first the interpolation problem with the restriction (l.l), and 
secondly the interpolation problem with the restriction (1.2). In the case 
considered, an extraordinary coincidence happens and it is possible to choose 
one coefficient matrix which allows one to solve both interpolation problems 
simultaneously. 
We express the rational coefficient functions in the following form: 
W(z) = D + C( zI - A)-lB, 
which is taken from system theory and is called a realization. For an explicit 
construction of A, B, C, and D in terms of the given interpolation data we 
use essentially results from our previous papers [l-3]. 
Let us remark that another interpolation problem for equivalence classes 
of pairs was considered in [4-61. 
We now describe the content of the paper: In Section 2 we explain our 
procedure for the simplest case of simple multiplicities and directions given 
from the right. Then, in Section 3, we consider the case of the strict Stieltjes 
class [i.e., when in (1.1) and (1.21, the right side of the inequalities is replaced 
by 61,, where 6 > 0 depends on F but not on z E @ +I. In this particular 
case, we can still consider only functions and not pairs. 
The general case is treated in Section 4. 
The following notation and conventions will be used throughout the 
paper: All matrices are assumed to have complex entries. The positive 
semidefiniteness (definiteness) of a matrix A is denoted A >, 0 (A > O), and 
correspondingly A < 0 (A < 0) for negative semidefiniteness (definiteness) 
of A. By C, R, and C+ we denote the complex plane, the real line, and the 
open upper half plane, respectively. For an m X n matrix A, Ker A = {x E 
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C” ) Ax = O] is the kernel of A, and Im A = {Ax ] x E a=“} is the image of 
A. The block diagonal matrix with the blocks A,, . . . , A, (in that order) on 
the main diagonal will be denoted diag( A,, . . . , A,). The notation 
Res,=__ F(z) stands for the residue [the coefficient of (z - ~a>-’ in the 
Laurent series] of a matrix (or vector) valued function F(z) which is 
meromorphic in a neighborhood of .~a. We denote by rr( A) the set of 
eigenvalues of a matrix A. 
2. A SIMPLE CASE: DISTINCT INTERPOLATION POINTS 
WITHOUT DERIVATIVES 
In this section we illustrate (without proofs) the strategy to be followed by 
means of a simple special case of the general interpolation problem to be 
solved later, namely, the right tangential interpolation problem with distinct 
interpolation points and without derivatives for strict Stieltjes matrix func- 
tions. 
We first need a few definitions. An 1 X 1 matrix function F(z) analytic on 
the upper half plane is said to be a Nevanlinna function if the imaginary part 
(2i)-‘[F(z) - F(z)*] of F( > . p ‘t’ z is osi ive semidefinite for all z in the open 
upper half plane @ + = {z E @: (2i)-‘(z - X) > 0): 
(2i)-‘( F( .z) - F(z)*) > 0 for 2 E @+. (2.11 
The set of 1 X 1 Nevanlinna functions will be denoted 4. If we let J be the 
matrix 
then (2.1) can equivalently be expressed as 
[F(z)* Z]J “‘iJ) ~0 
I 1 (z E C’). (2.3) 
Following [13] ( see also [II]), a Nevanlinna function F(z) will be called a 
Stieltjes function if in addition F(z) admits analytic continuation across the 
positive real axis (0, m) and F(z) > 0 f or real positive x. The set of 1 X 1 
matrix Stieltjes functions will be denoted Sq. A convenient alternative charac- 
490 DANIEL ALPAY ET AL. 
terization of the Stieltjes class is: the matrix-valued function F is in the 
Stieltjes class P[ if and only if 
(1) F is in the Nevanlinna class 4, and 
(2) -z-r F( z> is also in the Nevanlinna class Jy; 
(see the appendix of [IS] for the scalar case; the proof in the matrix-valued 
case is identical to the proof of the scalar case). We now state the simple case 
of the right-tangential-interpolation problem (alluded to at the beginning of 
this section) for the Stieltjes class: Describe the set of all F ~3 which 
satisfy interpolation conditions of the form 
F( q)u, = v,, i = l,...,p. (2.4) 
Here ;r,. . . , zp are given distinct points in @+ while IL 1, . . . , u,, ,o 1, . . . , zip 
are given vectors in C’ such that ui # 0 for each i = 1,. . . , p. 
A precise description of the set of all Stieltjes solutions of (2.4) is not so 
simple; one must work with equivalence classes of Stieltjes functions as the 
parameter set. This will be explained in Section 4. To simplify the discussion 
here, we consider the interpolation problem (2.4) for strict Stieltjes functions 
rather than for Stieltjes functions. We say that an 1 X 1 matrix function F is a 
strict Stieltjes function (F E*“‘) if both F(Z) and -z-lF( z) are strict 
Nevanlinna functions. Here we say that F(Z) E_$ is a strict Nevanlinna 
function if (2i)-‘[F(z) - F(z)*] . IS uniformly positive definite in C+: 
(2i)-‘[F(a) - F(Z)*] > 61 for s E @+ (2.5) 
for some 6 > 0 which is independent of Z, or equivalently, 
[F(x)* I]][ “(:)I < -61 for ; E c+. 
The set of all I X 1 strict Nevanlinna functions will be denoted 4’). The 
problem we consider in this section is: Find all strict Stieltjes functions F 
which satisfy the interpolation conditions (2.4). 
As a first step we consider the problem for strict Nevanlinna functions. 
THEOREM 2.1. Given nonzero vectors ul, . . . , up and vectors vl, . . . , cIJ 
in @” together with distinct points zl, . . . , z,, in C +, there exist a strict 
Nevanlinna function F(z) satisfying the interpolation conditions 
F(zi)u, =vi for i = l,...,p (2.6) 
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if and only if the p x p matrix S, with (i, j)th entry 
(Qij = (Zj - ~J’(u;v] - f&) (2.7) 
is positive definite. When this condition holds, then the set of all strict 
Nevanlinna functions F satisfying (2.6) is described as follows. Set 
c_= [q,...,uJ, c+= [v,,...,v,], A, = diag(z,,..., .zr’), 
(2.8) 
and define a 2 1 X 21 matrix function 0 by 
- A,)-rS;‘[C?, -C”,]. (2.9) 
Let V be any J-uktay constant matrix, let 
and w,tite 
W(z) = O( z)V, 
WI, %‘I2 w= w 
[ I> 21 w22 
where Wii is an 1 X 1 matrix function for 1 Q i, j < 2. Then F(z) is a strict 
Nevanlinna function which satisjes (2.4) $and only $ 
F(z) = [W,,(+(Z) + W,2(~)][W&)G(z) + W&4]-’ (2.10) 
for some strict Nevanlinna function G(z). 
Proof. This is essentially a special case of Theorem 18.5.1 from [7] 
adapted to the case where the upper half plane replaces the right half plane 
(in both the domain in @ and the range space in a=“‘“>. n 
A key feature of the function W is that W(z) is J-unitary for real z. 
Usually for convenience one sets V = I,,; then W = 0. However, to 
handle the Stieltjes interpolation problem, a different choice of V will be 
essential. 
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Suppose that the function F as in Theorem 2.1 is moreover a strict 
Stieltjes function. Then the function 6(x) defined by I!(z) = -z-IF(z) is 
also a strict Nevanlinna function and satisfies the modified interpolation 
conditions 
(2.11) F(z& = -z& for i=l >...I p. (2.11) 
Apply Theorem 2.1 with the interpolation conditions (2.11) on F’ replacing 
the conditions (2.4). The result is that there exists a strict Nevanlinna function 
F meeting the conditions (2.11) if and only if the p X p matrix S, with 
(i, j)th entry equal to 
(S& = ( zj - zJ’[g( -z;‘ti,) - ( -“;rVi)*Uj] (2.12) 
is positive definite. When S, > 0, then the set of all strict Nevanlinna-class 
solutions F’ of (2.11) is described as follows. Define the matrix 6, and the 
2 1 X 2 2 matrix function 6< z) by 
and 
c’+= [-z;lq,..., -zy’t+,] = -C+A,r (2.13) 
O(z) = &I + c_ 
[ 1 ‘+ (xl - A,)-'S,'[CT C?:] (2.14) 
respectively. Let U equal any J-unitary constant matrix, and set 
W( 2) = q z)U. 
Then by Theorem 2.1 F’ is a strict Nevanlinna function which satisfies (2.11) 
if and only if 
@(z) = [W,,(z)G(z) + W&)][ti&)E(z) + G&(z)]-‘, (2.15) 
where c is some strict Nevanhnna function and where 
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is the 2 X 2 block decomposition with each Wij (1 Q i, j < 2) an 1 X 1 matrix 
function, and with G a J-unitary constant matrix. 
We would like to cofnbine (2.10) and (2.15) with the connection F(z) = 
-z-‘F(z) between F(z) and F(z) to get a simple linear fractional 
parametrization for the set of all strict Stieltjes solutions of the interpolation 
conditions (2.4). To do this, rewrite (2.10) and (2.15) in the more linear form 
[“‘;-‘] = o(q(Izq ([@V],,(4W) + [@V]&))-la 
where we have set 
(2.16) 
(2.17) 
-zz, 0 
P(z) = 0 1, . 
[ I 
For real z we have 
P(Z) = P(z)* and P(z)JP(z) = -z/, 
and hence, if W is any matrix function which is J-unitary on the real line, so 
also will be the function W, given by 
WP(Z) = P(z)_‘W(z)P(z). 
Now rewrite (2.16) in the form 
q+’ F(z) 
[ I Z = P(z)-‘o(z)vP(z)P(z)-’ “(1” [ I 
X ([@V],,( z)G( Z) + [OV],,( z)) -I. (2.18) 
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By the remarks above ye kn_ow that P(z)-‘O(z)VP(z) is J-unitary on R, 
and we also know_ that O( z )V is J- unitary on JQ for any choice of J-unitary 
constants V and V. The idea is to find V and V so that we have the identity 
P(z)-lo(z)vP(z) = O(z)V. (2.19) 
Once this is done then (2.17) and (2.18) are identical as long as we set 
G(z) = -z-‘G(z). We conclude that F is a strict Stieltjes solution of the 
interpolation conditions (2.4) ‘f s _ d 1 an only if F has the form (2.10) where the 
parameter G and its transform G( z> = -z ~ ’ G(z) are simultaneously strict 
Nevanlinna functions, i.e., where the parameter G is itself a strict Stieltjes 
function. It turns out that 
V=[k c+s;Lc’] and V= [,_sFi,:. I] 
is a suitable choice so that (2.19) . IS satisfied (for more details see the next 
section, where a general interpolation problem in the class of strict Stieltjes 
functions is solved). We have the following result. 
THEOREM 2.2. Let uI,. . . , u~,,z)~, . . . , cl’ be in Cl with each u,, . . . , u 
nonzero, and let zl, . . . , zp be distinct points in the open upper half plan: 
C+. Then there exists a strict StieQe.s function F satisfying 
F(Zi)Ui = ui for i = l,..., p 
if and only if both the p x p matrices S, and S, are posit&e definite, where 
[Sllij = (Zj - zi)-‘(quj - tqu,) 
and 
[SJij = (z, - Ei)-y -q’u~tij + qu:uj). 
Assuming this condition is satisfied, let 
c+= [O I,..., VP]> c_= [u ,,..., u,], A, = diag(z,,...,zP), 
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and 
(zZ _A,)-‘S,‘[CE, -c”,] ; c+s;i’c’ . 1 
Then F(z) is a strict Stieltjes function satisfying F(zi)ui = ui for 1 < i < p 
if and only if 
’ F(z) = [W,,( z)G( .z) + W,w,( z)] [W,,( z)G( z) + W,,(z)] -i (2.29) 
for a strict Stieltjes function G(z). Here 
w,, WI2 w= w 
[ 1 21 w. 22 
is the decomposition of W with Wij equal to 1 x 1 matrix functions for 
1 < i,j < 2. 
Of special interest are solutions F(z) of the interpolation problem 
F(zi)ui = u, (1 < i < p) such that F(z) is a rational matrix function (in 
addition to being strict Stieltjes). Since the function W(z) of Theorem 2.2 is 
clearly rational, it follows that, in the notation of Theorem 2.2, F(z) is 
rational if and only if G(z) is rational. Thus, a parallel result to Theorem 2.2 
holds, in which we describe all rational strict Stieltjes solutions F(z) by the 
same formula (2.20) where the strict Stieltjes function G(z) is rational. 
3. THE GENERAL BITANGENTIAL INTERPOLATION PROBLEM 
IN THE STRICT STIELTJES CLASS 
The simple tangential interpolation problem considered in Section 2 can 
be generalized to encompass derivatives and directions from both the right 
and the left. A number of approaches are possible (see, e.g., [7, 10, 4-6, 8, 
91). We here follow the approach of [7], which we now briefly review. The 
data set for an interpolation problem is an ordered collection of seven 
matrices 
w = (C+,C_, A,, A,, B,!, Lr) 
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of various appropriate sizes. The interpolation conditions on the unknown 
1 x 1 matrix function F(z) assumed to be holomorphic in C+ have the form 
c Res2=_0(ZZ - Ai))‘B+F( z) = - B_, (IPl) 
;,E@+ 
c ResizZ,, F(z)C_(zI - A,)-’ = C,, (IP2) 
z,Ec+ 
c Resz&zZ - Ai)-rB+F(z)C_(zZ -A,)-’ = I?. 
-“Ed)+ 
(IP3) 
Here the matrices C, , C_, A,, , A,, B +, B_, r have respective sizes 
Z X n,, Z X n,, n, X n,, n6 X nl, ni. X 1, ni X 1, ni X n,. We assume that 
the spectra of A, and of A, are in Ct. In order to avoid redundancies and 
inconsistencies it is also natural to assume that (C _ , A,) is a null kernel pair 
[i.e., n &’ Kel(C_Ak,) = (O}, also known as an obsem?abZe pair in the 
systems-theory literature] and (A,, B +) is a full range pair [i.e., 
spa&m A; B + : k = 0, 1, . . . , ni - l} = C”c, also known as a controllable 
pair in systems theory] and that I satisfies the Sylvester equation 
IA,-A,I=B+C++B_C_. (3.1) 
Let us say that a collection of matrices w = (C +, C _, A,, A,, B +, B _, I? 
meeting all these conditions [namely, that u( A,) U u( A, > is contained in 
@+, that (C _, A,) is a null kernel pair, that (A,, B +) is a full-range pair, and 
that lY satisfies (3.111 is an admissible interpolation data set (over C’). To 
recover the problem (2.4) discussed in the previous section, take ng = 0, 
n, = p, C+= [v ,,..., “,,I, C_= [ul ,..., uPI, A, = diag(z, ,..., zp). If n, 
= 0, ny = p, 
B,= 
Yl 
B_= - II * > A, = diag(w,,...,w,), YP 
the problem (IPl)-(IPS) co a 11 p ses to a set of simple left tangential interpola- 
tion conditions 
qF(w,) = yi for i = l,...,p. (3.2) 
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On letting A,, and A, have more general Jordan forms, (IPl) and (IP2) give 
compact ways of formulating more intricate directional interpolation condi- 
tions involving derivatives of F at various points in @+. If a( A,) and (T( A, > 
are disjoint and w is admissible, then r is uniquely determined from the 
Sylvester equation (3.1), and it turns out the interpolation conditions (IPl) 
and (IP2) automatically imply (IP3); thus (IP3) is nonredundant only in case 
cr( A,) and a( A(> overlap, In the latter case the inclusion of this extra 
condition is essential for the set of solutions of the problem to have a simple 
description in terms of a single linear fractional map. For a complete 
discussion we refer to [7]. 
The following result is the analogue of Theorem 2.1 for the more general 
set of interpolation conditions (IPl)-(IPS); it is a minor variation on Theorem 
22.2.1 in [7]. 
THEOREM 3.1. Let w = (C,, C_, A,,, A,, B,, B_, I?) be an admissible 
interpolation data set. Then the bitangential interpolation problem (IPl)-(IPS) 
has a solution F in the strict Nevanlinna class 4’) if and only if the 
(n, + n,) X (n, + n,> matrix 
s, r* 
A= r s, 
[ 1 
is positive definite, where S, and S, are the (unique) solutions of the 
Lyapunov equations 
S,A, - A*,& = c%c+- c*,c-, (3.3) 
S,A’f -A& = - B+BT+ B-B:. (34 
When this is the case, the set of all strict Nevanlinna function solutions F of 
(IPl)-(IP3) is described in the following way. Let 
(zZ -A,)-l 0 
0 (zZ - A;)-l 
I 
(3.5) 
498 DANIEL ALPAY ET AL. 
let V be any J-unitary constant matrix 
J = 
[ I i’: 1 ,:” ) 
and let W = OV. Then F is a strict Neuanlinna function satisfying the 
interpolation conditions (IPl)-(IPS) if and only if 
F( ~1 = [W,,( z)G( z> + W,,( 41 [Wd z>G( z> + W,,( z>] -’ (3.6) 
for some strict Netianlinna function G. Here 
where Wtj is an 1 X 1 matrix function for 1 < i, j < 2. 
To handle the interpolation problem (IPl)-(IP3) for strict Stieltjes func- 
tions, we now proceed exactly as in Section 2. If F satisfies (IPl)-(IPS), then 
Z?(z) = - z-‘F( z) satisfies the modified interpolation conditions 
C Res.=..u [ -+I - A,)-‘B+E:(z)] = - B-7 
:,EC+ 
(3.7) 
c Reszszo [ -&z)C_(zZ - A,)-I] = C,, 
z,,tC+ 
and 
c Resz=.U [ ( 
--z zZ - Ai) 
z,E@+ 
-‘B+@( z)C_( zZ - A,,-‘] = r. 
Note that 
c Res B+$(z) = 0 
-“EC+ 
(since F’ is analytic on @+I. Also, 
(3.8) 
z(zz -AL)-' = Z + (zl - Al)-‘AI, 
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and similar equations hold for C_ and A,,. Therefore, we can rewrite (3.7) 
and (3.8) as 
c Reszzzo(zZ - A,)-‘( -ASB+)F( z) = - B-, (IPl’) 
z,Ed)+ 
c Res,=+ g( z)( -C_A,)( zZ - A,))’ = C,. (IP2’) 
Z,E@’ 
Next we consider (3.9). Note that 
( ZZ - A,)-‘( -AL)B+F( z)C_( -A,)( zZ - A,)-’ 
= B+g(z)C_( -A,)(zZ - A,)-’ 
From this identity and from (IPl’) we see that (3.9) can be rewritten as 
c Resz=zo( .d - Ai)-‘( -A[B+)@( z)( -C_A,)( ZZ - A,)-’ = F, 
;,,ca,+ 
(IP3’) 
F = B+C+- TA,. (3.10) 
From this discussion we get the following lemma. 
LEMMA 3.2. Suppose F E@‘) is a solution of (IPl)-(IP3) with _admis- 
sible interpolation data set w = CC + , C_, A,, A,, B,, B_, r). Then F(z) = 
-z-‘F(z) is a solution of (IPl)-(IP3) associated with the admissible inter- 
polation data set L given by 
& = (c,, -C-A,, A,, A,, -A,B+, B-, B+C+- rAd* 
Proof. It remains only to check that ij is admissible whenever w is 
admissible. Verification of the null-kernel property of (-CA,, A,) from 
that of (C _, A, > and the full-range property of ( A,, -A, B + ) from that of 
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(A,, B,) is routine. It remains to check that i\ = B+C+ - TA,, satisfies the 
Sylvester equation 
i;A, - A$ = -A,B+C+- B-C-A,; 
but this is an easy consequence of the Sylvester equation (3.1) satisfied by IT. 
n 
Analogously to the procedure carried out in Section 2, to solve the 
interpolation problem (IPl)-(IP3) we consider the two interpolation prob- 
lems (IPl)-(IPS) and (IPl’)-(IP3’) simultaneously, As a result, the following 
theorem is obtained: 
THEOREM 3.3. Let o = (C,, C_, A,, A,, B,, B_, IY) be a given ad- 
missible interpolation data set, and define matrices 
bY 
S,A, - A*,S, = C:C,- C*,C_, 
&A; - A$, = - B+BT+ B-B:, 
I?=B+c+-r~,, 
$A, - A*,$, = - A;C?C++ C:C_A,, (3.11) 
izA; - A& = A&B:- B_B;A;. (3.12) 
Then there exist strict Stieltjes-class solutions F of the interpolation conditions 
(IPl)-(IPS) if and only if both A and A are positive definite. In this case 
define the 21 X 22 matrix function W by 
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where 
4 x u= 0 I,’ 
[ 1 x = [c, -Byi-’ :;_ 1 [ I (3.13) 
and define 1 X 1 matrix functions Wjj(z) (1 Q i, j < 2) by 
Wll Wl, w= w 
i 1 21 wx? . 
Then the 1 X 1 matrix function F is a strict Stieltjes-class solution of 
(IPl)-(IPS) if and only if 
F( z> = [W,,(z)G(z) + w&>] [W,,(dG(4 + W&>l -l> (3.14) 
where G is a free-parameter strict Stieltjes-class function. 
The remark made after Theorem 2.2 is valid here also. Namely, rational 
strict Stieltjes solutions F(z) of the interpolation problem (IPl)-(IPS) are 
given by the same formula (3.14) w h ere the strict Stieltjes class function G(z) 
is restricted to be rational. 
Before presenting a detailed proof of Theorem 3.3, we recall one result 
from [3] that will be used in the proof. 
Let 
Denote by GL(J, [w) the multiplicative group of 2 p X 2 p rational matrix 
functions W(Z) such that W(z) is ]-unitary for every real z which is not a 
pole of W(z). Let & be the inner automorphism of the multiplicative group 
of 2p X 2p rational matrix functions with determinant not identically zero 
defined by 
(&f(W))(z) = M(z)W(z)M(z)-l. 
For real 5, we have M(z)JM(z)* = -;sJ, and therefore it is not difficult to 
see that .M maps GL(J, R) into itself. 
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The associated J-unitary group Gg(J, R> consists of those elements W(z) 
in GL(J, R) that have the additional property that W(z) is analytic and 
invertible at infinity and at 0. 
THEOREM 3.4 (Theorems 3.2 and 3.3 of [3]). Let W be a rational matrix 
function which is J-unitary on the real line and analytic at infinity, and let 
be a minimal realization of W with Dli E @~‘x~‘, Ci E @PxN, and Bi E UZsxP 
for i, j E {1,2} with associated Hermitian matrix H (by definition, H is the 
unique invertible Hermitian matrix satisfying (3.15) and (3.16) below). Then 
W belongs to the associated J-unitary group G,(], R> if and only if A-’ 
exists, D,, = CIA-‘B,, D,, = 0, and D,,, D,, are invertible. In this case 
4WN4 = _:);g, d’, [ J + [&](% - A)-‘D% -A-%1 
is a minimal realization of J&W>. Moreover, all minimal realizations of W 
and &(W > are given by 
(,_I, - A)-k’[C; -C;] 
1 C,H,-‘C:’ X 0 
0 I I[ I 0 x-* 
and 
-@IW)( z) = I (~1, - A)-‘H;‘[-A*C$ -CT] 
IP 
X 
-C H-lC* 2 2 
where X is an arbitrary invertible p X p matrix, 
H,, = -A*H + CTC,; 
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and H is the unique invertible Hermitian matrix satisfying 
A*H-HA =i[C:’ C~]J 
503 
(3.15) 
and 
[ 
41 
H[B, B,] = -i[c:: C,*]] D 
21 
strict Nevanlinna-class Proof of theorem 3.3. First of all, by Theorem 3.1 
solutions of (IPl)-(IP3) exist if and only if A > 0, and in that case they are 
described by (3.6). We will use the notation introduced in Theorem 3.1. 
Next, we apply Theorem 3.1 to the interpolation problem (IPl’)-(IP3’) 
with the modified data & SO strict Nevanlinna-class solutions of (IPl’)-(IPS’) 
exist if and only if h > 0. In this case we set g(z) equal to 
42 I D22 . (3.16) 
(zZ -A,)-’ 0 
0 (zZ - Af 
I 
x k’ 
-A*,C: -c*, 
-A,& 
I 
B- ’ 
(3.17) 
Let G be any ]-unitary (constant) mafrix, and set W( z> = &>G. Then the 
set of all strict Nevanlinna solutions F of (IPl’HIP3’) is given by 
F(x) = [ti,,(s)d(z) + *,,(z)][%‘&)+) + @&)I-‘> (3.18) 
where d is an arbitrary 1 x 1 strict Nevanlinna function and where 
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Just as in Section 2, the linear fractional formula (3.6) can be rewritten in the 
form 
P(z)- 
x ([@U],,( z)G( 2) + [@u],,( 2)) -I> (3.19) 
and (3.18) can be rewritten as 
P(,)‘[ ‘y] = ev[ ~~q([av]&)d(;, + [f3v]&-‘, 
(3.20) 
where 
-zI, 0 
P(z) = o 
i 1 l . 1 
If we can choose J-unitary matrices V and V so that 
P( z)-lO( z)VP( z) = 6( z)i (3.21) 
and if we tale G(Z) = Z-‘G(z), then (3.16) and (3.20) are identical. Hence, 
if V and V are J-unitary matrices satisfying (3.21) we conclude that the 
formula (3.6) describes the set of all strict Stieltjes-class solutions F of 
(IPl)-(IPS) in terms of the set of all free-parameter strict Stieltjes-class 
functions G. 
It remains to verify the existence of ]-unitary matrices V and V satisfying 
(3.21), as well as to verify that V can be taken in the form (3.13). The 
defining property of O( x )V in Th eorem 3.1 (as it is explained in [7]) is that 
W(Z) = O(z)V is regular (i.e., no poles and no zeros) and J-unitary on the 
extended real line R U {CO} and has 
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as its null-pole triple over a=+. (We refer the reader to the book 171, where the 
definition and basic prope_rties of_null-pole triples can be found.) Similarly, 
the defining property of W(z) = O(z)V is that it is regular and J-unitary on 
the extended real line and has 
&* = 
C+ 
ii I 
-C-A, ’ A,; A,, [ -A$+ B-1 
as a null-pole triple over C’. Since 
[ 
-ZIl 0 
P(z) = 0 I, 
has nonregular points only at 0 and infinity, we see that W has W, as a 
null-pole triple over C+ whenever W has w,, as a null-pole triple over c+. 
As before, since P(Z) = P( z>* and P(z)JP(z) = - ZJ for .z real, W is 
J-unitary at all regular points of 58 whenever W is J-unitary on DB. Thus the 
only condition that a J-unitary matrix U must satisfy in order that (3.18) hold 
for some J-unitary V is that P(Z)-‘O(z)UP(z) is regular at 0 and infinity, 
i.e., that W(z) = O(z)U is in the domain of the automorphism &‘: K(z) + 
P( z)-‘K(z)P(z). This issue is analyzed in Section 3.2 of [3]. From Theorem 
3.4 we see that a suitable choice of U, V is 
where X= [C,, -BT]kl 
11 0 u= y I I C” I > where y = [C, B:]A-’ B [ I * 1 + n 
4. THE INTERPOLATION PROBLEM FOR STIELTJES PAIRS 
In this section we introduce the added language required to discuss the 
interpolation problem (IPl)-(IP3) for th e case where the unknown function 
is allowed to be a general Nevanlinna (respectively, Stieltjes) function rather 
than only a strict Nevanlinna (respectively, strict Stieltjes) function. It turns 
out that the description of the set of all solutions requirgs that the parameter 
set be enlarged to include the projective generalization of Nevanlinna (re- 
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spectively, Stieltjes) functions, namely, Nevanlinna (respectively, Stieltjes) 
pairs. It is then natural to formulate the interpolation conditions themselves 
for Nevanlinna or Stieltjes pairs rather than just for functions. 
By a matrix &n&on pair we mean a pair ( p, q) of UZ” ‘-valued functions 
meromorphic on some domain R c @ such that 
rank ‘(‘) = 11 1 4(=) (4.1) 
at all points z E fi of analyticity for both p and y. Recall from the 
introduction that such a pair is called a Netianlinna pair if !2 = @+ and 
(2i). w”)l*P(4 - [P(4l*d~))*o (4.2) 
at all points 2 of analyticity in @ +. A Nevanlinna pair is a Stieltjes pair if, in 
addition, 
(2i)_‘([q(z)]*[-z-‘p(z)] - [-z-‘p(“)]*q(=)) a 0 
at all points 5 of analytic&y in @+. Two function pairs (or Nevanlinna pairs or 
Stieltjes pairs) ( p, 9) and (p, G) are said to be equivalent if there exists a 
meromorphic matrix function G such that 
Note that the rank condition (4.1) satisfied by both ( p, q) and ( 6, y> forces 
G to be analytic and invertible at all common points of analyticity of p, q, j?, 
4’. 
The connection between matrix functions and matrix function pairs is as 
follows. We identify any 1 X 1 matrix function F(z) with the function pair 
(p,9) = (F, I). If F ‘. IS a Nevanlinna (respectively, Stieltjes) function, then 
the pair (F, I) is a Nevanlinna (respectively, Stieltjes) pair. Conversely, if 
(p, q) is a matrix function pair such that det q + 0 in c+, then the pair 
(.p, y> is equivalent to the pair (F, Z), where F = pq-‘. Moreover, if (p, q) 
is a Nevanlinna (respectively, Stieltjes) function, then F is a Nevanlinna 
(respectively, Stieltjes) function. However, not all function pairs are equiva- 
lent to a pair of the form (F, I); the simplest example is the Nevanlinna pair 
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(I, O>, which formally corresponds to the function which is identically equal to 
infinity. Analogous remarks apply to Stieltjes functions and Stieltjes pairs. 
We will also have occasion to work with Schur pairs (over C’), namely, 
function pairs ( p, 9) over @ + such that 
M41*4t4 - cPm*Pw 2 0 (4.3) 
for all 2 in Cf. Noe that if ( p, 9) 1s a canonical (i.e., such that y has no poles 
in C’) representative of its equivalence class of Schur functions, and if 
4(2)x = 0 for some .z in @+ and vector x in C’, then the inequality (4.3) 
forces also p( z>x = 0. Since 
is assumed to have full rank 1 at all z in C+, necessarily x = 0. Thus 
det q(z) # 0 for all z in @ ’ if (p, 9) is a canonical representative. Hence 
any Schur pair (p, q) is equivalent to the pair ( pq-‘, I), where F = pq-l is 
a Schur function. 
We should also remark that, as is standard in this projective approach, we 
are mainly interested in equivalence classes of function (or Nevanlinna or 
Stieltjes) pairs rather than in individual pairs. Note that each equivalence 
class of pairs {( p, q)} h as at most one representative of the form (F, I); thus 
the correspondence between functions and a certain subset of equivalence 
classes of pairs (p, q)} is one-to-one. 
Part (b) of the following lemma is proved in [4]. It gives a special 
representative of an equivalence class of Nevanlinna pairs {( p, q)) which is 
particularly convenient for handling interpolation problems. In part (a), fi is 
a general connected open subset of @ (i.e. a domain). 
LEMMA 4.1. 
(a) I’( p, 9) is a matrixfunction pair on the domain Cl c @, then (p, q) 
is equivalent to a matrix function pair (F, @) which is analytic on all of 0. 
Moreover, if ( p, q) is rational, then ( +, @) can be taken to be rational as 
Wdl. 
(b) Zf (p, q) is a Nevanlinna pair, then (p, q) is equivalent over C+ to 
the particular Nevanlinna pair 
m4&4> = (P(4F~PW +4(“r14(4[-~Pt4 +dW’) 
(4.4) 
which is analytic on all of @+. 
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Proof. Choose cp(z) to be nonzero scalar function analytic on 
zeros of sufficiently high orders at the poles of p and 9 so that g1 := 
@i := ‘p9 are analytic on a. Then also 
ET AL. 
R with 
cpp and 
for all z E fl except for a set ti, c R, where fi, is at most countable with 
no accumulation points in 0. Next use Theorem 4.1 in [12] to construct an 
analytic matrix function Cp on 0 such that the zeros of det @ in R coincide 
with fi2, and whose right null chains at z0 E R, coincide with the common 
right null chains of c,(z) and pa(x) at .zO for every 2” E a,. Then from 
Theorem 1.4 in [12] it follows that there are analytic matrix functions $( Z> 
and $2) on R such that 
@l(Z) =6(,)@(z), @I(“) = G(~l@(~l. 
By the construction of ip we also have 
rank ‘(‘) z 1 
i 1 G(z) 
for all z in 0, and (p, +) is equivalent to ( p, 9) over R, as desired. If (p, 9) 
is rational, then cp can be chosen to be rational, the exceptional set R, is 
finite, and CD(z) can be taken to be rational [in fact, a,(z) can even be taken 
to be a polynomial]. It follows that (&, 9) is rational. 
Now assume that ( p, 9) is a Nevanlinna pair over R = Cf. We first show 
that det[ - zp( z) + 9(z)] # 0 for all points z E C+ of analyticity for p and 
9. Thus suppose that p and 9 are analytic at z but det[ - zp(z> + 9( .z)] = 0. 
Then there is a column vector x such that zp(z)x = q(z)x. Then 
0 -GXx*(Z -z)-l[9(z)*p(z) -p(z)“9(z)]x 
= (z -Z)_‘([x*~p(z)*]p(z)x -x*p(z)*[“p(z)x]) 
= -x*p( z)*p( s)x 
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and hence p(z>x = 0. From z-p(z)x = 9(2)x we conclude that q(z)x = 0 
as well. and hence 
rank n(‘) <I 
[ 1 42) ’ 
a contradiction. Thus [ -zp(z) + q(.z)l- i is analytic at all points of analyticity 
of p and 9. 
Let z be a point at which p and 9 are analytic; then det[ - zp(z) + 9(z)] 
z 0, and Z?(Z) given by (4.4) is well defined. Furthermore, 
(z -z>-‘[Jqz) -+>*] 
= I-ZPW + 96% *Pw*P(4hm + 9Wl-i 
+(z - z)[9(z)*pW - P(4*9(41~ 
which is positive semidefinite. Thus, Z? has an analytic continuation to any 
pole of p or 9. Since -@i;(z) + 9(z) + I, the same conclusion holds for 9. 
m 
Let us say that a pair ( p, q> over C+ for which p and 9 are analytic on 
all of @+ is a cunonicaZ representative of its equivalence class {(p, 9)). Note 
that two canonical pairs ( p, q) and ( fi,@) are equivalent if and only if there is 
an I X I matrix function G(z) which is analytic and invertible on all of c+ 
such that p< z) = p( z)G( z), $ z) = 9( z)G( z). Also, a Nevanlinna function 
is necessarily analytic on C+ so any Nevanlinna pair of the form (F(z), I) is 
necessarily canonical as a function pair. 
In Section 3 we formulated a very general set of interpolation conditions 
(IPl)-(IPS) for a function F(z) analytic in C+. At this point it is natural to 
formulate such interpolation conditions for generalized functions, i.e., func- 
tion pairs ( p, 9) which are not necessarily equivalent to a pair of the form 
(F,Z). Instead of assuming that F is analytic in @+, we assume that the pair 
( p, 9) is a canonical pair (over C’), i.e., p and 9 are both analytic and 
satisfy the rank condition (4.1) on all of @+. Now suppose that w = 
(C,, C _, A,, A,, B +, B _-) r) is an admissible interpolation data set (over 
63+) as defined in Section 3. We consider the following interpolation prob- 
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lem: find a canonical function pair (p, 9) so that ( p, 9) satisfies the pair 
interpolation problem conditions: 
(PIPl) the ?a5 X 1 matrix function 
(zl -AL)-‘(B+p(-) + B-q(z)) 
is analytic on C+, 
(PIP21 there is an 1 X n,, matrix function H meromorphic in Cf such 
that the 21 X nT matrix function 
is analytic on C+, and 
(PIPS) if H(z) is as in (PIP2), then the ni X n, matrix function 
-(zZ -AC)-?- 
is analytic on @ +. 
In general we say that a function pair ( p, 9) satisfies the interpolation 
conditions (PIPl)-(PIP3) if ( p, q) is equivalent to a canonical function pair 
( 6, q) which satisfies (PIPlI-(PIPS). To understand (PIPl)-(PIP3) a couple 
of remarks are in order. The first is: Zf ( p, 9) and (jT,$ are two equivalent 
canonical function pairs, then ( p, q) satisfies (PIPIHPIPS) ay and only if 
(6, +) does. Indeed, if (p, q) and (p, +I are equivalent canonical function 
pairs, then 6 = pG, 9 = 9G for an 1 X 1 matrix function G which is analytic 
and invertible on C+. It is easy to see that (PIPl)-(PIP3) are invariant under 
such a transformation on ( p, 9). The second remark is: 
PROPOSITION 4.2. The function F analytic on @’ satisfies the interpola- 
tion conditions (IPl)-(IPS) if and only if th e associated canonical function 
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pair (p(z), q(z)) = (F(z), z> satisfies the pair-interpolation conditions 
(PIP&(PIP3). 
For the proof of Proposition 4.2 we recall the following lemma. 
LEMMA 4.3 (See Lemma 16.9.4 in [7]). Let (T be a subset of c=, A an 
n X n matrix with spectrum contained in u’, and W(z) an n X m matrix 
function which is analytic on cr. Then 
zGflReszzzO ( zZ - A)-‘W( z) = 0 
0 
if and only if (zZ - A)-rW(s) is analytic on v. 
Proof of Proposition 4.2. Using Lemma 4.3 repeatedly, we show that the 
conditions (IPl)-(IP3) can be rewritten in the form 
(IPl), the ni X I matrix function (=;I - AS>-‘[Z3+F(z> + B-1 is analytic 
on C+, 
(IP2);, the Z X n, matrix function [F(a)C_- C+](zZ - A,)-’ is analytic 
on @‘, and 
(IP3), the ni X n, matrix function 
-(zZ - Al)-‘I- 
is analytic on C +. 
Indeed, apply Lemma 4.3 with A = A, and W( .z> = B+F(z) + Z? _ , and use 
that CzO, ,, Reszzz<$zZ - A,)-‘B_= B_, since a(Al) C c+. Similarly, 
for (IP2) e (IP2), take W(z) = [ F( z>C_ - C, I?’ and A = AZ. Finally for 
(IP3) = (IP3),, take A = A,, W(z) = B+[F(z)C_(zZ - A,)-1 - 
C+(zZ - A,)-‘] - r. Use (IP2), to see that W(z) is analytic on @‘, and 
note that 
c Resz=zo(zZ - Ai)-'B+c+(~z - A,)-’ = 0, 
-“EC+ 
since V(z) = (zZ - AS)-‘B+C+(zZ - A,)-’ has all poles in @+ and van- 
ishes to the second order at infinity. Thus to complete the proof of Proposi- 
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tion 4.2 we need only show that (IPl),-(IPS), for F(z) are equivalent to 
(PIPl)-(PIPS) for ( p, 9) = (F(z), I). But this is clear, once we set H(z) = 
C_(zZ - A,)-‘. H 
In particular, if a given function pair ( “p, 9) has a canonical pair ( 6, 9) in 
its equivalence class which satisfies (PIP&(PIPS), then any other canonical 
pair ( 6, Q> in the equivalence class of ( p, 9) also satisfies (PIPl)-(PIP31, so 
the interpolation problem is a well-defined problem on function-pair equiva- 
lence classes. 
We can now formulate the solution of the interpolation problem 
(IPl)-(IP3) for Nevanlinna functions and of the interpolation problem 
(PIPl)-(PIPS) for Nevanlinna pairs. 
THEOREM 4.4. Let w = (C,, C_, A,, A,, B,, B_, IY) be a @+-admissi- 
ble interpolation data set. Let A be the matrix 
s, r* 
A= I- S, 
[ I 
where S, and S, are the unique solutions of the respective Lyapunov 
equations 
S,A,- AT,S, = C:C+- C*,C_, 
&A;- A,& = -B+B”+ B-B*,. 
(1) Then there exist Nevanlinna pair solutions (P, Q) of the interpolation 
conditions (PIPl)-(PIPS) if and only if A > 0. 
(2) Assume A > 0. Let O(z) be the 21 X 21 matrix function 
0 
(zZ -A;)-’ 
I 
let V be any ]-unita y matrix 
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and set 
513 
W(z) = O(z)V= 
i 
W,,(z) Wl2( z) 
W2l(Z) 1 W,,(s) ’ 
where W,,(z) is an 1 X 1 matrix function for 1 < i,j < 2. Then: 
(9 (Hz>, Q(z)> is a Neoanlinna pair solution of (PIPI)-(PIP3) if and only if 
for some Nevunlinnu pair ( p, q). 
(ii) F is a Nevunlinnu function solution of (JPl)-(IP3) if and only if 
F(z) = [W&)PH + W,,(~>4(~)I[W,,(Z>P(Z) +Kd4mr 
for a Nevunlinna pair (p, q> such that det[W2,(z)p(z) + W,,(Z)~(Z)] + 0. 
The proof of this theorem will proceed using reduction to the correspond- 
ing interpolation problem for Schur pairs. 
We start with the following result: 
THEOREM 4.5. Let o, = (C+,9,C_,s, A,,V, A,,, B,,, B_,, lYs) be un ud- 
missible interpolation data set over C+. Let A be the matrix 
where 
S,, A,,- A*,,S,, = iCy,C+, - iC?,TC_,, 
S,, A:, - A,,$, = iB_,sBT, - iB+,B*,,. 
(1) Then there exist Schur-functim solutions F (over @‘) of the interpo- 
lation conditions (IPl)-(IP3) associated with o if and only if A, > 0. 
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(2) Assume A,? > 0. Let O,(z) be the 21 x 21 m&-ix function given by 
(~1 -A,)-’ 0 
0 (zI - A;)-1 1 
x A-’ 
- qs iC*_, 
B +\ B-5 1 
Then F is a Schurfuraction solution of the interpolation conditions (IPl)-(IP3) 
associated with the data set w,$ if and only if 
F = (@,,,G + @,,,)(%.sG + @,,,J’ 
where G is a Schurfinction. Equivalently, ( p,, 9,) is a Schur-pair solution of 
the interpolation conditions (PIPl)-(PIPS) associated with data set w, if and 
only if 
where ( f’,, Qr> is an arbitrary Schur pair. 
Proof. The second part of the theorem is an adaptation of Theorem 
18.5.1 from [7] to the case when the underl\iing domain is the upper half 
’ - plane @+ rather than the right half plane. 
We now prove (I), since it does not appear explicitly 
by an approximation argument as in [6]. We note that h,s 
in [7], and proceed 
solves the equation 
h,YZ - Z*h, = -C*iJ,FC, 
where 
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Furthermore, the pair (C, 2) is a null-kernel pair. Proposition 3.6 of [6] 
asserts that there exists a sequence C(E) of matrices such that 
(1) lim, -) 0 C(E) = C, 
(2) the Lyapunov equation 
A,( &)Z - z*ll*,( &) = -C( &)*qc( &) 
has a positive definite solution R,(E) such that lirn. ~ 0 A,(E) = A,. 
For each choice of E > 0 the corresponding interpolation problem 
(IPl)-(IP3) is solvable. Let F,(z) b e a solution. Since ]]F,(z>l] ,< 1 for all 
z E @‘, the normal-family theorem implies that F = lim, _ o F, exists (possi- 
bly via a subsequence), and the convergence is uniform on compact sets in 
c+. The limit also satisfies l/F(z)/] < 1 for all z E a=‘. Moreover, for every 
E > 0, we have 
c ReszSio F,( z)C_( LT)( zZ - A,)-’ 
z,G@+ 
and 
= 
--B-(s), 
C+(&), 
c Reszszo(zZ - Ar)MIB+(~)F,(z)C_(~)(~z -A,)-’ = r(&), 
z,Ec+ 
where 
r(c) = [O Zln,W[ ;] 
and 
C(E) = i 
C+(c) BE(&) 
C_(E) I B;(E) . 
Letting E + 0, we obtain that F is a solution to (IPlHIP3) with 6 = 0. n 
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Proof of Theorem 4.4. Let T be the 21 X 21 matrix 
Then it is easy to check that 
(4-S) 
(4.6) 
and 
where 
YJsV = J, (4.7) 
Js = [: IJ J= [; -(‘I. 
Note that a function pair ( p, 9) over C + is a Nevanlinna pair if and only if 
[PM* sb)*lJ ;;I; c 0 
[ 1 
for all .z in Ct. We define a function pair ( p,, sr) over C=’ to be a Schur 
pair (over C+> if 
for all x in @+. From the property (4.7) we see that ( p, 9) is a Nevanlinna 
pair if and only if the pair ( ps, ss) defined by 
(4.8) 
is a Schur pair. It is easy to check that the function pair ( p, 9) over C+ 
satisfies the interpolation conditions (PIPl)-(PIP3) associated with the data 
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set w = (C,, C_, A,,, A,, B,, B_, I’) if and only if the pair (ps, q8) defined 
by (4.8) satisfies the interpolation conditions (PIPl)-(PIP3) associated with 
the data set w, = CC,,, C_,, A,,, A,,, B,,, B_,, r,> where 
(4.9) 
LB+, B_,] = [B, B-]'I-', A,, = A, > r, = r. (4.10) 
With this reduction we consider instead the problem of finding Schur pairs 
which satisfy the interpolation conditions (PIP&(PIPS) associated with the 
data set ws given by (4.9), (4.10). As was remarked above, any Schur pair 
( p,,q,) is equivalent to a pair of the form (F, Z> where F is a Schur function. 
In this way the use of the linear-fractional-transformation change of variable 
9 transforms the interpolation problem for Nevanlinna pairs with data set w 
to the interpolation problem for Schur functions with data set w,. Note that 
since 
c+ (i c- ) 4 I 
is a B + B _ ]> is a 
B_,]) = (A,, LB+ B-19-l) 
is a full-range pair. Assume for the moment that in fact the stronger 
conditions 
(C_, , A,,) is a null-kernel pair (4.11) 
and 
( A,, , B + s) is a full-range pair (4.12) 
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hold. Then w, is also an admissible interpolation data set, so Theorem 4.5 is 
applicable. With the correspondence (4.9), (4.10) between w and o,~ it works 
out that 
A, = A and O(z) = VIO,S( .z)q. 
Now Theorem 4.5, together with the correspondence (4.8) between Nevan- 
linna-pair solutions of (PIPl)-(PIP3) f or w and Schur-pair solutions of 
(PIPl)-(PIP3) for o,, yields Theorem 4.4. 
We now indicate how to remove the assumption (4.11), (4.12). As is 
shown in Chapter 16 of [7], (4.11) and (4.12) are necessary for analytic 
solutions of (IPMIPS) with the data set w, to exist; in particular, (4.11) and 
(4.12) are necessary for Schur-class solutions of (IPl)-(IPS) with the data set 
o, to exist. We have noted in Theorem 4.5 that, given that (4.11) and (4.12) 
hold, A z 0 is necessary and sufficient for Schur-class solutions of (IPl)-(IP3) 
to exist. The following lemma implies that A, >, 0 is necessary and sufficient 
for Schur-class solutions to exist, even if one does not assume (4.11) and 
(4.12) a priori. n 
LEMMA 4.6. Let 0, = (C+,,C_,, A,,7, A,,, B+,y, B_, r,>, and suppose 
that 
is a null-kernel pair and that (1 AL,, [ B i-g B _,I> is a full-range pair. Let A,, 
be as in Theorem 4.5, and suppose that A, B 0. Then (C_,y, A,,) is a 
null-kernel pair and (Ass, B,,) is a full-range pair. 
Proof. From 
S,,(iA,) + (iA,)*S,, = C*,C+- C?C 
we get 
and hence 
0 < S,,s = 
/ 
mee’A*,‘(C?C_- CTC+)eiA~’ dt. 
0 
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Hence x E nkro Ker(C_Ak,) implies that also x E n k L a Ker(C+Ak,), 
from which it follows that 
;r E n Ker Ai= {O}. 
k>O 
Thus CC_, A,) is a null-kernel pair. Similarly one can show that (AL, B,) is 
a full-range pair. n 
Once Theorem 4.4 is in hand, we can handle the interpolation problem 
(IPl)-(IPS) for Stieltjes-class functions and the problem (PIP&(PIP3) for 
Stieltjes pairs by reduction to the Nevanlinna class via the same manipula- 
tions as for the strict Stieltjes case (Section 3). 
THEOREM 4.7. Let w = (C,, C_, A,, A,, B,, B_, r) be a @+-adnzissi- 
ble interpolation data set. Let 
s, r* 
li= r s, [ I 
be as in Theorem 4.5, and let A be the matrix 
where SI and S2 are the unique solutions of the Lyapunov equations 
$A: - Ai& =A,B,BT- B_B*,A;, 
and F is given by 
F=B+C+-TA,. 
Then : 
(1) There exist Stieltjes-pair solutions (P, (I> of (PIPl)-(PIPS) if and 
only if both A > 0 and i 2 0. 
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(2) Suppose that A > 0 and A > 0. Define a 21 X 21 matrix function 
w(z) = I z> z) W,,(z) I W,,(z) 
is 1 1 for 1 < i,j < 2, by 
where 
x = [c, 
Then: 
(4 (P(z)> Q(z)) is a Stieltjes-pair solution of (PIPl)-(PIPS) if and only if 
= W,I(X)P(Z) + WU(Z)9(Z) 
W,,(Z)P(Z) + W?x(~)9(~) 
where ( p(z), 9(z)) is a Stieltjes pair; 
(b) F(z) is a Stieltjes-class-function solution of @PI)-(IPS) if and only if 
F(z) = [W,,(z)&) + W&)9(4l[W&)p(4 + W&)9(4R 
where (p(z), 9(z)) is a Stieltjes pair such that det[W2,(z)p(z) + 
w,,(z)9tz)l f 0. 
We will not go through the details of the derivation of this result; they are 
the same as in the proof of Theorem 3.3. 
Observe that the function W(z) is rational. Thus, a Stieltjes-pair solution 
( P( z), Q( 2)) of (PIPl)-(PIP3) h as a rational canonical representative [i.e., 
there exists an invertible and analytic (in C’) matrix function (;Y( z) such that 
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both P(.z)cx(z) and Q(z)(Y(z) are rational matrix functions which are 
analytic in @] if and only if the corresponding parameter Stieltjes pair 
(PW&)) h as a rational canonical representative. 
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