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Abstract
We study a nonlinear predator-prey model in which the prey population is aected
by a mild disease, but has an eect on the death-rate and is assumed to have age
structure. We assume that the predator population grows according to a logistic
law. We prove the existence and uniqueness of a positive solution for this model.
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1 Introduction
Population dynamic models have been developed by the consideration of the
age-dependent structure. A simple age-dependent population dynamics model
was rst proposed by Lotka and Von Foerster [1,2]. Its main disadvantage is
that the birth and the death processes are independent of the total population
size. In their pioneering work, Gurtin and MacCamy [3], to overcome this
deciency, considered a nonlinear age-dependent populations model, whose
the birth and the death processes depend on the total population (see the
book by Webb [4] for a survey).
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It was later studied the dynamic of a population divided in two interacting
subpopulations where the parameters such as fecundity, mortality and inter-
action coecients are assumed to be age-dependent. This has been the basis
of the study of epidemic models (see, [5{7] for instance).
Predator-prey models with disease in the prey have been recently studied
(see [8] for example) but the authors do not consider any structure in age.
In this work, we consider a system involving two species, a prey (p) and a
predator (Y ). The prey population is aected by a mild disease, in the sense
that it allows the partial recuperation of infected individuals and is structured
in age. We assume that the infection weakens the prey and increases its sus-
ceptibility to predation, whereas the predator is not aected by the disease.
From now on, we suppose the following assumptions:
In the absence of the prey population, the predator grows according to a
logistic law, then
_Y = mY (1− Y=D);
where m andD are positive constants. The constant D is the carrying capacity
of the environment, which is usually determined by the available sustaining
resources. The constant m is an intrinsic birth rate of predator. For simplicity
of notation, we write n instead of m=D.
In the absence of the predator population, we consider that a contagious phe-
nomenon acts on the prey. This leads to a population divided into susceptible
and infective individuals. The age-specic densities of the susceptible, infec-
tive and prey population at time t and age a are denoted by s(a; t), i(a; t) and
p(a; t), respectively. It is clear that p(a; t) = i(a; t) + s(a; t).
The age-specic force of infection that we consider has been previously used
in [9]. Namely,
(a; t; i) = (a) i(a; t) +
Z 1
0
K(a; a0) i(a0; t) da0; (1)
where K(a; a0) is the rate at which an infective individual of age a0 comes into
a disease transmitting contact with a susceptible individual of age a and (a)
denote the infection rate for pure intracohort case.
We will write P for the size of total population, i.e. P (t) =
Z 1
0
p(a; t) da; and
1(a; t; P (t)), 2(a; t; P (t)) the age-specic mortality of the infective and of the
susceptible individuals at time t respectively. We assume the disease aecting
the death rate, so we have that 1(a; t; P (t))  2(a; t; P (t)). We would like to
point out that so far it was studied in the case 1 = 2, for which an specic
change of variables works (see [6,7,9] for instance). We improve these results
studying the case 1 6= 2.
2
We write  for the birth rate and we assume that the birth is modelled by
i(0; t) =
Z 1
0
q(a; t; P (t))i(a; t) da
s(0; t) =
Z 1
0
(a; t; P (t)) (s(a; t) + (1− q)i(a; t)) da
for t > 0 and where q 2 [0; 1] is the vertical transmission, that is, the ratio of
infective newborns produced by infective. Hence we have that all ospring of
susceptible parents are susceptible.
We also suppose that the initial age distributions are given by s0, i0. If we
write by γ the age-specic recovery rate, we obtain that the dynamic of the
prey in absence of predator is governed by the following system of equations8>>>>>>>>>>>>><>>>>>>>>>>>>>:
@i
@t
+
@i
@a
+ 1(a; t; P (t))i(a; t) = (a; t; i)s(a; t)− γ(a)i(a; t);
@s
@t
+
@s
@a
+ 2(a; t; P (t))s(a; t) = −(a; t; i)s(a; t) + γ(a)i(a; t);
i(a; 0) = i0(a); s(a; 0) = s0(a);
i(0; t) = q
Z 1
0
(a; t; P (t)) i(a; t) da;
s(0; t) =
Z 1
0
(a; t; P (t))

s(a; t) + (1− q)i(a; t)

da:
(2)
It is logical to suppose that i(a; t); s(a; t) −! 0; when a! +1.
In the presence of the prey and the predator, we denote by " > 0 the coef-
cient in converting prey into predator, the predation rate on infected and
on susceptible prey by the constants M1 > 0 and N1 > 0, respectively. Since
we consider the case when the predator mainly eats the infected prey, we can
assume that M1 M2.
Taking all the above into account, we have to study the following model8>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>:
@i
@t
+
@i
@a
+ 1(a; t; P (t))i = (a; t; i)s − γ(a)i(a; t) −M1i(a; t)Y (t);
@s
@t
+
@s
@a
+ 2(a; t; P (t))s = −(a; t; i)s + γ(a)i(a; t) −M2s(a; t)Y (t);
_Y = mY (t)− nY 2(t) + "M1I(t)Y (t) + "M2S(t)Y (t);
i(a; 0) = i0(a); s(a; 0) = s0(a); Y (0) = Y0;
i(0; t) = q
Z 1
0
(a; t; P (t)) i(a; t) da;
s(0; t) =
Z 1
0
(a; t; P (t))
(
s(a; t) + (1− q) i(a; t) da;
i(a; t); s(a; t) −! 0; when a !1;
(3)
In [10], an age-structured population model with N class of the population
is studied under the hypotheses of linear rates mortality and lipschitzianity
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of the interaction coecients. In that paper, it is used integrated solutions of
the problem. This method is not applicable to our model.
In this paper, we prove the existence and uniqueness of nonnegative solution
of the model (3) on any nite time-interval which has nonlinear rate mortality
and the age-dependent force of infection term is not lipschtzian. Our results
are based in a process of decoupling of the age-dependent problem for the prey
and the predator and later a xed point method.
An outline of this work is as follows: Section 2 establishes the relation between
the system (3) and the problem that involves only the prey population and
a Bernoulli’s o.d.e. In the Section 3, we proceed with the study of existence
and uniqueness of a solution for an epidemic model with dierent mortality
rates. To do that, we need the following hypothesis. Given T > 0, we denote
I := [0; T ] and we suppose that
(H1) For i = 1; 2, i(a; t; P ) is a nonnegative measurable function such that
the mapping s 7−! i(s; s + u; P ) belongs to L1Loc(R+) for almost all
(u; P ) 2 R2. And there exists a constant C(T ) > 0 such that for all
P; P 0 2 R
ji(a; t; P )− i(a; t; P 0)j  C(T )jP − P 0j a.e. (a; t) 2 R+  I: (4)
With the notation  = 1 − 2, there exists another constant C(T ) > 0
such that
j(a; t; P )j  C(T ) log(jP j+ e) a.e. (a; t) 2 R+  I: (5)
(H2) (a; t; P ) is a nonnegative measurable function which has compact sup-
port on the variable a and such that for all P; P 0 2 R
j(a; t; P )− (a; t; P 0)j  C(T ) jP − P 0j a.e. (a; t) 2 R+  I (6)
where C(T ) > 0 is another constant which depends only on T . Moreover,
there exists a constant C(T ) > 0 such that for all P 2 R
j(a; t; P )j  C(T ) log(jP j+ e) a.e. (a; t) 2 R+  I: (7)
We would like to point that the estimates (5) and (7) were motivated
by [11].
(H3)  0 := (i0; s0) 2 (L1(R+))2 has compact support.
(H4) ; γ 2 L1(R+) have compact support and are nonnegative functions. We
denote by 1 = dess supa2(0;1) (a) and γ1 = dess supa2(0;1) γ(a)
(H5) K 2 L1(R+  R+) has compact support and is a nonnegative function.
We denote by K1 = dess supa2(0;1);a02(0;1)K(a; a
0)
Finally, Section 4 is devoted to study the o.d.e. by means of a xed point
argument.
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In future works, we try to determine asymptotic behavior of the system (3)
and we shall discuss some examples.
2 Reduction of the model
In this Section, we will see that the study of existence and uniqueness prop-
erties of the model (3) is equivalent to analyze the model (2) and a certain
o.d.e.
Let T > 0, and z 2 C(I;R+) be, we denote
i;z(a; t; P ) := i(a; t; P ) +Mi z(t); i = 1; 2 (8)
For each z 2 C(I;R+), we consider the problem8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
@iz
@t
+
@iz
@a
+ 1;z(a; t; Pz(t))iz = (a; t; iz)sz − γ(a)iz(a; t);
@sz
@t
+
@sz
@a
+ 2;z(a; t; Pz(t))sz = −(a; t; iz)sz + γ(a)iz(a; t);
iz(a; 0) = i0(a); sz(a; 0) = s0(a);
iz(0; t) = q
Z 1
0
(a; t; Pz(t)) iz(a; t) da;
sz(0; t) =
Z 1
0
(a; t; Pz(t))

sz(a; t) + (1− q) iz(a; t)

da;
iz(a; t); sz(a; t) −! 0; when a!1;
(9)
where Pz = Iz + Sz :=
Z 1
0
iz(a; t) da+
Z 1
0
sz(a; t) da.
For each z 2 C(I;R+), let us suppose that this system has a unique nonneg-
ative solution (iz; sz) 2 L1(I; (L1(R+))2). Then, to prove that the model (3)
has a unique solution is sucient to study the o.d.e.
dw
dt
(t) =mw(t)− nw2(t) +M1Pz(t)w(t) + "(M2 −M1)Sz(t)w(t) (10)
with w(0) = Y0.
Observe that (10) is a Bernoulli’s o.d.e. and we can solve it explicitly
w(t) =
Y0 e
mt exp[fz(t)]
1 + nY0
Z t
0
em exp[fz()] d
; (11)
with fz(t) = "M1
Z t
0
Pz(s) ds+ "(M2 −M1)
Z t
0
Sz(s) ds:
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Let G be given by
G : C(I;R+) −! C(I;R+)
z 7−! G(z);
where for each t 2 I, we dene
G(z)(t) =
Y0 e
mt exp[fz(t)]
1 + nY0
Z t
0
em exp[fz()] d
: (12)
It is clear that G is well dened.
Then, we will prove that (9) has a unique solution and G has a unique xed
point which gives existence and uniqueness of solution of the model (3).
3 An age-structured epidemic model with dierent death-rates
In this Section we study (9). We notice that this system is an age{structured
epidemic model s ! i ! s type where 1;z and 2;z are the age-specic
mortality rate by the infective and susceptible individuals, respectively. In our
knowledge, only models with the same rate of mortality of susceptible and
infective individuals have been studied (for instance [9,6,7]). In our case, they
are dierent. This leads us to a coupled system of equations and we do not
have an equation depending only on a single variable.
Therefore, in this Section, we will study a model as (2), being ^i, i = 1; 2,
the death rates for infective and susceptible, respectively. We assume that
^1  ^2, and (H1) holds for ^i. The existence and the uniqueness for (9) will
follow from the similar properties for (2).
In order to facilitate some useful estimates, we perform in (2) the change
i(a; t) = p(a; t)− s(a; t). Then (2) becomes8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
@p
@t
+
@p
@a
+ ^1(a; t; P (t))p+ (^2(a; t; P (t))− ^1(a; t; P (t))s = 0;
@s
@t
+
@s
@a
+ (^2(a; t; P (t)) + γ(a))s = (a; t; s− p)s+ γ(a)p(a; t);
p(a; 0) = p0(a); s(a; 0) = s0(a);
p(0; t) =
Z 1
0
(a; t; P (t)) p(a; t) da;
s(0; t) =
Z 1
0
(a; t; P (t)) (q s(a; t) + (1− q) p(a; t) ) da;
p(a; t); s(a; t) −! 0; when a!1;
(13)
where 0(a) := (p0(a); s0(a)) = (i0(a) + s0(a); s0(a)) a.e. a 2 (0;1).
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For biological reasons we are interested in nonnegative solutions, so that we
consider that p(a; t)  s(a; t). So, we will look for solutions of (13) belonging
to the space
V :=
n
 2 L1(I; (L1(R+))2) j 1(a; t)  2(a; t)  0 a.e. (a; t) 2 R+  I
o
:
On V , we take the norm
jj
V
= ess sup
t2I
e−ktj(; t)j1; (14)
where k is a positive constant which will be chosen later and j  j1 denotes the
usual norm in (L1(R+))
2
, i.e. j(; t)j1 = k1(; t)kL1 + k2(; t)kL1 .
Namely, by a solution of (13), we mean a function (; ) = (p(; ); s(; )) 2 V
such that8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
Dp = −^1(a; t; P (t))p(a; t)− (^2(a; t; P (t))− ^1(a; t; P (t))s(a; t);
Ds = −(^2(a; t; P (t)) + γ(a)− (a; t; s− p))s(a; t) + γ(a)p(a; t);
p(a; 0) = p0(a); s(a; 0) = s0(a);
lim
h!0+
p(0; t+ h) =
Z 1
0
(a; t; P (t)) p(a; t) da;
lim
h!0+
s(0; t+ h) =
Z 1
0
(a; t; P (t))

q s(a; t) + (1− q)p(a; t)

da;
p(a; t); s(a; t) −! 0; when a!1;
(15)
where Dp and Ds denote the directional derivatives of p and s respectively,
i.e.
Dp(a; t) = lim
h!0
p(a+ h; t+ h)− p(a; t)
h
:
Generally  will not be dierentiable everywhere; of course, when this occurs
Dp = pa + pt, Ds = sa + st.
Remark 1 Our solutions will be considered in the sense of (15). So that, it
is not required that  possesses partial derivatives with respect to a and t, but
only the directional derivative. We must add conditions of regularity for the
initial data and the compatibility conditions for 0 that  might be continuous
in a and be dierentiable (see, for the case of an equation, [3]).
3.1 Analysis of system (15)
If we assume that  := (p; s) is smooth along the characteristics a = t + k
(except perhaps for a zero-measure set of k (see [3])), then adding in both
sides of (15)1 γ(a) and integrating this equality and (15)2 along these lines,
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we obtain an o.d.s. If we denote
Bu(t) =
Z 1
0
(; t; U(t))u(; t)d
Bu;v(t) =
Z 1
0
(; t; U(t))(q v(; t) + (1− q)u(; t))d;
where U(t) =
Z 1
0
u(a; t)da, then, solving this o.d.s., we have
p(a; t) =
8>>>>>>><>>>>>>>:
p0(a− t)(a; t; t; ) +
Z t
0
(a; t; ; )

^(a− ; t− ; P (t− ))
s(a− ; t− ) + γ(a− )p(a− ; t− )

d if a  t
Bp(t− a)(a; t; a; ) +
Z a
0
(a; t; ; )
(
^(a− ; t− ; P (t− ))
s(a− ; t− ) + γ(a− )p(a− ; t− )d if t > a
(16)
and
s(a; t) =
8>><>>:
s0(a− t)~(a; t; t; )+
Z t
0
~(a; t; ; )γ(a − )p(a− ; t− )d if a  t
Bp;s(t− a)~(a; t; a; )+
Z a
0
~(a; t; ; )γ(a − )p(a− ; t− )d if t > a
(17)
where: ^(a; t; P (t)) = ^1(a; t; P (t))− ^2(a; t; P (t));
(a; t; x; ) = e(−
R x
0
(^1(a−;t−;P (t−))+γ(a−)) d);
~(a; t; x; ) = e(−
R x
0
^2(a−;t−;P (t−))+(a−;t−;p−s)+γ(a−)d) :
We easily see that to solve (15) is equivalent to nding a solution of (16) and
(17) (see [3]). So that, in the sequel, we restrict our attention to these integral
equations.
Lemma 2 Suppose (H1)-(H5). For each 0 = (p0; s0) 2 (L1(R+))2 with p0 
s0, we denote r = log(j0j1 + e). If  = (p; s) 2 V satises (16) and (17), then
there exists a constant C, depending only on T and γ1, such that
j(; t)j1  exp

reC t

a.e. t 2 I: (18)
PROOF. Let  = (p; s) 2 V satisfy the above assumptions. Since  2 V
then j(a; t; x; )j,j~(a; t; x; )j  1. Hence, considering (16) and (17), and an
obvious change of variables in the integrals, we have for almost all t 2 I
j(; t)j1  d
Z 1
t
j0(a− t)jda+ 2
Z t
0
Z 1
0
jγ(a)j jp(a; )jda

d (19)
+
Z t
0
Z 1
0
j^(a; ; P ())jjs(a; )jda

d + 2
Z t
0
Z 1
0
j(a; ; P ())jj(a; )jda

d:
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Since log(jP (u)j+ e)  1, using (5) and (7), we get
j(; t)j1  j0j1 + C
Z t
0
log(jP (u)j+ e)j(; u)j1 du; (20)
where C  C(T; γ1) > 0.
We can now proceed analogously to the proof of [11, Lemma 1, pag. 19] and
we obtain the result. 2
Let us  = (1; 2) 2 V , consider the map  = (1; 2) 2 V 7! F () =
(F1(); F2()) 2 V where F () is dened by
F1()(a; t)=
8>>>>>>>><>>>>>>>>:
p0(a− t)(a; t; t; ) +
Z t
0
(a; t; ; )
(
^(a− ; t− ; P (t− ))
F2()(a − ; t− ) + γ(a− )1(a− ; t− )

d if a  t
B1(t− a)(a; t; a; )+
Z a
0
(a; t; ; )
(
^(a− ; t− ; P (t− ))
F2()(a − ; t− ) + γ(a− )1(a− ; t− )

d if t > a
(21)
and
F2()(a; t) =
8>>>>>>><>>>>>>>:
s0(a− t)~(a; t; t; )
+
Z t
0
~(a; t; ; )γ(a − )1(a− ; t− )d if a  t
B1;2(t− a) ~(a; t; a; )
+
Z a
0
~(a; t; ; )γ(a − )1(a− ; t− )d if t > a;
(22)
where P (t) :=
Z 1
0
1(a; t) da.
Lemma 3 Under the assumption of Lemma 2, we have F : V −! V .
PROOF.
Remark 4 Throughout this proof, for abbreviation, we write
(x; y) := e−
R y
x
^(a−;t−;P (t−))d ;Ψ(x; y) := e−
R y
x
(a−;t− ;1−2)d :
If  2 V , then P (t) 2 L1(I). Thus by (4) and (6) we have that (a; t; P (t)),
^(a; t; P (t)) 2 L1(R+I). Hence, F is clearly measurable in a and essentially
bounded on I.
By (22), we have F2()(a; t)  0 a.e. (a; t) 2 R+ I. So, we only need to show
that F1()(a; t)  F2()(a; t) a.e. (a; t) 2 R+  I.
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We assume that a  t (the discussion for a < t is similar), using (21) and
(22), and substituting F2 into F1 we get,
F1()(a; t)− F2()(a; t) = p0(a− t)(a; t; t; )− s0(a− t)~(a; t; t; )
+
Z t
0
(a; t; ; )^(a− ; t− ; P (t− ))s0(a− t)~(a− ; t− ; t− ; )d
+
Z t
0
(a; t; ; )^(a− ; t− ; P (t− )) (23)

Z t

~(a− ; t− ;  − ; )γ(a− )1(a− ; t− ) d

d
+
Z t
0
(a; t; ; )γ(a− )1(a− ; t− ) d
−
Z t
0
~(a; t; ; )γ(a− )1(a− ; t− ) d := A−B + C +D + E − F:
 Estimation A−B + C: By the mean value theorem, there exists t1 2 (0; t),
such that
C = s0(a− t)~(a; t; t; ) (1− (0; t)) (Ψ(0; t1))−1: (24)
So,
A−B + C  p0(a− t)(a; t; t; )− s0(a− t)(a; t; t; )Ψ(t1; t)
 s0(a− t)(a; t; t; ) (1−Ψ(t1; t))  0:
 Estimation D + E − F : Interchanging the order of integration in  and ,
and applying the mean value theorem, with t 2 (0; ) we obtain
D =
Z t
0
(0; )e−
R 
0
γ(a−)dγ(a− )1(a− ; t− )
 Z 
0
− d
d
((0; ))Ψ(; )d
!
d
=
Z t
0
 
(1− (0; )) Ψ(t ; )(0; )e−
R 
0
γ(a−)dγ(a− )1(a− ; t− )
!
d;
(25)
Hence,
D + E − F =
Z t
0
~(a; t;  ; )γ(a− )1(a− ; t− )

Ψ(0; t )
−1 − 1

d
+
Z t
0
(a; t;  ; )γ(a− )1(a− ; t− ) (1−Ψ(t ; )) d  0:
So that F1()(a; t)  F2()(a; t)  0 a.e. a 2 (t;1).
From which we can conclude that for each  2 V , F () 2 V . 2
The following result provides us with some useful estimates.
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Lemma 5 Under the above assumptions, let r be as the Lemma 2, i.e. r =
log(j0j1 + e) and w > 0. Consider the set
Cr;! = df 2 V j j(; t)j1  exp(r e!t) a.e. t 2 Ig: (26)
Let  := (p; s); 0 := (p0; s0) 2 Cr;!, a 2 R+, t 2 I. Then for x  minfa; tg
j~(a; t; x; )j  1; j(a; t; x; )j  1: (27)
9M(T ) > 0 such that jP (t)j; jBp(t)j; jBp;s(t)j M a.e. t 2 I: (28)
9C(T ) > 0 such that j(a; t; x; )− (a; t; x; 0)j  C
k
j− 0j
V
ekt: (29)
9C(T;K1) > 0 such that (30)
j~(a; t; x; )− ~(a; t; x; 0)j  C
k
j− 0j
V
ekt
+ 1
Z x
0
j(a− ; t− )− 0(a− ; t− )j d:
PROOF. Firstly, note that (27) and (28) are immediate. Let us to prove (29)
and (30), using the inequality je−x − e−yj  jx− yj 8x; y 2 R+, we have
j~(a; t; x; )− ~(a; t; x; 0)j

Z x
0
j^2(a− ; t− ; P (t− ))− ^2(a− ; t− ; P 0(t− ))j d
+
Z x
0
j(a− ; t− ; p− s)− (a− ; t− ; p0 − s0)jd
C
Z t
t−x
j(; )− 0(; )j
1
d + 1
Z x
0
j(a− ; t− )− 0(a− ; t− )jd
C
k
j− 0j
V
ekt + 1
Z x
0
j(a− ; t− )− 0(a− ; t− )jd:
An analogous estimate to above one implies (29). 2
Theorem 6 Under the above assumptions, for each T > 0 and for each 0 =
(p0; s0) 2 (L1(R+))2, with p0  s0, there exists a unique  = (p; s) 2 V
satisfying (16) and (17). And so, we have that  is the unique solution of
problem (13).
PROOF. To prove the result, it remains to show that F (dened by (21) and
(22)) has a unique point xed in V .
Let Cr;! dene by (26), then for ! great enough F maps Cr;! into Cr;!. Indeed,
by (20), we get, for almost all t 2 I
jF ()(; t)j1  j0j1 + C
Z t
0
log(j(; u)j1 + e)j(; u)j1du;
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and from [11, proof Th. 2, pag. 20] it follows that
jF ()(; t)j1  exp(r e!t) a.e. t 2 I
for ! > 0 depending on T and on γ1. Hence, we have proved that F maps
Cr;! into Cr;!.
Let us assume ! xed such that F () remains in Cr;! for  in Cr;!. Clearly, Cr;!
is closed in V and to prove that F has a unique xed point in Cr;!, it suces
to prove that F is a strict contraction, for instance for the norm dened in
(14) with k suitable.
For  := (p; s); 0 := (p0; s0) 2 Cr;!, let us estimate jF ()− F (0)jV .
First, for almost all t 2 I,
jF ()(; t)− F (0)(; t)j1 =
Z 1
0
jF1()(a; t)− F1(0)(a; t)jda
+
Z 1
0
jF2()(a; t)− F2(0)(a; t)jda := eI1 + eI2:
Now, substituting the expression of F1 into eI1, we get,
eI1  Z t
0
jBp(t− a)(a; t; a; ) −Bp0(t− a)(a; t; a; 0)jda
+
Z 1
t
jp0(a− t)jj(a; t; t; ) − (a; t; t; 0)jda (31)
+
Z t
0
Z 1
0
j(a + t− ; t; t− ; )^(a; ; P ())F2()(a; )
− (a + t− ; t; t− ; 0)^(a; ; P 0())F2(0)(a; )jda

d
+γ1
Z t
0
Z 1
0
j(a + t− ; t; t− ; )p(a; ) − (a + t− ; t; t− ; 0)p0(a; )j da

d
:= I1 + I2 + I3 + I4;
where P and P 0 is dened by
Z 1
0
p(a; t)da and
Z 1
0
p0(a; t)da, respectively.
Hence jF ()(; t)− F (0)(; t)j
1
 I1 + I2 + I3 + I4 + eI2.
 Estimate of I2.- By (29), we have
I2  C
k
j− 0j
V
ekt
Z 1
t
jp0(a− t)j da  Cj0j1
k
j− 0j
V
ekt: (32)
 Estimate of I1.-
I1 
Z t
0
jBp(t− a)j j(a; t; a; )− (a; t; a; 0)j da
+
Z t
0
jBp(t− a)− Bp0(t− a)j j(a; t; a; 0)j da := I11 + I21 :
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Let us now estimate I11 , by (28) and (29), we get
I11 
M C(T )
k
j− 0j
V
ekt: (33)
Let us estimate I21 ; by (27)
I21 
Z t
0
Z 1
0
j(; u; P (u))j jp(; u)− p0(; u)j d

du
+
Z t
0
Z 1
0
j(; u; P (u))− (; u; P 0(u))j jp0(; u)j d

du  M
k
j− 0j
V
ekt;
using (7) and (28) in the rst term and (6) and the fact that 0 2 Cr;! in the
second one.
 Estimate of eI2.- Substituting the expression for F2 into eI2, and applying (30)
in the rst term, (30) in the second one and proceeding analogously to the
third one, we obtain
eI2  Z t
0
jBp;s(t− a) ~(a; t; a; )− Bp0;s0(t− a) ~(a; t; a; 0)j da
+
Z t
0
Z 1
0
j~(a+ t− ; t; t− ; )p(a; )− ~(a+ t− ; t; t− ; 0)p0(a; )jdad
+
Z 1
t
js0(a− t)j j~(a; t; t; )− ~(a; t; t; 0)jda  M
k
j− 0j
V
ekt (34)
 Estimate of I3.- By (5) and (28) we have that j^(a; t; P (t))j  , then
I3  
Z t
0
Z 1
0
j(a+ t− ; t; t− ; )j jF2()(a; )− F2(0)(a; )jda d
+
Z t
0
Z 1
0
j(a+ t− ; t; t− ; )− (a+ t− ; t; t− ; 0)jjF2(0)(a; )jda d
+
Z t
0
Z 1
0
j(a+ t− ; t; t− ; 0)jjF2(0)(a; )jj^(a; ; P ())− ^(a; ; P 0())jda d
But kF2()(; )kL1  M since F () 2 Cr;!. Then, estimations similar to the
above imply that
I3 

M
k2
+
M
k

j− 0j
V
ekt: (35)
 Estimate of I4.- In the same manner we can see that
I4  M
k
j− 0j
V
ekt: (36)
Therefore, joining all estimations, we get that for almost all t 2 I, there exists
two constants M and ~M depending only on 0, T and on γ1, 1 and K1 ,
such that
jF ()(; t)− F (0)(; t)j
1

 
M
k
+
~M
k2
!
j− 0j
V
ekt:
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Dividing both sides of this inequality by ekt, we obtain
jF ()− F (0)j
V

 
M
k
+
~M
k2
!
j− 0j
V
:
And thus for k great enough F is a strict contraction with a unique xed point
in Cr;!, and so in V . This concludes the proof. 2
4 Existence and uniqueness of solution of the model (3)
Under the assumptions of Section 1, it is easily seen that for each z 2 C(I;R+),
i;z (i = 1; 2) (dened in (8)) satisfy the hypotheses of existence and unique-
ness of a solution of the problem (9). So that, for each z 2 C(I;R+), we have
that there exists a unique nonnegative solution (iz; sz) 2 L1(I; (L1(R+))2).
Hence, to nish the study of model (3), we only need to prove that the map
G dened by (12) has a unique xed point in C(I;R+). For that, we consider
C(I;R+) endowed with Bielecki’s norm, which it will be denoted by k  kB.
Lemma 7 For each z 2 C(I;R+), we have that Pz is essentially bounded by
a constant independent of z.
Remark 8 Lemma 7 is not a consequence of Lemma 2, since if we apply the
proof of the Lemma 2 to i;z, we obtain a bound depending on the supreme of
z.
PROOF. Let t 2 I, and z 2 C(I;R+). Consider z := (pz; sz) the unique
solution of problem (9). We dene
~(a; t; x; z) := e
−
R x
0
(2;z(a−;t−;Pz (t−))(a−;t−;pz−sz)+γ(a−)) d; (37)
(a; t; x; z) := e
−
R x
0
(1;z(a−;t−;Pz (t−))+γ(a−))d; (38)
z(a; t; Pz(t)) := 1;z(a; t; Pz(t))− 2;z(a; t; Pz(t)): (39)
Observe that (pz; sz) veries (16) and (17), with  and ~ dened in (38) and
(37), respectively, and changing ^ by z dened in (39). Consequently,
jPz(t)j 
Z t
0
jBpz(t− a)jda+ kp0kL1 + γ1
Z t
0
Z 1
0
jpz(a; )jda

d
+
Z t
0
Z a
0
j(a; t; ; z)j jz(a− ; t− ; Pz(t− ))jjsz(a− ; t− )jd

da
+
Z 1
t
Z t
0
j(a; t; ; z)j jz(a− ; t− ; Pz(t− ))jjsz(a− ; t− )jd

da
:= K1 +K2 +K3 +K4 +K5:
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Now, substituting the expression for sz into K4 and K5, we get
K4 +K5  L1 + L2 + L3 + L4;
where
L1 :=
Z t
0
Z a
0
(a; t; ; z)z(a− ; t− ; Pz(t− ))
Bpz ;sz(t− a)~(a− ; t− ; a− ; z)dda;
L2 :=
Z t
0
 Z a
0
(a; t; ; z)jz(a− ; t− ; Pz(t− ))j

Z t

~(a− ; t− ;  − ; z)jγ(a− )jjpz(a− ; t− )jd

d
!
da;
L3 :=
Z 1
t
Z t
0
(a; t; ; z)z(a− ; t− ; Pz(t− ))
 s0(a− t)~(a− ; t− ; t− ; z)dda;
L4 :=
Z 1
t
 Z t
0
(a; t; ; z) jz(a− ; t− ; Pz(t− ))j

Z t

~(a− ; t− ;  − ; z)jγ(a− )jjpz(a− ; t− )jd

d
!
da:
So that, jPz(t)j  K1 +K2 +K3 + L1 + L2 + L3 + L4.
 The estimate L3 is similar to C in (23). Then by (24) and (27), we obtain
L3  ks0kL1 : (40)
 Estimate of L1.- An analogous estimate to above one implies that
L1 
Z t
0
jBsz(t− a)j da: (41)
 L2 and L4 are similar to D in (23). So that, by (25), we get
L2 + L4 
Z t
0
Z 1
0
jγ(a)jjpz(a; )jda

d: (42)
Since, sz  pz, by (40){(42), we get
jPz(t)j  j0j1 + 2
Z t
0
jBpz(t− a)j da+ 2γ1
Z t
0
kpz(; )kL1 d:
We can now proceed analogously to the proof of Lemma 2. Then, there exists
a constant C depending only on T and on γ1, such that if we denote by
r = log(j0j1 + e), we obtain
jPz(t)j  exp

reC t

a.e. t 2 I 8z 2 C(I;R+): (43)
2
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Remark 9 Since Sz(t)  Pz(t) a.e. t 2 I, then Sz is also essentially bounded
by a constant independent of z.
Lemma 10 Given z; z0 2 C(I;R+), under the above notations, then there
exists a constant M < 1 such that
jz − z0jV  Mkz − z0kB: (44)
PROOF. For almost all t 2 I, jz(; t) − z0(; t)j1  I1 + I2 + I3 + I4 + A,
where, I1, I2, I3 and I4 are dened in (31) and
A =
Z t
0
 Z 1
0
j(a− t+ ; t; t− ; z)z(a; ; Pz()) sz(a; )
− (a− t+ ; t; t− ; z0)z0(a; ; Pz0()) sz0(a; )j da
!
d:
In order to estimate I2, for instance, we proceed analogously to (29). And we
get
j(a; t; t; z)− (a; t; t; z0)j  C(T )
k
jz − z0 j
V
ekt +
M1
k
kz − z0kBekt:
Hence, likewise to (32), we have
I2  C(T )j0j1
k
jz − z0j
V
ekt +
M1j0j1
k
kz − z0kBekt:
Similar estimates to the proof of Lemma 7 imply that
jz − z0jV  Mkz − z0kB; (45)
with M < 1 for k great enough. 2
Lemma 11 Under the above notations, for k large enough, there exists a
constant M < 1 such that
ess sup
t2I
e−kt (jSz(t)− Sz0(t)j+ jPz(t)− Pz0(t)j)  Mkz − z0kB: (46)
PROOF. The proof is straightforward from Lemma 10. 2
Theorem 12 Under the same hypotheses, G (dened in (12)) has a unique
xed point. So, we get existence and uniqueness of a solution of the problem
(3).
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PROOF. Let us t 2 I, for all z 2 C(I;R+) throughout the proof we denote
z := nY0
Z t
0
em exp[fz()] d:
Consider z1; z2 2 C(I;R+), then
jG(z1)(t)−G(z2)(t)j =
Y0emt
 
exp[fz1(t)]
1 + z1
− exp[fz2(t)]
1 + z2
!
jY0jemt
efz1(t) − efz2(t)+ efz1 (t)z2 − efz2 (t)z1 ] := jY0jemt (A+B) :
On the other hand, since jex − 1j  jxj ejxj and by (43), we have that fzi is
bounded by a constant independent of zi, then
A = exp[fz1(t)] j1− exp[fz2(t)− fz1(t)]j  M jfz2(t)− fz1(t)j :
Using (46), we get
A M
Z t
0
(jSz1(s)− Sz2(s)j+ jPz1(s)− Pz2(s)j) ds 
M
k
kz1 − z2kB ekt:
Let us now estimate B,
B nY0efz1 (t)efz2 (t)em T
Z t
0

efz2 ()e−fz2 (t) − efz1 ()e−fz1(t)

d
 :
But,
exp[fz()] exp[−fz(t)] = exp

−"
Z t

M1 Pz(s) + (M2 −M1)Sz(s) ds

:
Since je−x − e−yj  jx− yj, 8 x; y 2 R+, we get
B  nY0efz1(t)efz2 (t)em T
"
Z t
0
 Z t

M1jPz2(s)− Pz1(s)j
+ (M2 −M1)jSz2(s)− Sz1(s)jds
!
d
:
And as in the estimate for A, we obtain
B  C
k
kz1 − z2kB ekt:
So that,
jG(z1)(t)−G(z2)(t)j  M
k
kz1 − z2kB ekt;
hence
kG(z1)−G(z2)kB  M
k
kz1 − z2kB:
And thus, for k great enough G is a strict contraction. So, G has a unique
xed point in C(I;R+). This completes the proof. 2
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