Abstract -The problem of change detection is considered in a d e c e n t r a l i z e d s e t t i n g . A Bayesian framework i s introduced for this problem, and an o p t i m a l solution is o b t a i n e d for the case w h e n the i n f o r m a t i o n structure i n the system is quasiclassical.
I. PROBLEM FORMULATION
T h e centralized version of the change detection problemwhere all the information about the change is available at a single location-is well-understood and has been solved under a variety of criteria since the seminal work by Page [l] . However, there are situations where the information available for decision-making is decentralized, an example being link failure detection in a large communication networks. We focus on this decentralized setting.
Consider a system with N sensors SI,. . . , SN. At time k E {I, 2 , . . .}, sensor St observes a random variable Xi'), and forms a message Ui') (belonging to a finite set) based on the information it has at time k. Assume that two-way communication is possible between the sensors and the fusion center. In particular, at time k the fusion center broadcasts to each sensor, all the sensor messages it received at time k -1. This means that a t time k, each sensor has access to all its observations up t o t,ime k and all the messages of all the other sensors up t o time k-1, and the fusion center has access to all the sensor messages up to time k . Based on the sequence of sensor messages, a decision about the abrupt change is made a t the fusion center.
We take the approach of Shiryayev [2] and assume that the change time r is geometric distributed, i.e.,
Further, we assume that observations at each sensor Si are independent, have a common pdf fi') before the disruption, and common pdf f!') from the time of disruption. We also assume that the observations are independent from sensor to sensor. As in [4] , we restrict the local memory at sensor SI t o only past messages. T h e resulting information structure is said t o be quasi-classicad [3] and it makes the joint optimization problem tractable via DP arguments. At any time k, the onesteD delaved information is the same for all members and is I IC can be regarded as a quantizerof the observation XL') that UL') is assumed t o take some value (say, d l ) in the finite set ( 1 , . . . , ol}. Further, we use the notation ( b k j d and Uk to denote the corresponding N-dimensional vectors.
T h e fusion center policy 1/, consists of selecting a stopping time 7 at which it is decided that the disruption has occurred. In a Bayesian formulation, the goal is to minimize a linear combination of the cost associated with incorrect decision ("false alarm") and the cost associated with the delay in detecting the disruption under the assumption that the "alarm" signal is correctly given. This leads t o the following optimization problem.
over all admissible choices of $ and 4f), 1 = 1,. . . , N , k = 1 , 2 , . . ., where the constant c > 0 is the cost of each unit of delay.
RESULTS
The solution to ( P ) is obtained using dynamic programming (DP) arguments. A sufficient statistic at time k for the DP recursions is the posterior probability of the change having happened before time k given I k , i.e., pk = P (r 5 k 1 4 ) . This one-dimensional sufficient statistic is all that the sensors and fusion center need to store a t any given time k, and it can be easily updated using the recursion given below in (1). T h e complete solution to (P) is stated below.
Theorem i (a) The optimum fusion center policy is to stop
and declare that a change has occurred at the first 1, such 
4
Finally, the recursion for P k is given by
