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Abstract
PCA is often used in anomaly detection and statistical process control tasks. For bi-
variate data, we prove that the minor projection (the least varying projection) of the PCA-
rotated data is the most sensitive to distributional changes, where sensitivity is defined by
the Hellinger distance between distributions before and after a change. In particular, this is
almost always the case if only one parameter of the bivariate normal distribution changes,
i.e., the change is sparse. Simulations indicate that the minor projections are the most
sensitive for a large range of changes and pre-change settings in higher dimensions as well.
This motivates using the minor projections for detecting sparse distributional changes in
high-dimensional data.
Keywords: Change-point detection; monitoring; anomaly detection; statistical process control;
variance; correlation.
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1 Introduction
It is popular to use principal component analysis (PCA) for anomaly detection and stochastic
process control (SPC). Using PCA in SPC goes back to the work of Jackson and Morris (1957)
and Jackson and Mudholkar (1979), and its various extensions (see Ketelaere, Hubert, and
Schmitt (2015) and Rato et al. (2016) for an overview) have been succesfully applied to many
real data situations. Within the machine learning litterature on anomaly detection, Mishin et al.
(2014) use PCA for temperature monnitoring at Johns Hopkins, Harrou et al. (2015) apply PCA-
based anomaly detection to find segments with abnormal rates of patient arrivals at an emergency
department, and Camacho et al. (2016) relate PCA-based monitoring in SPC with modern
anomaly detection in statistical networks. Pimentel et al. (2014) provide an extensive review of
novelty detection techniques and applications, and it is pointed to PCA being very useful for
detecting outliers in this setting, for a large range of real world examples, covering industrial
monitoring, video surveilance, text mining, sensor networks and IT security. In this review, as
well as in Lakhina, Crovella, and Diot (2004) and Huang et al. (2007), it is acknowledged that it
is most often the residual subspace of PCA that is most useful for outlier detection. Kuncheva
and Faithfull (2014) study PCA in the related field of change detection, but with a fascinating
twist.
In general, most PCA-based methods utilize PCA in the intended way of creating a model
based on retaining a small number of the most varying projections onto eigenvectors of the cor-
relation matrix. The data is thus split into a model subspace that explains most of the variance
in the data and a residual subspace. Rather than using PCA in this regular way for change de-
tection as well, Kuncheva and Faithfull (2014) pose the question of which projections/principal
components are the most sensitive to distributional changes in the data. Sensitivity is measured
by a statistical distance between the marginal distributions of projections before and after a
change. They give a brief two-dimensional theoretical example that motivates monitoring the
minor projections (the least varying projections) to detect anomalies. An important feature of
such an approach is that it can be used to choose a subspace based on criteria linked to change
detection, rather than on retaining information/variance in the data, potentially yielding better
change and anomaly detection methods. The goal of this article is to give a more complete
treatment of the bivariate problem of Kuncheva and Faithfull (2014), to understand the projec-
tion’s sensitivity under a simple setup, and then study how these results carry over to higher
dimensions by simulations.
There are three main differences between our approach and the approach of Kuncheva and
Faithfull (2014). First of all, Kuncheva and Faithfull (2014) look at changes in the projections
directly, without connecting them to which changes in the original data that cause them. Since
it is changes in the distribution of the original data that are of interest, the propositions one
actually wants to obtain concern changes in the original data, not the resulting ones in the
projections. We trace the changes in the original data through the projections, to see how
the distributions of the projections change as a consequence. For instance, we give an answer
to questions like "if the variances of the original components double, how does that affect the
projections, and which of the projections will change the most?", as opposed to "if the variances
of the projections both increase by adding 1, which of the projections change that most?" of
Kuncheva and Faithfull (2014). In the latter case, clearly the projection with the lowest variance
will change the most relative to what it was, and we have gained no knowledge about how the
original data must change to achieve this change in the projections.
Secondly, we study a much larger space of possible changes, including changes in only one
parameter at a time. Such change scenarios where only a few of the dimensions change we
call sparse changes. This turns out to be the main gist of this work, since it is especially in
the sparse change scenarios that the minor projection is the most sensitive. Hence, we obtain
clearer hints of which change scenarios the minor components might be the most useful for in
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higher dimensional change detection problems as well.
Thirdly, we measure sensitivity by the normal Hellinger distance between the marginal dis-
tributions of projections before and after a change, while Kuncheva and Faithfull (2014) use the
normal Bhattacharyya distance. We refer to Section 2 for an explanation of this choice.
In short, for bivariate data, we show that if only one mean changes in any direction, one
variance increases, or the correlation changes, the minor projection is the most sensitive. The
principal projection is the most sensitive if one variance decreases and the correlation is not
too close to 1. Lastly, if both means change, which projection is the most sensitive depends
on the relative directions and sizes of change, and when both variances change by an equal
amount, both projections are equally sensitive. Thus, on average (with all change scenarios
equally likely), the minor projection is the most sensitive, mainly due to the sparse changes.
Our simulations show that the trend of the minor projections being more sensitive on average
also holds for higher dimensions. This knowledge is important to create more efficient change
or anomaly detection methods.
The rest of the article is organized as follows: Section 2 formulates the problem precisely,
Section 3 contains the theoretical results about sensitivity to changes in two dimensions, while in
Section 4, we explore sensitivity in higher dimensions by simulations. The proofs for the results
in Section 3 are given in Appendix A.
2 Problem formulation
Consider n independent observations xt ∈ RD. For t = 1, . . . , κ, where 1 < κ < n, the data
has mean µ0 and covariance matrix Σ0, while for t = κ + 1, . . . , n, the data has mean µ1 and
covariance matrix Σ1. Assume without loss of generality that the data is standardized with
respect to the pre-change parameters, so that µ0 = 0 and Σ0 is a correlation matrix. For
D = 2, the changed mean is given by µ1 = (µ1, µ2)
ᵀ and the covariance matrices by
Σ0 =
(
1 ρ
ρ 1
)
and Σ1 =
(
a211 a11a22a12ρ
a11a22a12ρ a
2
22
)
.
where
− 1 < ρ, a12ρ < 1 and ρ 6= 0. (1)
Here, a11 and a22 denote multiplicative change factors for the standard deviation. For example,
if a11 = 0.5 the standard deviation is half of what it was originally. Similarly, a12 is the change
factor for the correlation. Note that we exclude the degenerate cases of correlations −1 and 1.
Next, let {λj ,vj}Dj=1 be the normalized eigensystem of Σ0, ordered by λ1 ≥ . . . ≥ λD. The
orthogonal projections yj,t = v
ᵀ
jxt are our main objects of interest. We refer to yj,t as principal
projections when j is close to 1 and minor projections if j is close to D. As this is meant as
approximate terminology, we do not specify further what "close" means. The general problem
is to find out which of the projections that are the most sensitive to different distributional
changes defined by (µ1,Σ1), for each pre-change correlation matrix Σ0. In the bivariate case,
(Σ0,µ1,Σ1) is fully specified by (ρ, µ1, µ2, a11, a12, a22).
We define sensitivity to changes as the normal Hellinger distance between the marginal
distribution of a projection before and after a change. The squared Hellinger distance between
two normal distributions p(x) = N(x|ξ1, σ1) and q(x) = N(x|ξ2, σ2) is given by
H2(p, q) = 1−
√
2σ1σ2
σ21 + σ
2
2
exp
{
−1
4
(ξ1 − ξ2)2
σ21 + σ
2
2
}
.
The formal definition of sensitivity to changes is contained in Definition 1.
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Definition 1. For j = 1, . . . , D, let pj and qj denote the marginal pre- and post-change density
functions of yj,t, respectively, given by
pj(y) = N(y| vᵀjµ0,vᵀjΣ0vj) = N(y| 0, λj)
qj(y) = N(y| vᵀjµ1,vᵀjΣ1vj).
The sensitivity of the j’th projection based on Σ0 to the change specified by (µ1,Σ1) is defined
as H(pj , qj), abbreviated by Hj or Hj(Σ0,µ1,Σ1).
In light of Definition 1, our aim in the next section is to study for which pre-change parameters
and changes the inequality H2 > H1 holds when D = 2.
Remarks. (i) Kuncheva and Faithfull (2014) also define sensitivity as a divergence between
distributions before and after a change, but use the Bhattacharyya distance. The closely related
Hellinger distance was chosen here because it turned out to be simpler to prove the sensitivity
propositions because of Lemma 5, found in the Appendix. It is also an advantageous feature of
the Hellinger distance that it is a true metric and takes values in [0, 1]. That it is a true metric
implies for instance that a change in variance from 1 to a > 1 is an equally large change as
from 1 to 1/a. We find this an appealing feature because it is also a property of the generalized
likelihood ratio test for a change in the mean and/or variance of normal data (see Hawkins and
Zamba (2005) for the corresponding test statistic).
(ii) The difference between our approach and the work of Kuncheva and Faithfull (2014)
can now be stated more clearly. Our aim is to study the sensitivity of the yj,t’s as functions of
parameters of the original data xt. Kuncheva and Faithfull (2014), on the other hand, study
(additive) changes in the parameters of yt directly; for instance, λj changing to λj + a for all j,
but without relating this a back to which Σ1’s this change corresponds to.
3 Bivariate results
This section contains all the bivariate results about sensitivity to changes. The detailed proofs
are given in Appendix A.
For changes in the mean in two-dimensional data, the following proposition gives the condi-
tion for determining which projection that is the most sensitive.
Proposition 1. Let a11 = a22 = a12 = 1 and µ1, µ2 ∈ R while not both being 0 simultaneously
(only the mean changes). H2 > H1 if and only if (µ1 − µ2)2 > µ1µ2(4/|ρ| − 2). In particular,
for |ρ| ∈ (0, 1),
(i) H2 > H1 if one of µ1 and µ2 is 0 while the other is not (one mean changes).
(ii) H2 > H1 if µ1 = −µ2 = µ 6= 0 (equal changes in opposite directions).
(iii) H2 < H1 if µ1 = µ2 = µ 6= 0 (equal changes in the same direction).
When both variances change by the same amount, we get that both projections are equally
sensitive no matter what the pre-change correlation or size of the change is.
Proposition 2. Let µ1 = µ2 = 0, a12 = 1 and a11 = a22 = a 6= 1 (both variances change
equally). For any |ρ| ∈ (0, 1) and a > 0, H2 = H1.
The picture becomes more complicated when only one variance changes. If the variance
increases, the minor projection is always the most sensitive. On the other hand, if the variance
decreases, the principal projection is mostly the most sensitive, but not always if the pre-change
correlation is high (& 0.87). In total, this gives a slight edge to the minor projection.
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Proposition 3. Let µ1 = µ2 = 0, a12 = 1, and either a11 = 1 and a22 = a 6= 1, or a11 = a and
a22 = 1, where a > 0 (one variance changes).
(i) For any |ρ| ∈ (0, 1) and a > 1 (variance increase), H2 > H1.
(ii) When |ρ| ∈ (0, 1) and a ∈ (0, 1) (variance decrease), H2 < H1 in most cases. The only
exception is if |ρ| ∈ (√3/2, 1) and a ∈ (0,
√
4ρ2 − 3), where H2 > H1.
For a change in correlation, the minor projection is the most sensitive in most cases. Only if
the correlation changes direction and becomes stronger is the principal projection more sensitive.
Proposition 4. Let µ1 = µ2 = 0, a11 = a22 = 1 and a12 = a 6= 1 such that (1) holds (the
correlation changes). Then H2 > H1 for any |ρ| ∈ (0, 1) and a > −1.
4 Exploring higher dimensions
In the two-dimensional case, we saw that which projection is the most sensitive depends both on
the change (µ1,Σ1) as well as the pre-change correlation matrix Σ0. For higher dimension D,
solving inequalities like above for all the parameters in (Σ0,µ1,Σ1) quickly becomes extremely
tedious. Therefore, we use simulation to obtain Monte Carlo estimates E[Hj(Σ0,µ1,Σ1)] in
stead, where we vary which parameters that change, the size of the changes and the sparsity of
the change (the number of dimensions that change). Let ρi,d for i 6= d denote the off-diagonal
elements of Σ0, µd be the d’th element of µ1, and σd be the d’th diagonal element of Σ1. Then
our simulation protocol to get such estimates is as follows:
1. Draw a correlation matrix Σ0 uniformly from the space of correlation matrices by the
method of Joe (2006) (clusterGeneration::rcorrmatrix in R).
2. Draw a change sparsity K ∼ Unif{2, . . . , D}.
3. Draw a random subset D ⊆ {1, . . . , D} of size K.
4. Draw an additive change in mean µ ∼ Unif(−3, 3), and set µd = µ for d ∈ D, while
Σ1 = Σ0.
5. Draw a multiplicative change in standard deviation σ ∼ 12Unif(1/3, 1)+ 12Unif(1, 3) (equal
probability of decrease and increase in standard deviation) and set σd = σ for d ∈ D,
keeping the remaining parameters constant.
6. Draw a multiplicative change in correlation a ∼ Unif(0, 1) and change ρi,d to aρi,d for all
i 6= d ∈ D. The other parameters are kept constant.
7. For each of the three change scenarios 4-6, calculate Hj(Σ0,µ1,Σ1), j = 1, . . . , D.
8. Repeat 2-7 103 times.
9. Repeat 1-8 103 times.
Averaging the simulated Hj ’s yields estimates of E[Hj ], and we can condition on the type of
parameter that change and the change sparsity to see what the sensitivity is expected to be
for different classes of changes. (Note that we only consider decreases in correlation. This is
to avoid getting too many indefinite Σ1’s. If indefinite Σ1’s still occur, we find the closest
positive-definite one by the Matrix::nearPD-function in R and set the diagonal to 1.)
Figure 1 shows that the trend of the minor components being the most sensitive continues
for D = 20 and D = 100. This holds for changes in the mean, variance and correlation as well
as all the different change sparsities. From the quantile plots, however, observe that a lot of
variation is hidden in these averages, meaning that which projection is the most sensitive will
depend on the specific Σ0 and change (µ1,Σ1), as in the bivariate case.
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Figure 1. A summary of the sensitivity results obtained by the simulation protocol for
D = 20 for D = 100. a) Monte Carlo estimates of E[Hj ] for uniformly drawn changes in the
mean, variance and (decreases in) correlation, as well as uniformly drawn pre-change
correlation matrices Σ0. b) Same as a), but now the average sensitivity is conditional on the
sparsity of the change, rather than the type of parameter. c) 0.05, 0.25, 0.75 and 0.95
percentiles (the dashed lines, from bottom to top) of the distribution of Hj , together with
E[Hj ] (solid line). Note that the percentiles are over Σ0,µ1 and Σ1 simultaneously.
5 Concluding remarks
We have presented bivariate theory showing that the minor projection of PCA-rotated data
is usually the most sensitive to changes, especially if the change is sparse. Simulations also
confirm this to be the case on average for higher dimensions, but also that the sensitivity
strongly varies with the pre-change correlation matrix and the specific change. In future work it
will be interesting to exploit this knowledge about sensitivity for specific change detection tasks.
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A Appendix: Proofs
Before turning to the the proofs of the propositions in section 3, the expressions for the pre-
and post-change means and variances of each projection is needed. The normalized eigenvectors
(principal axes) and corresponding eigenvalues (variance in the data along a given principal axis)
of Σ0 are quickly verified to be
λ1 = 1 + ρ, v1 =
1√
2
(
1
1
)
λ2 = 1− ρ, v2 = 1√
2
(−1
1
) (2)
Note that which principal axis is the dominant one depends on the sign of ρ. If ρ is positive, v1
is the dominant one, but v2 is dominant if ρ is negative.
From the projections in (2), the parameters of the projections before and after a change can
be expressed as functions of the original correlation matrix and multiplicative change factors.
For the principal component, the original and changed variances become as follows, respectively.
o21 = 1 + ρ
c21 =
1
2
a211 +
1
2
a222 + a11a22a12ρ.
(3)
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The expressions for the variances of the minor component are identical up to one switched sign;
o22 = 1− ρ
c22 =
1
2
a211 +
1
2
a222 − a11a22a12ρ.
(4)
Observe that if ρ < 0, then o2 and c2 would be equal to o1 and c1 with positive ρ, and vice versa.
Thus, for ρ ∈ (−1, 1), the general expressions are obtained by replacing ρ with |ρ|. Lastly, the
changed mean components are given by
m1 =
1√
2
(µ1 + µ2)
m2 =
1√
2
(µ1 − µ2).
(5)
We first prove Proposition 1 for changes in the mean.
Proof of Proposition 1. Let p1(x) = N(x|0, o21), q1(x) = N(x|m1, o21), p2(x) = N(x|0, o22) and
q2(x) = N(x|m2, o22), where mi, oi are as in (3), (4) and (5), with ρ replaced by |ρ| as noted
above. The Hellinger distances between the distributions before and after a change along each
principal axis is given by
H2j = H
2(pj , qj) = 1− exp
{
− 1
8o2j
m2j
}
.
Then some algebra results in the inequality we needed to prove;
H2 > H1
(1 + |ρ|)(µ1 − µ2)2 > (1− |ρ|)(µ1 + µ2)2
|ρ|(µ1 − µ2)2 + µ1µ2(2|ρ| − 4) > 0
(µ1 − µ2)2 > µ1µ2(4/|ρ| − 2).
From this inequality, the three special cases (i), (ii) and (iii) are immediately given.
In the proofs concerning changes in the covariance matrix, we will make use of the following
lemma. It reduces the inequality of Hellinger distances to a simpler inequality of ratios of
variances.
Lemma 5. Let p1, q1, p2, q2 be 0-mean normal distribution functions with variances σ2p1 , σ
2
q1 , σ
2
p2
and σ2q2, respectively. Furthermore, let
log rj =
∣∣∣∣∣log σ
2
qj
σ2pj
∣∣∣∣∣ , j = 1, 2.
Then H(p2, q2) > H(p1, q1) if and only if log r2 > log r1.
Proof. First observe that when the means are 0 we can write the Hellinger distance between two
normal distributions as the following.
H2(p, q) = 1−
(
2σpσq
σ2p + σ
2
q
)1/2
= 1−
√
2
(
σp
σq
+
σq
σp
)−1/2
= 1−
√
2
(
σ2p
σ2q
+
σ2q
σ2p
+ 2
)−1/4
.
8
This gives us the inequality
H(p2, q2) > H(p1, q1)
σ2p2
σ2q2
+
σ2q2
σ2p2
>
σ2p1
σ2q1
+
σ2q1
σ2p1
.
By setting r2 = σ2p2/σ
2
q2 and r1 = σ
2
p1/σ
2
q1 , the inequality can be written as
r2 + r
−1
2 > r1 + r
−1
1 .
Now assume first that r1, r2 > 1, i.e., σ2pj > σ
2
qj . Then we see that
r2 + r
−1
2 > r1 + r
−1
1
r2 − r1 + r1 − r2
r1r2
> 0
(r2 − r1)
(
1− 1
r1r2
)
> 0.
By the assumption that r1, r2 > 1, this inequality holds if and only if r2 > r1.
Finally, note that by interchanging σ2pj and σ
2
qj , the same result is obtained when σ
2
qj ≥ σ2pj .
Thus, to make the result hold in general, we can set
rj = exp
{∣∣∣ log σ2qj
σ2pj
∣∣∣} , j = 1, 2,
which is an expression for the ratio between variances where the largest of the variances is always
in the numerator. Therefore we get that log r2 > log r1 is equivalent to H2 > H1.
The rest of this article contain the individual proofs of the remaining propositions in the
main body of the text.
Proof of Proposition 2. When assuming that a12 = 1 and a11 = a22 = a 6= 1, we get that
log r2 =
∣∣∣∣log a2/2 + a2/2− |ρ|a21− |ρ|
∣∣∣∣ = | log a2|,
and
log r1 =
∣∣∣∣log a2/2 + a2/2 + |ρ|a21 + |ρ|
∣∣∣∣ = | log a2|.
Hence, by arguments similar to the proof of Lemma 5, we see that H2 = H1 no matter what |ρ|
or a is.
Proof of Proposition 3. Using the formulas for the variances of the projections (3) and (4), the
inequality we have to study according to Lemma 5 becomes the following,∣∣∣∣log a2 − 2a|ρ|+ 12(1− |ρ|)
∣∣∣∣ > ∣∣∣∣log a2 + 2a|ρ|+ 12(1 + |ρ|)
∣∣∣∣∣∣∣∣log [ (1− a)22(1− |ρ|) + a
]∣∣∣∣ > ∣∣∣∣log [ (1− a)22(1 + |ρ|) + a
]∣∣∣∣ . (6)
First, we have to find out the sign of the expressions inside the absolute values for each a and
|ρ|. For the left-hand side, we get
(1− a)2
2(1− |ρ|) + a = 1
a = 1 and a = 2|ρ| − 1.
9
Thus, for a > 1 and a < 2|ρ| − 1, the left-hand side is positive, while negative in between. For
the right-hand side, the expression inside the absolute value signs are positive for a > 1 and
a < −(1+2|ρ|). Since a > 0, however, the relevant root for the right-hand side is only a = 1. In
total, this gives us three regions of (a, |ρ|)-values to check inequality (6): a > 1 and |ρ| ∈ (0, 1),
a ∈ (2|ρ| − 1, 1) and |ρ| ∈ (0, 1), and a ∈ (0, 2|ρ| − 1) and |ρ| ∈ (1/2, 1).
a > 1 and |ρ| ∈ (0, 1): The absolute value signs can now be dissolved, so that inequality (6)
becomes
(1− a)2
(1− |ρ|) >
(1− a)2
(1 + |ρ|) .
Since |ρ| ∈ (0, 1), we see that the inequality holds for any a > 1. Hence, H2 > H1 in this
scenario; when the variance increases.
a ∈ (2|ρ| − 1, 1) and |ρ| ∈ (0, 1): In this case, inequality (6) becomes
(1− a)2
(1− |ρ|) <
(1− a)2
(1 + |ρ|) .
I.e., it does not hold for any of the a’s or |ρ|’s within the relevant region. Note that when
|ρ| < 1/2, a is kept between (0, 1).
a ∈ (0, 2|ρ| − 1) and |ρ| ∈ (1/2, 1): Now we get the inequality
(1− a)2
2(1− |ρ|) + a >
(
(1− a)2
2(1 + |ρ|) + a
)−1
,
which is equivalent to
a4 − a2(4ρ2 − 2) + 4ρ2 − 3 > 0. (7)
The roots of the function on the left-hand side are a = ±1 and a = ±
√
4ρ2 − 3, but the only
relevant root for a ∈ (0, 2|ρ| − 1) and |ρ| ∈ (1/2, 1) is a0 :=
√
4ρ2 − 3.
Next, for |ρ| < √3/2 the root a0 moves into the complex plane, and the function on the
left-hand side of (7) is always less than 0 for the relevant a’s. I.e., H2 < H1 in this case. If
|ρ| > √3/2, on the other hand, then (7) holds for a ∈ (0, a0), but not for a ∈ (a0, 2|ρ| − 1).
Proof of Proposition 4. In this scenario, the inequality to check due to Lemma 5 and expressions
(3) and (4) is ∣∣∣∣log 1− a|ρ|1− |ρ|
∣∣∣∣ > ∣∣∣∣log 1 + a|ρ|1 + |ρ|
∣∣∣∣ . (8)
To dissolve the absolute value signs we first have to see for which values of a and |ρ| the
expressions inside are positive or negative. It is easily verified that the expression inside the
left-hand side absolute value is positive for a < 1, while the right-hand side is positive if a > 1,
both being negative otherwise.
First assume that a < 1. Then inequality (8) becomes
1− a|ρ|
1− |ρ| >
1 + |ρ|
1 + a|ρ|
1− (aρ)2 > 1− ρ2
a2 < 1
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Hence, a ∈ (−1, 1) yields H2 > H1. On the other hand, if a > 1, we obtain
1− |ρ|
1− a|ρ| >
1 + a|ρ|
1 + |ρ|
a2 > 1,
which is always true. Thus, in total, H2 < H1 only if a < −1.
11
