We discuss some practical aspects of measuring the variability amplitude of faint and distant active galactic nuclei (AGN), characterized by sparsely sampled lightcurves and low statistic. In such cases the excess variance, commonly used to estimate the intrinsic lightcurve variance, is affected by strong biases and uncertainties since it represents a maximum likelihood variability estimator only for identical/normal distributed measurements errors and uniform sampling. We performed realistic Monte Carlo simulations of AGN lightcurves, reproducing both the sampling pattern and measurement errors typical of multi-epoch deep surveys, such as the XMM-Newton observations of the Chandra Deep Field South (CDFS), or assuming different sampling patterns that may characterize long surveys with sub-optimal observing conditions. We used the results to estimate our ability to measure the intrinsic source variability as well as to constrain the observing strategy of future X-ray missions studying distant and/or faint AGN populations.
1. INTRODUCTION Active Galactic Nuclei (AGN) are characterized by large amplitude and rapid variability, especially in the X-ray band, which is probably originating in the inner regions of the accretion disk and the hot corona. One of the most common tools for examining AGN variability is the Power Spectral Density Function (PSD). Early attempts to measure the AGN X-ray PSDs showed that they have a power-law like shape with a slope of ∼ 1.5 (Green et al. 1993; Lawrence & Papadakis 1993 ). This result is indicative of a scale-invariant red-noise process, on timescales ranging from a few hours to years, with no evidence of periodicities.
In recent years it has become increasingly clear that there exists at least one characteristic timescale in the AGN X-ray PSDs. This timescale reveals itself in the form of "frequency breaks" (ν br ) in the PSD, where the slope changes from a value of ∼ −1 below the "break", to ∼ −2 at frequencies higher than ν br (see e.g. Markowitz et al. 2003) . In at least one case, namely Ark 564, a second break, where the slope changes from ∼ −1 to zero, is also detected McHardy et al. 2007 ). These time scales may be linked to the characteristic disk time scales like the dynamical, thermal or viscuous timescale, and appear to correlate with the BH mass and accretion rate (McHardy et al. 2006; Koerding et al. 2007 ). Thus variability measurements represent a tool to investigate both the physics of the accretion process, as well as the fundamental parameters (M BH ,ṁ) of the active nucleus.
So far, our knowledge of the X-ray variability properties of AGNs is mainly based on the study of a few nearby, X-ray bright objects, which have been monitored extensively with RXTE over many years, and for which there also exist day-long, high signal-to-noise (S/N) XMMNewton light curves. At the same time, deep multicycle surveys (e.g. Alexander et al. 2003; Brunner et al 2008; Comastri et al. 2011; Xue et al. 2011 ; also see Brandt & Hasinger 2005 and references therein), have been accumulating observations of intermediate and high (z > 0.5) redshift AGN, thus offering the opportunity to explore AGN variability at high redshift as well. However, due to the sparse sampling, and the low flux of most AGN detected in these surveys, it is not possible to use PSD techniques to study the variability properties of these objects. For that reason, a different statistic, namely the excess variance (Nandra et al. 1997; Turner et al. 1999; Edelson et al. 2002) has been used to parametrize the variability properties of the high redshift AGN (Almaini et al. 2000; Paolillo et al. 2004; Papadakis et al. 2008) .
Strictly speaking, the excess variance is a maximum likelihood estimator of the intrinsic light curve variance only in the case of uniform sampling and identical and normally distributed measurement errors (Almaini et al. 2000) . A detailed discussion of the statistical properties of the excess variance and its performance in the case of red noise PSDs of various slopes and "break" frequencies, and of different S/N ratios, can be found in Vaughan et al. (2003) . These authors however considered the case of continuously sampled data only, such as those provided by long XMM observations of nearby AGNs. Instead, in deep multi-cycle surveys, the effects of sparse and uneven sampling must be taken taken into account when investigating the statistical properties of the excess variance.
The goal of this work is to investigate the performance of the excess variance as a measure of the intrinsic AGN variability. In particular, we consider sources similar to those observed in multi-epoch surveys and characterized by extreme sparsity, due to the observing strategy and orbital visibility of the targets. We measure the bias and the expected scatter of the excess variance measurements, and we investigate the dependence of the bias on the sampling pattern and gap length, as well as on the S/N ratio of the light curve. We believe that our results will be useful to researchers who wish to study the variability properties of high redshift AGN (an area which is still largely unexplored), as well as to understand the possible limitations of the existing data, and to correct (in a statistical sense) for some effects that the uneven sampling introduces in the estimation of the intrinsic variability. Finally, our results could be of use in the determination of the optimal observing strategy either for future surveys with the current X-ray satellites or for future X-ray missions.
The paper is organized as follows: in §2 we define the variability estimator; in §3 we describe the Monte Carlo simulations of AGN lightcurves both reproducing the pattern of the XMM-Newton observations of the CDFS and further testing more favorable observing strategies. The applications to future X-ray surveys are presented in §5 while our results are discussed in §6.
NORMALIZED EXCESS VARIANCE
The variability of accreting systems is usually investigated through the use of the PSD, which gives the light curve variance per Hz at each temporal frequency. AGN exhibit a power-law PSD, as S(f ) ∝ f −β , where S(f ) is the power at frequency f , with slopes usually in the range 1 β 2. A proper derivation of the PSD (or of the lightcurve variance, see below) is intrinsically difficult: extrapolations from any single realization can be misleading due to the stochastic nature of any red-noise lightcurve (see discussion in Vaughan et al. 2003) . For real data this task is further affected by the signal-tonoise ratio of the data, the finite length of the observation and by the sampling pattern.
The analysis of present day light curves of distant AGNs is difficult since these sources are usually serendipitously detected in deep surveys. As a result, their light curves are characterized by low signal-to-noise ratio as well as sparse sampling. In such cases, instead of trying to derive the PSD, it is easier (and often only possible) to estimate the total light curve variance using the so called excess variance, which is defined as (Nandra et al. 1997) :
where x i and σ err,i are the count rate and its error in i-th bin, x is the mean count rate , and N is the number of bins used to estimate σ 2 N XS . With this normalization we are able to compare excess variance estimates derived from different segments of a particular lightcurve or from lightcurves of different sources. The statistic σ 2 N XS is an estimate of the (squared) fraction of the total flux per bin that is variable, corrected for the experimental noise. According to the Parseval theorem, the contribution to the intrinsic variance due to variations between the shortest and longest time scales sampled, which σ 2 N XS measures, should be roughly equal to the integral of the intrinsic PSD between the shortest and longest frequencies sampled.
The error 7 on σ 2 N XS , asymptotically for large N , is given by the variance of the quantity (
As mentioned earlier, the performance of the excess variance, under various intrinsic PSD models, in the case of evenly sampled light curves has already been investigated by Vaughan et al. (2003) ; here we intend to explore instead the performance in case of sparse sampling and low S/N. We also point out that if each point in the lightcurve has equal weight, then σ 2 N XS is indeed a maximum-likelihood estimator of the lightcurve variance. This is not true anymore in cases where the errors differ significantly from point to point, and a numerical approach is needed in order to obtain the maximumlikelihood estimate of the intrinsic variance (see details in Almaini et al. 2000) . We will explore this case as well in the following sections.
3. MONTE CARLO SIMULATIONS OF AGN LIGHTCURVES 3.1. The algorithm and the simulated CDFS light curves In order to quantify the bias and the uncertainty of the excess variance as an estimator of the intrinsic source variance in the case of very unevenly sampled light curves of faint sources, we performed Monte Carlo simulations modifying the original code of Timmer & Koenig (1995) , that generates red-noise data with a power law PSD, in order to reproduce the real data extraction process including filtering and background subtraction. We simulated, for each AGN, the actual lightcurve measurement: we first create an intrinsic AGN lightcurve with the above algorithm, following the appropriate PSD. Then we add to the AGN count rate, in each time bin, the contribution from the expected background, randomly adding Poisson fluctuations to both terms. A second local background estimate is also generated (including again Poisson fluctuations), and then subtracted from the AGN, as done in real data.
In order to account for the effect of red noise leak, which transfers power from low to high frequencies, we generate lightcurves which are 5 times longer than the largest timescale sampled by the data, and extract a segment of the required length. We verified that extending the simulated lightcurves further does not significantly changes our results, while increasing considerably the processing time. Table 1 , reproducing a continuous sampling (black crosses) and the sampling pattern of the XMM-Newton observations of the CDFS (red circles). Mean count rate and excess variance estimates refer to the particular simulation extracted from a set of 5000 simulations.
In order for our experiment to be as close as possible to reality, we performed Monte Carlo simulation of AGN lightcurves assuming the sampling pattern and uncertainties of the XMM-Newton observations of the CDFS. In particular we take into account only the first 1 Ms observations, taken between 2001 and 2002, to study a worst-case scenario before discussing, in the next sections, more favourable ones. As a starting point, we simulated red-noise lightcurves with intrinsic count rate and variance of one of the brightest AGN observed by XMMNewton in the CDFS (source id 68 from Giacconi et al. 2002) at z ∼ 0.54, using as input the set of parameters reported in Table 1 . The source has a soft (and hard) flux of ∼ 5 × 10 −14 erg/s/cm 2 , i.e. we expect 10-20 of these sources per square degree, according to, e.g. Hasinger et al. (1993) ; Luo et al. (2008) . Compared to other bright AGNs in the field, this source has the advantage of being fairly isolated and thus its flux and variability can be robustly estimated. We explore PSD slopes ranging from 1 to 3; in the following we are going to show the results for simulations with β = 1.5, but we will discuss the results in all the other cases as well. Fig. 1 shows an example of a simulated lightcurve: the red points highlight the sampling pattern of the XMMNewton observations, compared to the whole underlying lightcurve. The first group of points corresponds to the two observations of July 2001 with an effective exposure, after filtering high background periods, of ∼ 80 ks and the second (with more data points) to the six observations of January 2002 for an additional 900 ks. The whole simulated lightcurve with continuous sampling (black crosses) thus spans ∼ 1.5×10 7 sec, i.e. about 6 months, out of which the actual XMM-CDFS observations (red circles) sample ∼ 9.8 × 10 5 sec (∼ 11 days). This type of observing pattern is driven primarily by the typical scheduling requirements of deep multi-cycle campaigns, and thus represents a recurring, although undesirable, observing scheme which has been the only available to astronomers until the 2009 extended XMM observing campaign of the CDFS (Comastri et al. 2011) . The figure also reports the mean count rate and excess variance measured over the whole lightcurve and over the intervals sampled by the XMM observations, for this specific realization. As discussed in more detail below, when sampling the whole lightcurve the measured values reproduce the input parameters, while in the case of sparse sampling we obtain biased results.
3.2. The distribution of σ 2 N XS in the case of sparsely sampled light curves In Fig. 2 we present the excess variance distribution of a set of 5000 simulations of sparsely sampled lightcurves such as the one shown in Fig.1 , for the case of an intrinsic PSD with power-law slope β = 1.5 (solid line). The dashed line in the same figure represents instead the distribution of the maximum likelihood variance estimator as proposed by Almaini et al. (2000) . The vertical dot dashed line in Fig.2 marks the intrinsic variance (σ 2 intrinsic = 0.042, i.e. 20.5% r.m.s.). Although the errors on each point of the lightcurve are not identical, the sample distribution of the variance measured through the numerical estimate of Almaini et al. (2000) does not differ much from the distribution of the excess variance, at such count rate levels. Both distributions in fact are highly peaked at values smaller than the intrinsic source variance. The median value of the σ 2 N XS distribution is listed in Table 2 for simulations with (1) continuous sampling, (2) sparse sampling, (3) sparse sampling using the maximum-likelihood estimator and (4) correcting for the true mean count rate. The lower and upper quartiles of the distribution within Fig.1 , reproducing the sampling pattern of the XMM-Newton observation of the CDFS (solid black line), compared to the expected input value (vertical red line). The dotted red line represents the same distribution corrected for the true intrinsic mean count rate (see discussion in the text), while the maximum likelihood approach is shown by the dashed blue line. The σ 2 NXS distribution for a continuous sampled lightcurve is not shown here since it is an extremely narrow distribution peaked on the intrinsic value of the variance.
90% are in brackets. Both the maximum likelihood and σ 2 N XS are thus "biased" estimators of the intrinsic source variance. In addition, both distributions are very broad, and highly skewed towards large positive values. Clearly, an individual measurement of neither σ 2 N XS nor its maximum likelihood equivalent, can be considered as a reliable estimate of the intrinsic source variance. We also note that using Eq.2 the median error on σ 2 N XS is equal to ∼ 0.006 , i.e. the formal error tends to underestimate the true scatter and does not account for the asymmetry of the distribution, as it does not include the effect of the sparse sampling. As shown in Table 2 , in case of continuous sampled AGN lightcurve, as expected the distribution of σ 2 N XS is quite narrow and strongly peaked to the intrinsic source variance. Very similar results are found also assuming different index β of the power-law PSD.
We conclude that the sparse sampling does indeed results in a biased distribution of the excess variance, and increases the "uncertainty" on each individual value. Using a sparse sampling pattern the variance of the lightcurve is underestimated, mainly because each realization badly reproduces the intrinsic mean count rate; in fact the value derived from the sparsely sampled data will always be closer to the sampled points than the true mean, thus minimizing the variance 8 . To demonstrate this point, we fixed the average count rate x in Eq. (1) to its intrinsic value, finding that in such case the mean output variance approaches on average the input value (see Table 2 and dotted red line in Fig. 2 ), while still retaining the large scatter.
3.3. The σ 2 N XS bias 8 Note that while the mean count rate that we measure for each individual realization of the sparsely sampled lightcurves is biased, and thus minimizes the variance, its distribution over the entire set of 5000 simulations peaks at the expected input value. The numerical experiment we discussed above can be used in principle to correct the measured variances, in order to retrieve the true intrinsic value. To this end, for each of the 5000 simulated lightcurves we computed the ratio between the intrinsic variance σ 2 in and the actual excess variance measured for the particular simulated lightcurve σ 2 sim . The sample distribution of this ratios is plotted in Fig. 3 . This distribution has a large scatter and it is highly asymmetric, due to the large scatter and highly skewed nature of the σ 2 sim distribution itself. For about 25% of the simulated light curves this ratio is ≤ 1, but for the majority of them it is > 1. We can then define the "median bias" of the estimated excess variance, which in essence indicates the correction factor that is needed to retrieve the intrinsic variance, as follows:
where med(σ 2 sim ) is the median of the σ 2 sim distribution. This definition of the bias is similar to the Almaini et al. (2000) definition, although in the latter case, the authors defined the bias using the standard deviation instead of the variance of the lightcurve. They used an average correction factor using lightcurves spread over periods from 2 to 14 days, in the range 1-1.34 with the largest values for the faintest QSO with only two widely spaced temporal bins. In the case of the sampling pattern reproducing the XMM-Newton observations of the bright source n.68, we derived b = 1.8 for β = 1.5. We also calculated the bias values for different intrinsic power spectra, finding that the bias changes for different slopes but in all the cases the intrinsic variance is 2 times larger than the median excess variance σ 2 sim that we measure from the sparse lightcurves (see Table  2 ).
If the bias was know a priori, it could be used to rescale the measured excess variance, and correct for the effects of both the red noise leak and sampling pattern in the measurement of this quantity. However, the bias of the individual realizations has a large scatter due to the large and strongly asymmetric σ ous works. The bias factors shown in Table 2 are median values over 5000 simulations while the individual excess variances can differ much more from the intrinsic variance. Therefore, given the large and skewed distribution shown in Fig. 2 , the bias on individual lightcurve can be 2-3 times higher than the one estimated using Eq. 3 and the extreme care must be employed when inferring the variability parameters from single observations of AGN with such extreme sampling patterns.
4. WHAT AFFECTS THE OBSERVED VARIABILITY BIAS? 4.1. Bias Dependence on the source flux As discussed in the previous section, strongly unevenly sampled lightcurve produces a biased estimate of the intrinsic lightcurve variance. Such bias derives mainly from the inability of our data to constrain the average source flux due to the red noise character of the AGN PSD, which implies larger power at lower frequencies. More importantly, a sparse sampling produces a wide excess variance distribution, indicating that each individual measurement could differ significantly from the intrinsic variance, even if an average correction is applied to our measurement.
Obviously we expect a dependence of the bias and its scatter on the source flux as a result of the white noise introduced by Poisson fluctuations. To estimate such effects, we simulated lightcurves assuming different average count rates, corresponding to fluxes smaller than the one of the source 68, as is the case for the bulk of the AGN population detected in the CDFS. Table 3 .2 shows the bias dependence on the source flux, in case of the XMM-CDFS observation pattern, fixing the PSD slope β = 1.5. The excess variance is the median of the distribution based on a set 5000 simulations while the bias is estimated using Eq. 3 with the errors coming from the 90% upper and lower quartiles of the excess variance distribution. Conversion factors from counts to fluxes were calculated assuming a power law spectrum with α ph = 1.4 and n H = 8 × 10
19 cm −2 . The excess variance estimates and bias factor do not change significantly with the source flux down to count rates of ∼ 0.005 cnt/s (which correspond to a S/N ratio per bin of 3.4 given the assumed XMM background), while the width of the excess variance distribution increases. At lower S/N levels the bias increases up to a point where we are not able to detect variability anymore, since the excess variance distribution is wide and the median value becomes negative. We verified that the results do not depend on the specific value of β that we use.
This result suggests that a minimum S/N ratio per bin 1.5 − 2 is advisable for estimating the intrinsic excess variance in case of sparse sampled ligthcurves. Moreover we verified that the same bias is observed when using the maximum-likelihood approach proposed by Almaini et al. (2000) , for all the considered S/N ratios. Note that in the low count regime the Almaini approach cannot predict a negative intrinsic variance by construction and thus yields a ML value of 0.
Bias Dependence on the Gap Length
Apart from such dependence on sampling pattern and source flux, we expect that the bias will change as a function of the gap length. To test this effect on the intrinsic variance estimator, we simulated AGN lightcurves with the total exposure time of the XMM-CDFS observations (440 ks) sampled by two blocks of observations of 220 ks each, using the input parameters shown in Table 1 . The temporal gap between the observations ranges from the extreme case of ∼ 7 months, similar to the gap in the XMM-CDFS pattern, to the more favourable case of ∼ 6 days. Table 4 summarizes our results, where the excess variance and bias estimates are as before the median of the distribution based on a set of 5000 lightcurves simulations, fixing β = 1.5, while the bias is estimated using Eq. 3 and the errors are derived from the quartiles errors of the σ 2 N XS distribution. As expected both the median bias and the width of the excess variance distribution increase with increasing gap length; the same trend is observed assuming different power-law slope values.
Thus again, as discussed in §3 for the XMM sampling pattern, because of the large uncertainties associated to the excess variance estimate, each individual lightcurve measurement yields an extremely poor estimate of the intrinsic source variability, and such uncertainties increases as a function of the gap length, as shown by the errors in Table 4 . In such cases the only way to make a more robust estimate is to collect repeated observations of the same source, in order to lower the statistical uncertainties (assuming that the process producing the variability is stationary). Alternatively large samples of sources may provide a less biased ensemble estimate, assuming that the underlying PSD is similar for all sources.
Ensemble Excess Variance Estimate
A collection of several observations of the same source or a large sample of AGN may produce a less biased estimate of the AGN variability under some particular assumptions (stationary variability process or same PSD for all AGN). In order to verify how reliably we can constrain the source variance through repeated/multiple observations, we binned the 5000 simulated excess variances obtained by using the XMM pattern as described in §4.1, in groups of 5, 10, 20, 50-points. For each bin we estimated the mean excess variance and its standard deviation. The distributions of the 5, 10, 20 and 50-points binned mean-σ 2 N XV and of its standard deviation are shown in Fig. 4 for a count rate of 0.1 cnt/s and β = 1.5.
The resulting mean-σ 2 N XV distributions do not peak on the intrinsic variance, as the individual realizations are anyway biased due to the sparse sampling. However, these distributions are now more symmetric and roughly Gaussian. A Kolmogorov-Smirnov test performed on the 5, 10, 20 and 50-points mean-σ 2 N XV distributions indicates that only for the 5-points grouping we can reject the hypothesis of Gaussian distribution at > 95% level. Furthermore if we compare the standard of the binned distributions in the upper panel of Fig.4 (whose values are shown in the inset as the errors) to the scatter of the individual realizations in each of the n=5,10,20 and 50 points bins, we find that such scatter (divided by √ n − 1) is on average representative of the uncertainty on the binned mean-σ 2 N XV ; in fact the error in the upper panel is equal to the mean value of the distribution in the lower panel (due to the central limit theorem). In practice this means that when binning our data, we can estimate the uncertainty on each mean-σ 2 N XV simply from the scatter of the individual points composing each bin. According to the results described in §4.1, we expect that the spread of the distributions of mean excess variances increases with the decreasing source flux. In fact, down to count rates of ∼ 0.005 cnt/s (S/N=3.4), the 10, 20 and 50-points mean-σ 2 N XV distributions are still Gaussian but the errors rise such as the discrepancy between the median values of the mean-σ 2 N XV distributions and the intrinsic variance. We verified that this trend does not depend on β. These results imply that if one bins together 10, 20 or 50 excess variances estimated for a moderately bright AGN sample, then the corresponding binned mean σ 2 N XV is roughly a Gaussian variable, and the associated uncertainty is equal to the scatter of the individual binned σ 2 N XV , divided by √ n − 1, irrespective of β. However at low fluxes (count rates < 0.002 cnt/s, S/N<1.4), the errors become dominant and the scatter on the mean excess variance is > 100% (see Fig. 5 ).
Similarly we expect a dependence of the average excess variances on gap length. To test such effect we applied the same binning method on 5000 simulated excess variances obtained by using the sampling pattern described in 4.2. For temporal gaps below ∼ 58 days, the mean-σ 2 N XV distributions obtained with the 5, 10, 20 and 50-points binning are Gaussian, while increasing the gap length up to ∼ 7 months, the 5-points mean excess variance distribution becomes not Gaussian at > 95%. As before the means of these distributions do not peat at the input variances (e.g. they are biased) and the discrepancy respect to the intrinsic variance increases with the temporal gap, as does the uncertainty on the mean values of the distributions.
Uniform and Progressive Sampling
In order to test more favourable scenarios, better suited to reduce the bias in AGN variability estimates, we generated two additional sets of lightcurves with the input parameters shown in Table 1 , and adopting different sampling patterns, which span the same maximum timescale as the XMM observations described in §3: schemes described above. We observe that the distributions are now more symmetric, and closer to Gaussian, than was the case for the original XMM pattern (Fig.1) . A regular sampling pattern also minimizes the median bias (b = 1.01(0.80, 1.32)) in the intrinsic variance estimates with a median σ 2 XN V consistent with the expected value, although the individual measurement still have uncertainties of ∼ 25%. For the progressive sampling the median bias is somewhat larger (b = 1.19(0.88, 1.80) ). as this sampling pattern favors short time scales, while the dominant contribution to the total variance is due to longer ones.
Clearly, if we consider a sparsely sampled lightcurve, the preferable observing scheme is thus a regular pattern with temporal gaps not much longer than the length of each observation. In this situation the observations can be used to estimate the intrinsic source variance even from single observations, although with significant uncertainties. The progressive sampling may be preferred if we intend to trace the whole PSD (as opposed to just the variance), but such measurements requires higher S/N ratios and repeated measurements to average over the intrinsic scatter of any stochastic process.
CONSTRAINS ON THE OBSERVING STRATEGY OF FUTURE X-RAY SURVEYS
Several missions have been proposed over the past few years to study high redshift AGNs; most of these are designed to have larger effective area than current Xray missions, wider Field-of-View and, depending on the planned orbit, lower background. For instance the International X-ray Observatory (IXO, Barcons et al. 2011) and its evolution Athena 9 , the Wide Field X-ray Telescope (WFXT, Murray et al. 2010 ), all represent missions capable of performing AGN surveys with higher speed than Chandra or XMM. The results discussed in §4.4 allows to explore the capabilities of such future Xray missions in the time domain. In particular we examine the expectations for deep, wide-area surveys, which will allow to probe the highest redshift and faintest AGN populations at the expense of a continuous temporal coverage.
To investigate the capabilities of such missions in measuring AGN variability, we present here the performance of a mission with 1 m 2 effective area, 1 sq.deg. FOV and the low background allowed by a low earth orbit, very similar to the WFXT design (Rosati et al. 2010) . This results in a large number of moderate and high redshift AGN (see e.g. Paolillo et al. 2010 ). We used a total observing time of ∼ 400 ks and we evaluated the performance that can be expected assuming a uniform sampling scheme similar to the one presented in §4.4. Figures 8 and 9 represent an example of a possible observing scheme for the survey, where observations of 50 ks each are spread evenly over ∼ 6 months and the corresponding excesses variance and bias distributions, respectively.
In order to verify the performance of such type of mission for faint AGN populations, we explored the dependence of the measured excess variance on different values of the source mean count rate. The results are summarized in Table 5 . The excess variance remains relatively small ( 20%) even at the lower count rate levels. Figure 8 ; with this observing strategy we are able to retrieve the intrinsic variance with an uncertainty of ∼ 25%.
Compared to the case discussed in §3 however, we are now able to detect variability at flux levels 10 more than one order of magnitude lower than XMM, using approxi- 3(0.6, 6.9) mately the same observing time, thus allowing variability studies for hundreds of AGNs per square degree. Such good performances are due in part to the larger effective area, and in part to the low background made possible by the considered low-earth orbital configuration.
6. DISCUSSION AND CONCLUSIONS In this paper we discussed the performance of current and future deep survey X-ray missions in the time domain and their ability to measure AGN variability, using realistic simulations that reproduce the real data properties.
We show that the excess variance is a biased estimator of the intrinsic lightcurve variance in sub-optimal observing conditions, such as those characterizing the 2001-2002 XMM-Newton observation of the CDFS. The same bias is observed when using alternative estimators of the intrinsic lightcurve variance, as suggested by, e.g., Almaini et al. (2000) . In fact we find that when the sampling pattern is very sparse, the intrinsic variance of the lightcurve is underestimated, mainly because each realization badly reproduces the intrinsic mean count rate.
Due to the red noise nature of the AGN PSD, this bias strongly depends on the temporal gaps between observations on the longest timescales, while it is less sensitive to the detailed distribution of the data points on short timescales. Furthermore, for a fixed sampling pattern, the bias does not change with the source flux as long as the S/N ratio per bin is 1.5; for lower values we are hardly able to detect variability at all, due to the increasing contribution of Poisson noise to the total variance. We then suggest as rule of thumb, to use sources with a S/N ratio per bin above 1.5-2, in estimating the intrinsic variance for sparse sampled lightcurves. We further verified that the bias depends only mildly on the power-law PSD index, with a peak for β = 1.5, and anyway remains below 2 for all slopes tested here.
While in principle we can use simulations, such as those described here, to correct the measured quantities and estimate the intrinsic variance, we point out that the uncertainties on the bias factor can be very large in the case of irregular sampling, and the bias distribution is very asymmetrical, so that each individual lightcurve yields a very poor estimate of the intrinsic AGN properties. On the other hand we showed that binning together excess variances in groups of 10, 20 and 50 points, produces mean values that are approximately Gaussian distributed and its uncertainty can simply be estimated from the scatter of the individual points composing each bin. These results are irrespective of the power law slope β, the temporal gap, and of the S/N, even if the the spread of the mean excess variance distributions increases with the gap length and with decreasing S/N.
Unevenly observing patterns as the ones discussed in §3 and §4, are often due to the scheduling requirements of deep multi-cycle campaigns; in order to show the benefits deriving from a proper observing strategy, we tested two regular observing schemes, which allow us to span the same maximum timescale as the XMM-Newton observation of the CDFS; we find that such schemes significantly reduce the bias in the excess variance estimates and produce more symmetrical distribution, with uncertainties that range from ∼ 100% down to ∼ 20% for the brightest sources. Uniform sampling patterns are those producing the best results, although different schemes sampling a larger range of timescales may be desirable to derive a full PSD.
Finally we showed that for future X-ray mission, a properly designed observing strategy may allow to measure variability for hundreds of sources per square degree. Such dataset would largely overlap with the spectroscopic sample (e.g. Gilli et al. 2011) , thus resulting thousand of AGNs with both temporal and spectroscopic informations. Since the individual variance estimates will still be affected by significant uncertainties, a large dataset will be essential in order to constrain the average timing properties of high redshift AGNs (provided that the AGN population shares the same intrinsic properties).
Several dedicated timing missions have also been proposed in the X-ray regime such as Lobster or LOFT (Feroci et al. 2010 ). In such cases the continuous monitoring ensures a sampling pattern very close to a continuous lightcurve yielding unbiased variability estimates with small uncertainties, thanks to the possibility to average out the scatter intrinsic to any stochastic process. This type of analysis however will be possible only for the brightest (and mostly nearby) sources due to the small angular resolution of such missions.
We want to stress that the simulations presented here do not include additional systematics, such as for instance vignetting and PSF variation across the FOV. The readers are then encouraged to explore their specific science cases using simulations that closely reproduce their specific sampling pattern, S/N ratio, background contamination etc. Furthermore, the observing strategy of future missions will likely be decided based on additional scientific requirements, such as the need to discover and trace transients with variable decay timescales, or to follow up observations made by observatories at other wavelengths (e.g. LSST), which may require to adopt strategies that are sub-optimal for AGN studies with respect to those discussed here.
