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Abstract: In this article, we consider the problem of simultaneous testing of hypotheses
when the individual test statistics are not necessarily independent. Specifically, we consider
the problem of simultaneous testing of point null hypotheses against two-sided alternatives
for the mean parameters of normally distributed random variables. We assume that con-
ditionally given the vector of means, these random variables jointly follow a multivariate
normal distribution with a known but arbitrary covariance matrix. We consider a Bayesian
framework where each unknown mean parameter is modeled through a two-component
’spike and slab’ mixture prior. This way, unconditionally the test statistics jointly have a
mixture of multivariate normal distributions. A new testing procedure is developed that
uses the dependence among the test statistics and works in a ’step-down’ manner. This
procedure is general enough to be applied for non-normal data. A decision theoretic justifi-
cation in favor of the proposed testing procedure has been provided by showing that unlike
many traditional p-value based stepwise procedures, this new method possesses a certain
’convexity property’ which makes it admissible with respect to a vector risk function that
captures the risks for the individual testing problems. An alternative representation of the
proposed test statistics has also been established resulting in great simplification in the
computational complexity. It is demonstrated through extensive simulations that for vari-
ous forms of dependence and a wide range of sparsity levels, the proposed testing procedure
compares quite favorably with several existing multiple testing procedures available in the
literature in terms of overall misclassification probability.
MSC 2010 subject classifications: Primary 62C15, 62F15; secondary 62C25, 62F03.
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1. Introduction
Over the past two decades and a half, there has been a growing need to do statistical inference on
large datasets involving a large number of parameters used in modeling those. Such datasets arise
1
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from modern genomic and astronomical experiments and various other fields like brain imaging,
medicine, economics, finance, meteorology etc. Individual inference on multiple problems lead to
errors which can accumulate to make the overall inference erroneous unacceptably often. This
necessitates adjustments due to multiplicity to be made to the individual procedures to make the
overall error of inference under bounds. Multiple hypothesis testing and the corresponding multi-
plicity adjustments have been extensively used statistical tools in recent times in the analysis of
large datasets. Thus multiple testing has been an area of very active research during this period.
Many different multiple testing procedures have been proposed in the literature so far, mostly with
the aim of controlling some overall measure of type I error at a predetermined level α ∈ (0, 1), the
most notable ones being the family-wise error rate (FWER) and the False discovery rate (FDR).
The FWER, defined as the probability of making at least one false rejection, is most popularly
controlled by the well-known Bonferroni correction. The FWER criterion turns out to be too
stringent when the number of hypotheses being tested is very large. A more pragmatic approach
would be to try to control the rate of erroneous rejections instead, which is measured by the FDR
and was introduced in Benjamini and Hochberg (1995). FDR is the expected proportion of erro-
neously rejected null hypotheses among all rejections occurred, the proportion being set to zero in
case of no rejection. Assuming that the test statistics are independent, Benjamini and Hochberg
(1995) demonstrated that a specific step-up multiple testing procedure controls the FDR at the
desired tolerance level α ∈ (0, 1). This procedure will henceforth be referred to as the BH method.
Following this seminal work, a number of other FDR controlling procedures have been proposed in
the literature. Some pertinent references are Benjamini et al. (2006), Benjamini and Liu (1999),
Benjamini and Yekutieli (2001), Blanchard and Roquain (2009), Gavrilov et al. (2009), Sarkar
(2002), Sarkar (2007), Sarkar (2008), Sarkar and Guo (2009), Storey (2002) and Storey et al.
(2004), among others.
Besides their proven ability to control some overall type I error measure, some such proce-
dures have also been shown to have some appealing theoretical properties when the test statis-
tics are independent. As for example, see Bogdan et al. (2011), Chi (2008), Finner et al. (2009),
Genovese and Wasserman (2002), Guo and Rao (2008), Lehmann et al. (2005) and Neuvial and Roquain
(2012), in this context. But, in practice, test statistics are often correlated. It is therefore nat-
ural to ask whether such nice theoretical properties continue to hold if the assumption of in-
dependence is violated and what are the effects of dependence on the performances of such
procedures. In a prominent line of research, some of these procedures and variations of them
have been shown to control some overall type I error measure under certain specific forms of
dependence such as “positive regression dependence on subsets”, “conditional dependence” or
“weak dependence”. See, for instance, Benjamini and Yekutieli (2001), Blanchard and Roquain
(2009), Guo (2009), Lehmann and Romano (2005), Romano and Shaikh (2006), Sarkar (2002),
Sarkar (2007), Sarkar (2008), Sarkar and Guo (2009) and Storey et al. (2004), among others.
However, these results do not ensure the same error controlling property in other forms of de-
pendence. In situations, when no specific assumption is made about the joint distribution of
the test statistics, Benjamini and Yekutieli (2001) proposed a certain modification of the BH
method which is commonly referred to as the Benjamini-Yekutieli (BY) procedure. The afore-
said method was shown to have the FDR controlling property at a given tolerance level α under
any arbitrary form of dependence, but this comes at the expense of the overly conservative nature
of this procedure, sometimes even worse than the classical Bonferroni procedure. It should be
noted that typical stepwise or fixed threshold approaches such as those cited above, are based
on p-values derived from the marginal distributions of the individual test statistics, and hence,
do not take into account the correlation between them. This may have an adverse effect on
the performances of these procedures, particularly, if the correlation is not weak. For example,
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Gordon et al. (2007), Klebanov and Yakovlev (2007), Qiu et al. (2005a), Qiu et al. (2005b) and
Qiu et al. (2007) showed that, in presence of strong or long range dependence as in microarray
experiments, the number of false discoveries and the number of false non-discoveries of standard
multiple testing procedures have unacceptably high variability and hence, they become very un-
stable. This is similar to the observations of Finner and Roters (2001), Finner and Roters (2002)
who pointed out that when test statistics are correlated, the expected number of false discoveries
of typical FWER or FDR controlling procedures need not be finite as the number of tests grows
to infinity. As a result, such testing procedures may become very unreliable under dependence.
See, also Owen (2005) in this context. Efron (2007) showed that failing to incorporate the depen-
dence may lead to inferences which are quite misleading especially in high correlation structures.
To sum up, traditional FDR or FWER controlling multiple testing procedures which disregard
the correlation between the test statistics may lead to too many erroneous decisions and thus loss
of efficiency. On the other hand, based on information theoretic arguments, Hall and Jin (2010)
opined that the presence of correlation can indeed be a “blessing” rather than a “curse” (as per-
ceived by many) since it provides more information about the uncertainty of the random observ-
able as compared to the case of independence. Therefore, through a careful exploitation of such
information, one may build better multiple testing procedures in terms of enhanced power. Similar
observations have been made by Benjamini and Heller (2007), Benjamini and Hochberg (2000)
and Genovese et al. (2006). The foregoing discussion highlights the importance of taking into
account the effect of correlation in deriving a multiple testing procedure when the test statistics
for the individual problems are dependent. Several works have appeared in the literature where
the dependence is factored in while deriving a multiple testing procedure. Notable references
include Efron (2007), Fan et al. (2012), Friguet et al. (2009), Guo et al. (2014), Leek and Storey
(2008), Pollard and van der Laan (2002), Romano et al. (2008), and Yekutieli and Benjamini
(1999), among others. However, a final answer to this problem is yet to come and the issue
remains an important and challenging open problem for researchers in this domain. One of the
main goals of this paper is to suggest a new procedure which directly takes into account the
dependence among individual test statistics and works under arbitrary forms of dependence.
It would be worth noting, as pointed out in Cohen and Sackrowitz (2005b) and Sun and Cai
(2009), that the major emphasis of research in multiple testing under dependence has been on
finding appropriate testing procedures which could control some overall type I error rate, while
questions of the decision theoretic validity (for example, admissibility) and optimality of such pro-
cedures have not been addressed adequately. Cohen and Sackrowitz (2005b), Dudoit et al. (2003)
and Finner and Strassburger (2002) strongly argued that investigating such properties is not only
essential for comparing their performances but is also important to obtain deeper insights about
their behaviors in such compound decision problems. A case in point is the performance of the cel-
ebrated BH method which was shown to possess several optimality properties assuming indepen-
dence of test statistics. See, for instance, Bogdan et al. (2011), Chi (2008), Finner et al. (2009),
Genovese and Wasserman (2002), Guo and Rao (2008), Lehmann et al. (2005) and Neuvial and Roquain
(2012) in this context. In contrast to that, Cohen et al. (2007), Cohen and Sackrowitz (2005a),
Cohen and Sackrowitz (2007) and Cohen and Sackrowitz (2008) showed that, in many commonly
occurring situations when test statistics are dependent, typical p-value based stepwise testing
procedures including the BH method, are inadmissible for testing against one and two sided
alternatives across a variety of loss functions. However, many of these procedures continue to
have some type I error controlling property under such set up. Motivated by this we also want
to study in this paper the decision theoretic aspect of multiple testing under dependence.
We want to study the problem of multiple hypothesis testing under dependence in the following
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context. Our modeling will be a Bayesian one and our theoretical investigations will be rooted in
decision theory. Suppose we have a vector X = (X1, . . . , Xn) of observations such that given the
vector θ = (θ1, . . . , θn) of unknown means, X has a multivariate normal N(θ,Σ) distribution,
where Σ is an n× n positive definite matrix which we assume to be known but is arbitrary. We
are interested in testing H0i : θi = 0 against H1i : θi 6= 0 simultaneously for i = 1, . . . , n. We
model the unknown θi’s is through the natural two-groups mixture prior and take as the overall
loss of a multiple testing rule as the additive loss which adds up the losses corresponding to each
individual test (see Section 2 for the details and motivation). This loss was first suggested by
Lehmann (1957a) and Lehmann (1957b) in the multiple testing literature. The optimal Bayes
rule obtained under this loss rejects a null hypothesis if its posterior probability falls below a
specified threshold. However, as commented in Xie et al. (2011), due to the complex form of the
posterior probabilities under such two-groups formulation, implementation of the optimal Bayes
rule would be computationally prohibitive, even if n is moderate. For the same reason, investiga-
tion of the risk properties of the Bayes rule and other multiple testing procedures becomes very
difficult. The present multiple testing problem was taken up in Xie et al. (2011) where they as-
sumed Σ to be a known positive definite matrix with short range dependence. As in our case, they
considered a hierarchical Bayesian framework where the individual θi’s were modeled through a
two-group point mass mixture prior and proposed a multiple testing procedure for the problem.
Their proposed methodology was shown to asymptotically control the marginal false discovery
rate (mFDR), defined as the proportion of the expected number of false discoveries to the ex-
pected number of discoveries. Their method performs well for the short range dependence case,
but is not expected to have similar performance in other forms of dependence. Hence, the scope
of application of their method is too restrictive. Chen and Sarkar (2004) proposed a Bayesian
analogue of the frequentist step-down procedures. Their proposed method consists of two steps:
the first step is to rank the null hypotheses according to an increasing order of their marginal
Bayes factors, and the second step is to proceed in the traditional step-down manner based on a
set of conditional Bayes factors. The marginal Bayes factor of each individual null hypothesis has
a one-to-one correspondence with the posterior probability of that corresponding null being true.
Hence, the step-down method due to Chen and Sarkar (2004) is also computationally very de-
manding in this context. Moreover, the aforesaid procedure, although intuitively very appealing,
does not have any formal decision theoretic justification in favor of its use. Hence, we intend to
develop a Bayesian testing procedure which is intuitive and easier to implement, which can fully
incorporate the correlation between the test statistics and has desirable theoretical properties
from decision theoretic viewpoints.
We propose in this article a novel Bayesian multiple testing procedure that works in a step-
down manner, henceforth referred to as the Bayesian Step Down (BSD) procedure. Our procedure
has several appealing features as a multiple testing procedure. Firstly, the BSD method fully uti-
lizes the dependence between the test statisticsX at every stage and is applicable under arbitrary
known covariance matrices. Most of the multiple testing procedures available in the literature do
not incorporate such information. Secondly, the BSD method can be applied and has desirable
performance (both theoretically and in simulations) under arbitrary form of dependence when
Σ is known. It may be recalled that some of the well known multiple testing procedures in the
literature are only meaningful for some special form of dependence, for example, positive regres-
sion dependence, among the test statistics. As a matter of fact, although the underlying testing
algorithm has been developed for the dependent normal means problem, it is a generic multi-
ple testing algorithm that can be applied to non-normal models also such as the multivariate-t.
Thirdly, and perhaps most importantly, unlike many other well known multiple testing proce-
dures such as the widely popular BH method, use of the BSD procedure can be justified based
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on decision theoretic considerations. Under our assumed setup, Matthes and Truax (1967) pro-
vided a certain convexity criterion which is both necessary and sufficient for a multiple testing
procedure to be admissible with respect to a vector loss function, where the component-wise
losses correspond to the usual 0− 1 loss function in the standard single hypothesis testing prob-
lems. Cohen et al. (2009) proposed a step-down testing procedure from a frequentist viewpoint,
which they referred to as the Maximum Residual Down (MRD) method. We observe that there
exists a close connection between the BSD method and the MRD method by showing a func-
tional relationship between the BSD statistics and the corresponding MRD statistics. Exploiting
this connection we are able to deduce the fact that for the present testing problem (2.1), our
proposed BSD method possesses the desirable convexity property, and is therefore admissible in
the sense described above. This provides an important decision theoretic justification in favor of
our proposed method. To the best of our knowledge, full-fledged optimality study of Bayesian
testing procedures (other than the Bayes rule under the additive loss) within such decision the-
oretic framework for multiple testing under dependence is new in the literature. We emphasize
here that the aforesaid admissibility property of the BSD method does not follow as a direct
consequence of that of the MRD procedure proved in Cohen et al. (2009). As will be evident
later in this paper that we need a general technique invoking some novel arguments to adapt
the basic architecture of the arguments in Cohen et al. (2009) in our context. This also makes
proofs of some results in Cohen et al. (2009) more explicit. As a matter of fact, it follows from
our arguments that any step-down multiple testing procedure based on a set of statistics which
are non-decreasing functions of the absolute values of the corresponding MRD statistics is also
admissible under the aforesaid vector loss function. This is a new fact that generalizes part of the
results of Cohen et al. (2009). Fourthly, our proposed methodology is easily implementable and
can avoid Markov Chain Monte Carlo type computations which can often be very demanding
from a computational point of view, specially when the number of tests n is very large. This is ex-
plained in more detail in the next paragraph. We also investigate the performance of our proposed
method through simulations based on different choices of Σ which cover various strong and weak
correlation structures. Our simulation results provide strong numerical evidence to show that,
for every choice of Sigma considered in our simulation study, the Bayes misclassification risk of
the proposed BSD method is considerably lower together with enhanced power as compared to
several existing multiple testing procedures (including the BH method) available in the literature.
We also provide an important and useful representation of the proposed BSD test statistics.
Using this representation at every stage of our proposed methodology, one only needs to find the
inverse of a certain sub-matrix of Σ and subsequent computation of all the BSD statistics for
the corresponding step becomes almost immediate on modern computing platforms, even if n is
large. This reduces the overall computational complexity of the BSD method by a large extent
and helps avoiding Markov Chain Monte Carlo type computations which can be very expensive
in high dimensional problems. Such a representation works for any form of the covariance matrix
Σ. This would be particularly very useful when Σ corresponds to an intraclass correlation and a
block (clumpy) dependence matrix. In particular, for the intraclass correlation model, we do not
even require inversion of any matrix and thus the BSD method can be applied for any arbitrarily
large n. Due to the functional relationship between the BSD statistics and the MRD statis-
tics, the aforesaid computational savings applies equally for the MRD method. This amounts
to huge computational savings for the MRD method compared to its original formulation as in
Cohen et al. (2009).
The organization of this paper is as follows. Section 2 gives our prior specification and the
motivation towards the development of the proposed Bayesian Step Down procedure. Section 2.1
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provides the formal description of our proposed methodology. Section 3 provides various theoreti-
cal results concerning the admissibility property of the BSD method. Equivalent representation of
the BSD statistics and associated results are given in Section 4. Performance of the BSD method
based on simulation studies for various choices of the covariance matrix Σ is presented in Section
5, followed by some concluding remarks in Section 6. Proofs of all the theoretical results of this
paper are presented in the Appendix.
2. Preliminaries and the Bayesian Step Down (BSD) procedure
As mentioned before, in the present paper, we consider the problem of simultaneous testing for
means of a set of jointly normal variables. Recall that we assume observing the vector X =
(X1, . . . , Xn) (obtained through some suitable transformation, if necessary) such that X|θ ∼
Nn(θ,Σ) where θ = (θ1, . . . , θn) is the vector of unknown means and Σ = ((σij)) is an n × n
known positive definite matrix with an arbitrary covariance structure. We are interested in testing
simultaneously
H0i : θi = 0 against HAi : θi 6= 0, for i = 1, . . . , n. (2.1)
Note that since Σ is known, without loss of generality, one may assume Σ to be the correlation
matrix of the Xi’s so that Xi ∼ N(θi, 1) for each i = 1, . . . , n. This is so since if
D =

σ11 0 0 . . . 0
0 σ22 0 . . . 0
...
0 0 0 . . . σnn
 , (2.2)
then letting U = D−1/2X we have U ∼ Nn(µ,Λ), where µ = D−1/2θ and Λ = D−1/2ΣD−1/2
is simply the correlation matrix of X. Therefore, testing H
′
0i : µi = 0 against H
′
Ai : µi 6= 0
simultaneously for i = 1, . . . , n, is equivalent to the original testing problem (2.1).
For modeling the θi’s, we adopt the same two-groups mixture framework as in Xie et al.
(2011). Towards that, for each i = 1, . . . , n, let us define an indicator variable νi which takes
the value 1 if and only if HAi is true and 0 otherwise. Here ν1, . . . , νn are unobservable. It is
assumed that νi
i.i.d.∼ Bernoulli(p) for some p ∈ (0, 1). The parameter p is interpreted as the
theoretical proportion of true alternatives. Given νi = 0, θi is assumed to follow the distribution
δ{0} degenerate at the point 0, while given νi = 1 it is assumed to have an absolutely continuous
distribution with density g(·) over R. Thus θi’s are modeled as independent and identically
distributed observations from the following two-groups prior distribution:
θi
i.i.d.∼ (1− p) · δ{0} + p · g(θ), for i = 1, . . . , n. (2.3)
The corresponding common marginal distribution of Xi’s has the following density:
Xi ∼ (1 − p) · f0(x) + p · f1(x), for i = 1, . . . , n, (2.4)
where f0 = φ and f1(x) =
∫
R
φ(x− θ)g(θ)dθ is the convolution of g(·) with the standard normal
probability density function φ(·). We choose g as a univariate normal density with location zero
and a large variance V . The large variance is taken to facilitate efficient detection of the non-null
θi’s. The corresponding joint conditional distribution ofX = (X1, . . . , Xn) given ν = (ν1, . . . , νn)
is then given by
X|ν ∼ Nn(0,Σ+ V Bν) (2.5)
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and the marginal joint distribution of X = (X1, . . . , Xn) is given by,
X ∼
∑
ν∈{0,1}n
pi(ν)Nn(0,Σ+ V Bν) (2.6)
where pi(ν) =
∏n
i=1 p
νi(1− p)1−νi denotes the joint prior distribution of (ν1, . . . , νn) and Bν is a
diagonal matrix with diagonal elements ν1, . . . , νn respectively.
It is easy to see that our multiple testing problem (2.1) is equivalent to test the following n
hypotheses simultaneously:
H0i : νi = 0 against HAi : νi = 1, for i = 1, . . . , n. (2.7)
As mentioned earlier, one of our main emphasis in this work would be a study of the problem
from a decision theoretic point of view. Suppose we define the loss of a multiple testing procedure
as an additive one which adds up the losses made by the induced individual testing rules. At
the individual testing level, suppose we define the loss to be zero if a correct decision is made
and take it to be equal to 1 if a type I or type II has been committed. The theoretical optimal
solution to the above multiple testing problem (2.7) would be the Bayes rule with respect to the
two-groups prior (2.3), given by,
ν∗i = I{pi(νi = 1|x) > δ}, for i = 1, . . . , n, (2.8)
for some appropriate thresholding constant δ > 0, where I{A} denotes the indicator function of
an event A. In (2.8) above, pi(νi = 1|x) denotes the posterior probability of the i-th alternative
hypothesis being true, where by definition
pi(νi = 1|x) =
∑
ν∈{0,1}n:νi=1
pi(ν)f(x|ν)∑
ν∈{0,1}n pi(ν)f(x|ν)
· (2.9)
In (2.9) above, f(x|ν) denotes the conditional density of X given ν = (ν1, . . . , νn) evaluated
at the point x. As commented in Xie et al. (2011), in order to compute pi(νi = 1|X) one needs
to sum over 2n many terms and this would be true for each i = 1, . . . , n. As a result, the overall
computational complexity of the optimal Bayes solution (2.8) will be of the order of O(n2n),
which would be computationally very expensive even if the conditional density f(x|ν) is com-
pletely specified and the number of hypotheses n is moderately large. It should be noted further
in this context that, because of the same reason, derivation of the closed form expression of the
optimal Bayes risk (even asymptotically) and investigation of the risk properties of other multiple
testing procedures (both theoretically and numerically) as compared to this optimal risk, become
practically impossible under a general covariance structure. So studying the exact optimal rule
corresponding to the additive loss function is beyond our scope in this scenario. But as we will see
later, this loss function (giving the overall misclassification rate) will be used in our simulations
for evaluating competing procedures.
As mentioned earlier, to get around the difficulty, Xie et al. (2011) proposed a step-up method
as an alternative Bayesian testing procedure where they assumedΣ to be a known positive definite
matrix with a short range dependence covariance structure and derived some optimal properties
of their procedure in terms of asymptotic control of mFDR. But the scope of application of their
method is limited by the fact that it is not expected to perform well under general dependence. In
a different context, when observations are independent, Chen and Sarkar (2004) proposed a novel
Bayesian step-down testing procedure based on a set of conditional Bayes factors. According to
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their proposal, one first considers a set of marginal Bayes factors B1, . . . , Bn, where each Bi is
defined as the ratio of marginal posterior odds to the marginal prior odds of H0i. Note that, for
each i, Bi provides a measure of evidence in favor of H0i that is contained in the data x. Based
on the increasing ordering of these marginal Bayes factors Bi’s, Chen and Sarkar (2004) then
considered a family of (n + 1) most plausible configurations of true and false null hypotheses.
For each such configuration, they defined a conditional Bayes factor which acts as an a posteriori
measure of evidence for that particular configuration compared to the rest of the members in
the aforesaid family. Chen and Sarkar (2004) referred to these conditional Bayes factors as the
stepwise Bayes factors and proposed a Bayesian testing algorithm that works in a step-down
fashion by comparing the stepwise Bayes factors with a predetermined threshold c > 0. They
considered such a step-down testing procedure to be a natural Bayesian analogue to the frequen-
tist step-down procedures. It should be noted that, although their proposed step-down testing
procedure was originally developed and implemented under the assumption of independence, it
is also philosophically applicable in more general contexts, such as the present multiple testing
problem (2.7). Their method, however, critically hinges upon enumeration of the marginal Bayes
factors Bi’s and the subsequent ordering of the null hypotheses based on them. Observe that,
in our context, Bi =
p
1−p · pi(νi=0|x)1−pi(νi=0|x) for i = 1, . . . , n. Here, each Bi has an one-to-one corre-
spondence to the posterior probability pi(νi = 1|x) = 1 − pi(νi = 0|x). Thus, implementation of
the Bayesian step-down procedure due to Chen and Sarkar (2004) faces the same computational
difficulty as the optimal Bayes rule (2.8) for the present multiple testing problem.
Given this background, we now motivate the development our proposed step-down testing
procedure, henceforth referred to as the Bayesian Step Down (BSD) procedure. The formal de-
scription of this procedure is given in Section 3.1. We emphasize that we now have a moderate
goal of coming up with a procedure which performs well under arbitrary dependence vis-a-vis
the procedures available in the literature with respect to natural losses and also has attractive
decision theoretic properties (to be explained in the next section). Our route will be Bayesian,
although we will not be using formal optimal Bayes rules for reasons explained before. It is
worth noting that in the frequentist literature, a step-down procedure starts by determining
whether the null hypothesis corresponding to the most significant test statistic can be rejected
or not. Thus, in a step-down method, we try to answer the following question at the first step:
“Can at least one null hypothesis be rejected?” which is equivalent to asking the question “Can
the global null hypothesis be true?”. A natural Bayesian approach to answer this question is
as follows. To compare the global null hypothesis, we confine our attention to the sub-space
{(ν1, . . . , νn) ∈ {0, 1}n :
∑n
i=1 νi = 1} of the original model space {0, 1}n, as the class of plau-
sible alternatives to the global null. That is, we are considering only those models as plausible
alternatives to the global null hypothesis, each of which consists of (n − 1) many true null and
exactly one false null hypothesis. For each of these models in this restricted sub-space, we enu-
merate the ratio of the posterior probability of an alternative model being true to that of the
global null hypothesis. If the maximum of these ratios exceeds some pre-specified threshold, say,
δ > 0, we conclude that there is little reason to believe the global null hypothesis to be true in
light of the data. Suppose the maximum occurs for the odds ratio corresponding to the alterna-
tive (ν1 = 0, . . . , νi−1 = 0, νi = 1, νi+1 = 0, . . . , νn = 0), for 1 ≤ i ≤ n. Then we reject H0i and
leave aside the corresponding xi for further analysis, and move on to the next stage. Otherwise,
we accept all the null hypotheses and hence the global null, and stop. We continue in this fashion
till an acceptance occurs or we exhaust considering all the null hypotheses.
We now formally describe the proposed Bayesian step-down procedure as follows. For that,
we adopt here similar convention of notations used in Cohen et al. (2009). Let X(i1,...,it) be an
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(n−t)×1 vector consisting of those components ofX = (X1, . . . , Xn) with (Xi1 , . . . , Xit) left out.
Suppose Σ(i1,...,it) is the (n− t)× (n− t) sub-matrix obtained after eliminating the i1, . . . , it-th
rows and the corresponding columns of Σ. Let σ
(i1,...,it)
(j) be the (n− t− 1)× 1 vector obtained by
eliminating the i1, . . . , it-th and j-th elements of the j-th column vector of Σ. Further suppose
that
σj·(i1,...,it) = σjj − σ(i1,...,it)(j)
T
Σ−1(i1,...,it,j)σ
(i1,...,it)
(j) .
Let us define
S
(i1,...,it−1)
tj (X) =
pi(νj = 1,ν
(i1,...,it−1,j) = 0|X(i1,...,it−1))
pi(νj = 0,ν(i1,...,it−1,j) = 0|X(i1,...,it−1))
(2.10)
for t, j = 1, . . . , n, 1 6 i1 6= · · · 6= it−1 6 n and il 6= j for all l = 1, . . . , t− 1.
Note that, for each fixed t, the numerator of the statistics S
(i1,...,it−1)
tj (X) is nothing but the
posterior probability of the j-th plausible alternative within the restricted subspace {ν(i1,...,it−1) ∈
{0, 1}n−t+1 :∑i νi = 1}, while the denominator is the posterior probability of the corresponding
global null hypothesis. Thus, for each t, the statistics S
(i1,...,it−1)
tj (X)’s are simply the ratios of
posterior probabilities of the plausible alternatives within the aforesaid restricted subspace to
that of the corresponding global null hypothesis at the t-th stage.
For t = 1, . . . , n, let us define the indices jt(X) as,
jt(X) = argmax
j∈{1,...,n}\{j1(X),...,jt−1(X)}
S
(j1(X),...,jt−1(X))
tj (X). (2.11)
2.1. The Proposed Procedure
Given a predetermined threshold δ > 0, the proposed Bayesian Step Down (BSD) procedure is
now described below.
1. At stage 1, consider the statistics S1j(X), where j ∈ {1, . . . , n}. If S1j1(X)(X) 6 δ, stop
and accept all the H0i’s. Otherwise, reject H0j1(X) and continue to stage 2.
2. At stage 2, consider the statistics S
(j1(X))
2j (X), where j ∈ {1, . . . , n}\{j1(X)}. If S(j1(X))2j2(X) (X) 6
δ, stop and accept all the remainingH0i’s. Otherwise, rejectH0j2(X) and continue to stage 3.
3. In general, at stage t, consider the (n− t+1) many statistics S(j1(X),...,jt−1(X))tj (X), where
j ∈ {1, . . . , n}\{j1(X), . . . , jt−1(X)}. If S(j1(X),...,jt−1(X))tjt(X) (X) 6 δ, stop and accept all the
remaining H0i’s. Otherwise, reject H0jt(X) and move to stage (t+ 1).
4. We continue in this way till an acceptance occurs or we are exhausted with all the null
hypotheses (that is t = n), in which case we must stop.
Here the subscript t denotes the stage of the BSD procedure. The above description defines
a class of Bayesian testing procedures for various choices of the thresholding constant δ > 0.
It should be noted that, at each step t, the statistics S
(i1,...,it−1)
tj (X)’s directly incorporate the
dependence among the Xi’s by using either the covariance matrix Σ or its various sub-matrices
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of appropriate orders which appear in the posterior probabilities through the corresponding like-
lihoods. It should further be noted that, although we remove the data points Xi1 , . . . , Xit−1
before the t-th stage is reached, each of the statistics S
(i1,...,it−1)
tj (X)’s at the t-th stage implicitly
depends on the observations Xi1 , . . . , Xit−1 through the indices j1(X), . . . , jt−1(X) for which
the corresponding null hypotheses have already been rejected up to the (t − 1)-th stage. Thus,
the decision taken at each and every step has an effect on the decisions taken in the following
steps, and all the data points are being used simultaneously at every step. In this fashion, we are
incorporating the dependence among the test statistics in a more fruitful manner compared to
the traditional multiple testing procedures available in the existing literature.
Observe that for d ∈ {0, 1},
pi
(
νj = d,ν
(i1,...,it−1,j) = 0|X(i1,...,it−1)) = pi(νj = d|ν(i1,...,it−1,j) = 0,X(i1,...,it−1))
× pi(ν(i1,...,it−1,j) = 0|X(i1,...,it−1)).
Thus, one may rewrite the statistics S
(i1,...,it−1)
tj (X) as
S
(i1,...,it−1)
tj (X) =
pi(νj = 1|ν(i1,...,it−1,j) = 0,X(i1,...,it−1))
pi(νj = 0|ν(i1,...,it−1,j) = 0,X(i1,...,it−1))
for t, j = 1, . . . , n, 1 6 i1 6= · · · 6= it−1 6 n and il 6= j for all l = 1, . . . , t − 1. Hence, the BSD
test statistics at stage t may also be interpreted as the ratios of posterior probabilities of HAj
being true and H0j being true, provided that the rest of the null hypotheses which have not been
rejected before the t-th stage are true.
3. Admissibility property of the BSD Procedure
In this section, we provide an important decision theoretic justification in favor of the use of
the BSD procedure from a frequentist viewpoint in our setup. In particular, we show that the
proposed method based on the statistics Stj ’s in (2.10), will be admissible in a sense to be
made precise shortly. Recall here that, any multiple testing procedure Φ(x) = (φ1(x), . . . , φn(x))
induces an individual test function φj(x) for testing H0j against HAj , where φj(x) denotes the
probability of rejecting the j-th null hypothesis H0j when the data point X = x is observed. We
consider the standard 0− 1 loss function corresponding to φj which is given by
Lj
(
φj(X), θ
)
= I{θj = 0}φj(X) + I{θj 6= 0}(1− φj(X)
)
, (3.1)
while the corresponding risk function will be given as
Rj
(
φj , θ
)
= I{θj = 0}Eθ:θj=0
(
φj(X)
)
+ I{θj 6= 0}Eθ:θj 6=0
(
1− φj(X)
)
.
We consider the loss function for the procedure Φ(X) to be defined as the vector loss function
L
(
Φ(X), θ
)
= (L1
(
φ1(X), θ
)
, . . . , Ln
(
φn(X), θ
)
), (3.2)
while the corresponding risk function is defined as the vector of the individual risk functions and
is given by
R
(
Φ, θ
)
= (R1
(
φ1, θ
)
, . . . , Rn
(
φn, θ
)
).
A multiple testing procedure Φ(X) is said to be inadmissible with respect to the vector loss
function (3.2) if there exists another multiple testing procedure Φ∗(X) such that Rj
(
φ∗j , θ
) ≤
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Rj
(
φj , θ
)
for all j = 1, . . . , n, and all θ ∈ Rn, with strict inequality holding for at least one
j and some θ ∈ Rn. A multiple testing procedure will be admissible if it is not inadmissi-
ble in the aforesaid sense. It is natural that a multiple testing procedure which is inadmissible
with respect to the vector loss function (3.2) becomes inadmissible whenever the loss is a non-
decreasing function of the number of type I and type II errors. It would be worth recalling
in this context that, Cohen et al. (2007), Cohen and Sackrowitz (2005a), Cohen and Sackrowitz
(2007) and Cohen and Sackrowitz (2008) showed that in many common applications when test
statistics are dependent, typical p-value based stepwise testing procedures including the cele-
brated BH method are inadmissible with respect to the vector loss function (3.2). Consequently,
such stepwise testing procedures also become inadmissible whenever the risk is a non-decreasing
function of the expected number of type I and type II errors, for example, when the risk is the
expected number of misclassified hypotheses. This shows a very unpleasant feature of the tradi-
tional stepwise testing procedures including the popular BH method for multiple testing under
dependence. However, as we shall see later in this section that, unlike such frequentist stepwise
testing procedures, our proposed BSD method is not inadmissible in the sense described above.
3.1. Connection to the MRD method
Before we proceed further, we now establish an important connection between our proposed
BSD procedure and the Maximum Residual Down (MRD) method, introduced by Cohen et al.
(2009). In particular, we show that there exists a functional relationship between the proposed
BSD statistics with those of the MRD statistics. This result would be essential for showing
that our proposed multiple testing procedure based on the BSD statistics will be admissible for
the present testing problem. The MRD method due to Cohen et al. (2009) is based on a set of
adaptively formed residuals defined as
U
(i1,...,it−1)
tj (X) =
{
Xj − σ(i1,...,it−1)(j)
T
Σ−1(i1,...,it−1,j)X
(i1,...,it−1,j)
}
/σ
1
2
j·(i1,...,it−1)
,
for t, j = 1, . . . , n, 1 6 i1 6= · · · 6= it−1 6 n and il 6= j for all l = 1, . . . , t− 1.
For 1 6 t 6 n, we define the index j′t(X) as
j′t(X) = argmax
j∈{1,...,n}\{j′1(X),...,j
′
t−1(X)}
|U (j
′
1(X),...,j
′
t−1(X))
tj (X)|. (3.3)
Given a set of positive constants C1 > C2 > · · · > Cn, the MRD method works in a step-down
manner as follows:
1. At stage 1, consider the statistics |U1j(X)|, where j ∈ {1, . . . , n}. If |U1j′1(X)(X)| 6 C1,
stop and accept all H0i’s. Otherwise reject H0j′1(X) and continue to stage 2.
2. At stage 2, consider the statistics |U (j
′
1(X))
2j′1(X)
(X)|, where j ∈ {1, . . . , n}\{j′1(X)}. If |U (j
′
1(X))
2j′2(X)
(X)| 6
C2, stop and accept all the remainingH0i’s. Otherwise, reject H0j′2(X) and continue to stage
3.
3. In general, at stage t, consider the statistics |U (j
′
1(X),...,j
′
t−1(X))
tj (X)|, where j ∈ {1, . . . , n} \
{j′1(X), . . . , j′t−1(X)}. If |U
(j′1(X),...,j
′
t−1(X))
tj′t(X)
(X)| 6 Ct, stop and accept all the remaining
H0i’s. Otherwise, reject H0j′t(X) and move to stage (t+ 1).
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4. We continue in this fashion until an acceptance occurs or there are no more null hypothesis
to be tested, in which case we must stop.
Remark 3.1.
1. Note that the indices jt(X) and j
′
t(X) defined in (2.11) and (3.3), respectively, need not
necessarily be the same.
2. The MRD procedure depends on a set of decreasing sequence of critical constants C1 >
· · · > Cn > 0, choice of which are somewhat ad hoc and vary with Σ. Performance of the
MRD procedure therefore critically depends on the appropriate choice of C1 > · · · > Cn,
and utmost care needs to be taken while deciding over the choice of these Ci’s. On the
other hand, in the Bayesian model selection literature, a standard practice is to compare
the ratio of the posterior probabilities of two competing models with the threshold 1 to select
the model having larger posterior probability. Therefore, in applications, one may choose
the thresholding constant δ used in our definition of the BSD method (see Section 5.2) to
be equal to 1 which leads to an automatic default choice of δ that works for any arbitrary Σ.
Theorem 3.1 presented below characterizes the relationship between the proposed BSD method
and the MRD method due to Cohen et al. (2009).
Theorem 3.1. Under the present set-up, the BSD statistics and the MRD statistics are associated
through the following functional relationship:
S
(i1,...,it−1)
tj (X) =
p
1− p ×
√
σj·(i1,...,it−1)
V + σj·(i1,...,it−1)
× exp
{
V
2(V + σj·(i1,...,it−1))
{U (i1,...,it−1)tj (X)}2
}
. (3.4)
Proof. See Appendix. 
3.2. Admissibility of the BSD Procedure
In this subsection, we show that the proposed BSD method is admissible when X is assumed
to follow a multivariate normal distribution with a fixed, but unknown mean vector θ and an
arbitrary known positive definite covariance matrix Σ. It is easy to see based on contrapositive
arguments that a multiple testing procedure with respect to the vector loss function (3.2) is
admissible if and only if each of the induced test procedures for the corresponding individual
testing problem is admissible with respect to the standard 0 − 1 loss (3.1). Hence, in order to
show the admissibility property of our proposed methodology, it would suffice to establish that
the corresponding induced decision for testing H01 versus HA1 is admissible with respect to the
0− 1 loss (3.1) under the assumed set up. As in Cohen et al. (2009), we shall use a result due to
Matthes and Truax (1967) which gives a necessary and sufficient condition for the admissibility
of a test of H01 versus HA1 when the joint distribution of X belongs to an exponential family.
We emphasize in this context that although the BSD test statistics can be expressed as functions
of the corresponding MRD statistics, the admissibility property of the BSD method does not
follow as a direct consequence of that of the MRD procedure. It should be carefully noted that
for each t, the functional relationship between the proposed BSD statistics and the corresponding
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MRD statistics in (3.4) involves the terms σj·(j1(x),...,jt−1(x)) which depend on the set of indices
j1(x), . . . , jt−1(x). Each of these indices j1(x), . . . , jt−1(x) is a function of the observed vector
x and they indicate the null hypotheses those have already been rejected before the t-th stage.
It therefore becomes necessary to understand certain behavior of these terms σj·(j1(x),...,jt−1(x))
as a function of x in the decision making process when the data x is observed. Such behavior
would be extremely crucial for proving the admissibility property of the proposed BSD method
which will be made more precise later in this section. Moreover, our general scheme of arguments
makes some of the arguments employed in the proof of the admissibility property of the MRD
procedure as in Cohen et al. (2009) more explicit. In this process, we establish a more general
mathematical fact which says that for the multiple testing problem (2.1), any step-down multiple
testing procedure based on a set of statistics Stj ’s such that each Stj is a non-decreasing function
of the absolute value of the corresponding MRD statistics Utj, is admissible with respect to the
vector loss function (3.2). To the best of our knowledge this fact is hitherto unknown in the
literature and extends part of the results of Cohen et al. (2009) in this context.
Let φj(x) denotes the test function induced by the BSD procedure for testingH0j vsHAj when
we observe the data point x. The following lemma, namely, Lemma 3.1 is due to Matthes and Truax
(1967) which provides a necessary and sufficient condition for the admissibility of a testing pro-
cedure for testing H01 versus HA1 when Σ is known.
Let Y = Σ−1X.
Lemma 3.1. A necessary and sufficient condition for a test φ(y) of H01 versus HA1 to be
admissible is that, for almost every fixed y2, . . . , yn, the acceptance region of the test is an interval
in y1.
Proof. See Matthes and Truax (1967). 
Note that, for each fixed (y2, . . . , yn), to study the test function φ(y) = φ1(x) as y1 varies,
it would be enough to consider sample points x + rg, where g is the first column of Σ and r
varies. This is true, since y is a function of x, and so y evaluated at x + rg is Σ−1(x + rg) =
y + (r, 0, . . . , 0) = (y1 + r, y2, . . . , yn).
Lemma 3.2. The functions Utj as given in equation have the following properties.
For t ∈ {1, . . . , n} and for j1, . . . , jt−1 ∈ {2, . . . , n} with ji 6= ji′ for i 6= i′,
U
(j1,...,jt−1)
t1 (x+ rg) = U
(j1,...,jt−1)
t1 (x) + rσ
1
2
1·(j1,...,jt−1)
For t ∈ {1, . . . , n} and for j ∈ {2, . . . , n} \ {j1, . . . , jt−1, j1 6= 1, . . . , jn 6= 1},
U
(j1,...,jt−1)
tj (x+ rg) = U
(j1,...,jt−1)
tj (x)
Proof. See the proof of Lemma 3.2 of Cohen et al. (2009). 
Corollary 3.1. For any r ∈ R, we have
U1j(x+ rg) = U1j(x) for all j ∈ {2, . . . , n},
which, in turn, implies the following:
S1j(x+ rg) = S1j(x) for all j ∈ {2, . . . , n}.
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Remark 3.2. Since σ1·(j1,...,jt−1) > 0, it follows from Lemma 3.2 that for each fixed x ∈ Rn and
given any (t − 1) many indices (j1, . . . , jt−1), |U (j1,...,jt−1)t1 (x + rg)| initially decreases and then
increases as r increases. Also for each fixed x ∈ Rn and given any (j1, . . . , jt−1), U (j1,...,jt−1)t1 (x+
rg) is a strictly increasing function of r. Therefore, when |U (j1,...,jt−1)t1 (x + rg)| decreases in r,
U
(j1,...,jt−1)
t1 (x+rg) is negative, while when |U (j1,...,jt−1)t1 (x+rg)| is increasing in r, U (j1,...,jt−1)t1 (x+
rg) is positive. It will be seen in a short while that the preceding observation is crucial for deriving
some of the important facts that follow.
In Lemma 3.2 of Cohen et al. (2009), the term σ
1/2
1·j1,...,jt−1
was dropped, most likely, due to
some typographical error, and was not considered in subsequent theoretical analysis. However,
the presence of this term in Lemma 3.2 of the present paper requires some careful attention since
σ1·(j1(x),...,jt−1(x)) depends on a set of indices j1(x), . . . , jt−1(x), each of which is a function of the
observed data vector x. It, therefore, becomes necessary to know how this term σ1·(j1(x),...,jt−1(x))
behaves as x varies. A result of this kind is presented in Lemma 3.3 below.
Suppose φ1(x
∗) = 0 when x∗ is observed, that is, x∗ is an acceptance point of H01. Then the
process must stop before H01 gets rejected. Suppose the testing procedure stops at some stage t
without rejecting H01. Let x
∗+ r0g be a point of rejection of H01, that is, φ1(x
∗+ r0g) = 1. Let
the testing procedure rejects H01 at some stage t0 when x
∗ + r0g is observed. The next lemma
gives an important identity between the set of indices jl(x
∗+ r0g) and jl(x
∗), for 1 6 l 6 t0− 1,
which shows that these indices will remain invariant if min{t, t0} > 1.
Lemma 3.3. Under the conditions φ1(x
∗) = 0 and φ1(x
∗ + r0g) = 1 the following holds when
t > 1 and t0 > 1:
jl(x
∗ + r0g) = jl(x
∗) for all l = 1, . . . , t0 − 1.
Proof. See Appendix. 
Lemma 3.3, coupled with Corollary 3.1, lead to the following important result on the relation
between t0 and t defined before.
Lemma 3.4. Under the conditions φ1(x
∗) = 0 and φ1(x
∗ + r0g) = 1, the BSD procedure must
reject H01 within t steps when x
∗ + r0g is observed, that is t0 6 t, where t0 and t are defined as
before.
Proof. See Appendix. 
Lemma 3.5. Suppose that for some x∗ and r0 > 0, φ1(x
∗) = 0 and φ1(x
∗ + r0g) = 1. Then
φ1(x
∗ + r0g) = 1 for all r > r0.
Proof. See Appendix. 
Using Lemma 3.1 and Lemma 3.5 above, it follows that that for testing H01 vs HA1, the
individual decision φ1(X) induced by the BSD method would be admissible with respect to the
standard 0−1 loss (3.1). Proof that the other tests induced by the BSD method for the remaining
individual testing problems will be admissible would follow analogously. Since admissibility of
each individual induced decision implies the admissibility of the corresponding multiple testing
procedure under the vector loss (3.2), this leads us to the desired admissibility property of our
proposed testing methodology as presented in the following theorem.
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Theorem 3.2. Suppose X ∼ Nn(θ,Σ), where θ ∈ Rn is unknown, but fixed and Σ is an n× n
arbitrary but known positive definite covariance matrix. Then, for the two sided multiple testing
problem (2.1), the BSD procedure based on the statistics Stj’s is admissible with respect to the
vector loss function (3.2).
A careful inspection of the proof of Lemma 3.5 reveals that one does not need the functional
form of the statistics Stj ’s for proving the desirable convexity property possessed by the BSD
testing procedure. Instead, the fact that the Stj ’s are non-decreasing functions of the correspond-
ing |Utj|’s is all what we needed there. Hence, the corresponding arguments work equally well
even if we consider any other step-down procedure which depends on a set of statistics Stj ’s,
where each Stj is a non-decreasing function of the corresponding |Utj |. This observation leads us
to the following important theorem from which the admissibility property of the MRD testing
procedure due to Cohen et al. (2009) follows immediately.
Theorem 3.3. Under the assumptions of Theorem 3.2, any step-down multiple testing procedure
for the two sided multiple testing problem (2.1) based on a set of statistics Stj’s, where each Stj
is a non-decreasing function of the absolute value of the corresponding MRD statistics Utj, will
be admissible with respect to the vector loss function (3.2).
Theorem 3.3 above therefore generalizes the admissibility property of the MRD procedure to
a very large collection of step-down multiple testing procedure. It should be carefully observed
here that even if we consider some prior distributions to the model parameters p and V in (2.3),
the resulting version of the BSD procedure still possesses the desirable convexity property and
hence it is admissible with respect to the vector loss function (3.2).
4. Alternative Representation of the BSD Procedure
Observe that, in order to implement the BSD procedure based on the statistics Stj ’s defined in
(2.10), at the t-th stage, one needs to compute the inverses of (n − t + 1) many sub-matrices
Σ(j1(x),...,jt−1(x),j) and (n− t+ 1) many ratios of determinants of the form∣∣(Σ(j1(x),...,jt−1(x)) + V Bν(j1(x),...,jt−1(x)):νj=0,ν(j1(x),...,jt−1(x),j)=0)∣∣∣∣(Σ(j1(x),...,jt−1(x)) + V Bν(j1(x),...,jt−1(x)):νj=1,ν(j1(x),...,jt−1(x),j)=0)∣∣ (4.1)
obtained through the corresponding likelihoods, for each t = 1, . . . , n. Both of these might be
a troublesome issue from the computational viewpoint even for moderately large n. Moreover,
while computing the ratio of determinants in (4.1) above, it may so happen that the correspond-
ing denominator, although positive, may be so small that the computer may report it as zero,
thereby producing too many erroneous results. The latter issue may arise for certain choices of Σ
and/or, when the number of tests n is quite large, which can be avoided through the functional
relationship between the BSD statistics Stj and the corresponding MRD statistics Utj as given
by (3.4), while the challenge involved in computing the inverses of (n− t+1) many sub-matrices
at each step t still remains. Note that one may face the same computational issue regarding the
inversion of (n− t+1) many sub-matrices at every step involved in the implementation the MRD
procedure. In this section, we show that how the aforesaid computational issues can be overcome
through an alternative way of representing the BSD statistics as well as the MRD statistics. The
aforesaid alternative representation results in a remarkable computational savings and facilitates
the implementation of both the BSD and MRD procedures to a large extent which will be made
more precise later in this section. Towards that, we first derive some non-trivial and quite useful
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algebraic identities using certain results from matrix analysis. These are listed as Lemma 4.1 -
Lemma 4.4 and are presented below.
Lemma 4.1. For any arbitrary variance-covariance matrix Σ and for any fixed ν = (ν1, . . . , νn) ∈
{0, 1}n, we have the following identity:
(Σ+ V Bν:νi=1)
−1 = (Σ+ V Bν:νi=0)
−1 − V
1 + V bii(ν)
bi(ν)bi(ν)
T
where bi(ν) denotes the i-th column vector of the matrix (Σ+V Bν:νi=0)
−1 and bii(ν) is the i-th
element of bi(ν), that is, the i-th diagonal element of (Σ+ V Bν:νi=0)
−1.
Proof. See Appendix. 
Lemma 4.2. For any arbitrary positive definite covariance matrix Σ and for any ν ∈ {0, 1}n,
we have the following identity:
|Σ+ V Bν:νi=1|
|Σ+ V Bν:νi=0|
= 1 + V bii(ν)
where bii(ν) denotes the i-th diagonal element of the matrix (Σ+ V Bν:νi=0)
−1.
Proof. See Appendix. 
Lemma 4.3. For any arbitrary positive definite covariance matrix Σ and for any ν ∈ {0, 1}n,
we have the following identity:
bii(ν) =
[
σii − σT(−i)
(
(Σ+ V Bν:νi=0)(−i,−i)
)−1
σ(−i)
]−1
and
(bi(ν))(−i) = −bii(ν)
(
(Σ+ V Bν:νi=0)(−i,−i)
)−1
σ(−i).
Here the vector bi(ν) denotes the i-th column vector of the matrix (Σ+V Bν:νi=0)
−1 as already
defined in Lemma 4.2 and (b(ν))(−i) denotes the vector obtained from bi(ν) after removing its
i-th coordinate. Moreover, (Σ+ V Bν:νi=0)(−i,−i) is the sub-matrix obtained by removing the i-th
row and the i-th column of Σ+ V Bν:νi=0.
Proof. See Appendix. 
Lemma 4.4. For any arbitrary positive definite covariance matrix Σ and for each i = 1, . . . , n,
we have
f(x|νi = 1,ν(−i) = 0)
f(x|νi = 0,ν(−i) = 0)
=
1√
1 + V bii
× exp
{
V
2(1 + V bii)
( n∑
i=1
bjixj
)2}
where bi = (b1i, . . . , bni)
T denotes the i-th column vector of the precision matrix Σ−1.
Proof. See Appendix. 
Observe that Lemma 4.1 - Lemma 4.4 have been derived by taking into consideration the full
data vector X and the variance-covariance matrix Σ. However, the same results also hold true
for any arbitrary partition of X and the corresponding sub-matrix of Σ. This leads us to the
following alternative representation of the BSD statistics Stj ’s as presented in Theorem 4.1 below.
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Theorem 4.1. For each step t of the Bayesian Step Down procedure, the statistics S
(i1,...,it−1)
tj
can equivalently be represented as,
S
(i1,...,it−1)
tj (x) =
p(1− p)−1√
1 + V b
(i1,...,it−1)
jj
× exp
{V (∑
k
b
(i1,...,it−1)
kj x
(i1,...,it−1)
k
)2
2(1 + V b
(i1,...,it−1)
jj )
}
where b
(i1,...,it−1)
j denotes the β
th
j column vector of the matrix Σ
−1
(i1,...,it−1)
, βj being the position
of Xj among the remaining Xi’s after having left Xi1 , . . . , Xit−1 and the summation within the
square in the exponent of the right hand side being taken over the appropriate set of indices.
Proof. See Appendix. 
As an immediate consequence of Theorem 4.1, it follows that, for each t = 1, . . . , n, at the
t-th stage of the BSD procedure, we do not need to enumerate anymore the (n − t + 1) many
sub-matrices of the form Σ−1(i1,...,it−1). Observe that, we also do not need to compute the ratios
of (n − t + 1) many determinants described in (4.1) at each stage t. Instead, Theorem 4.1 says
that now we only need to compute the inverse of Σ(i1,...,it−1) whose column vectors will be
used for computing the terms in the exponents of the (n − t + 1) statistics S(i1,...,it−1)tj (x)’s
and the diagonal components of Σ(i1,...,it−1) can be used at once instead of evaluating the (n−
t + 1) many ratios of determinants already described before. Thus, the overall BSD procedure
becomes computationally much faster compared to its original formulation. To elucidate this
point, consider, for example, the situation when the testing procedure continues till the n-th
stage. In that case, if one uses the original definition of the BSD statistics S
(i1,...,it−1)
tj (x) as given
in (2.10), then one has to compute the inverses of n+(n−1)+ · · ·+1 = n(n+1)2 many sub-matrices
of Σ and an equal number of ratios of determinants of the form (4.1). However, Theorem 4.1 says
that we now need to compute only the inverses of n many sub-matrices of Σ and that’s all what
we need. Rest of the computation becomes immediate on modern computing platforms, even if n
is large. It should further be noted that using the results of 4.1 - Lemma 4.4 as well as Theorem
4.1, the corresponding MRD statistics Utj ’s can be rewritten as
U
(i1,...,it−1)
tj (x) =
∑
k
b
(i1,...,it−1)
kj x
(i1,...,it−1)
k ,
where the corresponding terms within the above summation have already been defined before.
Thus, our preceding discussion clearly shows that the same computational savings can also be
realized through the above alternative representation of the MRD statistics which would make
it computationally much faster compared to its original formulation as in Cohen et al. (2009).
5. Simulations
In this section, we present and interpret the results of our simulation study. The major objective
of this study is to compare empirically the performance of the proposed BSD procedure with
some well known multiple testing procedures available in the literature for the multiple testing
problem (2.7). Towards that, we assume the data to be generated from the 2n−component mix-
ture of multivariate normal distributions (2.6). Our main objective would be to compare the
simulated averages of the proportion of misclassified hypotheses (as estimate of the misclassifica-
tion probability) and the simulated averages of the proportion of true discoveries among all the
discoveries (as estimate of the power) of these testing rules with that of the BSD procedure. We
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consider in our study four widely used choices of Σ which cover various strong and weak corre-
lation structures. Our choices of Σ shall be described in detail shortly. For our simulation, we
generate the data by taking the sparsity parameter p from the set S = {0.01, 0.06, 0.11, . . . , 0.96},
with a common lag of 0.05 between two consecutive values of p. We further take V = 10 and
generate an n-dimensional multivariate normal vector X = (X1, . . . , Xn) according to the mix-
ture distribution (2.6) with n = 200. We replicate this experiment 2000 times for each p and each
Σ. For the purpose of comparison, in our simulation study, six other multiple testing procedures
apart from the proposed BSD method are considered. These are (i) the step-up testing proce-
dure due to Benjamini and Hochberg (1995) (abbreviated as “BH”), (ii) the step-down analogue
of the BH method proposed by Sarkar (2002) (abbreviated as “SDS”), (iii) the fixed thresh-
old approach due to Storey (2002) (abbreviated as “STO”), (iv) the MRD testing procedure of
Cohen et al. (2009), (v) the marginal testing procedure considered by Xie et al. (2011) (abbrevi-
ated as “MGN”) and (vi) the Bayesian step-up testing procedure proposed by Xie et al. (2011)
(abbreviated as “XCML”). It may be recalled here that the optimal Bayes testing procedure and
the step-down procedure due to Chen and Sarkar (2004) will be computationally very demanding
in this context. We therefore omit them from our comparisons.
We now describe the four different correlation structures used in our simulation study as fol-
lows:
1. Intraclass correlation structure:
σij = 1 if i = j
= 0.5 if i 6= j.
2. Block dependence structure:
σij = 1 if i = j
= 0.5 if 1 6 |i− j| 6 10
= 0 otherwise.
3. Autoregressive covariance structure:
LetΣ be a Toeplitz matrix with the autoregressive correlation structure of an AR(1) process
with
σij = 1 if i = j,
= 0.7|i−j| for i 6= j.
4. Short range dependence structure:
Suppose Σ corresponds to the covariance structure involved with a moving average process
with lag 1 (MA(1)) where
σij = 1 if i = j,
= −0.3 if |i− j| = 1,
= 0 otherwise.
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Note that among the four different choices of Σ, the first three presents strong to mod-
erately strong correlation structures. The last one corresponds to a situation when the Xi’s
are weakly correlated among themselves. The reason for considering such choices is to demon-
strate how the performances of the testing procedures under study vary as the correlation
between the test statistics gets weaker. We set α = 0.1 as our frequentist tolerance level of
type I error. For the MRD testing procedure, we choose a decreasing sequence of critical con-
stants C1 > · · · > Cn > 0, where for the first three models we take C1 = Φ−1(1 − α2n ) and
Ci = 0.71Φ
−1(1 − α2(n−i+1) ), i = 2, . . . , n, while for the weak dependence model, we choose
C1 = Φ
−1(1 − α2n ) and Ci = 0.63Φ−1(1 − α2(n−i+1) ), i = 2, . . . , n, as prescribed in Cohen et al.
(2009). We choose the thresholding constant δ to be 1 for the implementation of the BSD and
the marginal (MGN) testing procedures.
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Fig 1. Comparison of estimated misclassification probabilities the intra class correlation and the AR(1) covariance
structures
We now present the results obtained in our simulation study. Figure 1 presents the estimated
misclassification probabilities of the various multiple testing procedures for the intraclass corre-
lation and the AR(1) autoregressive correlation structures. Figure 2 presents the corresponding
probabilities of misclassification under the block dependence and the short range dependence
models. The first thing to be noted from figures 1 and 2 is that, the BSD procedure uniformly
dominates all other procedures in terms of the misclassification probability across the entire
range of the sparsity parameter p and for all choices of Σ considered in our study. In cases, where
the correlations among the Xi’s are strong or moderately strong, the estimated misclassification
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Fig 2. Comparison of estimated misclassification probabilities for the block diagonal and short range dependence
(of order 2) covariance structures
probability corresponding to the proposed BSD procedure is considerably smaller as compared
to the other testing procedures, over a wide range of the sparsity parameter p, particularly for
values of p smaller than 0.7. However, for values of p beyond this range, the performance of the
MGN procedure almost coincides with that of the BSD procedure. A similar phenomena can also
be observed for other testing procedures except the MRD method. The MRD method shows a
significantly different behavior in terms of the estimated misclassification probability. For val-
ues of p smaller than 0.4, the performance of the MRD method is at least as good as the BSD
method, although the BSD is still marginally better. As p increases further, the misclassification
probability of the MRD procedure continues to increase, while that for the BSD procedure ini-
tially increases at a much slower rate, and after a while, it continually decreases as θ becomes
more and more dense. Similar phenomena have also been observed whenever the dependence
between Xi’s is strong or moderately strong for other choices of Σ, which is not presented in this
paper for reasons of space. When the correlation between Xi’s is weak as in the case of short
range dependence structure, all the procedures under study tend to have similar misclassification
probabilities as the BSD procedure for sparse to moderately sparse situations, specifically, when
p is smaller than 0.35. In this case also, the misclassification probability of the MRD procedure
tends to show a steady increase as p increases, while the misclassification probabilities of the
other testing procedures tend to be close to that of the BSD method.
We next compare the powers of the multiple testing procedures under study together with
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Fig 3. Comparison of estimated powers for the intra class correlation and the AR(1) covariance structures
their estimated FDRs for the multiple testing problem (2.7). Figures 3 through 6 below present
the estimated powers and the false discovery rates of the multiple testing procedures under study
for each value of the sparsity parameter p in the set S under different choices of Σ. Figures 3
and 4 clearly demonstrate that when the Xi’s have a strong to moderately strong association
among themselves, the proposed BSD procedure has a significantly larger power as compared
to its competitors over a wide range of values of the sparsity parameter p, covering both the
sparse to moderately non-sparse cases. However, as p becomes larger, the marginal oracle test-
ing procedure (MGN) tends to yield a larger power compared to the proposed BSD procedure.
But this comes at the expense of considerably larger number of false discoveries made by the
MGN method compared to the BSD procedure which is evident from figures 5 and 6. The MRD
procedure again has a different behavior in terms of its power. For strong to moderately strong
correlations among the Xi’s and values of p smaller than 0.2, the MRD method yields a higher
power compared to the proposed BSD procedure. This comes at the cost producing a significantly
larger number of false discoveries made by the MRD method as compared to the BSD procedure,
see figures 3 and 4. Even when p gets larger, power of the MRD method remains more or less
the same and it tends to be more and more conservative as p gradually approaches 1. A dif-
ferent story emerges from the results under the short range dependence covariance structure. In
this case, the marginal testing procedure (MGN) tends to yield a power close to the BSD method.
It should be noted that the Bayesian testing procedures like the BSD method or even the
optimal Bayes procedure, are typically not aimed at controlling some specific kind of type I error
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Fig 4. Comparison of estimated powers for the block diagonal and short range dependence (of order 2) covariance
structures
measure such as the FDR. In our present simulation study, we have taken α (the frequentist
tolerance level of type I error) to be 0.1. When the correlation among Xi’s are strong or mod-
erately strong, the FDR of the proposed BSD method is also controlled at this level, provided
θ is sparse, that is, when p is small. However, the same may not be true when Xi’s are weakly
correlated among themselves.
In summary, it may be said that when the association between Xi’s is strong or even moder-
ately strong, the proposed BSD method, tends to outperform procedures like the BH method, the
SDS method, the STO method, the MGN method and the XCML method both in terms of the
estimated misclassification probability and power for a wide range of sparsity level. It also shows
a decent FDR controlling property when the underlying mean vector is sparse and Xi’s have a
strong or moderately strong association among themselves. We feel that the reasons behind the
good performance of the BSD method and the MRD method can satisfactorily be explained by
the following facts. First, the marginal testing procedures do not take into account the correlation
among the Xi’s, whereas procedures like the BSD and the MRD methods fully utilizes the depen-
dence among Xi’s at each step. This clearly demonstrates the effect of taking correlations into
account for developing a multiple testing procedure when test statistics are correlated. Second,
as already shown by Cohen et al. (2007), Cohen and Sackrowitz (2005a), Cohen and Sackrowitz
(2007), Cohen and Sackrowitz (2008) and Cohen et al. (2009) that in simultaneous testing prob-
lems involving dependent normal means, typical stepwise testing procedures are inadmissible with
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respect to the vector loss function, and hence, with respect to the additive loss function as well. In
our context, the estimated misclassification probability is proportional to the simulated average
of the total number of misclassified hypotheses which is nothing but the usual additive 0− 1 loss
function within our chosen two-groups formulation. In this sense, the present simulation study is
in concordance with the theoretical findings of the aforesaid papers. However, as the correlation
becomes weaker and weaker, these differences tend to fade way which is understandable since in
case of zero correlation (that is, under the assumption of independence), it is known that proce-
dures like the BH method is asymptotically Bayes optimal under sparsity (ABOS) as shown in
Bogdan et al. (2011) and the proposed BSD method is simply the optimal Bayes decision rule in
that context. The above discussion suggests that except under certain asymptotically vanishing
correlation structures, the conjecture made in Bogdan et al. (2011) regarding such asymptotic
Bayes optimality property of the BH procedure in sparse problems and under general dependence
structures, is not likely to be true.
6. Concluding Remarks
We considered in this paper, the problem of simultaneous significance testing of the individual
components of a multivariate normal mean vector when the underlying covariance matrix is as-
sumed to be known, but arbitrary. We took a Bayesian approach where a two-component point
mass mixture prior was used within a hierarchical Bayes framework to model the unknown means.
Under this set up, we proposed a novel Bayesian testing procedure that works in a step-down
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structures
manner and is referred to as the Bayesian Step-down (BSD) procedure. The proposed Bayesian
step-down procedure is easy to implement and can fully incorporate the dependence between the
test statistics at every stage unlike many other popular multiple testing approaches. Moreover,
the proposed methodology provides a generic multiple testing algorithm which can be applied
even for the non-normal models such as multivariate-t. We also established a formal decision
theoretic justification in favor of our proposed testing procedure when the test statistics are as-
sumed to come from a multivariate normal distribution with an unknown but fixed mean vector
and a known positive definite covariance matrix. In particular, we employed a general technique
invoking some novel arguments which shows that the proposed BSD procedure possesses a cer-
tain convexity property which is both necessary and sufficient for a multiple testing procedure
to be admissible with respect to the vector loss function (3.2) for the testing problem (2.1). As a
matter of fact, using our general scheme of arguments it turned out that, any step-down multiple
testing procedure based on a set of statistics which are non-decreasing functions of the absolute
values of the corresponding MRD statistics, will also be admissible under the vector loss function
(3.2). To the best of our knowledge, the aforesaid fact is new in the multiple testing literature and
extends the results of Cohen et al. (2009) on the admissibility property of their proposed MRD
method. We established an alternative representation of the proposed test statistics which leads
to a great amount of computational savings for the implementation of our proposed methodology.
We also demonstrated through extensive simulation study that, for various forms of dependence
and across a wide range of sparsity levels, the proposed testing procedure compares quite fa-
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vorably with several existing multiple testing procedures available in the literature in terms of
overall misclassification probability and power.
It is important to note that, implementation of the BSD method in real life applications
requires the knowledge of the proportion of true alternatives p and the variance V of the distri-
bution of the non-null θi’s which may not always be known in practice. One natural approach
in such cases would be to to assign some appropriate hyperpriors to p and V , and subsequently
employing some efficient Markov Chain Monte Carlo (MCMC) algorithm to find estimates of the
posterior probabilities used to define the BSD statistics in (2.10). An alternative approach in this
context could as well be the use of an empirical Bayes version of the BSD procedure by simply
plugging the full Bayes estimates of p and V into the functional relation (3.4) of Theorem 3.1.
It should, however, be noted that use of an MCMC algorithm in the present case may lead to a
daunting computational task since it requires exploration over an enormously large model space
of size 2n. As a result, the corresponding MCMC algorithm may suffer from very low transitional
probabilities to move from one model to another and become too slow to converge. However,
the difficulty concerning the implementation of such MCMC algorithms can easily be bypassed
by using the functional relation (3.4) as follows. Let p̂ and V̂ be some “good” estimates of p
and V , respectively, obtained through some empirical Bayes approach or otherwise. Then, by
simply plugging those estimates in (3.4), one can directly enumerate the BSD statistics, and thus
avoid the need for MCMC-type computations for the present testing problem. The question that
naturally arises then is what could possibly be the appropriate choices of p̂ and V̂ in this context.
Estimation of the theoretical proportion of true alternatives or the proportion of non-null
effects p has been so far another topic of intense research in the multiple testing literature.
There are contexts such as in astronomy where one might be more interested in estimating
the proportion of true signals rather than identifying them individually. Moreover, by incor-
porating such estimate, the efficiency of traditional FWER or FDR controlling procedures like
the BH method, can greatly be improved in terms of power. Several strategies have been pro-
posed in the literature towards estimation of this proportion p. Some important early refer-
ences in this regard include Benjamini and Hochberg (2000), Efron (2004), Efron et al. (2001),
Genovese and Wasserman (2004), Meinshausen and Rice (2006), Storey (2002) and Storey et al.
(2004), among others. However, the corresponding estimates of p proposed in these works are, in
general, inconsistent and tend to be conservative in nature. A major theoretical breakthrough in
this direction was made in Jin (2006) when the underlying test statistics are assumed to be in-
dependent and identically distributed (i.i.d.) random variables generated from a two-component
Gaussian mixture model. Jin (2006) proposed to estimate the corresponding mixing propor-
tion p by exploiting certain concepts from Fourier analysis. His proposed estimator is based on
the central idea of approximating, what he called the underlying characteristic function, by the
corresponding empirical characteristic function when the null parameter values are identical or
homogeneous. He showed that the aforesaid estimator of p is uniformly consistent over a large
parameter space. Details of the construction of such estimates can be found in Jin (2006) and
Jin (2008). Jin and Cai (2007) extended these ideas to obtain consistent estimators of the null
parameters values along with the proportion of non-null effects when the null distributions are
assumed to be unknown and the null parameters are heterogeneous. Their estimators were shown
to be consistent over a large parameter space and also in situations when the test statistics ex-
hibit certain forms of dependence such as α-mixing and short range dependence. The aforesaid
estimators, though consistent, fail to attain any optimal rate of convergence. Cai and Jin (2010)
considered the problem of finding consistent estimators of the null density and the proportion of
non-null effects p which attain the corresponding minimax error rates (with respect to appropri-
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ately chosen loss functions) up to some multiplicative factors within an i.i.d. Gaussian mixture
model framework. For any fixed γ ∈ (0, 1/2), they proposed the following estimator of p, given
by
p̂(γ) = 1− 1
n1−γ
n∑
j=1
cos
(√
2γ lognXj
)
. (6.1)
Cai and Jin (2010) showed that p̂(γ) defined in (6.1) becomes minimax rate optimal when the
parameter p is not too small compared to the total number of tests n and “vanishes asymptoti-
cally” as n grows to infinity. Cai and Jin (2010) conjectured that the above estimator of p in (6.1)
will remain consistent under certain forms of weakly correlated structures. Motivated by their
work, we considered the estimator p̂(γ) defined in (6.1) for estimating the mixing proportion p
in our context. It is found that the conjecture of Cai and Jin (2010) is indeed affirmative in the
sense that their estimator remains consistent under certain weakly correlated structures, such as,
finite block dependence, short range dependence, certain intraclass correlation model where the
common correlation coefficient goes to zero at an appropriate rate as the number of tests n grows
to infinity, and also in situations when p is moderately sparse. Moreover, we also considered a
moment-based estimate of V which depends on p̂(γ) defined above and found that it consistently
estimates the variance V of the non-zero θi’s under certain weak correlation structures. However,
in our simulation studies (which are not reported in this paper), we did not find any significant
difference in the performance of the proposed BSD method as compared to its competitors under
such weak correlation structures. Hence, we prefer not to report these results in this paper. It
would be interesting to see whether the aforesaid results can be generalized to stronger forms
of dependence or whether their exist some other estimators of p and V which can yield better
performances both in terms of theory and simulations. Another very interesting problem would
be to investigate theoretically whether the BSD and the MRD methods continue to have the
admissibility property if we replace the vector loss function (3.2) with the sum of the individual
losses (3.1) as proposed in Lehmann (1957a) and Lehmann (1957b) for multiple testing prob-
lems. We leave these issues as important problems for future research and hope to report them
elsewhere.
Appendix A: Appendix
Proofs of some of the results of this paper make use of the following important results from the-
ory of matrices. Of them the first one is the celebrated Sherman−Morrison−Woodbury (SMW)
identity, while the other one provides an important formula for obtaining the inverse of a 2 × 2
partitioned matrix. See, for example, Santner et al. (2003) among many other sources.
Lemma A.1. Suppose that B is any n×n nonsingular matrix, C is a r× r non-singular matrix,
and A is an arbitrary n×r matrix such that (ATB−1A+C)−1 is nonsingular. Then (B+ATC−1A)
is n× n non-singular with inverse given by,
(B +ATC−1A)−1 = B−1 −B−1A(ATB−1A+ C)−1ATB−1.
Lemma A.2. Suppose that B is a n× n non-singular matrix and
T =
(
D AT
A B
)
,
where D is m×m and A is n×m. Then T is non-singular if and only if
Q = D −ATB−1A
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is non-singular. In this case, T−1 is given by
T−1 =
(
Q−1 −Q−1ATB−1
−B−1AQ−1 B−1 +B−1AQ−1ATB−1
)
.
Proof of Theorem 3.1
Proof. Observe that one can write each test statistic S
(i1,...,it−1)
tj as
S
(i1,...,it−1)
tj (X) =
pi(νj = 1,ν
(i1,...,it−1,j) = 0)f(X(i1,...,it−1)|νj = 1,ν(i1,...,it−1,j) = 0)
pi(νj = 0,ν(i1,...,it−1,j) = 0)f(X
(i1,...,it−1)|νj = 0,ν(i1,...,it−1,j) = 0)
=
p
1− p ×
f(X(i1,...,it−1)|νj = 1,ν(i1,...,it−1,j) = 0)
f(X(i1,...,it−1)|νj = 0,ν(i1,...,it−1,j) = 0)
· (A.1)
Let us write
Σ
(i1,...,it−1)
0,j = Σ(i1,...,it−1) + V diag(νj = 0,ν
(i1,...,it−1,j) = 0)
Σ
(i1,...,it−1)
1,j = Σ(i1,...,it−1) + V diag(νj = 1,ν
(i1,...,it−1,j) = 0)
 . (A.2)
It is important to note that for any t = 1, . . . , n and for any j = 1, . . . , n, where il 6= j for all
l, we have the following:
Σ
(i1,...,it−1)
0,j =
(
Σ(i1,...,it−1) + V diag(νj = 0,ν
(i1,...,it−1,j) = 0)
)
(−j,−j)
=
(
Σ(i1,...,it−1)
)
(−j,−j)
= Σ(i1,...,it,j) (A.3)
and
Σ
(i1,...,it−1)
1,j =
(
Σ(i1,...,it−1) + V diag(νj = 1,ν
(i1,...,it−1,j) = 0)
)
(−j,−j)
=
(
Σ(i1,...,it−1)
)
(−j,−j)
= Σ(i1,...,it,j) (A.4)
where A(−j,−j) denotes the sub-matrix of a matrix A obtained after removing its j
th row and jth
column.
Using (A.3) and (A.4), it therefore follows that for any t = 1, . . . , n and for any j = 1, . . . , n,
with il 6= j for all l, we have
Σ
(i1,...,it−1)
0,j = Σ
(i1,...,it−1)
1,j . (A.5)
Now, f(X(i1,...,it−1)|νj = 0,ν(i1,...,it−1,j) = 0) corresponds to the probability density function
of a N(0,Σ
(i1,...,it−1)
0,j ) distribution. Therefore using equation (2.4) one can write,
f(X(i1,...,it−1)|νj = 0,ν(i1,...,it−1,j) = 0) = N(uj·(i1...,it−1)(X), σj·(i1,...,it−1))(Xj)
× N(0,Σ(i1,...,it,j))(X(i1,...,it−1,j)) (A.6)
where uj·(i1...,it−1)(X) = σ
(i1...,it−1)
(j)
T
Σ−1(i1,...,it−1,j)X
(i1,...,it−1,j) and the term on the right hand
side of (A.6) denote the probability densities of the corresponding normal distributions evaluated
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at the appropriate points.
In a similar way we can write the following:
f(X(i1,...,it−1)|νj = 1,ν(i1,...,it−1,j) = 0) = N(uj·(i1...,it−1)(X), V + σj·(i1,...,it−1))(Xj)
× N(0,Σ(i1,...,it,j))(X(i1,...,it−1,j)). (A.7)
On combining equations (A.1), (A.3) - (A.7), together with some subsequent straightforward
calculus, leads to the proof of Theorem 3.1. 
Proof of Lemma 3.3
Proof. First observe that since both t > 1 and t0 > 1, one must have j1(x
∗ + r0g) 6= 1 and
j1(x
∗) 6= 1. Then using the observation made in Remark 3.2 we obtain,
j1(x
∗ + r0g) = argmax
j∈{2,...,n}
S1j(x
∗ + r0g)
= argmax
j∈{2,...,n}
S1j(x
∗)
= j1(x
∗). (A.8)
Now using Lemma 3.2 it follows that, for all l = 1, . . . , t0 − 1 with jl(x∗ + r0g) 6= 1, and for
all j ∈ {1, . . . , n} \ {j1(x∗ + r0g), . . . , jt0−1(x∗ + r0g)},
U
(j1(x
∗+r0g),...,jl−1(x
∗+r0g))
lj (x
∗ + r0g) = U
(j1(x
∗+r0g),...,jl−1(x
∗+r0g))
lj (x
∗). (A.9)
Therefore, we obtain for all l = 1, . . . , t0− 1 with jl(x∗+ r0g) 6= 1, and for all j ∈ {1, . . . , n} \
{j1(x∗ + r0g), . . . , jt0−1(x∗ + r0g)},
S
(j1(x
∗+r0g),...,jl−1(x
∗+r0g))
lj (x
∗ + r0g) = S
(j1(x
∗+r0g),...,jl−1(x
∗+r0g))
lj (x
∗). (A.10)
In particular, for all l < t0,
S
(j1(x
∗+r0g),...,jl−1(x
∗+r0g))
ljl(x∗+r0g)
(x∗ + r0g) = S
(j1(x
∗+r0g),...,jl−1(x
∗+r0g))
ljl(x∗+r0g)
(x∗). (A.11)
Again using Lemma 3.2 we have for all l = 1, . . . , t0 − 1 with jl(x∗ + r0g) 6= 1, and for all
j ∈ {1, . . . , n} \ {j1(x∗ + r0g), . . . , jt−1(x∗ + r0g)} the following:
U
(j1(x
∗+r0g),...,jl−1(x
∗+r0g))
l1 (x
∗ + r0g) = U
(j1(x
∗+r0g),...,jl−1(x
∗+r0g))
l1 (x
∗)
+ r0 · σ
1
2
1·(j1(x∗+r0g),...,jl−1(x∗+r0g))
.
The above equality implies that only the values of S
(j1(x
∗+r0g),...,jl−1(x
∗+r0g))
l1 (x
∗ + r0g) can
change for l = 1, . . . , t0 − 1. Again since H01 is rejected at the t0-th stage when x∗ + r0g is
observed, for each l = 1, . . . , t0−1, S(j1(x
∗+r0g),...,jl−1(x
∗+r0g))
l1 (x
∗+r0g) cannot be the maximum
of the corresponding S
(j1(x
∗+r0g),...,jl−1(x
∗+r0g))
lj (x
∗ + r0g)’s, since in that case H01 would have
been rejected before the t0-th step which would be a contradiction. Using this observation and
equations (A.8), (A.10) and (A.11) it therefore follows that for any 1 6 l 6 t0 − 1,
jl(x
∗ + r0g) = argmax
j∈{2,...,n}\{j1(x∗+r0g),...,jl−1(x∗+r0g)}
S
(j1(x
∗+r0g),...,jl−1(x
∗+r0g))
lj (x
∗ + r0g)
= argmax
j∈{2,...,n}\{j1(x∗+r0g),...,jl−1(x∗+r0g)}
S
(j1(x
∗+r0g),...,jl−1(x
∗+r0g))
lj (x
∗)
= argmax
j∈{2,...,n}\{j1(x∗),...,jl−1(x∗)}
S
(j1(x
∗),...,jl−1(x
∗))
lj (x
∗)
= jl(x
∗)
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This completes the proof of Lemma 3.3. 
Proof of Lemma 3.4
Proof. First observe that, when t0 = 1, since φ1(x
∗) = 0 and φ1(x
∗ + r0g) = 1, one cannot
have t = 1 due to (A.8). Therefore we must have t > 1 when t0 = 1. Thus the result is true
when t0 = 1. However, proof for the case when both t > 1 and t0 > 1 is non-trivial and requires
a contrapositive argument and Lemma 3.3. So, let us now consider the case when t > 1 and t0 > 1.
Since t > 1, we have S
(j1(x
∗),...,jt−1(x
∗))
tjl(x∗)
(x∗) > δ for all l = 1, . . . , t − 1, with jl(x∗) 6= 1 for
each l and
S
(j1(x
∗),...,jt−1(x
∗))
tjt(x∗)
(x∗) 6 δ =⇒ S(j1(x∗),...,jt−1(x∗))tj (x∗) 6 δ
for all j ∈ {1, . . . , n} \ {j1(x∗), . . . , jt−1(x∗)}, with jl(x∗) 6= 1 for all l ∈ {1, . . . , t− 1}.
On contrary, let us now assume that t0 > t. Then
S
(j1(x
∗+r0g),...,jt−1(x
∗+r0g))
tjt(x∗+r0g)
(x∗ + r0g) > δ, (A.12)
otherwise the process would have stopped at stage t without rejecting H01 when x
∗ + r0g is
observed, which would be a contradiction.
Now by using Lemma 3.2 and a subsequent application of Lemma 3.3 it follows
U
(j1(x
∗+r0g),...,jt−1(x
∗+r0g))
tjt(x∗+r0g)
(x∗ + r0g) = U
(j1(x
∗+r0g),...,jt−1(x
∗+r0g))
tjt(x∗+r0g)
(x∗)
= U
(j1(x
∗),...,jt−1(x
∗))
tjt(x∗)
(x∗).
Therefore we have
S
(j1(x
∗),...,jt−1(x
∗))
tjt(x∗)
(x∗) = S
(j1(x
∗+r0g),...,jt−1(x
∗+r0g))
tjt(x∗+r0g)
(x∗ + r0g)
> δ.
This means that when x∗ is observed, the testing procedure cannot stop at stage t and con-
sequently φ1(x
∗) 6= 0, which is a contradiction. This completes the proof of Lemma 3.4. 
Proof of Lemma 3.5
Proof. Let us first consider the situation when t0 > 1.
Observe that when t0 > 1 we have,
S
(j1(x
∗),...,jt0−1(x
∗))
t01
(x∗) 6 S
(j1(x
∗),...,jt0−1(x
∗))
t0jt0 (x
∗) (x
∗)
= S
(j1(x
∗),...,jt0−1(x
∗))
t0jt0 (x
∗) (x
∗ + r0g)
= S
(j1(x
∗+r0g),...,jt0−1(x
∗+r0g))
t0jt0 (x
∗) (x
∗ + r0g)
6 S
(j1(x
∗+r0g),...,jt0−1(x
∗+r0g))
t01
(x∗ + r0g)
= S
(j1(x
∗),...,jt0−1(x
∗))
t01
(x∗ + r0g).
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Since for given j1, . . . , jt0−1, S
(j1,...,jt0−1)
t01
is a strictly increasing function of |U (j1,...,jt0−1)t01 |, it
follows that
|U (j1(x
∗),...,jt0−1(x
∗))
t01
(x∗)| 6 |U (j1(x
∗),...,jt0−1(x
∗))
t01
(x∗ + r0g)| (A.13)
whence it follows from Remark 3.2 that
U
(j1(x
∗),...,jt0−1(x
∗))
t01
(x∗ + r0g) > 0.
But for given (j1, . . . , jt0−1), the function U
(j1,...,jt0−1)
t01
(x∗ + rg) is strictly increasing in r.
Hence for all r > r0, we have
U
(j1(x
∗),...,jt0−1(x
∗))
t01
(x∗ + rg) > U
(j1(x
∗),...,jt0−1(x
∗))
t01
(x∗ + r0g) > 0. (A.14)
We shall complete the proof now based on a contrapositive argument. Recall that, we need to
show φ1(x
∗+rg) = 1 for all r > r0. On contrary, suppose this is not true. Then there exists some
r1 > r0 such that φ1(x
∗ + r1g) = 0. Let t1 denote the step at which the testing procedure must
stop without rejecting H01 when x
∗ + r1g is observed. Then using Lemma 3.4 we have t0 6 t1.
Since t0 > 1, using Lemma 3.3 it follows
jl(x
∗ + r1g) = jl(x
∗ + r0g)
= jl(x
∗)
for all l = 1, . . . , t0 − 1.
Again, replacing x∗ by x∗+r1g, and applying the preceding arguments, from (A.13) we obtain
|U (j1(x
∗),...,jt0−1(x
∗))
t01
(x∗ + r1g)| 6 |U (j1(x
∗),...,jt0−1(x
∗))
t01
(x∗ + r0g)|
which contradicts (A.14). Therefore one must have φ1(x
∗ + rg) = 1 for all r > r0, when t0 > 1.
Next observe that when t0 = 1, since S1j(x
∗+ r0g) = S1j(x
∗) for all j ∈ {2, . . . , n}, one must
have S11(x
∗) < S11(x
∗ + r0g). Therefore, using exactly the same arguments as before we have,
U11(x
∗ + rg) > U11(x
∗ + r0g) > 0 for all r > r0.
Therefore, using the preceding arguments together with Corollary 3.1, for all r > r0 we obtain
S11(x
∗ + rg) > S11(x
∗ + r0g)
> S1j(x
∗ + r0g) for all j ∈ {2, . . . , n}
[
since t0 = 1
]
= S1j(x
∗) for all j ∈ {2, . . . , n}
= S1j(x
∗ + rg) for all j ∈ {2, . . . , n}.
This implies that every x∗ + rg will be a point of rejection for H01 for all r > r0, that is,
φ1(x
∗ + rg) = 1 for all r > r0 when t0 = 1. This completes the proof of Lemma 3.5. 
Proof of Lemma 4.1
Proof. Let us write B1,ν = Σ + V Bν:νi=1 and B0,ν = Σ + V Bν:νi=0. Then letting ei to be the
unit vector with the i-th component unity, we get
B1,ν = (Σ+ V Bν:νi=0) + V diag(ei)
= B0,ν + V diag(ei)
= B0,ν +AI
−1AT (A.15)
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where A =
√
V diag(ei) = A
T and diag(ei) denotes a diagonal matrix with diagonal vector ei.
Therefore, using (A.15) and applying the Sherman-Morrison-Woodbury identity as given in
Lemma A.1 in the Appendix, we obtain
B−11,ν = (B0,ν +AI
−1AT )−1
= B−10,ν −B−10,νA(ATB−10,νA+ I)−1ATB−10,ν . (A.16)
Let B−10,ν = ((bij))n×n. Since the matrix B0,ν is positive definite, its inverse B
−1
0,ν is also positive
definite. Hence, bii > 0 for all i = 1, . . . , n.
Next we observe that,
ATB−10,νA = V

0 0 . . . 0
...
0 0 . . . 0
b1i b2i . . . bni
0 0 . . . 0
...
0 0 . . . 0

(
0, . . . , 0, ei, 0, . . . , 0
)
= V diag(0, . . . , 0, bii, 0, . . . , 0)
= V biidiag(ei). (A.17)
Therefore, using (A.17) we get
I +ATB−10,νA = diag(1, . . . , 1, 1 + V bii, 1, . . . , 1)
whence we have
(I +ATB−10,νA)
−1 = diag(1, . . . , 1,
1
1 + V bii
, 1, . . . , 1). (A.18)
Note that the matrix A is symmetric, that is, A = AT . Therefore, using (A.18) and then
applying exactly the same arguments used for proving (A.17), we obtain
A(I +ATB−10,νA)
−1AT = AT (I +ATB−10,νA)
−1A
=
V
1 + V bii
diag(ei)
=
1
1 + V bii
AAT . (A.19)
Therefore, using (A.19) we have
B−10,νA(I +A
TB−10,νA)
−1ATB−10,ν =
1
1 + V bii
B−10,νAA
TB−10,ν
=
V
1 + V bii
B−10,νdiag(ei)diag(ei)
TB−10,ν . (A.20)
Now observe that
B−10,νdiag(ei) =
(
0, . . . , 0, bi, 0, . . . , 0
)
. (A.21)
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Then, combining (A.20) and (A.21), it follows that
B−10,νA(I +A
TB−10,νA)
−1ATB−10,ν =
V
1 + V bii
bibi
T . (A.22)
On combining (A.16) and (A.22), the stated result then follows immediately. 
Proof of Lemma 4.2
Proof. Let us write B1,ν = Σ+V Bν:νi=1 and B0,ν = Σ+V Bν:νi=0. Note that both B1,ν and B0,ν
are positive definite, and so are their corresponding inverse matrices. Hence, |B−10,ν | = |B0,ν |−1 >
0. Therefore,
|Σ+ V Bν:νi=1|
|Σ+ V Bν:νi=0|
=
|B1,ν |
|B0,ν | = |B
−1
0,νB1,ν |. (A.23)
Observe that, B1,ν = B0,ν + V diag(ei), where ei denotes the unit vector with the i-th com-
ponent unity and diag(ei) stands for a diagonal matrix with diagonal vector ei. Using this fact
and applying the arguments employed in the proof of Lemma 4.1, it follows that
B−10,νB1,ν = I + V B
−1
0,νdiag(ei)
= I + V diag(0, . . . ,0, bi(ν),0, . . . ,0). (A.24)
Therefore, combining (A.23) and (A.24), we obtain
|Σ+ V Bν:νi=1|
|Σ+ V Bν:νi=0|
= |B−10,νB1,ν |
= |I + V diag(0, . . . ,0, bi(ν),0, . . . ,0)|
= 1 + V bii(ν). (A.25)
This completes the proof of Lemma 4.2. 
Proof of Lemma 4.3
Proof. First observe that there exists orthogonal matrices P andQ which respectively interchange
the rows and column vectors of Σ+ V Bν:νi=0 in such a way that
P
(
Σ+ V Bν:νi=0
)
Q =
(
σii σ
T
(−i)
σ(−i) (Σ+ V Bν:νi=0)(−i,−i)
)
(A.26)
Since σii − σT(−i)
(
(Σ + V Bν:νi=0)(−i,−i)
)−1
σ(−i) > 0, using (A.26) and Lemma A.2 in the
Appendix, we obtain
Q−1(Σ+ V Bν:νi=0)
−1P−1 =
(
d−1 cT
c M
)
, say. (A.27)
Here
d = σii − σT(−i)
(
(Σ+ V Bν:νi=0)(−i,−i)
)−1
σ(−i) > 0, (A.28)
c = −[σii − σT(−i)((Σ+ V Bν:νi=0)(−i,−i))−1σ(−i)]−1((Σ+ V Bν:νi=0)(−i,−i))−1σ(−i)
= −d((Σ+ V Bν:νi=0)(−i,−i))−1σ(−i) [using (A.28)] (A.29)
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and
M =
(
(Σ+ V Bν:νi=0)(−i,−i)
)−1
+ d−1
(
(Σ+ V Bν:νi=0)(−i,−i)
)−1
σ(−i)σ
T
(−i)
(
(Σ+ V Bν:νi=0)(−i,−i)
)−1
.
It should now be carefully observed that P and Q are some appropriately chosen orthogonal
matrices used to interchange the rows and column vectors respectively of the matrixΣ+V Bν:νi=0.
Therefore, by pre-multiplying and post-multiplying both sides of (A.27) by Q and P respectively,
we can get back the matrix (Σ + V Bν:νi=0)
−1. Hence, the constant d−1 is noting but the term
bii(ν), while the vector c as defined in (A.29) above is simply the vector (bi(ν))(−i) itself. This
completes the proof of Lemma 4.3. 
Proof of Lemma 4.4
Proof. Let us fix any i ∈ {1, . . . , n} and take ν(−i) = 0, that is, νj = 0 for all j 6= i. Also note
that Σ+ V Bν:νi=0,ν(−i)=0 = Σ.
Therefore, using Lemma 4.1, for each fixed x ∈ Rn, we have
xT (Σ+ V Bν:νi=0,ν(−i)=0)
−1x− xT (Σ+ V Bν:νi=1,ν(−i)=0)−1x
= xTΣ−1x−
[
xTΣ−1x− V
1 + V bii
( n∑
i=1
bjixj
)2]
=
V
1 + V bii
( n∑
i=1
bjixj
)2
. (A.30)
Again, using Lemma 4.2 we obtain
|Σ+ V Bν:νi=0,ν(−i)=0|
|Σ+ V Bν:νi=1,ν(−i)=0|
=
1
1 + V bii
· (A.31)
Therefore, using (A.30) and (A.31) we obtain
f(x|νi = 1,ν(−i) = 0)
f(x|νi = 0,ν(−i) = 0)
=
(2pi)−
n
2 |Σ+ V Bν:νi=1,ν(−i)=0|−1/2 exp
{− 12xT (Σ+ V Bν:νi=1,ν(−i)=0)−1x}
(2pi)−
n
2 |Σ+ V Bν:νi=1,ν(−i)=0|−1/2 exp
{− 12xT (Σ+ V Bν:νi=1,ν(−i)=0)−1x}
=
1√
1 + V bii
exp
{1
2
xT (Σ+ V Bν:νi=0,ν(−i)=0)
−1x− 1
2
xT (Σ+ V Bν:νi=1,ν(−i)=0)
−1x
}
=
1√
1 + V bii
× exp
{
V
2(1 + V bii)
( n∑
i=1
bjixj
)2}
.
This completes the proof of Lemma 4.4. 
Proof of Theorem 4.1
Proof. Proof of this theorem follows by employing exactly the same line of arguments used for
proving Lemma 4.1 - Lemma 4.4 by taking into consideration the data vector X(i1,...,it−1) and
its corresponding variance-covariance matrix Σ(i1,...,it−1). 
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