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Abstract: We consider the approximation of a class of exponentially stable
infinite dimensional linear systems modelling the damped vibrations of one
dimensional vibrating systems. It is by now well known that the approximating
systems obtained by usual finite element or finite difference are not uniformly
stable with respect to the discretization parameter. Our main result shows
that, by adding a suitable numerical viscosity term in the numerical scheme,
our approximations are uniformly exponentially stable. This result is then
applied to obtain strongly convergent approximations of the solutions of the
algebraic Riccati equations associated to an LQR optimal control problem.
We finally give applications to systems governed by a non-homogeneous string
equation and a plate equation.
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1. Introduction and statement of the main results
Let H and U be real Hilbert spaces, let A0 : D(A0)→H be a self-adjoint, positive
operator with A−10 compact in H and let B0 ∈ L(U,H) be a control operator. The
inner product in H is denoted by 〈·, ·〉 and ‖ · ‖ stands for the corresponding norm.
We consider the system described by
ẅ(t) + A0w(t) = B0u(t) , (1.1)
1
w(0) = w0 , ẇ(0) = w1 (1.2)
where t ∈ [0,∞) is the time. Most of the linear equations modelling the vibrations
of elastic structures with distributed control can be written in the form (1.1), where
w stands for the displacement field (see section 6 for several examples).
We define the energy at instant t by
E(t) =
1
2
{
||ẇ(t)||2 + ||A
1
2
0w(t)||2
}
.
Simple formal calculations show that
E(0)− E(t) = −
∫ t
0
< B0u(s), ẇ(s) > ds, ∀ t > 0.
The above relation suggests the use of the input u given in the feedback form u(t) =
−B∗0ẇ(t), which obviously gives a non increasing energy and which corresponds to
collocated actuators and sensors. We obtain in this way the closed loop system
ẅ(t) + A0w(t) +B0B
∗
0ẇ(t) = 0 (1.3)
w(0) = w0, ẇ(0) = w1 (1.4)
In this paper we assume that the above system is exponentially stable, i.e., there
exist M, α > 0 such that E(t) 6 Me−αt for all t > 0. Our aim is to construct finite
dimensional systems satisfying the following conditions:
1. They approximate the system (1.3), (1.4) in a sense which will be made precise
later.
2. They are uniformly exponentially stable, i.e., they are exponentially stable and
their decay to zero when t→∞ is uniform with respect to the discretization
parameter (the notion of uniform exponential stability will be detailed later).
The problem of constructing finite dimensional systems satisfying the above condi-
tions is not obvious because of the existence of spurious high frequency modes.
Indeed, by applying the standard finite difference or finite element space semi-
discretizations, these spurious modes are only weakly damped. Therefore the corre-
sponding approximation of the controlled wave equation (even in one space dimen-
sion) is not uniformly exponentially stabilizable (or uniformly exactly controllable).
Several remedies have been proposed to overcome this difficulty : Tychonoff reg-
ularization in Glowinski, Li and Lions [8], mixed finite elements in Banks, Ito and
Wang [1], filtering of high frequencies in Infante and Zuazua [10]. We refer to the
review paper Zuazua [20] for more details and extensive references.
In this work, in order to damp the spurious modes, we use a “numerical viscosity”
in our approximation schemes of Galerkin type. This idea has been introduced, for
the approximation of the homogeneous string equation with distributed damping,
in Tèbou and Zuazua [18]. The main novelties brought in by this work are the
following
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• We give a general condition on the spectral elements of A0, on B0 and on the
approximation scheme ensuring the uniform exponential stability of the ap-
proximating systems. In particular, we do not need the analytic expressions of
eigenelements of the approximated problem (which are, in general, unknown).
Our assumptions restrict the range of direct applications of our general results
to wave type equations in one space dimension. Unlike results in the existing
literature we are able to tackle the case of variable coefficients. Moreover,
similar ideas (based on frequency domain techniques) can be applied to some
problems in two space dimensions (see the example in Section 7).
• We prove that the schemes with numerical viscosity yield strongly conver-
gent approximations of the Riccati operator solving an LQR optimal control
problem associated to the system (1.1)-(1.2).
• Our methods and results can be applied to a wide class of systems governed by
partial differential equations including non-homogeneous elastic strings, elastic
beams or elastic plates.
In order to give the precise statement of the main result, we introduce several
notations and we make some assumptions which will be supposed to hold throughout
the remaining part of this paper (excepting the example in subsection 7).
Let D
(
A
1
2
0
)
be the completion of D(A0) with respect to the norm
‖ϕ‖ 1
2
=
√
〈A0ϕ, ϕ〉 ∀ ϕ ∈ D(A0),
and assume that (Vh)h>0 is a sequence of finite dimensional subspaces of D
(
A
1
2
0
)
.
For every h > 0 we denote by N(h) the dimension of Vh. The inner product in Vh is
the restriction of the inner product on H and it is still denoted by 〈·, ·〉. We define
the linear operator A0h ∈ L(Vh) by
〈A0hϕh, ψh〉 = 〈A
1
2
0 ϕh, A
1
2
0 ψh〉 ∀ ϕh, ψh ∈ Vh. (1.5)
The operator A0h is clearly symmetric and positive-definite. We also consider a
sequence of subspaces (Uh) of U and we define the operators B0h ∈ L(Uh, Vh) by
B0huh = π̃hB0uh ∀ uh ∈ Uh, (1.6)
where π̃h is the orthogonal projection of H onto Vh. The adjoint B∗0h of B0h is then
given by the relation
B∗0hϕh = ρhB
∗
0ϕh, ∀ ϕh ∈ Vh,
where ρh is the orthogonal projection of U onto Uh. The above assumptions imply
that the sequences
(
‖B0h‖L(Uh,Vh)
)
h∈(0,h∗)
and
(
‖B∗0h‖L(Vh,Uh)
)
h∈(0,h∗)
are bounded,
for any h∗ > 0.
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We also suppose that the family of spaces (Vh) (respectively Uh) approximates
the space D
(
A
1
2
0
)
(respectively U). More precisely, if πh denotes the orthogonal
projection of D
(
A
1
2
0
)
onto Vh, we suppose that there exist θ > 0, h∗ > 0 and C0 > 0
such that, for all h ∈ (0, h∗), we have:
‖πhϕ− ϕ‖ 1
2
6 C0 h
θ‖A0ϕ‖ ∀ ϕ ∈ D(A0), (1.7)
‖πhϕ− ϕ‖ 6 C0 h2θ‖A0ϕ‖ ∀ ϕ ∈ D(A0), (1.8)
together with
lim
h→ 0
ρhu = u in U ∀ u ∈ U, (1.9)
‖ρhB∗0ϕ−B∗0ϕ‖U 6 C0 h2θ‖A0ϕ‖ ∀ ϕ ∈ D(A0). (1.10)
Note that the density of D (A0) in H shows that (1.7) implies in particular that
lim
h→ 0
π̃hϕ = ϕ in H ∀ ϕ ∈ H. (1.11)
Assumptions (1.7) and (1.8) are, in particular, satisfied when using finite elements
for the approximation of Sobolev spaces.
The main result of this paper is
Theorem 1.1. Suppose that
1. A
1
2
0 has simple eigenvalues
λ1 < . . . < λn < . . .
and there exists a constant γ0 > 0 such that
λn+1 − λn > γ0 ∀ n ∈ N. (1.12)
2. There exists a constant β0 > 0 such that
‖B∗0ϕ‖U > β0 (1.13)
for all normalized (in H) eigenvector ϕ of A
1
2
0 .
3. The families of subspaces (Vh) and (Uh) satisfy (1.7)-(1.10).
Then the family of systems
ẅh(t) + A0hwh(t) +B0hB
∗
0hẇh(t) + h
θA0hẇh(t) = 0 , (1.14)
wh(0) = w0h ∈ Vh , ẇh(0) = w1h ∈ Vh, (1.15)
is uniformly exponentially stable, in the sense that there exist constants M, α, h∗ > 0
(independent of h, w0h and w1h) such that for all h ∈ (0, h∗):
‖ẇh(t)‖2 +
∥∥∥A 120hwh(t)∥∥∥2 6 Me−αt (‖w1h‖2 + ∥∥∥A 120hw0h∥∥∥2) ∀ t > 0. (1.16)
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The assumption that B0 is bounded forbids the applications to PDE systems
controlled from the boundary. The removal of this restriction, which would be very
important for applications, looks difficult for at least two reasons:
• The frequency domain techniques we use are not available in the case of un-
bounded input operators;
• The approximation theory for LQR problems (applied in Section 5) is also
unavailable in the case of the wave equation with boundary control.
The outline of this paper is the following. In Section 2, we derive some properties
satisfied by the eigenelements of the discretized problem. In Section 3 we state and
prove three technical lemmas. These lemmas are used in Section 4 for the proof of our
main result (Theorem 1.1). The uniform exponential stability result in Theorem 1.1
is then used in Section 5 to approximate the Riccati operators associated to a class
of LQR problems. In Section 6, we apply our general results to a system modelling
the vibrations of a non homogeneous string. The last section is devoted to another
application of the three lemmas in Section 3: the finite difference approximation of
the plate equation in a square.
2. Spectral analysis of the discretized problem
In this section, we first recall a classical result for the Galerkin approximation of the
eigenvalues of a self-adjoint operator.
Lemma 2.1 Let A0 : D(A0)→H be a self-adjoint, positive operator with A−10 com-
pact in H and let
0 < λ1 6 . . . 6 λn 6 . . .
be its eigenvalues. Suppose that the family of spaces (Vh) satisfies assumption (1.8)
and let
0 < λ1,h 6 . . . 6 λN(h)
be the eigenvalues of A0h defined by (1.5). Then
λn 6 λn,h ∀ n ∈ {1, 2, . . . , N(h)}. (2.1)
Moreover, there exist the positive constants ε, h∗ and C, such that, for all 0 < h < h∗
and for all n ∈ {1, 2, . . . , N(h)}, satisfying
hθλ2n 6 ε, (2.2)
we have
λn,h 6 λn + Cε. (2.3)
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Proof. First, we recall that the Min-Max principle (see, for instance, [16, Ch. 6])
implies (2.1). Denote
σn,h = max
ϕ∈Bn
∣∣2〈ϕ, ϕ− πhϕ〉 − ‖ϕ− πhϕ‖2∣∣ , (2.4)
where Bn = {ϕ ∈ En, ‖ϕ‖ = 1} and where En is the subspace spanned by the n first
eigenvectors of A
1
2
0 . According to a result in [17, p. 229], we have that
λn,h 6
λn√
1− σn,h
∀ n ∈ {1, 2, . . . , N(h)}. (2.5)
provided that σn,h < 1. Let us show that ε in (2.2) can be chosen such that σn,h <
1
2
,
for all n ∈ {1, . . . , N(h)} satisfying (2.2). Since ϕ ∈ Bn, by using (1.8) we obtain
that the first term in the definition (2.4) of σn,h satisfies:
2 |〈ϕ, ϕ− πhϕ〉| 6 2‖ϕ− πhϕ‖ 6 2C0h2θλ2n.
By using again (1.8) and the fact that ϕ ∈ Bn we get that
‖ϕ− πhϕ‖2 6 C20h4θ‖A0ϕ‖2 6 C20
(
h2θλ2n
)2
.
Consequently, for ε < 2/C0 and h∗ < 1, the second term in the definition (2.4) of
σn,h is smaller than the first one, so we have
0 6 σn,h 6 4 |〈ϕ, ϕ− πhϕ〉| 6 4C0 hθ
(
hθλ2n
)
6 4C0ε.
Thus, if we assume that ε 6 1/(8C0), then we have indeed that σn,h 6
1
2
for all
n ∈ {1, . . . , N(h)} satisfying (2.2).
Consequently
λn,h 6
λn√
1− σn,h
6 λn(1 +
√
2σn,h) 6 λn(1 +
√
8C0 h
θλn) 6 λn + C ε, (2.6)
for all n ∈ {1, 2, . . . , N(h)} and for all h < 1 satisfying (2.2), with C =
√
8C0.
We next show that the gap condition (1.12) and the observability condition (1.13)
which are the basic assumptions in Theorem 1.1 still hold for the approximate prob-
lem (uniformly in h), provided that we consider only “low frequencies”. More pre-
cisely, the following result holds:
Proposition 2.2. With the notation in Lemma 2.1 and under the assumptions
of Theorem 1.1, there exist two constants ε > 0 and h∗ > 0, such that, for all
0 < h < h∗ and for all n ∈ {1, 2, . . . , N(h)}, satisfying
hθλ2n 6 ε, (2.7)
we have
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1. the eigenvalues λn,h are simple, and there exists a constant γ > 0 (independent
of h) such that
λn+1,h − λn,h > γ, (2.8)
2. there exists a constant β > 0 (independent of h) such that for every integer
n satisfying (2.7) and for every normalized (in H) eigenvector ϕn,h of A
1
2
0h
associated with the eigenvalue λn,h, there holds
‖B∗0hϕh‖U > β. (2.9)
Proof. By using Lemma 2.1 we see that for all n ∈ {1, 2, . . . , N(h)} satisfying (2.7)
we have
λn+1,h − λn,h > λn+1 − λn − C ε > γ0 − C ε.
The above relation implies that the uniform gap condition (2.8) with γ =
γ0
2
holds
provided that
ε 6 γ0/(2C). (2.10)
From now on, we will assume that (2.10) is satisfied.
Consider (φn)n>1 an orthonormal basis of H constituted by eigenvectors of A
1
2
0 as-
sociated with the eigenvalues (λn)n>1. Similarly, let (ϕn,h)16n6N(h) be an orthonor-
mal basis of Vh constituted by eigenvectors of A
1
2
0h associated with the eigenvalues
(λn,h)16n6N(h).
In order to show that (2.9) holds, we need to obtain an error estimate for the
eigenvectors ϕn,h. We first recall that, according to a classical result for the Galerkin
approximation of eigenvectors (see for instance [16, p. 149]), we have:
‖φn − ϕn,h‖ 6 2 (1 + ρn,h) ‖φn − πhφn‖,
where we have set: ρn,h = max
1 6 m 6 N(h)
m 6= n
λn
|λm,h − λn|
. By (1.7), we get that
‖φn − ϕn,h‖ 6 2C0(1 + ρn,h)h2θλ2n. (2.11)
It remains to obtain a bound for ρn,h, for n ∈ {1, 2, . . . , N(h)} satisfying (2.7). For
the rest of the proof, let us fix such an integer n.
First, we notice that if 1 6 m 6 N(h) does not satisfy (2.7), then m > n, and
thus, using (2.1) and the gap condition (1.12), we get that
λm,h − λn > λm − λn > γ0.
On the other hand, if 1 6 m 6 N(h), with m 6= n, satisfies (2.7), then by (2.6) and
(2.10), we have
|λm,h − λn| > |λm − λn| − |λm,h − λm| > γ0 − c ε > γ0/2,
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Consequently, for all m ∈ {1, 2, . . . , N(h)}, with m 6= n we have
|λm,h − λn| > γ0/2.
By the above inequality and the definition of ρn,h, we get
ρn,h 6 2
λn
γ0
.
Thus, plugging this relation into (2.11), we obtain that the inequalities
‖φn − ϕn,h‖ 6 2C0 h2θλ2n +
4C0
γ0
h2θλ3n 6 2C0 ε+
4C0
γ0
ε3/2, (2.12)
hold for all 0 < h < 1. This relation shows that there exists C1 > 0 such that
‖φn − ϕn,h‖ 6 C1ε. (2.13)
On the other hand,
B∗0hϕn,h = ρhB
∗
0ϕn,h = B
∗
0φn + (ρhB
∗
0 −B∗0)φn + ρhB∗0 (ϕn,h − φn) (2.14)
and by (1.10), we get that
‖ρhB∗0φn −B∗0φn‖ 6 C0 h2θλ2n 6 C0ε. (2.15)
Equations (1.13), (2.13) and (2.15) imply that (2.9) holds for some β > 0 indepen-
dent of h.
3 Three lemmas
In this section we give three results which will be essentially used in the proof of
Theorem 1.1. Moreover, since we will also apply the same results for the the finite
difference approximation in Section 7), we use assumptions which are weaker than
those in Theorem 1.1. More precisely, throughout this section we make the following
assumptions
[H1] (Vh) (respectively (Uh)) is a family of finite dimensional normed spaces
with norm denoted by ‖ · ‖Vh (respectively by ‖ · ‖Uh).
[H2] (A0h) ⊂ L(Vh) is a family of self-adjoint and positive-definite operators
such that there exists a constant m0 > 0 with ‖A0h‖L(Vh) > m0 > 0, for all
h ∈ (0, h∗).
[H3] (B0h) ⊂ L(Uh, Vh) is a family of linear operators such that there exists
a constant m1 > 0 with ‖B0h‖L(Uh,Vh) 6 m1, for all h ∈ (0, h∗).
8
We introduce the Hilbert space Xh = Vh × Vh endowed with the norm∥∥∥∥[ϕhψh
]∥∥∥∥2
Xh
=
∥∥∥A 120hϕh∥∥∥2
Vh
+ ‖ψh‖2Vh .
The system (1.14)-(1.15) is equivalent to the following first order system in Xh:
żh(t) = Ãhzh(t), zh(0) = z0h, (3.16)
where
Ãh =
[
0 I
−A0h −hθA0h −B0hB∗0h
]
, z0h =
[
w0h
w1h
]
. (3.17)
Lemma 3.1. Suppose that (Vh), (Uh), A0h and B0h satisfy assumption [H1]-[H3].
Then the spectrum of the operator Ãh, defined in (3.17), contains no point on the
imaginary axis.
Proof. Suppose that
[
ϕh
ψh
]
∈ Xh = Vh × Vh and ω ∈ R are such that
Ãh
[
ϕh
ψh
]
= iω
[
ϕh
ψh
]
.
Then, by using the definition (3.17) of Ãh, we easily obtain that{
ψh = iωϕh,[
ω2 − A0h − iω(hθA0h +B0hB∗0h)
]
ϕh = 0.
(3.18)
By taking the imaginary part of the inner product of the second relation in (3.18)
with ϕh and by using the fact that A0h is invertible, we get that ϕh = 0. Then,
by using the first relation in (3.18) we get that ψh = 0. Thus, iω cannot be an
eigenvalue of Ãh and hence iω ∈ ρ(Ãh) for all ω ∈ R.
Notice that the above proof uses in an essential way the numerical viscosity term.
Without this term, the result still holds under additional assumptions on B0h.
Lemma 3.2. Suppose that (Vh), (Uh), A0h and B0h satisfy assumptions [H1]-[H3].
Assume that, for all n ∈ N, there exist hn ∈ (0, h∗), ωn ∈ R, and zn =
[
ϕn
ψn
]
∈ Xhn
such that ∥∥∥A 120hnϕn∥∥∥2Vhn + ‖ψn‖2Vhn = 1 ∀ n ∈ N, (3.19)
and ∥∥∥iωnzn − Ãhnzn∥∥∥
Xhn
→ 0. (3.20)
Then we have
hθn
∥∥∥A 120hnψn∥∥∥2Vhn + ‖B∗0hnψn‖2Uhn → 0. (3.21)
lim
n→∞
∥∥∥A 120hnϕn∥∥∥2Vhn = limn→∞ ‖ψn‖2Vhn = 12 . (3.22)
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Proof. Relation (3.21) follows directly from (3.20) by taking the inner product in
Xhn of iωnzn− Ãhnzn by zn and by considering only the real part. In order to prove
(3.22) we introduce the operator
A1h =
[
0 I
−A0h 0
]
∈ L(Xh). (3.23)
We obviously have
Ãh
[
ϕh
ψh
]
= A1h
[
ϕh
ψh
]
−
[
0
hθA0hψh +B0hB
∗
0hψh
]
∀
[
ϕh
ψh
]
∈ Xh. (3.24)
By using (3.20), (3.21), (3.24) and the fact that the operators B0hn are uniformly
bounded we obtain that∥∥∥∥iωnzn − A1hnzn + [ 0hθnA0hnψn
]∥∥∥∥
Xhn
→ 0. (3.25)
We show now by a contradiction argument that the sequence (ωn) contains no sub-
sequence converging to zero. Suppose that such a subsequence exists. For the sake
of simplicity, we still denote it by (ωn). Then, by looking to the first component of
(3.25) and by using (3.19), we obtain that∥∥∥A 120hnψn∥∥∥Vhn → 0. (3.26)
Moreover, by taking the inner product in Vhn of the second component of iωnzn −
A1hnzn +
[
0
hθnA0hnψn
]
by ϕn, by using (3.26), (3.25), (3.19), assumption [H2] and
the fact that (hn) is bounded we get that∥∥∥A 120hnϕn∥∥∥Vhn → 0.
The above relation, assumption [H2] and (3.26) contradict (3.19), so we have proved
that there exists n0 ∈ N such that the sequence (|ωn|)n>n0 is bounded away from
zero.
We can now prove (3.22). Taking the inner product in Xhn of (3.25) by
1
ωn
[
ϕn
−ψn
]
,
with n > n0, and by considering only the imaginary part, we obtain:
lim
n→∞
(∥∥∥A 120hnϕn∥∥∥2Vhn − ‖ψn‖2Vhn
)
= 0.
The above relation and (3.19) yield (3.22).
In order to write in a simple way the eigenvalues and the eigenvectors of the
operator A1h, defined in (3.23), we extend the definition of λm,h and of ϕm,h for
m ∈ {−1, . . . ,−N(h)} by setting λm,h = −λ−m,h and ϕm,h = ϕ−m,h. Then, it can
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be easily checked that an orthonormal basis of Xh formed by eigenvectors of A1h is
given by
Φm,h =
1√
2
− iλm,hϕm,h
ϕm,h
 , 0 < |m| 6 N(h), (3.27)
where Φm,h is an eigenvector associated to the eigenvalue iλm,h.
Let ε be a positive constant. For every h > 0, we define
M(h) = max
{
m ∈ {1, . . . , N(h)} | hθ(λm)2 6 ε
}
, (3.28)
if hθ(λ1)2 6 ε and M(h) = 0 otherwise. The proof of Theorem 1.1 is essentially
based on the decomposition of the spectrum of A
1
2
0 in two parts:
• The eigenvalues λm with 1 6 m 6 M(hn), corresponding to “low frequencies”,
which will be damped by the feedback control law.
• The eigenvalues λm with m > M(hn), corresponding to “high frequencies”,
which will be damped by the numerical viscosity term.
With the above notations, the following result holds:
Lemma 3.3. Suppose that the families of operators (Ãh) and (A0h) and the se-
quences (hn), (ωn), (zn) satisfy the assumptions in Lemma 3.2. Moreover, assume
that there exist positive constants η, C and ε such that
λm,h > ηλm ∀ m ∈ {M(h) + 1, . . . , N(h)} , (3.29)
λm,h 6 λm + Cε ∀ m ∈ {1, . . . ,M(h)} , (3.30)
where M(h) is defined by (3.28). Let (cnm)0<|m|6N(h) be the coordinates of zn in the
basis (Φm,h)0<|m|6N(h), i.e.,
zn =
∑
0<|m|6N(hn)
cnmΦm,h. (3.31)
Then we have:
ψn =
1√
2
N(hn)∑
m=1
(
cnm + c
n
−m
)
ϕm,hn , (3.32)∑
M(hn)<m6N(hn)
∣∣cnm + cn−m∣∣2 → 0, (3.33)
∑
0<|m|6M(hn)
|ωn − λm,hn|
2 |cnm|2 → 0. (3.34)
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Proof. Relation (3.32) follows directly by taking the second component in (3.31)
and by using (3.27).
From (3.21) and (3.32) it follows that
hθn
∥∥∥A 120 ψn∥∥∥2 = N(hn)∑
m=1
hθnλ
2
m,hn
∣∣cnm + cn−m∣∣2 → 0. (3.35)
The above relation, (3.29) and (3.28) imply (3.33). Relations (3.30), (3.28) and
(3.35) clearly imply that there exists a constant C̃ independent of h such that
h2θn
M(hn)∑
m=1
λ4m,hn
∣∣cnm + cn−m∣∣2 6 C̃εM(hn)∑
m=1
hθnλ
2
m,hn
∣∣cnm + cn−m∣∣2 → 0. (3.36)
On the other hand, using λm,h = λ−m,h and (3.27), a simple calculation shows
that [
0
hθnA0hnψn
]
=
∑
0<|m|6N(hn)
hθn
2
λ2m,hn
(
cnm + c
n
−m
)
Φm,hn . (3.37)
Relations (3.36) and (3.37) imply that[
0
hθnA0hnψn
]
−
∑
M(hn)<|m|6N(hn)
hθn
2
λ2m,hn
(
cnm + c
n
−m
)
Φm,hn → 0. (3.38)
Moreover, by using (3.31) and the fact that Φm,h is an eigenvector of A1h associated
to the eigenvalue iλm,h, we have that
iωnzn − A1hnzn =
∑
0<|m|6N(hn)
i (ωn − λm,hn) cnmΦm,hn
The above relation, combined to (3.25) and (3.38) implies that∑
0<|m|6N(hn)
i (ωn − λm,hn) cnmΦm,hn +
∑
M(hn)<|m|6N(hn)
hθn
2
λ2m,hn
(
cnm + c
n
−m
)
Φm,hn → 0.
Since the family (Φm,hn) is orthogonal, the above relation implies (3.34).
4. Proof of the main result
The proof of Theorem 1.1 is based on a frequency domain characterization of the
exponential stability of the semi-group T generated by an operator A. The basic
characterization was given in Prüss [15, p. 852] and it implies that if the function
s→‖(sI − A)−1‖ is bounded for Re(s) > 0, then T is exponentially stable. A
little later and independently, an equivalent result was given by Huang [9]. Here we
need a result which is closely related to the one just mentioned, without being an
obvious consequence of it. This result concerns the uniform exponential stability of
a sequence of semi-groups. In order to have a precise statement we give a definition.
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Definition 4.1. Let h∗ > 0, let (Xh) be a family of Hilbert spaces and let (Th) be a
family of semi-groups of linear operators such that, for all h ∈ (0, h∗), we have that
Th is a linear C0 semi-group in Xh. The family of semi-groups Th is said uniformly
exponentially stable if there exist constants M, α > 0 (independent of h ∈ (0, h∗))
such that
‖Th(t)‖L(Xh) 6 Me
−αt ∀ t > 0.
Recall that a strongly continuous semigroup T is called a contraction semigroup
if ‖Tt‖ 6 1 for all t > 0. We can now state the following uniform stability result,
which is given in Liu and Zheng [12, p. 162]) and which will be applied in the proof
of Theorem 1.1.
Theorem 4.2. Let (Th) be a family of contraction semigroups on the Hilbert space
Xh and let (Ãh) be the corresponding infinitesimal generators. The family (Th) is
uniformly exponentially stable if and only if the two following conditions are satisfied:
i) For all h ∈ (0, h∗), iR is contained in the resolvent set ρ(Ãh) of Ãh.
ii) sup
h∈(0,h∗),ω∈R
‖(iω − Ãh)−1‖L(Xh) < +∞.
We are now in a position to prove Theorem 1.1
Proof of Theorem 1.1. The proof is based on Theorem 4.2. Notice first that, for
all h ∈ (0, h∗), the family
(
et
eAh) forms a contraction semigroup. The fact that the
family (Ãh) satisfies Condition i) in Theorem 4.2 follows from Lemma 3.1. In order
to show that the family (Ãh) also satisfies Condition ii) in Theorem 4.2 we use a
contradiction argument. Let (hn), (ωn), and (zn) =
([
ϕn
ψn
])
be three sequences
satisfying (3.19) and (3.20). We introduce the set
F =
{
n ∈ N | ∃m(n) ∈ Z∗, |m(n)| 6 M(hn), such that |ωn − λm(n),hn| <
γ
2
}
,
where γ is defined in Proposition 2.2. We distinguish two cases.
First case. The set F is infinite. Then, for the sake of simplicity, we can suppose,
without loss of generality, that F = N. Then, by reducing the value of γ if needed,
we can assume that for all m ∈ Z∗ with m 6= m(n) and |m| 6 M(hn), we have
|ωn − λm,hn| >
γ
2
.
By using Lemma 2.1 we see that assumptions of Lemma 3.3 hold true. Thus, by
using (3.34) we obtain that ∑
0 < |m| 6 M(hn)
m 6= m(n)
|cnm|2 → 0. (4.1)
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Define now
ψ̃n =
1√
2
cnm(n) ϕm(n),hn . (4.2)
Relations (3.32), (3.33) and (4.1) show that
‖ψ̃n − ψn‖ → 0. (4.3)
Thus, since (‖B∗0hn‖) is bounded, we deduce that∥∥∥B∗0hn (ψn − ψ̃n)∥∥∥
U
→ 0. (4.4)
The above relation and (3.21) imply that
‖B∗0hnψ̃n‖U → 0 (4.5)
But on the other hand, by using Proposition 2.2, we have that
‖B∗0hnψ̃n‖U =
1√
2
∣∣cnm(n)∣∣ ‖B∗0hnϕm(n),hn‖U > 1√2 β ∣∣cnm(n)∣∣ . (4.6)
Gathering (4.2), (4.5) and (4.6), we obtain that ψ̃n → 0 in H. By using then (4.3),
we obtain that ψn → 0 which contradicts (3.22).
Second case. The set F is finite. Then, we can assume, without loss of generality,
that F is empty, i.e., that, for all n ∈ N, we have that
|ωn − λm,hn| >
γ
2
if 0 < |m| 6 M(hn). (4.7)
By using (3.34) and the above relation, we obtain that∑
0<|m|6M(hn)
|cnm|2 → 0.
The above relation, (3.32) and (3.33) imply that
ψn→ 0 in H,
which contradicts (3.22).
5 Application to LQR optimization problems
In this section, we are going to see how our uniform exponential stability result
can be used to construct finite dimensional approximations of the Riccati operators
appearing in the LQR analysis of vibrating systems. In order to make our statements
precise, let us start by introducing the notation used in this section, and by recalling
some classical results on Riccati operators in infinite dimensional spaces and on their
approximation by finite dimensional Riccati operators.
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Dealing with the optimal control of system (1.1), (1.2), we first notice that this
system can be easily written as a first order system,
ż(t) = Az(t) +Bu(t), z(0) = z0, (5.1)
where the state z(t) and the state space X are defined by
z(t) =
[
w(t)
ẇ(t)
]
, X = D
(
A
1
2
0
)
×H,
whereas the operators A, B and the initial state z0 are given by
D(A) = D(A0)×D
(
A
1
2
0
)
, A =
[
0 I
−A0 0
]
, B =
[
0
B0
]
, z0 =
[
w0
w1
]
. (5.2)
The Hilbert space X is equipped with the norm ‖ · ‖X defined by:
‖z‖2X = ‖z1‖2 + ‖z2‖21
2
, z =
[
z1
z2
]
.
It is well-known that the above operator A is skew-adjoint, and so, according to
Stone’s theorem, it generates a strongly continuous group of isometries in X. This
fact implies that, if u ∈ L2(0,∞, U) and z0 ∈ X, then (5.1) admits a unique solution
z ∈ C(0,∞;X).
We associate to (5.1) the cost functional
J(w0, w1;u) =
∫ ∞
0
(
‖u(t)‖2U + ‖z(t)‖2X
)
dt.
If we assume that the system (5.1) is optimizable, i.e., that, for all (w0, w1) ∈ X,
there exists an input u ∈ L2(0,∞;U) such that J(w0;w1;u) < ∞ then (see, for
instance, Curtain and Zwart [4, p. 294]) there exists a self-adjoint and nonnegative
operator P ∈ L(X) such that
min
u∈L2(0;∞,U)
J(w0, w1;u) =
〈[
w0
w1
]
, P
[
w0
w1
]〉
X
.
Furthermore, the optimal control uopt is given by the feedback law
uopt(t) = −B∗PS(t)
[
w0
w1
]
,
where S is the strongly continuous semigroup generated by A−BB∗P . The operator
P , called the Riccati operator, satisfies the algebraic Riccati equation
〈Az1, P z2〉+ 〈Pz1, Az2〉 − 〈B∗Pz2, B∗Pz1〉+ 〈z2, z1〉 = 0 ∀z1, z2 ∈ D(A). (5.3)
Moreover, if we assume that the system (5.1) is exponentially stabilizable (i.e., that
there exists K ∈ L(X,U) such that A + BK generates an exponentially stable
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semigroup), then P is the unique nonnegative solution of (5.3) (see, for instance, [4,
p. 299]).
As it has been already said, our goal in this section is to generate finite dimensional
approximations of the Riccati operator P and of the gain operator −B∗P . More
precisely, we want to construct two sequences of subspaces (Xh) ⊂ X, (Uh) ⊂ U ,
and the approximate control systems
żh(t) = Ahzh(t) +Bhuh(t), zh(0) = z0h, (5.4)
where Ah ∈ L(Xh), Bh ∈ L(Uh, Xh) and such that the two following conditions hold
• For any positive h, with h small enough, the system (5.4) is exponentially
stabilizable;
• The corresponding sequence (Ph) of approximate Riccati operators strongly
converges to the Riccati operator P , i.e., if σh denotes the orthogonal projec-
tion from X onto Xh, we have
lim
h→ 0
Phσhz = Pz ∀ z ∈ X. (5.5)
Several works (see, for instance, Banks and Kunisch [2], Gibson [6], [7], Kappel
and Salamon [11]) contain sufficient conditions for the strong convergence of Ph to
P . In particular, the following result holds.
Theorem 5.1. Let ρh the orthogonal projection from U onto Uh and let Sh be the
semigroup of linear operators in Xh generated by Ah. We assume that
1. The system (5.1) is exponentially stabilizable.
2. Sh(t)σhz→S(t)z and S∗h(t)σhz→S∗(t)z for all z ∈ X, with uniform conver-
gence with respect to t in bounded subsets of [0,∞).
3. Bhρhu→Bu in X, for all u ∈ U and B∗hσhz→B∗z for all z ∈ X.
4. The family of pairs (Ah, Bh) is uniformly stabilizable, i.e., there exists a se-
quence of operators (Kh) such that
‖Kh‖L(Xh) 6 M0 ∀ h ∈ (0, h
∗),
and the semigroup SAh−BhKh generated by Ah −BhKh satisfies
‖SAh−BhKh(t)‖L(Xh) 6 M1e
−α1t ∀ t > 0,
for some positive constants M0, M1 and α1 (independent of h).
Then, the sequence (Ph) strongly converges to P , in the sense of (5.5).
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The main difficulty in applying the above result to the approximation of systems
governed by hyperbolic partial differential equations (like our examples in Section
6) consists in checking assumption 4. in Theorem 5.1. Indeed, as it has been already
said in the introduction, the usual finite element approximation naturally leads to
numerical schemes that do not, in general, satisfy the uniform exponential decay
property (see for instance [1], for the problem of the approximation of the wave
equation with boundary control). The introduction of a numerical viscosity in the
numerical scheme, as seen in Section 4, ensures the uniform exponential stability and
allows us to use Theorem 5.1 to derive the main result of this section, concerning
the convergence of the Riccati operators. Before stating this result, let us introduce
some further useful notations.
The second order system with numerical damping (1.14)-(1.15) can be written as
a first order one of the form (5.4) by setting
Xh = Vh × Vh, zh(t) =
[
wh(t)
ẇh(t)
]
, z0h =
[
w0h
w1h
]
and
Ah =
[
0 I
−A0h −hθA0h
]
, Bh =
[
0
B0h
]
. (5.6)
The space Xh is endowed with the inner product of X:
〈(ϕh, ψh), (ϕ̃h, ψ̃h)〉Xh = 〈A
1
2
0hϕh, A
1
2
0hϕ̃h〉+ 〈ψh, ψ̃h〉.
Then, the following result holds.
Theorem 5.2. Suppose that the operators A0, B0, the spaces H, U and the ap-
proximating families (Vh) and (Uh) satisfy the assumptions in Theorem 1.1. Then
the algebraic Riccati equation
A∗hPh + PhA− PhBhB∗hPh + I = 0 (5.7)
(resp. the equation (5.3)) admits a unique nonnegative solution Ph (resp. P ). More-
over, the sequence (Ph) strongly converges to P , in the sense of (5.5).
Proof. It suffices to show that our hypothesis imply that A0, B0, the spaces H, U
and the approximating families (Vh) and (Uh) satisfy assumptions 1-4 in Theorem
5.1.
Due to (1.12), (1.13), we can apply Theorem 1 in [3] to get that the system (5.1) is
exponentially stabilizable (a stabilizing feedback operator is K = −B∗). We have
thus shown that Condition 1 in Theorem 5.1 is satisfied.
We next show that Condition 3 in Theorem 5.1 is also satisfied. Since Bhρhu =[
0
π̃hB0ρhu
]
and Bu =
[
0
B0u
]
, the first assertion of Condition 3 (i.e. Bhρhu→Bu in
X for all u ∈ U) holds if and only if
‖π̃hB0ρhu−B0u‖→ 0 ∀ u ∈ U. (5.8)
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Writing that
‖π̃hB0ρhu−B0u‖ 6 ‖π̃h(B0ρhu−B0u)‖+ ‖π̃h(B0u)−B0u‖
6 ‖B0ρhu−B0u‖+ ‖π̃h(B0u)−B0u‖
and using the properties (1.9) and (1.11) satisfied by the approximation space Vh,
and the fact that B0 ∈ L(U,H), we immediately get (5.8). We turn now to the
second assumption appearing in Condition 3, which reads:
‖B∗hσhz −B∗z‖U → 0 ∀ z ∈ X. (5.9)
It can be easily checked that
‖B∗hσhz −B∗z‖U = ‖ρhB∗0ψh −B∗0ψ‖U ,
where we have set z =
[
ϕ
ψ
]
and σhz =
[
ϕh
ψh
]
=
[
πhϕ
π̃hψ
]
. Hence
‖B∗hσhz −B∗z‖U 6 ‖ρhB∗0(ψh − ψ)‖U + ‖ρh(B∗0ψ)−B∗0ψ‖U
6 ‖B∗0‖ · ‖ψ − ψh‖+ ‖ρh(B∗0ψ)−B∗0ψ‖U .
Relation (5.9) follows then immediately from (1.11) and (1.9).
Our main result Theorem 1.1 shows that Condition 4 holds (with Kh = −B∗h).
To achieve the proof, it remains to check that Condition 2 is satisfied. This result
is given by Proposition 5.3 below.
Proposition 5.3. Suppose that the operators A0, B0, the spaces H, U and the
approximating families (Vh) and (Uh) satisfy the assumptions in Theorem 1.1. Let
S, Shand S∗h denote the semigroups generated respectively by A, Ah and A∗h (A, Ah
are defined respectively by (5.2), (5.6)). Moreover, let σh be the orthogonal projection
from X onto Xh. Then, for all z ∈ X and for all t > 0 we have:
i) Sh(t)σhz → S(t)z,
ii) S∗h(t)σhz→S∗(t)z,
with uniform convergence with respect to t in bounded subsets of [0,∞).
Proof.
i) First, it is clear that ‖Sh(t)‖ 6 1, ‖S(t)‖ = 1, for all t > 0. Consequently, by
using a version of the Trotter-Kato Theorem (see, for instance, the remark following
Theorem 4.2 in [14, p.86]), it suffices to prove that
(I − Ah)−1Fh −→ (I − A)−1F ∀ F =
[
f
g
]
∈ D
(
A
1
2
0
)
×H, (5.10)
where Fh =
[
fh
gh
]
=
[
πhf
π̃hg
]
∈ Vh × Vh. Note that, by construction, we have
‖Fh − F‖2X = ‖fh − f‖21
2
+ ‖gh − g‖2→ 0. (5.11)
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In order to prove (5.10) we notice that (I − A)−1
[
f
g
]
=
[
ϕ
ψ
]
if and only if
{
A0ϕ+ ϕ = f + g
ψ = ϕ− f, (5.12)
and similarly, that (I − Ah)−1
[
fh
gh
] [
ϕh
ψh
]
if and only if
{
A0hϕh + ϕh + h
θA0hϕh = fh + gh + h
θA0hfh
ψh = ϕh − fh
(5.13)
Consequently, in order to prove (5.10), it suffices to show that the error eh = ϕh−ϕ
converges to 0 in D
(
A
1
2
0
)
. By taking the inner product in H of the first relation
in (5.12) (resp. in (5.13)) by ζ ∈ D
(
A
1
2
0
)
(resp. by ζh ∈ Vh) we obtain that
ϕ ∈ D
(
A
1
2
0
)
(resp. ϕh ∈ Vh) satisfies:
a0(ϕ, ζ) = 〈f + g, ζ〉 , (5.14)
and
a0(ϕh, ζh) + h
θ〈A
1
2
0 ϕh, A
1
2
0 ζh〉 = 〈fh + gh, ζh〉+ hθ〈A
1
2
0 fh, A
1
2
0 ζh〉 (5.15)
where a0(· , ·) denotes the inner product of D(A
1
2
0 ) defined by
a0(ϕ, ζ)〈A
1
2
0 ϕ,A
1
2
0 ζ〉+ 〈ϕ, ζ〉.
Taking ζh = ϕh in (5.15), we get that ϕh is bounded in D
(
A
1
2
0
)
. On the other hand,
since Vh ⊂ D
(
A
1
2
0
)
, we can take ζ = ζh in (5.14) and subtracting from (5.15), we
see that the error eh = ϕh − ϕ satisfies, for all test function ζh ∈ Vh, the relation:
a0(eh, ζh) = h
θ
〈
A
1
2
0 fh − A
1
2
0 ϕh, A
1
2
0 ζh
〉
+ 〈(fh − f) + (gh − g), ζh〉 . (5.16)
For all ϕ̃h ∈ Vh, we can write that
a0(eh, eh) = a0(eh, ϕh − ϕ) = a0(eh, ϕh − ϕ̃h) + a0(eh, ϕ̃h − ϕ). (5.17)
Thanks to (5.16) used with the test function ζhϕh− ϕ̃h ∈ Vh and to the boundedness
of (ϕh) in D(A
1
2
0 ), the first term of the right-hand side of (5.17) satisfies:
|a0(eh, ϕh − ϕ̃h)| 6 µ(h) ‖ϕh − ϕ̃h‖ 1
2
,
where µ(h) = C
(
hθ + ‖fh − f‖+ ‖gh − g‖
)
(here and in the rest of the proof, C
denotes a constant independent of h) . By (5.11), we have
lim
h→0
µ(h) = 0.
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Now, we can write that
|a0(eh, ϕh − ϕ̃h)| 6 µ(h) ‖ϕh − ϕ̃h‖ 1
2
6 µ(h)
(
‖eh‖ 1
2
+ ‖ϕ− ϕ̃h‖ 1
2
)
6
1
2η
µ(h)2 + η
(
‖eh‖21
2
+ ‖ϕ− ϕ̃h‖21
2
)
,
where the fixed constant η > 0 will be chosen later.
Concerning the second term of the right-hand side of (5.17), we have by Cauchy-
Schwarz inequality:
|a0(eh, ϕ̃h − ϕ)| 6 C ‖eh‖ 1
2
‖ϕ̃h − ϕ‖ 1
2
6 C
(
η
2
‖eh‖21
2
+
1
2η
‖ϕ̃h − ϕ‖21
2
)
.
Thus, we have shown that:
‖eh‖21
2
6 a0(eh, eh) 6 η
(
1 +
C
2
)
‖eh‖21
2
+
1
2η
µ(h)2 +
(
η +
C
2η
)
inf
ϕ̃h∈Vh
‖ϕ− ϕ̃h‖21
2
.
As a consequence, provided η is chosen small enough, this relation shows that ϕh
converges to ϕ in D
(
A
1
2
0
)
, since inf
ϕ̃h∈Vh
‖ϕ − ϕ̃h‖ 1
2
= ‖ϕ − πhϕ‖ 1
2
converges to 0 by
assumption (1.7). Thus, part i) of the proposition is proved.
ii) To prove the convergence of the semigroup generated by the adjoint A∗h of Ah,
we first notice from a straightforward computation that
A∗h =
[
0 −I
A0h −hθA0h
]
.
As a consequence, (I − A∗h)−1
[
fh
gh
] [
ϕh
ψh
]
if and only if{
A0hϕh + ϕh + h
2θA0hϕh = fh − gh + h2θA0hf
ψh = fh − ϕh
Comparing the above system to the one obtained in (5.13) for the resolvent (I−Ah)−1
of Ah, we see that the convergence of S∗h(t)σhz follows immediately from part i) of
the proof.
6 Application to a non homogeneous string equation
In this section we tackle the control of the vibrations of an elastic string of length
1 by using an input supported in a subinterval [a, b] of [0, 1]. More precisely we
consider the following initial and boundary value problem:
∂2w
∂t2
− ∂
∂x
[
p(x)
∂w
∂x
]
= χ[a,b]u (6.1)
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w(0, t) = w(1, t) = 0 ∀ t > 0 (6.2)
w(x, 0) = w0(x),
∂w
∂t
(x, 0) = w1(x) ∀ x ∈ (0, 1), (6.3)
where χ[a,b] is the characteristic function of [a, b] and p ∈ C1([0, 1]) is such that
p(x) > 0 for all x ∈ [0, 1]. Problem (6.1)-(6.3) can be written in the form (1.1),
(1.2), if we introduce the appropriate spaces and operators. We start by defining
H = L2(0, 1) and the operator A0 : D(A0)→H by
D(A0) =
{
ϕ ∈ H10 (0, 1)
∣∣∣∣pdϕdx ∈ H1(0, 1)
}
, (6.4)
A0φ = −
d
dx
[
p
dϕ
dx
]
∀ ϕ ∈ D(A0). (6.5)
We then define the input space U by U = L2(a, b) and the input operator B0 ∈
L(U,H) by
B0u = ũχ[a,b] ∀ u ∈ U,
where we have denoted by ũ an extension of u to an element of L2(0, 1). Notice that
B∗0ϕ = ϕ| [a,b] ∀ ϕ ∈ H (6.6)
If we assume that p ∈ C1([0, 1]) and that p(x) > 0 for all x ∈ [0, 1], then it can be
easily checked that A0 is self-adjoint, positive and boundedly invertible. A simple
calculation shows that
D
(
A
1
2
0
)
= H10 (0, 1) ,
with the corresponding norm
‖ϕ‖21
2
=
∫ 1
0
p(x)
∣∣∣∣dϕdx (x)
∣∣∣∣2 dx.
Moreover, by using the definitions in Section 5, we can write (6.1)-(6.3) as a first
order system with state space X = H10 (0, 1) × L2(0, 1) and with input space U =
L2(a, b). Let us first notice that the following result holds.
Proposition 6.1. Suppose that p ∈ C1([0, 1]) is such that p(x) > 0 for all x ∈ [0, 1].
Then D(A0) = H2(Ω) ∩ H10 (Ω) and the eigenvalues of the operator A0 defined in
(6.4), (6.5), are simple. If we denote by (λn)n>1 the increasing sequence formed by
the eigenvalues of A
1
2
0 then there exists a constant γ0 > 0 such that
λn+1 − λn > γ0 > 0 ∀ n > 1. (6.7)
Moreover, if we denote by (ϕn) an orthonormal basis of H formed by eigenvectors
of A0 then there exists a constant β0 > 0 such that
‖B∗0ϕn‖ > β0 ∀ n ∈ N. (6.8)
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Proof. The conclusion follows from our assumptions on p combined to classical
asymptotic estimates for eigenvalues and eigenfunctions of second order differential
equations (see, for instance, [13, Chap. 2]).
In order to construct the spaces Vh and Uh we use P1 finite elements. More
precisely, if h > 0 and N(h) ∈ N are such that h = 1
N(h)+1
we define the points
xj = jh, j = 1, . . . , N(h).
The space Vh is the linear span of the family of hat functions
ej(x) =
[
1− |x− xj|
h
]+
, ∀ j ∈ 1, . . . , N(h).
The space Uh is defined as the space formed by all restrictions to [a, b] of functions
in Vh. Moreover, we define the operators A0h and B0h by (1.5) and (1.6).
Proposition 6.2 The operators A0, B0 and the spaces Vh, Uh defined above satisfy
conditions (1.7), (1.10) with θ = 1.
Proof. Since p ∈ C1([0, 1]) is bounded away from zero, it can be easily checked that
that graph norm of A0 is equivalent to the norm in H2(0, 1), so estimates (1.7)-(1.9)
(with θ = 1) follow by Theorem 1.3 in [17, p. 45]. By using (6.6) and Theorem 1.3
in [17, p. 45] we obtain that condition (1.10) is also satisfied with θ = 1.
Remark 6.3. By using the techniques in [5] the results in Proposition 6.1 can be
extended for a function p which is only piecewise C1. Moreover, by slightly modi-
fying the mesh used in our discretization procedure, one can show that the result in
Proposition 6.2 still holds for p piecewise C1.
Proposition 6.1 and in Proposition 6.2 imply that our main results (Theorem 1.1
and Theorem 5.2) can be applied to system (6.1)-(6.3). In particular, Theorem 1.1
shows that the solutions wh of
〈ẅh, ϕh〉+
〈
p(x)
∂wh
∂x
,
dϕh
dx
〉
+
∫ b
a
ẇhϕhdx+ h
〈
p(x)
∂ẇh
∂x
,
dϕh
dx
〉
= 0 ∀ϕh ∈ Vh
wh(x, 0) = w0h(x),
∂wh
∂t
(x, 0) = w1h(x) ∀ x ∈ (0, 1),
are uniformly exponentially stable in H10 (0, 1)× L2(0, 1).
Remark 6.4. In the case of a constant function p in the above system, Tébou and
Zuazua in [18] showed a similar uniform exponential stability result with a numerical
viscosity proportional to h2 instead of h.
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7 A 2-d plate equation in the square
In this section we tackle the control of the vibrations of the elastic square plate by
using an input supported in a horizontal strip. More precisely, let Ω be the square
Ω = (0, π) × (0, π) and let 0 < a < b < π. We consider the following initial and
boundary value problem:
∂2w
∂t2
+ ∆2w = χ[0,π]×[a,b]u, x ∈ Ω, t > 0, (7.9)
w(t) = ∆w(t) = 0, x ∈ ∂Ω, t > 0, (7.10)
w(x, 0) = w0(x),
∂w
∂t
(x, 0) = w1(x) ∀ x ∈ Ω, (7.11)
where χ[0,π]×[a,b] is the characteristic function of [0, π]× [a, b]. Equations (7.9)-(7.11)
can be written in the form (1.1), (1.2), if we introduce the following notation:
H = L2(Ω), D(A0) =
{
ϕ ∈ H4(Ω) ∩H10 (Ω) | ∆ϕ = 0 on ∂Ω
}
, (7.12)
A0 : D(A0)→H, A0ϕ = ∆2ϕ ∀ ϕ ∈ D(A0). (7.13)
It can be easily checked that A0 is self-adjoint, positive and boundedly invertible.
A simple calculation shows that
D
(
A
1
2
0
)
= H2(Ω) ∩H10 (Ω) ,
with the corresponding norm
‖ϕ‖21
2
=
∫
Ω
|∆ϕ(x)|2 dx.
The eigenvalues of A
1
2
0 are
λ̃p,q = p
2 + q2 ∀ p, q ∈ N∗. (7.14)
We define the input space by U = L2((0, π) × (a, b)) and the input operator B0 ∈
L(U,H) by
B0u = ũχ[0,π]×[a,b] ∀ u ∈ U,
where we have denoted by ũ an extension of u to an element of L2(Ω).
Clearly, A0 does not satisfy the assumptions of Theorem 1.1. Thus, any approxi-
mation A0h of A0 will not satisfy the uniform gap condition (2.8). Nevertheless, by
adapting the proof of Theorem 1.1, we will see that the numerical viscosity method
still yields uniformly stable discretizations of the closed loop system associated to
(7.9)-(7.11), namely
ẅ + A0w +B0B
∗
0ẇ = 0 (7.15)
w(x, 0) = w0(x), ẇ(x, 0) = w1(x) ∀ x ∈ Ω. (7.16)
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The discretized version of system (7.15)-(7.16) is obtained here by using a finite
difference semi-discretization. This illustrates that the general approach presented
in this paper can be adapted to treat different kinds of approximations.
We detail now the finite difference discretization procedure. Given Ñ ∈ N, we set
h =
π
Ñ + 1
.
For the sake of simplicity, we can assume without loss of generality that there exist
two integers a(h) > 1 and b(h) 6 Ñ such that
a = a(h)h, b = b(h)h.
Set
Vh = R(
eN2) Uh = R eN×(b(h)−a(h)+1)
and let wj,k denote for all j, k ∈ {0, Ñ + 1} the approximation of the solution w
of the system (7.9)-(7.11) at the point xj,k = (jh, kh). We use the standard finite
difference approximation of the laplacian
∆w(jh, kh) ≈ 1
h2
(wj+1,k + wj−1,k + wj,k+1 + wj,k−1 − 4wj,k) ∀j, k ∈ {1, Ñ}.
In order to satisfy the boundary conditions (7.10) we set
w0,k = wk,0 = w eN+1,k = wk, eN+1 = 0 ∀ k ∈ {0, . . . , Ñ + 1},
w−1,k = −w1,k, w eN+2,k = −w eN,k, wk,−1 = −wk,1, wk, eN+2 = −wk, eN ∀k ∈ {0, . . . , Ñ+1}.
Let wh ∈ Vh be the vector whose components are the wj,k for 16j, k6Ñ . We
define the matrix A0h representing the discretization of the bilaplacian with hinged
boundary conditions via its square root A
1
2
0h given by(
A
1
2
0hwh
)
j,k
= − 1
h2
(wj+1,k + wj−1,k + wj,k+1 + wj,k−1 − 4wj,k) ,
for all 16j, k6Ñ . The finite-difference approximation B∗0h ∈ L(Vh, Uh) of B∗0 is
defined by
(B∗0hwh)j,k = wj,k for all 1 6 j 6 Ñ , a(h) 6 k 6 b(h).
We use semi-discretization of (7.15)-(7.16) of type (1.14) with θ = 2, namely
ẅj,k + (A0hwh)j,k + h
2 (A0hẇh)j,k + (B0hB
∗
0hẇh)j,k = 0, 1 6 j, k 6 Ñ , t > 0,
(7.17)
wj,k =
(
A
1
2
0hwh
)
j,k
= 0, j, k ∈ {0, Ñ + 1}, t > 0, (7.18)
wh(0) = w0h, ẇh(0) = w1h ∀ x ∈ Ω, (7.19)
In the remaining part of this paper we denote by ‖ · ‖ the Euclidean norm in Rm
(for various values of the integer m). The main result of this section is:
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Theorem 7.1. The family of systems defined by (7.17)-(7.19) is uniformly expo-
nentially stable, in the sense that there exist constants M, α, h∗ > 0 (independent
of h, w0h and w1h) such that for all h ∈ (0, h∗):
‖ẇh(t)‖2 +
∥∥∥A 120hwh(t)∥∥∥2 6 Me−αt (‖w1h‖2 + ∥∥∥A 120hw0h∥∥∥2) ∀ t > 0.
Proof. Denote Xh = Vh × Vh. Then equations (7.17)-(7.19) can be easily written in
the form
żh(t) = Ãhzh(t), zh(0) = z0
where Ãh ∈ L(Xh) is defined by (3.17).
To show the uniform exponential stability, we use Theorem 4.2. By Lemma 3.1,
Condition i) in Theorem 4.2 holds true. To prove Condition ii), we use a contradic-
tion argument. Then, for all n ∈ N, there exist hn ∈ (0, h∗), ωn ∈ R, zn ∈ Xhn such
that
zn =
[
ϕn
ψn
]
∈ Xhn ‖zn‖2 =
∥∥∥A 120hnϕn∥∥∥2 + ‖ψn‖2 = 1 ∀ n ∈ N (7.20)
iωnzn − Ãhnzn→ 0. (7.21)
By Lemma 3.2, we have
lim
n→∞
‖ψn‖2 =
1
2
. (7.22)
It can be easily checked (see, for instance, [19]) that the eigenvalues of A
1
2
0h are
λ̃p,q,h =
4
h2
[
sin2
(
ph
2
)
+ sin2
(
qh
2
)]
, for 1 6 p, q 6 Ñ . (7.23)
The corresponding normalized eigenvectors in Vh are
ϕ̃p,q,h =
(
ϕ̃j,kp,q,h
)
16j,k6 eN , ϕ̃j,kp,q,h =
2h
π
sin (jph) sin (kqh) . (7.24)
We arrange the sequence (λ̃p,q)p,q∈N∗ in increasing order to obtain a new sequence
(λm)m∈N∗ . For λm = λ̃p,q, we set
λm,h = λ̃p,q,h ϕm,h = ϕ̃p,q,h, for 1 6 m 6 Ñ2, 1 6 p, q 6 Ñ .
We set then
N(h) = Ñ2 =
(π
h
− 1
)2
and for 0 < ε < 1, we define the integer
M(hn) = max
{
m ∈ {1, ..., N(hn)} | h2n(λm)2 6 ε
}
, ∀ n ∈ N.
25
We can now use arguments similar to those in the proof of Theorem 1.1 by consid-
ering the set
F =
{
n ∈ N | ∃m(n) ∈ Z, 1 6 |m(n)| 6 M(hn), such that |ωn − λm(n),hn| <
1
8
}
.
Let (cnm)0<|m|6N(h) be the coordinates of zn in the basis (Φm,h)0<|m|6N(h), i.e.,
zn =
∑
0<|m|6N(hn)
cnmΦm,h,
where (Φm,h)0<|m|6N(h) are defined by (3.27).
We distinguish two cases:
First case. The set F is infinite. Then, for the sake of simplicity, we can suppose,
without loss of generality, that F = N. For all n ∈ N, we introduce then the set Fn
(which is never empty, since it always contains m(n)) defined by
Fn =
{
m ∈ Z | 1 6 |m| 6 M(hn) and |ωn − λm,hn| <
1
8
}
.
We set then
ψ̃n =
1√
2
∑
m∈Fn
cnm ϕm,hn . (7.25)
By definition of Fn, relation (3.34) in Lemma 3.3 implies that∑
m∈{1,...,N(hn)}\Fn
|cnm|2 → 0. (7.26)
Using once again (3.32) and (3.33) in Lemma 3.3, we see that (7.26) implies that
‖ψn − ψ̃n‖ → 0. (7.27)
The above relation implies (since (B∗0hn) is uniformly bounded) that
‖B∗0hn(ψn − ψ̃n)‖ → 0.
This relation together with relation (3.21) in Lemma 3.2 show that
‖B∗0hnψ̃n‖ → 0. (7.28)
But on the other hand, we have the following result: there exists δ > 0 such that
for all n ∈ N, we have
‖B∗0hnψ̃n‖
2
U > δ
∑
m∈Fn
|cnm|2. (7.29)
The proof of the above relation is given in Lemma 7.2 below.
Gathering (7.26), (7.28) and (7.29), we obtain that ψ̃n → 0 in H. By using (7.27),
we obtain that ψn → 0 which contradicts (7.22).
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Second Case. The set F is finite. Then, for the sake of simplicity, we can suppose,
without loss of generality, that F is empty, i.e., that, for all n ∈ N, we have:
|ωn − λm,hn| >
1
8
if 0 < |m| 6 M(hn).
By using relation (3.34) in Lemma 3.3 and the above relation, we obtain that∑
0<|m|6M(hn)
|cnm|2 → 0.
The above relation, and relations (3.32) and (3.33) in Lemma 3.3 imply that
ψn→ 0 in H,
which contradicts (7.22).
Lemma 7.2 Assume that for all n ∈ N, there exists an integer m(n) ∈ Z such that
|ωn − λm(n),hn| <
1
8
(First Case in the proof of Theorem 7.1). Let ψ̃n be defined by
(7.25). Then, there exists δ > 0 such that for all n ∈ N, relation (7.29) holds.
Proof. Without loss of generality, we can assume that the set
Fn =
{
m ∈ Z | 1 6 |m| 6 M(hn) and |ωn − λm,hn| <
1
8
}
is included in N∗. It will be more convenient to use the following expression of ψ̃n:
ψ̃n =
∑
(p,q)∈Gn
cnp,q ϕ̃p,q,hn ,
where ϕ̃p,q,hn are defined by (7.24) and
Gn =
{
(p, q) ∈ N∗ × N∗ | h2λ̃2p,q < ε and |ωn − λ̃p,q,hn| <
1
8
}
is the set described by (p, q) when m describes Fn (recall that λm = λ̃p,q = p2 + q2).
‖B∗0hnψ̃n‖
2 =
eN(hn)∑
j=1
b(hn)∑
k=a(hn)
∣∣∣∣∣∣
∑
(p,q)∈Gn
cnp,q ϕ̃
j,k
p,q,hn
∣∣∣∣∣∣
2
=
eN(hn)∑
j=1
b(hn)∑
k=a(hn)
∑
(p,q)∈Gn
∑
(p′,q′)∈Gn
cnp,q c
n
p′,q′ ϕ̃
j,k
p,q,hn
ϕ̃j,kp′,q′,hn .
Then, one can check that
eN(hn)∑
j=1
ϕ̃j,kp,q,hn ϕ̃
j,k
p′,q′,hn
=
{
0 for p 6= p′
2hn
π
sin(qkhn) sin(q
′khn) for p = p′.
(7.30)
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Furthermore, if (p, q), (p′, q′) ∈ Gn are such that p = p′, then we necessarily have
q = q′. Indeed, if (p, q), (p′, q′) ∈ Gn, then∣∣∣λ̃p,q,hn − λ̃p′,q′,hn∣∣∣ < 14 . (7.31)
On the other hand, using the inequality
x2 − x
4
3
6 sin2(x) 6 x2, ∀ x ∈ R
one easily obtains that
λ̃p,q −
ε
12
6 λ̃p,q,hn 6 λ̃p,q, ∀ (p, q) ∈ Gn. (7.32)
Gathering (7.31) and the above estimate, we get (since ε < 1) that∣∣∣λ̃p,q − λ̃p′,q′∣∣∣ 6 1
2
.
Since (λ̃p,q) takes only integer values, the above relation implies that λ̃p,q = λ̃p′,q′ .
By using (7.14) we obtain that if (p, q), (p′, q′) ∈ Gn are such that p = p′ then q = q′.
This result, together with (7.30) shows that
‖B∗0hnψ̃n‖
2 =
2
π
∑
(p,q)∈Gn
|cnp,q|2
 b(hn)∑
k=a(hn)
hn sin
2(qkhn)
 .
We first observe that the term Sn(q)
b(hn)∑
k=a(hn)
hn sin
2(qkhn) can be seen as the Riemann
sum corresponding to the integral
∫ b
a
sin2(qx) dx. It can be easily checked (see, for
instance, Lemma A.4. in [3]) that there exists a constant δ > 0 such that∫ b
a
sin2(qx) dx > δ ∀ q ∈ N∗. (7.33)
On the other hand, we have(∫ b
a
sin2(qx) dx
)
− Sn(q)
b(hn)−1∑
k=a(hn)
∫ (k+1)hn
khn
(
sin2(qx)− sin2(qkhn)
)
dx+ hnsin
2(bq)
Using the mean value theorem, we obtain that∣∣∣∣(∫ b
a
sin2(qx) dx
)
− Sn(q)
∣∣∣∣ 6 (b− a)qhn + hn.
Since (p, q) ∈ Gn, we have h2nq4 6 ε 6 1 and thus qhn 6
√
hn provided hn 6 1.
Consequently, there exists a constant C > 0 independent of q and n such that∣∣∣∣(∫ b
a
sin2(qx) dx
)
− Sn(q)
∣∣∣∣ 6 C√hn.
Using the above relation and (7.33), we immediately get the claimed result (7.29).
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