Abstract. Hahn polynomials of several variables can be defined by using the Jacobi polynomials on the simplex as a generating function. Starting from this connection, a number of properties for these two families of orthogonal polynomials are derived. It is shown that the Hahn polynomials appear as connecting coefficients between several families of orthogonal polynomials on the simplex. Closed-form formulas are derived for the reproducing kernels of the Hahn polynomials and Krawtchouck polynomials. As an application, the Poisson kernels for the Hahn polynomials and the Krawtchouck polynomials are shown to be nonnegative.
Introduction
Let N be a positive integer. For κ ∈ R d+1 with κ 1 > −1, . . . , κ d+1 > −1 and x ∈ R d , the Hahn weight function of d variables is defined by where the sum is from zero to ∞ in the case of U = W κ . When U is either H κ,N or K ρ,N , we denote the kernel by P n (U ; ·, ·). The three families of orthogonal polynomials are closed related. In the case of one variable, the Hahn polynomials Q(·; a, b, N ) can be defined with the Jacobi polynomials P (a,b) n as a generating function. More precisely, it was proved in [8] that (1.7) (1 + t) This generating function approach was used to define a family of Hahn polynomials, denoted by {H ν (·; κ, N ) : |ν| ≤ N, ν ∈ N d 0 }, in [9] . The generating function was recognized as essentially a Jacobi polynomial on the simplex in [14] . The Krawtchouck polynomials are limit of Hahn polynomials when κ = t(ρ, 1 − |ρ|) and t → ∞ [7] .
In the present paper, we explore the connection between the Jacobi polynomials and the Hahn polynomials of several variables and derive a number of properties for both families of polynomials. It will be shown that the Hahn polynomials appear as connecting coefficients between several families of orthogonal polynomials in V d n (W κ ), enhancing a result in [14] , and the results are used to derive tight polynomial frames for L 2 (T d , W κ ) discussed in [12] . The Jacobi polynomials on the simplex has been studied extensively, see [3] . In particular, a closed-form formula for the reproducing kernel P n (W κ ; ·, ·) was found in [13] , which plays a vital role for the harmonic analysis of the orthogonal expansions with respect to W κ . The generating function relation between the Jacobi polynomials and the Hahn polynomials extents to their reproducing kernels, which allows us to derive a closed-form formula for the kernel P n (H κ,N ; x, y) of the Hahn polynomials, from which a closed-form formula for P n (K ρ,N ; x, y) of the Krawtchouck polynomials follows through a limit process. As an application, we shall prove that the Poisson kernels for the Hanh polynomials and the Krawtchouck polynomials are nonnegative whenever x, y ∈ N d 0 and |x|, |y| ≤ N , which appear to be new even for d = 1.
After finishing the first draft of the paper, we discovered recent works [5] and [6] that studied the Jacobi and Hahn polynomials of several variables in the context of probability theory. In [6] , the reproducing kernels for the Hahn polynomials are studied for the Lancaster problem of characterizing canonical correlation coefficients of the Dirichlet multinomial distribution, which is a normalized Hahn weight function, and the closed-form formula was found by an entirely different method. The Poisson kernels and the Krawtchouck polynomials were not studied in [6] . While our starting point is the generating function, the starting point in [5, 6] is an integral representation of the Hahn polynomials in terms of the Jacobi polynomials.
The Hahn polynomials and the Krawtchouck polynomials of several variables have been studied extensively in connection with applications in probability theory. We refer to [5, 6] for further results and references on the Hahn polynomials and refer to [2] for a rich resource and references for the Krawtchouk polynomials.
The paper is organized as follows. In the next section, we introduce notations and basics for the Jacob, Hahn and Krawtchouck polynomials. The generating function relations are used to derive results on the Hahn and the Jacobi polynomials in Section 3. The kernel functions for the Hahn polynomials are discussed in SectionTo describe our orthogonal polynomials, we will need the following notations: For y = (y 1 , . . . , y d ) ∈ R d and 1 ≤ j ≤ d, we define (2.1) y j := (y 1 , . . . , y j ) and y j := (y j , . . . , y d ),
and also define y 0 := ∅ and y d+1 := ∅. It follows that y d = y 1 = y, and
For κ = (κ 1 , . . . , κ d+1 ), we defined κ j := (κ j , . . . , κ d+1 ) for 1 ≤ j ≤ d + 1 and adopt this notation also for other greek letters. For ν ∈ N d 0 and κ ∈ R d+1 , we define
Notice that a d = κ d+1 since |ν d+1 | = 0 by definition. For the Hahn and Krwatchouck polynomials of several variables, it is often more convenient to consider them as functions in homogeneous coordinates of R d+1 or Z d+1 . We define
Using this convention and our multiindex notation, the Hahn weight function (1.1) and the Krawtchouk weight function (1.3) can be written as
where ρ = (ρ, ρ d+1 ) with ρ ∈ (0, 1) d and ρ d+1 = 1 − |ρ|. The inner product (1.2) and (1.4) can be written as, with U = H or K,
Finally, we will adopt the following conventions for this paper:
• Multiindex: we use α, β, γ for the multiinex in Z • Orthogonal polynomials: We use H ν and K ν , in sans serif font, for the Hahn and Krawtchouk polynomials, and use P ν and R ν , in italic font, for the Jacobi polynomials.
2.2.
Orthogonal polynomials on the simplex. For x ∈ T d , we denote the homogeneous coordinates of x by (2.5)
The normalization constant of the inner product ·, · Wκ (1.6) of the Jacobi weight function W κ is determined by the beta integral on the simplex (2.6)
.
denote the space of orthogonal polynomials of degree n with respect to W κ . A polynomials P ∈ V d n (W κ ) if P, Q Wκ = 0 for all polynomials Q of degree at most n − 1. A basis {P n ν : |ν| = n} of V d n (W κ ) is called mutually orthogonal if P ν , P µ Wκ = 0 whenever ν = µ and |ν| = |µ| = n and it is called orthonormal if, in addition, P ν , P µ = 1.
We give two bases of V d n (W κ ). The first one is given in terms of the classical Jacobi polynomials
,
The basis given in (2.8) is standard; see [3, p. 47] . Notice, however, that our definition differs from the one given in [3] because of P 
. Thus, there are substantial redundancy in the set {R κ α : |α| = n} and the set is not a basis of V d n (W κ ). The redundancy shows that we can expand X α in terms of {R β : β ≤ α} in many different ways. An explicit expansion that is a direct inverse of (2.10) is given below, which will be used in the next section.
Proof. Let denote the right hand side by RHS. By (2.10), it follows that
where the values of a α,β and b β,γ can be read out from (2.11) and (2.10), respectively. Changing the order of summations and then the summation index by γ → α − γ and β → α − β, we obtain
Thus, we need to prove that the sum β≤γ is zero whenever γ = 0, and is 1 when γ = 0. The case γ = 0 is trivial. We now consider the case γ = 0. Using
It is easy to verify that
which allow us to write the last sum over β ≤ γ as
Applying the Chu-Vandermonde identity, we then conclude that
which shows that RHS = 0 whenever γ = 0 and completes the proof.
In terms of the mutually orthogonal basis of {P ν : |ν| = n}, this kernel can be written as
This kernel satisfies a closed-form formula if
where x d+1 = 1 − |x|, y d+1 = 1 − |y|, and
and c κ is the normalization constant so that P 0 (W κ ; x, y) = 1.
If any one of κ i = −1/2, the formula (2.13) holds under an appropriate limit. This closed-form is responsible for many recent work on the harmonic analysis of orthogonal expansions on the simplex.
2.3.
Hahn polynomials of several variables. For a, b > −1, the classical Hahn polynomial Q n (x; a, b, N ) is a 3 F 2 hypergeometric function given by (2.14)
These are discrete orthogonal polynomials defined on the set {0, 1, . . . , N }. It is known that they satisfy (see, for example,
A family of Hahn polynomials of several variables were defined and studied in [9] through a generating function that extends (1.7). The generating function was recognized as
in [14] , where a j = a j (κ, ν) are defined in (2.2), which can be written in terms of the Jacobi polynomial P ν (x) on the simplex, defined in (2.8), if we replace y by y/|y| and using |y j | = |y| − |y j−1 |.
If d = 1 then a 1 (κ, ν) = κ 2 and ν is a scalar; setting y = (1, t) and taking the summation over α = (N − n, n) for n = 0, 1, . . . , N , (2.16) becomes
Comparing with (1.7) shows that
The explicit formula for H ν (·; κ, N ) and its norm were stated in [9] by inductive formulas and they were explicitly given in [14] (see [7] for a direct proof).
A useful observation is that B ν (κ, N ) and A ν (κ) = P ν , P ν Wκ differ by a constant that depends on |ν| but not elements in ν.
The reproducing kernel P n (H κ,N ; ·, ·) is independent of the bases of V d n (H κ ). In terms of the mutual orthogonal basis in Proposition 2.6, it can be written as
2.4.
Krawtchouck polynomials of several variables. For 0 < p < 1, the classical Krawtchouck polynomial K n (x; p, N ) of one variable is defined by
These are discrete polynomials on {0, 1, . . . , N }. They satisfy the relation
0 , a family of the Krawtchouck polynomials, denoted by K ν (·; ρ, N ), of d variables can be given in terms of Krawtchouck polynomials of one variable [7, 11] . For ρ ∈ N d 0 , we use the notation (2.1), which implies that
The polynomials in {K ν (·; ρ, N ) : |ν| = n} form a mutually orthogonal basis of
The Krawtchouck polynomials in (2.23) are limits of the Hahn polynomials in (2.18). More precisely, setting κ = t(ρ, 1 − |ρ|), we have ( [7] )
The reproducing kernel P ν (K ρ,N ; ·, ·) is again independent of the bases in V d n (K ρ,N ). In terms of the basis in (2.23), it can be written as
Jacobi polynomials and Hahn polynomials
Our first result is to use the generating function to derive connecting coefficients between the mutually orthogonal polynomials P κ ν in (2.8) and the monic orthogonal polynomials
and, conversely,
Proof. By definition, R κ α (x) = X α + q α with q α being a polynomial of degree at most n − 1. Hence, setting y = X, so that |y| = 1, in (2.16) shows
where the degree of q is at most n − 1. However, both P κ ν and R κ α are orthogonal polynomial of degree n, so that q(x) = 0. This proves (3.1).
Since {P 
Since P κ ν are mutually orthogonal, we must have
The orthogonality of H ν (·; κ, n) gives one solution of c α,µ . The uniqueness of c α,µ shows that it is the only solution, which proves, recall that our inner product is normalized, the identity (3.2).
Since (3.2) gives an expansion of R κ α in terms of mutually orthogonal polynomials, we obtain from (2.19) with N = n the following corollary. with |α| = |ν| = n,
H ν (α; κ, n).
As another corollary, we see that the inner product R and |α| = |β| = n,
P n (H κ,n ; α, β).
Proof. By (3.2) and the orthogonality of P κ ν ,
By (2.19), A ν (κ)/B ν (κ, N ) can be taken out of the summation, so that the stated result follows from (2.19) and (2.20).
Proof. By the orthogonality of P κ ν and (2.11),
Hence, it follows from (3.3) that
which shows, in particular, that P κ ν , X α Wκ /(κ + 1) α is a polynomial of degree at most n in α. On the other hand, by (2.16),
so that, by the orthogonality of the Hahn polynomials, P κ ν , X α Wκ /(κ + 1) α is uniquely determined and the above equation gives
from which (3.5) follows from (2.19). This completes the proof.
A different proof of (3.5) is given in [5, Proposition 5.2] . This identity is taken as the starting point of the approach in [6] .
Since the expansion of X α in terms of orthogonal basis {P 
Comparing (3.5) with (3.6) yields the following corollary:
The identity (3.8) is interesting since it gives the explicit expansion of H ν (x; κ, N ) in terms of the shifted monomials {(−x
Substituting the expansion of R κ β in (2.10) in the above equation, we can deduce an expansion of R κ α,n (x) in the power of X which has appeared in [12] .
Proof. By (3.9) and (3.3),
The stated result then follows from (3.8).
Proof. Since R κ α,n , P κ ν Wκ /A ν (κ) is the coefficient of the orthogonal expansion of R κ α,n (x), the identity (3.11) follows from (3.10) and (2.19). The right hand side of (3.12), when R κ α,n (x) is replaced by (3.11), is equal to P κ ν (x) by the orthogonality of H ν (·; κ, N ).
Proof. Another way to write (3.12), by (3.10) if necessary, is that
which shows that the kernel function defined by the right hand side of (3.13) reproduces P 
, which was studied in [12] . There is another way of computing the inner product of P κ ν and X α , which leads to the following lemma.
Proof. Using (2.16) and the beta integral (2.6), we obtain
Comparing this with (3.5) gives (3.14).
The identity (3.14) deserves a second look. For κ ∈ R d+1 with κ i > −1 and x, y ∈ N d+1 0 , we define
For fixed x, E κ (x, ·) is a polynomials of degree |x|. The identity (3.14) can then be rewritten as (3.15)
In particular, if M = N , then it shows that a constant multiple of E κ (·, ·) reproduces the Hahn polynomials in V d n (H κ,N ). The kernel E κ (·, ·) can be expressed in terms of the reproducing kernels of P n (H κ,N ; ·, ·) as follows.
Proof. Since E κ (x, ·) is a polynomial of degree N , it has an orthogonal expansion E(x, y) = |ν|≤N b ν (x)H ν (y; κ, N ) for some coefficients b ν (x) independent of y.
from which (3.16) follows from (3.15) and (2.20).
The identity (3.15) appears to be nontrivial even in the case d = 1 and N = n, which we examine below. If d = 1, then ν is a scalar and we set n = ν and x = (x 1 , x 2 ) with x 1 + x 2 = n. Since Q n (x 1 ; κ 1 , κ 2 , n) becomes a 2 F 1 and can be summed up by the Chu-Vandermond identity, it follows by (2.17) that
Setting H = H n (·, κ 1 , κ 2 , n) and N = n in (3.15) and taking the sum over y = (j, n − j) for j = 0, 1, . . . , n, we see that the left hand side of (3.15) becomes
where we have used (a) n−j = (−1) j (a) n /(1 − a − n) j in order to write the left hand side as the 3 F 2 . Consequently, (3.15) in this case implies a closed-form for a 3 F 2 evaluated at 1. Setting x 1 = m so that x 2 = n − m, we state the result as follows.
Proposition 3.12. Let κ 1 > −1, κ 2 > −1 and let n be a positive integer. For m = 0, 1, . . . , n,
This 3 F 2 is not balanced, so that the identity (3.17) is not a consequence of the Pfaff-Saalschütz identity. We do not know if this identity is new.
Kernels for the Hahn polynomials
Recall that the reproducing kernels for the Jacobi polynomials are denoted by P n (W κ ; ·, ·) and the reproducing kernels for the Hahn polynomials are denoted by P n (H κ,N ; ·, ·). The generating relation between the Hahn polynomials and the Jacobi polynomials extends to their corresponding reproducing kernels.
Proof. From the generating relation (2.16), it is easy to see that
By (2.19), we can replace A ν (κ) by B ν (κ, N ) in the inner sum at the cost of a constant that can be pulled outside of the sum, so that the inner sum can be written as a constant multiple of P n (H κ,N ; α, β) by (2.20) . This gives the desired identity.
This lemma allows us to derive representations for P n (H κ ; ·, ·) from the integral representation of P n (W κ ; ·, ·) in (2.13). First we need a definition. The function E n (x, y; κ) can be written down explicitly. For example,
Furthermore, E n (x, y) is nonnegative for x, y ∈ Z d+1 N . Our first representation for P n (H κ ; ·, ·) is an analogue of the integral representation (2.13) for P n (W κ ; ·, ·).
Proof. By analytic continuation, we only need to establish (4.5) under the assumption that κ i > −1/2 for 1 ≤ i ≤ d + 1, which we shall assume in the proof in order to use (2.13). Setting
Using this formula in the integral representation (2.13) of the kernel P n (W κ ; ·, ·), we obtain that, for x, y ∈ T d ,
where we have used P (a,b) n (1) = (a + 1) n /n! and
m by the binomial identity, it follows that
(z(t; x, y))
Next, we apply the multinomial identity to expand (z(t; x, y)) 2N −2k . If a term in the expansion contains t γ with at least one component γ i of γ being an odd integer, then the integral of the term must be zero. Consequently, this gives
where X and Y are defined as in (2.5). The last integral can be easily computed to be (
we conclude that
Since x = X/|x|, using the multinomial identity on |x| N −|γ| shows that
Expanding |y| N Y γ as a sum over |β| = N analogously, we then obtain an expansion of |x|
From (4.3) and (4.4), we obtain another expansion of the left hand side of (4.1) in x α y β . Comparing it with the right hand side of (4.1) gives a representation of the kernel P n (H κ,N ; α, β), which simplifies to (4.2).
The right hand side of (4.2) can be further simplified to the following closed-form formula for the reproducing kernel. 
Proof. To simplify the double sums in (4.2), we make the following rearrangement
which shows that (2.15), we obtain then
Hence, to prove (4.5), it suffices to prove that, for k = 0, 1, . . . , N , (4.6)
By the definition of the Hahn polynomial in (1.7), the left hand side of (4.6) becomes, after changing summation order,
Since (−m) j = 0 for m < j and (−m)
Substituting this into LHS and using (−k) k = (−1) k k! proves (4.6).
The closed-form (4.5) was derived in [6, Prop. 3.5] using a different method. It is known that Q n (0; a, bN ) = 1. Hence, by its explicit formula in (2.18), we easily deduce that
The following corollary justifies the reason that we call (4.5) a closed-form formula.
N . Then for n = 0, 1, . . . , N ,
In particular, P n (x, 0; H κ , N ) is a function of |x ′ | only.
Proof. If y = 0, then (−y) γ = 0 unless γ 1 = . . . = γ d = 0, so that
It follows that the sum over k in (4.5) is a 3 F 2 series evaluated at 1, which is the Hahn polynomial given in (4.7).
The Poisson kernel of the Hahn polynomials is denoted by
The closed-form formula (4.5) can be used to show that the Poisson kernel is nonnegative. Proof. Using the closed-form formula (4.5) and changing the summation order, we obtain
If a and m are both nonnegative integer, then (−a) m = 0 if a < m, and
from which it follows immediately that E k (x, y; κ) ≥ 0 for x, y ∈ Z d+1 N . Hence, it is sufficient to prove that φ k (r, κ, N ) ≥ 0 for 0 ≤ r ≤ 1. Using (−n) k /n! = (−1) k /(n − k)! and
we obtain, after changing the summation index and using (a) n+k = (a) k (a + k) n ,
where ψ(r; σ, 0) := 1 and for m = 1, 2, . . .,
It suffices to prove that ψ(r; σ, m) ≥ 0 for σ > 0, m = 1, 2, . . . and 0 ≤ r ≤ 1. Splitting the sum to two terms in view of the two terms in σ + 2n, we can write ψ(r; σ, m) as a difference of two hypergeometric functions:
Using the integral representation of the hypergeometric functions and integrating by parts, we can further write
Integration by parts shows that the first integral is equal to
In particular, it shows that ψ(r; σ, m) > 0 if 0 ≤ r < 1, which completes the proof that the Poisson kernel is nonnegaive. Furthermore, it also implies that ψ(1; σ, m) = 0 if m ≥ 1. Hence, it follows that
from which (4.8) follows immediately. The proof is completed.
For d = 1, by (2.17), the kernel Φ r (H κ,N ; x, y) is the Poisson kernel for the classical Hahn polynomials of one variable 
and shown to be nonnegative for x, y, m ∈ N and 0 ≤ m, x, y ≤ N . Finally, the equality in (4.8) gives an expansion of E m (x, y; κ), which we state below as a corollary.
Corollary 4.7. For κ ∈ R d+1 with κ j > −1 and N = 0, 1, . . ., (H κ,N ; x, y).
Kernels for the Krawtchouck polynomials
Although the Krawtchouck polynomials K ν (·; ρ, N ) are limits of the Hahn polynomials H ν (·, κ, N ) as shown in (2.24), the Krawtchouck polynomials do not satisfy a generating function comparable to that of (2.16). Indeed, taking the limit s → ∞ in (1.7) with a = sp and b = s(1 − p), the right hand side becomes a 2 F 1 function that is not a classical orthogonal polynomial.
The limit process (2.24), on the other hand, allows us to derive properties for the Krawtchouck polynomials from those for the Hahn polynomials. As an example, applying the limit relation (2.24) to Corollary 3.6 gives the following. 
We deduce results on the reproducing kernels and the Poisson kernels of the Krowtchouck polynomials from results in the previous section by the limit process. Definition 5.2. Let ρ ∈ R d with 0 < ρ i < 1 and |ρ| < 1, and let ρ = (ρ, 1 − |ρ|) ∈ (0, 1) d+1 . For x, y ∈ Z d+1 N and n = 0, 1, . . . , N , define F 0 (x, y; κ) := 1 and
The function F n (x, y; ρ) can be considered as a limit of E n (x, y; κ). Indeed, if we set κ = tρ, then |κ| = t and, for any fixed a ∈ R,
Our closed-form formula for the reproducing kernel P n (K ρ,N ; ·, ·) is given in terms of F k (·, ·; ρ). Consequently, it follows that lim t→∞ P n (H tρ,N ; x, y) = P n (K ρ,N ; x, y),
x, y ∈ Z d+1 N .
Taking the same limit in (4.5) and using (5.2) then proves (5.3).
Since K n (0; p, N ) = 1, it follows readily from (2.23) that The relative simple form of the reproducing kernel allows us to derive a closedform formula for the Poisson kernel of the Krawtchouck polynomials, which we are not able to do for the Poission kernel of the Hahn polynomials. For ρ ∈ R d with 0 < ρ i < 1 and |ρ| < 1, the Poisson kernel is defined by Φ r (K ρ,N ; x, y) := N n=0 P n (K ρ,N ; x, y)r n , 0 ≤ r < 1. In particular, the kernel Φ r (x, y; K ρ , N ) is nonnegative if x, y ∈ Z d+1 N and 0 ≤ r ≤ 1.
Proof. Using (4.5) and changing summation order, we obtain that Φ r (K ρ,N ; x, y) = In the case y = 0 in (5.7), the Poisson kernel can be further summed up. P n (x, y; H κ , N ).
