We present a construction of 1-perfect binary codes, which gives a new lower bound on the number of such codes. We conjecture that this lower bound is asymptotically tight.
I. INTRODUCTION
This correspondence is devoted to the problem of enumeration of 1-perfect binary codes. Such codes, as any optimal codes, are extremal objects of the theory of error-correcting codes. In addition, perfect codes are a special type of combinatorial configurations. The construction of 1-perfect binary codes presented in the current paper gives the most powerful known class of such codes and leads to a lower bound on their number.
The first known construction [13] of nonlinear 1-perfect binary codes gives the lower bound B(n 0 1) 2 2 1 2 2 1 2 2 1 . . . on the number B(n 0 1) of 1-perfect codes of length n 0 1 = 2 m 0 1 (here and in what follows log means log 2 ). This bound was improved in [3] and [9] , where some useful ideas exploited in this correspondence were proposed. The best known lower bound [6] is B(n 0 1) 2 2 1 3 2 1 2 2 :
(1)
The result of [6] was formulated in terms of a partial case [10] of the generalized concatenation construction (see, e.g., [14] ), which allows to construct 1-perfect binary codes from distance 2 q-ary maximum-distance separable (MDS) codes (only the case q = 4 is useful for the lower bound), or n-ary quasi-groups (of order 4). The lower bound on the number of n-ary quasi-groups of order 4 given in [6] is asymptotically tight [7] , [12] ; therefore, such a way to evaluate the number of 1-perfect binary codes has been exhausted. The best known upper bound [1] on the number of 1-perfect binary codes is 2 2 . The local-automorphism (LA) method presented in this work is a further development of the methods of [13] , [3] , [9] , [6] . Since there is one-to-one correspondence between 1-perfect binary codes and extended 1-perfect binary codes, the results are formulated in terms of extended 1-perfect binary codes.
II. PRELIMINARIES
Let F n (F n Ev , F n d( x; 0). The neighborhood of S F n is the set (S)
where ( x) f y 2 F n j d( y;
x) = 1g.
A set C F n is called a distance d code (of length n) if the Hamming distance between any two different words in C is not less than
d. An extended 1-perfect code is a set C F n Ev such that the neighborhoods of the words of C are pairwise disjoint and (C) = F n Od . It follows that C is a distance 4 code of cardinality jCj = jF n Od j =n = 2 n0logn01 and n is a power of 2. On the other hand, if the code C F n Ev has distance 4 and jCj = 2 n0logn01 , then, obviously, C is an extended 1-perfect code. In what follows we assume n = 2 m 16.
The following formulas define some useful sets V t ; A t F n Ev , and give a representation of the extended Hamming code
(2) t = 1; . . . ; m 0 1
The following is straightforward: Let Aut(F n ) denote the group of isometries F n (it coincides with the automorphism group of the distance-one graph of F n ). It is known that each isometry g 2 Aut(F n ) has a unique representation g(1) = v + (1) where v is a shift vector from F n and is a coordinate permutation. If = Id, i.e., g(1) = v + 1, then the isometry g is called a translation. If S F n , then Aut(S) is the group of isometries g of F n such that g(S) = S. For a collection S S S = fS 1 ; . . . ; S l g of subsets of F n , by Aut(S S S) denote the group of isometries g of F n such that for each S 2 S S S the set g(S) is also in S S S. In what follows, we use calligraphic letters to denote subgroups of Aut(F n ). Put
A t Aut((A t ))
where A t is specified by (3).
Proposition 2:
a) Let t 2 f2; . . . ; m 0 1g and let for each 
III. THE LA CONSTRUCTION OF EXTENDED 1-PERFECT CODES
Proposition 2 is all we need to see that the following construction leads to an extended 1-perfect code. The idea of the construction is to take the Hamming code and apply isometries of F n to parts of the code in such a way that the neighborhood of the part does not change.
We call such isometries local automorphisms; an LA acts on a part of the code and does not change the neighborhood of that part. At the first stage, we take components of order 1 as such parts; at the second stage, components of order 2; and so on. At the last stage, we "turn" the whole code.
Construction 1 (LA-Local Automorphisms):
Assume for any integer t 2 f2;. . . ; mg and for any words r i 2 V i , i = t; . . . ; m 0 1
we have an LA g r ;...; r 2 A t01 ; in particular, g 2 A m01 . Then (as follows by induction on t from Proposition 2) the set C represented by the following formulas is an extended 1-perfect code: 
In Construction 1, each code can be obtained in more than one way. To evaluate the number of the codes that can be constructed in this way we need stronger restrictions on LAs. Let B 1 Aut(A 1 ) B t Aut f r + (A t01 )g r2V ; t = 2; . . . ; m 0 1: For each t = 1; . . . ; m0 1, we fix a set D t of representatives of cosets from A t =B t . Moreover, we choose the representatives in such a way that the following holds: for two cosets D 1 ; D 2 2 A t =B t and their representatives d1; d2 2 D t , d1 2 D1, d2 2 D2, the equality D1 = D2 with some translation implies d 1 = d 2 (this condition is essential for the definition of degenerate collection and Proposition 8 below).
The following can be shown by induction.
Proposition 3: The restrictions g r ;...; r 2 D t01 do not reduce the set of codes that can be represented by (5) .
r is a component of order t 0 1 and g r 2 A t01 for all r 2 V t . Let g 2 A t and g = dh where d 2 D t and h 2 B t .
We claim that
for some g 0
where is some permutation on V t . So, we see that h r (1) 01 r + h( r + 1) belongs to A t01 . Then, replacing r by q 01 r, we see that
So, using (6), we can step-by-step replace the operators g ... 2 A t by d... 2 D t , starting from t = m 0 1 and finishing with t = 1.
Therefore the following construction gives the same set of codes as Construction 1.
Construction 2 (LA, Upper Bound):
Assume that for any integer t 2 f2; . . . ; mg and for any words ri 2 V i , i = t; . . . ; m 0 1, we have g r ;...; r 2 D t01 ; in particular, g 2 D m01 . Then the set C defined by the formulas (5) is an extended 1-perfect code.
As we will see below (Theorem 1), almost all (n ! 1) codes represented by Construction 2 have a unique representation and this gives a good upper estimation K LA (n) jD m01 j m02 t=1 jD t j jV j1jV j11111jV j (7) for the number K LA (n) of different extended 1-perfect codes of length n obtained by the method of LA, i.e., by Construction 1 or 2. To show that the number of different LA codes is close to this value, we need some more restrictions on g r ;...; r . Assume L is a linear subspace of F n and for each r 2 L we have g r 2 D t and g r(1) = v r + r (1) . We say that the collection fg rg r2L
is degenerate if the following conditions hold:
• the permutation r does not depend on r, i.e., r = for all r 2 L;
• the set f r + v r j r 2 Lg is an affine subspace of F n . Otherwise, we say that fg rg r2L is nondegenerate.
Construction 3 (LA, Lower Bound):
In addition to the conditions of Construction 2 we require that the collection g g g r ;...; r = g r ;...; r 2 D t01 r 2V be nondegenerate for every t 2 f2; .. .;m 0 1g, r t+1 2 V t+1 ; .. .; rm01 2 V m01 .
IV. CALCULATIONS
In this section, we establish some facts concerning the structure of order-t components and related objects, on which the main result is based. Given G F n Ev , put 2(G) f x 2 F n Ev j ( x) (G)g; clearly, G 2(G) and (2(G)) = (G). The following fact is also straightforward.
Proposition 4: For each G; G 0 F n Ev the equality (G) = (G 0 ) means 2(G) = 2(G 0 ) and vice versa.
For each t = 1; . ..;m and x = ( x 0 ; ... ; x 2 01 ) 2 (F 2 ) 2 = F n define the generalized parity check p t ( x) 2 01 i=0 x i :
Proposition 5: Let 1 t m 0 1; then the following claims hold:
Proof: (a) and (a 0 ) are straightforward from the definition of A t .
(b 0 ) Since the code distance of A t is 4, we have j(A t )j = njA t j.
(b) It follows from (a) that wt(p t ( x)) = 1 for all x 2 (A t ). On the other hand, by (b 0 ), we have j(A t )j = jf x 2 F n j wt(p t ( x)) = 1gj.
(c) It follows from (b) that p t ( x) = 0 implies x 2 2(A t ). Assume p t ( x) 6 = 0. If t < m01, then there is y 2 ( x) such that wt(p t ( y)) > 1; therefore, x 6 2 2(A t ).
In what follows we will use the "array" representation of elements of F n x = x t 0;0 ; .. .;x t 0;2 01 ; x t 1;0 ; . ..; x t 2 01;2 01 = x t i;j i;j where indices i, j change in lexicographical order. That is, for each t = 1; .. .;m01,an element x in F n can be viewed as 2 t 22 m0t -array
In these terms, p t ( x) is the sum of rows of x t i;j i;j . For further calculations, we introduce the sets Proposition 7: Let 1 t m 0 1; then the following claims hold: (a) if t < m 0 1, then A t = (P t Q t ) R t where • for groups G and G 0 , the notation G G 0 means a semidirect product with a normal subgroup G 0 ; • P t ' S 2 is the subgroup of column permutations : x t i;j i;j ! x t i; (j) i;j ;
• Q t ' (S 2 ) 2 is the set of collections of permutations in every column ( 0 ; ... ; 2 01 ) : x t i;j i;j ! x t (i);j i;j ;
is the set of translations z+, z 2 2(A t );
Proof:
(a) First we observe that A t = Aut(2(A t )). Since, by Proposition 5(c), 2(A t ) is linear, it holds that A t = O t R t where O t A t consists of coordinate permutations and R t A t is a group of translations.
It follows from Proposition 5(c) that O t consists of the permutations that do not break columns, i.e., an admissible permutation permutes columns and permutes elements in each column.
(a 0 ) follows from Proposition 5 (c 00 ). Corollary 1: jD m01 j = n!=6((n=4)!) 4 . If t < m 0 1, then jD t j = 2 2 t ! 2(2 t01 !) 2 2 = 2 1 2 2 t 2 t01 2 :
In particular, jD 1 j = 2, jD 2 j = 2 1 3 , jD 3 j = 2 1 35 , jD 4 j = 2 1 6435 .
We say that an order-t component G is bold if hGi = B t where hGi means the affine span of G (i.e., the minimal affine subspace including G; if G 3 0, then the affine span coincides with the linear span).
The next proposition helps us to see that all codes given by Construction 3 are pairwise different. ( r + g 0 r (G 0 r )) implies G 0 r = G r and g 0 r = g r for all r 2 V t .
(a) By the definition of bold component we have hG r i = B t01 ; thus hGi = r2V ( r + g r (G r )) = r2V ( r + g r (hG r i)) = r2V r + g r (B t01 ) :
Since g r (B t01 ) is a half of 2(A t01 ), the affine span hGi coincides either with r2V ( r + 2(A t01 )) = B t (i.e., G is bold) or with r2V r + g r (B t01 ) (G is not bold). It is clear that the last case occurs if and only if the sets g r (B t01 ), r 2 V t , are translations of each other (i.e., g r have a common coordinate permutation) and the translation vectors compose an affine function on V t .
(b) It suffices to show that for arbitrary g; g 0 2 D t01 and bold components G0, G 0 0 of order t 0 1 the inequality g 0 6 = g implies g 0 (G 0 0 ) 6 = g(G 0 ). This holds because, by the definitions of D t01 and bold components and the fact that B t01 = Aut(B t01 ) (Proposition 6 (d 00 )), g 0 6 = g implies g 0 (hG 0 0 i) 6 = g(hG 0 i). Proposition 9: If 1 t < m 0 1, then the number of degenerate collections g r 2 D t r2V is jD t j 1 jV t+1 j. Proof: Assume 1 t < m 0 1. As follows from Proposition 7 and the fact that 2(A t )=B t = 2 (Proposition 6 (d 0 )), for each coordinate permutation there are two or zero elements v such that the automorphism v + (1) belongs to D t . Thus we have the following. 1) The number of different coordinate permutations in D t is jD t j=2. for any r1; r2; r3 2 V t+1 , i.e., the number 2jV t+1 j of affine f0; 1g-value functions on V t+1 .
By the definition of degenerate collection, the proposition is proved. 
V. A LOWER BOUND ON THE NUMBER OF 1-PERFECT CODES
Proof: The number of ways to define an extended 1-perfect code using formulas (5) with restrictions of Construction 3 can be easily calculated by Corollary 1 and Proposition 9. Proposition 8 guarantees that different local automorphisms give different codes.
Since there is a one-to-one correspondence (deleting the last symbol) between extended 1-perfect codes and 1-perfect codes, we have the following.
Theorem 2 (A Lower Bound):
The number B(n 0 1) of 1-perfect binary codes of length n 0 1 = 2 m 0 1 satisfies B(n 0 1) K LA (n) (10) where the exact expression and the asymptotic form for K LA (n) are given in Theorem 1.
As we can see, the previous lower bound [6] 2 2 1 (3 2 1 2 2 ) consists of two multipliers (k = 2; 4) of (9).
Conjecture 1:
The lower bound (10) is asymptotically tight, i.e., (9) is the asymptotic number of 1-perfect binary codes of length n 0 1 = 2 m 0 1. This conjecture is supported by our knowledge about 1-perfect codes of small ranks, i.e., of rank +1 and of rank +2. The rank of the code is the dimension of its affine span; we say that a 1-perfect code of length n 0 1 is of rank +p if its rank is r H + p. where r H is the dimension of the linear 1-perfect code (Hamming code) of corresponding length. (The notion "affine span" means the same as "linear span" if the code contains 0, but the affine span is invariant for the code translations.) We know that the LA construction gives almost all codes of rank +1 and almost all codes of rank +2 (and, of course, some other codes). Moreover, if the affine span is fixed, then the number of 1-perfect codes of rank +1 equals asymptotically 2 2 and of rank +2 2 2 0log 01 1 (3 2 1 2 2 ) (if we do not fix the affine span of the code, then these values must be multiplied by the indices n!=2 n=2 n 2 0 1 n 2 0 2 . . . n 2 0 n 4 and n!=24 n=4 n 4 0 1 n 4 0 2 . . . n 4 0 n 8 , respectively). This knowledge comes from the representation of 1-perfect binary codes of rank +1 and +2 [2] and the asymptotic number 3 n+1 2 2 +1 (1 + o(1)) of n-ary quasi-groups of order 4 [7] , [12] .
Remark 1: All the codes given by Construction 3 have the rank deficiency RD = 2 (the maximum rank of extended 1-perfect binary codes of length n 16 equals n 0 1, see [4] ; so, the rank deficiency is defined as RD(C) (n 0 1) 0 rank(C)) and (as follows from the bound dim(kernel(C)) 2 RD(C) for binary 1-perfect codes of rank at least +2, see [11, Corollary 2.6] is the number of isometries of F n Ev and (n 0 1)!2 n01 is the number of isometries of F n01 . Yes, Conjecture 1 implies that almost all (extended) 1-perfect codes have the rank n 0 3, which is not full (n 0 1 for extended 1-perfect codes of length n), and even not fore-full (n 0 2). This lacks support from the length-16 codes, see [15] , but the LA construction has no "gathered power" when n = 16 (m = 4). Indeed, for m = 4, among the three multipliers of (9), the first (t = 1) is almost the same as the second (t = 2), and the multiplier n!=6((n=4)!) 4 is the largest, while asymptotically the first multiplier is the most powerful one. On the other hand, the fact that almost all codes have no full rank can be expected. For example, this holds for 4-ary distance 2 MDS codes (n-ary quasigroups of order 4, see [12] ); the rank (over Z 2 2 ) has three different values for these codes (rank n 0 1 for linear codes of length n, rank n 0 1 2 = log 4 Z 2n01 2 for "semilinear" codes, and rank n), but the class with the middle rank value is the most powerful. It is also notable that the number of nonequivalent order 16 Steiner quadruple systems of full rank 15 is smaller than of rank 14 [5] .
I. INTRODUCTION
Since turbo codes with iterative decoding were introduced [1] , a huge amount of research activities have been conducted on the analysis of this new coding scheme in many directions [2] - [10] . One of these directions concerns the evaluation or prediction of the bit error rate (BER) performance of turbo codes in a continuous channel, mainly, in an additive white Gaussian noise channel (AWGNC) [2] - [5] . In these studies, however, maximum-likelihood decoding was considered instead of iterative decoding under the assumption that the performance of iterative decoding is equivalent to that of maximum-likelihood decoding. Due to the complexity of the iterative turbo decoding algorithm and the soft values of extrinsic information obtained during iterative decoding in continuous channels, the BER evaluation of turbo codes has rarely been conducted with considering iterative decoding, which is actually used.
Although the EXIT chart [8] and its variations [9] were proposed as engineering tools to analyze the behavior of iterative decoding, they can be used only to predict the value of threshold and to evaluate the BER performance of turbo codes in the waterfall region. The BER evaluation of turbo codes with iterative decoding is a problem which is not completely solved. The quantitative comparison of the performance of iterative decoding with that of maximum-likelihood decoding is another unsolved problem.
As the first step to solve these problems, we may start from a simple channel, which is the binary erasure channel (BEC). Different from continuous channels, the BEC has a pleasing property that the extrinsic information at each iteration of the decoding process has the ternary values, i.e., 01; 0 and 1. In case of low-density parity-check (LDPC) codes over the BEC, the behavior of iterative decoding was successfully analyzed by using a bipartite graph and the combinatorial approach [11] , in which the stopping set of LDPC codes was introduced and block and bit erasure probabilities of LDPC codes in the BEC were evaluated.
In this correspondence, we define the stopping set of turbo codes, which is parallel concatenated convolutional codes, with iterative decoding in the BEC based on the graphical framework [10] , [12] . The characteristics of the stopping set of turbo codes are quite different from those of LDPC codes in that the stopping set of turbo codes is strongly related to the coding constraints of constituent encoders rather than the edge distribution. Under the assumption of an all-zero codeword, the stopping set of turbo codes is defined as the set of variable nodes, erased by the channel, corresponding to nonzero bits either of a certain codeword or of a certain pseudocodeword. A pseudocodeword was introduced by Wiberg [10], and it is described from a different perspective in this correspondence. It is shown that, given erasures of the channel, systematic variable nodes, remaining erased after iterative decoding converges, are systematic variable nodes in the maximal stopping set.
Based on the stopping set analysis, we study block and bit erasure probabilities of turbo codes with iterative decoding. It is shown qualitatively and quantitatively that there exists degradation in block and bit erasure probabilities resulting from using iterative decoding instead of maximum-likelihood decoding. Therefore, strictly speaking, the upper bound on block and bit erasure probabilities of turbo codes obtained with maximum-likelihood decoding may not be used as the upper bound on block and bit erasure probabilities of turbo codes with iterative decoding.
Block and bit erasure probabilities of turbo codes in the error floor region with sufficiently low BEC parameter are dominated by small stopping sets, which is similar to the characteristic of the error floor performance of LDPC codes [13] . Since the contribution of stopping sets associated with pseudocodewords to the error floor performance is negligible at sufficiently low , block and bit erasure probabilities of turbo codes with iterative decoding are asymptotically dominated by low-weight codewords in the error floor region. This verifies the widely used assumption that the performance of iterative decoding is equivalent to that of maximum-likelihood decoding at least in the error floor region. We propose to consider codewords with information weight 2 and 3 to obtain the error floor asymptotes of block and bit erasure probabilities which are reasonably tight and practically simple to evaluate.
In Section II, the framework of turbo codes with iterative decoding in the BEC is described, and the stopping set of turbo codes is defined. In Section III, block and bit erasure probabilities are studied by using the stopping set analysis. In Section IV, block and bit erasure probabilities in the error floor region are studied. Some case studies are conducted in Section V, and the conclusion is drawn in Section VI. 0018-9448/$25.00 © 2008 IEEE
