Abstract The paper studies a class of Ornstein-Uhlenbeck processes on the classical Wiener space. These processes are associated with a diffusion type Dirichlet form whose corresponding diffusion operator is unbounded in the Cameron-Martin space. It is shown that the distributions of certain finite dimensional Ornstein-Uhlenbeck processes converge weakly to the distribution of such an infinite dimensional OrnsteinUhlenbeck process. For the infinite dimensional processes, the ordinary scalar quadratic variation is calculated. Moreover, relative to the stochastic calculus via regularization, the scalar as well as the tensor quadratic variation are derived. A related Itô formula is presented.
Introduction
Over the past two decades, infinite dimensional diffusion processes have become a central focus of stochastic analysis. One important class of infinite dimensional stochastic processes is the set of Ornstein-Uhlenbeck type processes.
We wish to investigate a fairly accessible representative of the relatively abstract class of infinite dimensional stochastic processes with unbounded diffusion introduced in [12] , [20] , [3] , and [10] . Existence and representation of standard elements of the stochastic calculus such as quadratic variation and Itô formula may convince that these processes fit in the general concept of infinite dimensional stochastic processes. We would also like to emphasize that the just mentioned references deal with a class of stochastic processes taking values in certain path spaces, i.e. in Banach spaces.
As result of this paper, we have scalar as well as tensor quadratic variation and the corresponding Itô formula available for a class of infinite dimensional Ornstein-Uhlenbeck processes with unbounded diffusion. For this we have used the recently developed stochastic calculus via regularization, see [18] , [5] , and [6] . Even if the diffusion of such infinite dimensional Ornstein-Uhlenbeck processes is governed by unbounded operators these processes can be weakly approximated by finite dimensional OrnsteinUhlenbeck processes.
Introduce the following set of cylindrical functions over Ω ≡ C 0 ([0, 1]; R d )
Y := F (γ) = f (γ(s 1 ), . . . , γ(s k )) , γ ∈ Ω : 0 < s 1 < · · · < s k = 1, 
Moreover let S i , i ∈ N, be the ONB in H consisting of the Schauder functions. Denote by B the σ-algebra of the Borel sets on Ω. Let ν denote the Wiener measure on (Ω, B). Let 0 < λ 1 ≤ λ 2 ≤ . . . be a sequence of real numbers satisfying
This paper is concerned with an Ornstein-Uhlenbeck type Dirichlet form (E, D(E)) obtained by the closure of the positive symmetric bilinear form
on L 2 (ν). The Dirichlet form (E, D(E)) is a particular case of the set of Dirichlet forms associated with a certain class of infinite dimensional processes with unbounded diffusion introduced and studied in [12] , [20] , [3] , and [10] . In particular, it has been shown in [10] , Proposition 4.2, that condition (1.1) is necessary and sufficient for closability of (E, Y ) on L 2 (ν). Furthermore, its closure (E, D(E)) on L 2 (ν) is quasi-regular.
Main results
Let G i , i ∈ N, be a sequence of independent one-dimensional Ornstein-Uhlenbeck processes, i.e. we have dG i (t) = −G i (t)dt + √ 2 dW i (t), t ≥ 0, for a sequence of independent one-dimensional Wiener processes W i , i ∈ N. In the present paper we consider the Dirichlet form corresponding to (1.2) and show in Lemma 2.1 and Proposition 2.3 that the associated stochastic process has the representation
where the right-hand side converges in C 0 ([0, 1]; R d ) uniformly for all t ≥ 0.
The main result of Section 2 is that, provided that In Section 3 we determine the scalar quadratic variation of X. We consider X as a process with either C 0 ([0 and note the similarity to (1.4) . Let τ n = {0 = t n 0 , t n 1 , . . . , t n k(n) = T }, n ∈ N, be an arbitrary sequence of partitions on [0, T ], T > 0 such that lim n→∞ |τ n | = 0. We show that in the ucp sense (uniform convergence in probability)
[X] t := lim n→∞ j:t n j ≤t
cf. Proposition 3.3. Furthermore in Proposition 3.5 we verify that for the scalar quadratic variation relative to the stochastic calculus via regularization, cf. [18] , [5] , and [6] , it holds that
The aim of Section 4 is to determine the tensor quadratic variation of the process X in the Banach space
relative to the stochastic calculus via regularization. That is, we examine
in the ucp sense with respect to the norm in
For this, let ξ i , i ∈ N, be a sequence of independent standard normal random variables and define
Provided that we have (1.5) we prove
Section 5 is devoted to the Itô formula corresponding to (1.3) . Using recent results presented in [5] and [6] , our efforts in Sections 3 and 4 lead to
We also verify that, for a certain class of cylindrical functions F , the expression on the right hand side takes the well known form of the finite dimensional Itô formula.
We would like to emphasize that infinite dimensional Ornstein-Uhlenbeck processes of the form (1.3) allow a decomposition X t = Y t + Z t + A t , t ≥ 0, where
Here Y is a process with independent increments. Furthermore the components
In order to carry out the technical calculations of Sections 2-4 these independences are crucial.
Several times we use results from extreme value theory which in part we derive in the appendix.
Some basic definitions
Let
f (0) = 0} be the space of trajectories, endowed with the norm f := sup{f i (x) :
be endowed with the norm f 1 := where 0 < λ 1 ≤ λ 2 ≤ . . . is a sequence of constants. It is known that (E n , D(E n )) is associated with some stochastic process of the form
where G i are independent Ornstein-Uhlenbeck processes on R. More precisely, we assume that for a sequence of independent one-dimensional standard Wiener processes W i , i ∈ N, we have
In particular, with a non-random initial value
On the other hand, we recall from [10] , Proposition 5.2, that (E, D(E)) given by the closure of
The objective of this section is to identify the stochastic process which is associated with (E, D(E)) and to approximate it by the sequence X (n) . Lemma 2.1 -Proposition 2.3 are devoted to the well-definiteness and association with (E, D(E)) of the limit process.
Lemma 2.1. Assume that the processes G i (λ i t), t ≥ 0, i ∈ N, have been started with non-random initial values
, and hence
)-distributed and that for any standard normal random variable ξ we have
2 , x > 0, see e.g. [14] , Appendix II, Lemma 3.1. Thus it holds for all i ∈ N, all t ≥ 0, and all y > |G i (0)|e −λit that
Next we track down the numbering of the Schauder functions S i , i ∈ N. Let i = d(r − 1) + j, j ∈ {1, . . . , d}, and for r ≥ 2, let r = 2 m + k where m ∈ {0, 1,
The Borel-Cantelli lemma states now that ν-a.s. there is an i 0 such that
Thus for m such that d2 m + 1 > i 0 we have
We have used the fact that for any s ∈ [0, 1] there is just one d2
The last chain of inequalities implies the lemma.
We are now interested in the semigroup associated with the process (2.5),
cf. Lemma 2.1. Furthermore let X t be given by (2.5) and consider an arbitrary
∪Ỹ . Under these conditions we have
Proof. For i ∈ N and t > 0 let
and note that ψ
is the density of the process G i (λ i t) at time t > 0 when started in G i (0). It is sufficient to prove the claim for all cylindrical functions F ∈Ỹ . We have
Proof. Let ϕ denote the density of N (0, 1). Using the notation of the proof of Proposition 2.2 and H(γ) = h ( S 1 , γ , . . . , S k , γ ) all we have to verify turns out to be a well-studied calculation in finite dimension,
We continue with the first step toward the approximation of the infinite dimensional process (2.5) by finite dimensional processes of the form (2.2).
, n ∈ N, be given by (2.1) and let X (n) denote the associated process, see (2.2). Suppose
and choose an initial value
Proof. Let t ≥ 0 and u ≥ 0. Conditioning on F t := σ(X s : s ≤ t) and taking into account the Markov property, the random variable
We aim to prove the claim by a conclusion similar to, for example, the final one in [13] , Theorem 3.1.1.
We have
where the norm · is taken in
k ∈ {1, . . . , 4}, for some D 1 > 0 independent of m ≥ 1. Next we recall that
and that σ i = 1 − e −2λiu 1 2 . Therefore we may write
where η i , i ∈ N, is a sequence of independent N (0, 1)-distributed random variables. Applying this to (2.13) we obtain
14)
k ∈ {1, . . . , 4}, for some D 2 > 0 independent of m ≥ 1 and t ≥ 0. Taking into account conditions (2.7) and (2.8) we apply (2.14) to (2.12) and thus also to (2.10) and obtain
for some C > 0 independent of n ∈ N and t ≥ 0. It follows now from a straight forward generalization of [1] , Theorem 8.3, and [19] , Corollary 2.1.4, to Banach space valued variables, that the family P n , n ∈ N, is relatively compact in the space
We now show convergence in distribution of X 
has almost surely continuous trajectories. (b) Let P n and P denote the distributions associated with the processes X (n) and X respectively. The finite dimensional distributions of X (n) converge weakly to those of X. That is
for all m ∈ N and all functions ϕ belonging to some algebra of convergence determining functions over
Proof. (a) It follows from (2.10), (2.11), and (2.15) that
with the same C > 0 as in (2.15). In fact, in (2.11) we turn to calculations which hold uniformly for all n ∈ N and also for estimating E X t+u − X t 4 . By a straight forward generalization of Kolmogorov's criterion, cf. [19] , Corollary 2.1.4, to Banach space valued variables we get continuity of the trajectories of X as claimed. Alternatively, part(a) follows also from Proposition 3.3 below which is proved independently of the results of the present section. 
First we construct the Mehler representation relative to X (n) . Recalling our approach and our notation in Proposition 2.2 we define for
Furthermore, let
where ν (n) is the projection of the Wiener measure to the linear span of {S 1 , . . . , S n }. Let T (n) t denote the semi-group associated with (E n , D(E n )) and let and X (n) 0 denote the non-random initial value of X (n) , n ∈ N. Let us consider cylindrical functions F ∈Ỹ and F n ∈Ỹ , n ∈ N, of type
where we mention that (T
Denoting by T t , t ≥ 0, the semigroup associated with (E, D(E)), by (2.17) it follows that T (n)
For sufficiently large n ∈ N it holds that
i.e. we have (2.16). The statement follows.
Corollary 2.6. Let X (n) , X, P n , and P denote the processes and associated distributions introduced in (2.2) and (2.5). Under the hypotheses of Proposition 2.4 we have P n −→ n→∞ P weakly on
Proof. Combining the relative compactness result of Proposition 2.4 with the weak convergence of the finite dimensional distributions shown in Proposition 2.5 we prove the statement, see also Theorem 3.7.8 (b) of [8] .
Scalar quadratic variation
We are now interested in a criterion for the increase of the sequence λ i , i ∈ N, in order to guarantee the finiteness of the quadratic variation. Subsequently we will use the concept of uniform convergence on compact subsets of [0, ∞) in probability (abbreviated ucp), see e.g. [15] II.4 Definition p. 57.
Let W i , i ∈ N, be a sequence of independent one-dimensional standard Wiener processes and let
is a sequence of independent one-dimensional Ornstein-Uhlenbeck processes. Let the processes X, Y , and Z on t ∈ [0, ∞) be given by
and
provided that the infinite sums (3.1) and (3.2) converge almost surely in C 0 ([0, 1]; R d ). Recall also Lemma 2.1. In addition denote by
We aim to analyze the quadratic variation of X. For this let T > 0 be arbitrary and consider an arbitrary sequence of partitions of [0, T ],
with lim n→∞ |τ n | = 0. Here | · | denotes the mesh size, |τ | :
In the same way we define
provided that these limits exists ucp.
whenever this limit exists uniformly in t ∈ [0, T ]. Let ξ i , i ∈ N, be a sequence of independent identically distributed standard normal random variables and define
It holds that θ < ∞ and we have
for some C > 0 independent of n ∈ N and τ n .
Proof. Let T > 0. For the sake of clarity, below we will use the abbreviations t n j ≡ t j , and
We note that, by Fatou's lemma, finiteness of the right-hand side as shown below will imply that the sum (3.1) converges almost surely in C 0 ([0, 1]; R d ). In the case of the C-norm the last line is obvious since taking the sup-norm of
We recall also that the L 1 -norm of S i is bounded by the C-norm of S i . Taking the fourth power and using the independence of the different Wiener processes it follows that we have to investigate terms of type
A known result from extreme value theory says that for a sequence ξ i , i ∈ N, of independent N (0, 1)-distributed random variables we have E max 1≤i≤r |ξ i | k ≤ c k (ln r) k 2 for some c k > 0 independent of r ≥ 2. Recalling that λ i is an increasing sequence it follows that
k ∈ {1, . . . , 4} for a suitable d k > 0 independent of m and λ i , i ∈ N. Piecing everything together and keeping (3.5) in mind we obtain
for some C 1 > 0 independent of λ i , i ∈ N, n ∈ N, and τ n . Continuing from (3.6) and using (3.7) we get
It follows that for any sequence of partitions τ n , n ∈ N we have convergence ucp. We also note that
This shows (a). Part (b) follows from (3.6), (3.7), and (3.5).
Lemma 3.2. (a) Suppose that
, and is constant zero on [0, T ].
Under this condition the sum (3.2) converges almost surely in
, furthermore the limit is constant zero.
Proof. Similar as in the proof of the previous lemma, below we will use the abbreviations t n j ≡ t j , and
(a) We obtain
where we have used |∆ i,j A| ≤ |G i (0)| λ i · (t j − t j−1 ) and the assumption that λ i > 0 is non-decreasing in i ∈ N. We get part (a) of the lemma. 
By Lemma A.4 we may find a constant c > 0 independent of j such that
where for λ d2 m+1 < 1 we keep in mind the argumentation of Lemma 3.1. We follow the ideas of the proof of Lemma 3.1 (a) to obtain
for
Proof. Below we use the previous abbreviations ∆ i,j Y , ∆ i,j Z, and ∆ i,j A. Let T > 0. We have for both norms, in
We study the expectation of the sum of the absolute values of the mixed terms in (3.13) i.e.
By the Schwarz inequality applied as in
and calculations similar to (3.7), (3.11), and (3.12) we verify
for a suitable constant D 3 > 0. We obtain
This and (3.14) show that
ucp on t ∈ [0, ∞). Similarly, applying Lemma 3.2 (a) and (b),
ucp on t ∈ [0, ∞). Relations (3.15), (3.16), and (3.13) prove the statement.
For r ∈ R let [r] denote the largest integer that does not exceed r. For 0 ≤ a < δ and t > 0 define
where as above · is the norm in either
Lemma 3.4. Suppose (3.5). We have
Proof. This is a particular case of Lemma 3.1 (b).
Proposition 3.5. Assume (3.9) and (3.10). Then we have
Proof. Let us use the same notation as in Lemma 3.4. We obtain for all t ∈ [0, ∞) and ε > 0
Furthermore, we have
As in the proof of Lemma 3.1 (a), limit (3.8), it follows that 
e −λit G i (0) · S i and defining (Z + A) t := Z t + A t , t ≥ 0, as in (3.13) we may conclude
The two items on the right hand side tend to zero ucp on t ∈ [0, ∞) by following the method of (3.18)-(3.20) with Markov's instead of Chebychev's inequality and applying the estimates of the proof of Proposition 3.3. The claim follows.
Tensor quadratic variation
Let us use the notation of the previous section. In addition, let · π denote the projective norm with respect to the tensor product
The reference measure µ on
) is the Lebesgue measure. This also says that We also introduce the notation x ⊗ 2 ≡ x ⊗ x which will be used below.
In this section we aim to determine the tensor valued quadratic variation
in the ucp sense with respect to the π-norm. Let ξ i , i ∈ N, be independent standard normal random variables and define
To ensure compatibility with [5] , [6] , and [9] all integrals with Banach space valued integrands, as for example in the definitions of [X] ⊗ and Θ, are Bochner integrals. Proposition 4.1. Suppose (3.9) and (3.10), i.e.
Then Θ is well-defined by (4.1) and we have in the norm of
Proof. Since by (3.10)
existence and representation of Θ defined in (4.1) follows from [9] , Theorem 10.2.
Without further reference, we will use the inequality P ( i |ζ i | ≥ a) ≤ i P (|ζ i | ≥ b i a) several times in the proof. Here the ζ i are arbitrary random variables, b i > 0 with i b i = 1, and a > 0.
Step 1: Let us introduce some of the important objects in the proof. First we recall that X t = Y t + Z t + A t , t ≥ 0, where the individual items Y , Z, and A are defined in the beginning of Section 3. Let
Among other things, this says
We look at the second item of the right-hand side. Taking into consideration the above isometry and Fubini's theorem we get for T ≥ δ and ε > 0
Step 2: We examine g(δ; ε). According to Lévy's characterization of Brownian motion we have
where V i , i ∈ N, are independent one-dimensional Wiener processes. We obtain
where we choose
We note that the denominator D is finite by
for m ∈ {0, 1, 2, . . .} and hypothesis (3.10). Next we use the subsequent inequality which follows from Lemma 2.1 of [2] by choosing µ = 1 and scaling. There exists C > 0 independent of v and δ such that P sup 0≤t≤T, 0≤γ≤δ
We obtain P sup 0≤t≤T, 0≤γ≤δ
for some C > 0 independent of ε, i, and δ. Applying (4.5) and (4.6) to (4.4) yields
It follows that
for all ε > 0. Using similar arguments we get
Step 3: Taking our attention back to η t , for t > u ≥ δ we note that
By the definition of Θ and the above isomorphism it follows that
In other words, η t , t ≥ δ, is a martingale. For well-definiteness see again [9] , Theorem 10.2.
Using (4.2), (4.3), (4.9), and Doob's inequality we obtain for T ≥ δ and ε > 0
Next we introduce
Step 4:
In this step we examine the expression E Y ⊗ a 2 π . We do this by first applying the isometry i :
, followed by the Schwarz inequality, and Fubini's theorem to obtain
Taking into consideration the independence of the increments of Y we get
It follows from the Schwarz inequality that
We recall from the proof of Lemma 3.1 that
and thus by relation (3.7) and hypothesis (3.10)
for some C > 0 independent of u ∈ [0, 1]. By (4.2) and similar calculations it follows that
Now (4.11) together with (4.8), (4.9), (4.15), and (4.12)-(4.14) imply
Step 5: It remains to show that
Using the relation X t = Y t + Z t + A t , as defined in Section 3, we obtain
Using the isometry of i :
2 ) and the triangle inequality we get the estimate
. This is precisely the expression (3.21) of the proof of Proposition 3.5 (b). The proof of Proposition 3.5 (b) shows that under the assumptions (3.9) and (3.10) this expression tends to 0 ucp as δ → 0. The claim follows.
Itô's formula
To ease the notation in this section we denote
Below we use the pairing dualities
* * in the sense and notation of [5] and [6] . We recall that for
. To discern the different scalar products we will use the symbol q to denote the scalar product in R
* the pairing duality becomes Theorem 5.3. Suppose (3.9) and (3.10), i.e. 
where Θ is given by (4.1).
Proof. (a) Due to the existence of a scalar and tensor quadratic variation for X t we may apply Proposition 3.15 of [6] and Theorem 6.3 of [5] from which the statement follows.
(b) This is an immediate consequence of Proposition 4.1 above, and Theorem 6.3 of [5] together with Remark 6.2 of [5] . Now let us specify the Itô formula to cylindrical functions F of type
Here, S i and S i , γ are given by S i (s) := i (u) dγ u .
It follows that
where this chain of equations is true for all h ∈ {h :h ∈ C([0 
In the same sense as above we have
For the next lemma recall the decomposition X t = Y t + Z t + A t , t ≥ 0, introduced in Section 3.
Lemma 5.4. Suppose (3.9) and (3.10). Let i ∈ N and T > 0.
(a) For the quadratic variation S
Proof. In the following proof we abbreviate
(a) Using the partition of [0, T ] introduced in Section 3, we have
This proves part (a) of the lemma since (g 
for some c > 0 independent of j and t. The claim now follows from
which is finite by 
For the existence of such a random n ∈ N see (2.6). We have
the second last inequality because of µ
converges to µ i in the weak * -topology as α → 0,
The claim follows.
Proposition 5.5. For X t given by (2.2) and F (s,
, s ≥ 0, the following Itô formula holds.
Proof. It follows from [11] Section 2 that the following can be concluded. Let Y n , n ∈ N, be a sequence of R-valued semimartingales admitting a decomposition Y n = M n + V n such that for each t ≥ 0 it holds that sup s≤t |Y n (s)
where the right hand side is an Itô integral since S (α)
is a semimartingale, see Proposition 6 of [18] . From Lemma 5.4 it follows that the right-hand side converges in the sense of (5.3) to
Proof. Let us use the representation G(λt) − G(0)e −λt = e −λt W (e 2λt − 1), t ∈ [0, T ], where W is a suitable one-dimensional standard Wiener process. We have
where S ≡ S(λ) = e 2λT − 1. Let ϕ and Φ denote the density and cumulative distribution function of the N (0, 1)-distribution. Also letΦ = 1 − Φ. Using the Corollary to Lemma 11 of [4] we obtain
which impliesF
we get
which is (A.2). From (A.5) we deduce F ′′ (x) < 0 for sufficiently large x. The statement follows.
Lemma A.2. (a) There exist sequences c n > 0 and d n ∈ R, n ∈ N, such that
i.e. F G belongs to the domain of attraction of the Gumbel distribution.
(b) The sequences c n and d n , n ∈ N, can be chosen by Taking into consideration (A.8), using (A.14) it turns out that (a) For k ∈ N there is an n 0 ≡ n 0,k ∈ N and a constant C ≡ C k > 0, both independent of λ ≥ 1, such that
(b) For each k 0 ∈ N there is a constant D ≡ D k0 ∈ R > 0 independent of m ∈ {1, 2, . . .} such that for
Proof. (a) By (A.1) there is some finite a ≥ 1 independent of λ ≥ 1 such that
where we mention that the functions F G ≡ F G,λ and F ≡ F λ depend on λ via S ≡ S(λ) = e 2λT − 1. Particularly the existence of this a ≥ 1 can be derived from F λ (x)/F G,λ (x) −→ x→∞ 1 for all λ ≥ 1 and F λ (x) −→ λ→∞ ∞ for all x > 0. From the final conclusion of the proof of Lemma 2.2 (a) in [16] we learn that, in the notation used here, − ln F G (c n (λ)x + d n (λ)) ∼ 1 − F G (c n (λ)x + d n (λ)) as n → ∞ uniformly for x > 0 and λ ≥ 1, see Lemma A.3. As in the proof of Lemma 2.2 (a) in [16] , for given ε > 0, there exist now n 1 ∈ N independent of λ ≥ 1 such that for all n ≥ n 1 , x > 0, and λ ≥ 1 1 − F n G (c n (λ)x + d n (λ)) ≤ (1 + ε)n 1 − F G (c n (λ)x + d n (λ)) ≤ a(1 + ε)n 1 − F (c n (λ)x + d n (λ)) . Now we follow and modify the proof of Lemma 2.2 (a) in [16] relative to a cumulative distribution function F (no longer F G ) that satisfies (A.1). For given ε > 0 there is n 2 ∈ N independent of λ ≥ 1 such that, now in symbols of [16] , |f ′ (t)| < ε if t ≥ b n for n ≥ n 2 . In our notation the latter would mean F λ (x)/F ′ λ (x) ′ < ε if x ≥ d n (λ) for λ ≥ 1 and n ≥ n 1 . This holds because of (A.3)-(A.6) taking into consideration that the limit (A.6) is uniform in λ ≥ 1 by S ≡ S(λ) = e 2λT − 1. Furthermore, we can reduce the degree of (1 + ε) by two since, in symbols of [16] but our situation, we have 1 − F (b n ) = n −1 and c(x) = c, x > 0. We arrive at n 1 − F (c n (λ)x + d n (λ)) ≤ (1 + εx) −1/ε x > 0, λ ≥ 1, n ≥ n 3 for some n 3 ∈ N independent of λ ≥ 1. Thus for sufficiently small ε > 0 there is an n 0 ≡ n 0,k ∈ N such that for all k ∈ N with ∞ 0 kx k−1 (1 + ε)(1 + εx) −1/ε dx < ∞ and all n ≥ n 0 the following holds. We have 1 − F n G (c n (λ)x + d n (λ)) ≤ a(1 + ε)(1 + εx) −1/ε , x > 0, independent of λ ≥ 1. For n ≥ n 0 we obtain
Part (a) of the lemma follows.
(b) This is a consequence of Lemma A.3, and part (a) of the present lemma.
