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LOGARITHM LAWS FOR UNIPOTENT FLOWS, I
J. S. ATHREYA AND G. A. MARGULIS
Abstract. We prove analogues of the logarithm laws of Sullivan and
Kleinbock-Margulis in the context of unipotent flows. In particular,
we obtain results for one-parameter actions on the space of lattices
SL(n,R)/SL(n,Z). The key lemma for our results says the measure
of the set of unimodular lattices in Rn that does not intersect a ‘large’
volume subset of Rn is ‘small’. This can be considered as a ‘random’
analogue of the classical Minkowski theorem in the geometry of numbers.
1. Introduction
An important source of examples for homogeneous dynamics on non-
compact spaces is given by the space of unimodular lattices in Euclidean
spaces. Let n ≥ 2, and Xn = SL(n,R)/SL(n,Z) denote the space of
unimodular lattices in Rn. Let µ = µn be Haar measure on Xn. Define
α1 : Xn → R+ by
α1(Λ) := sup
06=v∈Λ
1
||v|| ,
where ||.|| denotes Euclidean norm on Rn. By Mahler’s compactness crite-
rion, α1 is a proper (unbounded off compact sets) function on Xn.
Given a (non-compact) one-parameter subgroup {gt} ∈ SL(n,R), its acts
on Xn by left multiplication. By Moore ergodicity [12], the action is ergodic
with respect to µ, and so almost every trajectory is dense (and in fact
uniformly distributed). In particular, we have, for almost every Λ ∈ Xn,
(1.1) lim sup
t→∞
α1(gtΛ) =∞
A natural question is at what rate the ‘escape’ in equation (1.1) occurs.
For diagonalizable flows, fine properties of cusp excursions were first stud-
ied in [15] by Sullivan (in the context of finite volume hyperbolic manifolds)
and later, in the more general context of the actions of one-parameter di-
agonalizable subgroups on non-compact finite-volume homogeneous spaces,
by Kleinbock-Margulis [8].
In the particular context of the space of lattices, the following theorem
was proved in [8]:
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Theorem 1.1. ([8], Theorem 1.7 and Prop 7.1) Fix notation as above. Let
{at}t∈R denote a diagonalizable (over R) 1-parameter subgroup of SL(n,R).
Then for µ-a.e. Λ ∈ Xn,
lim sup
t→∞
log α1(atΛ)
log t
=
1
n
.
Our main result (Theorem 2.1) extends this to the context of unipotent
flows. Our main technical tool (Theorem 2.2 and Corollary 2.3) is a ‘random’
analogue of Minkowski’s theorem on lattice points in convex bodies, and is
a result of independent interest in the geometry of numbers. We also obtain
results on specific sets of orbits in the case n = 2.
This paper is the first of a series of two. In the sequel [2], we use more
dynamical arguments to obtain results for horospherical actions and one-
parameter flows on more general homogeneous spaces G/Γ. For an example
of our results, see subsection 6.1.
1.1. Organization. This paper is organized as follows: In section 2, we
state our main results for the space of lattices and geometry of numbers.
In section 3, we explore some connections to diophantine approximation
(Propositions 3.1 and 3.3) in the special case n = 2. In section 4, we prove
our geometry of numbers result Theorem 2.2 using a formula of Rogers [14].
In section 5, we prove our main dynamical results (Theorem 2.1 and Pro-
postion 5.4). Finally, in section 6 we describe some interesting questions
raised by our work.
1.2. Acknowledgements: We would like to thank Dmitry Kleinbock and
Yair Minsky for valuable discussions. Akshay Venkatesh pointed out to us
how to extend Theorem 2.2 to the case n = 2. We would also like to thank
Anish Ghosh for pointing us in the direction of the crucial reference [14].
Originally this and [2] were one paper. During the revisions of that ear-
lier manuscript, it was decided to split the paper. The referee’s reports on
the undivided paper were invaluable in improving the presentation, correct-
ing mistakes, and suggesting a strengthening (Proposition 3.3) of Proposi-
tion 3.1.
2. Statement of results
Let Xn, µ, and α1 be as above. Let {ut}t∈R be a unipotent 1-parameter
subgroup of SL(n,R).
Theorem 2.1. For µ- a.e. Λ ∈ Xn,
lim sup
t→∞
log α1(utΛ)
log t
=
1
n
.
Moreover, for n = 2 we have
lim sup
t→∞
log α1(utΛ)
log t
≥ 1/2
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for all Λ such that {utΛ}t∈R is not periodic.
Our main tool in the proof of Theorem 2.1 is a ‘random’ analogue of
Minkowski’s convex body theorem. Recall that Minkowski’s theorem states
that if A ⊂ Rn is a convex, centrally symmetric region with m(A) > 2n (m
is Lebesgue measure on Rn), then for all Λ ∈ Xn, there is a non-zero vector
v ∈ Λ ∩A.
Without the strong assumptions on the geometry of A, the result fails.
However, one can ask a probabilistic question: given a set A of large measure,
what is the probability that a random lattice (chosen according to Haar
measure on Xn) does not intersect A?
Theorem 2.2. Let n ≥ 2. There is a constant Cn such that if A is a
measurable set in Rn, with m(A) > 0,
µ(Λ ∈ Xn : Λ ∩A = ∅) ≤ Cn
m(A)
.
That is, the measure of the set of lattices that ‘miss’ a set A is bounded
above by a quantity inversely proportional to the volume of A.
Corollary 2.3. Let n ≥ 2. Let {Ak}k∈N be a sequence of measurable sets
in Rn, such that m(Ak)→∞. Then
lim
k→∞
µ(Λ ∈ Xn : Λ ∩Ak = ∅) = 0.
Note that this also yields the fact that for a set A of infinite measure,
almost every lattice in Xn will intersect A.
In section 4, we prove Theorem 2.2 using a key lemma of Rogers [14] for
n ≥ 3. In subsection 4.2 we prove Theorem 2.2 in the case n = 2 following a
different approach suggested by A. Venkatesh. We obtain explicit constants
Cn, though we do not claim optimality. We then use these results in section 5
to prove Theorem 2.1.
3. Upper bounds and diophantine approximation
We first explore some connections to diophantine approximation in the
special case Γ = SL(2,Z), and the unipotent subgroup
(3.1)
{
ht =
(
1 t
0 1
)
: t ∈ R
}
.
Remark: In general, our proofs will be written with the acting unipotent
subgroup in Jordan normal form. There is no loss of generality since our
results are invariant under conjugation.
Given s ∈ R, let
(3.2) Λs :=
(
1 0
s 1
)
Z2
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Λs is a unimodular lattice in R
2, and can be viewed as a point in X2 =
SL(2,R)/SL(2,Z).
Recall the definition of the approximation exponent µ of a real number s:
(3.3)
µ = µ(s) := sup{ν ∈ R : |s− p
q
| < 1
qν
has infinitely many solutions
p
q
∈ Q}
We recall a number of classical facts about µ:
(1) For almost every s ∈ R, µ(s) = 2.
(2) µ(s) = 1 if and only if s ∈ Q.
(3) For all irrational numbers s ∈ R, µ(s) ≥ 2.
(4) For all algebraic irrational numbers, µ(s) = 2 (Roth’s theorem).
(5) If µ(s) =∞, we say µ is a Liouville number. This is a set of second
category in R.
Proposition 3.1. Let Λs be as above, and µ = µ(s). Then for s /∈ Q
(3.4) lim sup
|t|→∞
log(α1(htΛs))
log |t| = 1−
1
µ
,
and
(3.5) lim sup
t→∞
log(α1(g−tΛs))
t
=
1
2
− 1
µ
.
There is a further refinement of Proposition 3.1, see Proposition 3.3 below.
We also have the following immediate corollary relating to the set of
Liouville numbers:
Corollary 3.2.
lim sup
|t|→∞
log(α1(htΛs))
log |t| = 1
if and only if s is a Liouville number.
Proof of Proposition 3.1:
Let s /∈ Q. We first prove the lower bound in (3.4), i.e., that
lim sup
|t|→∞
log(α1(htΛs))
log |t| ≥ 1−
1
µ
.
Let 1 < ν < µ. Then there are infinitely many p, q ∈ Z with
|s− p
q
| < 1|q|ν .
Re-writing this equation, we obtain
|sq − p| 11−ν > |q|.
Let t = tq = − qsq−p . We have
α1(htΛs) >
1
|sq − p| ,
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since (q, sq − p)T ∈ Λs and thus (0, sq − p)T ∈ htΛs.
We also have
|t| < |sq − p|
1
1−ν
|sq − p| =
1
|sq − p|1− 11−ν
,
since |sq − p| 11−ν > |q|. Thus we obtain
α1(htΛs) >
1
|sq − p| > |t|
1
1− 1
1−ν = |t|1− 1ν ,
and thus
lim sup
|t|→∞
α1(htΛs)
|t|1− 1ν
≥ 1
for all 1 < ν < µ, and thus, we obtain
lim sup
|t|→∞
log(α1(htΛs))
log |t| ≥ 1−
1
µ
.
To show the opposite inequality, suppose that
lim sup
|t|→∞
log(α1(htΛs))
log t
> β > 1− 1
µ
.
Then, there exists a sequence {tk} with |tk| → ∞, and
log(α1(htkΛs)) > β log |tk|,
Since elements of the lattice htΛs have the form (m+ t(sm+ n), sm+ n)
T ,
this implies that there are (mk, nk) ∈ Z2 such that
|mk + tk(smk + nk)| < 1|tk|β ,
and
|smk + nk| < 1|tk|β .
Now,
|mk| < |tk||smk + nk|+ |tk|−β,
and
|tk||smk + nk| < |tk|1−β .
Let ν < 1 + β1−β . We rewrite |smk + nk| < |tk|−β as
|smk + nk| < |mk|1−ν |mk|ν−1|tk|−β,
and thus obtain
|smk + nk| < |mk|1−ν(|tk|1−β + |tk|−β)ν−1|tk|−β.
Since ν−1 < β1−β , the product of the second two terms goes to 0 as |tk| → ∞,
so for all ν < 1 + β1−β ,
|s− p/q| < q−ν
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has infinitely many solutions, i.e.
1 +
β
1− β ≥ µ(s).
After some simple algebra, this yields β ≤ 1 − 1µ , in contradiction to our
assumption.
While (3.5) is well known, we derive a simple proof: let
κ = lim sup
t→∞
log(α1(g−tΛs))
t
.
We first show κ ≥ 12 − 1µ . Let 2 ≤ ν < µ (unless µ = 2, then we take
ν = µ = 2), so there are infinitely many p, q ∈ Z with
|s− p
q
| < 1
qν
.
Since (q, sq − p)T ∈ Λs, (e−t/2q, et/2(sq − p)) ∈ g−tΛs. To simplify calcula-
tions, we consider α1 as defined by the L
1-norm on R2 (this does not make
a difference for us since we are interested in log α1, and any two norms differ
by a multiplicative constant), and note that |sq − p| < q1−ν , so that if we
minimize
(3.6) e−t/2q + et/2q1−ν
in t, we will find a time where α1(g−tΛs) is large.
Differentiating (3.6) and setting the result to 0, we obtain tq = ν log q. So
we have
α1(g−tqΛs) > q
ν
2
−1 = e
t
ν
( ν
2
−1),
and thus
log(α1(g−tqΛs))
tq
>
ν
2 − 1
ν
=
1
2
− 1
ν
,
so κ ≥ 12 − 1ν for all ν < µ, so
κ ≥ 1
2
− 1
µ
.
To show the opposite inequality, let 12 ≥ κ > λ. By assumption, there is
a sequence tn →∞ and (qn, pn) ∈ Z2 such that (e−tn/2qn, etn/2(sqn − pn))T
has length less than e−λtn . In the sequel, we drop the subscript n for brevity.
Thus, we have
qe−t/2 < e−λt
and
(qs+ p)et/2 < e−λt.
Simplifying, we obtain q < e−(λ−
1
2
)t and (qs+p) < e−(λ+
1
2
)t. Since λ < 1/2,
we have
q
1
λ− 1
2 > e−t > (qs+ p)
1
λ+1
2 .
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Thus,
q
λ+1
2
λ− 1
2 > |qs+ p|,
so
µ(s) > 1− λ+
1
2
λ− 12
=
2
1− 2λ,
which implies µ ≥ 21−2κ , and thus,
κ ≤ 1
2
− 1
µ
as desired. 
It is natural to ask whether one can remove the absolute values from (3.4).
Perhaps surprisingly, the answer is no. There is in fact a nice diophantine
interpretation of the different limiting behavior of
logα1(htΛs)
log t
as t→∞ and t→ −∞.
We define the upper and lower approximation exponents µ±(s) by
(3.7)
µ+ = µ+(s) := sup{ν ∈ R : 0 < p
q
−s < 1
qν
has infinitely many solutions
p
q
∈ Q}
(3.8)
µ− = µ−(s) := sup{ν ∈ R : 0 < s−p
q
<
1
qν
has infinitely many solutions
p
q
∈ Q}
We have
Proposition 3.3. Fix notation as in Proposition 3.1, and let µ± = µ±(s).
Then
lim sup
t→∞
log α1(htΛs)
log t
= µ+,
and
lim sup
t→∞
logα1(h−tΛs)
log t
= µ−.
The proof of this result is a simple modification of the proof of Proposi-
tion 3.1. There, given a ‘good’ approximation pq to s, we produced a time
tq = − qsq−p for which α1(htqΛs) is large. Now, it is clear that is tq is positive
or negative according as s < pq or s >
p
q . Thus, we have that t→ ±∞ yields
µ±.
To see that µ+ and µ− can be different, we recall their interpretation in
terms of the continued fraction expansion of the number s. Suppose we have
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s = [a0; a1, a2, . . . , an, . . .], with a0 = [s] ∈ Z, and ai ∈ N. Let pnqn is the nth
convergent of s, and rn :=
log qn+1
log qn
. Then using the identity
|s− pn
qn
| < 1
qnqn+1
=
1
q1+rnn
(and the fact that if |s− pq | < 12q2 , pq = pnqn for some n), we can see that
µ(s) = 1 + lim sup
n→∞
rn.
We also have
p2n
q2n
< s <
p2n+1
q2n+1
,
and so we can see that
µ+(s) = 1 + lim sup
n→∞
r2n+1,
µ−(s) = 1 + lim sup
n→∞
r2n.
Now since, qn+1 = anqn + qn−1, and we have complete freedom over the
an’s, we see that rn can have different limiting behavior along its even and
odd subsequences, leading to different values for µ+ and µ−.
There is a nice geometric interpretation of Propositions 3.1 and 3.3. Iden-
tifying SL(2,R)/SL(2,Z) with the unit tangent bundle to the hyperbolic
orbifold H2/SL(2,Z), and consider the standard fundamental domain for
SL(2,Z) on the upper half plane, bounded by the unit circle, and the lines
Rez = ±1/2. The lattice Λs (restricting to s ∈ (−1/2, 1/2)) can be iden-
tified with the point i + s and the upward pointing tangent vector. The
geodesic trajectory {g−tΛs}t≥0 then becomes the line segment from i + s
down to s ∈ R, and the horocycle {htΛs}t∈R is the circle through i+ s, and
tangent to the x-axis at s ∈ R. For t > 0, we have the half-circle to the right
of the geodesic line, and for t < 0, the corresponding half-cricle on the left.
The behavior of cusp excursions of these trajectories is given by the Ford
circles they pass through. The Ford circles are circles tangent to the x-axis
at rational points pq of radius
1
2q2
. Clearly, the circles the geodesic trajectory
passes through correspond to the convergents pnqn associated to s, and how
far g−tΛs goes into these circles yields µ(s). The horocycle on the right
(t > 0) can only encounter approximants to the right of s, yielding µ+(s);
similarly the left horocycle (t < 0) yields µ−(s).
4. Geometry of numbers
Let Xn = SL(n,R)/SL(n,Z) denote the space of covolume-1 lattices in
Rn. Let µ = µn denote Haar measure on Xn. Let Bc(R
n) be the space
of measurable, real-valued, bounded, compactly-supported functions on Rn.
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As is usually done in the geometry of numbers, for f ∈ Bc(Rn), define
f̂ : Xn → R by
f̂(Λ) =
∑
06=v∈Λ
f(v).
We will investigate how the L2 norm of f̂ relates to the L1 and L2 norms of
f . When we consider the L1 norm of f̂ , we have the Siegel Integral Formula:
Theorem. (Siegel) ∫
Xn
f̂dµ =
∫
Rn
f(v)dm(v),
where m is Lebesgue measure on Rn.
The following estimate is an easy corollary of the above result:
Lemma 4.1. There is a constant Dn such that for any r > 0,
µ(Λ ∈ Xn : logα1(Λ) > r) ≤ Dne−nr.
Proof: Apply the Siegel formula to the indicator function of the ball of
radius e−r 
For L2-norms we have two main results, special cases of results originally
due to Rogers [14]. First, we specialize to the case where f = IA, the
indicator function of a measurable set A. Define a := ||IA||1 = m(A). Let
Ba be the Euclidean ball around the origin 0 with m(Ba) = a.
Remark: In the rest of this section, we will assume A is bounded. We
indicate how to extend to the general case here. Let Ar := A ∩ B(0, r)
where B(0, r) is the ball of radius r around the origin. Clearly we have
m(Ar)→ m(A) as r →∞ (µ(A) is possibly infinity). Also, we have
µ(Λ ∈ Xn : Λ ∩A = ∅) ≤ µ(Λ ∈ Xn : Λ ∩Ar = ∅).
We have
µ(Λ ∈ Xn : Λ ∩Ar = ∅) ≤ Cn
m(Ar)
by Theorem 2.2. Thus, for any r > 0, we have
µ(Λ ∈ Xn : Λ ∩A = ∅) ≤ Cn
m(Ar)
,
and passing to the limit, we obtain Theorem 2.2 for arbitrary A.
Lemma 4.2. ([14],Theorem 1) For n ≥ 3,∫
Xn
ÎA
2
dµ ≤
∫
Xn
ÎBa
2
dµ.
Remark: Rogers works with general measurable functions and their spher-
ical symmetrizations. The above result is Theorem 1 of [14] specified to
indicator functions.
This result is a consequence of the following integral formula, also found
in [14]:
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Lemma 4.3. ([14], Lemma 1) Let n ≥ 3. Let f be a non-negative measur-
able function on Rn. Then∫
Xn
f̂2(Λ)dµ =
(∫
Rn
fdm
)2
+
∑
k,q∈Z:(k,q)=1
∫
Rn
f(kx)f(qx)dm(x),
where (k, q) is the greatest common divisor of k and q.
In fact, the proof of this result (and its analogs for p-norms, p > 2, also
given by Rogers) and the proof of the Siegel integral formula (which can
be thought of as such a formula for p = 1) follow on much the same lines.
Define a functional Tp on the space Bc((R
n\{0})p) of bounded, compactly-
supported functions on (Rn\{0})p by
Tp(h) =
∫
Xn
∑
v1,...,vp∈Λ\0
h(v1, . . . , vp)dµ.
This is SL(n,R) invariant, and thus the measure that defines it must be the
combination of SL(n,R)-invariant measures on SL(n,R)-orbits in (Rn\{0})p.
Performing this decomposition and applying it to functions h ∈ Bc(Rn\{0})p
defined by h(v1, . . . , vp) = f(v1)f(v2) . . . f(vp), where f ∈ Bc(Rn\0).
For p = 1 there is only one orbit, all of Rn\{0}. For p = 2, there are
two types of orbits, one consisting of linearly independent pairs of vectors,
which yields the first term (||f ||21 = ||f̂ ||21), and the summation captures the
contribution of pairs of linearly dependent vectors, with each term associated
to a fixed ratio. For p > 2, the formula becomes much more complicated. It
should be noted that the p-norm formula only works for dimensions n > p.
4.1. Proof of Theorem 2.2. Let n ≥ 3. Given a measurable set A ⊂ Rn,
let σA = µ(ΣA), where ΣA = {Λ ∈ Xn : Λ ∩ A = ∅}. We want to calculate
an upper bound for σA in terms of a := m(A).
We define gA : Xn → R by gA = IΣcA . Let fA = ÎA. Note that fA = gAfA,
because fA = 0, when gA = 0. Thus, by Cauchy-Schwarz:(∫
Xn
fAdµ
)2
≤
(∫
Xn
f2Adµ
)(∫
Xn
g2Adµ
)
.
The Siegel formula yields ||fA||1 = m(A), and by Lemma 4.2,∫
Xn
f2Adµ ≤
∫
Xn
ÎBa
2
dµ.
Also, σA = 1 − ||gA||1 = 1 − ||gA||22 (since gA is an indicator function,
g2A = gA). So we have:
a2 ≤ ||ÎBa ||22 (1− σA) ,
and thus,
σA ≤ 1− a
2
||ÎBa ||22
.
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Note thatm(A) = ||ÎBa ||1, so to complete the proof, it suffices to calculate
||ÎBa ||22
||ÎBa ||22 = a2 +
∑
k,q∈Z:(k,q)=1
∫
Rn
IBa(kv)IBa(kq)dm(v),
A simple calculation shows that the sum can be re-written as
a
∑
k,q∈Z:(k,q)=1
1
max(|k|, |q|)n .
Now, ∑
k,q∈Z:(k,q)=1
1
max(|k|, |q|)n = 8
∞∑
k=1
ϕ(k)
kn
,
where ϕ is the Euler totient function. Since n ≥ 3, the right-hand sum is
convergent. Thus, we obtain that
||ÎBa ||22 = a2 + Cna,
for Cn = 8
∑∞
k=1
ϕ(k)
kn = 8
ζ(n−1)
ζ(n) , and so,
σA ≤ Cna
a2 + Cna
≤ Cn
a
which completes the proof. 
4.2. The n = 2 case. Note that the above proof does not work in the
case n = 2, since Lemma 4.3 does not apply. However, one can still obtain
estimates on the L2 norm of an appropriate transform in order to estimate
the measure of the set of lattices that do not intersect a fixed set.
We follow the presentation in Chapter 13 of Lang’s book [9] (although,
to stay consistent with the notation of our paper, we quotient on the right).
Let G = SL(2,R), N = {ht : t ∈ R}, Γ = SL(2,Z). Note G/N = R2\{0}.
We define the Θ-transform Tf for any function φ ∈ L1(R2) by
Tφ(Λ) =
∑
v∈Λprim
φ(v),
where Λ ∈ X2 = SL(2,R)/SL(2,Z) is a lattice, and Λprim ⊂ Λ denotes the
set of primitive vectors. Let µ denote the non-normalized Haar measure on
X2 (i.e., µ(X2) = ζ(2)). Then we have the following modification of the
Siegel formula:
Theorem. (Siegel) ∫
X2
(Tφ)dµ =
∫
Rn
φ
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We can also define a map T 0 going the other way: given a function f on
G/Γ, we define a function T0f on G/Γ. We view f as a Γ-periodic function
on G, and define a function on G/N by constructing an N -periodic function
on G:
(T 0f)(g) =
∫
N/Γ∩N
f(gn)dn,
where the integral is taken with respect to Haar measure on N , normalized
to be a probability measure on N/Γ ∩N .
T0 and T satisfy the following adjointness relation:
Theorem 4.4. ([9], Chapter XIII, section 1, Theorem 1) let φ ∈ C∞c (G/N),
f ∈ L2(G/Γ). Then
〈Tφ, f〉G/Γ = 〈φ, T 0f〉G/N ,
where <,> denotes the standard L2-inner product.
We also have the following relation:
Theorem 4.5. ([9], Chapter XIII, section 8, last Corollary) Let φ,ψ ∈
C∞c (G/N) be even, mean zero functions. Then
〈Tφ, Tψ〉G/Γ = 〈T 0Tφ, T 0Tψ〉G/N .
Combining these results we obtain:
Lemma 4.6. Let φ be a mean-zero compactly supported function on R2.
Then
(4.1) ||Tφ||2 ≤ ||φ||2.
Proof: Note that we can drop the requirement of evenness since we can
split φ = φeven + φodd, and Tφ = Tφeven.
Now, assuming φ ∈ C∞c (G/N), equation 4.1 follows from
||Tφ||22 = 〈Tφ, Tφ〉 = 〈φ, T 0Tφ〉 ≤ ||φ||2||T 0Tφ||2 = ||φ||2||Tφ||2.
To extend this to aribtrary compactly supported φ, let {φn}∞n=0 ⊂ C∞c (G/N)
be a sequence of even mean-zero functions such that φn → φ in L1 and L2
(this can be done by density of C∞c functions). {Tφn}∞n=0 is a Cauchy se-
quence, so by passing to a subsequence, we can obtain an almost everywhere
convergent subsequence. Now, we have for all n,
||Tφn||2 ≤ ||φn||2,
and applying the Siegel formula and Fatou’s lemma, we obtain
||Tφ||2 ≤ ||φ||2.

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Now, let A ⊂ R2 be measurable. Define a and Ba as above. Let TA = TIA
and TB = TIBa . (IA − IB) is a mean-zero function, so applying Lemma 4.6
we have that
(4.2) ||TA − TB ||2 ≤ ||IA − IB ||2 ≤ 2
√
a.
Randol ([13], end of section 1) showed that
||IB − a/ζ(2)||22 = a/ζ(2) +O(a/ log a).
Thus, for all a sufficiently large, we have that
(4.3) ||IB − a/ζ(2)||2 ≤ 2
√
a.
Combining equations 4.3 and 4.2, we have
(4.4) ||TA − a/ζ(2)||2 ≤ 4
√
a.
Letting pA = µ(Λ : TA(Λ) = 0), we have that
16a ≥ ||TA − a/ζ(2)||22 ≥ pA(
a
ζ(2)
)2,
and thus,
pA ≤ 16ζ(2)2/a
for all a >> 0. This yields Theorem 2.2 for the case n = 2. 
5. Lattice results
In this section, we use the results of section 4 in order to prove Theorem 2.1.
We recall the statement of Theorem 2.1:
Theorem. For almost every Λ ∈ Xn,
lim sup
t→∞
log α1(utΛ)
log t
=
1
n
.
Moreover, for n = 2 and ut = ht, where ht is as defined in equation 3.1, we
have
lim sup
t→∞
log α1(utΛ)
log t
≥ 1/2
for all Λ such that {utΛ}t≥0 is not periodic.
The proof naturally splits into an upper bound and a lower bound, and
the lower bound further splits into the cases n = 2 and n > 2. For the rest
of this section, we fix notation as in section 4.
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5.1. Upper bound:
Lemma 5.1. For µ-almost every Λ ∈ Xn,
lim sup
t→∞
log α1(utΛ)
log t
≤ 1
n
.
Proof: Let ǫ > 0, and rk = (
1
n + ǫ) log k. We have
µ(Λ ∈ Xn : logα1(ukΛ) > rk) ≤ Cn 1
k1+nǫ
,
by Lemma 4.1 and the fact that ut is measure-preserving. But Cn
1
k1+nǫ
is
summable in k, so by the convergence half of the Borel-Cantelli lemma, for
almost every Λ, logα1(ukΛ) > rk only finitely often. This yields that
lim sup
t→∞
log α1(utΛ)
log t
<
1
n
+ ǫ
for almost every Λ, and since ǫ > 0 was arbitary, we obtain our desired
upper bound. 
5.2. Lower bound, n = 2: The lower bound can be derived from using the
methods described in subsection 5.3. However, as a simple example of our
methods using the geometry of numbers, we prove the following:
Lemma 5.2. For all Λ such that htΛ is non-periodic
lim sup
|t|→∞
α1(htΛ)
|t|1/2 ≥ 1.
Remark: It suffices to consider ht here, since any unipotent one parameter
subgroup can be conjugated to ht.
Proof: Let Λ ∈ X2 be a lattice without a horizontal vector (i.e., it is not
ht-periodic). For k ∈ N, define
Ak := {(x, y) ∈ R2 : |x| ≤
√
k, |y| ≤ 1/
√
k}.
Ak is a convex, centrally symmetric region of area 4, so by Minkowski’s
theorem, there is a non-zero point (xk, yk) ∈ Λ, and moreover, since Λ has
no horizontal vectors, yk 6= 0 for all k. Also, the set of all intersection
points
⋃
k∈NAk ∩ Λ is unbounded: otherwise, our lattice Λ would have an
accumulation point. Thus, by passing to a subsequence if necessary, we can
assume that we can pick {(xk, yk)}k∈N so that |xi| > |xj | and |yi| < |yj| for
i > j. Let tk = −xk/yk.
α1(htkΛ) ≥ 1/|yk|,
since htk(xk, yk)
T = (0, yk)
T . Now |tk| = |xk/yk| ≤
√
k/|yk| ≤ 1/y2k, so
α1(htk ) ≥ 1/|yk| ≥ |tk|1/2,
so we have produced an infinite sequence of times tk where we achieve our
lower bound. 
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5.3. Lower bound, n ≥ 3:
Lemma 5.3. For µ-almost every Λ ∈ Xn,
lim sup
t→∞
log α1(utΛ)
log t
≥ 1
n
.
Proof: As all the essential ideas are contained in the case n = 3, we describe
it first. First, suppose our one-parameter unipotent flow ut is simply a copy
of ht, e.g.,
ut =

 1 0 00 1 t
0 0 1

 .
Fix δ > 0, and define the region
Ak = {(x, y, z) ∈ R3 : y/z < 0, |x| ≤ |k|−1/3, |y| ≤ k2/3, k−1/3−ǫ ≤ |z| ≤ k−1/3+ǫ},
where ǫ = ǫ(δ) will be determined later. Now Ak is no longer convex, but
a simple volume calculation shows that m(Ak) = 4(k
ǫ − k−ǫ), and thus we
can apply Corollary 2.3 to see that µ(Λ : Λ∩Ak = ∅)→ 0. Thus, for almost
every Λ, by passing to a subsequence if needed, we can produce a sequence
of distinct non-zero points {(xk, yk, zk) ∈ Λ ∩ Ak}, and with zk 6= 0. Set
tk = −yk/zk, once again, passing to a subsequence if needed, we can take
tk ↑ +∞. Now
α1(htkΛ) ≥
1
|xk|+ |zk| ≥
1
k−1/3 + k−1/3+ǫ
≥ 1
2k−1/3+ǫ
,
and
tk = −yk/zk ≤ k2/3/|zk| ≤ k1+ǫ.
Thus
log α1(htkΛ)
log tk
≥ (1/3− ǫ) log k − log 2
(1 + ǫ) log k
=
1
3
(
(1− 3ǫ)
1 + ǫ
− log 2
(3 + 3ǫ) log k
)
.
Pick ǫ = ǫ(δ), k0 = k0(ǫ, δ) so that
1
3
(
(1− 3ǫ)
1 + ǫ
− log 2
(3 + 3ǫ) log k
)
> 1/3 − δ,
for all k > k0.
We have produced, for each δ > 0, a set of full measure Xn,δ ⊂ Xn such
that
lim sup
t→∞
log α1(utΛ)
log t
>
1
3
− δ.
The set
⋂
j∈NXn,1/j is a set of full measure on which we have our lower
bound.
The other case is when ut is regular, e.g.
ut =

 1 t t220 1 t
0 0 1

 .
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Our proof follows on similar lines. Again, fix δ > 0, and define the region
Ak = {(x, y, z) ∈ R3 : y/z < 0, |x−y2/2z| ≤ |k|−1/3, |y| ≤ k2/3, k−1/3−ǫ ≤ |z| ≤ k−1/3+ǫ},
where ǫ = ǫ(δ) will be determined later. The reason for this modification is
that
ut

 xy
z

 =

 x+ ty + t22 zy + tz
z

 ,
and if we set t = −y/z, we obtain
 x− y2/2z0
z

 .
The remainder of the calculation proceeds on exactly the same lines as the
case
ut =

 1 0 00 1 t
0 0 1

 .
The volume calculation is identical, and once we note that
α1(htkΛ) ≥
1
|xk − y
2
k
2zk
|+ |zk|
≥ 1
k−1/3 + k−1/3+ǫ
≥ 1
2k−1/3+ǫ
,
we can proceed verbatim as above.
For general n, the proof follows on much the same lines. Given ut, we
decompose it into Jordan blocks, each of the form

1 t t2/2 t3/6 . . . tk/k!
0 1 t t2/2 . . . t(k−1)/(k − 1)!
0 . . . . . . . . . . . . .
. . . 0 . . . . . . . . . .
. . . . . . 0 . . . 1 t
. . . . . . . . . 0 . . . 1


.
Without loss of generality, we assume that the bottom right hand corner of
ut looks like ht. That is, if we apply ut to a vector x = (x
(1), x(2) . . . , x(n))T ,
and ignore the first (n− 2) coordinates, we obtain
utx =


.
.
.
.
x(n−1) + tx(n)
x(n)


.
We are not specifying what happens to the other coordinates, but they will
be polynomials in t with the xi’s as coefficients, and the constant term in the
ith coordinate will be xi. If we set t0 = t0(x) = −x(n−1)/x(n), then the ith
coordinate can be expressed as the difference of x(i) and a rational function
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in the other (n− 1) variables, call this function fi(x) (only x(n) will appear
in the denominator). That is, we have
ut0x =


x(1) − f1(x)
x(2) − f2(x)
. . .
x(i) − fi(x)
. . .
0
x(n)


.
Again, fix δ > 0, and let Ak be the set of x ∈ Rn so that:
(1) x(n−1)/x(n) < 0
(2) |x(i) − fi(x)| ≤ k−1/n for i < (n− 1)
(3) |x(n−1)| ≤ kn−1/n
(4) |x(n)| ∈ [k−1/n−ǫ, k−1/n+ǫ].
where ǫ = ǫ(δ) > 0 is to be determined later. m(Ak) = 2
n−1(kǫ − k−ǫ), so
m(Ak) → ∞. By Corollary 2.3, for almost every lattice Λ, we can produce
a sequence of non-zero points yk ∈ (Ak ∩ Λ). Let tk = t0(yk). Passing to
a subsequence if necessary, we can assume tk is well-defined and positive.
The rest of the proof follows along exactly the same lines as above, with n
in place of 3, and log(n− 1) in place of log 2. 
Proof of Theorem 2.1: Combine Lemmas 5.1, 5.2, and 5.3. 
5.4. A sharpening: We can refine the above proof on lower bounds to yield
the following sharper result:
Proposition 5.4. Fix n ≥ 2. Let r : R → R+ be such that there are
constants c, δ > 0 so that
(1) l(t) := r(t)
t1/n
is non-decreasing.
(2) limt→∞
r(t)
t
1+δ
n
= 0.
(3) lim inft→∞
r(t)t2δ/n
r(t1+2δ)
> c.
Then for almost all Λ ∈ Xn, there is a sequence {tk}k∈N with tk → +∞
such that
α1(utkΛ) ≥
c
n− 1r(tk)t
−2δ/n
k .
Remark: If r(t) = t1/n, we have c = 1 and δ arbitrary, and our result
essentially reduces to Lemma 5.3.
Proof: Again, assume that the bottom right hand corner of ut looks like
ht, and thus there are rational functions fi : R → R such that if we have
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x ∈ Rn with x(n) 6= 0, and we set t0 = t0(x) = −x(n−1)/x(n), we have
ut0x =


x(1) − f1(x)
x(2) − f2(x)
. . .
x(i) − fi(x)
. . .
0
x(n)


.
Let Ak be the set of x ∈ Rn so that:
(1) x(n−1)/x(n) < 0
(2) |x(i) − fi(x)| ≤ k−1/nl−1(k) = r−1(k) for i < (n− 1)
(3) k
n−1
n l−1(k) ≤ |x(n−1)| ≤ k n−1n +δl−1(k)
(4) k−
1
n
−δl−1(k) ≤ |x(n)| ≤ r−1(k).
An easy calculation shows that m(Ak) = 2
nl−n(k)(kδ + k−δ − 2). Now,
by condition 2 on r(t), we have that
lim
t→∞
tδl−n(t) =∞,
so m(Ak) → ∞. Applying Corollary 2.3, we obtain that for almost every
Λ ∈ Xn there is a sequence {xk} such that xk ∈ Ak ∩ Λ. Passing to a
subsequence if required, we can assume tk = t0(xk) > 0. Note that
k
n−1
n l(k)
k−1/nl(k)
≤ tk ≤ k
n−1
n
+δl(k)
k−
1
n
+δl(k)
and thus
k ≤ tk ≤ k1+2δ.
Now,
α(htkΛ) ≥
1
|x(n)k |+ (n− 2)r−1(k)
≥ 1
(n− 1)r(k).
Rewrite
r(k) = r(tk)t
−2δ/n
k
r(k)t
2δ/n
k
r(tk)
.
By condition 3 on r, for all k sufficiently large
r(k)t
2δ/n
k
r(tk)
>
r(k)k2δ/n
r(k1+2δ)
> c.

6. Further questions
To our knowledge, this paper contains the first results on statistical be-
havior of the excursions of unipotent flows on non-compact homogeneous
spaces. We hope that it will inspire further results in this direction. Some
interesting classes of questions include:
LOGARITHM LAWS FOR UNIPOTENT FLOWS, I 19
6.1. Horospherical actions. In the sequel to this paper [2], we prove re-
sults for the excursions of expanding translates of horospherical subgroups
for general homogeneous spaces. A nice example of our results is in the
context of hyperbolic surfaces:
Let G = SL(2,R) and let hs be as in equation 3.1. Let Γ ⊂ SL(2,R)
be a non-uniform lattice . Let d denote distance on the hyperbolic surface
S = H2/Γ (H2 denotes the upper-half plane with constant curvature −1),
and p : M → S be the natural projection from M = SL(2,R)/Γ.
Theorem 6.1. Let H = {ht}t∈R. Fix y ∈ S.Then for all x ∈ S, almost all
x˜ ∈ p−1(x),
lim sup
t→∞
d(p(htx˜), y)
log t
= 1.
Moreover, for all x˜ ∈M such that Hx˜ is not closed,
lim sup
t→∞
d(p(htx˜), y)
log t
≥ 1.
6.2. Flows on moduli spaces of surfaces and geometry of saddle
connections: Theorem 6.2, a logarithm law for the horocycle flow on a
stratum of abelian differentials, is proved in [3].
Theorem 6.2. (Athreya-Minsky) Let H denote a stratum of the space of
abelian differentials on a surface of genus g > 1. Let λ : H → R+ be defined
by
λ(ω) = sup
v∈Vsc(ω)
1
||v|| ,
where Vsc(ω) is the set of (holonomy vectors of) saddle connections on ω.
Then for almost every (with respect to the Lebesgue measure) ω ∈ H,
lim sup
t→∞
log λ(htω)
log t
= 1/2,
where ht is as in equation 3.1.
The main tool is a version of the Minkowski theorem for the set of ho-
lonomy vectors of saddle connections. It would be interesting to see if one
can get a version of Theorem 2.2 for these sets.
There is a logarithm law (more analagous to Theorem 1.1) for the Teich-
muller geodesic flow, due to Masur [10].
6.3. General shrinking target properties: A natural complement to the
question of excursions into the cusp is the more general question of shrinking
target properties (or STP’s):
Let (X,µ) be a probability space, and G be a group acting on X by
measure-preserving transformations. Let A be a family of measurable sub-
sets of X. Let {gn}n∈N ⊂ G be a sequence of group elements.
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Definition 1. We say that A satisfies the STP for the sequence {gn}∞n=0 if
for any sequence {An}n∈N ⊂ A
µ({x ∈ X : gnx ∈ An infinitely often}) =
{
1
∑∞
n=0 µ(An) =∞
0 otherwise
There are many results on STP’s for hyperbolic ([4, 5, 8, 11]) and elliptic
([6, 16]) systems, but it would be interesting to obtain more results for
parabolic systems like unipotent flows.
6.4. Algebraic groups: One can consider shrinking target and logarithm
law question for G/Γ where G is a group over a field k. k here could be
Qp, the adeles A, or a field of positive characteristic Fq((t
−1)). These will
also naturally relate to the geometry of buildings and trees. Results in this
direction for Cartan actions have been obtained in [1, 7].
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