There are generally many ways to transliterate a name from one language script into another. The resulting ambiguity can make it very difficult to "untransliterate" a name by reverse engineering the process. In this paper, we present a highly successful cross-script name matching system that we developed by combining the creativity of human intuition with the power of machine learning. Our system determines whether a name in Roman script and a name in Chinese script match each other with an F-score of 96%. In addition, for name pairs that satisfy a computational test, the F-score is 98%.
Introduction
There are generally many ways to transliterate a person"s name from one language script into another. For example, writers have transliterated the Arabic name, ‫,الشكري‬ into Roman characters in at least 13 ways, such as Al Choukri, Ashshukri, and al-Schoukri. This ambiguity can make it very difficult to "untransliterate" a name by reverse engineering the process.
We focused on a task that is related to transliteration. Cross-script name matching aims to determine whether a given name part in Roman script matches a given name part in Chinese (Mandarin) script, 1 where a name part is a single "word" in a person"s name (such as a surname), and two names match if one is a transliteration of the other.
2 Cross-script name matching has many applications, such as identity matching, improving search engines, and aligning parallel corpora. We combine a) the creative power of human intuition, which can come up with clever ideas and b) the computational power of machine learning, which can analyze large quantities of data. Wan and Verspoor (1998) provided the human intuition by designing an algorithm to divide names into pieces that are just the right size for Roman-Chinese name matching (Section 2.2.). Armed with Wan and Verspoor"s algorithm, a machine learning approach analyzes hundreds of thousands of matched name pairs to build a Roman-Chinese name matching system (Section 3).
Our experimental results are in Section 4. The system correctly determines whether a Roman name and a Chinese name match each other with F = 96.5%.
3 And F = 97.6% for name pairs that satisfy the Perfect Alignment hypothesis condition, which is defined in Section 2.2. Wan and Verspoor"s (1998) work had a great impact on our research, and we explain how we use it in Section 2.2. In Section 2.1, we identify other related work. wrote a paper about the challenges of matching names across Roman and Chinese scripts. In Section 6 of their paper, they offered an overview of several papers related to Roman-Chinese name matching. (Cohen et al., 2003; Gao et al., 2004; Goto et al., 2003; Jung et al., 2000; Kang and Choi, 2000; Knight and Graehl, 1997; Kondrak, 2000; Kondrak and Dorr, 2004; Li et al., 2004; Meng et al., 2001; Oh and Choi, 2006; Virga and Khudanpur, 2003; Wellner et al., 2005; Winkler, 2002) The Levenshtein algorithm is a popular way to compute string edit distance. (Levenshtein, 1966) It can quantify the similarity between two names. However, this algorithm does not work when the names are written in different scripts. So Freeman et al. (2006) developed a strategy for Roman-Arabic string matching that uses equivalence classes of characters to normalize the names so that Levenshtein"s method can be applied. Later, Mani et al. (2006) transformed that system from Roman-Arabic to Roman-Chinese name matching and extended the Levenshtein approach, attaining F = 85.2%. Then when they trained a machine learning algorithm on the output, the performance improved to F = 93.1%
Related Work

Chinese-English Name Matching
Mani et al. also tried applying a phonological alignment system (Kondrak, 2000) to the Roman-Chinese name matching task, and they reported an F-score of 91.2%. However, when they trained a machine learning approach on that system"s output, the F-score was only 90.6%.
It is important to recognize that it would be inappropriate to present a side-by-side comparison between Mani"s work and ours (F = 96.5%), because there are many differences, such as the data that was used for evaluation.
Subsyllable Units
Transliteration is usually based on the way names are pronounced. 4 However, each character in a Roman name generally corresponds to a single phoneme, while a Chinese character (CC) generally corresponds to a subsyllable unit (SSU). A phoneme is the smallest meaningful unit of sound, and a subsyllable unit is a sequence of one to three phonemes that conform to the following three constraints. (Wan and Verspoor, 1998) 4 Of course, there are exceptions. For example, when a name happens to be a word, sometimes that name is translated (rather than transliterated) into the other language. But our experimental results suggest that the exceptions are quite rare.
(1) There is exactly one vowel phoneme.
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(2) At most, one consonant phoneme may precede the vowel phoneme. (3) The vowel phoneme may be followed by, at most, one nasal phoneme.
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Consider the example in In Section 4, we show that the PA hypothesis works very well. However, it is not uncommon to have more SSUs than CCs in a matching name pair, in which case, the PA hypothesis does not apply. Often this happens because an SSU is left out of the Chinese transliteration, perhaps because it is a sound that is not common in Chinese. For example, suppose "Carlberg" (KAA, R,L,BER,G) is transliterated as 卡 尔 贝 里 . In this example, the SSU, R, does not correspond to any of the CCs. We generalize this phenomenon with another hypothesis: as a vowel phoneme. 6 The nasal phonemes are /n/ and /ŋ/, as in "nothing". 7 To represent phonemes, we use two different standards in this paper. The symbols between slashes (like /ər/) are in the IPA format (International Phonetic Association, 1999) . And the phonemes written in capital letters (like ER) are in the ARPABET format (Klatt, 1990 
Machine Learning
We designed a machine learning algorithm to establish a mapping between SSUs and CCs. In Section 3.1, we show how our system can do Roman-Chinese name matching, and then we present the training procedure in Section 3.2.
Application Mode
Given a Roman-Chinese name pair, our system computes a match score, which is a number between 0 and 1 that is meant to represent the likelihood that two names match. This is accomplished via the process presented in Figure 1 .
Starting in the upper-left node of the diagram with a Roman name and a Chinese name, the system determines how the Roman name should be pronounced by running it through the Festival system. (Black et al., 1999) Next, two algorithms designed by Wan and Verspoor (1998) join the phonemes to form syllables and divide the syllables into SSUs.
8 If the number of SSUs is equal to the number of characters in the Chinese name, 9 we apply the PA hypothesis to align each SSU with a CC.
The system computes a match score using a data structure called the SSU-CC matrix (subsyllable unit -Chinese character matrix), which has a nonnegative number for each SSU-CC pair, and this value should represent the strength of the correspondence between the SSU and the CC. Table 2 shows an example of an SSU-CC matrix. With this matrix, the name pair <Albert, 阿尔贝特> receives a relatively high match score, because the SSUs in Albert are AE, L, BER, and T, and the numbers in the SSU-CC matrix for <AE,阿>, <L,尔>, <BER,贝> and <T,特> are 2, 2, 3, and 2, respectively.
10 Alternatively, the system assigns a very low match score to <Albert, 尔贝特阿>, because the values of <AE,尔>, <L,贝>, <BER,格>, and <T,阿> are all 0.
Training Mode
To generate an SSU-CC matrix, we train our system on a corpus of Roman-Chinese name pairs that match. Figure 2 shows a diagram of the training system. The procedure for transforming the Roman name into a sequence of SSUs is identical to that presented in Section 3.1. Then, if the number of SSUs is the same as the number of CCs, 9 we apply the PA hypothesis to pair the SSUs with the CCs. For example, the third name pair in Table 3 has three SSU-CC pairs: <KAA, 卡>, <R,尔>, and <LIY,利>. So the system modifies the SSU-CC matrix by adding 1 to each cell that corresponds to one of these SSU-CC pairs. Training on the five name pairs in Table 3 produces the SSU-CC matrix in Table 2 .
Imperfect Alignment
The system makes two passes through the training data. In the first pass, whenever the PA hypothesis does not apply to a name pair (because the number of SSUs differs from the number of CCs), that name pair is skipped.
Then, in the second pass, the system builds another SSU-CC matrix. The procedure for processing each name pair that satisfies the PA hypothesis"s condition is exactly the same as in the first pass (Section 3.2). But the other name pairs require the SSUD hypothesis or the CCD hypothesis to delete SSUs or CCs. For a given Roman-Chinese name pair:
where D is the set of all deletion sets that make the PA hypothesis applicable. Note that the size of D grows exponentially as the difference between the number of SSUs and CCs grows.
As an example, consider adding the name pair <Carlberg, 卡尔贝里> to the data in Table 3 . Carlberg has five SSUs: KAA,R,L,BER,G, but 卡尔贝-里 has only four CCs. So the PA hypothesis is not applicable, and the system ignores this name pair in the first pass. Table 2 shows the values in Matrix #1 when it is completed.
In the second pass, we must apply the SSUD hypothesis to <Carlberg, 卡 尔 贝 里 > by deleting one of the SSUs. There are five ways to do this, as shown in the five rows of Table 4 . (For instance, the last row represents the case where G is deleted -the SSU-CC pairs are <KAA,卡>, <R,尔>, <L,贝>, <BER,里>, and <G,Ø>.
)
Each of the five options are evaluated using the values in Matrix #1 (Table 2) to produce the scores in the second column of system scales the scores to sum to 1, as shown in the third column, and it uses those values as weights to determine how much impact each of the five options has on the second matrix. Table  5 shows part of Matrix #2. In application mode, when the system encounters a name pair that does not satisfy the PA hypothesis"s condition it tries all possible deletion sets and selects the one that produces the highest match score.
Considering Context
It might be easier to estimate the likelihood that an SSU-CC pair is a match by using information found in surrounding SSU-CC pairs, such as the SSU that follows a given SSU-CC pair. We do this by increasing the number of columns in the SSU-CC matrix to separate the examples based on the surrounding context. For example, in Table 2 , we cannot determine whether LAHN should map to 伦 or 连. But the SSU that follows LAHN clears up the ambiguity, because when LAHN immediately precedes BER, it maps to 伦, but when it is followed by NAH, it corresponds to 连. Table 6 displays a portion of the SSU-CC matrix that accounts for the contextual information provided by the SSU that follows an SSU-CC pair.
The Threshold
Given an SSU-CC name pair, the system produces a number between 0 and 1. But in order to evaluate the system in terms of precision, recall, and F-score, we need the system to return a yes (a match) or no (not a match) response. So we use a threshold value to separate those two cases.
The threshold value can be manually selected by a human, but this is often difficult to do effectively. So we developed the following automated approach to choose the threshold. After the training phase finishes developing Matrix #2, the system processes the training data 12 one more time.
But this time it runs in application mode (Section 3.1), computing a match score for each training example. Then the system considers all possible ways to separate the yes and no responses with a threshold, selecting the threshold value that is the most effective on the training data. Building the SSU-CC matrices does not require any negative examples (name pairs that do not match). However, we do require negative examples in order to determine the threshold and to evaluate the system. Our technique for generating negative examples involves randomly rearranging the names in the data. 
Evaluation of the System
We ran several experiments to test our system under a variety of different conditions. After describing our data and experimental method, we present some of our most interesting experimental results.
We used a set of nearly 500,000 RomanChinese person name pairs collected from Xinhua News Agency newswire texts. (Huang, 2005) Table 7 shows the distribution of the data based on alignment. Note that the PA hypothesis applies to more than 60% of the data.
We used the popular 10-fold cross validation approach 14 to obtain ten different evaluation scores. For each experiment we present the average of these scores.
Our system"s precision (P), recall (R), and Fscore (F) are: P = 98.19%, R = 94.83%, and F = 96.48%. These scores are much better than we originally expected to see for the challenging task of Roman-Chinese name matching. Table 8 shows P, R, and F for subsets of the test data, organized by the number of SSUs mi- 13 Unfortunately, there is no standard way to generate negative examples. 14 The data is divided into ten subsets of approximately the same size, testing the system on each subset when trained on the other nine. 1.62% #SSUs -#CCs = 2 6.66% #SSUs -#CCs = 1 20.00% #SSUs -#CCs = 0 60.60% #SSUs -#CCs = -1 10.48% #SSUs -#CCs = -2 0.61% #SSUs -#CCs ≤ -3 0.02% Table 7 . Statistics of the Data nus the number of CCs in the name pairs. The differences between scores in adjacent rows of each column are statistically significant. 15 Perfectly aligned name pairs proved to be the easiest, with F = 97.55%, but the system was also very successful on the examples with the number of SSUs and the number of CCs differing by one (F = 96.08% and F = 97.37%). These three cases account for more than 91% of the positive examples in our data set. (See Table 7 .)
LAHN (BER) LAHN (NAH) BER (G) BER (T)
伦 1 0 0 0 贝 0 0 1 2 连 0 1 0 0
Deletion Hypotheses
We ran tests to determine whether the second pass through the training data (in which the SSUD and CCD hypotheses are applied) is effective. Table 9 shows the results on the complete set of test data, and all of the differences between the scores are statistically significant.
The first row of Table 9 presents F when the system made only one pass through the training data. The second row"s experiments utilized the CCD hypothesis but ignored examples with more SSUs than CCs during training. For the third row, we used the SSUD hypothesis, but not the CCD hypothesis, and the last row corresponds to system runs that used all of the training examples. From these results, it is clear that both of the deletion hypotheses are useful, particularly the SSUD hypothesis.
Context
In Section 3.4, we suggested that contextual information might be useful. So we ran some tests, obtaining the results shown in Table 10 . For the second row, we used no contextual information. Row 5 corresponds to the case where we gave the system access to the SSU immediately following the SSU-CC pair being analyzed. In row 15 We use the homoscedastic t test ("Student"s t Test", 2009) to decide whether the difference between two results is statistically significant.
6"s experiment, we used the SSU immediately preceding the SSU-CC pair under consideration, and row 7 corresponds to system runs that accounted for both surrounding SSUs. We also tried simplifying the contextual information to boolean values that specify whether an SSU-CC pair is at a boundary of its name or not, and rows 1, 3, and 4 of Table 10 show those results. "Left Border" is true if and only if the SSU-CC pair is at the beginning of its name, "Right Border" is true if and only if the SSU-CC pair is at the end of its name, and "Both Borders" is true if and only if the SSU-CC pair is at the beginning or end of its name. All differences in the table are statistically significant, except for those between rows 2, 3, and 4. These results suggest that the right border provides no useful information, even if the left border is also included in the SSU-CC matrix. But when the SSU-CC matrix only accounted for the left border, the F-score was significantly higher than the baseline. Providing more specific information in the form of SSUs actually made the scores go down significantly.
Sparse Data
We were initially surprised to discover that using the rich information in the surrounding SSUs made the results worse. The explanation for this is that adding contextual information increases the size of the SSU-CC matrix, and so several of the numbers in the matrix become smaller. (For example, compare the values in the "BER" columns in Table 2 and Table 6 .) This means that the system might have been suffering from a sparse data problem, which is a situation where there are not enough training examples to distinguish correct answers from incorrect answers, and so incorrect answers can appear to be correct by random chance.
There are two factors that can contribute to a sparse data problem. One is the amount of training data available -as the quantity of training data increases, the sparse data problem becomes less severe. The other factor is the complexity of Table 9 . Varying the Training Data the learned model -as the model becomes more complex, the sparse data problem worsens. Our system"s model is the SSU-CC matrix, and a reasonable measure of the its complexity is the number of entries in the matrix. The second column of Table 11 shows the number of SSU-CC pairs in training divided by the number of cells in the SSU-CC matrix. These ratios are quite low, suggesting that there is a sparse data problem. Even without using any context, there are nearly 8 cells for each SSU-CC pair, on average.
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It might be more reasonable to ignore cells with extremely low values, since we can assume that these values are effectively zero. The third column of Table 11 only counts cells that have values above 10 -7 . The numbers in that column look better, as the ratio of cells to training pairs is better than 1:4 when no context is used. However, when using the previous SSU, there are still more cells than training pairs.
Another standard way to test for sparse data is to compare the system"s results as a function of the quantity of training data. As the amount of training data increases, we expect the F-score to rise, until there is so much training data that the F-score is at its optimal value.
17 Figure 3 shows the results of all of the context experiments that we ran, varying the amount of training data. (90% of the training data was used to get the Fscores in Table 10 .) The t test tells us that "No Context" is the only curve that does not increase significantly on the right end. This suggests that all of the other curves might continue increasing if we used more training data. So even the "Both SSUs" case could potentially achieve a competitive score, given enough training examples. Also, more training data could produce higher scores than 96.48%.
Summary
We designed a system that achieved an F-score of 96.48%, and F = 97.55% on the 60.61% of the data that satisfies the PA hypothesis"s condition.
Due to the paper length restriction, we can only provide short summaries of the other experiments that that we ran. 1) We experimentally compared six different equations for computing match scores and found that the best of them is an arithmetic or geometric average of Prob(SSU|CC) and Prob(CC|SSU). 2) We attempted to make use of two simple handcrafted rules, but they caused the system"s performance to drop significantly. 3) We compared two approaches for automatically computing the pronunciation of a Roman name and found that using the Festival system (Black et al., 1999) alone is just as effective as using the CMU Pronunciation Dictionary (CMUdict, 1997) supplemented by Festival. 4) We tried computing the threshold value with data that was not used in training the system. However, this failed to improve the system"s performance significantly.
Future Work
There are so many things that we still want to do, including: 1. modifying our system for the task of transliteration (Section 6.1), 2. running fair comparisons between our work and related research, 3. using Levenshtein"s algorithm (Levenshtein, 1966) (Aberdeen, 2006) , 9. modifying our methodology to apply it to other similar languages, such as Japanese, Korean, Vietnamese, and Hawaiian. 10. manually creating rules based on information in the SSU-CC matrix, and 11. utilizing graphemic information.
Transliteration
We would like to modify our system to enable it to transliterate a given Roman name into Chinese in the following way. First, the system computes the SSUs as in Section 3.1. Then it produces a match score for every possible sequence of CCs that has the same length as the sequence of SSUs, returning all of the CC sequences with match scores that satisfy a predetermined threshold restriction.
For example, in a preliminary experiment, given the Roman name Ellen, the matcher produced the transliterations below, with the match scores in parentheses.
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埃 伦 (0.32) 埃 兰 (0.14) 埃 隆 (0.11) 埃 朗 (0.05) 18 We thank a reviewer for suggesting this method of improving efficiency. 19 We thank a reviewer for this clever way to control the size of the SSU-CC matrix when context is considered. 20 A manually-set threshold of 0.05 was used in this experiment.
Based on our data, the first and fourth results are true transliterations of Ellen, and the only true transliteration that failed to make the list is 埃连.
Conclusion
There was a time when computational linguistics research rarely used machine learning. Researchers developed programs and then showed how they could successfully handle a few examples, knowing that their programs were unable to generalize much further. Then the language community became aware of the advantages of machine learning, and statistical systems almost completely took over the field. Researchers solved all kinds of problems by tapping into the computer"s power to process huge corpora of data. But eventually, the machine learning systems reached their limits.
We believe that, in the future, the most successful systems will be those developed by people cooperating with machines. Such systems can solve problems by combining the computer"s ability to process massive quantities of data with the human"s ability to intuitively come up with new ideas.
Our system is a success story of humancomputer cooperation. The computer tirelessly processes hundreds of thousands of training examples to generate the SSU-CC matrix. But it cannot work at all without the insights of Wan and Verspoor. And together, they made a system that is successful more than 96% of the time.
