Abstract. This paper is concerned with a stochastic linear-quadratic (LQ) control problem over a finite time horizon with Markovian jumps in the problem parameters. The problem is indefinite in that the cost weighting matrices for the state and control are allowed to be indefinite. A system of coupled generalized (differential) Riccati equations (CGREs) is introduced to cope with the indefiniteness of the problem. Specifically, it is proved that the solvability of the CGREs is sufficient for the well-posedness of the stochastic LQ problem. Moreover, it is shown that the solvability of the CGREs is necessary for the well-posedness of the stochastic LQ problem and the existence of optimal (feedback/open-loop) controls via the dynamic programming approach. An example is presented to illustrate the results established.
focus on the following class of LQ control problems Minimize J = E T 0 [x(t) Q(t, r t )x(t) + u(t) R(t, r t )u(t)]dt + x(T ) Hx(T ) r 0 = i , subject to dx(t) = [A(t, r t )x(t) + B(t, r t )u(t)]dt + σ(t, r t )dW (t),
where r t is a Markov chain taking values in {1, · · · , l}, W (t) is a standard Brownian motion independent of r t , and A(t, r t ) = A i (t), B(t, r t ) = B i (t), σ(t, r t ) = σ i (t), Q(t, r t ) = Q i (t) and R(t, r t ) = R i (t) when r t = i (i = 1, · · · , l). Here the matrix functions A i (·), etc. are given with appropriate dimensions. The Markov chain r t has the transition probabilities given by:
where π ij ≥ 0 for i = j and π ii = − j =i π ij . As with the traditional LQ control problems without jumps, in the literature where the above type of problems is tackled, it is usually required that the state weighting matrices, Q i (t), and the control weighting matrices, R i (t), be positive semidefinite and positive definite, respectively. Also, in the existing works the diffusion coefficients are usually set as independent of the state and control variables. To motivate our study here, let us look at an example. 
where r t = 1 and R(t, r t ) = R 1 (t) < 0 when t ∈ [0, 1), and r t = 2 and R(t, r t ) = R 2 (t) < 0 when t ∈ [1, 2] . This problem is ill-posed since J = E{ 
where r t = 1 and R(t, r t ) = R 1 (t) when t ∈ [0, 1), and r t = 2 and R(t, r t ) = R 2 (t) when t ∈ [1, 2] . Substituting Ex(t) 2 = E t 0 u(s) 2 ds into the cost function, we obtain via a simple calculation
[R 2 (t) + (3 − t)]u(t) 2 dt .
Hence, the problem (4) is well-posed when R 1 (t) > t − 3 and R 2 (t) > t − 3. In this case, R 1 (t) and R 2 (t) could be negative. Of course, they cannot be too negative because the problem will be ill-posed when R 1 (t) < −3 or R 2 (t) < −3.
The above example shows an interesting feature of stochastic systems when the diffusion terms depend on the control. In general, we may consider problem (1) where the diffusion coefficient σ(t, r t ) is replaced by C(t, r t )x(t) + D(t, r t )u(t). As with the case without jumps [2] , this problem is intimately related to the following system of coupled constrained Riccati equations (t is suppressed)
However, the third constraint of (5) is rather restrictive that will likely lead to the non-existence of its solution even when the corresponding LQ problem is well-posed.
To handle more general indefinite stochastic LQ problems with jumps, we further relax the positive definiteness of the term R i (t) + D i (t) P i (t)D i (t) which enables us to deal with the possible singularity. The generalized form of the equations (5) will be shown to be correct for studying indefinite stochastic LQ control with Markovian jumps, in the sense that its solvability is equivalent to the well-posedness of the LQ problem. Moreover, we can construct all optimal controls via the solution of the generalized Riccati equations.
The rest of this paper is organized as follows. In Section 2 the indefinite stochastic LQ control problem is formulated, some preliminaries are given and the coupled generalized Riccati equations (CGREs) is introduced. It is shown in Section 3 that the solvability of the CGREs is sufficient for the well-posedness of the LQ problem and the existence of an optimal control. Moreover, we construct all the optimal controls via the solution of the CGREs. In Sections 4 and 5 we prove that the solvability of the CGREs is also necessary for the existence of optimal feedback controls and optimal open-loop controls via dynamic programming approach, respectively. An example is presented in Section 6 to illustrate the results established. Finally, Section 7 gives some conclusions. : the subset of all non-negative definite matrices of S n ;
the set of essentially bounded measurable functions
2.2. Problem Formulation. Given a filtered probability space (Ω, F, {F t } t≥0 , P) and a Hilbert space H with the norm · H , define the Hilbert space
with the norm
Consider the following linear stochastic differential equation (SDE) subject to Markovian jumps defined by
where (s, y) ∈ [0, T ) × IR n are the initial time and initial state, respectively, and an
The set of all admissible controls is denoted by U ad ≡ L On the other hand, r t is a Markov chain adapted to F t , taking values in {1, · · · , l}, with the transition probabilities specified by (2) . In addition, we assume that the processes r t and W (t) are independent. For each (s, y) and u(·) ∈ U ad , the associated cost is
In (6) and (7), A(t, r t ) = A i (t), etc. whenever r t = i, and H(r T ) = H i whenever r T = i, whereas A i (·) etc. are given matrix-valued functions and H i are given matrices, i = 1, · · · , l. The objective of the optimal control problem is to minimize the cost function J(s, y, i; u(·)), for a given (s, y)
An admissible pair (x * (·), u * (·)) is called optimal (with respect to the initial condition (s, y, i)) if u * (·) achieves the infimum of J(s, y, i; u(·)).
The following basic assumption will be in force throughout this paper.
Assumption 2.1. The data appearing in the LQ problem (6) − (8) satisfy, for every i,
where the matrix M † is called the Moore-Penrose pseudo inverse of M .
Now we introduce a new type of coupled differential Riccati equations associated with the LQ problem (6)-(8).
Definition 2.2. The following system of constrained differential equations (with the time argument t suppressed)
is called a system of coupled generalized (differential) Riccati equations (CGREs).
If the term (R
, for every i, is further required to be non-singular, then the CGREs reduce to the equations
Another interesting special case is when R i + D i P i D i ≡ 0 for every i, the CGREs reduce to the following linear differential matrix system:
2.4. Some useful lemmas. In this subsection we collect a number of technical lemmas that are useful in our subsequent analysis. The first one is the generalized Itô's formula.
where
Lemma 2.2 ([2, 3]). For a symmetric matrix S, we have
Lemma 2.3 (Extended Schur's lemma [4] ). Let matrices M = M , N and R = R be given with appropriate dimensions. Then the following conditions are equivalent:
Lemma 2.4 ([2]
). Let matrices L, M and N be given with appropriate sizes. Then the following matrix equation
has a solution X if and only if
Moreover, any solution to (14) is represented by
where S is a matrix with an appropriate size.
3. Sufficiency of the CGREs. In this section, we will show that the solvability of the CGREs is sufficient for the well-posedness of the LQ problem and the existence of an optimal feedback control. In addition, all optimal controls can be obtained via the solution to the CGREs (10).
, then the stochastic LQ problem (6) − (8) is well-posed. Moreover, the set of all optimal controls with respect to the initial (s, y)
(17)
be a solution of the CGREs (10).
Setting ϕ(t, x, i) = x P i (t)x and applying the generalized Itô's formula (Lemma 2.1) to the linear system (6), we have
Hence, we can express the cost function as follows
From the definition of the CGREs, we have
F (s, T ; IR nu ) be given for every i. Set
Applying Proposition 2.1 and Lemma 2.2-(ii), we have for k = 1, 2,
and
Then the equation (19) can be expressed as
where and P (t, r t ) = P i (t), K(t, r t ) = K i (t) and G k (t, r t ) = G k i (t) whenever r t = i, k = 1, 2. Thus, J(s, y, i; u(·)) is minimized by the control given by (17) with the optimal value being y P i (s)y.
Corollary 3.1. The optimal controls are obtained in the following special cases:
for every i, then there is a unique optimal control that is given by the following linear feedback law:
Proof. These are straightforward from Theorem 3.1.
As an immediate consequence of Theorem 3.1, we have the uniqueness of the solution to the CGREs (10). Proof. Let (P 1 (·), · · · ,P l (·)) and (P 1 (·), · · · ,P l (·)) ∈ C 1 (0, T ; (S n ) l ) be two solutions of the CGREs (10). Then Theorem 3.1 implies that
Hence, (P 1 (t), · · · ,P l (t)) ≡ (P 1 (t), · · · ,P l (t)).
It is interesting to see the specialization of our results in the deterministic case (i.e.,
the control weight is possibly singular. The corresponding CGREs are (t is suppressed)
According to Theorem 3.1, if the above equations admit a solution (
, then there may be infinitely many optimal controls, and any optimal control has the following form
Necessity of the CGREs.
In the previous section, we proved that the solvability of the CGREs (10) is sufficient for the well-posedness of the LQ problem (6)- (8) and optimal feedback control laws can be constructed based on the solution to the CGREs (10) . In this section, we shall derive the associated Hamilton-JacobiBellman (HJB) equation by using the dynamic programming approach, and show that the solvability of the CGREs (10) is also necessary for the LQ problem to have an optimal feedback control. Furthermore, we will show that any optimal feedback control law has the form (17) with z(t) ≡ 0.
First we give the following lemma.
Lemma 4.1. Assume that the LQ problem (6) − (8) is well-posed. For any
Then (P 1 (·), · · · , P l (·)) must satisfy
Proof. Let λ k (t) be a negative eigenvalue of the kth matrix
We will show that mes({t ∈ [s, T ] | λ k (t) < 0}) = 0, where mes denotes the Lebesgue measure. Denote the unitary eigenvector with respect to λ k (t) as v λ k (t) (i.e., v λ k (t) v λ k (t) = 1). Define I k n (·) as the indicator function of the set {t ∈ [s, T ] | λ k (t) < − 1 n }, n = 1, 2, · · · . Let δ = 0 be an arbitrary scalar and consider the state trajectory x(·) of the system (6) under the feedback control
x(·) be the corresponding state trajectory of (6) under the above feedback control and let u(t) = u(t, x(t), r t ).
It follows from λ k (t) < 0 that
Hence, we have 
we conclude that mes({t ∈ [s, T ] | λ k (t) < 0}) = 0, completing the proof. Theorem 4.1. Assume that Q i (t) and R i (t) are continuous in t for every i. In addition, assume that the LQ problem (6) − (8) is well-posed and a given feedback controlū(t) = l i=1 K i (t)x(t)χ {rt=i} (t) is optimal for (6) − (8) with respect to any initial (s, y) ∈ [0, T ] × IR n . Then the CGREs (10) must have a so-
Moreover, the optimal feedback control
can be represented via (17) with z(t) ≡ 0. Proof. By the dynamic programming approach, the value functions V (s, y, i) satisfy the following HJB equations for i = 1, · · · , l
with the boundary condition
In view of the assumption of the theorem, a simple adaption to the proof of [2, Lemma 5.1] yields that the value function can be represented as
for a symmetric m × m matrix P i (·). Moreover, P i (t) is differentiable at any t ∈ [0, T ]. Substituting (28) into (26), we have the equations (s is suppressed)
By assumption, a minimizer u in (29) is given by u(s, y, i) = K i (s)y for i, and hence (29) are reduced to the following equations,
The second term of the left-hand side of the first equation above reaches the minimum if and only if
i.e.,
Now, we apply Lemma 2.4 to the equations (31) with
First of all, by virtue of the assumption we know a priori that the equations (31) do have a solution K i . Hence (15) in this case is equivalent to
Moreover, by (16), K i has the following form
Replacing (K 1 (·), · · · , K l (·)) into the first l equations of (30), we can see by a simple calculation that (P 1 (·), · · · , P l (·)) ∈ C 1 (0, T ; (S n ) l ) satisfies the following equationṡ
Noting that Lemma 4.1 implies that R i + D i P i D i ≥ 0 for every i, we easily conclude that (P 1 (·), · · · , P l (·)) ∈ C 1 (0, T ; (S n ) l ) solves (10) . The representation of
) is given by (32). This completes the proof.
Open-Loop Optimal Controls.
In the previous analysis we have shown that the solvability of the CGREs (10) is equivalent to that the LQ problem is solvable by feedback controls. In this section we further prove that the solvability of the CGREs (10) is also equivalent to that the LQ problem is solvable by continuous open-loop controls.
Consider the following convex set of linear matrix inequalities (LMIs) on [0, T ]:
Let us show the following theorem which provides a sufficient condition for the well-posedness of the LQ problem.
Theorem 5.1. The LQ problem (6) − (8) is well-posed if the set P is nonempty. Proof. Let (P 1 (·), · · · , P l (·)) ∈ P. Setting ϕ(t, x, i) = x P i (t)x and applying the generalized Itô formula, we have, for any admissible (open-loop) control u(·) and any initial (s, y)
The following is the main result of this section.
and L i (t) are continuous in t. Then the LQ problem (6) − (8) has a continuous optimal open-loop control for any initial (s, y) ∈ [0, T ] × IR n if and only if the CGREs (10) have a solution
Proof. The "if" part follows from Theorem 3.1. Let us now show the "only if" part. Similar to Theorem 4.1, the dynamic programming approach yields that the value function V (s, y, i) satisfy the HJB equation (26) and the boundary condition (27). Taking u(·) ≡ū ∈ IR nu , we obtain from (29)
This is equivalent to
Since y ∈ IR n andū ∈ IR nu are arbitrary, we obtain
Applying Lemma 2.3 to (36) and noting Lemma 2.2-(ii), we have
Now, Let (x * (·), u * (·)) be an optimal open-loop control for (6)- (8) with respect to the initial condition x * (s) = y. Setting ϕ(t, x, i) = x P i (t)x and applying the generalized Itô formula, we have, as with (35),
By virtue of the relation V (s, y, i) = y P i (s)y and (38), we obtain
i.e., (t is suppressed)
which, along with (37), implies that (P 1 (·), · · · , P l (·)) is a solution to the CGREs (10) . What remains to show is that any optimal control u * (·) can be represented by (17) for some Y i (·) and z i (·). Since u * (·) is optimal, by (38), the integrand in the right hand side of (38) must be zero almost everywhere in t. This implies, for every i,
which leads to
or equivalently,
a.e. t ∈ [s, T ]. To solve the above equation in u * (t), we apply Lemma 2.4 with
Note that the condition (15) in the present case is implied by the third constraint in the CGREs (10), hence the general solution (16) with z i (t) = S and Y i (t) = 0 yields that u * (·) can be represented by (17). This completes the proof.
Theorem 5.1 indicates that the non-emptiness of the set P is sufficient for the well-posedness of the original LQ problem. The following result states that the nonemptiness of the set P is necessary for the attainability of the LQ problem. Proof. This is seen from (36).
6. An Example. In this section we give an example where the Markov chain has two states and where the singularity of R i (t) + D i (t) P i (t)D i (t) (i = 1, 2) occurs, but the LQ problem is well-posed and attainable. Moreover, the example shows that the stochastic LQ problem can be well-posed even if R i (t), i = 1, 2, are negative.
Consider the following one-dimensional LQ problem
and L(t, r t ) = L i are constants, and R(t, r t ) = R i (t) when r t = i. The coefficients are chosen such that
, and
1 + π 11 ]P 1 (t) + π 11 P 2 (t), P 2 (t) = π 22 P 1 (t) − [2A 2 + C 2 2 + π 22 ]P 2 (t), P 1 (T ) = H, P 2 (T ) = H. 1 (t) = aP 1 (t) + π 11 P 2 (t), P 2 (t) = π 22 P 1 (t) + bP 2 (t), P 1 (T ) = H, P 2 (T ) = H.
The above equation is solvable by Hence, if H is chosen to be nonnegative, then P i (t) (i = 1, 2) will be nonnegative; otherwise if H is negative then P i (t) (i = 1, 2) will be negative. Finally, we note that the LQ problem is well-posed even though R i (t) = −D 2 i P i (t) ≤ 0 when choosing P i (t) ≥ 0.
7. Conclusion. This paper investigated the indefinite stochastic LQ control with Markovian jumps. A new type of Riccati equations was introduced to identify optimal controls and calculate the optimal cost value. Certain equivalent relations were established between the solvability of the Riccati equations and the wellposedness/solvability of the LQ problem.
The research on the indefinite stochastic LQ control has so far been limited to the so-called full information case, namely, the state and the Markov chain are both completely observable. In reality, however, most of the interesting cases are those of the partial information. Partially observed indefinite stochastic LQ control remains an important and challenging open problem.
