Faces of convex sets and Minkowski additive selections  by Przesławski, Krzysztof
NORTH- HOLLAND 
Faces of Convex Sets and Minkowski Additive Selections 
Krzysztof Przesiawski 
Instytut Matemqki 
Wyisza Szkola Zniyniersku 
ul. Podgha 50 
65-246 Zielona Gha, Poland 
Submitted by Richard A. Brualdi 
ABSTRACT 
A function S : ]c” + x” defined on the family Kc” of all compact, convex, and 
nonempty sets in R” is said to be a face mapping if it is additive, and if for every A, S(A) 
is its face. It is known that if S assumes as its values only O-dimensional faces, then there 
exists a lexicographical order on R” such that for every A, a unique member of S(A) is the 
greatest element of A with respect to this order. We show that an extension of this result 
remains valid for all face mappings. We give also new results on additive selections. 
0. INTRODUCTION 
Let P be the family of all convex, compact, and nonempty subsets of R”. 
An 3 g KY’ will be called segment complete if it satisfies the following three 
conditions: 
(l)ifA, Be.F,thenA+BcF; 
(2) if A E .F and h E [0, +co), then hA E 3, 
(3) all line segments [x, y] = ((1 - y)x + yy : x, y E X and y E [0, l]} 
belong to 3. 
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Further, we shall use the abbreviation S.C. instead of the phrase “segment 
complete.” Recall that a set Z c Wn is called a zonotope if it is a Minkowski sum 
of a finite number of line segments. It is clear that 2”, the class of all zonotopes, 
is the smallest s.c. family. The class Pn of all polytopes is also S.C. 
A mapping T : F + N” from an S.C. family 3 into the family Nn of all 
nonempty subsets of R” is said to be superadditive if T (A + B) 2 T(A) + T(B) 
for all A, B E 3. Replacing “2” by “=” leads to the definition of an additive 
mapping (in the literature, these mappings are often called Minkowski additive). 
T is nonnegative homogeneous if T(LA) = AT(A) for A E 3 and h 2 0. If 
T is simultaneously additive and nonnegative homogeneous, then we shall refer 
to it as linear. Recall that a convex set F c A E K” is afuce of A if for every 
open line segment (x, y) g A we have (x, y) fl F # 0 + [x, y] C F. One- 
element faces are called extreme points of A (Here and subsequently, we identify 
a point x with the singleton set {x}.) The additive mapping T is afuce mapping 
if for every A, T(A) is one of its faces. We denote by Q(3) the set of all face 
mappings defined on 3. Furthermore, for every k, 0 I: k 5 n, we write @k(3) = 
{T E Q(3) : (VA E 3 dim T(A) 5 k) and (3A E 7 dim T(A) = k)}, where 
dim T(A) denotes, as usual, the linear dimension of the minimal flat containing 
T(A). A characterization of elements of @o(Kn) can be found in Zivaljevid [ 13, 
Theorem 1.11. In Section 1, we extend this result in two directions: to all k, and 
to all s.c. families. 
A mapping s : 3 + ll%” is an additive selection on an S.C. family 3 if it is 
additive and if s(A) E A for A E 3. Note that all additive selections are in fact 
linear mappings. It is clear that the family s(3) of all additive selections is convex; 
moreover, it is compact in an appropriate chosen topology (the relevant definition 
is contained in Section 2). Thus, by the Krein-Milman theorem, S(3) is fully 
determined by the set of its extreme points, E(3). It is an easy observation that 
@o(3) c E(3). In the mentioned paper, Zivaljevic conjectured that the inclusion 
is proper for 3 = K”. This has been confirmed in [7]. The construction given there 
works for all S.C. families. We continue these investigations in Section 2. The main 
result of this section is Theorem 2.1, which explains how the closure of @o(3) 
depends on the choice of 3. It seems a difficult task to give a useful description 
of E(3) even for 3 = P2. We furnish the reader with such a description in the 
simplest case of zonotopes. 
1. FACE MAPPINGS 
We shall need some additional terminology (generally, we assume that the 
reader is familiar with basic definitions from [9]). Let x be an element of the unit 
sphere S ’ ’ The supportfunction h(A, x) of A at x is - . 
h(A, x) = sup{@, x) :a E A}, 
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where (e, .) denotes the scalar product. It is clear that the mapping A + h(A, x) 
is linear, i.e. additive and nonnegative homogeneous. We denote by t& the 
Stiefel manifold of k-frames, that is, the ordered k-tuples w = (xl, . . . , Xk) of 
orthonormal vectors in I[$“. For w E !&, we define the w-face V,(A) of A in- 
ductively: Let w’ = (xi, . . . , X&.-l); then V,,(A) = {a : (a, x1) = h(A, xl)} and 
V,(A) = V,,(V,/(A)). Observe that every w-face of A is a face of A. Moreover, 
its dimension cannot be greater than n - k if o E fik. Conversely, if some face 
F of A has its dimension not greater than n - k, then there exists an w E Qk 
such that V,(A) 2 F. This fact follows easily by separation arguments [9, The- 
orem 11.31. For an w-face of A, its position vector H,(A) is defined as follows: 
H,,(A) = h(A, x1)x1, H,(A) = H,I (A) + h(V,/ (A), Xk)Xk. Note that V,(A) 
consists of exactly those elements of A whose orthogonal projection on lispan 
equals H,(A). Furthermore, H, and V, are linear, since the support function is. 
Now, let Ak(7) denote the set of all restrictions V,IF where w E &. In the light 
of the above facts it is not difficult to observe that all V, are face mappings and that 
&-k(F) C @k(Y), 0 5 k 5 n. The already mentioned result [13, Theorem 1.11 
states simply that A,(lcn) equals @c(K’). (The same theorem had been proved 
by the present author in his Ph.D. thesis [6]; however, it was never published.) In 
fact, we have 
THEOREM 1.1. For every S.C. family 3 G K* and every k, 0 I: k 5 n, 
ha-k(F) = @k(F). 
The following lemma is of some independent interest. It covers the hard part 
of Theorem 1.1. 
LEMMA 1.2. Let R be a superadditive mapping from the S.C. family F G Kn 
into N”. Suppose that for every A, R(A) is contained in some face of A of 
dimension at most k. Then there exists w E ar,_k such thatfor every A, R(A) C 
V,(A). 
Now we collect some basic facts concerning vector orders: Every two- 
argument relation 5 on a vector space X will be called a vector order, or briefly 
an order, if it satisfies the following conditions: (1) 5 is total, that is, x I y or 
y 5 x; (2) the set P = (y -x : x ( y} is a convex cone in X. The cone P is called 
a nonnegative cone of the order 5. The linear space N = P II -P is said to be a 
nullspace of 5. If we want to emphasize that dim N = k, then we say that 5 is a 
k-order. O-orders are called strict orders. Suppose now that X = IV. Let Nl be 
the orthogonal complement of the nullspace N. Observe that 5 restricted to N!- 
is a strict order on N’. Applying the separation theorem, one can prove that for 
every k-order 5 in II&* there exists exactly one w E &_k, composed of elements 
of N’, such that the lexicographical order i,, induced by w in N’ coincides with 
the restriction of 5 to Nl. In other words, if n is the orthogonal projection onto 
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N’, then x 5 y + n(x) p. n(y). Now, assume that we have given A E Rn. 
A point a E A is said to be maximal in A, with respect to the k-order 5, if a’ 5 a 
whenever a’ E A. Note that the set of all maximal elements in A coincides with 
V,(A), where w is the corresponding n - k-frame. Taking into account ordinary 
properties of orders, the next proposition is clear. 
PROFWITION 1.3. For every a E A E Kn, b E B E K”, and w E &, the 
following statement holds true: 
a + b E V,(A + B) ifs a E V,(A) and b E V,(B). 
The interrelations described above between orders and face mappings are well 
known (see e.g. [5, 12]), but spread among many contributions and different 
contexts. For completeness, we should mention that these notions are strictly con- 
nected with Hammer’s semispaces [2] (see also [3]). Other remarkable properties 
of the face mappings can be found in [8]. 
Proof of Lemma 1.2. Define a mapping R’ by 
R’(A) = (a E A : (3C E 3) (3 E C) (a + c E R(A + C))}. 
It is obvious that R(A) gg R’(A) c A. 
Claim 1. R’ is additive. Let a E A, b E B, and a + b E R’(A + B). By 
definition, there exists c E C E F such that a + b + c E R(A + B + C). 
Hence, by definition once again, a E R’(A) and b E R’(B). Consequently, 
R’(A + B) E R’(A) + R’(B). Conversely, if a E R’(A) and b E R’(B), then there 
existc E C E Faandd E D E 3suchthatafc E R(A+C)andb+d E R(B+D). 
By superadditivity of R, we have (a + b) + (c + d) E R[(A + B) + (C + D)]. 
Therefore a + b E R’(A + B). 
Claim 2. For every A E F there exists a face of A of dimension at most k which 
contains R’(A). Let G be a convex subset of A, and let ri G denote its relative 
interior. Furthermore, let F be a face of A. It is easy to see that if ri G tl F # 0, 
then G E F. Thus it suffices to prove that each a which is a member of the 
convex hull conv R’(A) of R’(A) is at the same time an element of some face 
of A of dimension not greater than k. By the CarathBodory theorem, there exist 
ai E R’(A) and oi E (0, l), i = 1,. . . , n + 1, such that cy-+l’ oi = 1 and 
u = Cyz’_‘1’ oici. By the definition of R’, for every ai there exists ci E Ci E .7= 
such that ai + ci E R(A + Ci). Therefore, by subadditivity of R we have 
tI+r n+l 
e= C(ai +bi) E R (n+l)A+CCi = E. 
i=l i=l 1 
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Let us write D = (n + l)A + cy_i’ Ci. It follows from our assumptions on R 
that E is contained in some face of D of dimension at most k. Hence, by an early 
remark, there exists w E fi+k such that e E V,(D). Using Proposition 2.1 and 
induction, we get ai E V,(A) for i = 1, . . . , n + 1. Since V, is linear, a E V,(A). 
This completes the proof of Claim 2. 
Define R”(A) = R’(A). It is clear that R” satisfies both claims. Moreover, R” 
is nonnegative homogeneous. Indeed, for a fixed A let us define F(l) = R”(LA). 
It follows from additivity of R” that F(h + y) = F(h) + F(y). Furthermore, 
F(h) g LA. Thus F(k) + 0, in the Hausdorff metric, when h + 0. These are 
all the ingredients needed to repeat the classical reasoning for the Cauchy equation 
and prove the homogeneity of R”. Define now P C R” as follows: x E P iff there 
exists A E 3 such that 0 E A and x E R”(A). As R” is linear, P must be a convex 
cone. Note that R” is defined on every line segment, since F is an s.c family. 
The following chain of implications holds true: [x $ P] + [x $ R”([O, xl)] + 
[0 E R”([O, x])] =b [-x E R”([O, x]) - x = R”([-x, 0])] + [-x E P]. 
Hence P is a cone of nonnegative elements of a uniquely determined order 5. Let 
i = dim N, the dimension of the nullspace N. As we know, there exists exactly 
one w E R,_i corresponding to 5. Immediately from the definition of the order 
5 we have R’(A) G V,(A) whenever A E 3. Indeed, if a E R”(A) and a’ E A, 
then u - u’ E R’(A - a’). As 0 E A - a’, a - a’ E P. Therefore a is maximal 
in A with respect to the order 5. Recall now that the maximal elements in A are 
exactly those which belong to V,(A). 
To conclude the proof, it is sufficient to show that i 5 k. Conversely, suppose 
that there exist linearly independent vectors ur, . . . , uk+l that are elements of 
N. Because -VI, . . . , -&+I belong to N as well, there exist two sequences of 
elements of 3, say Ai and Bi, i = 1, . . . , k+l,suchtbatO E AinBi, vi E R”(Ai), 
-ui E R”(Bi). Since R” satisfies Claim 2, there exists i3 E &-k such that 
R”rgAi+Bi] CVzrgAi+Bi]. 
By Proposition 2.1, pi E Vsj(Ai) and -ui E Vz(Bi), i = 1,. . . , k + 1. Let rr 
be the orthogonal projection onto lispan 57. The above relations and the fact that 
0 E Ai rl Bi imply that Z(ui) and x(--vi) have only nonnegative coefficients in 
their expansions with respect to i5. This means that for all i we have X(Q) = 
0. Hence {VI,..., Uk+l} c (lispim q*, and the last space is of dimension k. 
Contradiction. W 
Pmof of Theorem 1.1. It remains to prove that &-k(r) 2 @k(F). Let 
T E @k(F). By our lemma there exists V, E &-k(F) such that for every 
A E 3, T(A) C V,(A); in particular, dim T(A) 5 dim V,(A) 5 k. By 
definition, there exists at least one B E 3 for which dim T(B) = k. Since T(B) 
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is a face of B, these relations imply T(B) = V,(B). In turn, for all A we have 
k 2 dim T(A + B) = dim[T(A) + T(B)] 2 dim T(B) = k. 
Consequently, 
V,(A) + V,(B) = V,(A + B) = T(A + B) = T(A) + T(B) = T(A) + V,(B). 
Recall now that IC” is a semigroup with the cancellation law. Thus V,(A) = T(A), 
A E 3. W 
2. ADDITIVE SELECTIONS. THE CLOSURE OF @o(3). ZONOTOPES 
Let 3 C K” be an S.C. family, and let L(3, IRn) be the vector-space of all 
additive mappings from 3 into Bn. Clearly, if Z43, Rn) is equipped with the 
weakest topology under which all the mappings ,543, IRn) 3 T + T(A), A E 3, 
are continuous, then the set S(3) of all additive selections is a convex and compact 
subset of L(3, iR”>. 
In this section, the elements of @o (3 ) will be called lexicographical selections. 
(In [ 131 and, subsequently, in [7] they are called regular extreme points. This seems 
to be somewhat ad hoc terminology.) 
THEOREM 2.1. Let 3 C Kn be xc. Then the following statements hold: 
(a) @o(3) is closed zTfor every A E 3, the set ext A of all extreme points of 
A is closed. 
(b) If @o(3) is not closed, then for every s E @0(3)\@0(3) the minimal 
closed face G of S(3) which contains s can have at most one point in common 
with Q(3). Specifically, it contains an element of E(3)\@0(3). 
Before we prove the theorem, recall that X is a Hausdorff and compact topo- 
logical space iff every ultrafilter l4 on X converges to exactly one element x of 
X (U converges to x if the base of x is contained in U; in this case, we write 
lim IA = x). Moreover, Y C X is closed iff for each ultrafilter U containing Y 
one has 1imU E Y. For more information on ultrafilters in topology we refer the 
reader to [ 11. 
Proo$ (a), +: Conversely, suppose that ext A is not closed. Then there 
exists a sequence a, E ext A, m = 1, 2, . . . , such that a,,, + a @ ext A as 
m + CO. For each m, let us pick w, E Sz,, such that V,,(A) = a,. The set S = 
{V,: = 1, 2,...} is contained in @c(3). Let U be a nonprincipal ultrafilter, and 
let S E U. By the definition of the weakest topology, lim UA = (lim U)(A), where 
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UA denotes the image of U by the mapping U 3 W + {w(A) : w E W}. Since 
U is not principal, all sets Aj = {a, :m1j}belongtoIAA. HencelimUA =a. 
Thus (lim U)(A) # ext A and @c(.P ) is not closed. 
The implication + is left to the reader. 
(b) is a consequence of (a). By the definition of S.C. family, F must contain 
Zn. Let T : S(F) + S(Zn) be the restriction mapping; that is T(s)(A) = s(A) 
for A E Zn. Clearly, T is continuous. Furthermore, T is a bijection from @o(3) 
onto Q(2”). Since, by (a), @-~(2”) is closed, T maps @a(F) onto Qc(2”). If 
s E @c(F)\@o(F) and G is the minimal closed face containing s, then bearing 
in mind that T(s) is an extreme point in S(Zn), we have T(G) = {T(s)}. By 
Theorem 1.1, T(s) = V, for some w E S&. Then V,, as a mapping on F, is a 
unique possible common point of G and Q(3). ??
Recalling that there exist well-known examples of convex bodies in R3 with 
nonclosed sets of extreme points, one can infer from our theorem that there exist 
extreme selections on K”, n > 3, which are not lexicographical. Observe now 
that if s’ is a selector belonging to the minimal closed face F(s) of some s E 
S(Kn), then for every A E K”, s’(A) belongs to the minimal face containing 
s(A). Furthermore, if A E K3 and a E ext A, then the minimal face containing 
a is at most one-dimensional. Consequently, if s E @o(K3)\@,o(K3) and s’ E 
F(s) II [E(K3)\@o(K3)], then the minimal face of A containing s’(A) is at most 
one-dimensional. Such “one-dimensional” nonlexicographical extreme selections 
exist in every S(Kn), n > 3. To see this, one may regard W3 as embedded into Bn 
in an abvious manner. Then Kc3 c K”. Let s’ E S(K3) be defined as above, and 
letw=(xt,..., ~~-3) E S&-3 consist of elements orthogonal to Iw3. Now, the 
desired selection, say s”, can be defined by 
s”(A) = s’(V,(A) - H,(A)) + V,(A) 
whenever A E K”. Hence we have 
PROPOSITION 2.2. For every n > 3, there exists a nonlexicogruphicul extreme 
points E S(Kn) such thutfor every A E K”, the minimalface of A which contains 
s(A) is at most one-dimensional. 
In contrast, “one-dimensional” nonlexicographical selections on K2 and Pn 
cannot exist. This follows from the obvious fact that there are no extreme points 
other than lexicographical ones in S(K’) = S(P1) and from the following factor- 
ization theorem. 
THEOREM 2.3. (a) Let Q : K2 + fl be an additive mapping. Suppose that 
for every A E K2, Q(A) is contained in someproperfuce of A. Then there exists 
x E S’ such thutfor every A 
Q(A) = QWxW). (*> 
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(b) If Q : P” -+ K? is an additive mapping and iffor every A E Pn, Q(A) is 
contained in some face of A of dimension at most k, then there exists K E fin-k 
such that 
Q(A) = Q<v,(A)), (**) 
for every A E Pn. 
We shall need the notion of a valuation. Let 3 be an S.C. family, and T : T + 
Nn. If T(AUB)+T(AnB) = T(A)+T(B) whenever{AUB, AnB, A, B} 5 
3, then T is said to be a valuation (see [4] for a comprehensive survey on the topic 
of valuations). It was observed by Sallee [lo] that A U B + A rl B = A + B 
whenever {A U B, A, B} C K”. Thus every additive mapping on 3 E K” must 
be a valuation. 
Proo$ Considering (b), we can assume k < n; otherwise (b) holds trivially. 
Hence we have that by Lemma 1.2, in both cases, there exists x E 9-l = $21 
such that Q(A) G V,(A) for every A. Now the proof splits. 
(a): If V,(A) is a singleton or equals A, then (*) clearly holds. Thus we 
can assume that V,(A) is a nondegenerate line segment, say [a, b], and that 
h(A, -x) < h(A, x). Letcbesomepointcontainedin V_,(A). Thena, b, care 
vertices of some nondegenerate triangle T. Let 1 be a line passing through a and 
c. Denote this half plane bounded by 1 which contains T by h+, and the opposite 
one by h-. Let us write A+ = A fl h+, A- = A n h-, A0 = A n h. It is evident 
that V,(A+) = V,(A) and V, (A-) = a = V, (A’). Since Q is a valuation, we 
have 
Q(A)+ Q(A'>= Q(A+)+QW>. 
Consequently, Q(A) = Q(A+). Repeating the same procedure with A replaced 
by A+ and with a, c replaced by b, c, we get Q(A) = Q(T). Let d = c + (b - 
a); clearly, a, b, c, d are vertices of some parallelogram P. Arguing as above, 
Q(P) = Q(A). Now observe that P = [a, b] + [a, c] -a. Bearing in mind that 
[a, b] = V,(A), one has 
Q(A) = Q(P) = Q([a, bl) + Q<h cl) -a = Q<&(A)). 
Thus (a) is completed. 
(b): V,(A) can have dimension at most n - 1. Suppose first that dim V,(A) = 
n - 1. Let 4 be an element of ri V,(A). For (II > 0, we denote by B the convex hull 
of A U {q + (YX}. Furthermore, let us define the following sets: H = {y : (x, y) = 
h(A, x)}, H+ = IY: b, Y) L h(A, ~11, H-b: lx, y) 5 W, x)1, B” = 
B fl H, B+ = B fl H+, B- = B n H-. Since Q is a valuation, we have 
Q(B")+QW= QV+)+Q@-1. 
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But V,(B) = V,(B+) = q + cu. Thus Q(B”) = Q(F). Observe now that for 
sufficiently small 0, B” = V,(A) and B- = A. Therefore Q(A) = Q(V,(A)). 
If dim V,(A) < n - 1, then we can take any polytope C of dimension n - 1 
contained in the orthogonal complement of x. Consequently, we have V, (A+C) = 
V,(A) + C and dim V.(A + C) = n - 1. By the preceding case, 
Q(A) + Q<C> = QU + (3 = Q<K(A + Cl> = Q<vx(A)) + Q<O 
By the cancellation law, Q(A) = Q(V, (A)) again. Thus we have. Q = QV,. 
Since Q is additive, we can write 
Q = QU’x - K) + Hx. 
This formula leads to the observation that Q is completely determined by its 
restriction to the family of all polytopes contained in the orthogonal complement 
of x. Now, our assertion follows by induction. ??
REMARK 2.4. It is worth mentioning that by Proposition 1.5(a), if 
s E E(K2)\@u(K2), then there exists a convex body A in K2 such that s(A) is 
an interior point of A. 
We conclude our paper by giving a full description of linear selections for 
the family of zonotopes Zn. To do this, observe first that for every Z E Zn 
there exists a unique expansion Z = x + Cf=r [-xi, xi], where no elements xi 
are colinear. The uniqueness follows immediately by the Alexandrov theorem 
for zonoids (see e.g. [ 11, Theorem( 1.4)]). In our particular case, this fact can 
be easily derived using face mappings. Indeed, suppose that there exists another 
expansion of Z: Z = y + I?!1 [-Yj, Yj]. Let US fix some Xk, k E { 1, . . . , I}. 
Let u E P-’ be chosen in such a way that it is perpendicular only to xk. Then 
V,,(Z) = a + [-Xk, Xk] for some a E R”. Hence there eXiStS j such that xk = yj. 
Consequently, we have {[-xi, xi] : 1 _< i 5 1) g {[-yj, yj] : 1 5 j 5 m}. 
Arguing the same way, we obtain the inverse inclusion. Thus both expansions 
coincides. Now, it is easy to see that there is a l- 1 affine correspondence between 
S(2”) and the family Xn of all mappings 01: P-’ + [0, l] such that for every 
x E S”-‘, 0(-x) = 1 - o(x) (If 0 E X”, then the corresponding selection s, 
is completely determined by its values on line segments [-x , x]: sa ([ -x, x]) = 
a(x)x + a(-x)(-x).) Furthermore, s, belongs to E(2”) iff 0 is a characteristic 
function, and s= E @a(Z”) iff there exists w E O, such that a! is the characteristic 
function of {x E S”-’ : 0 co x}. 
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