There have been numerous proposals for managing the end-to-end Quality of Service of multimedia applications. These approaches can be categorised into two groups, namely schemes that attempt to provide service guarantees, and schemes that provide best effort service. The schemes that attempt to provide service guarantees, only have limited applicability as they require apriori knowledge of all resource requirements. In contrast, the approaches, which provide best effort service cannot provide predictable services, and use application adpativity to deal with variation in service levels. However, neither of these approaches facilitate user participation in the decision making process except at the start of the session. In this paper, we present a new QoS management framework, which is user centric, and integrates the adaptability of the application and the resource management of the system. It presents the architecture of the proposed framework, and describes the design requirements of each of these architectural components. Then the viability of the proposed framework is demonstrated through a prototype implementation of the QoS management architecture Linux, and the use of an adaptive MPEG based video on demand application.
Introduction
In recent years, multimedia applications have become widely available. This trend is being accelerated with the availability of powerful low-cost computer systems, and access to Inter and Intra networks. However, multimedia applications have very different properties to the conventional applications these networks were designed to support. The two most crucial differences stem from the dependency of multimedia information on the timeliness delivery, and the user tolerance to anomalies of the information. These two properties have has given rise concept of end-to-end QoS (Quality of Service).
There have been two different approaches in the design of multimedia applications. One approach uses a top down approach, where the user specifies the required QoS on a coarse scale of high, medium or low. These QoS requirements are in turn is translated into network and host system resource requirements. The network resource requirements will be specified using a combination of bandwidth, loss and delay characteristics (We believe that these network parameters will be sufficient to specify the QoS that can be provided by the network). The system resource requirements will be specified in terms of CPU and/or memory requirements (Again, we believe that this will be sufficient in most cases to specify the QoS that can be provided by the end-system ). The other uses bottom up approach in which the available system and network resources are used to determine the QoS level that can be supported, and informs the user. In the first case, the coarse user QoS specification, is translated by the QoS manager to appropriate system and network resource requirements (mapping, and reserves the required resources. This process guarantees a specified QoS level for the lifetime of the application, as the resources are reserved.
However, the deterministic mapping of the user specified QoS requirements in to a set of system and network resources is virtually impossible. Moreover, user are not involved in the decision making process.
In the second case, the system allocates currently available resources to the applications using some allocation policy, for example, round robin or first come first served. Thus, the allocation will vary with the number of events that need to be serviced. To cope with the variations in resource availability, mechanisms that enable applications to alter their mode of operation is built into the applications. The adaptation can either be triggered automatically, or explicitly invoked by the user. In either case, the adaptation options are built in, and the users have little or no control over the systems behaviour. Moreover, as these adaptations are done with no global knowledge of the system state, they are generally sub-optimal and can result in unstable behaviour.
The usefulness of an application can only be accessed by the users. Furthermore, it is likely that obtaining more resources for providing a higher level of quality will incur a higher cost (monetary). Therefore, the QoS management framework need to provide the mechanisms to support whatever policy a user wishes to use. However, one of the above QoS management paradigms facilitates explicit user control, and does not provide the flexibility of supporting different user policies. In this paper we present a user centric QoS management framework in which the user is an integral part of the process of resource allocation, thus providing support for the users to determine the policies that suit their need at the time of operation. This is achieved by using two separate entities, namely a QoS manager and a resource manager, which co-operate with the user interactively, to achieve maximum utility for the user. Thus, the proposed user centric QoS management paradigm makes two key contributions to the management of end-to-end quality of service. Firstly, it provide a framework for involving the user in the decision making process, and making the QoS negotiations interactive, thereby eliminating the requirement for apriori knowledge of resource requirements, and the associated mapping and resource computation processes. Secondly, it introduces notion of a global QoS manager, thus eliminating system instability and facilitating optimal solutions. The rest of the paper is organised as follows. Section 2 illustrates the problems and deficiencies of existing QoS management approaches to justify the above framework. Then section 3 introduces the new user centric QoS management framework. Section 4 describes implementation issues of each of the components of the framework. Finally, in section 6, an evaluation of a proof of concept prototype implementation of a video on demand system, which validates the viability of the proposed approach, is provided.
Motivation

Guaranteed Approach
In guaranteed QoS management approaches, such as those presented in [Campbell94, Nahrstedt95] , users specify the acceptable levels of operation for a given application. For example, for a video application the user may specify the acceptable and desired frame rate. Then a special entity, a QoS manager, computes the required system 4 resources to satisfy the specified levels of operation. If the available resources are sufficient to provide any service level between the specified acceptable and desired levels, the resources are reserved to provide the highest level of service possible. If not the application is terminated, or the user is required to re-negotiate a different level of service. In either case, once the user has specified acceptable and desired service levels have been accepted, and a session establishment after making the required reservations, s/he has no other involvement in the QoS management process as long as the available resources can provide an acceptable level of service To implement this type of QoS management scheme, three mechanisms are necessary, namely a mechanism for QoS mapping, for determining the quantity of system resources required for both acceptable and desired levels of service, and for resource reservation. Many QoS mapping and resource allocation mechanisms have been proposed in the literature [Coulson95, Goplakrishnan95, Merecer93, Staehil95] . In contrast, there has been little research into developing mechanisms for determining resources that influence the performance, and the quantity required, except possibly for bandwidth [Jones93, Schiller98] . The QoS management literature assumes either that these mechanisms will be developed in the future, or it is possible to use "pre-run" tests to obtain the appropriate requirements.
Although pre-run tests may provide good estimates for similar applications, we believe that neither profiling or the development of a technique to accurately estimate the quantity of system resources for very conceivable situation will not be possible because the required quantity will dependent on 1) the characteristics of the application, 2) the hardware platform and the system software (operating system), 3) the content of the multimedia streams, and 4) user preferences. This is illustrated in Figure 1 below. Figure 1 shows the CPU usage of two different video clips, played at 5 fps, on two different platforms, under the same operating system. It shows (a) variations in resource requirements of the two different platforms, and (b) that even within a session, resource requirements fluctuate according to the content of the session. Thus, it will be virtually impossible for an application designer to determine the system resource requirements for every conceivable hardware/software configuration in advance or automatically at run-time.
Finally, when a user has multiple simultaneous sessions, s/he will have different preferences for each of these sessions, depending on the characteristics of the application, content and its importance. In addition, these preferences may vary while the application is running. Thus, it is an n-dimensional optimisation problem.
Therefore, rather than attempting to find the optimum choice, the users are given the freedom to interactively control the QoS of their applications to suit their needs. In the guaranteed approach, even if the exact resource requirements of each application are known, it is not easy for the users to adjust the QoS of the applications in a controlled manner when multiple applications are running. For example, to upgrade the QoS level of one application, it might be necessary to degrade the QoS level of one or more other applications. However, the required degradation in the QoS level of these applications needed to enable the upgrade is unknown. To enable this, its is necessary to find out the resource requirements of each application and determine the level of change that may be possible without violating its specified lower limit. This together with the fact that one has to consider multiple types of resources, make this impractical.
Adaptable Approach
In the case of adaptable approaches [Bolot94, Cen95, Davies94, Fall95, Noble96] , instead of maintaining negotiated levels of QoS during the entire life time of a session, the applications attempt to provide best possible QoS level with the available resources. They detect changes in resource availability by monitoring either their own performance or certain system parameters. When a significant change is detected, i.e. parameter chosen by the application designer changes by an amount specified by the same designer (e.g. in [Fry96] , the change in frame rate from 15 fps to 12 fps is used), the application modifies their mode of operation accordingly. This changes the received QoS level. Thus, as in the case of the guaranteed approaches, the users cannot participate in the decision making process. Figure 1 . Consequently, one session displays more frames per second than the other. When the system load increases after 180 seconds, the two 6 sessions adapt to the changes in the operating environment successfully by degrading their QoS levels (frame rates).
However, the system is unable to control the QoS level of each application selectively, as the adaptations are based on local information they lead to uncontrollable QoS diversity [Fall95] .
Therefore, for either of the approaches to be acceptable, it is necessary to develop mechanisms for:
• Providing dynamic user control
• Eliminate the determination of resource requirements in advance
• Providing applications with global system state, to avoid QoS diversity
Quality of Service Architecture
The QoS management architecture we propose satisfies the requirements mentioned in section 2 as described below.
The architecture assumes that there will be sufficient resources at the server. If there is not, the client will connect to a different server [Hafid96] or discontinue the session. Therefore, the proposed architecture does not require end-toend signalling and avoids the associated scalability problems. To enable the user to control QoS and to eliminate the need to know of an application's resource requirements in advance, we integrate a feedback based adaptation scheme and a proportional (unfair) resource allocation mechanism. The stability of the system is guaranteed by using global system state. To provide applications with global system state, like most QoS management architectures, we propose the use of an entity external to the application, namely a QoS manager. The user handles the unfairness of the proportional resource allocation interactively, as described below. The logical structure of the proposed QoS management architecture is shown in Figure 3 .
In the above framework, the applications either adapts themselves to operate within the allocated resources as described in section 2.2, simply operate as well as it can. I In contrast to both adaptable and guaranteed approaches, in the above framework the user interacts with the QoS manager to change the allocation of resources to an application until s/he is satisfied. In effect, when the user requests the QoS manager to raise/lower the QoS level of an application, the QoS manager uses the services of the system resource managers to increase/decrease the resource allocation for that application. If the user is not satisfied, the process is repeated and the QoS manager keeps 7 allocating resources until all the resources are exhausted. This done in real time, and is analogous to increasing the volume of radio, and thus we believe will not be time critical.
The realisation of this framework hinges on the possibility of identifying the resources that need to be adjusted to vary the QoS level of the application, and the amount by which they need to be adjusted. Resources to be adjusted can be identified by locating the system bottlenecks. System bottlenecks can be located by using resource monitors, which track the usage of each resource, by applications. This tracking of resource usage is done by the resource manager in the proposed framework. The amount by which the bottleneck resources need to be adjusted to achieve the required QoS level, as described in section 2, cannot be determined automatically. Thus, it needs to be done in consultation with the user. In the proposed framework this is achieved by enabling interaction between the QoS manager, the application and the user via a simple graphical user interface. The graphical interface is thus used by the user to request a change in the QoS level. The QoS level is a scale that represents the relative goodness between the worst QoS and the best QoS of an application. Applications can have infinite number of QoS levels. This concept is further investigated in section 4.2. In addition, the application to indicate the QoS levels it is receiving.
In the proposed framework, the host resources usage can be monitored periodically, and the network resources can be monitored with reading of data from the network. Thus, the overheads associated with monitoring can be kept to a minimum even in the cases where there are a large number of flows within an end-system.
System Design
The implementation architecture of the above framework is shown in Figure 4 . It consists of three major components, namely the applications, a QoS User Interface, and a QoS Management entity. The QoS management facility consists of a number of sub components: a QoS manager, a resource manager, resource monitors and resource allocators. 
Applications
The applications in the framework can be either adaptive or non-adaptive (legacy) as the resource allocation is decoupled form the application. The legacy applications simply block when the required resources are not available.
Adaptable applications in contrast will attempt to alter their mode of operation in response to the lack/availability of resources. In the extreme cases where the change in resource availability results in not having sufficient resources, these will also block similarly to the legacy applications.
The adjustment of the mode of operation is not a trivial task, since there are may dimensions. For example, in a video application, it may be possible to adjust the frame-rate, image quality and the size the display window. However, it is not possible to determine whether a larger display window with 15 fps will be more acceptable to the user than a smaller display window with 25 fps. This can only be determined by the user.
To facilitate the user to make these choices, it is necessary to determine the quanta resources that are allocated to the application. To quantify the amount of resources allocated to an application, the applications need to indicate to the resource manager a period over which the resources are to be monitored. The relevant period is dependent on the application, and will be specified by the application designer.
QoS User Interface
QoS User Interface is the interface through which the user indicates whether the QoS level of the application need to be raised or lowered, and the application displays the level of QoS level that it is receiving. This is done by having a QoS volume slider the user can control, and a power meter to output the level of QoS being received. The scales on the volume controls represent relative QoS levels between the minimum acceptable (worst) and maximum that is possible (best) QoS level (Determining what is good or bad quality is a matter of adaptation policy, and this issue is discussed in section 4.3). The user does not know the exact QoS level that will be offered by a particular volume setting. The only expectation will be that increasing the volume will possibly result in better quality. This is analogous to the audio volume controls in most devices.
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Thus QoS levels of an application indicates the relative "goodness" between worst and best QoS levels the application can operate with. This needs to be defined in terms of a set of parameters (R i ), and will be done by the application designer. Furthermore, each of these parameters will be weighted by the application designer at the application development stage as s/he sees fit. Thus, if the weight of parameter R i is W i
Once the best and the worst levels are known, the relative goodness is calculated by the application at run time. For example assume that a video application has been designed with the frame rate as the parameter which determines it quality, and can play between 1 fps and 30 fps. Then if its current frame rate is 13 fps, the power meter will indicate a QoS level of (13/30) x100 = 43.3%.
QoS Management Facility
QoS Manager
When the system becomes overloaded, or the user changes the QoS level of an application, the resources allocations need to be changed in a systematic fashion. This is the responsibility of the QoS Manager, and is achieved by minimising the difference between the QoS level as requested by the user and the QoS level currently being received by the application. The QoS manager calculates the ratio of the current QoS level to the requested QoS level, the satisfaction ratio for each running application. If the satisfaction ratio of an application is greater/less than the average satisfaction ratio of all running applications, the QoS manager informs the resource manager to deallocate/allocate resources to the application. This policy enables the user to not only control the QoS of their applications but also realise their preferences over the applications, and for the system to maintain their relative preferences even when the system is over-loaded. 
The Resource Manager
The resource manager consists of two components. One responsible for monitoring resources and determining system bottlenecks -Resource Monitor, and the other for the allocation of resources -Resource Allocator.
Resource Monitor
Resource usage can be represented by an utilisation ratio defined as the ratio of actual resource usage to resource allocation. As the resource requirements of an application are not static, fluctuating resource requirements can cause a low utilisation ratio. Therefore, one cannot monitor the cumulative resource usage of the application to locate the system bottleneck. However one can make the following two observations. Firstly, application periods can be categorised into incomplete periods in which part of the tasks have not finished and complete periods in which all tasks have been completed. System bottlenecks only exist in the incomplete periods. Therefore, the resource monitor is only be concerned with incomplete periods, and bottleneck detection is run with each read from a socket.
Therefore, the overhead of determining bottlenecks is not significant [Knutsson98] .
Secondly, there are two types of resources, namely active resources such as CPUs (in the case of multiprocessors) and passive resources such as network bandwidth, memory, system bus, and disk [Nahrstedt96] . Active resources make the application progress while the passive resources can not make the applications progress. However, active resources need to access passive resources, and if a passive resource is not available, they block. This means that although we allocate enough active resources to the application, if the passive resources are not sufficient, the application can not utilise the active resources properly. Therefore, the availability of the passive resources affects the usage pattern of active resource. In addition, the active resource usage patterns are correlated, while the passive resources usage patterns are independent.
Using these two observations, one can use the following heuristic to determine system bottlenecks. Let T period and T exec be the period of the application and the actual time the application took to complete the task respectively. By definition, system bottlenecks exist only when T period < T exec . This condition is graphically illustrated in Figure 5 .
T exec can be calculated as follow:
Where A j,i is the i th usage time of the j th active resource, W{j,i} is i th waiting time of the j th active resource, P{j,i} is i th blocking time for passive resource j.
T exec can exceed T period due to the usage of the active resources, waiting for them and/or waiting for passive resources. To locate the system bottleneck, it is necessary to first check whether the actual consumption of each of the active resources exceeds its allocation for that period. If it does, then the system bottleneck is caused by that active resource. If it does not, the bottleneck is in the passive resources. Among the different passive resources, the resource, which causes the largest waiting time, is the bottleneck.
Resource Allocator
The resource allocator is responsible for allocating resources to the applications. In the proposed framework, it is necessary to control the network as well as end-system resources. There have been a number of proposals for network resource management and they provide many resource control mechanisms [Partridge91, Zhang93] including dynamic resource allocation schemes [Lakshman96] . We assume that networks with such capabilities will be available in the near future.
In contrast, there are no well-established resource allocation schemes for end-systems. This is primarily because of a lack of understating of which of the end-system resources need to be controlled. We believe that it is only necessary to control the primary active resources and the allocator of these active resources should be capable of:
• Allocating resources proportionally, and periodically,
• Determining the usage of the allocated resources for each period,
• Detecting the incomplete periods,
• Dynamically changing allocations with minimal overheads, • Supporting time-shared applications concurrently with the multimedia To satisfy all these requirements, we believe that there should be system level support from the operating system. However, most current operating systems manage their resources in an ad hoc manner, and there is no support for defining a resource management policy, hence does not provide the required support. There are however, several QoS controlled operating systems [Leslie96, Mosberger97, Nakajima98] which provide facilities for fine grain resource management. Therefore, similarly to others [Engler95, Schulzrinne96] , we expect the new generation of operating systems that are being developed to provide this type of support.
Prototype Implementation
The viability of the concepts of the proposed framework was tested through a prototype implementation. The prototype was based on general purpose hardware, under Linux, and the test application was a distributed MPEG player based on the Berkeley MPEG player [Lowe93]. This is application was chosen because of wide availability and also because it had the heaviest demands on resources as the objective was to evaluate the possibility of interactively managing the resources under overload conditions. The different components of the QoS management facility were implemented as follows. The QoS manager was a user level process, and the only resources considered were CPU and network bandwidth. The CPU resource manager components, namely the monitor and allocator (scheduler) were within the kernel for obvious reasons. All other resources were considered not to create bottlenecks.
Demonstrator Application
The demonstrator application used in the prototype is a modified Berkeley MPEG player. The modifications enable an adaptation and introduce a client server architecture as shown in Figure 6 . In addition, the modification provides facilities for computing the frame rate its displaying and converting it to a QoS level.
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The server generates an encoded video frame and sends it to the client via an UDP connection. The MPEG decoder in the client decodes the frame and displays the information. The adaptation control information is sent out band, using a TCP connection. As the emphasis is on the QoS management facility, the prototype implementation uses only the inter-frame display delay jitter as the QoS metric and only supports one adaptation mechanism, namely frame rate control. Thus, before displaying the frame the time between displaying the previous frame, i.e. the interframe display delay is calculated using the Delay Estimator unit. This is passed to the QoS Level Estimator unit as well as the Adaptation Control unit through a low pass filter to minimise transient effects. The QoS Level Estimator unit uses the inter-frame display delay to determine the current QoS level the application is receiving. This information is the pass to the QoS manager as well as the adaptation control unit. The Adaptation Control unit uses this information to compute the display frame rate (F d ). This is then compared it with an application designer specified frame rate (F u ). The adaptation control unit then used the following algorithm adopted from [Cen95] to adapt the frame rate frame rate adaptation.
If (F u -F d ) > Threshold h : Reduce Sending Frame Rate by α
If (F u -F d ) < Threshold l : Increase Sending Frame Rate by β
where Threshold h and Threshold l are the low and high threshold values respectively.
The decision made by the adaptation control unit is fed-back to the server and the client changes the mode of operation accordingly. In the implementation α=β=2, Threshold l = 2, Threshold h = 4 and the adaptation control unit in the server takes the appropriate action to comply with the adaptation decision of the client.
In a general system, the different components of the application will feed in the necessary parameters (R i ), to the QoS Level Estimator unit. This entity will then use the weighting associated with each parameter (W i ), as described in section 4.2, and estimate the QoS level the application is receiving. Therefore, in this prototype inter-frame gap corresponds to R 1 with the weight of 1.
QoS User Interface
14 Again, as the emphasis was on the QoS management facility, no complex graphical interface was designed. The user interface in the prototype is a simple command line window. The extension of this to graphical QoS controls is straightforward.
The QoS Management Facility
QoS Manager
The prototype has a fully functional QoS manager. Figure 7 shows the implementation of this QoS manager. The applications, such as the distributed MPEG player described above, report their current QoS levels estimates provided by the QoS Level Estimator at specified intervals to the QoS manager. This information is again low-pass filtered (LPF) to reduce transient effects, and compared with the user requested QoS level through the QoS volume control of each application. The outcome of the comparison is equivalent to the satisfaction ratio (A SR ), described in section 4.3.1. Within the QoS Manager, the satisfaction ratio's of all the applications running is then normalised to obtain the average satisfaction ratio of the system (S SR ). . When an A SR deviates beyond a specified range, ∆, from the S SR , the resource allocation for that application is increased/decreased via the resource manager.
Resource Manager
The resource manager consists of three components: a resource allocator, a resource monitor, and a bottleneck detector.
Resource Monitor
There are resource monitors for each of the active and passive resources in the system. The active resource monitor keeps track of an application's resource allocation and usage. The passive resource monitors in contrast, measure the blocking time of the application due to passive resources. In the prototype, we implemented two resource monitors, a CPU monitor as an active resource monitor and a network monitor as a passive resource monitor to illustrate the operation of the proposed framework.
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The CPU monitor keeps track of the CPU usage of the application for each period as well as the allocation for that period. This done by maintaining a counter which is incremented by the resource allocator whenever an application misses its period due to late scheduling. The missing of a period is signalled by the resource allocator as described below. We define the allocation to be the total allocation regardless of whether it is used by the application or not.
When applications do not fully utilise their allocation, it is allocated to other applications as described below.
Therefore, the CPU monitor needs to take into account these additional allocations determining the total allocation.
We believe that network resource monitoring should be available from within the network and accessible through a standard network API. A few such network APIs have been proposed and are currently being implemented [Bansal95, Lakshman96, Schmidt96] . However, they are still not commonly available. Therefore, to demonstrate our framework in existing networking environments, we developed a network resource monitor within the endsystem. Again, this corresponds to a counter, which keeps track of the blocking time of the application on the network resource. To facilitate this the application sets a MONITOR option of the socket to be monitored at socket creation time. The resource allocator informs the monitor whenever the application blocks on a read because of a lack of data.
Resource Allocator
The resource allocators allocate specified quantities of system resources to applications. As the CPU is the only active resource considered in the application, the resource allocator corresponds to the scheduler. Thus, as mentioned in section 3, what is required is a proportional scheduler with the features described in section 4.3.2.
In recent years, several proportional schedulers [Drexler88, Ferguson88] have been developed to provide support for user preferences. These proportional schedulers use tokens (tickets) to allocate resources to applications. The applications use the allocated tokens to purchase the resources at an auction. However, they are computationally intensive, and consequently are not widely used. A variation of the auction based proportional resource allocation has been proposed in [Waldspurger95] , called stride scheduling. The stride scheduler computes the time interval that a process must wait between successive allocations. It has been shown that this computation is simple, and can accomplish proportional share of resources with very little overheads [Waldspurger95] .
However, the stride scheduler cannot be directly used as the CPU allocator in the proposed framework because it does not provide support for periodicity, and for obtaining resource usage information. To provide this support, a new CPU scheduler based on stride was designed. This scheduler assumes that all applications that need the QoS management support are periodic as all multimedia applications can at least be considered quasi periodic [Tokuda90] . The applications therefore specify their period, and the system regulates the rate of progress of the application in each period according to its resource allocation as described below. The architecture of the new scheduler is shown in Figure 8 .
It uses the concept of a rate regulator, found in real-time schedulers [Tokuda90] . To support the periodicity, the rate regulator holds the processes that are ready to run in a regulator queue, until the next period of that process. At the start of the next period, the ready process at the head of the queue is removed and inserted into to the run queue.
The processes in the run queue are selected to run according to the proportion of resource allocation associated with the application to which the process belongs, as described in [Waldspurger95] . The proportional resource allocation is derived from the QoS volume specified by the user.
The monitoring is provided using an overrun queue. Since we assume only one active and passive resource, when the scheduler attempts to schedule a process, if it is not ready to run, it is blocking on a passive resource (can be generalised to deal with multiple active and passive resources [Cho98] ). When this occurs, the unused CPU times are again proportionally allocated to the processes in the overrun queue. In addition, the applications are required to inform the scheduler whenever they finish their specified periods. The scheduler then compares the due time of the process with the time it actually took to complete its period. If the completion time is later than the due time, the period is incomplete. When the scheduler detects an incomplete period, it notifies the resource monitors.
As the network resources cannot be allocated, and is passive, the network allocator only records the time an application blocks on it. This is done as follows. Whenever an application blocks on a read because of a lack of data, the allocator records the time. When the read is unblocked, and data is delivered to the application, time difference between the blocking time and the un-blocking time is reported to the resource monitor.
Bottleneck Detection
When the resource manager tries to control the resource allocation, it extracts the bottleneck counters associated with the application from the resource monitor. The counter with the higher value represents the resource, which is the bottleneck. If it can control the bottleneck resource, it allocates (de-allocates) this resource to (from) the application, and notifies the QoS manager of the outcome. If it cannot, as in the case of the Internet or if the total network costs exceeds a specified limit, user is notified of the cause of failure via the QoS manager. This will be done iteratively, i.e. if the allocation (de-allocation) of the resource does not improve performance, the resource with second highest value allocated (de-allocated). This process enables the management of multiple resources, if the required allocation (de-allocation) can be achieved within two or three attempts This is confirmed by our initial experiences.
Evaluation
To evaluate the prototype implementation, multiple sessions of the distributed MPEG player were run simultaneously. The different instantiations played different video clips to emulate different applications, which have different resource requirements. The QoS level is represented as a percentage of the best possible quality of 33 fps. The command line user interface of the QoS manager provides a QoS volume on a scale of 0 to 100. The user can specify her/his relative preference using this volume (Our current implementation requires a number, however, the same functionality can be provided with the QoS volume slider).
All the experiments were done on an Intel Pentium-166MHZ system running Linux 1.2.8. In addition, the measurements were done using a modified system clock that had a resolution of 1 ms.
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The first experiment tested the QoS controllability and the results are shown in Figure 9 . It observed the dynamic changes in the QoS levels of each session, in response to changes in the QoS volume. The two sessions were started with a QoS volume of 20 each. After 100 seconds, the QoS volume of the first session playing mpeg_file#1 was changed to 40. The graph shows for this 100 seconds, the two players played between QoS levels of 36% and 38%.
In comparison, without the QoS management, they played at 30% and 50% respectively as was shown in Figure 5 .
The differences in the two sessions were caused by the threshold values used in the QoS manager for damping. In the period between 100 sec and 400 sec, the first session upgraded to a QoS level around 45% while the second session degraded to a QoS level around 24%. At 400 sec, the QoS volume of the first session was turned down to 20. Then the two sessions converged to similar QoS levels. At 600 sec, the QoS volume of the second session was turned up to 40. In response, the second session upgraded to a QoS level around 54% while the first session degraded to a QoS level around 27%. In addition, in this experiment the same background load used in Figure 2 was applied to the system at 300 sec. As can be seen, in this case no changes in the QoS level were observed. This experiment shows that the proposed framework can control the QoS levels of the applications as directed by the user without knowing the resource requirements in advance.
The second experiment tested the accuracy of the bottleneck locating mechanism. One MPEG player was started with a background load (A process that loops infinitely was used as a background load) and increased the background load after 100 sec. Congestion was induced at the router between the MPEG server and the client after 200 sec. Finally, Congestion was removed after 410 sec., and the background load after 500 sec. Figure 10 shows that the player adapted to the background load and network congestion as expected. The lower part of the graph shows the location of the bottleneck identified by the resource manager. The results, as can be seen, are very accurate and there were only two errors during the 600 sec. experiment. Although only two resource monitors were implemented, this experiment shows the viability of the proposed bottleneck locating algorithm.
The final experiment demonstrates the behaviour of the framework when there is an uncontrollable resource. Two video sessions started, again each with a QoS volume of 20. Then network congestion was introduced in the path, which was used by the second session at 200 sec., as well as turning up its QoS volume to 40. It was assumed that it was not possible to control the resources for the congested network, and could control only the CPU allocation. The results of the experiments are shown in Figure 11 . As can be seen, the second session degraded its QoS level while the first session upgraded. The QoS manager reported to the user that there was a bottleneck in the network and it could not control the network resources. The first session upgraded because the under utilised CPU resource of the second session was allocated to the first session.
Discussion
A user centric QoS management framework based on feedback based resource allocation was presented. This framework overcomes two of the major shortcomings of the QoS management frameworks that have been reported to date. These two shortcomings, namely the necessity to knowing the application resource requirements in advance, and lack of user controllability, have made it extremely difficult to realize these architectures.
The feedback based resource allocation provides fine grain control over resource allocations. This type of fine grain resource allocation have shown to work in the case of transfer of data between host memory and the network interface card [Schiller98] . The proposed framework extends this to cover the entire system. The prototype confirms that this is indeed viable. However, this extension relies on new resource allocation mechanisms within the endsystem, as well as the network. These schemes are not currently available, and it was necessary to develop some of this functionality to demonstrate the viability of the proposed framework. Even with this very limited support, it was possible to demonstrate the viability and the effectiveness of the proposed framework. This demonstrated the flexibility of the proposed framework as it can operate with different levels of support.
We believe that the type of support required by the QoS management framework presented in this paper will become readily available in the near future [Schulzrinne96] . When this support become widely available the proposed scheme can be realized with considerable ease, and will able to provide even richer functionality. The major obstacle that needs to be overcome is associated with the user interface. The suitability of the proposed is not clear, despite us having experimented with other types of interfaces [Landfeldt98] . This is an open research issue and need to be further investigated. The other obstacle the modifications to applications that will be required to
