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Abstract
Given a combinatorial design D with block set B, the block-intersection
graph (BIG) of D is the graph that has B as its vertex set, where two
vertices B1 ∈ B and B2 ∈ B are adjacent if and only if |B1 ∩ B2| > 0.
The i-block-intersection graph (i-BIG) of D is the graph that has B as its
vertex set, where two vertices B1 ∈ B and B2 ∈ B are adjacent if and only
if |B1∩B2| = i. In this paper several constructions are obtained that start
with twofold triple systems (TTSs) with Hamiltonian 2-BIGs and result
in larger TTSs that also have Hamiltonian 2-BIGs. These constructions
collectively enable us to determine the complete spectrum of TTSs with
Hamiltonian 2-BIGs (equivalently TTSs with cyclic 2-intersecting Gray
codes) as well as the complete spectrum for TTSs with 2-BIGs that have
Hamilton paths (i.e., for TTSs with 2-intersecting Gray codes).
In order to prove these spectrum results, we sometimes require ingre-
dient TTSs that have large partial parallel classes; we prove lower bounds
on the sizes of partial parallel clasess in arbitrary TTSs, and then con-
struct larger TTSs with both cyclic 2-intersecting Gray codes and parallel
classes.
Keywords: triple system; block-intersection graph; Hamilton cycle; Gray code;
partial parallel class
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1 Introduction
A combinatorial design D is made up of a set V of elements (called points),
together with a set B of subsets (called blocks) of V . A balanced incomplete
block design, BIBD(v, k, λ), is a combinatorial design in which (i) |V | = v, (ii)
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for each block B ∈ B, |B| = k, and (iii) each 2-subset of V occurs in exactly λ
blocks of B. In the particularly well-studied case where k = 3 and λ = 1, the
design is called a Steiner triple system (STS(v)); when k = 3 and λ = 2 it is a
twofold triple system (TTS(v)). More than 70 years ago the existence of TTSs
was settled by Bhattacharya [2] who proved that a TTS(v) exists if and only if
v ≡ 0 or 1 (modulo 3), v 6= 1. A twofold triple system with block set B is said
to be simple if each block in B is distinct. About 40 years ago van Buggenhaut
[23] proved that simple twofold triple systems exist if and only if v ≡ 0 or 1
(modulo 3), v /∈ {1, 3} (a different proof of this result can be found in [19]). The
more general existence question of simple λ-fold triple systems was then settled
by Dehon [5].
The block-intersection graph (BIG) of a combinatorial design D with block
set B is the graph that has B as its vertex set where two vertices B1 ∈ B
and B2 ∈ B are adjacent if and only if |B1 ∩ B2| > 0. Similarly, the i-block-
intersection graph (i-BIG) of D is the graph that has B as its vertex set where
two vertices B1 ∈ B and B2 ∈ B are adjacent if and only if |B1 ∩ B2| = i.
In [6] Dewar and Stevens study the structure of codes from a design theoretic
perspective. In particular, they define the notion of a κ-intersecting Gray code
(resp. cyclic κ-intersecting Gray code), which is equivalent to a Hamilton path
(resp. Hamilton cycle) in the κ-BIG of the corresponding design.
There is a rich history of studying cycle properties of block-intersection
graphs of designs, dating back to the 1980s when Ron Graham is cited as having
asked whether Steiner triple systems have Hamiltonian BIGs, which is indeed
true for any BIBD(v, k, λ) [1, 11]. When λ = 1, the traditional BIG of a design
is the same as its 1-BIG, whereas the 1-BIG is a subgraph of the BIG whenever
λ > 2. For 1-BIGs of triple systems having index λ > 2, it was proven in [10]
that every BIBD(v, 3, λ) with v > 12 has a Hamiltonian 1-BIG. Furthermore,
in [12] it was shown that for v > 136, the 1-BIG of every BIBD(v, 4, λ) is Hamil-
tonian. For designs with block sizes k ∈ {5, 6} similar results have also been
established (as is noted in [6]).
With regard to 2-BIGs and triple systems, it is not the case that every
TTS(v) has a Hamiltonian 2-BIG. Mahmoodian observed that the unique (up
to isomorphism) TTS on six points has the Petersen graph as its 2-BIG [16],
and even earlier Colbourn and Johnstone had demonstrated a TTS(19) with
a connected non-Hamiltonian 2-BIG [4]. It has recently been established that
TTSs with connected non-Hamiltonian 2-BIGs exist for most admissible orders;
in particular, the current authors have completely determined the spectrum for
TTSs that do not have cyclic 2-intersecting Gray codes but which nevertheless
have connected 2-BIGs [7].
Theorem 1.1. There exists a TTS(v) with a connected non-Hamiltonian 2-
BIG if and only if v = 6 or v > 12, v ≡ 0 or 1 (modulo 3).
In this present paper we consider the question of which orders v admit a
TTS(v) with a cyclic 2-intersecting Gray code. Some previous work on this
question was done by Dewar and Stevens; the following result is an immediate
consequence of Theorem 5.10 and Theorem 5.11 of [6].
Theorem 1.2. There exists a TTS(v) with a Hamiltonian 2-BIG if
(i) v ≡ 1 or 4 (modulo 12) where v 6≡ 0 (modulo 5), or
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(ii) v ≡ 3 or 7 (modulo 12) where v > 7.
Since twofold triple systems exist for all v ≡ 0 or 1 (modulo 3), many
cases are left unresolved by Theorem 1.2. As our main result we completely
determine the spectrum of TTSs with Hamiltonian 2-BIGs (i.e., TTSs with
cyclic 2-intersecting Gray codes) by constructing a TTS with a Hamiltonian 2-
BIG for all remaining orders for which such a design exists. We also determine
the spectrum for TTSs whose 2-BIGs have a Hamilton path. These results fully
solve Problem 5.10 of [6].
In order to achieve these spectrum results, we first usefully manipulate a
TTS(v) with a Hamiltonian 2-BIG and then apply an assortment of techniques
to embed the resulting design into a larger design. Then we take advantage
of properties of some latin squares and their transversals and of some specific
decompositions of certain complete graphs to exhibit a Hamilton cycle in the
2-BIG of the larger design. At a first glance, the general techniques used in this
paper to construct the relevant designs resemble those used in [7]. However the
methods that we now employ require additional care and intricacy in order to
exhibit Hamilton cycles in the 2-BIGs of these delicately constructed designs.
The difficulty of constructing TTSs with Hamiltonian 2-BIGs is hinted at by
the fact that the problem of deciding whether a cubic 3-connected graph admits
a Hamiltonian cycle is NP-complete (see [8]).
We conclude the Introduction with a brief outline of each section of this
paper. In Section 2 some relevant definitions are stated. Section 3 contains
details of a construction that, when given a TTS(v) with a cyclic 2-intersecting
Gray code, yields a TTS(2v+1) that also possesses a cyclic 2-intersecting Gray
code. In Section 4 we obtain good lower bounds on the size of a maximum partial
parallel class in any TTS. These bounds on partial parallel classes are then used
in Section 5 to find parallel classes in some TTS(2v + 1) with a Hamiltonian
2-BIG when v ≡ 1, 4 (modulo 6). The parallel classes then allow the transition
from a 2v + 1 Construction to a 2v + 2 Construction. In Sections 6-8 details
are given for constructions that take a TTS(v) with a cyclic 2-intersecting Gray
code and yield respectively a TTS(3v), TTS(3v+1) and TTS(3v+3) that also
have a cyclic 2-intersecting Gray code. Whereas the 3v Construction is valid
for all v, the 3v + 1 and 3v + 3 Constructions require v to be odd. Finally, in
Section 9 we build some TTSs of small orders that have Hamiltonian 2-BIGs,
and we use these examples together with Theorem 1.2 and the constructions
given in the earlier sections to inductively settle the complete spectra of TTSs
with 2-intersecting Gray codes as follows:
Theorem 1.3. Suppose that v > 3. There exists a TTS(v) with a Hamiltonian
2-BIG if and only if v ≡ 0, 1 (modulo 3), except for v ∈ {3, 6}.
Theorem 1.4. Suppose that v > 3. There exists a TTS(v) with a 2-BIG that
has a Hamilton path if and only if v ≡ 0, 1 (modulo 3), except for v = 3.
2 Some Definitions
In this section we define some notions that will be used throughout the rest of
this paper. These definitions can be found in [14] as well.
A latin square of order v is a v× v array, each cell of which contains exactly
one of the symbols in {0, 1, . . . , v − 1}, with the property that each row and
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column of the array contains each symbol in {0, 1, . . . , v − 1} exactly once. A
quasigroup of order v is a pair (Q, ◦), where Q is a set of size v and ◦ is a binary
operation on Q with the property that for every pair of elements a, b ∈ Q, the
equations a ◦ x = b and y ◦ a = b have unique solutions. We can consider a
quasigroup as a latin square with a headline and a sideline. A transversal T
of a latin square of order v on the symbols {0, 1, . . . , v − 1} is a set of v cells,
exactly one cell from each row and each column, such that each of the symbols
in {0, 1, . . . , v − 1} occurs in exactly one cell of T . A parallel class in a Steiner
triple system with point set S and triple set T is a subset of T that partitions
S.
3 2v + 1 Construction
We provide a construction that generates an infinite family of TTSs with Hamil-
tonian 2-BIGs from a given TTS with a Hamiltonian 2-BIG. We first describe a
certain decomposition of the twofold complete graph 2Kt (t > 3) on the vertex
set Zt−1 ∪ {∞} into t− 1 Hamilton cycles.
Decomposition: First suppose that t is even. For each 0 6 j 6 2t − 3
define a 1-factor Fj of 2Kt as Fj =
{{0+ j,∞}, {1+ j, t− 2+ j}, {2+ j, t− 3+
j}, . . . , {t/2 − 1 + j, t/2 + j}} (additions are carried out modulo t − 1). Note
that Fk = Fℓ if and only if k ≡ ℓ (modulo t− 1), and that F0, F1, . . . , F2t−3 is
a 1-factorization of 2Kt. It is easy to see that for each 0 6 s 6 t− 2 the edges
in the union of Fs and Fs+1 form a Hamilton cycle in 2Kt, call it Hs. Then
H0, H1, . . . , Ht−2 is a Hamilton cycle decomposition of 2Kt.
Now suppose that t is odd. For each 0 6 j 6 (t − 3)/2 define a pair of
Hamilton cycles Hj and H
′
j of 2Kt as follows: Hj = (∞, j, 1 + j, t − 2 + j, 2 +
j, t−3+ j, . . . , (t−3)/2+ j, (t+1)/2+j, (t−1)/2+j,∞) and H ′j = (∞, j, t−2+
j, 1+ j, t− 3+ j, 2+ j, . . . , (t+1)/2+ j, (t− 3)/2+ j, (t− 1)/2+ j,∞) (additions
are carried out modulo t − 1). It is easy to check that H0, H1, . . . , H(t−3)/2
and H ′0, H
′
1, . . . , H
′
(t−3)/2 are each a Hamilton cycle decomposition of Kt (hence
H0, H1, . . . , H(t−3)/2, H
′
0, H
′
1, . . . , H
′
(t−3)/2 is a Hamilton cycle decomposition of
2Kt).
Now we can state the 2v + 1 Construction.
2v+ 1 Construction: Let E = (V1,B) be a TTS(v) (v > 7 if v is odd, v > 4 if
v is even) on the point set V1 = {n0, . . . , nv−1} with a Hamiltonian 2-BIG such
that {n3, n4, n5} is a triple if v is odd, {n0, n1, n(v/2)+1} is a triple if v is even.
Let H = {H0, H1, . . . , Hv−1} be the Hamilton cycle decomposition of 2Kv+1 as
given above (on the vertex set V2 = Zv ∪ {∞} where V1 ∩ V2 = ∅), for which we
define H(v/2)+i to be H
′
i (0 6 i 6 (v− 2)/2) when v is even. Form E ′ = (V ′,B′)
where V ′ = V1 ∪ V2, and define B′ as follows:
• Type 1 triples: Let B′ contain all triples in B, except for {n3, n4, n5} if v
is odd, {n0, n1, n(v/2)+1} if v is even.
• Type 2 triples: For each 0 6 s 6 v − 1 and for each edge {i, j} (i, j ∈
V2) of Hs, let B′ contain {ns, i, j} except for the three triples {n3, 2, 4},
{n4, 2, 6}, {n5, 4, 6} if v is odd, and the three triples {n0, 0, 1}, {n1, 1, 2},
{n(v/2)+1, 0, 2} if v is even.
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• Type 3 triples: Let B′ contain the three triples {2, n3, n4}, {4, n3, n5} and
{6, n4, n5} if v is odd, {0, n0, n(v/2)+1}, {1, n0, n1} and {2, n(v/2)+1, n1} if
v is even.
• Type 4 triples: Let B′ contain the triple {2, 4, 6} if v is odd, {0, 1, 2} if v
is even.
Before we state and prove the theorem, we first make the following useful
observations about the Type 2 triples.
Remarks: Consider the 2-BIG obtained from the Type 2 triples plus the three
excluded triples, call it G. G is Hamiltonian, since a Hamilton cycle is given by
the following procedure:
Suppose v is odd. Start (step k = 0) at {n0, 0,∞} Set a0 = 0 and a1 =∞.
Until all triples with n0 are visited, at each step k visit {n0, ak, ak+1}, where
{ak, ak+1} is the edge in Fk (subscript in Fk being calculated modulo 2) that is
incident with ak. The last triple with n0 will be {n0, 2, 0}. Note that {2, 0} ∈
F1 ∩ E(H0) ∩ E(H1). Therefore {n1, 0, 2} is a Type 2 triple, and moreover in
G it is adjacent to {n0, 2, 0}. Using similar arguments we see that all vertices
in V (G) are connected through a Hamiltonian path. It is easy to observe that
using the above procedure the last triple that will be visited is {nv−1,∞, 0}
where {∞, 0} ∈ F0 ∩E(Hv−1)∩E(H0). Moreover {n0,∞, 0} is a Type 2 triple,
and in G {nv−1,∞, 0} is adjacent to {n0, 0,∞}, hence we have a Hamilton cycle.
We note that excluding the three triples {n3, 2, 4}, {n4, 2, 6}, {n5, 4, 6} breaks
this Hamilton cycle into three paths P1, P2 and P3 where P1 has endpoints
{n3, 4,∞} and {n4, 8, 2}, P2 has endpoints {n4, 6, 4} and {n5, 8, 4}, and P3 has
endpoints {n5, 6,∞} and {n3, 6, 2} (if v = 7, then 8 is replaced with 1).
Suppose v is even. Start at {nv/2, (v−2)/2, v/2} and follow the triples of the
form {nv/2, x, y} until all triples with nv/2 are visited where the pairs of the form
{x, y} appear as edges in consecutive order in the Hamilton cycle H ′0, so that the
next triple visited is {nv/2, (v+2)/2, (v−2)/2} and the last triple including nv/2
is {nv/2, v/2,∞}. Note that {v/2,∞} ∈ E(H ′0) ∩ E(H0). So {n0, v/2,∞} is a
Type 2 triple. Visit {n0, v/2,∞} next and follow the triples of the form {n0, x, y}
until all triples with n0 are visited, where the pairs {x, y} appear in consecutive
order in the Hamilton cycle H0 so that the next triple visited is {n0,∞, 0}
and the last triple including n0 is {n0, (v + 2)/2, v/2}. Continue to visit triples
by following the edges from the cycles H ′1, H1, H
′
2, H2, . . . , H
′
(v−2)/2, H(v−2)/2,
so that the edges of H ′i (i = 1, . . . , (v − 2)/2) are followed in a consecutive
order starting at {v/2, v/2 + 2i − 1} and ending with {v/2, v/2 + 2i} and so
that the edges of Hi (i = 1, . . . , (v − 2)/2) are followed in a consecutive order
starting at {v/2, v/2+ 2i} and ending with {v/2, v/2+ 2i+1} (with arithmetic
being done modulo v). By combining the edges of H ′i (respectively Hi) with
the point n(v/2)+1 (respectively ni), this process results in a Hamilton path in
G. Moreover, the last triple of this Hamilton path is {n(v/2)−1, (v − 2)/2, v/2},
which is adjacent to {nv/2, (v−2)/2, v/2} in G, hence we have a Hamilton cycle.
We note that excluding the three triples {n0, 0, 1}, {n(v/2)+1, 0, 2}, {n1, 1, 2}
breaks this Hamilton cycle into three paths P1, P2 and P3 where P1 has end-
points {n0, 1, v − 1} and {n(v/2)+1, 1, 0}, P2 has endpoints {n(v/2)+1, 2, v − 1}
and {n1,∞, 1}, and P3 has endpoints {n1, 2, 0} and {n0,∞, 0}.
In what follows, the direction in which a path is traversed is tacitly implied
by the specified neighbours of the endvertices of the path.
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Theorem 3.1. If there exists a TTS(v) (v > 7 if v is odd, v > 4 if v is even)
with a Hamiltonian 2-BIG, then there exists a TTS(2v+1) with a Hamiltonian
2-BIG.
Proof. First suppose that v is odd. Suppose that E = (V1,B) is a TTS(v)
on the point set V1 = {n0, . . . , nv−1} with a Hamiltonian 2-BIG such that
{n3, n4, n5} is a triple. Deleting {n3, n4, n5} yields a Hamilton path P in the
2-BIG where both triples on the ends of the Hamilton path include a different
pair chosen from the set {n3, n4, n5} and one other point. If necessary, per-
mute the labels n3, n4, n5 such that P has ends {n3, n4, ni} and {n4, n5, nj}
for some 0 6 i, j 6 v − 1, i, j /∈ {3, 4, 5}. Apply the 2v + 1 Construction.
Then a Hamilton cycle in the 2-BIG of the TTS(2v + 1) is given as follows:
(P, {6, n4, n5}, P3, {2, 4, 6}, P2, {4, n3, n5}, P1, {2, n3, n4}).
Now suppose that v is even. Suppose that E = (V1,B) is a TTS(v) on
the point set V1 = {n0, . . . , nv−1} with a Hamiltonian 2-BIG such that {n0, n1,
n(v/2)+1} is a triple. Deleting {n0, n1, n(v/2)+1} yields a Hamilton path P in the
2-BIG where both triples on the ends of the Hamilton path include a different
pair chosen from the set {n0, n1, n(v/2)+1} and one other point. If necessary,
permute the labels n0, n1, n(v/2)+1 such that P has ends {n0, n(v/2)+1, ni} and
{n(v/2)+1, n1, nj} for some 0 6 i, j 6 v−1, i, j /∈ {0, 1, (v/2)+1}. Apply the 2v+
1 Construction. Then a Hamilton cycle in the 2-BIG of the TTS(2v+1) is given
as follows: (P, {2, n(v/2)+1, n1}, P2, {1, n0, n1}, P1, {0, 1, 2}, P3, {0, n0, n(v/2)+1}).
4 Large Partial Parallel Classes in TTSs
We take an approach similar to [13] to obtain a good lower bound on the number
of triples in a maximum partial parallel class in a TTS. These three facts are
easy to prove (and can be found in [13]).
(1) If (S, T ) is an S(k, k + 1, v) Steiner system, then |T | = (vk)/(k + 1).
(2) A partial S(k, k + 1, v) Steiner system is a pair (S,P) where S is a v-set
and P is a collection of (k + 1)-element subsets of S such that every k-
element subset of S belongs to at most one block of P . As a consequence,
if (S,P) is a partial S(k, k + 1, v) Steiner system, then |P| 6 (vk)/(k + 1).
(3) If (S, T ) is a (partial) S(k, k + 1, v) Steiner system, then the number of
blocks having at least one element in common with a given subset of k+1
elements is at most (k + 1)
[(
v−1
k−1
)
/k
]
.
Lindner and Phelps [13] used these facts to establish a lower bound on the
number of blocks in a maximum partial parallel class in a S(k, k+ 1, v) Steiner
system. Similar lower bounds can be found in [3, 9, 15, 17, 22, 24]. In the
setting of (partial) twofold systems, we have:
(1′) If (S, T ) is a twofold S(k, k + 1, v) system, then |T | = 2(vk)/(k + 1).
(2′) A partial twofold S(k, k + 1, v) system is a pair (S,P) where S is a v-set
and P is a collection of (k + 1)-element subsets of S such that every k-
element subset of S belongs to at most two blocks of P . As a consequence,
if (S,P) is a partial twofold S(k, k+1, v) system, then |P| 6 2(vk)/(k+1).
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(3′) If (S, T ) is a (partial) twofold S(k, k + 1, v) system, then the number of
blocks having at least one element in common with a given subset of k+1
elements is at most 2(k + 1)
[(
v−1
k−1
)
/k
]
.
Let π be a partial parallel class of maximum size in a twofold triple system
(S, T ) and let P denote the set of points belonging to the triples in π. Since
π is a partial parallel class of maximum size every 2-element subset of S \ P
belongs to two triples of T each of which intersects P in exactly one point.
Denote by X the set of all such intersection points. For each x ∈ X , set
T (x) = {B \ {x} : B ∈ T , B \ {x} ⊆ S \P}. Then each (S \P, T (x)) is a partial
twofold S(1, 2, v− 3|π|) system, |T (x)| 6 2(v−3|π|1 )/2 (by (2′)), and {T (x)}x∈X
is a partition of the 2-fold multiset of all 2-element subsets of S \ P .
Observe that if B is a triple in π containing at least 2 points of X , then for
each x ∈ X∩B we must have |T (x)| 6 4. This is because otherwise we can let y
be any other point belonging to X ∩B and D1 be any 2-element subset in T (y),
and then (by (3′)) at most 4 of the 2-element subsets in T (x) can intersect D1,
and therefore T (x) must contain a 2-element subset D2 which is disjoint from
D1. This results in (π \ B) ∪ (D1 ∪ y) ∪ (D2 ∪ x) being a partial parallel class
in (S, T ) larger than π. Contradiction.
It follows that for each triple B in π containing at least 2 points of X ,
∑
x∈X∩B
|T (x)| 6 12
(
v − 3|π| − 1
0
)
/1.
If we let a denote the number of triples in π containing at least 2 points of X ,
then |π|− a denotes the number of triples in π containing at most 1 point of X .
Therefore, we get
2
(
v − 3|π|
2
)
=
(∑
x∈X
|T (x)|
)
6 a
[
12
(
v − 3|π| − 1
0
)
/1
]
+ (|π| − a)
[
2
(
v − 3|π|
1
)
/2
]
.
There are two cases to consider:
(I)
[
12
(
v − 3|π| − 1
0
)
/1
]
6
[
2
(
v − 3|π|
1
)
/2
]
(which is true if and only if v > 12 + 3|π|).
Then,
2
(
v − 3|π|
2
)
6 |π|
[
2
(
v − 3|π|
1
)
/2
]
.
This inequality then yields the following lower bound for |π|:
−√v2 + 6v + 9
24
+
7v − 3
24
6 |π|
v − 1
4
6 |π|
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We note that in this case taking into account that |π| has to be an integer,
this inequality implies that |π| > (v + 8)/6 when v > 10 is equivalent to 4
modulo 6; and |π| > (v + 5)/6 when v > 7 is equivalent to 1 modulo 6.
(II)
[
12
(
v − 3|π| − 1
0
)
/1
]
>
[
2
(
v − 3|π|
1
)
/2
]
(which is true if and only if v < 12 + 3|π|).
Then,
2
(
v − 3|π|
2
)
< |π|
[
12
(
v − 3|π| − 1
0
)
/1
]
.
This inequality then yields the following lower bound for |π|:
2v + 3
6
−
√
16v + 9
6
< |π|
We note that in this case taking into account that |π| has to be an integer,
this inequality implies that |π| > (v + 8)/6 when v > 16 is equivalent to 4
modulo 6; and |π| > (v + 5)/6 when v > 7 is equivalent to 1 modulo 6.
The next theorem summarizes the results in the two cases above.
Theorem 4.1. Any TTS(v) has a partial parallel class with at least min{⌈(v−
1)/4⌉, ⌈(2v+3−√16v + 9)/6⌉} triples. In particular, any TTS(v) has a partial
parallel class with at least (v+8)/6 triples when v > 16 is equivalent to 4 modulo
6; and with at least (v + 5)/6 triples when v > 7 is equivalent to 1 modulo 6.
Finally we note that the work in this section can be generalized without too
much difficulty in order to find in a TTS many partial parallel classes of large
size.
5 2v+2 Construction when v ≡ 1, 4 (modulo 6)
In this section, the results from Section 4 will be employed towards obtaining a
TTS(2v+1) with a parallel class when v ≡ 1 or 4 (modulo 6), thereby extending
our 2v+1 Construction to a 2v+2 Construction. We will use the notation [a, b]
to denote all integers between a and b, including a and b.
2v+ 2 Construction when v ≡ 1 or 4 (modulo 6): Let v = 6k+1 (for some
k > 1) or 6k+4 (for some k > 2), and E = (V1,B) be a TTS(v) on the point set
V1 = {n0, . . . , nv−1} with a Hamiltonian 2-BIG such that {np, nq, nr} is a triple
of B. Let H = H0, . . . , Hv−1 be a Hamilton cycle decomposition of 2Kv+1 on
the vertex set V2 = Zv ∪ {∞} (where V1 ∩ V2 = ∅) where the Hamilton cycles
are defined as follows:
(i) if v = 6k + 4, then H2i = H
′
i and H2i+1 = H
′′
i where for each 0 6 j 6
(v− 2)/2 H ′′j = (∞, j, 1+ j, v− 1+ j, 2+ j, v− 2+ j, . . . , (v− 2)/2+ j, (v+
2)/2+j, v/2+j,∞) and H ′j = (∞, j, v−1+j, 1+j, v−2+j, 2+j, . . . , (v+
2)/2 + j, (v − 2)/2 + j, v/2 + j,∞) (additions are carried out modulo v),
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(ii) if v = 6k + 1, then for each 0 6 j 6 2v − 1 define a 1-factor Fj of 2Kv+1
as Fj =
{{0+ j,∞}, {1+ j, v − 1 + j}, {2+ j, v − 2 + j}, . . . , {(v − 1)/2+
j, (v + 1)/2 + j}} (additions are carried out modulo v). So Fk = Fℓ if
and only if k ≡ ℓ (modulo v), and {F0, F1, . . . , F2v−1} is a 1-factorization
of 2Kv+1. Then for each 0 6 s 6 v − 1 let Hs be the Hamilton cycle in
2Kv+1 formed by the union of Fs and Fs+1.
Form E ′ = (V ′,B′) where V ′ = V1 ∪ V2, and define B′ by the following
procedure:
• Step 1: Let B′ contain all triples in B, except for {np, nq, nr}.
• Step 2: For each 0 6 s 6 v − 1 and for each edge {i, j} (i, j ∈ V2) of
Hs, let B′ contain {ns, i, j} except for the three triples {np, k − 2, k − 1},
{nq, k− 2, k}, {nr, k− 1, k} if v = 6k+ 4; and except for the three triples
{np, v − 1, 3}, {nq, 1, 3}, {nr, 1, v − 1} if v = 6k + 1. (The existence of
these triples will be guaranteed later by associating np with a Hamilton
cycle that contains the edge {k− 2, k− 1}, nq with a Hamilton cycle that
contains {k − 2, k}, nr with a Hamilton cycle that contains {k − 1, k} if
v = 6k + 4, etc.)
• Step 3: Let B′ contain the four triples {k − 2, np, nq}, {k − 1, np, nr},
{k, nq, nr} and {k−2, k−1, k} if v = 6k+4; and the four triples {1, nq, nr},
{3, np, nq}, {v − 1, np, nr} and {1, 3, v − 1} if v = 6k + 1.
At this point we note that E ′ is a TTS(2v+1) and that the 2-BIG restricted to
the triples that are formed in Step 2 together with the triples that are excluded
in the same step is Hamiltonian, where a Hamilton cycle H can be found by
proceeding similarly as in the “Remarks” of Section 3. We also note that
(i) if v = 6k + 4 excluding the three triples {np, k − 2, k − 1}, {nq, k − 2, k},
{nr, k − 1, k} breaks H into three paths P1, P2 and P3 where P1 has
endpoints {np, k−1, k−3} and {nq, k−1, k−2}, P2 has endpoints {nq, k, k−
3} and {nr,∞, k−1}, and P3 has endpoints {nr, k, k−2} and {np,∞, k−
2},
(ii) if v = 6k+1 excluding the three triples {np, v−1, 3}, {nq, 1, 3}, {nr, 1, v−
1} breaks H into three paths P1, P2 and P3 where P1 has endpoints
{np, 3, v− 3} and {nq,∞, 1}, P2 has endpoints {nq, 3, v− 1} and {nr, v −
3, 1}, and P3 has endpoints {nr, v − 1,∞} and {np, 1, v − 1}.
Suppose that E ′ has a parallel class π. The next step will enable us to form
a TTS(2v+2) E ′′ = (V ′′,B′′) with a Hamiltonian 2-BIG from E ′ by blowing up
the triples in π.
• Step 4: Let V ′′ = V ′ ∪ {z} (z /∈ V ′), and let B′′ contain all triples in
B′ \ π. For each triple {a, b, c} in π, let B′′ also contain the three triples
{a, b, z}, {a, c, z} and {b, c, z}.
In what follows first we present an explicit procedure to find the required
parallel class π in the TTS(2v + 1) E ′ and then we prove that the 2-BIG of the
TTS(2v + 2) E ′′ that is obtained following Steps 1-4 is indeed Hamiltonian.
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In the case when v = 6k + 4 (k > 2), use Theorem 4.1 to find a partial
parallel class π0 in E with (v + 8)/6 triples. Let T = {np, nq, nr} be one of
the triples in π0 and let A be the set of all points that occur in a triple of π0.
Let H = {H0, . . . , Hv−1} be the Hamilton cycle decomposition of 2Kv+1 on the
vertex set V2 = Zv ∪ {∞} where H2i = H ′i and H2i+1 = H ′′i that is described
in (i) of the 2v + 2 Construction. We define the operation of “attaching” a
point nx in V1 to a Hamilton cycle Hy as replacing Hy with the 3-cycles in
{nx ∨ {a, b}|{a, b} ∈ E(Hy)} (where ∨ denotes the join operation). For each
point nx in A \T , attach nx to some distinct Hy where 0 6 y 6 v− 1 such that
y /∈ [2k − 4, 4k − 2], y 6= 5k + 4j + 4, y 6= 5k + 4j + 5 (0 6 j 6 (k − 2)/2 − 1)
if k is even; y /∈ [2k − 4, 4k − 2], y 6= 5k + 4j + 3, y 6= 5k + 4j + 4 (0 6 j 6
(k − 3)/2 − 1) and y 6= 2k − 10 (all subscripts are calculated modulo v) if k
is odd. Also attach np to H2k−3, nq to H2k−2 and nr to H2k−1. Note that
{k − 2, k − 1} ∈ E(H2k−3), {k − 2, k} ∈ E(H2k−2) and {k − 1, k} ∈ E(H2k−1).
Replace the four triples T, {np, k − 2, k − 1}, {nq, k − 2, k}, {nr, k − 1, k} with
the four triples {k− 2, k− 1, k}, {k− 2, np, nq}, {k− 1, np, nr}, {k, nq, nr}. Con-
sider the edges {k + 1 + 2j, v + k − 6 − j} ∈ E(H2(k−2)+j) (0 6 j 6 2k − 2),
{5k− 1,∞} ∈ E(H4k−5), {3k− 2, k − 3} ∈ E(H4k−4), {3k, k− 4} ∈ E(H4k−3),
{3k+2, k− 5} ∈ E(H4k−2). Also consider the edges {k+2ℓ+2, 4k+2ℓ+2} ∈
E(H5k+4ℓ+4) and {3k+ 2ℓ+ 4, 2k+2ℓ} ∈ E(H5k+4ℓ+5) (0 6 ℓ 6 (k− 2)/2− 1)
if k is even; {k+2ℓ+2, 4k+2ℓ+1} ∈ E(H5k+4ℓ+3), {3k+2ℓ+4, 2k+2ℓ− 1} ∈
E(H5k+4ℓ+4) (0 6 ℓ 6 (k − 3)/2 − 1) and {3k − 4, 5k − 2} ∈ E(H2k−10) if
k is odd (all subscripts are calculated modulo v). These edges together with
the triple {k − 2, k − 1, k} partition V2. (Note that none of these edges include
{k−2, k−1} ∈ E(H2k−3), {k−2, k} ∈ E(H2k−2) and {k−1, k} ∈ E(H2k−1).) At-
tach each vertex in V1\(A\T ) with a distinct Hamilton cycle from the collection{{⋃2k−2j=0 H2(k−2)+j}, {H4k−5, H4k−4, H4k−3, H4k−2}, {⋃(k−2)/2−1ℓ=0 H5k+4ℓ+4},
{⋃(k−2)/2−1ℓ=0 H5k+4ℓ+5}} if k is even; {{⋃2k−2j=0 H2(k−2)+j}, {H4k−5, H4k−4, H4k−3,
H4k−2}, {
⋃(k−3)/2−1
ℓ=0 H5k+4ℓ+3}, {
⋃(k−3)/2−1
ℓ=0 H5k+4ℓ+4}, {H2k−10}
}
if k is odd
(all subscripts are calculated modulo v). Note that these are the Hamilton cy-
cles that contain the edges considered earlier. Then the triples formed from
these edges together with π0 \ T and {k− 2, k − 1, k} yield a parallel class π in
the TTS(2v + 1) E ′.
In the case when v = 6k + 1 (k > 1), use Theorem 4.1 to find a partial
parallel class π0 in E with (v + 5)/6 triples. Let T = {np, nq, nr} be one of
the triples in π0 and let A be the set of all points that occur in a triple of π0.
Let H = {H0, . . . , Hv−1} be the Hamilton cycle decomposition of 2Kv+1 on the
vertex set V2 = Zv ∪ {∞} that is described in (ii) of the 2v + 2 Construction.
We consider the cases k even and k odd separately.
Suppose k is even. For each point nx in A \ T , attach nx to some distinct
Hy where 2 6 y 6 (v + 3)/2 such that y 6= 4. Also attach np to H0, nq to H1
and nr to Hv−1. Note that {v− 1, 3} ∈ E(H0), {1, 3} ∈ E(H1) and {1, v− 1} ∈
E(Hv−1). Replace the four triples T, {np, v− 1, 3}, {nq, 1, 3}, {nr, 1, v− 1} with
the four triples {1, 3, v − 1}, {3, np, nq}, {v − 1, np, nr}, {1, nq, nr}. For each
i ∈ [(v + 5)/2, v + 1] consider the edge {3 + i, v − 3 + i} ∈ Hi (all subscripts
are calculated modulo v), and also consider the edge {5,∞} ∈ H4. These
edges partition V2. Note that none of these edges include {v − 1, 3} ∈ E(H0),
{1, 3} ∈ E(H1) and {1, v−1} ∈ E(Hv−1). Attach each vertex in V1\(A\T ) with
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a distinct Hamilton cycle from the collection {Hi|i ∈ {4} ∪ [(v + 5)/2, v + 1]}.
Then the triples formed from these edges together with π0 \ T yield a parallel
class in the TTS(2v + 1) E ′.
Suppose k is odd. Now for each point nx in A \ T , attach nx to some
distinct Hy where y /∈ L = {0, 1, 4, 5, 8, 9, . . . , (v− 5)/2, (v+1)/2, (v+7)/2, (v+
9)/2, (v + 7)/2 + 4, (v + 9)/2 + 4, (v + 7)/2 + 8, (v + 9)/2 + 8, . . . , v − 4, v −
3, v − 1} if k ≡ 1 (modulo 4); and where y /∈ L = {0, 1, 4, 5, 8, 9, . . . , (v −
11)/2, (v−9)/2, (v−5)/2, (v+1)/2, (v+7)/2, (v+11)/2, (v+13)/2, (v+11)/2+
4, (v + 13)/2 + 4, (v + 11)/2 + 8, (v + 13)/2 + 8, . . . , v − 4, v − 3, v − 1} if k ≡ 3
(modulo 4). Also attach np to H0, nq to H1 and nr to Hv−1. Note that
{v− 1, 3} ∈ E(H0), {1, 3} ∈ E(H1) and {1, v− 1} ∈ E(Hv−1). Replace the four
triples T, {np, v − 1, 3}, {nq, 1, 3}, {nr, 1, v − 1} with the four triples {1, 3, v −
1}, {3, np, nq}, {v − 1, np, nr}, {1, nq, nr}. Let g : L→ Z(v+1)/2 be a one-to-one
function such that for any pair y1, y2 ∈ L, y1 < y2 implies g(y1) < g(y2), so
that g is a map from L to Z(v+1)/2 that preserves the order of the elements.
For each i ∈ [0, (v − 3)/4] consider the edge {(v − 1)/2 + 2i, (v + 1)/2 + 2i} ∈
Hg−1(i), for each i ∈ [(v + 1)/4, (v − 3)/2] consider the edge {1 + 2(i − (v +
1)/4), 2 + 2(i − (v + 1)/4)} ∈ Hg−1(i) and also consider the edge {0,∞} ∈
Hg−1((v−1)/2) = Hv−1. These edges partition V2. Note that none of these edges
include {v − 1, 3} ∈ E(H0), {1, 3} ∈ E(H1) and {1, v − 1} ∈ E(Hv−1). Attach
each vertex in V1 \ (A \ T ) with a distinct Hamilton cycle from the collection{{⋃(v−3)/4i=0 Hg−1(i)}, {⋃(v−3)/2i=(v+1)/4Hg−1(i)}, {Hv−1}}. Then the triples formed
from these edges together with π0 \ T yield a parallel class in the TTS(2v + 1)
E ′.
Theorem 5.1. If there exists a TTS(v) where v = 6k+1 (k > 1) or v = 6k+4
(k > 2) with a Hamiltonian 2-BIG, then there exists a TTS(2v + 2) with a
Hamiltonian 2-BIG.
Proof. Suppose that E = (V1,B) is a TTS(v) on the point set V1 = {n0, . . . ,
nv−1} with a Hamiltonian 2-BIG such that {np, nq, nr} is a triple. Deleting
{np, nq, nr} yields a Hamilton path P in the 2-BIG where both triples on
the ends of the Hamilton path include a different pair chosen from the set
{np, nq, nr} and one other point.
Suppose v = 6k + 4, permute the labels np, nq, nr such that P has ends
{nq, nr, ni} and {np, nq, nj} for some 0 6 i, j 6 v− 1; i, j /∈ {p, q, r}. Apply the
2v + 2 Construction. Let P ′, P ′1, P
′
2 and P
′
3 denote the paths that are formed
from P, P1, P2 and P3 respectively after blowing up the triples in π, where π is
a parallel class of E ′ (the TTS(2v + 1) obtained in the initial step of the 2v + 2
Construction). Then a Hamilton cycle H in the 2-BIG of the TTS(2v + 2) E ′′
is given as follows: (P ′, {np, nq, k− 2}, P ′3, {k− 2, k, z}, {k− 1, k, z}, {k− 2, k−
1, z}, P ′1, {np, nr, k − 1}, P ′2, {nq, nr, k}).
Now suppose that v = 6k + 1, permute the labels np, nq, nr such that P
has ends {np, nr, ni} and {np, nq, nj} for some 0 6 i, j 6 v − 1; i, j /∈ {p, q, r}.
Apply the 2v + 2 Construction. Then a Hamilton cycle H in the 2-BIG of the
TTS(2v + 2) E ′′ is given as follows: (P ′, {np, nq, 3}, P ′1, {nq, nr, 1}, P ′2, {1, 3, v−
1}, P ′3, {np, nr, v − 1}).
Note that if an endpoint {a, b, c} of one of the paths P, P1, P2 and P3 is in
the parallel class π, then after blowing up the triples in π, {a, b, c} is replaced
with {a, b, z}, {a, c, z} and {b, c, z} with an appropriate ordering of these triples
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so that in the 2-BIG the triple at the end of this modified path is adjacent to
the neighbour of {a, b, c} in H .
6 3v Construction
In this section we present a tripling construction for TTSs with Hamiltonian
2-BIGs.
3v Construction: Let A = (V,B) be a TTS(v) on the point set V = Zv
where {0, 1, v − 1} ∈ B (if necessary, the points of V can be permuted so that
such a block exists). Suppose that the 2-BIG of A is Hamiltonian (so necessarily
v > 4). Let Q1 = (V, ◦1) and Q2 = (V, ◦2) be two quasigroups of order v where
for i, j ∈ Zv, i ◦1 j = i+ j (modulo v) and i ◦2 j = i+ j + 1 (modulo v). Form
A′ = (V ′,B′) where V ′ = V × {1, 2, 3}, and define B′ as follows:
• Type 1 triples: For each triple {x, y, z} ∈ B, let B′ contain the three
triples {(x, 1), (y, 1), (z, 1)}, {(x, 2), (y, 2), (z, 2)}, {(x, 3), (y, 3), (z, 3)}, ex-
cept for the three triples {(0, 1), (1, 1), (v− 1, 1)}, {(0, 2), (1, 2), (v− 1, 2)},
{(0, 3), (1, 3), (v − 1, 3)}.
• Type 2 triples: For each i, j ∈ Zv, let B′ contain the triple {(i, 1), (j, 2),
(i ◦2 j, 3)}.
• Type 3 triples: For each i, j ∈ Zv, let B′ contain the triple {(i, 1), (j, 2),
(i ◦1 j, 3)}, except for the six triples listed below.
{(0, 1), (1, 2), (1, 3)} {(1, 1), (0, 2), (1, 3)}
{(0, 1), (v − 1, 2), (v − 1, 3)} {(v − 1, 1), (0, 2), (v − 1, 3)}
{(1, 1), (v − 1, 2), (0, 3)} {(v − 1, 1), (1, 2), (0, 3)}
• Type 4 triples: Let B′ contain the nine triples listed below.
{(0, 1), (1, 1), (1, 3)} {(0, 1), (v − 1, 1), (v − 1, 3)}
{(1, 1), (v − 1, 1), (0, 3)} {(v − 1, 1), (0, 2), (1, 2)}
{(1, 1), (0, 2), (v − 1, 2)} {(0, 1), (1, 2), (v − 1, 2)}
{(1, 2), (0, 3), (1, 3)} {(0, 2), (1, 3), (v − 1, 3)}
{(v − 1, 2), (0, 3), (v − 1, 3)}
In what follows we show that the 3v Construction can be used to construct
from a TTS(v) with a Hamiltonian 2-BIG a TTS(3v) whose 2-BIG is Hamilto-
nian.
First note that Type 1 triples yield three copies of A with the triple {0, 1, v−
1} being deleted. Clearly for each such copy the 2-BIG has a Hamilton path.
Also note that the set of six pairwise disjoint paths given as below spans the
vertex set of the 2-BIG of A′ restricted to Type 2 and Type 3 triples (see
Figure 1).
P1 = {(0, 1), (0, 2), (1, 3)}
P2 = {(v − 1, 1), (1, 2), (1, 3)}, {(v− 1, 1), (2, 2), (1, 3)},
{(v − 2, 1), (2, 2), (1, 3)}, . . . , {(2, 1), (v − 2, 2), (1, 3)},
{(2, 1), (v − 1, 2), (1, 3)}, {(2, 1), (v− 1, 2), (2, 3)}, {(2, 1), (0, 2), (2, 3)},
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ij 0 1 2 3 4 5 6
0
1
2
3
4
5
6
{(i, 1), (j, 2), (i ◦1 j,3)}
{(i, 1), (j, 2), (i ◦2 j,3)}
Figure 1: Paths P1, P2, P3, P4, P5, and P6 in the substructure induced by Type
2 and Type 3 triples (for v = 7)
{(1, 1), (0, 2), (2, 3)}, . . . , {(3, 1), (v − 2, 2), (2, 3)},
{(3, 1), (v − 1, 2), (2, 3)}, {(3, 1), (v− 1, 2), (3, 3)}, {(3, 1), (0, 2), (3, 3)},
{(2, 1), (0, 2), (3, 3)}, . . . , {(4, 1), (v− 2, 2), (3, 3)}, {(4, 1), (v− 1, 2), (3, 3)},
{(4, 1), (v − 1, 2), (4, 3)}, {(4, 1), (0, 2), (4, 3)}, {(3, 1), (0, 2), (4, 3)},
...
{(v − 2, 1), (v − 2, 2), (v − 3, 3)}, {(v − 2, 1), (v − 1, 2), (v − 3, 3)},
{(v − 2, 1), (v − 1, 2), (v − 2, 3)}, {(v − 2, 1), (0, 2), (v − 2, 3)},
{(v − 3, 1), (0, 2), (v − 2, 3)}, . . . , {(v − 1, 1), (v − 2, 2), (v − 2, 3)},
{(v − 1, 1), (v − 1, 2), (v − 2, 3)}, {(v − 1, 1), (v − 1, 2), (v − 1, 3)}
P3 = {(v − 2, 1), (0, 2), (v − 1, 3)}, {(v − 2, 1), (1, 2), (v − 1, 3)},
{(v − 3, 1), (1, 2), (v − 1, 3)}, {(v − 3, 1), (2, 2), (v − 1, 3)}, . . . ,
{(1, 1), (v − 3, 2), (v − 1, 3)}, {(1, 1), (v− 2, 2), (v − 1, 3)},
{(0, 1), (v − 2, 2), (v − 1, 3)}
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P4 = {(v − 2, 1), (1, 2), (0, 3)}, {(v− 2, 1), (2, 2), (0, 3)},
{(v − 3, 1), (2, 2), (0, 3)}, {(v− 3, 1), (3, 2), (0, 3)}, . . . ,
{(2, 1), (v − 3, 2), (0, 3)}, {(2, 1), (v− 2, 2), (0, 3)}, {(1, 1), (v− 2, 2), (0, 3)}
P5 = {(0, 1), (v−1, 2), (0, 3)}, {(0, 1), (0, 2), (0, 3)}, {(v−1, 1), (0, 2), (0, 3)}
P6 = {(1, 1), (v − 1, 2), (1, 3)}
Our strategy is to show that by using the nine Type 4 triples, these carefully
chosen six paths can be stitched together with the three Hamilton paths that
are obtained from Type 1 triples in order to construct a Hamilton cycle in the
2-BIG of A′.
The following classical result by Smith is crucial for our construction. (See
[18, 20, 21] for proofs.)
Theorem 6.1. Let G be a 3-regular graph and let e ∈ E(G). Then there are
an even number of Hamilton cycles in G which pass through e.
We are now ready to prove the following result.
Theorem 6.2. If v > 4 and there exists a TTS(v) with a Hamiltonian 2-BIG,
then there exists a TTS(3v) with a Hamiltonian 2-BIG.
Proof. Suppose A = (V,B) is a TTS(v) whose 2-BIG is Hamiltonian. By The-
orem 6.1, there are at least two Hamilton cycles H1 and H2 in the 2-BIG of A.
Therefore there is a triple {a, b, c} in B with the property that there are two
Hamilton cycles in the 2-BIG of A that use a different pair of edges incident
with {a, b, c}. Without loss of generality, suppose that H1 uses the two edges
that connect {a, b, c} to the distinct triples containing the pairs {a, b} and {a, c}
respectively, whereas H2 uses the two edges that connect {a, b, c} to the distinct
triples containing the pairs {a, b} and {b, c} respectively. Relabel the points of
A so that a is mapped to v − 1, b is mapped to 0, and c is mapped to 1.
Apply the 3v Construction to form A′ = (V ′,B′). It is easy to see that each
block in B′ is a distinct triple, and that each pair of points of V ′ appears in
exactly two triples in B′. So A′ = (V ′,B′) is a simple twofold triple system.
The Type 1 triples can be partitioned into three sets, each corresponding to
the set B excluding the triple {0, 1, v − 1}. The 2-BIG obtained from each of
these sets is isomorphic to the 2-BIG of A with one vertex deleted. Moreover,
these three graphs each have at least two Hamilton paths, namely those which
correspond to the remnants of H1 and H2. In the first of these three graphs,
let P7 be the remnant of H1 so that P7 is a Hamilton path from the block
containing the pair {(0, 1), (v − 1, 1)} (which is adjacent to the Type 4 triple
{(0, 1), (v − 1, 1), (v − 1, 3)}) to the block containing the pair {(1, 1), (v − 1, 1)}
(which is adjacent to the Type 4 triple {(1, 1), (v − 1, 1), (0, 3)}). In the second
of these three graphs, let P8 be the remnant of H1 so that P8 is a Hamilton
path from the block containing the pair {(0, 2), (v − 1, 2)} (which is adjacent
to the Type 4 triple {(0, 2), (v − 1, 2), (1, 1)}) to the block containing the pair
{(1, 2), (v−1, 2)} (which is adjacent to the Type 4 triple {(1, 2), (v−1, 2), (0, 1)}).
And in the third of these three graphs, let P9 be the remnant of H2 so that
P9 is a Hamilton path from the block containing the pair {(0, 3), (v − 1, 3)}
(which is adjacent to the Type 4 triple {(0, 3), (v − 1, 3), (v − 1, 2)}) to the
block containing the pair {(0, 3), (1, 3)} (which is adjacent to the Type 4 triple
{(0, 3), (1, 3), (1, 2)}).
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Then a Hamilton cycle in the 2-BIG of A′ is given as (P1, {(0, 1), (1, 1),
(1, 3)}, P6, {(1, 1), (0, 2), (v − 1, 2)}, P8, {(0, 1), (1, 2), (v − 1, 2)}, P5, {(v − 1, 1),
(0, 2), (1, 2)}, P2, {(v−1, 2), (0, 3), (v−1, 3)}, P9, {(1, 2), (0, 3), (1, 3)}, P4, {(1, 1),
(v−1, 1), (0, 3)}, P7, {(0, 1), (v−1, 1), (v−1, 3)}, P3, {(0, 2), (1, 3), (v−1, 3)}
)
.
7 3v + 1 Construction when v is odd
The 3v Construction in Section 6 can be extended to a 3v + 1 Construction
when v is odd. The critical observation here is that the quasigroup Q2 of the
3v Construction has a transversal when v is odd (in fact, each diagonal of Q2
yields a transversal). The particular latin square that is being used guarantees
the existence of a transversal only when v is odd, although we note that the
general methodology can be used for even values of v if suitable latin squares
can be found.
3v+ 1 Construction: Let v > 7 be odd, and let A = (V,B) be a TTS(v)
on the point set V = Zv where {0, 1, v − 1} ∈ B (if necessary, the points of V
can be permuted so that such a block exists). Suppose that the 2-BIG of A is
Hamiltonian. Let Q1 = (V, ◦1) and Q2 = (V, ◦2) be two quasigroups of order v
where for i, j ∈ Zv, i ◦1 j = i+ j (modulo v) and i ◦2 j = i+ j + 1 (modulo v).
Let L1 and L2 be the corresponding latin squares. Let T be a transversal of L2
(note that each diagonal of L2 is a transversal).
Use the 3v Construction to form a TTS(3v)A′ = (V ′,B′) with a Hamiltonian
2-BIG where V ′ = V × {1, 2, 3}. Then to form a TTS(3v + 1) A′′ = (V ′′,B′′)
where V ′′ = V ′ ∪ {∞}, for each (i, j) that is a cell of T , replace the triple
{(i, 1), (j, 2), (i ◦2 j, 3)} with the triples {(i, 1), (j, 2),∞}, {(i, 1),∞, (i ◦2 j, 3)},
{∞, (j, 2), (i ◦2 j, 3)}.
Now we proceed to proving that the TTS(3v + 1) that is obtained from the
3v + 1 Construction as described above has a Hamiltonian 2-BIG.
Theorem 7.1. If v > 7 is odd and there exists a TTS(v) with a Hamiltonian
2-BIG, then there exists a TTS(3v + 1) with a Hamiltonian 2-BIG.
Proof. Let A = (V,B) be a TTS(v) on the point set V = Zv. Apply the 3v
Construction and use the proof of Theorem 6.2 to form a TTS(3v) A′ = (V ′,B′)
whose 2-BIG has a Hamilton cycle H . Next, follow the steps described in the
3v + 1 Construction to form a TTS(3v + 1) A′′ = (V ′′,B′′) from this TTS(3v)
A′.
Using H we find a Hamilton cycle H∗ in the 2-BIG of A′′ as follows: For
each (i, j) that is a cell of the transversal T in Q2 such that in H the triple
preceding {(i, 1), (j, 2), (i ◦2 j, 3)} contains the pair {(i, 1), (j, 2)}, and the triple
following {(i, 1), (j, 2), (i ◦2 j, 3)} contains the pair {(j, 2), (i ◦2 j, 3)}, replace
{(i, 1), (j, 2), (i ◦2 j, 3)} with the triples {(i, 1), (j, 2),∞}, {(i, 1),∞, (i ◦2 j, 3)},
{∞, (j, 2), (i◦2 j, 3)} in this order. Noting that these three triples induce a K3 in
the 2-BIG of A′′, we observe that an appropriate ordering of these three triples
can be similarly chosen in the two remaining cases according to the pairs that
are included in the triples preceding and following {(i, 1), (j, 2), (i ◦2 j, 3)} in H .
This procedure yields a Hamilton cycle H∗ in the 2-BIG of A′′.
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8 3v + 3 Construction when v is odd
The 3v Construction in Section 6 can also be extended to a 3v+3 Construction
when v is odd, however this requires much more delicate arguments. The idea
in general is to start proceeding as in the 3v + 1 Construction, but this time
three transversals in Q2 are to be found. The set of pairs obtained from the
triples coming from each transversal is then paired with one of the three new
points to form new triples. The major difficulty here is that in order to complete
the block set to the block set of a TTS(3v + 3) we need to include two copies
of a triple where all three new points appear together, and doing so the 2-BIG
of this initial TTS(3v+3) becomes disconnected (hence non-Hamiltonian). We
overcome this issue by performing a second, very carefully chosen trade. We
will show that the particular trade that is being performed guarantees that the
2-BIG of the resulting TTS(3v + 3) is Hamiltonian.
As with the 3v+1 Construction, the particular latin square that we are using
guarantees the existence of transversals only when v is odd, but the general
methodology for the 3v+3 Construction can potentially be used for even values
of v if suitable latin squares can be found that yield three transversals.
3v+ 3 Construction: Let v > 7 be odd, and let A = (V,B) be a TTS(v)
on the point set V = Zv. Suppose that the 2-BIG of A is Hamiltonian. Let
Q1 = (V, ◦1) and Q2 = (V, ◦2) be two quasigroups of order v where for i, j ∈ Zv,
i◦1 j = i+ j (modulo v) and i◦2 j = i+ j+1 (modulo v). Let L1 and L2 be the
corresponding latin squares. Let T1, T2 and T3 be three diagonal transversals
of L2 defined as T1 = {(a, b) | a = b}, T2 = {(a, b) | a = b + 2} and T3 =
{(a, b) | a = b+1} (where all arithmetic is done modulo v). Note that T1, T2, T3
respectively contain the cells (0, 0), (1, v − 1), and (1, 0) (which will later give
rise to the triples {∞1, (0, 2), (1, 3)}, {(1, 1),∞2, (1, 3)} and {(1, 1), (0, 2),∞3}
among other triples).
Use the 3v Construction to form a TTS(3v) A′ = (V ′,B′) with a Hamilto-
nian 2-BIG where V ′ = V ×{1, 2, 3}. Then to form a TTS(3v+3)A′′ = (V ′′,B′′)
where V ′′ = V ′ ∪ {∞1,∞2,∞3}, for each (i, j) that is a cell of Tt (t = 1, 2, 3),
replace the triple {(i, 1), (j, 2), (i ◦2 j, 3)} with the triples {(i, 1), (j, 2),∞t},
{(i, 1),∞t, (i ◦2 j, 3)}, {∞t, (j, 2), (i ◦2 j, 3)}, except that we deliberately do
not include the triples {∞1, (0, 2), (1, 3)}, {(1, 1),∞2, (1, 3)}, {(1, 1), (0, 2),∞3}.
Moreover, include in B′′ the triples {(1, 1), (0, 2), (1, 3)}, {∞1,∞2, (1, 3)}, {∞1,
(0, 2),∞3}, {(1, 1),∞2,∞3}, {∞1,∞2,∞3}.
It is not difficult to see that each block in B′′ is a distinct triple (in particular,
the triple {{(1, 1), (0, 2), (1, 3)} was first traded away in the 3v Construction
when A′ = (V ′,B′) was being formed, and then it is included back in the block
set of A′′), and that each pair of points of V ′′ appears in exactly two triples in
B′′. So A′′ = (V ′′,B′′) is a simple twofold triple system.
Now we proceed to proving that the TTS(3v + 3) that is obtained from the
3v + 3 Construction as described above has a Hamiltonian 2-BIG.
Theorem 8.1. If v > 7 is odd and there exists a TTS(v) with a Hamiltonian
2-BIG, then there exists a TTS(3v + 3) with a Hamiltonian 2-BIG.
Proof. Let A = (V,B) be a TTS(v) on the point set V = Zv. Apply the 3v
Construction and use the proof of Theorem 6.2 to form a TTS(3v) A′ = (V ′,B′)
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whose 2-BIG has a Hamilton cycle H . Now form a TTS(3v+3) A′′ = (V ′′,B′′)
from A′ by following the steps given in the 3v + 3 Construction.
Our aim is to use H to find a Hamilton cycle H∗ in the 2-BIG of A′′. This
can be done as follows: Proceed similarly as in the 3v + 1 Construction. Let
(i, j) be a cell of the transversal Tt (t = 1, 2, 3) in Q2 such that in H the triple
preceding {(i, 1), (j, 2), (i ◦2 j, 3)} contains the pair {(i, 1), (j, 2)}, and the triple
following {(i, 1), (j, 2), (i ◦2 j, 3)} contains the pair {(j, 2), (i ◦2 j, 3)}. Replace
{(i, 1), (j, 2), (i ◦2 j, 3)} with the triples {(i, 1), (j, 2),∞t}, {(i, 1),∞t, (i ◦2 j, 3)},
{∞t, (j, 2), (i ◦2 j, 3)} in this order. (It was noted in the proof of Theorem
7.1 that an appropriate ordering of these three triples can similarly be cho-
sen in the two remaining cases according to the pairs that are included in the
triples preceding and following {(i, 1), (j, 2), (i ◦2 j, 3)} in H1.) Then delete
the three triples {∞1, (0, 2), (1, 3)}, {(1, 1),∞2, (1, 3)}, {(1, 1), (0, 2),∞3} that
were excluded in the 3v + 3 Construction. In the 2-BIG that is induced by
the triples in (B′′ \ {{∞1, (0, 2), (1, 3)}, {(1, 1),∞2, (1, 3)}, {(1, 1), (0, 2),∞3}})
∪{{(1, 1), (0, 2), (1, 3)}, {∞1,∞2, (1, 3)}, {∞1, (0, 2),∞3}, {(1, 1),∞2,∞3}, {∞1,
∞2,∞3}}, the deletion of these three triples has the effect of breaking a Hamil-
ton cycle into three paths. These three paths can be identified as follows:
P ′ has ends {(1, 1),∞3, (2, 3)} and {(0, 2), (1, 3), (v − 1, 3)},
P ′′ has ends {∞3, (0, 2), (2, 3)} and {∞2, (v − 1, 2), (1, 3)}, and
P ′′′ has ends {(0, 1), (0, 2),∞1} and {(0, 1), (1, 1), (1, 3)}.
Then a Hamilton cycle H∗ in the 2-BIG of A′′ can be given as H∗ = ({∞1,∞2,
∞3}, {∞1,∞2, (1, 3)}, P ′′, {∞1, (0, 2),∞3}, P ′′′, {(1, 1), (0, 2), (1, 3)}, P ′, {(1, 1),
∞2,∞3}).
9 Main Results
In this section we prove our main theorem, which completely settles the spec-
trum problem of TTSs with Hamiltonian 2-BIG.
First we need to settle some small orders, which we will later use to start
the induction that will prove Theorem 9.1. We include an explicit example of
a TTS(v) with a Hamiltonian 2-BIG for each order v ∈ {4, 7, 9, 10, 18}. In each
example, the ordering of the triples identifies the Hamilton cycle.
v = 4: The unique TTS(4) has K4 as its 2-BIG.
({0, 1, 2}, {0, 1, 3}, {0, 2, 3}, {1, 2, 3})
v = 7: The existence of a TTS(7) with a Hamiltonian 2-BIG is known by
Theorem 1.2. We give an explicit example.
({0, 1, 2}, {0, 1, 3}, {0, 3, 5}, {0, 5, 6}, {0, 4, 6}, {0, 2, 4}, {2, 4, 5}
{2, 3, 5}, {2, 3, 6}, {3, 4, 6}, {1, 3, 4}, {1, 4, 5}, {1, 5, 6}, {1, 2, 6})
v = 9: The particular TTS(9) whose blocks are shown below has a Hamilto-
nian 2-BIG. Moreover the 2-BIG of this TTS(9) is bipartite, and therefore this
TTS(9) is the union of two STSs of order 9.
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({0, 1, 2}, {0, 1, 3}, {0, 3, 4}, {0, 2, 4}, {2, 4, 6}, {1, 4, 6},
{1, 4, 8}, {1, 7, 8}, {1, 6, 7}, {2, 6, 7}, {2, 3, 7}, {3, 4, 7},
{4, 5, 7}, {4, 5, 8}, {2, 5, 8}, {2, 3, 8}, {3, 6, 8}, {0, 6, 8},
{0, 7, 8}, {0, 5, 7}, {0, 5, 6}, {3, 5, 6}, {1, 3, 5}, {1, 2, 5})
v = 10: There are 394 non-isomorphic simple TTSs of order 10. The largest
girth for their 2-BIGs is girth 7, which occurs only for a single TTS(10). This
particular TTS(10) has a Hamilton cycle as follows.
({0, 1, 2}, {0, 1, 3}, {0, 3, 5}, {0, 5, 7}, {0, 7, 9}, {0, 8, 9},
{0, 6, 8}, {0, 4, 6}, {4, 6, 9}, {4, 5, 9}, {1, 4, 5}, {1, 3, 4},
{3, 4, 7}, {3, 7, 9}, {3, 6, 9}, {2, 3, 6}, {2, 3, 8}, {3, 5, 8},
{5, 6, 8}, {1, 5, 6}, {1, 6, 7}, {2, 6, 7}, {2, 5, 7}, {2, 5, 9},
{1, 2, 9}, {1, 8, 9}, {1, 7, 8}, {4, 7, 8}, {2, 4, 8}, {0, 2, 4})
In the 2-BIG of this TTS(10)
({0, 1, 2}, {0, 1, 3}, {0, 3, 5}, {0, 5, 7}, {2, 5, 7}, {2, 5, 9} {1, 2, 9})
is a cycle of length 7.
v = 18: The 2-BIG of the following TTS(18) is Hamiltonian and has girth 5.
({0, 1, 2}, {0, 1, 3}, {0, 3, 5}, {0, 5, 6}, {0, 4, 6}, {0, 2, 4},
{2, 3, 4}, {1, 3, 4}, {1, 4, 8}, {1, 6, 8}, {1, 5, 6}, {1, 5, 7},
{4, 5, 7}, {4, 5, 13}, {4, 13, 16}, {4, 10, 16}, {2, 10, 16}, {2, 10, 13},
{9, 10, 13}, {1, 9, 13}, {1, 9, 12}, {1, 10, 12}, {1, 10, 14}, {1, 14, 17},
{1, 16, 17}, {0, 16, 17}, {0, 14, 16}, {2, 14, 16}, {2, 14, 15}, {3, 14, 15},
{3, 14, 17}, {3, 13, 17}, {5, 13, 17}, {5, 10, 17}, {5, 10, 14}, {5, 9, 14},
{4, 9, 14}, {4, 6, 14}, {6, 13, 14}, {8, 13, 14}, {8, 11, 14}, {7, 11, 14},
{7, 12, 14}, {0, 12, 14}, {0, 12, 13}, {8, 12, 13}, {8, 12, 15}, {7, 12, 15},
{4, 7, 15}, {4, 10, 15}, {8, 10, 15}, {0, 8, 10}, {0, 10, 11}, {6, 10, 11},
{2, 6, 11}, {2, 6, 8}, {2, 5, 8}, {3, 5, 8}, {3, 7, 8}, {0, 7, 8},
{0, 7, 9}, {0, 9, 11}, {4, 9, 11}, {4, 11, 12}, {4, 12, 17}, {4, 8, 17},
{8, 9, 17}, {6, 9, 17}, {6, 12, 17}, {6, 12, 16}, {5, 12, 16}, {2, 5, 12},
{2, 9, 12}, {2, 3, 9}, {3, 9, 10}, {3, 10, 12}, {3, 11, 12}, {3, 11, 13},
{1, 11, 13}, {1, 11, 15}, {1, 15, 16}, {3, 15, 16}, {3, 6, 16}, {3, 6, 7},
{6, 7, 10}, {7, 10, 17}, {7, 11, 17}, {2, 11, 17}, {2, 15, 17}, {0, 15, 17},
{0, 13, 15}, {6, 13, 15}, {6, 9, 15}, {5, 9, 15}, {5, 11, 15}, {5, 11, 16},
{8, 11, 16}, {8, 9, 16}, {7, 9, 16}, {7, 13, 16}, {2, 7, 13}, {1, 2, 7})
In the 2-BIG of this TTS(18)
({0, 1, 2}, {0, 1, 3}, {1, 3, 4}, {2, 3, 4}, {0, 2, 4})
is a cycle of length 5.
Theorem 9.1. Suppose that v > 3. There exists a TTS(v) with a Hamiltonian
2-BIG if and only if v ≡ 0, 1 (modulo 3), except for v ∈ {3, 6}.
Proof. First note that by [2] a TTS(v) exists only if v ≡ 0, 1 (modulo 3). The
2-BIG of the unique TTS(3) consists of two isolated vertices, and therefore it
is non-Hamiltonian. There is a unique simple TTS(6), and it has a connected
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2-BIG, however it is not Hamiltonian. In fact, the 2-BIG of the unique simple
TTS(6) is the Petersen graph [16].
To prove the sufficiency of the condition, suppose that v ≡ 0, 1 (modulo 3)
and note that an example for a TTS(v) with a Hamiltonian 2-BIG is already
given for v ∈ {4, 7, 9, 10, 18}. Moreover a TTS(v) with a Hamiltonian 2-BIG
exists for v ∈ {13, 15, 16, 19} by Theorem 1.2. For v = 12 and v = 21, a
TTS(v) with a Hamiltonian 2-BIG can be constructed using the 3v Construction
together with respectively a TTS(4) and TTS(7) whose 2-BIGs are Hamiltonian.
This establishes that for 7 6 v 6 21, v is in the spectrum of TTSs with a
Hamiltonian 2-BIG.
Let v = 12k + r > 22 (for some positive k, and non-negative r such that
r 6 10), and inductively suppose that for all t ≡ 0, 1 (modulo 3) where 7 6 t < v
there exists a TTS(t) with a Hamiltonian 2-BIG. Then to construct a TTS(v)
with a Hamiltonian 2-BIG one can apply the following procedure:
If r = 0, use the 3v Construction, unless k ≡ 2 (modulo 3), in which case
use the 3v + 3 Construction.
If r = 1, Theorem 1.2 guarantees the existence of a TTS(v) with a Hamil-
tonian 2-BIG, unless k ≡ 2 (modulo 5), in which case use the 2v + 1
Construction.
If r = 3 or r = 7, Theorem 1.2 guarantees the existence of a TTS(v) with
a Hamiltonian 2-BIG.
If r = 4, Theorem 1.2 guarantees the existence of a TTS(v) with a Hamil-
tonian 2-BIG, unless k ≡ 3 (modulo 5), in which case use the 2v + 2
Construction.
If r = 6, use the 3v Construction, unless k ≡ 0 (modulo 3), in which case
use the 3v + 3 Construction.
If r = 9, use the 3v Construction, unless k ≡ 2 (modulo 3), in which case
use the 2v + 1 Construction.
If r = 10 use the 3v + 1 Construction, unless k ≡ 2 (modulo 3), in which
case use the 2v + 2 Construction.
This finishes the proof.
We conclude with an easy consequence of Theorem 9.1.
Theorem 9.2. Suppose that v > 3. There exists a TTS(v) with a 2-BIG that
has a Hamilton path if and only if v ≡ 0, 1 (modulo 3), except for v = 3.
Proof. This follows from Theorem 9.1 and the observation that there is no simple
TTS(3), whereas the 2-BIG of the unique simple TTS(6) is the Petersen graph,
which has a Hamilton path.
19
10 Acknowledgements
A. Erzurumluog˘lu acknowledges research support from AARMS. D.A. Pike ac-
knowledges research grant support from NSERC (grant numbers RGPIN-04456-
2016 and 217627-2010), CFI and IRIF, as well as computational support from
Compute Canada and its consortia (especially ACENET, SHARCNET and
WestGrid) and The Centre for Health Informatics and Analytics of the Fac-
ulty of Medicine at Memorial University of Newfoundland.
References
[1] B. Alspach, K. Heinrich and B. Mohar. A note on Hamilton cycles in block-
intersection graphs. Finite Geometries and Combinatorial Designs – Con-
temporary Mathematics 111 (1990), 1–4.
[2] K.N. Bhattacharya. A note on two-fold triple systems. Sankhya¯ 6 (1943),
313–314.
[3] A.E. Brouwer. On the size of a maximum transversal in a Steiner triple
system. Canad. J. Math. 33 (1981), 1202–1204.
[4] M.J. Colbourn and J.K. Johnstone. Twofold triple systems with a minimal
change property. Ars Combin. 18 (1984), 151–160.
[5] M. Dehon. On the existence of 2-designs Sλ(2, 3, v) without repeated blocks.
Discrete Math. 43 (1983), 155–171.
[6] M. Dewar and B. Stevens. Ordering Block Designs: Gray Codes, Universal
Cycles and Configuration Orderings. Springer, 2012.
[7] A. Erzurumluog˘lu and D.A. Pike, Twofold triples systems without 2-
intersecting Gray codes. Des. Codes Cryptogr. to appear.
[8] M.R. Garey, D.S. Johnson and R.E. Tarjan. The planar Hamiltonian circuit
problem is NP-complete. SIAM J. Comput. 5 (1976), 704–714.
[9] M. Gionfriddo. On the number of pairwise disjoint blocks in a Steiner sys-
tem. Combinatorial design theory, 189–195, North-Holland Math. Stud.,
149, North-Holland, Amsterdam, 1987.
[10] P. Hora´k, D.A. Pike and M.E. Raines. Hamilton cycles in block-intersection
graphs of triple systems. J. Combin. Des. 7 (1999), 243–246.
[11] P. Hora´k and A. Rosa. Decomposing Steiner triple systems into small con-
figurations. Ars Combin. 26 (1988), 91–105.
[12] A.T. Jesso, D.A. Pike and N. Shalaby. Hamilton cycles in restricted block-
intersection graphs. Des. Codes Cryptogr. 61 (2011), 345–353.
[13] C.C. Lindner and K.T. Phelps. A note on partial parallel classes in Steiner
systems. Discrete Math. 24 (1978), 109–112.
[14] C.C. Lindner and C.A. Rodger. Design Theory, Second Edition. CRC Press,
2009.
20
[15] G. Lo Faro. On the size of partial parallel classes in Steiner systems STS(19)
and STS(27). Discrete Math. 45 (1983), 307–312.
[16] E.S. Mahmoodian. The intersection graph of B[3,2;6] design is the Petersen
graph. Bull. Inst. Combin. Appl. 4 (1992), 110.
[17] R.C. Mullin and C.C. Lindner. Lower bounds for maximal partial parallel
classes in Steiner systems. J. Combin. Theory Ser. A 26 (1979), 314–318.
[18] C.A.B. Smith. Map colourings and linear mappings. Combinatorial Mathe-
matics and its Applications, 259–283, Proc. Conf. Oxford, Academic Press,
London, 1971.
[19] D.R. Stinson and W.D. Wallis. Two-fold triple systems without repeated
blocks. Discrete Math. 47 (1983), 125–128.
[20] A.G. Thomason. Hamiltonian cycles and uniquely edge colourable graphs.
Ann. Discrete Math. 3 (1978), 259–268.
[21] W.T. Tutte. On Hamiltonian circuits. J. London Math. Soc. 21 (1946),
98–101.
[22] Z. Tuza. Large partial parallel classes in Steiner systems. Combinatorics ’90
(Gaeta, 1990), Ann. Discrete Math. 52, North-Holland, Amsterdam (1992),
545–548.
[23] J. van Buggenhaut. On the existence of 2-designs S2(2, 3, v) without re-
peated blocks. Discrete Math. 8 (1974), 105–109.
[24] D.E. Woolbright. On the size of partial parallel classes in Steiner systems.
Topics on Steiner systems. Ann. Discrete Math. 7 (1980), 203–211.
21
