Abstract. We study here various expansions and approximations of the spectrum of non-commutative harmonic oscillators of the type
Introduction
In this paper we study various expansions and approximations of the spectrum of non-commutative harmonic oscillators (introduced in [15] and [16] ; see also [14] and [11] ) of the type
where A, B ∈ Mat 2 (R) are constant matrices such that A = t A > 0 (or < 0) and B = − t B = 0, and such that the Hermitian matrix A+iB is positive (or negative) definite. In particular, we are interested in better understanding the lowest eigenvalue of such systems. In fact, the structure of the spectrum (along with its multiplicity) was determined in the papers [15] and [16] (see also [14] ). However, since the eigenvalues are described by zeros of particular functions defined in general through continued fractions, they are still difficult to be determined explicitly. On the other hand, considering the limit det(A)/pf(B) 2 → +∞ allows us to use Rellich's Holomorphic Perturbation Theory (see [18] and [8] ) to obtain the eigenvalues (and the relative suitably normalized eigenfunctions) as analytic functions of the parameter det(A)/pf(B) 2 . In particular, we shall be able to select (among the candidate ones found in the papers [15] - [16] ) the equation satisfied by the lowest eigenvalue (for det(A)/pf(B) 2 large; see equation (33) of Theorem 4.11 below). This equation allows a different interpretation of the terms arising through Rellich's method, and an approximation of the lowest eigenvalue
We wish to thank Institut Mittag-Leffler for the kind hospitality, and A.Laptev and B.Helffer for useful discussions. 1 which is the best one, as compared to Brummelhuis' one (see [1] ) and to the one given by the W.K.B. method (which turns out to be the worst one, at least in the simple-minded approach followed in this paper). We remark in passing that, as proved in Corollary 2.4 below and as seen also by Rellich's theory, the lowest eigenvalue of Q(x, D x ) when A > 0 and A + iB > 0 is strictly smaller than the one of A(−∂ 2
x + x 2 )/2. As proven in [15] (see also [14] ), the spectral problem for system Q(x, D x ) is unitarily equivalent to the spectral problem for
where J = 0 −1 1 0 , the parameters α, β belonging to
endowed with coordinates
We may hence reduce matters to considering the problem for Q (α,β) (x, D x ), with α, β > 0, in the limit √ αβ → +∞. The plan of the paper is the following. In Section 2 we shall set up the perturbation theory used, and prove Corollary 2.4 mentioned above. In Section 3 we shall exploit Rellich's method using the classical Hermite basis, and obtain the expansion of the eigenvalues of Q(x, D x ) in the different instances of a simple eigenvalues and of a higher-multiplicity eigenvalue (with a suitable extra assumption), respectively. In Section 4 we shall compare the different approximations and bounds obtained by the Rellich, Brummelhuis, W.K.B. and Parmeggiani-Wakayama methods, respectively.
We close this introduction by pointing out that the study of the spectrum of matrix-valued oscillators such as Q(x, D x ) is important to the study of lower bounds and solvability of systems of pseudodifferential operators (see, e.g., [1] , [2] , [6] , [12] , [13] ), and in some semiclassical asymptotics and Morsetype inequality such as the ones of Shubin's paper [20] . Moreover, the study carried out here is to be considered as "complementary" to the (numerical) study done in [9] in the case α = sβ, for increasing s > 0.
We hope to be able to apply some of the results of this paper (namely Corollary 3.12 below) to the study of the Lieb-Thirring constant for the system Q(x, D x ).
Setting the expansion
In this section we prepare the ground for the Rellich expansion by writing Q (α,β) (x, D x ) as a perturbed diagonal harmonic oscillator. We set
, and e(x, D x ) = x∂ x + 1 2 , x ∈ R.
Since we may write The choice of t in place of is more convenient for our present purposes. To simplify notation we will also set A(z) := z 0 0 1/z .
We will consider here the case 0 < α ≤ β, that is z ∈ (0, 1] and t ∈ (0, 1), and study the expansion of the eigenvalues, and especially of the lowest eigenvalue, for fixed z and for t → 0+ and actually as t → 0 (see the remark below), of the system
Remark 2.1. Because of the particular form of Q t , we may, and will, consider also t ∈ (−1, 0). We shall hence write the expansion as t → 0. Also, (1) yields that for t = 0
Notice finally that the case 0 < β ≤ α, i.e. z ∈ [1, +∞), is similar, and gotten from the case α ≤ β by considering the intertwining
where K = 0 1 1 0 , and by taking the limit as t → 0 + . In fact,
For convenience, we now recall the reason why we assume |t| < 1. Upon
that is Q t is a globally elliptic operator (see [19] or [5] ) for all t ∈ (−1, 1). Hence
are continuous and, as unbounded operators in L 2 (R; C 2 ), they all have the same domain
with norm ||u||
, which is the domain of Q 0 , they all are self-adjoint, they all have compact resolvent and have discrete spectrum made of eigenvalues diverging to +∞, with finite multiplicities. Let us now write, for all t ∈ (−1, 1), Spec( 
, for some choice of ± and some n ∈ Z + .
Remark that S(R;
Hence, for |t| < 1, Q t −→ Q 0 as t → 0 in the strong generalized sense of Kato. In particular, for any given
Recall that by Q t −→ Q 0 as t → 0 in the strong generalized convergence of Kato, we mean that the "gap" between the graphs of the operators Q t and Q 0 tends to zero as t → 0 (see [8] , page 197 for the definition of gap between subspaces of a Banach space and pages 201-202 for the definition of strong generalized convergence).
Proof of the lemma. Since h is globally elliptic, there exists a parametrix
glob (see [19] or [5] ).
glob , we have that for any given u ∈ B 2 (R; C 2 ), there exists C 0 > 0 (independent of z) such that
which proves (2). We hence have for |t| < 1 (3) . It follows that, being all the Q t self-adjoint with compact resolvent for all t ∈ I 0 , by Theorem 3.9, page 392 of [8] (see also [18] , page 115), all the eigenvalues of Q t are given by analytic functions λ k ∈ C ω (I 0 ; R), k ∈ Z + (keeping into account repetitions given by multiplicities). Moreover, one may find a sequence of analytic vector-valued functions 
Proof. We start by considering u ∈ C ω (I 0 ; L 2 (R; C 2 )) with ||u(t)|| = 1 for all t ∈ I 0 , the relative eigenfunction belonging to λ (i.e. Q t u(t) = λ(t)u(t), t ∈ I 0 ). We may, and will, suppose u to be real-valued.
Lemma 2.5. There exists 0 < δ * < 1 (dependent only on z) such that, with
Also, as a consequence, for any fixed
Proof of the lemma. By estimate (2) we have the existence of δ * ∈ (0, 1), such that
Moreover, by elliptic regularity, u(t) ∈ B 2 for all t ∈ I 0 . Let now t, t 0 ∈ I 1 . Since
we have, by (4),
as t → t 0 . Again by (2), we therefore have
The last statement follows from the following inequality (again a consequence of (2)):
This concludes the proof of the lemma.
Lemma 2.6. We have, for all t ∈ I 1 , ∂ t u(t) ∈ B 2 , and
Proof of the lemma. Take t, t 0 ∈ I 1 . Write
On the other hand,
and, by elliptic regularity,
Notice that the same argument gives also
by (6) and the continuity of t → M u(t). Finally, by formula (5), it follows that
as t → 0. This proves the lemma.
We now go back to the proof of the corollary. Write
whence it follows that in particular
we get
for M u 0 ∈ Ker(Q 0 − λ 0 ) ⊥ and by (8) . Notice that formula (7) and
, which is impossible. Notice, moreover, that
By Lemma 2.6 we have
whence, upon recalling the definition of Q t ,
Hence, taking the inner product with u(t) and using (9) yields
for all t ∈ I 1 . Let us now write, for t ∈ I 1 ,
and remark that t 2ũ (t)
as t → 0, by Lemma 2.6. Therefore, on the one hand (10) yields
and on the other (11) and (12) give
This concludes the proof of the corollary.
Remark 2.7. Notice that the above corollary holds in more general situations. For instance, it holds for |t| sufficiently small when
A t = A 0 + tA 1 , D(A t ) = D(A 0 ) = B 2 , with A 0 = A * 0 (globally) elliptic, where A 1 = A * 1 satisfies estimate (2), λ 0 = min Spec(A 0 ) simple, A 1 : Ker(A 0 − λ 0 ) −→ Ker(A 0 − λ 0 ) ⊥ , inf 0 =f ∈B 2 ∩Ker(A 0 −λ 0 ) ⊥ (A 0 − λ 0 )f, f /||f || 2 > 0.
The Rellich method
We start this section by recalling a few facts related to the oscillatorrepresentation of sl 2 (R). Let
Then ψ † is the "creation" operator, ψ is the "annihilation" operator and
Hence, upon defining ϕ 0 = e −x 2 /2 and ϕ n = (ψ † ) n ϕ 0 , n ∈ Z + , one gets that
for all n ∈ Z + . Hence, the basis of L 2 (R; C 2 ) with respect to which we shall construct the Rellich expansion is {ϕ n ⊗e j ; n ∈ Z + , j = 1, 2}, where {e 1 , e 2 } is the canonical basis of C 2 . Remark also that for all t ∈ R, Q t preserves the parity, for both Q 0 and M do. Hence also the expansion will decompose into one relative to even-eigenfunctions and one relative to odd-eigenfunctions, according to the orthogonal, invariant decomposition of
Let us concentrate on the case z ∈ (0, 1), fixed. The case z = 1 is already explicitly understood in [15] , and gives rise to multiplicity 2 eigenvalues.
(This fact will also be trasparent in the construction of the expansion.) We will at first consider the case in which the limit-eigenvalue, relative to Q 0 , is λ 0 (z, n) := z(n + 1/2), for some fixed n ∈ Z + . Let us therefore look for
where it is no restriction to suppose that the u k 's and λ k are all real. Next, let us consider the eigenvalue equation
which is then written as
We hence get the following recurrence:
unchanged. This is crucial to observe, for it will then be clear in the recurrence for the eigenvalues of Q t , that the expansion of the eigenvalue is independent of ||u 0 ||.
It will be useful in the sequel to write the recurrence equations, and the normalization conditions, also in the following form
and the terms λ k , k ≥ 1, upon taking the scalar product with u 0 ,
Remark 3.2. When λ 0 is simple, one has that the above recurrence equations at step k are all uniquely solvable, giving rise to analytic functions t −→ λ(t) and t −→ u(t) (see [8] , [18] , [10] ). When λ 0 is not simple, and in our case it will have at most multiplicity 2, things are more complicated, because the recurrence equations may not be solvable at some step k, or because of the lack of uniqueness. However, one still has the existence of analytic functions λ (j) and u (j) , j = 1, 2, solutions to
We shall set throughout the sequel ϕ −n = 0 for all n ∈ Z + . We end this section by recalling, for convenience, a few elementary facts about the spectrum of
where the multiplicity of each eigenvalue is 1, unless z 2 = µ m /µ n for some positive integers m, n with m < n. In such a case, λ 0 (z, n) = λ 0 (1/z, m) and the multiplicity is 2.
Definition 3.3. We denote the set of "resonant" values of z ∈ (0, 1) by
Furthermore, when z ∈ S, we say that (n, m) is minimal when n and m are the least positive integers for which
It is important to observe that once z ∈ S is fixed as above with (n, m) minimal, there are infinitely many eigenvalues of Q 0 that have multiplicity 2. In fact, since for q, m, m ∈ Z + one has qµ m = µ m iff 2|q − 1, i.e. q = 2µ s for some s ∈ Z + , it follows that
whence all the eigenvalues of multiplicity 2 are all uniquely given by
for all s ∈ Z + . We may therefore state the following fact in the form of a lemma.
Lemma 3.4. Suppose z 2 = µ m /µ n , for m < n positive integers and (n, m) minimal. Then
It hence follows that min min
We will call (zµ
Remark 3.5. Hence zµ n is simple if and only if there is no m < n such that zµ n = z −1 µ m . In particular the lowest eigenvalue of Q 0 is always simple.
In the next section we will give the formula for the expansion in the case of an eigenvalue λ(t) whose "reference eigenvalue" λ(0) = λ 0 (z, n) is simple.
3.1. The case of λ 0 (z, n) simple. We want to obtain the expansion of λ(t) = λ 0 + tλ 1 + t 2 λ 2 + . . . , when λ 0 = λ(0) = λ 0 (z, n) is simple. We necessarily have to require z = 1. We hence suppose that zµ n = z −1 µ m for all m ∈ Z + with m < n.
To get an idea of the formula we should expect, we start by computing a few steps in the expansion.
Step k = 0. This is just the eigenvalue equation for Q 0 , which yields that
Remark 3.6. Notice already at this point that supposing z = 1 would of course give the same λ 0 , and the choice of two functions, orthogonal to one another, u
Moreover, considering z −1 (n+1/2) as "reference eigenvalue" would give rise to a function of the kind ϕ n ⊗ e 2 .
Step k = 1. In this case, we have the equation
Since Ju 0 = ϕ n ⊗ e 2 , we may write
whence, with u 1 = u 11 u 12 , the system of equations
The first equation immediately gives
0 ∈ R. As for the second one, we look for u 12 of the form u 12 = c
1 ∈ R to be determined. Notice that the coordinate of u 12 with respect to ϕ n has to be 0. Then
1 µ n+2 ϕ n+2 , and, since z −1 µ n−2 − zµ n = 0,
On the other hand
0 = 0, whence
We next consider step k = 2.
Step k = 2. In this case, being λ 1 = 0, we have to consider
that is the system, with
Being z 2 = 1 and λ 0 simple, the second equation yields u 22 = 0. The first equation may be written as
where
2 ϕ n+4 , with
and c (2) 0 determined by
Notice that choosing c (2) 0 = 0 would yield u 1 = u 2 = 0, so that, as it will be seen below, λ k = 0 for all k ≥ 1.
To properly state the theorem about the expansion, we need the following definition.
Definition 3.7. Let n, d ∈ Z + and z ∈ R + be fixed. We define the following polynomials in the Hermite functions ϕ n+2j , j ∈ Z,
We are ready to state the theorem about the expansion.
, for some n ∈ Z + , with λ 0 (z, n) simple. One can then find analytic functions λ : I 0 −→ R and
Hence, in the expansion of λ(t) the coefficients λ 2k+1 (z, n) = 0, for all k ∈ Z + , and the λ 2k (z, n) and the polynomials p 2k,n and p 2k+1,n may be explicitly computed by recurrence. More precisely, one has the following formulas:
for k ≥ 1 (where we set
,
and as regards the remaining coefficients of the polynomials p r,n (z; ϕ) one has: Formulas for the coefficients of the polynomials p 2k,n (ϕ):
when |j| = 2r + 2, with r = 0, 1, . . . , k − 2.
Formulas for the coefficients of the polynomials p 2k+1,n (ϕ):
j+1 (z; n) , when |j| = 2r + 1, with r = 0, 1, . . . , k − 1.
Proof. The first part of the proof consists of proving by induction that the λ 2k+1 are all zero, and that the functions u 2k , u 2k+1 are indeed of the stated form. The second part deals with computing recursively the coefficients λ 2k and the polynomials p 2k and p 2k+1 . We have already seen that λ 1 = 0, u 0 = ϕ n ⊗ e 1 = p 0,n (ϕ) ⊗ e 1 , and
So, suppose the induction hypothesis true up to an integer r − 1.
• Suppose r = 2k. We have to prove that u 2k = p 2k,n (ϕ)⊗e 1 . The recurrence above yields for u 2k the equation
Hence, by the induction hypothesis, we get
As before, z 2 = 1, λ 0 (z, n) simple and the second equation yield u 2k,2 = 0. Let us now isolate the ϕ n coefficient in
which is given by 1 2 (n + 2)(n + 1)c 
where we set c (r) j = 0 for all j ∈ Z, whenever r < 0. We finally choose the coefficients c
The formula for the coefficients of p 2k,n (ϕ) is immediately obtained from the system above.
• Suppose now r = 2k + 1. In this case, we have to consider
Again, the second equation gives u 2k+1,2 = p 2k+1,n (ϕ), for one has that e(x, D x )p 2k,n =p 2k+1,n (ϕ), whereas the first one gives λ 2k+1 = 0 and u 2k+1,1 = cϕ n for some c ∈ R. Now,
It follows from [8] (see also Satz 1, page 360 of [18] , and Theorems II and III, pages 356 and 359 of [10] 
), that such functions t −→ λ(t) and t −→ u(t) exist. Equating then the coefficients according to the powers of t in the equation Q t u(t) = λ(t)u(t)
gives the above recurrence equations, that we have uniquely solved. Hence the coefficients must be given by those we have found above, thereby concluding the proof of the theorem.
Remark 3.9. Of course, the formulas for λ k and u k can be obtained by the ones in [18] , Satz 1 (page 360, formulas (3a)-(3c)), by specializing matters to the present case.
Remark 3.10. Recall that the expansion of a simple eigenvalue λ(t) of Q t holds more generally for all (z, t) ∈ R + × I 0 } with z = 1 (value that must be excluded because it gives rise to higher multiplicity eigenvalues).
For the reader's convenience, we shall give the formula for the expansion in the case the "target" eigenvalue of Q 0 is given by 1 z (m + 1 2 ) and is simple.
Notice that in this case there is no integer n > m such that zµ n = z −1 µ m then. One has the following theorem. 
where the functions λ 2k and the polynomials p r,m are the ones introduced in Theorem 3.8. Hence, for instance, for all k ≥ 1 one has the formula
Proof. The proof follows from Remark 3.10. In fact, one considers as t → 0+
and applies the construction of Theorem 3.8 to the eigenvalue λ(t) that tends to z −1 (m + 1/2) as t → 0. Hence, it just suffices to replace t by −t, z by 1/z, and e j by Ke j , j = 1, 2, in the formulas in Theorem 3.8.
As a byproduct of the formulas in Theorems 3.8 and 3.11, we have the following corollary on the behavior of finite parts of the spectrum of Q t as t → 0. Corollary 3.12. Fix N 0 ∈ Z + , and let z ∈ S. Suppose that
.
Let λ ±,n (t), n = 0, . . . , N 0 , be the eigenvalues of Q t such that λ ±,n (0) = z ±1 µ n , ±-respectively. (We may hence suppose that they are all simple for n = 0, . . . , N 0 , provided t is sufficiently small.) Then there exists δ > 0 such that
Proof. The proof follows immediately from the formulas for λ 2 (z ±1 , n), namely
and
For the above choice of z one has λ 2 (z ±1 , n) < 0, n = 0, . . . , N 0 .
3.2.
Expansion for λ min (t) and µ min (α, β) as t → 0. We now concentrate on the lowest eigenvalue λ min (t) of Q t . Since z ∈ (0, 1), we have that λ 0 = z/2 is the lowest eigenvalue of Q 0 , and it is isolated. It is therefore interesting to see how the first few terms in the expansion of λ min (t) look like. We have,
as t → 0, whereas the relative eigenfunction (normalized by ||u t || = ||ϕ 0 ||) "looks like"
In particular, one may write the expansion of the lowest eigenvalue µ min (α, β) of Q (α,β) (x, D x ) as √ αβ → +∞ when α < β and α/β is a constant lying in (0, 1) as follows. With the choice of coordinates (z, t) introduced above (hence z ∈ (0, 1) is constant and t ∈ (0, 1)), one has
Higher multiplicities.
It is interesting to explore higher multiplicities. As shown in [15] and [16] (see also [14] ), the multiplicity of an eigenvalue of
is at most 2. We are going to consider the case in which the "reference" eigenvalue of Q 0 has multiplicity 2, and is of the kind
for some n, m ∈ Z + , that amounts to saying that z 2 = µ m /µ n (recall that µ n = n + 1/2 and, since z ∈ (0, 1), we must have m < n). From Remark 2.3, we have two analytic functions in I 0 , that we denote λ (1) (t) and λ (2) (t), for which
We also write
Let us set
0 }, and denote by P 0 the orthogonal projection of L 2 (R; C 2 ) onto V 0 .
One may deal with the following problems:
• Study the case where λ (1) (t 0 ) = λ (2) (t 0 ) for some t 0 ∈ I 0 ;
• Study the case where λ (1) (t) = λ (2) (t) for all t = 0, sufficiently small;
• Study the case where λ (1) (t) = λ (2) (t) for all t ∈ I 0 . The first problem is of course more difficult than the other two. We will deal here only with the second one, and actually with a special case of it. The main point is to find out a way for equating the coefficients in the expansions of the functions λ (1) and λ (2) .
Of course, the recurrence procedure introduced in Section 3 has to be adjusted to the higher multiplicity case. As already remarked there, it is well-known that the recurrence changes and it becomes less elementary to get the coefficients of both the expansions of the various branches of the eigenvalues and of the eigenfunctions (in fact, it might happen at some step k that the relative recurrence equation is not solvable; this is the main obstruction to the recurrence). At any rate, we know ( [8] , [10] , [18] ) that also in this case one can find analytic functions
such that (the u (j) may be taken real-valued, for j = 1, 2 for Q t is a real operator)
Now, suppose z ∈ S is not of the form µ n−2−4k 0 /µ n for some k 0 ∈ Z + . Then it is easily seen that
, whence it follows that if we assume that the u k . This is equivalent to solving the recurrence equations (R j ) (the ones relative to u (j) 0 ), along with (N j ) and (E j ), as if the eigenvalue λ 0 were simple, hence writing things down by using the formulas of Theorem 3.8 (and Theorem 3.11). It is also equivalent to setting, for j = 1, 2, (15) λ
where R 0 is the pseudoinverse of Q 0 − λ 0 , which is uniquely defined by
But equations (15), (16), (17) are exactly equations (3a)-(3c) of Satz 1 in [18] , and being λ 0 isolated, one has from Rellich's proof that the recurrence converges, and it sums up to analytic functions
, that therefore must coincide with those obtained in [10] and [8] (Satz 2 of [18] does not apply in the present case). We have hence proved the following corollary. (1/z, m) . Then there exist analytic functions λ (1) , λ (2) : I 0 −→ R and u (1) , u (2) 
Moreover, the coefficients of λ (j) and u (j) , j = 1, 2, are determined as in Theorems 3.8 and 3.11.
Let us hence take z 2 = µ m /µ n , with (n, m) minimal, m < n, and m = n − 2 − 4k, for all k ∈ Z + . One computes
Is is elementary to see that
Hence λ (1) (t) = λ (2) (t) as t → 0.
On the other hand, when z ∈ S all of the other multiple eigenvalues of Q 0 are then of the form
and also in this case
As regards Q (α,β) we hence have the following fact.
Proposition 3.14. Let α, β > 0 be so chosen that either z = α/β ∈ S or
is made of simple eigenvalues for all α, β as above such that
Proof of the proposition. The case z ∈ S is immediate. When z ∈ S is as above, since λ 2 (z, n+s+2sn) = λ 2 (z −1 , m+s+2ms), for all s ∈ Z + , also all the related λ (1) (t) = λ (2) (t), for t > 0 sufficiently small, depending on n, m and s. By virtue of the spacing condition (see Lemma 3.4), the theorems of [18] and [10] yield the result upon taking the least constant bounding t, that hence depends on N also.
As a consequence of the above proposition, we may rule out the existence of multiple eigenvalues of multiplicity greater than 1, whose higher multiplicities come, as pointed out in [15] [16] (see also [14] ), from the existence of even and of odd eigenfunctions. In the present context, such eigenvalues should be produced in the first approximation already at the level of Q 0 . One should therefore choose z 2 = µ m /µ n , with m < n, (n, m) minimal and, say, n odd and m even. Then the condition m = n − 2 − 4k is fulfilled for all k ∈ Z + . By Proposition 3.14 above, it follows that the perturbed eigenvalue is simple for all α, β such that αβ > 1 is sufficiently large. Hence, this kind of multiple eigenvalue (of Q 0 ), when perturbed, splits into two branches, one for each parity. Hence we may say the following. 
When z 2 = µ n−2 /µ n , with (n, n−2) minimal, let us consider the expansion with respect fo the eigenvalue λ 0 = zµ n = µ m /z of Q 0 . In this case the recurrence equations (R) are not solvable at step k = 1. The remedy to this was found by Rellich ([18] ; see also [10] ). Writeφ k := ϕ k /||ϕ k || and recall that V 0 = Ker(Q 0 − λ 0 ) = P 0 (L 2 (R; C 2 ) ). An easy computation shows that in the basis {φ n ⊗ e 1 ,φ m ⊗ e 2 },
whence it follows that
and, with u
Now Satz 2 of [18] , page 365, can be applied, and, upon recalling that
we get the following fact.
Proposition 3.16. Suppose z 2 = µ n−2 /µ n so that zµ n = µ n−2 /z. In the above notation, one has analytic functions λ (j) :
for j = 1, 2. As regards Q (α,β) (x, D x ), it follows in particular that also in this case the relative eigenvalue is simple for large √ αβ.
Comparisons
In this section we will compare the approximation of the lowest eigenvalue of Q (α,β) (x, D x ) given by Rellich's expansion with the bound of Brummelhuis (see [1] ), with the W.K.B. bound obtained by studying the bicharacteristics of the lowest eigenvalue of the principal symbol, and finally with the approximation obtained through the continued fraction introduced in [15] .
4.1.
Comparison with the bound of Brummelhuis. We start by recalling a theorem proved by Brummelhuis in [1] (Theorem 3.5, page 1577), in a form suitable for our purpose. 
for which Spec A −1 (iB + H) ⊂ {λ ∈ C; Re λ ≥ 0}. One has, by "completing the squares", the estimate
The theorem is a consequence of
and the theory of Riccati equations (see the reference in [1] ). In the case of t −1 Q t (x, D x ), one then has that
, we have the following lemma.
Lemma 4.2. For all t > 0 such that t = 1/ √ αβ is sufficiently small, one has (18) µ H (t) < µ min (α, β).
Notice that when z = 1 and t = 1/α < 1 (i.e. α = β > 1),
Remark 4.3. It is important to remark that
and, for all α, β ∈ R,
The following lemma will also be useful.
By symmetry, the same holds true for the ∂ x derivative of Q. In particular,
for all (x, ξ) = (0, 0).
Proof. Since |ζ ± | C 2 = 1, and ζ − ∈ iR × R and ζ + ∈ R × iR, we immediately get that
It suffices now to take the ∂ ξ derivative of the equation (Q − λ ± )ζ ± = 0 to get
The same argument applies when taking ∂ x . This concludes the proof of the lemma.
For E > 0 let us now define 
Proof. By using polar coordinates we immediately have
The final assertions are an immediate consequence of (19) and (20) .
We next set up the WKB approximation. In the first place, we shall do this in R × R + , for the construction may be made global (by taking into account the Maslov index). We shall hence work with the open Lagrangean manifold Λ 2 x) the metaplectic operator associated with χ (which is an isometry of L 2 (R; C 2 ) and automorphism of both S(R; C 2 ) and S (R; C 2 )). It is well-known that
. Our (forced) WKB approximation for the spectral problem related to Q w takes hence the form
We next compute the first three terms in the approximation (obtained by equating the resulting powers of γ), for we are interested in the first nontrivial correction in the Bohr-Sommerfeld condition (to be written below). We shall at the end choose γ = t. The reason why we follow this procedure (first performing the WKB and then choosing γ = t instead of first choosing γ = t and then performing the WKB) is that we want to keep track of the source of the different pieces in the final t-expansion of the lowest eigenvalue. We therefore have the following equations (of the terms in γ −1 , γ 0 and γ 1 , respectively):
As regards equation (21), we choose φ 0 = φ and v 0 (x) := ζ − (x, φ (x)). Before discussing the other equations, let us remark the following. Upon denoting by H λ − the Hamiltonian vector-field associated with λ − , that is
To solve (22), we choose φ 1 that makes the r.h.s. of (22) orthogonal to v 0 . This is possible. In fact, let us take the Hermitean product with v 0 . Using Remark 4.3 and Lemma 4.4, we have 1
We then obtain that φ 1 must satisfy
and hence we may take iφ 1 (x) = log 1
This term is well-known. We may hence choose v 1 (x) orthogonal to v 0 (x) as follows. We start by noting that
, where
Since, as it is readily seen,
we get that for all (x, ξ) ∈ R × R + ,
We may finally take
We now deal with (23). Upon taking the Hermitian product of (23) with v 0 (x) we get a sum of terms I 1 through I 8 , respectively, restricted to Λ + E , defined as follows:
It is immediate to see that I 1 , . . . , I 8 ∈ R. To solve (23), we therefore have that φ 2 must satisfy the differential equation
"paste" correctly when ξ = 0 is a trivial consequence of the fact that ±ϕ are globally (in R × R \ {(0, 0)}) defined phases.
Remark 4.7. Remark 4.6 agrees with the construction of [7] . In fact, one may easily compute that the monodromy operator Q − (T ) relative to Λ E (T is the period) is the projection 1 0 0 0 , whence its eigenvalues are 0, 1 and the phase correction is thereby 0. This is due to the global existence of the above phase ϕ.
Since we shall take t = γ and find all the correction-terms up to order t 2 , we will compute the corrections up to order t 2 in Ψ 0 (E), and only the leading term (i.e. order t 0 ) in Ψ 2 (E). We start out with Ψ 0 (E). We have
whence it follows, by a Taylor-expansion with respect to t,
To examine Ψ 2 (E), we perform a Taylor-expansion with respect to t in the terms I 1 through I 8 above. To this purpose, it is useful to remark that The next lemma allows us to control the right-hand-side of (28). This concludes the proof of the lemma.
Hence, there exists * = (t * ) ≥ 1 such that for all ≥ * (that is 0 < t < t * ;
recall that = t −1 √ 1 − t 2 ), one has max At last, since in {ζ ∈ R; tζ ∈ I * } there cannot be other eigenvalues of Q (α,β) apart from the lowest eigenvalue, one has also proved the following theorem (stated in the present case 0 < α < β). 
We close the paper by remarking that it is of course also interesting to explore eigenvalues of multiplicity greater than or equal to 2 which belong to Σ ± 0 , or Σ ± ∞ ∩ Σ ∓ 0 (±-respectively). To fix ideas, let us consider the following situation. As remarked in [16] , eigenvalues µ ∈ Σ 0 of Q (α,β) (x, D x ) are determined by the zeroes of particular polynomials. Consider then the case in which the multiple eigenvalue µ 0 := λ 0 / √ αβ is determined by the condition (in the notation of [15] and [16] As → +∞, z( ) approaches monotonically the value 1/3. This shows that in H + (with α ≤ β) there is a simple curve Γ := {(α( ), β( )); ≥ 1/ √ 2} that starts at α = β and is asymptotically tangent to the line α(∞) = β(∞)/9, and such that Q (α( ),β( )) (x, D x ) has a multiple eigenvalue there. The curve Γ intersects the line α = z 2 β for each fixed z ∈ (1/3, 1] at a single point that determines as a function (z). It follows that a lower bound for the constant C N,n,m of Proposition 3.16 is therefore (z) 2 + 1. Of course, the same reasoning can be carried out in all the other cases.
