Abstract. A modified parabolic equation for adaptive monotone difference schemes based on equal-arclength mesh, applied to the linear convection equation, is derived and its convergence analysis shows that solutions of the modified equation approach a discontinuous (piecewise smooth) solution of the linear convection equation at order one rate in the L 1 -norm. It is well known that solutions of the monotone schemes with uniform meshes and their modified equation approach the same discontinuous solution at a half-order rate in the L 1 -norm. Therefore, the convergence analysis for the modified equation provided in this work demonstrates theoretically that the monotone schemes with adaptive grids can improve the solution accuracy. Numerical experiments also confirm the theoretical conclusions.
Introduction
In this paper we consider adaptive monotone difference schemes applied to scalar conservation laws Here u n j are the numerical solutions, which approximate the exact solution u(x, t) at the point (x j , t n ), where x j for j = 0, ±1, ±2, . . . and t n for n = 0, 1, 2, . . . are space and time grid points respectively. It is known that the monotone difference schemes are of first-order accuracy and include several popular difference schemes such as the Lax-Friedrichs scheme, the Godunov scheme and the Engquist-Osher scheme.
Z.-H. TENG
For uniform mesh, x j is defined by x j = j∆x with a uniform space step size ∆x. For adaptive mesh, x j is defined based on the equidistribution principle [5, 11] , which can be expressed in integral form as (1.3) x j+1
x j M (x, t) dx = ∆s, where M (x, t) is a chosen monitor function and ∆s is a uniform step size in the computational domain. In this paper we will consider the popular arclength monitor function, M (x, t) = 1 + ∂ x u(x, t) 2 , where u is the solution of the underlying PDE. Therefore, x j is defined based on the equal-arclength principle by (1.4) x j+1
x j 1 + (∂ x u(x, t)) 2 dx = ∆s, where ∆s is an arc-length step size. Let ∆x i = x i+1 − x i , then (1.5) ∆x i = ∆s 1 + (∂ x u(x i , t)) 2 , wherex i is located between x i and x i+1 . A truncation error analysis shows that the modified equation for uniform monotone difference schemes (1.2) is given in the form [4] (1.6)
where This is a modified parabolic equation for adaptive monotone difference schemes based on equal-arclength mesh. Thus, we may believe that the adaptive modified parabolic equation and the adaptive monotone schemes should share many important properties and their solutions should be in agreement as well. It is well known that for the linear convection equation, the uniform monotone schemes approaching piecewise smooth solution with a finite number of discontinuous curves have only half-order rate of convergence in the L 1 -norm [6, 1] . More precisely, let u ∆x (x, t) be the numerical solutions of uniform monotone schemes (1.2) with initial data u ∆x (x, 0) = u 0 (x) and let u(x, t) be the piecewise smooth entropy solution of (1.1) with a finite number of discontinuous curves. Then we have
where a is a constant. Similarly, for the modified equation of uniform monotone schemes we have the same error estimate
where v ∆x (·, t) is the solution of (1.6) with initial data v ∆x (x, 0) = u 0 (x). We have to point out that the half-order rates of convergence for the linear convection equation given in (1.9) and (1.10) are the best possible [12, 13] . But for nonlinear conservation law, i.e., f (u) = 0, the half-order rates of convergence can be improved to one [13, 14, 2] .
The interesting question arises as to whether the adaptive monotone schemes and their modified equation for linear convection equation improve the rate of convergence. In this paper we will answer the second part of the questions and show that for the adaptive modified equation the convergent rate indeed increases from 1/2 to 1 for the linear case. More precisely, we have proved that
where w ∆s (·, t) is the solution of the adaptive modified equation (1.8) with initial data w ∆x (x, 0) = u 0 (x). The above result is a theoretical indicator that the adaptive monotone schemes for the linear convection equation improve the rate of convergence. We also carry out numerical experiments using adaptive upwind monotone scheme to compute a discontinuous solution of the linear convection equation and the result confirms that its convergent rate in the L 1 -norm indeed approaches one.
Linear convection equation
For linear convection equation
where a is a constant, linear monotone schemes take the form
, where γ is a constant, λ is the Courant number and they satisfy monotone conditions:
γ ≥ |a|/2 and λ ≤ 1 2γ .
The modified equation (1.6) for uniform monotone schemes, applied to the linear equation (2.1), is in the form
where 
The above equation can be written as
where σ(w) is defined by
Notice that the adaptive modified equation (2.5) is a convection-diffusion equation with a nonlinear viscous term, which is a quasilinear parabolic equation in divergence form. Several books (see for example [7, 8] ) are devoted to the existence of solutions of such problems. In this paper we will assume that there exists a solution w ∆s (x, t) of (2.5), which is smooth for t > 0. In this paper we will prove the following error estimate theorem.
is a piecewise smooth function with a finite number of discontinuous points and u and w ∆s are solutions of (2.1) and (2.5) respectively, then we have
where C is a constant depending only on the initial data u 0 , but it is independent of t and ∆s.
In what follows C stands for a constant only depending on u 0 , but C may stand for different constants at different places.
Since variable substitution ξ = x − at can change (2.5) into (2.8)
the solution w ∆s (x, t) of (2.5) can be expressed as
wherew ∆s (ξ, t) is the solution of (2.8). Therefore, in this paper we mainly consider the case a = 0 and will prove Theorem 2.1 for the special case. For the general case of a = 0, the expression (2.9) will help in obtaining the same error estimate (2.7).
Proof of Theorem 2.1
In this section we will prove the main result of Theorem 2.1. The first-order rate of convergence for the adaptive modified equation is established by using properties of an auxiliary similarity solution and a stability result of the adaptive modified equation.
Auxiliary viscous equation and auxiliary function.
Without loss of generality, we will assume that u 0 (x) has only one discontinuous point at x = 0. Therefore, the solution u(x, t) of (2.1) has only one discontinuous line along x = at. In fact u(x, t) of linear convection equation (2.1) can be expressed as
Notice that in the case of a = 0,
We consider the following Riemann initial value problem for an auxiliary viscous equation
where
The Riemann problem (3.2) has an explicit similarity solution. Letting W ∆s (x, t) = Z(x/(t∆s)) and substituting it into (3.2) gives
where η = x/(t∆s). Solving (3.4) for Z gives
Thus the similarity solution is
The following lemma is an easy conclusion from the above expression.
Lemma 3.1. For the Riemann solution W ∆s (x, t) of (3.2) and its initial data
Proof. Using the similarity of the Riemann solution (3.6), we have
where we apply the W ∆s (x, t) expression (3.6) to the first integration to obtain the first equation and use the rescale substitution in the second integration to obtain the third one.
Z.-H. TENG
We construct an auxiliary function V ∆s (x, t):
Substituting (3.1) into the above equation gives
Remark 3.2. The auxiliary function V ∆s (x, t) is a continuous function on R×(0, ∞), but ∂ x V ∆s (x, t) has a discontinues line along x = 0.
We can write u(x, t) − w ∆s (x, t) = u(x, t) − V ∆s (x, t) + V ∆s (x, t) − w ∆s (x, t) and use the triangular inequality:
It follows from (3.8) and (3.7) that
Using the stable property of the viscous equation (2.5), We will show:
Thus the main result (2.7) follows from (3.10), (3.11) and (3.12). The estimate (3.12) will be carried out in the next two subsections. 
where the jumps are defined by
Proof. Without loss of generality we assume that there is only one curve x = Y 0 (t). We write Differentiating (3.15) and using (3.16) gives
Substituting (2.5) and (3.13) into the above equation and carrying out the integrations, we obtain
On account of (3.16), the first term on the right of the above inequality is zero.
Since v x has a jump at Y 0 the third term on the right appears. We now prove that each summand in the sum given in the second term is nonpositive. Since (−1)
] and zero at the endpoints, p x | y j ≥ 0 and p x | y j+1 ≤ 0. Therefore, the summand in the sum can be expressed as
where we have used the fact that σ (z) = 1/(1 +z 2 ) > 0. Thus integrating the inequality (3.18) with respect to t from τ to t yields the stable inequality (3.14).
Estimate of V ∆s (·, t) − w ∆s (·, t) L 1 . It follows from the definition (3.9) that
its derivatives have jumps along the discontinues curve x = 0 and V ∆s satisfies
Therefore, we can apply Theorem 3.3 to V ∆s and w ∆s and use the inequality (3.14) for I = 0, Y 0 (t) = 0 and τ = 0, i.e.,
to prove the estimate (3.12).
It follows from the definition (3.9) and from the initial data (2.5) and (3.2) that the first term on the right-hand side of (3.21) is zero. We begin to estimate the second term on the right:
where C = 2β(λ) max{|u 0 (+0)|, |u 0 (−0)|}.
Z.-H. TENG
Substituting the equation (3.2) into the first term on the right-hand side of (3.20) and carrying out some calculation gives
It is easy to show that
where the integration means u 0 (·)
Since ∂ x W ∆s (x, t) does not change its sign and ∂ 2 x W ∆s (x, t) only changes its sign once for x ∈ (−∞, ∞), the above integration can be integrated out and gives the last inequality. Differentiating (3.6) with respect to x, we obtain
Substituting the inequality into (3.24) gives
Similarly, it follows from the definition of III that
Adding up (3.23), (3.26) and (3.27) and integrating from 0 to t gives
Thus the important estimate (3.12) follows from (3.21), (3.22 ) and (3.28). Now we have completed the proof of Theorem 2.1.
Numerical experiments
In this section we will compute a discontinuous solution of the following linear convection equation using the adaptive upwind monotone difference scheme and show numerically that its L 1 -convergent rate is one. The linear convection equation is (4.1)
where u 0 is a periodic function with period π, which is defined by
Notice that u 0 has a discontinuous point at x = π/4. The exact solution of (4.1) is u(x, t) = u 0 (x − t), which has a discontinuous curve x = π/4 + t. The discontinuous solution is computed by the following adaptive upwind monotone scheme for x ∈ R:
, where the adaptive space step ∆x is defined by
Here ∆s is a uniform arclength step size, M (ω) is the equal-arclength monitor function
and D x u n ∆s (x) is some kind approximation of ∂ x u n ∆s (x) given below. From the definition (4.4) we see that ∆x is a time t n and space x dependent function.
Notice that the scheme (4.3) is continuously defined at every space point x ∈ R. The main advantage of such a scheme is that we can, in principle, evolve the numerical solution from t n to t n+1 directly without the need of any mesh redistribution and solution interpolation being carried out at each time level, which usually is a necessary step for traditional adaptive schemes. Thus the scheme can avoid any numerical pollution from this kind of interpolation and is more closely related to the modified equation (2.5). In the following we will show numerically that the adaptive upwind monotone scheme based on the formulation (4.3) indeed achieves a first-order rate of convergence.
In practice, the adaptive upwind scheme (4.3) is solved on a very fine uniform space mesh x l = lδx for l = 0, · · · , L:
, where the adaptive space step ∆x l is defined by a discrete formula of the integration (4.4) given below and D x u n ∆s (x l ) is defined by a backward difference quotient: Table 1 . In order to make a comparison between the adaptive and uniform upwind scheme, we also compute the following uniform upwind scheme:
, where ∆x is uniform space step size, which is independent of j and n, and x j = j∆x. Table 1 . This data, given in Table 1, clearly indicates that the rate of convergence for the adaptive upwind scheme Figure 1 , where " • " and " " represent the numerical and exact solutions respectively. The horizontal coordinates " • " of " • " are given by x l j for j = 0, 1, 2, · · · , which are defined recurrently by x l j+1 = x l j − ∆x l j with x l 0 = π. According to the above recurrent formula there are about three hundred points {x l j } located in the interval (0, π] and only one fourth of the points are drawn in Figure 1 . The figure shows that there are more points clustered in the neighborhood of the discontinuous point x = 3π/4.
The adaptive "•" and uniform "×" upwind solution are plotted in Figure 2 . From the figure we see that for the adaptive solution more mesh points are crowed round the discontinuous point than that for the uniform solution and also the adaptive solution is closer to the exact solution at the neighborhood of the discontinuous point than the uniform solution.
Before ending this section, we should mention that in recent literature ( [9, 10, 11, 15, 9] ) some one-dimensional numerical experiments (similar to the numerical experiment of the present paper) were carried out by adaptive moving mesh methods and the numerical results look better than those given in Figure 1 . This is because the one-dimensional problems in ( [9, 10, 11, 15, 9] ) are initial value problems for nonlinear conservation laws (inviscid Burger's equation), but the problem in this paper is an initial value problem for the linear convection equation (4.1). It is well known that numerical results for nonlinear discontinuity by using finite difference methods are much better than that for linear discontinuity; see for example ( [3, 14, 12, 13] ). In fact we have already stated in the introduction that the L 1 -convergent rate for nonlinear discontinuity by using the monotone difference schemes is one, but the rate for linear discontinuity is only half. 
Concluding remarks
To the best of the author's knowledge, there has been very few theoretical results demonstrating the advantages of the time-dependent adaptive grid methods. In this work, we provided a new way to explain high accuracy of these methods by analyzing the resulting modified equation from the adaptive monotone difference schemes. In particular, we have proved the first-order rate of convergence for the resulting modified equation approximating discontinuous solutions. Compared with the adaptive meshes, the optimal rate of convergence for the monotone schemes with fixed meshes and their modified equation is only half. It is noted that the modified equation approach is just a way of explanation; the rigorous first-order rate of convergence for the adaptive monotone difference schemes seems a more challenging problem.
