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$p_{u,v}= \frac{\deg(v)^{-\beta}}{\Sigma_{v’\in N(u)}\deg(v’)^{-\beta}}$ (1)
$N(u)$ $u$ $\deg(u)$ $u$
$\beta$ Ikeda























) $P=(p_{uv})$ : $u,v\in V$ $\{u,v\}\in E$
$\beta=05$ $\beta=1.0$ $\beta$ $p_{uv>0}$
( (1)) 2
$\beta\approx 0.5$ , $\beta=1$ , $\beta=0$ $Definiti_{on}2.1$ . $P$
2 $u$ $v$






$H_{G}^{P}= \max H_{G}^{P}(u,v)$ . (2)
1 $u,v\in V$
1 $n=12,$ $c=8$ $D\otimes Rnition$ 22. $P$
1 / $u$ -
$u$ $C_{G}^{P}(u)$
1, 000 10, 000 $G$ $C_{G}^{P}$
$\ddagger keda$ [7] $\beta=0.5$ $\beta$
$\beta=1.0$













$p(S, S’)= \prod_{\dot{l}=1}P:$ ( $8:,$ S\’i).
$n$ $G=(V, E)$ $G$
$P_{l}=$ $p_{i}(u,v)$ $i$
$\omega i(u,v))$ : $u,v\in V,$ $1\leq i\leq k$ $uarrow v$
$S=$ $(s_{1},s_{2}, ..., s_{k})\in V^{k}$ $\mu\in M(\Omega)$ $So\in V^{k}$
$s_{*}\in V$ $\omega=(\omega_{0},\omega_{1}, \ldots)\in\Omega$
$=$
$p_{i}(S:,S_{1}’\cdot)$ - $\mu(X_{0}(\omega)=S_{0})=1$ ,





Definition 2.3. $P^{k}$ $;=$
$(P_{1},P_{2}, \ldots,P_{k})$ $S,$ $S’,$ $U_{0},$ $U_{1},$
$\ldots,$
$U_{l}\in V^{k}$ $t\in N\cup\{0\}$
$S=$ $(s_{1}, s_{2}, ..., s_{k})$ $v$
1
$S$ $v$ $\mu(X_{1+1}(\omega)=S’|X_{0}(\omega)=U_{0}$,
$H_{G}^{P^{k}}(S,v)$ $G$ $H_{G}^{P^{k}}$ $X_{1}(\omega)=U_{1},$ $\ldots,X_{*}\cdot(\omega)=U_{\dot{*}}=S)$
$=$ $\mu(X_{i+1}(\omega)=S’|X_{i}(\omega)=U_{*}\cdot=S)=p(S, S’)$ ,
$u,v,w0,w_{1},$ $\ldots,w_{i}\in V$ $t\in N\cup\{0\}$
$H_{G}^{P^{k}}=$ $mx$ $H_{G}^{P^{k}}(S,v)$ . (5)
$S\in V^{k},v\in V$
Definition 2.4. $P^{k}$ $;=$
$(P_{1},P_{2}, \ldots,P_{k})$ $\mu(Y_{j}(X_{i+1}(\omega))=v|Y_{j}(X_{0}(\omega))=w_{0}$ ,
$S=(s_{1}, s_{2}, \ldots, s_{k})$ $Y_{j}(X_{1}(\omega))=w_{1},$ $\ldots,Y_{j}(X_{l}(\omega))=w_{i}=u)$
1 $=$ $\mu(Y_{j}(X_{i+1}(\omega))=v|Y_{j}(X_{1}(\omega))=u)=pj(u, v)$ ,
$S$




$C_{G}^{P^{k}}=_{s} \max_{\in V^{k}}C_{G}^{P^{k}}(S)$ . (6)
$G=(V,E)$ $n$ $N(u)$ $u\in V$
$u$ $d_{\mathfrak{X}}(u)=|N(u)|$
$M^{+}(\Omega)=\{\mu\in M^{+}(\Omega)|p(S,T)>0$












$p_{roo}g$. $V$ $S_{V}$ $S_{V}$
$\leq P_{u}’(\tau_{j-1(\omega^{J},\pi)<\tau’(\omega’,v_{j})}’$
$\nu$ $V$ $\pi=(v_{1},v_{2}, \ldots,v_{n})\in S_{V}$ $i$
$=P_{u}(\gamma’(\omega’\sigma_{i}(\pi))<\tau’(\omega’,\sigma_{j}(\pi)),2\leq i<j)$
$(\pi$$)=v_{j}$ $u\in V$ $u$



























$\tau(\omega,v)=id\{t\geq 0:v\in X_{t}(\omega)\}$ ,
$= \sum_{j=2}^{n}H_{G}^{P^{k}}(x_{r_{j-t(v,\pi)(\omega),v_{j})}}.\cdot$
$\tau’(\omega’,v)=inf\{\acute{t}\geq 0 : v=X_{t}(\mathscr{O})\}$,
$P_{u}(T_{j-1}(\omega,\pi)\neq T_{\dot{g}}(\omega,7())$
$\tau_{j}(\omega,\pi)=\max_{i\leq j}\tau(\omega,\sigma_{\dot{a}}(\pi))$,
$\leq\max\{H_{G}^{P^{k}}(S,v):v\in V,S\in V^{k}\}$ .
$\acute{\tau}_{j}(\omega_{)}’n)=\max_{i\leq j}\acute{r}(\omega’,\sigma_{i}(\pi))$ .
$\sum_{j=2}^{n}P_{u}(T_{j-1}(\omega,\pi)<T_{j}(\omega.\pi))$
$x_{t}(\omega’)\in V$ $\acute{\omega}$ $t$
$T_{j-1}(\omega_{i}\pi)<T_{j}(\omega,\pi)\Leftrightarrow T_{j-1}(\omega,\pi)<\tau(\omega,v_{j})$ , $\leq m8x\{H_{G}^{P^{k}}(S,v):v\in V,S\in V^{k}\}\sum_{j=2}^{n}\frac{1}{j-1}$






















$\geq h_{\mathfrak{n}-1}\min\{H_{G}^{P^{k}}(S,v)-1\}v\in V,S\in V^{k}$ ,
(7)
$Prop_{oS}ition3.1$ . $G=(V,E)$ $P$:
$(i=1,\ldots,k)$ $G$ $P^{k};=$
$(P_{1},P_{2},\ldots,P_{k})$



















$S \in V^{k},v\epsilon vS\in V^{k},v\in V\min H_{K_{n}}^{P^{k}}(S,v)=\max H_{K_{n}}^{P^{k}}(S,v)=\Theta(\frac{n}{k})$.
$\infty$
-
31 $H(S,v)$ $\leq$ $t+ \sum_{\epsilon=t+1}Pr(\bigcap_{u\in S}A_{s}(u,v))$
$C_{K_{n}}^{P^{k}}=O( \frac{n}{k}\log n)$ ,





$U,$ $W$ - $*$ $K_{m,n}$ a$\lambda$




$S$ $Wt_{\overline{\llcorner}}$ - 1 $Pr(A_{\epsilon}(u,v)|A_{s-1}(u,v))=1-\overline{2|E|}$












$H(S,v)$ $\leq$ $t_{m}+ \sum_{s>tu}r_{\epsilon}\iota_{s}(1-\frac{\deg(v)}{2|E|})^{\epsilon-t}$
. $=$ $t_{m}+ \sum_{s>t}(1-\frac{\deg(v)}{2|E|})^{k(\epsilon-t)}$
$\min_{S\in V^{k},v\epsilon v}H_{K_{m,n}}^{P^{k}}(S,v)$ $\geq$ $\frac{2m-1}{k}$ $(k<m)$










$s_{\in V^{k}v\in V}^{m\epsilon,xH(S,v)} \leq\log n+O(\frac{n}{k})$ ,
31
$C_{G}^{P^{k}}=O( \frac{n}{k}\log n)$
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