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1. Introduction 
An enumeration problem can be associated with many NP-complete problems, 
consisting of computing the number of solutions [6]. Valiant [lo] has grouped these 
enumeration problems in an equivalence class denoted #P-complete. In this paper 
we are interested in the enumeration problem associated with the satisfiability 
problem (SAT for short) [2]. 
Firstly, results of complexity are recalled. We then attempt to count the number 
of solutions of SAT instances by combinatorial formulas. For this a notion of 
independence between clauses is introduced. A formula for computing the number 
of solutions of independent clauses in linear time is given. We then establish a 
formula for computing the number of solutions of a set of any clauses. Transforma- 
tion of a set of any clauses into an equivalent set of independent clauses is then 
proposed. The transformation allows all solutions of a SAT instance to be determined 
with a time complexity less than L2” (L being the length of the instance), i.e. 
O( kr,,,2 rrnYk Fm,, ) n being the number of variables, k the number of clauses and 
r max the maximum length of clauses (for example for 3-SAT c+ = 1.84). Finally, 
experimental results are provided for variations of number of solutions by number 
of clauses for random 2-SAT and 3-SAT instances. These experimental results are 
in agreement with the theoretical results established in [4] concerning the mathemati- 
cal expectation of the number of solutions. 
1.1. Notations 
& et X = {_u, , . . . , x,, . . . , x,,} be a set of II boolean variables. A valuation of X is 
a mapping of X knto (0, 1}, that is to say an element of S = [0, 11”. There are 2” 
distinct valuations of X. A literal over X is a variable xi of X denoted xi in the 
direct form or 2; in the complemented form. A clause C over X is a disjunction of 
literals over X. C is satisfied by a valuation of if at least one literal of the clallse 
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takes the value 1 under this valuation; otherwise C is contradicted by this valuation. 
The length of C is the number of its distinct literals. Literals can be repeated in a 
clause. 
In the sequel of this paper a SATinstance over X is taken, in the most convenient 
form, either as a conjunction of clauses over X, or as a set of clauses over X. A 
SAT instance is satisfied by a valuation of X if all clauses of the instance are 
satisfied. If no valuation of X satisfies the instance it is said to be contradictory. 
A boolean formula is any expression well formed with conjunctions and disjunc- 
tions denoted by A and v, respectively. Two boolean formulas over X are equivalent 
if and only if they have the same solutions over X. The equivalence is denoted by 
rr=,9 
. 
2. Complexity 
The problem of counting the number of solutions for a SAT instance is #P- 
complete [lo]. The restriction of this problem to MAT instances or monotone 
2-SAT instances in which all variables are in the same form, direct or complemented, 
is also #P-complete [lo]. 
We designate by “N-solvable-SAT” the problem whether a SAT instance has 
exactly N solutions. This problem does not seem to be in NP for any N. The 
restriction of “N-solvable-SAT” to 2-SAT instances is solved by a pseudo polynomial 
algorithm. Indeed the satisfiability of 2-SAT instances can be checked in r>olynomial 
time [5]. It is sufficient herefore to construct a tree of valuation of variables for 
each satisfiable 2-SAT instance. The tree is constructed by adding to a pendent node 
at level i in the tree, two successor nodes at level i + 1 if the valuation at 0 and 1 
of a (i + 1)th variable of the instance, after the i preceding valuations CL responding 
to the i preceding nodes of the branch, yields two satisfiable reduced instances; 
otherwise only the successor node corresponding to the satisfiable reduced instance 
is added. If the number of pendent nodes of the tree increases beyond N the 
construction is interrupted; the instance has more than N solutions. If the number 
of terminal nodes of the tree is N at the end of the construction, the instance has 
N solutions. Checking the satisfiability can be achieved by O(k) operations [5], k 
being the number of clauses. Construction of the tree to find N solutions then 
requires at most 0( Nnk) operations. 
For N = 1, “N-solvable-SAT” is termed the “unique satisfiability” problem. The 
question whether this problem is NP-complete is open [I]. The restriction of unique 
satisfiability to 2-SAT instances is in P. An algorithm with an O(k) time complexity 
is given in [7]. 
auses and counting the number of solutions 
We introduce a notion of independence. We consider clauses not equivalent o 
tauiologies implying that no variable occurs in both forms, direct and complemented, 
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in a clause. Let X be a set of n boolean variables and S = [0, 1-j”. For any set of 
clauses over X, S represents the set of all possible solutions over X. When counting 
the number of solutions, a clause is considered as suppressing a certain number of 
valuations in S as possible solutions. A clause with a length r suppresses 2”-’ 
valuations in S, these are valuations of S such that all literals of the clause have 
the value 0. 
Let us consider two clauses with lengths rl and r,. They suppress 2”-‘1 and 2”-‘2 
valuations, respectively. Together they suppress generally fewer than 2”-‘I+ 2”-5 
valuations because they suppress common valuations. If they contain a common 
variable in opposite forms, that is to say direct in one and complemented in the 
other, the “blocks” of valuations suppressed by them in S are disjoint. They therefore 
suppress exactly 2”-‘I+ 2 “-2 valuations. Conversely, two clauses with lengths rl 
and r2 suppressing together 2”-‘I+ 2”-‘2 valuations have at least one common variable 
in opposite forms. We cal’ *h is property independence. The two clauses are said to 
be independent. 
This notion of independence can be generalized to any number of clauses. Clauses 
are independent if they are mutually independent. The “blocks” of valuations they 
suppress in S are disjo:nt. To compute the number of solutions of independent 
clauses, it is sufficient o subtract from the total number of valuations, the number 
of valuations suppressed by clauses. 
Let us state the following definitions. 
Definition 3.1. Two clauses non-reducible to tautologies are independent if and only 
if they have at least one common variable in opposite forms, direct in one and 
complemented in the other. Two non-independent clauses are said to be dependent. 
Definition 3.2. k clauses are independent if and only if two at a time are independent. 
One deduces the following property. 
Property 3.3. Any valuation of variables contradicts at most one clause or inversely 
satisfies at least k - 1 clauses of a set of k independent clauses. 
From this property it follows: 
The number N of solutions of k independent clauses with lengths 
r1 9 . . . ) ri, . . , , rks over a set of n variables, is 
i-k 
N=2”- c y-c_ 
i=l 
i E [ 8, k] the clause with length vi is contradicted by 2”-‘1 valuations of n 
By Property 3.3 these *valuations do not contradict any other clause of 
ence formula (I). U 
a set of four variables: , 
is N =24_24-3-24-’ = IO. 
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Example 3.5. Take two independent clauses over 
xlvx-,vx~, 2, v x4. 
By applying formula (1) the number of solutions 
We introduce a notion of basis using again the set X of n variables and the set 
S of valuations of these variables, let US consider k independent clauses 
C , , . . . , c-j, . . . , Cc; over X such that the “blocks” of valuations which they suppress 
in S, cover the whole set S. These clauses have 0 solution and by (1) satisfy the 
relation xi:: 1/2’# = 1. Any new clause U cannot be independent of all Ci by (1) 
because N cannot be negative. 
If U and Ci are dependent the common valuations uppressed are by construction 
those suppressed by the clause C’ = U v Ci. If U and Ci are independent, C’= U v Ci 
is a tautology and no valuation is therefore suppressed. Consequently the set of 
clauses {(U V Ci)iE[\,k] }suppresses in S exactly those valuations suppressed by U. 
This can be expressed as U = /\:z: ( U v Ci). U v Ci can be considered as the 
“projection” of the “block” of valuations suppressed by U on the “block” of 
valuations uppressed by Ci and /\:I: ( U v Ci) as a decomposition of U on the Ci. 
The clauses Ci are termed base clauses and are said to form a basis. 
Let us state the following definition. 
Definition 3.6. If k clauses are independent and if their lengths rl, . . . , ri,. . . , rk 
satisfy the relation Gil: 1/2”1 = 1, these k clauses are base clauses and form a basis. 
For base clauses, Property 3.3 becomes the following. 
Property 3.7. Any valuation of variables contradicts one and only one clause or 
inversely satisfies exactly k - 1 clauses of a basis with k clauses. 
We use this property in [4]. 
Let us generalize the previous reasoning to compute the number of solutions of 
a set of any clauses. Firstly let us establish the following lemma. For any boolean 
formula F over a set X of variables, let us denote by NBS(F) the number of 
solutions of F over X. 
Lemma 3.8. Let F, and Fz be two boolean formulas over a set X of variables, then 
we have the relation 
NW F, A F2) = NBS( F,) + NBS( F2) - NBS( F, v F?). (2) 
Let S be the set of’ valuations of X and S, and S1 the sets of valuations of 
S which are solutions of F, and F,, respectively. We have the following relation 
between the numbers of valuations in S,, S2, S, n S2 and S, u S,: 
lS,~S~l=IS,I+IS~~-lS,us~~ (3) 
(2) and (3) are equal term by term. q 
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Let us apply Lemma 3.8 to two clauses C, and C2 with respective length r, and 
r2, over a set X of n variables. 
NBS( C, A C2) = NBS( C,) + NBS( C,) - NBS( C, v C,). 
Let us denote by r 1,2 the number of distinct variables in clauses C, and C2. We note 
T, = 0 (respectively r2 = 0, &2 = 0) if a variable occurs in both forms in C1 (respec- 
tively in C,, C, v C,), otherwise r, = 1 (respectively I-‘2 = 1, &2 = I). We write 
NBSC, A C,) = (2” - r,2”-5) + (2” - r,2”-‘9 - (2” - &22n-r1.9. (4) 
Equation (4) can be rewritten 
NBS( C, A CZ) = 2” - (r,2”-“I+ r,2”-‘9 + &22”-r1.% 
Let us generalize formula (5) for any k clauses. 
(5) 
Theorem 3.9. The number of solutions N of any k clauses over a set of n variables is 
(9 
N 4” - c rj2”-‘: +. 
(3 . 
. .+(-I).’ c J-3”-‘:+. . .+(-1)“r;y-r; 
(6) 
i=l i=l 
where r! is the number of distinct variables in the ith combination of k clauses taken 
j at a time, combinations being supposed arranged in lexicographical order. I’! = 0 if 
a variable occurs in both the direct and complemented form rn this ith combination, 
otherwise ri = 1. 
Proof. We prove (6) by induction on k. For k = 2 we have (5). Let us assume that 
(6) holds for k - 1 clauses. Let us denote by C,, . . . , Cnl, *.. , G. any k clauses. 
From Lemma 3.8, 
NBS[~~~C~]=NBS[m~~~C.,,]+NBS[C;1Nss[(m~~~’C~)~C~]. 
Let us evaluate the three terms of the right hand side of the previous equality. By 
induction hypothesis, 
NBS[mj-ir’ Cm] =2”-(:~~r~l2~~-r;~+. . .+(_1)‘($yQ”-r;’ 
+* 
. .+(_1)~-i~rlk-r2n-r;“-‘. (7) 
ri’ is the number of distinct variabtes in the ith combination of the first (k - 1) 
clauses C,,, taken ; 31 a time. r:” is defined as ri. 
NBS[Ck] = 2” - r;y- 4 (8) 
r: being the length of CA. 
We can write 
m=A:-I 
N 
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Let Urn = C,,, v Ck. Again by induction hypothesis we have 
+* ,.+(_l)k-l~:k-l*"-rFk-', (9) 
ryj being the number of distinct variables in the ith combination of the k - 1 clauses 
U,,, taken j at a time. In other words it is the number of distinct variables in the 
ith combination of the first k - 1 clauses Cm taken j at a time, and in the clause C, 
(it is assumed that the combinations of clauses U,,, are also arranged in a lexico- 
graphical order). ~“sj is defined as r_i’. 
Consequently by subtracting from the jth term of (7), the (j - 1)th term of (9) 
we obtain Vj E [2, k - 11: 
(5’) (Z) Cl 
(-1)’ c pp-~;’ _ (_I)‘-1 1 ~y_Hy-~;‘1-’ = (_1j.i c r_i’2”--‘:. 
w 
i:l i-7 l i=l 
The sum of the first term of (7) and that of (8) yields 
(7) (3 
- C ~j12p~-r;’ _ rLzn--r: = _ 1 ,,12n--r:_ 
i=l i=l 
Finally one can write 
_(_l)k-lr:rk-l2n-r;"-'= (_l)krk2n--r: 
i . (12) 
Then, (7) + (8) - (9) allowing for (lo), (11) and (12), yields (6). The formula (6) 
still holds for k clauses. (6) is true. 0 
Example 3.10. Take three clauses over a set of six variables. 
XlVX2VX3, ~2V&VX5, %dV X,. 
By applying formula (6) the number of solutions is ZV = 26 - (26-” + 2h-3 + 26-2) + 
(26-5 + 2”-‘) = 36 solutions. 
Let us n?te that formula (1) provides a lower bound of the number of solutions 
of any k clauses with lengths rl, . . . , ri,. . . , rk, over a set of n variables. Indeed 
these clauses suppress at most 2”-‘1, . . . , Yerl, . . . ,2”-‘~ valuations respectively 
among the 2” possible solutions. Together they suppress at most C: 1: 2n-rl valuations. 
It follows: 
r’ 
A SAT instance such that the lengths of clauses denoted 
1’l,mm.,ri,*mmy k satisfy the relation C:i: l/25 < 1, is satisjable. 
e conjecture of Tovey [9] states that any SAT instance having r distinct 
variables per clause and aF most 2’-’ - 1 occurrences per variable is satisfiable. 
Endeed if the condition of Ttirollary 3.11 is satisfied we have C:_F l/2’ < 1 or k < 2’. 
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If therefore, the variables in each clause of an instance are distinct, the maximum 
number of occurrences per variable is less than 2’ and the instance is satisfiable. In 
the general case we have shown that the conjecture of Tovey is false [3]. 
To summarize, the number of solutions of independent clauses is computable by 
formula (1) in linear time as a function of the number of clauses. Computing the 
number of solutions of a set of any clauses by formula (6) requires in the worst 
case an exponential time as a function of the number of clauses. In Section 4 we 
propose a transformation ofa set of any clauses into an equivalent set of independent 
clauses. 
. Transformation of independence, algorithm and wmplexity 
The transformation of independence described below is based upon the following 
equivalence. Let C be a clause over a set X of variables and let Q! be any variable 
of X, then we have 
c=(cv6)A(cva). 03) 
Let us consider two dependent clauses C, and C,. Let us assume that there exists 
literals in C, which are not in C2. Let (Y, , a2, . . . , ap be these literals. By (13) one 
can write 
C, and ( C2 v (Y,) are independent. Let us again apply (13) to C, v CY, : 
The first three clauses are independent. Let us repeat the process until CQ,. We obtain 
The last clause contains by construction all literais of C, . It can be eliminated, leaving 
Clauses of the right hand side of (14) are independent by construction. 
The transformation described above implies that C1 is replaced by a set of clauses 
which suppresses the valuations supprea3- ,_ -cod by cz minus those suppressed in 
common with C,. In other words if we denote by 1 and & the sets of valuations 
suppressed by C, and C2 respectively, t set of clauses ((CZ v E,), (C2 v aI v 
62) ,**,(G va,va~v” l v ii,)} suppresses - (A2 n A,). It is said that C, is made 
independent of C,. 
If C, is made independent of C2 we obtain another set of in endent clauses 
equivalent to c, A C,. The transfor ative. 
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Let US write the algorithm making Cz independent of C, . The algorithm provides 
as output the set, denoted by 0, of independent clauses which can be substituted 
for C,. 
Procedure Z2( C,, Cz, 0); 
begin 
if C1 and C, are independent then return 0 := {C,) 
else 
begin 
form the set L={a,,cu*,..., c+} of literals belonging to C, and not to Cz ; 
if L = 0 then return 0 := 0 (* because C, = C, A C2 *) 
else 
begin 
initialize: 0 := 0; W := C2 ; 
for i := 1 to p do begin Ui := Wv1Gi; O:=OU{Ui}; WI= Wvai end; 
return 0; 
end; 
end; 
end; 
Example 4.1. Let C, and C? be two clauses over a set of four variables: C, = x, v xz v 
xj ; C, = xl v x4. Let us perform Z2( C, , C,, 0). 
initialize: W := xl v x4; 
1st step 0 = {x, v x4v %}; 
2nd step 0 = 
{ 
x1 v x4 v 32 
I 
. 
X,VX4VX~VX3 ’ 
end. 
Thus C, suppresses 24-” + 24-4 = 3 valuations, 
C, . The set of independent clauses equivalent 
x1 vxPJx3, 
x1vx4v%, 
X~VX4VX~V~~, 
in addition to those suppressed by 
o {C,, C,} is 
and applying formula ( 1) the number of solutions is: N = 24 - 24-” - 24-’ - 24--4 =f 1. 
Instead, if C, is made independent of C? we obtain another equivalent set of 
independent clauses maller than the previous one: 
XI vx4, X,VX~VXgJf4. 
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The output set 0 of procedure I2 is the smallest possible if the set L is the smallest 
possible. 
Now let us consider k clauses C, , C,, . . . , Ck_, , Ck. Ck is said to be made 
independent of Cl, C2,. . . , C,_, if Ck is made independent of C,_, , each resulting 
clause is then made independent of C& and so on until C, is reached. The 
corresponding algorithm is: 
IProcedure IK((C,, C?, . . . , Ck_,}, C,, 0); 
begin 
Initialize: L! := 8; 
PROC((C,, C,,. . ., CA_,}, CA); (* see below *) 
return 0; 
end; 
Procedure PROC({C,, G,. . . , C,}, w); 
begin 
12( Ci, w, 0); (* PROC receives from I2 0 = { U, , U2, . . . , U,,} *) 
if i>l then 
if O#@ then for&= 1 tO P do PROC({C, 3 Cz, l l l 3 Ci_l), Uj) 
(* else nothing to do since o contains Ci and w must be eliminated *) 
else 0 := 0 u 0 
end; 
The set L? obtained as output of the procedure IM contains, by construction, clauses 
mutually independent and independent of Ck_, , Ck _?, . . . , C, . Moreover at each 
performance of PROC we have the equivalences 
GG-9 Ci,O}~~ClrC~,...,Cj,O} 
={C,,C, ,..., ci9 UIIU{C1,CL!r**-rCi, U2} 
u “‘U{C~,C’,...,Ci,U~}. 
Consequently after achieving the performance of IK, {C, , Ct , . . . , Ck-, , L!} is 
equivalent to {C,, C, . . . , CA_, , C,}. Both sets have the same solutions. 
Clauses of 0 suppress the valuations suppressed by Cc; minus those suppressed 
in common with C,, C?, . . . , CL _, . Applying formula ( 1) to clauses of L! one obtains 
the decrease of the number of solutions when Cc; is added to C, , C, . . . , CL_, . 
L! depends on the order in which clauses C, , G, . _ . , CL_, are processed. The 
sets L? obtained for different orders of processing are equivalent. The order affects 
the size of 0. To improve performance it is useful to determine an order of processing 
clauses which leads to the smallest possible size of 0, since the number of PROC 
performances depends on the number of clauses in 0. The procedure can be modified 
in order to choose, as a function of certain criteria and for each call on 12, the 
clause Cj from which o is made independent. We have tried to find such an 
optimization for experiments describe 
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To transform a set of any clauses C, , C2,. . . , Ck_l, Ck into an equivalent set of 
independent clauses it is sufficient o make each clause Ci independent of the i - 1 
preceding clauses for the values i = 2, . . . , k The procedure is the following. 
Procedure INDEPENDENCE( Cl, C2,. . . , Ck, I); 
begin 
Initialize: I := {C,}; 
for i:=2 to k do 
begin 
~~(W,,c,,--9 Ci-I}, C’i, 0) (* INDEPENDENCE receives from IK the set 
J2 *) 
ni:=~; I:= Iu52i; 
end; 
return I; 
Each clause of Oi is independent of C, , C2,. . . , Ci-1 and by construction indepen- 
dent of clauses of 02, . . . , f2i-1. Clauses of I are therefore independent. Moreover 
Vic[2, k], {Cl, Cz,. . . , Ci-1, N?i}E{C’I, Cz,. . . , Ci-1, ni} by definition of pro- 
cedure K. The set I is then equivalent o {C,, C2,. . . , Ck}. 
I depends on the order in which the clauses Ci are processed. The sets I obtained 
for different orders of processing are equivalent. Here again to improve performance, 
it is useful to determine an order of processing which minimizes the size of I. 
Example 4.2. Let @ be a set of four clauses over a set of four variables. Let us 
perform the procedure INDEPENDENCE for @. 
Q= 1 
Number of valuations suppressed by 
each clause Ci in addition to those 
suppressed by the i - 1 preceding clauses 
c, = x, v x4 c, = x, v x4 24-2 = ij 
c, = x, v x2 v x3 02 = x, v x2 v x3 v z4 2 1 4-4 = 
c3=24VX2 
C‘,=f,vx3v~4 
R3= 
i 
Z~VX~VZI 2 d-3=2 
S4VX2VX,VZ3 24-4 = 1 
4 =ifl VX3V.f4VZ2 p-4 = 1 
ence the number of solutions, N = 24 -9 = 7. 
The procedure INDEPENDENCE produces as output a set of clauses represent- 
ing disjoint sets of valuations coveri*lg all valuations suppressed by the set of clauses 
given as input of the procedure. T’.le transformation of independence allows also 
all solutions of a set of clauses to 
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Let us consider the empty clause denoted by 0 suppressing by definition any 
valuation of variables. Let @ be a set of clauses. Let us make the empty clause 
independent of the clauses of @. As output of procedure ZK we obtain a set 0 of 
clauses suppressing the valuations which are suppressed by Cl (that is to say all 
valuations) minus those suppressed by clauses of C. This difference is equal to the 
set of valuations being solutions of @. The number of solutions of @ is directly 
obtained by applying formula (1) to clauses of 0. The valuations of variables which 
contradict each clause of 0 are solutions of C. Clauses of In being independent 
they represent disjoint sets of solutions of @. 
The procedure of independence of the empty clause is obtained directly from 
procedure ZK 
Procedure INDEPENDENCE-•( Cl, C2,. . . , C,, I); 
begin 
Initialize: Z := 0; 
PROC({C,, C,, . . . , Ck}, 0); 
return I; 
end; 
Example 4.3. Again take the set @ in Example 4.2. Let us make Cl independent of 
@ = {C, 9 G, G, a* 
of c, 
5. 
of c, 
4 
of c, 
1 
of c, 
5- 
Number of solutions 
0 v 2, *I Xl “X4 2, “X4 24-2 = 4 
q vx, “$4 X*Vif4Vf-~ 2, v z4 v 22 _ _ _ _ *,“*,“*,V.-~, 24-4 = 1 
XI Vif4VX2VZ3 x, v f4 v 22 x,vx4vxz 24-3 = 2 
? 
Solutions of @ are the valuations contradicting clauses of the last set; they are 
Xl x2 x3 x4 
1 E & 0 
1 1 1 1 E can take the value 0 or 1 
0 1 & 1 
To summarize, it is possible to compute the number of solutions of a set @ of clauses 
in two ways: 
either by transforming @ into a set of independent clauses using procedure 
INDEPENDENCE; 
or by making the mpty clause indepen ent of clauses of @ using procedure 
60 0. Dubois 
progresses, for each clause with length r added in I, 2”-’ valuations must be 
suppressed. The number of possible solutions decreases by 2”-‘. This number is 
monotonic decreasing until the performance is achieved, when the exact number 
of solutions of @ is obtained. 
Inversely, in the second method when procedure INDEPENDENCE-Cl is perfor- 
med, the set I is initially empty and the number of solutions is null. As the 
performance progresses, for each clause with length r added in I, 2”-’ new solutions 
of @ are produced. The number of solutions is monotonic increasing until the 
performance is achieved, when the total number of solutions is obtained. 
The two computing processes are complementary. When they are performed in 
parallel for a same set C of clauses, the number of solutions of @ is approached 
with upper values by the process transforming clauses of @ into independent clauses, 
and with lower values by the process making the empty clause independent of C. 
These upper and lower values form a sequence of intervals of decreasing length 
converging towards the number of solutions of C. The decrease of intervals length 
can be checked during the performance. When the performance is interrupted 
because of lack of time, it is possible to provide a lower bound and an upper bound 
of the number of solutions of C. 
Let us compute the complexity in the worst case of the procedures 12, IK, 
INDEPENDENCE and INDEPENDENCE-E. r,,,,, denotes the maximum length 
of clauses processed by the procedures and n the number of variables. It is assumed 
that rm3,, > 1. 
12 is performed in at most O(r,,,) operations. The M’s complexity depends on 
the number of performances of procedure PROC. Let us consider a call on the 
procedure PROC during the performance of IK: PROC({ C, , C,, . . . , Ci}w), with 
i E [ 1, i, - l] and the clause o having a length 1, I E [0, n]. Let us denote T( i, I) the 
number of subsequent PROC performances in the worst case to complete the 
performance of IK. 
If ,I:= 1, WE [0, n]: T( 1, I) = 1. Let us assume i> 1. At the first subsequent 
performance of PROC, the following three cases may occur: 
(1) O=@then T(i,I)=l; 
(2) 0 = {w} then T( i, I) = 1+ T( i - 1, I); 
(3) S=(U,, uz ,..., Up} with 1 sps rrnau and U, f o then T(i, I) = 
1+T(i-l,1+1)+T(i-1,1+2)+***+T(i-l,I+p). 
In the worst case we have 
T(i,I)=Sup l+T(i-l,I),l+y T(i-1,l+j) , 
[ \=I 1 (15) 
with 1 = Y,,, for I E [0, n - r,,,J and t = n - I for I E [n - r,,,,,, n]. Firstly let us show 
by induction on i that 
j-r 
i,l+ 1 T(i-l,l+j) . 
/-I I 
(16) 
For i=2, (15) yields T(2,1)=Sup[l+T(l,I), ‘I+cII 1,/+-j)]. As T( 1, t) 
Vi E [0, n], (16) is true for i = 2. et us assume that (16 Ids for i - I clauses. 
have 
j=I 
T(i-1,I)=Sup i-I,t+ x T(i-2,/=+-j) 
j=l 
Let us replace T(i-1,l) in (15) by the ri 
;=r j-r 
i,l+l+ 1 T(i-2,l+j),I+ C 
i-r I=1 
revious equality: 
(17) 
From (15) we have 
T(i-l,I+jPl+T(i-2,I+j) V(l+j)E[O,n]andViE[3,k-11. 
By applying this inequality to (17) we again find (16). Therefore (16) is true. 
From (16) let us establish by induction on decreasing I the following two relations 
for any ic[l, k-l]: 
T(i, 1)~ i2”-’ for !E [n, n - rmax] (W 
and 
T(i,I)~i2rm~~a~~~~ forIE[n-r,,,,O], (19) 
a rm,, being the positive root of the polynomial over [w: P(y) = yrmaix - yrm~xMi - . l . - 1. 
If we consider the polynomial Q(y) = P(y)(y - 1) = yrmatiJ - 2yrmdx + 1, the variations 
of Q(y) show that Q(y) has 2 positive rea: roots, one is 1 and the other denoted 
a rm,, is such that 2r,,,/ ( r,,,,, + 1) d arm.,, c 2. Thus P(y) has only one positive real 
root arm,, . We have az % 1.62, a3 = 1.84, a4= 1.93 . . . and limrm.rx+3 armJ, = 2. 
Firstly let us establish formula (18) by induction on decreasing I for I varying 
from n to n - r,,, . For I = n and Vi E [ 1, k - 11: T( i, n) = i, by definition of procedure 
PROC. Thus formula (18) is true for I = n. Let us assume that (18) holds down to 
1+1 and ViE[l, k-l]. Then we have 
T( i, I+ j) 6 i2r1-(l+j) forjE[l,n-I]andViE[l,k-11. (20) 
Let us show that (18) still holds for I such that I> n - r,,, and Vi E [ 1, k - 11. Let 
us take formula (16) with t = n - I: 
T(i-l,l+j) 
I 
from (20): 
(21) 
j=n-I 
c T(i-I,l+j)s(i--1)(2”-‘-1). 
j=l 
By applying this inequality to (21) we 
ence T( i, I) s i2”*-’ and (18) holds for 
n T(i, I)~Sup[i, 1 +(i- 
erefore ( 18) is true. 
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Now let us establish formula (19) by induction on decreasing 1. Let us note that 
by (18), (19) holds for 1~ [n, n -r,,, ] and Vi~[l,k-11. Let us assume that (19) 
holds down to l+l and VI’E[~, k-l]. We have 
T( i, I+j) 6 i2)‘m.V$-,y’+j) forje[Z,n-I]andViE[l,k-I]. (22) 
Let us show that (19) still holds for 1 such that d s n - rmax and Wii E [ 1, k - 11. Ta 
formula ( 16) with t = P,,,~~, 
T(i-l,l+j) . 
3 
(23) 
From (22) 
J = rm,,l .i = rmalx 
n-(/+I) 1 T(i-1, r+j)~(i-1)2’m~l~ c arm,, . 
.j = I j=l 
BY applying this inequality to (23) and allowing for the following equality, 
j-r Ill.,\ -l 
z 
PI -I cy tz-(I+./) rrllll. = (Yrm,.’ QIrmJ. . being a root of P(u), 
j-l 
we obtain T( i, I) d i2’m.~$--~ and (19) still holds for 1. Therefore (19) is true. 
When procedure IK is performed the number of performances of PROC in the 
worst case is T( k - 1, rk), rc; being the length of Ck. The number of operations of 
PROC is in O(r&. The complexity of IK in the worst case is therefore at most 
in Q( kr,,,2 ‘m.lta zm,,). 
In conclusion the complexity of the procedure INDEPENDENCE-O is, in the 
worst case, at most in 0( kr,,,,,2 rm.~~~~~.,,), and the complexity of the procedure 
INDEPENDENCE is, in the worst case, at most in O(k’r,.,,,,2’ v$J. 
!,et us consider classes of instances r-SAT having clauses with a fixed length I=. 
From the procedure of independence of the empty clause, we can state the following. 
Theorem 4.4. For any r-SAT instance having n variables and k clauses, all solutions 
can be determined with a time complexity, in the worst case, 0( ka:)cu,. being the root 
ofy’-y’-‘-0 l e-1 (cy2= 1.62, LYE= 1.84.. . ). 
We studied, for a fixed length of clauses and a fixed number of variables, the 
decreasing variation of the number of solutions as a function of the number of 
random clauses. Experiments consisted of drawing random clauses over a set of n 
variables. For each clause drawn we computed the number of additional valuations 
suppressed by this clause as possible solutions and derived the number of remaining 
solutions. 
Results are given for two ex eriments; one for clauses with 2 distinct variables 
over a set of 50 variables and the other for clauses of 3 distinct variables over a set 
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of 30 variables. We computed the mean of the number of solutions of 1,2,3,. . . 
clauses, for 300 drawings in the first experiment and for 50 drawings in the second 
experiment. The experimental means v.rere in agreement with the mathematical 
expectation of the number of solutions in the case of random drawing established 
in [4] as 
N being the number of solutions. 
2-SA1 
logpl~l 
N =mean 
50 n numher of sotulions as a function of Ihe number (Jfrandom clauses wilh 2 
ncl variables over a sel uf 50 variables. 
number of 
solution* 
experimental mean number of 4ulion~ u as computed fur 300 drauinga. 
40 
30 
20 
11 = 50 - k ttog2’3j - 21 
curbc of ewperimenlat 
3-SAT 
!4 =mcan 
numher of 
kotutianh 25 
20 
15 
10 
3 
0 
Mean of 3otutionh aa a function of the number of random claunes with 3 
di4ncl\ ariahte? over a -CL of 30 \ ariables. 
The experimental mean number of solutions uas computed fur 50 drawing-. 
0 20 40 60 80 100 120 140 169 
Fig. 1. 
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Figure 1 shows the two logarithmic curves corresponding to the two experiments. 
On each graph the distance between the theoretical and experimental curves increases 
as one approaches zero solution (contradiction) because of the logarithmic scale 
used. However as an example the difference is not more than two solutions at less 
than five clauses of the contradiction. 
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