The aniline point (AP) is an important physical property of a petroleum fraction. The AP gives an indication of the aromatic hydrocarbon content in a hydrocarbon mixture and can also be an indicator of the ignition point of a diesel fraction. In this study, common estimation methods were introduced and evaluated, and their limitations were analyzed. Multiple linear regression was used in constructing a quantitative function to solve for the AP using the average boiling point and specific gravity. The iterative modification algorithm of the ternary interaction algorithm was used to obtain the predicted value of the petroleum fraction AP, and the proposed algorithm was tested using 127 actual petroleum fractions. The average estimation deviation of the proposed method was 3.55%; hence, compared to the commonly used estimation methods, the prediction accuracy was significantly improved. This method offers important practical value in the calculation of the petroleum fraction AP and other petroleum fraction properties, thereby providing reference significance.
Introduction
During the petroleum (such as gasoline and diesel oil) production process, the real-time monitoring of oil products is the most direct means of ensuring production safety and maintaining oil quality stability. The aniline point (AP) [1] is defined as the lowest temperature at which an equal volume of aniline (C6H7N) is completely miscible with the tested sample. The AP temperature contributes to the characterization of pure hydrocarbons and the analysis of hydrocarbon mixtures. It is commonly used to estimate the aromatic content of petroleum, and it is therefore important for determining the composition of petroleum fractions and the quality of petroleum products. Petroleum feedstocks with high APs have higher alkane contents and lower amounts of aromatics and naphthenes. APs can also be used to calculate petroleum fraction properties, such as combustion heat, the hydrogen content, the diesel index, and the smoke point [2, 3] .
At present, experimental methods for determining the AP are usually developed according to the domestic general standard, GB/T 262-2010 [4] . Equal volumes of aniline and the solvent to be tested are mixed, the mixture is heated at a constant rate until the two phases become completely miscible, and then the mixture is cooled at a constant rate. The temperature at which the two phases separate is recorded as the AP. In general, a higher content of aromatics results in a lower AP, while a higher alkane content results in a higher AP. The AP of cycloalkane and olefin is somewhere between these values. When experimental values of APs are not available or cannot be determined, a convenient and rapid method for predicting the APs must be used [5] . Yonggang has suggested that the aniline purification level and the cooling rate have a significant influence on AP determination [2] . It is very difficult to determine the AP of the petroleum fraction experimentally. Huizhen combined an Processes 2019, 7, 912 2 of 21 artificial neural network (ANN) and the group contribution method to predict petroleum fraction physical properties and substituted the predicted value of the group into the AP ANN model to improve the estimation accuracy [3] . Farhad used a genetic algorithm and multiple linear regression to statistically validate molecular descriptors in pure hydrocarbons and returned multilinear models to generate neural networks to effectively predict pure hydrocarbon APs [1, 5] , which were pure components. some new methods have also been provided to estimate APs, e.g., Yinyan conducted a quantitative structure-property relationship (QSPR) study on the APs of 126 hydrocarbons from a molecular structure perspective and realized a function predicting the APs of hydrocarbons based on their molecular structure [6] . Although the above methods are advanced, they are not suitable for engineering computing applications, and their accuracy has not been systematically verified. On the basis of the difference in the properties of the estimated materials, the aniline point estimation method can be divided into a pure component aniline point estimation method and a petroleum fraction aniline point estimation method. At present, methods for estimating models, such as the genetic algorithm-multiple linear regression (GA-MLR), have been established, and structural parameters reflecting molecular structure information are calculated based on molecular structure. This method uses a genetic function algorithm to select the structural parameters that are closely related to the aniline point of hydrocarbons from many structural parameters. The algorithm then uses these parameters as a molecular description to characterize the structural characteristics of the corresponding compounds. Thereafter, multiple linear regression is used to establish predictive hydrocarbons. Using this model, the target properties can be quickly calculated and predicted, and the kinetic energy of the aniline point of hydrocarbons can be predicted according to the molecular structure. This is of great significance in the estimation of aniline points of petroleum fractions.
In the estimation process of the petroleum fraction model, there are enormous challenges to accurately estimating its characteristics [7] [8] [9] due to the diverse components in the material. Therefore, on the basis of the analysis and fitting of petroleum fraction physical properties, it is good to establish an aniline point estimation model for petroleum fractions. Actual estimation methods that are commonly used in domestic and foreign research include the American Petroleum Institute (API) method [10] , Winn method [11] , Linden method [12] , Walsh-Mortimer method [13] , and Albahari method [14] . The estimation of APs has also been researched extensively by local scholars, including Chen Xionghua [15] and Shoude Qing [16] . However, these algorithms have certain defects in terms of practical applications: the accuracy of the Winn method depends on the accuracy of the input parameters; the limitation of the Linden method is that the correlation was originally developed based on only 37 original datapoints, and hence the estimation of other petroleum fractions may induce a large deviation; the difficulty of the Walsh-Mortimer method is that it is necessary to accurately find a normal paraffin with the same normal boiling point and average boiling point; a model extrapolation of the Shoudeqing method cannot be applied to a wide range of petroleum fractions, and the verification experiment is performed afterward; and the Albahri method uses the refractive index as a basic characteristic variable (the effect is unknown, which will be further verified below). Evaluation results of the above seven commonly used model evaluations have demonstrated that the API and Chen-Xionghua methods exhibit the lowest deviation from the AP estimation, and an analysis of the correlation formula has indicated that the average boiling point and specific gravity (the API gravity is calculated by the specific gravity) have a significant effect on the AP. The AP is not just linearly associated with the average boiling point or specific gravity, but it is also related to the interaction between the two parameters [17] . The aniline point estimation methods that have been established by the group contribution method, artificial neural networks, and genetic algorithms have mostly been used for the estimation of pure hydrocarbon aniline points. Due to the special nature of the petroleum fraction, the aniline point should be estimated using an empirically relevant method.
This study introduces seven methods that are commonly used in the estimation of APs in petroleum fractions. An analysis and evaluation of these methods is presented. A new algorithm is proposed to improve the accuracy of AP estimation. 
Common AP Estimation Methods and Evaluation

Common AP Estimation Models
API Method
The API Technical Data Book uses the mean average boiling point, specific gravity, and Watson characteristic factor of the petroleum fraction to predict the petroleum fraction AP, according to the following model [10] :
Winn Method
In the Winn method, the AP is obtained from the correlation between the mean average boiling point and the API gravity or specific gravity [11] . According to the Winn nomogram, the aniline point can also be obtained from the correlation between the mean average boiling point and the API gravity or specific gravity as follows: take the point mapping, use the quasi-Newton method (BFGS) and the general global optimization method for fitting, and get the correlation of R = 1, as shown in Figure 1 
Linden Method
According to the characterization methods of Watson and Nelson, the approach proposed by Linden uses the API gravity and mean average boiling point to predict the AP of the petroleum fraction [12] , as follows:
Walsh-Mortimer Method
On the basis of the study of gas chromatography, Walsh and Mortimer proposed that the AP is predicted by a polynomial of the carbon content and the specific gravity of normal paraffin, with the normal boiling point equal to the mean average boiling point [13, 18] :
Albahri Method
This method uses the refractive index as a basic characteristic parameter to predict the AP of the petroleum fraction [14, 19] :
2.1.6. Chen-Xionghua (Chen) In this method, the API gravity and the mean average boiling point of 65 petroleum fractions are used as the parameters, and the measured AP value is employed as the standard to fit the correlation formula [15] :
Processes 2019, 7, 912 5 of 21 2.1.7. Shoude Qing (Shou) By measuring 174 petroleum fractions of six representative crude oils, including Daqing, Shengli, Dagang, Renqiu, Gudao, and Yangsanmu, as well as the catalytic cracking distillates of Daqing and Shengli (reforming and extracting oil) and the winning coking fractions, the physical properties (e.g., the mean average boiling point, density, and AP) of 95 petroleum fractions of representative secondary processing oils are determined. Using the above data as parameters, the empirical correlation of the estimated AP is obtained through Equation (15) [7, 16] :
Data Sources
From the actual oil products provided by the factory, 24 petroleum fractions within the applicable range were selected for testing and compared to the measured values. These 24 petroleum fractions were from the literature [3] . The average relative deviation (ARD) and average absolute deviation (AAD) of the predicted results were calculated. The oil APs used for verification ranged from 45 to 107 • C, the average boiling point ranged from 115 to 545 • C, and the API gravity ranged from 14 to 56.
Evaluation Results
A comparison of the evaluation results of the seven algorithms introduced above is presented in Table 1 . As can be observed from Table 1 , the AADs of the seven estimation methods were 5.44 • C, 10.65 • C, 6.74 • C, 12.93 • C, 15.07 • C, 6.46 • C, and 19.11 • C. The ARDs of the seven methods were approximately 7.31% to 28.32%, and the minimum ARD was above 5%. The error in the method was obtained as follows: the accuracy of the Winn method depends on the accuracy of the input parameters. The limitation of the Linden method is that the correlation was originally developed based on only 37 original datapoints. Thus, the estimated ARD for other petroleum fractions was 12.28%. The difficulty of the Walsh-Mortimer method is that it is necessary to accurately determine normal paraffin with the same normal boiling point and medium average boiling point. The estimated ARD and ADD of the Shou method were the biggest among the evaluated methods, which showed that the model extrapolation was not strong. The ARD of the Albahri method was 10.66%. The ARDs of the API and the Chen-Xionghua methods were 7.31% and 9.83%, which were both less than 10%, indicating that using the refractive index as a basic characteristic variable is not as effective in the API method and that the model prediction effect of the Chen-Xionghua method is accurate. Although the API method showed a minimum deviation of 7.31% when estimating 24 kinds of real oil, this was still more than 5%, which makes it difficult to meet the high accuracy of the actual estimation.
In summary, the commonly used AP estimation models had a medium average boiling point range of 115 to 545 • C and an API gravity range of 14 to 56. In actual oil products, the calculation results exhibited significant deviations, which is difficult to handle in practice. Therefore, estimation is Processes 2019, 7, 912 6 of 21 necessary, and a more accurate AP estimation model is required. With reference to the variables used in the API method, it is suggested that a new average model and the actual values of real oil be used to return a new average correlation.
New Algorithm for AP Estimation
Proposal of New Model for AP
To avoid the singularity of the previous methods, the complex interactions between the three should be considered. Thus, the formula for estimating the petroleum fraction AP is as follows:
As is indicated in Equation (16), the model consists of three parts: f (MeABP), which is affected by the mean average boiling point; g(SG), which is affected by the specific gravity; and h(MeABP, SG), which is affected by the interaction between the mean average boiling point and specific gravity.
For the univariate regression terms f (MeABP) and g(SG), a total of 142 actual oil data points were used, which were derived from the existing literature and measured values [8, 9, 20] . These 142 data points can be recorded in detail in Appendix A, Table A1 . By employing the quasi-Newton method and using the average boiling point and specific gravity of the petroleum fraction, the objective functions of f (MeABP) and g(SG) were regressed [21, 22] to obtain the parameters, and the correlations are presented in Equations (18) and (19) , respectively.
In this case, the unit of the average boiling point is converted into • F:
According to the original model mentioned in previous articles [3, 7, 8, 10, 11, 15, 16] , it can be concluded that the AP is usually related to the mean average boiling point and specific gravity. Therefore, when the initial AP value is used, the parameters of the mean average boiling point and specific gravity (following a fitting correction) are employed. This is conducted in a proportional manner, as indicated in Equation (20), where a and b are weighting factors, representing the determined proportions of Equations (18) and (19) in the initial AP value:
An iterative correction algorithm with a new correlation is applied for the h(MeABP, SG) component, combined with the concept of multiple linear regression of the QSPR model in the pure component [6] and using the interaction relationship between the AP, mean average boiling point, and specific gravity. Using the above 142 actual oil data types, the regression is performed according to the model-free method [22] , and the iterative relationship is obtained as follows:
The parameters are as follows:
When the iteration criterion indicates that the estimated AP has converged, the iteration is stopped. According to the concept of the limit, we let Equation (21) be 0 and arrange the above calculation process to obtain a one-dimensional multiple equation, which is simplified to obtain the following:
At this time, the AP is determined to be the estimated AP value, and the unit is K.
Application of New Algorithm
A calculation flow chart for the new AP estimation algorithm is presented in Figure 2 . The estimation steps are as follows: First, according to the values of the average boiling point and specific gravity, Equations (18), (19) , and (21) are applied to calculate f (MeABP), g(SG), and h(MeABP, SG), respectively. Thereafter, the calculated value of the previous step is incorporated into Equation (20) to obtain the initial value required for the iteration, and the iterative calculation is started. Finally, when the iterative condition is judged to converge, the calculation ends, and the estimation result is the output.
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When the iteration criterion indicates that the estimated AP has converged, the iteration is stopped. According to the concept of the limit, we let Equation (21) be 0 and arrange the above calculation process to obtain a one-dimensional multiple equation, which is simplified to obtain the following: 
A calculation flow chart for the new AP estimation algorithm is presented in Figure 2 . The estimation steps are as follows: First, according to the values of the average boiling point and specific gravity, Equations (18), (19) , and (21) are applied to calculate f(MeABP), g(SG), and h(MeABP, SG), respectively. Thereafter, the calculated value of the previous step is incorporated into Equation (20) to obtain the initial value required for the iteration, and the iterative calculation is started. Finally, when the iterative condition is judged to converge, the calculation ends, and the estimation result is the output. The method has a medium average boiling point of approximately 63.33 °C to 593.33 °C and a specific gravity of approximately 0.65 to 1.08. The measurement results are more accurate, and the requirements of most real oil measurements can be met. The method has a medium average boiling point of approximately 63.33 • C to 593.33 • C and a specific gravity of approximately 0.65 to 1.08. The measurement results are more accurate, and the requirements of most real oil measurements can be met.
Cross-Validation
As is shown in Equations (18), (19) , and (22)-(25), the models presented in this paper involve 21 parameters. To facilitate differentiation, these parameters are named by different variables. The names of the parameters, source formula, and standard values in the equations are shown in Table 2 . In order to verify the stability of the obtained model parameters, we cross-validated the parameters obtained using 142 datapoints. We randomly divided 142 datapoints into 10 groups (where 8 groups contained 14 datapoints and 2 groups contained 15 datapoints). We selected 9 groups as the training set and used the remaining group as the verification set for model validation. through this method, we could obtain 10 training/verification sets. In each experiment, the training set was used to train the parameters of the model, and the ARD of the obtained model was evaluated using the validation set. In addition, in order to prevent instability in random grouping stages, we repeated the experiment 21 times, that is, a total of 21 × 10 = 210 cross-validation experiments. We recorded the model parameters obtained in each experiment and the corresponding average error. For display convenience, we solved the average value of the parameters and the relative error in 30 cross-validation experiments. The results are shown in Table 3 .
It can be seen from Table 3 that under the cross-validation test, the models obtained through training with partial datasets could also have high accuracy, and the ARD was basically less than 1%. In addition, we also compared the average value of the parameters obtained with 210 crossover experiments to the standard parameters of the proposed model. The results showed that the deviation of 21 parameters was also within 1%, which proved that the model parameters obtained by the 142 datapoints had high stability. 
Parameter Sensitivity Analysis
Parameter sensitivity is a good measure of the stability of an algorithm. In this section, we performed a sensitivity analysis of the 21 parameters in the proposed model. The sensitive parameters in the model could be obtained by evaluating the decline in the accuracy of the model with changing parameters. To further understand the sensitivity of the parameters, the sensitivity range of the sensitive parameters was determined.
Sensitivity Analysis of Individual Parameters
We analyzed 21 parameters in the proposed model one by one. On the basis of the standard values of the model parameters, the tested parameter was changed in each experiment, and the other 20 parameters were fixed. We used a normal distribution to sample new values of the tested parameter. The mean of the normal distribution was the standard value of the parameter, and the standard deviation was 0.2 times the parameter. For example, for a parameter with a standard value of X, the normal distribution was~N(X, 0.2X). Random sampling was performed within this normal distribution to obtain new model parameters. We used a normal distribution to sample new values of the tested parameter, and the relative errors were counted. In order to prevent large deviations in the random sampling process, we performed 20 experiments on each parameter, sampling 20 new parameters within the normal distribution of the tested parameters. The relative error of the 20 models with the new parameters was estimated, and the ARD was calculated, which was a good index of the sensitivity of the parameter. The results are shown in Table 4 . It can be seen from Table 4 that the ARD of the parameters M1 and K1_3 reached more than 10% under this test condition, which indicates that a little variation in the parameter involved a certain impact on the accuracy of the model; therefore, the parameter sensitivity of M1 and K1_3 was high. For the parameters S0, S2, S3, and S4, the ARD even reached more than 150%, which indicates that these four parameters were extremely sensitive, and slight changes could cause large errors. The ARDs of the other 15 parameters were less than 6%. The changes in the parameters had little effect on the accuracy of the model, and the sensitivity of the parameters was low. The experimental results showed that among the 21 parameters of the proposed model, six parameters (M1, K1_3, S0, S2, S3, and S4) were sensitive, and the sensitivity of S0, S2, S3, and S4 was extremely high for the aniline point prediction performed by this model. An adjustment of these parameters should be carefully considered.
Estimation of the Sensitive Range of Sensitive Parameters
In order to have a deep recognition of the sensitivity of the model parameters, we analyzed the sensitivity range of the sensitive parameters obtained in Section 3.4.1. In this experiment, the tested parameter variation range was set at ±50% of the standard value (50%-150% of the standard value). The changing step was set at 2%, that is, 51 experiments were performed for each sensitive parameter. As with the experiments in Section 3.4.1, we estimated 142 datapoints using the model (with the changed parameters) and counted the ARDs of each experiment. The ARDs of each sensitive parameter at different variation ratios are shown in Figure 3 .
parameter variation range was set at ±50% of the standard value (50%-150% of the standard value). The changing step was set at 2%, that is, 51 experiments were performed for each sensitive parameter. As with the experiments in Section 3.4.1, we estimated 142 datapoints using the model (with the changed parameters) and counted the ARDs of each experiment. The ARDs of each sensitive parameter at different variation ratios are shown in Figure 3 . It can be seen from Figure 3 that for M1 and K1_3, as the parameters gradually moved away from the true value, the ARD also gradually increased. When the parameter change rate was within ±15%, the ARD was less than 10%. Outside this range, the error was greater than 10%. When the rate of change reached 40% or more, the ARD reached 20%. Although these two parameters were more sensitive, as the proportion of parameter changes gradually increased, the ARD growth was also relatively stable. For parameter S3, when the parameter variation range was in the range of −2% to 6%, the ARD was less than 10%, and when the variation was above 6%, the ARD gradually increased, and the change speed was significantly higher than in M1 and K1_3. When the change was less than −2%, the ARD increased rapidly and reached more than 100% at -6%. For parameter S4, when the variation range was in the range of -16% to 10%, the ARD was less than 10%. When the variation was less than −16%, the ARD gradually increased, and the rate of change was similar to that of M1 and K1_3. When the change was greater than 10%, the ARD increased rapidly, and when the rate of change reached 24% or more, the ARD exceeded 100%. For the parameter S0, when the variation range was within ±2%, the ARD was less than 10%. When the variation was less than −2%, the ARD gradually increased, and the change speed was significantly higher than that of the two parameters M1 and K1_3. When the change was greater than 2%, the ARD increased rapidly, and above 6%, the error reached 100% or more. The condition of parameter S2 was close to S0. When the variation range was within ±2%, the ARD was less than 10%. When the variation was less than −2%, the ARD gradually increased, and the variation was similar to S0. When it was greater than 2%, the ARD increased rapidly, and at 8%, the error reached 100% or more. The above results show that the four parameters S0, S2, S3, and S4 were very sensitive and had different sensitivity ranges. When M1 and K1_3 increased and decreased, the relative error changed slowly. The parameter S3 was more sensitive when it was small, and the parameters S0, S2, and S4 were more sensitive when they became larger. Therefore, when using this formula for aniline point estimation, negative adjustments should be avoided for S3, and positive adjustments should be avoided for S0, S2, and S4. It can be seen from Figure 3 that for M1 and K1_3, as the parameters gradually moved away from the true value, the ARD also gradually increased. When the parameter change rate was within ±15%, the ARD was less than 10%. Outside this range, the error was greater than 10%. When the rate of change reached 40% or more, the ARD reached 20%. Although these two parameters were more sensitive, as the proportion of parameter changes gradually increased, the ARD growth was also relatively stable. For parameter S3, when the parameter variation range was in the range of −2% to 6%, the ARD was less than 10%, and when the variation was above 6%, the ARD gradually increased, and the change speed was significantly higher than in M1 and K1_3. When the change was less than −2%, the ARD increased rapidly and reached more than 100% at -6%. For parameter S4, when the variation range was in the range of -16% to 10%, the ARD was less than 10%. When the variation was less than −16%, the ARD gradually increased, and the rate of change was similar to that of M1 and K1_3. When the change was greater than 10%, the ARD increased rapidly, and when the rate of change reached 24% or more, the ARD exceeded 100%. For the parameter S0, when the variation range was within ±2%, the ARD was less than 10%. When the variation was less than −2%, the ARD gradually increased, and the change speed was significantly higher than that of the two parameters M1 and K1_3. When the change was greater than 2%, the ARD increased rapidly, and above 6%, the error reached 100% or more. The condition of parameter S2 was close to S0. When the variation range was within ±2%, the ARD was less than 10%. When the variation was less than −2%, the ARD gradually increased, and the variation was similar to S0. When it was greater than 2%, the ARD increased rapidly, and at 8%, the error reached 100% or more. The above results show that the four parameters S0, S2, S3, and S4 were very sensitive and had different sensitivity ranges. When M1 and K1_3 increased and decreased, the relative error changed slowly. The parameter S3 was more sensitive when it was small, and the parameters S0, S2, and S4 were more sensitive when they became larger. Therefore, when using this formula for aniline point estimation, negative adjustments should be avoided for S3, and positive adjustments should be avoided for S0, S2, and S4.
Data Source Evaluation
The data used for the evaluation in this study consisted of two parts, some of which were from an oil-and gas-related manual [7, [23] [24] [25] ] that collects a dataset on crude oil analysis and specifications of petroleum products globally to provide an assessment of algorithm accuracy (and therefore serves as an important reference). The other part was composed of actual measured oil data, including Tarim oil (from the literature [3] ), Dagang oil, Shengli oil, Renqiu oil, Yangsanmu oil, Daqing oil, and Gudao oil [7, 15, 16] , as well as data on 44 oils collected through actual processes. The data on the oil products of the AP were as follows: aviation coal, catalytic hydrogenation, diesel hydrogenation, catalytic cracking, and atmospheric and vacuum reduction.
The specific gravity and medium average boiling point data of 127 petroleum fractions were selected for this study. The 127 data points used for verification can be recorded in detail in Appendix A, Table A2 . The petroleum fraction was obtained through the distillation of crude oil through a real boiling point curve, covering various types of crude oil and its fractions both locally and globally. The AP of each oil was predicted by the new algorithm, and the results and relative deviations were analyzed.
Evaluation Results of New AP Algorithm
Evaluation Results of New Algorithm
The petroleum fraction used in the model verification had a specific gravity ranging from 0.65 to 1.10, and the average boiling point range was 300.48-866.48 K. A scatterplot of the predicted values using the new algorithm and the actual values of the AP is presented in Figure 4 .
Evaluation Results of New AP Algorithm
Evaluation Results of New Algorithm
The petroleum fraction used in the model verification had a specific gravity ranging from 0.65 to 1.10, and the average boiling point range was 300.48-866.48 K. A scatterplot of the predicted values using the new algorithm and the actual values of the AP is presented in Figure 4 . It can be observed from the figure that the distribution of the predicted and actual values of the oil was similar to the straight line y = x; that is, the predicted value of the oil was approximately equal to the true value. The proposed new algorithm exhibited an estimated relative deviation of more than 90% of the actual oil AP (less than 0.5%), an ARD of 0.17% for all oils, and a maximum relative deviation (MRD) of 0.634%. It could be proven that the proposed AP estimation algorithm provided higher accuracy in estimating the AP of the oil substances used in the test.
Comparison of New Algorithm and Common Models
The test results are illustrated in Figure 5 . It can be observed from the figure that the distribution of the predicted and actual values of the oil was similar to the straight line y = x; that is, the predicted value of the oil was approximately equal to the true value. The proposed new algorithm exhibited an estimated relative deviation of more than 90% of the actual oil AP (less than 0.5%), an ARD of 0.17% for all oils, and a maximum relative deviation (MRD) of 0.634%. It could be proven that the proposed AP estimation algorithm provided higher accuracy in estimating the AP of the oil substances used in the test.
The test results are illustrated in Figure 5 . As is indicated in Figure 5 , the Winn method had a relatively large relative deviation, while the three methods with small deviations were the newly proposed method, the Shoudeqing method, and the API method. The estimated and measured values of each method were compared, as is illustrated in Figure 6 .
According to Figures 5 and 6 , as the measured value of the petroleum fraction gradually increased, the trend of the Shoudeqing method became consistent with the measured value, but a large deviation occurred. The predicted values of the Albahri and Chen-Xionghua methods fluctuated significantly. In the Linden method, a higher average boiling point temperature resulted in a larger deviation. The Winn method exhibited a larger deviation in the average boiling point range below 200 • C. The new algorithm exhibited less deviation in the predicted value of the petroleum fraction used for verification. The statistics on the estimated deviations of each method are presented in Table 5 . Processes 2019, 11, 19 FOR PEER REVIEW 13 of 21 Figure 5 . Error distributions of different methods and real values.
As is indicated in Figure 5 , the Winn method had a relatively large relative deviation, while the three methods with small deviations were the newly proposed method, the Shoudeqing method, and the API method. The estimated and measured values of each method were compared, as is illustrated in Figure 6 . According to Figures 5 and 6 , as the measured value of the petroleum fraction gradually increased, the trend of the Shoudeqing method became consistent with the measured value, but a large deviation occurred. The predicted values of the Albahri and Chen-Xionghua methods fluctuated significantly. In the Linden method, a higher average boiling point temperature resulted in a larger deviation. The Winn method exhibited a larger deviation in the average boiling point range below 200 °C. The new algorithm exhibited less deviation in the predicted value of the petroleum fraction used for verification. The statistics on the estimated deviations of each method are presented in Table 5 . As is indicated in Figure 5 , the Winn method had a relatively large relative deviation, while the three methods with small deviations were the newly proposed method, the Shoudeqing method, and the API method. The estimated and measured values of each method were compared, as is illustrated in Figure 6 . According to Figures 5 and 6 , as the measured value of the petroleum fraction gradually increased, the trend of the Shoudeqing method became consistent with the measured value, but a large deviation occurred. The predicted values of the Albahri and Chen-Xionghua methods fluctuated significantly. In the Linden method, a higher average boiling point temperature resulted in a larger deviation. The Winn method exhibited a larger deviation in the average boiling point range below 200 °C. The new algorithm exhibited less deviation in the predicted value of the petroleum fraction used for verification. The statistics on the estimated deviations of each method are presented in Table 5 . In terms of the deviation distribution, the relative deviation of the new AP estimation algorithm for 96 oil test results was less than 5%, while the other methods only yielded 55 oils with AP estimation results with a relative deviation of less than 5%. The new AP estimation algorithm significantly reduced the AP estimation bias. Moreover, the AAD, ARD, maximum absolute deviation (MAD), and MRD of the test results were calculated. The results are displayed in Table 6 . As is indicated in Table 6 , the ARDs of the API, Winn, Walsh-Mortimer, Linden, Albahari, Chen-Xionghua, and Shoudeqing methods were all above 5%. Moreover, the smallest deviation of the API method reached 7.01%. The ARD of the new AP estimation algorithm was approximately 3.55%, which was roughly two times lower than the estimated deviation of the existing models, indicating that the proposed method could effectively improve the AP estimation accuracy.
In summary, the proposed AP estimation algorithm exhibited higher accuracy and provided a greater improvement than the commonly used algorithms did. In terms of model adaptability, the API and Albahri methods yielded a relatively accurate prediction value when the average boiling point ranged from 320.48 to 580.48 K and the specific gravity ranged from 0.75 to 0.90. In particular, for the API algorithm, the ARD between the predicted and measured values of the AP was 5.33% for datapoints with an average boiling point less than 672.04 K. For datapoints with a medium average boiling point greater than 672.04 K, the ARD between the predicted and measured values was 10.08%; therefore, this method is not applicable when calculating the average boiling point of hydrocarbon compounds or the APs of petroleum fractions greater than 672.04 K. The proposed AP estimation algorithm had a moderate average boiling point of approximately 336.48−866.48 K, and the specific gravity was approximately 0.65 to 1.08. The prediction results were more accurate and offered a wider application range than those of the other algorithms. Therefore, the proposed AP estimation method provides higher accuracy and greater stability, as well as wider applicability.
Conclusions
Seven classical AP estimation methods, including the API and Winn methods, were summarized and evaluated. A new AP estimation algorithm was proposed. Through verification of the new method and a comparison to the original methods, the following conclusions could be obtained:
(1) Using experimental data, AP estimation tests were carried out on the seven methods. The results demonstrated that these algorithms generally exhibited large deviations in the calculation of APs. The accuracy of the API method was slightly higher than those of the other six methods, but the ARD of the AP calculation of the petroleum fraction was more than 5%. The reasons for the inaccurate calculations of the original methods were analyzed and were mainly determined to be a lack of original data, simple models, simple regression methods, and no postprocessing; (2) Using multiple linear regression, the average boiling point and specific gravity were taken as the main structural parameters. A new algorithm for the AP of petroleum fractions was developed by means of data regression and iterative correction. The superiority of this method compared to the original methods was confirmed, as it uses a wider range of experimental data to obtain a new correlation; (3) When comparing the estimation results of APs by different models, the ARD of the new algorithm was 3.55% and the MRD was less than 7%. Compared to the best existing estimation model, the AP model estimated that the ARD would be reduced by approximately twice the initial ARD and that the MRD would be reduced by approximately six times the initial ARD.
In summary, the new algorithm for the petroleum fraction AP offers significant value, both as a theoretical algorithm and for actual oil prediction. The objective function regression-iteration correction method not only offers application potential in the estimation of petroleum fraction APs, but also provides a solid reference for other hydrocarbon material properties. 
