Crop growth simulation models are a useful tool to assess the impact of environment, crop management, genetics and breeding strategies, as well as climate change and variability on growth and yield. Any crop science experiment that measures key physiological processes, tests these productive processes, their interaction with other processes, environment, and intra-and inter-specific variation, is valuable to inform and refine crop simulation models. This paper focuses on crop science experiments in three key areas -crop development, seed or fruit-set at high temperature, and water use -illustrating some of the experiments used to understand key processes and, equally importantly, quantify these processes for crop models in a robust and repeatable manner. One particularly useful experimental method for determining stages of development responsive to photoperiod and temperature (the main drivers of ontogentic development), and sensitive to abiotic stresses such as temperature extremes and water deficit, is transfer experiments between different environments or treatments. Once sensitive stages are defined, then responses and genotypic differences can be accurately quantified. Understanding and modeling transpiration, and particularly genotypic differences in processes affecting transpiration is also key process for crop modelling. Experiments to determine genotypic differences in soil water availability thresholds that control when transpiration is reduced, relations between transpiration and vapor pressure deficit (VPD), and patterns of soil water uptake are also described along with new insights from this work. One of the biggest constraints to improving models with crop science experiments -and exploiting advances in genomics -is the limited capacity to phenotype traits and physiological mechanisms. Most crop science experiments have quantified responses in only a limited number of genotypes and the diversity of genotypic responses is not well represented. Today there is an increased demand for good quality phenotyping which can serve both genomics and modelling, and there is an urgent need to reinvest in crop physiology for high quality phenotyping.
inter-specific variation, is potentially useful to refine crop simulation models (Sinclair and Seligman, 2000) . This paper focuses on a three key areas -crop development, seed or fruit-set at high temperature, and water use -illustrating some of the key concepts that drive research in these areas, and the types of crop science experiments used to understand key processes and, equally importantly, quantify these processes for crop models in a robust and repeatable manner.
Examples of the uses of these types of information in crop models are also given where available.
Crop development
Phenology is a key trait for modelling as it determines the framework or timing of developmental events (emergence, floral initiation, flowering or anthesis, and physiological maturity) contributing to biomass accumulation and partitioning in any given environment. Most crop models (e.g. DSSAT, APSIM, INFOCROP) parameterize phenology by defining stages of development linked to the key developmental stages outlined above (i.e. vegetative, juvenile or basic vegetative phase; inductive or photoperiod-sensitive phase; post-inductive and/or seedfilling phase) sensitive to temperature (Jiang et al.) and/or photoperiod (P) ( Table 1) . The vegetative and post-inductive phases are basically determined by temperature through the number of leaves to be expanded and hence have similar thermal sums or accumulated °Cd. The photoperiod-sensitive phase is also a constant thermal sum when P is less than a critical value (≤11.5 h in the case of rice, a short-day species), but when P is greater than a critical value the duration of this phase is greatly lengthened, more so at warmer than cooler temperatures, or even lengthened indefinitely for strongly P sensitive germplasm (Folliard et al., 2004) .
Using field experiments to parameterize models
Phenology parameterization is generally determined experimentally by using multiple sowing dates and modelling using least squares or maximum likelihood routines to optimize the best-fit parameters within predetermined ranges (Dingkuhn, 1995; Carberry et al., 2001 ). The advantage of this field-based approach (though it can be done in pots) is that large numbers of genotypes can be grown (Dingkuhn, 1995; Dingkuhn and Asch, 1999) and other parameters observed for model calibration or validation. The disadvantage is that models are optimizing several parameters at once (i.e. response to temperature and photoperiod, vegetative phase duration) plus there is some correlation between T and P (and possibly other weather parameters such as relative humidity [RH] /vapor pressure deficit [VPD] , and T and P effects cannot easily be examined independently of each other. The latter effect assumes much greater importance when genotypes are to be simulated outside their natural range of P and T, especially at higher temperatures or in non-inductive photoperiods (i.e. long days for short-day plants (Clerget et al., 2004; Carberry et al., 2001 ).
Controlled environment experiments to determine phase durations
The alternate approach is to use controlled environments, where T and P can be controlled independently of each other. Phase durations are typically determined using reciprocal transfer experiments (Ellis et al., 1992) wherein plants are transferred at regular intervals between long and short photoperiods, ideally at two temperatures in the sub-optimal range ( Fig.   1 ). Such experiments determine precisely the duration of temperature and photoperiod-sensitive phases (Collinson et al., 1992 (Collinson et al., , 1993 Alagarswamy et al., 1998) . To date genetic variation in these phases has been determined in relatively few crop species, the best known example being rice where the vegetative phase can vary from 10 to 80 d (Vergara and Chang, 1976; Dingkuhn, 1995) . In sorghum and soybean durations range from 4 to 18d and 11 to 35 d, respectively (Alagarswamy et al., 1998; Ellis et al., 1992; Collinson et al., 1992 Collinson et al., , 1993 Sinclair and Hinson 1992) . Given that several recent impact studies have suggested that a key strategy to counter warmer temperatures shortening crop duration -and hence lowering yields -is a longer vegetative phase (Challinor and Wheeler, 2008a; Tao and Zhang, 2010) , determining the full range of genetic variation in this trait is important.
Controlled environment experiments to quantify responses to temperature and photoperiod
The effects of T and P on rates of development are typically quantified by growing plants in factorial combinations of T and P. A key advantage of a factorial design is that it allows, on the one hand, for the response to temperature to be quantified under inductive conditions (i.e.
where photoperiod does not affect or confound the rate of development) and, on the other hand, the affect of photoperiod to be quantified at near optimal temperature conditions (where temperature does not confound the photoperiod response). A simple three or four temperature by two photoperiod factorial will be sufficient to parameterize genotypes at sub-to optimal 6 6 temperatures (Erskine et al., 1990) . It is worth noting here that most crop models are parameterized for photoperiod-insensitive or relatively photoperiod-insensitive genotypes (which predominate in high input agriculture) rather than for landraces or traditional farmer's cultivars which are often acutely sensitive to photoperiod. For example, values up to 2100 °Cd h -1 for cultivars from Mali (Vaksman et al., 1998; Folliard et al. 2004) or Nigeria (Craufurd and Qi, 2001 ) have been recorded. In sorghum for example, until recently photoperiod-sensitivity coefficients in DSSAT spanned an equivalent thermal accumulation range of between 12 and 400°Cd per h when P is greater than the critical value (Alagarswamy and Ritchie, 1991) with a maximum value of 999°Cdh -1 ; however, a recent release now allows for much higher values for photoperiod sensitivity. As impact models become more regional in focus, and focus more on adaptation and breeding strategies, then representing 'local' cultivars in models will become more important.
Another significant difficulty comes in modelling crop development at supra-optimal temperatures (T>T o, where T 0 is the optimal temperature), which as mentioned earlier is critical for climate change impact studies (Challinor and Wheeler, 2008a,b; Tao and Zhang, 2010) .
Optimum temperatures in maize for example vary between ecotypes from 17 to 20°C in highland tropical types to 30 to 34°C in lowland tropical types, with temperate types in between (Jiang et al., 1999) . Ecotypes of rice, indicas and japonicas, also have warmer and cooler optimum temperatures respectively. Among cultivars within species there may also be variation in the optimum temperature, and even a small difference (28.7 cf 30.2°C) can make a significant difference to the impact (Tao and Zhang, 2010) . The optimum temperature response will be a major determinant of whether a genotype develops faster as temperatures warm or whether development slows, with significant consequences for yield (Challinor and Wheeler, 2008a; Tao and Zhang, 2010) . Existing crop models such as GLAM, DSSAT and QNUT differ in their parameterization and response to supra-optimal temperatures and hence potential impacts on yields (Challinor et al., 2007; Challinor and Wheeler, 2008b) . Furthermore, there is uncertainty over whether P and T interact at supra-optimal temperatures (Craufurd and Wheeler, 2009) , though this may only be important in highly photoperiod-sensitive genotypes. It should be noted
here that the effect of high temperature on fruit-set in cowpea (Craufurd et al., 1998 ) is affected by photoperiod also (Ahmed et al., 1993) .
Modelling 'alleles' and flowering pathway genes
In relation to modeling such an important trait as the timing of flowering, it is worth mentioning that there has been progress in modeling flowering time genes rather than observable and essentially whole plant morphological stages. Unsurprisingly, as flowering time is such a key and easily observable trait, there has been considerable progress in identifying flowering pathway genes (Jung and Muller, 2009 ) and in describing and modelling some of the networks that define these responses in Arabidopsis (Welch et al., 2004) . Some existing crop models also incorporate effects of flowering time alleles within existing whole crop model frameworks (White and Hoogenboom, 2003) .
Genetic variation in phase durations and responses to temperature and photoperiod
There is considerable genetic variation in photoperiod-sensitivity in most species (Maize: Bonhomme et al., 1994; sorghum, Craufurd et al., 1999; soybean, Roberts et al., 1996; rice, Dingkuhn 1995) , and genetic variation for temperature responses and the length of the vegetative phase associated with ecotypes in some species (rice, Vergara and Change, 1976; Dingkuhn 1995; sorghum, Craufurd et al., 1999, soybean, Sinclair and Hinson 1992) . As mentioned previously, the full range of variation available in these key parameters is rarely used in crop models to explore potential adaptation to future climates, though Challinor et al. (2009) provide an exemplar on how to do this.
Effect of temperature on seed-set/fruit
Impacts of water stress (drought) or high or low temperature stress on crop growth and yield depend on the severity of stress, duration of stress and the plant developmental stage at which stress occurs. For crop models to predict the impacts of abiotic stresses, both water and temperature stress, it is important to determine the most sensitive stages of crop development to stress. In general for both water and temperature stress the most sensitive stages of development occur between floral or panicle development and the end of flowering (i.e. including fertilization) in both cereals and legumes (O'Toole, 1982; Claassen and Shaw, 1970) . The stages of development most sensitive to high (and low) temperature are associated with the processes of microsporogenesis, anther dehiscence and fertilization in legumes (peanut, Fig. 2a , Prasad et al., 8 2001 Prasad et al., 8 , 1999 and cereals (sorghum, Fig. 2b ; Prasad et al., 2008a; rice, Fig. 2c; Yoshida et al., 1981) .
Determining the stages of development sensitive to high temperature
The approach used in determination of sensitive stages to heat stress (Prasad et al., 1999; 2008a) is transfer experiments. In this approach plants are grown under controlled conditions in optimum and high temperature conditions until target stages of crop development are reached (e.g. 15 d before flowering in rice). Thereafter, at periodic intervals plants grown in optimum conditions are exposed to stressed environments for specified duration, before being returned to optimum conditions (and vice-a-versa).
For example, using this approach it was identified that in peanut fruit-set was most sensitive to high temperature stress during the day at 4 d prior to anthesis and on the day of anthesis (Fig 2a: Prasad et al., 2001) . Similarly, in rice ( Fig. 2c : Yoshida et al., 1981) , and sorghum (Prasad et al., 2008a) plants are sensitive to high temperature about 9 days before anthesis and at anthesis (Fig. 2) , with the latter stage, as in peanut, being more sensitive to high day temperature. These two stages in both peanut and the cereals coincide with microsporogenesis and anther dehiscence/fertilization, respectively. In contrast, high night temperatures seem to affect microsporogenesis more than anthesis (Ogunlela and Eastin, 1984; Mohammad and Tarpley, 2009 ). Sensitivity to high temperature in terms of seed or fruit-set does not extend much beyond fertilization; indeed rice spikelets are not affected by high temperature about 1 h after anthesis (Jagadish et al., 2007) . These types of experiments can also be carried out in the field by covering with suitable materials to cool or warm plots/plants (Nielsen and Hall, 1985) , or even by multiple sowing dates accompanied by careful recording of flowering dates and environmental conditions at flowering (Dingkuhn, 1995b; Nagarajan et al., 2010) .
Transfer experiments in controlled environments can be further refined to study the timing of high temperature during the diurnal cycle where it is suspected that key events such as fertilization occur during the early morning or even in the night prior to dawn (Mutters and Hall, 1992) . In peanut, for example, it is the temperature during the first 6 h of the day that determines fruit-set (Prasad et al., 2000) .
Quantifying responses of seed-set to high temperature
Once the )stages most sensitive to temperature are identified (Jiang et al. 1999) , it is important to know how fruit or seed-set responds to the intensity and duration of stress when applied at these stages of development. Again, controlled environments (Prasad et al., 2000 (Prasad et al., , 2008a Wheeler et al., 1996; Yoshida et al., 1981) or field experiments with multiple sowings and careful analysis (Dingkuhn, 1995b) can be used to quantify responses to temperature. The example of peanut (Fig. 3a , Prasad et al., 2000) is a very typical response of seed or fruit-set to temperature, exhibiting a critical threshold (typically about 33° to 35°C) in many tropical crops such as sorghum, rice and 24° to 27°C in temperate crops such as wheat (Wheeler et al., 1996) and a negative linear response to increasing temperature above this to a maximum value. Other traits such as pollen number, pollen germination and pollen tube growth can be modeled the same way. Several crop models incorporate these responses (Oryza, Matthews et al. 1995; AQUACROP, Steduto et al., 2009; GLAM; Challinor et al., 2005) .
Transfer experiments can also be used to determine the duration and intensity of stress by exposing transferred plants to varying durations and intensities (Prasad et al., 1999; Jagadish et al., 2007) . These experiments have generally suggested that for fruit or seed-set that there is no interaction between duration and intensity of temperature and hence that the combined response can be modeled by a cumulative temperature function (Fig 3b) . Thus in rice the greater the exposure to temperatures >33°C during flowering, the lower the seed-set.
The importance of timing
Another important factor alluded to above determining the appropriate temperature to use for modeling high temperature events is the timing of anthesis and fertilization. From transfer experiments in peanut it was determined that it was temperature in the first 6 h of daylight (in a 12 h photoperiod) rather than the average day temperature or temperature during the second 6 h that determined fruit-set (Prasad et al., 1999) . This is associated with the timing of fertilization, which probably occurs early in the morning in peanut. Challinor et al. (2005) used the temperature during the first 6 h of the day in their evaluation of tolerance to high temperature in peanut in India under climate change scenarios. Similarly, in rice there is variation in the timing of peak flowering among genotypes, which maybe from early morning through till midday (Fig. 4; Jagadish et al., 2008; Prasad et al., 2006) . So while maximum temperature maybe the appropriate 'signal' temperature to use for some cultivars or species, in others early or mid-morning temperature maybe more appropriate. A number of models use algorithms that calculate 3 hourly mean temperature from daily maximum and minimum temperature and so it would not be too difficult to use an appropriate morning or early morning temperature at anthesis.
Genetic variation in seed-set at high temperature
From the studies cited above genetic variation in seed or fruit-set has been determined in a number of crop species, including rice (Table 3 ; Yoshida et al., 1981 , Prasad et al., 2006 , Jagadish et al., 2008 , cowpea (Hall 1993), peanut (Craufurd et al., 2003) . The genetic variation in peanut and rice has been used in modelling studies (Matthews et al., 1995; Challinor et al., 2005) . Genetic variation in the response to temperature of traits contributing to seed or fruit-set, namely pollen germination and pollen tube-growth, has also been documented in several species (see Salem et al., 2007 for soybean and refs therein).
Effects of temperature
Understanding impacts of climate change and climate variability needs improved understanding of impacts of increased mean temperatures, especially minimum or night temperature (Peng et al., 2004 , Nagarajan et al., 2010 Welch et al., 2010) as well as impacts of short term extreme temperatures (Wheeler et al., 2000) . Crop science experiments are also critical to determine the optimum and ceiling temperatures for yield formation and response between optimum and ceiling temperatures. Such information serves as critical input to crop models. Season long temperature responses of yield formation in various crop species under ambient and above ambient CO 2 were identified for important cereals (rice, Baker et al., 1994 , wheat, Wheeler et al., 1996 and sorghum, Prasad et al., 2006) and legumes (dry bean, Prasad et al., 2002; groundnut, Prasad et al., 2003; soybean Baker et al., 1989) using controlled experiments.
Critical temperatures for vegetative and reproductive yield formation for a few important crops are given in Table 2 . These data indicate: (Jiang et al.) significant variation in optimum temperatures for development and yield (or growth), and between vegetative and reproductive yield; and (ii) large differences between crop species, most especially between temperate and tropical species.
Effects of temperature and CO 2 on seed-set -the importance of tissue temperature
In future climates temperature changes will be accompanied by elevated CO 2 . Thus, it is important to understand the interaction effects of temperature and CO 2 , especially as most impact studies suggest higher temperatures will offset any CO 2 fertilization gains in C 3 crops (e.g. Long and Ort, 2010; Lobell and Field, 2007; Nelson et al., 2010) . Some reports in the literature suggest that elevated CO 2 causes greater sensitivity of spikelet fertility to heat stress, and temperatureinduced decreases in pollination, seed set, pod yield, seed yield, and seed HI were the same or even greater at elevated than at ambient CO 2 levels in kidney bean and sorghum (Prasad et al., 2002 (Prasad et al., , 2006 and in rice (Nakagawa et al., 2003) . The ceiling temperatures for fruit-set were about 2°C lower in rice, bean and sorghum (Prasad et al., 2002; 2006; Matsui et al., 1997) .
However, the impact of high temperature on seed or fruit-set is better related to tissue temperature than ambient air temperature. Several field studies have shown a good relationship between canopy temperature and sterility (Cohen et al., 2005; O'Toole, 1982) . Under ambient CO 2 conditions, tissue temperature can be up to 4°C lower than air temperature (Prasad et al., 1999; Jagadish et al., 2007) and this is why some studies quantify seed set against tissue temperature. At higher CO 2 , stomatal conductance is deceased leading to lower transpirational cooling and increased canopy temperature (Matsui et al., 1997; . Thus in studies of high temperature by CO 2 effects on seed-set, the commonly observed interaction or greater reduction in seed-set at high CO 2 , may in fact be associated with higher tissue temperature at high CO 2 (Fig. 5) . Therefore what matters for modelling is to accurately calculate tissue or canopy temperature.
Transpiration
Plant growth depends on the availability of water in the soil profile and transpiration or plant water use is a key parameter in all crop models. Most models simulate the extraction of A plateau regression procedure on the NTR response curve as a function of FTSW provides estimate of FTSW thresholds (where NTR starts declining) for each given genotype (Ray and Sinclair, 1998) .
In a situation where water is limited, for example by stopping irrigation, it is well established that plant response to the imposition of a water stress will go through three different stages (Sinclair and Ludlow, 1986;  This type of information has been used in crop simulation modeling to predict the effect on yield across several locations where chickpea is grown (Soltani et al., 2000) , and has shown a benefit to yield in maize and sorghum (Sinclair and Muchow, 2001 ).
Response of plant transpiration to environmental conditions
Besides radiation, an important driver of plant transpiration is the evaporative demand of the atmosphere. It is particularly important in a context of plants exposed to water deficits. The evaporative demand, which is proxied by the vapor pressure deficit (VPD), depends in part on the air temperature and relative humidity (RH). When the VPD is high, i.e. if RH is low and/or the air temperature is high, the transpiration is driven up. Crop simulation models in their calculation of transpiration usually consider transpiration to be a linear response to VPD.
However, recent experimental work shows that the response of different crops and genotypes vary (Fig. 7) . For instance, it was shown recently that the slope of the transpiration response to VPD varies in chickpea (Zaman-Allah et al., 2011a) . Also there is now accumulating evidence that the pattern by which transpiration increases at high VPD (beyond 2 kPa) differs between genotypes, e.g. in soybean (Sinclair et al., 2008) , sorghum (Gholipoor et al., 2010) , peanut (Devi et al., 2010) , pearl millet (Kholova et al., 2010b) . In these crops, certain genotypes do not follow a linear increase in transpiration in response to the VPD.Indeed, above a genotype-specific VPD threshold or transpiration breakpoint (VPD value where the slope of transpiration response to VPD changes),there is a reduction in the rate of transpiration due to partial stomata closure. As a consequence, carbon fixation also declines in genotypes having a transpiration breakpoint.
However, these genotypes save water for later. In contrast, genotypes that do not show any break point maintain carbon fixation, albeit at a high water cost as water use efficiency is inversely related to the VPD (Bierhuizen and Slatyer, 1965) .
The transpiration response to VPD is therefore an important trait since it represents a potential water saving mechanism. This trait has been used in crop simulation modeling and these simulations suggest that limiting transpiration to 4 mm d -1 would increase yield under water limited conditions in sorghum in Australia (Sinclair et al., 2005) . Similarly, the VPD response trait outlined above was simulated in soybean and showed significant yield advantage across most of the US soybean growing areas (Sinclair et al., 2010) .
Pattern of water extraction
Another critical component of crop simulation modeling, especially in the context of water limitation, is the rate of root growth. While there is a lot of knowledge and refinement on the mechanistics of plant productive processes related to the aboveground part, there is relatively little work on the use of modeling for the belowground part. There has been some work to assess the water extraction parameters in relation to quantity and density of roots in different crops (Dardanelli et al., 1997; 2004) . However, there is still a lot of discrepancy in the relationship between root growth characteristics and the capacity of plants to extract water. Some reports have shown that root length density and water uptake are related (Passioura, 1983; Monteith, 1986 , Lafolie et al., 1991 . In contrast, other studies report poor relations between water uptake and root length density across cereals and legumes (Hamblin and Tennant, 1987; Dardanelli et al., 1997; Katayama et al., 2000, Amato and Ritchie, 2002) . In consequence, one current limitation of crop simulation modeling is their dependence on a root growth parameter to determine the amount of available soil water.
On-going work at ICRISAT is acquiring better knowledge on the role of roots in the context of a water limitation, where the focus is not on acquiring knowledge on the root morphology but on obtaining data on the pattern of water use from a soil profile in plants that are grown in a field-like situation (Fig. 8) . For this, a lysimetric system is used (Vadez et al., 2008; Ratnakumar et al., 2009 ) with plants growing in long and large PVC tubes (1.2 or 2.0 m depending on crops), which provide each plant with a soil profile equivalent to the one available in a real field situation. This system has been used to assess the relation between rooting density and water extraction in groundnut and has shown both a lack of relationship (Ratnakumar et al., in preparation), or a highly significant relationship (Vadez et al., 2007) . It has been shown also that in chickpea exposed to terminal stress, differences in rooting do not lead to differences in seed yield. Rather, the pattern of water use from the soil profile explained the differences in seed yield, with terminal drought tolerant entries extracting less water than sensitive entries during the vegetative stage, and extracting more water than the sensitive entries during the pod filling stage.
Similar results, i.e. the importance of water extraction at critical stages of crop development, have been found in groundnut (Ratnakumar et al., 2009 ) and in pearl millet.
Experiments using this system could be very useful to improve crop simulation models with regard to their water relation feedback loops. For instance, the knowledge of the moisture threshold where transpiration declines (seen above) and of the pattern of water use from lysimetric profile would allow one to rigorously measure the real rate of growth of the root water extraction front, which could then be fed to tune the water extraction loop in crop simulation models. In addition, equipping the lysimeters with time-domain reflectometry access tubes would also allow to compare a pattern of water extraction with a profile of water extraction and would then allow to refine crop models with regards to the soil extraction depth.
Discussion
One of the major, if not the major, constraint to improving models with crop science experiments is the limited capacity to phenotype traits and mechanisms. Most crop science experiments have quantified responses in only a limited number of genotypes, and in many cases these genotypes are 'standard' improved cultivars chosen for their popularity rather than a diversity of traits. As we have suggested in this article, for many important traits the extent of genetic variation has either not been adequately described and/or not been incorporated into models. The limitation in phenotyping is perhaps best seen in the light of advances in molecular genetics, which has hugely increased our ability to identify genes (see for example the large scale high throughput phenomics facility in Adelaide http://www.plantaccelerator.org.au) and ultimately the mechanisms responsible. One area where genomics (and other 'omics) have greatly increased our understanding of gene networks controlling an important trait is for flowering time, particularly the photoperiod and vernalisation pathways, though less progress has been made on temperature pathways controlling flowering. Although there has been progress in modelling flowering-time gene networks in Arabidopsis (Welch et al., 2004) , ironically flowering-time or phenology has been one trait that farmers and plant breeders have been able to successfully manipulate over millennia, though fine-tuning this trait for specific environments may well be useful. Nonetheless, the exponential increase in genomic platforms, along with the demand for climate change impact models, has highlighted the need to re-invest in crop physiology and phenotyping.
There is evidence that responses of plants to environmental change under controlled conditions often differ from those found under natural field conditions. However,controlled environment experiments have been extremely useful for quantifying responses, especially to temperature and photoperiod, and will continue to be so for large-scale phenotyping of valuable or limited stock of genetic material. For high and low temperature tolerance phenotyping protocols described in the papers quoted in this article are robust and applicable across a wide range of species and can use growth cabinets or temperature gradient tunnels. However, for traits related to drought and CO 2 , where responses are the integrated effect of many processes through time, semi-controlled experiments are required for phenotyping. For water-use they include those such as the mini-lysimiters described by Vadez et al. (2008) while for CO 2 and temperature they include FACE and T-FACE systems (Kimball et al., 2008) . Field experiments will also continue to be important if well designed around environmental gradients and with rigorous analysis based on previously quantified responses from controlled environments. For phenology (and model calibration), the analysis of existing multi-location trials data can also contribute valuable genotypic information.
As the capacity to downscale climate forecasts increases, and the mismatch between modeling scales decreases, there is an increasing need for models that purport to study impacts and adaptation options to use appropriate local cultivars in models rather than a generic and usually improved cultivar. This is particularly true for crops such as sorghum, millet, upland rice and tropical legumes where diverse, usually photoperiod-sensitive cultivars are grown.
Two areas we need more crop science experiments on are the impact of high night temperatures and on water by temperature interactions, especially during flowering. Global increases in average temperature are associated with increases in minimum temperature and a number of studies have highlighted the negative effect of high minimum or night temperature on grain yield in rice (Peng et al., 2004; Nagarajan et al., 2010; Welch et al., 2010) and wheat (Prasad et al., 2008b) . Despite the importance of high nighttime temperature in future climate, and its impact on growth and yield formation, the responses of respiration to temperature have not been thoroughly investigated. It is important to accurately define these thresholds and provide input to crop simulation models. Similarly, heat and drought stress often occur together, with water deficit through stomata closure exacerbating heat stress. Although both water deficit and temperature extremes affect seed-set, mechanisms are not necessarily the same and there are reports of interactive rather than additive effects (Shah and Paulsen 2003; Prasad et al., 2011; Rang et al., 2011) .
Another key area that we have not covered here, and one that is essential for climate change impacts and adaptation strategies, is crop science experiments for crop management options. Adaptation strategies need to be focused as much on crop management practices, particularly practices around water harvesting, water conservation and soil improvement, as on genetic enhancement of temperature and drought tolerance (Cooper et al., 2009; Hammer et al., 2006) . For example, Cooper and his colleagues have examined effects of small applications of fertilizer (micro-dosing), mulching, time of weeding and sowing date on yields in relation to expected changes in climate in East Africa (Cooper et al., 2009) . Ex ante modeling studies of adaptation options such as these will be increasingly important.
In conclusion, crop science experiments in both controlled and field environments are extremely useful for quantifying responses to photoperiod and temperature (development); quantifying responses to abiotic stresses such as temperature extremes and water deficit;
identifying stages of development sensitive to environment and abiotic stress; and determining genotypic variability for these responses. The data generated from crop science experiments like those described above can be used for developing and improving crop simulation models to determine the impact of climate, management and genetics, and crop adaptation and mitigation strategies to changing climates. More research and investment is needed to develop fast and accurate phenotyping along with genetic data to help crop improvement for present and future climates. Table 3 Genetic variation in spikelet fertility (seed-set) of rice exposed to either 2 or 6 hours of high temperature at anthesis. Redrawn from Prasad et al. (2000) , (2008a), and Yoshida et al. (1981) . Redrawn from Prasad et al. (2000) and Jagadish et al. (2007) . 
