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a b s t r a c t
By defining the mth graphical representation of a (U, r)-Carlitz sequence of polynomials,
we visualize the nonzero elements in a number table of coefficients of the first m
polynomials. When appropriately scaled, these graphical representations are compact
sets contained in a fixed closed rectangle. We established the condition under which a
subsequence of these scaled graphical representations converges to a compact set with
respect to the Hausdorff metric. Furthermore, under the same condition, the limit set is
shown to have self-affine property which can be deciphered in terms of graph directed
self-affine iterated function system (GAIFS).
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The (U, r)-Carlitz sequences of polynomials can be considered as generalizations of r-state linear cellular automata
when r is prime. Linear cellular automata are known as simple mathematical models which may exhibit ‘self-organizing’
behavior [14]. The orbit of a linear cellular automaton is a sequence of polynomials with coefficients in some given finite
commutative ring, and the number table of coefficients of these polynomialswere observed to have some kind of self-similar
structure [15]. This is a mathematical explanation of the so-called ‘self-organizing’ behavior.
Willson first gave a rigorous description of the self-similarity of pn-state linear cellular automata for prime p. The mth
graphical representation is the pattern of number table of nonzero coefficients of the first m polynomials. This sequence is
shown, when appropriately scaled, to have a subsequence converging to a compact fractal set which can be deciphered in
terms of directed graph self-similar iterated function system (DIFS) [12,13]. Willson’s works are widely followed since they
connect the cellular automatawhich are regarded as a part of theoretical computer with the fractal geometrywhich is based
on geometric measure theory.
For a q-state linear cellular automata with q as an arbitrary positive integer, Takahashi found a convergent subsequence
of scaled graphical representations and showed that the limit set is a graph directed self-similar set [11]. Later, von Haeseler,
Peitgen and Skordev extend the result of Willson to q-Fermat cellular automata which are generalizations of pn-state linear
cellular automata [5,6].
Barbé, von Haeseler and Skordev introduced (U, r)-Carlitz sequence of polynomials which is a general framework
including q-Fermat cellular automata as a special case. In particular, some classical classes of polynomials such as Legendre,
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Gegenbauer, Hermite, Chebishev are examples of the (U, r)-Carlitz sequences of polynomials [1]. In their work [2], Barbé,
von Haeseler and Skordev established the condition under which the (U, r)-Carlitz sequence of polynomials permits a
convergent subsequence of scaled graphical representations. They suggest that the compact limit set has a certain degree
of self-similarity and list the deciphering of the self-similarity as an open problem.
In this paper, our main result is to answer the problem proposed by Barbé, von Haeseler and Skordev. We provide the
condition under which a subsequence of the scaled graphical representation converges and the limit set has self-affine
propertywhich can be deciphered in terms of graph directed self-affine iterated function system. Before stating our theorem,
we first give the definitions of (U, r)-Carlitz sequence of polynomials and sequence of corresponding scaled graphical
representations.
Let U = (un)n≥0 be a strictly increasing sequence of positive integers such that u0 = 1 and
1 < sup
n
un+1
un
= β <∞.
We call Σ = {0, 1, . . . , bβc} the canonical alphabet set, where bβc is the largest integer strictly less than β . A U-
representation of a nonnegative integer t is a finite sequence of integers (ti)0≤i<n with ti ∈ Σ such that
t =
n−1∑
i=0
tiui.
Such a representation will be written as tn−1tn−2 · · · t0. Here U is called the basis of U-representation. If (ti)0≤i<n further
satisfies
tiui + · · · + t1u1 + t0u0 < ui+1, ∀i, 0 ≤ i ≤ n− 1,
we call tn−1 · · · t1t0 the normal U-representation of t , denoted by
〈t〉U = tn−1 · · · t1t0.
Denote by L(U) the set of normal U-representations of all nonnegative integers, i.e.,
L(U) = {tn−1 · · · t1t0 : tn−1 · · · t1t0 is the normal U-representation of a t ∈ N}.
Then, L(U) is a language, that is, a subset ofΣ∗ which is the set of all words over alphabetΣ . The language L(U) is called
regular if it is recognized by a finite automaton, which is described more clearly in Section 2.
Definition 1.1. Let R be a finite commutative ring with unit. LetP = (Pi(x))i≥0 be a sequence of polynomials in R[x, x−1],
with P0(x) = 1, whereR[x, x−1] be the set of polynomials of x and x−1with coefficients inR. Then,P is called a (U, r)-Carlitz
sequence if for any t ∈ N, it holds
Pt(x) = Ptn−1(xr
n−1
) · · · Pt1(xr)Pt0(x),
where 〈t〉U = tn−1 · · · t1t0. (See examples in Section 2)
LetP = (Pt(x))t≥0 be a sequence of polynomials in R[x, x−1]. Write Pt(x) = ∑k∈Z p(k, t)xk. For m ∈ N, m ≥ 1, we call
set
Xm(P) = {(k, t) : p(k, t) 6= 0, 0 ≤ t < m, k ∈ Z}
the mth graphical representation of P (See Fig. 1 for example). For a and c positive numbers, define the scaling map τa,c
from plane to itself as
τa,c(k, t) =
(
k
a
,
t
c
)
.
Our main theorem is the following.
Theorem 1.2. Let U = (un)n≥0 be a basis satisfying limn un+1/un = β > 1. Let P = (Pt(x))t≥0 be a (U, r)-Carlitz sequence. If
L(U) is regular, then there exists an integer K ≥ 1 such that the following holds.
(1) The sequence of compact sets {τrmK ,umK (XumK (P))}m≥1 converges with respect to the Hausdorff metric as m tends to infinity.
(2) The limit set (See Fig. 2 for example) of above sequence
X (K)(P) = lim
m→∞ τrmK ,umK (XumK (P))
is a graph directed self-affine set (which is defined in Definition 1.3).
Remark 1. Let U = (pn)n≥0 be a basis with p a prime number. A p-state cellular automaton can be regarded as a (U, p)-
Carlitz sequence of polynomials Pt(x) provided that Pt(x) = P(x)t for some fixed polynomial P(x) and R is p element finite
field Fp. In this case, it follows from the work of Willson [13] that X (1)(P) is a graph directed self-similar set.
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Remark 2. In hiswork [10], Shallit shows that L(U) is regular implies the basisU is linear recurrent, i.e., there exist a positive
integer s and integers b1, b2, . . . , bs, such that
un = b1un−1 + b2un−2 + · · · + bsun−s, ∀ n > s.
Remark 3. In their work [2], Barbé, von Haeseler and Skordev obtain conclusion (1) of the above theorem under following
three conditions:
(a) The language L(U) is (n0, n1)-shift invariant for some n0, n1, that is,
wn−1wn−2 . . . w0 ∈ L(U)⇒ wn−1wn−2 . . . wn0+n10n1 ∈ L(U);
(b) The language L(U) is (n0, n2)-right extendable for some n0, n2, that is,
wn−1wn−2 . . . w0 ∈ L(U)⇒ wn−1wn−2 . . . wn20n0+n2 ∈ L(U);
(c) The series
∑
m∈N
δm
umn0+j
converges, where
δn =
mn0+j−1∑
s=n0
∣∣∣∣ umn0+ju(m+1)n0+j us − us−n0
∣∣∣∣
for some given j ∈ {0, 1, . . . , n0 − 1}.
By Lemma 3.4, if L(U) is regular, then L(U) is (K , 3K)-shift invariant and (K , 3K)-right extendable for some K , the conditions
(a) and (b) above are fulfilled. And by Lemma 3.6 in Barbé, von Haeseler and Skordev’s work [2] and Lemma 3.9 of this paper,
the condition (c) is also valid provided L(U) is regular. So, our conclusion (1) is a corollary of the result of Barbé and his
collaborators. In this paper, we will provide another proof of conclusion (1) as a by-product of our conclusion (2).
A directed graph is a couple (V , E), where V is a finite set of vertices, and E is the set of directed edges. For each edge e, iˆ(e)
is the initial vertex of the edge e and tˆ(e) is terminal vertex of e. There may be several directed edges between two vertices.
Definition 1.3. Let (V , E) be a directed graph. For each edge e ∈ E, suppose that ψe : R2 → R2 is a contractive affine
transformation. Let Ψ = {ψe}e∈E , then (V , E,Ψ ) is called graph directed self-affine iterated function system (GAIFS). If
there exists a sequence of compact sets (Xv)v∈V satisfying
Xv =
⋃
iˆ(e)=v
ψe(Xtˆ(e)) ∀v ∈ V , (1)
then (Xv)v∈V is called a graph directed self-affine set family. A union of finitely many translations of sets in {Xv}v∈V is called
a graph directed self-affine set.
For each (V , E,Ψ ), by using the contraction mapping principle, we can show there exists a unique sequence of compact
sets (Xv)v∈V satisfying Equ. (1) (see Lemma 3.4). It is a generalization of self-similar set. As soon as we know self-affine
property described by GAIFS, it is possible to study some fundamental properties of (Xv)v∈V . In fact, the authors calculated
the Lq-spectra of the graph directed self-affine measures with respect to these kinds of GAIFSs [9] and derived the Hausdorff
dimensions of measures and the box-counting dimensions of measure supports as consequences.
2. Basic properties of regular languages
LetΣ be the finite alphabet {0, 1, . . . , bβc} introduced above, where β = supn un+1un and bβc is the largest integer strictly
less than β . Its elements will be called letters. A word over the alphabetΣ is a finite sequence of elements ofΣ ,
wn−1wn−2 · · ·w0, wi ∈ Σ .
The set of all words over alphabet Σ is denoted by Σ∗. It is equipped with a binary operation called product obtained by
concatenating two words,
(wn−1wn−2 · · ·w0) · (vn−1vn−2 · · · v0) = wn−1 · · ·w0vn−1 · · · v0.
We denote by ε the empty word which satisfies εw = wε = w for allw ∈ Σ∗.
For a word, we denote by |w| the length of w and denote by Σn = {w ∈ Σ∗ : |w| = n} the set of words of length n.
We also define the radix order on Σ∗. For two words w and v, we say w < v if one of the following conditions holds: (1)
|w| < |v|; (2) |w| = |v| andw = uww′ and v = uvv′ withw, v letters andw < v.
The shift function is the function σ : Σ∗ → Σ∗ defined by
σ(wn−1wn−2 · · ·w0) = wn−2 · · ·w0.
The iteration of shift is denoted by σ n = σ ◦ σ n−1.
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Fig. 1. The first 9 polynomials in the sequence of (U, r)-Carlitz polynomials described in Example 4.9 and the corresponding graphical representation
X9(P).
A finite automaton (V , E,Σ, I, T ) is composed of a directed graph (V , E) with two sets I ⊂ V and T ⊂ V , where each
edge e in E is labeled by a symbol in the alphabet Σ , i.e., edge e is of form (p, w, q) with p, q ∈ V and w ∈ Σ . A path of
(V , E) is a sequence of edges en−1en−2 . . . e0 ∈ E∗ such that t̂(ei) = î(ei−1) for any 1 ≤ i ≤ n− 1. The set recognized by the
finite automaton (V , E,Σ, I, T ) is the set of labels of paths from vertices in I to vertices in T , that is, the set
{wn−1wn−2 . . . w0 ∈ Σ∗ : ei = (pi, wi, qi) ∀i, 0 ≤ i ≤ n− 1 and t̂(ei) = î(ei−1) ∀i, 1 ≤ i ≤ n− 1
and î(en−1) ∈ I, t̂(e0) ∈ T }.
A language is called regular if it is recognized by a finite automaton. Clearly, the language of all labelsΣ∗ itself is regular.
Example 2.1. The language
L = {tn−1tn−2 · · · t0 ∈ {0, 1}∗ : k ∈ N, titi−1 6= 11 for any i, 1 ≤ i ≤ n− 1}
is composed of words without consecutive 1. Let I = T = V = {a, b}, Σ = {0, 1} and E = {(a, 0, a), (a, 1, b), (b, 0, a)}
where (p, t, q) is the edge from p to q labeled by t . Then L is regular since it is recognized by the finite automaton
(V , E,Σ, I, T ) shown in Fig. 3.
Let L be a language over alphabet Σ and w is a word in L. Denote by Lw = {v ∈ Σ∗ : wv ∈ L}. Define an equivalence
relation on L asw ∼ w′ if and only if Lw = Lw′ . Clearly, L = Lε , where ε is the empty word. The following result is canonical
(see for example [8, Prop. 1.3.3]).
Lemma 2.2. Let L ⊂ Σ∗ be a language. L is regular if and only if there exists a finite set of words Q such that for any v ∈ Σ∗,
there existsw ∈ Q , s.t. Lw = Lv.
The normal U-representation of a nonnegative integer t can be obtained by the ‘greedy algorithm’: Let n be the integer
satisfying un−1 ≤ t ≤ un and let tn−1 = [t/un−1] and sn−1 = t − tn−1un−1. For i = n − 1, . . . , 1, set ti−1 = [si/ui−1] and
si−1 = si − ti−1ui−1. Then tn−1 · · · t1t0 is the normal U-representation of t . The uniqueness of normal U-representation is
shown by the following lemma.
Lemma 2.3. Let s and t be two positive integers. Then s < t if and only if 〈s〉U < 〈t〉U in radix order, where 〈s〉U is the normal
U-representation of s defined in Section 1.
Proof. Write 〈s〉U = sn−1 · · · s0 and 〈t〉U = tm−1 · · · t0. Suppose 〈s〉U < 〈t〉U , then n ≤ m. In the case n < m, by Eq.
(2), s = sn−1un−1 + · · · + s0u0 < un ≤ tm−1um−1 ≤ t . In the case n = m, let j = maxsi 6=ti i, then sj < tj. Thus
s = sn−1un−1+· · ·+ sjuj+· · ·+ s0u0 < sn−1un−1+· · ·+ sj+1uj+1+ (sj+1)uj ≤ tmum+· · · tjuj ≤ t . So, 〈s〉U < 〈t〉U implies
s < t . Interchange s and t , we get 〈s〉U > 〈t〉U implies s > t , and the lemma follows. 
Define a map piU : L(U)→ N as follows. Forw = tn−1 · · · t1t0 ∈ L(U), define
piU(w) =
n−1∑
i=0
tiui.
If t =∑n−1i=0 tiui, then 〈t〉U = w. Thus, piU is the inverse map of 〈·〉U .
Example 2.4. Let U = (un)n≥0 = (rn)n≥0 with r positive integer. Then L(U) = {0, 1, . . . , r − 1}∗ is the set of all words over
the canonical alphabet {0, 1, . . . , r − 1}. For integer t > 0, 〈t〉U is the standard r-adic expression of t .
Example 2.5. Let U = (un)n≥0 with u0 = 1, u1 = 3 and un+1 = 2un + 2un−1 for n > 0. Since limn→∞ un+1/un = 1 +
√
3,
the canonical alphabet is {0, 1, 2}. The language L(U) ⊂ {0, 1, 2}∗ is characterized by {tn−1 . . . t0 : titi−1 6= 22 for any 1 ≤
i ≤ n− 1}, i.e., L(U) is the set of words without consecutive 2.
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3. Structure of regular language L(U)
In this section, we prove some lemmas which are useful in the proof of our main result Theorem 1.2. Remind that a
U-representation tn−1 . . . t0 of number t is called normal if
tiui + · · · + t1u1 + t0u0 < ui+1, ∀i, 0 ≤ i ≤ n− 1. (2)
Lemma 3.1. Let L(U) be the language of normal representations in basis U = {un}n≥0. Then
L(U) = {tn−1 · · · t0 ∈ Σ∗ : ti−1 · · · t0 ≤ 〈ui − 1〉U ,∀i, 0 ≤ i ≤ n}.
Proof. Let t > 0 be an integer with 〈t〉U = tn−1 · · · t0 ∈ L(U). Since tn−1 · · · t0 is normal U-representation of t , by Equ. (2),
we have ti−1ui−1 + · · · + t0u0 ≤ ui − 1. By Lemma 2.2, ti−1 · · · t0 ≤ 〈ui − 1〉U .
Conversely, suppose ti−1 · · · t0 satisfies tiui · · ·+t0u0 ≤ ui−1 for all i ≥ 0. Then tn−1 · · · t0 is the normalU-representation
of t = tn−1un−1 + · · · + t0u0. Thus, tn · · · t0 ∈ L(U). 
The following is a direct corollary of Lemma 3.1.
Lemma 3.2. Let L(U) be the language of normal representations in basis U. If wn−1 · · ·w0 belongs to L(U), then wn−1 . . . wj0j
belongs to L(U) for j < n− 1.
By Lemma 3.1, L(U) is determined by {〈un − 1〉U }n≥1, which is the set of greatest strings of length n ≥ 1 in L(U) under
radix order. For L ⊂ Σ∗, we define
G(L) = {w ∈ L ∩Σn : n ≥ 0,w ≥ w′,∀w′ ∈ L ∩Σn}.
Then G(L(U)) = {〈un − 1〉U }n≥1. J. Shallit proved the following lemma [10].
Lemma 3.3. If L ⊂ Σ∗ is regular, then G(L) is a finite union of sets of the form wv∗u = {wvnu : n ≥ 0}, where w, v,u ∈ Σ∗
and v∗.
Then L(U) has the ‘shift invariant’ and ‘right extendable’ properties introduced in Remark 3 of Theorem 1.2.
Lemma 3.4. Let L(U) be the language of normal representations in basis U. If L(U) is regular. Then there exists a constant K such
that for n ≥ 3K,w0n ∈ L(U) impliesw0n−K ∈ L(U) andw0n+K ∈ L(U).
Proof. By Lemma 3.3, set G(L(U)) has the form
s⋃
i=1
w(i)(v(i))∗u(i),
wherew(i), v(i),u(i) ∈ Σ∗ for 1 ≤ i ≤ s. Let
K = min{k ≥ 0 : |v(i)| divides k and |w(i)|, |u(i)| ≤ k for all 1 ≤ i ≤ s}.
Suppose w0n ∈ L(U) with n > 3K . Then, there exist m ≥ 0 and j, 1 ≤ j ≤ s such that |w0n| = |w(j)(v(j))mu(j)| and w0n ≤
w(j)(v(j))mu(j) in radix order. Since |w(j)| ≤ K , |u(j)| ≤ K and |w(j)(v(j))mu(j)| = |w0n| ≥ n ≥ 3K , we have |(v(j))m| ≥ K .
By Lemma 3.3 and the condition |v(j)| divides K , it holds w(j)(v(j))m−qu(j) ∈ G(L(U)) and w(j)(v(j))m+qu(j) ∈ G(L(U)), where
|(v(j))q| = K . So, by Lemma 3.1, the two words w0n−K and w0n+K belong to L(U) since w0n−K ≤ w(j)(v(j))m−qu(j) and
w0n+K ≤ w(j)(v(j))m+qu(j). The proof is complete. 
Shallit has also proved the following [10].
Lemma 3.5. Let L(U) be the language of normal representations in basis U = {un}n≥0. If L(U) is regular, then U is a linear
recurrent basis, i.e., there exist a positive integer s and integers b1, b2, . . . , bs, such that
un = b1un−1 + b2un−2 + · · · + bsun−s, ∀ n > s.
So, we focus on systems satisfying linear recurrences. The following example shows that a linear recurrent basis U may
not satisfy limn→∞ un+1/un = β for some β > 0.
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Example 3.6. Let U = (un)n≥0, u0 = 1, u1 = 2, u2 = 3,
un = un−1 + 4un−2 − 4un−3 ∀ n ≥ 3.
Then un = 34 ·2n− 112 ·(−2)n+ 13 .U is a strictly increasing linear recurrent basis, butU does not satisfy limn→∞ un+1/un = β
for any β > 0. In fact,
lim
n→∞
u2n+1
u2n
= lim
n→∞
3
4 · 22n+1 + 112 · 22n+1 + 13
3
4 · 22n − 112 · 22n + 13
= 5
2
,
while
lim
n→∞
u2n
u2n−1
= 8
5
.
Let β > 1 be a real number. Let t be a real number in the interval [0, 1]. The normal representation in base β (or
β-expansion) of t is the sequence of integers (ti)i≥1 defined by the ‘greedy algorithm’. Set d0 = t and let ti = [βsi−1]
and si = {βsi−1} for i ≥ 1, where [x] and {x} respectively denote the integer part and the fractional part of x. Clearly,∑
i≥1 tiβ−i = t . We denote by dβ(t) the word (ti)i≥1. Set
d∗β(1) =
{
(t1, . . . , ts−1(ts − 1))∞, if dβ(1) = t1t2 . . . ts is finite;
dβ(1), if dβ(1) is infinite.
Lemma 3.7. An infinite sequence of nonnegative integers (ti)i≥1 is the β-expansion of a real number t in [0, 1) (respectively of 1)
if and only if
∞∑
i=j
tiβ−i < β−j+1
for all j ≥ 1 (respectively j ≥ 2).
Proof. Let t ∈ [0, 1) and let dβ(t) = (ti)i≥1. By the greedy algorithm, for all j ≥ 1, β j−1∑∞i=j tiβ−i = sj−1 which is the
fractional part of some number. Thus,
∑∞
i=j tiβ−i < β−j+1. The converse is immediate by induction. 
If dβ(1) is eventually periodic, dβ(1) = t1 · · · tl(tl+1 · · · tl+q)∞, set
F(x) = xl+q −
l+q∑
i=1
tixl+q−i − xl +
l∑
i=1
tixl−i.
Note that F(x) depends on the choice of l, q. Since
1 = t1β−1 + · · · + tlβ−l + (tl+1β−l−1 + tl+qβ−l−q)(1+ β−q + β−2q + · · ·),
β is a root of F(x) for any choice of l, q. Similarly, if dβ(1) is finite, dβ(1) = b1 · · · bs, set
F(x) = (xs −
s∑
i=1
bixs−i)(1+ xs + · · · + xks),
where k ≥ 0 is an integer. Any such F(x) is called an extended beta polynomial for β . Loraud showed the following sufficient
condition for L(U) to be regular [7], and Hollander showed that the condition is also necessary [4].
Lemma 3.8. Let U = (un)n≥0 be a linear recurrent basis satisfying
lim
n→∞ un+1/un = β > 1.
(1) If L(U) is regular, then dβ(1) if finite or eventually periodic.
(2) If dβ(1) is eventually periodic, L(U) is regular if and only if U satisfies an extended beta polynomial for β . If dβ(1) is finite,
L(U) is regular if U satisfies an extended beta polynomial for β; if L(U) is regular, then U satisfies a polynomial of the form
(xs − 1)F(x) where F(x) is an extended beta polynomial for β and s is the length of dβ(1).
Lemma 3.9. Let U = (un)n≥0 be a linear recurrent basis satisfying
lim
n→∞ un+1/un = β > 1.
If L(U) is regular, then β is a Perron number. Furthermore, there exist a positive number β0 < β and a constant C such that
un = Cβn + η(n) with limn→∞ η(n)/βn0 = 0.
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Proof. By Lemma 3.8, the normal representation dβ(1) is finite or eventually periodic.
(a) In case dβ(1) is finite, dβ(1) = b1 · · · bs, it holds β is a root of F(x) = xs −∑si=1 bixs−i. Let
Γ =

b1 b2 . . . bs
1 0 . . . 0
. . .
. . .
...
0 1 0

be the companion matrix of F(x). Then α is a root of F(x) if and only if α is an eigenvalue of Γ . Thus β is an eigenvalue
of Γ . Since Γ s > 0, Γ is primitive. By the Perron–Frobenius Theorem, β > 1 implies β > |α| for any other eigenvalue
α of Γ . Thus, β is a Perron number. By Lemma 3.8, the basis U satisfies the polynomial (xs − 1)F(x). Notice that the roots
of xs − 1 have modulus 1, one has β > 1 is a simple root of (xs − 1)F(x) with largest modulus. Let β1 = max{|α| :
α is a root of (xs − 1)F(x), α 6= β} and β0 = (β + β1)/2. Then there exists a constant C > 0 such that un = Cβn + η(n)
with limn→∞ η(n)/βn0 = 0.
(b) In case dβ(1) is eventually periodic, dβ(1) = t1 · · · tl(tl+1 · · · tl+q)∞, β is a root of
F(x) = xl+q −
l+q∑
i=1
tixl+q−i − xl +
l∑
i=1
tixl−i.
Let
Γ =

t1 . . . tq−1 tq + 1 tq+1 − t1 . . . tq+l − tl
1 0 . . . . . . . . . . . . 0
0 1 0 . . . . . . . . . 0
...
. . .
. . .
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . .
. . .
...
0 . . . . . . . . . 0 1 0

be the companion matrix of F(x). Let
Λi = I +

0 . . . . . . . . . 0
...
. . .
...
0 . . . 0 1 0
...
. . .
...
0 . . . . . . . . . 0
 ,
where I is the identity matrix and the only 1 in the last matrix is at row l − i and column l + q − i. Let Γ˜ =
Λ−10 · · ·Λ−1l−1ΓΛl−1 · · ·Λ0. Then
Γ˜ =

t1 t2 . . . . . . . . . tl+q
1 0 . . . . . . . . . 0
0 1 0
...
0
. . .
. . .
. . . 1
...
. . .
. . .
. . .
...
0 . . . 0 0 1 0

,
where the 1 at column l+ q is at row l+ 1. Since Γ˜ l+q > 0, the matrix Γ˜ is primitive. Then, β is an eigenvalue of Γ thus an
eigenvalue of Γ˜ . By the same discussion as above in case (a), the results of the lemma are also valid here. 
4. Self-affine property of the graphical representations
Our aim is to show graph directed self-affine property of limit set
X (K)(P) = lim
m→∞ τrmK ,umK (XumK (P))
as stated in conclusion (2) of Theorem1.2. For this aim,we first show that for a givenGAIFS, the corresponding graph directed
self-affine set family is unique. Then, we introduce a sequence of auxiliary sets {Ym}m≥0 which has, when appropriately
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scaled, a subsequence converging to the same limit set X (K)(P) as the sequence {Xum}m≥0 does. Finally, we prove the graph
directed self-affine property of X (K)(P) by means of the sequence {Ym}m≥0.
If X ⊂ R2, the δ-parallel body of X is the closed set of points within distance δ of X , that is,
Xδ = {y ∈ R2 : inf
z∈X |y− z| ≤ δ}.
The Hausdorff metric dH is defined on the collection of all non-empty compact subsets of R2 by
dH(X, Y ) = inf{δ : X ⊂ Yδ and Y ⊂ Xδ}.
LetK be the set of compact sets. Then (K, dH) is a complete metric space.
Lemma 4.1. Let (V , E,Ψ )withΨ = {ψe}e∈E be a GAIFS defined in Definition 1.3. Then there is a unique graph directed self-affine
set family (Xv)v∈V satisfying Eq. (1), i.e.,
Xv =
⋃
iˆ(e)=v
ψe(Xtˆ(e)) ∀v ∈ V .
Proof. The metric space (K, dH) is complete. Let
dVH((Yv)v∈V , (Y
′
v)v∈V ) = max
v∈V
{dH(Yv, Y ′v)},
where (Yv)v∈V and (Y ′v)v∈V are finite sequences of compact sets. Then the finite Cartesian product KV =
∏
v∈V K is also
complete under the metric dVH . For the graph directed self-affine system Ψ = {ψe}e∈E , define Ψ ∗ : KV → KV by
Ψ ∗((Yv)v∈V ) =
 ⋃
iˆ(e)=v
ψe(Ytˆ(e))

v∈V
.
Then Ψ ∗ is contractive and its unique fixed point (Xv)v∈V is the graph directed self-affine set family. 
Let U be a basis. Recall thatP = (Pi(x))i≥0 in R[x, x−1] is a (U, r)-Carlitz sequence of polynomials if for any t ∈ N,
Pt(x) = Ptn−1(xr
n−1
) · · · Pt1(xr)Pt0(x),
where 〈t〉U = tn−1 · · · t1t0.
Example 4.2. LetU = (un)n≥0 = (pn)n≥0with p a prime number. Let q = pk. A q-state cellular automaton can be regarded as
a sequence of polynomials (Pt(x))t≥0 in R[x, x−1] provided that Pt(x) = P(x)t for some given polynomial P(x)with R = Fq.
Using the fact P(x)p·pk−1 = P(xp)pk−1 , we have that the subsequence satisfies
Pt·pk−1(x) = Ptn−1·pk−1(xp
n−1
) · · · Pt1·pk−1(xp)Pt0·pk−1(x)
assuming 〈t〉U = tk−1 · · · t0. Thus, the subsequenceP = (Pt·pk−1)t≥0 is a (U, p)-Carlitz sequence of polynomials.
Example 4.3. The notion of simple r-Carlitz sequence of polynomials is introduced in [1]. It corresponds to the case
U = (un)n≥0 = (rn)n≥0 and R = Fr . The sequence of Legendre polynomials P = (Pt(x))t≥0 is defined by the recurrence
relations P0(x) = 1, P1(x) = x and
(n+ 1)Pn+1(x) = (2n+ 1)xPn(x)− nPn−1(x), ∀n ≥ 1.
It is a well-known instance of simple p-Carlitz sequence if we consider these polynomials over the ring Fp for p any odd
prime number (see [3,1]).
Define piβ(tn−1 · · · t0) = ∑n−1i=0 tiβ i for a real number β > 0. For given integer r > 0, we will always denote by Ξ the
alphabet {0, 1, . . . , r − 1} andΘ = {−r, . . . ,−1, 0, . . . , r − 1}. Then, pir mapsΘ ×Ξ∗ to Z. In fact, for each k ∈ Z, it holds
knrn ≤ k < (kn + 1)rn for some n ≥ 0 and kn ∈ Θ . Hence,
k = knrn +
n−1∑
i=0
kir i = pir(kn . . . k0),
where kn ∈ Θ and kn−1 . . . k0 ∈ Ξ∗ is the r-adic expansion of nonnegative integer k− knrn.
Now, for eachm > 0, we define an auxiliary set
Ym = {(k, s) ∈ R2 : p(k, t) 6= 0, k ∈ Z, s = piβ(〈t〉U)with 0 ≤ t < um}.
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Given v ∈ Θ × Ξ∗ andw ∈ Σ∗, define block
Yn(v,w) = {(k, s) ∈ R2 : k = pir(vv′), t = piU(ww′), s = piβ(〈t〉U)with p(k, t) 6= 0, v′ ∈ Ξ n,
w′ ∈ Σn,ww′ ∈ 0∗L(U)}.
Then, it holds
Ym =
⋃
v∈Θ×Ξ∗,w∈Σ i
Ym−i(v,w).
For v ∈ Θ × Ξ∗ andw ∈ Σ i, by directly verifying, we can see that
Ym−i(v,w) = Ym
⋂[
pir(v)rm−i, (pir(v)+ 1)rm−i
)× [piβ(w)βm−i, piβ(w+)βm−i) ,
wherew+ is the ‘next’ word ofw in L(U), i.e., piU(w+) = piU(w)+ 1 (see Fig. 4).
Lemma 4.4. Let U = {un}n≥0 be a linear recurrent basis satisfying
lim
n
un+1/un = β > 1.
Let P = (Pt(x))t≥0 be a (U, r)-Carlitz sequence. If L(U) is regular, then there exists an integer K ≥ 1 such that the sequence of
compact sets
RmK (v,w) := τrmK ,βmK (YmK (v,w))− (pir(v), piβ(w))
converges with respect to the Hausdorff metric as m tends to∞.
Proof. Since
dH(Rm(v,w), Rm′(v,w)) = dH(τrm,βm(Ym(v,w)), τrm′ ,βm′ (Ym′(v,w)))
≤ dH(τrm,βm(Ym+|w|), τrm′ ,βm′ (Ym′+|w|)),
we just need to show τrmK ,βmK (YmK ) converges with respect to the Hausdorff metric for some K ≥ 1.
By Lemma 3.4, there exists a constant K such that for i ≥ 3K , w0i ∈ L(U) implies w0i−K ∈ L(U) and w0i+K ∈ L(U).
Suppose (k, s) ∈ YmK , that is, there exists t with 0 ≤ t < umK and k ∈ Z such that s = piβ(〈t〉U) and p(k, t) 6= 0. Write
〈t〉U = tmK−1 · · · t0 and
Pt(x) =
(
mK−1∏
i=0
Pti(x
r i)
)
=
(
mK−1∏
i=2K
Pti(x
r i)
)(
2K−1∏
i=0
Pti(x
r i)
)
.
Then,
p(k, t) =
∑
mK−1∑
i=0
kir i=k
[
mK−1∏
i=2K
p(ki, ti)
][
2K−1∏
i=0
p(ki, ti)
]
=
∑
k′+k′′=k
p(k′, t ′)p(k′′, t ′′),
where
p(k′, t ′) =
∑
mK−1∑
i=2K
kir i=k′
mK−1∏
i=2K
p(ki, ti)
with 〈t ′〉U = tmK−1 · · · t2K02K and
p(k′′, t ′′) =
∑
2K−1∑
i=0
kir i=k′′
2K−1∏
i=0
p(ki, ti)
with 〈t ′′〉U = t2K−1 · · · t0.
Since p(k, t) 6= 0, there exists at least one choice of k′, k′′ such that p(k′, t ′) 6= 0, p(k′′, t ′′) 6= 0 and k = k′ + k′′. By
Lemma 3.2, the word tmK−1 · · · t2K02K belongs to L(U). Then (k′, s′) ∈ YmK , where s′ = piβ(tmK−1 · · · t2K02K ). By Lemma 3.4,
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the word tmK−1 · · · t2K0K(2+j) ∈ L(U) for any j ≥ 1 providedm ≥ 3. Let k(j) = k′rKj and t(j) = piU(tmK−1 · · · t2K0K(2+j)). Since
P0(x) = 1, we have
Pt(j)(x) =
(
K(m+j)−1∏
i=K(2+j)
Pti−jK (x
r i)
)(
K(2+j)−1∏
i=0
P0(xr
i
)
)
=
K(m+j)−1∏
i=K(2+j)
Pti−jK (x
r i).
Then
p(k(j), t(j)) =
∑
K(m+j)−1∑
i=K(2+j)
kir i=k(j)
K(m+j)−1∏
i=K(2+j)
p(ki, ti−jK ) = p(k′, t ′) 6= 0.
So, for s(j) = piβ(tmK−1 · · · t2K0K(2+j)), we have (k(j), s(j)) ∈ YK(m+j).
Let D = max{|k| : p(k, s) 6= 0 for some s ∈ Σ}. Notice that p(k, t) is defined by Pt(x) = ∑k∈Z p(k, t)xk. We have
p(k, t) = 0 for any |k| > D and t ∈ Σ . Hence, |ki| ≤ D and ti ≤ β for all i ≥ 0, it holds
d(τrmK ,βmK (k, s), τrmK ,βmK (k
′, s′)) =
[(
k2K−1r2K−1 + · · · + K
rmK
)2
+
(
t2K−1β2K−1 · · · t0
βmK
)2]1/2
≤ √2max
{
DrK(2−m)−1
r − 1 ,
βK(2−m)
β − 1
}
,
and
τrmK ,βmK (k
′, s′) = τrK(m+j),βK(m+j)(k(j), s(j)).
That is to say, for any j ≥ 1, for any point τrmK ,βmK (k, s) ∈ τrmK ,βmK (YmK ), we can find a point τrK(m+j),βK(m+j)(k(j), s(j)) belonging
to τrK(m+j),βK(m+j)(YK(m+j)) such that their distance is not more than cm =
√
2max{DrK(2−m), βK(2−m)+1}. So, τrmK ,βmK (YmK ) is
contained in the cm-parallel body of τrK(m+j),βK(m+j)(YK(m+j)).
On the other side, for any (k(j), s(j)) ∈ YK(m+j), there exists t(j) with 0 ≤ t(j) < uK(m+j) such that s(j) = piβ(〈t(j)〉U) and
p(k(j), t(j)) 6= 0. Write 〈t〉U = t ′K(m+j)−1 · · · t ′0. Since p(k(j), t(j)) 6= 0, there exists k˜(j) such that k(j) = k˜(j) +
∑K(2+j)
i=0 k
′
ir
i with
k′i ≤ β for all i ≥ 0 and p(k˜(j), t˜(j)) 6= 0, where t˜(j) = piU(t ′K(m+j)−1 · · · t ′K(2+j)0K(2+j)).
By Lemma 3.2, the word t ′K(m+j)−1 · · · t ′K(2+j)0K(2+j) belongs to the language L(U). By Lemma 3.4, if m ≥ 3, then
t ′K(m+j)−1 · · · t ′K(2+j)02K belongs to L(U). Let k˜ = k˜(j)r−Kj and
t˜ = piU(t ′K(m+j)−1 · · · t ′K(2+j)02K ).
Then, with the same discussion as above we have
p(k˜, t˜) = p(k˜(j), t˜(j)) 6= 0.
Let s˜ = piβ(t ′K(m+j)−1 · · · t ′K(2+j)02K ). Thus (k˜, s˜) ∈ YmK and
d(τrmK ,βmK (k˜, s˜), τrK(m+j),βK(m+j)(k
(j), s(j))) = d(τrK(m+j),βK(m+j)(k˜(j), s˜(j)), τrK(m+j),βK(m+j)(k(j), s(j)))
=
(k′K(2+j)−1rK(2+j)−1 + · · · + k′0
rK(m+j)
)2
+
(
t ′K(2+j)−1β
K(2+j)−1 · · · t ′0
βK(m+j)
)21/2
≤ √2max
{
DrK(2−m)−1
r − 1 ,
βK(2−m)
β − 1
}
= cm
since |k′i| ≤ D and t ′i ≤ β for all i ≥ 0. Thus, τrK(m+j),βK(m+j)(YK(m+j)) is contained in the cm-parallel body of τrmK ,βmK (YmK ).
In summary, ifm ≥ 3, then
dH(τrK(m+j),βK(m+j)(YK(m+j)), τrmK ,βmK (YmK )) ≤ cm, ∀j ≥ 1,
where cm tends to 0 asm tends to infinity. The proof is complete. 
For given v ∈ Θ × Ξ∗ andw ∈ Σ∗, define
Xum(v,w) = {(k, t) ∈ R2 : k = pir(vv′), t = piU(ww′), p(k, t) 6= 0, with v′ ∈ Ξ um ,w′ ∈ Σum ,ww′ ∈ L(U)}.
Then, Xum(P) =
⋃
v∈Θ×Ξ∗ Xum(v, ε). The following result show that the scaled sequence τrmK ,umK (XumK (v,w)) has the same
limit as τrmK ,umK (YmK (v,w)) for each v ∈ Θ × Ξ∗ andw ∈ Σ∗.
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Proposition 4.5. For each v ∈ Θ × Ξ∗ andw ∈ Σ∗, define
R(K)(v,w) = lim
m→∞ RmK (v,w) = limm→∞ τrmK ,βmK (YmK (v,w))− (pir(v), piβ(w)).
Let U = {un}n≥0 be a linear recurrent basis satisfying
lim
n
un+1/un = β > 1.
Let P be (U, r)-Carlitz sequence. If L(U) is regular, then the limit of sequence of compact sets
{τrmK ,umK (XmK (v,w))− (pir(v), piβ(w))}∞m=1
exists and is equal to R(K)(v,w).
Proof. Since
RmK (v,w) = τrmK ,βmK (YmK (v,w))− (pir(v), piβ(w)),
we just need to prove
dH [τrmK ,umK (XumK (v,w)), τrmK ,βmK (YmK (v,w))]
tends to 0 asm tends to∞.
Suppose (k, t) ∈ XumK (v,w), i.e., there exist v′ ∈ ΞmK and w′ ∈ ΣmK such that k = pir(vv′), t = piU(ww′), ww′ ∈ L(U)
and p(k, t) 6= 0. Then (k, t) ∈ XumK (v,w) if and only if (k, piβ(〈t〉U)) ∈ YmK (v,w). So,
dH [τrmK ,umK (XumK (v,w)), τrmK ,βmK (YmK (v,w))] ≤ sup
(k,t)∈XumK (v,w)
d[τrmK ,umK ((k, t)), τrmK ,βmK ((k, piβ(〈t〉U)))]. (3)
Writeww′ = wn+mK−1 · · ·w0, where n = |w|. Then
d[τrmK ,umK ((k, t)), τrmK ,βmK ((k, piβ(〈t〉U)))] = d

 krmK ,
n+mK−1∑
i=0
wiui
umK
 ,
 krmK ,
n+mK−1∑
i=0
wiβ
i
βmK


=
∣∣∣∣∣∣∣∣∣
n+mK−1∑
i=0
wiui
umK
−
n+mK−1∑
i=0
wiβ
i
βmK
∣∣∣∣∣∣∣∣∣ .
By Lemma 3.9, there exist a positive number β0 < β and a constant C such that un = Cβn+η(n)with limn→∞ η(n)/βn0 = 0.
Then we can choose δ > 0 small enough and constant C1 > 0 such that β − δ > 1, β − δ > β0 and |η(n)| ≤ C1(β − δ)n.
Since 0 ≤ wi ≤ β , we have∣∣∣∣∣∣∣∣∣
n+mK−1∑
i=0
wiui
umK
−
n+mK−1∑
i=0
wiβ
i
βmK
∣∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣∣
C
n+mK−1∑
i=0
wiβ
i +
n+mK−1∑
i=0
wiη(i)
CβmK + η(mK) −
n+mK−1∑
i=0
wiβ
i
βmK
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
n+mK−1∑
i=0
wiη(i)
CβmK + η(mK) −
η(mK)
n+mK−1∑
i=0
wiβ
i
(CβmK + η(mK))βmK
∣∣∣∣∣∣∣∣∣
≤
∣∣∣∣C1β(β − δ)n+mK/(β − δ − 1)CβmK − C1(β − δ)mK
∣∣∣∣+ ∣∣∣∣C1(β − δ)mKβn+mK+1/(β − 1)(CβmK − C1(β − δ)mK )βmK
∣∣∣∣
=
∣∣∣∣ C1β(β − δ)n(1− δ/β)mK(β − δ − 1)[C − C1(1− δ/β)mK ]
∣∣∣∣+ ∣∣∣∣ C1βn+1(1− δ/β)mK(β − 1)[C − C1(1− δ/β)mK ]
∣∣∣∣ ,
which tends to 0 independent of choice of (k, t) asm tends to∞. By Eq. (3), the lemma holds. 
Proposition 4.6. Define the set of scaled blocks
Ω(K) = {R(K)(v,w) : v ∈ Θ × Ξ∗,w ∈ Σ∗}.
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Let U = {un}n≥0 be a linear recurrent basis satisfying
lim
n
un+1/un = β > 1.
Let P be a (U, r)-Carlitz sequence. If L(U) is regular, then there exists an integer K > 0, such that Ω(K) is finite.
Proof. LetD = max{|k| : p(k, s) 6= 0 for some s ∈ Σ}. Since p(k, t) is defined by Pt(x) =∑k∈Z p(k, t)xk, it holds p(k, t) = 0
for any |k| > D and t ∈ Σ . For v ∈ Θ × Ξ∗,w ∈ Σ∗, let N(v,w) be the vector
(p(k− D+ 1, t), p(k− D+ 1, t), . . . , p(k, t), . . . , p(k+ D, t)),
where k = pir(v), t = piU(w). Recall Lw = {v ∈ Σ∗ : wv ∈ L}. We want to prove, if Lw = Lw˜ and N(v,w) = N (˜v, w˜) then
R(K)(v,w) = R(K)(˜v, w˜). In fact, we prove RmK (v,w) = RmK (˜v, w˜).
Recall that
RmK (v,w) = τrmK ,βmK (YmK (v,w))− (pir(v), piβ(w)).
If (l, s) ∈ RmK (v,w), then (pir(v)rmK + rmK l, piβ(w)βmK + βmK s) ∈ YmK (v,w). That is, there exist v′ ∈ ΞmK and w′ ∈ ΣmK
such that pir(v′) = rmK l, piβ(w′) = βmK s,ww′ ∈ L(U) and
p(pir(vv′), piU(ww′)) 6= 0.
Since
PpiU (ww′)(x) = PpiU (w0mK )(xr
mK
)PpiU (w′)(x),
we have
p(pir(vv′), piU(ww′)) =
∑
k′rmK+k′′=pir (vv′)
p(k′rmK , piU(w0mK ))p(k′′, piU(w′))
=
∑
k′rmK+k′′=pir (vv′)
p(k′, piU(w))p(k′′, piU(w′)).
Writew′ = w′mK−1w′mK−2 . . . w′0, then
p(k′′, piU(w′)) =
∑
mK−1∑
i=0
kir i=k′′
mK−1∏
i=0
p(ki, w′i).
By the definition of D, we have p(ki, w′i) 6= 0 implies |ki| ≤ D for all i ≥ 0. Then, p(k′′, piU(w′)) 6= 0 implies
|k′′| ≤ ∑mK−1i=0 Dr i < DrmK . By k′rmK + k′′ = pir(vv′) = pir(v)rmK + pir(v′), 0 ≤ pir(v′) < rmK and |k′′| < DrmK , one
gets pir(v)− D < k′ < pir(v)+ D+ 1. Thus,
p(pir(vv′), piU(ww′)) =
∑
k′rmK+k′′=pir (vv′)
pir (v)−D+1≤k′≤pir (v)+D
p(k′, piU(w))p(k′′, piU(w′)).
Similarly, we have
p(pir (˜vv′), piU(w˜w′)) =
∑
k′rmK+k′′=pir (˜vv′)
pir (˜v)−D+1≤k′≤pir (˜v)+D
p(k′, piU(w˜))p(k′′, piU(w′)).
By the definition of N(v,w), the equality N(v,w) = N (˜v, w˜) implies the two sums above are equal, i.e.,
p(pir(vv′), piU(ww′)) = p(pir (˜vv′), piU(w˜w′)).
Since Lw = Lw˜, we have w˜w′ ∈ L(U). Then,
(pir (˜v)rmK + rmK l, piβ(w˜)βmK + βmK s) = (pir (˜vv′), piU(w˜w′))
belongs to YmK (˜v, w˜). Thus (l, s) ∈ RmK (˜v, w˜). This is valid for all (l, s) ∈ RmK (v,w). So, RmK (v,w) ⊂ RmK (˜v, w˜). Thus the
inverse follows, and the proof is complete. 
Proof of Theorem 1.2. Since XumK (P) =
⋃
v∈Θ×Ξ∗ XumK (v, ε), by Proposition 4.5, the limit set
X (K)(P) = lim
m→∞ τrmK ,umK (XumK (P))
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Fig. 2. Limit set X (1)(P) of the scaled graphical representations of (U, r)-Carlitz sequence described in Example 4.9 is a graph directed self-affine set.
Fig. 3. A word in {0, 1}∗ is recognized by this automaton if and only if it contains no consecutive 1.
is well defined and X (K)(P) = ⋃v∈Θ×Ξ∗ R(K)(v, ε). We construct a GAIFS (V , E,Ψ ) with Ψ = {ψe : e ∈ E} as follows. Let
V = Ω(K) be the set of vertices. For R(K)(v,w) ∈ V , consider RmK (v,w), we have
RmK (v,w) = τrmK ,βmK (YmK (v,w))− (pir(v), piβ(w))
= τrmK ,βmK
 ⋃
v˜∈ΞK ,w˜∈ΣK
YK(m−1)(v˜v,ww˜)
− (pir(v), piβ(w))
=
⋃
v˜∈ΞK ,w˜∈ΣK
τrK ,βK
[
τrK(m−1),βK(m−1)(YK(m−1)(v˜v,ww˜))
]− (pir(v), piβ(w))
=
⋃
v˜∈ΞK ,w˜∈ΣK
τrK ,βK
[
τrK(m−1),βK(m−1)(YK(m−1)(v˜v,ww˜))− (pir(v˜v), piβ(ww˜))+ (pir (˜v), piβ(w˜))
]
=
⋃
v˜∈ΞK ,w˜∈ΣK
τrK ,βK
[
RK(m−1)(v˜v,ww˜)+ (pir (˜v), piβ(w˜))
]
.
Letm tend to infinity, we get
R(K)(v,w) =
⋃
v˜∈ΞK ,w˜∈ΣK
τrK ,βK
[
R(K)(v˜v,ww˜)+ (pir (˜v), piβ(w˜))
]
. (4)
The edge set E is composed of edges e such that iˆ(e) = R(v,w), tˆ(e) = R(v˜v,ww˜) and ψe(k, s) = τrK ,βK [(k, s) +
(pir (˜v)), piβ(w˜)]. Therefore, by Equ. (4), the set family Ω(K) is the graph directed self-affine set family for the GAIFS
{ψe : e ∈ E}. Thus, the set X (K)(P) =⋃v∈Θ×Ξ∗ R(K)(v, ε) is a graph directed self-affine set. 
Example 4.7 (McMullen Set). McMullen considered the kind of self-affine IFS Ψ = {ψ(i,j)}(i,j)∈E in which each ψ(i,j) is of the
form (y, z) 7→ ((y+ i)/n, (z + j)/m)where E is a subset of {0, 1, . . . , n− 1} × {0, 1, . . . ,m− 1} (see Figs. 5 and 6). Using
(U, r)-Carlitz sequence, we can easily generate a given self-affine set of McMullen type provided
{(i, 0) ∈ E : 0 ≤ i ≤ n− 1} = {(0, 0)}. (5)
Let U = (mk)k≥0 be the basis and r = n. LetP = (Pk(x))k≥0 be a sequence of polynomials in R[x, x−1] with R = F2. Then,
P is determined by the firstm polynomials P0(x), . . . , Pm−1(x). If E satisfying Eq. (5), then we set
p(i, j) =
{
1, if (i, j) ∈ E,
0, if (i, j) 6∈ E,
for (i, j) ∈ {0, 1, . . . , n − 1} × {0, 1, . . . ,m − 1}. By the formula Pj(x) = ∑i p(i, j)xi, the polynomials P0(x), . . . , Pm−1(x)
are chosen now (Fig. 7). Then, we can verify that
X (1)(P) = lim
k→∞ τnk,mk(Xmk(P))
is the required self-affine set for IFS Ψ .
Example 4.8 (Fibonacci). Let U = (un)n≥0 with u0 = 1, u1 = 2 and un+1 = un + un−1 for n > 0. This is the Fibonacci
sequence of integers. Since limn→∞ un+1/un = (
√
5− 1)/2, the canonical alphabet is {0, 1} (See Figs. 7 and 8). We have
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Fig. 4. Auxiliary set Y2 can be divided into blocks Y2 = Y1(00, 0) ∪ Y1(00, 1) ∪ Y1(00, 2) ∪ Y1(01, 0) ∪ Y1(01, 1) ∪ Y1(10, 1) ∪ Y1(10, 2).
Fig. 5. The self-affine IFS related toP = (Pk(x))k≥0 which is determined by P0(x) = 1, P1(x) = x+ x2 + x4 and P2(x) = 1+ x over F2 .
Fig. 6. X (1)(P) = limk→∞ τ5k,3k (X3k (P)) is the self-affine set generated byP = (Pk(x))k≥0 which is determined by P0(x) = 1, P1(x) = x+ x2 + x4 and
P2(x) = 1+ x over F2 .
Fig. 7. The self-affine IFS described in Example 4.8 which is not of McMullen type.
L(U) = {tk−1 . . . t0 : titi−1 6= 11 for any 0 < i < k}.
Let r = 2 and R = F2. Let P = (Pk(x))k≥0 be a (U, r)-Carlitz sequence of polynomials in R[x, x−1] with P0(x) = 1 and
P1(x) = 1+ x. Even in such a simple situation, the set
X (1)(P) = lim
n→∞ τ2
n,un(Xun(P))
cannot be generated by self-affine IFS of McMullen type.
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Fig. 8. The corresponding limit set X (1)(P) of (U, r)-Carlitz sequence described in Example 4.8.
Fig. 9. The GAIFS which describe the self-affine property of the scaled graphical representations of (U, r)-Carlitz sequence of polynomials in Example 4.9.
Example 4.9. Let U = (un)n≥0 with u0 = 1, u1 = 3 and un+1 = 2un + 2un−1 for n > 0. The canonical alphabet is
Σ = {0, 1, 2} and
L(U) = {tk−1 . . . t0 ∈ Σ∗ : titi−1 6= 22 for any 0 < i < k}.
Let r = 2 and R = F2. Let P = (Pk(x))k≥0 be a (U, r)-Carlitz sequence of polynomials in R[x, x−1] with P0(x) = 1,
P1(x) = 1+ x and P2(x) = 1+ x2. Then the limit set
X (1)(P) = lim
n→∞ τ2
n,un(Xun(P))
is determined by the GAIFS shown in Fig. 9.
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