Heat and mass transfer through porous media has been a topic of research interest because of its importance in various applications. The flow system in porous media is modelled by a set of partial differential equations. The momentum equation which is derived from Darcy's law contains a resistivity parameter. We investigate the effect of hydraulic resistivity on a weakly nonlinear thermal flow in a horizontal porous layer. The present study is a realistic study of nonlinear convection flow with variable resistivity whose rate of variation is arbitrary in general. This is a first step for considering more general problems in applications that involve variable resistivity that may include both variations in permeability and viscosity of the porous layer. Such problems are important for understanding properties of underground flow, migration of moisture in fibrous insulations, underground disposal of nuclear waste, welding process, petrochemical generation, drug delivery in vascular tumor, etc. Using weakly non-linear procedure, the linear and first-order systems are derived. The critical Rayleigh number and the critical wave number are obtained from the linear system using the normal mode approach for the two-dimensional case. The linear and first-order systems are solved numerically using the fourth-order Runge-Kutta and shooting methods. Numerical results for the temperature are presented in tabular and graphical forms for different resistivities. Through this study, it is observed that a stabilizing effect on the dependent variables occurs in the case of a positive vertical rate of change in resistivity, whereas a destabilizing effect is noticed in the case of a negative vertical rate of change in resistivity. The results obtained indicate that the convective flow due to the buoyancy force is more effective for weaker resistivity.
INTRODUCTION
Fluid flow and heat transfer through a porous medium have been a topic of research interest for last several decades. A porous medium is a material that consists of a solid material with inter-connected voids or pores. It is characterized by its porosity and the permeability of the medium is the. Darcy's law for porous media is taken into account in the momentum equation, which is similar to the Navier-Stokes equation. In natural porous media the distribution of pores with respect to shape and size is not regular. But in typical experiments the quantities of interest are measured over areas that cross many pores and changes of such space averaged quantities may be considered in a regular way and hence are acceptable to theoretical treatment. Heat transfer through a porous medium is a very common phenomenon. The normal tendency of a fluid to expand due to heating causes a density inversion to occur, if the heating is strong enough, a circulatory motion follows, termed convection. Convection in fluid media is well-studied phenomenon and occurs in many natural settings and in many industrial applications. Mathematical treatment and research on convection in porous media have been presented by many authors through many research articles (Nield and Bejan 2017, Vafai 2005) .
Many studies have been presented by various authors to investigate convection in porous media with varying porosity or permeability. Rubin (1981) investigated the onset of thermohaline convection in a porous medium with varying hydraulic resistivity. Vafai (1984) investigated wall effects due to variable porosity. Variable porosity and thermal dispersion effects due to natural convection in an inclined porous cavity were studied by Hsiao (1998) . Modal package convection for a porous medium with boundary imperfections was analyzed by Riahi (1996) . The effect of variable permeability in porous media was analyzed analytically and numerically by Rees and Pop (2000) . Hassanien and Omer (2005) studied the effect of variable permeability in a porous medium. Oliveski and Macrczak (2008) analyzed the effect of variable porosity and Darcy number in a porous cavity. A medium with variable permeability was analyzed by Aldoss (2009) . Linear and nonlinear stability for a rotating porous fluid layer was analyzed by Falsaperla et al. (2010) . Investigations of Darcy's law for the flow with Pressure-dependent viscosity in a porous medium were carried out several researched including Nakshatrala and Rajagopal (2011), Fusi, Farina and Rosso (2015) . The onset of Bernard-Marangoni convection in composite layers with anisotropic porous material was studied by Gangadharaiah (2016) . Riahi (1989) carried out nonlinear stability analysis in a porous layer with permeable boundaries. The case of a continuous finite bandwidth of convection modes in a horizontal layer was analyzed by Riahi (1996) . Convective flows, in a horizontal dendritic porous layer (also known as mushy layer) during alloy solidification, are known to produce undesirable effects in the final form of the alloy. Study on oscillatory modes of nonlinear compositional convection in mushy layers was carried out by Riahi (2009) . Muddamallappa et al. (2009) used a modified mushy layer model based on the standard near eutectic approximation. They used linear stability analysis and calculated critical Rayleigh number for the cases of both constant and variable permeability. However, the issues of nonlinear effects and transition effects on the chimney formation did not feature in their investigation. Bhatta et al. (2010) studied weakly nonlinear convective flow in an active (variable permeability) mushy layer with permeable mushliquid interface. Bhatta et al. (2012) studied weakly nonlinear convective flows in mushy layers with and without the magnetic effect and permeable mushliquid interface.
A model for an aquifer which can be treated as porous media was presented by Fowler (1997) . Rubin (1982) used Galerkin method to analyze the effects of hydraulic resistivity and thermal diffusivity on stability in a nonhomogeneous aquifer. Bhatta and Riahi (2017) investigated weakly nonlinear hydro-thermal two-dimensional convective flow in a horizontal aquifer by treating it as porous medium. Their investigation was limited to small linear vertical variations in the permeability and thermal conductivity. Wang et al (2017) presented proper orthogonal decomposition (POD) reduced-order model to solve heat transfer problem for heat exchanger. Recently, Dejam (2018 Dejam ( , 2019a Dejam ( , 2019b Dejam ( , 2019c , and Kou and Dejam (2019) presented a series of research work in porous media.
There have been some research studies on the effect of hydraulic resistivity (Rubin 1981; Bhatta and Riahi 2017) as well as related ones on variable permeability with or without magnetic field (Bhatta et al. 2010 (Bhatta et al. , 2012 . Bhatta et al. (2010 Bhatta et al. ( , 2012 studied nonlinear convective flow in a mushy layer, which is a porous layer formed between the solid and liquid layers during the solidification process of binary alloy. The mushy layer that they considered has variable permeability and hence variable resistivity, and they determine the flow evolution for both cases in the absence or presence of a vertically oriented magnetic field. Bhatta and Riahi (2017) studied convective flow in an aquifer layer with variable resistivity, by under the condition that the rate of change of the resisvity was sufficiently small. Tait et al. (1992) carried out experimental investigation of convective flow in a mushy layer and determined the preferred planform of three-dimensional compositional convection in a mushy layer with variable permeability.
Under severe restriction of small variation, previous theretical studies determined convective flow velocity and temperature for different parameter values. In this paper, we use weakly nonlinear procedure to investigate the effect of the vertical rateof change of resistivity on the solutions for a hydro-thermal convective flow in a horizontal porous medium. The present study is to understand the effects of resistivity variations on the non-linear convective flow, which is a first step for more general problems involving resistivity variations. Such problems are important for understanding properties of underground flow, migration of moisture in fibrous insulations, underground disposal of nuclear waste, welding process, petrochemical generation, drug delivery in vascular tumor etc. We determine important results, in particular, we found that the convective flow is effective if the resistivity is weak and vice versa a strong resistivity leads to weak flow.
We present the mathematical formulation in section 2 where all the important mathematical equations are derived. Section 3 elaborates the solution procedure with the usage of weakly nonlinear method. Normal mode approach for the two dimensional case is derived in section 4. Numerical results and discussion are presented in section 5. Section 6 summarizes the procedure and conclusions of this study. Some derivations of the main equations presented in section 3 are added in the Appendix.
MATHEMATICAL FORMULATION
Here, we consider a horizontal porous medium bounded above and below by impermeable boundaries and heated from below. The horizontal xy-plane is taken as the bottom boundary of the medium, and z-axis is vertical and positive upward. The geometry of the physical system is shown in Fig.1 .
Fig. 1. A sketch of physical system.
The governing equation for nondimensional system can be expressed as (Rubin 1982) .
Here , γ, T , p, , t and , respectively, represent the velocity, resistivity, temperature, pressure, Rayleigh number, time and unit vector in the upward vertical direction. This system consists of the continuity equation, the Darcy equation and the heat equation. For steady state solution, all dependent variables ( , T , p ) are functions of x,y,z. Here, we assume a linear vertical variation in resistivity γ as
where γ0 is a constant which is the vertical rate of change of the resistivity. The boundary conditions are
where w is the vertical z-component of . A schematic diagram of the convection caused by the heat difference between the bottom and top layers is shown in Fig.2 . 
SOLUTION PROCEDURE
We perturb the system given by (1-3) as follows , , ,
Here, θb, ,pb are the basic steady state solutions of system with no flow and Θ, , P are perturbed solutions. The perturbation parameter is given by ε = ( − c)/ 1 > 0 i.e., = c +ε 1, where c is the critical Rayleigh number and 1 is the nonlinear contribution to beyond the critical number.
Basic State System and its Solutions
Using (7) in (1) through (3) and by comparing the coefficients of ε0 as the basic state system with no flow, we have 0, 0, 0
with boundary conditions θb = 1 at z = 0 and θb = 0 = pb at = 1. Now, by solving the basic state system (8), we can express the solutions as 1 , 2 1 , 0 .
Perturbed System
Using (7) in the system given by (1-3), we obtain a system in terms of the perturbed variables as follows:
. 0 (9)
.
and the boundary conditions become Θ=W = 0 at = 0, 1. Here, W is the vertical z-component of . Now, expressing Θ(x,y,z) and W (x,y,z) as
and the work shown in the Appendix, we obtain different order systems, namely, the linear and the first-order. Subindex is used to denote various orders.
Linear System
Putting Θ, W given by (12), (13) in the Eqs. (25) and (26) given in the Appendix, the linear system can be expressed by the following equations:
with the boundary conditions Θ0 = W0 = 0 at = 0, 1.
First-Order System
Putting Θ, W given by (12), (13) in the Eqs. (25) and (26), the first-order system can be expressed as:
and the boundary conditions are Θ1 =W1 = 0 at = 0,1.
2-D SOLUTIONS: NORMAL MODE APPROACH
Now, we consider the two dimensional case. Using the normal mode approach, we take the following forms for the linear solutions
where α denotes the wave number. As derived in the Appendix, the normal mode linear solutions satisfy 1 0
with boundary conditions = = 0 at = 0, 1.
For the normal mode first-order solutions, we have two parts: one is called one-alpha mode due to the presence of e iαx and the other called two-alpha mode due to the presence of e 2iαx . These satisfy (as derived in the Appendix) 
with = = 0 = 0 at = 0, 1.
NUMERICAL RESULTS AND DISCUSSION
In obtaining the numerical solutions, the fourthorder Runge-Kutta method (RK4) is used in combination with the shooting method (Kincaid and Cheney, 2002) . Runge-Kutta methods are numerical procedures used to solve a first-order ordinary differential equation (ODE) with a given initial value, i.e., to solve an IVP (initial value problem). These methods are also used to solve a system of first-order ordinary differential equations with given initial conditions. Higherorder ODE can be solved by expressing the ODE as a system of first-order ODEs. Advantages of Runge-Kutta methods over Taylor's series methods are that they do not require computation and evaluation of the derivatives which can be very complicated and time consuming. In this work, we use the fourth-order Runge-Kutta method (RK4). It is widely used due to its simplicity in implementation and higher-order accuracy up to the fourth-order. Higher-order Runge-Kutta methods are less attractive than the classical fourth-order due to a higher number of function evaluations. The shooting method is a numerical method used to solve a boundary value problem (BVP) by converting it to an IVP. This method allows one to shoot out trajectories for possible solutions in different directions until a trajectory that has the given boundary values is found. For solving the ODE systems appearing in this work, the codes are written in the Java programming language and for graphing the results, MATLAB is used.
To obtain the critical Rayleigh number and wave numbers, we solve the linear system (19)-(20). We use the fourth order Runge-Kutta method together with the shooing method for a particular value of γ0 by varying the wave number and Rayleigh number and then obtain the minimum Rayleigh number (which is called the critical Rayleigh number), and the corresponding wave number (known as the critical wave number). The critical Rayleigh numbers and the critical wave numbers obtained numerically for different values of γ0 are shown in Table- 1.
It is observed from the Table-1 that higher resistivity resistivity is stabilizing while smaller resistivity is destabilizing. When the rate of change in resistivity, γ0, is zero, it reduces to the standard problem of constant resistivity where the critical wave number and critical Rayleigh number are known to be π and 4π 2 , respectively, which match the values computed in Table-1 (3rd column) . The marginal stability curves for different values of γ0 are displayed in Fig.3 .
Fig. 3. Marginal stability curves for various γ0.
The marginal stability curves make it clear that stability region is effected by γ0, the vertical rate of change in resistivity. For smaller resistivity parameter, unstable region increases. Higher resistivity parameter implies higher stability.
Table-2 displays the linar solutions (z) for γ0 = 0.0, 0.6 and -0.5. It is observed from our computational work that the linear solution, (z), has the maximum value of 0.01613 at z = 0.5 for γ0=0, and it is symmetric about the middle of the layer, z = 0.5. It has a maximum value of 0.02040 at z =0.53 for γ0 = −0.5, and a maximum value of 0.01337 at z=0.48 for γ0 = 0.6.
The linear solutions for the temperature, (z), for different values of γ0 are presented in Fig.4 .
Fig. 4. Linear (z) for various γ0.
From Fig.4 , it is observed that for γ0 = 0.0, the temperature has a maximum value at the middle of the layer, i.e., at z = 0.5 and temperature is symmetric about the middle of the layer. The maximum value of the temperature shifts downward in the layer for positive values of γ0 and the maximum value of the temperature moves upward for negative values of γ0.
As fluid is moving upward due to the convection process, the flow amplitude reaches a maximum below the mid-plane if the vertical rate of change of resistivity is positive. This maximum value moves downward with the increasing such magnitude of the vertical rate of change of resistivity. However, flow amplitude reaches a maximum above the mid-plane if the vertical rate of change of resistivity is negative, and such maximum value moves further upward with the increasing the magnitude of such negative vertical rate of change. Figure 5 displays the two dimensional results for the linear solution Θ0(x,z) for γ0 = 0.0 for one period in x-direction. For γ0 = 0.0, The maximum value occurs at the center of the domain, i.e., at (0.0, 0.5). The minimums occur in the middle with respect to z, i.e., at z = 0.5, and at both ends of the period with respect x, i.e., at x = −1.0 and x = 1.0. Result is symmetric with respect to x = 0 and z = 0. Similar results are obeserved for the velocity component, W0(x,z).
Computed result for the linear solution of the temperature, Θ0(x,z), for γ0 = 1.4 and γ0 = −1.0 is shown in Fig.6 . The maximum values occur at x = 0 and the minimum values occur at both end of the period with respect to x. But these values shift towards the bottom of the layer for positive γ0 and towards the top of the layer for negative γ0. Similar results are obeserved for the velocity component, W0(x,z). Θ0(x,z) for γ0 = 0.0. Fig. 6. Linear solutionΘ0(x,z) for γ0 = 1.4 and γ0=−1.0.
Fig. 5. Linear Solution
The first-order solutions (one-alpha and two-alpha modes) for the first-order temperatures, Θ (z) and Θ (z), are displayed in Fig.7 . In all computations, we use R1 = 1.0. For one-alpha mode, the maximum values of the dependent variables shift down-ward in the layer for positive values of γ0 and the maximum values move upward for negative values of γ0. But, for two-alpha mode, the maximum values of the dependent variables shift upward for any values of γ0. Both solutions have smaller values for positive γ0 than those values for γ0 = 0 and have higher values for negative γ0 the than the values for γ0 = 0. Two alpha mode results dominate one alpha mode results for both dependent variables. Similar results hold for the vertical components of the velocity, W (z) and W (z).
Fig. 7. First-order solutions (z) and (z) for various γ0.
Figure 8 displays the two dimensional result for the first-order for the temperature, Θ11(x,z), for γ0 = 0.0 for one period in x-direction. The maximum value for is obtained at (0.0, 0.5). The minimums occur at z = 0.5, and at both ends for x, i.e., at x = −1.0 and x = 1.0. For the one-alpha solution for the velocity component, W11(x,z), similar behavior is observed. Fig. 8. First-order solution Θ11(x,z) for γ0 = 0.0.
Computed results for the first-order one-alpha solutions for the temperature, Θ11(x,z), for γ0 = 1.4 and γ0 = −1.0 are shown in Fig.9 . The maximum values occur at x = 0 and the minimum values occur at both end of the period of x. But these values shift upward in the layer for negative γ0 and downwards for positive γ0. Similar results hold for the velocity component, W11(x,z). Fig. 10. First-order solution Θ12(x,z) for various γ0 = 0.0.
Table-3 displays the combined first-order temperature Θ (z) = Θ (z) + (z) for various γ0= 0.0, 0.6 and -0.5. It is observed from our computational results presented in Table 3 that the first-order solution (Θ (z) = Θ (z) + (z)) has the maximum value of 0.05950 at z = 0.62 for γ0 = 0. It has a maximum value of 0.07997 at z = 0.65 for γ0 = −0.5, and a maximum value of 0.04744 at z = 0.59 γ0 = 0.6.
The first-order solutions for the temperature, Θ (z), for different values of γ0 are presented in Fig.11 . The maximum values shift upward (higher z) in the layer for any values of γ0. Solutions have smaller values for positive γ0 than those values for γ0 = 0 and have higher values for negative γ0 than those for γ0 = 0. For the vertical component of the velocity, W (z), similar results are observed. The maximum value occurs at x = 0. The minimum values for Θ1(x,z) not at the end, but inside the period of x. Fig. 12. First-order solution Θ1(x,z) for γ0 = 0.0.
Results for the first-order solutions for temperature, Θ1(x,z), for γ0 = 1.4 and γ0 = −1.0 are presented in Fig.13 . The maximum and minimum values shift upward in the layer for negative γ0. Results are symmetric with respect to x = 0. It is observed from our computational results presented in Table-4 that the nonlinear solution, Θ +ε Θ (z), has the maximum value of 0.02186 at z = 0.52 for γ0 = 0. We use ε = 0.1 It has a maximum value of 0.02803 at z = 0.55 for γ0 = −0.5, and a maximum value of for 0.01797 at z = 0.50 γ0 = 0.6.
Results for the nonlinear temperature, Θ +ε Θ (z), for different values of γ0 are presented in Fig.14. Negative γ0 has destabilizing effect and positive γ0 has stabilizing effect on the flow. Results for Θ0(x,z) + εΘ1(x,z) with γ0 = 1.4 and γ0 = −1.0 are presented in Fig.16 . The maximum and minimum values shift upward in the layer for negative γ0. All the results are symmetric with respect to x = 0. Similar results are observed for velocity component, W0(x,z) + εW1(x,z) Here are the highlights of the findings from this work:
• The critical Rayleigh numbers and marginal stability curves indicate that stability region is effected by the resistivity.
• When the vertical rate of change in resistivity, γ0, is zero, it reduces to the standard problem of constant resistivity where the critical wave number and critical Rayleigh number are known to be π and 4π 2 , respectively, which match the values computed in Table 1 (3rd column) .
• It is observed that for γ0 = 0.0, the linear solution Θ0 has a maximum value at the middle of the layer, and is symmetric about the middle of the layer. The maximum value of Θ0 shifts downward in the layer for positive values of γ0 and its maximum value moves upward for negative values of γ0.
• It is observed that the maximun values for the firstorder solution, (Θ = Θ + ), shift to the upper half plane for any value of γ0. At x = 0, it is observed that the first-order solution has the maximum value of 0.05950 at z = 0.62 for γ0 = 0. It has a maximum value of 0.07997 at z = 0.65 for γ0 = −0.5, and a maximum value of for 0.04744 at z = 0.59 γ0 = 0.6.
• The contribution of the linear and first-order solutions to temperature at the middle of the layer (z = 0.5) for x = 0, are 0.02186, 0.01797, and 0.02803 for the respective values 0.0, 0.6, and -0.5 of the resistivity parameter. Computational results for the nonlinear solutions demonstrate that buoyancy force and the resulting convective flow quantities are more effective above the mid-plane z = 0.5 if resistivity is weaker. The convective temperature decreases with increasing resistivity, while it increases with decreasing resistivity.
• For a positive vertical rate of change in resistivity, the flow and temperature are stabilizing and their magnitudes are lower in region near the upper boundary, while for a negative vertical rate of change in resistivity, the flow and temperature are destabilizing and their magnitudes are higher in region near the upper boundary. Fig. 16. Solutions Θ0(x,z)+εΘ1(x,z) for γ0 = 1.4 and γ0 = −1.0.
SUMMARY AND CONCLUSIONS
Here we study the effect of the vertical rate of change in resistivity on a hydro-thermal convective flow in a porous medium. Based on the critical Rayleigh number and the critical wave number computed from the linear system, we derived the first-order system using weakly non-linear procedure. We used the fourth-order Runge-Kutta method in combination with the shooting method to solve linear and firstorder systems numerically. Results indicate a stabilizing effect on the temperature and flow for a positive vertical rate of change in resistivity, whereas a destabilizing effect is noticed for a negative rate of change. It is observed that the convective flow driven by the buoyancy force is more effective if resistivity is weaker, while the opposite result holds for a stronger resistivity effect. Both convective temperature and velocity decrease with increasing resistivity, while they increase with decreasing resistivity.
In addition, flow is asymmetric with respect to the middle of the layer for a non-zero rate of change in resistivity. The maximum values for the temperature and velocity shift downward for a positive vertical rate of change in resistivity and upward for a negative rate of change. Advantage of this study is that it is a first step for future extension to more general variable hydraulic resistivity. The present work also provides understanding the nature of the nonlinear flow as is affected by presence of variable resistivity whose rate of change is arbitrary. Earlier studies only used small variation. The current study doesn't have that restriction. Disadvantage of the present study is its limitation for linear variation of resistivity, two-dimensionality of the problem, and the more involved nonlinear second order solutions that are not provided. Future studies may include extending the current work to incorporate nonlinear second-order system and three dimensional extension, and stability of such primary flow solutions.
