It has recently been shown that rather small perturbations in e¡ective stress due to £uid injection or withdrawal may trigger microseismic events. Such events, typically in the magnitude range below magnitude 4 M L , have similar characteristics to normal tectonic earthquakes, with double-couple focal mechanisms implying a dominant shear motion at the source. In this paper we examine the nature of this mechanical £uid^rock interaction for the case of £uid injection in a hydrocarbon reservoir. Our model is based on the combination of a model of seismicity in dry rocks and a model of pore £uid pressure di¡usion. The former involves a ¢nite di¡erence approximation of the equation of motion, and the latter follows a lattice Boltzmann approach. They are coupled via the concept of e¡ective stress, applied both to the Mohr^Coulomb rupture criterion and to the volumetric elastic deformations, which in turn perturb the pore pressure. The simplifying assumptions are that the £uid and solid phases have the same bulk moduli and that strain compatibility conditions are not included. 2-D plane-strain simulations of £uid injections in an anisotropically pre-stressed elastic brittle medium illustrate the capabilities of the model: spontaneous inception and growth of shear fractures, in both the near and far ¢elds, and explicit calculation of their seismic radiation, which feeds back into pore pressure perturbations. They also show that, as expected, the amount and rate of stress drop during the brittle rupture control the size and spatial density of the resulting fractures. Our model should prove to be relevant at least in two cases: as a simulation tool in the investigation of correlations between injection and producer wells which are thought to be of geomechanical origin in certain oil ¢elds, and as a forward model in the inversion of focal mechanisms of pore-pressure-induced shear events.
INTRODUCTION
The injection of £uid into a porous rock mass at a su¤ciently high pressure results in two types of fracture processes. Depending on the £uid and rock properties (viscosity, permeability, strength) and on the local stress ¢eld, hydraulic fracturing or induced seismicity may occur. Hydraulic fracturing corresponds to the opening of a void (Irwin's mode I fractures) through which the £uid £ows. Displacements in the rock are perpendicular to the fracture plane, which is itself, in general, perpendicular to the minimum principal stress direction. Volcanic dykes are the most obvious natural example of hydraulic fracturing. Induced seismicity corresponds to shear fractures (Irwin's mode II or III fractures), and occurs often along pre-existing fracture planes. They are commonly described in a heuristic manner by Terzaghi's concept of e¡ective stress, combined with the Mohr representation of the Coulomb failure criterion. In the ¢eld, induced seismicity is distinguished from hydraulic fracturing by a greater magnitude of the shear waves recorded at the surface, and by their consistency with the double-couple source mechanism. It is by far the most common fracture process resulting from £uid injection (Cornet 1992, p. 421) . This is the process we address in the present article. In certain cases, however, the withdrawal of £uid may also trigger seismicity, either by a modi¢cation of the regional stress ¢eld (Grasso 1992) or by an anisotropic poroelastic e¡ect (Chen & Nur 1992; Segall 1989 ). We do not treat these cases here.
The available theoretical models for the quasi-static motion of (single-phase) £uid-saturated elastic porous media were established by Biot (1941 Biot ( , 1956 and Rice & Cleary (1976) . Only a few analytical solutions of these equations have been established, generally in plane-strain situations. Examples include the case of a pressurized cavity or edge dislocation (Rice & Cleary 1976; Booker 1974 ) with applications in induced seismicity and hydraulic fracturing, or of a variably loaded impervious layer above a porous half-space (Kalpna & Chander 1997) . Taking into account inertial forces, the relevant equations for wave propagation in poroelastic media were developed by Biot (1956 Biot ( , 1962 . The brittle behaviour of such materials is, however, not included in the above theories. They can predict the transient and the resulting static, stress and pore pressure ¢elds around an a priori de¢ned dislocation, for example, but they do not predict the occurrence of the dislocation itself.
In hydrocarbon production, reservoir models commonly focus on multiphase £uid £ow processes, usually disregarding the associated stress e¡ects and the inception and growth or reactivation of fractures and faults. In such`static' models (with respect to the stress ¢eld), faults are used to explain production data, usually in the form of pre-or more commonly post-de¢ned zones of either high or low permeability and porosity. Alternatively, the distributions of faults are chosen from a few observed statistical properties (e.g. power laws, fractal dimensions). Di¤culties met by reservoir £ow simulations to predict the production rates of a given ¢eld come in part from these trial-and-error, or solely statistical, approaches, which disregard transient stress and deformation e¡ects. Such models cannot explain, for example, the observed correlations between injection and production wells in oil ¢elds at timescales between those of elastic radiation and £uid di¡usion (less than a month over 10^20 km) and oriented parallel to the regional stress ¢eld. He¡er et al. (1995) , who described them, have surmised that these correlations result from the interplay between sequences of inelastic failures and the redistribution of stress and pore pressure.
Here we adopt a process-based approach by developing a numerical model for the inception, growth and seismic radiation of shear failures induced by high pore pressures in a poroelastic medium. Although we acknowledge their importance, multiphase, chemical and thermal e¡ects are not considered at this stage. The ¢rst part of this paper presents ¢eld and constitutive equations. The analysis is restrained to in¢nitesimal strains. We retain inertial forces and adopt a simple, time-dependent friction law for the brittle rupture process (the plastic regime is ignored). Seismic radiations are assumed to occur in an attenuative isotropic elastic but explicitly voidless medium (voids are implicit in the presence of a ¢nite pore pressure used to de¢ne the failure criterion). They therefore only crudely approximate those occurring in a porous medium. The resulting static state of stress may only be a¡ected by this approximation when errors on the seismic wave¢elds are such that they trigger spurious failures. Although the basic variables of the model are the stress and the pore £uid pressure, strain compatibility conditions are not included. This is discussed later. The other major simpli¢cation is that the £uid is assumed to have the same bulk modulus as the solid. In the second part, we brie£y summarize the numerical methods used for the £uid phase (Maillot & Main 1996) and for the solid phase (Nielsen & Tarantola 1992; Maillot et al. 1998) . We then present the overall algorithm coupling these two methods. In the third part we present preliminary plane-strain simulations of induced seismicity in an initially stressed poroelastic medium fully saturated by a single-phase £uid. We illustrate in particular the in£uence of two dynamic rupture parameters in the resulting fracture and pore pressure distributions: the amount of deviatoric stress drop and the duration over which it occurs control the density and size of the resulting fractures.
THE THEORETICAL MODEL
We successively write the equation of motion, Hooke's law, a di¡usion equation for the pore pressure with a source term proportional to volume variations of the medium, and ¢nally a slip condition and a friction law for the brittle behaviour. In this section we merely state the assumptions, which are justi¢ed more fully in the discussion that follows.
We consider the linearized equation of motion in the absence of body forces:
Eq.
(1) relates the stresses p ij in the medium to the displacement ¢eld u and the density o. It is valid only in the framework of the in¢nitesimal strain theory, and therefore matches the requirements of the ¢nite di¡erence method used here. We consider linear isotropic elasticity, for which
where ij is the in¢nitesimal strain tensor and d ij the Kronecker symbol. The Lame¨parameters j and k may be chosen as those of the solid phase or of the whole medium in drained conditions (that is, at constant pore pressure). p 0 ij is the prestress present in the medium in the initial con¢guration, corresponding by convention to the unstrained state. Eqs (1) and (2) describe seismic waves in particular. Our model will hence give an estimation of seismic radiations associated with failure. The failure process itself does not feed back into changes in the pore pressure. The latter only a¡ects the rupture criterion through the e¡ective stress (eq. 6 and discussion below on the couplings).
The £uid phase is assumed to have the same bulk modulus, K s as the solid matrix. This is a strong assumption, which simpli¢es substantially the formalism of the present model (see section on discussion of assumptions), and allows us to concentrate on the simulation methodology of spontaneous fracture growth and associated seismicity induced by pore pressure. We further assume that £uid and solid phases are chemically inert and at constant temperatures, that the implicit void spaces are fully connected, and that the porosity 0 is uniform and constant. With these assumptions, we combine mass conservation, Darcy's law and a linear equation of state for the £uid [o f~of0 (1zp/K s )] to obtain the time evolution of the £uid pressure p:
where
is the di¡usion tensor, with l and i ij (x, t) respectively the viscosity of the £uid and the permeability of the matrix. We added the last term of (3), which acts as a pore pressure source or sink, to include the e¡ect of solid matrix isotropic stress variations (the stress is taken as positive in tension). This term encompasses the transient stresses of the seismic radiations (in fact, only of the P-waves, since S-waves do not make volume changes) as well as those of the static state, as eq. (3) is integrated over time. In the section below on couplings, we explain how this term ¢ts into the more general theory of Rice & Cleary (1976) .
Regarding the brittle behaviour of the medium, we assume that a cohesion C and an internal friction coe¤cient g fully specify conditions for failure; that is, we apply the MohrĈ oulomb failure criterion. This is applied to a given point in space, not to a given plane. We therefore look for any plane at that point such that
where q is the friction on the plane, and p eff is the e¡ective mean normal stress calculated from the e¡ective stress,
This is the second (and last) coupling between the solid and £uid phases in our model, after that of the pore pressure to the volumetric variations (last term of 3). The Terzaghi coe¤cient a (0¦a¦1) may be de¢ned through macroscopic or microscopic considerations (e.g. Nur & Byerlee 1971) , but is usually close to 1 when dealing with fracture processes (Scholz 1990, p. 30) . This is the value we take here. When and where rupture occurs, the stress is divided into its deviatoric and isotropic components. Failure does not change the isotropic part, p kk , which still follows Hooke's law (2) (multiplied by d ij ). The deviatoric part follows the simple friction law
where f (0¦f¦1) is the proportion of deviatoric stress still present after rupture, a measure of the seismic e¤ciency (f~q d /q s in Fig. 1 ). t 0 is the time of onset of rupture, and f a sine shape function which goes from 1 to 0 during a relaxation time, t r , de¢ned through the timescale
t r 1 is the ratio between the time, t r , taken by the rupture and the time taken by a shear wave (of velocity C s ) to travel by one lattice step *x. The length *x may be interpreted as the thickness of the fracture gouge (Nielsen & Tarantola 1992) . The (dimensionless) timescale t r 1 controls the duration of rupture, and hence the spectrum of the seismic radiation. If it is taken very large (of the order of a few hundred), there is essentially no seismic radiation and failure occurs quasi-statically. If it is very small, high frequencies are emitted. Numerically, however, if t r 1`1 , strong numerical dispersion occurs and the seismic radiation is not accurate.
With the friction law (7), the characteristic length of slip as de¢ned by Dieterich (1981) is replaced by a characteristic time of decay of the friction from its static to its dynamic value, regardless of the slip velocity. A phenomenon of spreading of the rupture front follows, over a distance V r t r (V r is the velocity of propagation of the rupture, close to C s ), that is similar to that induced by a characteristic length of slip. This friction law, although rather simple, thus retains an important feature of dynamic rupture (Nielsen et al. 1995) .
As proposed by Nielsen & Tarantola (1992) and Nielsen (1993) , a viscoelastic rheology could in principle be adopted instead of the friction law (7): fractures could be modelled as equivalent thin layers of viscous £uid, but with the same elastic bulk modulus as the surrounding elastic medium. A healing process is then required, and is simply introduced by letting the friction go back to its static value when the slip velocity reaches zero. For a discussion on this issue, see also Nielsen et al. (1995) and Maillot et al. (1998) .
NUMER ICAL METHODS AND IMPLEMENTATION
In the case of a medium without porosity, and hence without £uids, the present model reduces to that of Nielsen (1993) , Nielsen et al. (1995) and Maillot et al. (1998) . It consists of a velocity^stress ¢nite di¡erence scheme in space and time on a staggered grid (Virieux 1986 ) to solve (1) and (2), whilst (5) and (7) model the brittle behaviour (in 5, the mean normal stress replaces the e¡ective mean normal stress). Convergence properties were studied by Nielsen & Tarantola (1992) . The novelty of the present model lies therefore in the addition of pore pressure e¡ects and some poroelastic coupling e¡ects through eqs (3)^(6). The e¡ect of pore £uid pressure di¡usion on the problem of fault nucleation was previously studied within the plane of a growing fracture (e.g. Rice 1992; Miller et al. 1996; Henderson & Maillot 1997) . Henderson et al. (1994) and Wilson et al. (1996) used cellular automaton models and local rules which represent even more simpli¢ed physical processes than used here. These two models have been used respectively to simulate the frequency^area distribution of fractures and the e¡ect of pre-existing heterogeneity on the distribution of fracture size and spacing. Here we have used a lattice Boltzmann method to solve (3), which was specially designed for the case of an anisotropic, heterogeneous and time-dependent di¡usivity (4) (Maillot & Main 1996) . Our theoretical model is thus solved by a combination of previously established ¢nite di¡erence and lattice Boltzmann methods. The overall algorithm for the simulation of induced seismicity may be described as follows, apart from all initializations, which are treated separately in the next paragraph. The pore pressure di¡uses according to (3) and to speci¢ed values at injection points. During this di¡usion regime, the occurrence of failures is constantly checked with (5) and (6). The last term of (3) is null because, in this ¢rst-order model, pore pressures do not perturb the stresses. When failure occurs, the pressure di¡usion is stopped and we enter the elastic regime: stresses are updated according to the equation of motion (1), Hooke's law (2), and the friction law at broken points (7). Seismic radiation is generated at the broken points, pore pressures are updated according to the last term of (3) only, and again, new failures are checked with (5) and (6). When no further failures are triggered, the kinetic energy in the medium is absorbed by adding a small force proportional and opposite to the gradient of the stress in order to converge to the static state (this simulates the natural process of seismic attenuation.) A static state is reached when the maximum displacement velocity has been reduced by a factor 10 4 . The elastic regime is then ¢nished. The prescribed dynamic values of friction at broken points are relaxed [that is, when the elastic regime is entered again, stresses at previously broken points will be updated according to (1) rather than (7)]. Di¡usivities may be updated at broken points according to desired values in fractures. The new static state of stress serves as a starting point to resume the pore pressure di¡usion regime.
In order to de¢ne the initial state of the medium in a way that allows us to control when and how fractures will start, we have de¢ned the three following dimensionless numbers: , those required to trigger rupture (see Fig. 2 ). Note that all stresses and the pore pressure are uniform at the beginning of a simulation.
c is the ratio between the di¡erential stress and the cohesion; it hence controls the opening mode of the fractures. In the case of a heterogeneous cohesion C, its minimum value within the medium is taken in (9). If c`1, fractures would occur mainly in mode I (that is, opening: displacements are perpendicular to the fracture surfaces). Since we simulate induced seismicity here, rather than hydrofracturing, we always specify c b 1 so that only mode II fractures occur. s is the ratio between the isotropic stress and the pore £uid pressure. t determines how far the medium is from rupture at the beginning of the simulation. The lower t, the closer the medium is to rupture. The choice of these three parameters determines completely the initial stress state of the medium.
DISCUSSION OF ASSUMPTIONS
In the above we have merely described the model used in the present article. Various remarks must now be made regarding both the theoretical and the numerical parts of the model. Putting aside the brittle behaviour in the theoretical model, it is of interest to compare eqs (1)^(4) with the general case of arbitrary bulk moduli of the solid and £uid phases developed by Rice & Cleary (1976) . The pore pressure di¡usion (3) is equivalent to eq. (15) of Rice & Cleary (1976) in the framework of our assumptions (equal bulk moduli, full connection of pores, etc.), with the di¡erences that we replaced the permeability i by a tensor in order to take account of the anisotropy of fracture permeabilities, and that the porosity 0 appears explicitly in our equation. However, it is their equation (16) that Rice & Cleary consider one of the governing equations of a porous medium. It is obtained by adding strain compatibility conditions to (15). Since we did not include these conditions here, strain compatibility is not guaranteed in our model. This de¢ciency can be interpreted physically as a`one-way' coupling by comparing our pore pressure evolution (3) and Hooke's law (2): it is clear in our model that only stresses in£uence the pore pressure, and not vice versa. This simpli¢cation was ¢rst suggested by Bell & Nur (1978) . As mentioned by Rice & Cleary (1976) (eqs 13a and 13b) , a simple remedy to this, at least in the static case, is to replace the stress by the e¡ective stress (6) in Hooke's law (2) and in the equilibrium equation (1), which then reads + j p eff ij~a + i p. In other words, the`reverse' coupling is that local pore pressure gradients act formally as body forces in the equilibrium of e¡ective stresses. The main reason we have not applied this result here is that it is very heavy computationally: stress equilibrium would have to be calculated at each di¡usion time step. Such calculations involve either a full time integration of elastic stresses across the computation grid, for instance by a ¢nite di¡erence method as we do here, or an inversion procedure. Considering furthermore that thousands of time steps are required in the time integration of a di¡usion process even on a small grid, it becomes clear that another approach must be developed for a practical implementation. We are presently studying the possibility of using analytic solutions to calculate the equilibrium of the e¡ective stress. This is why we have ¢nally retained only two couplings (the`one-way' ) represent the e¡ective stress required for rupture. P is the pore £uid pressure, which triggers the ¢rst failure. Further failures may be triggered either by the same mechanism or by a local increase of p 1^p2 due to elastic redistributions of stresses around a failed element.
coupling above, and the use of the e¡ective stress in the failure criterion): they are both essential to induce seismicity, and tractable numerically.
Thus, coupling between solid and £uid phases essentially occurs around new or growing fractures. There are, however, more coupling processes: speci¢cally, the in£uence of the stress perturbations away from faults on the permeability and the porosity are not taken into account. The resulting variations of permeability (which can reach one order of magnitude) could in principle be included in the model if a particular rock is to be modelled for which an experimental relationship between applied stress and permeability variations is available. We also ignore processes such as time-dependent stress corrosion and the aseismic sliding of faults, although the latter could in principle be included by specifying t r 1 &1 in (8). A discussion on the modelling of time-dependent sealing and healing of fractures may be found in Maillot et al. (1998) . The second set of remarks concerns the numerical implementation. We are primarily interested in the static stress ¢eld after each rupture event. However, we choose here to solve the equation of motion because it has the potential to yield an accurate determination of the seismic radiation associated with failure and should not be more time consuming than an inversion procedure in determining directly the static state (see e.g. Cowie et al. 1993 , who used a conjugate gradient method). In other words, the time is spent by computing relevant physical ¢elds rather than inverting large matrices. It is also gainful computationally because our algorithm, as opposed to inversion procedures, is fully data-parallel with nearest-neighbour communications only, which suits perfectly the parallel architecture of most present-day computers and programming languages. The method can also be used in principle to predict the seismic response of the medium, including multiple scattering in a heterogeneous medium, although at present, elastic sti¡nesses are assumed constant and uniform. To make them space-and time-dependent involves only a modi¢cation of the algorithm, not of the basic equations.
Concerning timescales, that of the £uid di¡usion is much greater than those of the sliding on a fault and of the seismic radiations. It is therefore reasonable to stop the £uid di¡usion each time a failure starts, and to restart it when the stress has again reached a static state. The pore pressure, however, does play a role in the ¢rst timescale because it is instantaneously perturbed by compressions/dilations of the rock matrix due to the passage of seismic P-waves, and this in turn perturbs the e¡ective stress.
Mode I (tension) fractures are at present not allowed in our model. Only mode II (shear) fractures can occur. There is therefore no fracture-induced dilatancy, and the pore pressure on the fault is not modi¢ed by the rupture process. It may only be modi¢ed by the injection of £uid, or by isotropic stress changes in the volume around the fracture rather than along it.
SIMULATIONS OF FLUID INJECTIONS
The present model involves many parameters. We investigate here the in£uence of two of these in de¢ning the dynamics of rupture: the proportion of deviatoric stress f left after rupture (7), and the time t r of rupture (that is, the time over which this stress drop occurs) (Fig. 1) . Although we are ultimately interested in modelling the £uid £ow, these parameters turn out to be controlling factors in the distribution of resulting fractures, and are hence important to the study of £uid £ow. All other parameters were kept identical throughout the three examples of simulation we present here.
THE GEOMETRY
We have implemented our model in a 2-D in-plane geometry. In this geometry, all displacements and deformations occur inside the plane of computation, and all derivatives of all variables are null in the third dimension. Fracture planes extend in¢nitely in the direction perpendicular to the plane of computation. Fractures will hence open in mode II, i.e. in-plane, exhibiting shear stresses only inside the plane of computation.
We have used a 128|128 square staggered grid for the ¢nite di¡erence calculations and a 128|128`d2q9' lattice for the BGK di¡usion model. Following the terminology of Qian et al. (1992) , a`d2q9' lattice is a 2-D square lattice in which each node is connected to eight neighbours: four horizontally and vertically, four at 45 0 , and itself. The nodes of both lattices coincide.
The boundary conditions are periodic, that is, the top side of the grid links to the bottom side, and the left side to the right side. These are straightforward to implement with both the square and the d2q9 lattices. For consistency with this geometry, all images in Fig. 4 represent the computation plane four times. The plane of computation should be considered horizontal, following a single sedimentary layer. In order to simulate induced seismicity, an injection well is inserted in the centre, perpendicular to the £at sedimentary layer.
PARAMETERS
In order to establish dimensions, one must ¢rst choose a length scale L that represents the overall extent of the grid, and a timescale T that represents the duration of the £uid injection at the well. Then, for a 128|128 grid, the spatial discretization is *x~L/128. The errors expected in the di¡usion model are of order O( 2 ), with ~*x/L~(*t d /T ) 1a2 (Maillot & Main 1996) . *t d is the required time step for the di¡usion process. The di¡usivity D (4), must satisfy D*t d /*x 2 ¦1. For the solid phase, one must choose a rock density o, an internal friction coe¤cient g and seismic velocities, C p and C s . The time step *t for the ¢nite di¡erence calculations is then set to satisfy the necessary condition for stability,
Applying the above remarks, the present numerical simulations may be interpreted as representing an area of 640|640 m, in which the £uid injection lasts for less than a month. The spatial discretization is *x~5 m, time steps are *t d~2 X6 s, and *t~0X25 ms. We have chosen isotropic seismic velocities C p~3 500 m s À1 (P waves) and C s~2 000 m s
À1
(S waves) such that C p /C s~1 X75. The rock density is set to 3X5, and the internal friction is also constant and set to 0X6. The map of cohesions C(! x) was constructed from the Voronoi cells of a uniformly random distribution of 250 points (Fig. 3) . The
Voronoi cell of a point is the area closer to that point than to any other point. In the white areas (i.e. the Voronoi cells), the cohesion is on average 10 times higher than in the grey lines, hence fractures will only occur along the grey lines, which may be regarded as pre-existing fracture planes. This strong heterogeneity has the advantage of stopping fractures from propagating in an unstable manner throughout the grid and of ensuring that they will not follow preferential grid directions. The di¡usivity (4) was set as follows. In strong nodes (white areas of Fig. 3) , it is isotropic and set to D~10 {3 m 2 s {1 . In weak nodes (grey areas of Fig. 3) , it is anisotropic with principal components D 1~1 0D and D 2~0 X5D. In broken nodes the principal components become D 1~1 00D and D 2~D . The directions of the fast di¡usivities, D 1 , was determined from the local direction of the weakness zone or of the fault zone (Fig. 3) . D 1 and D 2 therefore represent respectively the di¡usivity along and across a weakness zone or a fault zone.
Regarding initial conditions, c is set at 4 throughout the simulations, ensuring fractures will slide in mode II. s is set at 2 in the simulations. t is set at 0X05 in the simulations, so the medium is here assumed to be in a near-critical state. This means that an increase of pore pressure of a few per cent is su¤cient to trigger the ¢rst rupture, at the weakest point of the medium (that with the minimum cohesion around the injection point). The presence of a near-critical state is consistent with the notion of the Earth being in a state of self-organized criticality Bak & Tang 1989) and the relatively small stress changes that are often required to trigger induced or natural seismicity (Segall 1989; Main 1996) . As a consequence, the ¢rst failure occurs rapidly after the start of the injection of £uid, and further failures due to stress redistribution around the ¢rst one will be more numerous than for a greater t. Recall that these dimensionless parameters are de¢ned by eqs (9), (10) and (11). In all simulations, the principal stress p 1 is oriented along the top^bottom axis of the images of Fig. 4 . At the injection point, the pore pressure was ¢xed at a constant value, set to twice that de¢ned by eqs (9)^(11).
THE SIMULATIONS
In all the following simulations of £uid injections in a horizontal layer, all parameters were set as described above. The only two varying parameters are the proportion of stress remaining after failure f and the relaxation time of failure t r .
In the ¢rst two simulations (Figs 4a^d) , t r 1~1 0, so the rupture process is slow and radiates low-frequency seismic waves. In the last simulation (Fig. 4e) , t r 1~1 , and seismic waves are clearly visible within the grid (Fig. 4f) . Apart from Fig. 4(f) , the colour code in all images represents the pore £uid pressure at the end of a rupture event, when a static state of stress is reached. Although the scales of the colour maps have been adapted to optimally enhance each image, blue to red colours always indicate relatively low to relatively high pressures. Broken nodes (fracture elements) are shown in white. Recall that images 4(a) to (e) each contain four copies of the computation lattice in order to show explicitly the periodic character of the boundary conditions. The pressure variations far away from the injection well (indicated by the bright red spots) are not due to heterogeneous £uid £ow from the injection well. Instead, they are solely due to volumetric variations (a quadrant pattern of dilations and compressions) around the broken points (last term of eq. 3). In this way we implicitly assume a ¢nite porosity which changes as the rock matrix is expanded or compressed. These, however, do not feed back into changes of the di¡usivity (4). In the ¢rst simulation (Fig. 4a) , f~0, so there is no stress left on the faults after rupture, that is, the stress drop is total and the seismic e¤ciency equals one. The image represents the pore £uid pressure after all fractures have stopped propagating. They formed during a single rupture event, that is, the injection of £uid triggered the rupture of one node close to the injection point, and the stress drop at that node in turn triggered in cascade all the other ruptures without further injection. Fractures have hence developed suddenly and are well aligned. In the second simulation, f~0X5, so there is a 50 per cent stress drop at failure, and a ¢nite residual stress. Figs 4(b), (c) and (d) are pore pressure maps after the second, third, and fourth rupture events respectively. The ¢rst event broke only one point, the same as in the ¢rst simulation (Fig. 4a) . Due to the smaller stress drop, this rupture did not result in a cascade of failures as in the ¢rst simulation. It is only at the fourth rupture event (d) that the density of fractures starts resembling that of the ¢rst simulation. The fractures have propagated more slowly and are more scattered. The seismic e¤ciency therefore has a strong in£uence on the rate of growth and the spatial distribution of fractures. Due to the di¡erences in colour scales mentioned above, the change in background colour does not necessarily represent a change of the average pressure in undisturbed zones. The di¡erences between the ¢rst and second simulations show the e¡ect of the amount of stress drop on the resulting density of fractures. In the third and ¢nal simulation, we keep f roughly unchanged (f~0X6), but set t r 1~1 instead of 10.
The stress drop occurs 10 times more rapidly than in the ¢rst and second simulations. The result, compared to the second simulation, shows therefore the e¡ect of the duration rather than the magnitude of the stress drop. Fig. 4(e) shows the medium after the ¢rst rupture event. The density of fractures is even higher than in the ¢rst simulation. This is because the shear waves generated by failures have a shorter wavelength and a greater amplitude than in the ¢rst simulation, and are therefore more e¤cient at triggering further failures. Changes in the static stress ¢eld are, however, greater in the ¢rst simulation (with a total stress drop) than in the third (40 per cent stress drop). In these simulations where an initial near-critical state (as de¢ned above in the parameters section) was assumed, the ¢nal density of fractures seems therefore more sensitive to the amplitude of the failure-generated shear waves than to the amount of redistributed stress. Finally, this faster rupture allows us to observe the wave propagation e¡ects. For example, Fig. 4(f) shows a snapshot of the elastic waves (the modulus of the velocity of displacements is shown in blue to red) radiated during the onset of the fracturing event. The P and S waves are clearly visible, and it is also clear that, as expected, it is the S wave that triggers further ruptures (the ¢rst wavefront was generated by the rupture of a single point). The periodic boundary conditions used here are, however, not suited for the recording of synthetic seismograms: each event is actually replicated in¢nitely with a spatial periodicity equal to the size of the lattice.
These examples show that the relative amount f of stress left on a fault after rupture controls the size and the spatial scattering of the fractures in our model, and that the relaxation time t r has a strong e¡ect on the ¢nal density of fractures because it controls the amount of elastic energy radiated into seismic waves during rupture. It should be kept in mind that the medium was initially close to rupture (t~0X05) and that this is also responsible for the strong density of fractures generally observed.
The plots of Fig. 4 are quanti¢ed in Fig. 5 . The upper graph shows the average pore pressure as a function of radial distance from the injection well. It has been normalized by the injection pressure, which was set to twice the initial uniform pressure (indicated by the straight solid line at 0.5 on the ordinate). The lower graph shows the average density of broken nodes as a function of radial distance from the injection well. The curve for weak node density, calculated from Fig. 3 , is also plotted for comparison. For radial distances below 5 and above 85 grid points, the graphs are not accurate because the averaging was performed only on a few points. The letters refer to the plots of Fig. 4 , from which the curves indicated were calculated (we omitted plot b because of its very low number of broken nodes). It is clear that failures closely follow the distribution of weak nodes. This is due to the fact that strong nodes (white areas of Fig. 3 ) are much stronger than weak nodes (the cohesion is 10 times that of the average cohesion of weak nodes). We have not observed failures of strong nodes. At distances above 30 grid nodes from the injection point, failure densities remain important, whilst pore pressures have reached their background values. This shows the importance of elastic stress redistributions on failures. The graphs of pore pressures show three features that require comment. First, the general tendency is an exponential decay, as would be expected from a di¡usion process in a homogeneous medium. Second, there are small variations around this tendency, due to isotropic stress changes around broken elements (taken into account in the additional coupling term in the di¡usion equation 3). As expected, curves (a) and (e) exhibit the largest variations because in (a) the stress drop is total and in (e) the density of failures is high. Third, the background initially uniform value of pore pressure (at 0.5) has decayed by approximately 2 per cent (curve c) to 20 per cent (curve a). This was unexpected, and further simulations are required to quantify and understand it fully. It is not correlated to the elapsed di¡usion time [greater for curves (c) and (d) than (a)], and therefore a spurious £uid mass loss from the di¡usion model is ruled out. These decays appear to be correlated simultaneously with the density of ruptures [explaining the greater decay for (d) than for (c)] and with the stress drop [explaining the largest decay for (a) and the intermediate decay for (d) and (e)].
DISCUSSION
We have attempted to show how our basic equations (apart from those concerning the brittle behaviour) relate to the more general ¢eld and constitutive equations of Rice & Cleary (1976) : the ¢rst important simpli¢cation is that the (singlephase) pore £uid has the same bulk modulus as the solid phase; the second is that strain compatibility conditions are not included. This amounts to neglecting elastic stress variations due to local pore pressure gradients. Including strain compatibility is, however, a necessary development of the model, for reasons of consistency in the equations. Furthermore, we will then be able to compare outputs of our model with analytical solutions in the case of pre-de¢ned shear fractures.
The model presented here predicts adequately the e¡ect of the constitutive equation for shear slip on the nature of induced seismicity. In the future, we will apply this model, appropriately modi¢ed to take into account the additional e¡ects outlined above, to problems regarding £uid £ow in porous elastic media; in particular, we will examine the conditions required to produce long-range correlations between injection and producer wells at timescales between the di¡usion and the elastic radiation scales (He¡er et al. 1995) . Bearing in mind this goal, the ¢rst simpli¢cation above should also be dropped in order to generalize the model to variable compressibilities. Furthermore, it is likely that the dependence of porosity and permeability on the elastic and brittle deformation plays an important role in this process. In the simulations presented here, we have associated local di¡usivity variations and anisotropies with weakness zones and fractures (the di¡usivity is proportional to the permeability; see eq. 4). The lattice BGK model used to solve the di¡usion equation can handle anisotropy, heterogeneity and time dependence of the di¡usivity (Maillot & Main 1996) . However, the scale of the fractures (one grid point thick) is below the resolution of the di¡usivity grid that we use (same grid as that of the fractures). Unpublished simulations show that these local variations would be well resolved with a grid ¢ve times as dense. Hence, the present results should be considered, for all practical purposes, as if the di¡usivity were constant and isotropic. The alternative solution to the problem of narrow zones of very high permeabilities is to introduce an advection term in the di¡usion equation. Work is under progress to generalize the lattice BGK model to the advection^di¡usion equation.
The e¡ective stress law we adopted here is the simplest possible: the e¡ective stress coe¤cient a is a scalar equal to one. It is straightforward to replace a by a second-rank tensor to account for the elastic anisotropy of the porous rock, as proposed by Chen & Nur (1992) . According to these authors, it is a necessary generalization when addressing the weak fault mechanism or shear events due to £uid withdrawal rather than £uid injection.
CONCLUSIONS
Our model combines £uid £ow and rock deformation processes over timescales of both di¡usion and dynamic rupture. We have approached the problem from the point of view of continuous mechanics by solving a di¡usion equation for the pore £uid pressure and the dynamic equation of motion for the solid matrix. The latter is considered linearly elastic up to an e¡ective stress threshold (Mohr^Coulomb), after which it becomes brittle. Rupture is modelled by a simple time-dependent (no velocity weakening) friction law at broken points. At present, the main simpli¢cations are that the £uid and solid phase bulk moduli are equal, and that the strain compatibility conditions are not included. Two features of the interplay between the solid and the £uid phases are thus retained: the in£uence of the pore £uid pressure on rupture (via the e¡ective stress), and the in£uence of the volumetric deformations (via the mean normal stress p kk ) on the pore £uid pressure. We ignored the in£uence of elastic deformations on the permeability and porosity, as well as any heat and chemistry e¡ects.
The di¡usion equation was solved with a lattice BGK model based on the microscopic approach of lattice gases (Maillot & Main 1996) . The equation of motion was approximated by a ¢nite di¡erence scheme and combined with the elasticb rittle rheology using a model already established (Nielsen & Tarantola 1992; Nielsen 1993; Maillot et al. 1998) .
The simulations have focused on the dynamic rupture parameters because they strongly in£uence the distribution of fractures due to £uid injections, and hence the £uid £ows themselves. These preliminary simulations have shown that the amount of stress drop during rupture and the duration of the stress drop control the spatial density and the size of the resulting fractures in a medium that was initially near rupture everywhere.
We believe this model to be a step towards a simulation tool for the interplay between £uid £ow and the spontaneous inception, growth, reactivation and seismic radiation of shear fractures controlled by stress and pore pressure states at diverse timescales such as tectonic loading rates, £uid pressure di¡usion and dynamic rupture. Because many parameters are required in our model, and because it explicitly calculates the seismic radiations, it may prove an e¤cient new forward model for the inversion of focal plane solutions in induced seismicity experiments (where pressure is known at the injection point, and the seismicity is recorded at the surface or along the injection well), that is, a potential tool for the determination of regional stress and pore pressure ¢elds. It is well known that classical inversion procedures su¡er from the presence of local stress concentrations and rotations (Cornet & Jianmin 1995) . In the model presented here, such local stress concentrations are explicitly included.
