In this paper, it is considered the problem of estimation of unknown parameters of log-Kumaraswamy distribution via Monte Carlo simulations. Firstly, it is described six different estimation methods such as maximum likelihood, approximate bayesian, least-squares, weighted least-squares, percentile and Crámer-von-Mises. Then, it is performed a Monte Carlo simulation study to evaluate the performances of these methods according to the biases and mean-squared errors (MSEs) of the estimators. Furthermore, two real data applications based on carbon fibers and the gauge lengths are presented to compare the fits of log-Kumaraswamy and other fitted statistical distributions.
Introduction
log-Kumaraswamy (LKw) distribution is a special case of log-exponentiated Kumaraswamy distribution proposed by Lemonte et al. [1] . They have generated LKw distribution by using a logtransform in cdf of Kumaraswamy (Kw) distribution suggested by Kumaraswamy [2] . Let Y be a random variable having Kw distribution with parameters a and b . LKw distribution is obtained by
transformation. This distribution can be used in many areas such as biology, physics, chemistry, medicine, engineering, thermal science, fluid mechanics etc. The cumulative distribution function (cdf), the probability density function (pdf) and hazard rate function (hf) of this distribution are as follows: 
where 0 a  , 0 b  and 0
x  . The LKw   , a b distribution can be useful in order to model real data in areas such as hydrology, engineering, science, medicine, agriculture etc.
Some studies on LKw distribution can be listed as follows. Mohammed [3] studied inference on the log-exponentiated Kumaraswamy distribution. Further Chacko and Mohan [4] investigated the problem of the estimation of parameters for Kumaraswamy-Exponential distribution under progressive type-II censoring. Akinsete et al. [5] proposed Kumaraswamy-geometric distribution. Moreover, Jose and Varghese [6] introduced Wrapped log Kumaraswamy distribution. Korkmaz and Genç [7] suggested two-sided generalized exponential distribution. Korkmaz and Genç [8] introduced a new lifetime distribution based on a transformation of two sided power variate. The problem of parameter estimation for many distributions is very popular. In recent years, there are many extensive studies on parameter estimation for various distributions in literature. Ramos and Louzada [9] have introduced a new distribution called as the Generalized Weighted Lindley distribution and studied different methods of estimation for this distribution. Dey et al. [10] have compared the methods of estimation for Nadarajah and Haghighi distribution. Dey et al. [11] have studied different estimation methods for Kumaraswamy distribution. Also, in [12] they estimated the parameters of Gompertz distribution using different estimation methods. Ramos et al. [13] have considered the problem of estimation of parameters for Frechet distribution. Balakrishnan and Kundu [14] presented an extensive study including new estimation methods and extensions for Birnbaum-Saunders distribution.
The aim of this article is to compare the performances of methods of estimation for LKw   , a b distribution via Monte Carlo simulations and real data applications. For this reason, six different estimation methods such as the maximum likelihood, approximate bayesian, least-squares, weighted least-squares, percentile and Crámer-von-Mises are considered. This paper is organized as follows. In Section 2, these estimation methods are described. In Section 3, it is performed a Monte Carlo simulation to evaluate the performances of estimators obtained by using these estimation methods. Furthermore two empirical applications are presented in Section 4. Lastly, general results are given in Section 5.
Estimation Methods

Maximum Likelihood Estimates
Let 1 2 , ,..., n X X X be a random sample taken from LKw   , a b distribution. The log-likelihood function is given by
The maximum likelihood estimators (MLEs) of unknown parameters are derived by maximizing the log-likelihood function in Eq. (4). The likelihood equations are also obtained from the partial derivatives of log-likelihood function with respect to a and b parameters. These derivatives are
The MLEs, ˆM LE a and ˆM LE b , can be obtained by solving of likelihood equations Eqs. (5)- (6) . These non linear equations can be solved by numerical methods.
Approximate Bayesian Estimates
Let 1 2 , ,..., n X X X be a random sample with size n taken from   , LKw a b distribution. In this study, the independent gamma priors for a and b parameters are used. These prior distributions are as follows.
The joint priors and posterior distributions of a and b parameters are given, respectively, by
Thus, Bayes estimator (BE) under squared loss function for any function of a and b ,say   , u a b , is as follows:
is logarithm of joint prior distribution. It is difficult to get the integral presented in Eq. (11) in closed form. Some approximate methods to get the integrals are used. One of these methods is Tierney Kadane's approximation method.
Bayes Estimates with Tierney and Kadane's Method
Tierney and Kadane's approximation introduced by Tierney and Kadane [15] to compute integral ratios in bayes analysis. This approximation has been studied by many authors such as Danish and Aslam [16] , Gencer and Saraçoğlu [17] , Kumar [18] , Kınacı et al. [19] , Tanış and Saraçoğlu [20] , Jung and Chung [21] . Tierney and Kadane approximation can be summarized as follows.
BEs, ˆB E a and ˆB 
Least Square and Weigthed Least Square Estimates
Let 1: 
The least square estimates of a and b , ˆL SE a and ˆL SE b , can be obtained by minimizing following Eq. 
In this case, ˆL SE a and ˆL SE b can be obtained via the simultaneously solution of the following system of equations.
, , 
Percentile Estimates
In this subsection, the percentile estimators (PEs) of a and b for LKw   , a b distribution, ˆP E a and ˆP E b are obtained. This estimation method was firstly suggested by Kao [22] , [23] . There are many studies based on percentile estimation of unknown parameters for various statistical distributions. Some of these studies are Gupta and Kundu [24] , Alkasabeh and Raqab [25] , Erişoğlu and Erişoğlu [26] . The quantile function of
Let :
i n x is be value of th i order statistics. ˆP E a and ˆP E b can be obtained by minimizing the following equation with respect to a and b parameters.
Cramér-von Mises Estimates
The Cramer-von Mises estimator is one of the goodness of-fit estimators. This method is based on the difference between the estimate of the cdf and ecdf. The bias of these estimators is smaller than the bias of other minimum distance estimators studied by Luceno [27] , Ramos and Louzada [9] and Macdonald [28] . The Cramér-von Mises estimators (CVMEs), ˆC VME a and ˆC VME b , can be derived by minimizing following equation as the values of prior parameters. The results of simulation study are given in Table 1 and Table 2 . 
Simulation Study
Empirical Applications
In this section, it is performed two real data analysis in order to illustrate usefulness of LKw   
Gauge lengths data
The first data set based on gauge lengths of 20 mm consists of 69 observations obtained by Bader and Priest [29] . These data previously used by Kundu and Raqab, [30] , Ghitany et al. [31] and Nofal et al. [32] . These data are given by The results of real data analysis for gauge lengths data are given in Table 3 . Also, cdf and pdf curves of these estimators for LKw   , a b distribution are given in Fig. 1 . 
Carbon Fibers (in Gba) data
The second data set consists of 50 observations on breaking stress of carbon fibers (in Gba) obtained by Nichols and Padgett [33] . These data are as follows; 3 
Concluding Remarks
It has been considered ML, B, LS, WLS, P, and CVM estimation methods to estimate unknown parameters of LKw   , a b distribution. Then, it is performed a Monte Carlo simulation study to compare the performances of these estimators in terms of biases and MSEs at different size of samples. According to results of simulation study, it is clearly seen that approximate bayes estimator is best the estimator among all estimators. Besides, as size of samples increases, biases and MSEs of all estimators decreases. Also, it is seen that the biases and MSEs of maximum likelihood estimators and approximate bayes estimators approaches each other in big size of samples. On the other hand, we illustrate usefulness of LKw   , a b distribution for gauge lengths and carbon fibers data sets. Further, it is compared the fits of these estimators for LKw   , a b distribution via Anderson-Darling, Cramer-Von Mises, Kolmogorov-Smirnov statistics and its p values. It is seen that least square estimator is the best for gauge lengths data according to Table 3 . Approximate bayes estimator is the better than other estimators in modelling carbon fiber data according to Table 4 . 
