In this article we provide an exact expression for computing the autocorrelation coefficient ξ and the autocorrelation length ℓ of any arbitrary instance of the Quadratic Assignment Problem (QAP) in polynomial time using its elementary landscape decomposition. We also provide empirical evidence of the autocorrelation length conjecture in QAP and compute the parameters ξ and ℓ for the 137 instances of the QAPLIB. Our goal is to better characterize the difficulty of this important class of problems to ease the future definition of new optimization methods. Also, the advance that this represents helps to consolidate QAP as an interesting and now better understood problem.
Introduction
A landscape for a combinatorial optimization problem is a triple (X, N, f ), where f : X → R is the objective function to be minimized (or maximized) and the neighborhood function N maps a solution x ∈ X to the set of neighboring solutions. If y ∈ N(x) then y is a neighbor of x. There is a especial kind of landscape, called an elementary landscape, which is of particular interest in present research due to its properties. They are characterized by the Grover's wave equation [1] : (1) where d is the size of the neighborhood, |N(x)|, which we assume the same for all the solutions in the search space (regular neighborhood), f is the average solution evaluation over the entire search space, and k is a characteristic (problemdependent) constant. A general landscape (X, N, f ) cannot always be said to be elementary, but even in this case it is possible to characterize the function f as a sum of elementary landscapes [2] , called the elementary components of the landscape.
The Quadratic Assignment Problem (QAP) is a well-known NP-hard combinatorial optimization problem that is at the core of many real-world optimization problems [3] . A lot of research has been devoted to analyze and solve the QAP itself, and in fact some other problems can be formulated as special cases of the QAP, e.g., the Traveling Salesman Problem (TSP). Let P be a set of n facilities and L a set of n locations. For each pair of locations i and j, an arbitrary distance is specified r ij and for each pair of facilities p and q, a flow is specified w pq . The QAP consists of assigning to each location in L one facility in P in such a way that the total cost of the assignment is minimized. Each location can only contain one facility and all the facilities must be assigned to one location. For each pair of locations the cost is computed as the product of the distance between the locations and the flow associated to the facilities in the locations. The total cost is the sum of all the costs associated to each pair of locations. One solution to this problem is a bijection between L and P, that is, x : L → P such that x is bijective. Without loss of generality, we can just assume that L = P = {1, 2, . . . , n} and each solution x is a permutation in S n , the set permutations of {1, 2, . . . , n}. The cost function to be minimized can be formally defined as:
In [4, 5] the authors analyzed the QAP from the point of view of landscapes theory [6] and they found the elementary landscape decomposition of the problem using the methodology presented in [7] , providing expressions for each elementary component. In this paper we use the elementary decomposition of the previous work to compute the autocorrelation length ℓ and the autocorrelation coefficient ξ of any QAP instance in polynomial time (Section 2). We also present in Section 3 empirical evidence of the autocorrelation length conjecture [8] , which links these values to the number of local optima of a problem, and we numerically compute ℓ and ξ for the well-known public instances of the QAPLIB [9] .
Autocorrelation of QAP
Let us consider an infinite random walk {x 0 , x 1 , . . .} on the solution space such that x i+1 ∈ N(x i ). The random walk autocorrelation function r : N → R is defined as [10] :
where the subindices x 0 and t indicate that the averages are computed over all the starting solutions x 0 and along the complete random walk. The autocorrelation coefficient ξ of a problem is a parameter proposed by Angel and Zissimopoulos [11] that gives a measure of its ruggedness. It is defined after r(s) by ξ = (1 − r(1)) −1 [12] . Another measure of ruggedness is the autocorrelation length ℓ [13] whose definition is ℓ =  ∞ s=0 r(s). The autocorrelation coefficient ξ for the QAP was exactly computed by Angel and Zissimopoulos in [14] . However, recent results (see [4] ) suggest that the expression in [14] could be invalid for some instances of the QAP. Using the landscape decomposition of the QAP we provide here a simple derivation for the expressions of ξ and ℓ. First, let us present (without proof) the results of [5] that are relevant to our goal. 
Proposition 1 (Decomposition of the QAP
The definition of the Ω functions is as follows:
, and Ω
Proof. See [5] for the proof. 
Proposition 2 (Autocorrelation Measures
where the coefficients W i for i = 1, 2, 3 are defined by
Proof. A proof for (8) and (11) can be found in [5] . Eq. (9) is justified in [13] and (10) is proven in [2] . We also used the fact that W 1 + W 2 + W 3 = 1 to remove W 3 in the expressions for ξ and ℓ.
As a consequence, we only need to compute W 1 and W 2 to obtain ξ and ℓ. Thus, we provide in this paper some propositions that allow us to efficiently compute W 1 and W 2 . According to (11) we need to compute
, and f c2 2 . Let us start with f c1 and f c2 .
Proposition 3.
Two expressions for f c1 and f c2 are:
where r t and w t are defined as:
Proof. The average value of Ω 1 and Ω 2 is Ω 1 = −1, and Ω 2 = (n − 3)/(n − 1) [4] . Using these average values we can compute f c1 and f c2 with the help of (4) and (5) as:
i̸ =j,p̸ =q
Taking into account that ψ ijpq = r ij w pq and using the notation r t , w t defined above we can transform (15) in (12) and (13) .
Both expressions (12) and (13) can be computed in O(n 2 ). Before giving an expression for f let us first introduce a new function t n defined as:
This function will be useful later in the computation of f , f 2 , f . According to its definition, the evaluation of t n is not efficient since it requires a summation over all the permutations in S n . However, we can simplify the expression of t n to make the computation more efficient as the following proposition states.
Proposition 4. The function t n satisfies the following equality:
where Q 1 (Q 2 ) denotes the set of all the first (second) elements of the pairs in Q .
Proof. The function t n is, in fact, a counting function that is counting the number of elements in S n that fulfill the condition
we must observe that if we find two pairs (i, p) and (j, q) in Q such that i = j and p ̸ = q, then the value of t n (Q ) must be zero because it is not possible to satisfy at the same time x(i) = p and x(j) = q. We can characterize this situation using the condition |Q 1 | ̸ = |Q |. That is, if the number of pairs in Q is not equal to the number of first elements of these pairs, then there exist in Q at least two pairs of the form (i, p) and (i, q) with p ̸ = q and t n (Q ) = 0. For the same reason, t(Q ) = 0 if |Q 2 | ̸ = |Q |. If |Q | = |Q 1 | = |Q 2 | then the pairs in Q fix the value for |Q | components of the solution vector and the number of solutions in S n with the fixed components is t n (Q ) = (n − |Q |)!.
Once we have defined the t n function and we know an efficient way of computing it we can provide an expression for f .
Proposition 5. An expression for f is:
where
Proof. Using the definition of f and t n we can write:
If we take into account that t n can only take two different values, we can rewrite the previous expression as:
With the help of the function t n we can also provide an expression for f 2 .
Proposition 6. An expression for f 2 is:
which can be computed in O(n 8 ).
Proof. Using the definition of f we can write:
which can be transformed into (21) by commuting the sums and using the definition of t n .
The computation of f 
where the 7-dimensional parameterized vectors v ∈ (P (N 2 )) 7 and c ∈ R 7 are given in Table 1 
Proof. After the definition of f c1 and f c2 we can write:
In this case it is not so simple to write the inner summation as a function of t n . We will write the Ω functions as linear combinations of Kronecker's deltas using the definition of the Ω functions and the following characterization of the φ functions, which can be easily obtained after (7): 
can be written as a weighted sum of 49 t n terms. In order to write this summation in a compact way we define one vector denoted with v i,j,p,q containing the sets to be considered in the t n terms and a vector c α,β,γ ,ε,ζ containing the coefficients for the t n terms. The content of the previous vectors is shown in Table 1 . Using v and c we can write the summation of the product of φ functions in the following way:
and using the previous equality in (25) and (26) we obtain (23) and (24). 
Now we have efficient expressions for computing
can be computed in polynomial time over the size of the problem n using Eqs. (12) , (13), (18), (21), (23) and (24).
Proof. After computing
, and f 2 c2 using the Eqs. (12), (13), (18), (21), (23) and (24) we should compute W 1 and W 2 using Eq. (11) . Then, the autocorrelation coefficient ξ can be obtained with (8) and ℓ can be computed with (9) . None of the previous equations requires more than eight nested summations over n and, thus, the computation can be done in O(n Table 2 Spearman correlation coefficient ρ for the number of local optima and the autocorrelation length. We have gone one step further and we have expanded the expressions for f 2 , f 2 c1 , and f 2 c2 in order to make a more efficient computation. The result is a O(n 2 ) algorithm (which we omit due to space constraints) to compute ℓ and ξ . It is not difficult to prove that such an algorithm is optimal in complexity, since the data of a QAP instance is composed of 2n 2 numbers which have to be taken into account in order to compute the autocorrelation measures.
Autocorrelation length conjecture
The autocorrelation length is specially important in optimization because of the autocorrelation length conjecture, which claims that in many landscapes the number of local optima M can be estimated by the expression M ≈ |X| |X(x 0 ,ℓ)| [8] , where X (x 0 , ℓ) is the set of solutions reachable from x 0 in ℓ (the autocorrelation length) or less local movements (jumps between neighbors). The previous expression is not an equation, but an approximation. It can be useful to compare the estimated number of local optima in two instances of the same problem. In effect, for a given problem in which the conjecture is applicable, the higher the value of ℓ (or ξ ) the lower the number of local optima. In a landscape with a low number of local optima, a local search strategy can a priori find the global optimum using fewer steps. This phenomenon has been empirically observed for the Quadratic Assignment Problem (QAP) by Angel and Zissimopoulos in [14] .
In order to check the autocorrelation length conjecture in the QAP we have generated 4000 random instances of QAP with sizes varying between n = 4 and n = 11 (500 for each value of n) using a random generator where the elements of the matrices are uniformly selected from the range [0,99]. For each instance we computed the autocorrelation length ℓ using (9) and the number of local optima (minima) by complete enumeration of the search space. We computed the Spearman correlation coefficient ρ of the number of local optima and ℓ for the instances of the same size. The results are shown in Table 2 . We can observe an inverse correlation (around −0.3) between the number of local optima and the autocorrelation length. Although this fact is in agreement with the autocorrelation length conjecture, the correlation coefficient is low. However, Angel and Zissimopoulos [14] used a simulated annealing algorithm based on the swap neighborhood and reported a better performance of the algorithm as the autocorrelation length increased. Assuming that the number of local optima is a parameter with an important influence on the search, we conclude that even in problems in which the number of local optima is lowly correlated with ℓ (like QAP) the autocorrelation measures (ξ and ℓ) can be useful as estimators of the performance of local search algorithms.
In Fig. 1 we plot the number of local optima against the autocorrelation length ℓ for all the instances of size n = 10. We can observe a slight trend: as the autocorrelation length increases the number of local optima decreases. The trend is the same in all the instances with different sizes (we omit their plots).
In a second experiment we check that the autocorrelation measures provided by the elementary landscape decomposition are the same as the ones computed using statistical methods. For this experiment we have chosen six instances of the QAPLIB [9] : two small, two medium and two large instances. For each instance we have generated one random walk of length 1 000 000 and we have computed the r(s) values for s ∈ [0, 49]. This process has been repeated 100 times and we have computed the average value for the 100 independent runs. The results empirically obtained and those theoretically predicted with (10) can be found in Table 3 (only for s ∈ [1, 6] ). We can observe a great matching between the empirical and the theoretical value, as expected. The advantage of the theoretical approach is that it is much faster. The experimental results of Table 3 were obtained after 157 783 s of computation (more than 43 h). However, the exact values were obtained evaluating Eq. (10) in 0.4 s, nearly half a million times faster.
Finally, we have computed the values of ξ and ℓ for the 137 QAP instances found in the QAPLIB database [9] . The results, shown in Table 4 in alphabetical order, could be helpful for future investigations on the QAP. In the table we can observe some interesting behaviors, like that of the esc instances, which have always a value of n/4 for ξ and ℓ. This happens because in those instances W 1 = W 3 = 0 and W 2 = 1, that is, they are elementary landscapes with k = 2(n − 1). All the elementary landscapes have a value for the autocorrelation measures that does not depend on the instance data, but only on the problem size. In the case of esc16f, the objective function is a constant, that is, it takes the same value for every solution and the autocorrelation measures make no sense.
We should also notice that the value of ℓ and ξ depend on n, the size of the problem instance. In effect, the values are bounded (see [4] ) by
Thus, the values of ξ and ℓ usually increase with the problem size n. As a consequence, the autocorrelation length conjecture can be applied only when the comparison is performed over instances with the same size n and, in general, it is not true that the higher the value of ℓ the easier to solve the instance, since the largest instances are usually the most difficult ones and have the highest value for ℓ (and ξ ). A good indicator of the difficulty of an instance could be the pair (n, ℓ).
Conclusions
In this article we give an optimal way of exactly computing the autocorrelation measures ξ and ℓ for the QAP. These two parameters are important to better characterize QAP and to guide practitioners in the relative difficulty of the existing problem instances. These results can be automatically applied to all the subproblems of QAP, like de TSP. The main contributions of this work are:
• An exact expression for computing the autocorrelation coefficient ξ and the autocorrelation length ℓ of the QAP in polynomial time.
• Empirical evidence of the autocorrelation length conjecture in practice for the QAP, by using arbitrarily generated instances.
• The numerical value of ξ and ℓ for all the instances in the QAPLIB database.
As a future work we plan to obtain exact expressions for the autocorrelation measures in other problems, and study the actual practical applications of the information obtained from them.
