Random tilings are interesting as idealizations of atomistic models of quasicrystals and for their connection to problems in combinatorics and algorithms. Of particular interest is the tiling entropy density, which measures the relation of the number of distinct tilings to the number of constituent tiles. Tilings by squares and 45
Introduction
A tiling covers a space with a set of compact figures that fill the space without gaps or overlaps [1] . Often the tiles can be arranged in many distinct patterns, leading to a ensemble of tilings with finite entropy density per tile or per area. Such tilings are called random tilings, and have been deeply studied within the physics, mathematics and computer science communities, as we outline below.
Random tilings entered physics as statistical mechanical models of dimers [2] and of rough solid surfaces [3] . With the discovery of quasicrystals [4, 5] , random tiling models [6, 7, 8] were proposed as a natural mechanism to explain the emergence of quasiperiodicity without relying on constraints, such as matching rules that define the Penrose tiling. Because of their high entropy, random tiling models also provide a simple mechanism to explain thermodynamic stability against competing crystal phases [9] .
Owing to the infinite strengths of their interactions, random tiling models may have unconventional thermodynamic limits. Indeed, for certain tilings inside polygonal fixed boundaries, the entropy density is a function of the boundary shape [10] and is spatially nonuniform [11] . The "arctic circle" phenomenon [12, 13] provides a striking example in which the entropy vanishes outside a circle inscribed within the boundary. Free or periodic boundary conditions generally restore the conventional thermodynamic limit, and in one noteworthy case periodic boundary conditions enable an exact solution for the entropy [14, 15] .
Fixed polygonal boundaries can be more convenient for practical numerical calculations in some cases [16] . One advantage of this geometry is a lifting of a d-dimensional rhombus tiling into a higher D-dimensional space [7, 8] 
and in the case d = 2, D = 3 [17] :
Here, we address the case d = 2, D = 4. This problem, henceforth referred to as a 4 → 2 problem, can be simply stated: given an octagonal region of integral centro-symmetric side lengths a, b, c, d and N tiles consisting of squares and 45 degree rhombi of unit edge length, how many configurations fill the octagon without overlapping each other or the octagon boundaries? Space filling, nonoverlapping configurations of tiles within a fixed-boundary region are referred to as 'tilings,' and sets of tilings are referred to as ensembles. In the following, we specialize to the case of b = d = α and a = c = βα. In this parameterization, α controls the size of the region and β provides some control on the shape.
First, we review the algorithm presented by Destainville et al. [18] . Next, we briefly discuss the efficient implementation of said algorithm, framing it as a breadth-first graph operation. Then, we present new results. Finally, we propose a new thermodynamic limit for the entropy density, defined as
where the limit is taken as size (α) grows at fixed shape (β). 
Methods

grid, assign a height such that
This is equivalent to selecting a membrane from the faces in an a × c × b cubic lattice that connects the points (0, 0, b) and (a, c, 0) and uses faces with non-negative normals. It is also equivalent to a 3 → 2 problem: a hexagonal tiling. These are also plane partitions of size (a, c) and height b, but of unspecified sum. An example for a = c = b = 2 can be seen in Figure 1 .
An octagonal tiling is formed by repeating the procedure: assigning heights to the tiles of a hexagonal tiling with the same non-increasing constraint. In this case, the maximal height is the edge length d. This is equivalent to lifting a three dimensional surface, the hexagonal tiling, into four dimensions, which can be difficult to visualize. Figure 2 demonstrates this.
In this counting algorithm, we construct hexagonal tilings and use combinatorial shortcuts to count the number of ways to lift them into four dimensions. Given a hexagonal tiling, we first order the faces (tiles) such that the sequence of heights in that order is non-decreasing. An example of such an ordering can If K is the number of hexagonal tiles, ab + bc + ac, and p = d is the height of the lift, then the number of partitions is:
However, there can be multiple valid orderings of faces. Another example ordering can be found in Figure 3 . This degeneracy must be broken. To expose the degeneracy, one must fix one of the boundaries of the partition in between the two tiles with degenerate ordering. Since the boundary is fixed, the number of possible partitions decreases. In general, for hexagonal tiling with j degeneracies in tile ordering, there are
partitions. Thus, the total number of octagonal tilings (liftings of hexagonal tilings) is:
If we let a j be the number of hexagonal tilings that have j degeneracies in tile orderings, then we can rewrite this as: This is precisely the expression found by Destainville et al. [18] , but with the number of degeneracies replacing the notion of descents. The equivalence between these two representations is emphasized below.
Calculation
The problem has been reduced to the enumeration of 3 → 2 tilings and the counting of the degeneracy of their labellings. Here, we present a method for counting the degeneracies over all tilings. It should be emphasized that this is just clever book-keeping.
The existence of a degeneracy in the next choice of label is specified by the border of the labeled tiles and not their interior. Thus, one need not iterate over every partial labeling of every 3 → 2 tiling to check for a degeneracy, but just every boundary of the partial labeled region. Consider the 3 → 2 tilings as set of faces from the cubic lattice; the boundary is thus a path along the edges of a cubic lattice. We label each path with a sequence of indices of unit vectors. For example, the first path is:
for a = b = c = 2. The operation of moving the path to a boundary containing an additional tile is just a binary flip of two elements of the sequence, as can be seen in Figure 4 . This relation on the paths forms a digraph. Each walk through the digraph corresponds to a labeling of a membrane. This relationship is bijective.
To count degeneracies, we order the faces of the cubic lattice. Along a walk through the digraph, that is a labeling of a membrane, each time the ordering is broken corresponds to a degeneracy. The ordering is valid if each membrane has exactly one zero-degeneracy labeling. As mentioned previously, the degeneracies correspond to Destainville's 'descents'. Indeed, we use their ordering as well.
The process of counting the degeneracies of the walks can be accomplished with a single breadth-first operation. To each edge in the digraph, we associate Table 1 : Entropy densities. Entropy density for β = 1, 2, 3, 4. Blanks correspond to numerically intractable cases. Entropy density is taken to be the logarithm of the number of tilings over the number of tiles: ln Ω/N . a sequence α j which stores the number of walks with j descents that are on that edge. The first two edges, seen in Figure 4 , have α 0 = 1, for example. The edges add their sequences to their descendants, incrementing the index j if the ordering on the edges is broken. Ultimately, the sequences of the two edges that terminate in the last path are summed, yielding the counts of labellings with degeneracies: a j = α j .
The aforementioned digraph is quite large. The number of nodes can be seen to be:
The number of edges is:
It is important that the algorithm is breadth-first, which allows the digraph to be generated on the fly, greatly reducing memory requirements. Still, the numerical costs grow super-exponentially with the problem size.
Results
We have been able to expand on the numerical results of Destainville et al.. Table 1 provides entropy densities, Eq. (3), for the first four integral β cases. The β = 1 column corresponds to the 'diagonal' case. Surprisingly, it is not a monotonically convergent sequence, as it decreases slowly after an initial rapid increase.
We recall that the number of tilings is given by Eq. (6). Thus, the entropy is the logarithm of a sum, which can be approximated as the logarithm of the maximal element of the sum if it is dominant. The logarithm of the elements of the sum can be found in Table 2 . For α ≤ 3, the maximal element corresponds to j = α − 1. For α > 3, the maximal element shifts to j = α and the dominance increases as α increases. Asymptotically, we can expect the j = α term to dominate the rest. For β = 1, we have
which is formally a lower bound. Fortunately, the series given by Eq. (10) is monotonically increasing and convergent, sandwiching the true entropy density between presumed upper and lower bounds. For β = 1, we find the limiting value S ∞ = 0.36021(3) where the uncertainty in the final digit reflects the difference between these bounds. This agrees with the result of Destainville et al., 0.36 (1) . The convergence of the full result and this lower bound can be seen in Figure 5 . The computation required to enumerate the β = 1, α = 8 case required nearly 14 days at over 1TB of shared memory. The α = 9 case has 325/12 ≈ 27 times more edges and the runtime and memory usage are Ω(M ), so this computation is likely to be intractable for the next few years.
Conclusions
The algorithm of Destainville et al. can be equivalently stated in terms degeneracies in the labeling of tiles in a 3 → 2 tiling and can be efficiently implemented as a breadth-first operation on a graph. The thermodynamic limit (large α) of the entropy density of symmetric octagonal regions is S ∞ = 0.36021(3). Convergence of the entropy density, red, and lower bound, green, with respect to the problem size α. Inset focuses on the break in monotonicity seen at α > 5. The entropy density is the first column of Table 1 and the lower bound is Eq. (10) with log a α given by the sub-diagonal of Table 2 .
