The community Noah land-surface model (Noah LSM) has been modified to couple with a photosynthesis-transpiration scheme (GEM) to estimate the deposition velocity and a lesser extent to vegetation type, maximum stomatal resistance (R smax ) and soil texture prescription. The model sensitivity to canopy resistance was noted for both daytime and nighttime. For this forest site, neither soil textures nor soil moisture appeared to affect V d calculations significantly, though they affected the surface heat-flux estimation particularly under low soil moisture conditions. Therefore, the V d estimation in the Noah model can be enhanced by either site-specific LAI or assimilating regional normal difference vegetation index information for specific time periods. Results also highlighted the need to lower the current constant R smax value used in Noah and other land-surface models.
Introduction
Regional models such as the Weather Research and Forecasting (WRF) model are widely applied for environmental and regional climate studies; WRF is also used for both operational weather and air quality forecasting (Grell et al. 2005) . Land-surface models (LSM) such as the Noah LSM (Chen and Dudhia 2001; Ek et al. 2003) have been primarily used to develop realistic surface energy and water fluxes as surface boundary conditions for the WRF model. The land surface is also important as a sink for atmospheric pollutants through deposition pathways (Garland et al. 1974; Niyogi et al. 2003) . In this paper, we discuss the development of a new capability for the Noah LSM, which will provide air-pollutant deposition velocity (V d ) estimates by coupling the Noah LSM with a photosynthesis-based canopy resistance formulation, referred to as the gas exchange evapotranspiration model (GEM).
Early understanding of V d estimates was principally driven by field measurements and the synthesis of aerodynamic resistance (R a ), the boundary-layer resistance (R b ), and canopy resistance (R c ) (Garland et al. 1974; Wesely and Hicks 1977) . Hicks et al. (1985) and Baldocchi et al. (1987) developed a resistance-based model to calculate V d , and an enhancement of that modelling approach was adopted to include a multilayer model (MLM, Meyers et al. 1998; Cooter and Schwede 2000) to develop V d estimates over the USA as part of the Clean Air Status and Trends Network (CASTNet) established by the US Environmental Protection Agency (EPA). While a number of other V d model options exist (e.g. Erisman et al. 1994; Pleim et al. 2001; Zhang et al. 2003; Niyogi et al. 2003; Wu et al. 2009 ), this addition is used in developing a V d module within Noah so as to use parts of these models to improve the description of atmosphere/land-surface interactions and to allow for gas exchange (particularly CO 2 ) fluxes in the coupled WRF-Chem/Noah model. Thus, the broader objective is to eventually develop capabilities for incorporating integrated environmental, hydrological, and surface energy balance/CO 2 flux studies using the Noah LSM as part of a land data assimilation system (Chen et al. 2007) or coupled WRF-Chem model. The existing option, Jarvis-type evapotranspiration schemes in the Noah LSM, does not have CO 2 interaction terms, and is heavily dependent on the minimum canopy resistance (R cmin ) specifications (Niyogi and Raman 1997; Niyogi et al. 2009 ). The evolving framework is being developed within the US National Science Foundation's BEACHON (Bio-hydro-atmosphere interactions of energy, aerosols, carbon, H 2 O, and organics and nitrogen) initiative. Under the BEACHON framework, the Noah model is being modified to include the GEM canopy resistance scheme, which will then be linked with the model of emissions of gases and aerosols from nature (MEGAN) biogenic emission (Muller et al. 2008) . These models will be fully integrated with the Noah LSM within the regional High Resolution Land Data Assimilation System (HRLDAS, Chen et al. 2007) , WRF, and WRF-Chem. Thus, the ability of the Noah-GEM-HRLDAS framework to estimate V d is of broad interest, and is the focus of this study.
The GEM-HRLDAS coupling has been discussed in Kumar et al. (2008) , and the proof of concept tests for using GEM in air quality and land-surface studies has been reported in Niyogi et al. (2003 and . Niyogi et al. (2009) developed and coupled the GEM to an atmospheric boundary-layer model and tested it over different landscapes. The photosynthesis-transpiration/stomatal resistance scheme showed good performance over different vegetation types. However, due to the big leaf approach used in the model, additional tests over forest canopies and heterogeneous soil moisture conditions are desired. The main objectives of this study are, (i) to assess the performance of the Noah-GEM-HRLDAS model framework in calculating V d over a forest site, and (ii) to assess the sensitivity of surface characteristics when calculating V d .
In the following section, we discuss the experimental framework for the modelling experiments and the observational set-up. Section 3 presents the model results. The discussion first focuses on the performance of the modelling framework over the study site, while the subsequent discussion focuses on the sensitivity analysis of the model results to surface variables using different statistical approaches. Section 4 summarizes the conclusions.
Models and Site Description

Modelling Analysis
The Noah-GEM-HRLDAS was configured over the Niwot Ridge study site in Colorado, USA and initialized with static land use and soil texture fields as well as time-varying meteorological forcing fields. Single grid forcing data were created for the study period with 18 months of spin up from 1 Jan 2001-30 June 2002. Hourly meteorological forcing fields such as air temperature, surface mixing ratio, wind velocity components, and downward shortwave and longwave radiation fluxes were developed from the tower observations as input to the Noah model. For the 18-month period, precipitation fields were obtained from 4-km hourly NCEP (National Center for Environmental Prediction) stage-IV rainfall analysis, which is based on rain gage-calibrated WSR-88D radar (Weather Surveillance Radar 88 Doppler) rainfall estimates (Fulton et al. 1998 ). These calibrated rainfall fields over the Niwot site were morphed with onsite precipitation. The model was run as a single point HRLDAS system to develop offline estimates of V d . The model calculates V d as the inverse of the sum of the three resistance terms: R a , R b , and R c . Different formulations can be used for estimating R a , consequently we estimated R a using onsite wind observations and the empirical approach of Lui et al. (2007) . The R b and R c terms are computed in Noah-GEM following the photosynthesis approach (Niyogi et al. 2003 ; details of these formulations are given as Eqs. 8, 9, 10, and 11 in Appendix A. The model was run in a default mode with standard Noah and GEM parameters values. To assess the sensitivity of vegetation and soil parameters in the V d estimation, 112 ensemble runs were performed (Table 1) . Model results were analysed for changes in mean and diurnal patterns using time series and descriptive statistics. Furthermore, results were analysed to assess the impact of surface parameters on the V d estimates using interaction explicit factorial analysis (Niyogi et al. 1999) . The degree of agreement (d) and fractional bias (FB) between observation and model results were calculated using
where o i is the observation, m i is the model result, and n is the number of samples. (Turnipseed et al. 2009 ). The study period for the V d analysis was June 2002 because of the higher summer time ozone concentrations over the study region. The site has peak ozone concentrations when the upslope flow carries pollutants from the Denver metropolitan area, which typically occurs during the late afternoon and early evening periods. Turnipseed et al. (2006 Turnipseed et al. ( , 2009 characterized the Niwot Ridge site with a leaf area index (LAI) of 4.2 and roughness length of 1.6 m; the typical canopy height is 11.4 m and displacement height is 7.8 m.
The Niwot Ridge site is an active AmeriFlux site and has a variety of instruments to estimate surface atmosphere exchanges. Data are typically available at 15-min or 30-min intervals; as a result, the deposition velocities (V d ) were estimated as a ratio of deposition flux and The shaded boxes correspond to the "wet" and "dry" periods analysed in the study gas concentration. The fluxes were calculated using the eddy-covariance technique, and gas concentrations were measured by an ultraviolet absorption ozone monitor (Turnipseed et al. 2009 ). Other parametric values, particularly the resistance terms used for model comparison, are calculated using onsite meteorological and V d observations along with the back calculation of aerodynamic and boundary-layer resistances following Hicks et al. (1987) . Additionally, the canopy resistance was calculated using a Penman-Monteith resistance formulation (Turnipseed et al. 2003; Alfieri et al. 2008 also see Lamaud et al. 2002) . Other micrometeorological quantities (radiation fluxes, surface meteorology, and soil parameters/variables) required for driving the offline HRLDAS (Chen et al. 2007 ) were compiled from onsite observations.
Results and Discussion
Study results are presented in five sections. First, the comparison of the Noah-GEM-HRLDAS model results with field observations is discussed, which is followed by an ensemble analysis of the sensitivity of V d to different surface parameters. The sensitivity of V d estimation is further discussed using a factorial analysis and a two-factor interaction analysis approach. The final discussion addresses the impact on the model's performance when modifications are made to significant variables identified by sensitivity analysis.
Evaluating Noah-GEM V d Estimates
The model results shown in Figs (Fig. 2) . Figure 3 shows the average diurnal V d variation for model simulations using different LAI values. When using LAI = 4 (the default in Noah), the model underestimated the morning and nighttime V d values, but changing LAI values to 5 agreed better with daytime and early afternoon observations. For nighttime conditions, the model's V d values quickly fell to near zero while the observations showed values around 1.5-2 mm s −1 . While the modelled V d values were calculated as the sum of R a , R b and R c , the mean diurnal variation of these resistances was also analysed (Fig. 4) . Consistent with prior observations, R c was the dominant term giving values one to two orders of magnitude higher than R a and R b . The model produced slightly lower than observed R a , R b , and R c values during daytime. The Noah LSM estimated R c value was notably different from the nighttime observations. In particular, the late evening dip in the model V d values appeared to be related to an increased R c in the Noah estimates. R c increased in response to cooling after sunset, and the observed R c was smaller than the constant value (5,000 s m −1 ) assumed in the model, and may be due to sporadic night transpiration in response to vapour pressure deficit and air temperature changes (Musselman and Minnick 2000; Cavender-Bare et al. 2007; Kavanagh et al. 2007; Fisher et al. 2007) .
Since R c also affects the surface energy balance (Niyogi and Raman 1997) , the modelled and observed latent (LE) and sensible heat fluxes (H) were also evaluated. The model underpredicted LE while H was in good agreement (Fig. 5) . The model accurately identified most of the peaks in LE but missed the late afternoon values particularly for the dry period (Fig. 5a, b) . Similar results were seen for the sensible heat flux (Fig. 5c, d) . The diurnal peaks of LE were also shifted as compared to the observations. However, there are high uncertainties in both measuring and modelling latent heat fluxes. Because of the response of canopy resistance and the latent heat flux feedback, it appears that the model results were greatly affected by radiation. This may explain the underestimation of the high latent heat flux in the morning and afternoon hours. Furthermore, a dew related feedback, which is not accounted for in the model, may also be in action along with additional uncertainties in the model parameters. Further LAI calibrations could not overcome these mismatches.
To further diagnose the impact of surface parameters on the model performance, an ensemble sensitivity assessment was undertaken, which is discussed in the following sections.
Sensitivity of V d to Soil and Vegetation Parameters
The Noah-GEM model parameters were systematically altered as documented in Table 1 . First, the vegetation parameters were changed one at time, involving changing the vegetation type while maintaining other parameters in their default setting. Then, for the rest of the experiments, the vegetation type was fixed to type 14 (evergreen needle leaf forest for the study site) and the other variables were modified. For example, LAI was changed from 1 through to 6, after which LAI was set to the default value and the green vegetation fraction was changed from 0.5 through to 0.9 in increments of 0.1. The green vegetation fraction was then set back to default and the maximum stomatal resistance (R smax ) value was modified from 1,000 to 7,500 s m −1 , as shown in Table 1 . The corresponding changes in the model simulated V d were analysed. After assessing the sensitivity of the vegetation parameters, these parameters were reset to default values and the soil texture parameters were then changed to test the model's sensitivity. For example, the vegetation type was changed from 14 (default) to 13, then before changing the soil parameter, the vegetation type must be changed back to the default value (14). For these cases, the model was run for every soil texture while other values were retained at default. Following this, the sensitivity of individual soil properties was considered while the soil texture was set to default. The values and the experiments are listed in Table 1 . Figure 6a shows the V d variation for the four different vegetation types. The V d values increased when the vegetation type was changed from evergreen needle leaf forest to deciduous needle leaf forest and mixed forest. Evergreen needle leaf forest also had the lowest V d variations. The V d values over mixed and deciduous needle leaf forest ranged from (12) clay. VEG 12 refers to the deciduous needle leaf forest; VEG13 refers to the evergreen broadleaf forest; VEG14 refers to the evergreen needle leaf forest; VEG15 refers to the mixed forest 0.0-4.0 mm s −1 respectively. The V d values were highly sensitive to leaf area index prescription (Fig. 6b) Figure 6c shows the sensitivity of V d to R smax , which is currently an arbitrary constant in the Noah model based on Noilhan and Planton (1989) . The R smax value directly affects the nighttime R c and hence V d values. Interestingly, the R smax specification also affects the daytime R c due to impacts on the maximum photosynthesis rate calculation in the GEM model and the F1 term (a function of the amount of photosynthetically-active radiation in the Jarvis type R c scheme in the default Noah). The V d (and R c ) values ranged from 1-4 mm s −1 to 2-7 mm s −1 (from 2,000-7,500 s m −1 ) as seen in Fig. 6c , consistent with previous studies using other V d models. For example, Walmsley and Wesely (1996) ; Finkelstein et al. (2000) and Pleim et al. (2001) found a similar sensitivity to LAI and R smax in the Wesely deposition scheme.
Uncertainties in the soil texture had little impact on V d values (Fig. 6d) , and even with the extreme change in soil texture from clay to sand, there was little impact on the model results. Examining the average diurnal plots (not shown) reveals that the effect was noticeable only during the late afternoon. Modelled V d values were somewhat sensitive to both the hydraulic function ( Fig. 6e) and maximum soil moisture content (particularly when it was reduced, results not shown). However, many other parameters caused no significant changes in V d values (figures not shown): albedo, emissivity, surface roughness, green vegetation fraction, dry soil moisture content, reference soil moisture content, saturated soil hydraulic conductivity, saturated soil water diffusivity, soil moisture wilting point at which transpiration ceases, and quartz content.
A number of studies, e.g. Noilhan and Planton (1989) ; Pleim AND Xiu (1995) ; Chen et al. (1996) ; Betts et al. (1997) ; Niyogi et al. (1999) , identified LAI and vegetation fraction as first-order parameters that affect the land-surface model performance, particularly when reviewing surface energy fluxes. Our study also identified that both LAI and vegetation fraction have a dominant impact on latent heat flux (figure not shown), but only LAI had a significant impact on V d values. Similarly, when considering the effect of soil texture, sand and loamy sand caused the lowest latent heat fluxes. This was due to the corresponding changes in soil parameters such as hydraulic function and saturated soil hydraulic conductivity. There was, however, a limited impact on V d values as discussed earlier.
The impact of soil moisture on V d was examined next (figure not shown). Soil moisture is a prognostic variable and the model system was run for several months to eliminate the memory of the initial conditions. Therefore, it is impossible to see the effect of initial soil moisture on the model results. Instead, we reviewed the relationships between coincident soil moisture and V d , (Fig. 7) (Fig. 8) . Reviewing these results, we concluded that the major parameters affecting V d (and R c ) are vegetation type, LAI, soil texture, and R smax .
Factorial Analysis
Building on the results of the one-at-time sensitivity testing, the impacts of multiple variable changes and interactions were analysed next. For this we used a factorial based Pareto analysis (Haaland 1989; Niyogi et al. 1999) . Pareto plots are graphical representations of the direct (main) effects and the interaction terms between the model variables or between input parameters (e.g. Fig. 9 ). Pareto plots consist of bar graphs that display a percentage of the sum of mean squares of the effect (V d in this case), and a line graph that presents the cumulative percentage for each category. Figure 9 shows a pareto plot for the model runs corresponding to four variables: LAI, vegetation type, R smax , and soil texture (from Table 1 ).
In the plot, the bars for leaf area index and vegetation type (Veg) present the individual effects while the bars corresponding to Veg:LAI represent the interaction effect between vegetation type and leaf area index. The size of the bar is an indication of the sensitivity of the effect. For example in Fig. 9a, b , LAI is the dominant term affecting the simulation for both wet The two-factor interaction analysis (TFI) illustrates more explicitly the interactions identified in the Pareto analysis. TFI uses two-way analysis of variance (ANOVA) to calculate the significance of the two factors and their interaction. In the TFI plot, the slopes of the lines for different variable settings provide information regarding the sensitivity of a variable in the model (Niyogi et al. 1999) . Thus, the interpretation of the results depends on the slope of the interaction plots. Figure 10 shows the TFI plots for R smax , vegetation type, and soil texture (cf. Fig. 9 ). In Fig. 10a , b, the R smax and vegetation type interaction, as well as the R smax and soil texture interaction, results in parallel lines. This suggests a limited interaction between the two parameters when estimating V d values. On the other hand, Fig. 10c shows that the two lines of R smax and LAI are not parallel and indicate a high degree of interaction. In particular, as the two lines show a larger difference at lower LAI values, this indicates a high sensitivity of R smax at lower LAI. Similarly, when reviewing the slopes for R smax lines, the slope for higher R smax suggests that the sensitivity of LAI to V d estimation is higher for higher R smax slopes. The interaction terms also show higher sensitivity of vegetation type for higher LAI. Similarly, Fig. 10d shows that the sensitivity and uncertainty of V d are more pronounced for deciduous needle leaf when compared to evergreen needle leaf forest, as the LAI increases (Fig. 10d) . Figure 10e and f shows minor interaction effects between vegetation type and LAI as a function of soil texture. The interactions between L AI, R smax , vegetation types, and soil textures impacting V d were relatively insensitive to soil moisture (figure not shown). Again, when compared to surface energy fluxes, the V d results appear to be, generally, only sensitive to L AI, R smax , and vegetation type specification.
Model Modifications
The sensitivity analysis indicates that LAI and R smax appear to be the critical variables affecting V d estimates. Therefore, the default LAI value was modified to reflect the canopy phenological changes over the study site that have been observed when LAI = 4.2. The resulting model performance showed better agreement for the wet period when LAI = 4.2 and for the dry period when LAI = 3.8 (Fig. 11) . This outcome highlights a need for assimilating variable LAI/normalized difference vegetation index (NDVI) or having dynamic LAI within the model for future work. During the dry period, the decreased V d may not be directly caused by reduced LAI. Rather, it might have been due to soil moisture conditions, which control maximum catalytic rubisco capacity (V max ) for calculating R c . Consequently, another variable, R smax , was tested by reducing the current default value. Tests with a range of observed values suggested that a value of 1,250 s m −1 during the wet period and 1,700 s m −1 during the dry period produced the best results, corresponding to increased V d values during nighttime (Fig. 12) . Future efforts should be directed towards additional improvements for nighttime R c by considering radiation, hydraulic conductivity, vapour pressure deficit, leaf age, and canopy turbulence (Snyder et al. 2003; Bucci et al. 2003; Daley and Phillips 2006; Kavanagh et al. 2007; Mairgareth et al. 2007; Turnipseed et al. 2009 ).
Further Performance Test
To further demonstrate the positive impact of the changes recommended in LAI and R smax , we applied the model over two different sites: Bondville, Illinois (agriculture site) and Duke Forest (needle leaf site). At both these locations, only energy flux observations were available for verification. The model was run with four configurations: (i) default, (ii) change in leaf area index with a higher value for the wet period and lower value for the dry period, (iii) with lower R smax values, and (iv) by changing both the leaf area index and R smax . The LAI, R smax changes were linked to the soil conditions (SMC in Eq. 4). The new parameter values were estimated using
Corrected L AI
where L AI corr is the corrected LAI. Using these equations, the leaf area index was set from 4 to 4.12 for the Duke Forest site and from 4 to 4.19 for the Bondville site. The R smax ranged from 1,214 to 1,232 s m −1 for Duke Forest and from 1,194 to 1,218 s m −1 for Bondville. Results showed small differences but overall positive improvements in the model performance as summarized in Table 2 .
Conclusions
The deposition velocity estimation capability of the Noah/HRLDAS model, based on a photosynthesis-based canopy resistance model (GEM), was evaluated with observations from a conifer forest at the Niwot Ridge AmeriFlux site, Colorado, USA. The observations and model results were analysed and compared for two different periods, 7-12 June 2002 (relatively wet soil) and 23-30 June 2002 (relatively dry soil). Using the default L AI = 4, the model performed well for wet to moderately wet soil conditions but slightly overestimated V d for the dry period. In general, the model simulates the daytime variation of V d but has difficulty in treating the nighttime canopy and aerodynamic resistances. A large number (112) of model experiments were conducted for testing the sensitivity of the model to different soil and vegetation parameters, and showed that the V d estimation was mostly sensitive to the LAI and R smax prescription. Vegetation type had a modest impact as did soil moisture and soil texture specifications. Soil and vegetation parameters such as soil texture and vegetation fraction had a larger impact on the latent heat flux estimation than on V d estimates. Our results suggest that the Noah land-surface model performance can be improved by changing both the specifications of LAI dynamics or phenology and the R smax prescription. Additional experiments were performed by changing LAI and R smax . Our results showed that the GEM-Noah-HRLDAS model's framework can be effectively applied to estimate deposition velocity values for air quality/biogeochemical studies, particularly when land-surface conditions are accurately prescribed. We recommend that future improvements of the Noah LSM should focus on including the assimilation of NDVI data and incorporating a dynamic LAI estimation into the deposition and canopy resistance model. Additionally, it was noted that the R smax specification within the Noah model needs further evaluation based on recent studies that suggest nighttime transpiration of each species (Synder et al. 2003) .
while the aerodynamic resistance (R a ) is calculated as a function of wind speed (m s −1 ) (Lui et al. 2007 ).
R a = 94.909u 
In the above, T is the air temperature (in kelvin, K), T s is the surface temperature, while T vs and T va are virtual surface and virtual air temperatures (K); u is the wind speed (m s −1 ), P is the pressure (Pa), and d is the leaf length scale (m); c is a scaling constant that equals 4.322 × 10 −3 for broad leaves and 1.203 × 10 −3 for conifers (Nikolov et al. 1995) . The canopy resistance (R c ) is considered the primary resistance term to estimate V d and is assumed to include both the stomatal and non-stomatal processes. The R c term in the Noah-GEM model is calculated from the Ball-Berry approach (Ball et al. 1987) as
where A n (mol m −2 s −1 ) is the photosynthesis rate, h s (%) is the relative humidity at the canopy surface, and C s (mol m −3 )is the CO 2 concentration at the canopy surface. The terms m and b are the species-specific gas exchange constants. Details regarding the formulations and constants can be found in Niyogi et al. (2003 Niyogi et al. ( , 2009 
