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In this article, we investigate how quantum correlations behave for the so-called Werner and
pseudo-pure families of states. The latter refers to states formed by mixing any pure state with
the totally mixed state. We derive closed expressions for the Quantum Discord (QD) and the
Relative Entropy of Quantumness (REQ) for these families of states. For Werner states, the classical
correlations are seen to vanish in high dimensions while the amount of quantum correlations remain
bounded and become independent of whether or not the the state is entangled. For pseudo-pure
states, nearly the opposite effect is observed with both the quantum and classical correlations
growing without bound as the dimension increases and only as the system becomes more entangled.
Finally, we verify that pseudo-pure states satisfy the conjecture of [Phys. Rev. A 84, 052110
(2011)] which says that the Geometric Measure of Discord (GD) always upper bounds the squared
Negativity of the state.
PACS numbers: 03.65.Ta, 03.65.Ud, 03.67.-a
I. INTRODUCTION
Quantum and classical systems differ in many fascinat-
ing ways. While quantum entanglement is one particular
phenomenon unique to the quantum world, other non-
classical features emerge when considering multipartite
quantum systems. Quite generally, correlations in a mul-
tipartite system exist when the state of some subsystem
depends on the state of another. Quantum systems, even
those lacking entanglement, are capable of possessing cor-
relations that cannot be simulated by classical physics.
Quantum correlations (QC) beyond entanglement have
recently received much attention as they have been dis-
covered to play a prominent role in quantum information
tasks such as thermodynamic work extraction [1], the lo-
cal broadcasting of correlations [2], the locking of classical
correlations [3, 4], quantum state merging [5, 6], and the
activation of entanglement in a measurement [7, 8].
Analogous to the case of entanglement measures, there
exists no single quantifier of QC that adequately captures
the “quantumness” in a given system. Instead, the mea-
sure one uses to discuss correlations becomes relative to
the task under investigation. Conversely, any practical
measure of QC ought to have some precise correspon-
dence to a physical process, in addition to satisfying a
number of other necessary properties [9]. In recent years,
there have been various proposed measures for quantum
correlations and a nice review of them can be found in
Refs. [10, 11].
However despite the wealth of research conducted on
the theory of QC [1, 2, 4–6, 12–24], very few calcula-
tions have been performed. One reason for this is that
the computations reduce to inherently difficult optimiza-
tion problems. Consequently, a general sense of how QC
behave throughout state space is still lacking. Further-
more, since the bulk of calculations already conducted
are limited to qubit systems [25–28], little is known about
quantum correlations in larger dimensions or what new
features emerge beyond qubits.
In this article we seek to shed light on some of these
issues by computing the quantum correlations for the so-
called Werner states [29] and pseudo-pure states of d⊗ d
systems. Werner states take the form
ρW =
2(1− λ)
d(d+ 1)
Π+ +
2λ
d(d− 1)Π
−
where 0 ≤ λ ≤ 1, and Π+ and Π− are projectors onto the
symmetric and anti-symmetric subspaces of Cd ⊗ Cd re-
spectively. These states were originally introduced in the
study of Bell inequalities as their measurement statistics
can be described by a local hidden variable model [29].
Since then, they have been used to study various other
aspects of entanglement theory [30]. The pseudo-pure
(PP) states refer to states having the form
ρPP = α|ψ〉〈ψ|+ 1− α
d2 − 1(I− |ψ〉〈ψ|)
where |ψ〉 is an arbitrary pure state. Physically we can
think of pseudo-pure states as the mixing of some origi-
nal pure state |ψ〉 with “white noise” represented by the
completely mixed state I/d2. PP states have be stud-
ied as a possible resource for NMR quantum computing
[31, 32], and they have also been proven useful for quan-
tum computing without entanglement [33]. This latter
result strongly motivates the work of this article since
it is conjectured that quantum correlations beyond en-
tanglement may be responsible (at least partially) for
computational speed-ups in quantum computers [34, 35];
thus investigating quantum correlations in pseudo-pure
states is a highly relevant project. Note that when |ψ〉
is maximally entangled, ρ becomes a so-called isotropic
state, which represents another important class of states
in entanglement theory [30].
Before presenting our specific findings for these family
of states, we will first briefly review in Section I three
important measures of quantum correlations: Quantum
Discord (QD), Relative Entropy of Quantumness (REQ),
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2and the Geometric Measure of Discord (GD). In Section
II we derive analytic formulas for the quantum corre-
lations of Werner and PP families of states and study
their behavior in high dimensions. It is found that for
PP states, the discord strictly decreases as more white
noise is added. We then consider a conjecture by Giro-
lami and Adesso stating that the Geometric Measure of
Discord is always an upper bound of the squared Nega-
tivity: D←G (ρ) ≥ N 2(ρ) [36]. While this has been proven
for pure, Werner and isotropic states, here we show that
it holds true for pseudo-pure states as well. Concluding
remarks are given in Sect. IV.
II. MEASURES OF QUANTUMNESS
A. Quantum Discord
The definition of discord can be viewed as the mis-
match in representations of mutual information that
emerges when transitioning from classical to quantum
information theory [12]. Classically, we consider random
variables A and B and use the Shannon entropy H(·)
as a measure of uncertainty in the given variable. The
mutual information between A and B is given by
I(A : B) = H(A) +H(B)−H(A,B)
= H(A)−H(A|B). (1)
Here, H(A|B) = ∑b p(b)H(A|B = b) is the conditional
entropy and indicates the expected uncertainty in A that
remains after learning B.
In quantum information theory, the random variables
become density operators with the joint “variable” be-
ing ρAB and the marginals being the reduced states
ρA = trB(ρ
AB) and ρB = trA(ρ
AB). The uncertainty
in a state ρ is measured by the von Neumann entropy
S(ρ) = −tr(ρ log ρ), and the quantum mutual informa-
tion is defined as
I(ρAB) = S(ρA) + S(ρB)− S(ρAB). (2)
Besides being a direct correspondence to the classical mu-
tual information, quantum mutual information has a sim-
ilar operational interpretation as the total correlations,
both quantum and classical, that are present in the state
ρAB [14].
However, generalizing the classical conditional entropy
becomes problematic since the expected uncertainty of
Alice’s system after Bob measures depends on the choice
of measurement Bob makes. More precisely, after Bob
performs some measurement given by the POVM ele-
ments {Ei} for which
∑
iEi = I, the average uncer-
tainty in Alice’s system is S(A|{Ei}) :=
∑
i piS(ρ
A
i ) with
pi = tr(Eiρ
AB) and ρAi = trB(Eiρ
AB)/pi. The quantity
S(A)−S(A|{Ei}) can then be interpreted as the amount
of shared classical information between Alice and Bob
with respect to the measurement {Ei}, as this is the av-
erage reduction in the uncertainty of Alice’s system after
Bob obtains the classical outcome of his measurement.
The total Classical Correlations (CC) in the state ρAB
is then obtained by maximizing over all possible POVMs
by Bob [13]:
C←(ρAB) = max
{Ei}
[S(ρA)− S(A|{Ei})], (3)
and a rigorous justification for treating this as a measure
of classical correlations has been given in terms of ran-
domness distillation [37]. A natural measure for quan-
tum correlations is then the total correlations, I(ρAB),
less the classical correlations, C←(ρAB). This intuition
leads to the definition of Quantum Discord (QD):
D←(ρAB) = I(ρAB)− C←(ρAB)
= S(ρB)− S(ρAB) + min
{Ei}
∑
i
piS(ρ
A
i ) (4)
Note that this quantity is inherently asymmetric, an is-
sue addressed in Ref. [5]. In this article, we will always
assume that the discord is being considered with respect
to a measurement on Bob’s system, although the sym-
metry of the states we study will make this distinction
unnecessary. Also, due to the concavity of the von Neu-
mann entropy, we can assume that each of the POVM
elements Ei are rank one.
B. Relative Entropy of Quantumness (REQ)
Another prominent measure of QC is the quantum Rel-
ative Entropy of Quantumness (REQ) (defined in Eq.
(6)) [16, 38–40]. REQ is analogous to the relative en-
tropy of entanglement in that the latter measures the
“distance” between a state and the set of separable states
while the former measures the distance between a state
and the set of classical states. In the bipartite case, a
quantum-classical state takes the form
ρ =
∑
i
piρi ⊗ |ηi〉〈ηi| (5)
where the {|ηi〉} form an orthonormal basis for Bob’s
system and the ρi are density matrices on Alice’s. If, in
addition, all of the ρi commute, than ρ is said to be fully
classical. This is because ρ can then be regarded as a
distribution of states in some two-party classical system.
Let Qc denote the set of quantum-classical states and
Fc the set of fully classical states. Then we can define
measures of quantumness which, roughly speaking, quan-
tifies how far a given state is from one of these chosen
sets. More precisely, recall that for two quantum states
ρ and σ, the quantum relative entropy of ρ relative to σ
is defined by S(ρ||σ) = −S(ρ)− trρ log σ [41]. Based on
this notion of “closeness” between two states, we define
two versions of a Relative Entropy of Quantumness:
Q←(ρAB) = min
σ∈Qc
S(ρAB ||σ)
Q(ρAB) = min
σ∈Fc
S(ρAB ||σ). (6)
3The first represents an asymmetric measure just like D←
while the second is meant to capture the full quantum
correlations of the state from both sides. It is the full
QC version that is typically referred to as REQ, but the
one-sided version has also been studied in the literature
[40].
Concerning the relationship between QD and REQ, it
is not difficult to show [40] that D← ≥ Q← with equality
being achieved when the optimal measurement on Bob’s
side consists of projecting into a local eigenbasis. Fur-
thermore, when equality does hold and the conditional
post-measurement states of Alice commute after Bob
projects in an eigenbasis, we have that D← = Q← = Q.
This is because for such a state ρ, the closest σ ∈ Qc will
also belong to Fc; it will simply be ρ dephased by Alice
and Bob in a local eigenbasis. Note that this also implies
equality with the so-called measurement-induced distur-
bance (MID) measure of quantum correlations DMID
[16].
Proposition 1 [11, 40] If D←(ρ) is obtained by a pro-
jection into a local eigenbasis of Bob such that the condi-
tional post-measurement states of Alice commute, then
D←(ρ) = DMID(ρ) = Q←(ρ) = Q(ρ). (7)
As we will prove below, both the Werner and PP fami-
lies of states have this property, and thus their quantum
correlations coincide with respect to these measures.
C. Geometric Measure of Discord
The Geometric Measure of Discord (GD) was origi-
nally introduced in Ref. [19] as a measure of quantum
correlations, and recently, a physical interpretation has
been given in terms of remote state preparation [42]. As
the name suggests, GD captures a distance-based notion
of quantum correlations much like REQ. For a state ρ,
we define
D←G (ρ) =
d
d− 1 minσ∈Qc ||ρ− σ||2. (8)
Here ||·||2 denotes the Hilbert-Schmidt norm; i.e. ||A||2 =√
tr[A†A]. The above definition includes a normalization
factor such that 0 ≤ D←G (ρ) ≤ 1, which is not its stan-
dard presentation. The reason for normalizing is that the
Hilbert-Schmidt norm is not stable under embedding into
higher dimensions. For instance ||ρ ⊗ I/n||2 =
√
n||ρ||2.
Thus without a normalization factor, it becomes difficult
to interpret the numerical value of D←G in high dimen-
sions. We also note that a symmetric version of D←G can
be introduced just like REQ by minimizing over the set
Fc. However, we will not consider this here.
Progress in computing D←G (ρ) was made by Luo and Fu
who showed that D←G (ρ) = dd−1 min tr(ρ−
∑
k τk)
2 where
τk = 〈ηBk |ρ|ηBk 〉 and the minimization is taken over all
local bases |ηBk 〉 on Bob’s system [43]. From here, it is
relatively straightforward to show [11, 43] that
D←G (ρAB) =
d
d− 1 min|ηBk 〉
[tr(ρ2)−
∑
k
τ2k ]. (9)
III. QUANTUM CORRELATIONS IN SPECIFIC
FAMILIES OF STATES
A. Werner States
In a d ⊗ d system, the Werner states constitute the
family of states which are invariant under conjugation
by U ⊗U for any unitary U , i.e. U ⊗UρU†⊗U† = ρ. To
characterize the form of these states, we introduce the
flip operator F on Cd ⊗ Cd (i.e. F|φθ〉 = |θφ〉 for all |θ〉
and |φ〉). Then the projectors on the symmetric and anti-
symmetric subspaces of Cd⊗Cd are Π+ = (I+F)/2 and
Π− = (I − F)/2 respectively. A key property of Π+ and
Π− is that they take the same form regardless of the basis
used to represent them. In other words, for any orthonor-
mal basis {|φi〉}i=1...d we have F =
∑d
i,j=1 |φjφi〉〈φiφj |
and therefore
Π+ =
d∑
i=1
|φiφi〉〈φiφi|+
d(d−1)/2∑
i<j
|Ψ+ij〉〈Ψ+ij |
Π− =
d(d−1)/2∑
i<j
|Ψ−ij〉〈Ψ−ij | (10)
where |Ψ+ij〉 =
√
1
2 (|φiφj〉+ |φjφi〉), and |Ψ−ij〉 =√
1
2 (|φiφj〉 − |φjφi〉). A general Werner state is
ρW =
2(1− λ)
d(d+ 1)
Π+ +
2λ
d(d− 1)Π
− (11)
with 0 ≤ λ ≤ 1. Note that λ = tr(ρΠ−) in Eq. (11), and
it is known that ρ is separable if and only if λ ≤ 1/2 [29].
For the mutual information of a Werner state, we first
have
S(ρW ) = −λ log 2λ
d(d− 1) − (1− λ) log
2(1− λ)
d(d+ 1)
(12)
while both ρA and ρB are totally mixed with S(ρA) =
S(ρB) = log d. Therefore,
I(ρW ) = 2 log d+ λ log
2λ
d(d− 1) + (1− λ) log
2(1− λ)
d(d+ 1)
= log 2d+ λ log
λ
d− 1 + (1− λ) log
1− λ
d+ 1
. (13)
To compute the minimum conditional entropy of Alice
for a Werner state when Bob performs a measurement,
we use the fact that this can be obtained by a rank one
4POVM measurement. This can be represented by a set of
operators {|ηk〉〈η˜k|}k=1,... where |η˜k〉 is some state with
bk = 〈η˜k|η˜k〉 and |ηk〉 = b−1/2k |η˜k〉. For each |η˜k〉, let
{|k⊥j 〉}j=1,...,d−1 be an orthonormal basis that spans the
orthogonal complement to span{|η˜k〉}. We will use this
basis to denote the Werner state:
ρW =
2(1−λ)
d(d+1) |ηkηk〉〈ηkηk|
+ 1−λd(d+1)
d−1∑
j=1
[|ηkk⊥j 〉+ |k⊥j ηk〉][〈ηkk⊥j |+ 〈k⊥j ηk|]
+ λd(d−1)
d−1∑
j=1
[|ηkk⊥j 〉 − |k⊥j ηk〉][〈ηkk⊥j | − 〈k⊥j ηk|] + T
(14)
where T is some operator orthogonal to I ⊗ |η˜k〉〈η˜k|. We
then see that the (unnormalized) post-measurement state
is
2(1−λ)bk
d(d+1) |ηkηk〉〈ηkηk|+ (d−1+2λ)bkd(d−1)(d+1)
d−1∑
j=1
|k⊥j ηk〉〈k⊥j ηk|.
(15)
Thus we have pk = bk/d and
ρAk =
2(1−λ)
d+1 |ηk〉〈ηk|+ d−1+2λ(d−1)(d+1)
d−1∑
j=1
|k⊥j 〉〈k⊥j |. (16)
As this equation provides a diagonal form for ρAk , we
immediately obtain
S(ρAk ) = − 2(1−λ)d+1 log 2(1−λ)d+1 − d−1+2λd+1 log d−1+2λd2−1 , (17)
which does not depend on k or the particular POVM.
Substituting into the definition of discord and performing
some simplifications, we find that
D←(ρW ) = log(d+ 1) + λ log λd−1 + (1− λ) log 1−λd+1
− 2(1−λ)d+1 log(1− λ)− d−1+2λd+1 log d−1+2λ2(d−1) .
(18)
Since the conditional states of Alice are diagonal in the
same basis after Bob projects into any orthonormal ba-
sis, the assumption of Proposition 1 is fulfilled, and thus
all measures of quantum correlations for Werner states
coincide.
The discord and classical correlations (Eq. (3)) are
plotted in Figs. 1 and 2 respectively for different dimen-
sions. The only fully classical state in the Werner family
is the totally mixed state I/d2. From Fig. 1, we can see
that for higher dimensions the discord approaches com-
plete symmetry about the point λ = 1/2, which corre-
sponds to the border of entangled versus non-entangled
states. We can explicitly see the symmetry as well as the
boundedness by expanding Eq. (18) for large d:
D←(ρW ) ≈ 1−H(λ), d >> 1 (19)
FIG. 1: The quantum discord in Werner states of various
dimensions.
FIG. 2: The classical correlations in Werner states of various
dimensions.
where H(λ) = −λ log λ− (1− λ) log(1− λ) is the binary
Shannon entropy.
The symmetry of the discord in higher dimensions
means that for any entangled Werner state possessing
less than 1 bit of QD, there exists a separable state which
possesses the same amount of discord. Recall that any
separable state can be created by local operations and
classical communication (LOCC) [29]. These results im-
ply that almost any amount of discord achievable in the
Werner family of states can be obtained by LOCC. The
one exception here is the 1 bit maximum which requires
entanglement to be reached exactly (i.e. λ = 1).
In Fig. 2, we can see that as d grows large, the classical
correlations go to zero and nearly all the correlations be-
come quantum, for both entangled and separable states.
This can be confirmed by the fact that asymptotically,
the mutual information I(ρW ) also becomes 1 − H(λ),
and so D←(ρW ) → I(ρW ) as d → ∞. However, despite
this general convergence, for any dimension d, the classi-
cal correlations exactly vanish for the one and only value
of λ = (d − 1)/(2d). This is the same parameter value
for which QD vanishes and corresponds to the totally
mixed state. Thus, for any d′ > d, the classical correla-
tions will be larger at the point λ = (d − 1)/(2d) in the
d′ × d′-dimensional Werner state.
We next compare QD to the entanglement of the state
as measured by the Entanglement of Formation (Eof).
We note that similar comparisons between discord and
5FIG. 3: The quantum discord and Entanglement of Forma-
tion (EoF) of Werner states in different dimensions d.
entanglement have been made elsewhere [16, 22, 26], but
these studies were limited only to two qubits. EoF for
Werner states has a closed form expression given by [44]:
Ef (ρ) = 1− (1/2−
√
λ(1− λ)) log[1− 2
√
λ(1− λ)]
− (1/2 +
√
λ(1− λ)) log[1 + 2
√
λ(1− λ)] (λ > 1/2).
(20)
Note that this quantity is independent of the dimension.
In Fig. 3, we simultaneously plot QD and EoF for di-
mensions d = 2 and d = 50. It can be seen that the
EoF becomes a general upper bound for the discord as d
grows large. However, careful analysis shows that for any
finite d, there will always exist a range [1/2, 1/2 + (d))
for which QC > EOF.
B. Pseudo-Pure States
We next consider the quantumness of pseudo-pure
states. These are states of the form:
ρPP = α|ψ〉〈ψ|+ β(I− |ψ〉〈ψ|) (21)
where |ψ〉 = ∑di=1 ui|ii〉 with u1 ≥ u2 ≥ ... ≥ ud ≥ 0
and β = (1 − α)/(d2 − 1). From Ref. [45], we know
that ρ is separable iff λ ≤ 1+u1u21+u1u2d2 . We consider a
rank one POVM {|ηk〉〈η˜k|}k=1,... on Bob’s system with
|η˜k〉 =
∑d
i=1 cki|i〉. Define |ψk〉 := 1√pk 〈η˜k|ψ〉 where
pk = tr[〈η˜k|ψ〉〈ψ|η˜k〉] =
∑d
i=1 |cki|2u2i . Then upon out-
come k, Alice’s post-measurement state is
ρAk =
∑d
i=1 |cki|2[u2i (α− β) + β]
qk
|ψk〉〈ψk|
+
∑d
i=1 |cki|2β
qk
(I− |ψk〉〈ψk|) (22)
in which qk =
∑d
i=1 |cki|2[u2i (α − β) + βd]. The average
residual entropy is given by∑
k
pkS(ρ
A
k ) =
−
∑
k
d∑
i=1
|cki|2[u2i (α− β) + β] log
∑d
i=1 |cki|2[u2i (α−β)+β]∑d
i=1 |cki|2[u2i (α−β)+βd]
−
∑
k
d∑
i=1
|cki|2β(d− 1) log
∑d
i=1 |cki|2β∑d
i=1 |cki|2[u2i (α−β)+βd]
. (23)
We next apply the log-sum inequality [46] and use the
fact that
∑
k |cki|2 = 1 to obtain
∑
k
qkS(ρ
A
k ) ≥−
d∑
i=1
[u2i (α− β) + β] log u
2
i (α−β)+β
u2i (α−β)+βd
−
d∑
i=1
β(d− 1) log β
u2i (α−β)+βd . (24)
This lower bound is saturated by an orthogonal projec-
tive measurement by Bob in a local eigenbasis. In fact,
this is the only such measurement that obtains the lower
bound. To compute the discord, we use the facts that
S(ρPP ) = −α logα− β(d2 − 1) log β
and
S(ρA) = −
∑
i
[dβ + u2i (α− β)] log[dβ + u2i (α− β)]
with the normalization β = (1− α)/(d2 − 1) to find
D←(ρPP ) = α logα+ 1−αd+1 log 1−αd2−1
−
d∑
i=1
[
(1−α)−u2i (1−d2α)
d2−1 ] log[
(1−α)−u2i (1−d2α)
d2−1 ]. (25)
Like Werner states, the conditional post-measurement
states of Alice are all diagonal in a local eigenbasis.
Therefore by Proposition 1 the quantum correlations of
PP states are equal for the various measures.
From Eq. (25) we see that that in the large limit of d,
the discord approaches
D←(ρPP ) ≈ α · S(trB |ψ〉〈ψ|), d >> 1. (26)
In other words, the discord grows linearly with λ with a
slope equaling the reduced state entropy of |ψ〉.
From Eq. (25), we can deduce the following lemma.
Lemma 2 For a fixed state |ψ〉 the discord of its cor-
responding PP state is convex with respect to the mixing
parameter α. Consequently, the discord of α|ψ〉〈ψ|+β(I−
|ψ〉〈ψ|) monotonically decreases with α.
6Proof. Computing the second derivative of Eq. (25)
with respect to α gives
1
α +
1
(1−α)(1+d) −
d∑
i=1
(d2u2i−1)2
(d2−1)(1−u2i+α(d2u2i−1))
≥ 1α + 1(1−α)(1+d) −
d∑
i=1
(d2u2i−1)2
(d2−1)(d2u2i−1)α
= 1(1−α)(1+d) > 0. (27)
uunionsq
To study how quantum correlations behave with PP
states, we consider the isotropic state which is a PP state
with |ψ〉 being maximally entangled (i.e. ui =
√
1/d,∀i).
Both QD and CC for isotropic states are depicted in Figs.
4 and 5 respectively.
Unlike the Werner states, the classical correlations do
not vanish in large dimensions, as evident from Fig. 5.
One might wonder how the quantum and classical cor-
relations compare to one another. It can be shown that
QD ≥ CC in general, although the exact expression for
CC is a bit messy. However, for large d, the classical
correlations behave as
C←(ρ) ≈ D←(ρ)−H(α), d >> 1. (28)
In Fig. 6 we plot the difference.
The GD and Negativity of PP States
Now we proceed to compute the Geometric Measure of
Discord for PP states. For the basis |ηk〉 on Bob’s side,
let pk = tr[〈ηk|ψ〉〈ψ|ηk〉]. Then we have
〈ηk|ρ|ηk〉 = [β+pk(α−β)]|ψk〉〈ψk|+β(I−|ψk〉〈ψk|) (29)
and so
tr[〈ηk|ρ|ηk〉2] = f(pk) + (d− 1)β2 (30)
where f(x) = [β+x(α−β)]2. The function f(x) is convex,
and so
∑
k f(pk) ≤
∑
k f(qk) for any probability distri-
bution (qk) that majorizes (pk): (pk) ≺ (qk) [47]. A well
known majorization result says that (pk) ≺ (u2k) since
FIG. 4: The quantum discord in isotropic states of various
dimensions.
FIG. 5: The classical correlations in isotropic states of vari-
ous dimensions.
FIG. 6: The difference in discord versus classical correlations
for isotropic states. For large d, the difference approach H(α).
the pk are measurement statistics on the state trA|ψ〉〈ψ|
whose eigenvalues are u2k [48]. Thus,∑
k
tr[〈ηk|ρ|ηk〉2 ≤
∑
k
[f(u2k) + (d− 1)β2]
=
∑
k
[β2d+ 2ukβ(α− β) + u4k(α− β)2]
= β2d2 + α2 − β2 − 2
∑
i<j
u2iu
2
j (α− β)2
Referring to Eq. (9), we see that
D←G (ρPP ) =
d
d− 12
∑
i<j
u2iu
2
j (α− β)2
=
2d(αd2 − 1)2
(d2 − 1)3
∑
i<j
u2iu
2
j
=
(αd2 − 1)2
(d2 − 1)2 D
←
G (ψ) (31)
where D←G (ψ) = dd−1 (1− tr(ρA)2) is the GD of the pure
state |ψ〉 (equivalently the linear entropy). Note that like
the discord, GD is also convex with respect to the mixing
parameter α.
In Ref. [36] Girolami and Adesso studied the relation-
ship between measures of entanglement and more gen-
eral measures of quantumness. We have already seen
7that there is no general hierarchy between EoF and QD.
However, Girolami and Adesso consider GD and the
Negativity measure of entanglement [49]. In its nor-
malized form the Negativity of a state ρ is given by
N (ρ) = 1d−1 (||ρΓ||1 − 1). Here ||A||1 = tr
√
A†A is the
trace norm and AΓ is the partial transpose of A. For den-
sity matrices, ||ρΓ||1 − 1 is computed by summing over
the negative eigenvalues of ρΓ and taking twice its ab-
solute value. Girolami and Adesso were able to prove
that N 2 ≤ D←G for all pure states, two-qubit states, and
the Werner and isotropic states. The intuition is that if
discord captures a greater amount of correlations than
entanglement, there should be some way to quantify this
relationship. Thus, N 2 ≤ D←G seems like a reasonable
conjecture for all states.
While the Negativity is a computable measure, for
higher dimensional systems it generally does not have
an analytic form. However for PP states α|ψ〉〈ψ| +
β(I − |ψ〉〈ψ|), the computation can be easily done. For
|ψ〉 =∑i ui|ii〉〈ii|, we have
ψΓ =
∑
i,j
uiuj |ij〉〈ji|
=
∑
i
u2i |ii〉〈ii|+
∑
i<j
uiuj [Ψ
+
ij −Ψ−ij ] (32)
where Ψ±ij = |Ψ±ij〉〈Ψ±ij | and |Ψ±ij〉 =
√
1/2(|ij〉 ± |ji〉).
Thus,
ρΓPP =
∑
i
[β + (α− β)u2i ]|ii〉〈ii|
+
∑
i<j
[β + (α− β)uiuj ]Ψ+ij +
∑
i<j
[β − (α− β)uiuj ]Ψ−ij .
(33)
Let S− be the set of (i, j) such that i < j and β − (α −
β)uiuj < 0. Then
N (ρPP ) = 2(d−1)2(d+1)
∑
(i,j)∈S−
[uiuj(λd
2 − 1)− (1− λ)].
(34)
To obtain a bound, we have
N 2(ρPP ) ≤ [ 2(λd
2−1)
(d−1)(d2−1)
∑
i<j
uiuj ]
2 =
(λd2 − 1)2
(d2 − 1)2 N
2(ψ).
(35)
Then using the fact that DG(ψ) ≥ N (ψ)2 for pure states
|ψ〉 [36], we see that D←G (ρPP ) ≥ N 2(ρPP ).
IV. CONCLUSION
In this article we have explicitly computed the quan-
tum correlations for Werner states and pseudo-pure
states. For these families of states, we have shown that
the Quantum Discord and the Relative Entropy of Quan-
tumness coincide. Explicit formulas for the correlations
are given by Eqs. (18) and (25) for Werner states and
pseudo-pure state respectively. The Geometric Measure
of Discord for PP states is given by Eq. (31).
We remark that this is one of the very few studies
where the quantum correlations have actually been cal-
culated. Doing so has revealed an interesting variety of
behavior. For Werner states, the quantum correlations
are always bounded by 1 while converging to the sym-
metric functional form of 1−H(λ) in higher dimensions.
On the other hand, for PP states, the quantum correla-
tions behave like αH(ψ) for large d. Physically, we see
that by introducing randomness to an initially pure state
can only decrease the quantum correlations. Finally, we
have shown that D←G ≥ N 2 for all PP states. It is nat-
ural to wonder what other families of states satisfy this
hierarchy, if not for all states. We hope this research will
provide a deeper insight into the structure of quantum
correlations.
Note added: For two qubit systems, equations similar to
(18) and (25) for the isotropic state have been previously
observed [50].
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