Transport Energy by Facca, Enrico & Piazzon, Federico
ar
X
iv
:1
90
9.
04
41
7v
1 
 [m
ath
.A
P]
  1
0 S
ep
 20
19
TRANSPORT ENERGY
ENRICO FACCA AND FEDERICO PIAZZON
Abstract. We introduce the transport energy functional E acting on Borel
measures, a variant of the Bouchitte´-Buttazzo-Seppecher shape optimiza-
tion functional, and we prove that the Evans-Gangbo optimal transport
density µ∗ is the unique minimizer of E . We study the gradient flow of E
showing that µ∗ is the unique global attractor of the flow.
We introduce a two parameter family {Eλ,δ}λ,δ>0 of strictly convex func-
tionals which can be understood as regularizations of E and we prove the
convergence of the minimizers µ∗λ,δ of Eλ,δ to µ
∗ as we let δ → 0+ and
λ → 0+. We characterize µ∗λ,δ as global attractors of the gradient flow of
Eλ,δ. In addition, we characterize µ∗λ,δ by a non-linear system of PDEs.
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1. Introduction
1.1. Optimal transport formulations and transport energy. Optimal
transport is a branch of mathematics that, intuitively, studies the problem of
finding a least-cost strategy for moving a resource from one spatial distribution
to a target one. The very first formulation of optimal transport was introduced
by Monge in 1781. Nowadays it reads as follows.
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Problem 1 (Monge). Let ν+, ν− be two Borel measures on Rn with finite
equal masses. Let c : Rn×Rn → R∪{+∞} be a Borel function. Find a Borel
function T : Rn → Rn realizing the following infimum
inf
{∫
Rn
c(x, T (x))dν+, T#ν
+ = ν−
}
,
where we denoted by T#ν
+ the push-forward measure.
The lack of compactness of the set of transport maps (e.g., Borel maps T
such that T#ν
+ = ν−) leads to difficulties in finding solutions to Problem 1.
For this reason, Kantorovich introduced the following relaxed formulation.
Problem 2 (Kantorovich). Let ν+, ν− be two Borel measures on Rn with
finite equal masses. Let c : Rn × Rn → R ∪ {+∞} be a Borel function. Find
a non-negative Borel Measure γ on Rn × Rn realizing the following infimum
inf
{∫
Rn×Rn
c(x, y)dγ(x, y)
}
,
under the constraints
γ(A,Rn) = ν+(A) ∀A Borel set in Rn,
γ(Rn, B) = ν−(B) ∀B Borel set in Rn.
In contrast to the case of Problem 1, a solution of Problem 2 does exist
under mild assumptions on c, e.g., lower semicontinuity and boundedness from
below. Optimal transport in the Kantorovich formulation has been studied by
a number of authors in recent years (see, e.g., to [21, 17] and references therein
for an extensive treatment of the subject). In the present work we focus on
the case known as L1 optimal transport, where
c(x, y) := |x− y|.
This setting reveals some difficulties, being the cost functional non-strictly
convex. However, this line of research turns out to be very profitable, since
Problem 2 (possibly under further assumptions) can be re-casted in differ-
ent equivalent formulations, [1]. In particular, a PDE-based formulation was
introduced by Evans and Gangbo in the seminal paper [11], theyr approach
takes the following form.
Problem 3 (Monge-Kantorovich equations). Let Ω be a bounded convex Lip-
schitz domain of Rn and let f = f+ − f− ∈ L∞(Ω) be a compactly supported
function such that
∫
Ω
fdx = 0. Find a non-negative function µ∗ ∈ L∞(Ω) for
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which the following system of PDEs admits a (non necessarily unique) weak
solution u∗
(1)


− div (µ∗∇u∗) = f, in Ω
|∇u∗| ≤ 1, in Ω
|∇u∗| = 1 µ∗ a.e. in Ω
.
Indeed in [11] the authors proved that Problem 3 admits at least one solu-
tion. Later, Feldman and McCann showed [16] the uniqueness of such solution
µ∗. We refer the reader to [2] for more complete results on existence and
uniqueness.
Definition 1.1 (Optimal transport density). The unique solution µ∗ of Prob-
lem 3 is termed optimal transport density.
Under some additional regularity assumptions on the function f , starting
from the solution µ∗ of Problem 3, the authors of [11] were able to explicitly
construct an optimal transport map for ν± = f±dx and the cost c(x, y) =
|x−y|, namely a solution to Problem 1. The existence of an optimal transport
map has been obtained via a different technique in [5] for the case of absolutely
continuous measures.
In [14] the authors introduce the following fully non-linear system of evolu-
tion equations,
(2)


− div(µ(t, x)∇u(t, x)) = f(x), in Ω, t ≥ 0
µ(t, x)∇u(t, x) · n(x), x ∈ ∂Ω, t ≥ 0∫
Ω
u(t, x)dx = 0, ∀t ≥ 0
d
dt
µ(t, x) = µ(t, x)|∇u(t, x)| − µ(t, x), x ∈ Ω, t ≥ 0
µ(0, x) = µ0(x) > 0, x ∈ Ω
,
and they conjecture that the long time asymptotics of its solution µ(t, ·) is
precisely the optimal transport density µ∗, regardless to the chosen Cauchy
initial data µ0. They justify this claim by partial theoretical results. Indeed,
they prove local (in time) existence and uniqueness of the trajectories in C 0,α
spaces, leaving their conjecture open, but still supported by numerical evi-
dence. In addition, in [15] a candidate Lyapunov functional (e.g., a functional
decreasing along trajectories) for (2) is provided. Starting from these ideas,
in the present work we introduce the transport energy E (see Definition 1.2
below), a very minor modification of such candidate Lyapunov functional, and
we study it under the following assumptions.
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Set of Assumptions 1.
f = f+ − f− ∈ L∞(Rn),
∫
Rn
f(x)dx = 0,
Sf := supp f is compact,(H1)
Ω is a convex bounded domain s.t. Rn ⊃ Ω ⊃ conv Sf .
Remark 1.1. It is worth stressing that the role of Ω is not important here.
Indeed in [11] it is shown that any choice of Ω that strictly contains the convex
envelope conv Sf of the support of f would lead to the same µ
∗, provided that
the boundary of Ω is sufficiently away from conv Sf . It is not restrictive to
assume Ω = B(0, R) for R large enough.
Definition 1.2 (Transport energy). We denote by E :M+(Ω)→ [0,+∞] the
transport energy functional defined by
(3) E(µ) := sup
u∈C 1(Ω),
∫
Ω
udx=0
(
2
∫
Ω
fu dx−
∫
Ω
|∇u|2dµ
)
+
∫
Ω
dµ.
Here and throughout the paper we denote by M(Ω) the space of Borel
signed measures on Ω, by M+(Ω) the non-negative Borel measures, and by
M1(Ω) the space of Borel probability measures.
In the present work we aim at the solution and the variational approximation
of the following problem.
Problem 4 (Minimization of the transport energy). Given f,Ω as in (H1),
find µE ∈M+(Ω) such that
E(µE) = inf
ν∈M+(Ω)
E(ν).
As we will state and prove in Proposition 2.1, the minimization of the func-
tional E is closely related to the following variational problem first studied in
[6]; see also [2].
Problem 5 (Bouchitte´-Buttazzo-Seppecher shape optimization). Given m >
0, ν ∈ M(Ω), ν(Ω) = 0, and an open convex set Ω ⊂ Rn, find µB ∈ M+(Ω),∫
Ω
dµB = m, that maximizes
(4) B(µ) := inf
{∫
Ω
|∇v|2dµ− 2
∫
Ω
vdν, v ∈ C∞(Ω)
}
among all µ ∈M+(Ω) such that
∫
Ω
dµ = m}.
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1.2. Our results. Solving Problem 5 under the Set of Assumptions 1 is equiv-
alent, up to finding the correct value of the parameter m, to solving Problem
3. Indeed, it has been shown (see [16] for existence, [2, Th. 5.2] for uniqueness
and regularity) that, if the measure ν is absolutely continuous with respect to
the Lebesgue measure restricted to Ω, with (positive and negative) densities
f+, f− ∈ Ls(Ω), then there exists a unique solution µB ∈ L
s to Problem 5, and
moreover, if s = +∞, we have
µB =
m∫
Ω
µ∗dx
µ∗.
In contrast, the transport energy functional E has the desirable advantage of
forcing the mass of its minimizers to be equal to
∫
Ω
µ∗dx. More precisely, we
prove in Section 2 (see Proposition 2.1) that:
under the Set of Assumptions 1, the functional E has a unique
minimizer µE , moreover µE is an absolutely continuous mea-
sure with respect to the Lebesgue measure and its density is µ∗,
namely the optimal transport density.
Remark 1.2. In view of this result, from now on we use only the notation µ∗,
which is customary in the framework of optimal transport, both for the optimal
transport density and for the density with respect to the Lebesgue measure
of the unique minimizer of E . At the same time, for notational convenience,
we will use indifferently the symbol µ∗ to identify both the density and the
corresponding measure. The context will clarify the meaning.
In Section 3 we characterize the solution of Problem 4 as long time asymp-
totics of the gradient flow of E . That is the evolution system that can be
formally written as
(5)
{
d
dt
µ = −∇E(µ) t ∈ [0,+∞[
µ(0) = µ0
.
In the present work we address the study of the gradient flow of E in a purely
metric framework, see[4]. The results on this subject, which are relevant for
our purposes, are summarized in Appendix A. More precisely, in Section 3 we
define a metric dw onM+(Ω) and we study the two main metric re-formulations
of equation (5). Namely, we build the solution µ(t;µ0) of the evolutional
variational inequality relative to E , i.e.,

1
2
d
dt
d2w(µ(t;µ
0), ν) ≤ E(ν)− E(µ(t;µ0)) , for a.e. t ∈ [0,+∞[, ∀ν ∈ M+(Ω)
lim
t↓0
dw(µ(t;µ
0), µ0) = 0
,
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and we show that the curves t 7→ µ(t;µ0) are curves of maximal slope for E
(see appendix A.2) that satisfy the energy identity, i.e.,
E(µ(t;µ0)) = E(µ0)−
∫ t
0
[|∂E|(µ(s;µ0))]2ds, ∀t > 0.
Moreover we show (see Theorem 3.2 and 3.1) that:
for any µ0 ∈ M+(Ω) the long time asymptotics in the weak∗
topology of the curve t 7→ µ(t;µ0) is precisely µ∗.
In Section 4 we introduce a variational approximation of Problem 4. Namely
we define a two parameter family of strictly convex functionals {Eλ,δ}λ,δ>0 that
can be thought of as regularized approximations of E . We study the Γ-limit
(see Appendix B for a summary of the results employed in this work) of Eλ,δ
as δ → 0+, λ→ 0+ and we prove (see Theorem 4.1) that
Γ- lim
λ→0+
Γ- lim
δ→0+
Eλ,δ = F0,
where F0 is the relaxation (with respect to the weak∗ topology of M+(Ω)) of
the restriction of E to W 1,p0 (Ω) for certain values of p (see Set of Assumptions
2). The functional F0 and E may be different. However, using the regularity
of µ∗, we can still prove that:
the unique minimizers µ∗λ,δ of Eλ,δ converge, with respect to dw
and in the weak∗ topology of M+(Ω), to the optimal transport
density µ∗, as λ→ 0+, δ → 0+, i.e.,
lim
λ→0+
lim
δ→0+
dw(µ
∗
λ,δ, µ
∗) = 0.
We also derive in Proposition 4.2 the following PDE-based characterization of
µ∗λ,δ.
There exists a unique u∗λ,δ ∈ W
1,2(Ω),
∫
Ω
u∗λ,δdx = 0 such that

− div ((µ∗λ,δ + λ)∇u) = f in Ω
pδ∆pµ
∗
λ,δ = |∇u
∗
λ,δ|
2 − 1 in Ω
µ∗λ,δ = 0 on ∂Ω
∂nu
∗
λ,δ = 0 on ∂Ω
.
Finally, in Section 5 we study the dynamic minimization of the functionals
Eλ,δ, for any λ, δ > 0, exploiting the technique developed in Section 3. We
endow the space of almost everywhere non-negative functions in W 1,p0 (Ω) with
a metric dp,w, that induces the topology of weak convergence on bounded
subsets, and we prove that
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the existence and the uniqueness of the gradient flow relative to
Eλ,δ, both in the evolutional variational inequality sense and in
the energy equality sense, see Theorems 5.2 and 5.1.
Not only the flow exhibits the expected global convergence to the unique min-
imizer µ∗λ,δ with respect to dp,w, but also drives the trajectories µλ,δ(t;µ
0) to
µ∗λ,δ in the strong topology ofW
1,p
0 (Ω), as t→ +∞ (see Theorem 5.3). Namely,
lim
t→+∞
‖µλ,δ(t;µ
0)− µ∗λ,δ‖1,p = 0, ∀µ0 ∈ W
1,p
0 , µ
0 ≥a.e. 0.
Acknowledgements. We deeply thank Roberto Monti for many long and
fruitful discussions that have been fundamental to achieve our results.
2. Equivalence of Problems 3, 4 and 5 with m =
∫
Ω
µ∗dx
Proposition 2.1. Let us assume (H1). Then Problem 4 has a unique solution
µE . Moreover µE is absolutely continuous with respect to the Lebesgue measure,
with density µ∗, i.e.,
(6) µE(A) =
∫
A
µ∗dx, ∀Borel subset A ⊆ Ω.
Proof of Proposition 2.1. We introduce a shorter notation for the sake of read-
ability. Let, ∀µ ∈M+(Ω),
L(µ) := sup
u∈C 1(Ω),
∫
Ω
udx=0
(
2
∫
Ω
fu dx−
∫
Ω
|∇u|2dµ
)
,
M(µ) :=
∫
Ω
dµ.
Let us show that, if
µˆ ∈ argmin
M+(Ω)
E ,
then we have
M(µˆ) = L(µˆ) ,(7)
µˆ ∈ argmin
ν∈M+(Ω):M(ν)=L(ν)
L(ν) ,(8)
µˆ
M(µˆ)
∈ argmin
M1(Ω)
L(ν) .(9)
In order to show (7), we consider, for any µ ∈ M+(Ω), µ 6= 0, the function
Φµ(t) := E(tµ) = L(tµ) +M(tµ), t > 0.
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Since t 7→ M(tµ) is 1 homogeneous and t 7→ L(tµ) is (−1)-homogeneous, we
have
Φµ(t) =
1
t
L(µ) + tM(µ),
Φ′µ(t) = −
1
t2
L(µ) +M(µ),
Φ′′µ(t) =
2
t3
L(µ).
In particular, being1 L(µ) > 0 for any non-zero measure in M+(Ω), the func-
tion Φµ is a strictly convex function, having the unique global minimum at
t = tµ :=
√
L(µ)√
M(µ)
with
Φµ(tµ) = 2
√
L(µ)
√
M(µ).
Notice in particular that L(tµµ) =M(tµµ), ∀µ ∈M+(Ω).
We can conclude that tµˆ = 1, that is equation (7) holds. Indeed, assuming
by contradiction tµˆ 6= 1, we would have
E(tµˆµˆ) = Φµˆ(tµˆ) < Φµˆ(1) = E(µˆ) ≤ E(tµˆµˆ).
Equation (8) can be proved similarly. Assume that we can find µ¯ ∈M+(Ω)
such that L(µ¯) = M(µ¯) and L(µ¯) < L(µˆ). Then, by using (7),
E(µ¯) < E(µˆ)
contradicting the hypothesis µˆ ∈ argminM+(Ω) E . Thus (8) must hold.
In order to prove equation (9), we pick any µ ∈ M1(Ω) and notice that in
such a case we have tµ =
√
L(µ). We can write
L
(
µˆ
M(µˆ)
)
= M(µˆ)L(µˆ) = (L(µˆ))
2
≤ (L(tµµ))
2
= L(µ).
1This is a standard result. One possible proof is the following. Assume by contradiction
that there exists a non-zero measure ν ∈ M+(Ω) such that L(ν) = 0. Then we have E(tν) =
M(tν) → 0 as t → 0. Notice that E is clearly lower semicontinuous with respect to the
weak∗ convergence of measures, being defined by the supremum of continuous functionals.
By the lower semicontinuity of E we have E(0) ≤ limt→0+ E(tν) = 0. On the other hand we
can show that E(0) = +∞. In fact, take uk = k · f ∗ ηk with ηk a mollification kernel of
step 1/k, and note that E(0) = L(0) ≥ L(0, uk) = k
∫
Ω f · f ∗ ηk → +∞. Thus we have a
contradiction and hence L(µ) > 0 for any µ ∈M+(Ω).
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Here the first and the last equalities are due to the homogeneity of degree −1
of L, the second equality to (7), and the inequality is due to (8). Therefore,
using existence, uniqueness and regularity of Problem 5 with m = 1, we have
µˆ
M(µˆ)
= µB =
µ∗
M(µ∗)
.
This means that the set argmin E consists, at most, of a one parameter family.
However, the property
2M(µˆ) = 2L(µˆ) = E(µˆ), ∀µˆ ∈ argmin E ,
reduces such a family to a single element that we denote by µE .
We are left to prove that M(µ∗) =M(µE). Notice however that, since
(M(µE))
2
= L
(
µE
M(µE)
)
= L
(
µ∗
M(µ∗)
)
=M(µ∗)L(µ∗),
it would suffice to prove
(10) M(µ∗) = L(µ∗)
and the proof of Proposition 2.1 will be done.
The inequality M(µ∗) ≤ L(µ∗) follows from
L(µ∗) ≥ 2
∫
Ω
fu∗dx−
∫
Ω
|∇u∗|2dµ =
∫
Ω
|∇u∗|2dµ =
∫
Ω
µ∗ = M(µ∗).
Here u∗ denotes any Monge-Kantorovich potential built as in [11]. Then the
inequality is a consequence of the fact that u∗ is a competitor in the upper
envelope defining L and the last three equalities follow from the defining prop-
erties of the pair (µ∗, u∗), i.e., equation 1. To get the opposite inequality, we
use the dual characterization (see [6]) of Problem 5, that is
L(µ∗) = sup
φ∈C 1(Ω)
2
∫
Ω
fφdx−
∫
Ω
|∇φ|2dµ∗ = inf
ξ∈[L2(µ∗)]n: div(µ∗ξ)=f
∫
Ω
|ξ|2dµ∗
≤
∫
Ω
|∇u∗|2dµ∗ =
∫
Ω
dµ∗ =M(µ∗).
Here we used the same properties of (µ∗, u∗) as above. This last inequality
concludes the proof of (10) and thus we proved that
µE = µ
∗,
which in particular implies the L∞ regularity of the minimizer µE ; see [2, 3]. 
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3. Dynamical minimization of E
In this section we aim at characterize µ∗ as the long time asymptotics of
the gradient flow generated by the transport energy functional E , e.g., the
evolution system that formally writes as
(11)
{
d
dt
µ = −∇E(µ) t ∈ [0,+∞[
µ(0) = µ0
.
This idea partially goes back to [13], where formal computations relating (2)
and (11) were presented. However, it is not immediate to find a natural am-
bient space for the rigorous study of the gradient flow equation (11). For
instance, if we state equation (11) in L∞, then we have to deal with the lack of
reflexivity of the chosen space. If instead we use the topology of L2 we loose
the continuity and the differentiability of E .
A different approach is to address the study of (11) in a purely metric
framework, following [4]. In the present work we pursue this strategy. More
precisely, we work in the space (M+(Ω), dw), where M+(Ω) is the space of
finite Borel measures and
(12) dw(µ, ν) :=
(
+∞∑
k=0
2−k
∣∣∣∣
∫
Ω
φkdµ−
∫
Ω
φkdν
∣∣∣∣
2
)1/2
,
for a given sequence {φk} ⊂ C 0(Ω) dense in the uniform norm unit sphere of
C 0(Ω). In such a metric space we obtain (see Theorem 3.1 and 3.2) existence,
uniqueness and long time asymptotics of curves of maximal slope for E and of
the solution of the corresponding evolution variational inequality, two metric
relaxations of (11).
These existence and uniqueness results essentially rely on a useful geometric
property of d2w, namely the 2-convexity (in other words (M+(Ω), dw) is non
positively curved). For this reason we state and prove this convexity result
first.
Lemma 3.1. The function d2w is 2-convex, that is, ∀µ0, µ1, ν ∈ M+(Ω) there
exists a curve γ : [0, 1] → M+(Ω) with γ(0) = µ0, γ(1) = µ1 such that, for
any t ∈ (0, 1) we have
(13) dw(ν, γ(t))
2 ≤ (1− t)dw(ν, µ0)
2 + tdw(ν, µ1)
2 − t(1− t)dw(µ0, µ1)
2,
moreover we can pick γ(t) := tµ1 + (1 − t)µ0 and obtain the equality case of
(13).
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Proof. The equation (13) follows immediately choosing γ(t) := (1− t)µ0 + tµ1
and using the identity(∫
Ω
fkd((1 − t)µ0 + tµ1 − ν)
)2
=(1− t)2
(∫
Ω
fkd(µ0 − ν)
)2
+ t2
(∫
Ω
fkd(µ1 − ν)
)2
+ 2t(1 − t)
(∫
Ω
fkd(µ0 − ν)
)(∫
Ω
fkd(µ1 − ν)
)
=(1− t)
(∫
Ω
fkd(µ0 − ν)
)2
+ t
(∫
Ω
fkd(µ1 − ν)
)2
− t(1− t)
(∫
Ω
fkd(µ0 − µ1)
)2
,
multiplying by 2−k and summing over k = 1, , 2, . . . . 
Let us set, ∀c > 0
Mc := {µ ∈M+(Ω) : E(µ) ≤ c}.
Theorem 3.1 (Curves of maximal slope for E). Let f,Ω satisfy (H1). Then,
for any c > minM+(Ω) and any µ
0 ∈ Mc, the class of minimizing movements
MM(µ0, E , dw) is not empty. Its elements are curves of dw-maximal slope for E
with respect to its strong upper gradient |∂E| and, for any such curve t 7→ µ(t),
we have
(14) E(µ(t)) = E(µ0)−
∫ t
0
[|∂E|(µ(s))]2ds, ∀t > 0.
Proof. Let us notice that the following properties hold.
dw induces the weak* topology on Mc,(15)
E is dw-lower semicontinuous,(16)
Mc is sequentially compact w.r.t. the metric dw.(17)
Moreover ∀µ0, µ1,∈ Mc, t ∈ (0, 1), τ > 0 we have
E(tµ1 + (1− t)µ0) +
dw(µ0, tµ1 + (1− t)µ0)
2
2τ
(18)
≤ (1− t)
(
E(µ0)
2τ
)
+ t
(
E(µ1) +
dw(µ0, µ1)
2
2τ
)
− t(1− t)
dw(µ0, µ1)
2
2τ
In particular (16) follows from (15) if we notice that E is the sum of a contin-
uous functional with respect to the weak∗ topology and a supremum of con-
tinuous functional (with respect to the same topology) and hence E is weak∗
lower semicontinuous.
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Also (17) follows from (15). Indeed E(µ) < c implies
∫
Ω
dµ < c and the
weak∗ topology of measures is well known to be sequentially compact on mass
bounded subsets.
Being the sum of the linear functional µ 7→
∫
Ω
dµ and the supremum of
among a family of affine functionals, the functional E is convex. The combi-
nation of the convexity of E with Lemma 3.1 proves (18), see Remark A.1.
The conclusions of Theorem 3.1 essentially follow by [4, Th. 2.3.3, Cor.
2.4.10]. This two results are recalled (together with some needed definitions)
in Appendix A for reader’s convenience; see Theorem A.1 and Corollary A.1,
respectively.
More in detail, due to [4, Cor. 2.4.10] (see Lemma A.1), |∂E| is lower
semicontinuous with respect to d, i.e.,
(19)
|∂E|(µ) = |∂−E|(µ) := inf{lim inf
k
|∂E|(µk), sup{dw(µ, µk), E(µk)} < +∞},
and it is a strong upper gradient. We can apply [4, Th. 2.3.3] (see Theorem
A.1) due to this last two properties, to (16), and to (15) . We obtain that any
generalized minimizing movement t 7→ µ(t) ∈ GMM(µ0, E , dw) is a curve of
maximal slope, and the following energy equality holds
E(µ(t)) = E(µ0)−
1
2
∫ t
0
[|∂E|(µ(s))]2ds−
1
2
∫ t
0
|µ′|2(s)ds, ∀t > 0.
Equation (14) follows by this last equation and by the property |µ′|(s) =
|∂E|(µ(s)) for almost all s ∈ [0,+∞[, which is a consequence of µ being a
curve of maximal slope; see [4, Eq. 1.3.14].
Finally GMM(µ0, E , dw) is not empty because it corresponds to the unique
element of MM(µ0, E , dw) whose existence is provided by the next theorem.

We remark that we did not use in the proof of Theorem 3.1 the convexity
property of Lemma 3.1 in all its strength, since we applied it only to the case
ν = µ0. In contrast the proof of the next result fully exploits Lemma 3.1.
Theorem 3.2 (Evolution variational inequality for E and long time asymp-
totics). Let f,Ω satisfy (H1). Then, for any µ0 ∈ M+(Ω), the class of min-
imizing movements MM(µ0, E , dw) contains a unique element t 7→ µ(t;µ0)
which is a curve of dw-maximal slope for E with respect to its strong upper
gradient |∂E|. Moreover, the curve µ(·;µ0) : [0,+∞[→ (M+(Ω), dw) is the
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unique absolutely continuous curve in (M(Ω), dw) such that
(EVI)


1
2
d
dt
d2w(µ(t;µ
0), ν) ≤ E(ν)− E(µ(t;µ0)) , for a.e. t ∈ [0,+∞[
lim
t↓0
dw(µ(t;µ
0), µ0) = 0
,
for any ν ∈M+(Ω).
Furthermore, for any µ0 ∈M+(Ω),
(20) lim
t→+∞
dw(µ(t;µ
0), µ∗) = 0,
where µ∗ is the unique solution of Problem 4 and 3.
Proof. The proof of Theorem 3.2 rests upon properties (15), (16) and (17) and
on the following stronger version of property (18). Namely, ∀µ0, µ1, ν ∈ Mc,
t ∈ (0, 1), τ > 0 the following inequality holds (see also Remark A.1).
E(tµ1 + (1− t)µ0) +
dw(ν, tµ1 + (1− t)µ0)
2
2τ
(21)
≤ (1− t)
(
E(µ0) +
dw(ν, µ0)
2
2τ
)
+ t
(
E(µ1) +
dw(ν, µ1)
2
2τ
)
− t(1− t)
dw(µ0, µ1)
2
2τ
We can apply [4, Th. 4.0.4, Cor. 4.0.6] (see Theorem A.2) to complete the
proof. 
4. Variational approximation of E
Though the minimization technique provided by Theorem 3.2 is rather sat-
isfactory in terms existence, uniqueness, and of time regularity of solutions
to (EVI), it also has some disadvantages. For instance, if µ is an absolutely
continuous measure having a L∞ density bounded from below by a positive
constant, i.e., µ ≥a.e. c > 0, then one can re-write the upper envelope defining
E(µ) as
2
∫
Ω
fu(µ)dx−
∫
Ω
|∇u(µ)|2dµ+
∫
Ω
dµ,
where u(µ) is the unique W 1,2(Ω) solution of the elliptic PDE

− div(µ∇u(µ)) = f, in Ω
∇u(µ) · n = 0, on ∂Ω∫
Ω
u(µ)dx = 0
.
In contrast, this is not possible in the wider generality of µ ∈ M+(Ω). A so-
lution u(µ) of the PDE above may be defined, working in the µ-dependent
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Sobolev space W 1,2(Ω, dµ) as done in [6], still u(µ) may be not uniquely deter-
mined. As a consequence, the convex subdifferential of E(µ) is not in general
a singleton.
These difficulties motivate the next approach. Namely, we regularize the
functional E introducing a two parameter family of energy functionals {Eλ,δ}λ,δ>0,
and we show (see Theorem 4.1) that the minimizers of Eλ,δ converge to the
minimizer of E as we let first δ → 0+ and then λ→ 0+.
The parameter λ is introduced in order to cure the lack of coercivity in the
definition of E that arises when supp µ ⊂⊂ Ω, while δ may be interpreted
as a Tikonov regularization parameter that forces the minimizer of Eλ,δ to be
a Sobolev function and in particular a bounded function for any positive δ.
The advantage of this technique is that it allows us to play in better function
spaces and with stronger notions of convergence. Moreover, there exists a
unique uλ,δ(µ) ∈ W 1,2(Ω) realizing the sup that appears in the definition of
Eλ,δ(µ) and uλ,δ(µ) is uniquely determined by the elliptic PDE

− div((µ+ λ)∇uλ,δ) = f, in Ω
∇uλ,δ · n = 0, on ∂Ω∫
Ω
uλ,δdx = 0
.
Furthermore, the couple (µ∗λ,δ, uλ,δ(µ
∗
λ,δ)), where µ
∗
λ,δ is the unique minimizer
of Eλ,δ, can be completely characterized as the solution of a PDE system, see
Proposition 4.2.
It is worth saying that if we had a more complete regularity theory for
the transport density µ∗ (see [18] for various counterexamples) our approach
would be much simpler, since only one of the two regularizing parameters
would suffice.
In the rest of the paper we will consider the following set of assumptions.
Set of Assumptions 2. We still assume
f = f+ − f− ∈ L∞(Rn),
∫
Rn
f(x)dx = 0,
Sf := supp f is compact,(H1)
Ω is a convex bounded domain s.t. Ω ⊃ conv Sf .
together with
(H2) n < p < +∞ , q := p/(p− 1) ∈ (1, n/(n− 1)).
The integrability exponent p is chosen in order to have the compact embed-
ding of W 1,p0 (Ω) in L
∞(Ω), indeed any function lying in W 1,p0 (Ω) is equivalent
to a ((p− n)/p)-Ho¨lder continuous function.
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We denote by µ+ λ the measure µ+ λχΩdx. Let us introduce the following
functionals acting on M+(Ω) for any λ, δ ≥ 0
Lλ(µ, u) :=
{
2
∫
Ω
fu dx−
∫
Ω
|∇u|2d(µ+ λ) if u ∈ C 1(Ω),
∫
Ω
udx = 0
+∞ otherwise
,
(22)
Lλ(µ) := sup
u∈L2(Ω),
∫
Ω
udx=0
Lλ(µ, u),(23)
Eλ(µ) := Lλ(µ) +
∫
Ω
dµ,(24)
Eλ,δ(µ) :=
{
Eλ(µ) + δ‖∇µ‖pp if µ ∈ W
1,p
0 (Ω)
+∞ otherwise
,(25)
Fλ(µ) := sc
- Eλ,0(µ),(26)
where sc - stands for the lower semicontinuous envelope with respect to the
weak∗ topology of measures, i.e.,
sc - Eλ,0(µ) := sup {F(µ), F ≤ Eλ,0, F is l.s.c. in the weak
∗ topology} ,
and we use the convention that ‖∇µ‖p = +∞ if µ /∈ W
1,p
0 (Ω).
Remark 4.1. From now on we will denote by µ both a Borel measure and its
density with respect of the Lebesgue measure, if µ is assumed to be absolutely
continuous, as, e.g., in equation (25). This abuse of notation simplifies our
equations and it should not be of concern for the reader, due to the regularizing
effect of the functionals Eλ,δ.
The following Γ-convergence result justifies the rest of our study.
Theorem 4.1 (Convergence of minima and minimizers). Under the Set of
Assumptions 2, the following holds.
(i) For any λ > 0, δ > 0 the functionals Eλ,δ are l.s.c., strictly convex,
non-negative, and non identically vanishing. For any λ ≥ 0, the family
{Eλ,δ}δ>0 is decreasing, as δ ↓ 0. The family of convex l.s.c. functionals
{Fλ}λ>0 is increasing as λ ↓ 0.
(ii) [Γ-convergence as δ ↓ 0] For any λ ≥ 0
Γ- lim
δ↓0
Eλ,δ = Fλ,
with respect to the weak∗ topology of M+(Ω).
(iii) For any sequence {λi} ↓ 0 and {δj} ↓ 0 let µ∗i,j := argmin Eλi,δj . Then,
for any fixed i ∈ N we can extract a subsequence k 7→ µ∗i,jk that converges
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in the weak∗ topology of M(Ω) to some µ∗i ∈ argminM(Ω)Fλi . Any such
subsequence satisfies
lim
k
Eλi,δjk (µ
∗
i,jk
) = min
µ∈M+(Ω)
Fλi(µ).
In particular we have
(27) lim sup
δ↓0
dw(µ
∗
λ,δ, argminFλ) = 0 ∀λ > 0.
(iv) [Γ-convergence as λ ↓ 0] For any µ ∈M(Ω) we have
Γ- lim
λ↓0+
Fλ(µ) = lim
λ↓0
Fλ(µ) = sup
λ>0
Fλ(µ) = F0(µ),
with respect to the weak∗ topology of M+(Ω). Similarly, we have
Γ- lim
λ↓0+
Eλ(µ) = lim
λ↓0
Eλ(µ) = sup
λ>0
Eλ(µ) = E(µ).
(v) Let µ∗i ∈ argminM(Ω) Fλi. Then there exists a subsequence µ
∗
il
converging
to µ¯ ∈ argminM(Ω)F0 with respect to the weak
∗ topology of M(Ω).
(vi) Additionally, µ¯ is the optimal transport density, i.e.,
µ¯ = µ∗,
Indeed the whole sequence {µ∗i} satisfies
µ∗i ⇀
∗ µ∗
and we have
lim
λ↓0
lim
δ↓0
dw(µ
∗
λ,δ, µ
∗) = 0.
Before proving Theorem 4.1 we need to introduce a notion of convergence
adapted to the structure of Eλ,δ and related properties. The main ambient
space we will work in is
L∞+ (Ω) := {µ ∈ L
∞(Ω) : µ ≥ 0 a.e. in Ω}.
Definition 4.1 (σ-convergence). Let µ, µj ∈ L∞+ (Ω) for any j ∈ N. The se-
quence {µj} σ-converges to µ if the following conditions hold
i) supj ‖µj‖L∞(Ω) < +∞
ii) µj(x)→ µ(x) for a.e. x ∈ Ω,
In such a case we will write µj
σ
−→ µ.
Proposition 4.1 (σ-continuity of Eλ). Let {µj} be a sequence in L∞+ (Ω) σ-
converging to µ ∈ L∞+ (Ω). Then, for any λ > 0, we have
(28) Eλ(µ) = lim
j
Eλ(µj).
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Proof. Let λ > 0 be fixed. By standard theory of elliptic PDEs, for any j ∈ N,
there exist uλ,µj and uλ,µ that are the unique weak solution of the equation

− div((ν + λ)∇u) = f in Ω
∂nu = 0 on ∂Ω∫
Ω
u dx = 0
for ν = µj and ν = µ, respectively. By the definition of weak solution it follows
that
Eλ(µj) = 2
∫
Ω
fuλ,µjdx−
∫
Ω
(µj + λ)|∇uλ,µj |
2dx+
∫
Ω
µjdx
Eλ(µ) = 2
∫
Ω
fuλ,µdx−
∫
Ω
(µ+ λ)|∇uλ,µ|
2dx+
∫
Ω
µdx
By Proposition B.1 uλ,µj converges to uλ,µ weakly in W
1,2(Ω) ad thus we have
(29) lim
j
2
∫
Ω
fuλ,µjdx = 2
∫
Ω
fuλ,µdx.
By Proposition B.2 we can write
(30) lim
j
∫
Ω
(µj + λ)|∇uλ,µj |
2dx =
∫
Ω
(µ+ λ)|∇uλ,µ|
2dx.
By the Dominated Convergence Theorem we obtain
lim
j
∫
Ω
µjdx =
∫
Ω
µdx.
Therefore (28) follows. 
Proof of Theorem 4.1.
(i) We prove only the lower semicontinuity of Eλ,δ. The rest of the statement
follows directly from the definition of the functionals Eλ,δ and Fλ. Let µ ∈
W 1,p0 (Ω).
We notice that
inf
µk⇀∗µ
lim inf
k
‖∇µk‖
p
p ≥ inf
µk ⇀
∗ µ,
‖∇µk‖p bounded
lim inf
k
‖∇µk‖
p
p.
Therefore, when proving lower semicontinuity of Eλ,δ, we can restrict our atten-
tion to bounded sequences in W 1,p0 (Ω) converging to µ in the weak
∗ topology
of M+(Ω). Let us pick any such sequence and extract a optimizing subse-
quence for ‖∇µk‖p. We relabel such a sequence and use the same index to
simplify the notation. Being bounded in W 1,p0 (Ω) the sequence {µk} admits a
weakly W 1,p0 (Ω) convergent subsequence {µkj}j∈N which (possibly passing to a
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further subsequence) also converges to its weak W 1,p0 (Ω) limit µ˜ a.e. in Ω and
in L∞(Ω). In particular we have limj
∫
Ω
µkjφdx =
∫
Ω
µ˜φdx for any bounded
continuous function and thus µkj ⇀ µ˜. Being the weak
∗ topology of M+(Ω)
an Hausdorff topology, we get µ˜ = µ. The lower semicontinuity under weak
W 1,p0 (Ω) limits of ‖∇µ‖p is standard, so we can conclude that
inf
µk⇀∗µ
lim inf
k
‖∇µk‖
p
p ≥ ‖∇µ‖
p
p.
Let us pick µ ∈M+(Ω) and assume that µ does not admit a W
1,p
0 (Ω) density
with respect to the n-dimensional Lebesgue measure restricted to Ω. The same
reasoning above shows that µ cannot be approximated in the weak∗ sense by
any bounded sequence in W 1,p0 (Ω). Therefore we have
inf
µk⇀∗µ
lim inf
k
‖∇µk‖
p
p = +∞ = ‖∇µ‖
p
p,
the weak∗ lower semicontinuity of µ 7→ ‖∇µ‖pp is proven. We can conclude
that Eλ,δ is lower semicontinuous noticing that it is defined by the sum of the
lower semicontinuous functional µ 7→ ‖∇µ‖pp and the supremum of a family
of continuous functionals. The rest of the statement follows directly by the
definition of the functionals Eλ,δ and Fλ.
(ii) The statement follows by the monotonicity and the above mentioned
lower semicontinuity by applying [7, Prop. 5.7].
(iii) Let {λi} ↓ 0 and {δj} ↓ 0 be given. Since the functional Eλi,δj is strictly
convex as shown above, it admits a unique minimizer µ∗i,j. Let us notice that,
for any i, j ∈ N, and any µj ∈M+(Ω) we have
(31)
∫
Ω
µ∗i,jdx ≤ Eλi,δj(µ
∗
i,j) ≤ Eλi,δj(µj).
We now assume for simplicity Ω = B(0, 1) is a ball of radius 1 centered at 0
The general case can be treated similarly, albeit with more technicalities. Let
us set ,for any h > 0,
µh(x) :=
{
1 if |x| < 1− h
1−|x|
h
if 1− h ≤ |x| ≤ 1
∈ W 1,p0 (Ω).
Then
∇µh(x) :=
{
0 if |x| < 1− h
− x
h|x|
if 1− h ≤ |x| ≤ 1
∈ Lp(Ω).
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Clearly we have
‖∇µh‖pp
1
hp
(|B(0, 1)| − |B(0, 1− h)|) = ωn
1− (1− h)n
hp
=ωn
n∑
s=1
(
n
s
)
(−1)s+1hs−p = O(h1−p) as h→ 0+.
Here we denoted by ωn the standard volume of the n-dimensional unit ball.
Setting
hj := δ
1/(p−1)
j , µj := µ
hj ,
we have
δj‖∇µj‖
p
p = O(1) as j → +∞.
Hence we can pick M ∈ R such that δj‖∇µj‖
p
p < M for any j ∈ N.
Let uj be the weak solution of

− div ((µj + λi)∇uj) = f in Ω
∂nuj = 0 on ∂Ω∫
Ω
ujdx = 0
.
By the standard elliptic estimate
‖∇uj‖2 ≤
C‖f‖2
minΩ(µj + λ)
,
where C denotes the Poincare´ constant of Ω, we get
Eλi,δj(µj)
=
∫
Ω
(µj + λi)|∇uj|
2dx+
∫
Ω
µjdx+ δj‖∇µj‖
p
p
≤(1 + λi)‖∇uj‖
2
2 + |Ω|+M ≤ |Ω|
(
1 + C‖f‖2∞
1 + λi
λ2i
)
+M =: Mi <∞.
We can use (31) to get
sup
j
∫
Ω
µ∗λi,δjdx ≤Mi.
By the compactness of the weak∗ topology of measures, the sequence {µ∗λi,δj}j∈N
admits at least a converging subsequence and, since Γ- limδ↓0 Eλ,δ = Fλ, the
limit point is a minimizer of Fλ [7, Cor. 7.20].
(iv) The two Γ convergence results follow directly by the monotonicity and
the lower semicontinuity, see [7, Rem. 5.5].
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(v) Let λ > 0.We notice that, by the above definitions and by the continuity
of µ 7→
∫
Ω
dµ with respect to the weak∗ topology of measures, we have
Fλ(µ) := sup{F (µ), F is l.s.c. and F (ν) ≤ Eλ,0(ν), ∀ν ∈ M+(Ω)}
≤ sup
{
G(µ), G is l.s.c. and G(ν) ≤ Eλ,0(ν)−
∫
Ω
νdx, ∀ν ∈M+(Ω)
}
+
∫
Ω
νdx.
Thus
(32)
∫
Ω
dµ ≤ Fλ(µ), ∀µ ∈ M+(Ω), ∀λ > 0.
Let {λi} ↓ 0 as i → ∞ and let µi ∈ argminFλi. We can easily show that the
mass of µi is bounded from above, uniformly with respect to i, provided we
can show that
(33) Fλ(µ) = Eλ(µ), ∀µ ∈ L
∞(Ω), ∀λ > 0,
where Eλ has been defined in (22). We postpone the proof of this claim that
will be provided in Lemma 4.1 below. Assuming (33) and using (32), we have∫
Ω
µi ≤ Fλi(µi) ≤ Fλi(χΩdx) = Eλi(χΩdx).
Reasoning as in the proof of (iii) we get∫
Ω
µi ≤ Eλi(χΩdx) ≤ |Ω| (1 + C
2‖f‖2∞) , ∀i ∈ N,
note that
min
Ω
(χΩdx+ λi) = min
Ω
λi + 1 ≥ 1, ∀i ∈ N.
The rest of the statement (v) follows by the Γ-convergence of Fλi to F0 and
by the compactness of the weak∗ topology of M+(Ω).
(vi) Let µ¯ be any cluster point of {µ∗i}. We have
(34) E(µ¯) ≥ E(µ∗) = lim
λi↓0
Eλi(µ
∗) = lim
λi↓0
Fλi(µ
∗) = F0(µ
∗) ≥ min
µ∈M+(Ω)
F0(µ),
where we used (in this order) the optimality of µ∗, the point-wise convergence
of Eλ to E , the L∞-regularity of µ∗ and (33), the point-wise convergence of Fλ
to F0.
Let us assume that
(35) Eλ(µ) ≤ Fλ(µ), ∀µ ∈M+(Ω) : Fλ(µ) < +∞, ∀λ > 0.
We postpone the proof of this inequality to Lemma 4.1 below.
It follows that
(36) E(µ¯) ≤ lim inf
i
Eλi(µ
∗
i ) ≤ lim inf
i
Fλi(µ
∗
i ) = F0(µ¯) = min
µ∈M+(Ω)
F0(µ).
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Here we used, the fact that Eλ Γ-converges to E , which implies lim inf i Eλi(µ
∗
λi
) ≥
E(µ¯) by [7, Prop. 8.1], and (35), the fact that Fλ Γ-converges to F0 and the
fact that µi is a minimizer of Fλi for any i ∈ N.
The combination of (34) and (36) leads to
E(µ¯) = E(µ∗).
Due to the uniqueness of the optimizer of E (see Proposition 2.1), we can
conclude that
µ¯ = µ∗.
Since µ∗ is the only cluster point of the sequence {µλi} (and of any sequence
{µλ˜i} with {λ˜i} ↓ 0) we can conclude that the whole sequence is in fact con-
verging to µ∗.
Still, in order to conclude the proof of Theorem 4.1, we are left to prove
equations (33) and (35), see Lemma 4.1 below. 
Lemma 4.1. Provided that the Set of Assumptions 2 holds and λ > 0, we
have
Eλ(µ) ≤ Fλ(µ), ∀µ ∈M+(Ω) : Fλ(µ) < +∞,(37)
Eλ(µ) = Fλ(µ), ∀µ ∈ L
∞(Ω).(38)
Proof. Let µ ∈ M+(Ω) and let us assume Fλ(µ) < +∞. Since M+(Ω) is first
countable, the relaxed functional Fλ has the following equivalent characteri-
zation (see [7, Prop. 3.6]).
∀µ ∈M+(Ω) ∃{µk}k∈N ⇀
∗ µ : Fλ(µ) ≥ lim sup
k
Eλ,0(µk),(39)
Fλ(µ) ≤ lim inf
k
Eλ,0(µk), ∀{µk}k∈N ⇀
∗ µ.(40)
Let us pick µk as in (39). Since we have
+∞ > Fλ(µ) = lim sup
k
Eλ,0(µk),
we must have µk ∈ W
1,p
0 (Ω) for k large enough. Therefore, by the lower-
semicontinuity of Eλ, we can write
Fλ(µ) = lim sup
k
Eλ,0(µk) = lim sup
k
Eλ(µk) ≥ lim inf
k
Eλ(µk) ≥ Eλ(µ),
from which (37) follows.
Let µ ∈ L∞(Ω) and µ ≥ 0 a.e. in Ω. We denote by {µk} the sequence
approximations to µ
µk := (µ · χΩ1/k) ∗ ηk,
where Ω1/k is the set {x ∈ Ω : d(x, ∂Ω) > 1/k}, and ηk is a standard mollifier
of step 1/k. Note that
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a) µk ∈ W
1,p
0 (Ω)
b) µk(x)→ µ(x), a.e. in Ω,
c) λ ≤ λ+ µk ≤M uniformly in k.
The combination of (b) and (c) implies µk
σ
−→ µ, while (a) ensures that Eλ(µk) =
Eλ,0(µk) for any λ > 0, k ∈ N. Therefore, using Proposition 4.1, we have
Eλ(µ) = lim
k
Eλ(µk) = lim
k
Eλ,0(µk) ≥ lim inf
k
Eλ,0(µk) ≥ Fλ(µ),
where we used (40) in the last inequality. In order to conclude the proof of
(38), we need to show the reverse inequality. We notice that µ ∈ L∞(Ω)
implies Fλ(µ) < +∞ and hence (37) holds. 
As a byproduct of our approach we obtain a PDE characterization of the
minimizers of Eλ,δ for λ, δ > 0, more precisely, introducing the spaces
W :={µ ∈ W 1,p0 (Ω), µ >a.e. 0},
V :=
{
u ∈ W 1,2(Ω),
∫
Ω
udx = 0
}
,
we can prove the following.
Proposition 4.2 (PDE characterization of minimizers). Let Ω, f, n, p satisfy
the Set of Assumptions 2. For any λ > 0, δ > 0 the non-linear system of PDEs
(SPDE)


− div ((µ+ λ)∇u) = f
pδ∆pµ = |∇u|2 − 1
µ = 0 on ∂Ω
∂nu = 0 on ∂Ω
.
admits a unique weak solution (µ∗λ,δ, u
∗
λ,δ) ∈ W × V , characterized by the fol-
lowing equations.
(41)
{∫
Ω
(µ∗λ,δ + λ)∇u
∗
λ,δ · ∇vdx =
∫
Ω
fvdx ∀v ∈ V
pδ
∫
Ω
|∇µ∗λ,δ|
p−2∇µ∗λ,δ · ∇νdx =
∫
Ω
(|∇u∗λ,δ|
2 − 1)νdx ∀ν ∈ W 1,p0 (Ω)
.
Moreover µ∗λ,δ is the unique minimizer of the regularized energy functional Eλ,δ
and
(42) Eλ,δ(µ
∗
λ,δ) = −Lλ(µ
∗
λ,δ, u
∗
λ,δ) +
∫
Ω
µ∗λ,δdx+ δ‖∇µ
∗
λ,δ‖
p
p.
Proof. The set W is clearly a convex open subset of W 1,p0 (Ω) and Eλ,δ is a
strictly convex function on W . Indeed we have that
Eλ,δ(µ) = Eλ(µ) + δ‖∇µ‖
p
p, ∀µ ∈ W
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and the function ‖∇µ‖pp is strictly convex. As a result, Eλ,δ is coercive (i.e.
{Eλ,δ ≤ c} is sequentially compact) with respect the weak topology ofW
1,p
0 (Ω).
Thus the direct method of calculus of variations ensures the existence and the
uniqueness of the minimizer µ∗λ,δ.
The system (SPDE) is obtained exploiting the first order optimality condi-
tions for Eλ,δ. To this aim we first show that Eλ,δ is Gateaux differentiable on
W endowed by the strong topology of W 1,p0 (Ω).
It is well known that µ 7→ ‖∇µ‖pp is Gateaux differentiable and we have
(43) ∂‖∇µ‖pp.ν = p
∫
Ω
|∇µ|p−2∇µ · ∇νdx,
and obviously
(44) ∂
(∫
Ω
µdx
)
.ν =
∫
Ω
νdx.
We focus now on the term
W ∋ µ 7→ Lλ(µ).
Let, µ ∈ W , ν ∈ W 1,p0 (Ω), and ǫ > 0. We denote by µǫ the function µ+ ǫν. Let
us denote by u and uǫ the weak solutions of the equations − div ((µ+ λ)∇u) =
f and − div ((µǫ + λ)∇uǫ) = f (respectively) complemented by Neumann
boundary conditions. Exploiting the characterization of weak solutions we
can write
Lλ(µǫ) =
∫
Ω
(µǫ + λ)|∇uǫ|
2dx =
∫
Ω
fuǫdx =
∫
Ω
(µ+ λ)∇u · ∇uǫdx
Lλ(µ) =
∫
Ω
(µ+ λ)|∇u|2dx =
∫
Ω
fudx =
∫
Ω
(µ+ ǫν + λ)∇uǫ · ∇udx.
Subtracting term by term we get
lim
ǫ→0
Lλ(µǫ)−Lλ(µ)
ǫ
= lim
ǫ→0
(
−
∫
Ω
ν∇u · ∇uǫdx
)
.
Now we notice that the strong convergence of µ+ ǫν to µ in W 1,p0 (Ω) implies
(due to p > n) uniform convergence and thus in particular σ-convergence. By
Proposition B.2 it follows that
(45) lim
ǫ→0
∫
Ω
ν|∇uǫ|
2dx = lim
ǫ→0
∫
Ω
ν
µǫ + λ
(µǫ + λ)|∇uǫ|
2dx = −
∫
Ω
ν|∇u|2dx.
Here the last equality deserves some further comments. Proposition B.2, due
to the so called Portmanteau Theorem (see for instance [12]), in particular
states that the measures |∇uǫ|2µǫdx converge to the measure |∇u|2µdx in the
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weak∗ topology. This proves the last inequality in the above equation, since
ν ∈ W 1,p0 (Ω) ⊂ C
0
b (Ω) and ν/(µǫ + λ) converges to ν/(µ+ λ) uniformly .
Now, since ν 7→ −
∫
Ω
ν|∇u|2dx is a bounded linear map, we can conclude
that Lλ is Gateaux differentiable and
(46) ∂Lλ(µ).ν = −
∫
Ω
ν|∇u|2dx.
Using (43), (44), and (46) we can write the expression for the Gateaux differ-
ential of the regularized energy.
(47) ∂Eλ,δ(µ).ν =
∫
Ω
(1− |∇u|2)νdx+ pδ
∫
Ω
|∇µ|p−2∇µ · ∇νdx.
Let µ∗λ,δ ∈ W be the unique minimizer of Eλ,δ in W and let us denote by
u∗λ,δ ∈ V the weak solution of the equation
− div
(
µ∗λ,δ∇u
∗
λ,δ
)
= f
with homogeneous Neumann boundary conditions. The weak formulation of
this last equation together with the first order optimality condition
∂Eλ,δ(µ
∗
λ,δ).ν = 0, ∀ν ∈ W
1,p
0 (Ω),
gives precisely (41). This shows that (SPDE) has at least a weak solution
consisting of the pair (µ∗λ,δ, u
∗
λ,δ).
On the other hand, if we start from a weak solution (µ, u) of (SPDE), then
the same computations above show that ∂Eλ,δ(µ) = 0. Since Eλ,δ is strictly
convex we get µ = µ∗λ,δ. Also, the standard uniqueness argument for uniformly
elliptic equations in divergence form shows that actually we have (µ, u) =
(µ∗λ,δ, u
∗
λ,δ). 
5. Dynamical minimization of Eλ,δ
In view of Theorem 4.1 it is worth studying the gradient flows of the func-
tionals Eλ,δ and their long time asymptotics. Indeed this task can easily be
accomplished following the technique we exploited in Section 3. Here we use
the metric dw,p on W
1,p
0 (Ω), where we set, ∀µ, ν ∈ W
1,p
0 (Ω),
(48) dw,p(µ, ν) :=
√√√√+∞∑
k=1
2−k|〈Ψk;µ− ν〉|2,
for a given dense sequence {Ψk}k∈N in the unit sphere ofW−1,q(Ω) ≡
(
W 1,p0 (Ω)
)′
,
q = p/(p− 1).
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Remark 5.1. It is worth stressing that the metric dw,p enjoys in W
1,p
0 (Ω) the
same convexity property (see Lemma 3.1) that dw has in M+(Ω). Namely,
∀µ0, µ1, ν ∈ W
1,p
0 (Ω) there exists a curve γ : [0, 1] → W
1,p
0 (Ω) with γ(0) =
µ0, γ(1) = µ1 such that for any τ > 0 and t ∈ (0, 1) we have
(49)
dw,p(ν, γ(t))
2
2τ
≤ (1− t)
dw,p(ν, µ0)
2
2τ
+ t
dw,p(ν, µ1)
2
2τ
− t(1− t)
dw,p(µ0, µ1)
2
2τ
,
moreover we can pick γ(t) := tµ1 + (1 − t)µ0 and obtain the equality case of
(49).
Moreover, dw,p induces the topology of weak convergence on bounded subsets
of W 1,p0 (Ω).
Observe that any closed bounded subset ofW 1,p0 (Ω) endowed with the metric
dw,p is a complete metric space. For any given λ ≥ 0, δ > 0, we introduce the
family of complete metric spaces (Wc, dw,p)c>0
(50) Wc := {µ ∈ W
1,p
0 (Ω), µ > 0 a.e. in Ω, Eλ,δ(µ) ≤ c} ,
and note that
W = {ν ∈ W 1,p0 (Ω) : ν > 0 a.e. in Ω} = ∪c≥0Wc.
Then, reasoning in the same way as in Theorem 3.1 and 3.1, we can prove the
existence of minimizing movements and an energy variational inequality for
Eλ,δ. Noting that, we summarize these results in the following theorems, which
we state without proofs.
Theorem 5.1 (Existence of the flow for λ, δ > 0). Let λ > 0, δ > 0. Let f,Ω, p
and n satisfy the Set of Assumptions 2. Then, for any c > minν∈W 1,p0 (Ω) Eλ,δ(ν)
and any µ0 ∈ Wc,, the class MM(Eλ,δ, µ
0, dp,w) contains a unique element
µ(·, µ0). The curve t 7→ µ(t;µ0) is a curve of maximal slope for Eλ,δ with
respect to its strong upper gradient |∂Eλ,δ|, i,e, t 7→ Eλ,δ ◦ µλ,δ is a.e. equal to
a non-increasing function φ and for a.e. t ∈ [0,+∞[ we have
(51) φ′(t) = |µ′λ,δ|
2(t) = |∂Eλ,δ|
2(µλ,δ(t))
Furthermore, we have φ′ ∈ L1(0,+∞) and the energy equality
(IEE)
1
2
∫ T
0
|µ′λ,δ|
2(t)dt+
1
2
∫ T
0
|∂Eλ,δ|
2(µλ,δ(t))dt+ Eλ,δ(µλ,δ(T )) = Eλ,δ(µ
0)
holds for any T > 0.
Theorem 5.2 (Evolution variational inequality and long time asymptotics
for Eλ,δ). Let λ > 0, δ > 0. Let f,Ω, n, p satisfy the Set of Assumptions
2. Then, for any c > minν∈W 1,p0 (Ω) Eλ,δ(ν) and any µ
0 ∈ Wc, there exists a
(locally Lipschitz) curve of dp,w-maximal slope for Eλ,δ with respect to its strong
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upper gradient |∂Eλ,δ|. The curve µ : [0,+∞[→ (Wc, d2,w) is such that, for any
ν ∈ W 1,p0 (Ω), we have
(EVI-II)

1
2
d
dt
d2p,w(µ(t;µ
0), ν) ≤ Eλ,δ(ν)− Eλ,δ(µ(t;µ
0)) , for a.e. t ∈ [0,+∞[
lim
t↓0
dp,w(µ(t;µ
0), µ0) = 0
.
The curve t → µ(t;µ0) is the unique element of MM(Eλ,δ, µ0, dp,w) and it
is unique within the class of absolutely continuous curves in Wc satisfying
(EVI-II).
In addition, for any µ0 ∈ Wc for some c > 0, denoting by µ∗λ,δ the unique
minimizer of Eλ,δ, we have
(52) lim
t→+∞
dp,w(µ(t;µ
0), µ), µ∗λ,δ) = 0.
It is interesting to note that the regularized functional Eλ,δ produces curves
of maximal slope having a ”stronger” long time asymptotics.
Theorem 5.3 (Strong Long Time Asymptotics for λ, δ > 0). Let λ, δ > 0 and
let
c > min
ν∈W 1,p0 (Ω)
Eλ,δ(ν) = Eλ,δ(µ
∗
λ,δ).
Then, for any µ0 ∈ Wc, the curve t 7→ µ(t;µ0) defined in Theorem 5.2 above
has the property
(53) lim
t→+∞
‖µ(t, µ0)− µ∗λ,δ‖1,p = 0.
Proof. Let µ(t;µ0) be as in Theorem 5.2. By (63) of Theorem A.2 whose
assumptions we already verified above, we have
(54) 0 ≤ Eλ,δ(µ(t;µ
0))− Eλ,δ(µ
∗
λ,δ) ≤
d2w,p(µ
0, µ∗λ,δ)
2t
→ 0, as t→ +∞.
Let us pick any sequence tj → +∞, 0 ≤ tj < +∞. Note that the sequence
{∇µ(tj;µ0)} is bounded in Lp(Ω) and thus {µ(tj;µ0)} is a bounded sequence
inW 1,p0 (Ω). By the compact embedding ofW
1,p
0 (Ω) in C
0,α(Ω) (for α < 1−n/p
due to Morrey Inequality [10] we can find a subsequence {µ(tjk ;µ
0)} that is
uniformly bounded in C 0,α(Ω) and that converges to some µ in C 0,α(Ω).
On the other hand, µ(tj;µ
0) converges to µ∗λ,δ weakly in W
1,p
0 (Ω) and thus
we necessarily have µ = µ∗λ,δ almost everywhere. Since µ(tjk ;µ
0) is uniformly
bounded in L∞(Ω), we have µ(tjk ;µ
0)
σ
−→ µ∗λ,δ.
From Proposition 4.1 we have
lim
k
Eλ(µ(tjk ;µ
0)) = Eλ(µ
∗
λ,δ)
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and thus, considering (54) and recalling that Eλ,δ = Eλ + δ‖∇ · ‖pp on W
1,p
0 , we
have
lim
k
‖∇µ(tjk ;µ
0)‖pp = ‖∇µ
∗
λ,δ‖
p
p.
It is well known that the weak convergence in W 1,p0 (Ω) complemented by the
convergence of norms implies the strong convergence. Thus we obtain
lim
k
‖µ(tjk ;µ
0)− µ∗λ,δ‖1,p = 0,
and by the arbitrariness of the starting sequence tj, we have
lim
t→+∞
‖µ(t;µ0)− µ∗λ,δ‖1,p = 0.

Appendix A. Some tools from metric analysis
A.1. Minimizing Movements. We recall here some basic definitions and
facts from metric analysis and the theory of gradient flows. We refer the
reader to [4] for an extensive treatment of the subject.
Given a complete metric space (S , d) and a lower semicontinuous functional
φ 6≡ +∞ and a sequence of time steps τ := {τk}k∈N, τk > 0,
∑+∞
k=0 τk = +∞,
for any µ0 ∈ D(φ) ⊆ S (the set of points such that φ < +∞) one can find a
sequence of minimizers implicitly defined by setting
µk+1 ∈ argmin
ν∈S
Φ(ν, µk, τk) := argmin
ν∈S
(
φ(ν) +
d2(µk, ν)
2τk
)
.
This leads to a so called discrete trajectory
µ
τ
(t) := µkˆ(t),
where kˆ(t) is the greatest integer for which
∑kˆ(t)
k=1 τk < t. For a given notion of
convergence σ (not necessarily a topology) in S possibly different from the
one induced by d, and for any µ0 ∈ D(φ), one can look to the class of all curves
µ : [0,+∞[∋ t 7→ S such that, for any sequence of partitions {τ n} as above,
such that
lim
n→+∞
|τ n| := lim
n→+∞
sup
k
τnk = 0,
we have
lim
n
φ(µ
τ
n(0)) = φ(µ0)
lim sup
n
d(µ
τ
n(0), µ0) < +∞(55)
σ- lim
n
µ
τ
n(t) = µ(t), ∀t ∈ [0,+∞[.
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The class of all such curves is termed the class of Minimizing Movements for
φ starting at µ0 with respect to d, denoted it by MM(µ0, φ, d).
If in the definition ofMM(µ0, φ, d) the requirement of equations (55) holding
true for every sequence of partitions {τ n} shrinking to 0 is replaced by the
requirement of the existence of just one sequence of partitions {τ n} shrinking
to 0 such that equations (55) hold, then we obtain the definition of Generalized
Minimizing Movements for φ starting at µ0 with respect to d; we denote such a
class by GMM(µ0, φ, d).We remark thatMM(µ0, φ, d) either contains a single
element or it is the empty set, while GMM(µ0, φ, d) can be empty, contain
one or several curves.
A.2. Upper gradients, slopes and curves of maximal slope. Let (S , d)
denote a complete metric space and let (a, b) be an open, possibly unbounded,
interval. The curve µ : (a, b) → S is said to be r-absolutely continuous, with
r ∈ [1,+∞], if there exists a function m ∈ Lr(a, b) such that
(56) d(µ(s), µ(t)) ≤
∫ t
s
m(ξ)dξ.
For any such curve, the limit
(57) |µ′|(t) := lim
s→t
d(µ(s), µ(t))
|s− t|
exists and is termed metric derivative of the curve µ.
Let g : (S , d) → [0,+∞] and φ : (S , d) → R. The function g is termed a
strong upper gradient for φ if, for every absolutely continuous curve v : (a, b)→
(S , d), the function g ◦ v is Borel measurable and we have
|φ(v(t0))− φ(v(t1))| ≤
∫ t1
t0
g(v(s))|v′|(s)ds, ∀a < t0 ≤ t1 < b.
The (local) slope of the functional φ at the point µ ∈ D(φ) := {ν ∈ S :
φ(ν) ∈ R} is defined by
|∂φ|(µ) := lim sup
ν→µ
(φ(µ)− φ(ν))+
d(µ, ν)
.
In general, even under the d-lower semicontinuity assumption for φ, the local
slope |φ| is not a strong upper gradient, however some further assumptions
(as certain type of convexity of φ) imply that |∂φ| is indeed a strong upper
gradient. Precisely we have the following result, [4, Cor. 2.4.10].
Lemma A.1. Assume that there exists λ ∈ R such that, for any µ0, µ1 ∈ D(φ)
there exists a curve γ : (0, 1) → S , γ(0) = µ0, γ(1) = µ(1), satisfying the
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following convexity property for any 0 < τ < 1
λ−
.
φ(γ(t)) +
d2(µ0, γ(t))
2τ
≤tφ(µ1) + (1− t)φ(µ0)−
t(t− λτ(1− t))
2τ
d2(µ1, µ0), ∀t ∈ (0, 1).(58)
Then |∂φ| is d-lower semicontinuous and it is a strong upper gradient for φ.
Remark A.1. The easiest case for the application of Lemma A.1 is when for any
two µ0, µ1 ∈ D(φ) there exists a curve γ : (0, 1)→ S , γ(0) = µ0, γ(1) = µ(1),
such that φ(γ(t)) ≤ tφ(γ(1)) + (1 − t)φ(γ(0)) and the square of the distance
of γ(t) from µ0 is a 2-convex function. That is
d2(µ0, γ(t)) ≤(1− t)d
2(µ0, γ(0))) + td
2(µ0, γ(1)))−
2t(1− t)
2
d2(µ0, µ1)
=td2(µ0, µ1)− t(1− t)d
2(µ0, µ1)
=t2d2(µ0, µ1).
Indeed, in such a case the condition (58) with λ = 0 follows easily.
The curve v : (a, b) → (S , d) is said to b a curve of maximal slope for the
functional φ with respect to the upper gradient g : (S , d) → [0,+∞] if φ ◦ v
is L 1-a.e. equivalent to a non-increasing map ψ and we have
ψ′(t) ≤ −
1
2
|v′|2 −
1
2
g2(v(t)), for a.e. t ∈ (a, b).
Note that, being g an upper gradient, it follows that
ψ′(t) = −|v′|2 = −g2(v(t)) = −g(v(t))|v′(t)|, for a.e. t ∈ (a, b).
We list below some existence results for gradient flow equations. The fol-
lowing statement is a simplified and specialized version of [4, Th. 2.3.3].
Theorem A.1. Let φ be a d-lower semicontinuous functional bounded from
below on (S , d). Assume that |∂φ| is d-lower semicontinuous and is a strong
upper gradient for φ. Then, if for any µ0 ∈ D(φ) the curve [0,+∞[∋ t 7→ µ(t)
is in the class GMM(µ0, φ, d), then it is a curve of maximal slope for φ with
respect to |∂φ|. Moreover, for any such curve [0,+∞[∋ t 7→ µ(t), we have
(59)
1
2
∫ t
0
|µ′|2(s)ds+
1
2
∫ t
0
|∂φ|2(µ(s))ds+ φ(µ(t)) = φ(µ0).
The following result is contained in [4, Th. 4.0.4] and [4, Th. 4.0.6].
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Theorem A.2. Let φ be a d-lower semicontinuous functional bounded from
below on (S , d). Assume that there exists λ > 0 such that, for any µ0, µ1, ν ∈
D(φ) there exists a curve γ : (0, 1) → S , γ(0) = µ0, γ(1) = µ(1), satisfying
the following convexity property for any 0 < τ < 1
λ−
.
φ(γ(t)) +
d2(ν, γ(t))
2τ
≤ t
[
φ(µ1) +
d2(ν, µ1)
2τ
](60)
+ (1− t)
[
φ(µ0) +
d2(ν, µ0)
2τ
]
−
(1 + λτ)t(1− t)
2τ
d2(µ1, µ0), ∀t ∈ (0, 1).
(61)
Then we have the following.
(1) For any µ0 ∈ D(φ) the class MM(µ0, φ, d) contains a unique element
µ(·;µ0).
(2) The curve µ(·;µ0) is a curve of maximal slope for the strong upper
gradient |∂φ| and it is locally Lipschitz.
(3) The curve µ(·;µ0) is the unique solution, among locally absolutely con-
tinuous curves ν such that limt→0+ ν(t) = µ
0, of the evolutional varia-
tional inequality
(62)
1
2
d
dt
d2(ν, µ(t;µ0)) +
1
2
d2(ν, µ(t;µ0)) + φ(µ(t;µ0)) ≤ φ(ν), ∀ν ∈ D(φ)t > 0.
(4) If µˆ ∈ argminφ, then we have
(63) φ(µ(t;µ0))− φ(µˆ) ≤
d2(µ0; µˆ)
2t
.
(5) In particular, if the sublevels of φ are d-sequentially compact, the curve
µ(·;µ0) has a limit point µ¯ as t→ +∞ and µ¯ ∈ argminφ.
Appendix B. Some tools from functional analysis
The setting of our work considers elliptic PDEs with homogeneous Neumann
boundary conditions. The functional tools that are used to analyze these
type of problems are typically framed in the context of Dirichlet boundary
conditions. For this reason we briefly recall here some relevant results and
adapt them to our problem.
B.1. Gamma convergence. We briefly recall here the definition of Γ-convergence
in topological spaces, that has been probably first introduced by De Giorgi [8]
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in the framework of Calculus of Variation. We restrict our attention to its se-
quential characterization because it is the only one that is used in our proofs.
We refer to [7] for a comprehensive treatment of the subject.
Let (X, τ) a topological space and, for any x ∈ X , let us denote by N (x)
the filter of the neighborhoods of x. Let fj : X → R, j ∈ N. We define(
Γ- lim inf
j→+∞
fj
)
(x) := sup
U∈N (x)
lim inf
j→∞
inf
y∈U
fj(y),(
Γ- lim sup
j→+∞
fj
)
(x) := sup
U∈N (x)
lim sup
j→∞
inf
y∈U
fj(y).
If there exists a function f : X → R ∪ {−∞,+∞} such that
(64)
(
Γ- lim sup
j→+∞
fj
)
(x) ≤ f(x) ≤
(
Γ- lim inf
j→+∞
fj
)
(x), ∀x ∈ X,
then we say that fj Γ-converges to f with respect to the topology τ and we
write fj
Γ
−→ f or Γ- lim fj = f.
Our main interest on this notion of convergence is given by the following
property (cfr for instance [7, Cor. 7.20]). Assume that fj
Γ
−→ f and xj is a
minimizer of fj. Then any cluster point x of {xj} is a minimizer of f and
f(x) = lim supj fj(xj). If moreover xj converges to x in the topology τ, then
f(x) = limj fj(xj).
B.2. Quadratic forms, elliptic operators, Neumann boundary condi-
tions and G-convergence. Let Ω be a bounded Lipschitz domain and λ > 0.
We need to work with Neumann problems that formally can be written as
(65)


− div((µ+ λ)∇u) = f in Ω
∂nu = 0 on ∂Ω∫
Ω
u dx = 0
for a non smooth scalar function µ and a given f ∈ L2(Ω). We briefly recall,
for the sake of giving a self-contained exposition, the definition of the linear
operator associated to such a problem.
For any µ ∈ L∞+ (Ω) := {µ ∈ L
∞(Ω), µ ≥ 0 almost everywhere in Ω} and
λ > 0 we can introduce the quadratic form Fµ,λ on the space of zero-mean
square integrable functions
L2,0(Ω) :=
{
u ∈ L2(Ω) :
∫
Ω
u dx = 0
}
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by setting
(66) Fµ,λ(u) :=
{∫
Ω
(µ+ λ)|∇u|2dx if u ∈ C 1(Ω),
+∞ otherwise
.
We denote by Bµ,λ the bilinear form canonically associated to the quadratic
form Fµ,λ.
Definition B.1. Let Vµ,λ := closL2(Ω)D(Fµ,λ), i.e., the closure of the domain
of Fµ,λ. We can define the operator Aµ,λ as follows. First we set
D(Aµ,λ) :=
{
u ∈ D(Fµ,λ) : ∃f =: f(u) ∈ Vµ,λ : Bµ,λ(u, v) = 〈f ; v〉L2(Ω) ∀v ∈ D(Fµ,λ)
}
.
Then we let
Aµ,λu = f(u),
where the uniqueness of such f(u) follows by the density of D(Fµ,λ) in Vµ,λ.
Definition B.2 (Weak solutions). For any given µ ∈ L∞+ (Ω), λ > 0 and
f ∈ L2,0(Ω), we will refer to the solution uµ,λ of (65) as the unique u ∈ L2,0(Ω)
such that one of the following equivalent property holds
(1) u ∈ D(Aµ,λ) and Aµ,λu = πµ,λf ,
(2) u is the unique minimizer of the functional Fµ,λ(v)−2〈f ; v〉 on L
2,0(Ω).
Here πµ,λ denotes the L
2(Ω) orthogonal projection onto Vµ,λ.
The equivalence of the two formulations is a classical result found in most
PDEs books. We refer to e.g. [7, Prop. 12.12]. Note in particular that we can
write
Fµ,λ(u)− 2〈f ; u〉 = −Lλ(µ, u),
where Lλ has been defined in (22).
We also need to recall the definition of G-convergence of linear operators,
first introduced by Spagnolo (see [19], [20]) in the framework of homogenization
problems.
Definition B.3 (G-convergence). Let c > 0 and let Sc(X) denote the class of
all self-adjoint operators (A,D(A)) on the Hilbert space X such that
〈Au; u〉 ≥ c‖u‖2X .
We say that a sequence {Aj}j∈N ⊂ Sc(X) G-converges in the strong (respec-
tively weak) topology of X to A ∈ Sc(X) , if, for all f ∈ X, we have that
A−1j πjf → Aπf in the strong (respectively weak) topology of X, where πj and
π denote the orthogonal projections onto D(Aj) and D(A), respectively.
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In [19] it is shown that any family of linear second order uniformly elliptic
operators (complemented by Dirichlet boundary conditions) is pre-compact
with respect to the topology of G-convergence. This result can be slightly
modified and specialized to our setting to prove the following [7, Th. 20.3, Th.
22.10]. Let λ > 0, let Ω ⊂ Rn be a Lipschitz bounded domain and let µj be
a bounded sequence in L∞+ (Ω). Then there exists a subsequence k 7→ µjk and
a matrix valued function M ∈ [L∞+ (Ω)]
n2 such that Aµjk ,λ G-converges (in the
weak topology of H1(Ω) and in the strong topology of L2(Ω)) to the operator
AM,λ canonically associated to the quadratic form
FM,λ(u) :=
{∫
Ω
∑n
h,k=1(M
h,k + λδh,k)∂hu∂kudx if u ∈ H
1(Ω)
+∞ otherwise
.
Remark B.1. It is worth recalling the well known fact that, even if each of the
considered linear operators is isotropic (e.g., is defined by means of a scalar
function µj), its G-limit does not need to be isotropic. Perhaps even more
surprisingly, in [20] the authors show that any non isotropic uniformly elliptic
operator can be approximated in the topology of G-convergence by means of a
sequence of isotropic operators. We will prevent such a phenomenon working
on bounded subsets of W 1,p0 (Ω). Indeed, from any W
1,p
0 (Ω) bounded sequence
{µj} of nonnegative functions, we can extract an a.e. convergent subsequence
to an a.e. non negative L∞(Ω) function µ. We can prove that, for any λ > 0,
the sequence of operators Aµj ,λ G-converge to the operator Aµ,λ, as stated in
the following proposition.
Proposition B.1. Let µj be a sequence in L
∞
+ (Ω) σ-converging to µ ∈ L
∞
+ (Ω).
Then, for any λ > 0, we have Aµj ,λ
G
−→ Aµ,λ.
Proof. For any fixed λ > 0, the sequence of operators {Aµj ,λ}j∈N is equi-
bounded and equi-coercive. Due to [7, Prop. 8.10] (see also [7, Rem. 20.5])
the sequence of operators is G-converging to the operator associated to the
point-wise limit of functions, that is Aµ,λ. 
Proposition B.2 (Convergence of energy integrals; [9]). Let µj be a sequence
in L∞+ (Ω) σ-converging to µ ∈ L
∞
+ (Ω). Then, for any λ > 0 and denoting by
uµ,λ the weak solution

− div ((µ+ λ)∇u) = f in Ω
∂nu = 0 on ∂Ω∫
Ω
udx = 0
,
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we have
(67) lim
j
∫
B
(µj + λ)|∇uµj ,λ|
2dx =
∫
B
(µ+ λ)|∇uµ,λ|
2dx,
for all Borel subsets B ⊆ Ω such that |∂B| = 0.
Idea of the proof. The result is very close to [7, Th.22.10]. Indeed a proof of
our statement can be obtained by minor modifications of the proofs of [7, Th.
22.10, Th. 21.3]. Note that, due to Proposition B.1, the σ-convergence of {µj}
to µ implies the G-convergence of the operators Aλ,µj to Aλ,µ. 
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