Every square matrix A = (auv) ∈ C n×n can be represented as a digraph having n vertices. In the digraph, a block (or 2-connected component) is a maximally connected subdigraph that has no cut-vertex. The determinant and the permanent of a matrix can be calculated in terms of the determinant and the permanent of some specific induced subdigraphs of the blocks in the digraph. Interestingly, these induced subdigraphs are vertex-disjoint and they partition the digraph. Such partitions of the digraph are called the B-partitions. In this paper, first, we develop an algorithm to find the B-partitions. Next, we analyze the parameterized complexity of matrix determinant and permanent, where, the parameters are the sizes of blocks and the number of cut-vertices of the digraph. We give a class of combinations of cut-vertices and block sizes for which the parametrized complexities beat the state of art complexities of the determinant and the permanent.
Introduction
The determinant and the permanent of a matrix are the classical problems of matrix theory [1, 16, 7, 24, 18, 8, 5, 19, 15, 11, 31, 23] . The matrix determinant is significantly used in the various branches of science. As the zero determinant of the adjacency matrix of a graph ensures its positive nullity, the well-known problem, to characterize the graphs with positive nullity [30, 7] , boils down to find the determinant. Nullity of graphs is applicable in various branches of science, in particular, quantum chemistry, Huckel molecular orbital theory [21, 13] and social network theory [22] . The number of spanning trees (forests), various resistance distances in graphs are directly related to the determinant of submatrices of its Laplacian matrix [3] . The permanent of a square matrix has significant graph theoretic interpretations. It is equivalent to find out the number of cycle-covers in the directed graph corresponding to its adjacency matrix. Also, the permanent is equal to the number of the perfect matching in the bipartite graph corresponding to its biadjacency matrix. Theory of permanents provides an effective tool in dealing with order statistics corresponding to random variables which are independent but possibly nonidentically distributed [4] . There are various methods which use the graphical representation of matrix to calculate its determinant and permanent [14, 12, 28, 27, 3] . While determinant can be solved in polynomial time, computing permanent of a matrix is a "N P -hard problem" which can not be done in polynomial time unless, P = N P [29, 32] .
The determinant and permanent of an n × n matrix A, denote by det(A), per(A), respectively, are defined as det(A) = σ sgn(σ)a 1σ (1) . . . a nσ(n) ,
per(A) = σ a 1σ (1) . . . a nσ(n) , where the summation is over all permutations σ(1), . . . , σ(n) of 1, . . . , n, and sgn is 1 or −1 accordingly as σ is even or odd. Thanks to the English computer scientist Alan Turing, the matrix determinant can be computed in the polynomial time using the LU P decomposition. Interestingly, the asymptotic complexity of the matrix determinant is same as that of matrix multiplication of two matrices of the same order. The theorem which relates the complexity of matrix product and the matrix determinant is as follows.
Let M (n) be the time required to multiply two n × n matrices over some ring, and A is an n × n matrix. Then, we can compute the determinant of A in O(M (n)) steps.
In general the complexity of multiplication of two matrices of order n is O(n ǫ ) where, 2 ≤ ǫ ≤ 3. The complexities of the multiplication of two n order matrices by different methods are as follows. [2] . Note that according to the Theorem 1.1 the asymptotic complexity of matrix determinant is equal to that of matrix multiplication. The complexity of matrix determinant by fast matrix multiplication is same as the complexity of Optimized CW-like algorithms for matrix multiplication. However, the fastest known method to compute permanent of matrix of order n is Ryser's method, having complexity O(2 n n 2 ). In [28] it is shown that determinant (permanent) of a matrix can be calculated in terms of the determinant (permanent) of some subdigraphs of blocks in its digraph. The determinant (permanent) of a subdigraph means the determinant (permanent) of principle submatrix corresponding to the vertex indices of subdigraph. First, we give some preliminaries in order to understand the procedure.
A digraph G = (V (G), E(G)) is a collection of a vertex set V (G), and an edge set E(G) ⊆ V (G) × V (G). An edge (u, u) is called a loop at the vertex u. A simple graph is a special case of a digraph, where
A path of length k between two vertices v 1 , and v k is a sequence of distinct vertices
We call a digraph G be connected, if there exist a path between any two distinct vertices. A component of G is a maximally connected subdigraph of G. A cut-vertex of G is a vertex whose removal results increase the number of components in G. Now, we define the idea of a block of a digraph, which plays the fundamental role in this article. A digraph having no cut-vertex is known as nonseparable digraph, however in this article we restrict our study to the digraphs which are not nonseparable. Definition 1. Block: A block is a maximally connected subdigraph of G that has no cut-vertex.
Note that, if G is a connected digraph having no cut-vertex, then G itself is a block. A block is called a pendant block if it contains only one cut-vertex of G, or it is the only block in that component. The blocks in a digraph can be found in linear time using John and Tarjan algorithm [17] . The cut-index of a cut-vertex v is the number of blocks it is associated with.
A square matrix A = (a uv ) ∈ C n×n can be depicted by the weighted digraph G(A) with n vertices. If a uv = 0, then (u, v) ∈ E(G(A)), and f (u, v) = a uv . The diagonal entry a uu corresponds to a loop at vertex u having weight a uu . If v is a cut-vertex in G(A), then we call a vv as the corresponding cut-entry in A. The following example will make this assertion transparent. Example 1. The digraphs corresponding to the matrices M 1 , and M 2 are presented in Figure 1 . 
The cut-entries, and the cut-vertices are shown in red in the matrices M 1 , and M 2 , as well as in their corresponding digraphs G(M 1 ), and G(M 2 ). Note that, when a uv = a vu = 0, we simply denote edges (u, v), and (v, u) with an undirected edge (u, v) with weight a uv . As an example, in G(M 1 ) the edge (v 1 , v 3 ) and (v 3 , v 1 ) are undirected edges. The digraph G(M 1 ), depicted in the Figure 1 (a), has blocks B 1 , B 2 , and B 3 which are induced subdigraphs on the vertex subsets {v 1 , v 2 , v 3 } , {v 2 , v 4 , v 5 , v 6 }, and {v 6 , v 7 }, respectively. Here, cut-vertices are v 2 , and v 6 with cut-indices 2. Similarly, the digraph G(M 2 ) in the Figure 1(b) , has blocks B 1 , B 2 , B 3 , and B 4 on the vertex sets {v 1 , v 2 , v 3 } , {v 2 , v 4 , v 5 , v 6 } , {v 6 , v 7 }, and {v 6 , v 8 }, respectively. Here, cut-vertices are v 2 , and v 6 with cut-indices 2, and 3, respectively.
It is to be noted that, for G having k blocks with number of vertices in blocks equal to n 1 , n 2 , . . . , n k , respectively, then the following relation holds
Rest of the paper is organized as follows: In Section 2, we first define a new partition of a digraph. An algorithm to find the B-partitions of a digraph is given in Subsection 2.1. In Subsection 2.2, we give steps to find determinant and permanent of a matrix using B-partitions from [28] . In Section 3, we give parametrized complexity of determinant and permanent. We give all the B-partitions of matrices M 1 , and M 2 in Figure 2 , 3, respectively. T (i).
Proof. Each cut-vertex associates with an induced subdigraph of exactly one block in a B-partition. For i-th cut-vertex there are T (i) choices of blocks. Hence, the result follows.
Algorithm for B-partitions
If Q is a subdigraph of G, then G \ Q denotes the induced subdigraph of G on the vertex subset
is the standard set-theoretic subtraction of vertex sets. Let us assume that G has k blocks B 1 , B 2 , . . . , B k . Let t be the number of cut-vertices in G, assume them to be v The algorithm to find all the B-partitions of a digraph G is given in Algorithm 1. For a B-partition the algorithm associates each cut-vertex to exactly one of its associated block and remove from rest of the blocks, 
,
, The resulting subgraphs of blocks will give a B-partition. save it; The resulting subgraphs of blocks are B 1 , B 2 \ (v 2 , v 6 ), B 3 , which gives an another B-partition, see Figure  2 (4). In line 12 execution will return to execution where it = 1, and i = 2. Proceeding as before we get two more B-partitions B 1 \ v 2 , B 2 , B 3 \ v 6 and B 1 \ v 2 , B 2 \ v 6 , B 3 , see Figure 2 ( (1), (2), respectively).
In the following subsection, we give a procedure to find the determinant and permanent of a given square matrix using the B-partitions of its digraph [28] .
Determinant and permanent of matrix
Let G be a digraph having k blocks B 1 , B 2 , . . . , B k . Let t nz cut-vertices in G have nonzero weight on their loops. Let the weights of loops at these vertices be α 1 , α 2 , . . . , α tnz , respectively. Also, assume that these cutvertices have cut-indices T (1), T (2), . . . , T (t nz ), respectively. Then, the following are the steps to calculate the determinant (permanent) of G.
1. For q = 0, 1, 2, . . . , t nz , (a) Select any q cut-vertices at a time which have nonzero loop weights. In each B-partition, remove these q cut-vertices from subdigraph to which they belong.
i. For all the resulting partitions, sum their det-summands (per-summands). Multiply the sum by i
where, α i , and T (i) are the weight and the cut-index of the removed i-th cut-vertex, respectively, for i = 1, 2, . . . , q.
ii. For all possible tnz q combinations of removed cut-vertices, sum all the terms in i.
2. Sum all the terms in 1.
Example 3. The contribution of different summands to calculate the determinant of M 1 is as follows.
1. For q = 0, that is, without removing any cut-vertex we get the following part of det(M 1 ).
2. For q = 1.
(a) On removing v 2 : recall that the loop-weight of v 2 is 5 and its cut-index is 2. Removing the cut-vertex v 2 we get the following part,
(b) On removing v 6 : the loop-weight of v 6 is −4 and its cut-index is 2. Removing the cut-vertex v 6 we get the following part,
3. For q = 2, that is, removing the cut-vertices v 2 , and v 6 we get the following part,
Adding (1), 2(a), 2(b) and (3) give det(M 1 ).
The permanent of the matrix M 1 is similarly calculated using the per-summands instead of det-summands.
Parametrized complexity of determinant and permanent
From the last section, we saw how the subdigraphs of blocks are used to calculate the determinant and the permanent of a given square matrix. Before we proceed to find parametrized complexity of matrix determinant, let us observe the following. Let A be the following square matrix of order r, as follows
where, A 1 is the principle submatrix of order r − 1, b is the column vector of order r − 1, c is the row vector of order r − 1, and A(r, r) = d.
1. If A 1 is invertible then by Schur' complement for determinant [5] ,
2. If A 1 is not invertible, and d is nonzero then,
3. If A 1 is not invertible, and d is zero then,
Fortunately, complexity of inverse of a square matrix of order r is also O(r ǫ ) [2] . Thus, in all the above cases, we observe that the det(A) can be calculated in terms of the determinant of lower order matrices. For example in Subsection 2.2, in Example 3, det [4, 5, 6] can be calculated using det [4, 5] . Now, in G consider a block B i has t i number of cut-vertices. We can first calculate the determinant of resulting subgraph after the removal of all the t i cut-vertices from B i . Then this determinant can be used to calculate the determinant of resulting subgraph after removal of any t i − 1 cut-vertices. In this way, in general determinant of resulting subgraph after removal of i cut-vertices can be used to calculate the determinant of resulting subgraph after removal of i − 1 cut-vertices. Now we proceed towards the parameterized complexity.
Let a digraph G have k blocks B 1 , B 2 , . . . , B k . Let the sizes of the blocks be n 1 , n 2 , . . . , n k , and the number of cut-vertices in the blocks be t 1 , t 2 , . . . , t k , respectively. Then, during the calculation of determinant of G, for a particular block B i , the determinant of subdigraph of size n i − j is being calculated ti j times. Also, in the view of the above observation, in order to calculate the determinant of subdigraph of order n i − j we can use determinant of subdigraph of order n i − j − 1. Hence, the complexity of calculating the determinant is
As (n i − j − 1) < n i , an upper bound of the above complexity is
The obvious pertinent question that follows is, for which combinations of n i , t i the complexity beats the state of art complexity O(n ǫ ). Thus, we need to solve the following inequality
Similarly, for the permanent the parametrized complexity is
A upper bound of the above complexity is
Similar to the determinant, the question that follows for the permanent is, for which combinations of n i , t i the above complexity beats O(2 n n 2 ). Thus is, we need to solve the following inequality
Parametrized complexities
Let Γ be the largest of the numbers of the cut-vertices in any block, that is, Γ = max{t 1 , t 2 , . . . t k }. Let ∆ be the size of the largest block, that is, ∆ = max{n 1 , n 2 , . . . , n k }. From Expression (5)
In order to beat n ǫ , k2 Taking logarithm on both the sides, we have
that is
For example in Figure (5 ), for n = 1000, ∆ = 200, ǫ = 2.373, the combinations of Γ, k are given for which the proposed algorithm for determinant will work faster than the state of art algorithms. Similarly for the permanent from the Expression (7)
in order beat 2 n n 2 we have
Taking logarithm on both the sides
It is clear from the above equation that for the permanents, if ∆ < n, then 2 ∆ ≪ 2 n , the proposed algorithm will work faster than the state of art for almost all the cases.
