We present up-to-date metallicity-dependent temperature vs. color calibrations for main sequence and giant stars based on temperatures derived with the infrared flux method (IRFM). Seventeen colors in the following photometric systems: U BV , uvby, Vilnius, Geneva, RI(Cousins), DDO, HipparcosTycho, and 2MASS, have been calibrated. The spectral types covered range from F0 to K5 (7000 K T eff 4000 K) with some relations extending below 4000 K or up to 8000 K. Most of the calibrations are valid in the metallicity range −3.5
INTRODUCTION
Theoretical calculations in astrophysics predict relations between physical quantities such as effective temperature (T eff ), luminosity (L), and stellar radius. These quantities are, in general, not directly measurable, and so their correspondence with observational quantities such as colors and magnitudes play a crucial role in the interpretation of the results. The importance and usefulness of such correlations are discussed in the following paragraphs.
Stellar chemical compositions are derived from the comparison of synthetic and observed spectra, either by line-profile fitting (e.g. Hill et al. 2002 , Allende Prieto et al. 2004 , Sneden et al. 2003 or equivalent width matches (e.g. Reddy et al. 2003 , Takeda et al. 2002 . Both methods require both T eff and log g (the surface gravity) as input parameters and so their uncertainties are reflected in the abundances derived. The accurate determination of effective temperatures is thus a critical step in any abundance analysis.
The theory of stellar evolution deals with the evolution in time of the fundamental stellar physical parameters, which is very well illustrated in the T eff vs. L plane (the theoretical HR diagram). Theoretical isochrones and evolutionary tracks are the final products of these calculations (e.g. Girardi et al. 2002 , Yi et al. 2003 . The transformation of the effective temperature axis into a color axis, along with a transformation of the luminosity axis into an absolute magnitude axis (i.e. the transformation of the T eff vs. L plane into a color-magnitude diagram), allow observations to be compared with theoretical results, leading to a better understanding of the systems studied, or to the test of the models themselves. There is a continuous feedback between theory and observation through these kinds of transformations.
A problem of particular interest, whose resolution may be partly in the adopted T eff scale is that of the primordial lithium abundance, A(Li), which is derived from the observation of metal-poor dwarfs. Ryan et al. (1999) determined lithium abundances in very metal-poor stars (−3.6 < [Fe/H] < −2.3) employing the temperature calibration of Magain (1987) , whose metallicity dependence was derived with only one star (HD 140283, [Fe/H] = −2.5) in the metallicity range used by Ryan et al. , and the few other metal-poor stars included in the calibration have [Fe/H] > −2.15. Ryan et al. claim that the lithium abundance in halo stars depends on metallicity, and extrapolating to zero metals they derive a primordial abundance of A(Li) = 2.0 dex. On the other hand, using the standard theory of Big Bang nucleosynthesis and the baryon-to-photon ratio determined from WMAP (Wilkinson Microwave Anisotropy Probe), a primordial lithium abundance of 2.6 dex is derived (Romano et al. 2003 , Coc et al. 2004 , much higher than the lithium abundance obtained by Ryan et al. (1999) . Bonifacio & Molaro (1997) found that when the T eff scale from the infrared flux method (IRFM) is employed, the lithium abundance in very metal-poor stars does not depend on metallicity, and a primordial A(Li) = 2.24 dex is obtained, significantly higher than the primordial abundance proposed by Ryan et al., but still lower than the abundance suggested by the WMAP data. Since the temperature is the key parameter to obtain lithium abundances, we have included very metal-poor F and G dwarfs in our calibrations, in order to diminish the largest source of uncertainty in the Li controversy. In fact, a reanalysis of the Li spectroscopic data using the present temperature scale leads to a Li plateau with A(Li) = 2.37 (Meléndez & Ramírez 2004) , a value that is closer to that suggested by WMAP. A discrepancy, although much smaller than that reported in previous works, still persists.
The present work aims to a better definition of the temperature vs. color relations, taking into account the effect of the different chemical compositions (as measured by the metallicity [Fe/H]) observed in the atmospheres of F, G, and K stars. In the first part of this work (hereafter Part I), we derived the temperatures of about a thousand stars with the IRFM. Combining these results with photometric measurements of the sample stars we now proceed to calibrate the T eff : color : [Fe/H] relations in the following photometric systems (the corresponding colors are given in parenthesis): U BV (B − V ), uvby (b − y), Vilnius (Y − V , V − S), Geneva (B 2 − V 1 , B 2 − G, t), Johnson-Cousins (V − R C , V − I C , R C − I C ), DDO (42 − 45, 42 − 48), Johnson-2MASS (V − J 2 , V − H 2 , V −K 2 ), Tycho (B T −V T ), and Tycho-2MASS (V T −K 2 ). This paper revisits the widely used results of Alonso et al. (1996 Alonso et al. ( , 1999 ; hereafter AAM), as well as our earlier extensions (Meléndez & Ramírez 2003, hereafter MR03; Ramírez & Meléndez 2004a, hereafter RM04a) . In §2 the characteristics of the sample adopted (better described in Part I) are given along with the sources of the photometry. The nature of the calibration formulae and the fits to the data are described in §3. The empirical temperature scale is tabulated and tested in §4. The comparison with other T eff scales is given in §5 and the conclusions are summarized in §6.
THE SAMPLE, TEMPERATURES AND PHOTOMETRY

ADOPTED
Approximately 80% of the sample we used to calibrate the color-T eff relations come from AAM work. The stellar metallicities, however, have been assigned according to the updated' Cayrel de Strobel et al. (2001 catalog or the photometric calibration we derived in Part I, which is also based on this catalog. The remaining stars are from a sample of planet-hosting stars (Ramírez & Meléndez 2004b) , and a selected sample of metal-poor and metal-rich dwarf and giant stars. The latter allow a better coverage of the regions below [Fe/H] ∼ −3.0 and above [Fe/H] ∼ 0.1, as well as the dwarf metal-poor cool end (T eff ∼ 4500 K), with reliable input data. The stars for which kinematical metallicities were adopted in Part I were excluded from the calibrations. See Sect. 3.2 in Part I for details and references.
Effective temperatures were derived in Part I from an implementation of the IRFM (see e.g. Blackwell et al. 1980 ). There we showed that the IRFM temperatures, which have a mean uncertainty of 1.3%, are very well scaled to the direct ones (those derived from angular diameter and bolometric flux measurements) for [Fe/H] > −0.6, and 4000 K< T eff < 6500 K for dwarfs or 3800 K< T eff < 5000 K for giants. For the rest of the atmospheric parameters space, we still rely on the capability of the Kurucz models (those adopted in Part I for the IRFM implementation) to reproduce the low blanketing effects in the infrared (> 1µm).
The temperatures we derived are not strictly consistent with the whole set of metallicities adopted since not all of the [Fe/H] values given in the literature were derived using IRFM temperature scales, i.e. a redetermination of the iron abundances with our temperature scale would be needed in order to have a consistent set of T eff and [Fe/H]. However, errors of 100 K in T eff result in errors of about 0.05-0.10 dex in [Fe/H] for both dwarfs (e.g. Reddy et al. 2003 , Gratton et al. 2003 and giants (Shetrone 1996 , Francois et al. 2003 , which, in turn, may affect the T eff by only about 10 K in a second iteration with the IRFM. Therefore, these small inconsistencies do not significantly have an impact on our IRFM calibrations. Furthermore, the adoption of the mean of several metallicity determinations as well as the use of hundreds of stars to define the T eff : color : [Fe/H] relations minimize the effect.
The IRFM implementation from Part I uses essentially only the V magnitude and the infrared photometry. The bolometric fluxes were obtained from calibrations that use only K and (V − K) and have an internal accuracy of 1% whereas the systematic errors on the calibration used, if present, will not affect the temperatures by more than about a conservative estimate of 50 K (Sect. 3.4 in Part I, see also Ramírez & Meléndez 2004b) . Photometric errors are easily propagated and are reflected in the IRFM temperatures. Despite this, whenever reliable photometry is adopted, the IRFM temperatures are accurate to within ∼75 K. Since we do not expect this to be the case for the whole sample, we strongly recommend the use of several of the color-temperature calibrations derived here, and give the mean value a larger weight than the temperature from the IRFM, where available. This reduces not only the errors in T eff introduced by the photometry in the color-T eff calibrations, but also the error due to the IRFM T eff .
U BV , uvby, Vilnius, Geneva, RI (Cousins) , and DDO photometry has been taken from several catalogs included in the General Catalogue of Photometric Data (Mermilliod et al. 1997, hereafter GCPD) . Mean values of (B − V ) and (b − y), as given in the GCPD, have been adopted. Due to the low number of giants with RI(Cousins) photometry available in the GCPD, we took Washington or Kron-Eggen photometry and put them into the Cousins system by means of the transformation equations of Bessell (1979 Bessell ( , 2001 . This is the only place where color-color transformations have been used, and so the calibrations for giants in the Cousins system must be taken with care. Note, however, that the filters involved are not very different from those of the Cousins system, especially for the Washington system. Photometry from the Hipparcos-Tycho mission (ESA 1997) was also used, as well as the infrared photometry from the final release of the Two Micron All Sky Survey (2MASS, Cutri et al. 2003) . We discuss each system in turn.
U BV (Johnson & Morgan 1953) and uvby (Strömgren 1966) were selected because they are widely used. In order to use existing photometry of thousands of stars in other systems we also calibrated the visual and infrared colors in the Vilnius (Kararas et al. 1966 , see also Straižys & Sviderskiene 1972) and Cousins (1976) systems, respectively.
Geneva photometry (Golay 1966 ) is considered one of the major systems available. It is both very homogeneous and the number of stars observed in both hemispheres is large. We employed the t ≡ (B 2 − G) − 0.39(B 1 − B 2 ) parameter (Straižys 1995) , whose metallicity sensitivity is not as strong as in other Geneva colors, in addition to the (B 2 − V 1 ) and (B 2 − G) colors.
Although the colors from the DDO system (McClure & van den Bergh 1968) are very metallicity dependent and the number of stars observed is not particularly large, the extremely careful observations performed with this system allow the metallicity effects to be easily distinguished from photometric uncertainties, and so whenever reliable abundances (and DDO photometry) are available, accurate temperatures may be derived. Both C(42 − 45) and C(45 − 48) are satisfactory temperature indicators (besides the strong metallicity dependence), but the dispersion in the T eff vs. C(45 − 48) plane is too large, and so we have preferred to calibrate the C(42 − 48) ≡ C(42 − 45) + C(45 − 48) color.
A very large number of stars has been observed with the all sky surveys of Hipparcos-Tycho and 2MASS. The first of these contains mainly bright stars (V T < 12) while the very bright star (V < 5) photometry of the second one has lower quality and was not considered in general. Note, however, that the 2MASS photometry is still accurate for stars as faint as V ∼ 14, and those have been included in the present work. 2MASS photometry was adopted whenever the error in the K magnitude was less than 0.025.
Reddening corrections for (B − V ) were already given in Part I. The reddening ratios used to correct the remaining colors, k = E(color)/E(B − V ), are given in Table 1. They were mainly obtained from Schlegel et al. (1998) (Fiorucci & Munari 2003 , for r = 1.00 and E(B − V ) = 0). Reddening ratios k(color) obtained in this way are in very good agreement with the values given or calculated from related results in the literature (Table 1) . For the Johnson-Cousins colors, however, interpolation from the Schlegel et al. (1998) tables is not a safe procedure given that the effective wavelengths of the Cousins filters strongly depend on spectral type (Bessell 1986 ). Using the effective wavelengths given by Fiorucci & Munari (2003) for R C and I C we obtain k(V − R C ) = 0.51, k(V − I C ) = 1.12, and k(R C − I C ) = 0.62 while the values often quoted in the literature are around 0.6, 1.3, and 0.7, respectively (Dean et al. 1978 , Taylor 1986 , Bessell et al. 1998 . The latter values are preferred.
THE CALIBRATIONS
The fits to the data were performed in a two-step procedure described as follows:
(1) All data points were iteratively fitted to
where θ eff = 5040/T eff , X represents the color, and a i (i = 1, . . . , 5) the coefficients of the fit. In every iteration, the points departing more than 2.5σ from the mean fit were discarded. Normally, five to seven iterations were required.
The particular analytical expresion adopted (Eq. 1) reasonably reproduces the observed trends, and it has also some physical meaning (see e.g. Sect. 3 in RM04a).
(2) Whenever necessary and reasonable (see below), the residuals of the fit (T IRFM eff − T cal eff ) were fitted to polynomials in X to remove any small systematic trends due to the incapability of Eq. (1) to reproduce the effects of spectral features such as the Balmer lines, the G band, or the Paschen Jump on the observed colors. The polynomial fits were performed in metallicity bins, and since they rarely exceed 50 K, continuity is not severely compromised. The polynomial fits P (X, [Fe/H]) need to be added to Eq. (1) so the final form is
Polynomial fits were only performed when enough stars defined a clear trend in the residuals and care was taken as not to force unphysical, artificial results. Neglecting the polynomial fits in this procedure would lead to systematic errors of the order of 30 K or 40 K.
Due to the nature of the fits (particularly the polynomial corrections), extrapolation leads to unreliable results. If necessary, one may, as a last resort, extrapolate from the tables given in §4.
The coefficients of the fits (a i ), the number of stars included (N ), and the standard deviations (σ(T eff )) of the seventeen color calibrations performed are given in Tables 2 (dwarfs) and 3 (giants). The ranges of applicability (X min < X < X max ) in the following metallicity bins: −0.5 < [Fe/H] < +0.5, −1.5 < [Fe/H] ≤ −0.5, −2.5 < [Fe/H] ≤ −1.5, −3.5 < [Fe/H] ≤ −2.5; and the coefficients of the polynomial fits (P = i P i X i ) are given in Tables 4 (dwarfs) and 5 (giants). Figs. 1-4 illustrate some of the calibrations in the T eff vs. color planes, and the residuals of the fits (after the polynomial corrections). The complete set of figures, for all the calibrations, is available online.
2 The figures illustrate, better than the tables show, how far in [Fe/H] (both at the metal-poor and metal-rich ends) a particular color calibration may be applied.
The number of stars in the dwarf calibrations is always larger than 120. The standard deviations range 1 N is the number of stars employed and σ the standard deviation of each fit. 
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The IRFM vs. direct temperature scales In Part I we compared the IRFM temperatures with the direct temperatures for both dwarf and giant stars. The comparison showed that the zero points of both temperature scales are essentially equal. As a practical example of the use of the present calibrations, and to test their reliability, here we derive the temperatures from the colors of the same stars used for the comparison of direct and IRFM temperatures in Part I.
In Table 12 we give the temperatures derived from angular diameter and bolometric flux measurements (T dir eff ), as given in Part I for dwarfs (see Sect. 5.1 in Part I for the references) and by Mozurkewich et al. (2003) for giants, along with the temperatures we obtained with the IRFM in Part I (T
IRFM eff
). The average of the temperatures obtained from the color calibrations are given as T cal eff . The number of colors used (N ) for each star is also provided. More than eight color calibrations were used.
As we showed in Part I, the photometric errors are important in our IRFM implementation. The IRFM temperatures we obtained in Part I depend on the quality of the V and infrared magnitudes, which, in general (but not always), are reasonably accurate. With the color calibrations, the impact of photometric errors is removed as an average T eff vs. color relation is constructed. When using a given color calibration, the systematic error in the obtained T eff is mainly due to the error in that particular color, and only to a lesser extent due to the errors in the IRFM temperatures. If more than one color is used, the photometric errors from different colors may be reduced by taking an average T eff . Consequently, if an IRFM temperature is available for a given star, and a mean T eff is obtained from its colors, the photometric temperature, provided that the number of colors used is large enough, will be more reliable. We have already shown this in the case of Arcturus (see Sect. 3.5 in RM04a).
Thus, whenever an IRFM temperature is available, we suggest the following temperature be adopted:
where m ≥ n. The exact values of m and n should be chosen depending on the quality of the colors and the IRFM temperature. The values we have used for the T eff (adopted) in Table 12 are m = 2, n = 1.
is −16 ± 48 K for dwarfs and −6 ± 37 K for giants. Fig. 5 shows that no systematic errors are introduced by the calibrations, neither with T eff nor [Fe/H] .
Given the reliability of the photometric temperatures, they may be safely combined with the IRFM tempera- tures according to Eq. (3). When comparing the adopted temperatures (those obtained by combining the photometric and IRFM temperatures) with the direct ones, a mean difference of −1 ± 60 K for dwarfs and −11 ± 50 K for giants is obtained. As shown in Fig. 6 , no trends are observed with either T eff or [Fe/H]. The dispersion in the mean differences for dwarfs is the same as the one found in Part I when only the IRFM temperatures were compared with the direct temperatures. However, when we consider the adopted temperatures, the zero point of the temperature scale is only 1 K below the direct one (it was 30 K when only the IRFM temperatures were used in Part I). For giants, the zero points are still in excellent 1 Metallicities, direct, and IRFM temperatures as given in Part I. For dwarfs only the direct temperatures obtained with reliable angular diameter measurements are given; for giants the direct temperatures (T eff > 3800 K only) are from Mozurkewich et al. (2003) . The temperatures obtained from N color calibrations are also given. The last column corresponds to the suggested T eff to adopt:
agreement (at the 10 K level), and the dispersion in the mean differences has been reduced by 10 K. Interpolation from Tables 6-11 at T eff = 5777 K and [Fe/H] = 0.0 allowed us to derive colors representative of a solar-twin star. They are given in Table 13 along with the colors of five solar analogs from the list of Soubiran & Triaud (2004) . The metallicities given by Soubiran & Triaud have been adopted to derive the photometric temperatures of these stars, which are also given in Table 13.
The colors of the Sun
The 'closest ever solar twin', 18 Sco or HD 146233 (Porto de Mello & da Silva 1997) appears to be ∼ 40 K cooler than the Sun. The other four stars in Table 13 are those from the list of 'Top Ten solar analogs in the ELODIE library' (Soubiran & Triaud 2004 ) whose temperatures are around 5780 K. The remaining five stars of the 'Top Ten' are in general cooler by about 100 K.
The range of (B − V ) colors for these five solar analogs is 0.61 < (B − V ) < 0.65, while the IRFM temperature scale suggests (B − V ) ⊙ = 0.62, implying reasonable agreement considering photometric errors (which are around 0.01 mag) and metallicity effects. In general, the remaining colors of the solar analogs are also consistent with those we derived for the Sun with the IRFM T eff scale, within photometric uncertainties.
As noted by Sekiguchi & Fukugita (2000) , the values of (B − V ) ⊙ most often found in the literature range 
4.4.
Metallicity effects Metallicity has an important effect on the T eff vs. color relations, particularly for the (B − V ) color (e.g. Cameron 1985 , Martínez-Roger et al. 1992 ). Fig. 7 shows representative theoretical spectra of metal-poor and metal-rich dwarfs and giants at 4500 K and 6750 K. The transmission functions of the filters adopted in the present study are also shown. The figure is intended to be of use when trying to understand the effects of both [Fe/H] and log g on the T eff vs. color relations.
In general, at a given temperature, the colors get redder (larger) as more metals are present. The simplest explanation is that with more metals in the atmosphere, the UV and blue continuum is greatly reduced by line blanketing, with a corresponding increase of the red continuum due to flux redistribution, which results in the metal-rich stars being redder. This explanation is appropriate for colors constructed with filters measuring the fluxes in the "blue" (4000Å< λ < 5500Å) and "visual" (4500Å< λ < 6000Å) regions of the spectrum but must not be extended to other colors straightforwardly. The situation for the Cousins and Johnson-2MASS colors, for example, is substantially different.
As it can be clearly seen in Fig. 2 (dwarfs) and to a lesser extent in Fig. 4 (giants) , the (V − K 2 ) colors of metal-poor stars are indeed 'bluer' (i.e. smaller) than the metal-rich stars at cool temperatures. However, for temperatures above 6000 K the metal-poor stars are redder. This is consistent with the synthetic spectra shown in Fig. 7 . For T eff = 6750 K and log g = 4.5, the flux in the K 2 band does not change substantially as [Fe/H] is reduced from +0.0 to −2.5 dex. The flux in the visual region, on the other hand, is larger for the metal-rich spectrum due to the redistribution of the UV flux into the visual region. The net result is a larger (V − K 2 ) for the metal-poor stars (assuming these theoretical spectra reasonably reproduce the real ones).
Given its relatively low dependence on [Fe/H], (V −K) is a very good temperature indicator. We caution, however, that according to our results this is valid only from 4800 K to 6000 K for main sequence stars. If [Fe/H] is unknown, one may be tempted to use the calibrations for (V − K) assuming [Fe/H] = +0.0 and adopt a solar metallicity T eff . If the temperature of the star results in 6000 K or more, however, and the star is metal-poor, for example [Fe/H] ∼ −3.0, the temperature may be being underestimated by 200 K or even more. Thus, at these high temperatures, adopting a solar metallicity temperature is unacceptable for metal deficient dwarfs. Results from model atmospheres support this conclusion. The situation for cool dwarfs (T eff < 4500 K) should not be considered conclusive, because although it is consistent with the models, the corresponding models themselves are not very reliable. For giants the effect of a wrongly adopted solar metallicity on T eff , for the very metal-poor stars, is ∼100 K or less. Ryan et al. (1999) criticized Alonso et al. (1996) (b − y) calibration for dwarfs, arguing that it becomes unphysical below [Fe/H] = −2.5 for turn-off stars (T eff ∼ 6750 K), and attributed the effect to the quadratic [Fe/H] term of the calibration formula (Eq. 1). Unphysical or not, it is the IRFM that produces higher temperatures for very metal-poor turn-off stars, an effect that is clearly seen not only in the T eff vs. (b − y) plane but also in the T eff vs (B−V ) (Fig. 1) , (B 2 −V 1 ), and (B 2 −G) planes. In fact, a large quadratic term (coefficient a 5 in Table 2 ) for these blue-optical colors may not be unphysical given the large blanketing effects in the blue-visual region (Fig. 7) . The effect is intrinsic to the IRFM and not a numerical artifact introduced by the calibrations.
Surface gravity effects
The effects of surface gravity (log g) on colors are illustrated in Fig. 8 , where the difference between the color of a dwarf and a giant star of the same T eff is plotted against T eff for the (B − V ), (b − y), (V − J 2 ), (V − H 2 ), and (V − K 2 ) colors. A similar comparison for other colors can be found in Fig. 17 of RM04a.
For T eff > 6000 K, decreasing log g has the effect of increasing the absolute value of the slope of the Paschen continuum (Fig. 7 , see Sect. 5.2 in RM04a for a physical explanation). Since (B − V ) and (b − y) essentially measure this (negative) slope, their values for giants will be smaller (the slope becomes even more negative). This is consistent with the differences plotted in Fig. 8 for (B − V ) and (b − y).
Note that in the range 4800 K< T eff < 6000 K the Johnson-2MASS colors are almost insensitive to log g (the effect is less than 0.05 mag), which makes them suitable for stars of unknown luminosity class, in addition to the fact that they are also nearly metallicity independent. The influence of gravity on colors at low temperatures is very complex and still difficult to understand (see Sect. 5.2 in RM04a).
Giants in clusters
In Part I, we derived the IRFM temperatures of a number of giants in the following clusters: M3, M67, M71, M92, 47 Tuc, NGC 1261, NGC 288, and NGC 362. When the calibrations for giants were performed, a preliminary field calibration was first constructed, and then only the clusters for which the internal cluster T eff scale was consistent with the field T eff scale were included. This procedure not only reduced the risk of systematic errors introduced by errors in the metallicity and reddening corrections of the clusters, but mainly avoided errors in the stellar photometry. It is not surprising, then, that the T eff scale for the DDO colors includes all the clusters (see Fig. 18 in RM04a). The photometry is highly accurate, and the metallicity effects on DDO colors strong. This result confirms that the T eff scale of giants in the field and that of giants in clusters is the same, and that the metallicity and reddening scales of the clusters were well determined.
However, there are still small discrepancies in the metallicities of globular clusters, e.g. for M71 Ramírez et al. (2001) (Fig. 9) . Even for the RGB tip of M3 we found good agreement when the best available photometry of three bright stars was used, but the very large photometric errors of the fainter giants produced a large disagreement between the two scales.
COMPARISON WITH OTHER STUDIES
A considerable body of work exists on the T eff scale of F, G, and K stars; some of these works have been discussed in Part I (Sect. 5.3). The IRFM T eff scale has been compared with the results of several groups and has been found, in general, in reasonable agreement with them (AAM, MR03, RM04a). The reader is referred to AAM, MR03, and RM04a to see how the present IRFM T eff scale specifically compares to other results. Here we will proceed to show that the present work is an update of AAM work and our earlier extensions. We also revisit the comparisons with the synthetic colors derived from Kurucz models (M. S. Bessell 2004, private communication) and MARCS models (Houdashelt et al. 2000) .
In Figs from the metal-poor one. The theoretical calibrations of Bessell and collaborators (see e.g. Bessell et al. 1998) , as well as that of Houdashelt et al. (2000) , are also shown (for the dwarf comparison, colors for log g = 4.5 were adopted, for giants we used the colors for log g = 2.5).
Our T eff vs. (B − V ) relations are essentially the same as those of AAM. There are, however, small departures at low temperatures (< 4500 K for dwarfs, < 4000 K for giants) for solar metallicity, and around T eff = 6000 K for the metal-poor end. In the latter case, for a fixed temperature, the colors from our T eff scale are redder by about 0.03 mag. Note that AAM relations for dwarfs are almost parallel, i.e. the effect of [Fe/H] appears to be color (or temperature) independent. The synthetic colors obtained from both Kurucz and MARCS models, however, show a quite complicated behaviour, the relations for solar metallicity and [Fe/H] = −2.5 are closer both at the cool and hot extremes. The trends predicted by model atmospheres at T eff > 6000 K are consistent with our results. On the other hand, the synthetic colors seem to be failing to reproduce the strong metallicity effects for cool (T eff < 5000 K) dwarfs. According to our IRFM T eff scale, at (B − V ) = 1.0 the temperature for [Fe/H] = 0.0 is about 400 K higher than that at [Fe/H] − 2.5, but Houdashelt et al. suggest a ∆T eff of only about +100 K.
AAM temperatures for giants are slightly cooler than ours for T eff 6500 K but they are in an almost perfect agreement with ours everywhere else. According to the IRFM, the relations of [Fe/H] = +0.0 and [Fe/H] = −2.0, in the giant T eff vs. (B − V ) plane, get closer as T eff is reduced. This behaviour is not in agreement with the theoretical calculations, which suggest an almost constant [Fe/H] effect (Fig. 11) . The solar metallicity prediction of Houdashelt et al. is in excellent agreement with the present results except at the cool end.
In Fig. 12 we compare the C(42−48) and (B 2 −V 1 ) colors as a function of T eff and [Fe/H] for both dwarf and giant stars, as obtained in this work, with those from our earlier work (MR03 and RM04a). The main difference is the updated temperatures of the present work, of course; MR03 and RM04a are based on AAM temperatures. Also, no polynomial corrections were performed in MR03. The comparison shows that the two T eff scales differ by less than 0.05 mag in C(42 − 48) and 0.03 mag in (B 2 − V 1 ). These differences are well within the photometric errors, systematic errors in the previous calibrations, and errors in the temperatures. The differences do not exhibit any significant trend with either T eff or [Fe/H]. The differences are larger for the DDO color calibration, which is due to the lower number of stars defining the T eff vs. C(42 − 48) relation as compared to the T eff vs. (B 2 − V 1 ) relation. The calibration for (B 2 − V 1 ) is obviously more robust, but even in the case of C(42 − 48) the differences are not large.
A At solar metallicity the ∆T eff /∆color gradients are in reasonable agreement with our dwarf calibrations above 4500 K and with the giant calibrations below 5500 K. The effect of the metallicity is remarkably different between the two theoretical results for the (V − I C ) color at high temperatures: while Houdashelt et al. colors tend to be redder with a lower [Fe/H], Bessell suggests a bluer color. The latter is in better agreement with our results, but only differentially, as a shift of about 150 K may be required to match the two T eff scales. Regarding (V −K), the general trends are very similar at low temperatures, although the IRFM suggests a very strong metallicity effect that makes the cool dwarfs very blue. They are bluer also according to the theoretical results but the effect there is not very strong. For T eff > 6000 K both sets of synthetic colors agree in that the metal-poor stars are redder, a result discussed in §4.4. Note, however, that the synthetic (V − K) colors are even more metallicity dependent.
Kurucz and MARCS colors are thus in reasonable qualitative agreement with the IRFM, but the synthetic colors may be failing to predict the detailed metallicity dependence. Even the solar metallicity colors are not very well reproduced by model atmospheres and synthetic colors, since the predicted colors require not only a zero point correction, but a correction that depends also on spectral type (see e.g. Sect. 3.2.2 in Houdashelt et al. 2000) . In particular, the calibration of Houdashelt et al., while in excellent agreement with the IRFM for so- These differences become especially important for samples covering a large range in T eff ; for example, when studying small abundance variations from the turn-off to the RGB tip of globular clusters, spurious variations could be found for stars of different evolutionary stages. Fortunately, the problem is alleviated when abundances with respect to iron are reported ([X/Fe I]), unless the lines of the element X have a temperature dependence very different from those of Fe I.
CONCLUSIONS
Based on a large number of main sequence and giant stars with temperatures determined with the infrared flux method (IRFM), a set of homogeneously calibrated temperature vs. color relations is provided. The calibrations include the effect of [Fe/H] and residual corrections to avoid systematic effects introduced by the calibration formulae, with the aim of reproducing the effects of spectral features that cannot be taken into account by the initial fits.
The calibrations have been tested with a sample of stars with known direct and IRFM temperatures. Usually, more than eight colors were adopted to derive a photometric temperature. The comparison of photometric temperatures with those from the IRFM shows excellent agreement, with a dispersion fully consistent with the errors in the IRFM temperatures. Thus, we have shown that the calibrations do not introduce any systematic error. When compared to the direct temperatures, not only is good agreement found, but we have also shown that the zero point of the IRFM temperature scale is in agreement with the absolute zero point, to a level of about 10 K.
The colors of the Sun, as determined from the calibrations for a star of T eff = 5777 K and [Fe/H] = +0.0, are presented and compared with those of five solar analogs. A very good agreement is found considering the photometric uncertainties, which makes these colors useful to the search of solar twins in various surveys, particularly Hipparcos-Tycho and 2MASS.
Metallicity and surface gravity effects on the IRFM T eff scale may be reasonably understood with the help of theoretical spectra, although the situation for K stars is still difficult to address. For stars with T eff 6000 K, the adoption of a solar metallicity temperature derived from the (V − K) color for a metal-poor star is unacceptable, as systematic errors of the order of 200 K may be introduced.
Provided that the photometry is accurate, good agreement is found when comparing the temperature scales of giants in the field and giants in clusters. Thus, the IRFM T eff scale is the same for both field and cluster giants.
As expected, our T eff scale closely resembles the one that is based on the Alonso et al. temperatures (our work is largely based on their study). The present results, however, have a better coverage of the atmospheric parameter space and are more reliable: better and updated input data was adopted, and the calibrations were carefully performed to avoid the introduction of numerical sources of error. A number of problems of interest to stellar evolution and the chemical evolution of the Galaxy depend on the assumptions made in color vs. T eff rela- tions. Our calibrations will permit these problems to be tackled with greater confidence.
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