Abstract: In this paper a novel approach for H ∞ controller design for linear parameterizable controllers is presented. The approach uses the generalized Nyquist stability criterion to find the parameters of linear parameterized controllers for Multi-Input Multi-Output (MIMO) systems. The main advantage of the proposed approach is that the generalized plant does not have to be diagonally dominant and that there is no need for a desired open-loop response function. By constraining the Nyquist curve from certain parts in the frequency domain, controller parameters that guarantee stability and performance of the closed-loop system can be found. The method is successfully applied to two cases involving a double-mass-spring-damper system. In the first case only controller parameters are optimized and in the second case both structural and controller parameters are optimized.
INTRODUCTION
In recent years several developments have been made in fixed-structure robust control synthesis. The main reason for these developments is that classical optimal and robust control design techniques lead to high order controllers (e.g., see Zhou et al. [1996] ). Due to the high order of the controller, which makes tuning very difficult, this type of controllers is typically not implemented in industrial applications. Furthermore, often, the structure of the controller is already known beforehand (e.g., PID controllers). For that reason, low-order and fixed-structure robust control techniques were designed and developed in e.g., Hol [2006] . The main problem that arises when constraining the structure and order of the controller is that the optimization problem is no longer convex and sometimes considered as NP-hard, see Nemirovskii [1993] .
Several approaches for fixed-structure robust controller design exist. In Safonov et al. [1994] , bilinear matrix inequality techniques are used for robust controller synthesis and in Apkarian and Noll [2006] nonsmooth cost functions are minimized for H ∞ controller synthesis. The latter method can both be used with frequency domain representations as well as with state-space domain parameterizations of the unknown controller. Another approach is presented by Galdos et al. [2010] , , where robust controllers are designed using the (generalized) Nyquist stability criterion. The approach taken in the latter references is to represent the H ∞ robust performance condition as a set of linear or convex constraints with respect to the controller parameters. Furthermore, in Hast et al. [2013] a convex-concave optimization procedure for PID controller design is outlined, evolutionary algorithms ⋆ This work is funded and supported by the Far and Large Offshore Wind (FLOW) program, Integrated design of far large offshore wind turbines are used in Popov and Werner [2006] and randomized algorithms are used in Maruta et al. [2009] to find fixedstructure robust controllers that satisfy H ∞ -norm specifications.
In this paper, a novel approach for H ∞ controller design is presented, which follows a paradigm similar to Galdos et al. [2010] , . The main idea is to find the parameters of linearly parameterized controllers such that the Nyquist diagram of the determinant of a certain MIMO frequency response function does not encircle the origin. By using the generalized Nyquist stability criterion and by using robust control theory (e.g., Skogestad and Postlethwaite [2006] ), conditions can be formulated for both stability and performance. The controller is parameterized such that a diagonal structure is obtained with only the controller parameters on the diagonal. To prevent the Nyquist plot from encircling the critical point, (multilinear) constraints are formulated in the frequency domain.
The outlined approach also allows for structural parameter optimization. That is, by extracting structural parameters from the plant, the diagonal controller structure can be extended with these parameters. Extracting the parameters can be done by using LFT techniques (see e.g., [Redheffer, 1960, Zhou and Doyle, 1998 ]). The approach to optimize the controller parameters extended with the structural parameters remains unchanged, such that both structural and controller parameters can be simultaneously optimized. The property to design controlled systems more efficiently in an integrated manner (see e.g., Camino et al. [2003] ) is very appealing.
The approach presented in this paper differs from Galdos et al. [2010] , in the sense that it does not requires a diagonally dominant plant or a decoupling procedure of the plant in the controller design Galdos et al. [2010] , a desired open-loop transfer function is required in order to find the H ∞ controller, whereas in our approach this is not required.
The paper is divided into several sections. In Section 2, the problem is formulated and conditions for stability and performance are formulated. Then, in Section 3, the constraints are formulated and the optimization problem is outlined. The method is demonstrated in Section 4 on a double-mass-spring-damper system in which two cases are considered. In the first case, the objective is to find the controller parameters that satisfy a performance specification and in the second case both structural and controller parameters are sought that satisfy the performance specification. Finally, the paper is concluded in Section 5.
PROBLEM FORMULATION
In this section the approach to develop an efficient frequency domain based controller synthesis method is formulated. The formulation is started by defining the generalized plant and linear controller parameterization, after which conditions for nominal stability and performance are stipulated.
We consider the following partitioning of the generalized plant z y = P 11 (s) P 12 (s)
with z ∈ R nz , w ∈ R nw , y ∈ R nm , and u ∈ R nm . The transfer functions P 11 (s), P 12 (s), P 21 (s) and P 22 (s) have corresponding dimensions and are all assumed to be stable. The controller parameters are real scalars, i.e., θ i ∈ R. With these definitions the controller is defined as
The plant and controller structure as defined in (1) and (2) for a PID controller can be obtained as follows. Let a PID controller be given by
Then, a diagonal structure with the controller parameters as in Fig. 2 is obtained in a straightforward manner, assuming T f is given. Notice that such a structure can also be obtained from, among others, notch filters, lowpass and high-pass filters and lead-lag compensators (see e.g., van Solingen and van Wingerden [2014] ).
The goal is now to find an H ∞ controller that achieves performance, i.e., when ||T wz || ∞ < 1, where T wz is given by
For a freely-parameterized controller K, this problem is convex (Zhou et al. [1996] ), but leads to a solution having the same order as the generalized plant, which is typically not desired in practical applications. On the other hand, for a fixed-structure controller, the problem is no longer convex, and advanced and sophisticated optimization routines are required to find the optimal controller (see e.g., Hol [2006] , Apkarian and Noll [2006] ).
In order to find an H ∞ controller, consider the following approach, assuming a stable 1 generalized plant P (s) and given the frequency response data of P (s) denoted by P (jω). By making use of the generalized Nyquist stability criterion of MacFarlane and Postlethwaite [1977] we formulate two conditions. Stability The closed-loop system in Fig. 1 is asymptotically stable if for a given stable generalized plant P (jω), the Nyquist plot of
does not encircle the origin; Performance The closed-loop system in Fig. 3 has performance if ||T wz || ∞ < 1. This is achieved if for a given stable generalized plant P (jω), the Nyquist plot of
does not encircle the origin for ∆ P ∈ C nw×nz and ∆ P (s) ∞ ≤ 1. Note that the system in Fig. 3 is obtained by including in Fig. 1 a perturbation block ∆ P (jω) in feedback with the exogenous input w and exogenous output z. The performance condition (5) can be deduced from robust control theory (e.g., refer to Skogestad and Postlethwaite [2006] ) and is omitted for brevity.
Now the task at hand is to find the controller parameters θ such that the Nyquist curve satisfies the condition in (4) for stability and the condition in (5) for performance.
FEASIBILITY PROBLEM
In the previous section, the conditions for closed-loop stability and performance are given. In this section the stability (4) and performance condition (5) are formulated into a feasibility problem. It is shown how the constraints of the feasibility problem are related to the controller parameters.
Determinant expression
From the determinant conditions in (4) and (5) it can be shown that the determinant expression has a structure which is multilinear in the controller parameters. That is, consider the case of (m = 2) controller parameters and the following partitioning of P 22 (s)
22 (jω) P
22 (jω) P 22 (jω) θ 1 θ 2 (6) From the above expression it can be seen that there are no self-multiplications and is in fact bilinear in the controller parameters θ. Due to the determinant, a multilinear expression is obtained for higher number of controller parameters.
The previous case can be extended to also include performance. In condition (5) it is stated, that for all ∆ P (s) ∞ ≤ 1, the Nyquist plot should not encircle the origin. Hence, for the performance condition of (5), an expression Q ∆ (θ, jω) similar to (6) can be obtained by evaluating (5). The expression then obtained also involves terms with P 11 (jω), P 12 (jω), P 21 (jω) and ∆ P (jω).
Re(jω) Im(jω) Fig. 4 . Nyquist diagram for Q(θ, jω) (stability) and Q ∆ (θ, jω) (performance). The colors indicate which of the constraints l 1 (jω) and l 2 (jω) hold for which part of the Nyquist plots.
Likewise, the expression for Q ∆ (θ, jω) is multilinear in the controller parameters θ.
Constraints
To prevent the Nyquist plot from encircling the origin, the determinant expressions Q(θ, jω) and Q ∆ (θ, jω) are constrained from some parts in the Nyquist diagram. This is schematically shown in Fig. 4 , in which the Nyquist curves Q(θ, jω) and Q ∆ (θ, jω) of a loop transfer function is shown. In the figure the loop transfers are such that the Nyquist plot does not encircle the origin. Hence, both the stability condition (4) and performance condition (5) are satisfied. To obtain a loop transfer function of which the Nyquist curve does not encircle the origin, the constraints l 1 (jω) and l 2 (jω) are introduced (see Fig. 4 ). The constraint l 1 (jω) < Q ∆ (θ, jω) is such that Q ∆ (θ, jω) for higher frequencies is constrained from the origin. The constraint l 2 (jω) > Q ∆ (θ, jω) is introduced such that encirclement of the origin is also avoided for lower frequencies. In the remainder of this paper we will use Q ∆ (θ, jω) to refer to the determinant of the loop transfer function including the performance ∆ P (jω).
The previously mentioned constraints are lines in the Nyquist diagram with a certain slope α and offset c, i.e., Im(jω) = αRe(jω) + c,
where Re(·) and Im(·) denote the real and imaginary parts, respectively. Then, if one wants to have the Nyquist curve Q ∆ (θ, jω) below this line, this can be achieved by plugging the real and imaginary parts of the determinant Q ∆ (θ, jω) into (7) to obtain l(θ, jω) = Im(Q ∆ (θ, jω)) − αRe(Q ∆ (θ, jω)) − c < 0. (8) A similar expression is found if one wants to constrain the determinant above a line.
Feasibility problem
The determinant denoted by Q ∆ (θ, jω) is, among others, determined by the performance ∆ P (jω), which is described by the infinite set of complex numbers satisfying ∆ P (s) ∞ ≤ 1. To avoid having an infinite number of constraints, the performance ∆ P (jω) is realized by n d
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points randomly drawn from the infinite set. Now, denote a realization of the performance ∆ P (jω) by∆ P (jω) and the determinant determined by∆ P (jω) by Q∆(θ, jω). Then, performance for Q∆(θ, jω), subject to the constraint in (8), can be written as a large feasibility test.
Feasibility problem
Find θ such that l(θ, jω) < 0 ∀ω,∆ P (jω).
Notice that the feasibility problem (9) can be constructed as in Fig. 4 , such that a line constraint can be assigned per frequency ω.
RESULTS
In this section, the approach outlined in Section 2 and Section 3 is applied to find a controller for a double-massspring damper system. Two cases are considered, i.e.,
(1) Find the controller parameters for an upper bound on the sensitivity function; (2) Find the controller parameters and a structural parameter for an upper bound on the sensitivity function.
The two cases are outlined in Section 4.1 and Section 4.2.
Case 1: Double-mass-spring-damper system
The double-mass-spring-damper system can be modelled by means of two masses m 1 and m 2 connected through a spring k and a damper d, as illustrated in Fig. 5 . The system has the applied force F as input and the measured position x 2 as output. A PD controller acts on the position x 2 of the second mass m 2 . The transfer function from the force input F to the measured position x 2 of mass m 2 is given by
A first-order Padé approximation is used to include a time delay of T d = 0.1 s. The output of the system y = x 2 is connected to a PD controller given by
In order to maintain a diagonal control structure with only the controller parameters on the diagonal, the fractions in (10) are absorbed into the plant. Then, a bound is put on the sensitivity function by means of a second-order performance weight as in Skogestad and Postlethwaite [2006] 
−3 and ω B = 0.1. The complete interconnection structure of the system with the PD controller and performance weight is shown in Fig. 6 , where also the perturbation ∆ P is included. In this example the parameter values were taken as m 1 = m 2 = k = 1 and d = 0.05.
Since the complexity of this problem is relatively low (only two controller parameters need to be found), a grid search of the controller parameters is carried out. For a number of combinations of K p and K d , the stability of the closedloop system is evaluated and the H ∞ -norm is computed. Fig. 7 . Results of the grid search of K p and K d for the controlled double-mass-spring-damper system. The light grey area represents controller parameter combinations resulting in an unstable closed-loop system, the grey area are combinations which yield a stable closed-loop system and the dark grey area are the solutions with H ∞ -norm lower than 1.
The results of this analysis are shown in Fig. 7 . It can be observed that there is not an obvious solution to obtain an H ∞ -norm lower than 1, making it an interesting problem to evaluate the proposed controller design method.
The feasibility problem in (9) is then turned into an optimization problem as follows. Since the generalized plant is stable, the Nyquist curve should not encircle the origin. From some trial-and-error combinations of K p and K d a general idea of the Nyquist curve was obtained (similar to Fig. 4) . With this knowledge, two constraints in the Nyquist diagram are formulated, i.e., 
The results obtained using fmincon are listed in Table 1, from which it can be seen that for increasing n d the success rate increases (i.e., better realized ∆ P (jω) yield T wz (jω) ∞ ≤ 1). The Nyquist diagram of the plant with controller (for n d = 250) giving the minimum cost (for which T wz ∞ = 0.9296, K p = 0.0479 and K d = 0.1454) is shown in Fig. 8 , where it can be seen that the performance circles do not encircle the origin (indicated by +). Fig. 9 . Example case 2: double-mass-damper with additional external force input F k . 
Case 2: Double-mass-damper system
In the second case a double-mass-damper system is considered. The spring k is removed from the system in Fig. 5 and an external force F k is subjected to both masses (see Fig. 9 ). The dynamics for the modified system G * (s) are given by
and setting k * = k, the systems in Fig. 5 and Fig. 9 are identical. If F k is chosen as in (12), it can be regarded as adding stiffness to the system. Thus, by absorbing x 1 − x 2 into the plant, k * becomes an additional parameter which can be optimized.
As with the previous case, a PD controller is used. In order to avoid trivial solutions (i.e., from k * going to infinity), the performance weight W p (s) of the previous case is modified to
2 , where β * p = 0.7, M * p = 1.9, A * p = 0.9 and ω * B = 1. The modification can be regarded as putting a constraint on the resonance frequency of the system. With the modified performance weight W * p , the generalized plant is then depicted in Fig. 10 . Similar to the previous case, a grid search of the three controller parameters is carried out in order to visualize the solution space. The results are shown in Fig. 11 . Now the proposed method is applied to this case to find the controller parameters K p , K d and k * that satisfy the The solution with the lowest objective function has controller parameters K p = 0.0461, K d = 0.1031, k * = 0.1145, and T wz ∞ = 0.9217. Due to space constraints the resulting Nyquist curve is not shown.
CONCLUSIONS
A new method to design linear parameterizable robust controllers is proposed. The method exploits the generalized Nyquist stability criterion. Both stability and performance conditions are formulated, which can be fulfilled by introducing constraints in the Nyquist diagram. Using the constraints a multilinear feasibility problem can be formulated, after which the controller parameters satisfying the conditions can be found. The method allows the controller parameters to be extended with structural parameters such that an integrated design procedure of plant and controller is possible. The method is successfully demonstrated on two examples where in the first controller parameters are optimized and in the second both structural and controller parameters are optimized.
