This paper introduces a general expression for the gradient of fundamental information measures.
I. INTRODUCTION
The availability of a general expression for the variation of mutual information resulting from the variation of the system parameters, is useful in analysis and design of the systems. Because, the sensitivity or robustness of a system to the variation of its parameters can be studied through the variation of the input-output mutual information of the system. Indeed, if there is such a general expression, one can easily obtain the gradient of mutual information with respect to the quantities of interest, and consequently the performance of the system can be optimized regarding to those quantities [1] - [3] .
Gradient of the information measures were studied for the first time by Stam [4] , where the relationship between the derivative of the differential entropy and Fisher information was presented. A connection between causal estimation error and input-output mutual information of a continuous-time additive white Gaussian channel, established by Duncan in [5] . However, the work by Guo et al. [6] , which related the input-output mutual information of a Gaussian channel to the Minimum Mean Squared Error (MMSE) of the channel input estimation based on the output (I-MMSE formula), can be considered as a new starting point on this subject.
In [7] , the I-MMSE relationship was generalized to linear vector Gaussian channel, where gradient of the mutual information with respect to several parameters were given. In [8] , relations between information and estimation measures, in the presence of Gaussian noise, are viewed as connections between expectations of some random variables, and the features of these random variables are characterized. The validity of I-MMSE relation for fixed finite lookahead, in a continuous-time additive white Gaussian noise channel, is investigated in [9] .
Motivation for going beyond additive Gaussian system model and exploring a general expression for the gradient of the information measures, comes from the fact that, in spite of the popularity of the additive Gaussian noise system model, it is not the case in many realistic situations [10] - [13] . Moreover, it was shown that Gaussian noise is not only the worst-case noise of a point-to-point additive noise channel, but it is also the worst-case additive noise in any arbitrary wireless networks with additive noise independent of the system input [14] - [18] . These are results of lack of robustness of linear and quadratic nature of the systems designed based on the Gaussian assumption to non-Gaussian statistical behavior. The analysis of the behavior of mutual information with respect to the system parameters in additive non-Gaussian noise channel, has been studied in [19] . Similar connections between the derivative of mutual information with respect to the channel parameter and the error estimation of the channel input based on the channel output, were found for the scalar and continuous-time Poisson channel in [20] and [21] .
In [22] , gradient of the information measures are studied in scalar Levy channels as special class of observation models, where authors express the relationship between mutual information and estimation error by extending the results from Gaussian and Poissonian channels to the class of Levy channels. In [23] , Palomar et al. generalized the notion of the derivative of mutual information with respect to the system parameters, to arbitrary stochastic system, where they assumed that the system input is independent of the system parameters. Their general formula is stated in a probabilistic setting in terms of conditional output distribution given the input (as an arbitrary random transformation on the system input) and the conditional input distribution given the output. A comprehensive review of this topic and its applications with a systematic approach is given in [24] .
Most of the works on this topic which aim to give a general expression for the gradient of information measures, such as [22] and [23] , are based on the statistical representation of the input-output relation of the system by use of probabilistic descriptor, such as probability density function. However, we take a different approach by returning to the idea first described by Wiener that, input-output relation of a probabilistic system can be described in an alternative, equivalent manner to the probability descriptors by using a functional approach [25] .
On the other hand, the works in this area are restricted to the channels without feedback with the exceptions of some works such as [26] , where Kadota et al. generalized Duncans theorem to the presence of feedback, and [27] , where an extension of the I-MMSE relation has been represented for the discrete-time Gaussian channel with feedback. Although, our functional approach allows the system input to be dependent on the system parameters that may happen for example in systems with feedback.
In this paper, we first introduce the notion of mutual information variation resulting from small variation in its arguments. Introduction of this notion enables us to give a general expression for the gradient of mutual information where, we suppose that the input and output of the system are related to each other through a deterministic functional system model. In our general system model, we impose no restrictions on the system input to be independent of the system parameters or even of the noise of the system. Then, the results are particularized to the multiuser communication channel with feedback, where the derivative of mutual information with respect to the channel parameters is obtained and some generalizations for I-MMSE relationship are given. The results of [27] and [28] , for additive Gaussian noise channel are recovered as special versions of our results. Also, an intersection between a specific case of our results and the result of [23] on the systems without feedback, is found and interpreted. Our main contributions at this paper can be summarized as follows.
1) Introducing the notion of mutual information variation in Theorems 1 and 2, which hold for any stochastic system with continuous system input and system output.
2) We take a functional approach to represent the relationship between the input and output of a stochastic system in a general system model. We suppose that the system model can be completely defined through deterministic known functions. Our general system model imposes no constraints on the noise model or on the system input to be independent of the noise of the system. Moreover, the system input is allowed to be a function of the system output and hence the system parameters, which may occur for example in the presence of feedback. Comparing with the statistical description of the input-output relation of the systems, our functional model gives more insights into the interactions of the system's elements.
3) For the aforementioned general system model, we obtain the gradient of mutual information with respect to the system parameters in Theorem 3, where the system input is allowed to be a function of the system parameters. The obtained result can be regarded as the superposition of the effects of the system parameters on the mutual information through the system input and those of through the system output. The reminder of this paper is organized as follows. Section II, is devoted to the introduction of notation, definitions, assumptions, and system model. In section III, we first introduce the notion of mutual information variation caused by a small variation in its arguments. Then, using the introduced notion, we give a general expression for the gradient of mutual information with respect to the system parameters in a general system model. In section IV, we utilize the obtained results in a general multiuser communication channel with and without feedback, where when specialized for the Gaussian case several extensions of I-MMSE formula are given. The singleuser versions of the results are derived as well. In section V, using our functional approach to the system representation some results of [23] are interpreted and the conditions for their validity are stated. Section VI concludes the paper.
II. DEFINITIONS, ASSUMPTIONS AND SYSTEM MODEL
In this section, we introduce definitions, assumptions and the system model which will be used in this paper.
A. Notation
Scalar random variables are denoted by upper case letters (e.g., X); a lower case letter x is used to denote a particular value of X; boldface lower case letters denote column vector-valued random variables (e.g., x); a boldface italic lower case letter x is used to denote a particular value of x. A boldface upper case letters denote matrices (e.g., A), and a ij = (A) i,j denotes the (ith, jth) element of matrix A. The superscript (·)
T denotes the transpose, · denotes the norm of a vector or a matrix, and ∇ x f (·) denotes the gradient of the scalar function f (·) taken with respect to vector x. We use o (·) notation, with the following definition.
B. Definitions
The vector function φ q (q), is the Joint Score Function (JSF) of the random vector q which is defined as the log-derivative of its probability density function [29] , i.e.,
where p q (q) is the joint pdf of the random vector q. We define φ 
where p x,y (x, y) is the joint pdf of the random vectors x and y. Moreover, the vector function φ x,y (x, y), is defined as,
C. Assumptions
Throughout the paper we consider the following assumptions. The random variables are continuous and bounded with the following definitions. Random variable X with cumulative distribution function F (x) = Pr (X ≤ x) is said to be continuous if F (x) is continuous [29] .
The random variable X is bounded if p X (x) → 0 as x → ∞. As [30] , we assume that the score functions are bounded in the sense that,
for some constant C and α ≥ 1.
D. System Model
A general expression for the variation of mutual information between two random vectors x and y, caused by random variations in these vectors, as the main result of this paper, is given without imposing any constraints on the relationship between x and y. Therefore, it holds for any system model which relates x and y. Then, this general expression will be specified for a general system model which relates x and y as functions of some random vectors and a set of deterministic parameters by taking a functional approach to describe the behavior of the system and giving the roles of input and output of the system to x and y, respectively.
The aforementioned general system model is defined by the following equations,
and
where the random vectors x and y are the system input and system output, respectively. f (·) and g (·) are deterministic vector-valued functions differentiable with respect to the system parameters. Arbitrary but known-distribution random vector w stands for any unwanted processes which can affect the system. Θ is a set of deterministic system parameters and γ is an arbitrary finite-dimensional parameter of this set in which we are interested to find the sensitivity of mutual information. As it can be seen from (7), in this general system model the system input is allowed to be dependent on the system output and hence the system parameters, which may happen for example in the systems with feedback. Therefore, the system input x, is generally considered as a function of the system output and a random vector u, where u can stand for the sequence of the source messages assumed to be independent of w and the set of system parameters.
III. GRADIENT OF MUTUAL INFORMATION
Exploring a general expression for the gradient of mutual information is useful to study the sensitivity of mutual information with respect to the system parameters, in any stochastic systems.
In order to find such a general expression, we first introduce the notion of mutual information variation caused by small variations in its arguments. Then, using the introduced notion of the mutual information variation, we find the gradient of mutual information with respect to the system parameters in the system model defined by (6) and (7).
A. Variation of Mutual Information
Here, we introduce a general expression for the variation of mutual information which holds for any system model.
Theorem 1:
Let ∆I (x; y) = I (x + δ x ; y + δ y )−I (x; y) be the variation of mutual information between random vectors x and y resulting from random variations δ x =Xε + o (ε) and δ y = Y ε + o (ε), whereX andỸ are two random matrixes and ε is a deterministic vector for which the productsXε andỸ ε make sense and have the same dimensions as x and y, respectively.
Then as ε → 0,
Proof: See Appendix A. Now, we particularize our general expression for the variation of mutual information to the general system model defined by (6) and (7), with (M × 1) vector x and (N × 1) vector y as the system input and system output, respectively. Without loss of generality suppose that we are interested in the variation of the mutual information caused by a specific (J × 1) vector γ ∈ Θ.
Letγ = γ + δ γ , where δ γ is a deterministic vector with the same dimension as γ. We express the variation of the mutual information between x and y resulting from small variation in the system parameter γ in the next Theorem.
Theorem 2: Considering the system model (6) and (7), variation of the mutual information between x and y resulting from variation of the system parameter γ as δ γ → 0, will be,
where ∂g/∂γ and ∂f /∂γ are matrixes of partial derivatives of g(·) and f(·) with respect to the system parameter γ, respectively.
Proof: Let δ x and δ y denote the variations of x and y caused by δ γ . Then, by Taylor series expansion of g(·) and f(·) around γ we can write,
Comparing (10) and (11) with the definitions of δ x and δ y in Theorem 1, ∂g/∂γ and ∂f /∂γ can be considered asX andỸ, and δ γ as ε respectively which completes the proof.
Remark 1: Regarding to Theorem 2, it can be seen that, if Theorem 1 is specialized for the system model (6) and (7), thenXε andỸε can be considered as the Taylor series expansions of the g(·) and f(·) about the system parameter up to first-order terms.
Remark 2:
Substituting the definitions of the JSFs from Section II-B in (9) results in an alternative expression as,
Ignoring the last term of (12), this expression can be regarded as the superposition of the effects of the system parameter on the mutual information through the system input x and system output y, in the first and second terms respectively. From (12) it can be seen that, if the system input is not a function of the system parameter of interest, then ∂g/∂γ = 0 and hence by the Lebesgue dominated convergence theorem and our assumption about the boundedness of score functions, the first term of this equation will vanish.
The above Theorems and Remarks enable us to calculate the gradient of mutual information with respect to any system parameters of interest which will be given in the next section.
B. Gradient of Mutual Information With Respect to the System Parameters
In this section, we give a general expression for the gradient of mutual information with respect to the system parameters, by considering the system model as the general form stated in II-D. We assume that, both input and output of the system are allowed to be affected by the system parameters. Hence, this general model covers many practical system models including stochastic systems with feedback.
We consider the general system model defined by (6) and (7), and we suppose that, the set of the system parameters include a parameter that we want to study the sensitivity of mutual information with respect to it, through the calculating the gradient of mutual information.
Theorem 3: Consider the system model introduced by (6) and (7). Then, the gradient of mutual information with respect to a specific vector from the parameter set Θ such as γ = (γ 1 , ..., γ J ) T , will be as,
Proof: Expanding (9) we have,
This equation shows that as (δ γ ) j → 0,
where, ∂g/∂γ j and ∂f /∂γ j are derivatives of vector-valued functions f and g with respect to γ j , respectively. Regarding to the definition of the gradient of a scalar function with respect to a vector, (15) completes the proof.
Remark 3:
Utilizing the definitions of JSFs in II-B, an alternative expression for Theorem 3
can be written as,
As it can be inferred from this expression, gradient of input-output mutual information with respect to the system parameter, can be considered as the superposition of two terms. The first one expresses the sensitivity of mutual information to the system parameter through the system input and the second one is due to the sensitivity of mutual information to the system parameter through the system output. Again, if the system input is not a function of the system parameters, then the first term of (16) will vanish.
In the following section, we particularize our general results for the Communication channels with feedback, as one of the realistic scenarios for injecting the dependency of the system input to the system parameters.
IV. APPLICATION IN COMMUNICATION CHANNELS
The general results obtained in the previous sections are applicable to any stochastic system defined by (6) and (7). This section particularizes these general results for the multiuser communication channels as one of the most important practical stochastic systems. First, sensitivity of the mutual information to the channel parameters will be calculated in the multiple access channel (MAC), then results reduce to the single-user case. The results are inclusive in the sense that the system input is allowed to be affected with the system output and hence we are capable to analyze the the behavior of mutual information in communication channels with feedback.
A. Multiuser Channel with Feedback
In this section, we particularize our general results to the MAC with feedback, a familiar and practical scenario of multiuser communication systems. As it is well known, unlike the point-to-point case, feedback can enlarge the capacity region of MAC [31] . The capacity region with feedback, however, known in some special cases. Here, we first give a general expression for the gradient of mutual information with respect to the channel parameters in a MAC with arbitrary channel model. Then, we focus on the Gaussian MAC, where we express the gradient of mutual information with respect to the channel parameters in terms of a MMSE term, a term induced by interference, and a correctional term due to the presence of feedback. The obtained multi-user expression of the I-MMSE relation can provide more insights to the behavior of the system in presence of feedback. The single-user versions of the results will be given as well. 
and U (k)i are used for the channel input and message of kth user at time instant i respectively, 
where, W i stands for arbitrary but known distribution noise. Then, derivative of mutual information with respect to the the system parameter γ j , j = 1, ..., n is,
,...,X n (K)
where,
Proof: See Appendix B.
We, first particularize our results to a general additive noise MAC with K users in presence of feedback. Then, we focus on the Gaussian MAC and formulate the gradient of mutual information with respect to the system parameter in terms of MMSE, interference terms and correctional terms resulting from feedback.
Corollary 1:
Consider the following functional model for an additive noise MAC with feedback, where we assume that noise is independent of the vector-valued system parameters and
Then, derivatives of mutual information with respect to γ (l) , l = 1, ..., K are,
,...,u n
which is easily followed by substituting (21) and (22) in (19) and (20), respectively and definition of the gradient of a scalar function with respect to a vector.
In the following Corollary, we particularize this result for the Gaussian case.
Corollary 2:
Consider the system model (21) and (22) with γ (l) = γ for all l, and let W i ∼ N (0, 1) , i ∈ [1 : n] to be i.i.d samples of noise. Then we will have,
Proof: See Appendix C.
As it can be seen from (25), the first term is sum of the MMSEs of the users, the second term is caused by the interference of users and appears as a cross correlation of the users' input estimation errors, and the last term is induced by feedback. Now, we reduce our results on the MAC with feedback to the single-user communication channel with feedback. In n uses of a single-user channel, sequence of messages is denoted by U n , and X n and Y n denote the sequences of channel input and channel output, respectively. We use U i , X i and Y i to denote the message, channel input and channel output at time instant i. Now, we give a general expression for the gradient of mutual information with respect to the channel parameters in n uses of a single-user channel, where in each use of the channel we assume that the channel model is as bellow,
where the channel input X i depends on the sequence of messages U i and the previous channel outputs Y i−1 through the deterministic encoding function g i as,
For this channel the following Corollary holds.
Corollary 3:
Consider a single-user channel with channel model (29) for each use of the channel and (30) as the coded channel input. Then, derivatives of mutual information with respect to γ j , j = 1, ..., n can be written as,
. (31) and
Proof: Proof easily follows from (19) and (20) with K = 1.
Now, we particularize our general results for the derivative of mutual information in an additive noise channel with feedback.
Corollary 4:
Consider the following system model for an additive noise channel with feedback,
where the channel input X i depends on U i and the previous channel outputs Y i−1 through the deterministic encoding function g i ,
, and we suppose that, γ i = γ for all i.
Moreover, random variable W i stands for arbitrary but known-distribution noise. Then,
Proof: Proof readily follows by (23) and (24) with K = 1, respectively.
In the next Corollary we show that (35) will reduce to the result of [27] for additive Gaussian noise channels. 
where, mmse (γ) and ζ (γ) are the minimum mean square estimation error of the channel input and the term induced by feedback defined by (26) and (28) with K = 1.
Proof: Proof easily follows from Corollary 2 with K = 1.
Therefore, we could recover the result of [27] on Gaussian additive channel with feedback as a special case of our results.
B. Multiuser Channel without Feedback
Our general results are applicable for both systems in which the system input is allowed to be a function of the system parameters or not. Here, we consider the MAC without feedback where based on Remarks 2 and 3, the reduced version of the previous section's results can be utilized for our analysis. The single-user versions of the results will be given as well.
Corollary 6:
Consider the the system model (17) and suppose that the channel inputs are functions of the messages only. i.e.,
then,
and,
Although we notice that unlike (19) and (20), here X (k)i ; k = 1, ..., K, i ∈ [1 : n] as the arguments of the vector-valued function f are not functions of the channel parameters γ j , j = 1, ..., n.
Proof: Proofs easily follow from Remark 3.
Specializing this result for the additive noise MAC without feedback, we have the following corollary.
Corollary 7:
Consider the system model (21), where we assume that γ i = γ for all i, and
Then, derivatives of mutual information with respect to γ (l) , l = 1, ..., K will be as,
Proof: Substituting system model (21) in (38) and (39) we get the desired results.
Following corollary specializes these results for the Gaussian MAC without feedback and recovers the scalar version of the result of [28] .
Corollary 8:
Consider the setup of Corollary 7 with γ (l) = γ for all l, and let
where, mmse (γ) and ϑ (γ) defined in (26) and (27) , respectively.
Proof: Substituting the system model (21) with Gaussian noise in (41) gives the desired result.
As it can be seen from (42), when there is no feedback in the channel model, derivative of mutual information will be related only to the sum of the MMSE terms of user's and cross correlation terms induced by the interference of different users. Now, consider a single-user channel in which the channel input is not allowed to be a function of the channel output and hence the system parameters. Then, the following Corollaries hold.
Corollary 9:
Consider the system model introduced in Corollary 6 with K = 1, then,
Proof: Proof readily follows from (38) and (39) with K = 1. Now, we reduce our results to the single-user additive noise channel without feedback.
Corollary 10: Consider the additive noise channel without feedback with the following system model,
where X i = g i (U i ) and we assume that, γ i = γ for all i. Then,
Proof: Proofs readily follow from (40) and (41) with K = 1.
Now, we particularize Corollary 10 to the Gaussian case.
Proof: Proof readily follow from (42) with K = 1.
V. CASE STUDY
In this section, a reduced version of our results, in the case that the system input is independent of the system output and hence the system parameter, will be used to interpret some of the key results of [23] , where Palomar et al. give an expression for the derivative of mutual information with respect to the channel parameter in terms of the conditional channel input distribution given the channel output assumed that the channel input is independent of the channel parameters.
Consider a channel with conditional output distribution given the channel input p Y |X (y |x)
with X and Y as the channel input and output, respectively. Now, suppose that the conditional output distribution given the channel input can be factorized as,
where γ is the system parameter. Then, based on [23, Theorem 2] the derivative of the mutual information with respect to the system parameter γ can be written as,
The next Theorem expresses the condition under which (50) holds as the derivative of mutual information with respect to the system parameter.
Theorem 5: Derivative of the mutual information with respect to the system parameter can be expressed through (50) if and only if, the noise is additive and independent of the system parameters.
Proof: First we show that if (50) holds, then noise is additive in the system model. Toward this end, consider the reduced scalar version of (16) when the channel input is independent of the system parameter as,
where ∂f /∂γ is written simply as f ′ , and we impose no constraints on the system model f (·).
Comparing (51) and (50), one can conclude that if these two statements are equivalent, then,
which means that,
where c stands for any term which is not a function of γ. From ξ γ (X), it is deduced that it is a function of X and γ, only. If this is the case, then the constant term c will be a function of the system noise, which is implicitly assumed that, it is not a function of system parameter.
Therefore, (53) can be stated as,
where we use c (W ) to emphasis on that the aforementioned constant term c is a function of noise, only. Equation (54) implies that if (50) holds, then noise is additive in the system model. Now, to prove the other direction, we consider a general additive noise channel with the following model,
whereW stands for any additive noise, which is not a function of channel parameter γ. Using our result for the derivative of mutual information with respect to the channel parameter, we can write,
On the other hand, for the system model (55) we can write,
Hence, factorization (49) holds for this model with ξ
we get the same result as (56). Therefore, one can conclude that, for additive noise system derivative of mutual information can be expressed through (50). Hence, the proof completes.
Remark 4:
In [23] , there is a counterpart for (50), in n uses of the channel which holds under constraint (49) in ith, i = 1, ..., n use of the channel, as bellow,
where it is assumed that the system inputs X i are independent of γ for all i. Equation (58) can be regarded as a special version of (43) whit γ j = γ, j = 1, ..., n as,
Comparing (58) and (59), and repeating some arguments like those of the proof of Theorem 5, it can be concluded that (58) is valid if and only if the noise is additive in the system model.
VI. CONCLUSIONS
In this paper, we first formulated the variation of mutual information resulting from small variation in its arguments, without imposing any conditions regarding to the relationship between the arguments. Then, considering a very general system model in which two functions define the input-output relationship of the system, the variation of input-output mutual information of the system caused by a small variation in the arbitrary system parameter of interest was given. Based on the introduced notion of the mutual information variation, a general expression for the derivative of mutual information with respect to the system parameters, in the aforementioned system model, was derived. Multiuser communication systems with feedback as a realistic scenario for the application of our results were considered and sensitivity of the mutual information to the system parameters was studied. Specifically, multiple access channel as a practical multiuser communication system was studied in the presence of feedback, where the derivative of mutual information with respect to the arbitrary parameters of the channel was derived. In the Gaussian MAC with feedback, our generalized version of I-MMSE formula relates the derivative of mutual information to the MMSE terms of the estimating the inputs based on the channel output, the cross correlation of the estimation error of the inputs, and a correctional term caused by feedback.
The results were specialized for the single-user channels with and without feedback, too. Based on our functional approach, some available results on the derivative of mutual information with respect to the system parameter in systems without feedback were interpreted and conditions for their validity were given.
APPENDIX

A. Proof of Theorem 1
Using the relationship between mutual information and entropy, we can write,
where, h(·) denotes the Shannon differential entropy, and δ x and δ y denote the variations of x and y. Now, we calculate the first term of (60) where the other terms can be found similarly.
From [30] , we have,
where, p x+δx (x + δ x ) is the joint pdf of the random vector x + δ x . By expanding ln(·) in the neighborhood of 1 and using [30, Lemma 4], we can write,
Equivalently, we can write,
Hence,
Substituting (64) in (61) we can write,
In what follows we show that
Toward this end, we first show that,
The random variable inside the curly brackets can be written as,
By the first-order Taylor series expansion of ln p x (x) about x and our assumption on the random variables to be bounded, (68) converges to 0 almost surely as ε → 0. 
where, the first inequality follows by our assumption on the score functions to be bounded, the mean value theorem and the fact that (a + b) λ ≤ 2 max(λ−1,0) a λ + b λ holds for positive a, b, and λ. The second inequality follows by the assumption of ε to be small enough, and the last inequality holds for all ε such that ε ≤ β. This upper bound is integrable by Holder inequality.
Hence, (67) is verified. Since, lim ε→0 o (ε)/ ε = 0, and we assume that the score functions are bounded, (66) readily follows. From (65) and (66) we get the desired result,
Similarly, for the random vector y we have,
Now, we want to obtain a similar expression for the last term of (60). Using the multivariate version of Taylor's theorem for expanding ln p x,y (x, y) about (x, y), we can write, h x + δ x , y + δ y − h (x, y) = − E φ 
Repeating some arguments like Theorem 3, the proof of (19) readily follows. For (20) , since we assume that the sequence of messages are not dependent on the system parameters, form where repeating some arguments like Theorem 3 completes the proof.
C. Proof of Corollary 2
From (24) we can write,
,...,U n 
For additive Gaussian noise W i , the first term of (75) can be simplified as,
,...,u n (K) ,y n )
... ,...,u n (K) ,y n )
The second term can be expanded as,
,...,U n (K)
|Y n y i du n (1) ...du
where, p U n ,...,U n (K)
