The mobile applications business is a really big market, growing constantly. In app marketing, a key issue is to predict future app installations. The influence of the peers seems to be very relevant when downloading apps. Therefore, the study of the evolution of mobile apps spread may be approached using a proper network model that considers the influence of peers. Influence of peers and other social contagions have been successfully described using models of epidemiological type. Hence, in this paper we propose an epidemiological random network model with realistic parameters to predict the evolution of downloads of apps. With this model, we are able to predict the behavior of an app in the market in the short term looking at its evolution in the early days of its launch. The numerical results provided by the proposed network are compared with data from real apps. This comparison shows that predictions improve as the model is fed back. Marketing researchers and strategy business managers can benefit from the proposed model since it can be helpful to predict app behavior over the time anticipating the spread of an app.
Introduction
In 2014, more than one billion smartphones were shipped 1 and the sales of smartphones grew 20% in the third quarter of 2014 2 resulting in millions of applications (apps) available for downloading by millions of users at app markets. 3 The app business is a really big market, growing constantly and, in app marketing, one key issue is to predict future app installations. In the literature, there are studies that examine how the information spreads in implicit networks 4 or related with the network effect on information dissemination on social network sites as explained by Luarn et al. 5 Specifically for mobile apps, there are contributions that examine how the adoption (downloads) of the apps is influenced by others in their social network 6 and several approaches to model the proliferation growth of apps over the users, 7, 8 where the network effects in users' app downloads have been studied.
Pan et al. 8 used a composite network model, comprised by a call-log network, a Bluetooth proximity network, a friendship network, an affiliation network plus a network that takes into account exogenous factors, like app popularity. The data used to validate the model came from a sample of 55 students.
Taylor et al. 6 surveyed 180 students about their usage of apps and the results were analyzed to examine the influence of social contacts on the use of apps. The results show that friends and family members were the most significant app advisors.
Aharony et al. 7 considered a sample of 200 participants. The data were collected via a passive data collection software platform that registered Bluetooth proximity hits by closeness and via surveys. One of the conclusions of this work was that one should be cautious in using declared friendship networks to infer the spreading of smartphone apps and for applying viral marketing strategies, since the face-to-face interaction seemed to have a stronger correlation with app diffusion. Thus, all these previous contributions claim that:
Social networks play an important role in consumers' decisions to download and use mobile apps. 6 The adoption of mobile apps appears to spread via social contagion. 6 People who spend more time in face-to-face interaction are more likely to share common apps. 7 Face-to-face interaction has a strong correlation with app dissemination. 7 There are strong network effects in app installation patterns. 8 However, the experiments of Aharony et al. 7 and Pan et al. 8 are based on a small group of participants. In Taylor et al., 6 it is recognized that the sample size for the study is relatively small and the generalizability of the results is limited. To the best of our knowledge, there is a lack of experiments carried out with big network simulations and with multiple repetitions, comparing the results with data from real app markets.
Taking into account the above comments and how social contagion has been successfully studied using models of epidemiological type, 9, 10 in this paper we propose an epidemiological random network model to estimate the evolution of downloads of the apps over a theoretical random network, analyzing the potential spread of the apps and comparing the theoretical results with real data coming from real downloaded apps. One of the main contributions of this paper is that the network simulation was run over a big theoretical random network of 1,000,000 members and was repeated 100,000 times with different sets of realistic parameters via computational methods. The resulting set of simulations from running the model multiple times provided us a bank of possible behaviors. This bank of potential behaviors allows us to predict the future behavior of an app looking at its evolution in the early days of its launch.
To conduct our study and compare our results with real data, we followed the evolution of apps in a real Android app marketplace, where the exact number of downloads was available. 11 The monitorized apps have been randomly chosen, among free apps, and the results have been scaled for comparison with available real data. The scaling had to be done because the potential public for each app is very different. For instance, game apps have usually more downloads than specific apps.
Marketing researchers and strategy business managers can benefit from the model proposed in this paper since it can be helpful to predict the app behavior over time and then anticipating the spread of an app. This paper is organized as follows. In Section 2 we present the model building, model parameters, data used for modeling, simulations and comparison methods. Section 3 is devoted to presenting results and their discussion. Conclusions are drawn in Section 4.
Material and methods

Model
Taking into account the network effects suggested by Taylor et al. 6 , Aharony et al. 7 and Pan et al., 8 we will build our model as a Susceptible -Infected -Recovered (SIR)-type epidemiological random network. The nodes will be the users and the edges will be the face-to-face relations between users. A user gets 'infected' if they download the app; 'susceptible' or 'not infected' when they have never downloaded the app, and they will become 'recovered' (and hence 'immune') when they remove the app from their device. The number of initial infected nodes will be random; the infection rate will be defined based on the face-to-face relation between nodes and, the recovery rate will be based on the user app retention. A flow chart diagram for the SIR model applied in the paper is shown in Figure 1 .
Regarding our model, we will assume that other mechanisms for app adoption different from face-to-face relation as described by Pan et al. 8 (i.e., exogenous factors due to app popularity and spontaneous app installation after browsing an app market by the user) are weaker and, hence, less significant than face-to-face relations.
Comparing our results with real data, we will be able either to validate or reject this assumption.
Parameters
To build our theoretical random network, we considered a population of 1,000,000 users. For the number of edges (or users' friends), this was based upon the results obtained by Navarro-Pertusa et al., 12 regarding the face-to-face friends relations in Spanish population between 15-20 years old. According to this latter paper, we will consider a mean network degree of k = 13:25 friends with a standard deviation of 8.27. We focus on this 15-20 year age group because they are considered to be 'mobile addicts' (i.e., a consumer that launches apps more than 60 times per day) and then, they are the most susceptible to app infection by others than any other age group. 13 The number of friends for every user will be assigned randomly, generating for every user a random number of friends from the normal (Gaussian) distribution with mean m =13:25 and standard deviation s =8:27, N (m =13:25; s =8:27). To do this, we sample k from N(m = 13:25; s = 8:27). Then, the number of edges in the network is e = k Á 1, 000, 000)=2 ½ , where ½ denotes the integer part function. In order to assign the e edges, we select two nodes randomly. If there is not a previous edge between them, then we assign the edge to these two nodes. Otherwise, we select another couple of nodes. We repeat this process until the e edges have been assigned. Thus, our random network is an Erdös-Rényi random network, where all edges are independent. 14 To simulate the network evolution we will need to set the simulation time, the infection rate and the user retention rate parameters.
For the simulation time, we consider a t s = 100 days timeline. This decision is made because, as shown in the benchmarking the half-life and decay of mobile apps website, 15 the Android operating system app half-life is 3 months. In that website, 15 the half-life of an app is defined as the time instant at which the number of users has declined 50% with respect to its maximum value throughout its lifetime. After this point, the virality or infectiousness of the app is weaker.
Retention rates of apps by users at 30, 60 and 90 days, are determined in the App Engagement website. 16 We can express these rates as the probability that a user retains the app more than 30, 60 or 90 days, i.e., P½X 5 30, P½X 5 60 and P½X 5 90, respectively. Assuming that the retention time X has an exponential distribution of parameter l . 0, and, since P½X 4 x = 1 À P½X 5 x, then we can calculate P½X 4 30, P½X 4 60 and P½X 4 90 as follows:
where x is the time the user has the app downloaded in their device, and l . 0 is the parameter needed to estimate the user retention days. Taking into account the values of x for different types of apps given in the App Engagement website, 16 we obtain the l values satisfying the function f (x) in Equation (1) for 30, 60 and 90. Hence, we obtain an interval for l values that will be between 0.008273 (for apps with high user retention rate) and 0.03539 (for apps with low user retention rate).
We assume that the infection rate parameter, b, will be a function of k=t s as follows:
where, as it has been previously defined, k and t s are the network mean degree and the simulation time, respectively, and d . 0 is a tuning parameter. We will consider values for d in the interval ½0, 0:65 in order to cover as many scenarios as possible.
Data
In order to compare our model simulations with real data, we have monitored several apps. They have been randomly chosen from Slideme.org. 11 These apps and their number of accumulated downloads are collected in Tables 1 and 2 .
Simulations and selections
For modeling simulations, we use 1,000,000 of nodes and the variable parameters will be:
The number of initial infected nodes: A random integer number generated uniformly in the interval ½1, 50. From an epidemiological point of view, a natural candidate for the number of initial infected nodes would be very small (1-5), however considering a real context to our problem this number can be greater because the companies can use promotion campaigns where the app is offered for free use among some selected customers. Here, we will assume this number lying in the interval ½1, 50. The user retention rate: A random number, l . 0, uniformly generated in the interval ½0:008273, 0:03539 that appears in Equation (1). The infection rate: A random number generated uniformly in the interval ½0, 0:65 being d the parameter that appears in Equation (2) .
In order to compute reliable estimations based on a 95% confidence interval (CI), the technique referred to as Latin Hypercube Sampling (LHS) will be used. 17 This technique will be applied to select sets of the variable parameters to be substituted into the model. LHS (a type of stratified Monte Carlo sampling) is an efficient method for achieving equitable samples of all input parameters simultaneously. In our problem, by LHS we obtained an equitable sample of 100,000 input parameters simultaneously. We substituted each set of the 100,000 parameters into the model and then we ran a simulation. The set of results from the obtained simulations represent all the possible behavior of an app according to the considered parameters. After performing these simulations, a set of scenarios will be generated.
Based on the number of downloads over the time for a real app, we should be able to select the behavior from our set of scenarios that best fit the behavior of the real app. In this manner, the evolution curve of that app will be estimated. This curve will be built taking into account two issues. On the one hand, in a real scenario, we want to be able to know the expected behavior of an app based just on the early days of its launch. This means that in practice the number of downloads will be available only at some early dates. On the other hand, a set of 100,000 results from our simulations are available. Based on the two previous facts, we will select the simulations that best fit the real data. For that, we introduce the following notation: d(i) denotes the total number of accumulated downloads at the i-th day. In practice, the values of d(i) are only known for some specific days, say,
s(i, j) denotes the total number of accumulated downloads at the ith day (1 4 i 4 100) for simulation j, 1 4 j 4 10 5 . To compare simulations with the available real data,
5 , will be required.
Taking into account that our network contains 1,000,000 users and that the number of users in the real network is unknown, for each simulation j, a factor, a j . 0, will also be determined to scale the available real data d(i k ), in such a way that the scaled real data a j d(i k ) and the simulation s(i k , j) be close for all the days, 1 4 k 4 p. This approximation will be built using the mean square error (MSE) as the error measure. Thus, we calculate e j , the MSE of simulation s(i, j), as follows:
This defines a set of MSEs fe j . 0 : 1 4 j 4 10 5 g associated with each simulation j. Notice that the best simulation s(i, j Ã ), in the mean square sense, is given by the one where: e j Ã = minfe j . 0 : 1 4 j 4 10 5 g. Now, we sort the simulations s(i, j) by MSE in ascending order. Thus, we search for the subset of simulations with the lowest MSE such that, once the 95% CI in each point (day) is calculated, the available real data d (i 1 ), d(i 2 ) , . . . , d(i p ) lies inside their corresponding 95% CI. Then, with this obtained subset of simulations we expect to estimate the behavior of the app downloads in the near future.
Results and discussion
This section shows the results obtained according to the method described in Section 2.4. We have monitorized 15 apps from the real app market. 11 Hereinafter, we will show the results of our technique for two apps.
In Table 1 , the total number of accumulated downloads during different days d(i k ), for the first app (App 1), is shown.
Considering a real scenario, we would only have the total number of downloads until the present, say 11th day, given by d (11) . Therefore, the only available data are the total number of accumulated downloads corresponding to days, d(4) and d (11) . By selecting the behaviors from our set that best fit the these two values and the 95% CI, as explained in Section 2.4, we would obtain the results shown in Figure 2 .
With our simulations, we are able to capture the real behavior of the App 1 (red points in Figure 2 ) until the 28th day after the app launch, since data d (14) , d(21) and d(28) is inside the 95% CI generated by the proposed method. Notice that, although the value corresponding to 34th day, d(34), lies outside the confidence interval, it is not far from the 95% CI.
Following with the real scenario, if we reach the 14th day, and we would dispose of the number of accumulated downloads d (14), then we can feed back the proposed method with these new data. Then, using d(4), d(11) and d (14), we would obtain the results shown in Figure 3 . Now the real value d(34) lies inside the new generated CI. Our prediction also gives more downloads than the real future values.
As showed in Figure 2 and Figure 3 , the behavior far from the app launch, for example in 84th and 95th days, whose number of total downloads are given by d(84) and d(95), respectively, are not captured. However, if we again feed back the selection, from d(11), d (14) and d(21), the predicted behavior by the mean fits the data in those days, as shown in Figure 4 , but generate wide CIs. Now, we consider an app with a low level of downloads, whose figures are listed in Table 2 .
In this case, using real data d(6) and d(8), the proposed model is able to predict the total number of accumulated of downloads on the 13th day. This has been plotted in Figure 5 . If the model is fed back using data d(13) corresponding to the 13th day, then the model also captures the real data d(20) and d(70), with a small error corresponding to the prediction at the 28th day. The results can be seen in Figure 6 .
Summarizing, in this section we have shown the results provided by our method with two different types of apps. It has been shown that the proposed method improves the prediction when it is fed back. To show the robustness of the the proposed method, it has been tested with 13 additional apps from Slideme. 11 The results with these 13 additional apps can be found in the predicting mobile apps spread website. 18 In all the cases, good results have been obtained. On the one hand, we have shown the proposed model is able to predict the behavior of apps with an average (standard) or low total number of downloads. On the other hand, the method does not provide correct results for the behavior of apps with a high number of downloads, i.e. high virality, at the first stages due to their fast growth. However, the predictions improve when the model is fed back providing correct results. The proposed method shows that it is possible to provide an approximation for the behavior of the number of downloads using CIs. The key for the prediction accuracy is to select the adequate parameters for the model building. Depending on the type of app whose behavior we want to anticipate, we should fix the set of parameters as retention time and infection rate according to its characteristics. For example, an app with a marketing campaign should increase its infection parameter according to the expected impacts of that campaign.
Conclusion
In this work, an epidemiological random network model to estimate the evolution of download of apps has been proposed. The model's goals have been to predict the total number of accumulated app downloads as well as to show the network effect on the app downloads validating our assumption that exogenous factors, due to app popularity and spontaneous app installation after a user browses an app market, are weaker and less significant than face-toface relations. In addition, the proposed model generalizes the results obtained in other works 6, 7, 8 with very high networks.
The results show that the prediction of the evolution of the number of downloads of an app over time is possible via computational methods whenever proper parameters are adequately chosen. The capability of the model to capture the behavior of the app by means of CIs has been shown. Therefore the face-to-face relations are more important than other mechanisms for app adoption. Although, the proposed method does not consider exogenous factors, it is capable of forecasting the evolution of the number of downloads for monitored apps correctly, using CIs.
The study was based on 100,000 simulations. This permits us to generalize the results obtained in other contributions about the face-to-face network effect in app adoption, that were based on only one realization of the experiment.
Recently, in Kloumann et al. 19 the authors have just focused on Facebook apps using, among other approaches, a SIR-type epidemiological model. This approach may not be appropriate for mobile apps, since when a person uninstalls a mobile app it is unlikely they will install it again. 16 In addition, in our contribution we consider that the contagion (or user adoption) may change over time due to the feedback technique used. This feature is not considered by Kloumann et al. 
