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Abstract
Bayesian topic modeling methods such as latent Dirichlet allocation (LDA) and hierarchical
Dirichlet processes (HDP) are deemed as well-known machine learning or data mining
approaches. For original Bayesian topic models, they usually focus on text data analysis,
where a generative process of documents is modeled based on a hypothesis that text words
in each document are generated from a mixture distribution of latent topics, where each
latent topic is represented as a word distribution. Nonparametric topic model is a typical
type of Bayesian topic models, such as HDP which models multiple correlated documents
with multiple infinite Dirichlet processes that are connected by sharing a mixture of infinite
components (topics) among all the documents.
In recent years, people are paying more and more attentions on extending such topic
models to analyze video data. However, such modeling works are very challenging, since
the composition of video data is more abstract and complicated than the one of simple text
data. To be more specific, video data can be considered to be a type of multimodal data that
generally contain a sequence of video frames, audio, and speech transcripts. To analyze
such multimodal video data, in this paper, I propose a number of Bayesian nonparametric
topic modeling methods, which mainly focus on tackling three major problems: (1) the way
to model the time relativity between neighboring video frames, (2) the way to model the
multimodal data within a unified topic model, and (3) the way to make the model perform a
specific application on video data analysis. These nonparametric topic modeling methods are
respectively developed with respect to two application scenarios of video data analysis: (1)
video semantic analysis, (2) video emotion recognition. Finally, a series of comprehensive
experiments are conducted to evaluate the performance of proposed methods.
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Chapter 1
Introduction
1.1 Background
With the advances in information technology and computer science, research on video data
analysis has been attracting more and more focus in recent years. As a matter of fact, such
research works are of great value, since video technology is widely used in various areas
such as art, education, entertainment, Internet, digital advertising, etc. Nowadays, video
data take up more than half of all consumer Internet traffic, and it is forecasted to increase
even more in the future. In this background, analyzing enormous video data via machine
learning methods are becoming increasingly necessary. For instance, now we can share any
video clips through a video-sharing website such as YouTube while attaching several simple
labels or detailed descriptions to let viewers easily find clips that interest them. However,
an anonymous video file without any labels or descriptions can also be uploaded to such
video-sharing website without being sorted into a specific genre. In fact, these anonymous
videos need to be learned and categorized properly, since they may contain very useful and
important information. However, it is very challenging for researchers to find an appropriate
mathematical model to learn videos, since video data have a more complicated structure
that generally includes time dependency and multimodal data. Focusing on this problem,
this paper will present a number of Bayesian nonparametric topic modeling methods for
modeling and analyzing video data, and give a detailed explanation on the advantages of
these methods.
In the field of statistics and machine learning, there is a type of statistical model, called
Bayesian model, that assumes a prior distribution for the unknown parameters to be estimated
via Bayesian inference method. A Bayesian nonparametric model is a Bayesian model on an
infinite-dimensional parameter space, where the parameter space is typically chosen as the
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set of all possible solutions for a given learning problem [1]. Through Bayesian modeling
methods, a number of general machine learning problems can be effectively tackled, such as
regression, clustering, classification, latent variable modeling, sequential modeling, etc.
One of the popular instances of Bayesian modeling methods is Bayesian topic modeling
method, which can mine latent topics occurring in a collection of documents by using
Bayesian inference. Topic models were originally used for solving text mining problems,
which assume that documents are mixtures of topics, where a topic is a probability distribution
over words. Some statistical techniques, such as variational inference [2, 3] and Markov
Chain Monte Carlo (MCMC) [4, 5], can be utilized to infer the set of latent topics that
were responsible for generating the words within documents. Generally, Bayesian topic
models can be divided into two fundamental types: Bayesian parametric topic model such as
latent Dirichlet allocation (LDA) [2, 5], and Bayesian nonparametric topic model such as
hierarchical Dirichlet processes (HDP) [4, 3]. The major difference between these two type
of topic models is that the number of the topics is required to be manually set beforehand
during the inference phase in Bayesian parametric topic models, while the number of the
topics can be automatically estimated when using Bayesian nonparametric topic models to
infer the latent topics.
Recently, researchers are trying to utilize such Bayesian topic modeling methods to find
an appropriate way to analyze video data. However, for the case of video data analysis, the
problem becomes more challenging, since the composition of video data is more complex
than the one of general text data. More specifically, video data can be deemed as a type
of multimodal data that generally contain a sequence of video frames, audio, and speech
transcripts. To handle such video data with topic models, there are mainly three challenging
problems that need to be tackled: (1) the way to model the time relativity between neighboring
video frames, (2) the way to model the multimodal data within a unified topic model, (3) the
way to make the model perform a specific application on video data analysis. These problems
will be respectively considered and tackled when devising the models in this paper. Compared
with original LDA or HDP, the video-oriented topic model is expected to incorporate more
modeling mechanisms that may complicate the model with more parameters and variables.
Therefore, I prefer using the Bayesian nonparametric topic models for analyzing video data
in this paper, which can reduce the difficulty of model tuning, since the number of the topics
can be automatically estimated by model itself during the inference phase.
In addition, this paper will focus on two application scenarios of video data analysis:
(1) video semantic analysis, (2) video emotion recognition. According to each application
scenario, I will extract appropriate and relative video features from videos to let the pro-
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posed nonparametric topic model learn their corresponding latent “topics”, so as to achieve
corresponding video data analysis. To demonstrate the effectiveness of each proposed
nonparametric topic modeling methods on video data analysis, I will devise a series of
experiments to assess the proposed model via both qualitative evaluation and quantitative
evaluation, and discuss the advantages of using such proposed nonparametric topic modeling
methods.
1.2 Related Work
Original Bayesian topic models [2, 4] are generative models for text documents, which
specify a set of probabilistic procedures to generate each document. More specifically, topic
models generally assume that text words in each document are generated from a mixture
distribution of topics, where each topic is represented as a word distribution.
On the basis of this hypothesis, Blei et al. [2] presented a parametric topic model named
latent Dirichlet allocation (LDA), where words in a document are considered arising from a
particular set of latent topics, where each latent topic is modeled as a multinomial probability
distribution over words from some basic vocabulary. A variational inference algorithm [2, 5]
was utilized in LDA to infer the latent topics for observed words within documents. The
biggest contribution of LDA is that they introduced Dirichlet priors on those multinomial
distributions, which effectively simplifies the problem of statistical inference. However, LDA
still has a drawback that the number of the topics in LDA is required to be manually set
beforehand during the inference phase. Soon after, a nonparametric topic model named
hierarchical Dirichlet processes (HDP) [4] was proposed by Teh et al., which models multiple
correlated documents with multiple infinite Dirichlet processes [6] that are connected by
sharing a mixture of components (topics) among all the documents. HDP rules that the
number of topics can be augmented to infinite in the generative process, therefore during the
inference phase, the real number of topics is a variable that can be estimated by the inference
method.
LDA and HDP can be considered as two most classic and typical topic models. Based on
the theory of LDA and HDP, researchers have tried to extend such topic modeling method
to varieties of application fields, especially for multimedia data analysis. Wang et al. [7]
proposed an unsupervised learning method on the basis of both the LDA and HDP models
to detect activities and interactions occurring in the scene of video. However, they ignored
the time-dependency issue among neighboring frames within a video according to their
method. Hospedales et al. [8] proposed a Markov clustering topic model (MCTM) extended
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from LDA for learning scene characteristics, dynamically screening and identifying irregular
spatiotemporal patterns within a video. However, only one modality (visual words) of data
was considered in their model. Kuettel et al. [9] proposed a cascaded topic model called
dependent Dirichlet processes and hidden Markov models (DDP-HMM) to jointly discover
spatio-temporal dependencies of moving agents in complex dynamic scenes within a video
clip. However, it is very hard to perform multimodal data modelling due to the structure
of DDP-HMM. Das et al. [10] proposed a hybrid system that incorporated a low level
multimodal latent topic model for initial keyword annotation, a middle level of concept
detectors and a high level module, to extract lingual description for a video. However, they
did not consider further dependencies and interactions among those modalities. Yang et
al. [11] proposed a correspondence Dirichlet compound multinomial LDA (Corr-DCMLDA)
to tackle the burstiness problem of the local features for video data mining. However, they
did not give a solution for modeling time-related frames within a video as well. For these
issues mentioned in above previous works, I provide corresponding solutions in my proposed
topic modeling methods in this paper.
In addition, here I also need to introduce some other related works on topic models
proposed for other applications, which inspire me a lot on tackling relative problems for this
task. For handling the time-related data, Ren et al. [12] proposed a dynamic HDP to deal with
music segmentation problem and gene expression problem, where a dynamic relationship
between global measure and local measure was modeled in their method. Similarly, Zhang et
al. [13] proposed a evolutionary HDP (EvoHDP) model to handle a collection of correlated
time-varying text documents, where double time-dependency mechanisms were incorporated
in the three-layer EvoHDP. For handling the multimodal data modeling, Blei et al. [14]
proposed a correspondence LDA (CorrLDA) model for text-annotated image data, where
a unidirectional dependence relationship was predefined between image data and text data.
Fukumasu et al. [15] proposed a symmetric correspondence LDA (SymCorrLDA) model for
multilingual text analysis, where the dependencies among multiple languages were modeled
can controlled by a latent variable. For supervised learning problems on topic models,
McAuliffe et al. [16] proposed a supervised latent Dirichlet allocation (sLDA) for predicting
movie ratings and document popularity, where a variety of response types can fit in sLDA.
Dai et al. [17] proposed a supervised hierarchical Dirichlet processes (sHDP) for the same
purpose, where the limited-memory BFGS algorithm was used to find the MAP estimate of
regression coefficients.
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1.3 Outline
The rest of this paper is organized as follows. Chapter 2 gives a review on the background
knowledge of HDP, which is considered to be a base model in this work. Chapter 3 presents
a sequential correspondence hierarchical Dirichlet processes (Seq-cHDP) model extended
from original HDP model, to analyze semantic information for videos. For the same purpose,
Chapter 4 attempts to improve the flexibility of video multimodal data modeling mechanism
in Seq-cHDP, then presents a sequential symmetric correspondence hierarchical Dirichlet
processes (Seq-Sym-cHDP) model, which can flexibly model the dependency among mul-
timodal data with pivot assignments. Chapter 5 presents a supervised learning version of
Seq-Sym-cHDP model for real video semantic analysis application. Chapter 6 develops a
Bayesian nonparametric multimodal data modeling framework to mine the latent human
emotional events from both deep features and MFCC features extracted from videos, where
deep features can be drawn from fully connected layers of convolutional neural networks
(CNNs) that is used for deeply learning the images (frames) within each video. Finally,
Chapter 7 concludes this work and summarizes overall contributions.
Chapter 2
Preliminary Work
2.1 Background
As mentioned in Chapter 1, original Bayesian topic models [2, 4] are generative models for
text documents, which specify a set of probabilistic procedures to generate each document.
More specifically, topic models generally assume that text words in each document are
generated from a mixture distribution of topics, where each topic is represented as a word
distribution. In real application, given a number of the observed documents, I can derive
a Bayesian inference method of topic model to learn each latent topic for each given word
of documents. Therefore, topic modeling method is usually utilized for discovering and
analyzing hidden structures of documents.
In general, topic models can be divided into two fundamental types: Bayesian parametric
topic model and Bayesian nonparametric topic model. For Bayesian parametric topic model,
the most typical and popular one is latent Dirichlet allocation (LDA) proposed by Blei et
al. [2]. In LDA, words in a document are considered arising from a particular set of latent
topics, where each latent topic is modeled as a multinomial probability distribution over words
from some basic vocabulary. Although the inference of LDA is very easy to be implemented,
however, it still has some limitations for real applications since the number of the topics in
LDA needs to be predefined beforehand. This may bring much difficulties for model tuning,
especially when there are more controlling parameters existing in the model. To tackle this
problem, Bayesian nonparametric topic model can be a good option. Based on the theory of
Dirichlet process [6], Teh et al. presented a hierarchical Dirichlet processes (HDP) [4] model
to mine the latent topics for documents in a Bayesian nonparametric modeling way. In HDP,
multiple correlated documents are modeled as multiple infinite Dirichlet processes, which
are connected via sharing a mixture of components (topics) among all the documents. Note
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that the number of topics is set as infinite in HDP. Therefore, during the inference period of
HDP, the real topic counts might be changed for each iteration, and finally converge to an
optimized number.
According to the scenario of video data analysis, there are a lot of data features that are
required to consider when modeling such video data with topic models. For instance, a video
comprises a sequence of video frames where neighboring video frames are time dependent,
furthermore, video data are multimodal data that contain various types of data such as image
data, audio data and transcript data. To better handle such video data, I need to formulate
the topic model with a more complex structure corresponding to the features of video data,
which means the modified topic model might incorporate more variables and parameters
within its framework. In this case, nonparametric HDP that can automatically estimate the
number of the topics, is appropriate to be a base model for modeling video data. I briefly
review the generative process and inference method of HDP in the following sections.
2.2 Hierarchical Dirichlet Processes
2.2.1 Generative Process
A Dirichlet process can be deemed as a distribution of a random discrete probability measure.
Given a collection of random correlated measures {G j}, the HDP connects these random
measures probabilistically by using a shared random global measure G0, which itself is
drawn from a Dirichlet process with base measure H. The graphical model representation
for HDP is illustrated in Fig. 2.1. The detailed generative process of HDP is as follows.
• Step 1: The global measure G0 within HDP is drawn from a Dirichlet process:
G0 ∼ DP(γ,H) (2.1)
where DP(γ,H) indicates a Dirichlet process with concentration parameter γ and base
measure H.
• Step 2: Similarly, each local measure G j is drawn from a Dirichlet process with the global
measure G0:
G j ∼ DP(α0,G0) (2.2)
where α0 indicates a concentration parameter for generating G j.
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Fig. 2.1 Graphical model representation of HDP.
• Step 3: For each j, I define {θ ji} as i.i.d. random variables distributed on G j, then the rest
of the generative process is as follows:
θ ji ∼ G j
x ji ∼ f (x ji|θ ji)
(2.3)
where each θ ji is a factor corresponding to a single observation x ji, and f (·|θ ji) indicates a
conditional probability distribution conditioned on θ ji.
To make the model more understandable and applicable, Teh et al. also introduced three
analogs from three different perspectives for HDP [4], which are stick-breaking construction,
Chinese restaurant process representation, and a representation in terms of a limit of finite
mixture models. In this paper, I focus on reviewing the first two methods, described in the
following.
2.2.2 Stick-Breaking Construction
Measures extracted from Dirichlet processes can be expressed by using independent se-
quences of i.i.d. random variables. This method is known as a stick-breaking construc-
tion [18, 4].
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Fig. 2.2 Graphical model representation for stick-breaking construction of Seq-HDP.
The graphical model representation for the stick-breaking construction of HDP is shown
in Fig 2.2. Firstly, I define that the components (topics) φ = {φk}∞k=1 are distributed on the
base measure H. Since G0 and G j have completely support at the points φ , I then respectively
use component weights β and π j to construct corresponding measures G0 and G j, the process
is as below:
G0 =
∞
∑
k=1
βkδφk
G j =
∞
∑
k=1
π jkδφk
(2.4)
where each component weight variable consists of an infinite number of corresponding
component weights, i.e., β = {β1,β2, ...,βk, ...} and π j = {π j1,π j2, ...,π jk, ...}.
Then, these component weights can be successively drawn with:
β ∼ GEM(γ)
π j ∼ DP(α0,β )
(2.5)
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where GEM() stands for a GEM process [19], which is formed by such a process: βˆk ∼
Beta(1,γ), βk = βˆkΠk−1i=1 (1− βˆi).
In HDP, each factor θ ji is distributed on G j, it can take on the value φk with probability
π jk. I define z ji as an indicator variable of φk, then there is θ ji = φz ji . The rest of the
generative process is as follows:
z ji ∼ π j
x ji ∼ f (x ji|φz ji)
(2.6)
2.2.3 Chinese Restaurant Franchise
The Chinese restaurant franchise (CRF) [4] is a metaphor that describes the generative
process of topic models via Chinese restaurant process. According to a CRF, there is a
restaurant franchise with a shared menu across the restaurants. I assume that each Chinese
restaurant can have infinite tables at which customers can sit, each table can serve only one
dish for customers, and multiple tables in the same or different restaurants can serve the same
dish. When the first customer comes to the restaurant, he or she chooses a table at which to
sit and then orders a dish from the global menu or asks the waiter for a new dish not included
on the global menu. Then, the next customer comes to the restaurant. He or she can sit at the
same table if he or she is willing to eat the same dish as the previous customer. Otherwise,
he or she can sit at another table and order any dish he or she wants. Note that the dish can
also be a new dish if he or she is not interested in the dishes written on the global menu. If a
new dish is ordered, the global menu will be updated and augmented with it.
For a HDP, the documents can be deemed as the restaurants in CRF, and the factors θ ji
can be deemed as the customers. I define the φ = {φk}Kk=1 distributed on the base measure H
as shared global menu of dishes, where K will be incremented later on. I also define variable
ψ jt that stands for the specific selection of dish at table t of restaurant j. Then, I depict such
a CRF with these notations in Fig. 2.3, where rectangles represent the restaurants, and circles
represent the tables of restaurants.
I now compute marginals under a HDP when G0 and G j are integrated out. Given
{θ j1, ...,θ j(i−1)}, the θ ji is drawn from:
θ ji|θ j1, ...,θ j(i−1),α0,G0 ∼
m j·
∑
t=1
n jt·
i−1+α0δψ jt +
α0
i−1+α0 G0 (2.7)
where n jtk indicates the number of customers who sit at table t of restaurant j eating dish
k, and m jk indicates the number of tables in restaurant j serving dish k. All the marginal
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Fig. 2.3 A depiction of a Chinese restaurant franchise.
counts are represented with dots. Note that this process can also be considered as how the
customer selecting a table. In this process, the first term is a mixture of the likelihood of
existing tables, while the second term is the likelihood of a new-born table. If the second
term is selected, I should increment m j· by one.
Next, given {ψ11,ψ12, ...,ψ21, ...,ψ j(i−1)}, the ψ ji is drawn from:
ψ ji|ψ11,ψ12, ...,ψ21, ...,ψ j(i−1),γ,H ∼
K
∑
k=1
m·k
m··+ γ
δφk +
γ
m··+ γ
H (2.8)
note that this process can also be considered as how the table selecting a dish. In this process,
the first term is a mixture of the likelihood of existing dishes, while the second term is the
likelihood of a new-born dish. If the second term is selected, I should increment K by one.
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2.3 Inference Method for HDP
In general, there are four approaches [4, 20] for inferring the HDP with Markov chain Monte
Carlo (MCMC) sampling schemes: (1) a straightforward Gibbs sampler based on the CRF,
(2) an augmented representation involving both the CRF and the posterior for G0, (3) a
variation on the second sampling scheme with streamlined bookkeeping, and (4) a posterior
representation sampler from the perspective of the stick-breaking construction. In this section,
I focus on introducing the fourth one.
According to the scheme of the posterior representation sampler, the global measure G0
can be formulated by:
G0 =
K
∑
k=1
βkδφk +βuGu, Gu ∼ DP(γ,H) (2.9)
and the component weights β can be sampled from:
β = (β1, ...,βK,βu)∼ Dir(m·1, ...,m·K,γ) (2.10)
where Dir indicates Dirichlet distribution. In this procedure, I reformulate the original infinite
vector β with finite K components and a promising component u. As mentioned in CRF, m jk
indicates the number of tables in restaurant j serving dish k, here its marginal form is m·k
that affects the estimation of βk. The sampled value of the promising component weight βu
is influenced by the concentration parameter γ .
Similarly, each local measure G j can be formulated by:
G j =
K
∑
k=1
π jkδφk +π juGu, Gu ∼ DP(γ,H) (2.11)
and the component weights π j can be sampled from:
π j = (π j1, ...,π jK,π ju)∼ Dir(α0β1+n j1, ...,α0βK +n jK,α0βu) (2.12)
where I reformulate the original infinite vector π j with finite K components and a promising
component u. n jk indicates the number of samples that are assigned with topic k in document
j. Note that both βk and n jk affect the estimation of π jk, and the sampled value of the
promising component weight π ju is influenced by α0βu.
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Algorithm 1: Gibbs Sampling Method for HDP
Initialization; Sample β ;
for ( j = 1; j ≤ J; j++) do
Sample π j;
for (i = 1; i≤ N j; i++) do
Sample z ji;
end
Compute each n jk;
Sample each m jk;
end
Compute each m·k;
Then, for each sample x ji, I derive a conditional likelihood to sample the topic z ji for
each x ji:
p(z ji = k|x ji, ...) ∝ p(z ji = k|π j)p(x ji|z ji = k, ...)
=
{
π jk f
−x ji
k (x ji) if k is used
π ju f
−x ji
knew (x ji) if k is newborn
(2.13)
where f−x jik (x ji) and f
−x ji
knew (x ji) are the sample probabilities conditioned on the topic k, and
the superscript −x ji denotes doing the computation excluding the current sample. Note that
both of f−x jik (x ji) and f
−x ji
knew (x ji) can be defined in a variety of ways according to different
applications.
The n jk can be computed by counting all the z ji. However, I still need to find a way to
sample the counts m jk. To simplify this problem, I can use a Bernoulli trial method proposed
by Porteous [21] to sample it. I give the estimation of m jk as below:
p(m jkr = 1) =
α0βk
α0βk + r−1 (2.14)
where r is the index of the customers and r ∈ [1,n jk], p(m jkr = 1) indicates the probability
of that the r-th customer chooses a new table at which to eat dish k in the restaurant j. Hence,
every m jkr can be sampled via this approach, then compute the m jk via m jk = ∑r m jkr.
Then, I employ a Gibbs sampling method to implement such posterior inference of HDP.
Its pseudo-code is shown in Algorithm 1.
In this method, we need to pay attention because the number of topics k may increase if a
newborn topic is selected during sampling z ji. For this case, all the component weights need
to update their atoms to instantiate this newborn topic in the sampler, whose procedures are
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expressed with:
h|γ ∼ Beta(γ,1)
(β newu ,β
new
(K+1)) = (βuh,βu(1−h))
h j|α0,βu,h∼ Beta(α0βuh,α0βu(1−h))
(πnewju ,π
new
j(K+1)) = (π juh j,π ju(1−h j))
(2.15)
where Beta() represents beta distribution. After this update, the total number of the topics
K will be increased by one. In addition, I just show only one iteration of the whole Gibbs
sampling task in Algorithm 1. As a matter of fact, it might operate thousands of iterations to
let all the variables reach convergence depending on different scenarios of applications.
Chapter 3
Sequential Correspondence Hierarchical
Dirichlet Processes for Video Semantic
Analysis
3.1 Overview
In this chapter, I present a Bayesian nonparametric topic model named sequential correspon-
dence hierarchical Dirichlet processes (Seq-cHDP) for video semantic analysis.
As I mentioned, straightforwardly applying HDP to deal with video data is not a good
solution, since video data have a more complicated structure than text data, i.e., a video can
be deemed as a type of multimodal data, which generally contain image data and speech data
from the perspective of video semantic analysis. In this work, for a specific video, I consider
that a sequence of video frames represent image data, and speech transcripts represent speech
data.
To deal with such video data, I extend the original HDP, and develop a more appropriate
Bayesian nonparametric topic model, i.e., Seq-cHDP, which involves two core aspects: one
is the time-dependency mechanism that shows the time relativity between neighboring video
frames based on a Markovian assumption, and the other is the data correspondence mecha-
nism that provides two corresponding generative processes for the multimodal data within
the model. From the perspective of Bayesian nonparametric topic models, the observations
are discrete samples (words). Hence, the preprocessing for videos is necessary, where image
data and speech data are respectively converted into a number of corresponding visual words
and speech words. Since the data correspondence mechanism defines a unidirectional de-
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pendence relationship among multimodal data, this work assumes image data as a pivot data
type (modality), and the latent topics of non-pivot speech data are sampled from the topic
distribution over pivot image data. The generative process of Seq-cHDP is reformulated
with stick-breaking construction. Then, an inference method is developed based on posterior
representation sampler, and implemented by cascaded Gibbs sampling. In experimentations,
Seq-cHDP is assessed by topic trend estimation and genre classification.
The rest of this chapter is organized as follows. Section 3.2 presents a sequential
HDP (Seq-HDP) to handle the time-dependency issue about neighboring frames within a
video. Based on Seq-HDP, Section 3.3 incorporates a data correspondence mechanism to
model the multimodal data in videos. Section 3.4 develops an inference method based on
posterior representation sampler to infer the Seq-cHDP. Finally, experimental evaluations
and concluding remarks are respectively presented in Section 3.5 and Section 3.6.
3.2 Sequential HDP
In this section, I focus on developing a unimodal sequential HDP (Seq-HDP) model to handle
the time-dependency issue about neighboring video frames. Seq-HDP extended from HDP
has a three-layer hierarchy in accordance with the structure of video data. I firstly describe
the generative process of Seq-HDP in Section 3.2.1. Then, a stick-breaking construction for
Seq-HDP is introduced in Section 3.2.2.
3.2.1 Generative Process
Inspired by the discussions on modeling the time-varying activities in the previous studies [12,
13], here I present a simple three-layer HDP model called Seq-HDP to show the time
dependencies among neighboring frames within each video. I depict the graphical model
representation of Seq-HDP in Fig. 3.1. In this three-layer Seq-HDP model, a measure G
located in the top of the model structure represents an overall measure of Seq-HDP, which is
generated from a base measure H and simultaneously shared by all the HDPs. Similarly, I
define G f0 as the global measure reflecting the f -th video on the second layer of Seq-HDP.
Then on the third layer, G fj denotes the local measure corresponding to the j-th frame within
the f -th video. As a matter of fact, these local measures are not independent, since video
frames within the same video are sequential and time correlated. Therefore, as shown in
the graphical model representation of Seq-HDP, I establish a transfer link based on a simple
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Fig. 3.1 Graphical model representation of Seq-HDP.
Markovian assumption between two adjacent local measures G fj−1 and G
f
j in Seq-HDP with
a transfer weight w fj . The entire generative process of Seq-HDP is described below.
• Step 1: The overall measure G is drawn from a Dirichlet process:
G∼ DP(ξ ,H) (3.1)
where DP() represents a Dirichlet process, ξ is a concentration parameter for generating G.
• Step 2: The global measure G f0 for each video is drawn from:
G f0 ∼ DP(γ f ,G) (3.2)
where f is the index of the video, and γ f is a concentration parameter for generating G f0 .
• Step 3: According to the time-dependency mechanism, both the upper global measure G f0
and previous local measure G fj−1 affect the generation of G
f
j . The local measure G
f
j is drawn
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from:
G fj ∼ DP(α f0 ,w fj−1G fj−1+(1−w fj−1)G f0) (3.3)
where α f0 is a concentration parameter for generating G
f
j , and w
f
j−1 is the transfer weight.
• Step 4: For each frame j within video j, the generative process for each random variable
θ f ji and each observation (data sample) x f ji is as follows:
θ f ji ∼ G fj
x f ji ∼ f (x f ji|θ f ji)
(3.4)
where each θ f ji drawn from local measure G
f
j is a factor corresponding to a single data
sample x f ji, the data sample x f ji is sampled from a conditional probability distribution
parameterized with θ f ji. Note that i is the index of the data sample, and f (·|·) represents a
conditional probability distribution.
3.2.2 Stick-Breaking Construction
As mentioned in Section 2.2.2, the stick-breaking construction is employed as a type of
analog for nonparametric topic models, which reformulates the nonparametric topic model
by using independent sequences of i.i.d. random variables.
The graphical model representation for the stick-breaking construction of Seq-HDP
is illustrated in Fig. 3.2. Here, I also define that the components (topics) φ = {φk}∞k=1
are distributed on the base measure H. The infinite component weights can be used for
constructing each probability measure. The overall measure G can be reformulated by:
G =
∞
∑
k=1
νkδφk
ν ∼ GEM(ξ )
(3.5)
where infinite vector ν indicates a collection of overall component weights corresponding to
G, i.e., ν = {ν1,ν2, ...,νk, ...}, and the overall component weights ν are obtained via a GEM
distribution [19] parameterized with ξ , which is specified in Section 2.2.2 of Chapter 2.
Similarly, the global measure G f0 is reformulated by:
G f0 =
∞
∑
k=1
β fk δφk
β f ∼ DP(γ f ,ν)
(3.6)
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Fig. 3.2 Graphical model representation for stick-breaking construction of Seq-HDP.
where infinite vector β f indicates a collection of global component weights corresponding
to G f0 and β
f = {β f1 ,β f2 , ...,β fk , ...}. The global component weights β f are drawn from a
Dirichlet process parameterized with γ f and ν .
In the last layer, the local measure G fj is reformulated by:
G fj =
∞
∑
k=1
π fjkδφk
π fj ∼ DP(α f0 ,π ′ fj )
(3.7)
where infinite vector π fj indicates a collection of local component weights corresponding to
G fj and π
f
j = {π fj1,π fj2, ...,π fjk, ...}. The local component weights π fj are drawn from a Dirich-
let process parameterized with α f0 and π
′ f
j . Because of the time-dependency mechanism, the
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π ′ fj is formed as follows.
π ′ fj = w
f
j−1π
f
j−1+(1−w fj−1)β f (3.8)
Then, I use z f ji substitutes the factor θ f ji in Seq-HDP, which can be deemed as indicator
variable of component φk. The rest of the generative process is as follows:
z f ji ∼ π fj
x f ji ∼ f (x f ji|φz f ji)
(3.9)
3.3 Correspondence Method for Multimodal Data Model-
ing
As mentioned in Section 3.1, video data can be deemed as a type of multimodal data, which
generally include image data and speech data from the perspective of video semantic analysis.
In this section, I incorporate a correspondence method inspired by a previous work [14] into
the Seq-HDP model to handle such multimodal data. The new model is named sequential
correspondence hierarchical Dirichlet processes (Seq-cHDP).
According to this correspondence mechanism, a unidirectional dependence relationship
is predefined among multimodal data. More specifically, the correspondence mechanism
predefines a pivot data type (modality), and then makes other non-pivot data types (modalities)
generate their latent topics based on the topic distribution over pivot data. In the scenario of
video data analysis with Seq-cHDP, I assume that image data is the pivot data, and image
data and speech data are discretized with visual words and speech words, respectively.
I show a graphical model representation for the stick-breaking construction of Seq-
cHDP in Fig. 3.3, where the components shared in the model indicate latent topics of the
words. The data sample generative process is clearly separated into two different blocks,
which respectively represent the generative methods of visual words and speech words.
The generative process of Seq-cHDP is the same as that of Seq-HDP until generating the
parameter π fj . Then, the rest of the generative process of Seq-cHDP is as follows.
• Step 1: For each frame j, a topic z f ji for a visual word is drawn from π fj . Then, conditioned
on the sampled topic z f ji, a specific visual word x f ji is drawn from f (x f ji|φk,k = z f ji).
• Step 2: In the same frame, a topic zˆ f ji for a speech word is drawn from Uni f orm(z f j1,z f j2, ...,z f jN f j).
Then, conditioned on the sampled topic zˆ f ji, a specific speech word xˆ f ji is drawn from
f (xˆ f ji|φˆk,k = zˆ f ji).
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Fig. 3.3 Graphical model representation for stick-breaking construction of Seq-cHDP.
Here, Uni f orm() denotes a uniform distribution. N f j and Nˆ f j respectively indicate the
number of visual words and speech words in frame j of video f . f (·|·) indicates a conditional
distribution. As a matter of fact, there are two different topic collections {φk}∞k=1 and {φˆk}∞k=1
drawn from the same base measure H that respectively belong to visual words and speech
words. However, they share the same topic space. Note that the generative process of the
topics for speech words is uncorrelated with topic weights π fj , and that it only depends on
the sampled topics for the pivot visual words in the same frame. This is also recognized as a
key character for the correspondence mechanism.
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Fig. 3.4 Generation mechanism of stick-breaking construction for Seq-cHDP associated with
the extracted counts of factors in CRF.
3.4 Inference Method
An inference method for Seq-cHDP will be introduced in this section. I derive posterior
representation sampler to infer the Seq-cHDP, and implement it with a cascaded Gibbs
sampling method.
3.4.1 Factors in Chinese Restaurant franchise
Referring to the introduction of original HDP [4], the model of Chinese restaurant franchise
(CRF) is derived to reformulate the generative process of HDP from another perspective.
According to the hypothesis of CRF in HDP, it assumes that a number of Chinese restaurants
serve customers dishes from a shared menu, where a customer represents a single word, a
dish represents a latent topic, and the shared menu represents the collection of topics. The
detailed generative process for CRF is described in Section 2.2.3 of Chapter 2.
However, for the scenario of Seq-cHDP, the reformulation with CRF becomes more
complex, since the Seq-cHDP has a three-layer hierarchy. Referring to the theory in the
previous work [13], a new factor metatable (table of the tables) is introduced for integrating
out the overall measure G in a three-layer HDP. I also notice that the extracted counts of
these factors (i.e., customer, table and metatable) in CRF are correlated with the component
weights ν , β f and π fj in stick-breaking construction, since these counts are necessary for
updating the corresponding component weights in the posterior representation sampler.
In the following, I will describe a brief generation mechanism of stick-breaking con-
struction for Seq-cHDP associated with the extracted counts of factors in CRF, as shown in
3.4 Inference Method 23
Fig. 3.4. M fk indicates the number of the metatables in the area (video) f serving dish k that
is drawn from the overall menu ν . T f
( j+1)k indicates the number of the tables in the restaurant
j+ 1 of area (video) f serving dish k. Because of the time dependency, this dish can be
selected from the previous local menu π fj or the global menu β
f . Hence, T f
( j+1)k is divided
into two types with T f
( j+1)k = T
j→ j+1
f k +T
0→ j+1
f k , where T
j→ j+1
f k indicates the number of
tables whose dishes are drawn from π fj , and T
0→ j+1
f k indicates the number of tables whose
dishes are drawn from β f . Then, n f jk indicates the number of the customers eating dish k in
the restaurant j of area (video) f , and the ordered dishes are drawn from the local menu π fj .
Note that all the customers (words) in n f jk belong to the modality of visual words, since I
predefine that the modality of visual words is the pivot modality in Seq-cHDP, whose topics
are straightforwardly drawn from π fj . In addition, all the topic index k on the counts of
factors are marginalized with dots in Fig. 3.4. The sampling method for the counts of these
factors in CRF will be specified in Section 3.4.2.
3.4.2 Posterior Representation Sampler
In the following, I will describe how to sample the variables mentioned in the stick-breaking
construction for Seq-cHDP.
According to the scheme of the posterior representation sampler for HDP that I described
in Section 2.3, the overall measure G can be reformulated by:
G =
K
∑
k=1
νkδφk +νuGu, Gu ∼ DP(ξ ,H) (3.10)
and the overall component weights ν can be sampled from:
ν = (ν1, ...,νK,νu)∼ Dir(M·1, ...,M·K,ξ ) (3.11)
where Dir denotes Dirichlet distribution. As described in Section 3.4.1, M·k is the marginal
form of M fk , hence M
·
k = ∑ f M
f
k . In this procedure, the original infinite vector ν has an
augmentable form filled with finite K components and a promising component u.
Similarly, the global measure G f0 can be reformulated by:
G f0 =
K
∑
k=1
β fk δφk +β
f
u Gu, Gu ∼ DP(ξ ,H) (3.12)
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and the global component weights β f can be sampled from:
β f = (β f1 , ...,β
f
K ,β
f
u )∼ Dir(β˜ f1 , ..., β˜ fK , β˜ fu ) (3.13)
where the estimator β˜ fk and β˜
f
u are formed with:
β˜ fk = γ
fνk +T 0→·f k
β˜ fu = γ
fνu
(3.14)
According to the CRF of Seq-cHDP, only some of the tables T 0→·f k assigned with dish k
among all the restaurants are associated with β fk . Here, T
0→·
f k = ∑ j T
0→ j
f k .
Then, the local measure G fj can be reformulated by:
G fj =
K
∑
k=1
π fjkδφk +π
f
juGu, Gu ∼ DP(ξ ,H) (3.15)
and the local component weights π fj can be sampled from:
π fj = (π
f
j1, ...,π
f
jK,π
f
ju)∼ Dir(π˜ fj1, ..., π˜ fjK, π˜ fju) (3.16)
referring to Fig. 3.4, the local component weights π fj has two generating paths that respec-
tively generate n j f · and T
j→ j+1
f · . Hence, the estimator π˜
f
jk and π˜
f
ju are formed with:
π˜ fjk = α
f
0 w
f
j−1π
f
( j−1)k +α
f
0 (1−w fj−1)β fk +n fjk +T j→ j+1f k
π˜ fju = α
f
0 w
f
j−1π
f
( j−1)u+α
f
0 (1−w fj−1)β fu
(3.17)
where the weight w fj is a controlling parameter that ranges from 0 to 1.
For the concentration parameters ξ , γ f and α f0 , I use a gamma prior to update them:
ξ ∼ Ga(aξ ,bξ )
γ f ∼ Ga(aγ ,bγ)
α f0 ∼ Ga(aα0,bα0)
(3.18)
where a represents the prior shaping parameter, while b represents the prior scaling parameter.
As mentioned in Section 3.4.1, the table counts T fjk and the metatable counts M
f
k are very
necessary for updating the corresponding component weights in the posterior representation
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sampler. Here, I also utilize the Bernoulli trial method [21] to sample T fjk and M
f
k . The
estimation of T fjk is computed via:
p(T fjkr = 1) =
α f0 [w
f
j−1π
f
( j−1)k +(1−w
f
j−1)β
f
k ]
α f0 [w
f
j−1π
f
( j−1)k +(1−w
f
j−1)β
f
k ]+ r−1
(3.19)
where r indicates the index of the customers and r ∈ [1,n fjk], p(T fjkr = 1) indicates the
probability of that the customer r selects a new table at which to eat dish k in the restaurant j
of the area f . Then, T fjk can be obtained by summing up all the T
f
jkr, i.e., T
f
jk = ∑r T
f
jkr.
Similarly, the estimation of M fk is computed via:
p(M fkt = 1) =
γ f vk
γ f vk + t−1 (3.20)
where t indicates the index of the tables and and t ∈ [1,T f·k ]. Then, the M·k can be computed
by M·k = ∑ f ∑t M
f
kt after all the M
f
kt have been sampled.
Since the T f
( j+1)k comprises T
j→ j+1
f k and T
0→ j+1
f k , which can be sampled with a simple
multinomial distribution:
(T j→ j+1f k ,T
0→ j+1
f k )∼Multinomial(T f( j+1)k, [p,1− p]) (3.21)
where p indicates a probability for allocating tables that is formulated with:
p =
w fjπ
f
jk
(1−w fj )β fk +w fjπ fjk
(3.22)
According to the correspondence mechanism of Seq-cHDP, I predefine visual words as
the pivot modality. Then, the conditional likelihood of topic z f ji with respect to visual words
is expressed with:
p(z f ji = k|x f ji, ...) ∝ p(z f ji = k|π fj )p(x f ji|z f ji = k, ...)
=
{
π fjk f
−x f ji
k (x f ji) if k is used
π fju f
−x f ji
knew (x f ji) if k is newborn
(3.23)
where f−x f jik (x f ji) and f
−x f ji
knew (x f ji) are the probabilities of visual words conditioned on the
topic k. The superscript−x f ji represents doing the computation excluding the current sample.
According to the theory of HDP-LDA, if the topic k has been previously used, the f−x f jik (x f ji)
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is expressed with:
f
−x f ji
k (x f ji = v) =
∫
f (x f ji = v|φk)p(φk|X− f , jik ,H)dφk
=
n− f jikv + τ
n− f jik· +Vτ
(3.24)
and if k is a newborn topic, the f
−x fji
knew (x
f
ji) can be expressed with:
f
−x fji
knew (x
f
ji = v) =
∫
f (x fji = v|φk)p(φk|H)dφk =
1
V
(3.25)
where v indicates the index of visual words in terms of the vocabulary, X− f , jik indicates a set
of all the visual words assigned to topic k except for x f ji, n
− f ji
kv indicates the counts of the
visual word v assigned to topic k except for the current one and n− f jik· = ∑v n
− f ji
kv , and V is
the total number of visual words in the vocabulary. In addition, τ is a controlling parameter
and I define H = Dir(τ).
Then, conditioned on the sampled topic collection of visual words Z f j, the conditional
likelihood of topic zˆ f jiˆ with respect to speech words is expressed with:
p(zˆ f jiˆ = k|xˆ f jiˆ, ...) ∝ p(zˆ f jiˆ = k|Z f j)p(xˆ f jiˆ|zˆ f jiˆ = k, ...)
=
n f jk
n f j·
fˆ
−xˆ f jiˆ
k (xˆ f jiˆ) (3.26)
and the fˆ
−xˆ f jiˆ
k (xˆ f jiˆ) is expressed with:
fˆ
−xˆ f jiˆ
k (xˆ f jiˆ = vˆ) =
∫
fˆ (xˆ f jiˆ = vˆ|φˆk)p(φˆk|Xˆ− f , jiˆk ,H)dφˆk
=
nˆ− f jiˆkvˆ + τ
nˆ− f jiˆk· +Vˆτ
(3.27)
where vˆ indicates the index of speech words in terms of the vocabulary, and n f j· is the
marginal form for the counts of visual words as n f j· = ∑k n f jk. Similarly, nˆ
− f jiˆ
kv indicates the
counts of the speech word v assigned to topic k except for the current one and nˆ− f jiˆk· =∑vˆ nˆ
− f jiˆ
kvˆ ,
Vˆ is the total number of speech words in the vocabulary. Note that there is no newborn k
sampled in this process, since all the sampled topics with respect to speech words conform to
the topic space of the sampled topic collection of visual words Z f j.
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Algorithm 2: Cascaded Gibbs Sampling for Inferring Seq-cHDP
Initialization;
for ( f = 1; f ≤ F; f ++) do
for ( j = J f ; j ≥ 1; j−−) do
Sample topics for visual words Z f j;
Sample topics for speech words Zˆ f j;
Sample table counts T fjk, T
j−1→ j
f k and T
0→ j
f k ;
end
Sample metatable counts M fk ;
end
Sample concentration parameters ξ , γ f and α f0 ;
Sample overall component weights ν ;
for ( f = 1; f ≤ F; f ++) do
Sample global component weights β f ;
for ( j = 1; j ≤ J f ; j++) do
Sample local component weights π fj ;
end
end
3.4.3 Cascaded Gibbs Sampling
To implement the inference method for Seq-cHDP, I also employ the Gibbs sampling approach
based on posterior representation sampler. Different from the Gibbs sampling approach used
in original HDP, the implementation for inferring Seq-cHDP is mainly separated into two
individual sampling procedures due to time-dependency mechanism: the first step is to sample
the latent topics, table counts and metatable counts, the second step is to sample the three
different component weights. This sampling strategy is also called cascaded Gibbs sampling.
The pseudo-code for this cascaded Gibbs sampling method is shown in Algorithm 2.
This algorithm only show one iteration of the whole Gibbs sampling task. J f indicates
the number of the frames in video f , while F indicates the total number of the videos. Note
that the number of topics k may increase if a newborn topic is selected during the sampling
task. For this situation, all the component weights need to update their atoms to instantiate
this new topic in the sampler. This updating method has been already specified in Section 2.3
of Chapter 2.
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Table 3.1 Summary of Experimental Dataset.
the number of videos 247
the number of genre labels 26
the number of key frames 9330
the vocabulary size of visual words 1000
the vocabulary size of speech words 6291
3.5 Experiments
In this section, the description of the experimental setup and data features will be introduced
in detail. Then, I will discuss about the parameter tuning for the experimental system. Finally,
the performances for the proposed model will be validated via both qualitative evaluation
and quantitative evaluation.
3.5.1 Experiment Description
A video dataset provided by MediaEval-2011 Genre Tagging Task1 [22] was used in this
experiment. In their task, two types of data were extracted from videos. Firstly, a sequence
of key frames deemed as image data were extracted from each video. Secondly, a number of
speech transcript words deemed as speech data were tagged to each key frame for each video
via an automatic speech recognition (ASR) method [22].
To convert image data into visual words, a number of individual SIFT descriptors [23, 24]
were uniformly sampled from each key frame of each video, where the SIFT descriptor for
every 10× 10 pixel grid is computed conditioning in which the patch size was randomly
sampled between scales of 10 to 30 pixels. Then, all the sampled SIFT descriptors from
all the key frames of videos were clustered into k clusters through a k-means algorithm.
These clustered individuals were treated as visual words with a vocabulary size of k. In this
experiment, the vocabulary size of visual words was set to 1000. For the original speech
transcript words, 418 types of standard stop words [25] and the speech words appearing in
less than five videos were removed, and then the remained other 6291 types of common
words (i.e., the vocabulary size of speech words is 6291) were considered speech words that
were used in the experiment.
1Only dev_data dataset was utilized in this experiment. The source videos in the dataset were
originally collected from from the “blip.tv" video hosting service. See more details on homepage:
http://www.multimediaeval.org/mediaeval2011/
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Fig. 3.5 Result for parameter tuning on Seq-cHDP with accuracy.
The summary of the experimental dataset is shown in Table 3.1. Note that each video
within the dataset was originally tagged with a specific genre, there were total 26 genres
specified in the experimental dataset. Hence, a genre classification task was performed to
evaluate the proposed model and baseline model. In this process, a nested cross-validation
mechanism was utilized in this experiment, where the video dataset were evenly divided
into five subsets for the use of cross-validation. One subset was treated as the test set while
the remaining four subsets were used for four-fold cross-validation. This procedure was
totally repeated five times. During the testing phase, the system predicted the genre label for
each video in the test set based on the training results by applying support vector machines
(SVM)2 [26]. In addition, accuracy (micro-F1) and macro-F1 as performance metrics were
applied for evaluating the models.
3.5.2 Parameter Tuning
In Seq-cHDP, I define two controlling parameters w fj and τ , which play a very important
role in modeling optimization. Here, a parameter tuning task was performed to optimize the
2I used LIBSVM available at https://www.csie.ntu.edu.tw/cjlin/libsvm/. The procedure of genre prediction
is described as follows: (1) I estimate topic distributions by Seq-cHDP for both training and test video datasets.
(2) I then learn SVM using the topic distributions for training video dataset and the corresponding genre labels.
(3) I finally predict a genre label for each test video using the SVM trained at step (2).
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Fig. 3.6 Result for parameter tuning on Seq-cHDP with macro-F1.
Seq-cHDP before evaluating the performance of the Seq-cHDP. For simplicity, I consider all
the weights w fj are equal to the same parameter w.
I respectively swept the parameter w and τ in {0.1,0.3,0.5,0.7,0.9} and {0.1,0.5,1.0,1.5,2.0}
during the experimental phase. The parameter tuning task was performed by using the vali-
dation set, which was separated from the training set. According to a nested cross-validation
experiment, in each round of the four-fold cross validation, I can draw one of the four
subsets as the validation set, which means I can conduct four different experiments by testing
four individual validation sets separately. Hence, throughout all the five rounds in this
cross-validation experiment, I can totally collect 5×4 sets of experimental results. For the
initialization of Seq-cHDP, I set all the concentration parameters were drawn from a gamma
prior Ga(1.0,1.0). The cascaded Gibbs sampling system stopped the iteration until all the
variables within Seq-cHDP converged.
The results of parameter tuning is shown in Fig. 3.5 and Fig. 3.6, which demonstrate that
the variation of the controlling parameters w and τ significantly affects the performance of
Seq-cHDP with both of accuracy and macro-F1. The Seq-cHDP model achieved the best
performance when initializing with w = 0.5 and τ = 1.0.
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Fig. 3.7 Area graph for topic distribution in video No.109 (©Span-TV), superimposed with
speech words.
3.5.3 Evaluation of Models
Both qualitative evaluation and quantitative evaluation on Seq-cHDP will be shown in this
section. For comparison, three types of topic models were adopted as baseline models: the
first one is a correspondence HDP (CorrHDP) model that is equivalent to the Seq-cHDP
model conditioned on w fj = 0, the second one is a Seq-HDP model that is mentioned in
Section 3.2, and the third one is correspondence LDA (CorrLDA) [14], whose number of
topics must be predefined beforehand. For parameter settings, I referred to the results of the
parameter tuning task shown in Section 3.5.2, and set w = 0.5 and τ = 1.0.
Trend Estimation for Latent Topics
According to the nature of time dependent topic models, one of the advantages of Seq-cHDP
is that it can estimate and track the trend of the latent topics along with time varying, while
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Fig. 3.8 Area graph for topic distribution in video No.221 (©Blue Orchid Productions),
superimposed with speech words.
other non-time-dependent topic models fail to do so, since no time-dependency mechanism
is incorporated in their models.
To demonstrate the performance of topic trend estimation with Seq-cHDP, a set of frame-
based area graphs of topic distribution on three different examples that occurred in three
corresponding videos are plotted in Fig. 3.9, Fig. 3.7 and Fig. 3.8, respectively. In this figure,
each colored stripe represents a topic superimposed with assigned speech words, and the
width of these stripes on the y-axis indicates the topic distribution over visual words. The
x-axis represents the sequential key frames. Considering the space limitation, only some key
speech words are shown on the area graph. In addition, the font size of these key speech
words is proportional to their appearance frequencies in each key frame.
Based on the analysis to all these three examples, it is obvious to see that the topic
distribution smoothly was varying along with key frame evolving because of the time-
dependency mechanism in Seq-cHDP. Furthermore, through an adequate learning, the Seq-
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Fig. 3.9 Area graph for topic distribution in video No.106 (©Darien Library), superimposed
with speech words.
cHDP model effectively grouped a number of speech words that have close meanings or
belong to a similar class into a specific topic. For instance in Fig. 3.9, the video No.106
narrated a US presidential candidate debate on the question “Can we trust you with our
money?". In this case, I found that the major topic colored in pink collected a large number
of semantically similar words such as finance, dollars, spending, tax, which implies that this
topic is probably related to the key word “money". Another example in Fig. 3.7, the video
No.109 addressed four signature lighting techniques. As a consequence, the key speech
words flash, shadow, white, light frequently showed in the major topic colored in yellow.
Through this task, we can have a clear insight into the evolving process of the latent
topics within a video, and this is of benefit to the video semantic analysis.
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Table 3.2 Performance of Genre Classification.
Accuracy Macro-F1
Seq-cHDP 0.2515 ± 0.0365 0.0558 ± 0.0122
CorrHDP 0.1903 ± 0.0219 0.0367 ± 0.0106
Seq-HDP(Visual) 0.2012 ± 0.0134 0.0388 ± 0.0066
Seq-HDP(speech) 0.1826 ± 0.0221 0.0349 ± 0.0121
CorrLDA(K=10) 0.1831 ± 0.0197 0.0358 ± 0.0059
CorrLDA(K=20) 0.1873 ± 0.0258 0.0379 ± 0.0112
CorrLDA(K=40) 0.1791 ± 0.0313 0.0355 ± 0.0128
Performance of Genre Classification
Here, I performed a genre classification task to quantitatively evaluate the target model. As
mentioned in the beginning of this section, there were three baseline models, i.e., CorrHDP,
Seq-HDP and CorrLDA, which were utilized to compare with Seq-cHDP. For the initialization
of baseline models, the controlling parameter τ in CorrHDP was also set to 1, while the
controlling parameter w in Seq-HDP was also set to 0.5. The experiments performed with
Seq-HDP had two different scenarios, which were respectively conducted by using single
visual data and single speech data, since Seq-HDP is a unimodal topic model. For the
CorrLDA model, I respectively conducted three sets of the experiments with different number
of topics K = 10, K = 20 and K = 40. All the models were evaluated with a five-fold cross
validation.
Table. 3.2 shows the performance of genre classification among all the topic models.
As we can see, the accuracy and Macro-F1 results of Seq-cHDP achieved 0.2515 and
0.0558 respectively, which outperformed those of the other baselines shown in the table. In
these results, we can see that the performance measured by accuracy is more significant
than the performance measured by Macro-F1 for all the models, probably because the
ground-truth genre distribution on experimental videos is imbalanced. Besides, CorrHDP
performed at almost the same level as CorrLDA initialized with the most appropriate K,
but still performed worse than Seq-cHDP, therefore I speculate that incorporating the time-
dependency mechanism can make the model work more effectively. Seq-HDP no matter with
single visual data or single speech data showed poorer performance than Seq-cHDP under
the same condition, which demonstrated the effectiveness of the correspondence method for
modeling multimodal data in Seq-cHDP.
3.6 Summary 35
3.6 Summary
In this chapter, I proposed a sequential correspondence hierarchical Dirichlet processes
(Seq-cHDP) model extended from HDP to analyze the semantic information of video data.
Seq-cHDP has a three-layer hierarchy in accordance with the structure of video data.
In this work, two major contributions were made on Seq-cHDP: (1) a time-dependency
mechanism based on a Markovian assumption was developed to model the time relativity
between neighboring video frames, (2) a data correspondence mechanism was incorporated
to handle the multimodal data issue within videos. To infer the Seq-cHDP, an inference
method based on posterior representation sampler was derived to provide a way to estimate
every variable within the model, and implemented via a cascaded Gibbs sampling scheme.
The Seq-cHDP was experimentally evaluated by showing the trend estimation of latent topics
with video examples and the performance of genre classification. The experimental results
demonstrated that Seq-cHDP outperformed other baseline topic models in terms of both
accuracy and macro-F1.
In conclusion, Seq-cHDP as a Bayesian nonparametric topic model can effectively handle
the issue of video semantic analysis. However, I still notice some limitations existed in
Seq-cHDP. For example, the correspondence mechanism incorporated in Seq-cHDP need to
determine the pivot data type (modality) among multimodal data beforehand, which hurts the
flexibility of the model. This problem will be discussed and improved in Chapter 4.
Chapter 4
Sequential Symmetric Correspondence
Hierarchical Dirichlet Processes for
Video Semantic Analysis
4.1 Overview
In Chapter 3, I introduced a sequential correspondence hierarchical Dirichlet processes
(Seq-cHDP) model to analyze the semantic information for video data. However, there are
two drawbacks with respect to the correspondence mechanism incorporated in Seq-cHDP:
(1) the pivot data type (modality) needs to be manually specified beforehand, (2) the pivot
must be fixed throughout the whole generative process. These drawbacks might hurt the
flexibility of modeling multimodal data when using the Seq-cHDP.
To tackle this problem, this chapter focuses on exploring a way to further improve
the multimodal data modeling method for videos in Bayesian nonparametric topic models.
Based on the framework of sequential HDP (Seq-HDP) proposed in Chapter 3, I propose a
more flexible nonparametric topic model called sequential symmetric correspondence HDP
(Seq-Sym-cHDP) with a symmetric correspondence mechanism, which can spontaneously
choose the pivot data type with a multinomial pivot flag generator when generating a topic
for a corresponding word within each modality. The dependencies among all the data types
of multimodal data are effectively balanced via such pivot assignments within Seq-Sym-
cHDP. I still derive the posterior representation samplers [20] to infer the Seq-Sym-cHDP
model, and implement it with a cascaded Gibbs sampling method. The experimental results
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comprehensively demonstrate the Seq-Sym-cHDP outperforms other baseline nonparametric
topic models with both qualitative evaluation and quantitative evaluation.
The rest of this chapter is organized as follows. Section 4.2 gives a brief review of
the preliminary work on Seq-HDP. Section 4.3 firstly proposes a sequential conditionally
independent HDP (Seq-CI-HDP) model inspired by [27] to model the multimodal data
in a conditionally independent manner, then reviews the unidirectional correspondence
mechanism for multimodal data modeling in Seq-cHDP, finally presents a Seq-Sym-cHDP
model to provide the most appropriate and flexible solution for multimodal data modeling.
Section 4.4 derives the posterior representation samplers to infer the Seq-Sym-cHDP. Fi-
nally, experimental evaluations and summary are respectively presented in Section 4.5 and
Section 4.6.
4.2 Preliminary Work on Sequential HDP
Before introducing the Bayesian nonparametric multimodal topic modeling methods, I will
give a brief review of the unimodal Seq-HDP, which is designed for modeling the hierarchy
of video data.
As shown in Fig. 3.1 of Chapter 3, Seq-HDP is a three-layer HDP model. I define three
different probability measures G, G f0 and G
f
j to construct generative processes corresponding
to different layers in Seq-HDP. G located on the top layer of Seq-HDP stands for an overall
measure among all videos. Next, G f0 stands for the global measure reflecting the video
f on the second layer of Seq-HDP. On the third layer, G fj stands for the local measure
corresponding to the frame j in the video f . Since video frames in the same video are
sequential and time dependent, a Markovian transfer link with a transfer weight w fj is thus
established between two adjacent local measures G fj−1 and G
f
j in Seq-HDP. The generative
process of Seq-HDP is as follows:
G∼ DP(ξ ,H)
G f0 ∼ DP(γ f ,G)
G fj ∼ DP(α f0 ,w fj−1G fj−1+(1−w fj−1)G f0)
(4.1)
where DP() indicates a Dirichlet process, H is a base measure, ξ , γ f and α f0 are concentration
parameters corresponding to G, G f0 and G
f
j . Finally, each data sample x f ji can be drawn
from a conditional probability distribution f (x f ji|θ f ji) that is conditioned on the factor θ f ji,
and θ f ji is directly drawn from the local measure G
f
j .
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To make the model more understandable and applicable, Seq-HDP can be reformulated
with a stick-breaking construction as shown in Fig. 3.2 of Chapter 3, where three different
component weight vectors ν , β f , and π fj are utilized to construct corresponding measures in
the different layers of Seq-HDP, the process is described as:
G =
∞
∑
k=1
νkδφk , G
f
0 =
∞
∑
k=1
β fk δφk , G
f
j =
∞
∑
k=1
π fjkδφk (4.2)
where each component weight vector comprises an infinite number of corresponding compo-
nent weights, i.e., ν = {ν1,ν2, ...,νk, ...}, β f = {β f1 ,β f2 , ...,β fk , ...}, and π fj = {π fj1,π fj2, ...,π fjk, ...}.
Note that the components φ = {φk}∞k=1 are distributed on the base measure H.
Following the hierarchy of Seq-HDP, I can successively draw these component weights
with:
ν ∼ GEM(ξ ), β f ∼ DP(γ f ,ν), π fj ∼ DP(α f0 ,π ′ fj ) (4.3)
where GEM() represents a GEM distribution [19]. Note that the generation of π fj is influ-
enced by both β f and π fj−1 because of the time dependency. Hence, π
′ f
j is expressed as
follows.
π ′ fj = w
f
j−1π
f
j−1+(1−w fj−1)β f (4.4)
Then, for each data sample, the component index z f ji is directly drawn from π
f
jk. The data
sample x f ji is generated from a conditional probability distribution f (x f ji|φz f ji) conditioned
on the sampled z f ji. In the case of a real application, z f ji can be deemed as a sampled latent
topic, and x f ji is a generated word.
4.3 Multimodal Data Modeling Methods
A video generally includes image information and speech information from the perspective
of video semantic analysis, which can be deemed as a type of multimodal data. This section
focuses on how to deal with the issue of multimodal data modeling on the basis of Seq-
HDP. Firstly, borrowing the ideas from conditionally independent LDA (CI-LDA) [27] and
CorrLDA [14], I introduce two simple methods Seq-CI-HDP and Seq-cHDP to model the
multimodal data, and discuss their features and drawbacks. Then, I propose a Seq-Sym-cHDP
model to improve the issues mentioned in Seq-CI-HDP and Seq-cHDP via using a symmetric
correspondence mechanism.
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Fig. 4.1 Simplified Graphical model representation for stick-breaking construction of Seq-
CI-HDP.
4.3.1 Conditionally Independent Modeling Method
According to the theory on CI-LDA [27], it assumes that all the types of data (modalities) are
conditionally independent for generating their own data samples, however, only their assigned
topics are drawn from the same multinomial distribution over topics for each document.
Inspired by this idea, I incorporate a conditionally independent mechanism into the Seq-HDP
model for handling multimodal data, and name this new model with sequential conditionally
independent hierarchical Dirichlet processes (Seq-CI-HDP).
Fig. 4.1 depicts a simplified graphical model representation for the stick-breaking con-
struction of Seq-CI-HDP. In this figure, I use l to denote the index of data type (modality),
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and l ∈ {1, ...,L}. N(l)f j indicates the total counts for the words of data type l in frame j
of video f . Since Seq-CI-HDP is a type of multimodal version of Seq-HDP, here I only
describe the generative process for multimodal data in Seq-CI-HDP as below. The rest of the
generative process can be referred to the case of Seq-HDP in Section 4.2.
• Step 1: For the word i of data type l in frame j of video f , draw a topic z(l)f ji from π fj .
• Step 2: Conditioned on sampled topic z(l)f ji, a word x(l)f ji is drawn from f (x(l)f ji|φ (l)k ,k = z(l)f ji).
Note that f (x(l)f ji|φ (l)k ) denotes a word distribution conditioned on φ (l)k . In fact, all the
{φ (l)k }Ll=1 drawn from base measure H share the same K(∞) topics. In addition, I notice that
the sampling processes for all the topics are only related with π fj , which implies that the
dependencies among all the multimodal data are relatively weak.
4.3.2 Correspondence Modeling Method
Review to Chapter 3, I proposed a Seq-cHDP model to handle the multimodal data in videos
with a data correspondence mechanism. As opposed to Seq-CI-HDP, the data correspondence
mechanism incorporated in Seq-cHDP specifies two different types of data: pivot data and
non-pivot data, and establish a unidirectional dependency that makes non-pivot data draw
their latent topics from the topic distribution over pivot data.
Similarly, I also show a simplified graphical model representation for the stick-breaking
construction of Seq-cHDP in Fig. 4.2, and describe its generative process for multimodal
data as below.
• Step 1: Assume that the data type {l}l=1 is the pivot data type. Then a topic z(1)f ji for the
word x(1)f ji is drawn from π
f
j . Conditioned on sampled z
(1)
f ji, a specific word x
(1)
f ji is drawn from
f (x(1)f ji|φ (1)k ,k = z(1)f ji).
• Step 2: For the other non-pivot data types {l}Ll=2, a topic z(l)f ji for the word x(l)f ji is drawn
from Uni f orm(z(1)f j1, ...,z
(1)
f jN(1)f j
). Conditioned on sampled z(l)f ji, a word x
(l)
f ji is drawn from
f (x(l)f ji|φ (l)k ,k = z(l)f ji).
Here, Uni f orm() represents a uniform distribution, for the explanation of other param-
eters, we can refer to the similar parameters described in Seq-CI-HDP. As discussed in
Section 3.3 of Chapter 3, the topic assignment for non-pivot data completely depends on the
topic distribution over predefined pivot data. However, such unidirectional dependency for
modeling multimodal data makes the model lack flexibility, for instance, the model might
show poor performance when the data in some non-pivot data types become more dominant
than the data in the pivot data type.
4.3 Multimodal Data Modeling Methods 41
(1)
fjiz
(1)
fjix
(1)
fjN ( )L
fjiz
( )L
fjix
( )L
fjN
...
f
j
0
f
... ...
K
(1)
k ... ( )Lk
H
1
f
jw 
f
jw
f
f F

Fig. 4.2 Simplified Graphical model representation for stick-breaking construction of Seq-
cHDP.
4.3.3 Symmetric Correspondence Modeling Method
In Section 4.3.1 and Section 4.3.2, Seq-CI-HDP and Seq-cHDP are respectively introduced
for modeling multimodal data. However, these two methods have some drawbacks in terms
of their mechanisms. More specifically, Seq-CI-HDP handles the generative process for
each data type independently conditioned on latent topics, but the dependencies among all
the multimodal data are relatively weak. Seq-cHDP can take care of the dependency issue
for multimodal data via predefining a fixed pivot data type, however, such correspondence
mechanism lacks flexibility.
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Fig. 4.3 Simplified Graphical model representation for stick-breaking construction of Seq-
Sym-cHDP.
Consequently, I propose a more flexible model called sequential symmetric correspon-
dence hierarchical Dirichlet processes (Seq-Sym-cHDP) to improve the multimodal data
modeling method. Seq-Sym-cHDP incorporates a symmetric correspondence mechanism
that can spontaneously select the pivot data type when generating a topic for a corresponding
word. A similar idea also appeared in previous study [15], where the symmetric corre-
spondence method is proposed on the basis of LDA for multilingual text analysis. Fig. 4.3
depicts a simplified graphical model representation for the stick-breaking construction of
Seq-Sym-cHDP. The generative process for multimodal data within Seq-Sym-cHDP is as
below.
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• Step 1: Draw a multinomial pivot flag generator σ f j from Dir(λ ).
• Step 2: For the word i of data type l in frame j of video f , draw a pivot flag s(l)f ji from
Multinomial(σ f j).
• Step 3: If s(l)f ji = l, draw a topic z(l)f ji from π fj . Otherwise if s(l)f ji = h ̸= l, draw a topic z(l)f ji
from Uni f orm(z(h)f j1, ...,z
(h)
f jH(h)f j
).
• Step 4: Conditioned on sampled z(l)f ji, a word x(l)f ji is drawn from f (x(l)f ji|φ (l)k ,k = z(l)f ji).
Here, Dir(λ ) indicates a Dirichlet distribution with a hyperparameter λ , and Multinomial()
indicates a multinomial distribution. For the other parameters, we can get explanations from
the description in Seq-CI-HDP. As shown in this process, the multinomial pivot flag generator
σ f j generates a specific pivot flag to choose the current pivot data type every time before
sampling a topic for the current word, and the generated pivot data type affects the way of
sampling the topic. For the word x(l)f ji within data type l, if its sampled pivot flag points at the
same data type (i.e., s(l)f ji = l), the process of its topic assignment will be independent from
other topic assignments and only associated with π fj . However, if its sampled pivot flag points
at the other data type h (i.e., s(l)f ji = h ̸= l), its topic will be drawn from a uniform distribution
that consists of all the topics assigned to H(h)f j words within data type h. Distinguished from
N(h)f j , H
(h)
f j indicates the number of words that have been already assigned with topics at the
current step. Hence, there is H(h)f j ≤ N(h)f j .
Based on such a symmetric correspondence method, Seq-Sym-cHDP can flexibly balance
the dependencies among all the multimodal data via managing the pivot flag assignment. The
symmetric correspondence method can still make the model work effectively, even if when
facing more complex scenario of multimodal data. For example in the case of video data
modeling, when the number of the speech words (or visual words) drastically decreases and
the number of the visual words (or speech words) remains almost unchanged in some frames
of the video, the speech words (or visual words) might fail to express the entire semantical
information for the current frames of this video, since the number of the speech words
(or visual words) is insufficient. In this scenario, the symmetric correspondence method
can still make the Seq-Sym-cHDP work well via balancing the dependencies between the
speech words and the visual words with pivot assignments. In other words, Seq-Sym-cHDP
can let visual words (or speech words) enriched with entire information be informatively
complementary to these insufficient speech words (or visual words) via assigning pivot flags
to some of the visual words (or speech words).
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4.4 Inference Method for Seq-Sym-cHDP
In this section, I continue to use posterior representation sampler to infer the Seq-Sym-cHDP,
and implement it with a cascaded Gibbs sampling method.
4.4.1 Posterior Representation Sampler
Since the Seq-Sym-cHDP model has a similar hierarchy with Seq-cHDP, the sampling
scheme for component weights ν , β f and π fj have a similar form with the one in Seq-cHDP,
as described in Section 3.4. Therefore, ν , β f and π fj can be respectively estimated as follows:
ν = (ν1, ...,νK,νu)∼ Dir(M·1, ...,M·K,ξ )
β f = (β f1 , ...,β
f
K ,β
f
u )∼ Dir(β˜ f1 , ..., β˜ fK , β˜ fu )
π fj = (π
f
j1, ...,π
f
jK,π
f
ju)∼ Dir(π˜ fj1, ..., π˜ fjK, π˜ fju)
(4.5)
where all the component weight vectors are reformulated with a new augmentable finite
vector that includes K components and a promising component u. For the estimator β˜ fk and
β˜ fu , they are computed with β˜ fk = γ
fνk +T 0→·f k and β˜
f
u = γ fνu. However, for the estimator
π˜ fjk and π˜
f
ju, they are computed with:
π˜ fjk = α
f
0 w
f
j−1π
f
( j−1)k +α
f
0 (1−w fj−1)β fk +C(·)f jlk +T j→ j+1f k
π˜ fju = α
f
0 w
f
j−1π
f
( j−1)u+α
f
0 (1−w fj−1)β fu
(4.6)
where C(l)f jlk is the count for the word with data type l in frame j of video f possessing the
pivot flag with the same data type l conditioned on topic k, and C(·)f jlk = ∑(l)C
(l)
f jlk. Different
from the computation of π˜ fjk defined in Seq-cHDP, not all the words are assigned topics
directly from π fj in Seq-Sym-cHDP, we thus only need to count the number of the words
whose assigned topics are straightforwardly drawn from π fj , i.e., the value of C
(·)
f jlk.
For sampling the table counts T fjk and the metatable counts M
f
k of CRF, I use the same
Bernoulli trial method [21], which is specified in Section 2.3 of Chapter 2. Note that
the number of the customers is C(·)f jlk when sampling the T
f
jk in Seq-Sym-cHDP. Since
T fjk = T
j−1→ j
f k + T
0→ j
f k , both T
j−1→ j
f k and T
0→ j
f k are sampled with a simple multinomial
distribution, as described in Eq. 3.21 and Eq. 3.22 of Section 3.4.2 of Chapter 3.
The biggest difference on posterior representation sampler between Seq-cHDP and Seq-
Sym-cHDP is topic sampling. In Seq-Sym-cHDP, the topic sampling is associated with the
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pivot selection. I thus derive a full conditional joint likelihood for estimating both topic z(l)f ji
and pivot flag s(l)f ji for each word as below:
P(z(l)f ji = k,s
(l)
f ji = l|x(l)f ji,λ , ...) ∝ P(s(l)f ji = l|λ )P(z(l)f ji = k|π fj )P(x(l)f ji|z(l)f ji = k, ...)
=

C− f jlif jl +λ
C− f jlif jl +∑l′ ̸=l C f jl′+Lλ
·π fjk · f
−x(l)f ji
k (x
(l)
f ji) if k is used
C− f jlif jl +λ
C− f jlif jl +∑l′ ̸=l C f jl′+Lλ
·π fju · f
−x(l)f ji
knew (x
(l)
f ji) if k is newborn
(4.7)
P(z(l)f ji = k,s
(l)
f ji = h|x(l)f ji,λ , ...) ∝ P(s(l)f ji = h|λ )P(z(l)f ji = k|Z(h)f j )P(x(l)f ji|z(l)f ji = k, ...)
=
C− f jlif jh +λ
C− f jlif jh +∑h′ ̸=hC f jh′+Lλ
·
n(h)f jk
N(h)f j
· f−x
(l)
f ji
k (x
(l)
f ji)(4.8)
where C f jl indicates the count for the pivot flag pointing to data type l over all the multimodal
data in frame j of video f , the superscript − f jli for a variable denotes the terms excluding
the f jlith term. Z(h)f j is a vector that records all the topic assignments for the words of
data type h in frame j of video f , n(h)f jk indicates the count for topic k assigned to words
of data type h in frame j of video f , and N(h)f j indicates the total count for the words in
the same domain. Note that there are two kinds of conditional word likelihood functions
( f
−x(l)f ji
k (x
(l)
f ji) and f
−x(l)f ji
knew (x
(l)
f ji)) conditioned on topic k. When the topic k is a previously used
topic, f
−x(l)f ji
k (x
(l)
f ji) is formulated with:
f
−x(l)f ji
k (x
(l)
f ji = v
(l)) =
∫
f (x(l)f ji = v
(l)|φ (l)k )p(φ (l)k |X− f jlilk ,H)dφ (l)k
=
n− f jli
kv(l)
+ τ
∑v′(l) n
− f jli
kv′(l)
+V (l)τ
(4.9)
when the topic k is a newborn topic, f
−x(l)f ji
knew (x
(l)
f ji) is formulated with:
f
−x(l)f ji
knew (x
(l)
f ji) =
∫
f (x(l)f ji = v
(l)|φ (l)k )p(φ (l)k |H)dφ (l)k =
1
V (l)
(4.10)
where v(l) is the index of words in terms of the vocabulary in data type l. X− f jlilk is a vector
that records all the words of data type l with topic k except for x(l)f ji. n
− f jli
kv(l)
is the counts for
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Algorithm 3: Cascaded Gibbs Sampling for Inferring Seq-Sym-cHDP
Initialization;
for ( f = 1; f ≤ F; f ++) do
for ( j = J f ; j ≥ 1; j−−) do
for (l = 1; l ≤ L; l++) do
Sample pivot flags S(l)f j and topics Z
(l)
f j ;
end
for (k = 1; k ≤ K; k++) do
Sample table counts T fjk, T
j−1→ j
f k and T
0→ j
f k ;
end
end
for (k = 1; k ≤ K; k++) do
Sample metatable counts M fk ;
end
end
Sample concentration parameters ξ , γ f and α f0 ;
Sample overall component weights ν ;
for ( f = 1; f ≤ F; f ++) do
Sample global component weights β f ;
for ( j = 1; j ≤ J f ; j++) do
Sample local component weights π fj ;
end
end
the word v(l) assigned to topic k except for x(l)f ji. V
(l) is the vocabulary size of data type l. τ
is a hyperparameter for a Dirichlet distribution, and H = Dir(τ).
The sampling methods of hyperparameters ξ , γ f and α f0 are the same with the ones in
Seq-cHDP, which are also specified in Section 3.4.2. In addition, the hyperparameter λ is
considered as another controlling parameter that will be determined in the parameter tuning
stage. For simplicity, the hyperparameter τ is set to a constant value in this chapter.
4.4.2 Cascaded Gibbs Sampling
Based on the posterior representation sampler, I also devise a cascaded Gibbs sampling
scheme to implement this inference method for Seq-Sym-cHDP, whose pseudo-code is
shown in Algorithm 3.
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Table 4.1 Summary of Experimental Dataset
the number of video files 1726
the number of genre labels 26
the number of key frames 40588
the number of visual words 166803k
the number of speech words 1318k
the vocabulary size of visual words 1000
the vocabulary size of speech words 17596
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
transfer weight
 
 
micro−F1
macro−F1
(a) λ = 0.1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
transfer weight
 
 
micro−F1
macro−F1
(b) λ = 0.5
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
transfer weight
 
 
micro−F1
macro−F1
(c) λ = 1.0
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
transfer weight
 
 
micro−F1
macro−F1
(d) λ = 1.5
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
transfer weight
 
 
micro−F1
macro−F1
(e) λ = 2.0
Fig. 4.4 Parameter tuning results for Seq-Sym-cHDP.
4.5 Experiments
4.5.1 Experimental Setup
In this section, I utilized a test_data dataset extracted from MediaEval-2011 Genre Tagging
Task [22] to conduct this experiment. Compared with the dev_data dataset used in Chapter 3,
the test_data collects more videos in its dataset, furthermore, the genre distribution on these
videos within the test_data dataset is more balanced. Similarly, two types of data, i.e., image
data and speech data, were extracted from videos. For each video, the image data comprised a
sequence of key frames, which were converted into visual words by computing and clustering
SIFT descriptors [23, 24], while the speech data comprised a number of speech transcript
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Fig. 4.5 Performance of pivot assignments in video No.161 with Seq-Sym-cHDP.
words, which were tagged to each key frame and converted into speech words by removing
standard stop words [25] and rare words. This video preprocessing is identical to the one
described in Section 3.5 of Chapter 3. The summary of the experimental dataset is shown in
Table 4.1.
To comprehensively assess the model, both qualitative evaluation and quantitative e-
valuation are given in the experimental results. For quantitative evaluation, I still use the
genre classification with a five-fold nested cross-validation scheme, as what was done in
Section 3.5 of Chapter 3. Additionally, accuracy (micro-F1) and macro-F1 are utilized as
performance metrics for quantitative evaluation.
4.5.2 Parameter Tuning
In Seq-Sym-cHDP, I predefine w fj and λ as controlling parameters, whose values need to be
determined to optimize the model via a parameter tuning task. For simplicity, all the transfer
weights w fj are assumed to be the same parameter w. To initialize the model, I specified that
all the hyperparameters ξ , γ f , and α f0 were drawn from a gamma prior Gamma(1.0,1.0),
and set τ to 1.0. I let the cascaded Gibbs sampling system run 1000 iterations in total so as
to guarantee that all the variables in the model get fully converged.
During the experiment, I respectively swept the controlling parameter w and λ in
{0.1,0.3,0.5,0.7,0.9} and {0.1,0.5,1.0,1.5,2.0} and conducted this parameter tuning task
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Fig. 4.6 Performance of pivot assignments in video No.511 with Seq-Sym-cHDP.
by using the validation set from training set in five-fold nested cross validation. Then,
25×4×5 sets of experimental results were collected in total. The average parameter tuning
results are shown in Fig. 4.4. According to both accuracy (micro-F1) results and macro-F1
results, the Seq-Sym-cHDP achieved the best performance with w = 0.5 and λ = 1.0.
4.5.3 Qualitative Evaluation
In this experiment, qualitative evaluation is introduced from two aspects: (1) dynamic pivot
assignments, (2) trend estimation for latent topics. The parameter settings is properly set
based on the results of parameter tuning, i.e., w = 0.5 and λ = 1.0.
Dynamic Pivot Assignments
As mentioned in Section 4.3.3, the major advantage of Seq-Sym-cHDP is that it can flex-
ibly balance the dependencies among all the multimodal data via managing the pivot flag
assignment. I illustrate the performance of dynamic pivot assignments with three different
examples occurring in three corresponding videos, as shown in Fig. 4.5, Fig. 4.6 and Fig. 4.7,
respectively. Here, σ ′ indicates the the proportion of pivot assignments, for each data type l
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Fig. 4.7 Performance of pivot assignments in video No.984 with Seq-Sym-cHDP.
in key frame j of video f , the σ ′f jl is expressed as below.
σ ′f jl =
C f jl
∑l′C f jl′
(4.11)
In the results, both the variation curves of σ ′ on visual words and speech words was plotted
against key frames with solid lines, for comparison, the real ratios of the number of visual
words and speech words among all the multimodal words was also plotted with dotted lines.
According to these examples, the count ratio of words for each data type was dynamically
changing along with the variation of key frames. Mostly, the variation trend on σ ′ followed
the variation trend on the ratio of the words within the same data type. In other words, the
pivot assignments to the current data type were increased (or decreased), when the count
ratio of the words within the current data type rose (or fell). These results demonstrate that
the symmetric correspondence mechanism can make Seq-Sym-cHDP work more effectively
and flexibly on balancing the dependencies among all the multimodal data.
Trend Estimation for Latent Topics
As mentioned in Section 3.5.3 of Chapter 3, predicting the variation trend of latent topics
within a video is another important strength for all the time dependent topic models. Espe-
cially for Seq-Sym-cHDP, its particular symmetric correspondence mechanism guarantees
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Fig. 4.8 Area graph for topic distribution in video No.161 (©The Reality Report) with
Seq-Sym-cHDP, superimposed with speech words.
that the model can learn and track the variation trend of latent topics with more accuracy and
stability.
Here, I still use the same three example video clips, and draw their area graphs of topic
distributions to illustrate the performance of topic trend estimation with Seq-Sym-cHDP, as
shown in Fig. 4.8, Fig. 4.9 and Fig. 4.10, respectively. where the topic trend within each video
was effectively estimated with sequential topic distributions because of the time-dependency
mechanism. For instance in video No.511, this clip is a talk show that focuses on a discussion
about political issues, therefore the Seq-Sym-cHDP predicted that the major topic with key
speech words such as military, political, government, country ran through all the key frames.
Another example in video No.984, this clip is a tutorial on how to use photoshop to process
an image, therefore the key speech words such as move, shift, click, draw that describe the
operation with photoshop were clustered into the major topic by the Seq-Sym-cHDP.
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Fig. 4.9 Area graph for topic distribution in video No.511 (©Frontline Club) with Seq-Sym-
cHDP, superimposed with speech words.
However, when encountering more extreme scenarios such as extremely imbalanced
multimodal data, Seq-Sym-cHDP still can handle such tricky task well. In video No.161,
the visual words were very dominant in Frame #37 and #38, since the number of speech
words was very few. Similarly in video No.984, the same phenomenon occurred in Frame
#2 and #5. In these scenarios, the speech words failed to express the entire semantical
information for the current key frame. Consequently, this might result in some incorrectness
or a drastic fluctuation on speech or visual word topic trend estimation if using general
time dependent topic models such as Seq-CI-HDP and Seq-cHDP. Fig. 4.11 and Fig. 4.12
show the results of topic trend estimation in video No.161 with Seq-CI-HDP and Seq-cHDP,
respectively. In Fig. 4.11 with Seq-CI-HDP, although the topic trend estimation on visual
words looked smooth and steady, when the number of speech words drastically decreased in
Frame #37 and #38, the quality of the topic estimation for these speech words became worse,
and some speech words were assigned to some wrong topics. This is because such weak
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Fig. 4.10 Area graph for topic distribution in video No.984 (©Avelx) with Seq-Sym-cHDP,
superimposed with speech words.
dependencies on multimodal modeling cannot fix such incorrectness on topic estimation
caused by insufficient speech words, since all the modalities were conditionally independent
for assigning topics to their own words in Seq-CI-HDP. In Fig. 4.12 with Seq-cHDP1, the
topic trend estimation on visual words showed a drastic fluctuation when the number of
the pivot speech words drastically decreased in Frame #37 and #38, the effectiveness of
topic trend estimation became unstable. This is because such unidirectional dependency on
multimodal modeling made the topic learning for non-pivot visual words follow the learned
topic distribution over pivot speech words, and the topic trend estimation for visual words
was misled by a few pivot speech words in this scenario. However, according to Fig. 4.8,
Seq-Sym-cHDP effectively fixed these problems caused by such imbalanced multimodal
data, and improved the quality of topic trend estimation via balancing the pivot assignments
1In this example, I predefined the pivot to speech data in Seq-cHDP. However, in the case of predefining the
pivot to visual data in Seq-cHDP, the topic trend estimation was not influenced obviously, since visual data
were dominant in the example of the video No.161.
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Fig. 4.11 Area graph for topic distribution in video No.161 (©The Reality Report) with
Seq-CI-HDP, superimposed with speech words.
between speech words and visual words with the symmetric correspondence mechanism, as
discussed in Section 4.3.3.
4.5.4 Quantitative Evaluation
The quantitative evaluation is based on evaluating the performance of the models with genre
classification. In this task, there are totally three nonparametric topic models Seq-CI-HDP,
Seq-cHDP and symmetric correspondence HDP (Sym-cHDP) adopted as baseline models.
Note that Sym-cHDP is a simplified version of Seq-Sym-cHDP without the time-dependency
mechanism. For Seq-cHDP, I compared two different scenarios by respectively predefining
the pivot to visual data and speech data within Seq-cHDP. Similarly, I also performed the
parameter tuning tasks for other baseline models beforehand, then the results showed that all
the baseline models worked most effectively when setting the controlling parameters with
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Fig. 4.12 Area graph for topic distribution in video No.161 (©The Reality Report) with
Seq-cHDP, superimposed with speech words.
w = 0.52 and λ = 1.0, which are in accordance with the ones in Seq-Sym-cHDP, referred to
Section 4.5.2.
Finally, the results of video genre classification for all the baseline models and Seq-Sym-
cHDP are shown in Table 4.2, where Seq-Sym-cHDP outperformed the other baselines with
both the results of accuracy (Micro-F1) and Macro-F1. This demonstrates that the symmetric
correspondence mechanism incorporated in Seq-Sym-cHDP can make the model work
more effectively in the case of video categorization. In addition, Sym-cHDP showed worse
performance with more instability compared with other topic models, which demonstrates
time-dependency mechanism incorporated in time dependent topic models plays a very
important role in video data modeling as well.
2Note that there is no time-dependency mechanism in Sym-cHDP, therefore, w is permanently set to 0 in
the case of Sym-cHDP during the experimental phase.
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Table 4.2 Performance of Genre Classification.
Accuracy Macro-F1
Seq-Sym-cHDP 0.3621 ± 0.0136 0.0923 ± 0.0109
Seq-CI-HDP 0.3188 ± 0.0183 0.0678 ± 0.0143
Seq-cHDP(Speech) 0.3209 ± 0.0154 0.0675 ± 0.0122
Seq-cHDP(Visual) 0.3336 ± 0.0186 0.0708 ± 0.0146
Sym-cHDP 0.3036 ± 0.0291 0.0568 ± 0.0187
4.6 Summary
To further improve the multimodal data modeling method in Bayesian nonparametric topic
models, I presented a sequential symmetric correspondence hierarchical Dirichlet processes
(Seq-Sym-cHDP) model for video semantic analysis in this chapter.
Previously, I proposed a sequential correspondence HDP (Seq-cHDP) model based on
the hierarchy of video data to analyze video semantical information in Chapter 3. For
video multimodal data modeling, Seq-cHDP incorporates a unidirectional correspondence
mechanism, which defines a pivot data type (modality), and then makes other non-pivot data
types (modalities) generate their latent topics based on the topic distribution over pivot data.
However, such correspondence mechanism makes Seq-cHDP lack flexibility, since the pivot
data type needs to be predefined and fixed throughout the whole generative process. Then, I
proposed another sequential conditionally independent HDP (Seq-CI-HDP) model, which
assumes that all the types of data (modalities) are conditionally independent for generating
their own data samples. However, the dependencies among all the multimodal data within
Seq-CI-HDP are relatively weak.
Hence, I incorporate a more flexible symmetric correspondence mechanism into Seq-
Sym-cHDP to improve the multimodal data modeling, which can spontaneously select the
pivot data type when generating a topic for a corresponding word. Through this method,
the dependencies among all the multimodal data can be flexibly balanced via managing
the pivot flag assignment. Then, the Seq-Sym-cHDP model is inferred based on posterior
representation samplers, and implemented with a cascaded Gibbs sampling method.
In experimentations, for qualitative evaluation, Seq-Sym-cHDP showed a significant
flexibility on trend estimation for latent topics within the video even if when facing an
extreme scenario such as extremely imbalanced multimodal data. For quantitative evaluation,
Seq-Sym-cHDP achieved the best performance compared with other baselines on video genre
classification.
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However, Seq-Sym-cHDP is still an unsupervised Bayesian nonparametric topic model,
which learns the latent topics from video data in an unsupervised learning manner. In
Chapter 5, I will introduce supervised topic models for real applications.
Chapter 5
Supervised Bayesian Nonparametric
Topic Modeling Methods for Multi-class
Video Classification
5.1 Overview
Bayesian nonparametric topic models, such as hierarchical Dirichlet processes (HDP) [4],
offer an effective way to learn latent properties from data. Based on original HDP model,
I have respectively presented a sequential correspondence HDP (Seq-cHDP) model and
a sequential symmetric correspondence HDP (Seq-Sym-cHDP) model for video semantic
analysis in Chapter 3 and Chapter 4. However, all the above nonparametric topic models are
unsupervised models, which cluster semantically or characteristically related features into a
specific latent topic in an unsupervised learning manner, and such a learned topic is hard to
interpret or map to a real class.
To tackle above problem, this chapter thus seeks a supervised learning method for multi-
class video classification. Regarding the previous studies, McAuliffe et al. [16], for the first
time, proposed a supervised topic model, i.e., supervised latent Dirichlet allocation (sLDA),
to regard document-level numerical rating as a regression response. For nonparametric topic
models, Dai et al. [17] recently have developed such a supervised method in an HDP-based
model, named supervised HDP (sHDP), which considers learned latent topics to be predictive
of document responses. Inspired by these previous works, this chapter proposes a supervised
sequential symmetric correspondence HDP (Sup-SSC-HDP) model for multi-class video
classification, which can directly capture discrete video classes as classification response. As
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a supervised learning version of Seq-Sym-cHDP, Sup-SSC-HDP is still a video data oriented
nonparametric topic model that incorporates a time-dependency mechanism (for modeling
the relationship among video frames) and a symmetric correspondence mechanism (for
modeling multimodal data from videos) to offer a suitable learning for videos. A generalized
linear model (GLM) is used to model the relationship between empirical topic frequencies
over multimodal data and video class, and a softmax regression algorithm is used to learn
their regression coefficients. During the testing phase, Sup-SSC-HDP computes video class
likelihoods conditioned on trained regression coefficients, and finally predict a specific class
for each test video.
The rest of this chapter is organized as follows. Section 5.2 firstly proposes a supervised
model based on unimodal Seq-HDP. Then, a supervised sequential symmetric correspondence
HDP (Sup-SSC-HDP) model extended from supervised Seq-HDP is proposed multi-class
video classification in Section 5.3. Section 5.4 specifies inference method and video class
prediction for Sup-SSC-HDP. Finally, experimental evaluations and summary are respectively
presented in Section 5.5 and Section 5.6.
5.2 Supervised Sequential HDP
Although latent topics learned with unsupervised topic models are adequately expressive,
they are not appropriate for a classification task, since the observed class information for
each document is not exploited during training. Supervised topic models can overcome
such problems by jointly learning topics and their regression coefficients for the document
responses.
In Chapter 3, I firstly proposed an unsupervised sequential HDP (Seq-HDP) for handling
the time dependencies between neighboring video frames within a video. In this section, I
also start to develop a supervised method based on Seq-HDP.
To model the relationship between covariates and response, a generalized linear model
(GLM) is widely used, which is still available even if the covariates and the response are non-
linearly related or the response is not based on a Gaussian assumption. For the supervised
Seq-HDP model, I thus use GLM to model the relationship between the empirical frequencies
of the topics in the f -th video z f and the video response y f , where I define a linear predictor
ϖ = η⊤z f , η denotes regression coefficients corresponding to the empirical frequencies
of the topics z f , and I consider that the video response y f obeys an exponential family
distribution. Then, a canonical link function g−1(·) is used to relate ϖ to the mean E[y f |·] of
y f , which is expressed as E[y f |·] = g−1(ϖ).
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Fig. 5.1 Graphical model representation of supervised Seq-HDP.
A simplified graphical model representation of the stick-breaking construction of super-
vised Seq-HDP is depicted in Fig. 5.1. Its generative process is as follows.
• Step 1: Successively draw component weight variables ν , β f , and π fj based on following
procedures,
ν ∼ GEM(ξ )
β f ∼ DP(γ f ,ν)
π fj ∼ DP(α f0 ,π ′ fj )
(5.1)
where GEM() represents a GEM process [19], and DP() represents a Dirichlet process. ξ ,
γ f and α f0 are corresponding hyperparameters. Note that the generation of π
f
j is influenced
by both β f and π fj−1 because of the time dependency. Hence, π
′ f
j is expressed as π
′ f
j =
w fj−1π
f
j−1+(1−w fj−1)β f .
• Step 2: For each word, draw its topic z f ji from π fj , then sample the word x f ji conditioned
on both sampled z f ji and φk.
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• Step 3: For each video, draw the video response with y f ∼ ExpFam(g−1(η⊤z f ),ρ), where
ExpFam() is a distribution from the exponential family, and ρ is the dispersion parameter of
the distribution.
For GLM, the distribution of response can have different specific forms due to the different
applications, such as Gaussian, Bernoulli or multinomial. Here, I focus on multi-class video
classification and thus model y f as being distributed according to a multinomial distribution
(the number of trials n = 1), and y f ∈ {1,2, ...,R}, where R is the total number of classes.
Because of GLM, I express this distribution with an exponential family representation:
P(y f = c|η ,z f ) = exp(η
c⊤z f )
∑Rr=1 exp(ηr⊤z f )
(5.2)
where η is an R×K(∞) regression coefficient matrix, and ηc is a coefficient vector extracted
from the c-th row of η . Note that this multi-class supervised learning process is also known
as softmax regression.
5.3 Supervised Sequential Symmetric Correspondence HD-
P
To model the video multimodal data1 with more flexibility, in Chapter 4, I previously proposed
a sequential symmetric correspondence HDP (Seq-Sym-cHDP) model, where the pivot data
type among multimodal data is spontaneously selected by using a pivot flag generator
when generating each topic. In this section, I incorporate this symmetric correspondence
mechanism into the supervised Seq-HDP framework, and then devise a new supervised
sequential symmetric correspondence HDP (Sup-SSC-HDP) model for multi-class video
classification.
A simplified graphical model representation of Sup-SSC-HDP is shown in Fig. 5.2, where
I use l to represent the index of the data type (modality), and l ∈ {1, ...,L}, and N(l)f j is the
total count for the words of data type l in frame j of video f , and all the {φ (l)k }Ll=1 drawn
from H share the same topic space. The detailed generative process of Sup-SSC-HDP is as
follows.
• Step 1: Successively draw component weight variables ν , β f , and π fj based on Eq. 5.1.
• Step 2: Draw a multinomial pivot flag generator σ f j from Dir(λ ).
1In previous chapters on video semantic analysis, two types of data were drawn from videos, and respectively
converted into visual words and speech words, which were used in proposed nonparametric topic models.
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Fig. 5.2 Graphical model representation of Sup-SSC-HDP.
• Step 3-a: For each word of data type l in frame j of video f , draw a pivot flag s(l)f ji from
Multinomial(σ f j).
• Step 3-b: If s(l)f ji = l, draw a topic z(l)f ji from π fj . Otherwise if s(l)f ji = h ̸= l, draw a topic z(l)f ji
from Uni f orm(z(h)f j1, ...,z
(h)
f jH(h)f j
).
• Step 3-c: Conditioned on sampled z(l)f ji, draw a word x(l)f ji from f (x(l)f ji|φ (l)k ,k = z(l)f ji).
• Step 4: For each video, draw a video class y f from a distribution P(y f |η ,z f ).
Here, Dir(λ ) indicates a Dirichlet distribution with a hyperparameter λ , Multinomial()
indicates a Multinomial distribution, and Uni f orm() indicates a uniform distribution. f (x(l)f ji|φ (l)k )
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indicates a word distribution conditioned on φ (l)k . η is the regression coefficient, and z f ) is
the empirical frequencies of the topics within video f .
Similar to the generative process of Seq-Sym-cHDP, the way of generating the topic is
also chosen by a sampled pivot flag, which determines the current pivot data type. Its detailed
explanation can be found in Section 4.3.3 of Chapter 4. Different from N(h)f j , H
(h)
f j represents
the number of words that have already been assigned topics in the current step, which means
H(h)f j ≤ N(h)f j . Through this method, the generative processes for different multimodal data
can be modeled in a symmetric way, and the dependencies among all the multimodal data
can be appropriately taken into account.
5.4 Inference Method and Class Prediction
Firstly, on the basis of posterior representation sampler [20], I develop a inference scheme
for inferring the Sup-SSC-HDP. Then, I introduce a softmax regression method to update the
regression coefficients η , and finally derive an approach to predict a video class for each test
video.
5.4.1 Posterior Representation
Since the generative process of all the component weights in Sup-SSC-HDP are completely
identical to the one in Seq-Sym-cHDP, here I recall the sampling method for all the component
weights from Section 4.4.1 of Chapter 4.
Due to the posterior representation sampler [20], every original infinite component weight
vector is reformulated with a new augmentable finite vector that consists of K components
and a promising component u. Below, I give the new representation of ν and its sampling
procedure:
ν = (ν1, ...,νK,νu)∼ Dir(M·1, ...,M·K,ξ ) (5.3)
where a new variable M fk used for sampling ν indicates the metatable counts in the Chi-
nese restaurant franchise (CRF) [13] process of three-layer HDP, which is explained in
Section 3.4.1 of Chapter 3. M·k is the marginal form of M
f
k (i.e., M
·
k = ∑ f M
f
k ).
Similarly, β f can be represented and sampled using:
β f = (β f1 , ...,β
f
K ,β
f
u )∼ Dir(β˜ f1 , ..., β˜ fK , β˜ fu ) (5.4)
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where β˜ fk = γ
fνk + T 0→·f k and β˜
f
u = γ fνu. The variable T 0→ jf k indicates the table counts
of CRF yielded by β fk in the video frame j, and T
0→·
f k is the marginal form of T
0→ j
f k (i.e.,
T 0→·f k = ∑ j T
0→ j
f k ).
For the local component weights, π fj can be represented and sampled as:
π fj = (π
f
j1, ...,π
f
jK,π
f
ju)∼ Dir(π˜ fj1, ..., π˜ fjK, π˜ fju) (5.5)
where two estimators π˜ fjk and π˜
f
ju can be linearly formulated with both β
f
k (or β
f
u ) and π f( j−1)k
(or π f
( j−1)u) because of the time-dependency mechanism, as follows:
π˜ fjk = α
f
0 w
f
j−1π
f
( j−1)k +α
f
0 (1−w fj−1)β fk +C(·)f jlk +T j→ j+1f k
π˜ fju = α
f
0 w
f
j−1π
f
( j−1)u+α
f
0 (1−w fj−1)β fu
(5.6)
where C(l)f jlk indicates the counts for the word with data type l in frame j of video f possessing
the pivot flag with the same data type l when the sampled topic is k, and C(·)f jlk = ∑(l)C
(l)
f jlk.
T j→ j+1f k indicates another table counts of CRF that occurs because of the time-dependency
mechanism (from π fjk to π
f
( j+1)k). Note that the details of the sampling method for the
metatable counts M fk , table counts T
j−1→ j
f k and T
0→ j
f k , can be found in Section 3.4.2 of
Chapter 3.
Then, a full conditional joint likelihood is derived for sampling both the topic z(l)f ji and
pivot flag s(l)f ji for each word.
P(z(l)f ji = k,s
(l)
f ji =m|x(l)f ji,λ ,η , ...)∝ P(s(l)f ji =m|λ )P(z(l)f ji = k|·)P(x(l)f ji|φ (l)k )P(y f j|z(l)f ji = k,η)
(5.7)
I describe these expanded likelihoods in the following. P(s(l)f ji = m|λ ) indicates the pivot
flag likelihood, which is formulated as:
P(s(l)f ji = m|λ ) =
C− f jlif jm +λ
C− f jlif jm +∑m′ ̸=mC f jm′+Lλ
(5.8)
where C f jm indicates the counts for the pivot flag pointing to data type m over all the
multimodal data in frame j of video f , and the superscript − f jli for a variable indicates the
terms excluding the f jlith term.
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P(z(l)f ji = k|·) indicates the conditional likelihood for topic k, if s(l)f ji = l, P(z(l)f ji = k|π fj )
is equal to π fjk (or π
f
ju when k is newborn), if s
(l)
f ji = h ̸= l, there is P(z(l)f ji = k|Z(h)f j ) =
n(h)f jk
N(h)f j
where Z(h)f j is a vector that records all the topic assignments for the words of data type h in
frame j of video f , and n(h)f jk is the count for the assigned topic k in the same domain.
P(x(l)f ji|φ (l)k ) indicates the conditional word likelihood, if the topic k is previously used,
there is:
P(x(l)f ji|φ (l)k ) =
n− f jli
kv(l)
+ τ
∑v′(l) n
− f jli
kv′(l)
+V (l)τ
(5.9)
if k is a newborn topic, the likelihood is 1/V (l), where v(l) is the index of words in terms of
the vocabulary in data type l, nkv(l) is the counts for the word v
(l) assigned to topic k, V (l)
is the vocabulary size of data type l, τ is a hyperparameter for a Dirichlet distribution, and
H = Dir(τ).
P(y f j|z(l)f ji = k,η) indicates the conditional class likelihood, which is formulated by:
P(y f j = c|z(l)f ji = k,η) =
exp(∑k′ ηck′z
− f jli
f jk′ +
ηck
∑l N
(l)
f j
)
R
∑
r=1
exp(∑k′ ηrk′z
− f jli
f jk′ +
ηrk
∑l N
(l)
f j
)
(5.10)
where I assume y f j = y f during training. If k is newborn, I reformulate each ηr with
ηr = (ηr,ηrknew), where η
r
knew is drawn from a Gaussian prior.
The hyperparameters ξ , γ f and α f0 corresponding to ν , β
f and π fj are sampled from a
gamma prior. The hyperparameter λ is another controlling parameter that will be discussed
in the experimental section, and the hyperparameter τ is a constant parameter in this pa-
per. During training, the regression coefficients η can be updated with a gradient descent
algorithm, which will be described in Section 5.4.3.
5.4.2 Cascaded Gibbs Sampling
Finally, I derive a cascaded Gibbs sampling method for implementing the inference scheme
of Sup-SSC-HDP based on the posterior representation sampler, which is summarized as
Algorithm 4.
In the initialization phase, words are randomly allocated to pivot flags and topics, and the
regression coefficients η are drawn from a Gaussian prior. During the Gibbs sampling phase,
the total number of topics K increases if the promising component is triggered to sample a
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Algorithm 4: Cascaded Gibbs Sampling for Inferring Sup-SSC-HDP
Initialization;
for ( f = 1; f ≤ F; f ++) do
for ( j = J f ; j ≥ 1; j−−) do
for (l = 1; l ≤ L; l++) do
Sample pivot flags S(l)f j and topics Z
(l)
f j ;
end
for (k = 1; k ≤ K; k++) do
Sample table counts T fjk, T
j−1→ j
f k and T
0→ j
f k ;
end
end
for (k = 1; k ≤ K; k++) do
Sample metatable counts M fk ;
end
end
Update regression coefficients η ;
Sample hyperparameters ξ , γ f and α f0 ;
Sample overall component weights ν ;
for ( f = 1; f ≤ F; f ++) do
Sample global component weights β f ;
for ( j = 1; j ≤ J f ; j++) do
Sample local component weights π fj ;
end
end
newborn topic when sampling z(l)f ji. All the component weight parameters are thus required
to augment their components with this newborn topic in the sampler [4]. In the testing phase,
the posterior of z f is necessary over the test videos for class prediction. Hence, I remove
the P(y f j|·) term from the full conditional joint likelihood for sampling z(l)f ji and s(l)f ji in the
testing period, which makes that the inference on the test videos is identical to unsupervised
learning.
5.4.3 Softmax Regression and Class Prediction
During the training period, the regression coefficients η need to be updated for each iteration
(or a number of iterations) of cascaded Gibbs sampling system. As mentioned in Section 5.2,
this can be considered a softmax regression problem because of the multi-class video
classification task.
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Based on the learned z f and observed y f for each video, the cost function is expressed as:
J(η) =− 1
F
[ F
∑
f=1
R
∑
r=1
1{y f = r}logP(y f = r|η ,z f )
]
+
ε
2
R
∑
r=1
ηr⊤ηr (5.11)
where F is the total number of videos, 1{·} is an indicator function that takes on a value of 1
if its argument is true. P(y f = r|η ,z f ) is the class probability defined in Eq. 5.2. Note that I
add a weight decay term ε2 ∑
R
r=1ηr
⊤ηr in this cost function to make J(η) strictly convex, and
ε > 0. To minimize the J(η), I use a gradient descent algorithm and then find the optimized
η . The gradient for each ηr is expressed as follows.
∇ηrJ(η) =− 1F
F
∑
f=1
[
z f (1{y f = r}−P(y f = r|η ,z f ))
]
+ εηr (5.12)
During testing, the empirical frequencies of topics z f for each video are computed over
a number of iterations. I average these z f , and obtain E[z f ]. Based on the E[z f ] and the η
learned from training, I predict a class c˜ f for each test video as follows.
c˜ f = argmax
c∈(1,...,R)
exp(ηc⊤E[z f ])
∑Rr=1 exp(ηr⊤E[z f ])
(5.13)
5.5 Experiments
5.5.1 Experimental Setup
For evaluating the performance of Sup-SSC-HDP on multi-class video classification, I also
used a test_data dataset extracted from MediaEval-2011 Genre Tagging Task [22] to conduct
this experiment. In this dataset, two types of data were drawn from videos. For each video,
a sequence of key frames were extracted as image data, meanwhile a number of speech
transcript words considered to be speech data were allocated to each key frame via an
automatic speech recognition (ASR) [22]. Because of the topic models, these image data and
speech data need to be processed to independent visual words and speech words, respectively.
The details on extracting visual words and speech words can be found in Section 3.5.1 of
Chapter 3. The summary of the experimental dataset is given in Table 5.1.
During the experiment, four different multimodal topic models, i.e., Seq-Sym-cHDP,
sequential conditionally independent HDP (Seq-CI-HDP), Seq-cHDP and symmetric cor-
5.5 Experiments 68
Table 5.1 Summary of Experimental Dataset.
the number of video files 1726
the number of genre labels 26
the number of key frames 40588
the number of visual words 166803k
the number of speech words 1318k
the vocabulary size of visual words 1000
the vocabulary size of speech words 17596
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Fig. 5.3 t-SNE 2D embedding of topic frequencies with Sup-SSC-HDP.
respondence HDP (Sym-cHDP) were chosen as baseline models2. For the initializations
on these topic models, the hyperparameters ξ , γ f , and α f0 were sampled from a gamma
prior Gamma(1.0,1.0). Referring to the previous chapters, I set all the transfer weights w fj
to a constant, 0.5. In addition, τ was set to 1.0. The controlling parameter λ was tuned
with different values, which is described in Section 5.5.3. The CGS system totally ran 1000
iterations for each training or testing task so as to let all the variables in the model fully
converge.
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Fig. 5.4 t-SNE 2D embedding of topic frequencies with Seq-Sym-cHDP.
5.5.2 Qualitative Evaluation
To demonstrate intuitively how Sup-SSC-HDP performed in the experiments, I utilized
the t-SNE stochastic neighborhood embedding [28] method to depict the 2D embedding
of the learned topic frequencies z f by Sup-SSC-HDP and unsupervised Seq-Sym-cHDP,
respectively, as shown in Fig. 5.3 and Fig. 5.4, where each dot stands for a video, and
each type of color superimposed on the dot stands for a specific class for videos, each
box plotted with a red dotted line stands for a visually observed cluster. In this figure,
clustering phenomenon with respect to dots of the same color occurred in both 2D embedding
graphs, which demonstrate that some of the videos within the same class were successfully
grouped after learning via Sup-SSC-HDP and Seq-Sym-cHDP. Furthermore, Sup-SSC-HDP
performed better than Seq-Sym-cHDP in clustering and separating the videos into different
classes, which means that the supervised modeling method learns better how to map topics
to different classes. However, I also noticed that there a number of videos were not well
grouped or were grouped into incorrect clusters. The causes of these failures are explained
below.
1) The video counts for different classes are imbalanced in this dataset, some of the major
classes have more than 100 videos per class, while some of the minor classes have less than
20 videos per class. This imbalance especially affects the learning for videos in the minor
class.
2All these four different multimodal topic models are specified in Chapter 4.
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Fig. 5.5 Performance of video classification with different λ .
2) The ranges of definition for some of the classes overlap. For instance, two classes
science and educational exist in our dataset, however, sometimes, scientific video can be
regarded as educational video. Such ambiguous cases are problematic for video learning.
5.5.3 Quantitative Evaluation
Here, I focus on evaluating the performance of multi-class video classification with topic
models. To comprehensively assess our model, the comparisons were made of: (1) supervised
and unsupervised methods, (2) symmetric correspondence and other multimodal modeling
methods, and (3) sequential and nonsequential methods. Note that the unsupervised topic
model cannot directly classify videos, so I needed to input its learned topic frequencies into
an extra classifier (such as SVM) to conduct the classification. In addition, I used a five-fold
cross-validation scheme in the experiments.
The hyperparameter λ in Sup-SSC-HDP is a controlling parameter that influences the
generation of pivot flags. Here, I was interested in examining the performance of classification
on Sup-SSC-HDP while varying λ . The results for Sup-SSC-HDP and an unsupervised
version of Sup-SSC-HDP (i.e., Seq-Sym-cHDP) with λ manually set at {0.1,1,2,3,4,5} in
Fig. 5.5, and find that the models performed the best when λ = 1. In addition, Sup-SSC-HDP
outperformed Seq-Sym-cHDP in each experiment of selecting λ .
Fig. 5.6 shows a comprehensive comparison of Sup-SSC-HDP and the baseline models,
where Sym-cHDP is a nonsequential version of Seq-Sym-cHDP (i.e., w fj = 0), and Seq-CI-
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Fig. 5.6 Video classification performance of Sup-SSC-HDP and baseline models.
HDP is a non-correspondence version of Seq-cHDP or Seq-Sym-cHDP. Seq-cHDP had two
forms, one setting speech data as the pivot data type, the other setting visual data as the
pivot data type. According to the results, supervised method outperformed the unsupervised
one in terms of classification accuracy for each HDP-based model, which demonstrates
that learning the topics in such a supervised manner (relating topics to observed classes
in training) improves the accuracy of classifying videos. Compared with other supervised
baseline models, Sup-SSC-HDP achieved the best performance with the accuracy of 0.396
± 0.013. I thus infer that the time-dependency mechanism (in contrast to Sym-cHDP)
and the symmetric correspondence mechanism (in contrast to Seq-cHDP and Seq-CI-HDP)
incorporated in Sup-SSC-HDP contribute to a more precise video classification, as they can
offer the best suitable modeling solution for video data.
Four video classification examples (three successes and one failure) are listed in Table 5.2.
Here, Sup-SSC-HDP predicted the correct classes for videos expressing class-related visual
and speech content, and the learned topic frequencies behaved discriminatively as well.
However, the videos were sometimes hard to classify when their content was vague. The
failure in Table 5.2, i.e., the video titled “How Data Can Improve Health Care", belongs to
the class of technology, whereas its speech words include lots of health-related words, this
made Sup-SSC-HDP misclassify this video as a health video. This problem is also discussed
in Section 5.5.2 about the reasons of incorrect video clustering.
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Table 5.2 Example Results on Video Classification with Sup-SSC-HDP.
Video Title Key Frames Main Speech Words Topic Frequency True Class PredictedClass
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...
...
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topic index
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5.6 Summary
This chapter presented a supervised sequential symmetric correspondence HDP (Sup-SSC-
HDP) model for multi-class video classification, where a generalized linear model (GLM)
was used to model the relationship between empirical topic frequencies over multimodal
video data and video class. I also derived posterior representation samplers to infer the
Sup-SSC-HDP, and implemented it by using a cascaded Gibbs sampling method. During the
training phase, the regression coefficients corresponding to empirical topic frequencies are
updated via softmax regression for each iteration of Gibbs sampling method.
In this work, two major contributions were made on Sup-SSC-HDP: (1) a supervised
Bayesian nonparametric topic model, for the first time, was proposed for modeling multi-
modal video data in a supervised learning manner, (2) such supervised method incorporated
in Sup-SSC-HDP effectively improved the accuracy of multi-class video classification com-
pared with the performance of corresponding unsupervised nonparametric topic models
proposed in the previous chapters.
In future works, I will consider to try alternative approach to update the regression coeffi-
cients in a Bayesian inference manner, such as slice sampling. Furthermore, a more effective
supervised learning method such as maximum entropy discrimination [29] is expected to be
incorporated in the nonparametric topic models to further improve the performance of video
classification.
Chapter 6
Bayesian Nonparametric Multimodal
Data Modeling Framework for Video
Emotion Recognition
6.1 Overview
With the rapid development of computer vision and deep learning techniques, researchers
are not merely content with some studies on simple video semantic analysis. Recently,
they have been paying more attentions on video deep understanding, such as video emotion
recognition, which is considered to be a very promising technique that can help us understand
the emotion of people shown in a video via mining latent sentimental information from video
features. However, learning emotions from video data is a quite challenging work. First
of all, human sentiment is complex and diverse based on the theory about close interaction
between cognitive processes and emotional appraisals [30]. Secondly, the expressions of
emotion are sparsely distributed in a video. Thirdly, the multimodal data (such as image data
and audio data extracted from video) processing and modeling for video emotion recognition
are tricky as well.
Traditional methods for video emotion recognition on previous studies [31–34] mostly
focused on extracting and learning relative sentimental patterns from low-level hand-crafted
video features, which always have a bottleneck with respect to the performance of emotion
recognition. Most recently, since the technique of convolutional neural networks (CNNs) [35–
38] made a significant breakthrough on large-scale image classification tasks, researchers
attempted to utilize such deep learning approach to further improve the performance of
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emotion recognition for images or videos [39–41]. Although directly using such CNNs
for image or video emotion recognition cannot perform as good as they did on image
classification, these attempts were still meaningful, since they found important clues that the
features extracted from high-level (deeper) layers in CNNs potentially involve emotional
information [41].
In this chapter, a Bayesian nonparametric multimodal data modeling framework is
proposed to analyze the video emotion based on extracted CNN-based deep features and
MFCC features from videos. In this framework, a symmetric correspondence hierarchical
Dirichlet processes (Sym-cHDP) model [42] is applied to mine the latent emotional events
(topics) from both CNN-based deep features and MFCC features within a video. Through a
series of comparative experiments, I can validate which CNN architecture is more appropriate
for emotion recognition, and which layer in CNNs may contain more emotional features.
Furthermore, the performance of the proposed framework for video emotion classification is
also experimentally evaluated compared with several baseline methods.
The rest of this chapter is organized as follows. Section 6.2 gives a overview of Bayesian
nonparametric multimodal data modeling framework. Section 6.3 introduces the CNN-based
deep features used in this framework, and how to convert deep features and MFCC features
into visual words and audio words, respectively. Section 6.4 introduces the Sym-cHDP
model for mining the latent emotional events (topics) from both visual words and audio
words within a video. In the end, comparative experiments and summary are respectively
presented in Section 6.5 and Section 6.6.
6.2 Framework
Human emotion recognition for videos is a quite challenging work because of its complexity,
diversity and sparsity. In this chapter, I develop a Bayesian nonparametric multimodal data
modeling framework to learn the latent sentimental information from video data.
Similar to the task of video semantical analysis, before starting video emotion recognition,
it is very necessary to determine what kind of features extracted from videos are appropriate
for sentiment mining. Thanks to the rapid development of convolutional neural networks
(CNNs) [35–38], some researchers believe that the image features extracted from high-level
(deeper) layers in CNNs potentially contain some sentimental information according to the
latest studies [41]. Moreover, Mel-frequency cepstral coefficient (MFCC) as one of the audio
features was usually utilized for human emotion analysis in some previous studies [33, 41]. I
realize that both image deep features and audio MFCC features can be simultaneously drawn
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Fig. 6.1 A flowchart of framework for video emotion classification.
from videos, which inspires me to jointly use such two types of features for video emotion
recognition.
Fig. 6.1 illustrates a flowchart of the proposed framework, which incorporates two core
models: (1) a CNN model that deeply learns the images (video frames) extracted from videos,
(2) a symmetric correspondence hierarchical Dirichlet processes (Sym-cHDP) model [42]
that mines their latent emotional events (topics) from deep features and MFCC features. In
the beginning, I respectively extract raw image data and raw audio data from each video.
For images, I then input them to a CNN model. Generally, CNN architecture comprising a
sequence of deep learning layers is straightforwardly applied for image classification [35–38].
In this framework, I only draw the deeply learned image deep features via the CNN model.
The detailed description for CNN models and deep features will be specified in Section 6.3.1.
Meanwhile, for audio data, a 24-dimensional MFCC descriptor is sampled over every 5 ms
time-window with 50% overlap from entire soundtrack of each video. Such MFCC features
are good audio representation for the case of emotion recognition.
In Chapter 4, I proposed a sequential symmetric correspondence HDP (Seq-Sym-cHDP)
model for video semantic analysis. For simplicity, a two-layer version of Seq-Sym-cHDP,
i.e., Sym-cHDP model [42] is utilized to simultaneously deal with deep features and MFCC
features in this framework. Similar to the case of semantical expression in videos, the
structure of sentimental expression in video multimodal data has a similar form. For a video,
the video emotion can be expressed with a number of latent emotional events occurring in the
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video, and each emotional event reflects in corresponding image features and audio features.
For example, there is a user-generated video clip showing that a little girl is scared when
she is watching a horror movie. The scared is considered to be an emotional event, which
simultaneously results in a terrified facial expression in image features, and a scream in
audio features. According to this framework, CNN-based deep features and MFCC features
respectively represent image features and audio features for video emotion analysis. Sym-
cHDP incorporated with a symmetric correspondence mechanism is able to mine such latent
emotional events from both deep features and MFCC features within a video. The detailed
modeling process will be specified in Section 6.4. Note that deep features and MFCC features
must be converted into a number of independent visual words and audio words because of
the input of the Sym-cHDP, whose details will be described in Section 6.3.2.
However, the Sym-cHDP is an unsupervised model, a supervised classifier must be joined
up after this unsupervised learning process, for predicting a real emotional label for each
video in this task.
6.3 Description of Features
6.3.1 CNN-based Deep Features
The latest generation of CNNs, such as AlexNet [36], VGG [37] and GoogleLeNet [38],
have achieved remarkable performance for large-scale image classification tasks due to their
deep and systematic learning architecture. However, when facing more abstract and complex
learning scenario such as image/video emotion recognition, directly using such CNNs cannot
perform as good as they did on image classification. But these attempts are still significative,
since they provided important clues that the features drawn from high-level (deeper) layers
in CNNs potentially contain some sentimental information.
According to the latest study [41], the deep architectures of AlexNet and VGG are
more suitable for video emotion recognition than the one of GoogleLeNet. In addition,
the features extracted from fully connected layers perform better than the ones extracted
from convolutional layers. Therefore, I utilize three different CNN models AlexNet [36],
VGG-F [37] and VGG-S [37] in this framework, and respectively extract the deep features
from fully connected layers in each of them. Here, VGG-F and VGG-S are two different
types of VGG model conditioned on different accuracy/speed trade-offs, where VGG-F with
less layers focuses on speed, and VGG-S with more layers focuses on precision. According
to the architectures of these three CNN models, the fully connected layers comprise fc6
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layer and fc7 layer, so there are totally 3×2 different combination patterns of deep features
evaluated in the experiments.
6.3.2 Extraction of Visual Words and Audio Words
This section specifies how to convert deep features and MFCC features into a number of
independent visual words and audio words for Sym-cHDP.
For CNN-based deep features, each deep feature drawn from fc6 layer or fc7 layer is
an m-dimensional vector, which can be expressed with D f j = (d f j1,d f j2, ...,d f jm), where
f indicates the index of video, and j indicates the index of image. Here, I assume that
each element d maps to an exclusive type of visual word. Hence, the vocabulary size of
visual word VD is equal to m. After drop-out processing on fully connected layers, each
element d f jm in deep feature vector D f j will have a nonnegative continuous value, which
is considered to be a likelihood for extracting the corresponding visual word. Then, I use a
multinomial distribution to extract the counts for each visual word:
n f j = (n f j1,n f j2, ...,n f jVD)∼Multinomial(N,PD f j) (6.1)
where n f j indicates visual word count vector including VD types of visual words, and N
is the summation of all the counts within n f j, i.e., N = ∑VDv=1 n f jv. PD f j is a normalized
representation for D f j. Through this method, the visual word set X f j for image j in video f
is filled with extracted N visual words. On video level, the visual word set X f for video f can
be obtained with X f = {X f 1,X f 2, ...,X f J f }, where J f is the number of images in video f .
For audio MFCC features, I assume that each 24-dimensional MFCC descriptor represents
an audio word. Then, a simple k-means algorithm is applied to cluster all the MFCC
descriptors into VM clusters, which is treated as the vocabulary size of audio word. Note that
an MFCC descriptor is sampled per 5 ms, the total audio word counts for each video will
depend on the length of the video.
6.4 Symmetric Correspondence HDP
As mentioned in Section 6.2, for a video, the video emotion can be expressed with a number
of latent emotional events occurring in the video, and each emotional event reflects in
corresponding image features and audio features. To mine such latent emotional events from
video multimodal data, this section utilize a Bayesian nonparametric Sym-cHDP [42] model
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that incorporates a flexible symmetric correspondence mechanism for modeling multimodal
data.
6.4.1 Generative Process
According to the two-layer hierachy of HDP model, a number of local probability measures
{G j} are connected with a shared global probability measure G0. These probability measures
can be reformulated with corresponding component (topic/emotional event) weights β and
π f through a stick-breaking construction, shown as below:
G0 =
∞
∑
k=1
βkδφk
G f =
∞
∑
k=1
π f kδφk
(6.2)
where I define that the components (topics/emotional events) φ = {φk}∞k=1 are distributed on
the base measure H. Each component weight vector consists of an infinite number of corre-
sponding component weights, i.e., β = {β1,β2, ...,βk, ...} and π f = {π f 1,π f 2, ...,π f k, ...}.
Then, the stick-breaking construction of Sym-cHDP is graphically represented in Fig. 6.2,
and its generative process is as follows.
• Step 1: Draw the global component weights β from a GEM process [19] GEM(γ) with a
hyperparameter γ .
• Step 2: Conditioned on β , draw each local component weights π f from a Dirichlet process
DP(α0,β ) with a hyperparameter α0.
• Step 3: For each video, draw a multinomial pivot flag generator σ f from a Dirichlet
distribution Dir(λ ) with a hyperparameter λ .
• Step 4: For the ith word of data type1 (modality) l in video f , draw a pivot flag s(l)f i from a
multinomial distribution Multinomial(σ f ) conditioned on σ f .
• Step 5: If s(l)f i = l, draw an emotional event z(l)f i from π f . Otherwise if s(l)f i = h ̸= l, draw an
emotional event z(l)f i from a uniform distribution Uni f orm(z
(h)
f 1 , ...,z
(h)
f H(h)f
).
• Step 6: Conditioned on sampled z(l)f i , draw a word x(l)f i from a word distribution f (x(l)f i |φ (l)k ,k=
z(l)f i ).
Similar to the symmetric correspondence in Seq-Sym-cHDP described in Chapter 4, Sym-
cHDP also utilizes a multinomial pivot flag generator σ f to switch the way of generating the
1Only visual words and audio words are utilized in this work, therefore l ∈ {1,2}.
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Fig. 6.2 Graphical representation for stick-breaking construction of Sym-cHDP.
emotional event for the current word by sampling a pivot flag. More specifically, for the word
x(l)f i within data type l, if the pivot flag generator samples a pivot flag pointing at the same
data type, i.e., s(l)f i = l, the emotional event z
(l)
f i for the current word x
(l)
f i is straightforwardly
drawn from π f . However, the pivot flag generator samples a pivot flag pointing at the other
data type h, i.e., s(l)f i = h ̸= l, the emotional event z(l)f i for the current word x(l)f i is drawn from
a uniform distribution that involves all the emotional events assigned to H(h)f words within
data type h. H(h)f is the number of words that have been already assigned with emotional
events at the current step. Hence, H(h)f ≤ N(h)f . Note that all the {φ (l)k }2l=1 are drawn from a
same base measure H, and share the same emotional event space.
With such symmetric correspondence mechanism, Sym-cHDP not only simultaneously
handles the generative process of both visual words and audio words within a video, but also
flexibly model the dependency between them. This modeling method effectively simulates
the expression process of video emotion.
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6.4.2 Inference Method
Based on posterior representation sampler [20], I derive an inference method to estimate the
latent emotional events and other variables within Sym-cHDP in this section.
Firstly, both of two component weights β and π f have a finite augmentable representation,
which can be sampled with:
β = (β1, ...,βK,βu)∼ Dir(T·1, ...,T·K,γ)
π f = (π f 1, ...,π f K,π f u)∼ Dir(π˜ f 1, ..., π˜ f K,α0βu)
(6.3)
where βu and π f u are the weight of generating a newborn component within β and π f ,
respectively. The variable T·K indicates the table counts in the Chinese restaurant franchise
(CRF) representation of Sym-cHDP, whose detailed explanation and sampling approach
can be found in Section 3.4.2 of Chapter 3. The estimator π˜ f k is derived with: π˜ f k =
α0βk +∑(l)C
(l)
f lk, where C
(l)
f lk indicates the counts for the word with data type l in video f
possessing the pivot flag with the same data type l when the index of the sampled emotional
event is k.
Similar to the posterior representation sampler in Seq-Sym-cHDP, I also derive a full
conditional joint likelihood for estimating both emotional event z(l)f i and pivot flag s
(l)
f i for
each word, shown as below:
P(z(l)f i = k,s
(l)
f i = l|x(l)f i ,λ , ...) ∝ P(s(l)f i = l|λ )P(z(l)f i = k|π f )P(x(l)f i |z(l)f i = k, ...)
=

C− f lif l +λ
C− f lif l +∑l′ ̸=l C f l′+2λ
·π f k · f
−x(l)f i
k (x
(l)
f i ) if k is used
C− f lif l +λ
C− f lif l +∑l′ ̸=l C f l′+2λ
·π f u · f
−x(l)f i
knew (x
(l)
f i ) if k is newborn
(6.4)
P(z(l)f i = k,s
(l)
f i = h|x(l)f i ,λ , ...) ∝ P(s(l)f i = h|λ )P(z(l)f i = k|Z(h)f )P(x(l)f i |z(l)f i = k, ...)
=
C− f lif h +λ
C− f lif h +∑h′ ̸=hC f h′+2λ
·
n(h)f k
N(h)f
· f−x
(l)
f i
k (x
(l)
f i ) (6.5)
where C f l indicates the counts for the pivot flag pointing at data type l over all the multimodal
data in video f , the superscript − f li for a variable indicates the terms excluding the f lith
term. Z(h)f is a vector that records all the topic assignments for the words of data type h in
video f . n(h)f k indicates the counts for emotional event k assigned to words of data type h in
video f . Here, f
−x(l)f i
k (x
(l)
f i ) and f
−x(l)f i
knew (x
(l)
f i ) represents two different types of conditional word
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likelihood functions conditioned on emotional event k. If the emotional event k is previously
used, f
−x(l)f i
k (x
(l)
f i ) is formulated with:
f
−x(l)f i
k (x
(l)
f i = v
(l)) =
∫
f (x(l)f i = v
(l)|φ (l)k )p(φ (l)k |X− f lilk ,H)dφ (l)k
=
n− f li
kv(l)
+ τ
∑v(l) n
− f li
kv(l)
+V (l)τ
(6.6)
otherwise if the emotional event k is newborn, f
−x(l)f i
knew (x
(l)
f i ) is formulated with:
f
−x(l)f i
knew (x
(l)
f i ) =
∫
f (x(l)f i = v
(l)|φ (l)k )p(φ (l)k |H)dφ (l)k =
1
V (l)
(6.7)
where v(l) is the index of words in the vocabulary of data type l. X− f lilk is a set involving all
the words of data type l with emotional event k except for x(l)f i . nkv(l) indicates the counts for
the word v(l) assigned to emotional event k. V (l) indicates the vocabulary size of data type l.
τ is a hyperparameter for a Dirichlet distribution, and there is H = Dir(τ).
In addition, hyperparameter γ and α0 can be sampled by setting a gamma prior on them.
A Gibbs sampling algorithm is used to implement this inference method, and finally estimates
the latent emotional events from visual words and audio words within each video.
6.5 Experiments
6.5.1 Experimental Setup
To evaluate the proposed Bayesian nonparametric multimodal data modeling framework
on video emotion recognition, a couple of experiments were conducted for video emotion
classification with an Acted Facial Expressions in the Wild (AFEW) [43] dataset, which
contains 957 video clips extracted from movies. In AFEW dataset, those video clips were
categorized with seven basic emotions including angry, happy, sad, disgust, fear, surprise
and neutral.
For each video clip in AFEW dataset, several key frames involving sentimental informa-
tion had been extracted in advance. Then, three kinds of CNN models, i.e., AlexNet, VGG-F
and VGG-S were utilized to extract corresponding deep features for each key frame of the
video. To lower the computation cost for the whole system, the dimension m of fc6 layer and
fc7 layer in each CNN model was set to 1024, which means the vocabulary size of visual
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Table 6.1 Summary of Experimental Dataset
the number of video clips 957
the number of emotion class 7
the number of visual words with fc6 or fc7 3666k
the number of audio words 1042k
the vocabulary size of visual words 1024
the vocabulary size of audio words 1000
word VD was specified to 1024. The total number of extracted visual words N is set to 5120.
Other settings on these three CNN models were completely identical to the ones in original
works [36, 37]. For audio words extracted from MFCC features, the vocabulary size VM was
set to 1000. The summary of the experimental dataset is shown in Table 6.1.
For the initialization of nonparametric topic models, the hyperparameters γ and α0 were
sampled from a gamma prior Gamma(1.0,1.0). The Gibbs sampling system totally ran 1000
iterations so as to let all the variables in the model fully converge.
For the final video emotion classification task, the learned emotional event distribution
for each video by nonparametric topic models was input to a simple LIBLINEAR2 classifier
for final classification. The experiments were conducted and evaluated with a five-fold
cross-validation scheme, and the performance was measured with average classification
accuracy.
6.5.2 Unimodal Evaluation on CNN-based Deep Features
In this section, I focus on evaluating the performance of video emotion classification with a
unimodal HDP by only using different types of CNN-based deep features. For comparison,
directly using three different CNN models for video emotion classification were considered
to be baselines. The results are shown in Table 6.2.
Evaluation on Deep Features with HDP
HDP as a unimodel version of Sym-cHDP was used for evaluating the video emotion
classification performance on different types of deep features. According to the Table 6.2, I
respectively set the controlling parameter τ with τ = 0.1, τ = 0.5 and τ = 1.0, to conduct
three different sets of experiments. No matter what type of deep feature was utilized, the
HDP always performed the best when conditioned on τ = 0.5. For comparing different
2https://www.csie.ntu.edu.tw/ cjlin/liblinear/
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Table 6.2 Unimodel Results with Different Deep Features
Methods CNN HDP( τ = 0.1) HDP(τ = 0.5) HDP(τ = 1.0)
AlexNet
fc6
24.68
23.85 24.87 24.13
fc7 20.53 25.85 24.75
VGG-F
fc6
28.01
26.38 28.84 27.78
fc7 23.84 26.52 25.14
VGG-S
fc6
31.27
28.11 33.15 31.65
fc7 26.83 31.35 29.94
Table 6.3 Multimodal Results with Different Methods
CNN Models AlexNet VGG-F VGG-S
Features fc6 fc7 fc6 fc7 fc6 fc7
LIBLINEAR 24.11 24.78 28.21 28.54 31.88 30.02
SVM 24.32 25.88 29.65 29.11 32.11 31.88
CI-HDP 25.31 26.16 28.85 27.56 34.10 32.25
Corr-HDP(Visual Words) 25.52 26.53 29.94 28.21 34.34 32.91
Corr-HDP(Audio Words) 24.32 25.52 28.54 27.91 33.56 31.79
Sym-cHDP 27.95 27.89 31.07 29.94 35.22 33.11
types of deep features for each CNN model, the deep features extracted from the fc6 layer
significantly outperformed the ones extracted from the fc7 layer in the case of using VGG-F
and VGG-S, however such phenomenon was not so clear in the case of using AlexNet.
Comparison between CNN methods and HDP methods
I also respectively conducted three comparative experiments by directly using three corre-
sponding CNN models as baselines. Compared with baseline results, the optimized HDP
method outperformed CNN method by 4.47%, 2.96% and 6.01%, when using AlexNet,
VGG-F and VGG-S, respectively. This demonstrates that HDP method is able to improve
the performance of video emotion recognition via mining latent emotional events from deep
features within videos. On the other hand, VGG-S achieved the best performance on video
emotion classification among all the CNN models, which implies that the VGG-S architecture
is more suitable for the emotion recognition task.
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6.5.3 Multimodal Evaluation on Modeling Methods
In this section, comparative experiments based on video multimodal data (deep features and
MFCC features) were conducted for assessing the proposed method and other baselines on
video emotion classification. Two styles of baseline sets were adopted for evaluation: the
baseline models in the first set were general classifiers including LIBLINEAR and SVM,
where the deep features and MFCC features were simply fused without being further mined,
the baseline models in the second set were other nonparametric topic models incorporated in
the same framework including conditionally independent HDP (CI-HDP) deemed as two-
layer version of Seq-CI-HDP, and correspondence HDP (Corr-HDP) deemed as two-layer
version of Seq-cHDP. Similar to Seq-cHDP, Corr-HDP also had two different scenarios
with respectively predefining the pivot to visual words and audio words in the experiments.
In initialization, I set τ = 0.5 to all the nonparametric topic models, and set λ = 1.0 to
Sym-cHDP. The experimental results are shown in Table 6.3.
Compared with both LIBLINEAR and SVM, the proposed method with Sym-cHDP
significantly outperformed those general classifiers for every scenario, which demonstrates
that Sym-cHDP is able to improve the performance of video emotion recognition via mining
latent emotional events from both deep features and MFCC features within videos. On
the other hand, Sym-cHDP outperformed other nonparametric topic models CI-HDP and
Corr-HDP for every scenario as well, which demonstrates that incorporating such flexible
symmetric correspondence mechanism in a nonparametric multimodal topic model can
improve the accuracy of video emotion recognition. The best performance among all the
scenarios was achieved when the proposed framework worked with Sym-cHDP conditioned
on using the deep features extracted from the fc6 layer of VGG-S.
Compared with the results shown in Table 6.2, I also found that Sym-cHDP performing on
multimodal data significantly outperformed HDP performing on unimodel data (deep features)
for every scenario, which demonstrates that the MFCC features are very complementary to
the deep features for such video emotion recognition task, since they express the emotional
information from different angles within a video.
6.6 Summary
This chapter proposed a Bayesian nonparametric multimodal data modeling framework to
deeply learn the video emotion from CNN-based deep features and MFCC features extracted
from videos. In this framework, a symmetric correspondence hierarchical Dirichlet processes
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(Sym-cHDP) [42] is utilized to model the multimodal data, and mine the latent emotional
events (topics) from both deep features and MFCC features.
According to this work, there are two major contributions: (1) video emotion recognition
by using CNN-based deep features is a very state-of-the-art work, where I conducted a
number of comprehensive experiments to explore the most appropriate CNN architecture
and deep feature for learning emotion from a video, (2) the nonparametric multimodal topic
modeling method, for the first time, was utilized for mining the latent emotional events from
video multimodal data, which offers a new solution for video emotion analysis.
In future works, similar to the CNN-based deep features, deeply learned audio features
extracted from other neural networks are also promising to be utilized in this video emotion
recognition framework. Furthermore, a supervised nonparametric topic model is expect-
ed to be incorporated into this framework to improve the effectiveness of video emotion
classification.
Chapter 7
Conclusion
This paper focused on video data analysis with Bayesian nonparametric topic modeling
methods. According to the characteristic of video data and application scenario, I developed
a number of Bayesian nonparametric topic models to tackle the corresponding problems, and
demonstrated their effectiveness via comprehensive experiments. I respectively conclude all
the works in the following.
Chapter 3 presented a sequential correspondence hierarchical Dirichlet processes (Seq-
cHDP) model for video semantic analysis, which solved two major problems: (1) a sequence
of video frames within each video are modeled via a time-dependency mechanism based
on a Markovian assumption, (2) video multimodal data are modeled via a corresponding
mechanism. To infer the latent topics from observed video data with Seq-cHDP, I also derived
an inference method based on posterior representation samplers, and implemented it with a
cascaded Gibbs sampling algorithm. In experimentation, I performed video semantic analysis
based on extracted SIFT visual words and speech transcript words, and finally evaluated the
Seq-cHDP model with topic trend estimation and genre classification.
Chapter 4 firstly discussed two simple multimodal data modeling methods for video data
that respectively occurred in Seq-cHDP and sequential conditionally independent hierarchical
Dirichlet processes (Seq-CI-HDP). To improve the weaknesses of these two multimodal
data modeling mechanisms, I presented a sequential symmetric correspondence hierarchical
Dirichlet processes (Seq-Sym-cHDP) model for the same purpose, which incorporated a
symmetric correspondence mechanism that can flexibly model the dependency among multi-
modal data with pivot assignments. The experiments demonstrated that the Seq-Sym-cHDP
outperformed Seq-cHDP and Seq-CI-HDP with both qualitative evaluation and quantitative
evaluation.
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Chapter 5 presented a supervised learning version of Seq-Sym-cHDP named supervised
sequential symmetric correspondence hierarchical Dirichlet processes (Sup-SSC-HDP) for
multi-class video classification based on video semantic analysis. Sup-SSC-HDP utilized a
generalized linear model (GLM) to model the relationship between empirical topic frequen-
cies over multimodal data and video class. For inference, a softmax regression algorithm is
applied to optimize the estimate of their regression coefficients. The experiments demon-
strated that such supervised learning method can give a uplift on the performance of video
classification compared with corresponding unsupervised model.
Chapter 6 presented a Bayesian nonparametric multimodal data modeling framework
for learning the human emotion from video data. This framework incorporated two core
models: (1) a convolutional neural network (CNN) model for deeply learning the images
extracted from each video, (2) a two-layer symmetric correspondence hierarchical Dirichlet
processes (Sym-cHDP) model for mining latent emotional events (topics) from CNN-based
deep features and MFCC audio features. In experimentation, I conducted a number of
comprehensive experiments to explore the most appropriate CNN architecture and deep
feature for learning emotion from a video, meanwhile also demonstrated the effectiveness of
this framework on video emotion classification compared with other baseline methods.
In future works, I will consider to improve the current time-dependency mechanism
incorporated in proposed sequential nonparametric topic models with a more sophisticated
and flexible approach, for example, hidden Markov models (HMMs), which might increase
the modeling accuracy without performing parameter tuning. Furthermore, for the super-
vised learning model Sup-SSC-HDP, a more effective supervised learning method such
as maximum entropy discrimination [29] is expected to be utilized in Sup-SSC-HDP to
further improve the performance of video classification. In addition, the proposed Bayesian
nonparametric topic models are also very promising to be extended to other application
scenarios other than video semantic analysis and video emotion recognition.
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