Neske GT, Connors BW. Synchronized gamma-frequency inhibition in neocortex depends on excitatory-inhibitory interactions but not electrical synapses. J Neurophysiol 116: 351-368, 2016. First published April 27, 2016 doi:10.1152/jn.00071.2016.-Synaptic inhibition plays a crucial role in the precise timing of spiking activity in the cerebral cortex. Synchronized, rhythmic inhibitory activity in the gamma (30 -80 Hz) range is thought to be especially important for the active, information-processing neocortex, but the circuit mechanisms that give rise to synchronized inhibition are uncertain. In particular, the relative contributions of reciprocal inhibitory connections, excitatory-inhibitory interactions, and electrical synapses to precise spike synchrony among inhibitory interneurons are not well understood. Here we describe experiments on mouse barrel cortex in vitro as it spontaneously generates slow (Ͻ1 Hz) oscillations (Up and Down states). During Up states, inhibitory postsynaptic currents (IPSCs) are generated at gamma frequencies and are more synchronized than excitatory postsynaptic currents (EPSCs) among neighboring pyramidal cells. Furthermore, spikes in homotypic pairs of interneurons are more synchronized than in pairs of pyramidal cells. Comparing connexin36 knockout and wild-type animals, we found that electrical synapses make a minimal contribution to synchronized inhibition during Up states. Estimations of the delays between EPSCs and IPSCs in single pyramidal cells showed that excitation often preceded inhibition by a few milliseconds. Finally, tonic optogenetic activation of different interneuron subtypes in the absence of excitation led to only weak synchrony of IPSCs in pairs of pyramidal neurons. Our results suggest that phasic excitatory inputs are indispensable for synchronized spiking in inhibitory interneurons during Up states and that electrical synapses play a minimal role. 
son 2012). Grouping of neuronal subnetworks by synchronized network oscillations might fulfill various roles of the cortex, including the encoding of complex sensory objects (bindingby-synchrony) (Singer and Gray 1995) , attentional selection of stimuli (Fries et al. 2001) , communication between disparate cortical regions (communication-through-coherence) (Fries 2009) , and spike-timing-dependent synaptic plasticity (Dan and Poo 2004) . Synchronized fluctuations at gamma (30 -80 Hz) frequencies are thought to be especially relevant to these functions.
Synchronized spiking of cortical inhibitory interneurons, particularly at gamma frequencies, is considered to be of paramount importance for controlling the timing and reliability of spiking in the excitatory pyramidal neuron population (Lytton and Sejnowski 1991; van Vreeswijk et al. 1994; Cobb et al. 1995; Hasenstaub et al. 2005; Long et al. 2005; Cardin et al. 2009 ). Thus synchronized inhibition likely provides the basis for the temporal organization of neuronal populations during active cortical processing. Precise (within a few ms) spike synchronization among inhibitory interneurons constitutes an especially effective signal for network-wide temporal organization, yet the mechanisms that underlie such precise synchrony are unclear. In principle, several basic motifs of synaptic connectivity could generate precise spike synchrony among inhibitory interneurons, including reciprocal inhibitory interactions (Wang and Rinzel 1992; Wang and Buzsáki 1996; Hu et al. 2011 ) and excitatory feedforward and inhibitory feedback loops (Wilson and Cowan 1972; Börgers and Kopell 2003; Hansel and Mato 2003) ; in reference to gamma-band synchrony, these mechanisms are often referred to as interneuron gamma (ING) and pyramidal-interneuron gamma (PING), respectively (Whittington et al. 2000; Tiesinga and Sejnowski 2009) . Furthermore, in the adult neocortex, inhibitory interneurons of the same subtype form an electrically coupled network (Galarreta and Hestrin 1999; Gibson et al. 1999; Beierlein et al. 2000; Amitai et al. 2002; Fukuda et al. 2006) . In paired recordings of electrically coupled cortical interneurons, injection of suprathreshold depolarizing current into these cells leads to precise and stable spike synchrony (Galarreta and Hestrin 1999; Gibson et al. 1999 Gibson et al. , 2005 Mancilla et al. 2007) . Persistent spike synchrony between particular subtypes of electrically coupled interneurons also emerges when these subtypes are pharmacologically activated Deans et al. 2001; Long et al. 2005; Fanselow et al. 2008) . The extent to which electrical synapses between interneurons play a role when the recurrent excitatory network is activated, however, is not clear. In general, in active cortical networks the relative contributions of different chemical and electrical synaptic connectivity motifs to synchronized inhibition are not well understood.
We investigated the mechanisms of synchronized inhibition in an activated slice preparation of mouse barrel cortex (Neske et al. 2015) . This preparation spontaneously generates network activity reminiscent of the slow (Ͻ1 Hz) cortical oscillations of slow-wave sleep, anesthesia, and quiet wakefulness (Steriade et al. 1993; Sanchez-Vives and McCormick 2000; Petersen et al. 2003; Neske 2016) . During the depolarizing phases of this oscillation (Up states) the cortical network exhibits enhanced, locally synchronized fast (Ͼ10 Hz) activity, similar to that of the waking cortex (Steriade et al. 1996; Hasenstaub et al. 2005) . Thus the mechanisms of synchronized discharge among inhibitory interneurons that accompany the emergence of Up states may also be similar to the mechanisms by which interneurons synchronize during active, information-processing states. Using the active barrel cortex slice preparation, we have combined several methods to study the circuit mechanisms of synchronized, gamma-frequency inhibition. These methods include paired whole cell recordings of different excitatory and inhibitory cell types, dissection of the temporal relations between excitatory and inhibitory synaptic barrages, analysis of the precise timing of action potentials between homotypic cell pairs, and genetic manipulations of various circuit elements within the local cortical network. Our experiments suggest that synchronized inhibition in active local cortical circuits depends principally on excitatory-inhibitory synaptic interactions and minimally on electrical synapses and inhibitory-inhibitory synaptic interactions. (Neske et al. 2015) . For recordings in which we compared connexin36 knockout (Cx36-KO) with wild-type (WT) animals, we crossed heterozygous Cx36-KO mice (Deans et al. 2001 ) of a mixed C57BL/6-FVB background. Progeny used from these crosses were either homozygous Cx36-KO or homozygous Cx36 WT. We used age-matched, littermate Cx36-KO/WT pairs for all experiments. For recordings (see Fig. 14) , we crossed homozygous SOM-Cre mice with homozygous channelrhodopsin-2 (ChR2) reporter mice [B6. Cg26Sor tm32(CAG-COP4*H134R/EYFP)Hze /J; The Jackson Laboratory]. Viral injections. For recordings (see Fig. 13 ), we introduced ChR2 into PV cells by viral injection into PV-tdTomato mice. Adenoassociated virus carrying a genetic construct for eYFP-tagged ChR2 was used: AAV2/1Ef1␣.DIO.hChRr2(H134R)-eYFP.WPRE.hGH (Penn Vector Core). To minimize toxicity, virus used for injections was diluted with sterile saline from an initial titer of 3.41ϫ10 12 IU/ml to a final titer of 3.41 ϫ 10 11 IU/ml. For the surgical procedure involving stereotaxic viral injection, mice aged approximately postnatal day 10 were injected intraperitoneally with a ketamine (70 mg/kg)/Dormitor (0.25 mg/kg)/saline anesthesia cocktail. After a 10-min wait and checking for a pain response by a tail pinch, mice were placed in a stereotaxic frame, on which the scalp was opened to perform a craniotomy at (in mm) ϩ3.4 (x) and Ϫ0.8 (y) from bregma. Virus (ϳ1.5 l) was drawn into a glass micropipette that was then lowered slowly (ϳ1 mm/min) through the craniotomy into barrel cortex, 0.6 mm from the pial surface (approximately targeting cortical layer 5). Virus was then pressure ejected with a Picospritzer over the course of ϳ30 min, the micropipette was left in place for ϳ5 min, and then it was slowly withdrawn. After closing the scalp with Gluture, mice were awoken with Antisedan and allowed to recover on a heating pad for ϳ1 h before being returned to their home cage. Virus was allowed to express for 10 days before experiments.
MATERIALS AND METHODS

Mouse lines. All procedures involving laboratory animals
Slice preparation. Slices (320 -400 m) were prepared from barrel cortex of juvenile mice (mice of both sexes aged P14 -P19). Mice were first anesthetized via inhalation of isoflurane and then decapitated with a scalpel blade, after which the head was transferred to ice-cold (ϳ0°C) artificial CSF (ACSF) saturated with a 95% O 2 -5% CO 2 mixture for brain extraction. The composition of the ACSF was the following (in mM): 126 NaCl, 3 KCl, 10 dextrose, 26 NaHCO 3 , 1.25 NaH 2 PO 4 , 2 CaCl 2 , and 2 MgSO 4 . A mid-sagittal cut was made, and one hemisphere was glued on an angled block to cut slices in the thalamocortical plane for barrel cortex (Agmon and Connors 1991) with a Leica VT 1000S vibratome. ACSF temperature was ϳ0°C throughout slicing. After slices were cut, they were immediately transferred to a submerged holding chamber containing ACSF maintained at ϳ33°C for 30 min, after which the chamber was cooled to room temperature (ϳ24°C). Slices remained at this temperature until use in the recording chamber.
Electrophysiological recordings. Slices were transferred to a recording chamber in which ACSF bathed both sides of the slice (model RC-27L; Warner Instruments). To promote Up and Down states, the flow rate of ACSF was kept high (ϳ10 ml/min) to ensure ample oxygenation of the tissue Hájos and Mody 2009) . The temperature of the solution in the recording chamber was 33°C. Between recording sessions, slices were superfused with ACSF of the same composition as the solution in the holding chamber. During recordings of Up and Down states, the ACSF was changed to the following (in mM): 126 NaCl, 5 KCl, 20 dextrose, 26 NaHCO 3 , 1.25 NaH 2 PO 4 , 1 CaCl 2 , and 1 MgSO 4 . Spontaneous Up and Down states usually occurred within 1 min of changing the superfusing solution to this "modified ACSF." For recordings (see Figs. 8 and 9 ), fast Neske et al. 2015) . B, top: as in A, but power spectra are "whitened" (i.e., the 1/f component of the power spectrum is first subtracted from the raw power spectrum).
Removal of the 1/f component reveals an excess of power in the gamma (30 -80 Hz) band for IPSCs. B, bottom: as in A, but for whitened power spectra. Only the gamma glutamatergic transmission was blocked with 50 M APV and 20 M DNQX. Cells were visualized with an Olympus BX50WI microscope equipped with DIC and epifluorescence optics. Pyramidal cells in layer 5 were targeted for recording based on their characteristic appearance under DIC optics (i.e., upward somatic taper and apical dendrite), whereas spiny stellate cells in layer 4 were targeted based on their comparatively small size and verified post hoc based on their regular-spiking physiology (Beierlein et al. 2003) .
Whole cell recordings were performed with borosilicate glass pipettes pulled to final tip resistances between 4 and 7 M⍀. Micropipettes were filled with internal solution with the following (in mM): 130 K gluconate, 4 KCl, 2 NaCl, 10 HEPES, 0.2 EGTA, 4 ATP-Mg, 0.3 GTP-Na, and 14 phosphocreatine-2K. Internal solutions had a final osmolality of 290 -295 mosmol/kgH 2 O and pH of 7.22-7.25. Recordings were made with a MultiClamp 700B patch-clamp amplifier (Axon), in which signals were first filtered (DC-10 kHz) and then digitized at 20 kHz with the Digidata 1440A data acquisition system and Clampex data acquisition software (Axon). Micropipette capacitance was compensated in the bath, and the bridge was balanced after attaining the whole cell configuration. Cells with bridge-balance values Ͼ30 M⍀ were not used. For voltage-clamp recordings, series resistance compensation was always performed online, with prediction/correction set between 70 and 80%. Series resistances were continually monitored during experiments to ensure sufficient compensation. For local field potential (LFP) recordings, whole cell micropipettes had their tips broken off and then filled with ACSF, resulting in electrodes with resistances of ϳ0.3 M⍀. Whole cell recordings were performed within ϳ200 m of the LFP electrode.
For each experiment involving comparisons between Cx36-KO and WT animals, we recorded from one WT and one Cx36-KO animal from the same litter within a 16-h period. Thus all recordings from Cx36-KO animals had age-matched, littermate controls. Experiments and data analysis were performed while blind to genotype.
Optogenetic methods. For photostimulation of ChR2-expressing SOM and PV cells, collimated light from a white LED (cool white 5500K; Mightex) controlled by a Thorlabs LEDD1B driver was reflected through a dichroic mirror (FF655-Di01; Semrock) and a ϫ40 immersion objective (LUMPlanFl 40ϫ/0.80 W; Olympus). This resulted in a spot size with a radius of ϳ270 m. The maximum possible light power at the focal plane (as measured by a S120C photodiode power sensor coupled to an analog power meter; Thorlabs) was 18.5 mW (measured at 465 nm). During recordings, the light spot was centered over the recorded pyramidal cell pairs. A "ramp" light stimulus was given by commanding an analog voltage ramp waveform from Clampex to the LED driver. During this stimulus, light was increased in intensity over 3 s from ϳ0 mW to the intensity corresponding to the different maximum command voltages (5 V: 18.5 mW; 3 V: 17.5 mW; 2 V: 12.5 mW; 1 V: 6.5 mW; 0.5 V: 3 mW). Different maximum command voltages were used to activate ChR2-expressing cells over a range of light levels.
Data analysis: detection of Up states. As in Neske et al. (2015) , we detected the presence of spontaneous Up states in intracellular records by using the method of Seamari et al. (2007) . Briefly, an Up state was considered to have initiated when a "fast" exponential moving average computed on the trace crossed and remained above a "slow" exponential moving average for at least 200 ms. An Up state was considered to have terminated when the "fast" exponential moving average crossed and remained below the "slow" exponential moving average for at least 400 ms. The smoothing constant for the "fast" and "slow" exponential moving average was 5ϫ10 Ϫ4 and 5ϫ10 Ϫ6 , respectively.
Data analysis: power spectra and cross correlations of synaptic currents. Excitatory postsynaptic currents (EPSCs) and inhibitory postsynaptic currents (IPSCs) were isolated in pyramidal cells and spiny stellate cells by voltage-clamping these cells at Ϫ65 mV or Ϫ10 mV, respectively. Since these holding potentials are not the exact reversal potentials for GABA A receptors or glutamate receptors, it is more correct to call the records "excitatory-" or "inhibitory-dominated postsynaptic currents"; for simplicity we will refer to them as EPSCs and IPSCs. Power spectra of synaptic currents during Up states were estimated by applying the standard periodogram method to the current traces after removing the first and last 100 ms. In some cases (see Figs. 2B , 5B, and 9B), the "1/f" component of the PSC power spectrum of each cell was removed from the raw power spectrum. These "whitened" power spectra (Buzsáki and Draguhn 2004) were generated by fitting a cell's raw power spectrum to a curve, y(f), of the form y͑f͒ ϭ Af ␣ , where A and ␣ are constants fit by nonlinear optimization. The resulting curve was then subtracted from the raw power spectrum to give the "whitened" power spectrum. Normalized cross correlations of synaptic currents from excitatory cell pairs were calculated from the current traces of each cell, also with the first and last 100 ms removed. To correct for cross correlations due only to generalized activation during Up states, we also calculated shuffled cross correlations. Shuffled cross correlations were calculated by cross correlating the Up state of one cell with a randomly selected different Up state in the other cell (without replacement). Power spectra and cross correlations of ϳ10 Up states per recording were averaged to give the average power spectrum and average cross correlogram per cell or per pair of cells, respectively.
Data analysis: spike synchrony and the jitter-based synchrony index. To detect the presence of spike synchrony in pairs of neurons during Up states, as well as to quantify the strength and precision of this synchrony, we relied on a class of jitter-based methods (Amarasingham et al. 2012 ). In particular, we used the jitter-based synchrony index (JBSI) (Agmon 2012) . We calculated the JBSI from pairs of spike trains derived from the entire duration of paired recordings of neurons during spontaneous Up and Down states, resulting in Ͼ100 spikes per neuron. The JBSI was calculated as
( 1) where ␤ ϭ 2, N C is the number of spike coincidences within a 4-ms synchrony window, ͗N C J ͘ is the expected value of the number of spike coincidences after applying a jitter within an 8-ms window [detailed algorithm for calculation given in Agmon (2012) ], and n 1 is the number of spikes in the reference spike train.
The JBSI is bounded such that JBSI ϭ 1 corresponds to perfect synchrony, JBSI ϭ Ϫ1 corresponds to perfect antisynchrony, and JBSI ϭ 0 corresponds to chance-level synchrony. The JBSI provides a measure of the strength of spike synchrony regardless of the statistical significance of this synchrony. To determine whether the synchrony of spike trains is statistically significant, a Z-score can be calculated from the quantities above:
where Var(N C J ) is the variance of the number of spike coincidences after applying the jitter. We considered Z Ͼ 2.6 (corresponding to P Ͻ 0.01 for a two-tailed Z-test) to be statistically significant. Spike trains from neuronal pairs during Up states with JBSI Ͼ 0.1 generally also had Z Ͼ 2.6. To estimate the precision of the spike synchrony for pairs with JBSI Ͼ 0.1, the jitter window was steadily decreased from 8 ms down to 0.4 ms. Since the JBSI measures the difference between the observed synchrony count and the synchrony count after a random jitter, as the jitter window is decreased, a point is reached at which there is no difference between the observed synchrony and the synchrony after jittering. After this point is reached, the JBSI decreases. This procedure is analogous to constructing cross correlograms with smaller and smaller bin sizes and finding the bin size in which the cross correlation in the central bin begins to decrease relative to adjacent bins. We considered the value of the jitter window at which the JBSI decreases to half its maximal value to be the precision of the spike synchrony (Agmon 2012) .
Data analysis: construction of IPSC-LFP histograms. As a measure of the temporal relations between inhibitory synaptic inputs and gamma-band (30 -80 Hz) activity in the local cortical network, we constructed histograms of detected IPSCs relative to the phase of the gamma-bandpass-filtered LFP, which we compared between Cx36-KO and WT animals. Detection of inhibitory events was based on the method used by Compte et al. (2008) . IPSCs were detected by passing current traces through a differentiator filter with a cutoff frequency of 200 Hz. A threshold for IPSC detection in the filtered trace was set at 2ϫ the interquartile range of this trace.
The phase of the bandpass-filtered LFP was derived from its Hilbert transform, which transforms the signal into a time series of complex numbers. At each time point, the inverse tangent of the ratio between the imaginary and real parts of the complex number gives the phase of the bandpass-filtered LFP. Troughs of the LFP occurred at zero phase. Positive-going portions of the LFP were assigned phases from 0 to (requiring no modification of the values given by the Hilbert transform), while negative-going portions of the LFP were assigned phases from 0 to -(where these values were originally 2 to ). For each Up state (ϳ10 Up states per cell), detected IPSCs were counted in phase bins of width /16. The total number of detected IPSCs in each phase bin was divided by the total number of all IPSCs detected, which gave a probability histogram of IPSC occurrence relative to bandpass-filtered LFP phase for a given cell. IPSC-LFP probability histograms for each cell were averaged to give the mean IPSC-LFP probability histogram for a given excitatory cell type and genotype (e.g., layer 5 pyramidal cells in WT animals). Methods from circular statistics were used to compare IPSC-LFP histograms between genotypes (Fisher 1993) . For each cell, a vector r was calculated, with x-and y-components:
where ␣ i are the LFP phases at which IPSCs occur. The magnitude of r is given by:
and the phase angle by:
The value of r can range from 0 to 1, with 0 indicating a random distribution of events in the oscillation cycle and 1 indicating a perfect concentration of events at one phase of the oscillation cycle. The value of is in radians. The statistical significance of the phase modulation of events can be evaluated with Rayleigh's Z test (Fisher 1993 ).
Data analysis: estimation of excitatory-inhibitory lags in single cells.
The temporal lag between excitatory and inhibitory inputs in a given cell cannot be known exactly because this would require holding the cell at two different membrane potentials simultaneously. This quantity can be estimated, however, from paired recordings of nearby cells that are likely to receive common excitatory and inputs. In particular, as shown by Okun and Lampl (2008) , and as used in our analysis, the lag between excitation (E) and inhibition (I) in a target cell (T), Lag(I T , E T ), can be estimated from:
where "R" denotes a reference cell recorded nearby, Lag(I T , E R ) is the time of antipeak in the cross correlogram of IPSCs recorded in the target cell and EPSCs recorded in the reference cell, and Lag(E T , E R ) is the time of peak in the cross correlogram of EPSCs recorded in the target cell and EPSCs recorded in the reference cell. Lag(I T , E T ) Ͼ 0 when excitation follows inhibition and Lag(I T , E T ) Ͻ 0 when inhibition follows excitation. For a given target cell, the mean Lag(I T , E T ) (or E-I lag) was calculated from the difference between the mean Lag(I T , E R ) and the mean Lag(E T , E R ) (each quantity averaged from ϳ10 Up states). For a given paired recording, we often switched the identities of the target or reference cell so that we could estimate the E-I lag of two cells per recording. This only required one additional recording configuration (i.e., recording IPSCs in what was originally the reference cell simultaneously with EPSCs in what was originally the target cell).
Data analysis: analysis of IPSCs during optogenetic stimulation of interneuron subtypes. While glutamatergic transmission was blocked, we recorded IPSCs from pairs of pyramidal cells when ChR2-expressing PV cells or SOM cells were activated with 3-s-long ramp light stimuli. Ramp light stimuli of five different maximum intensities (18.5, 17.5, 12.5, 6.5, and 3 mW) were repeated five times each, with a 10-s interstimulus interval. Note (see Figs. 8 and 9) only results using 18.5-and 3 mW-maximum-intensity stimuli are shown. IPSCs were analyzed from 300 ms after the initiation of the light stimulus to the end of the light stimulus. Baseline measurements were taken from 1 s-long segments of current traces in the absence of light stimuli. Power spectra and cross correlograms calculated from each presentation of the ramp light stimulus at each intensity were averaged (5 presentations per intensity) for each cell or each pair of cells.
Statistics. For statistical comparisons, distributions of data were first tested for normality with a Kolmogorov-Smirnov test. If data were normally distributed, standard parametric statistics were used: unpaired or paired t-tests for comparisons of two groups and one-way or repeated-measures ANOVA for comparisons of multiple groups. If data were not normally distributed, nonparametric statistics were used: Mann-Whitney or Wilcoxon's matched pairs test for comparisons of two groups and Kruskal-Wallis or Friedman's test for comparisons of multiple groups. Bonferroni correction was used for multiple comparisons. P Ͻ 0.05 was considered significant. All analyses of data were conducted in Mathematica 9 (Wolfram Research). Error bars and error shadings are SE, unless otherwise noted.
RESULTS
We probed the mechanisms of synchronized inhibition during spontaneously occurring Up states in slices of mouse barrel cortex in vitro. In our experimental conditions, Up states (ϳ1 s in duration) recurred approximately every 10 s (Fig. 1 ) (see also Neske et al. 2015) . Up states in layer 5 neurons were characterized by robust spiking activity (Fig. 1A) and the presence of fast fluctuations in the LFP (Fig. 1B) (Fig. 2B) . We compared the synchronization of excitatory synaptic inputs and inhibitory synaptic inputs during Up states by analyzing the cross correlations of IPSCs or EPSCs in simultaneously recorded pairs of pyramidal cells (separated by 85 Ϯ 7 m, center-to-center distance) (Fig. 2) . We found that, on a pairby-pair basis, IPSCs were slightly but significantly more correlated than EPSCs, as measured by the peaks of the cross correlograms (Fig. 3C) . It is possible that the peaks in the PSC cross correlograms are due primarily to slow cofluctuations within the cortical network during Up states. Since we were primarily interested in the synchronization of synaptic events on faster (tens of ms or less) time scales, we also analyzed the PSC cross correlograms of intracellular traces high-pass-filtered at 10 Hz (Fig. 3C, right) . The cross correlation of IPSCs remained significantly higher than for EPSCs after high-pass filtering During up states, spikes are more synchronized between pairs of interneurons than between pairs of pyramidal cells. The higher correlation of IPSC barrages than EPSC barrages during Up states is consistent with the notion that inhibitory interneurons exhibit more synchronized action potential output than pyramidal cells. PSCs are postsynaptic measures, however. Measures of their correlation cannot distinguish between presynaptic spike synchrony among interneurons and shared synaptic inputs-IPSCs triggered by divergent interneuron axons that terminate on multiple pyramidal cells (Sippy and Yuste 2013) . The most definitive way to demonstrate spike synchrony is obviously to record the spike trains of the presynaptic neurons of interest.
We recorded from homotypic pairs of two interneuron subtypes, PV and SOM cells, in addition to pairs of pyramidal cells during Up states and analyzed the resulting spike trains (center-to-center distances of cells in a pair: Pyr-Pyr:102 Ϯ 11 m, n ϭ 12 pairs; PV-PV: 87 Ϯ 11 m, n ϭ 9 pairs; SOM-SOM: 66 Ϯ 10 m, n ϭ 9 pairs; P ϭ 0.24, ANOVA, Bonferroni correction) (Fig. 4A) . We used the JBSI (Agmon 2012) to detect spike synchrony and to quantify its strength and precision. The JBSI is an ideal measure of spike synchrony because it is independent of mean firing rates of the recorded spike trains, firing rate differentials, and comodulations of firing rate.
We found that spike synchrony during Up states, as quantified by the JBSI, was significantly larger in homotypic pairs of interneurons (especially PV cells) than in pairs of pyramidal cells (Fig. 4B) . Only 1 out of 12 pairs of pyramidal cells exhibited spike synchrony at P Ͻ 0.01, whereas 8 out of 9 PV cell pairs and 5 out of 9 SOM cell pairs exhibited spike synchrony at this significance level. The majority (8 out of 12) of pyramidal cell pairs had a JBSI of 0.
By incrementally decreasing the size of the jitter window used to calculate the JBSI (see MATERIALS AND METHODS), the temporal precision of spike synchrony can be estimated. Intuitively, as one decreases the extent to which spikes in one train in a pair are jittered, eventually there will be no functional difference between the synchrony of the pair of spike trains when one train is jittered vs. the synchrony of the raw pair of spike trains. When the amount of jitter is lowered below that which differentiates the synchrony in the pair of raw spike trains from the synchrony in the pair of spike trains that has undergone jittering, the temporal precision of the synchrony has been reached. For homotypic interneuron pairs with statistically significant spike synchrony, we considered the value of the jitter window at which the JBSI decreased to half its maximum value to be the precision of the synchrony. Both PV cell pairs and SOM cell pairs reached this value when the jitter window was decreased to ϳ1 ms, on average (Fig. 4C) Condorelli et al, 2000) . Thus, in Cx36-KO animals, electrical synapses between cortical interneurons are almost completely abolished (Deans et al. 2001; Hormuzdi et al. 2001) . To test whether electrical synapses between interneurons play a role in synchronizing inhibitory activity during Up states, we compared various temporal properties of IPSC barrages in pyramidal neurons between Cx36-KO and WT animals.
We first compared the gamma-band (30 -80 Hz) power of IPSCs in layer 5 pyramidal cells during Up states (Fig. 5) . Gamma-band power of Up state IPSCs was not significantly different between genotypes, either in pooled data from all animals used (Fig. 5B) , or in WT-Cx36-KO littermate pairs (Fig. 5C ). Considering the visually suggestive difference between WT and KO IPSC power from 30 Hz to even higher frequencies (up to ϳ125 Hz) (Fig. 5A) , we also tested whether genotypes differed in power between 30 and 125 Hz. In this range too, however, IPSC power was not significantly different between genotypes (WT: 591.0 Ϯ 31.8 pA 2 /Hz, KO: 529.9 Ϯ 36.4 pA 2 /Hz, P ϭ 0.12, t-test). We then considered whether the synchronization of IPSCs in pairs of pyramidal cells during Up states is diminished in the Cx36-KO. We recorded IPSCs in pyramidal cell pairs ϳ200 m apart (WT: 183 Ϯ 11 m, KO: 196 Ϯ 13 m, P ϭ 0.43, t-test). There was no significant difference in the peak IPSC cross correlation between WT and Cx36-KO animals, either for raw intracellular traces or traces high-pass-filtered at 10 Hz (Fig. 6 ), although the cross correlogram was slightly, but significantly, wider in the KO (width at half-height: WT: 11.5 Ϯ 0.7 ms, KO: 14.8 Ϯ 1.1 ms, P ϭ 0.014, t-test). Thus the absence of Cx36 does not seem to impair the synchronization of inhibitory inputs during Up states.
As an additional measure of synchronized inhibition, we considered the modulation of IPSC occurrence by the phase of the gamma-band oscillatory activity in the LFP. This measurement conveys the extent to which individually detected inhibitory inputs are phase locked with the synchronized oscillatory activity in the wider network. To quantify the modulation of IPSC occurrence by LFP phase, we counted IPSCs in phase bins of the Hilbert-transformed, band-pass-filtered LFP to generate IPSC probability histograms for LFP phases (Fig. 7) . LFP electrodes were within ϳ200 m of the recorded pyramidal cell (WT: 187 Ϯ 10 m, KO: 200 Ϯ 11 m, P ϭ 0.34, t-test). IPSC probability decreased near the 0 phase of the LFP (corresponding to the trough) and peaked at Ϯ /2 (Fig. 8A) . IPSCs in all recorded cells were significantly phase modulated by the LFP (P Ͻ 0.01 for all cells, Rayleigh's Z test). The mean IPSC-LFP probability histograms from WT animals generally overlapped with those from Cx36-KO animals (Fig. 8A) . Using circular statistics to compare IPSC-LFP histograms between WT and Cx36-KO animals (see MATERIALS AND METHODS), there was no significant difference between genotypes either in vector magnitude (WT: r ϭ 0.50 Ϯ 0.015, KO: 0.49 Ϯ 0.013, P ϭ 0.44, Mann-Whitney test) or phase angle (WT: ϭ Ϫ0.055 Ϯ 0.052, KO: ϭ Ϫ0.003 Ϯ 0.046, P ϭ 0.91, Mann-Whitney test) (Fig. 8B) . Thus absence of Cx36 did not affect the phase locking of inhibitory inputs with the fast oscillations of the local network.
We wondered whether electrical synapses might play a more prominent role in synchronizing inhibitory activity in layer 4 of barrel cortex, where the density of PV cells is higher than in the infragranular layers (Lee et al. 2010) . A higher density of PV cells might increase the opportunity for electrical coupling between these cells (Amitai et al. 2002 ). Thus we also studied the temporal properties of IPSCs during Up states in the barrels of layer 4, where we recorded from regular-spiking, putative excitatory spiny stellate cells (Beierlein et al. 2003) . In this layer as well, however, the absence of Cx36 did not impair the gamma-band power (Fig. 9) , synchronization of IPSCs (Fig.  10) , or IPSC-LFP phase locking (Fig. 11) during Up states. The peak cross correlation of IPSCs between excitatory cells in layer 4 was actually significantly larger in Cx36-KO compared with WT animals, although the difference was not significant when considering only high-pass-filtered traces (Fig. 10) . The characteristics of IPSC power spectra and cross correlograms from layer 4 excitatory cells were visibly different from those of layer 5 pyramidal cells; IPSC power spectra showed proportionally more power at higher frequencies and IPSC cross correlograms exhibited a narrower peak in layer 4 excitatory cells. These differences may be due the electrotonic structure of pyramidal cells in layer 5 vs. spiny stellate cells in layer 4; spiny stellate cells are likely more electrotonically compact, resulting in less passive decay of IPSCs. We conclude that the absence of electrical synapses between cortical interneurons does not substantially affect the ability of these cells to synchronize their spiking output during Up states.
Inhibitory synaptic inputs follow excitatory synaptic inputs during Up states. There are three general classes of proposed circuit mechanisms for precise spike synchronization among interneurons: those that depend primarily on excitatory-inhibitory interactions, on inhibitory interactions among interneurons, or on electrical synapses between interneurons. In previous studies, the importance of each mechanism has varied with the experimental preparation; we were specifically interested in the mechanisms at work during Up states. We suggested above that electrical synapses do not a play an important role in synchronized inhibition during Up states. We therefore wanted to test the extent to which excitatory-inhibitory (E-I) interactions vs. inhibitory interactions among interneurons (I-I interactions) play a role in synchronizing interneurons.
In the E-I mechanism, interneurons are driven to spike due to an initial excitatory volley. Feedback inhibition then decreases the excitability of excitatory cells, reducing the excitatory drive to interneurons. Reduced excitatory drive to interneurons then increases the excitability of the excitatory cells, intuitively leading to oscillatory behavior in the network. In contrast, in the I-I mechanism, the primary role for excitatory inputs is to tonically depolarize the population of interneurons so that spike synchrony can emerge through inhibitory interactions. These two scenarios are the essence of the well-known pyramidal-interneuron gamma (PING) and interneuron gamma (ING) models of rhythmogenesis (Whittington et al. 2000; Tiesinga and Sejnowski 2009) .
The E-I and I-I mechanisms of interneuron spike synchronization make different predictions about the predominant temporal relation between excitatory and inhibitory events. If excitatory inputs serve only to depolarize fast-spiking (FS) cells so that they can synchronize via the I-I mechanism, the following predictions about the overall arrival times of excitatory and inhibitory synaptic events can be made: 1) If FS cell spiking is not effective in controlling the spike timing of pyramidal cells, differences in the arrival times of excitatory and inhibitory volleys in excitatory cells should be relatively uniformly distributed among positive and negative values. 2) If FS cell spiking is effective in controlling the spike timing of excitatory cells, inhibitory volleys should occur before or synchronously with excitatory volleys because a tonically depolarized FS cell population would likely recover from inhibition more rapidly due to the faster membrane time constants of FS cells (Fig. 12A) . Conversely, if FS cells are not tonically depolarized, but instead rely on excitatory inputs on each oscillation cycle for their activation, excitatory inputs should, on average, arrive before inhibitory inputs (Fig. 12A) .
To determine the temporal lags between excitatory and inhibitory inputs in pyramidal cells during Up states, we used the method of Okun and Lampl (2008) , in which excitatoryinhibitory lags are estimated from paired recordings with cells in the pair held at different combinations of membrane potentials (Fig. 12, B and C) . We found in the majority of pyramidal cells that IPSCs generally followed EPSCs with a lag of Ͻ10 ms (mean E-I lag: Ϫ2.1 Ϯ 0.8 ms) (Fig. 12, C and D) . The time of the peak of the E-E cross correlograms, used in the calculation of E-I lag, was generally 0 ms (for 7 out of 11 pyramidal cell pairs). Furthermore, the time of the anti-peak of the E-I cross correlogram was a better predictor of the value of E-I lag (R 2 ϭ 0.72) than the time of the peak of the E-E cross correlogram (R 2 ϭ 0.32) (P ϭ 5.6 ϫ 10 Ϫ18 , Fisher's z transformation). Thus variance in estimated E-I lag is predominately related to variance in anti-peak time of E-I cross correlograms. The dominant temporal motif during Up states, excitation followed rapidly by inhibition, is most consistent with the E-I mechanism of interneuron synchronization. Thus we propose that interneurons spike synchronously due to shared excitatory volleys that initiate the cycles of fast synaptic activity during Up states.
Tonic optogenetic activation of interneurons is ineffective in eliciting robust synchronized inhibition.
Several recent studies have demonstrated that nonperiodic photostimulation of ChR2-expressing pyramidal cells can generate highly rhythmic and coherent gamma oscillations (Adesnik and Scanziani 2010; Shao et al. 2013; Takada et al. 2014; Crandall et al. 2015) . In principle, exciting pyramidal cells with ramping stimuli could generate gamma-synchronized inhibition via the I-I or the E-I mechanism; activated pyramidal cells could provide interneurons with a level of tonic depolarizing drive for emergent synchronization via the I-I mechanism, or excitatory inputs could play the key role in synchronizing interneurons on each oscillation cycle.
To address whether tonic depolarization of interneurons could elicit gamma-synchronized inhibition, we introduced ChR2 into PV cells using stereotaxic viral injections of Cre-dependent ChR2 constructs into barrel cortex of PV-Cre mice (Fig. 13A) . We opted to use viral methods because crossing PV-Cre animals with ChR2-reporter animals yielded ChR2 expression that was too weak to drive PV cells to spike threshold, even with the highestintensity photostimulus. This is possibly due to the relative weakness of the PV promoter in cortex and its developmental regulation during the second postnatal week (Solbach and Celio 1991; Soriano et al. 1992; Zhao et al. 2011 ). Viral transduction allowed for higher levels of ChR2 expression in PV cells compared with reporter animals presumably due to a higher genetic copy number through viral transduction.
In ChR2-expressing slices maintained in "normal ACSF" (i.e., 2 mM Ca 2ϩ /Mg 2ϩ , 3 mM K ϩ ) with blockers of glutamatergic transmission (50 M APV and 20 M DNQX), we recorded IPSCs evoked by ramp light stimulation in pairs of layer 5 pyramidal neurons (center-to-center distance: 138 Ϯ 15 m) (Fig. 13B) . These IPSCs most likely reflect the lightevoked spiking activity of presynaptic PV cells in the local network. In many cases, transient periods of very high-frequency (Ͼ100 Hz) IPSCs would dominate the barrages, as evidenced by the IPSC power spectrum and the normalized power ratio [i.e., the ratio of the IPSC power spectrum to the power spectrum of the intracellular record in baseline (dark) conditions, normalized so that the peak ratio for a given pyramidal cell is 1; Fig. 13C ]. IPSCs were not generally synchronous between pyramidal cells. In fact, transient bouts of particularly rhythmic, very high-frequency (Ͼ100 Hz) IPSCs were often recorded in one pyramidal cell but not in the simultaneously recorded pyramidal cell (see Fig. 13B, insets) . The cross correlograms of IPSCs in pyramidal cell pairs were markedly flat (Fig. 13D) . Thus tonic depolarizing drive to PV cells (via non-periodic photostimulation of ChR2) generates far less synchronized inhibition than during Up states (e.g., Fig. 3 ) or during similar photostimulation of pyramidal cells (Adesnik and Scanziani 2010; Shao et al. 2013; Takada et al. 2014; Crandall et al. 2015) .
We applied the same optogenetic manipulation to SOM cells. ChR2 was selectively introduced into these cells by crossing SOM-Cre mice with ChR2-reporter mice (Fig. 14A) . Ramp light stimuli given to ChR2-expressing SOM cells resulted in a moderate degree of synchronization between IPSCs recorded in pairs of layer 5 pyramidal cells (center-to-center distance: 149 Ϯ 17 m). IPSC power was highest around 20 Hz (Fig. 14C) . In contrast to cross correlograms of IPSCs during optical stimulation of PV cells, cross correlograms of IPSCs during optical stimulation of SOM cells exhibited a much sharper peak at zero lag, as well as side-bands with lags of ϳ50 ms (consistent with a synchronized oscillation at ϳ20 Hz) (Fig. 14D) . We conclude that nonperiodic optogenetic stimulation of PV cells does not lead to synchronized inhibition in the gamma band. Thus tonic depolarization of PV cells appears poorly suited to synchronize their spiking activity. While still relatively weak, synchronization of IPSCs between pyramidal cells was more pronounced when SOM cells were activated with ramp light stimuli. These stimuli seemed to evoke oscillatory inhibition primarily at ϳ20 Hz, traditionally considered to be within the beta frequency band.
DISCUSSION
Several circuit mechanisms can potentially synchronize the spiking output of inhibitory interneurons, but their relative importance in the active cortex is unclear. We examined spontaneous Up states in barrel cortex in vitro. Inhibitory synaptic inputs were more synchronized than excitatory synaptic inputs in neighboring pyramidal neurons, and pairs of homotypic interneurons, especially FS cells, exhibited tight (ϳ1 ms) spike synchrony. The absence of electrical synapses between interneurons did not significantly impair synchronized inhibition during Up states. Inhibitory synaptic inputs in pyramidal cells generally followed excitatory synaptic inputs during Up states, and nonperiodic photostimulation of FS cells elicited only lowamplitude, very high-frequency, largely uncorrelated inhibition in pyramidal cells. These results imply that synchronized FS cell spiking is likely driven by phasic excitatory drive and not by a generalized depolarization that allows FS cells to synchronize via their mutual inhibitory interactions.
Our results complement a recent study that investigated the mechanisms of synchronized inhibition during Up states in entorhinal cortex in vitro (Salkoff et al. 2015) . Salkoff et al. (2015) demonstrated that FS cells exhibit tight spike synchrony, unlike pyramidal cells, and their experiments also support the E-I mechanism of interneuron synchrony. Specif- ically, the authors showed that FS cells are primarily driven to spike by an increase in excitation rather than a decrease in inhibition. In the I-I mechanism, tight spike synchrony emerges because the long decay time constant of the inhibitory conductance relative to the oscillation cycle creates a small window of opportunity for a given interneuron to spike (Wang and Rinzel 1992) . Interneuron spiking should therefore be preceded primarily by a decrease in inhibition. In the E-I mechanism, in contrast, interneuron spiking should primarily be preceded by an increase in excitation. Salkoff et al. (2015) showed that a sharp increase in excitation in FS cells was the predominant trigger of their spiking. They also showed that Up-state EPSCs in FS cell pairs are highly correlated and EPSC correlation strength is highly predictive of FS cell spike synchrony, consistent with shared excitatory inputs being the predominant driver of FS cell spike synchrony.
A purely I-I mechanism for the generation of gammasynchronized inhibition has been demonstrated in hippocampal and neocortical slices activated by pressure ejection of mGluR agonists (Whittington et al. 1995) or bath application of kainate (Fisahn et al. 2004 ) while fast glutamatergic transmission was blocked. However, other activating conditions, such as bath application of carbachol (Fisahn et al. 1998) , require phasic glutamatergic drive. Furthermore, the temporal motif of excitation followed quickly by inhibition has been widely observed during spontaneous gamma oscillations in vivo (Csicsvari et al. 2003; Hájos et al. 2004; Hasenstaub et al. 2005; Mann et al. 2005; Atallah et al. 2009 ). In one study, the dispensability of I-I connections for FS cell spike synchrony was suggested by the survival of gamma oscillations following genetic ablation of functional GABA receptors in FS cells (Wulff et al. 2009 ). Could synchronized inhibition emerge via the I-I mechanism in a network in which local synaptic excitation is intact? Such a scenario could occur if interneurons are sufficiently excited such that they recover from inhibition before excitatory cells. Yet, in the recurrent cortical network, increased excitation of interneurons cannot occur without a concomitant increase in pyramidal cell excitation. Increased excitation of interneurons without consequent excitation of pyramidal cells likely requires an external excitatory drive that is selective or biased toward interneurons. Such an interneuron-selective excitatory input has been proposed as a top-down signal for attentional gain modulation (Tiesinga et al. 2004) . Consistent with topdown, interneuron-selective excitatory drive, a recent study showed that during the prestimulus cue period of an attention task, putative FS cells in macaque V4 exhibited enhanced phase locking to the gamma-band LFP without changes in the phase locking of putative excitatory cells (Vinck et al. 2013 ). An independent increase in gamma-band synchrony in interneurons could be due to an excitatory top-down signal that allows the interneuron population to synchronize its spiking via the I-I mechanism. In essence, local-circuit activity might establish synchronized inhibition via the E-I mechanism, whereas exogenous drive might impel the I-I mechanism. Whether these two mechanisms compete to generate synchronized inhibition or reinforce each other remains to be determined.
We showed that, unlike the powerful ability of nonperiodic photostimulation of pyramidal cells to generate highly rhythmic and coherent gamma-synchronized inhibition (Adesnik and Scanziani 2010; Shao et al. 2013; Takada et al. 2014; Crandall et al. 2015) , similar stimulation of PV cells led mostly to unsynchronized, very fast (Ͼ100 Hz) barrages of IPSCs in pyramidal cell pairs. Our observation might appear to counter the demonstration that photostimulation of PV cells is sufficient to generate gamma oscillations (Cardin et al. 2009 ). Those results do not endorse the I-I mechanism over the E-I mechanism, however. Rather, Cardin et al. (2009) showed that only stimulation of PV cells and not pyramidal cells was effective in synchronizing the spiking output of pyramidal cells at gamma frequencies. An E-I mechanism of interneuron synchronization is still compatible with the notion that inhibition is more effective than excitation at synchronizing the spiking output of pyramidal cells. Thus, our results are fully compatible with those in Cardin et al. (2009) .
Interestingly, while nonperiodic optogenetic activation of PV cells was insufficient to generate gamma-band oscillatory synchrony, the same experimental modulation of SOM cells appeared to give rise to a weakly synchronous network oscillation at ϳ20 Hz. This result is consistent with previous work demonstrating synchronized 2005). Thus the electrically coupled SOM cell network may be especially susceptible to synchronous, electrical-synapse-mediated network activity during conditions in which this interneuron subtype is activated. Furthermore, the tight spike synchrony we observed in SOM cells during Up states could result from electrical coupling; SOM cells very rarely form homotypic inhibitory synapses (Gibson et al. 1999; Beierlein et al. 2003) and EPSP amplitudes in SOM cells are small at low (Ͻ20 Hz) activation frequencies of presynaptic pyramidal cells (Beierlein et al. 2003) , meaning that reciprocal inhibition or shared excitation is less likely to contribute to tight spike synchrony in SOM cells. We examined the possibility that electrical synapses between interneurons contribute to synchronized inhibition in pyramidal cells. Electrical synapses allow fast, bidirectional flow of ionic current among interneurons, suggesting that membrane potential fluctuations would tend to be normalized within a network, leading to synchronous spiking behavior (Bennett and Zukin 2004; Connors and Long 2004) . Indeed, electrical synapses can powerfully synchronize spiking in pairs of interneurons injected with depolarizing current (Galarreta and Hestrin 1999; Gibson et al. 1999 Gibson et al. , 2005 Mancilla et al. 2007; Hu and Agmon 2015) or during pharmacological activation of SOM cells Deans et al. 2001) , whose only significant mode of homotypic intercellular communication is via electrical synapses (Gibson et al. 1999; Beierlein et al. 2003) . Furthermore, electrical synapses can give rise to synchronous firing in interneuron pairs in activation regimes in which reciprocal inhibitory synaptic connections would otherwise have promoted antisynchrony (Gibson et al. 2005) . During conditions in which both I-I and E-I mechanisms have the potential to contribute, it is unclear to what extent electrical synapses might reinforce synchrony already established by these mechanisms. This question is especially relevant to synchronized inhibition in the gamma band, since PV cells are integrated into all three circuit motifs (E-I, I-I, and electrical).
To study the contribution of electrical synapses to synchronized inhibition during cortical Up states, we compared Cx36-KO and WT animals. A caveat of the use of Cx36-KO animals is that, from the onset of embryonic development, Cx36 is abolished in all cells (neuronal and nonneuronal) in which it would normally be expressed. This situation could permit indirect effects on neuronal systems due to systemic absence of the gene and could also lead to compensatory changes. While compensatory changes in the Cx36-KO related to the maintenance of gamma-frequency inhibition cannot be ruled out, the original characterization of the strength, probability, and dynamics of cortical inhibitory synapses in Cx36-KO animals did not reveal significant differences from Left: if the I-I synchronization mechanism predominates, there should either be no phase preference for EPSCs relative to IPSCs (top trace) or IPSCs should occur synchronously with or shortly before EPSCs (bottom trace). Right: if the E-I synchronization mechanism predominates, EPSCs should occur shortly before IPSCs. B: recording configurations for estimating excitatory-inhibitory lags in a single pyramidal cell. One reference cell is constantly held at a hyperpolarized potential, isolating EPSCs, while a nearby cell is held at either a depolarized potential to isolate IPSCs or a hyperpolarized potential to isolate EPSCs. C: excitatory-inhibitory lag in a single cell is estimated by the difference between the antipeak time of the IPSC-EPSC cross correlogram and the peak time of the EPSC-EPSC cross correlogram. D: mean E-I lags in pyramidal cells during Up states (mean E-I lags from individual cells on bottom, population mean E-I lag on top, Ϯ SE) (n ϭ 22 cells).
WT animals (Deans et al. 2001) [although, see Butovas et al. (2006) and Postma et al. (2011)] .
There are at least two previous studies that have investigated, through comparisons of Cx36-KO and WT animals, the role of electrical synapses in gamma-band synchronization. Hormuzdi et al. (2001) showed that during both kainate-and carbachol-induced persistent gamma oscillations in hippocampal slices, gamma-band LFP power and rhythmicity of IPSPs were significantly reduced in Cx36-KO animals. Buhl et al. (2003) reported reduced gamma-LFP power and decreased coupling of gamma power to theta phase in the hippocampus of Cx36-KO animals during active behavior. During REM sleep, however, these measurements were not significantly different between genotypes.
What could account for the discrepancies between our result (absence of Cx36 does not impair synchronized inhibition during cortical Up states) and the results of earlier work in hippocampus? One possibility is the differential nature of interneuron activation. During Up states, interneurons are depolarized primarily via recurrent excitatory activity in the local cortical circuit. During bath application of kainate in hippocampal slices, interneurons are depolarized by the tonic, exogenous drive of the agonist; blocking fast glutamatergic synapses does not significantly affect kainateinduced oscillations (Fisahn et al. 2004 ). While Hormuzdi et al. (2001) also studied carbachol-induced oscillations, which depend on phasic glutamatergic signaling (Fisahn et al. 1998) , interneurons of various subtypes, including FS PV cells to some extent, could be tonically activated by such cholinergic drive (McQuiston 2014) . Bath-applied drugs can provide a source of activation to interneurons that is independent of activation by local excitatory cells. This situation could increase the probability of interneuron synchronization via the I-I mechanism. A well-documented theoretical result is that synchronization in purely inhibitory networks is impaired by heterogeneities in driving inputs or intrinsic cellular properties (Wang and Buzsáki 1996; Traub et al. 1996; White et al. 1998) . Electrical synapses in simulated inhibitory networks can mitigate the deleterious effect of heterogeneities on spike synchrony (Traub et al. 2001; Kopell and Ermentrout 2004) . Thus cases in which I-I interactions potentially facilitate the synchronization of interneurons (perhaps during exogenous drive of these cells) might rely on electrical synapses to a greater extent. If top-down attentional signals indeed shift the mechanism of interneuron spike synchrony to one based on I-I interactions, one prediction is that the increases in local gammaband power and spike-field coherence associated with attention could depend on electrical synapses. 
