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Abst rac t - -For  a discrete-time infinite-horizon linear-quadratic optimal control problem, under 
the assumption of the nonemptyness of the set of the admissible processes, we prove the existence 
and the uniqueness of an optimal process, we prove that the value-function is a quadratic function of 
the initial state, and we characterize the matrix of this quadratic value-function among the solutions 
of an algebraic Riccati equation by using a fixed-point theorem. (~) 2002 Elsevier Science Ltd. All 
rights reserved. 
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1. INTRODUCTION 
For each X 6 R" ,  we consider the following infinite-horizon discrete-t ime min imizat ion problem: 
oo 
Minimize ~ (X~QXt + U[RUt), 
t=0 
(Poo,z)  subject  to Vt 6 N, Xt+l = AXt + BUt, 
X0 = X,  
where Q is a real n x n symmetr ic  nonnegat ive definite matr ix,  R is a real m x m symmetr ic  
posit ive definite matr ix,  Xt 6 R n, lit 6 R m, A is a real n x n matr ix,  B is a real n x m matr ix ,  
and the  dot  denotes the transposit ion. 
For each T E N. ,  and for each X E R ~, we consider also the f inite-horizon discrete-t ime 
min imizat ion problem 
Minimize 
(PT,x) subject  to 
T-1 
E (X QX  + U[RU ), 
t=O 
Vt = O, . . . ,T  - 1, Xt+I = AXt + BUt, 
Xo = X, 
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The aims of this paper are the following: under the single additional assumption of the nonemp- 
tyness of the admissible processes of (Poo,x) for each X E R n, to prove that the value-function 
of (Poo,x) is a quadratic function of X, to prove the existence and the uniqueness of an optimal 
process for (Poo,x) (Section 2), and to characterize the matrix of this quadratic function among 
the solutions of an algebraic Riccati equation via a fixed-point heorem of Amann. 
There exists a wide literature about these problems, cf. [1-3] and references therein. In clas- 
sical treatments of these questions, one uses assumptions of controllability and observability or 
conditions of stabilizability and detectability [1]. In our present approach, we do not need these 
conditions. 
Now we specify some notations. 
We denote by voo(X) the value of (Po~,x) and by vT(X) the value of (~)T,X). 
Let ((Xt)t, (Us)s) E (Rn) N x (Rm) N. We say that ((Xt)s, (Ut)t) belongs to Admoo(X) when it 
satisfies the evolution equation Xt+l = AXt + BUt for every t E N, when it satisfies the initial 
v-,oo IX ,~ X condition X0 = X, and when the series 2..,t=ok t'4 t + U~RUt) is convergent in R. 
We denote by S(n) the set of the real n x n symmetric matrices, by $+ (n) the set of the 
nonnegative definite matrices of S(n), and by $++(n) the set of the positive definite matrices 
of £(n). 
We consider the following conditions: 
Q E 8+(n) and R E S++(m), 
for every X E R n, Admoo(X) is nonempty. 
(1) 
(2) 
The general solution of the linear evolution equation Xt+l = AXt + BUt is 
t -1  
Xt ( X; Uo, . . . , Ut-1) := At X + E At - I - i  BUi. 
i=0 
2. THE VALUE-FUNCTIONS ARE QUADRATIC  
First, we study the finite-horizon problems (PT,X). 
THEOREM 1. Under assumption (1) the two following assertions hold for ali T E N.. 
(i) For every X E R n, (•T,X) possesses a unique solution. 
(ii) There exists GT E S+(n) such that vT(X) = X 'GTX for every X E R n. 
PROOF. To abridge the notations we set U t := (U0,.. . ,Ut-1) E (Rm) t. We introduce the 
function JT : R n x (Rm) T - -~ R+ by setting 
T T -1  
Jr (x,u r ) : :  E xt (x; us) ' QXs (x ;u  t) + 
S=0 t=O 
And so (TaT,X) is just the minimization of J r (X,  .) on (Rrn) T. 
(i) Condition (1) implies the strict convexity of JT(X, .). Therefore, JT(X, .) is continuous. 
Since R e S++(m), there exists a E (0, co) such that, for every U T, we have 
T--1 T -1  
Jr ( z ,u  r) >_ U;RUt >_ a llvtll 
t~O t=O 
Therefore, JT(X,.) is coercive, and consequently, (PT,X) possesses  a minimizing 
point [4]. The uniqueness i a consequence of the strict convexity. 
(ii) By using (i), we denote by lgT(x) the unique vector in (Rm) T such that vT(X) = 
JT(X,•T(X)). 
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For each k E N, we introduce the matrix 
k 
Pk := E (A')8 QAs E S+(n) 
s=O 
and for each T E N., and for all integers i , j  < T, we set 
{B'PT_t_iA~-JB, if j _< i, 
MT,i,j := B,(A,)j_ipT_t_jB ' i f j  > i, 
and 
NT# :---- -B 'PT- I - iA  ~+1. 
Since JT(X, .) is Fr~chet differentiable as a finite sum of Fr~chet differentiable functions, and since 
JT(X, .) is convex, the vector bIT(x) is characterized by the following first-order conditions: 
Vi = 0,... ,T - 1, DU, JT (X, bIT(x)) = 0. 
By a straightforward calculation, we obtain 
t T -1  
j=0 
Consequently, bIT(x) is the unique vector U T E (Rm) T which solves the following system of 
equations: 
T--1 
V i=O, . . . ,T -1 ,  Z MT,idUj + RU~ = NT,iX. 
j=0  
By using this last system, we verify that, for every X, Y 6 R ~ and for every A, # 6 R, we have 
biT(Ax + #Y) = AMT(x) + pMT(Y), i.e., bIT is a linear map. 
We set 
GT := Z At + E At- l - iB  Q At + Z At- I - 'B + Z (bIT)' RMT e S+(n), 
t=o  i=o  i=o  t=o 
and we verify that, for every X E R '~, 
vT(X) = JT (X, bIT (x)) = X'GTX. | 
The following will be used to establish connections between the finite-horizon problems and 
the infinite-horizon problem. 
LEMMA 1. Under (1), let G e 8 + (n) and X E R n. Then the function ~a,x : R m , R defined 
by 
• a,x(U) := X'QX + U'RU + (AX + BU)'G(AX + BU) 
is strictly convex, coercive, and by setting 
Sa := - (R + B'GB) -1B'GA, Ka := A + BSa, (3) 
the vector U := SaX is the unique minimizing point of ~a,x in R m. And so we have 
min [X'QX + U'RU + (AX + BU)'G(AX + BU)] 
UER-L 
= X' [Q + S'aRSa + g'cGKa ] X, (4) 
: X ! [Q "{- Ate ( I -  B(R "~ BtGB) -1 BiG)A] X. 
PROOF. The strict convexity of • = ~a,x  is due to Q,G E ,S+(n) and R E ,~++(m). Since 
R ~ S++(n), the function U ~ U~RU is coercive, and since ~(U) _> U~RU, • is also coercive. 
Consequently, there exists a unique vector U. E R m such that ~(U.)  = min~(Rm),  see [4]. 
Since • is Fr6chet differentiable and convex, U. is characterized by the first-order condition 
D~(U.) = 0, which is equivalent o U. = SaX. Equalities (4) are easy consequences of
• (U.) = min ff2(Rm). | 
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LEMMA 2. Under (1), for every X 6 R n and for every T E N,, the vector SGTX is the unique 
vector U E R m, which satisfies the following equation: 
VT+,(X) = X'QX + U'RU + vT(AX + BU). (5) 
PROOF. From the definition of VT and VT+x, we deduce the following relation: 
VT+I (X)  = inf [X'QX + U'RU + vT(AX + BU)] 
U6R-~ 
and then by using Theorem 1 and Lemma 1, we obtain the announced result. | 
LEMMA 3. Under (1), let G 6 S+(n). Then the following assertions axe equivalent: 
(i) for every X 6 R n, 
X 'GX = ~eiRn [X'QX + U'RU + (AX + BU)'G(AX + BU)]; (6) 
(ii) G -- Q + S~oRSG + K~GKG; 
(iii) G = Q + A'G[I - B(R + B'GB)-IB'G]A. 
Moreover, when G satisfies one of these equations, for every X 6 R n, by setting, for every 
tEN,  
XG,x,t := K~X, UG,X,t := SGK~X, (7) 
then ((XG,x,t)t, (Uv,z,t)t) 6 Admco(X) and the following relation holds: 
O0 
X'GX = ~ (Xb,x,tQXG,x,t +Ub,x,tRUc,x,t) + l imsup (Xb,x,tGXv,x,t) . (8) 
t=O t -*co 
PROOF. The equivalences axe direct consequences of Lemma 1. When G satisfies (i), by using 
Lemma 1, we obtain, for every t 6 N, 
AXG,x,t + BUG,x,t ---- AK~X + BSoK~X = K~+Ix = XG,x,t+l ,
XG,o = X, and for every T 6 N., 
T 
X'GX = E (XG,x, tQXG'X't + UG,X, tRUG'X't) + XG,X,T+IQXG'X'T+I 
t=0 
T 
>_ + >_ o, 
t=0 
which implies the convergence of the series, and consequently, we have ((Xo,x,t)t, (UG,x,t)t) 6 
Admco(X). Equation (8) is a consequence of the last equation by taking T -~ oc. | 
Equation (iii) is exactly the discrete-time algebraic Riccati equation of [3, p. 301] and of [5, 
p. 236]. 
LEMMA 4. Under (1) and (2), there exists G. 6 ~q+(n) such that 
G. = lim GT. (9) 
T--*cc 
PROOF.  When ((Xt)t, (Ut)t) 6 Admco(X), we set 
(X)  
Jo~ (X, (Ut)t) := E (X~QXt + U[RUt). (10) 
t=0 
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And we have, for every T 6 N., 
Jco (X, (Us)t) > JT+I (X, U T+I) :> JT (X, U T) > VT(X) >_ O. 
Consequently, we have 
vw(X) > VT+I(X) k vT(X) >_ O. (11) 
Since the sequence (VT(X))T is monotonically nondecreasing and bounded in R+, it is conver- 
gent in R+, and so we can set 
g(X) := lim vT(X) = sup vT(X) e R+. 
T--*oo TEN. 
Since GT E S+(n), VT is a convex function, and consequently, g is also a convex function as a 
limit of convex functions, therefore, g is continuous, Then by using a compactness argument, he 
number 
b := sup{g(X):  X 6 R n, [[XII < 1} 
is finite, and consequently, the set 
:= {v e S+(n): tlCtl _< b} 
is compact. Then by using the Weierstrass-Bolzano theorem, there exists an increasing function 
T ~ kT, from N. in N., and there exists G. 6 G such that Gkr ~ G. when T --* oo. It is easy 
to verify that g(X) = X'G.X  for every X E R n. 
From the monotonicity of the sequence (VT(X)) T we deduce, for every S _< T, 
X'GsX < X 'GTX <:_ g(X) = X 'G .X  
that implies 
tX 'CrX  -- X'G.XI  <_ IX 'GsX - X 'C .X l  
that implies [IGT -- G.it <_ ]IGs- G.[[. 
Since (IIGT - G, II)T is monotonically nonincreasing and since IIGkT -- G*[I --* 0 when T --* c~, 
we obtain [[GT -- G.[I --. 0 when T --+ c~. | 
LEMMA 5. Under (1) and (2), G. provided by (9) is a sotution of the Riccati equation (6). 
PROOF. By using (4) and (5), we have, for every T E N., 
GT+I = Q + XGT [I - B (R + B'GB) -1 B'GT] A. 
By using Lemma 4 and by taking T --+ oo, we obtain the announced result. | 
In the following theorem, we establish that the value-function of (Poo,x) is the limit of the 
walue-function of ('PT, X) when T converges toward infinity, and we exhibit an optimal process for 
(P~,x) .  
THEOREM 2. Under (1) and (2), we consider G, provided by (9). Then the following assertions 
hold for every X 6 R n. 
(i) voo(X) = X 'G .X  = limT-.oo vT(X). 
(ii) ((XG.,X,t)~, ( UG.,X,~ )t ) provided by (7) is an optimal process for (P~,x)-  
(iii) limt-.oo voo(Xv.,x,~) = O. 
PROOF. We fix X E R ~. We set g(X) := X'G.X  and Xt := XG.,x,~, (7~ := Uc.,x,~. By using 
Lemma 5, Lemma 3, and (11), we have 
0 <_ g(X) = Joo (X, (tJt)t) + limsupg ()(T+0 --< voo(X). 
T-*oo 
Since voo(X) is the value of the minimization problem, we have voo(X) <_ Joo(X, (~'t)t) that 
implies 
Joo (X, (fYt)~) = voo(X) and limsupg ()(T+0 = 0. 
T-*oo 
Consequently, (ii) is proven, and since g >_ 0, we have timT--.oo g(f£T) = O. 
Moreover, we obtain g(X) = Jc~(X, (Ut)t) + 0 = voo(X). That proves (i). Since g = v~, (iii) 
is also proven. | 
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3. NEW CHARACTERIZAT IONS 
In this section, we provide characterizations of the matrix of the value-function of (Poo,x) 
among the solutions of the algebraic Riccati equation formulated in Section 2. 
To realize these characterizations, we use a Amman fixed-point heorem in ordered Bmaach 
spaces. And so we begin this section by giving the setting which permits us to treat our problem 
by using the Amann theorem. 
We consider in S(n) the following order: M < N means that N - M E S+(n). And so S(n) 
is an ordered Bmaach space, and S+(n) is its positive cone. When M _< N in S(n), we consider 
the order interval 
[M,g]0 := {P E S (n) :  M_< P_< N}. 
Since ,S(n) is finite-dimensional, all the norms on S(n) are equivalent. We use the following 
norm 
[[Ul[ :-- max{[X'UXl: X E 1¢ ~, [IX[I _< 1}. 
We introduce the operator F : ,.q+(n) ~ $+(n) defined as follows: 
F(G) := Q + SbRSa + KbGKa, (12) 
where Sa and Ka  are provided by (3). 
LEMMA 6. Under (1) the following assertions hold. 
(i) 
(ii) 
(iii) 
(iv) 
PROOF. 
(i) This is a straightforward consequence of Lemma 3. 
(ii) Since G < H, for every X E R n and for every U E R m, we have 
(AX + BU)'G(AX + BU) < (AX + BU)'H(AX + BU) 
that implies 
X'QX + U'RU + (AX + BU)'G(AX + BU) <_ X'QX + U'RU + (AX + BU)'H(AX + BU). 
By taking the minimum over R rn and by using Lemma 3, we obtain F(G) < F(H). 
(iii) Since F is isotone, we have 
P E [M, N]o ~ F(M) <_ F(P) <_ F(N), 
and so we have F([M, U]0) C [F(M), F(N)]0. 
When G E IF(M), F(g)]0,  for every X E ~'~ such that ]IX[[ < 1, we have 
0 <_ X 'F(M)X < X'GX <_ X'F(N)X < [IF(N)[[, 
and so [[G[[ _< [[f(g)[[. 
That proves the boundedness of F([M, N]0). Since dimS(n) < oc, the boundedness 
implies the relative compactness. 
(iv) The product of two matrices is a continuous operation since it is a bilinear operator in 
finite-dimensional normed spaces. The operator M H M -1 is continuous on GL(R, n), 
therefore, it is continuous on S ++ (n). And so F is continuous as a composition of contin- 
uous maps. II 
Now we recall a fixed-point heorem due to Amann [6, p. 159] and [7]. 
Let G E 8+(n). Then F(G) = G if and only if G is a solution of the algebraic Riecati 
equation (6). 
F is isotone, i.e., for every G,H E S+(n), G <_ H ~ F(G) <_ F(H). 
For every M,N E S+(n) such that M <_ N, the set F([M,N]o) is relatively compact. 
F is continuous. 
The Value-Function 77 
THEOREM OF AMANN. Let (X, P)  be an ordered Banach space, where P is a dosed convex 
cone and x <_ y means that y - x E P. Let [~, 9]o be a nonempty order interval in P. Let 
f : [.~, 9]0 , P be a map such that I is isotone, 1 is continuous, f([.V, 9]0) is relatively compact, 
and such that ~ _< I(Y) and 9 -> 1(9)- 
Then f has a minimal fixed point "2 and a maximal fixed point :~. 
Moreover, we have • = limk--.oo fk(~), :~ = limk-~oo fk(9), (fk(~))k is increasing, and (fk(9))k 
is decreasing. 
In the following, we give two characterizations of the matrix of the quadratic value-function 
of (7~oo,x). First, this matrix is the least (symmetric nonnegative definite) matrix which solves 
the algebraic Riccati equation. Second, this matrix is the limit of a sequence of matrices which 
depend on the matrices Q, R, A, B. 
THEOREM 3. Under (1), we assume also that there exists Coo E S+(n) such that, for every 
X E R n, voo(X) = XtGooX. Then the two following assertions hold. 
(i) coo = min{a  E S+(n) : F(G) = a}. 
(ii) Goo = l imt -~ Ft(O). 
PROOF. We take X = S(n), P = S+(n), f = F, 9 = O, 9 = Goo. We note that F(0) = Q > 0 
and F(Goo) = G~. By using Lemma 6, we see that F satisfies all the assumptions of the Amann 
theorem, and consequently, we can assert that there exists ¢ E [0, Goo]0 such that 
= min{G E [0, Goo]0 : F(G) = G}, 
and such that G = limt-.oo Ft(O). 
Since G < Goo, by using Lemma 6(i) and Lemma 3, we have, for every X c R n, 
X'GooX >_ X 'GX = Joo (X, (Uo,x,t)t) + 1Tmsu p X~,X,T+,OXo,x,T+ , 
> &o(x, (Uo,x,t)t) > voo(x) = X'aooX, 
which implies O = Goo. And so (ii) is proven. 
Let G C S + (n) such that F(C) = G. By using Lemmas 6(i) and 3, we have, for every X E R n, 
• ! 
X'GX = Joo(X, (Ua,x,t)t) + hm sup Xa,X,T+IGXa,x,T+I 
T -.+ oo  
>_ Joo(X, (Ua,x,t)t) >_ voo(X) = X'GooX, 
and then we have G _> Goo, that proves (i). | 
By using Theorem 2 and 3, we obtain the last following result• 
THEOREM 4. Under (1) and (2), there exists an n x n real symmetric nonnegative definite 
matrix Goo such that the value-function of (Poo,x) is voo(X) = X'GooX for every X E R n. 
Moreover, the following assertions hold. 
(i) Goo = limT--,oo GT where GT is the matrix of the quadratic value-function of the finite- 
horizon problem (~T,X ). 
(ii) G~ = min{G e 8+(n)  : F(G) = a}. 
(iii) Goo = limt-.oo Ft(O). 
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