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Pada sebuah perusahaan, karyawan merupakan aset yang berharga dan dapat menunjang kesuksesan 
perusahaan tersebut. Namun, hilangnya tenaga kerja dapat merugikan perusahaan. Kondisi ini disebut 
dengan Employee Churn. Salah satu solusi untuk mengatasi Employee Churn adalah dengan menerapkan 
model Uplift Modeling. Dalam penelitian ini, penulis menganalisa penerapan Logistic Regression terhadap 
Uplift Modeling dalam permasalahan Employee Churn. Data yang diteliti adalah data karyawan dari IBM 
HR Analytics. Hasil prediksi pada penelitian ini mendapat akurasi sebesar 64,40%, sedangkan hasil 
preskripsi menghasilkan hasil yang cukup baik apabila menerapkan waktu kerja tambahan pada karyawan. 
Berdasarkan hasil yang didapat, diketahui bahwa para karyawan justru cenderung bertahan di perusahaan 
apabila diberikan waktu kerja tambahan.  
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1. Latar Belakang 
Dalam sebuah perusahaan, karyawan merupakan salah 
satu bagian utama yang menjalankan perusahaan. Tanpa 
karyawan, perusahaan tidak akan dapat beroperasi sama 
sekali. Karyawan yang keluar akan diganti dengan 
karyawan baru, atau dapat disebut juga dengan 
pergantian karyawan atau Employee Churn. Employee 
Churn seringkali merugikan perusahaan, dan telah banyak 
peneliti yang meneliti permasalahan ini [1]. Kerugian yang 
disebabkan oleh pergantian karyawan antara lain biaya 
rekrutmen baru, pelatihan karyawan baru, dan potensi 
hilangnya karyawan berpengaruh [2]. Ada beberapa hal 
yang menyebabkan seorang karyawan untuk keluar dari 
perusahaan, seperti lingkungan kerja, lokasi kerja, 
kesetaraan gender, kesetaraan gaji, dan lain-lain [3]. 
Strategi yang diterapkan berbagai organisasi untuk 
mengurangi Employee Churn antara lain kenaikan gaji, 
kesempatan untuk jalanjalan, rotasi pekerjaan yang 
sering, dan lain-lain [4].   
Peneliti-peneliti sebelumnya telah meneliti data 
karyawan dengan berbagai model. Model-model tersebut 
antara lain Resume Prediction [5], [6], Churn Prediction 
[7], [8], dan Uplift Modeling [9], [10]. Ketiga model 
tersebut menggukana algoritma Machine Learning yang 
berbeda-beda, seperti Random Forest, Neural Network, 
dan Extreme Gradient Boosting. Selain dari ketiga 
algorima tersebut, Logistic Regression adalah salah satu 
algoritma Machine Learning yang juga dapat digunakan 
untuk memprediksi. Algoritma ini menggunakan teknik 
regresi. Logistic Regression juga telah digunakan pada 
penelitian sebelumnya untuk meneliti prakiraan hujan es 
[11], customer churn [12], [13], dan performa akademik 
[14].  
Dalam penelitian ini, penulis menerapkan model Uplift 
Modeling yang membandingkan variabel Treatment 
dalam memprediksi. Model ini juga telah digunakan untuk 
meneliti pencegahan dropout [15], pemasaran [16], dan 
periklanan [17]. Penelitian ini menggunakan dataset IBM 
HR Analytics [18] yang juga telah diteliti oleh peneliti-
peneliti sebelumnya [19]–[22]. Dataset ini berisi data 
pribadi dan pekerjaan karyawan. Penelitian ini 
menggunakan algoritma Logistic Regression dan 2 model 
Uplift Modeling. Diharapkan penelitian ini dapat 
menambah wawasan tentang model Uplift dalam 
memprediksi dan mempreskripsi Employee Churn. 
A. Rumusan Masalah 
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Berdasarkan latar belakang di atas, rumusan masalah 
dalam penelitian ini adalah bagaimana cara mengatasi 
Employee Churn menggunakan Uplift Modeling dan 
algoritma Logistic Regression. 
B. Tujuan 
Tujuan dari penelitian ini adalah untuk menganalisa 
penerapan model Uplift Modeling menggunakan 
algoritma Logistic Regression dalam permasalahan 
Employee Churn. 
 
2. Metode  
Dalam penelitian ini terdapat empat prosedur utama, 
antara lain proses Import Data, Data Pre-processing, 







Gambar 2. Diagram Prosedur Kerja 
 
a. Import Data 
Dalam tahap ini, dataset diimpor ke dalam format 
dataframe agar dapat diproses pada tahap berikutnya. 
Paket Pandas digunakan untuk melakukan proses impor. 
b. Data Pre-processing 
Dalam tahap ini, dataset yang telah diimpor diolah 
terlebih dahulu agar dapat diproses algoritma Machine 
Learning. Tahap ini dibagi lagi menjadi beberapa bagian, 
antara lain sebagai berikut: 
1. Pembersihan Data 
Dataset umumnya mempunyai data-data yang tidak 
bernilai atau format yang tidak sesuai. Maka dari itu, pada 
tahap ini dilakukan “pembersihan” data agar dataset 
dapat diproses ke tahap selanjutnya. Terdapat dua cara 
yang digunakan pada penelitian ini, seperti Label 
Encoding dan One-Hot Encoding yang mengubah data 
non-numerik menjadi numerik. 
2. Feature Engineering 
Feature Engineering berfungsi untuk melakukan analitik 
preskriptif pada penelitian ini. Tahap ini dilakukan dengan 
menambahkan feature baru berupa Target Class agar 
kurva Qini yang dihasilkan dapat menampilkan nilai Uplift. 
Penampilan kurva Qini dilakukan dengan memperhatikan 
korelasi Treatment, karena terdapat dua macam 
Treatment yang dapat dgunakan pada penelitian ini, yaitu 
antara lain yang berkorelasi positif dan negatif terhadap 
Employee Churn. 
3. Korelasi Treatment 
Penelitian ini menggunakan fungsi Pearson Correlation 
dari paket Pandas untuk menganalisis korelasi antara 
variabel Treatment dan Employee Churn. Rumus Pearson 
Correlation dapat ditulis sebagai berikut: 
r =
n(∑ xy) − (∑ x)(∑ y)
√[n ∑ x2 − (∑ x)2][n ∑ y2 − (∑ y)2]
 (1) 
Analisis ini harus dilakukan karena dataset dengan 
Treatment negatif mempunyai hasil yang berbeda dari 
Treatment positif saat diprediksi. 
c. Machine Learning Modeling 
Pada tahap ini dilakukan proses Machine Learning 
Modeling. Tahap-tahapnya adalah sebagai berikut: 
1. Data split: tahap ini membagi dataset menjadi dua 
bagian, yaitu Train Data dan Test Data. Proporsi 
Test Data mengikuti penelitian sebelumnya [26], 
yakni sebanyak 1/3 dari jumlah keseluruhan data. 
Agar dipastikan proporsi Treatment pada Train 
Data dan Test Data sama besar, digunakan Stratify 
pada kolom Treatment. 
2. Model training: tahap ini melatih model dengan 
algoritma Logistic Regression menggunakan Train 
Data yang telah dibagi sebelumnya. 
3. Data testing: tahap ini menguji model yang telah 
dilatih sebelumnya dengan Test Data dan 
mendapatkan hasil prediksi dan probabilitas. 
d. Model Evaluation 
Pada penelitian ini, metode Model Evaluation yang 
digunakan terbagi menjadi dua antara lain, metrik akurasi 
untuk mengevaluasi hasil prediksi dan Kurva Qini untuk 
mengevaluasi nilai Uplift yang berhasil dipreskripsi. 
Confusion Matrix juga ditampilkan pada hasil prediksi. 
Akurasi model Uplift dan Confusion Matrix dihitung 
menggunakan Scikit-Learn. Confusion Matrix mempunyai 
empat parameter, antara lain True Positive (TP), True 
Negative (TN), False Positive (FP), dan False Negative (FN). 
Perhitungan akurasi model Uplift menggunakan 
empat keluaran yang terdiri dari Control Non-responder 
(CN), Control Responder (CR), Treatment Non- responder 
(TN), dan Treatment Responder (TR) yang disimbolkan 
dengan nilai 0, 1, 2, dan 3 secara berurutan.. Kemudian, 
jika i adalah keluaran yang akan diprediksi dan TP, TN, 
FP, dan FN adalah parameter Confusion Matrix, maka 
rumus akurasi model Uplift dapat ditulis sebagai berikut: 





 × 100% (2) 
Kurva Qini pada penelitian ini ditampilkan 
menggunakan paket Matplotlib dan Seaborn. Jika 
diketahui total populasi data karyawan dalam sampel (N), 
proporsi yang ditarget dengan Employee Retention 
Strategy (𝛼), dan jumlah populasi dengan Target Class 
tertentu (n), maka rumus kurva Qini untuk menghitung 
nilai Uplift dapat ditulis sebagai berikut: 
  Kurva Qini (α)  = 𝑁𝛼 [n(TR) − n(CR) ∙ n(T)
n(C)
] (3) 
Rumus di atas kemudian dinormalisasi ke dalam bentuk 
persentase menjadi: 
  Kurva Qini (α)  = 𝑁𝛼 [
n(TR)
 n(T)
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Jika kurva Uplift yang dihasilkan secara keseluruhan 
lebih tinggi dari kurva Random Model, maka analitik 
preskriptif model tersebut dinyatakan berhasil. Random 
Model adalah garis penghubung nilai awal dan akhir pada 
kurva Qini dan menandakan bahwa nilai Uplift yang 
dihasilkan tidak menggunakan model apapun. 
 
3. Bahan 
Dataset yang digunakan pada penelitian ini adalah 
dataset dari IBM dengan nama IBM HR Analytics 
Employee Attrition & Performance [18]. Dataset ini 
memiliki 1.470 data karyawan dan 35 variabel. Penelitian 
sebelumnya sudah dilakukan dengan dataset ini 
menggunakan model CP [19]–[21]. Variabel Treatment 




Pengujian model dilakukan pada software Jupyter 
Notebook. Berikut ini hasil penelitian pada setiap tahap 
penelitian. 
a. Hasil Import Data  
Tahap pertama yang dilakukan adalah mengimpor 
dataset ke dalam Jupyter Notebook dan mengkonversi 
format dari CSV (Comma-Separated Values) ke dataframe 
dengan menggunakan paket Pandas. Dataset ini berisi 
tentang data pribadi dan pekerjaan karyawan. Variabel 
yang dipilih untuk Employee Retention Strategy (ERS) 
adalah Overtime. 
b. Hasil Pembersihan Data  
Dataset belum dapat diproses oleh machine learning 
dikarenakan masih terdapat data yang bukan berupa 
angka. Data tersebut diproses terlebih dahulu 
menggunakan Label Encoding dan One-Hot Encoding. 
Label Encoding mengubah variabel Treatment menjadi 
binary (1 dan 0). One-hot Encoding mengubah variabel 
yang mempunyai beberapa parameter menjadi variabel 
baru dengan tipe data binary. Sedangkan untuk variabel 
yang tidak bernilai (null) tidak ditemukan, tetapi variabel 
dengan satu parameter dihapus karena tidak dapat 
digunakan. Hasil pembersihan data dijelaskan lebih 
mendetail pada tabel di bawah ini. 
 
Tabel 1 Penerapan Pre-processing pada data yang bukan 
angka 
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c. Hasil Feature Engineering 
Feature Engineering menghasilkan variabel Target Class 
sesuai dengan tabel di bawah ini. 
 
Tabel 2 Ketentuan dalam penilaian variabel Target Class 





















Variabel Target Class digunakan untuk membuat 
kurva Qini dan sebagai variabel dependen untuk model 
Uplift. 
d. Hasil Korelasi Treatment 
Korelasi Treatment pada dataset dihitung dengan 
menggunakan fungsi Pearson Correlation dari paket 
Pandas dan menghasilkan -24,61%. Apabila nilai variabel 
tersebut dibalik (nilai 0 menjadi 1, dan nilai 1 menjadi 0), 
maka akan menghasilkan variabel Treatment yang 
bernilai positif (Not Overtime). 
e. Hasil Machine Learning Modeling 
Tahap ini terbagi menjadi hasil data split dan hasil 
prediksi. 
1. Hasil Data Split 
Dataset dibagi menjadi Train Data dan Test Data 
sebanyak 1.029 dan 441 data secara berurutan 
menggunakan Scikit-Learn. Dataset dibagi dengan 
menggunakan parameter Stratify pada variabel 
Treatment agar pembagian data lebih seimbang. 
2. Hasil Prediksi 
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Model Uplift dilatih terlebih dahulu dengan Train Data 
yang sudah dibagi sebelumnya. Setelah itu, model Uplift 
kemudian digunakan untuk memprediksi Test Data. 
f. Hasil Evaluasi Prediksi 
 
Tabel 3 Hasil Evaluasi Prediksi 









Positive 412 0 
Negative 29 0 
CR 
Positive 345 0 
Negative 96 0 
TN 
Positive 407 0 
Negative 34 0 
TR 
Positive 0 159 










Positive 411 0 
Negative 30 0 
CR 
Positive 0 155 
Negative 0 286 
TN 
Positive 402 0 
Negative 39 0 
TR 
Positive 355 0 
Negative 86 0 
Akurasi 64,85% 
 
Tabel di atas adalah hasil prediksi model Uplift 
menggunakan Confusion Matrix dan Accuracy Score dari 
paket Scikit-Learn. True Positive dan True Negative 
merupakan prediksi yang benar, sedangkan False Positive 
dan False Negative merupakan prediksi yang salah. 
Treatment positif diperoleh dengan membalikkan nilai 
pada variabel Treatment dari 0 ke 1 dan sebaliknya. Hasil 
akurasi yang didapatkan dari Treatment negatif dan 
positif secara berurutan adalah 63,95% dan 64,85%. 
g. Hasil Evaluasi Preskripsi 
Evaluasi preskripsi dihasilkan menggunakan kurva Qini 
dari paket Matplotlib dan Seaborn. Kurva Qini yang 
dihasilkan adalah sebagai berikut:  
 
Gambar 2. Kurva Qini Hasil Preskripsi 
Garis berwarna merah menyatakan model Uplift 
dengan algoritma Logistic Regression, sedangkan garis 
titik diagonal berwarna abu-abu menyatakan model 
Random (tidak menggunakan model apapun). 
Berdasarkan kurva-kurva di atas, model Uplift berhasil 
mempreskripsi kedua Treatment. Hal ini dapat dilihat dari 
garis berwarna merah yang secara keseluruhan berada di 
atas garis abu-abu. 
 
5. Pembahasan 
Kedua Treatment dalam penelitian ini mempunyai hasil 
yang sangat mirip. Treatment positif (Not Overtime) 
mempunyai akurasi 0,90% lebih tinggi dari Treatment 
negatif (Overtime). Jika dibandingkan dengan model 
Uplift yang menggunakan algoritma lain, seperti Extreme 
Gradient Boosting (XGB) [10], model ini masih memiliki 
akurasi yang lebih tinggi. Namun dalam hasil preskripsi, 
algoritma XGB secara keseluruhan memiliki nilai Uplift 
yang lebih baik dari algoritma Logistic Regression. 
Meskipun memiliki tingkat akurasi yang tidak terlalu 
akurat, kedua Treatment yang diteliti pada penelitian ini 
berhasil memberikan hasil yang cukup baik dalam 
mengurangi Employee Churn. Namun, apabila 
dibandingkan yang mana yang lebih baik, pemberian 
waktu kerja lebih pada karyawan (Overtime) mempunyai 
hasil yang lebih baik dalam mengurangi Employee Churn 
dibandingkan dengan tidak memberikan waktu kerja 
lebih pada karyawan (Not Overtime). Hal ini 
mengindikasikan para karyawan yang diteliti lebih senang 
apabila bekerja lembur. 
 
6. Kesimpulan 
Penelitian ini berhasil memprediksi dan mempreskripsi 
permasalahan Employee Churn dengan Uplift Modeling 
menggunakan algoritma Logistic Regression pada dataset 
IBM HR Analytics. Variabel Treatment yang digunakan 
berupa variabel Overtime dan Not Overtime. Meskipun 
model yang diteliti hanya memiliki total akurasi sebesar 
64,40%. Namun, model tersebut menghasilkan hasil yang 
cukup baik dalam mengurangi Employee Churn, dan 
apabila dibandingkan maka variabel Overtime lebih 
unggul dibandingkan dengan Not Overtime. Sehingga, 
dapat disimpulkan bahwa para karyawan yang diteliti 
lebih senang apabila bekerja lembur. 
Ada beberapa saran yang dapat diberikan penulis 
untuk penelitian selanjutnya, antara lain sebagai berikut: 
Jurnal Penelitian Teknik Informatika  
Universitas Prima Indonesia (UNPRI) Medan 
Volume 3 Nomor 2, Oktober 2020  






Program Studi Teknik Informatika 
Universitas Prima Indonesia (UNPRI) Medan 507 
 
1. Penelitian dengan algoritma atau dataset yang 
berbeda, 
2. Membandingkan algoritma Logistic Regression 
dengan algoritma lainnya untuk mencari algoritma 
yang paling efektif. 
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