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"I have been impressed with the urgency of doing.
Knowing is not enough; we must apply. Being willing is
not enough; we must do."
Leonardo Da Vinci
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To Charles
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Abstract
Complexity science is the study of systems that give rise to a priori unex-
pected macroscopic patterns, at diﬀerent scales, emerging from the simple
microscopic rules governing the evolution of the system. Method to explore
complex systems are based on tools from a wide range of sciences, includ-
ing statistical mechanics. Recently, the study of the emerging properties
of complex systems has been enriched by a new toolbox derived by an ex-
tension of graph theory, namely, complex network science. We use both
approaches to investigate two complex systems, the human brain and the
communications patterns of a social network.
The brain could be considered as an archetypical complex system; its
fundamental constituting units, the neurones, communicate via simple in-
hibitory and excitatory interactions. These give rise to an extraordinarily
rich hierarchical complex system, the human mind, that enables one to
apprehend and interact with the universe.
Understanding how the brain functions is essential, both for the general
knowledge of humanity, but also for medical purposes; a better understand-
ing of brain functions could lead to ﬁnding cures. We investigate the dynam-
ics of brain activity at the smallest scale accessible by functional Magnetic
Resonance Imaging, the voxel, while subjects are at the resting-state. We
apply real-space renormalisation from the statistical mechanics toolbox, and
our ﬁndings conﬁrm that brain dynamics displays characteristic signatures
of a critical system.
At a coarser level, we study the structural diﬀerences in the functional
networks of a healthy cohort and one made of people at-risk of developing a
mental disorder during a verbal ﬂuency task. We ﬁnd that a key brain region
plays a diﬀerent role in the network organisation of the two populations,
which is in agreement with previous ﬁndings on the disease schizophrenia.
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Finally, we investigate community structure in complex systems. Social
interactions in humans are also a prime example of a system with emerging
structure, the nature of which is dependent on the types of interactions
between individuals. We use and develop new methods for community
detection to uncover structures due to spatial and linguistic interactions in
a mobile phone network.
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1 Introduction: Complexity and
Networks
complex (latin complexus, from
complecti: to entwine, encircle,
compass, infold): Consisting of
many diﬀerent and connected
parts; not easy to analyse or
understand; complicated or
intricate.
Oxford Dictionary
Although the term complexity science has only be coined recently and
is still ill-deﬁned, the very essence of the ﬁeld is, one could argue, as old as
science itself. Until the beginning of the 20th century, most scientists were
not specialised in a speciﬁc topic; the barriers between ﬁelds were much
more permeable, with researchers making signiﬁcant contributions across
many disciplines. Even though distinct branches of science already existed,
they were merely subdenominations behind a common goal: understanding
Nature.
An archetypal example of such a ﬁgure is Leonardo da Vinci. The Renais-
sance man’s polymathy extended from mathematics, anatomy and engineer-
ing to botany, music and art. He conceptualised the helicopter by taking
inspiration from the ﬂight of birds and married art and science together in
his drawing of the Vitruvian Man. Unfortunately, as scientiﬁc knowledge
advanced at an increasingly faster pace, the need for specialisation became
a necessity in order to push the boundaries of knowledge further. This
eventually led to the current situation where even within the same branch
of science, researchers may have trouble understanding each other. And
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paradoxically, as the specialised knowledge gets better, the understanding
of the larger picture is becoming even more remote.
By the late 70s, it became apparent that science was not able to tackle
major problems any longer, and thus a new paradigm was needed. Scientists
started believing that to return to the original goal, researchers of diﬀerent
ﬁelds must simply talk together. This lead to the creation of the Santa
Fe Institute, which is still today a beacon of transdisciplinary approach to
scientiﬁc and social real life problems. Of course, today’s challenges and
questions are diﬀerent from what occupied the minds of the 19th century
researchers, but collaborations across disciplines is needed now more than
ever. A century after the end of the universal scholar era, a need for a global
approach to science has appeared. Groups of specialised people must come
together and exchange expertise to create a new meta scientist in the image
of people like Leonardo.
Among the present challenges we encounter is the understanding of gigan-
tic cities, the conditions under which we can achieve a sustainable society
and how the human mind operates. These are complex problems in the
sense that the systems under study are made of a very large number of
elements, all interacting together in a complicated manner. This forms,
as the saying goes, a "whole which is more than the sum of its parts",
and in a similar fashion, to solve such problems, scientists need to adapt
their strategy and mimic the structure of the systems they study, i.e., use
a transdisciplinary approach with cross-pollination from diﬀerent ﬁelds.
A fresh approach to tackle these complex systems has emerged in the
past ten years or so: complex network theory. A network is a represen-
tation of the interactions between elements of a system and it was created
in mathematics and applied to social sciences a long time ago. The ad-
dition of "complex" to network theory indicates that the computational
power available nowadays makes networks a natural language to interpret
the increasingly larger complex systems we encounter.
As alluded to in the beginning of this introduction, a precise deﬁnition
of complexity science is missing and will probably always be lacking due
to the transdisciplinarity of its nature; every participant brings to the ﬁeld
a diﬀerent perspective. We believe that in the work presented, we have
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followed the spirit behind the complexity approach to science, in the sense
that we have tried to help in the quest of understanding the human mind
and human interaction, by using approaches from statistical physics and
network theory.
Our results are presented in three independent chapters: the ﬁrst two
present insights into how the brain is functioning using tools from statistical
mechanics and network theory and the ﬁnal chapter exposes a new method
to take into account non-topological information in community detection
with an application to a mobile phone network. Below, is a more detailed
presentation of the work that will be expanded on in this thesis.
One of the major challenges in neuroscience is understanding how the
brain functions. Two competing mechanisms take place in the brain: the
specialisation of regions to process speciﬁc type of information and the
integration of these results at a global level. These two mechanisms have
given rise to two drastically opposed views: the localisationist view, which
posits that brain function is completely segregated and the holist view which
posits that brain function is integrated in the whole brain. However, it seems
that the brain operates at a balance between those two extremes [1].
The high plasticity required to achieve the balance between complete
segregation and complete integration is reminiscent of the properties of
physical systems in a critical state. A system operating in a critical state is
highly susceptible to external perturbations, and presents structures that
continuously appear and disappear as a result of the dynamics of the system
[2].
This analogy between the behaviour of critical systems and the brain dy-
namics has lead to the hypothesis that the brain is in a self-organised critical
state [3, 4]. Self-organised critical systems are naturally poised in a criti-
cal state, without the need of tuning external parameters. Self-organised
critical systems are self-similar, so many of their properties are described
by power-laws, notably the correlation function, both in space and time.
Real-space renormalisation is a tool that has been developed in statistical
mechanics to probe criticality by coarse graining the system’s signals to
analyse it at diﬀerent scales. The correlation functions computed at diﬀer-
ent scales must behave in the same way as they are power-laws if the system
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is in a critical state [5].
In Chapter 2, we directly test the hypothesis that the brain is in a critical
state by applying real-space renormalisation to functional Magnetic Reso-
nance Imaging (fMRI) Blood Oxygen Level Dependent (BOLD) signal. The
BOLD signal measures the change in the oxygenation level of the blood giv-
ing a proxy for the neuronal activity in the brain. The scans were acquired
from young healthy adults in what is called resting-state, where subjects
are asked to lie eyes closed in the scanner and let their mind wander freely.
Our results show that the spatial and temporal correlation functions of the
BOLD signal are both well described by power-laws, supporting the idea
that the brain could be operating in a critical state.
In Chapter 3, we use network theory to analyse the brain’s functional
structure. When the brain is engaged in a particular task, certain regions
become more active and the interactions between these regions give a net-
work representation of how the brain handles a speciﬁc task. The study
of these networks can yield important insights into the brain’s organisation
[6]. Network theory oﬀers a wide range of measures to characterise the
structure of a network, in particular centrality measures, which can be used
to quantify the importance of nodes and identify key regions. A clinically
relevant aspect of studying brain networks is to ﬁnd organisational diﬀer-
ences between groups of subjects, usually healthy versus sick, and discover
structural alterations due to illness.
In our study, we compared the network structure of a group of healthy
subjects and two groups of subjects at medium and high risk of developing
schizophrenia. We used partial correlation to extract the networks from
the fMRI time-series of 19 brain regions during a verbal ﬂuency task. The
19 regions are parts of the default mode network, which is the functional
backbone network when the brain is not engaged in a particular task and
the executive network made of the regions speciﬁcally activated during the
task. We measured the degree, closeness and betweenness centralities [7]
of all regions, including the anterior cingulate cortex (ACC), a region most
important in processing information in cognitive tasks [8] and known to be
impaired in schizophrenia [9, 10]. In line with these results, we found a
statistically signiﬁcant reduction of the ACC’s centrality from the healthy
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to the at risk groups, showing its decreased importance in the processing of
information.
This result is particularly interesting since it is not possible to diﬀeren-
tiate the groups based uniquely on how they performed during the task as
they all did equally well. Moreover, it is also a ﬁrst step towards the use of
network theory as an aid to diagnostics, as the centrality of the ACC can
provide a biological predictor to the onset of schizophrenia.
In Chapter 4, we are interested in a type of mesoscopic structure often
found in complex networks that has received a lot of attention in recent
years, namely the modular structure [11]. A network is said to be modular if
its elements can be partitioned into communities that have more in common
among themselves than with others. For example, if one thinks of a social
network where a link between two people indicates friendship, then it is
natural to ﬁnd tightly connected modules representing groups of friends,
while connections between groups of friends also exist but are less dense.
Newman and Girvan introduced the modularity function to assess the
goodness of a partition [12]. It compares the number of links within a
community to a null-model that gives the number of links expected if the
links in the network were created at random. The best partition optimises
the modularity function and many heuristics have been proposed to ﬁnd its
maximum [13, 14].
In its original formulation, the null-model used gives the expected number
of links between two nodes given their degree alone. In the case where
extra information about the network is available, it might be fruitful to use
another null-model to reveal diﬀerent types of communities. If the network
is embedded in space and the positions and weights of the nodes are known,
we propose to use the gravity model [15, 16] as an alternative null-model.
This null-model gives the expected interaction between two nodes of given
weights separated by a certain distance.
To test this approach, we optimised modularity with respect to the two
null-models on a mobile phone network generated by the number of phone
calls between the 571 communes which form Belgium. The topological
null-model gives rise to modules strongly constrained in space around large
cities, whereas the spatial null-model, using the geographical positions of
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the communes and their number of customers as weights, removes the eﬀect
of space and uncovers the Belgian linguistic divide between the French and
the Flemish speaking communities.
The questions I consider here are not traditionally tackled by physicists
as they are not considered to belong to hardcore science. However, I believe
that the tools possessed by physicists can be extremely fruitful when applied
to questions usually regarded as belonging to softer science. At a ﬁrst glance,
the systems studied here may not seem directly related to one another.
However, they are both complex systems and thus can be studied with
common tools. One could easily imagine applying community detection
methods to brain data [17] or use statistical mechanics to model social
systems [18].
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2 Scaling analysis of the BOLD
signal
If all those who think they are
right weren’t completely wrong,
the truth wouldn’t be too far.
Pierre Dac
The material presented in this chapter has been published in:
"Self-similar correlation function in brain resting-state functional magnetic
resonance imaging",
P. Expert, R. Lambiotte, D. R. Chialvo, K. Christensen, H. J. Jensen, D.
J. Sharp, and F. E. Turkheimer. 1
Journal of the Royal Society Interface, Volume 8, Pages 472-479, 2011.
A fundamental problem in neuroscience is to understand how the billions
of neurones forming the basic unit of the brain can produce at the macro-
scopic level the rich emerging dynamics enabling living beings to interact
with their environment. At the highest level, the brain is made of specialised
regions that perform diﬀerent tasks in a segregated fashion; however, at the
same time they also must be integrable together in diﬀerent fashions in
order for the brain to be functional and adaptable.
This marriage of high ﬂexibility and coherent structures is reminiscent
of a system in a critical state, where structures can appear and disappear
through time from interaction between simple constituting units and exter-
nal stimuli. Self-organised criticality, a property of critical systems that are
1. Design of the research: P. Expert, K. Christensen, H.J. Jensen
Data acquisition and processing: D.J. Sharp, F.E. Turkheimer
Data analysis: P. Expert, R. Lambiotte
Writing of the paper: P. Expert, K. Christensen, H.J. Jensen, D.R. Chialvo
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naturally poised at criticality without the need to tune a parameter, has
been proposed as a possible mechanism to explain brain dynamics [4, 19].
In this chapter, we explore the hypothesis that brain dynamics is crit-
ical by showing that the two-point correlation function from resting-state
functional magnetic resonance imaging (fMRI) is self-similar in space and
time. The self-similarity in space is demonstrated by the coarse-graining
and scaling of the fMRI signal, while the self-similarity in time is expressed
by the 1/f frequency behaviour of the power spectrum. Self-similarity in
time and space are typical signatures of self-organised criticality, thus these
ﬁndings indicate that the brain could be operating in a self-organised crit-
ical state, explaining how the brains maintains its activity between a state
of complete integration and another of complete segregation.
2.1 Introduction
It is increasingly evident that brain regions are continuously interacting
even when the brain is "at rest", i.e., not engaged in a cognitive task, and,
more importantly, that the functional networks uncovered from resting data
closely matches those derived from a wide variety of diﬀerent activation
conditions [20, 21]. Starting with the uncovering of coherent ﬂuctuations of
functional Magnetic Resonance Imaging, fMRI in time series of motor cortex
[22], many other ﬁndings have validated the notion of correlated networks as
a dynamical substrate of the resting brain. It has been established that these
networks, which can be separated on the basis of their temporal features [23,
24, 25], are located at consistent locations across subjects and are equally
detectable even during sleep [26] and anesthesia [27].
These ﬁndings provide a novel window to observe the functioning brain
and, at the same time, highlight our limited understanding of the func-
tional organisation of the brain at large scales [28], compared with the,
often precise, knowledge we have of the small (neural circuit level) scale.
In particular, little is known of how the cortex is able to solve the conﬂict-
ing dynamical demands imposed by the functional segregation of local areas
diﬀering in their anatomy and physiology on one side and on the other their
global integration shown during perception and behaviour. This riddle is
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clearly pointed out by Tononi [1]: "traditionally, localisationist and holist
views of brain function have exclusively emphasized evidence for either
functional segregation or for functional integration among components
of the nervous system. Neither of these views alone adequately ac-
counts for the multiple levels at which interactions occur during brain
activity". In connection with this dilemma, it has been suggested that
the brain’s conﬂicting demands are a generic property of many collective
systems, regardless of being composed of neurones, genes, individuals, etc
[29, 30]. This indicates that the search for the mechanism able to reconcile
the two aspects of brain dynamics must be guided by the general properties
of the system, rather than by the details of the neurobiology. In that regard,
the study of large scale collective properties have a long tradition in sta-
tistical physics, allowing the identiﬁcation of diﬀerent dynamical regimes
through the study of ubiquitous correlation properties. In this work, we
are guided along that direction, and this chapter is dedicated to the in-
vestigation of spatiotemporal correlation properties of fMRI resting-state
data which are found to exhibit robust self-similarity signatures in space
and time. This ﬁnding has profound signiﬁcance, because it demonstrates
a continuous range of correlations between the local cortical circuits up to
the entire brain. Thus, this is the ﬁrst direct empirical demonstration of
the brain’s resting-state activity exhibiting simultaneously functional seg-
regation and integration.
A variety of experiments have already provided indications of self-similarity
in spatial and temporal scales of the brain dynamics. For example, at small
scale, avalanches of neuronal activity in rat [31, 32] and monkey [33] cortex
have been observed to follow a power-law regime. Other ﬁndings include
the observation of 1/f power spectra from simultaneously recorded mag-
netoencephalography and electroencephalography signals [34], fMRI signals
[35, 36, 37] as well as from cognitive responses [38], all indicative of long
range correlations in brain dynamics. It is these myriads of observations
of power-law behaviour and long range correlations that have led to the
conjecture that the human brain as a whole behaves as a system at critical-
ity [39, 40, 4] and that the framework of self-organized criticality [4, 41, 5]
may be relevant to understanding large-scale brain dynamics. In that sense,
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critical dynamics endows the system with a high susceptibility and a broad
repertoire of responses, natural consequence of a healthy brain function.
Here, we analyse directly the correlation function of the voxel signals in
space and time. A voxel is assigned a set of three weights describing the
density of grey matter, white matter and cerebrospinal ﬂuid (CSF) within
the voxel. Up to now, the standard analysis of fMRI functional correlations
only included voxels with a density of grey matter above a certain threshold
value. In the present analysis, we do not discard any voxels, nor do we
apply a threshold on the correlation coeﬃcients. Hence, the present analysis
corresponds to the standard analysis tool applied for example in physics and
materials science when structural properties are investigated. Moreover, we
will show that scaling is only present when all voxels are considered, while
it disappears when the correlations are weighted by the content of grey or
white matter.
To investigate self-similarity in space, we perform a coarse-graining anal-
ysis directly on the voxel data and then extract the associated correlation
function. We will show that the coarse-grained correlation function exhibits
a power-law decay of correlations at length scales between the microscopic
scale of a voxel and the macroscopic scale of the size of the brain. This self-
similarity is reminiscent of the multi-scale modular organization [42, 43]
observed in fMRI data [44], but also a robust ﬁnding in systems near the
critical point [4, 41, 5].
2.2 Presentation of the data and analysis methods
2.2.1 Data acquisition and processing
The data consist of fMRI data sets of seven young healthy adults with no
history of mental illness in the resting state. The subjects were instructed
to lie still in the scanner with their eyes closed avoiding falling asleep. In
a nutshell, fMRI measures the Blood Oxygenated Level Dependent signal,
which is a proxy for brain activation, through time for a number of volu-
metric pixels (voxels). Typically a voxel is a few millimetres long box and a
time series consists of a few hundred time points. An adult brain contains
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60,000 voxels and a value is acquired every few seconds. Each voxel i has
an associated time series that keeps track of the BOLD signal within that
voxel:
{vi(t)}
T
t=1 (2.1)
A 3T Philips MRI scanner was used to acquire T∗2-weighted echo-planer
images (EPI) in 128×128×31 voxels of dimension 2.5×2.5×5.0mm3 using
a repetition time of 2000ms, echo time of 60ms and a ﬂip angle 90◦. An
8-channel array coil and SENSE factor 2 were used as well as second-order
shims. Finally, a 3-dimensional mask was used to identify the content of
white matter, gray matter and CSF.
A total of 305 functional volumes of each subject were acquired from
each session, the ﬁrst ﬁve of which were discarded in order to remove the
eﬀect of T1 equilibration. Image pre-processing was performed using the
Universityof Oxford’s FMRIB software library (FSL) involving realigning
to account for movement using FMRIB’s Linear Image Registration Tool
(MCFLIRT) [45], high-pass temporal ﬁltering using FEAT to remove low
frequency artifacts and a high pass ﬁlter cutoﬀ preset to 100 s.
2.2.2 Coarse graining scheme
Coarse graining is a well established technique to describe how a system
changes at diﬀerent levels of spatial or temporal observation. This allows
one to investigate to what extent the spatial or temporal structures of a
given phenomena exhibit scale invariance, see for example [46]. A self-
similar or scale invariant object, for instance a cauliﬂower, looks like itself at
all scales. Each little bouquet of the cauliﬂower looks a miniature version of
the entire cauliﬂower. Hence, a short length scale study of the cauliﬂower, in
which one probes the substructure of an individual bouquet, will provide the
same information as the study at a large length scale where one observe the
cauliﬂower, or rather the romanesco broccoli to be precise, as a composition
of bouquets, as shown in Fig. 2.1.
In general, the approach to probe the behaviour at diﬀerent length scales
consists in replacing the signal at a given point by a spatial average over a
region of a given spatial extend about this point (see Fig. 2.2). In the case
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Figure 2.1: Romanesco broccoli as an illustration of a fractal in nature.
of an fMRI signal, this step consists in aggregating 2 × 2 × 2 = 8 adjacent
voxels’ time-series (2.1) to create a block-voxel B ′ whose BOLD intensity
at time t, vB ′(t), is the average intensity of the BOLD intensities at time
t, vB(t) in its constituting voxels B ∈ B
′, that is,
vB ′(t) =
1
8
∑
B∈B ′
vB(t), (2.2)
see Fig. 2.2 for an illustration in two dimensions.
Computing Eq. (2.2) for all times t = 1, . . . , 300 gives the time series for
the BOLD signal in the block-voxels {vB ′(t)}. We now repeat the coarse-
graining procedure on the time series for the BOLD signal in the block-
voxels {vB ′(t)} to produce a time series for the BOLD signal in the block-
voxels {vB ′′(t)} and so on. For the spatial resolution of our fMRI data, the
coarse-graining procedure applied three times yield data of size B(128×128×
31) 7→ B ′(64×64×16) 7→ B ′′(32×32×8) 7→ B ′′′(16×16×4) with associated
signals vB(t) 7→ vB ′(t) 7→ vB ′′(t) 7→ vB ′′′(t) for each (block)voxel. In the
ﬁrst coarse-graining step, the ultimate plane of voxels at the 31st slice is
coarse grained only along the x − y plane. Averages have been calculated
over active voxels only to prevent the inclusion of non-active voxels at the
boundaries.
Next in the analysis, we consider the time series of each (block) voxel as
a realisation of a random variable and compute the time correlation matrix
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Figure 2.2: (Left) Example of coarse graining in 2 dimensions where there
are 4 boxes B within a block-box B ′. (Right) The four dashed-
coloured signals from the four original boxes B are averaged to
produce the solid-black coarse-grained signal of B ′.
at the four levels of coarse graining. This matrix is obtained by computing
the correlation between all pairs of (block) voxels Bi at position ri and Bj
at position rj:
CB
(
vBi , vBj
)
=
1
T
T∑
t=1
vBi(t)vBj(t) − µˆBi µˆBj
σˆBi σˆBj
, (2.3)
where µˆBi =
1
T
∑T
t=1 vBi(t) is the temporal average value of (block) voxel’s
Bi BOLD signal, and σˆBi =
√
1
T
∑T
t=1 v
2
Bi
(t) − µˆ2Bi is the standard devia-
tion of the BOLD signal of (block) voxel Bi and T = 300.
2.2.3 Scaling
We then compute the correlation function 〈CB(r)〉 averaged over all voxels
with d(vi, vj) =
∣∣ri − rj∣∣ = r measured in units of (block) voxels:
〈C(r)〉 =
2
#
(
d
(
vi, vj
)
= r
) ∑
d(vi,vj)=r
C
(
vi, vj
)
. (2.4)
This is done for each level of coarse graining to obtain 〈CB(r)〉, 〈CB ′(r)〉,
〈CB ′′(r)〉 and 〈CB ′′′(r)〉 and the indices B,B
′,B ′′ and B ′′′ indicate the level
of coarse graining
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Let us discuss what to expect concerning the relation of the correlation
function calculated at one coarse-graining level, say 〈CB(r)〉, compared to
the one at the next level, 〈CB ′(r)〉. For a scale invariant (self-similar) system
of inﬁnite size, 〈CB ′(r)〉 will remain invariant if distance r is measured in
units of coarse-graining boxes, that is,
〈CB(r)〉 = 〈CB ′(r)〉 = 〈CB ′′(r)〉 = 〈CB ′′′(r)〉. (2.5)
Note that r is the distance expressed in the voxel unit corresponding to the
given level of coarse graining.
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Figure 2.3: Main: The average correlation function 〈C〉 vs the block distance
for three coarse-graining levels (solid, dashed and dotted line) of
an hypothetical object with a power-law form of the correlation
function. The graphs collapse in block distance. Inset: Results
from an hypothetical object having an exponential form of the
correlation function where the curves do not collapse in block
distance.
The simplest case of scale invariance corresponds to a power-law be-
haviour of 〈C(r)〉. Fig. 2.3 illustrates the diﬀerent behaviours under coarse-
graining of two correlation functions, where we imposed the correlation to
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have either a power-law or an exponential behaviour:
〈C(r)〉 =
1
1+ r
∝ r−1, if r≫ 1, (2.6a)
〈C(r)〉 = exp(−r/5). (2.6b)
We observe that only the correlations having a power-law dependence do
collapse in block units, and thus behave in the same independently of the
scale at which the system is considered.
Let us now describe how to map all distances back to the original measur-
ing unit, and derive a relation that enable one to probe for self-similarity.
After one coarse-graining step, the length of a side of a block-voxel is twice
the size of a voxel, but then we need to renormalise the Euclidean distance
in the coarse-grained system by a factor 2 to recover distance in voxels. If
the system under consideration was inﬁnite, then 〈C(r)〉 would be deﬁned
for all r irrespectively of the level of description and the average correlation
functions would be identical, see Eq. (2.5). However, as the system we con-
sider is ﬁnite, there exists a maximum distance rm in the original system.
After one coarse-graining step, this maximal distance is equal to rm/2 and
after n coarse-graining steps, this maximum distance equals rm/2
n, mea-
sured in units of voxels at the nth coarse-graining level. If Eq. (2.5) holds,
then it means that the system behaves in the same manner at all scales,
up to the maximum distance possible. Furthermore, it allows for a data-
collapse of the correlation functions by ﬁrst rescaling the distance r in voxel
units to Euclidean distances, r 7→ r2na, where a is the voxel spacing in Eu-
clidean distance (say mm) in the original data and then renormalising the
correlation functions by the factor 2−αn, where α is a subject-dependent
parameter. Let us now check that if the correlation function depends on
distance through a power law with exponent β, that is, 〈C(r)〉 ∝ r−β, then
the exponent α in the renormalizing factor of the correlation function must
be equal to β.
From the relation:
〈C(r ′)〉 = 2−α〈C(r)〉, (2.7)
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we have:
α = − log
(
〈C(r ′)〉
〈C(r)〉
)
1
log(2)
. (2.8)
Assuming the power-law dependence of the correlation function 〈C(r)〉 ∝
r−β with distance measured in (block)voxels:
α = − log
[(
2r
r
)−β]
1
log(2)
= β. (2.9)
So the relation α = β is fulﬁlled in the power-law regime.
The estimation of the parameter α is done by minimising the l2 distance
between the average correlation functions at the diﬀerent level of description
after rescaling to Euclidean distances:
α = min
α˜
 2∑
i=0
3∑
j>i
√√√√rmp∑
r=0
(2α˜i〈CBi(r2
ia)〉 − 2α˜j〈CBj(r2
ja)〉)
2
 , (2.10)
where rmp is the distance at which the power-law regime breaks down, and
i, j are the coarse-graining levels. The exponent β is estimated by ﬁtting
the average correlation function at the non-coarse grained level. Those
exponents are computed independently of each other, but must coincide,
within error bars, if the system is in the scaling regime.
2.3 Results
2.3.1 Spatial Self-similarity
To study the degree of self-similarity present in the correlation function,
we perform a coarse-graining procedure and check for self-similarity via Eq.
(2.5) as detailed in the previous section. The result of this analysis for
a single subject is shown in Fig. 2.4. The results for the six additional
subjects is presented at the end of this chapter and are consistent with
those presented here. In all cases, the data were binned into integer distance
values to increase the statistics in the estimation of 〈C(r)〉 (especially at long
distances) without having to average across several subjects. Two diﬀerent
regimes are observed in the correlation function. At short distances, we
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see a collapse of the diﬀerent curves so Eq. (2.5) holds, indicating that
the system is self-similar. At longer distances, instead of the usual decay
of the correlation function that is observed in physical models, there is a
plateau, probably due to the brain bilateral symmetry, as seen previously
across cortical bilaterally homologous regions [47, 48], and then an increase
in the correlations, probably due to surface eﬀects.
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Figure 2.4: The renormalized average correlation function 2−αn〈C〉 vs real
distance (inset: 〈C〉 vs voxel distance) for the four levels of
description for one subject. Full line: 128 × 128 × 31 (n = 0),
dashed line: 64×64×16 (n = 1), dashed-dotted line: 32×32×8
(n = 2) and dotted line: 16 × 16 × 4 (n = 3). (a) Linear-linear
and (b) log-log axis, respectively. Full straight line is a guide to
the eye for a power law with exponent β = 0.47±0.2. Parameter
α = 0.45.
Because the system we consider is not inﬁnite, scaling (i.e., Eq. (2.9))
is only expected to hold in an intermediate regime where the sizes of the
coarse-grained voxels are big compared with the smallest length scale cut-
oﬀ in the data, that is, the voxel scale set by the scanner, and the largest
distance covered by the data, that is, the size of the brain. This is indeed
observed in Fig. 2.4 where the data collapse is best for the three curves
corresponding to the bigger block voxels.
To verify that the shape of the average two-point correlation function is
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not due to artifacts in the data, we randomized the positions of the voxels
or the time series, see Fig. 2.5. By randomising the positions, we expect
and ﬁnd a constant proﬁle for the correlations. In an inﬁnite system or in
a system where the correlation length is much smaller than the system’s
size, this constant would be equal to zero; however, in the system we study,
strong long-range correlations are present, hence the constant is non-zero.
By randomising the time series of each voxel independently, we expect to
destroy all correlation among voxels and thus expect and ﬁnd close to zero
average correlation for all distances. Furthermore, we also scanned a phan-
tom, which is simply a bucket of water with some structure, to test our
ﬁnding against artifact coming from the scanner. The phantom data shows
an exponential decay and no long range correlation, except a peak at the
longest distance that is also observed in brain data, conﬁrming that it is a
surface eﬀect.
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Figure 2.5: The average correlation function 〈C〉 vs the voxel distance after
one step of coarse graining (64 × 64 × 16) for fMRI data (solid
line) spatially randomised voxels (dashed-dotted line) and tem-
poral randomised voxels (dotted line). Shown is also the average
correlation function for phantom data (dashed line). (a) Linear-
linear, (b) linear-log and (c) log-log axis, respectively. The cor-
relation function for the fMRI data decays as a power law, while
the correlation function for the phantom data decays exponen-
tially fast. The correlation function for the spatially randomised
data is constant while it is zero for the temporally randomised
data.
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Correlation Function with the Voxels’ Grey and White Matter
Content When analysing fMRI data, the focus is, unlike our approach,
on grey matter voxels. Due to the large size of the voxels, almost all voxels
contain both grey and white matter. The attribution of a voxel to a category
of brain matter is done from a high-resolution anatomical scan that gives
an estimate of the content of grey matter, white matter and CSF for each
voxel. A voxel is said to belong to grey matter if its content in it exceeds a
predetermined threshold, the others are dismissed. This procedure has the
drawback that information is lost in the process, as the grey matter signal
in dismissed voxels is lost.
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Figure 2.6: The renormalised average correlation function 2−αn〈Cgg〉 of sig-
nal weighted with the content of grey matter vs real distance
(inset: 〈Cgg〉 vs voxel distance) for the four levels of description
for one subject. Full line: 128 × 128 × 31 (n = 0), dashed line:
64×64×16 (n = 1), dashed-dotted line: 32×32×8 (n = 2) and
dotted line: 16×16×4 (n = 3). (a) linear-linear and (b) log-log
axis, respectively. Full straight line is a guide to the eye for a
power law with exponent β = 0.60 ± 0.2. Parameter α = 0.35.
Pure grey and white matter voxels are rare, but from a high resolution
scan, we know the percentage of grey and white matter of each voxel. Hence,
we can weight the correlations between two voxel according to their relative
content of grey and white matter with the following normalization: 1 =
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wg +ww +wCSF. We have performed the same analysis as we did above,
but this time using the voxels weighted with their contents of grey and
white matter, respectively, we calculated the following average correlation
functions:
〈Cggi,j 〉 = w
g
iw
g
j 〈Ci,j〉 or 〈C
ww
i,j 〉 = w
w
i w
w
j 〈Ci,j〉. (2.11)
The correlation of grey matter is shown in Fig. 2.6 and the correlation of
white matter is shown in Fig. 2.7. The bump at the end of the distribution
survives only in the grey matter, which is to be expected, since it is probably
due to a surface eﬀect and white matter is wrapped in grey matter. This
is further conﬁrmed by the white matter correlations dying oﬀ smoothly
before the surface of the brain is reached.
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Figure 2.7: The renormalised average correlation function 2−αn〈Cww〉 of
signal weighted with the content of white matter vs real distance
(inset: 〈Cww〉 vs voxel distance) for the four levels of description
for one subject. Full line: 128 × 128 × 31 (n = 0), dashed line:
64×64×16 (n = 1), dashed-dotted line: 32×32×8 (n = 2) and
dotted line: 16×16×4 (n = 3). (a) Linear-linear and (b) log-log
axis, respectively. Full straight line is a guide to the eye for a
power law with exponent β = 0.61 ± 0.2. Parameter α = 0.20.
The fact that the exponents α 6= β in both Figs. 2.6 and 2.7 is related
to the deviation from power-law behaviour of the correlation functions of
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the grey and white matter. The scaling collapse is better for the correlation
function when all voxels are included (see Fig. 2.4) than for the grey matter
and white matter correlation functions displayed in Figs. 2.6 and 2.7. It is
remarkable that only when the entire fMRI BOLD signal (all voxels without
thresholding) is included in the correlation matrix we do obtain a good
quality data collapse consistent with self-similarity. In general, we associate
the essential dynamics and processing of the brain with grey matter, so our
ﬁndings might indicate that the separation of the fMRI BOLD signal using
the weights wg and ww is more subtle than expected.
The average correlation functions 〈Cgg〉 and 〈Cww〉 for the additional six
subjects are also presented in the last section of this chapter and are in line
with those presented here. Table 2.3.1 summarises the associated exponents
for all seven subjects.
Subject
All voxels
α β
S1 0.45 0.47(20)
S2 0.51 0.64(20)
S3 0.42 0.51(20)
S4 0.37 0.46(20)
S5 0.41 0.50(20)
S6 0.34 0.47(20)
S7 0.39 0.49(20)
Table 2.1: The associated exponents α and β for the average correlation
functions 〈C〉 for seven young healthy subjects. The uncertainty
of the last digits is given by the ﬁgures in the brackets. The
corresponding graph is displayed in Figs. 2.4 for S1 and in the
last section of this chapter for the other 6 subjects.
2.3.2 Temporal Self-similarity
To complement the spatial correlation analysis, we present the average
power spectra of the fMRI time series. Temporal auto-correlations and
power spectra in fMRI have been studied for a while. A comprehensive re-
view is given in [49] and the use of these as a diagnostic tool was discussed
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in [36]. To obtain the spectra, we computed the spectrum of each voxel
individually and normalised its integral to 1. This corresponds to analysing
the Fourier transform of the auto-correlation function. We note that the
term "power spectrum" is often used to denote the Fourier transform of
the auto-covariance function. However, it is better to operate with the
normalised correlation function to avoid signals with more power that to-
tally dominate the average power spectrum. Although the frequency range
we can explore is rather small due to the temporal resolution of fMRI, the
power spectrum has a reasonable 1/f dependence, thus indicating criticality
in time as well as in space, see Fig. 2.8. To check against potential artifacts
of the measurement, we calculated the power spectra of phantom data and
surrogate data, constructed by randomising the brain fMRI time series. In
both cases, we obtain ﬂat spectra as shown in Fig. 2.8 rejecting the pos-
sibility that the spectral features arise from scanning artifacts. The peak
at 0.03Hz superimposed on the 1/f slope corresponds to the low-frequency
ﬂuctuations dynamics already described for the so-called brain resting-state
networks [25].
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Figure 2.8: Average power spectrum for the fMRI time series (solid line),
the phantom time series (dashed line) and the randomised time
series (dotted line). Full straight line is a guide to the eye for a
1/f spectrum.
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2.4 Discussion
The results presented here point strongly in the direction that the brain
resting state dynamics is self-similar both in space and in time. Although
several studies already hinted at the possibility that at large-scale the brain
may be operating in such state, previous measures have been indirect and/or
model dependent. In contrast, in the present work, scale invariance in space
and time is determined from the entire data set without discarding any
voxels and using traditional renormalisation techniques from the study of
critical phenomena in physical systems and models. In addition, to retain
all the information and focus on the global state of the brain, we did not
impose a threshold on the correlation coeﬃcients, as thresholding would im-
ply potentially throwing away important information to highlight patterns
of correlated activity.
However, it is interesting to relate our ﬁnding of scale invariance with the
spatial and temporal localised functional activity extracted from fMRI data
by Independent Component Analysis (ICA) methods. By construction, ICA
emphasises the identiﬁcation of strongly independent components and "ﬁl-
tering" out less important contributions to the total BOLD signal. Recent
studies have investigated the growing complexity of the spatial structures
extracted by ICA as the total numbers of components is allowed to increase
[21, 50]. The additional structure obtained this way is indeed consistent
with the self-similar character we have identiﬁed in the correlation function
of the BOLD signal.
From a dynamical systems perspective, the uncovered self-similarity im-
plies that the brain dynamics is permanently at an intermediate state be-
tween two extremes, one that is strongly correlated across large distances,
producing transient highly integrated cortex states and the other in which
only nearby clusters are acting in sync. Criticality provides a very attrac-
tive framework to reconcile the localisationist and holist pictures, and the
ﬁndings of long range correlations in space and time presented here ﬁt well
the framework. We would expect similar ﬁndings for subjects performing a
particular task or a physical activity, as the the brain in a non-resting state
must simultaneously have functional segregation of local areas and global
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integration of the entire brain. However the question remains whether look-
ing at the brain as a critical system has any application, beyond scholarly
dispute, to clinical diagnosis for example.
2.5 Presentation of the results for the 6 additional
subjects
The three average correlations 〈C〉, 〈Cgg〉 and 〈Cww〉 at four levels of de-
scription for six additional subjects are consistent with the those presented
in the Results section. In general we ﬁnd that the equality α = β is more
accurately satisﬁed when only the three most coarse-grained data sets are
included in the data collapse. Full line: 128×128×31 (n = 0), dashed line:
64 × 64 × 16 (n = 1), dashed-dotted line: 32 × 32 × 8 (n = 2) and dotted
line: 16×16×4 (n = 3). Full straight line are guides to the eye for a power
law with exponent β.
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Figure 2.9: The renormalized average correlation functions 2−αn〈C〉 vs real
distance (inset: 〈C〉 vs voxel distance). Left panel linear-linear
and right panel log-log axis, respectively. Top panel 2−αn〈C〉
with β = 0.64±0.2 and α = 0.51, middle panel 2−αn〈Cgg〉 with
β = 0.74±0.2 and α = 0.50 and bottom panel 2−αn〈Cww〉 with
β = 0.65 ± 0.2 and α = 0.40, respectively.
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Figure 2.10: The renormalized average correlation functions 2−αn〈C〉 vs
real distance (inset: 〈C〉 vs voxel distance). Left panel linear-
linear and right panel log-log axis, respectively. Top panel
2−αn〈C〉 with β = 0.51 ± 0.2 and α = 0.42, middle panel
2−αn〈Cgg〉 with β = 0.62±0.2 and α = 0.37 and bottom panel
2−αn〈Cww〉 with β = 0.65 ± 0.2 and α = 0.31, respectively.
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Figure 2.11: The renormalized average correlation functions 2−αn〈C〉 vs
real distance (inset: 〈C〉 vs voxel distance). Left panel linear-
linear and right panel log-log axis, respectively. Top panel
2−αn〈C〉 with β = 0.46 ± 0.2 and α = 0.37, middle panel
2−αn〈Cgg〉 with β = 0.55±0.2 and α = 0.40 and bottom panel
2−αn〈Cww〉 with β = 0.52 ± 0.2 and α = 0.25, respectively.
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Figure 2.12: The renormalized average correlation functions 2−αn〈C〉 vs
real distance (inset: 〈C〉 vs voxel distance). Left panel linear-
linear and right panel log-log axis, respectively. Top panel
2−αn〈C〉 with β = 0.50 ± 0.2 and α = 0.41, middle panel
2−αn〈Cgg〉 with β = 0.60±0.2 and α = 0.37 and bottom panel
2−αn〈Cww〉 with β = 0.57 ± 0.2 and α = 0.30, respectively.
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Figure 2.13: The renormalized average correlation functions 2−αn〈C〉 vs
real distance (inset: 〈C〉 vs voxel distance). Left panel linear-
linear and right panel log-log axis, respectively. Top panel
2−αn〈C〉 with β = 0.47 ± 0.2 and α = 0.34, middle panel
2−αn〈Cgg〉 with β = 0.72±0.2 and α = 0.58 and bottom panel
2−αn〈Cww〉 with β = 0.55 ± 0.2 and α = 0.17, respectively.
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Figure 2.14: The renormalized average correlation functions 2−αn〈C〉 vs
real distance (inset: 〈C〉 vs voxel distance). Left panel linear-
linear and right panel log-log axis, respectively. Top panel
2−αn〈C〉 with β = 0.49 ± 0.2 and α = 0.39, middle panel
2−αn〈Cgg〉 with β = 0.60±0.2 and α = 0.36 and bottom panel
2−αn〈Cww〉 with β = 0.62 ± 0.2 and α = 0.29, respectively.
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3 Mental state characterisation: a
network approach
If the human brain was so
simple that we could understand
it, we would be so simple that
we couldn’t
Emerson M. Pugh
The material presented in this chapter has been published in:
"Characterization of the anterior cingulate’s role in the at-risk mental state
using graph theory",
L-D. Lord, P. Allen, P. Expert, O. Howes, R. Lambiotte, P. McGuire, S. K.
Bose, S. Hyde, and F. E. Turkheimer. 1
NeuroImage, Volume 56, Issue 3, Pages 1531-1539, 2011.
A network is simply a collection of interacting elements. The type of
interaction between the elements of the network is encoded in the nature
of the links between them. Once the nature of these interactions is known,
one is given an encoding of the network in the form of its topology. Under-
standing the structural organisation of a network gives insight on how the
network organises itself to cope with the function taking place on it. An
important part of network theory is to identify key actors in a network from
its topology. Another important question is the comparison of the structure
1. Design of the research: L-D. Lord, P. Expert, F.E. Turkheimer, R. Lambiotte
Data collection, acquisition and processing: P. Allen, O. Howes, P. McGuire, S. Hyde
Data analysis: L-D. Lord (fMRI signal and Hamnet), P. Expert (networks and
statistics), S.K. Bose and F.E. Turkheimer (HamNet)
Writing of the paper: L-D. Lord (psychiatric background), P. Expert (networks and
statistics), F.E. Turkheimer, R. Lambiotte
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of networks formed by the same basic elements and carrying out the same
task, but with diﬀerent constraints, in other words, diﬀerent realisations of
the interactions in a networks among the same set of actors.
In this chapter, we analyse functional networks extracted from brain ac-
tivity time-series from healthy subjects and subjects at risk of developing
psychosis that were scanned while performing a verbal ﬂuency task. Past
research has shown that a particular brain region, the anterior cingulate
cortex, a key region in brain engaged in cognitive processes, is impaired in
psychosis. Those groups are therefore excellent candidates to study struc-
tural diﬀerences in network organisation.
We used three classic centrality measures to characterise the role of the
anterior cingulate cortex, and found a statistically signiﬁcant diﬀerence in
the role of this regions between the groups, indicating a reorganisation of
the brain functional network engaged in verbal ﬂuency.
3.1 Introduction
Schizophrenia and other chronic psychotic disorders aﬀect nearly 1% of
the world’s population. The onset of these disorders is usually preceded
by a prodromal phase characterised by cognitive impairments, mood al-
terations and attenuated psychotic symptoms [51]. In recent years oper-
ationalised criteria have been developed that identify individuals in the
prodrome to the ﬁrst psychotic episode. These criteria require the recent
onset of speciﬁc symptoms or clinical features, termed an "at risk mental
state" (ARMS), and are associated with functional impairment. Individuals
with an ARMS display a need for care [52] and have an ultra high risk of
developing a psychotic disorder, predominantly schizophrenia, within two
years. Converging evidence indicates that schizophrenia is associated with
disordered connectivity between brain systems, which impairs functional
integration [53]. Firstly, diﬀusion tensor imaging (DTI) studies have pro-
vided evidence of disruption in white matter tracts in ﬁrst-episode psychosis
patients in comparison to age-matched controls, which indicates that ab-
normalities in structural connectivity are present at illness onset and not
a secondary consequence of medication, or illness duration [54, 55, 56, 57].
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Similar abnormalities have also been reported in ARMS subjects [58, 59].
Secondly, functional connectivity, deﬁned by the cross-correlation in the
activity time-series of spatially remote brain regions, has been found to be
reduced in frontal cortical regions during the performance of executive tasks
in both chronic and ﬁrst-episode patients [60, 61, 62, 63, 64]. More recently,
functional and eﬀective connectivity have also been examined in ARMS in-
dividuals at high clinical risk of developing psychosis. During performance
of functional tasks, connectivity between pairs of region of interest or within
small a priori networks of interest has been reported to be preserved in some
cases [65, 62], although impairments have also been identiﬁed [60, 62]. It is
diﬃcult to reconcile these results due to notable diﬀerences in the experi-
mental tasks being employed, and in the brain regions under study.
In this work, we use network theory which provides a natural framework
to study the behaviour of complex systems of interacting elements [6]. Net-
work theory has more recently been used to study the topological properties
of brain networks. The ﬁrst step in the study of a functional brain network
is to deﬁne the node constituting the network in terms of anatomically
deﬁned regions. It is then necessary to establish a continuous measure of
association between the nodes (inter-regional correlations in activity in this
study) and ﬁlter these associations between pairs of nodes according to a
set statistical threshold, thus generating a binary functional network. Pa-
rameters of interest can then be calculated from the network representation
of the system. Speciﬁc network metrics can provide insight into either the
local or the distributed interactions occurring in the brain, either of which
may be aﬀected in a disease state [66].
Recent studies have notably used fMRI and network theoretical methods
to study the behaviour of functional brain networks in chronic schizophre-
nia patients. Several abnormalities were revealed by these analyses. First,
at the level of global network function, schizophrenia patients show dis-
rupted "small world" network organisation in comparison to healthy con-
trols [67, 68, 69]. A network is said to be small-world when its topology,
although sparse, is clustered but also has short cuts between clusters that
allow fast communication between any pair of nodes [70]. The small-world
architecture is thought to meet the brain’s need of balance between local
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specialisation and global interaction in a cost-eﬀective manner for informa-
tion transfer. It was also found that schizophrenia patients have a more
diverse and less integrated proﬁle of functional connectivity than healthy
individuals, where fewer nodes emerge as "functional hubs" (regions of high
connectivity) and the strength of functional connections is more uniformly
distributed across the brain [69]. These results were in agreement with
an earlier network theoretical investigation of anatomical connectivity in
schizophrenia where a loss of topological hierarchy was also reported [71].
In addition to these impairments in global network topology, several re-
gional diﬀerences in network organisation between schizophrenia patients
and controls have been reported including changes in degree centrality and
local clustering in the prefrontal, parietal and temporal areas [67, 68, 69].
Although network theoretical methods have identiﬁed many important dif-
ferences in the functional architecture of chronic schizophrenic patients, we
believe the present study is the ﬁrst to use network theory to characterise
network topology in ARMS patients at elevated risk of developing psychosis.
In the present study, fMRI data from individuals with an ARMS and
age matched controls were collected during performance of a verbal ﬂuency
(VF) task, known to recruit frontal lobe networks [72] and to be impaired
in psychosis [73, 74]. The goal of the study was to use graph theoreti-
cal analysis to characterise the functional connectivity in ARMS subjects
whilst performing the verbal ﬂuency task. To investigate the degree to
which abnormalities in network organisation were related to state factors,
we divided the ARMS subjects into two groups according to the severity
of their symptoms at the time of scanning. Symptom severity increases
during the progression of the prodrome [75] so, whilst imperfect, this ex-
ploratory approach aimed to identify individuals who were in the early and
late prodrome.
ARMS subjects with more pronounced symptoms (ARMS-H), less pro-
nounced symptoms (ARMS-L) and healthy controls were ﬁrst compared on
three global network metrics: network density, global closeness centrality
and global betweenness-centrality. Network density is a measure of the total
connectivity of a network, whilst the global average path length and global
betweenness-centrality are global measures of the compactness of a network,
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and can be related to its eﬃciency. Then, in order to address the role of
speciﬁc brain regions in the network organisation, we examined the regional
analogs of these global measures: the degree centrality (DC), betweenness
centrality (BC), and closeness centrality (CC) of diﬀerent brain regions.
Those network metrics are diﬀerent ways of assessing a region’s importance
in the organisation of a network [7, 76] and will be deﬁned more precisely
in section 3.2.2.
In this work, we were speciﬁcally interested in examining the role of the
anterior cingulate cortex (ACC) in the network under study. Schizophrenia
and the at-risk mental state involve deﬁcits in executive function and infor-
mation processing [77, 78], and the ACC is known to support these functions
as part of the default mode and executive networks [79, 80, 8, 81, 82]. Func-
tional abnormalities have been reported in the ACC of chronic and ARMS
subjects both in the resting state [81] and during performance of executive
tasks [9, 10, 83]. Furthermore, alterations in grey matter volumes have been
reported in the ACC of ARMS subjects [84, 85]. We therefore selected 19
regions of interest from the default mode and executive networks as the
nodes to form the network to be analysed. Functional connectivity was
derived from the activity time-series between the nodes and used to create
a graphical model of the network for each group. We hypothesised that
the ACC’s topological importance in the network would be decreased in
ARMS subjects relative to controls. We also expected ARMS-H individuals
to show an even greater reduction in the centrality of the ACC than the
ARMS-L group.
3.2 Presentation of the data and analysis methods
3.2.1 Participants, experimental task and data processing
Participants Fifty-ﬁve subjects (22 healthy volunteers and 33 with an
ARMS in the prodrome of schizophrenia) participated in the study. All the
subjects were right handed according to the Lateral Preference Inventory,
native English speakers, and had no prior history of neurological illness or
substance dependence. ARMS subjects were recruited via OASIS (Outreach
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and Support in South London), a clinical service for people at high risk of
developing psychosis. Diagnosis of an At Risk Mental State was made us-
ing the Comprehensive Assessment of At Risk Mental States (CAARMS)
[75]. One or more of the following criteria had to be met for inclusion in
the study: attenuated psychotic symptoms, brief limited intermittent psy-
chotic symptoms in the past year, or a recent decline in function together
with either a family history of psychosis in a ﬁrst degree relative or schizoty-
pal personality disorder. All ARMS subjects were experiencing attenuated
psychotic symptoms, while ﬁve had also experienced brief limited intermit-
tent psychotic symptoms. Six had a family history together with a recent
decline in function.
Healthy controls were recruited from the local community through ad-
vertisements. Control subjects were excluded if they had a history of neu-
rological or psychiatric disorder, substance abuse, or received prescription
medication.
The mean age of ARMS subjects was 24.2 ± 5.3 (mean ± SD, 21 males
and 12 females), and that of the comparison subjects was 25.5 ± 4.6 (15
males and 7 females). There was no signiﬁcant diﬀerence between the groups
in terms of age, the null hypothesis that the two group means are diﬀerent
is rejected with a p-value: p = 0.38. The self-reported ethnicity of the
prodromal group was 22 White British, 4 Black, 4 Asian, and 3 of mixed
origins. The control group consisted of 14 White British, 7 Black, and 1 of
Asian origin.
Premorbid IQ for all subjects was estimated using the National Adult
Reading Test (NART) [86]. On the day of scanning, psychopathology in
prodromal subjects was assessed using the Positive and Negative Symptoms
Scale (PANSS) [87].
Experimental task Functional MRI data were acquired while subjects
performed a verbal ﬂuency task [9]. Subjects were instructed to overtly
generate a word in response to a visually presented letter. They were asked
not to use names, repeat words, or to use grammatical variations of a pre-
viously used word. The letters were presented at a rate of one letter every
4 seconds. There were two conditions which diﬀered in diﬃculty. In the
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"easy" condition, the letters C, P, S, T, L were presented, while the "hard"
condition consisted of the ﬁve-letter set: I, F, O, N, E. Each condition was
presented in blocks lasting 28 seconds, with seven presentations of a given
letter per block, and ﬁve blocks for each condition. The experimental con-
dition alternated with a control condition, also presented in blocks of 28
seconds, in which the subjects were presented with the word "rest" at 4
seconds intervals and were instructed to repeat the word overtly. Verbal re-
sponses were recorded with a microphone compatible with MRI apparatus.
Responses were considered incorrect when participants passed on a given
letter, and when the word recorded was a repetition or grammatical varia-
tion of a previous word. To maximise the statistical power of the functional
connectivity analysis (see below), data from the "easy", "hard", and "rest"
verbal ﬂuency conditions were collapsed together.
Data acquisition processing Functional MRI data were acquired at the
Institute of Psychiatry at the Maudsley Hospital, London, on a GE Sigma
1.5-T system (General Electric, Milwaukee). Verbal ﬂuency was studied
using a T2-weighted echoplanar image sequence (TR = 4,000 ms, TE = 40
ms) with each acquisition compressed into the ﬁrst 2,000 ms of the repe-
tition time, in order to create a 2,000 ms silent period in which subjects
could articulate a response in the absence of scanner noise. Compressed
acquisition sequences were also used to reduce motion artifact due to head
movement during articulation. One hundred and eight brain volumes were
collected from each subject. Each volume contained 22 axial 5 mm slices
with a 0.5 mm gap between each slice. This sequence delivered a voxel
resolution of 3.75 × 3.75 × 5.5 mm3. The University of Oxford’s fMRIB
software library (FSL) was used for image processing. Spatial smoothing (5
mm) was performed on the raw images, and a high pass ﬁlter was applied
(0.01Hz). Each subject’s fMRI data was registered to a standard space
by FSL’s linear registration algorithm (FLIRT) [45]. Motion correction
was performed using MCFLIRT, FSL’s intramodal motion correction tool
[88]. Task-elicited BOLD time-series were extracted from bilateral regions-
of-interest (ROI) deﬁned by the Harvard-Oxford Cortical Structural Atlas.
Regional time-series were calculated by taking the mean of the voxel time-
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series within each ROI. ROI templates were applied to the standard space
used for registration. Nuisance variables (ventricles, white matter noise)
were extracted from the raw time-series, and excluded from the analysis.
The whole-brain signal was added as a covariate of non-interest. The medial
prefrontal cortex, anterior cingulate cortex (ACC), parahippocampal areas
(Parahipp.), posterior cingulate (PCC), and precuneus are all part of the
well characterised default mode network [80] that has shown to be disrupted
in schizophrenia [79, 81, 82]. Additionally, BOLD time-series were extracted
from ROIs known to support executive function, and for which functional
impairment has been reported in schizophrenia [72, 89]: the insular cortex,
inferior frontal gyrus (IFG-pT/pO), middle frontal gyrus (MFG), ventro-
medial prefrontal cortex (vmPFC), and the cuneate cortex. Importantly,
some default mode regions such as the ACC and medial prefrontal cortex
are also part of the executive network [8, 90], a schematic view of the loca-
tion of those regions is shown in Fig. 3.1. We considered the midline regions
ACC, PCC and vmPFC as single regions, although they are anatomically
lateralised. This was motivated in part by the fact that the activation map
for the verbal ﬂuency task did not show diﬀerences between the left and
right subregions. This might be due to the anatomical proximity the subre-
gions, the left and right activity of those regions can be diﬃcult to resolve.
Moreover, the aim of the study was to compare the importance of the ACC
between groups of subjects, not the relative importance of nodes within
each group, so merging the left and right parts of the midline regions does
not aﬀect our results.
3.2.2 Functional network estimation and network analysis
Network analysis methods were used to compare three groups: the healthy
controls (group size: 22), ARMS-L (PANSS 30-44, group size 17) and
ARMS-H (PANSS > 45, group size 16) 2 connectivity patterns. A net-
work is deﬁned as a set of N nodes connected by L edges. In our analysis,
the networks have been produced by considering the 19 ROIs as nodes and
2. The ARMS subgroups were determined according to a median split of the total
PANSS score distribution.
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Figure 3.1: Schematic representation of the 19 regions forming the network
considered in the functional connectivity analysis, together with
their probabilistic activation maps from FSL’s Harvard-Oxford
structural atlas.
joining them with an edge if their correlation was found to be statistically
signiﬁcant.
For each subject, functional connectivity was determined by performing
partial correlations between fMRI time-series for all pair-permutations of
nodes. The partial correlation between two ROIs i and j is the correlation
between the residuals of their time series once the signal from the other
17 ROIs have been regressed out. If we denote V˜ = V\{Vi, Vj}, the set of
time-series excluding those of regions i and j, then the residual vector for
the time-series of ROI i is:
rVi = Vi − V˜βˆ, (3.1)
where V˜ is the matrix with time-series as columns and βˆ are parameters es-
timated from a linear regression. The residuals indicate how much variance
of the time-series of ROI i is explained by the time-series in V˜ [91]. The
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partial correlation between their time-series Vi and Vj is then estimated:
ρ
Vi,Vj|V˜
=
1
T
T∑
t=1
rVi(t)rVj(t) − µˆrVi µˆrVj
σˆrVi σˆrVj
, (3.2)
where µˆrVi =
1
T
∑T
t=1 rVi(t) is the temporal average value of ROI i, and
σˆrVi =
√
1
T
∑T
t=1 r
2
Vi
(t) − µˆ2rVi
is the standard deviation of the signal of
ROI i. Partial correlations were preferred over regular bivariate correlations
as correlation coeﬃcients between two nodes may be statistically signiﬁcant
even if the nodes are not directly functionally connected, but simply are on
parallel computing streams.
To account for individual variation, the partial correlation coeﬃcients
derived for each node pair for each subject were transformed into normalised
z-scores via a Fisher transform [92, 93].
z =
1
2
ln
(
1+ ρ
1− ρ
)
. (3.3)
For each group, the z-scores were averaged and then transformed into p-
values for testing. To control the family-wise error rate at the α = 0.05 level,
the set of p-values derived for the network for each group was corrected
using the Hochberg procedure for multiple comparison compounded by the
p-plot estimator of the number of true-null hypotheses [94]. This multiple
comparison correction procedure is the most powerful to date to control for
the false discovery rate when the proportion of non-null hypotheses is large,
as is expected when analysing functional brain networks [95]. All functional
connectivity methods described above are contained in the HamNet software
library (Imperial College London) that is coded as a toolbox for Matlab
(The Mathworks, Natick, MA). By using this technique, we obtained three
functional networks, each representative of a particular group, see Fig.3.2.
By construction, the networks that we have considered are unweighted,
undirected, and do not contain self-loops. They can be represented by an
adjacency matrix A, which in this case is symmetric as there is no notion of
causality, and its elements Ai,j , are equal to 1 if nodes i and j are connected
and zero otherwise. All three networks were made of a single component,
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(a) (b) (c)
Figure 3.2: x− y plane projection of the topology of the network represen-
tative of each group, an edge is present if the partial correlation
between two nodes is statistically signiﬁcant. (a) Controls, (b)
ARMS-L and (c) ARMS-H.
that is no node was isolated.
The importance of a node in a network is usually associated with a cer-
tain notion of its centrality, as central nodes play a key role by inﬂuencing
directly or indirectly a large number of vertices. We used three diﬀerent
classical measures to quantify the centrality of the nodes [7, 76]. First, we
used the betweenness-centrality (BC). The betweenness-centrality of a node
is a measure of its importance when routing information in the network and
assuming shortest path routing. The betweenness centrality of a node mea-
sures the fraction of the shortest paths between all other node pairs passing
through it, the length of the shortest path between two nodes i and j being
deﬁned as the smallest number of edges one has to pass through to join the
two nodes. For a node i, BC is deﬁned as:
BC(i) =
N∑
m=1
m 6=i
N∑
n=1
n 6=i
n 6=m
σˆm,n(i)
σˆm,n
, (3.4)
where σˆi,j(i) is the number of the shortest path going from node m to node
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n through node i, and σˆm,n is the total number of shortest paths going
from node i to node j. The betweenness-centrality of a node depends on the
global organisation of the graph and not only on the direct neighbourhood
of the node. In a network, there can be several shortest paths between
two nodes. In addition to the betweenness-centrality, we calculated two
other regional centrality measures for each node; the degree centrality (DC)
and closeness centrality (CC). Degree centrality is a measure of the total
number of connections that a node has. It therefore depends on the direct
neighbourhood of the node, and, contrary to BC, is independent of the
overall topology of the rest of the network. BC and DC are in general
diﬀerent even though both metrics are typically correlated [96], particularly
in dense networks where "meanﬁeld" descriptions are expected to hold [97],
and diﬀerences between local and global metrics tend to be minor [98].
Although deﬁned locally, DC is a measure of the global importance of nodes
for key dynamical processes such as diﬀusion and synchronisation when the
network is undirected [99]. For a node i, the degree is deﬁned as:
DC(i) =
N∑
j=1
Ai,j. (3.5)
Closeness centrality (CC) is deﬁned as the inverse of the average shortest
path length between a node i and the other nodes constituting the network
where σi,j is the length of the shortest path between i and j :
CC(i) =
N − 1∑N
j=1 σi,j
. (3.6)
Thus, the closeness centrality of a node, like BC, depends on both the direct
neighbourhood of a node and the global organisation of the graph. As with
the other centrality measures, a high score indicates a high centrality.
To characterise the overall structure of each network, we used the global
analogs of the node based network metrics described above: the network
density, global closeness centrality, and the global betweenness-centrality.
We calculated the density ρ of each network by counting the number of
signiﬁcant functional connections between pairs of nodes, and dividing it
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by the total number of possible connections, that is N(N − 1):
ρ =
1
N(N − 1)
N∑
j=1
Ai,j. (3.7)
We examined the compactness of each network by calculating the global
closeness centrality (CC), which gives information about the average num-
ber of links that separate pairs of nodes in the network and is thus a measure
of the diameter of the network. The higher the global closeness centrality,
the more compact (and eﬃcient) the network [100]. The average closeness
centrality is computed as the average of the local closeness centrality:
CC =
1
N
N − 1∑N
i=1
∑N
j=1 σi,j
. (3.8)
The global betweenness-centrality was also used to examine the compact-
ness of each network, thus being another measure of their diameter. This
metric was calculated by averaging the local values of BC:
BC =
1
N
N∑
i=1
N∑
m=1
m 6=i
N∑
n=1
n 6=i
n 6=m
σˆm,n(i)
σˆm,n
. (3.9)
All graphs were plotted with Visone software (http://visone.info/index).
The values for all metrics were computed with the free Matlab toolbox BCT
[101]. To facilitate comparison between groups whose total connectivities
may be slightly diﬀerent, the values of the BC, DC and CC metrics for each
node are normalised to be expressed as percentages.
3.2.3 Statistical significance analysis framework
The statistical signiﬁcance of the variation of network densities, global
closeness centrality, global betweenness-centrality and node properties (BC,
DC, CC) between two groups was assessed by application of a permutation
test. We will now present the algorithm we used to perform the permuta-
tion test and to assess the statistical signiﬁcance of the metrics diﬀerences.
Two groups x and y were selected from the overall set comprising controls,
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ARMS-L and ARMS-H. For each node we computed the diﬀerence in a
given metric (Met) that we denote:
DObsMet(i) = Met
Obs
x (i) −Met
Obs
y (i), (3.10)
where i = 1, . . . , 19 is the label of the nodes. We then randomised the labels
of the subjects constituting the two original groups and thus obtained two
new groups of the same size as the original ones. We then applied HamNet to
obtain two new connectivity graphs and recomputed the metric diﬀerences:
D
Rnd(n)
Met (i) = Met
Rnd(n)
x ′ (i) −Met
Rnd(n)s
y ′ (i), (3.11)
where x ′ and y ′ are two randomised version of x and y and n = 1, . . . ,N
is the label of the randomisation round. In this study, we set N = 500.
By doing this, we estimate the distribution of the metrics diﬀerences. The
next step consists in seeing where the diﬀerence measured from the original
groups falls in the estimated distribution, thus attaching it a p-value. The
p-values were computed for each diﬀerence and each node as follows for
one-tailed 3.12a, 3.12b or two-tailed tests 3.13, respectively:
p− valMet = Nbr(D
Obs
Met > D
Rnd(n)
Met )/N, if D
Obs
Met > 0, (3.12a)
p− valMet = Nbr(D
Obs
Met < D
Rnd(n)
Met )/N, if D
Obs
Met < 0. (3.12b)
and
p− valMet = Nbr(
∣∣DObsMet∣∣ > ∣∣∣DRnd(n)Met ∣∣∣)/N, (3.13)
By doing so, we counted the number of times the observed diﬀerence be-
tween two groups was higher than the diﬀerences produced under the null
hypothesis that the two groups were exchangeable. The same procedure
was applied to the network density, global average path length, and global
betweenness-centrality metrics, but with a single value for each network at
each stage, as these measures are node-independent.
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3.3 Results
3.3.1 Characteristics of the participants
There was no signiﬁcant diﬀerence in premorbid IQ between the ARMS-L
(106 ± 3; mean ± SEM), ARMS-H (100 ± 2.8), and controls (107 ± 2);
[F(2, 50) = 2.29, p = 0.11]. The same three groups also did not show a
diﬀerence in performance on the verbal ﬂuency task [F(2, 52) = 0.91, p =
0.41] and committed similar numbers of errors: 13 ± 2 (controls), 15 ± 2
(ARMS-L), 18 ± 3 (ARMS-H); mean ± SEM. The ARMS-L group had a
mean PANSS rating of 38 ± 1 in comparison to 57 ± 2 for ARMS-H. This
diﬀerence was signiﬁcant [t(31) = 7.14, p < 0.01].
3.3.2 Global network metrics
The values for the global metrics are summarised in Table 3.1. Network
densities for the control, ARMS-L and ARMS-H groups were: 40%, 39%,
and 36%, respectively. As we were looking for a departure from the mean
in either direction, we computed two-tailed p-values. None of the between
groups comparisons for network density reached statistical signiﬁcance (all
p-val > 0.50, two-tailed, Table 3.2(a)). Similarly, control (16.9%), ARMS-
L (17.1%), and ARMS-H (16.2%) groups showed no signiﬁcant diﬀerence
in global closeness centrality (all p-val > 0.45, two-tailed, Table 3.2(b)).
Global betweenness-centrality was also maintained across the three exper-
imental groups: control (11.9%), ARMS-L (11.5%), ARMS-H (13.1%) (all
pval > 0.45, two-tailed, Table 3.2(c)). Having statistically similar density
values allows for the direct comparison of raw values for local metrics (BC,
DC, CC), and look for possible diﬀerences in the local organisation of the
networks. However, we preferred to present the results as percentages of
the total metric value for each graph in order to better reﬂect the relative
importance of a node in a given network, thus controlling for variations in
the absolute size of the system.
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Table 3.1: Values for the global metrics
Groups CTRL ARMS-L ARMS-H
Density 40% 39% 36%
BC 11.9% 11.5% 13.1%
CC 16.9% 17.1% 16.2%
Table 3.2: P-Values for signiﬁcance in the global metrics diﬀerences: (a):
global connectivity, (b): global closeness centrality and (c):
global betweenness centrality
(a)
Groups CTRL ARMS-L ARMS-H
CTRL × 0.97 0.55
ARMS-L 0.97 × 0.6
ARMS-H 0.55 0.6 ×
(b)
Groups CTRL ARMS-L ARMS-H
CTRL × 0.88 0.56
ARMS-L 0.88 × 0.46
ARMS-H 0.56 0.46 ×
(c)
Groups CTRL ARMS-L ARMS-H
CTRL × 0.83 0.64
ARMS-L 0.83 × 0.47
ARMS-H 0.64 0.47 ×
3.3.3 Local network metrics
Contrary to the case of global metrics, we were looking for a reduction in
the ACC importance from control to ARMS-L/H (directional test), so we
computed one-tailed p-values.
Betweenness centrality Table 3.3 contains the BC values for each node
in each network, and these same values are represented graphically in Fig. 3.3.
A summary of the p-values for the diﬀerences in betweenness centrality for
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Table 3.3: Betweenness-centrality values for each node in each network un-
der study, expressed as a percentage of the total betweenness-
centrality of the corresponding network.
ROI number ROI Control ARMS-L ARMS-H
1 ACC 19.0 13.4 3.7
2 Cuneate-L 0.1 3.4 0.4
3 vmPFC 9.2 4.5 4.0
4 IFGpO-L 12.2 1.5 9.9
5 IFGpT-L 3.4 6.1 10.1
6 Insula-L 1.1 9.1 2.8
7 MFG-L 4.9 12.7 11.5
8 Parahipp.-L 2.1 0.6 6.3
9 PCC 1.2 2.2 1.6
10 Precuneus-L 9.5 2.7 10.3
11 Sup. Parietal-L 0.9 4.2 2.1
12 Cuneus-R 0.1 9.7 0.4
13 IFGpO-R 2.1 11.8 5.0
14 IFGpT-R 2.7 0.3 2.6
15 Insula-R 5.5 2.7 5.4
16 MFG-R 15.8 4.2 5.4
17 Parahipp.-R 1.7 5.8 4.8
18 Precuneus-R 5.8 3.2 9.3
19 Sup. Parietal-R 2.7 1.8 4.3
the ACC is presented in Table 3.4 and Fig. 3.4 displays the distribution
of the diﬀerences for the ACC obtained from the permutation procedure
and the value measured between the original groups. In both the control
network and ARMS-L network, the ACC was the region with the highest
BC relative to the other nodes. No signiﬁcant between-groups diﬀerence
in BC was observed in the ACC for the ARMS-L vs control comparison.
However, the BC of the ACC was signiﬁcantly lower in the ARMS-H group
(3.7%) than both the ARMS-L (13.4%) (p = 0.05; one-tailed) and control
(19.0%) networks (p-val = 0.03; one-tailed)
Degree centrality Table 3.5 contains the DC values for each node in
each network, and these same values are represented graphically in Fig. 3.5.
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(a) (b) (c)
Figure 3.3: x− y plane projection of the topology of the network represen-
tative of each group with the size of the nodes proportional to
their betweenness centrality. The ACC is node number 1 and
an edge is present if the partial correlation between two nodes
is statistically signiﬁcant. (a) Controls, (b) ARMS-L and (c)
ARMS-H.
A summary of the p-values for the diﬀerences in degree centrality for the
ACC is presented in Table 3.6 and Fig. 3.4 displays the distribution of the
diﬀerences for the ACC obtained from the permutation procedure and the
value measured between the original groups. In the control and ARMS-L
networks, no other node had greater DC than the ACC. However, this was
not the case in the ARMS-H network where many nodes had greater degree
centrality than the ACC. ACC degree centrality did not signiﬁcantly diﬀer
between the ARMS-L and control networks. However, the ARMS-L group
Table 3.4: P-values for the signiﬁcance in betweenness-centrality diﬀerences
(one-tailed)
Groups CTRL ARMS-L ARMS-H
CTRL × 0.27 0.03
ARMS-L 0.27 × 0.04
ARMS-H 0.03 0.04 ×
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Figure 3.4: Distribution of diﬀerences in betweenness centrality for the ACC
obtained from the randomised groups. The red Dot indicates
the diﬀerence between the two original groups. (a) CTRL vs
ARMS-L, (b) CTRL vs ARMS-H and (c) ARMS-H vs ARMS-L
(8.2%) had signiﬁcantly greater ACC degree centrality than the ARMS-H
group (4.9%) (p-val = 0.04; one-tailed) while a near-signiﬁcant diﬀerence
was observed in the control (8.1%) vs ARMS-H comparison (p = 0.06, one-
tailed).
(a) (b) (c)
Figure 3.5: x− y plane projection of the topology of the network represen-
tative of each group with the size of the nodes proportional to
their degree centrality. The ACC is node number 1, an edge is
present if the partial correlation between two nodes is statisti-
cally signiﬁcant. (a) Controls, (b) ARMS-L and (c) ARMS-H.
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Table 3.5: Degree centrality values for each node in each network under
study, expressed as a percentage of the total degree centrality of
the corresponding network.
ROI number ROI Control ARMS-L ARMS-H
1 ACC 8.1 8.2 4.9
2 Cuneate-L 2.9 6.0 3.3
3 vmPFC 7.4 6.0 4.9
4 IFGpO-L 8.1 3.7 6.6
5 IFGpT-L 5.9 5.2 5.7
6 Insula-L 2.9 6.0 4.9
7 MFG-L 6.6 7.5 7.4
8 Parahipp.-L 2.9 3.0 5.7
9 PCC 4.4 4.5 3.3
10 Precuneus-L 7.4 4.5 6.6
11 Sup. Parietal-L 5.1 4.5 4.1
12 Cuneus-R 2.9 6.7 3.3
13 IFGpO-R 4.4 7.5 5.7
14 IFGpT-R 3.7 2.2 4.9
15 Insula-R 5.1 4.5 5.7
16 MFG-R 8.1 6.0 5.7
17 Parahipp.-R 2.9 5.2 5.7
18 Precuneus-R 5.9 5.2 6.6
19 Sup. Parietal-R 5.1 3.7 4.9
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Table 3.6: P-values for the signiﬁcance in degree-centrality diﬀerences (one-
tailed)
Groups CTRL ARMS-L ARMS-H
CTRL × 0.44 0.06
ARMS-L 0.44 × 0.04
ARMS-H 0.06 0.04 ×
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Figure 3.6: Distribution of diﬀerences in degree centrality for the ACC ob-
tained from the randomised groups. The red Dot indicates the
diﬀerence between the two original groups. (a) CTRL vs ARMS-
L, (b) CTRL vs ARMS-H and (c) ARMS-H vs ARMS-L
Closeness centrality Table 3.7 contains the CC values for each node in
each network, and these same values are represented graphically in Fig. 3.7.
A summary of the p-values for the diﬀerences in closeness centrality for
the ACC is presented in Table 3.8 and Fig. 3.8 displays the distribution of
the diﬀerences for the ACC obtained from the permutation procedure and
the value measured between the original groups. In line with the regional
betweenness-centrality and degree-centrality ﬁndings, the ACC had a higher
CC value than all other nodes under study in the ARMS-L (6.2%) and
control (6.2%) networks; indicative of high topological centrality. This was
not the case in the ARMS-H network where closeness centrality in the ACC
(5.1%) was signiﬁcantly lower than in the ARMS-L (p = 0.006, one-tailed)
and in the control group (p = 0.03, one-tailed).The ARMS-L and control
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Table 3.7: Closeness centrality (CC) values — percent. Closeness centrality
(CC) values for each node in each network under study, expressed
as a percentage of the total metric value of the corresponding
network.
ROI number ROI Control ARMS-L ARMS-H
1 ACC 6.2 6.2 5.1
2 Cuneate-L 4.3 5.5 4.3
3 vmPFC 6.0 5.5 5.1
4 IFGpO-L 6.2 5.0 5.8
5 IFGpT-L 5.1 5.3 5.6
6 Insula-L 4.6 5.5 5.0
7 MFG-L 5.7 5.9 6.0
8 Parahipp.-L 4.8 4.7 5.4
9 PCC 5.2 5.0 4.9
10 Precuneus-L 6.0 5.1 5.6
11 Sup. Parietal-L 5.1 5.0 5.1
12 Cuneus-R 4.3 5.7 4.4
13 IFGpO-R 5.2 5.9 5.3
14 IFGpT-R 4.7 4.2 5.1
15 Insula-R 5.3 5.1 5.6
16 MFG-R 6.2 5.5 5.4
17 Parahipp.-R 4.3 5.3 5.2
18 Precuneus-R 5.3 5.1 5.8
19 Sup. Parietal-R 5.3 4.7 5.2
groups, on the other hand, did not show a diﬀerence in closeness centrality
in the ACC (p = 0.68, one-tailed).
Connectivity pattern of the ACC ACC connectivity patterns were
very similar in the ARMS-L and control networks. Not only did the ARMS-
L and control networks count the same total number of signiﬁcant functional
connections involving the ACC (11), but 9 of those 11 connections were
identical in both networks. Moreover, the 5 signiﬁcant functional connec-
tions involving the ACC in the ARMS-H network were all found in both
the ARMS-L and control networks.
67
(a) (b) (c)
Figure 3.7: x− y plane projection of the topology of the network represen-
tative of each group with the size of the nodes proportional to
their closeness centrality. The ACC is node number 1, an edge
is present if the partial correlation between two nodes is statis-
tically signiﬁcant. (a) Controls, (b) ARMS-L and (c) ARMS-H.
3.4 Discussion
The present results demonstrate important diﬀerences in the organisa-
tion of the functional network recruited during verbal ﬂuency in ARMS-H
subjects in comparison to healthy controls and ARMS-L subjects. In the
control and ARMS-L groups, the anterior cingulate cortex (ACC) is highly
central to the overall connectivity of the network under study as reﬂected
by its elevated degree centrality (DC), betweenness centrality (BC) values
and closeness centrality (CC) relative to other nodes in the network. How-
Table 3.8: P-values for the signiﬁcance in closeness-centrality diﬀerences
(one-tailed)
Groups CTRL ARMS-L ARMS-H
CTRL × 0.67 0.03
ARMS-L 0.67 × 0.006
ARMS-H 0.03 0.006 ×
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Figure 3.8: Distribution of diﬀerences in closeness centrality for the ACC
obtained from the randomised groups. The red Dot indicates
the diﬀerence between the two original groups. (a) CTRL vs
ARMS-L, (b) CTRL vs ARMS-H and (c) ARMS-H vs ARMS-L
ever, for the ARMS-H group, BC, DC and CC are signiﬁcantly reduced in
the ACC, and this region no longer occupies a central role in the functional
network topology. This suggests that the ACC may no longer support the
eﬃcient routing of information during verbal ﬂuency in ARMS-H subjects.
This ﬁnding is particularly interesting in light of the large body of research
implicating the ACC in schizophrenia and the at-risk mental state. The
ACC is structurally connected to the prefrontal cortex and largely involved
in executive control in situations where errors are likely to be made [102].
Because many aspects of the cognitive and executive dysfunction reported
in schizophrenia are normally regulated by the ACC [8], it is not surprising
that structural and functional abnormalities have been reported in the ACC
of psychotic patients.
The ACC shows signiﬁcant volumetric reductions in schizophrenia pa-
tients in comparison to healthy controls [84, 85], and fMRI studies have
showed that it is underactivated during performance of various executive
tasks [10, 83]. In ARMS individuals, total ACC gray matter volumes are
closer to those reported in ﬁrst-episode psychosis patients than controls
[103] and neurofunctional ACC deﬁcits have also been reported during ver-
bal ﬂuency [9]. During VF task performance, ARMS subjects have been
reported to show abnormal ACC activation relative to healthy volunteers
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[65, 9]. Furthermore, two earlier graph theoretical investigations of resting-
state functional connectivity have reported signiﬁcantly reduced regional
clustering in the ACC of schizophrenia patients relative to healthy controls
[67, 69].
Since network densities are remarkably similar across the three groups
under study, it can be inferred that the observed decrease in ACC between-
ness centrality in the ARMS-H network is not driven by a global, nonspeciﬁc
loss of functional connectivity in the more symptomatic subjects, but rather
to a reorganisation of the functional network to cope with the task. This
hypothesis is also supported by the connectivity of the ACC. Importantly,
no other node shows a greater decrease in betweenness centrality than the
ACC when contrasting the ARMS-H network with both the ARMS-L and
control networks. Because between-groups diﬀerences in ACC betweenness-
centrality were consistently associated with corresponding diﬀerences in de-
gree centrality, it is more likely that a loss of functional connectivity speciﬁc
to the ACC underlies its decrease in BC.
Of particular importance, not only is the degree centrality of the ACC
preserved in ARMS-L subjects relative to controls (both counted 11 con-
nections involving the ACC), but speciﬁc ACC connectivity patterns are
also conserved. Nearly all the functional connections involving the ACC in
the control network (9 of 11) are also found in the ARMS-L network. This
suggests similarities in the cognitive strategy employed by these two groups
to accomplish the task, and comparable ACC demand for cognitive control
over the brain areas recruited by the task. Furthermore, each of the 5 sig-
niﬁcant functional connections found in the ACC in the ARMS-H network
are present in both the ARMS-L and control networks. This suggests that
the ACC of ARMS-H subjects speciﬁcally loses useful connections, and does
not appear to make new aberrant connections.
A question that follows is how ARMS-H individuals maintain task perfor-
mance in the absence of normal ACC connectivity. Our ﬁnding that global
average path length and global betweenness-centrality are maintained in
the ARMS-H group suggests that the network is capable of adjusting to
the ACC impairment in order to maintain its overall eﬃciency. Although
we did not test speciﬁc a priori hypotheses about possible compensatory
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mechanisms, our results indicate that regions other than the ACC become
highly central to the network topology in the ARMS-H group. For instance,
the BC of the left MFG region is substantially greater (although not signif-
icantly diﬀerent) in ARMS-H and ARMS-L subjects relative to the control
network.
Interestingly, the left MFG is normally engaged during verbal ﬂuency in
healthy subjects [104, 64], and is not diﬀerentially activated in ARMS and
control subjects during VF task performance [9]. That the ACC’s impor-
tance in the functional architecture of the network under study is signiﬁ-
cantly reduced in more symptomatic at-risk subjects (ARMS-H) relative to
both controls and less symptomatic at-risk subjects (ARMS-L) is indicative
of the ACC’s possible involvement in disease progression. Previous stud-
ies have implicated the ACC in the transition towards psychosis. Notably,
a longitudinal study by Pantelis and colleagues [105] showed signiﬁcantly
greater reductions in ACC grey matter volumes in ARMS subjects who had
developed psychosis in comparison to those who had not after a 12 month
follow-up period. Similar ﬁndings were reported in a more recent cross-
sectional analysis that compared at-risk subjects who later transitioned to
psychosis to those who did not [103]; signiﬁcantly decreased ACC grey mat-
ter volumes were found in the converted group relative to the nonconverted.
Thus, there is convincing evidence from structural imaging studies that
brain changes speciﬁc to the transition towards psychosis may be taking
place in the ACC of ARMS individuals. Here we extend these ﬁndings by
showing that there are also functional alterations in the ACC that underlie
the network dysfunction seen in the most symptomatic ARMS subjects.
Future work will attempt to identify what speciﬁc diﬀerences in the ACC
contribute to reductions in its topological importance.
It is important to note that a number of ARMS subjects from the present
cohort have developed psychosis in the months following the scan. However,
as follow-up of the entire cohort remains to be completed, it would be
premature to analyse these separately. The categorisation into ARMS-L
and ARMS-H groups is imperfect, but evidence indicates it reﬂects clinically
meaningful progression [75]. Longitudinal studies are needed to determine
if there is a progressive impairment in the network during the progression
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from the early through the late prodromal phase to ﬁrst psychotic episode.
To summarise, these ﬁndings indicate that network abnormalities partic-
ularly involving the anterior cingulate cortex are present in people with at
risk mental states prior to the onset of psychosis, and if such measures could
be carried at the subject level, this techniques could be used as a tool by
the clinician to assess the mental state of patients.
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4 Community detection in spatially
embedded networks
All language is but a poor
translation.
Franz Kafka
The material presented in this chapter has been published in:
"Uncovering space-independent communities in spatial networks",
P. Expert, T. S. Evans, V. D. Blondel, and R. Lambiotte. 1
Proceedings of the National Academy of Sciences, Volume 108, Issue 19,
Pages 7663-7668, 2011.
Complex networks typically present rich structures at diﬀerent levels of
description. In the previous chapter, we focused on the characterisation
of the local structure of network and diﬀerentiating between realisations of
the same network across treatments. In this chapter, we take the "dual"
approach, in the sense that we will extract diﬀerent structures from a single
realisation of a network. As the local structure is deﬁned once and for all
when the network is constructed, we will search for a type of structure
that is often present at a mesoscopic level: the modular or community
structure. Often nodes can be clustered into groups where most of the links
are concentrated, while the few remaining ones connect the diﬀerent groups
together.
That type of structure emerges due to the interactions that shape the
local structure of the network, so understanding the principles driving the
1. Design of the research: R. Lambiotte, P. Expert, T.S. Evans
Data acquisition and processing: V.D. Blondel
Data analysis: P. Expert, R. Lambiotte
Writing of the paper: P. Expert, R. Lambiotte
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organisation of complex networks is crucial. Usually when doing commu-
nity detection, one focuses only on the topological description of the net-
work, however, other information might be available about the network that
should be taken into account when looking for modules as they can inﬂu-
ence the network structure. This is particularly true in spatially embedded
networks. We will adapt the most frequently used used quality function to
assess the community structure of networks to include spatial information
about the network and be able to uncover a diﬀerent type of community
structure.
4.1 Introduction
Spatially embedded network are ubiquitous in a broad range of ﬁelds
including information and social sciences, economics, biology and neuro-
science [106, 6, 107]. In networks where nodes occupy positions in an Eu-
clidean space, spatial constraints may have a strong eﬀect on their con-
nectivity patterns [108]. Edges may either be spatially-embedded, such as
in roads or railway lines in transportation networks or cables in a power
grid, or abstract entities, such as friendship relations in online and oﬄine
social networks or functional connectivity in brain networks. In either case,
space plays a crucial role by aﬀecting, directly or indirectly, network connec-
tivity and making its architecture radically diﬀerent from that of random
networks [109]. A fundamental diﬀerence stems from the cost associated
to long-distance links [110, 111, 112, 113, 114, 115, 116, 117, 118] which
restricts the existence of hubs, i.e., high degree nodes, and thus the obser-
vation of fat-tailed degree distributions in spatial networks.
It is therefore crucial to be able to model the eﬀect of space on the dynam-
ics that takes place on a network and then incorporate this understanding
in the community detection method used.
From a modelling viewpoint, gravity models [15, 16, 119, 120, 121] have
long been used to model ﬂows in spatial networks. These models focus
on the intensity of interaction between locations i and j separated by a
certain physical distance dij. It has been shown for systems as diverse as
the International Trade Market [122], human migration [123], traﬃc ﬂows
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[124] or mobile communication between cities [125, 126] that the volume of
interaction between distant locations is successfully modelled by
Tij = NiNjf(dij), (4.1)
where Ni measures the importance of location i, e.g. its population, and
the deterrence function f describes the inﬂuence of space. Equation (4.1)
emphasises that the number of interactions between two locations is pro-
portional to the number of possible contacts NiNj and that it varies with
geographic distance, because of ﬁnancial or temporal cost. In many socio-
economic systems, f is well ﬁtted by a power law, f(di,j) ∼ d
−α
ij reminiscent
of Newton’s law of gravity, with population playing the role of a mass. The
value of the exponent α depends on the system under consideration: it is for
example found to be ∼ 1 in human migration ﬂows [123] and ∼ 2 in mobile
phone telecommunications [125, 126] and highways traﬃc [124].
Whereas a broad range of models have been speciﬁcally developed for spa-
tial networks [127, 128, 129, 130, 131], dedicated tools for uncovering useful
information from their topology are poorly developed. When analysing spa-
tial networks, authors tend to use network metrics where the spatial arrange-
ment of the nodes is ignored, thus disregarding the fact that useful measures
for non-spatial networks might yield irrelevant or trivial results for spatial
ones. Important examples are the clustering coeﬃcient, as spatial networks
are often spatially clustered by nature, and degree distribution, where high
degree nodes are suppressed by long distance costs. This observation un-
derlines the need for appropriate metrics for the analysis and modelling of
networks where spatial constraints play an important role [132, 133, 134].
This need is particularly apparent in the context of community detec-
tion. The detection of communities (modules or clusters) is a diﬃcult task
which is important to many ﬁelds, and it has attracted much attention in
the last few years [135, 136, 137, 138]. In a nutshell, modules are deﬁned
as sub-networks that are locally dense even though the network as a whole
is sparse. Community detection is a central tool of network theory because
revealing intermediate scales of network organisation provides the means
to draw readable maps of the network and to uncover hidden functional
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relations between nodes [139]. In the case of spatial networks, important
practical applications include: (i) the design of eﬃcient national, economical
or administrative borders based on human mobility or economical interac-
tions instead of historical or ad-hoc reasons [140, 141, 142, 143]; (ii) the
modelling of historical or pre-historical interactions based on limited ar-
chaeological evidence [144, 145] and (iii) the identiﬁcation of functionally
related brain regions and of principles leading to global integration and
functional segregation [146, 17].
In practice, the current state-of-the-art for ﬁnding modules in spatial
networks [147, 148] is to optimise the standard Newman-Girvan modular-
ity which, as we argue below, completely overlooks the spatial nature of
the system. In most cases, this scheme produces communities which are
strongly determined by geographical factors and provide poor information
about the underlying forces shaping the network. For instance, social and
transportation networks are typically dominated by low cost short-ranged
interactions leading to modules which are compact in physical space. As
a result, modularity optimisation is blind to spatial anomalies and fails to
uncover modules determined by factors other than mere physical proxim-
ity. This point brings us to the central question of our work: In spatial
networks, how can one detect patterns that are not due to space? In other
words, are observed patterns only due to the eﬀect of spatial distance, be-
cause of gravity-like forces, or do other forces come into play? If that is
the case, can one go beyond a standard network methodology in order to
uncover signiﬁcant information from spatial networks?
4.1.1 Social Networks and Space
In order to illustrate these concepts and to clarify the goal of this chapter,
let us elaborate on social networks, where the dichotomy between network
and space has been studied for decades. On the one hand, research has at-
tempted to explain the organisation of social networks purely in terms of the
structural position of the nodes. Structural mechanisms underpinning the
existence of social interactions include triadic closure [149], link reciprocity
[150] and reinforcement [151]. On the other hand, research has identiﬁed
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ordering principles that explain edge creation in terms of non-structural at-
tributes, mainly homophily [152, 153] and focus constraint [154]. Homophily
states that similarity, e.g. in terms of status or interests, fosters connection
[152, 153], as similar people tend to select each other, communicate more
frequently and develop stronger social interactions [155]. The second order-
ing principle is focus constraint [154], which refers to the idea that social
relations depend on opportunities for social contact. A dominant factor
for focus constraint is geographic proximity, which oﬀers opportunities for
face-to-face interaction and encounters between individuals [156, 157]. Fo-
cus constraint thus depends indirectly on distance through its dependence
on transportation networks which themselves typically exhibit a gravity
law.
Although homophily and focus constraint are diﬀerent mechanisms, they
are often inter-related, because frequent contacts drive groups towards uni-
formity, through social inﬂuence, and alike individuals tend to live in the
same neighbourhoods [?]. Moreover, both aspects can be seen as originat-
ing from proximity in a high-dimensional social space, which summarises
people’s interests and characteristics, i.e., nodes have a tendency to connect
with neighbouring nodes in social space [158]. When uncovering modules of
strongly connected nodes in complex networks, one deals with an extremely
intricate situation where structural and non-structural eﬀects, including ho-
mophily and focus constraint, are mingled. Modules uncovered by commu-
nity detection are thus underpinned by an uncontrolled mixture of possibly
antagonistic forces, from which few conclusions can be drawn [159]. Our
aim is the following: when the spatial positions of the nodes are known,
as often is the case, is it possible to take out the eﬀect of space in order
to identify more clearly homophilious eﬀects and thus hidden structural or
cultural similarities.
4.2 Methods: modularity and space
Let us now introduce notation and formalise the problem of community
detection. In the following, we focus on weighted, undirected networks
characterised by their adjacency matrix A. By deﬁnition, A is symmetric
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and Aij is the weight of the link between nodes i and j. The strength of
node i is deﬁned as ki =
∑
jAij; m =
∑
i,jAij/2 is the total weight in
the network. The distance between nodes i and j is denoted by dij. As
discussed above, the nature of space and its associated distance may be
topological, the number of edges traversed along the shortest path from
one vertex to another, abstract, i.e., aﬃnity in a social network, semantic
distance in a text corpus, or geographical distance between cities. From now
on, by distance, we mean Euclidean distance between nodes when measured
on the embedding space.
The fundamental idea behind most community detection methods is to
partition the nodes of the network into modules. Contrary to standard
graph partitioning algorithms, the detection of communities is performed
without a priori specifying the number of modules nor their size, and aims at
uncovering in an automated way the meso-scale organisation of the network
[160]. Behind most community detection methods, there is a mathematical
deﬁnition measuring the quality of a partition. The widely-used modularity
[12] of a partition Pmeasures if links are more abundant within communities
than would be expected on the basis of chance, namely
Q = (fraction of links within communities)
− (expected fraction of such links) (4.2)
In a mathematical expression, modularity reads
Q =
1
2m
∑
C∈P
∑
i,j∈C
[
Aij − Pij
]
, (4.3)
where i, j ∈ C is a summation over pairs of nodes i and j belonging to
the same community C of P and therefore counts the strength of the links
between nodes within the same community.
What is meant by chance, i.e., the null hypothesis, is an extra ingredient
in the deﬁnition [161] and is embodied by the matrix Pij. Pij is the ex-
pected weight of a link between nodes i and j over an ensemble of random
networks with certain constraints. These constraints correspond to known
information about the network organisation, i.e.„ its total number of links
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and nodes, which has to be taken into account when assessing the relevance
of an observed topological feature. In general, if Aij is symmetric, Pij is
also chosen to be symmetric and one also imposes that the total weight
is conserved i.e.,
∑
ijAij =
∑
ij Pij = 2m. Although this constraint is
very natural, it also limits modularity by producing only a single partition,
which is not satisfactory when dealing with multi-scale or hierarchical sys-
tems, that is systems made of (typically nested) modules at diﬀerent scales.
Diﬀerent methods have been proposed to overcome this limitation [162].
A ﬁrst naive approach consists in re-applying modularity optimisation on
the communities found in the whole system. This approach provides a ﬁrst
guess but has the drawbacks of neglecting the global organisation of the sys-
tem when uncovering ﬁner modules and of being unable to uncover coarser
partitions than those obtained by the original modularity optimisation. A
second set of methods looks for local maxima of the modularity landscape,
which has been shown to produce modules at diﬀerent scales [163]. Finally,
a third class of methods is based on multi-scale quality functions where a
resolution parameter is incorporated such as to tune the characteristic size
of the modules. A popular quantity is the parametric modularity introduced
by Reichardt and Bornholdt [164]
Qγ =
1
2m
∑
C∈P
∑
i,j∈C
[
Aij − γPij
]
, (4.4)
where γ plays the role of a resolution parameter. Increasing γ tends to
decrease the characteristic size of the modules in the optimal partition.
This method has the drawback of relaxing the conservation of weights con-
straint and can be seen as unsatisfactory in that respect. Another type of
approach, which generalises the concept of modularity, makes use of dynam-
ical processes taking place on the network to uncover community structures
at diﬀerent scales [162].
Beyond these basic considerations, diﬀerent null models can be con-
structed depending on the network under consideration [165, 166, 167]. The
most popular choice, proposed by Newman and Girvan (NG) [12] is
PNGij =
kikj
2m
, (4.5)
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where randomised networks preserve the strength of each node, and Q =
QNG. Constraining the node strengths goes along the view that the network
is well-mixed, in the sense that any node can be connected to any other node
and that only connectivity matters. In that case, node strength is a good
proxy for the probability of a link to arrive on a certain node. Diﬀerent types
of heuristics can be developed in order to approximate the optimal value of
the corresponding NG modularity [161, 168, 14, 13]. These methods have
been shown to produce useful and relevant partitions in a broad class of
systems [160], even if modularity suﬀers from limitations such as resolution
limit [169] and a possible high degeneracy of its landscape [170, 163].
The NG null-model only uses the basic structural information encoded in
the adjacency matrix, the degree distribution. Therefore, it is appropriate
when no additional information on the nodes is available but not when ad-
ditional constraints are known. In networks where distance strongly aﬀects
the probability for two nodes to be connected, a natural choice for the null
model is inspired by the afore-mentioned gravity models [15, 16, 119, 120,
121, 122, 123, 124, 125, 126]
P
Spa
ij = NiNjf(dij), (4.6)
where Ni is, as in (4.1), a notion of importance of node i and where the
deterrence function
f(d) =
∑
i,j|dij=d
Aij∑
i,j|dij=d
NiNj
(4.7)
is the weighted average of the probability Aij/(NiNj) for a link to exist at
distance d. It is thus directly measured from the data 2 and not ﬁtted by a
determined functional dependence, as is often the case [121]. By construc-
tion, the total weight of the network is conserved by imposing that the total
weight at a certain distance is preserved:
∑
i,j|dij=d
P
Spa
ij =
∑
i,j|dij=d
Aij. (4.8)
2. This issue is discussed in more details in the next section where we present the
results of a Belgian mobile phone dataset.
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Depending on the system under scrutiny, Ni may be the number of inhabi-
tants in a city or the degree of a node when it corresponds to a single person
in a social network. It is worth mentioning that in the latter case the set of
null models
P
Spa
ij = kikjf(dij) (4.9)
includes PNGij . Indeed, if the embedding in space does not play a role, i.e
f(d) is a constant, then one ﬁnds f(d) = 1/2m from (4.8) and PSpaij reduces
to PNGij .
From now on, let us denote by QSpa the version of modularity (4.3) whose
null model PSpaij is given by (4.6). QSpa incorporates non-structural informa-
tion about the nodes, i.e., their position in physical space. By deﬁnition, it
favours communities made of nodes i and j such that Aij−P
Spa
ij is large, i.e.,
pairs of nodes which are more connected than expected for that distance.
Compared to QNG, QSpa tends to give larger contributions to distant nodes
and its optimisation is expected to uncover modules driven by non-spatial
factors.
Finally, we would like to brieﬂy introduce a possible further generalisation
of the modularity function. Even when dealing with systems with strong
spatial constraints, one might still want to take into account the topological
eﬀects. A way of weighing both aspects in the modularity function is to
introduce a mixing parameter, ξ, in order to interpolate between the two
null models considered here, Pij(ξ) = (ξP
Spa
ij + (1− ξ)P
NG
ij ).
4.3 Results
4.3.1 Belgian mobile phone data community structure
In order to compare the partitions obtained by optimising QNG and QSpa,
let us ﬁrst focus on a Belgian mobile phone network made of its 571 com-
munes (the 19 communes forming Brussels are merged into one) and of
the symmetrised number of calls {Aij}
571
i,j=1 between the communes during
a time period of 6 months (see [142] for a more detailed description of the
data). This network is aggregated from the customer-customer communica-
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tion network of a large mobile phone provider by using the billing address
associated to each customer. The number of customers in each commune i
is given by Ni. This network provides an ideal test for our method because
of the importance of non-spatial factors driving mobile phone communica-
tion, namely the existence of two linguistic communities in Belgium 3: a
Flemish community and a French community mainly concentrated in the
North and the South of the country respectively. In our analysis of the mo-
bile phone data, we have considered the fully connected matrix {Aij}
571
i,j=1
where Aij is the total number of calls between users in commune i and in
commune j. However, diﬀerent types of weights could have been chosen
for this aggregated network where nodes correspond to communes instead
of individual users. In [142], the authors focus on another network where
weights Aij/(NiNj) correspond to the probability that users in i and j have
called each other. This sensible choice gives, on average, the same impor-
tance to each commune and thus removes the eﬀect of heterogeneity coming
from diﬀerent sizes of communes. Here, we have instead preferred the ﬁrst
option, mainly for 2 reasons:
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Figure 4.1: Zipf plot of the commune sizes. The system is highly hetero-
geneous with several orders of magnitude between the largest
commune Brussels and the smallest commune Herstappe.
Firstly, one of the aims of modularity is to properly account for the im-
3. There also exist a German-speaking community made of only 0.73% of the national
population that was not detected.
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portance of nodes in the null model, thereby producing balanced modules
in terms of this measure of importance [171]. Because the deﬁnition of a
proper null model is at the heart of this work, we have preferred to preserve
a strong heterogeneity (Fig. 4.1) in the system and to let the deﬁnition of
modularity “deal with it". Secondly, by focusing on a meta-network where
the weights of the links between communes is the sum over the links between
their users, the same importance is given to each user. More importantly,
modularity at the commune-level is related to modularity at the user-level:
by optimising the modularity of Aij, one ﬁnds the best partition of the user
network with the constraint that users in the same commune must be in
the same community [172].
(a) (b)
Figure 4.2: Decomposition of a Belgian mobile phone network into commu-
nities (see main text). Each node represents a commune and its
size is proportional to its number of clients Ni. (a) Partition
into 18 communities found by optimising NG modularity. (b)
Partition into 31 communities found by optimising Spa modu-
larity.
Both versions of modularity are optimised using the spectral method
described in [13]. Visualisation of the results are shown in Fig.4.2. The
NG modularity uncovers 18 spatially compact modules, similar to those
observed in other spatially extended networks and mainly determined by
short-range interactions between communes. Although this partition coin-
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cides with the linguistic separation of the country [142], the unaware would
not discover the existence of two linguistic communities only from Fig. 4.2.
The spatial modularity uncovers a strikingly diﬀerent type of structure: an
almost perfect bipartition of the country where the two largest communities
account for about 75% of all communes and nicely reproduce the linguistic
separation of the country. The remaining 25% of communes are assigned to
29 small communities, most of them close to Brussel. This can be attributed
to the blindness of the algorithm we used to overlapping communities and
the strong interaction of Flemish speaking communes with Brussel. To
clearly illustrate this point, we plot in Fig.4.3 the size of the communities
found by the two null-models. This plot clearly shows that the communities
found by Spa other than the two largest are of negligible size.
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Figure 4.3: Sizes of the communities found by Spa (full blue line) and NG
(dashed red line). The size of each community is measured by
the number of communes it contains. In the partition found by
Spa, two communities are large while the others are of negligible
size. In the partition found by NG, all communities are of similar
size.
The sizes of the communities found by NG on the other hand are rather
homogeneous. Fig. 4.4 shows the size of the communities in term of number
of customer. Again the two largest communities found by Spa account
for more than 70% of the customers, while NG again divides the Belgian
population into communities fairly similar in size.
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Figure 4.4: Sizes of the communities found by Spa (full blue line) and NG
(dashed red line). The size of each community is measured by
the number of customers living in it. The labelling of the com-
munes is the same as in the previous ﬁgure. The partition found
by Spa also gives two large communities while the others are of
negligible size. In the partition found by NG, all communities
are again of similar size.
Moreover, Brussels is assigned to the French community, in agreement
with the fact that ≈ 80% of its population is French speaking, and despite
the fact that it is spatially located in Flanders. The remaining smaller com-
munities (not bigger than 10 communes each) originate from the constraints
imposed by a hard partitioning, which is blind to overlapping communities
and might thus misclassify Flemish communes strongly interacting with
Brussels and communes that have mixed language populations. A similar
bipartition is found by considering only the signs of the dominant eigen-
vector of the modularity matrix. From modularity, it is always possible to
partition a network into two communities by assigning each node to a com-
munity according to its sign in the leading eigenvector of the modularity
matrix. In this procedure, a negative second largest eigenvalue indicates
that this bipartition is a good approximation to the full optimisation of
modularity [161]. When applied to the Belgian mobile phone network, the
second eigenvalue for NG modularity matrix is positive, contrary to Spa,
thereby suggesting that a bipartition is a reasonable approximation to the
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full optimisation for Spa. This is conﬁrmed visually in Fig.4.5, where NG
picks Brussels and its neighbourhood, and the rest of Belgium as the best
bipartition, while Spa gives a North-South bipartition consistent with the
linguistic bipartition of the country.
(a) (b)
Figure 4.5: Decomposition of a Belgian mobile phone network into two com-
munities. Each node represents a commune and its size is pro-
portional to its number of clients Ni. (a) Bipartition found by
the leading eigenvector of the GN modularity matrix. (b) bipar-
tition found by the leading eigenvector of the Spa modularity
matrix.
4.3.2 Statistical tests
The values for the optimal modularities can be found in Table 4.1. It
is important to stress that a direct comparison of QNG and QSpa is mean-
ingless, as modularity is a way to compare diﬀerent partitions of the same
graph and so its absolute value is inconsequential. Moreover, the value of
modularity is expected to be lower when its null model is closer to the real
structure of the data, as it is the case for QSpa. In order to assess the
signiﬁcance of the uncovered partitions, one needs instead to resort to sta-
tistical tests by comparing modularity with that of an ensemble of random
networks [168].
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Two types of random networks are constructed: (i) Networks where
weights are randomised. Starting from the empirical f(d), we generated
weights between two communes i and j according to a binomial of mean
ρNiNjf(dij). In the following, we chose ρ = 1, thus conserving (up to
some ﬂuctuations) the total number of calls in the system and the spatial
dependence between nodes. Let us keep in mind that ρ allows to tune the
importance of ﬁnite size ﬂuctuations and that Aij/ρ = NiNjf(dij)) in the
limit ρ → ∞. (ii) Networks where the geographical position of the nodes
is randomised while leaving the weights unchanged. This second ensemble
of random networks is radically diﬀerent from the ﬁrst one because it keeps
the topology of the network unaﬀected and only randomises node attributes.
Since NG does not make use of geographical information, it is unaﬀected
by this reshuﬄing. By construction, the eﬀect on Spa is to make space
less important by changing the function f(d), thus leading to an expression
closer to NG (see Eq. (4.9)). For each type of randomisation we produce
N = 100 networks and optimise their modularities QNG and QSpa.
The signiﬁcance of the partitions found in the original data is ﬁrst eval-
uated by comparing their modularity with that of the randomised data
through a z-score, deﬁned as
z =
Q − 〈Q〉random
σ
, (4.10)
where σ is the standard deviation across 100 realisations. Results are sum-
marised in Table4.1 and clearly show that the original data is signiﬁcantly
more modular than networks where the weights are randomised. The z-
score is an order of magnitude larger for the spatial modularity. For the
spatial randomisation, in contrast, the z-score is negative, which reﬂects the
fact that useful information is lost by randomising node positions and that
the resulting randomised null-model is further away from reality than the
original.
As a next step, we focus on the variability across the uncovered partitions.
This is done by using normalised variation of information (VI) [173], which
is a measure of the distance between partitions. VI is equal to 0 only when
two partitions are identical and is between 0 and 1 otherwise. Results are
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summarised in Fig. 4.2 where we observe that partitions obtained from NG
and Spatial are genuinely diﬀerent. In the case of weight randomisation,
the important point is that VI between partitions uncovered in random
networks is much smaller for NG (0.09) than for Spa (0.58), thus indicating
that very similar partitions are found by NG across random networks, that
is only due to spatial interactions between communes. Another interesting
point is the high similarity between partitions found by NG in the original
data and by Spa in the spatially randomised networks, as their VI is found
to be equal to 0.16, in agreement with the fact that Spa becomes similar to
NG when space is irrelevant 4. This observation is conﬁrmed by the similar
values of VI between the partitions found by NG and Spa in the original
data, as shown in Fig. 4.2, i.e., 0.38, and between partitions found by Spa
in the original data and in the spatially randomised data (0.35 in Table4.2).
Table 4.1: z-scores for the modularity measured on the original data-set
compared to the modularity values measured on the randomised
data.
Qnormobs 〈Q
norm
rand 〉 z score
Weights
Spatial 0.0881 0.0049 803
NG 0.7961 0.7059 55
Positions Spatial 0.0881 0.2383 -90
Table 4.2: Average variation of information measured between the parti-
tion found on the original data-set and the randomised ones
(Orig-Rand) and the average variation of information among the
randomised data-set (Rand-Rand) for both null-models and ran-
domisation procedures.
Orig-Rand Rand-Rand
Weights
Spatial 0.54 ± 0.02 0.58 ± 0.02
NG 0.23 ± 0.02 0.09 ± 0.05
Positions Spatial 0.35 ± 0.02 0.07 ± 0.04
Another important component of our method is the binning of the data
4. It is important to stress that the spatial randomisation does not entirely remove the
effect of space on network connectivity because self-loops, that is intra-commune links,
are preserved.
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in the estimation of f(d). It has a strong dependence on the size of the bins
used to measure distances, thus we need to ﬁnd the bin size that contains
the most information about the sytem. Two extreme cases are 1 [km] and
200 [km] (the largest distances in Belgium are of the order of 300 [km] and
we need at least two bins). To choose the most appropriate size for the bins
in that range, we computed the deterrence function f(d) and the partitions
obtained for 8 diﬀerent bin sizes s: 1, 2, 5, 10, 20, 50, 100 and 200 [km].
The diﬀerent deterrence functions are shown in Fig. 4.6. There is no clear
discrimination for distances smaller than 5 [km] and the noise in the tail of
the distribution is negligible from 20 [km]. Considering the size of Belgium,
the number of communes (571) and the typical distance between them a
bin size of 5 [km] is a reasonable choice [125].
In order to support this choice, we have also computed the average nor-
malised variation of information 〈V(s)〉 ≡ 1
Ns
∑
s
′
6=s V(s, s
′
) between the
partition at bin size s and those at other bin sizes (see Fig.4.7). The size
that is closest to all the others, thus the most representative of the system,
is 5 [km].
In Fig. 4.8, we plot f(d) when measured with bin sizes of 5[km] in the
original data and in the same network where positions are randomised.
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Figure 4.6: Deterrence function f(d) for diﬀerent size of bins. Solid lines:
green: 1 [km], red: 2 [km], blue: 5 [km]. Dashed lines: green:
10 [km], red: 20 [km], blue: 50 [km]. Dashed and dotted line:
green: 100 [km], red: 200 [km].
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Figure 4.7: Averaged normalised variation of information as a function of
bin size. The minimum is reached at 5 [km].
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Figure 4.8: Solid (blue) line: f(d) for the Belgian mobile phone network,
dashed (red) line: f(d) after the positions’ randomisation.
4.3.3 Gravity Model Benchmark
In order to test the validity of our method in a controlled setting, let
us now focus on computer-generated benchmarks for spatial, modular net-
works. The underlying idea is to build spatially-embedded random networks
where the probability for two nodes to be connected depends on their dis-
tance, as observed in real-world examples, and on the community to which
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they are assigned. We implement benchmarks in the simplest way by throw-
ing 100 nodes at random in a two dimensional square of dimension 100×100
and by randomly assigning them into two communities of 50 nodes. Con-
trary to the previous example, where nodes (communes) could have diﬀerent
sizes, we assume that all nodes have the same size. The probability that a
link exists between nodes i and j has the form
pij =
1
Z
λ(ci, cj)
dij
, (4.11)
where ci is the community of node i. The function λ(ci, cj) determines the
community linkage. By deﬁnition, it is equal to 1 if ci = cj and λdifferent
otherwise. When λdifferent = 0, only nodes in the same community are
connected, while no distinct communities are present when λdifferent = 1. A
normalisation constant, Z, ensures that
∑
i>j pij = 1. A visualisation of a
realisation of a benchmark network is shown in Fig. 4.9. These networks,
directly inspired by gravity models, are built by placing L = ρN(N − 1)/2
links with probability pij, where ρ > 0 determines the density of links in
the network. Multiple links are allowed and interpreted as weights. The
parameter ρ controls ﬁnite-size ﬂuctuations around the expected number of
edges Lpij.
In order to compare the performances of QNG and QSpa, we generated
one realisation of the random model for diﬀerent values of λdifferent ∈ [0, 1]
and ρ ∈ [0.01, 100], and optimised their modularity. As a measure of the
quality of the uncovered partitions, we compared them with the known
bipartition of the network by using normalised VI. Our simulations show
that QSpa outperforms QNG and that the improvement becomes larger and
larger as the density of links is increased (see Fig.4.10). In the limit ρ→∞,
where ﬂuctuations become negligible, our simulations show that Spa per-
fectly identiﬁes the correct communities for any λdifferent < 1 while NG fails
even for small values of λdifferent. It is also interesting to note that results
presented in Fig. 4.10 are obtained for single realisations of the random net-
works, i.e., as when dealing with empirical data sets one does not analyse
an ensemble of networks, and yet the precision of Spa is signiﬁcantly better
than that of NG.
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Figure 4.9: Illustration of the probabilities used for a Gravity Model Bench-
mark made of 40 nodes with λdifferent = 0.5. Only 20% of links
with highest probability are represented. Hidden communities
are represented by squares and circles. Diﬀerent types of in-
teractions are highlighted by their linestyle: red-red: dotted,
blue-blue: dashed, red-blue: solid.
In addition to the results presented for a single realisation of the bench-
marks which were already in favour of Spa, we produce the same graphs,
but averaged over 100 diﬀerent realisations of the random networks, thus
leading to a smoother surface, Fig. 4.11. We also present a "phase diagram"
(λdifferent, ρ) in which we highlight values where the partitioning ceases to
be perfect (i.e., the normalised variation of information becomes larger than
0), Fig.4.12. One observes that Spa oﬀers a perfect reconstruction over a
signiﬁcantly broader range of parameters than NG.
4.4 Discussion
Despite the increasing availability of aﬀordable long distance travel and
new communication media, the "death of distance" [174] has been greatly
exaggerated [115, 175]. Furthermore, the emergence of new technologies en-
tangling physical and virtual worlds has stimulated new research and pro-
duced new applications for social and human mobility networks embedded
in space [176]. This importance of space is not limited to social networks
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Figure 4.10: Variation of information over the (λdifferent, ρ) parameter space
for (a) Spa and (b) NG when tested on the spatial benchmark.
Spa is able to recover the correct communities over a wide
range of parameters’ values, while NG fails to ﬁnd the correct
communites almost as soon as the interaction λdifferent is turned
on. A value of 0 for the variation of information indicates
identical partitions.
as a broad range of economical and biological networks are also spatially
embedded, with strong consequences on their topological organisation. The
main purpose of this work has been to ﬁnd new ways to uncover signiﬁcant
patterns in spatial networks. To do so, we have taken advantage of the
ﬂexibility of a quantity called modularity deﬁned for community detection.
Modularity incorporates a null model which represents what is expected
by chance, namely the expected probability that two nodes are connected.
Unlike the "standard" null model, we incorporate non-structural attributes
into our null model and use this as a comparison with empirical data. By
doing so, we construct null models which portray more closely the net-
work under scrutiny and provide the means to exploit known attributes,
e.g. spatial location, in order to uncover unknown ones, e.g. homophilious
relations.
We believe that our general framework is suitable for a wide range of
networks and that it opens avenues of quantitative exploration of spatially
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Figure 4.11: Averaged normalised variation of information over the
(λdifferent, ρ) parameter space for Spa (upper ﬁgure) and NG
(lower ﬁgure) when tested on the spatial benchmark. Spa is
able to recover the correct communities over a wide range of
parameters’ values, while GN fails to ﬁnd the correct commu-
nities almost as soon as the interaction λdifferent is turned on.
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Figure 4.12: λdifferent − ρ parameter space separation. Solid red line: NG,
solid blue line: Spa. Below the line, the partition found
matches the real one, above there are discrepancies. Spa is able
to recover the original communities on a much larger range of
parameters
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distributed systems. Moreover, our methodology is not limited to situations
where distance is measured in physical space as it may be applied whenever
one can use node attributes to deﬁne a separation between nodes. For
instance in many social networks, age may be a dominant factor, yet by
building a null model on the age diﬀerence between actors, other types of
relationships may be revealed for little extra computational eﬀort. A further
advantage of our approach is that by making a suitable transformation, it
can be applied even if modules are pervasively overlapping [177, 178] in the
original data.
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5 Summary & Outlook
Aaaaaaaaaaaah! I already feel
more educated!
Captain Haddock in
The Adventures of Tintin:
Explorers on the Moon
Complex problems usually call for complex solutions. One may be happy
with the Gordian knot method, but when searching for real life solutions
to real life problems such an approach is simply not enough. The introduc-
tion of new methodology and concepts can shed new light on how best to
attack a problem. However, it is unlikely that a simple solution will present
itself, as there is usually a conservation of diﬃculty, or rather in our case a
conservation of complexity.
Critical brain dynamics has been observed at the microscale, at the level
of neurones. Under the assumption that the brain is operating like a critical
system as a whole, then this criticality should be observable at all levels of
description. In Chapter 2, by using traditional approaches from statisti-
cal mechanics, we showed that the brain’s dynamics is also critical at the
macroscopic level, at least at short length scales. Even though observing
criticality at all levels of description is important in order to elucidate the
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nature of brain dynamics, the most important objective is to understand
the mechanisms that poise the brain in this state. As these mechanisms
must happen at the neuronal level, a hypothesis is that a particular balance
between the diﬀerent types of neurotransmitters must be achieved to in-
duce criticality. This brings us back to the microscopic level of description,
which is the natural place to look for potential medical implications of the
brain’s criticality.
In Chapter 3, we used complex network theory, to show that the func-
tional brain network of diﬀerent clinical categories reorganises itself to cope
with a speciﬁc task. This result is interesting in itself, but more impor-
tantly it opens a door to a biological predictor to the onset of schizophrenia.
Continual monitoring of the at-risk mental state cohort enabled us to re-
analyse the data. We are now able to distinguish which subjects converted
to psychosis after a period of two years. With this in mind, it seems that
the centrality measures of the anterior cingulate cortex we used are good
candidates for predicting the onset of psychosis. Although these are very
preliminary results and only at the group level, we strongly believe that it
is possible to use similar methods at the level of individual subjects.
Another interesting aspect of our results is the reorganisation of the func-
tional network. It is known that the anterior cingulate cortex’s function
declines as the symptoms progress, while the brain operates in a critical
state. Its reorganisation before the onset of psychosis could be an attempt
of the brain to compensate a loss of criticality and remain in its critical
state.
In the research presented in Chapter 4, we showed that it is possible to
isolate diﬀerent mechanisms responsible for a single network of interaction
that we can observe. We used community detection to identify two mecha-
nisms responsible for the interaction in human mobile telecommunication in
Belgium: space and language. Although the results were hardly surprising,
it still is a proof of concept. This methodology can in principle be applied to
many diﬀerent systems and uncover non-dominant mechanisms responsible
for the structures observed. Our next step will be to apply this method
to brain correlation data. As we have already shown that the correlation
among voxels decreases with the distance, we expect these to dominate the
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topological structure. Hence, if we remove the spatial aspect, other struc-
tures, most probably relating to functional networks, might appear.
In retrospect, all we’ve done so far was play with pebbles on a beach, as
a famous scholar once said, the deﬁnitive answers to the questions we are
interested in are still very far in the horizon. We hope that the momentum
that complexity science has at present will carry on and that scientists from
diﬀerent origins will continue their eﬀorts to build boats and sail on the seas
of knowledge. It is very exciting to do science at a time of preparation for
what seems to be an incredible journey, and although we have been through
what might have felt like an odyssey, that was only the beginning of a long
adventure.
We are at an interesting point in science history, we have the power and
the means to obtain data about pretty much anything, and we might be in
the position soon to answer major questions, thanks to the emergence of
consortium of scientists from many diﬀerent ﬁelds collaborating to tackle
the problems of today. The work presented in this thesis is along those lines,
and we will continue to work in the directions sketched here; we believe in
the potential of the approaches used.
Although wide as a ﬁeld, complexity and networks have the potential to
bring experts from diﬀerent disciplines together. It is never easy to overcome
the language barriers, but nothing is impossible for a willing heart, and we
will need willing hearts if we want to push the boundaries of knowledge
further.
16 December 2011
The Mango Tree Hostel
Ipanema
Rio de Janeiro
Brazil
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