In this paper, we first give an expression for the Moore-Penrose inverse of the product of two tensors via the Einstein product. We then introduce a new generalized inverse of a tensor called product Moore-Penrose inverse. A necessary and sufficient condition for the coincidence of the Moore-Penrose inverse and the product Moore-Penrose inverse is also proposed. Finally, the triple reverse order law of tensors is introduced.
Introduction
Research on tensors has been very active recently [3, 4, 8, 15, 17, 19, 20, 24, 25] as tensors have many applications in different fields like graph analysis, computer vision, signal processing, data mining, and chemo-metrics, etc. (see [5, 6, 7, 10, 11, 21, 23] and the references cited there in). Let C I 1 ×···×I N be the set of order N and dimension I 1 × · · · × I N tensors over the complex field C. A ∈ C I 1 ×···×I N is a multiway array with N-th order tensor, and I 1 , I 2 , · · · , I N are dimensions of the first, second,· · · , Nth way, respectively. Each entry of A is denoted by a i 1 ...i N . Throughout the paper, tensors are represented in calligraphic letters like A, and the notation (A) i 1 ...i N = a i 1 ...i N represents the scalars. Let A ∈ C I 1 ×···×I M ×J 1 ×···×J N , then its conjugate transpose, denoted by A H , is defined as (
where the over-line stands for the conjugate of A i 1 ...i M j 1 ...j N . If the tensor A is real, then its transpose is denoted by A T , and is defined as (
The associative law of this tensor product holds. In the above formula, if
This product is used in the study of the theory of relativity [9] and in the area of continuum mechanics [16] . The Einstein product * 1 reduces to the standard matrix multiplication as
Brazell et al. [2] introduced the notion of the ordinary tensor inverse, as follows. 
is called the Moore-Penrose inverse of A, and is denoted by A † .
The authors of [1, 13] further studied different generalized inverses of tensors via the Einstein product. Jin et al. [14] again introduced the Moore-Penrose inverse of a tensor using t−product. They showed the existence and uniqueness of the Moore-Penrose inverse of an arbitrary tensor by using the technique of fast Fourier transform, and discussed an application to linear models. Ji and Wei [13] introduced the weighted Moore-Penrose inverse of an even-order tensor, and again the Drazin inverse of an even-order tensor [12] .
They [12] obtained an expression of the Drazin inverse through the core-nilpotent decomposition. Applications to find the Drazin inverse solution of the singular linear tensor equation A * N X = B is also presented. Many results on the generalized inverses, the X which only satisfies some of the four equations of the Definition 1.1, can be found in [1, 18] . The vast work on generalized inverses of a tensor and its several multivariety extensions in different areas of mathematics in the literature, motivate us to study further on theory of generalized inverses of a tensor. In this paper, we introduce a new type generalized inverse of tensor via the Einstein product called product Moore-Penrose inverse of tensor. This is obtained by extending the defining equations for the Moore-Penrose inverse of a tensor. In addition, we present various expressions for the Moore-Penrose inverse of products of tensors.
The paper is outlined as follows. In the next section, we discuss some notations and definitions which are helpful in proving the main results. Section 3 contains the main results.
Preliminaries
For convenience, we first briefly explain some of the terminologies. We refer to C m×n as the set of all complex m × n matrices, where C denotes the set of complex scalars. We denote C I 1 ×···×I N as the set of order N complex tensors. Indeed, a matrix is a second order tensor, and a vector is a first order tensor. A tensor O denotes the zero tensor if all the entries are zero. A tensor A ∈ C I 1 ×···×I N ×I 1 ×···×I N is Hermitian if A = A H and skew-Hermitian if
Next, we present a result for a Hermitian tensor which is useful while proving our main results.
Hence the uniqueness is established.
We termed the tensor X in the equation (16) as the product Moore-Penrose inverse of A, and denote it as A π † . An alternative representation of the product Moore-Penrose inverse is given in the following theorem.
and
Also,
follow from Theorem 3.4 and Lemma 2.1. In the next result, we represent B and C as product Moore-Penrose inverse.
Example 3.9. Consider the tensor A = (a ijkl ) 1≤i,j,k,l≤2 ∈ C 2×2×2×2 , such that
Suppose that A is factorized as A = R * 2 S * 2 T , where
, s
, where
At this point one may be interested to know when does the product Moore-Penrose inverse coincide with the Moore-Penrose inverse? The answer to this question is explained in the following theorem.
, s ij22 = 0 0 0 0 ; 
