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Within the framework of the Gaussian-state theory, we show that the quantum many-body ground
state of a trapped condensate with weakly attractive interaction is a single-mode squeezed vacuum
state, as oppose to the coherent state under repulsive interaction. The spatial mode of the squeezed-
state condensates satisfies a Gross-Pitaevskii like equation in which the interaction strength is aug-
mented by a factor 3 due to the large particle fluctuation of the squeezed state. We also study
the collective excitations of the condensates by the tangential space projection, which leads to new
two-particle excitations and confirms the phase transition from coherent-state to squeezed-state
condensates. Our investigation clarifies the quantum states of the attractive condensates and will
shed new light on research of the droplet phases in dipolar and multicomponent condensates.
Introduction.—The theoretical description of the quan-
tum state of Bose-Einstein condensates (BECs) has been
of fundamental importance [1–3]. Along with the devel-
opment of the superconducting theory [4], it was grad-
ually realized that the broken gauge symmetry (or the
off-diagonal long-range order) and the phase coherence
were the most essential ingredients of BECs [5–8], which
allowed the condensates to be described by macroscopic
wavefunctions. The experimentally demonstrated phase
coherence of the BECs [9–11] suggest that the coherent
state might be the most reliable representation for, in
particular, open-system condensates [12]. In fact, the
coherent-state description of BECs, including the Gross-
Pitaevskii equation (GPE) and the Bogoliubov excita-
tions [13] around the coherent-state condensates (CSCs),
has achieved great success in describing the trapped
atomic BECs with repulsive interactions. Although more
sophisticated approaches [14–18] that incorporates cor-
rections from Hartree-Fock-Bogoliubov terms were also
adopted to study the quantum states of BECs, both the
conventional Bogoliubov treatment and these improved
approaches are not fully self-consistent variational the-
ory.
In this Letter, we revisit the quantum state of trapped
BECs with contact interactions by employing the fully
self-consistent Gaussian-state theory (GST) [19, 20], in
which quantum many-body states are described within
the whole Gaussian manifold. Surprisingly, we find that,
as oppose to the CSCs under repulsive interactions, the
quantum ground state of attractive BECs is a single-
mode squeezed vacuum state. The spatial modes of
the squeezed-state condensates (SSCs) satisfy a Gross-
Pitaevskii like equation in which the interaction strength
is augmented by a factor of 3 compared to that of the
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GPE. The transition from CSCs to SSCs, realized by tun-
ing the s-wave scattering length to a negative value, is of
first order. Physically, SSCs are featured by their super-
Poissonian particle-number statistics, in striking contrast
to the Poissonian one for CSCs. Therefore, SSCs repre-
sent a new quantum state of macroscopic matter waves.
We also study the collective excitations of the conden-
sates via tangential space projection which takes into
account both one-particle excitations (1PEs), i.e., con-
ventional Bogoliubov excitations, and two-particle exci-
tations (2PEs) [20]. Our approach naturally gives rise to
the Goldstone zero mode in trapped Bose gases [6, 20].
Moreover, in both CSC and SSC phases, we find low-lying
2PEs that are crucial for determining the properties of
the condensates. We are aware of that number squeezing
in the condensate mode was also considered by other re-
searchers for repulsive interactions [14, 18, 21–28], where
the condensate should be dominated by coherent-state
fraction.
Formulation.—We consider a trapped condensate of
N interacting bosonic atoms at zero temperature. In
second-quantized form, the Hamiltonian of the system is
H =
∫
drψˆ†(r)Lψˆ(r) + U
2
∫
drψˆ†2(r)ψˆ2(r), (1)
where ψˆ(r) is the field operator for bosonic atoms, L =
−~2∇2/(2m)+V (r)−µ is the single-particle Hamiltonian
with m being the mass of the atom, V (r) the external
trap, and µ the chemical potential, and U = 4pi~2as/m
represents the strength of the collisional interaction with
as being the s-wave scattering length. Without loss of
generality, we assume that the trapping potential is an
isotropic harmonic oscillator, V (r) = mω2hor
2/2, where
ωho is the trapping frequency.
To proceed, let us briefly recall the GST [19, 20]. A
general Gaussian state takes the form
|ΨGS〉 = eΨˆ†ΣzΦei 12 Ψˆ†ξΨˆ |0〉 , (2)
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2where Ψˆ(r) =
(
ψˆ(r), ψˆ†(r)
)T
is the field operators in the
Nambu basis and Σz = σzδ(r−r′) with σz being the Pauli
matrix. In principle, the wave function Φ(r) = 〈Ψˆ〉 =(
φ(r), φ∗(r)
)T
and the Hermitian matrix ξ which define
the Gaussian manifold are the variational parameters to
be determined. Practically, instead of using ξ, we intro-
duce the covariance matrix Γ(r, r′) =
〈{δΨˆ(r), δΨˆ†(r′)}〉
of the fluctuation field δΨˆ = Ψˆ− Φ to remove the gauge
redundancy [19], where Γ and ξ are related through the
symplectic matrix S ≡ eiΣzξ as Γ = SS†. For a Gaussian
state, the coherent and squeezed parts of the condensates
are characterized by Φ and Γ, respectively. It should
be noted that, for short-hand notation, the products in
Eq. (2) should be understood as the matrix multiplica-
tions in the coordinate and Nambu spaces [29].
With respect to the Gaussian state (2), Wick’s theorem
leads to the mean-field Hamiltonian [29],
HMF = E + (δψˆ
†η + η∗δψˆ) +
1
2
: δΨˆ†HδΨˆ :, (3)
where E = 〈ΨGS|H|ΨGS〉 is the variational energy,
η[φ,Γ] ≡
[
L+ U |φ(r)|2 + 2UG(r, r)
]
φ(r)
+ UF (r, r)φ∗(r), (4)
is the driving vector, and H[φ,Γ] ≡
( E ∆
∆† E∗
)
is a ma-
trix with elements E [φ,Γ] ≡ L + 2U[|φ(r)|2 + G(r, r)]
and ∆[φ,Γ] ≡ U [φ2(r) + F (r, r)]. Here, G(r, r′) ≡〈
δψˆ†(r′)δψˆ(r)
〉
and F (r, r′) ≡
〈
δψˆ(r′)δψˆ(r)
〉
are the
normal and anomalous Green functions, respectively. It
should be noted that, in Eq. (3), the normal-ordered op-
erators : Oˆ : is defined with respect to the Gaussian state.
The ground-state solution, (φ0,Γ0), can be obtained
by numerically evolving the imaginary-time equations of
motion (EOM) [19, 20],
∂τΦ = −Γ
(
η
η∗
)
, (5a)
∂τΓ = Σ
zHΣz − ΓHΓ, (5b)
in, for instance, a truncated harmonic oscillator ba-
sis [29], which converge at large imaginary time τ . Equiv-
alently, we may also find (φ0,Γ0) via diagonalizing the
mean-field Hamiltonian HMF by requiring η[φ0,Γ0] = 0
and S†0H[φ0,Γ0]S0 = I2 ⊗D, where I2 is the 2× 2 iden-
tity matrix, D is a diagonal matrix, and Γ0 = S0S
†
0 is
constructed self-consistently by the symplectic matrix S0
satisfying S0Σ
zS†0 = Σ
z [19, 20].
CSC-SSC transition.—Here we explore the ground-
state properties of a weakly interacting condensate. Fig-
ure 1 shows the coherent-state fraction, Nc/N , and the
energy per particle, E/N , versus the dimensionless inter-
action strength, Nas/aho, where Nc =
∫
dr |φ(r)|2 is the
particle number in coherent state and aho =
√
~/(mωho)
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FIG. 1: (color online). Nc/N (blue, left y axis) and E/N (red,
right y axis) versus as for 3D (a) and quasi-2D (b) traps. The
insets show W as a function of as. Solid lines are obtained
via GST; while dots are found by solving GPE for as > 0 and
Eq. (8) for as < 0.
is the harmonic oscillator length. As can be seen, Nc/N
drops abruptly at as = 0 from essentially unit to zero as
as is tuned from positive to negative, indicating that the
variational ground state changes from a coherent state to
a squeezed vacuum state. This transition is further con-
firmed, in Fig. 1, by the non-analytic behavior of E/N
at as = 0. Furthermore, it is found that E/N diverges if
Nas/aho > −0.19, signaling the collapse of system.
For the coherent-state solutions covered by our numeri-
cal calculations, the depletion is always negligible. Thus,
to the lowest order, the ground-state can be expressed
as |ΨCS〉 = exp
[ ∫
drφ0(r)ψˆ
†(r)
] |0〉, where φ0 is the so-
lution of the equation η = 0 with G(r, r) and F (r, r)
being ignored, i.e., the conventional GPE. Interestingly,
the corrections to φ0(r) can be systematically included
by iteratively solving Eqs. (5). For demonstration pur-
poses, here we show how to obtain the first-order cor-
rection under local density approximation (see Supple-
mental Material [29] for details). To this end, we first
diagonalize H[φ0(r),Γ = I2δ(r − r′)] with the trapping
potential being ignored through Bogoliubov transforma-
tion. The resulting one-particle excitation (1PE) spec-
trum then give rise to G(r, r) = 8[n0(r)as]
3/2/(3
√
pi) and
F (r, r) = 8[n0(r)as]
3/2/
√
pi under local density approx-
imation, where n0(r) = |φ0(r)|2. Substituting G(r, r)
and F (r, r) back into the equation η = 0, one obtains
the GPE with Lee-Huang-Yang (LHY) correction [30–
32], an equation that yields the first-order correction of
φ0. From the above analysis, it is clear that the LHY-
corrected GPE is applicable only when the condensate is
dominated by the coherent-state fraction.
For the squeezed-state phase, our numerical results
unveil that the correlation functions can always be di-
agonalized into G(r, r′) ≈ Nf(r)f(r′) and F (r, r′) ≈√
N(N + 1)f(r)f(r′) with f(r) being the mode function.
3This remarkable result implies that the quantum many-
body ground state of a SSC is in a single-mode squeezed
vacuum state,
|ΨSS〉 = exp
[
1
2
ξ0(bˆ
†2 − bˆ2)
]
|0〉 , (6)
where bˆ† =
∫
drf(r)ψˆ†(r) and sinh ξ0 =
√
N .
To gain more insight into the squeezed state, we com-
pute the mean-field energy E using wave functions |ΨCS〉
and |ΨSS〉, separately. It turns out that the ground-state
energies take a unified form
E[φ¯(r)] =
∫
drφ¯∗(r)
[
L+ Ueff
2
∣∣φ¯(r)∣∣2] φ¯(r), (7)
where φ¯ = φ¯CS ≡ φ0 and Ueff = U for coherent states;
while φ¯ = φ¯SS ≡
√
Nf and Ueff = 3U [1 + (3N)
−1] ≈ 3U
for single-mode squeezed states. We remark that the fac-
tor of 3 enhancement of Ueff for the SSC is contributed
by the Hatree-Fock-Bogoliubov terms, which, as shall be
shown, also originates from the large particle number
fluctuation in squeezed states. A immediate consequence
of Eq. (7) is that the coherent (squeezed) state has a
lower energy when as > 0 (as < 0), in consistency with
the first order phase transition at as = 0. More remark-
ably, the variational principle, δE[φ¯SS]/δφ¯
∗
SS = 0, leads
to an effective equation[
L+ 3U ∣∣φ¯SS(r)∣∣2] φ¯SS(r) = 0, (8)
for the wave function of SSCs. Apparently, Eq. (8) has
the same form as the GPE that describes the CSCs except
for that the interaction strength is now tripled.
In Fig. 1, we compare the ground-state energy, E/N ,
and the condensate width, W = [
∫
drr2|φ¯(r)|2]1/2, sepa-
rately computed via the GST and the effective equations,
i.e., GPE for as > 0 and Eq. (8) for as < 0. As can be
seen, two approaches agree with each other for small |as|.
However, visible discrepancy is found close to the stabil-
ity boundary. This discrepancy can be attributed to the
insufficient basis states used in GST calculations, which,
in below, will be further explored by examining the ex-
citation spectrum of the system. More interestingly, the
similarity between Eq. (8) and GPE allows us to make
an inference on the stability of a SSC based on that of a
CSC [33, 34]: for negative scattering length, the conden-
sate remains metastable for N |as|/aho > 0.19. Conse-
quently, SSCs can only sustain finite number of particles
for a given negative scattering length as.
Density fluctuations.—We now explore the collective
excitations around a steady-state solution (φ0,Γ0) by the
tangential space projection approach [20]. For this pur-
pose, we linearize the real-time EOM [19]
i∂tφ = η, (9a)
i∂tΓ = Σ
zHΓ− ΓHΣz, (9b)
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FIG. 2: (color online). Energies of the low-lying density ex-
citations across the CSC-SSC transition..
around (φ0,Γ0) by letting φ = φ0 + δφ and Γ = Γ0 + δΓ,
where δφ represents the 1PEs and δΓ relates to the 2PEs,
δξ (the fluctuation of ξ), according to [29]
δΓ = 2
(
δG(r, r′) δF (r, r′)
δF †(r, r′) δG(r′, r)
)
= 2iS0
(
0 δξ
−δξ† 0
)
S†0.
It then follows from the linearization of Eqs. (9) that the
fluctuations obey the equations
i∂tδφ = Eδφ+ ∆δφ∗ + 2Uφ0δG(r, r)
+ Uφ∗0δF (r, r), (10a)
i∂tδξ = {D, δξ} − i(S†0δHS0)12, (10b)
where the subscript ‘12’ denotes the off-diagonal block
in the Nambu basis and δH =
(
δE δ∆
δ∆† δE
)
with
δE = 2U [φ∗0(r)δφ(r) + φ0(r)δφ∗(r) + δG(r, r)] and δ∆ =
U [2φ0(r)δφ(r) + δF (r, r)]. Equations (10) and their con-
jugate counterparts constitute the generalized Bogoli-
ubov fluctuation analysis [20], which is equivalent to the
random-phase approximation extensively used in con-
densed matter physics [20, 35, 36]. Numerically, we diag-
onalize the linearized Eqs. (10) in a truncated harmonic
oscillator basis to find the excitation spectrum [29]. It
should be noted that, owing to the rotational symme-
try, each excitation can be labeled by its orbital angular
momentum L.
Figure 2 shows the low-lying energy spectrum across
the CSC-SSC transition for the excitations with total an-
gular momentum L = 0 and 1. A immediate observation
is that, independent of as, a Goldstone zero mode associ-
ated with the U(1) symmetry breaking always presents.
This result is highly nontrivial as in the general situation,
Γ0 6= I2δ(r − r′), the mean-field Hamiltonian H[φ0,Γ0]
is gapped, which seems violating the Goldstone theorem.
Previously, this inconsistency was usually remedied by in-
troducing approximations to modify H [14, 16–18, 22–24]
4such that the Hugenholtz-Pines condition [37, 38] is satis-
fied. Here, instead of diagonalizing the mean-field Hamil-
tonian, our approach diagonalizes the linearized EOM,
Eqs. (10), which computes the excitation self-consistently
by taking a full consideration of 1PEs, 2PEs, and their
couplings. As analyze by Guaita et al. [20] in lattice
systems and also confirmed by our numerical computa-
tion for trapped BECs, the tangential space projection
approach gives rise to the Goldstone zero mode natually.
We now turn to study the nonzero modes of the CSC
phase. Here the density fluctuation, δn = φ0δφ
∗+φ∗0δφ+
δG(r, r), is dominated by the 1PEs which couple to the
2PEs as described by Eqs. (10). The lowest nonzero mode
(labeled a in Fig. 2) is a two-particle breathing mode
which represents the radial expansion and contraction
of the gas, in analogy to the single-particle Bogoliubov
breathing mode. As as is lowered, mode a softens to-
ward zero energy, signaling the onset of the instability of
the CSC phase. The excitations around ~ωho contains
three 1PEs and three 2PEs which are six-fold degenerate
at as = 0 owing to the rotational symmetry of the sys-
tem. After interaction is switched on, the degeneracy of
these modes is partially lifted by the 1PE-2PE coupling.
As a result, these six modes are evenly grouped into two
branches, each of which is of three-fold degenerate. Par-
ticularly, excitations in the lower branch (labeled b) are
single-particle dominating dipole modes, representing the
center-of-mass motion of the condensate in an isotropic
harmonic potential. As expected, the excitation energy
of these dipole modes, ~ωho, is independent of the scat-
tering length. The excitations around 2~ωho are grouped
into three branches: the middle branch (labeled c) which
is nondegenerate and is dominated by the 1PE can be
identified as the the conventional breathing mode; while
other two branches that are of three-fold and five-fold
degeneracy are dominated by the 2PEs.
In the SSC phase, the vanishing φ0 has two implica-
tions: i) 1PEs and 2PEs are decoupled and ii) the density
fluctuation δn = δG(r, r) only consists of 2PEs. As a re-
sult, the excitation spectrum shown in Fig. 2 for as < 0 is
only for 2PEs. In particular, it is found that the softened
two-particle breathing mode in the CSC phase turns into
the Goldstone zero mode of the SSC phase when as be-
comes negative. Unlike that in the CSC phase, the lowest
nonzero excitations in the SSC phase (labeled d) are two-
particle dipole modes, which suggests that SSCs are less
compressible than CSCs since any mode describing the
deformation of a SSC costs more energy than the center-
of-mass motion. We note that the deviation of the dipole
excitation energy from ~ωho for as close to the stability
boundary is because the number of the basis states used
in our numerical calculations is inadequate to ensure the
convergence of the solution [39]. Finally, mode e in Fig. 2
is the two-particle breathing mode which softens with the
increase of |as| and eventually becomes unstable.
Discussion and conclusion.—It is well-known that the
CSC has Poissonian statistics with particle number fluc-
tuation ∆N =
√
N . In contrast, the particle number
statistics of the SSC is super-Poissonian which has a
larger number fluctuation ∆N ≈ √2N . Consequently,
the SSC is also featured by the normalized second-order
correlation function
g(2)(0) =
〈
ψˆ†2(r)ψˆ2(r)
〉∣∣〈ψˆ†(r)ψˆ(r)〉∣∣2 ≈ 3,
as compared to g(2)(0) ≈ 1 for CSCs. Because the in-
teraction energy density is proportional to g(2)(0), the
large number fluctuation of the SSCs leads to a lower in-
teraction energy when as < 0 and a tripled interaction
strength in the effective Eq. (8).
This unique features of the SSCs also offers clues for
their experimental detection. For instance, direct mea-
surement of the particle-number statistics of an weakly
attractive condensate would single a SSC out from a
CSC. In addition, one may also measure the critical scat-
tering length N |as|/aho which is around 0.19 for SSCs. In
fact, we are aware of that a measured value in the 39K ex-
periment performed by LENS group was roughly 0.2 [41],
which is very likely due to the large particle number fluc-
tuations in squeezed states. Additionally, the measure-
ment of the Tan contact [42, 43] across the gas-droplet
phase transition may provide evidences for the change
of the interaction strength. Finally, a smoking-gun sig-
nature for the squeezed-state condensate is provided by
measuring g(2)(0) in time-of-flight experiments. In fact,
as shown in the Supplement Material [29], g(2) remain
unchanged if the atom-atom interaction is switched off
in the free expansion.
In conclusion, we have shown that the quantum ground
state of a weakly attractive condensate is a single-mode
squeezed state. An effective equation governing the spa-
tial mode of the SSCs has also be derived, in which, due
to the large number fluctuation of the squeezed state,
the interaction strength is tripled compared to that in the
conventional GPE. Our findings clarify a widely accepted
misconception about the quantum state of attractive con-
densates. We believe that this study will open new av-
enues for research in ultracold atomic gases, in particular,
for the droplet phases in dipolar and multiple-component
condensates [44, 45]. Our future works will include the
studies of droplet phases via GST. And, for complete-
ness, we shall also include three-body interactions in our
studies.
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6Supplemental Material
In Sec. SM1, we derive the ground state energy and mean-field Hamiltonian using the Wick’s theorem. Then we
show in Sec. SM2 how to projection EOM onto the basis of a spherical harmonic oscillator, which can be used to solve
the EOM numerically. In Sec. SM3, we show how to obtain the Lee-Huang-Yang (LHY) corrected Gross-Pitaevskii
equation from the Gaussian-state theory. In Sec. SM4, we show in detail how to linearize the real-time EOM which
allows us to systematically perform the fluctuation analysis. Finally, we calculate the second order correlation function
g(2)(0) of a free expanded squeezed-state condensate in Sec. SM5.
SM1. DERIVATION OF THE EOM
In the section, we derive the ground state energy and the mean-field Hamiltonian for the general Gaussian states.
To this end, we decompose the field operator into the coherent part φ(r) and the fluctuation operator δψˆ(r), i.e.,
ψˆ(r) = φ(r) + δψˆ(r). The total Hamiltonian of the system can then be expressed as H =
∑4
j=0 hj , where
h0 =
∫
drφ∗(r)
[
L+ U
2
|φ(r)|2
]
φ(r) (SM1)
is the constant term,
h1 + h3 =
∫
dr
[
δψˆ†(r)Lφ(r) + Uδψˆ†(r) |φ(r)|2 φ(r) + Uδψˆ†2(r)δψˆ(r)φ(r) + H.c.
]
(SM2)
are the linear and cubic terms, and
h2 + h4 =
∫
dr
{
δψˆ†(r)
[
L+ 2U |φ(r)|2
]
δψˆ(r) +
U
2
[
φ2(r)δψˆ†2(r) + H.c.
]
+
U
2
δψˆ†2(r)δψˆ2(r)
}
(SM3)
are the quadratic and quartic terms. It follows from Wick’s theorem that the mean-field Hamiltonian, in normal
ordered form, is
HMF = E +H1 +H2, (SM4)
E = h0 +
∫
dr
{
lim
r′→r
L(r)
〈
δψˆ†(r′)δψˆ(r)
〉
+ 2U
[
|φ(r)|2 + 1
2
〈
δψˆ†(r)δψˆ(r)
〉]〈
δψˆ†(r)δψˆ(r)
〉
+
U
2
[
φ2(r)
〈
δψˆ†2(r)
〉
+ H.c.
]
+
U
2
〈
δψˆ2(r)
〉〈
δψˆ†2(r)
〉}
, (SM5)
H1 =
∫
dr
[
δψˆ†(r)η(r) + H.c.
]
, (SM6)
H2 =
1
2
∫
dr :δΨˆ†(r)HδΨˆ(r) :, (SM7)
where η and H are given in the main text. We note that, in Eq. (SM7), the matrix multiplication in coordinate
space in the term 12 : δΨˆ
†HδΨˆ : of Eq. (3) is explicitly expressed as integration over r in Eq. (SM7). Similarly, the
products in Eqs. (2), (5), (9), and (10) of the main text should also be understood as the matrix multiplications in
the coordinate and Nambu spaces. The EOM in imaginary time [Eqs. (5) in the main text] are obtained by projecting
∂τ |Ψ〉 = −(H − 〈H〉) |Ψ〉 (SM8)
onto the tangential space of the variational Gaussian manifold [19]. In similar way, we obtain the EOM in the real
time, i.e., Eqs. (9) in the main text. In the next section, we demonstrate how to solve Eqs. (5) numerically by
expanding them onto the eigenbasis of the harmonic oscillator.
SM2. EOM IN THE EIGENBASIS OF AN ISOTROPIC HARMONIC OSCILLATOR
Here we show how to project the imaginary-time EOM onto the eigenbasis of a spherical harmonic oscillator, which
further allows us to solve the EOM numerically. To this end, we note that the eigenstates of a spherical harmonic
7oscillator are
ϕnlm(r) = Rnl(r)Ylm(Ω) =
√
2Γ(n+ l + 3/2)
n!Γ(l + 3/2)2
rle−
1
2 r
2
F (−n, l + 3/2, r2)Ylm(Ω) (SM9)
with eigenenergies εnl = 2n+ l+ 3/2− µ, where n ≥ 0, l = n, n− 2, n− 4, . . . , 1 or 0, m = −l,−l+ 1, . . . , l, F (a, b, z)
is the confluent hypergeometric function of the first kind, Ylm(Ω) are spherical harmonics, and we have used aho as
length unit. Now, the coherent part and the covariance matrix elements can be expanded in the basis set {ϕnlm} as
φ(x) =
∑
n
ϕn00(r)βn, (SM10)
G(x, x′) =
∑
nn′
∑
lm
ϕ∗n′lm(r
′)ϕnlm(r)Glmnn′ , (SM11)
F (x, x′) =
∑
nn′
∑
lm
ϕn′l−m(r′)ϕnlm(r)F lmnn′ , (SM12)
where βn, G
lm
nn′ , and F
lm
nn′ are expansion coefficients. Due to the rotational symmetry, we have G
lm
nn′ = G
l
nn′ and
F lmnn′ = (−1)mF lnn′ . Namely, Glmnn′ is independent of m and F lmnn′ only depends on m through the sign (−1)m. After
substituting these expansions into the EOM (5), we obtain
∂τ
(
βn
β∗n
)
= −
∑
n′
Γ00nn′
(
ηn′
η∗n′
)
, (SM13)
∂τΓ
lm
nn′ = σ
zHlmnn′σz −
∑
ss′
ΓlmnsHlmss′Γlms′n′ , (SM14)
where the covariance matrix is
Γlmnn′ = 2
(
Glnn′ (−1)mF lnn′
(−1)mF lnn′ Glnn′
)
+ I (SM15)
and the linear driving vector is
ηn = εn0βn +
∑
n′n1n′1
∑
l1
M0,l1nn′n1n′1
(2l1 + 1)
[
(β∗n′1βn1δl10 + 2G
l1
n1n′1
)βn′ + F
l1
n1n′1
β∗n′
]
. (SM16)
Moreover, the interaction matrix elements are
M ll1nn′n1n′1
= as
∫ ∞
0
drr2Rnl(r)Rn′l(r)Rn1l1(r)Rn′1l1(r)
=
as
2l+l1+1/2
√
n!n′!n1!n′1!Γ
(
n+ l + 32
)
Γ
(
n′ + l + 32
)
Γ
(
n1 + l1 +
3
2
)
Γ
(
n′1 + l1 +
3
2
)
×
∑
k1k2k3k4
Γ
(
3
2
+ l + l1 +K
)
1
(n− k1)!
1
(n′ − k2)!
1
(n1 − k3)!
1
(n′1 − k4)!
× 1
Γ
(
l + 32 + k1
)
Γ
(
l + 32 + k2
)
Γ
(
l1 +
3
2 + k3
)
Γ
(
l1 +
3
2 + k4
) (− 12 )K
k1!k2!k3!k4!
, (SM17)
where K =
∑
i ki and the summation over ki runs over all integers that validate the term being summed. Finally, the
mean-field Hamiltonian H is block diagonalized as ⊕lmHlm in the eigenbasis ϕnlm(r), where
Hlm =
( E l (−1)m∆l
(−1)m∆l∗ E l∗
)
(SM18)
with
E l = εnlδnn′ + 2
∑
n1n′1,l1
M l,l1nn′n1n′1
(2l1 + 1)
(
δl10β
∗
n′1
βn1 +G
l1
n1n′1
)
, (SM19)
∆l =
∑
n1n′1,l1
M l,l1nn′n1n′1
(2l1 + 1)
(
δl10βn′1βn1 + F
l1
n1n′1
)
. (SM20)
In numerical calculation, the basis set {ϕnlm} is truncated by introducing ncut and letting n ≤ ncut. The ground
state solution can then be obtain by numerically evolving Eqs. (SM13) and (SM14) until βn, G
l
nn′ , and F
l
nn′ all
converge.
8SM3. LEE-HUANG-YANG CORRECTION DERIVED FROM GAUSSIAN-STATE THEORY
Here we show in detail how to derive the LHY correction from the Gaussian-state theory. For positive scattering
length, the optimal Gaussian state is close to a coherent state. By neglecting the contributions of
〈
δψˆ†(x)δψˆ(x)
〉
and〈
δψˆ2(x)
〉
, we find
η =
[
L+ U |φ(r)|2
]
φ(r), (SM21)
E = L+ 2U |φ(r)|2 , (SM22)
∆ = Uφ2(r). (SM23)
The steady-state condition, ∂τΦ = 0, then leads to the GP equation[
L+ U |φ(r)|2
]
φ(r) = 0, (SM24)
whose solution gives rise to the ground state wavefunction φ0(r) of the coherent-state condensate. Another steady-
state condition ∂τΓ = 0, namely,
ΣzH[φ0,Γ0]Σz − Γ0H[φ0,Γ0]Γ0 = 0, (SM25)
can be used to determine Γ0 which describes the small depletion and squeezing.
To proceed, let us first show that Eq. (SM25) stands if H[φ0,Γ0] can be diagonalized by a symplectic matrix S0
(defined by S0Σ
zS†0 = Σ
z), i.e., S†0H[φ0,Γ0]S0 = I2 ⊗D, where Γ0 is fixed by Γ0 = S0S†0. The proof goes as follows.
ΣzH[φ0,Γ0]Σz − Γ0H[φ0,Γ0]Γ0 = ΣzH[φ0,Γ0]Σz − S0S†0H[φ0,Γ0]S0S†0
= ΣzH[φ0,Γ0]Σz − S0(I2 ⊗D)S†0
= ΣzH[φ0,Γ0]Σz − ΣzH[φ0,Γ0]Σz
= 0. (SM26)
For the homogeneous system, Eq. (SM24) gives the relation µ = Un0 of the chemical potential and the condensate
density n0 = |φ0|2. The Bogoliubov transformation
Sk =
(
uk vk
vk uk
)
(SM27)
diagonalizes the mean-field Hamiltonian
Ek = k
2
2m
+ n0U
(d), ∆k = n0U
(d) (SM28)
in the momentum space, where the Bogoliubov parameters
uk =
√
1
2
( Ek
Ek
+ 1
)
, vk = −
√
1
2
( Ek
Ek
− 1
)
(SM29)
are determined by the single excitation spectrum Ek =
√E2k −∆2k. The depletion and the squeezing effects can be
evaluated as 〈
δψˆ†(r)δψˆ(r)
〉
=
∫
dk
(2pi)3
1
2
( Ek
Ek
− 1
)
=
8
3
√
n30a
3
s
pi
,
〈
δψˆ2(r)
〉
= −
∫
dk
(2pi)3
∆k
(
1
2Ek
− m
k2
)
= 8
√
n30a
3
s
pi
. (SM30)
In the first order iteration, we take into account the contributions of
〈
δψˆ†(r)δψˆ(r)
〉
and
〈
δψˆ2(r)
〉
in η, which leads
to the chemical potential µ = n0U + δµ, where
δµ =
40
3
n0U
(3)
√
n0a3s
pi
(SM31)
9is the LHY correction to the chemical potential. For the inhomogeneous system with slowly varying potentials, the
local density approximation then leads to the GP equation with LHY corrections[
L+ U |φ0(r)|2 + 40
3
Uas
√
as
pi
|φ0(r)|3
]
φ0(r) = 0. (SM32)
SM4. FLUCTUATION ANALYSIS
To obtain the fluctuation spectrum, we linearize EOM (9) around a steady state solution φ0(r) and Γ0 = S0S
†
0
of Eq. (5). Specifically, we decompose the coherent part and two-particle excitations described by δφ(r) and δϑ,
respectively. In the second quantized form, the state with fluctuation reads∣∣Ψ¯GS〉 = eΨˆ†Σz(Φ+δΦ)ei 12 Ψˆ†ξ0Ψˆei 12 Ψˆ†δϑΨˆ |0〉 , (SM33)
where δΦ = (δφ, δφ∗)T . Correspondingly, the symplectic matrix becomes S = S0eiΣ
zδϑ. However, there is some gauge
redundancy [20] in the generator δϑ that does not change the covariance matrix, or equivalently, the ground state.
This can be seen as follows. Considering the infinitesimal generator δϑ, we can expnd S ∼ S0(1 + iΣzδϑ) to the first
order. Since Γ = SS† ∼ Γ0 + iS0[Σz, δϑ]S†0, the generator that commutes with Σz does not change the covariance
matrix. In general, the generator δϑ without redundancy only has the off-diagonal form δϑ =
(
0 δξ
δξ† 0
)
. The
symplectic matrix the becomes
S = S0 exp
[
iΣz
(
0 δξ
δξ† 0
)]
, (SM34)
and the fluctuation of the covariance matrix becomes
δΓ = Γ− Γ0 = SS† − S0S†0 = 2iS0
(
0 δξ
−δξ† 0
)
S†0. (SM35)
In terms of S, the EOM (9) can be written in the equivalent form
i∂tφ = η, (SM36)
iS†Σz∂tS = S†HS. (SM37)
The linearization of Eq. (SM36) and (SM37) around φ0 and S0 results in
i∂tδφ = δη, (SM38)
i∂tδξ = {D, δξ} − i(S†0δHS0)12, (SM39)
where the subscript 12 denotes the off-diagonal block in the Nambu basis, and the fluctuations of the linear driving
term and the mean-field Hamiltonian are
δη = Eδφ(r) + ∆δφ∗(r) + 2Uφ0(r)δG(r, r) + Uφ∗0(r)δF (r, r), (SM40)
and δH =
(
δE δ∆
δ∆† δE∗
)
:
δE = 2U [φ∗0(r)δφ(r) + φ0(r)δφ∗(r) + δG(r, r)], (SM41)
δ∆ = U [2φ0(r)δφ(r) + δF (r, r)]. (SM42)
As an example, we demonstrate how to diagonalize Eqs. (SM38) and (SM39) numerically in a 3D spherical trap.
Assuming that a steady-state solution (φ0,Γ0) is numerically obtained via the method introducing in SM2, which
allows us to construct the mean-field Hamiltonian H[φ0,Γ0]. The symplectic diagonlization of H[φ0,Γ0] then gives
rise to the spectrum D and S0, where in the eigenbasis φ0(r) =
∑
n ϕn00(r)β
(0)
n and
S0 =
∑
lm
ϕnlm(r)
(
ulns (−1)mvl∗ns
vlns (−1)mul∗ns
)
(SM43)
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is determined by the Bogoliubov parameters ulns and v
l
ns.
Since the total angular momentum is conserved, we consider the single-Bogoliubov excitation δφ(r) =
ϕnLML(r)δβnLML with angular momemntum (L,ML). It is clear that in the second quantized form, δξ
l1m1,l
′
1m
′
1
s1,s′1
is the wavefunction of the two-excitation state
∑
s1s′1,l1m1l
′
1m
′
1
δξ
l1m1,l
′
1m
′
1
s1,s′1
b†s1l1m1b
†
s′1l
′
1−m′1 |0〉 /2, where b
†
s1l1m1
b†s′1l′1−m′1
creates two Bogoliubov excitaitons with angular momenta l1m1 and l
′
1m
′
1. Thus, two Bogoliubov excitations with
the total angular momentum (L,ML) are described by δξ
l1m1,l
′
1m
′
1
s1,s′1
=
√
2CLMLl1m1,l′1−m′1δξ
l1,l
′
1
s1,s′1
, where CLMLl1m1,l′1m′1
is the
Clebsch-Gordan coefficients.
Due to the rotational symmetry along the z axis, the spectrum of the excitation with momentum L has (2L+1)-fold
degeneracy, thus without loss of generality we can choose ML = 0. The fluctuation
δG(r, r) = i
∑
m1
∑
l1l′1
∑
n1n′1s1,s
′
1
ϕn1l1m1(r)ϕn′1l′1−m1(r)
(
ul1n1s1v
l′1
n′1s
′
1
δξ
l1m1,l
′
1m1
s1,s′1
− vl1∗n1s1u
l′1∗
n′1s
′
1
δξ
l1m1,l
′
1m1∗
s1,s′1
)
, (SM44)
δF (r, r) = i
∑
m1
∑
l1l′1
∑
n1n′1s1,s
′
1
ϕn1l1m1(r)ϕn′1l′1−m1(r)
(
ul1n1s1u
l′1
n′1s
′
1
δξ
l1m1,l
′
1m1
s1,s′1
− vl1∗n1s1v
l′1∗
n′1s
′
1
δξ
l1m1,l
′
1m1∗
s1,s′1
)
, (SM45)
of the correlation functions, i.e., the elemnets of δΓ, are determined by Eqs. (SM35) and (SM43).
It follows from Eq. (SM38) that
i∂tδβnL0 = δηnL, (SM46)
where
δηnL = ELδβnL0 + ∆Lδβ∗nL0
+ i
√
2
∑
l1l′1s1,s
′
1
∑
n′n1n′1
β
(0)
n′ M¯
L0l1l
′
1
nn′n1n′1
[(
ul1n1s1v
l′1
n′1s
′
1
+ vl1n1s1u
l′1
n′1s
′
1
+ ul1n1s1u
l′1
n′1s
′
1
)
δξ
l1,l
′
1
s1,s′1
−
(
ul1∗n1s1v
l′1∗
n′1s
′
1
+ vl1∗n1s1u
l′1∗
n′1s
′
1
+ vl1∗n1s1v
l′1∗
n′1s
′
1
)
δξ
l1,l
′
1∗
s1,s′1
]
(SM47)
is determined by (EL, ∆L) [see Eq. (SM20)] and
M¯
ll′l1l′1
nn′n1n′1
= CL0l0l′0
√
(2l + 1)(2l′ + 1)
(2L+ 1)
M
ll′l1l′1
nn′n1n′1
√
(2l1 + 1)(2l′1 + 1)
(2L+ 1)
CL0l10l′10 (SM48)
is determined by
M
ll′l1l′1
nn′n1n′1
=
as
2(l+l
′+l1+l′1+1)/2
√
n!n′!n1!n′1!Γ(n+ l + 3/2)Γ(n′ + l′ + 3/2)Γ(n1 + l1 + 3/2)Γ(n
′
1 + l
′
1 + 3/2)∑
k1k2k3k4
Γ(
3 + l + l′ + l1 + l′1
2
+K)
1
(n− k1)!
1
(n′ − k4)!
1
(n1 − k3)!
1
(n′1 − k2)!
1
Γ(l + 3/2 + k1)Γ(l′ + 3/2 + k4)Γ(l1 + 3/2 + k3)Γ(l′1 + 3/2 + k2)
(− 12 )K
k1!k2!k3!k4!
. (SM49)
Here, we have used the relation
∑
m1
CL0l1m1,l′1−m1Yl1m1(rˆ)Yl′1−m1(rˆ) =
√
(2l1 + 1)(2l′1 + 1)
4pi(2L+ 1)
CL0l10l′10YL0(rˆ). (SM50)
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The EOM (SM39) gives rise to
i∂tδξ
l,l′
s,s′ = (Dl +Dl′)δξ
l,l′
s,s′
+
∑
l1l′1s1s
′
1
∑
nn′n1n′1
M¯
ll′l1l′1
nn′n1n′1
[(
ul†snv
l′†
s′n′ + v
l†
snu
l′†
s′n′
)(
ul1n1s1v
l′1
n′1s
′
1
+ vl1n1s1u
l′1
n′1s
′
1
)
+ul†snu
l′†
s′n′u
l1
n1s1u
l′1
n′1s
′
1
+ vl†snv
l′†
s′n′v
l1
n1s1v
l′1
n′1s
′
1
]
δξ
l1,l
′
1
s1,s′1
−
∑
l1l′1s1s
′
1
∑
nn′n1n′1
M¯
ll′l1l′1
nn′n1n′1
[(
ul†snv
l′†
s′n′ + v
l†
snu
l′†
s′n′
)(
ul1∗n1s1v
l′1∗
n′1s
′
1
+ vl1∗n1s1u
l′1∗
n′1s
′
1
)
+ul†snu
l′†
s′n′v
l1∗
n1s1v
l′1∗
n′1s
′
1
+ vl†snv
l′†
s′n′u
l1∗
n1s1u
l′1∗
n′1s
′
1
]
δξ
l1,l
′
1∗
s1,s′1
− i
√
2
∑
nn′n1n′1
(
ul†snv
l′†
s′n′ + v
l†
snu
l′†
s′n′ + u
l†
snu
l′†
s′n′
)
M¯ ll
′L0
nn′n1n′1
β
(0)
n′1
δβn1L0
− i
√
2
∑
nn′n1n′1
(
ul†snv
l′†
s′n′ + v
l†
snu
l′†
s′n′ + v
l†
snv
l′†
s′n′
)
M¯ ll
′L0
nn′n1n′1
β
(0)
n′1
δβ∗n1L0 (SM51)
for the wavefucntion δξ
l1,l
′
1
s1,s′1
of two-Bogoliubov excitations.
The linearized Eqs. (SM46) and (SM51) show that δβnL0 and δξ
l,l′
s,s′ couple to their conjugate amplitudes, which
together with their conjugate counterpart form the generalized Bogoliubov fluctuation theory [20]. In the gas phase,
the non-zero condensate part β
(0)
n 6= 0 induces the coupling between the single- and two- Bogoliubov excitations,
which reproduces the Goldstone zero mode and the decay of the single excitation. In the droplet phase, β
(0)
n = 0, and
the two excitation decouples with the single Bogoliubov excitation.
SM5. SECOND-ORDER CORRELATION FUNCTIONS IN FREE EXPANSION
Here we evaluate the second-order correlation functions of a squeezed-state condensate in the time-of-flight exper-
iment. To this end, we tune the scattering length to zero and switch off the trapping potential at time t = 0. The
system then executes free expansion governed by the Hamiltonian
Hfree = − 1
2m
∫
drψ†(r)∇2ψ(r). (SM52)
At time t = T , the second-order correlation function becomes
g(2)(0) =
〈
ψˆ†2(r)ψˆ2(r)
〉
T∣∣∣〈ψˆ†(r)ψˆ(r)〉
T
∣∣∣2 , (SM53)
where the expectation value is taken with respect to the state |Ψ(T )〉 = e−iHfreeT |Ψss〉. Recalling that |Ψss〉 =
e
1
2 ξ0(b
†2−b2) |0〉 with b† = ∫ drf(r)ψˆ†(r), the wave function at time T can be obtained analytically as
|Ψ(T )〉 = e−iHfreeT |Ψss〉 = e 12 ξ0(b
†2
T −b2T ) |0〉 , (SM54)
where b†T =
∫
drf(r, T )ψˆ†(r) with f(r, T ) being the mode function that is determined by
f(r, T ) =
∫
dr′G(r− r′, T )f(r′), (SM55)
Here,
G(r− r′) =
∫
dk
(2pi)3
e−i
k2
2mT+ik·(r−r′) =
( m
2piiT
)d/2
ei
m
2T |r−r′|2 (SM56)
is the free-space propagator.
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Making use of the fact that |Ψ(T )〉 is still a single-mode squeezed state, one can easily evaluate the the rank-1
correlation functions 〈
ψˆ†(r)ψˆ(r)
〉
T
= N |f(r, T )|2 and
〈
ψˆ2(r)
〉
T
=
√
N(N + 1)f2(r, T ), (SM57)
which lead to
g(2)(0) =
2
〈
ψˆ†(r)ψˆ(r)
〉2
T
+
∣∣∣〈ψˆ2(r)〉
T
∣∣∣2〈
ψˆ†(r)ψˆ(r)
〉2
T
= 3 +
1
N
∼ 3 (SM58)
by the Wick’s theorem.
