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Einleitung
SeiK ein Ko¨rper und Y1, . . . , Yr affine Unterra¨ume des affinen Raums
ANK . Wir studieren in dieser Arbeit die motivische Kohomologie des
Komplements U := AN −∪iYi. Eine Sonderstellung nehmen Hyperebe-
nenkomplemente ein, hier sind nach Definition Yi ⊂ AN Hyperebenen.
Wir wollen mit A− die Menge nichttrivialer Durchschnitte der Un-
terra¨ume Y1, . . . , Yr bezeichnen und setzen A := A− ∪ {AN}.
Fu¨r K = C kennt man eine additive Zerlegung der Kohomologie der
konstanten Garbe ZUan ,
H∗(Uan,Z) ∼=
⊕
A∈A
h∗(A), (0.0.0.1)
dies ist ein Isomorphismus von Hodgestrukturen und h∗(A) ist rein,
Hodge-Tate, vom Gewicht 2 · codimANA (siehe [DGM]). Man hat ei-
ne kombinatorische Beschreibung von h∗(A). Fu¨r Hyperebenenkomple-
mente stammt die Zerlegung von Brieskorn [Br]. Im allgemeinen Fall
von Goresky-MacPherson [GM] als Anwendung von Morse-Theorie.
Der Kohomologiering von Hyperebenenkomplementen wird von Log-
Formen erzeugt [Br] und die Relationen, die sie erfu¨llen, sind bekannt
[OrSo]. Die Beschreibung des Kohomologieringes im allgemeinen Fall
ist mangels expliziter erzeugenden Klassen eine andere. Die Multipli-
kation m respektiert die Zerlegung (0.0.0.1), genauer haben wir
h∗(A)⊗ h∗(B) m−→ h∗(A ∩B),
falls A∩B 6= ∅ und m ist sonst trivial, und man ist an einer kombinato-
rischen Beschreibung interessiert. Fu¨r den rationalen Kohomologiering
ist diese von Yuzvinsky beschrieben worden [Yu], in ganzen Koeffizien-
ten von Deligne-Goresky-MacPherson [DGM].
Fu¨r einen algebraisch abgeschlossenen Ko¨rper K gibt es eine zu
(0.0.0.1) analoge Zerlegung der e´talen l-adischen Kohomologie (fu¨r l 6=
char K). Es wird vermutet, dass der l-adische Kohomologiering die glei-
che Beschreibung wie der topologische Kohomologiering hat [DGM].
Man kann die motivische Kohomologie mit Hilfe von Blochs Zykel-
komplex Z∗( , ∗∗) [Bl1] durch
H2p−qM (U,Z(p)) =
dfn
CHp(U, q) =
dfn
Hq Z
p(U, ∗∗)
definieren.
Zur additiven Zerlegung der motivischen Kohomologie zeigen wir
folgendes. Sei zu jedem A ∈ A ein K-rationaler Punkt xA ∈ A(K) in
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allgemeiner Lage, d.h. xA /∈ B fu¨r alle B ∈ A mit B ( A, gewa¨hlt.
Damit dies mo¨glich ist nehmen wir im folgenden an, dass K ein Ko¨rper
mit unendlich vielen Elementen ist. Wir erreichen in (Korollar 5.2.1)
eine additive Zerlegung:
Satz 0.0.1 (Additive Zerlegung). Abha¨ngig von der Wahl der Punkte
xA, A ∈ A, haben wir einen Quasiisomorphismus
Zp(U, ∗∗) quis−−→
⊕
A∈A
E(A)⊗Z Zp−codimA(K, ∗∗), (0.0.0.2)
wobei E(A) ein homologischer Komplex von endlichen, freien, abel-
schen Gruppen ist.
Wir wollen den Komplex E(A) kurz beschreiben. Sei Z · 〈Y1, . . . , Yr〉
die freie abelsche Gruppe mit Erzeugern Y1, . . . , Yr und Λ (Z · 〈Y1, . . . , Yr〉)
die a¨ussere Algebra u¨ber Z; wir haben ein Differential d definiert durch
d(Yi1 ∧ · · ·∧Yis) =
∑
k(−1)kYi1 ∧ · · ·∧ Ŷik ∧ · · ·∧Yis . Es ist E(A) der direkte
Summand in Λ (Z · 〈Y1, . . . , Yr〉) erzeugt von den Elementen Yi1 ∧ · · · ∧ Yis
mit Yi1 ∩ · · · ∩ Yis = A und das Differential ist durch
E(A) ⊂ Λ (Z · 〈Y1, . . . , Yr〉) d−→ Λ (Z · 〈Y1, . . . , Yr〉) −→ E(A)
gegeben.
Die Zerlegung (0.0.0.2) ist mit der a¨ußeren Multiplikation
Zp(U, ∗∗)⊗ Zt(K, ∗∗) −→ Zp+t(U, ∗∗)
kompatibel und zerlegt deshalb die motivische Kohomologie von U als Mo-
dul u¨ber der motivischen Kohomologie des Grundko¨rpers K.
Als na¨chstes behandeln wir die Abha¨ngigkeit der additiven Zerlegung von
der Wahl der Punkte. Offenbar gibt der U¨bergang xA 7→ x′A zu einer anderen
Wahl einen Automorphismus der rechten Seite von (0.0.0.2). Diesen ko¨nnen
wir mittels einer Homologieklasse Σ vom Grad 0 von⊕
A1,A2∈AHom•(E(A1), E(A2)) ⊗Z Zα1−α2(K, ∗∗) angeben, da wir einen
Morphismus
E(A)⊗Z Zp−α(K, ∗∗)⊗Z
⊕
A1,A2∈AHom•(E(A1), E(A2))⊗Z Zα1−α2(K, ∗∗)yVertauschung
E(A)⊗Z
⊕
A1,A2∈AHom•(E(A1), E(A2))⊗Z Zp−α(K, ∗∗)⊗Z Zα1−α2(K, ∗∗)yAuswertung⊗Multiplikation⊕
A2∈AE(A2)⊗Z Zp−α2(K, ∗∗)
haben (α = codim A,αi = codim Ai).
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Satz 0.0.2 (Abha¨gigkeit von der Wahl der Punkte). Liegen die Punkte
x′A, A ∈ A, ”gut“ bzgl. der Punkte xA, A ∈ A (Definition 5.2), dann ist
Σ = id+
∑
m≥1
∑
A)A1)···)Am
σA)A1)···)Am ⊗ λA)A1)···)Am ,
wobei die zweite Summe u¨ber alle Ketten A ) · · · ) Am,m ≥ 1, in A mit
codimAAm = m geht. Dabei ko¨nnen σA)A1)···)Am ∈ H−mHom•(E(A), E(Am))
und λA)A1)···)Am ∈ HmM (K,Z(m)) berechnet werden.
Der Satz wird in (Korollar 5.4.1) bewiesen. Obwohl wir in diesem Satz
eine Bedingung an die Punkte x′A, A ∈ A, stellen, ist die Aussage zufrieden-
stellend, da man zu beliebigen x′A immer Punkte x
′′
A finden kann, die sowohl
zu xA als auch zu x′A ”gut“ liegen.Als einfaches Korollar des Satzes erha¨lt man die Eindeutigkeit der additi-
ven Zerlegung, falls codimAB > 1 fu¨r alle A,B ∈ A mit B ( A ist (Korollar
5.4.2).
Via Projektion Z∗(K, ∗∗) −→ Z0(K, 0) = Z · [K] erhalten wir aus der
additiven Zerlegung (0.0.0.2) eine surjektive Abbildung
H2p−qM (U,Z(p))
⊕
A∈A
codimA=p
Hq(E(A)). (0.0.0.3)
Als Folgerung von Satz 0.0.2 erha¨lt man die Unabha¨ngigkeit dieser Abbil-
dung von der Wahl der Punkte.
Die Arbeit u¨ber die Ringstruktur der motivischen Kohomologie teilt sich,
in zwei Teile. Der erste Teil bescha¨ftigt sich mit der Ringstruktur fu¨r Hy-
perebenenkomplemente, hier gibt es explizite Klassen, die die motivische
Kohomologie erzeugen. Im zweiten Teil behandeln wir allgemeine Komple-
mente und fragen uns nach einer Darstellung der Multiplikation bzgl. der
additiven Zerlegung (0.0.0.2).
Sei U Komplement von Hyperebenen, dann wird die motivische Kohomo-
logie von U als Algebra u¨ber der motivischen Kohomologie des Grundko¨rpers
von den Klassen in H1M (U,Z(1)) = Gm(U) erzeugt (Proposition 9.2.1). Um
deren Relationen zu beschreiben, mu¨ssen wir einige Notationen einfu¨hren.
Wir wollen mit HM (K,Z(∗)){Gm(U)} die von der abelschen Gruppe
Gm(U) u¨ber der motivischen Kohomologie des Grundko¨rpers frei erzeugte
graduiert kommutative Algebra bezeichen. Um Verwechslungen vorzubeugen
wollen wir zu f ∈ Gm(U) das dazugeho¨rige Element inHM (K,Z(∗)){Gm(U)}
mit (f) bezeichnen und zu λ ∈ K∗ wollen wir die entsprechende Klasse in
H1M (K,Z(1)) mit [λ] bezeichnen.
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Zu f1, . . . , ft ∈ Gm(U) sei mit R(f1, . . . , ft) ∈ HM (K,Z(∗)){Gm(U)} das
Element
t∑
i=1
(−1)i(f1) · · · (̂fi) · · · (ft) +
∑
i<j
[−1] · (f1) · · · (̂fi) · · · (̂fj) · · · (ft)+∑
i<j<k
[−1]2 · (f1) · · · (̂fi) · · · (̂fj) · · · (̂fk) · · · (ft) + . . .
bezeichnet, wobei die Summe in offensichtlicher Weise weitergefu¨hrt wird.
Zum Beweis des folgenden Satzes siehe Satz (9.3.1).
Satz 0.0.3. Es ist
HM (K,Z(∗)){Gm(U)}/I
∼=−→ HM (U,Z(∗))
ein Isomorphismus von HM (K,Z(∗))-Algebren und das Ideal I ist von fol-
genden Elementen erzeugt:
(f)− [f ], mit f ∈ K∗ ⊂ Gm(U),
R(f1, . . . , ft), mit fi ∈ Gm(U), i = 1, . . . , t, und
t∑
i=1
fk = 0,
(f)2 + [−1] · (f), mit f ∈ Gm(U).
Fu¨r K = C ist die Regulatorabbildung HM (U,Z(∗)) −→ H(Uan,Z) in die
topologische Kohomologie auf einfache Weise durch
Gm = H1M (U,Z(1)) 3 f 7→
1
2pii
df
f
∈ H1(Uan,Z)
(Randabbildung der Exponentialsequenz) und
HM (K,Z(∗)) Projektion−−−−−−→ H0(K,Z(0)) = Z = H0(pt,Z) gegeben. Wie wir in
Abschnitt (9.4) als Folgerung von Satz (0.0.3) und der Darstellung der topo-
logischen Kohomologie [OrSo] zeigen, ist die Regulatorabbildung surjektiv
und hat das Ideal m ·HM (U,Z(∗)) als Kern, mit m := ⊕(i,p) 6=0H iM (K,Z(p)).
Sei nun U Komplement einer beliebigen Konstellation von affinen Ra¨um-
en. Hier kann man versuchen die Multiplikation bzgl. der additiven Zer-
legung (0.0.0.2) auszudru¨cken, also den zur Multiplikation entsprechenden
Morphismus
E(A)⊗Z Zp−codim A(K, ∗∗)⊗Z E(B)⊗Z Zp−codim B(K, ∗∗)
−→
⊕
C∈A
E(C)⊗Z Zp−codim C(K, ∗∗) (0.0.0.4)
zu beschreiben.
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Fu¨r A,B ∈ A mit A ∩ B 6= ∅ und codimA + codimB = codim(A ∩ B)
geben wir diesen Morphismus, a¨hnlich wie oben, als Homologieklasse ΨA,B
in
⊕
C∈AHom•(E(A)⊗ E(B), E(C))⊗Z ZcodimC−codim(A∩B)(K, ∗∗) an.
Satz 0.0.4. Ist A,B ∈ A mit A∩B 6= ∅ und codimA+codimB = codim(A∩
B), dann wird die Multiplikation (0.0.0.4) durch
ΨA,B =
∑
L1=Ad)···)A
L2=Be)···)B
multAd,Be(σ
L1 ⊗ σL2)⊗ α(L1, L2),
beschrieben, wobei die Summe u¨ber alle Ketten L1, L2 in A mit
d = codimAdA, e = codimBeB geht und multAd,Be(σ
L1 ⊗ σL2) : E(A) ⊗
E(B) −→ E(Ad∩Be)[d+e], sowie α(L1, L2) ∈ Hd+eM (K,Z(d+e)), berechnet
werden ko¨nnen (Abschnitt 5.6).
Fu¨r A,B ∈ A, so dass A∩B = ∅ oder codimA+codimB 6= codim(A∩B)
ko¨nnen wir die Multiplikation (0.0.0.4) nicht beschreiben. Um die dabei
auftretenden Probleme zu erkla¨ren gehen wir kurz auf die von uns benutzte
Methode ein.
Wir erreichen unsere Ergebnisse durch Benutzung des Moving-Lemmas
fu¨r ho¨here Chowgruppen [Bl2] und einer geeigneten Definition von Korre-
spondenzen fu¨r Konstellationen projektiver Schemata mit Hilfe von Blochs
Zykelkomplex (Abschnitt 4). Die Konstruktion ist den Ideen von Hanamura
[Ha2] u¨ber die derivierte Kategorie gemischter Motive nahe.
Eine Korrespondenz C : (X;Y1, . . . , Yr) −→ (V ;W1, . . . ,Ws), zwischen
zwei Konstellationen, gibt in funktorieller Weise einen Morphismus
Z∗(X − ∪iYi, ∗∗) f−→ Z∗(V − ∪iWi, ∗∗)
in der derivierten Kategorie. Auf diese Weise kann man gewisse Morphismen
in der derivierten Kategorie durch Korrespondenzen beschreiben. Arbeitet
man mit Konstellationen von affinen Ra¨umen bzw. deren Kompaktifizie-
rung im projektiven Raum, dann kann man leicht aus der Korrespondenz
zu einem Morphismus f die Darstellung von f bzgl. der additiven Zerlegung
(0.0.0.2) berechnen. Die Schwierigkeit liegt darin die Korrespondenz expli-
zit zu beschreiben. Beispielsweise muss man fu¨r die Multiplikation eine zu
U
Diagonale−−−−−−→ U × U geho¨rige Korrespondenz berechnen. Dies ko¨nnen wir im
allgemeinen nicht. In der Situation aus Satz 0.0.4 kann man zeigen, dass es
ausreicht die Korrespondenz zu U
diagonal−−−−−→ UA × UB zu beschreiben, wobei
UA = AN − ∪i,Yi⊃AYi ist und UB genauso definiert wird. Jetzt schneiden
sich alle YI := Yi1 ∩ · · · ∩ Yis und YJ := Yj1 ∩ · · · ∩ Yjt gut, falls YI ⊃ A und
YJ ⊃ B ist. Dann kann man die gesuchte Korrespondenz leicht hinschreiben.
Als na¨chstes fragen wir uns, ob man die Multiplikation beschreiben kann,
wenn man die motivische Kohomologie des Ko¨rpers auf den trivialen Anteil
reduziert, d.h. nach U¨bergang zum Quotienten (0.0.0.3). Hier ko¨nnen wir
eine vollsta¨ndige Antwort geben (Abschnitt 6.4.5).
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Satz 0.0.5. Fu¨r A,B ∈ A mit A ∩ B 6= ∅ gibt es ein Morphismus von
Komplexen endlicher, abelscher Gruppen
multA,B : E(A)⊗ E(B) −→ E(A ∩B),
(Formel 5.6.5.2) mit multA,B = 0, falls sich A und B schlecht schneiden,
und die Multiplikation der motivischen Kohomologie induziert auf dem Quo-
tienten (0.0.0.3) die Abbildung⊕
A∈A
codimA=p1
Hq1(E(A))⊗
⊕
B∈A
codimB=p2
Hq2(E(B))
multA,B−−−−−→
⊕
C∈A
codimC=p1+p2
Hq1+q2(E(C)).
Wir stellen in Abschnitt (8.1.2) gewisse Bedingungen an eine ”Kohomo-logietheorie“
H : (glatte Varieta¨ten/K)opp −→ (graduierte F -Vektorra¨ume)
mit Koeffizienten in einem Ko¨rper F der Charakteristik = 0 und einen
Regulatorfunktor R : HM −→ H und zeigen wie aus unseren Ergebnissen
Hi(U) ∼=
⊕
A∈A
H2codimA−i(E(A))⊗Z F,
fu¨r U Komplement einer Konstellation affiner Ra¨ume, folgt (der Isomor-
phismus ha¨ngt nicht von einer Wahl von Punkten ab). Unter der Annahme,
dass die Regulatorabbildung H0M (K,Z(p)) −→ H(K) fu¨r alle p > 0 trivial
ist, kann man zeigen, dass die Regulatorabbildung HM (U,Z(∗)) −→ H(U)
u¨ber den Quotienten (0.0.0.3) faktorisiert und die Multiplikation im Koho-
mologiering H(U) wie in Satz (0.0.5) gegeben ist. Es ist von wesentlicher
Bedeutung, dass F ein Ko¨rper ist, da wir die Aufspaltung der Homologie
eines Tensorprodukts von Komplexen in das Tensorprodukt der Homologien
der Faktoren bei Zerlegung (0.0.0.2), nach U¨bergang ⊗ZF , brauchen. Leider
wissen wir nicht, ob eine der bekannten Kohomologietheorien die von uns
geforderten Bedingungen erfu¨llt.
Satz (0.0.5) folgt aus einer allgemeineren Aussage fu¨r beliebige Konstella-
tionen X;Y1, . . . , Yr projektiver Schemata; Konstellation bedeutet fu¨r uns:
X ist ein glattes K-Schema und Y1, . . . , Yr sind Unterschemata von X, so
dass alle Durchschnitte YI := Yi0 ×X · · · ×X Yis glatt sind. Man kann Kon-
stellationen (projektiver Schemata) (X;Y1, . . . , Yr) als Objekte und die von
uns definierten Korrespondenzen als Morphismen einer additiven Kategorie
Me betrachten (Abschnitt 4.3). Man hat einen Funktor in die derivierte
Kategorie graduierter, abelscher Gruppen
Me −→ D(gr. ab. Gr.); (X;Y1, . . . , Yr) 7→ Z∗(X − ∪iYi, ∗∗).
Sei nun Z ein weiteres glattes, abgeschlossenes Unterschema von X, so dass
Z; (Y1 ×X Z), . . . , (Yr ×X Z) eine Konstellation ist. Wie wir in (Abschnitt
6) zeigen, gibt es eine Korrespondenz
C : (X;Y1, . . . , Yr) −→ (Z; (Y1 ×X Z), . . . , (Yr ×X Z)), (0.0.0.5)
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die den Pullbackmorphismus Z∗(X − ∪iYi, ∗∗) −→ Z∗(Z − ∪i(Yi ×X Z), ∗∗)
induziert. Zur Konstruktion dieser Korrespondenz modifizieren wir die Kon-
stellationen durch Aufblasungen bis wir in der Situation sind, dass Z˜ alle
Durchschnitte Y˜I gut schneidet.
Wir ko¨nnen jedoch C im allgemeinen nicht explizit angeben. Deshalb
fu¨hren wir eine neue Kategorie AMe, mit gleichen Objekten wie Me, zu-
sammen mit einem FunktorMe −→ AMe ein (Abschnitt 4.4). In Satz (6.3.1)
berechnen wir das Bild von C in AMe. Im wesentlichen wird dieses durch die
Top-Chernklassen der Vektorbu¨ndel (NYI/X |YI∩Z)/N(YI∩Z)/Z , wobei N?/??
das Normalenbu¨ndel bezeichnet, bestimmt. Daraus folgt leicht Satz (0.0.5).
Unabha¨ngig von den Regulatorabbildungen kann man die motivische Zer-
legung (0.0.0.2) mit der Hodgetheoretischen (0.0.0.1) (in rationalen Koeffi-
zienten) vergleichen, indem man die idempotenten Korrespondezen zur Zer-
legung (0.0.0.2) realisiert. Dazu konstruieren wir eine Realisierung
AMe −→ (reine Q-Hodgestrukturen)
(X;Y1, . . . , Yr) 7→ ⊕pGrWp H((X − ∪iYi)an,Q)
und haben folgendes Diagramm von Funktoren
Me //

AMe

D(gr. ab. Gr.) (reine Q-Hodgestrukturen).
Satz 0.0.6. (1) Sei X = PN und Y1, . . . , Yr,H lineare Unterra¨ume mit
H ∼= PN−1 eine Hyperebene. Fu¨r eine Wahl von Punkten xA, A ∈
A, in allgemeiner Lage (wie oben) existiert zu jedem A ∈ A ein
idempotentes Element PA ∈ EndMe((X;Y1, . . . , Yr,H)), so dass∑
A∈A PA = id und
(a) die Bilder von PA in D(gr.ab.Gr.) liefern Zerlegung (0.0.0.2),
(b) die Bilder von PA in (reine Q-Hodgestrukturen) liefern Zerle-
gung (0.0.0.1) nach U¨bergang zu rationalen Koeffizienten.
(2) Die Korrespondenz C in Zeile (0.0.0.5) induziert in
(reine Q-Hodgestrukturen) den bekannten Pullbackmorphismus⊕
p
GrWp H((X − ∪iYi)an,Q) −→
⊕
p
GrWp H((Z − ∪i(Yi ∩ Z))an,Q).
(Zum Beweis von (1.a) siehe Korollar (5.3.1) und zu (1.b) siehe Abschnitt
(7.4.2), zu (2) siehe Proposition (7.2.1).) Zum Beweis von (1.b) benutzen wir
die Reinheit eines Komplements von Konstellationen affiner Ra¨ume, denn
dann ist ⊕pGrWp H(U,Q) ∼= H(U,Q). Teil (2) des Satzes erlaubt es die Mul-
tiplikation des Kohomologieringes eines Komplements von Konstellationen
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affiner Ra¨ume mittels der in AMe berechneten Korrespondenz zu beschrei-
ben (wiederum wird die Reinheit benutzt); das Ergebnis ist die Formel aus
Satz (0.0.5) (siehe Abschnitt (7.4.3)).
Der Zugang zur Hodgestruktur von H∗(Uan,Q) wird dadurch erschwert,
dass U in der natu¨rlichen Kompaktifizierung U ⊂ AN ⊂ PN im allgemeinen
nicht Komplement eines Divisors mit normalen Kreuzungen ist. Ansons-
ten wu¨rde der Log-Komplex einen einfachen Zugang zur Multiplikation auf
⊕pGrWp H∗(Uan,Q) bieten. Man kann jedoch auch mit Hilfe von Komplemen-
ten, die kein Divisor mit normalen Kreuzungen sind, die Hodgestruktur be-
rechnen und man erha¨lt eine Beschreibung der Ringstruktur von ⊕pGrWp H∗
durch Kombination von Satz (6.3.1) und Satz (0.0.6) (siehe Satz (7.3.1)).
Dies gilt fu¨r allgemeine Konstellationen und mag noch in anderen Situatio-
nen hilfreich sein.
Ich mo¨chte H.Esnault und E.Viehweg danken, dass sie mich als Stipen-
diat in ihre Arbeitsgruppe aufgenommen haben. Ganz besonders danke ich
meiner Betreuerin H.Esnault fu¨r das scho¨ne Thema und die Hilfe bei so vie-
len Fragen. Ich mo¨chte M.Levine und K.Ru¨lling fu¨r ihr Interesse und ihre
Anmerkungen danken.
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1. Zykel
1.0.1. Dieser Abschnitt beschreibt die elementaren Operationen fu¨r Zykel:
Pushforward, Pullback, a¨ußeres Produkt und Vertra¨glichkeiten zwischen die-
sen. Alles wesentliche ist aus J.-P. Serre’s “Alge`bre locale et multiplicite´s”
[Se].
1.1. Zykelgruppe. Sei X ein Schema von endlichem Typ u¨ber dem Grund-
ko¨rper K und bezeichne mit
X(d) = {x ∈ X | dim(Ox,X) = d}
die Punkte aus X der Kodimension d. Es sei Zd(X) die freie von den Ele-
menten aus X(d) erzeugte Gruppe. Wir nennen die Elemente aus Zd(X)
Zykel und schreiben sie
∑
n(x)x.
Zu einem Zykel α =
∑
n(x)x ∈ Zd(X) sei der Tra¨ger durch
supp(α) =
⋃
n(x) 6=0
{x}
definiert. Ein Zykel ist effektiv, falls n(x) ≥ 0 fu¨r alle x.
1.2. Zykel zu einer koha¨renten Garbe. Sei F eine koha¨rente Garbe auf
X und 0 ≤ d ≤ dimX mit codim(supp(F)) ≥ d. Wir definieren zu F einen
Zykel zd(F) =∑n(x)x ∈ Zd(X) durch:
n(x) = lOx,X (Fx)
(lA(M)= La¨nge von M als A-Modul). Da nur Fx 6= 0 sein kann, falls x
generischer Punkt einer irreduziblen Komponente von supp(F) ist, hat Fx
fu¨r alle x ∈ X(d) endliche La¨nge und es gilt supp(zd(F)) ⊂ supp(F).
1.2.1. Additivita¨t. Seien F ′,F ′′ koha¨rente Garben, deren Tra¨ger Kodimen-
sion ≥ d hat und
0 −→ F ′ −→ F −→ F ′′ −→ 0
eine exakte Sequenz, dann ist codim(supp(F)) ≥ d und
zd(F) = zd(F ′) + zd(F ′′).
Denn fu¨r alle x ∈ X(d) ist
lOx,X (Fx) = lOx,X (F ′x) + lOx,X (F ′′x ).
1.3. Pushforward. Sei X −→ Y ein eigentlicher Morphismus zwischen K-
Schemata von endlichem Typ, dann haben wir einen Morphismus
f∗ : Zd(X) −→ ⊕k≥0Zk(Y ) (1.3.0.1)
indem wir
f∗(x) =
{
[k(x) : k(f(x))] · f(x) falls dim {f(x)} = dim {x},
0 sonst,
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fu¨r alle x ∈ X(d) setzen und linear fortsetzen. Dabei ist k(f(x))→ k(x) eine
endliche Erweiterung, weil f : {x} → {f(x)} generisch endlich ist.
Sind X,Y a¨quidimensional, dann ist
f∗(Zd(X)) ⊂ Zd+dimY−dimX(Y ).
Fu¨r zwei eigentliche Morphismen f, g ist offenbar (f ◦ g)∗ = f∗g∗.
1.3.1. Alternative Beschreibung. Eine alternative Beschreibung von f∗ fu¨r
lokal a¨quidimensionale Schemata ist folgende. Zerlege X =
∐
i Xi in Zusam-
menhangskomponenten und es sei Yi ⊂ Y die Zusammenhangskomponente,
die das Bild von Xi entha¨lt. Wir nehmen an, dass Xi und Yi a¨quidimensional
sind und setzen ri = dimYi − dimXi. Zu einem effektiven Zykel α ∈ Zd(X)
wa¨hlt man eine koha¨rente Garbe F mit codim(suppF) ≥ d und zd(F) = α.
Dann ist
f∗(α) =
t∑
i=1
zd+ri(f∗F|Xi).
In der Tat ist codim
(
supp(f∗F|Xi)
) ≥ d+ ri und man sieht leicht, dass
f∗(F|Xi)y = ⊕x∈X(d)i ∩f−1(y)Fx
fu¨r alle y ∈ Y (d+ri)i , sowie
lOy,Y (Fx) = [k(x) : k(y)] · lOx,X (Fx)
fu¨r alle x ∈ X(d)i ∩ f−1(y).
1.4. Pullback. Sei f : X −→ Y ein Morphismus von endlichem Typ und
Y ein glattes K-Schema. Wir bezeichnen mit Coh(X) bzw. Coh(Y ) die
Kategorie der koha¨renten Garben auf X bzw. Y . Der rechtsexakte Funktor
f∗ : Coh(Y ) −→ Coh(X) kann zu einem Funktor
Lf∗ : Db(Coh(Y )) −→ Db(Coh(X))
zwischen den beschra¨nkten derivierten Kategorien abgeleitet werden. Denn
jede koha¨rente Garbe F auf Y besitzt eine endliche, lokal freie Auflo¨sung
F•. Es ist dann
Lf∗F = f∗F•. (1.4.0.1)
Fu¨r x ∈ X und y = f(x) das Bild in Y ist
(Ljf∗F)x = Hj(Lf∗F)x = Tor
Oy,Y
j (Ox,X ,Fy), (1.4.0.2)
wobei die rechte Seite alsOx,X -Modul aufgefasst wird. Zum Beweis betrachte
(1.4.0.1) und (f∗Fi)x = Ox,X ⊗Oy,Y (Fi)y.
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1.4.1. Definition von f∗. SeiA ⊂ Y eine abgeschlossene Menge mit codimYA ≤
d, d.h. fu¨r alle generischen Punkte a ∈ A ist codimY a = dim(Oa,Y ) ≤ d. Es
ist bekannt, dass f−1(A) leer ist oder Kodimension
codimXf−1(A) ≤ d
hat.
Notation 1.1. Sei α ∈ Zd(Y ).
Im Fall f−1(supp(α)) = ∅ oder codimf−1(supp(α)) = d sagen wir, dass α
gut bzgl. f liegt.
Wir setzen codim(∅) =∞. Dies hat den Vorteil, dass α gut bzgl. f liegt,
falls codimf−1(supp(α)) ≥ d gilt.
Liegt y ∈ Y (d) gut bzgl. f , dann fasse {y} als Schema mit reduzierter
Strukturgarbe auf und definiere
f∗(y) =
∑
x∈X(d)
∑
j
(−1)j · lOx,X
(
Tor
Of(x),Y
j
(
Ox,X ,Of(x),{y}
)) · x.
Man beachte, dass Tor
Of(x),Y
j
(
Ox,X ,Of(x),{y}
)
Tra¨ger (als Ox,X -Modul) in
x hat und somit endliche La¨nge. Es ist offenbar supp(f∗(y)) ⊂ f−1({y}).
Man setzt f∗ linear auf Zykel α ∈ Zd(Y ) fort, die gut bzgl. f liegen.
Definition 1.1. Wir bezeichnen den Definitionsbereich von f∗ mit
Zd(Y )f = {α ∈ Zd(Y ) | α liegt gut bzgl. f}.
Ist f : Z −→ Y eine Immersion, dann schreiben wir auch Zd(Y ){Z} statt
Zd(Y )f . Fu¨r Morphismen f1, . . . , fk bezeichne
Zd(Y ){f1,...,fk} = ∩ki=1Zd(Y )fi .
1.4.2. Alternative Beschreibung. Eine alternative Beschreibung ist folgende.
Proposition 1.4.1. Sei α ∈ Zd(Y )f ein effektiver Zykel und F eine koha¨ren-
te Garbe auf Y mit codim(supp(F)) ≥ d, sowie
• zd(F) = α,
• codimf−1(supp(F)) ≥ d.
Dann ist
f∗(α) =
∑
j
(−1)jzd(Ljf∗F). (1.4.2.1)
Beweis. Sei α =
∑
y∈Y (d) n(y)y, dann ist die Behauptung fu¨r die Wahl F =
⊕y∈Y (d)On(y){y} offensichtlich (benutze 1.4.0.2).
Sei nun F irgendwie gewa¨hlt. Um den Koeffizienten n(x) der rechten Seite
von (1.4.2.1) zu bestimmen ko¨nnen wir wegen der lokalen Natur von zd und
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Ljf
∗ annehmen, dass X und Y = Spec(A) affin sind. Es ist F = M˜ fu¨r
einen endlich erzeugten A-Modul M und wir haben eine Filtrierung
0 ⊂M1 ⊂M2 ⊂ · · · ⊂Ms =M,
mit Quotienten Mi+1/Mi ∼= A/pi+1 und pi+1 Primideale. Es ist
α =
s∑
i=1
codim(pi)=d
pi.
Lange exakte Sequenzen benutzend ist∑
j
(−1)jzd(Ljf∗M) =
s∑
i=1
∑
j
(−1)jzd(Ljf∗A/pi)
und wir haben zu zeigen, dass∑
j
(−1)jzd(Ljf∗A/pi) = 0 (1.4.2.2)
fu¨r codim(pi) > d.
Fu¨r x ∈ X(d) mit f(x) /∈ {pi} ist (Ljf∗A/pi)x = 0 fu¨r alle j. Also sei
x ∈ X(d) ∩ f−1{pi}. Faktorisiere f durch
X
(e,f)−−−→ An × Y p2−→ Y
fu¨r eine abgeschlossene Immersion e : X −→ An. Setze Z = An × Y und
N = p∗2(A/pi). Es ist
Ljf
∗(A/pi)x = Lj(e, f)∗(N)x = Tor
Ox,Z
j (Ox,X , Nx)
und x ist der Tra¨ger von Ox,X ⊗Ox,Z Nx im lokalen Ring Spec(Ox,Z). Au-
ßerdem schneiden sich Ox,X und Nx schlecht, d.h.
dim(Ox,X) + dim(Nx) = dim(Ox,X) + dim(Ox,Z)− codimY (pi)
= dim(Ox,Z) + (codimX(x)− codimY (pi))
< dim(Ox,Z).
Es folgt aus einem der Hauptergebnisse (Chap. V, 3, thm 1) in [Se], dass∑
j
(−1)jlOx,Z
(
TorOx,Zj (Ox,X , Nx)
)
= 0,
und somit auch (1.4.2.2). 
1.4.3. Funktorialita¨t. Seien Morphismen X1
f1−→ X2 f2−→ X3 von glatten
Schemata u¨ber K gegeben und α ∈ Zd(X3)f2,f2◦f1 .
Proposition 1.4.2. Dann ist f∗2 (α) ∈ Zd(X2)f1 und
f∗1 f
∗
2α = (f2 ◦ f1)∗α.
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Beweis. Wegen supp(f∗2 (α)) ⊂ f−12 supp(α) und α ∈ Zd(X3)f2◦f1 folgt α ∈
Zd(X2)f1 .
Es sei ohne Einschra¨nkung α ein effektiver Zykel. Wa¨hle F mit supp(F) ⊂
supp(α) und zd(F) = α. Es folgt dann mit Proposition (1.4.1), dass
f∗1 f
∗
2α =
∑
i
∑
j
(−1)i+jzd(Lif∗1Ljf∗2F).
Damit ist der Koeffizient von f∗1 f∗2α vor x ∈ X(d)1 durch∑
i
∑
j
(−1)i+jlOx,X1 (Lif∗1Ljf∗2F)x
gegeben. Nun ist Lf∗1 ◦Lf∗2 = L(f2 ◦ f1)∗ und wir haben deshalb eine Spek-
tralsequenz
E2pq = (Lpf
∗
1Lqf
∗
2F)x ⇒ (Lp+q(f2 ◦ f1)∗F)x.
Man benutzt jetzt, dass die Eulercharakteristik (alternierende Summe u¨ber
die La¨ngen) eines (beschra¨nkten) Komplexes gleich der Eulercharakteristik
der Homologie ist, um∑
i
∑
j
(−1)i+jlOx,X1 (Lif∗1Ljf∗2F)x =
∑
k
(−1)klOx,X1 (Lk(f2 ◦ f1)∗F)x
und die Behauptung zu folgern. 
1.5. A¨ußeres Produkt. Seien X und Y zwei Schemata von endlichem Typ
u¨ber K. Wir definieren fu¨r alle Zahlen d1, d2 ein a¨ußeres Produkt
mX,Y : Zd1(X)⊗Z Zd2(Y ) −→ Zd1+d2(X ×K Y )
indem wir x⊗y fu¨r x ∈ X(d1) und y ∈ Y (d2) auf zd1+d2
(
O{x}×{y}
)
abbilden,
wobei {x} und {y} als Schemata mit reduzierter Strukturgarbe aufgefasst
sind. Zwei Zykel α =
∑
x∈X(d1) n(x)x und β =
∑
y∈Y (d2) n(y)y bilden auf
m(α⊗ β) =∑a∈(X×KY )(d1+d2) n(a)a mit
n(a) =

n(p1(a)) · n(p2(a)) · l
(
O
a,{p1(a)}×{p2(a)}
)
,
falls p1(a) ∈ X(d1) und p2(a) ∈ Y (d2),
0 sonst,
ab.
Offenbar ist
supp(mX,Y (α⊗ β)) ⊂ p−11 supp(α) ∩ p−12 supp(β).
Fu¨r Morphismen f1 : X1 −→ X, . . . , fs : Xs −→ X und g1 : Y1 −→ Y, . . .
. . . , gt : Yt −→ Y ist
mX,Y
(
Zd1(X){f1,...,fs} ⊗Z Zd2(Y ){g1,...,gt}
)
⊂ Zd1+d2(X×KY ){f1×g1,...,fs×gt}
weil (fi × gj)−1supp(m(α⊗ β)) ⊂ p−11 f−1i supp(α) ∩ p−12 g−1j supp(β).
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Das a¨ußere Produkt ist assoziativ, d.h. fu¨r alle X,Y, Z ist
mX×Y,Z ◦ (mX,Y ⊗ id) = mX,Y×Z ◦ (id⊗mY,Z).
1.5.1. Alternative Beschreibung. Seien α und β effektiv und es sei F eine
koha¨rente Garbe auf X mit codim(supp(F)) ≥ d1, zd1(F) = α, analog defi-
niere G auf Y .
Lemma 1.5.1. Es ist
mX,Y (α⊗ β) = zd1+d2(p∗1F ⊗ p∗2G).
Beweis. Sei a ∈ (X ×K Y )(d1+d2) mit p1(a) ∈ X(d1) und p2(a) ∈ Y (d2),
denn fu¨r andere Punkte verschwindet der zugeho¨rige Koeffizient auf beiden
Seiten. Wir setzen x = p1(a) und y = p2(a).
Um den Koeffizienten von a in zd1+d2(p∗1F ⊗ p∗2G) zu bestimmen ko¨nnen
wir X und Y affin annehmen. Außerdem ko¨nnen wir annehmen, dass zu F
eine Filtrierung
0 ⊂ F1 ⊂ · · · ⊂ Fs = F
mit Fi+1/Fi = O{x} und zu G eine Filtrierung
0 ⊂ G1 ⊂ · · · ⊂ Gt = G
mit Gi+1/Gi = O{y} existiert ({x}, {y} mit reduzierter Struktur).
Dann sind
0 ⊂ p∗1F1 ⊗ p∗2G ⊂ · · · ⊂ p∗1Fs ⊗ p∗2G = p∗1F ⊗ p∗2G
0 ⊂ p∗1O{x} ⊗ p∗2G1 ⊂ · · · ⊂ p∗1O{x} ⊗ p∗2Gt = p∗1O{x} ⊗ p∗2G
Filtrierungen zu p∗1F ⊗ p∗2(G) bzw. p∗1O{x} ⊗ p∗2G mit Quotienten
p∗1O{x} ⊗ p∗2G bzw. p∗1O{x} ⊗ p∗2O{y}. Es ist deshalb
lOa,X×Y (p
∗
1F⊗p∗2G)a = lOx,X (Fx) · lOa,X×Y (p∗1O{x} ⊗ p∗2G)a
= lOx,X (Fx) · lOy,Y (Gy) · lOa,X×Y (p∗1O{x} ⊗ p∗2O{y})a
= lOx,X (Fx) · lOy,Y (Gy) · lOa,X×Y (Oa,{x}×{y}),
was die Behauptung zeigt. 
1.5.2. Kompatibilita¨t mit Pushforward. Sind X1
f−→ Y1, X2 g−→ Y2 zwei ei-
gentliche Morphismen zwischen a¨quidimensionalen Schemata. Setze r1 =
dim(Y1)−dim(X1) und r2 = dim(Y2)−dim(X2), dann ist r1+r2 = dim(Y1×
Y2)− dim(X1 ×X2) und das Diagramm
Zd1(X1)⊗ Zd2(X2)
mX1,X2−−−−−→ Zd1+d2(X1 ×X2)
f∗⊗g∗
y y(f×g)∗
Zd1+r1(Y1)⊗ Zd2+r2(Y2)
mY1,Y2−−−−→ Zd1+d2+r1+r2(Y1 × Y2)
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ist kommutativ. Mit der Beschreibung von Pushforward und a¨ußerem Pro-
dukt mit Garben (1.3.1),(1.5.1), folgt die Aussage aus
(f × g)∗(p∗1(F)⊗ p∗2(G)) = p∗1f∗(F)⊗ p∗2g∗(G)
fu¨r alle quasikoha¨renten Garben F ,G.
1.5.3. Kompatibilita¨t mit Pullback.
Proposition 1.5.1. Sind f1 : X1 −→ Y1 und f2 : X2 −→ Y2 Morphismen und
Y1, Y2 glatt, dann ist das Diagramm
Zd1(Y1)f1 ⊗ Zd2(Y2)f2
mY1,Y2−−−−→ Zd1+d2(Y1 × Y2)f1×f2
f∗1⊗f∗2
y y(f1×f2)∗
Zd1(X1)⊗ Zd2(X2)
mX1,X2−−−−−→ Zd1+d2(X1 ×X2)
kommutativ.
Beweis. Aus der Beschreibung von Pullback und a¨ußerem Produkt mittels
Garben (Proposition 1.4.1),(1.5.1), sieht man, dass es genu¨gt
Lk(f1 × f2)∗(p∗1(F)⊗ p∗2(G)) =
⊕
i+j=k
p∗1Lif
∗
1F ⊗ p∗2Ljf∗2G
fu¨r alle koha¨renten Garben F ,G zu zeigen.
Dazu sei F• eine Auflo¨sung von F durch Vektorbu¨ndel und G• eine Auflo¨sung
von G durch Vektorbu¨ndel, dann ist p∗1F• ⊗ p∗2G• eine Auflo¨sung von p∗1F ⊗
p∗2G. Nun ist
Hk((f1 × f2)∗(p∗1F• ⊗ p∗2G•)) = Hk(p∗1f∗1F• ⊗ p∗2f∗2G•)
=
⊕
i+j=k
Hi(p∗1f
∗
1F•)⊗Hj(p∗2f∗2G•)
=
⊕
i+j=k
p∗1Hi(f
∗
1F•)⊗ p∗2Hj(f∗2G•)
=
⊕
i+j=k
p∗1Lif
∗
1F ⊗ p∗2Ljf∗2G.
Das zweite Gleichheitszeichen folgt daraus, dass fu¨r jede quasikoha¨rente Gar-
ben F ′ auf X1 und jeden Komplex G′• von quasikoha¨renten Garben auf X2,
Hk(p∗1F ′ ⊗ p∗2G′•) = p∗1F ′ ⊗Hk(p∗2G′•).

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1.6. Vertra¨glichkeit von Pullback und Pushforward. Seien f : X −→
Y und τ : Y ′ −→ Y transversale Morphismen von glatten Schemata u¨ber K,
d.h. das Faserprodukt X ′ im cartesischen Diagramm
X ′ σ−−−−→ X
f ′
y yf
Y ′ τ−−−−→ Y
ist glatt und fu¨r alle x′ ∈ X ′ ist
dimx′ X ′ − dimσ(x′)X = dimf ′(x′) Y ′ − dimfσ(x′) Y. (1.6.0.0)
Lemma 1.6.1. Ist τ ein eigentlicher Morphismus und α ∈ Zd(Y ′) liege gut
bzgl. f ′, dann liegt τ∗α gut bzgl. f und es gilt
σ∗f ′∗α = f∗τ∗α. (1.6.0.1)
Beweis. Ohne Einschra¨nkung seien Y ′, Y zusammenha¨ngend.
Da σ(f ′−1(y)) = f−1(τ(y)) fu¨r alle y ∈ Y ′ ist, folgt aus (1.6.0.0), dass
τ∗ α gut bzgl. f liegt.
Um (1.6.0.1) zu zeigen faktorisiere f in
X ′ −−−−→ X
(f ′,σ)
y y(f,id)
Y ′ ×X τ×id−−−−→ Y ×X
p′1
y yp1
Y ′ τ−−−−→ Y.
Man reduziert so auf die beiden Fa¨lle: f ist flach oder f ist abgeschlossene
Immersion.
Ist f flach so gilt Lf∗ = f∗, Lf ′∗ = f ′∗ und
σ∗f ′∗F = f∗τ∗F
fu¨r alle koha¨renten Garben F und die Behauptung folgt aus Beschreibungen
von Pushforward und Pullback mittels koha¨renter Garben in (1.3.1) ,(1.4.1).
Sei f eine abgeschlossene Immersion. Setze
Z = {y ∈ Y | dim(τ−1(y) ∩ supp(α)) ≥ 1}
dann folgt aus codim(f ′−1supp(α)) ≥ d, dass Z ∩ X in X Kodimension
> d+dimY −dimY ′ hat. Man kann deshalb Z von Y entfernen und τ |supp(α)
endlich annehmen. Außerdem kann man Y affin annehmen und X ⊂ Y ein
vollsta¨ndiger Durchschnitt.
Sei nun F koha¨rent mit supp(F) = supp(α) und zd(F) = α (ohne Ein-
schra¨nkung sei α effektiv). Wenn Λ•OkY −→ OX die Koszul-Auflo¨sung von
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OX bzgl. eines regula¨ren Parametersystems bezeichnet, dann ist
(Ljf∗τ∗F) = Hj(Λ•OkY ⊗OY τ∗F)
= Hj(τ∗(Λ•OkY ′ ⊗OY ′ F))
= τ∗
(
Hj(Λ•OkY ′ ⊗OY ′ F)
)
, da τ |supp(F) endlich ist,
= σ∗(Ljf ′∗F).
Es folgt die Behauptung nach U¨bergang zu den Zykeln. 
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2. Die Kategorie M
2.0.1. Es bezeichnet weiterhin K den Grundko¨rper. Wir werden uns auf
Betrachtung von glatten Schemata u¨ber K beschra¨nken.
2.1. Konstruktion von M+.
2.1.1. Objekte. Die Objekte inM+ sind Tripel (X,S, a), wobei X ein glat-
tes K-Schema und S = {X1, . . . , Xm} eine endliche Menge von lokal abge-
schlossenen, glatten Unterschemata von X ist, die X entha¨lt, und a ist eine
lokalkonstante Abbildung a : X −→ Z.
2.1.2. Morphismen. Ein Morphismus (X,S, a) → (Y, T, b) inM+ ist durch
ein glattes K-Schema Z und zwei Morphismen von Schemata
X
f←− Z g−→ Y (2.1.2.1)
gegeben, so dass folgendes erfu¨llt ist:
(1) g ist ein eigentlicher Morphismus,
(2) fu¨r alle Yj ∈ T und jede Zusammenhangskomponente (Yj ×Y Z)′
von Yj ×Y Z existiert ein Xi ∈ S und ein glatter Morphismus φ :
(Yj ×Y Z)′ → Xi, so dass
(Yj ×Y Z)′ −−−−→ Z
φ
y yf
Xi −−−−→ X
kommutativ ist,
(3) fu¨r jedes Yj ∈ T und jeden Punkt z ∈ Yj ×Y Z ist
b(g(z2))− a(f(z2)) = dimp1(z) Yj − dimz Yj ×Y Z,
mit z2 = p2(z).
Zwei Morphismen von (X,S, a) nach (Y, T, b) gegeben durch X
f←− Z g−→ Y
undX
f ′←− Z ′ g
′
−→ Y sind genau dann gleich, wenn ein Isomorphismus Z φ−→ Z ′
mit f = f ′φ, g = g′φ existiert.
Bemerkung 2.1. Aus Bedingung (2) und (3) folgt, dass g : Z −→ Y transversal
zur Immersion Yj −→ Y fu¨r alle Yj ∈ T ist. D.h. Yj ×Y Z ist glatt (folgt aus
(2)) und fu¨r jeden Punkt z ∈ Yj ×Y Z ist
dimg(z2) Y − dimp2(z) Z = dimp1(z) Yj − dimz Yj ×Y Z.
Dies folgt aus (3), da beide Seiten b(g(z2))− a(f(z2)) entsprechen.
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2.1.3. Komposition inM+. Fu¨r MorphismenX1 ←− Z1 −→ X2 von (X1, S1, a1)
nach (X2, S2, a2) und X2 ←− Z2 −→ X3 von (X2, S2, a2) nach (X3, S3, a3), bil-
de die Komposition inM+ durch:
X1 ←− Z1 ×X2 Z2 −→ X3. (2.1.3.1)
Die erste Bedingung aus (2.1.2) ist klar. Zur zweiten Bedingung sei X3,j ∈
S3 und eine Zusammenhangskomponente (X3,j×X3Z2×X2Z1)′ von X3,j×X3
Z2×X2 Z1 gegeben. Sei (X3,j ×X3 Z2)′ die Zusammenhangskomponente von
X3,j ×X3 Z2, die das Bild von (X3,j ×X3 Z2 ×X2 Z1)′ unter der Projektion
entha¨lt. Es existiert X2,i ∈ S2 und ein glatter Morphismus φ : (X3,j ×X3
Z2)′ −→ X2,i mit entsprechenden kommutativen Diagramm. Ist (X2,i×X2Z1)′
die Zusammenhangskomponente, die das Bild von (X3,j×X3Z2×X2Z1)′ unter
φ × id entha¨lt, dann existiert ein X1,h ∈ S1 und ein glatter Morphismus
ψ : (X2,i ×X2 Z1)′ −→ X1,h mit entsprechenden kommutativen Diagramm.
Die Komposition
(X3,j ×X3 Z2 ×X2 Z1)′
φ×id−−−→ (X2,i ×X2 Z1)′
ψ−→ X1,h (2.1.3.2)
ist glatt und erfu¨llt die Bedingung. Die dritte Bedingung ist auch leicht
nachzurechnen.
2.2. Addition. Fu¨r Morphismen α, β ∈ HomM+ ((X,S, a), (Y, T, b)) gege-
ben durch α = X
f←− Z g−→ Y und β = X f
′
←− Z ′ g
′
−→ Y definiere
α+ β = X
(f,f ′)←−−− Z
∐
Z ′
(g,g′)−−−→ Y. (2.2.0.3)
Es ist leicht zu sehen, dass α+β ∈ HomM+ ((X,S, a), (Y, T, b)) ist. Bezeichne
mit 0 ∈ HomM+ ((X,S, a), (Y, T, b)) den Morphismus gegeben durch
X ←− ∅ −→ Y. (2.2.0.4)
Die Addition (2.2.0.3) und die Null (2.2.0.4) machen HomM+ ((X,S, a), (Y, T, b))
zu einem Monoid. Komposition vertauscht auch mit Addition und ist mit
der Null vertra¨glich.
2.3. Kategorie M. Wir definieren eine neue Kategorie M deren Objekte
mit denen ausM+ u¨bereinstimmen und deren Morphismen
HomM ((X,S, a), (Y, T, b)) durch die universelle abelsche Gruppe zu
HomM+ ((X,S, a), (Y, T, b)) gegeben sind. Die Komposition von Morphis-
men ausM+ gibt wegen vertra¨glichkeit mit der Addition und der Null auf
eindeutige Weise eine Komposition fu¨rM, die wiederum bilinear ist.
Ein Funktor M+ −→ C in eine additive Kategorie C der Addition von
Morphismen (2.2.0.3) und den Nullmorphismus (2.2.0.4) respektiert faktori-
siert in eindeutiger weise u¨berM und induziert auf den Morphismusmengen
Abbildungen von abelschen Gruppen.
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2.4. Summen. Seien (X1, S1, a1), . . . , (Xt, St, at) Objekte inM dann defi-
niere ∐
i
(Xi, Si, ai) =
(∐
i
Xi, {
∐
X ′i | X ′i ∈ Si},
∐
i
ai
)
. (2.4.0.5)
Wir haben natu¨rliche Morphismen (Xi, Si, ai) →
∐
i(Xi, Si, ai) gegeben
durch
Xi
=←− Xi −→
∐
i
Xi,
und fu¨r alle Y ∈M ist der natu¨rliche Morphismus von abelschen Gruppen
HomM
(∐
i
(Xi, Si, ai), Y
)
'−→
⊕
i
HomM ((Xi, Si, ai), Y ) (2.4.0.6)
ein Isomorphismus mit inverser Abbildung (induziert durch)
(α1, . . . , αt) = (X1
f1←− Z1 −→ Y, . . . ,Xt ft←− Zt −→ Y ) 7→∐
i
Xi
∐
i fi←−−−−
∐
i
Zi −→ Y.
2.4.1. Additive Kategorie. Die leere Menge ∅ ist das Nullobjekt inM, denn
zu jedem Y ∈ M existiert genau ein Morphismus Y −→ ∅ bzw. ∅ −→ Y
gegeben durch Y ←− ∅ −→ ∅ bzw. ∅ ←− ∅ −→ Y .
Insgesamt erhalten wir
Proposition 2.4.1. Die KategorieM ist additiv.
2.5. Tensorprodukte. Zu Objekten (X,S, a), (X ′, S′, a′) inM definiere
(X,S, a)× (X ′, S′, a′) := (X ×K X ′, {Xi ×K X ′j | Xi ∈ S,X ′j ∈ S′},
z 7→ a(p1(z)) + a′(p2(z)))
als Objekt inM.
Zu X
f←− Z g−→ Y und X ′ f
′
←− Z ′ g
′
−→ Y ′ Morphismen inM+ definieren wir
durch
X ×X ′ f×f
′
←−−− Z × Z ′ g×g
′
−−−→ Y × Y ′
einen Morphismus inM und einen Funktor
× :M+ ×M+ −→M
der (eindeutig) zu einem biadditiven FunktorM×M−→M erweitert.
Zusammen mit dem Einsobjekt (Spec(K), {Spec(K)}, 0) ist damitM eine
Tensorkategorie.
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2.6. Komplexe. Wir bezeichnen mit Cb(M) die Kategorie der beschra¨nk-
ten Komplexe vonM. Diese ist wieder eine additive Kategorie. Die Trans-
lationsfunktoren C(M) −→ C(M) sind fu¨r jedes A ∈ C(M), n ∈ Z, durch
A[n]m = Am−n, dA[n] = (−1)ndA
definiert.
Zu einem Morphismus φ : A −→ B in C(M) ist der Kegel durch
cone(φ) = B ⊕A[1], dcone(φ) =
(
dB φ
0 dA[1]
)
definiert. Wir haben ein Dreieck
A −→ B −→ cone(φ) −→ A[1]. (2.6.0.1)
DaM eine Tensorkategorie ist, ist auch Cb(M) eine Tensorkategorie mit
(A⊗B)m =
⊕
m1+m2=m
Am1 ⊗Bm2
dA⊗B |Am1⊗Bm2 = dA ⊗ idB + (−1)m1 idA ⊗ dB
sowie
ψA,B : A⊗B −→ B ⊗A, ψ |Am1⊗Bm2= (−1)m1·m2 idBm2 ⊗ idAm1
und Einselement (Spec(K), {Spec(K)}, 0) (im Grad=0).
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2.7. Komplexe assoziiert zu Konstellationen.
2.7.1. Konstellationen. Sei (X,S, a) ein Objekt ausM und Y1, . . . Yr glatte
abgeschlossene Unterschemata von X.
Fu¨r ein I ∈ Pr := {Teilmengen von {1,. . . ,r}}, I = {I0, I1, . . . , Is}, setzen
wir
YI =
dfn
YI0 ×X · · · ×X YIs , falls I 6= ∅, und Y∅ =
dfn
X.
Definition 2.1 (Konstellation). Wir sagen, dass (X,S, a);Y1, . . . , Yr eine
Konstellation ist, falls folgende Bedingungen erfu¨llt sind:
(1) fu¨r alle I ∈ Pr und alle X ′i ∈ S ist YI ∩X ′i := YI ×X X ′i glatt,
(2) fu¨r alle I ∈ Pr, sowie X ′i ∈ S und Punkte y ∈ YI ∩X ′i, gilt
dimy(YI ∩X ′i) = dimy YI − dimyX + dimyX ′i.
Man beachte, dass X ∈ S, insbesondere sind alle YI glatt.
Falls S = {X} ist, dann sagen wir, dass X;Y1, . . . , Yr eine Konstellation
ist.
Die Bedingungen (1) und (2) bedeuten, dass jeder Durchschnitt YI trans-
versal zu jedem Element Xi ∈ S ist.
2.7.2. Notation. Fu¨r das Objekt (X, {X}, a) ausM schreiben wir X(a) und
fu¨r X(0) schreiben wir manchmal einfach X.
Sei (X,S, a) ein Objekt aus M und Y ⊂ X ein glattes Unterschema, so
dass fu¨r alle Xi ∈ S das Schema Xi∩Y := Xi×X Y glatt ist, dann schreiben
wir (Y, S, b) =
dfn
(Y, {Xi ∩ Y | Xi ∈ S}, b).
Ferner bezeichnen wir mit dimX die lokal konstante Funktion X −→
Z, x 7→ dimx(X). Restriktionen lokal konstanter Funktionen werden manch-
mal nicht notiert, so ist z.B. (Y, S,dimX) = (Y, S,dimX |Y ).
Wir benutzen die Notation und die Definitionen aus dem Anhang (A.1).
Es bezeichnetPr die Menge aller Teilmengen von {1, 2, . . . , r} undPr,d ⊂ Pr
die Elemente der Ordnung d. Durch Inklusionen von Mengen ist Pr eine
Kategorie. Zu I ∈ Pr,d, I = {I0, . . . , Id−1} und I0 < I1 < · · · < Id−1,
schreiben wir ∂kI := I − {Ik}. Zu einem Funktor F : Poppr −→ C in eine
additive Kategorie C sei ein Komplex in Cb(C) durch
. . . −→
⊕
I∈Pr,s
F (I)
deg=s
d−→
⊕
I∈Pr,s−1
F (I)
deg=s−1
−→ . . .
und d |F (I)=
∑s−1
k=0(−1)kF (I −→ ∂kI) gegeben. Dual dazu kann man zu
jedem Funktor F : Pr −→ C einen Komplex definieren.
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2.7.3. Definition von 〈(X,S, a),∪iYi〉.
Zu einer Konstellation (X,S, a);Y1, . . . , Yr (Definition 2.1) sei
〈(X,S, a),∪iYi〉 in Cb(M) der Komplex zum Funktor (siehe Anhang A.1)
Poppr −→M
I 7→ (YI , S, a− dimX + dimYI)
(I ⊃ J) 7→ (YI =←− YI ⊂−→ YJ) (siehe (2.1.2)).
Man beachte, dass 〈(X,S, a),∪iYi〉 nicht definiert werden kann, falls Be-
dingungen (1) und (2) aus Definition (2.1) nicht gelten, weil dann (YI
=←−
YI
⊂−→ YJ) im allgemeinen kein Morphismus inM ist.
2.7.4. Induktive Konstruktion. Wir haben einen Morphismus von Komple-
xen
ι : 〈(Y1, S, a+ dimY1 − dimX),∪ri=2Y1 ∩ Yi〉 −→ 〈(X,S, a),∪ri=2Yi〉
durch
(Y1 ∩ YI , S, a+ dimY1 ∩ YI − dimX) −→ (YI , S, a+ dimYI − dimX)
Y1 ∩ YI =←− Y1 ∩ YI ⊂−→ YI ,
fu¨r alle I ∈ P({2, . . . , r}) = {Teilmengen von {2,. . . ,r}}.
Man rechnet leicht nach, dass
〈(X,S, a),∪iYi〉 = cone(ι). (2.7.4.0)
2.7.5. Definition von 〈(X,S, a),∪iYi〉∗.
Wir definieren hier die “duale Version” von 〈(X,S, a),∪iYi〉, sei also (X,S, a)
ein Objekt aus M und Y1, . . . Yr glatte abgeschlossene Unterschemata von
X.
Wir nehmen an, dass Y1, . . . , Yr folgende Bedingung erfu¨llt:
(1) fu¨r alle Indizes I ∈ Pr und alle X ′i ∈ S ist YI ∩ X ′i := YI ×X X ′i
glatt.
Setze T := {YI ∩Xi | Xi ∈ S, I ∈ Pr}. Wir definieren (siehe Anhang A.1)
einen Komplex 〈(X,S, a),∪iYi〉∗ in Cb(M) durch den Funktor
Pr −→M
I 7→ (YI , T, a)
(I ⊂ J) 7→ (YI ⊃←− YJ =−→ YJ).
2.7.6. Induktive Konstruktion. Wir haben einen Morphismus von Komple-
xen
ι∗ : 〈(X,S ∪ {Y1 ∩Xi | Xi ∈ S}, a),∪ri=2Yi〉∗ −→ 〈(Y1, S, a),∪ri=2Y1 ∩ Yi〉∗
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durch
(YI , T, a) −→ (Y1 ∩ YI , T, a)
YI
⊃←− Y1 ∩ YI =−→ Y1 ∩ YI ,
fu¨r alle I ∈ P({2, . . . , r}).
Man rechnet leicht nach, dass
〈(X,S, a),∪iYi〉∗ = cone(ι∗)[−1]. (2.7.6.0)
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3. Ho¨here Chowgruppen
3.0.7. Wir wiederholden in diesem Abschnitt die Konstruktion von Blochs
Zykelkomplex Z∗(X, ∗∗) fu¨r ein algebraisches Schema X ([Bl1]). Es ist leicht
die Konstruktion auf Objekte aus der in Abschnitt (2) definierten Kategorie
Cb(M) zu u¨bertragen und wir erhalten einen additiven Funktor
Z∗( , ∗∗) : Cb(M) −→ C+((graduierte abelsche Gruppen))
in die nach oben beschra¨nkte Komplexe. Das Differential ist durch dm :
Z∗(X,m) −→ Z∗(X,m − 1) gegeben, das Sternchen in Z∗(X,m) geho¨rt zur
Graduierung.
Die ho¨heren Chowgruppen sind nach Bloch als Homologie des Zykelkom-
plexes Z∗(X, ∗∗) definiert:
CH∗(X,m) =
dfn
HmZ∗(X, ∗∗).
Dabei erha¨lt man fu¨r m = 0 die u¨blichen Chowgruppen eines algebraischen
Schemas X. Bloch hat fu¨r die ho¨heren Chowgruppen als Verallgemeinerung
des Cherncharakters einen Isomorphismus (fu¨r X quasiprojektiv u¨ber K)
Km(X)
(n)
Q
∼=−→ CHn(X,m)⊗Z Q,
von dem Gewicht n-Anteil der ho¨heren K-Theorie aus abbildend, konstru-
iert. Deshalb stehen die ho¨heren Chowgruppen zur algebraischen K-Theorie
in gleicher Relation wie die singula¨re Kohomologie von topologischen Ra¨um-
en zur topologischen K-Theorie.
In der Tat gelten die ho¨heren Chowgruppen als Kandidat fu¨r die moti-
vische Kohomologie der noch zu konstruierenden Kategorie der gemischten
Motive.
Die tiefsten Resultate, die wir benutzen werden, sind so genannte “Mo-
ving” Lemmata. Eine fundamentale Eigenschaft von Blochs Zykelkomplex
ist das ausgezeichnete Dreieck zur Situation
Y 
 ι //X X − Y,? _joo
mit einer abgeschlossenen Immersion ι, gegeben durch
Z∗(Y, ∗∗) ι∗−→ Z∗(X, ∗∗) j
∗
−→ Z∗(U, ∗∗) +1−−→ .
Bloch hat dies in [Bl2] bewiesen (fu¨r X quasiprojektiv).
Ein nicht so tiefes Resultat zum Bewegen von Zykeln ist folgendes. Sei S
eine endliche Menge von lokal abgeschlossenen Untervarieta¨ten von X, dann
kann man einen Unterkomplex
Z∗(X, ∗∗)S ⊂ Z∗(X, ∗∗),
bestehend aus denjenigen Zykeln, definieren, dieX gut schneiden. IstX affin
oder projektiv, dann ist die Inklusion ein Quasiisomorphismus. Die Aussage
ist wohlbekannt und ist in [Le] fu¨r X affin und in [Bl1] fu¨r X projektiv
bewiesen.
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3.1. Zykelgruppen fu¨r Objekte aus M.
3.1.1. Den Translationsfunktor bei graduierten abelsche Gruppen definie-
ren wir so: fu¨r eine graduierte abelsche Gruppe A und n ∈ Z ist A(n)d =
An+d. Ist A eine abelsche Gruppe, so steht also A(−n) im Grad n.
3.1.2. Fu¨r (X,S, a) ∈M (zur Definition der KategorieM siehe Abschnitt
2) setzen wir in der Notation aus (1.4.1)
Z∗(X,S, a) =
dfn
⊕
X′⊂X
X′ ist Zshgskomp.
⊕
d
Zd(X ′){Xi∩X′|Xi∈S}(−d+ a(X ′)).
(3.1.2.1)
Fu¨r einen Morphismus h : (X,S, a) −→ (Y, T, b) inM+ gegeben durch X f←−
Z
g−→ Y haben wir:
Lemma 3.1.1.
(1) Fu¨r alle Zusammenhangskomponenten X ′ von X ist
Zd(X ′){Xi∩X′|Xi∈S} ⊂ Zd(X)f .
(2) Fu¨r eine Zusammenhangskomponente Z ′ ⊂ Z sei Y ′ ⊂ Y die Zu-
sammenhangskomponente, die g(Z ′) entha¨lt. Dann ist
g∗(f∗α |Z′) ∈ Zd+b(Y ′)−a(X′)(Y ′){Yj∩Y ′|Yj∈T}
fu¨r alle α ∈ Zd(X ′){Xi∩X′|Xi∈S}.
Als Folgerung von Lemma 3.1.1 erha¨lt man, dass
Z∗(h) : Z∗(X,S, a) −→ Z∗(Y, T, b)
α 7→ g∗(f∗α) (3.1.2.2)
wohldefiniert ist.
Beweis zu Lemma (3.1.1). Zur Aussage (1): Fu¨r Yj ∈ T und
α ∈ Zd(X ′){Xi∩X′|Xi∈S} ist
codim(f−1supp(α) ∩ (Z ×Y Yj)) ≥ codim(supp(α)), (3.1.2.3)
denn fu¨r jede Zusammenhangskomponente (Z×Y Yj)′ von Z×Y Yj existiert
nach (2.1.2, Bedingung (2)) ein Xi ∈ S und ein glatter Morphismus φ :
(Yj ×Y Z)′ → Xi, so dass
(Yj ×Y Z)′ −−−−→ Z ′
φ
y yf
Xi −−−−→ X
kommutativ ist. Da α gut bzgl. Xi liegt, folgt (3.1.2.3).
Die Aussage (1) ergibt sich aus (3.1.2.3) mit Yj = Y .
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Zur Aussage (2): Da dimY ′−dimZ ′ = b(Y ′)−a(X ′) nach (2.1.2, Bedin-
gung (3)) ist
g∗(f∗α |Z′) ∈ Zd+b(Y ′)−a(X′)(Y ′).
Wir haben zu zeigen, dass g∗(f∗α |Z′) gut bzgl. Yj fu¨r alle j liegt. Nach
Bemerkung (2.1) liegt Yj transversal zu f|Z′ : Z ′ −→ Y und da f∗α |Z′
gut bzgl. Z ′ ×Y Yj liegt (nach (3.1.2.3)) folgt die Behauptung aus Lemma
(1.6.1). 
Proposition 3.1.1. Durch (3.1.2.1) und (3.1.2.2) ist ein Funktor
Z∗ :M+ −→ (graduierte abelsche Gruppen)
definiert, der Addition von Morphismen und Null respektiert.
Beweis. Es ist Z∗(id) = id klar und wir mu¨ssen
Z∗(k) ◦ Z∗(h) = Z∗(k ◦ h) (3.1.2.4)
fu¨r zwei Morphismen h ∈ HomM+((X1, S1, a1), (X2, S2, a2)) und
k ∈ HomM+((X2, S2, a2), (X3, S3, a3)) gegeben durch X1 h1←− Z1 h2−→ X2 und
X2
k1←− Z2 k2−→ X3 zeigen. Die Komposition k ◦ h ist nach Definition durch
X1
h1p1←−−− Z1 ×X2 Z2
k2p2−−−→ X3 gegeben. Nun ist h2 transversal zu k1, denn
fu¨r alle z ∈ Z1 ×X2 Z2 ist
dimp1(z) Z1 − dimh2p1(z)X2 + dimp2(z) Z2
= a1(h1p1(z))− a2(h2p1(z)) + dimp2(z) Z2
= dimk2p2(z)X3 − a3(k2p2(z)) + a1(h1p1(z))
= dimz Z1 ×X2 Z2
durch sukzessives Anwenden von (2.1.2, Bedingung (3)). Es folgt k∗1h2∗ =
p2∗p∗1 mit Lemma (1.6.1) und daraus (3.1.2.4).
Es ist offensichtlich, dass Z∗ Addition von Morphismen und die Null re-
spektiert. 
Da die graduierten abelschen Gruppen eine additive Kategorie sind er-
weitert man Z∗ eindeutig zu einem additiven Funktor
Z∗ :M−→ (graduierte abelsche Gruppen). (3.1.2.4)
Wir bezeichnen mit Zd :M−→ (abelsche Gruppen) den (additiven) Funk-
tor gegeben durch die Komposition von Z∗ und der Projektion auf den
Grad = d Anteil.
3.1.3. Kompatibilita¨t mit dem Tensorprodukt. Fu¨r Objekte (X,S, a), (Y, T, b)
inM haben wir, wie in Abschnitt 1.5, ein a¨ußeres Produkt
m : Z∗(X,S, a)⊗Z Z∗(Y, T, b) −→ Z∗((X,S, a)× (Y, T, b)).
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Aus der Kompatibilita¨t mit Pullback (1.5.3) und Pushforward (1.5.2)
folgt, dass m ist ein Morphismus von Funktoren
M×MZ
∗×Z∗//
×
))TTT
TTTT
TTTT
TTTT
TTTT
(gr. ab. Gr.)× (gr. ab. Gr.) ⊗Z // (gr. ab. Gr.)
m

M Z
∗
// (gr. ab. Gr.)
ist. Fu¨r Objekte X1, X2, X3 inM ist
mX1×X2,X3 ◦ (mX1,X2 ⊗ id) = mX1,X2×X3 ◦ (id⊗mX2,X3).
3.2. Definition von Blochs Zykelkomplex.
3.2.1.
Definition 3.1. Wir bezeichnen mit  das Objekt inM gegeben durch
 =
dfn
(
A1, {A1, {0}, {1}}, 0) .
Wir setzen n = × · · · × als n-faches Tensorprodukt inM (fu¨r n ≥ 1).
Und 0 = (Spec(K), {Spec(K)}, 0).
Bemerkung 3.1. Man kann, und das ist u¨blicher,  alternativ durch
 =
(
P1 − {1}, {P1 − {1}, {∞}, {0}}, 0)
definieren. Es ist eine Frage der Darstellung. In Abschnitt 9 werden wir mit
dieser alternativen Definition arbeiten.
Wir haben zwei Morphismen ∂1 :  −→ 0 und ∂0 :  −→ 0 (in M)
gegeben durch
∂1 = A1 ι1←− Spec(K) −→ Spec(K),
∂0 = A1 ι0←− Spec(K) −→ Spec(K),
wobei ι1 die Inklusion im Punkt 1 und ι0 die Inklusion im Punkt 0 ist. Fu¨r
n ≥ 1 definieren wir ∂²i : n −→ n−1 durch id × · · · × ∂²︸︷︷︸
i
× · · · × id fu¨r
1 ≤ i ≤ n und ² ∈ {0, 1}. Wir setzen
dn : n −→ n−1, dn =
n∑
i=1
(−1)i(∂0i − ∂1i ).
Fu¨r 1 ≤ j ≤ n definieren wir pj : n−1 −→ n (inM) durch
An−1
p′j←− An =−→ An,
wobei p′j die Projektion p
′
j(x1, . . . , xn) = (x1, . . . , x̂j , . . . , xn) ist.
Die folgenden Identita¨ten sind leicht nachzupru¨fen.
Lemma 3.2.1. Es ist
• dn ◦ dn+1 = 0 fu¨r n ≥ 1,
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• (∂0i − ∂1i )pj =

pj−1(∂0i − ∂1i ) falls i < j,
0 falls i = j,
pj(∂0i−1 − ∂1i−1) falls i > j.
3.2.2. Definition. Wir definieren nun einen Funktor
Z∗( , ∗∗) :M−→ C+(graduierte abelsche Gruppen) (3.2.2.1)
in die nach unten beschra¨nkten Komplexe graduierter abelscher Gruppen.
Fu¨r X ausM bezeichnen wir Z∗(X, ∗∗) als (Blochs) Zykelkomplex zu X.
Dazu setzen wir fu¨r alle m ≥ 0 und X ∈M:
Z∗(X,m) = Z∗(X ×m)/
m∑
j=1
Bild(Z∗(idX × pj)). (3.2.2.2)
Man bezeichnet
∑m
j=1 Bild(Z
∗(idX × pj)) als degenerierte Zykel.
Mit Differential Z∗(idX × dm) ist
Z∗(X, ∗∗) : . . . −→ Z∗(X, 2) −→ Z∗(X, 1) −→ Z∗(X, 0)
wegen Lemma (3.2.1) ein Komplex (Z∗(X, 0) im Grad= 0). Wiederum sieht
man leicht, dass Z∗( , ∗∗) ein additiver Funktor ist.
3.2.3. Kompatibilita¨t mit dem Tensorprodukt. Fu¨r X,Y ∈M wird durch
m : Z∗(X ×m1)⊗Z Z∗(Y ×m2) −→ Z∗(X ×m1 × Y ×m2)
(siehe (3.1.3)) zusammen mit Vertauschung von Y und m1 ein Morphismus
Z∗(X,m1)⊗ Z∗(Y,m2) −→ Z∗(X × Y,m1 +m2) (3.2.3.1)
induziert. Wir bekommen so einen Morphismus von Komplexen
mX,Y : Z∗(X, ∗∗)⊗ Z∗(Y, ∗∗) −→ Z∗(X × Y, ∗∗) (3.2.3.2)
der funktoriell im Paar (X,Y ) ist.
Fu¨r Objekte X1, X2, X3 inM ist
mX1×X2,X3 ◦ (mX1,X2 ⊗ id) = mX1,X2×X3 ◦ (id⊗mX2,X3).
Fu¨r Objekte X,Y in M sei τ : X × Y −→ Y × X die Permutation der
Faktoren.
Lemma 3.2.2. Das Diagramm
Z∗(X, ∗∗)⊗ Z∗(Y, ∗∗) mX,Y−−−−→ Z∗(X × Y, ∗∗)y Z∗(τ,∗∗)y
Z∗(Y, ∗∗)⊗ Z∗(X, ∗∗) mY,X−−−−→ Z∗(Y ×X, ∗∗)
(3.2.3.3)
kommutiert bis auf Homotopie.
32
Beweis. Um eine Homotopie zu beschreiben definiere man zu m ≥ 0 und
0 < n ≤ m einen Morphismus von Schemata cn : Am+1 −→ Am durch
(t1, . . . , tm+1) 7→
(tm−n+2, tm−n+3, . . . , tm, t1 + tm+1 − t1 · tm+1︸ ︷︷ ︸
n
, t2, t3, tm−n+1)
Es ist leicht zu sehen, dass
(idX × cn)∗ : Z∗(X,m) −→ Z∗(X,m+ 1)
fu¨r alle Objekte X aus M wohldefiniert ist ((idX × cn)∗ bezeichnet den
Pullback fu¨r Zykel (1.4)). Bezeichne Pn : m −→ m die Vertauschung der
Faktoren n ×m−n −→ m−n ×n, dann rechnet man leicht nach, dass
(∂0i − ∂1i )(idX × cn)∗ =
idX × Pn fu¨r i = 1
(idX × cn)∗ ◦ (∂0i+n−1 − ∂1i+n−1) fu¨r 1 < i ≤ m+ 1− n
(idX × cn−1)∗ ◦ (∂0i−m−1+n − ∂1i−m−1+n) fu¨r m+ 1− n < i ≤ m
idX × Pn−1 fu¨r i = m+ 1.
Wir definieren die Homotopie
K : Z∗(X, ∗∗)⊗ Z∗(Y, ∗∗) −→ Z∗(Y ×X)[+1]
durch (m := m1 +m2)
Z∗(X,m1)⊗ Z∗(Y,m2) mX,Y−−−→ Z∗(X × Y,m)
Z∗(τ,∗∗)−−−−−→ Z∗(Y ×X,m)
−→ Z∗(Y ×X,m+ 1)
mit drittem Pfeil gegeben durch
∑m1
n=1(−1)n·(m+1)(idY×X × cn)∗. Man rech-
net nach, dass
dZ∗(Y×X,∗∗) ◦K +K ◦ dZ∗(Y,∗∗)⊗Z∗(X,∗∗) = Z∗(τ, ∗∗) ◦mX×Y −mY×X ◦ σ,
mit σ : Z∗(X, ∗∗)⊗ Z∗(Y, ∗∗) −→ Z∗(Y, ∗∗)⊗ Z∗(X, ∗∗) der natu¨rliche Mor-
phismus. 
Bemerkung 3.2. Die im Lemma 3.2.2 angegebene Homotopie ist funktoriell
in den Argumenten (X,Y ).
3.2.4. Wir erweitern den Zykelkomplex aus (3.2.2.1) in offensichtlicher wei-
se zu einen additiven Funktor
Cb(M) −→ Cb(C+(graduierte abelsche Gruppen)), (3.2.4.1)
der mit den Translationsfunktoren vertauscht und Kegel in Kegel u¨berfu¨hrt
(zu den Definitionen siehe (2.6)). Außerdem erhalten wir durch Erweiterung
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von (3.2.3.2) einen Morphismus von Funktoren
Cb(M)× Cb(M) //
×
**VVV
VVVV
VVVV
VVVV
VVVV
V
Cb(C+(gaG.))× Cb(C+(gaG.)) ⊗ // Cb(C+(gaG.))
m

Cb(M) // Cb(C+(gaG.)).
Um einen Funktor
Z∗( , ∗∗) : Cb(M) −→ C+(graduierte abelsche Gruppen) (3.2.4.2)
zu erhalten bilden wir die Komposition von (3.2.4.1) mit dem Funktor
Ass : Cb(C+(gaG.)) −→ C+(gaG.),
der jedem (naiven) Doppelkomplex den assoziierten einfachen Komplex zu-
ordnet. Wir wiederholen die Definition und einige Eigenschaften von Ass im
Anhang (A.3).
3.3. Elementare Eigenschaften von Blochs Zykelkomplex.
3.3.1. Aus den Eigenschaften von Ass in (A.3) sieht man, dass der Zykel-
komplexfunktor
Z∗( , ∗∗) : Cb(M) −→ C+(graduierte abelsche Gruppen)
(aus (3.2.4.2)) ein additiver Funktor ist, der Translation und Kegel respek-
tiert.
3.3.2. Tensorstruktur. Durch Erweiterung von (3.2.3.2) bekommt man (mit-
tels (A.3.2.1)) einen Morphismus
m(X•,Y•) : Z
∗(X•, ∗∗)⊗ Z∗(Y•, ∗∗) −→ Z∗(X• × Y•, ∗∗), (3.3.2.1)
funktoriell im Paar (X•, Y•) aus Objekten von Cb(M). Explizit hat man
Z∗(X•, ∗∗)⊗ Z∗(Y•, ∗∗)
m(X•,Y•) // Z∗(X• × Y•, ∗∗)
Z∗(Xi, j)⊗ Z∗(Ys, t)
OO
(−1)j·s·(3.2.3.1) // Z∗(Xi × Ys, j + t).
OO
Es gilt
mX•×Y•,Z• ◦ (mX•,Y• ⊗ id) = mX•,Y•×Z• ◦ (id⊗mY•,Z•).
Bezeichnet τ : X• × Y• −→ Y• ×X• die Vertauschung der Faktoren, dann
kommutiert das Diagramm
Z∗(X•, ∗∗)⊗ Z∗(Y•, ∗∗) m−−−−→ Z∗(X• × Y•, ∗∗)y yZ∗(τ,∗∗)
Z∗(Y•, ∗∗)⊗ Z∗(X•, ∗∗) m−−−−→ Z∗(Y• ×X•, ∗∗)
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bis auf Homotopie. Man kann dazu die Homotopie aus (3.2.3), zusammen
mit einem Vorzeichen ²(m1, i, j) = (−1)m1·j+i+j ,
Z∗(Xi,m1 − i)⊗ Z∗(Yj ,m2 − j) ²·K−−→ Z∗(Yj ×Xi,m+ 1− i− j)
benutzen (m := m1 +m2).
Definition 3.2 (Ho¨here Chowgruppen). Wir definieren
CH∗(X•,m) =
dfn
HmZ
∗(X•, ∗∗)
fu¨r alle Objekte X• aus Cb(M) und definieren CHd(X•,m) als den Grad=d
Anteil.
3.3.3. Filtrierung und Spektralsequenzen. Wie in (A.3) erkla¨rt haben wir ei-
ne funktorielle FiltrierungW∗ auf Z∗(X•, ∗∗) und eine induzierte Filtrierung
auf CH∗(X•,m) fu¨r alle m.
Die Spektralsequenz Erpq ⇒ CH∗(X•, p+q) (aus (A.3.3.2)) zuW∗ bezeich-
nen wir mit Erpq(X•).
Nach (A.3.3.3) ist
E0pq(X•) = Z
∗(Xp, q),
E1pq(X•) = CH
∗(Xp, q),
E2pq(X•) = H (CH
∗(Xp+1, q) −→ CH∗(Xp, q) −→ CH∗(Xp−1, q)) ,
. . .
E∞pq (X•) = Gr
W
p CH(X•, p+ q).
Die Funktorialita¨t von Erpq(X•) ist fu¨r r ≤ 2 durch die offensichtlichen
Morphismen gegeben.
3.3.4. Modulstruktur. Wir schreiben K statt Spec(K). Durch
m(K,K) : Z
∗(K, ∗∗)⊗ Z∗(K, ∗∗) −→ Z∗(K, ∗∗)
aus (3.3.2.1) und
1 : Z = Z0(K, 0) −→ Z∗(K, ∗∗)
ist auf Z∗(K, ∗∗) (bzw. CH∗(K, ∗∗)) eine Ringstruktur mit 1 definiert. Durch
m(K,X•) : Z
∗(K, ∗∗)⊗ Z∗(X•, ∗∗) −→ Z∗(X•, ∗∗)
haben wir fu¨r jeden Komplex X• eine Z∗(K, ∗∗)-Linksmodulstruktur auf
Z∗(X•, ∗∗) (und somit eine CH∗(K, ∗∗)-Linksmodulstruktur auf CH∗(X•, ∗∗))
gegeben. Man kann analog Rechtsmodulstrukturen definieren.
3.4. Moving Lemmata.
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3.4.1. Wir arbeiten mit der Notation aus (2.7.2). Sei X ein glattes, qua-
siprojektives Schema u¨ber dem Grundko¨rper K und U ⊂ X offen, au-
ßerdem sei Y := X − U ebenfalls glatt. Wir ko¨nnen die Objekte X und
Y (−codimXY ) inM bilden, wobei codimXY : Y −→ Z die Kodimension von
Y in X an einem Punkt y ∈ Y angibt. Wir haben Morphismen inM:
X −→ U via X incl←−− U =−→ U
Y (−codimXY ) −→ X via Y =←− Y incl−−→ X,
und wegen Y ×X U = ∅ ist die Komposition trivial.
Satz 3.4.1 (S. Bloch [Bl2], M. Levine [Le2]). Es ist
Z∗(Y (−codimXY ), ∗∗) −→ Z∗(X, ∗∗) −→ Z∗(U, ∗∗)
ein ausgezeichnetes Dreieck, d.h.
Z∗ (cone(Y (−codimXY ) −→ X), ∗∗) −→ Z∗(U, ∗∗)
ist ein Quasiisomorphismus.
Bemerkung 3.3. Da wir nur mit glatten Schemata arbeiten fordern wir
unno¨tigerweise, dass Y glatt ist. Blochs Satz gilt auch fu¨r singula¨re Kom-
plemente X − U .
Sei {Ui}i∈I eine endliche U¨berdeckung vonX durch offene Unterschemata.
Wir haben durch die Einschra¨nkungsmorphismen das u¨bliche simpliziale
Objekt⊕
i∈I Ui
//
//
⊕
i,j∈I Ui ∩ Ujoo
//
//
//
⊕
i,j,k∈I Ui ∩ Uj ∩ Ukoo
oo . . .
und den assoziierten Komplex K({Ui}∈I) in Cb(M). Als Folgerung aus der
Lokalisierungssequenz von Satz 3.4.1 hat man folgendes Korollar.
Korollar 3.4.1 (Mayer-Vietoris-Auflo¨sung). Der natu¨rliche Morphismus
Z∗(X, ∗∗) −→ Z∗(K({Ui}∈I), ∗∗)
ist ein Quasiisomorphismus.
Sei X;Y1, . . . , Yr eine Konstellation (Definition 2.1) glatter, quasiprojek-
tiver Schemata. Wir setzen U := X−∪iYi. Wir haben in Abschnitt 2.7 einen
Komplex 〈X,∪iYi〉 definiert. Wir haben einen natu¨rlichen Morphismus von
Komplexen
〈X,∪iYi〉 −→ U, (3.4.1.1)
gegeben durch
〈X,∪iYi〉0 = X −→ U via X ⊃←− U −→ U.
Das na¨chste Korollar folgt wie (3.4.1) aus einfacher homologischer Alge-
bra. Wir fu¨hren den Beweis dennoch aus.
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Korollar 3.4.2. Es ist
Z∗(〈X,∪iYi〉, ∗∗) −→ Z∗(U, ∗∗)
ein Quasiisomorphismus.
Beweis. Nach (2.7.4) haben wir das ausgezeichnete Dreieck
〈Y1(dimY1 − dimX),∪ri=2Y1 ∩ Yi〉 −→ 〈X,∪ri=2Yi〉 −→ 〈X,∪iYi〉 +1−−→
und man sieht leicht, dass das Diagramm
〈Y1(dimY1 − dimX),∪ri=2Y1 ∩ Yi〉 //

〈X,∪ri=2Yi〉

Y1 ∩ U ′(dimY1 − dimX) // U ′
kommutativ ist (U ′ = X − ∪ri=2Yi) und wir somit einen Morphismus
〈Y1(b),∪ri=2Y1 ∩ Yi〉 //

〈X,∪ri=2Yi〉 //

〈X,∪iYi〉 +1 //

Y1 ∩ U ′(b) // U ′ // cone(Y1 ∩ U ′(b) −→ U ′) +1 //
von ausgezeichneten Dreiecken haben, wobei b = dimY1 − dimX.
Per Induktion u¨ber r ko¨nnen wir nach Anwenden von Z∗( , ∗∗) annehmen,
dass die beiden ersten vertikalen Pfeile Quasiisomorphismen sind, also auch
der dritte.
Nach Bloch’s Moving Lemma 3.4.1 ist
Z∗(cone
(
Y1 ∩ U ′(b) −→ U ′
)
, ∗∗) −→ Z∗(U, ∗∗)
ein Quasiisomorphismus und es folgt die Behauptung. 
3.4.2. Sei (X,S, 0) ein Objekt inM und X quasiprojektiv, dann induziert
die Identita¨t idX einen Morphismus
(X,S, 0) −→ X.
Satz 3.4.2 (S. Bloch [Bl1], M. Levine [Le]). Ist X projektiv oder affin, dann
ist
Z∗((X,S, 0), ∗∗) −→ Z∗(X, ∗∗)
ein Quasiisomorphismus.
3.4.3. Kontravariante Funktorialita¨t der Chowgruppen. Indem man die obi-
gen Sa¨tze (3.4.1), (3.4.2) benutzt kann man fu¨r einen Morphismus f : Z −→ X
zweier glatter, quasiprojektiver Schemata X,Z auf funktorielle Weise einen
Morphismus
f∗ : Z∗(X, ∗∗) −→ Z∗(Z, ∗∗) (3.4.3.1)
in der derivierten Kategorie konstruieren. Dies ist in [Le] beschrieben.
Wir erkla¨ren die Konstruktion im Fall einer abgeschlossenen Immersion
f : Z −→ X. Sei {Ui}i∈I eine endliche U¨berdeckung von X durch affine
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Schemata. Es sei K({(Ui, {Ui, Z ∩ Ui}, 0)}∈I) der Komplex assoziiert zum
simplizialen Objekt⊕
i∈I(Ui, {Ui, Z ∩ Ui}, 0)
//
//
⊕
i,j∈I(Ui ∩ Uj , {Ui ∩ Uj , Z ∩ Ui ∩ Uj}, 0) . . .oo
Man hat natu¨rliche Morphismen
K({(Ui, {Ui, Z ∩ Ui}, 0)}∈I) //

K({Ui}∈I)
K({Z ∩ Ui}∈I) (∗)
mit vertikalem Pfeil
(UJ , {UJ , UJ ∩ Z}, 0) −→ UJ ∩ Z via UJ ←− UJ ∩ Z =−→ UJ ∩ Z
fu¨r einen Multiindex J . Nach Satz 3.4.2 ist nach Anwenden von Z∗( , ∗∗)
der horizontale Pfeil (in (∗)) ein Quasiisomorphismus und mit Korollar 3.4.1
erha¨lt man (3.4.3.1).
Eine alternative Beschreibung von f∗ erha¨lt man durch eine geeignete
Kompaktifizierung X von X. Sei also X;Y1, . . . , Yr eine Konstellation glat-
ter projektiver Schemata und X = X − ∪iYi. Wir ko¨nnen den Komplex
〈(X, {X,Z}, 0),∪iYi〉 bilden (es ist Z ∩ Yi = ∅) und das Diagramm
〈(X, {X,Z}, 0),∪iYi〉 //

〈X,∪iYi〉
Z.
Mit Satz 3.4.2 und Korollar 3.4.2 erha¨lt man einen Morphismus Z∗(X, ∗∗) −→
Z∗(Z, ∗∗) in der derivierten Kategorie.
Aus dem kommutativen Diagramm
〈X,∪iYi〉 // X // K({Ui}∈I)
〈(X, {X,Z}, 0),∪iYi〉
OO

K({(Ui, {Ui, Z ∩ Ui}, 0)}∈I)
OO

Z
= // Z // K({Z ∩ Ui}∈I)
(3.4.3.2)
folgt, dass dies f∗ ist.
Wir besprechen noch eine weitere Variante. Bezeichne Z den Abschluss
von Z in X. Wir nehmen an, dass Z glatt ist, und
(X, {X,Z}, 0);Y1, . . . , Yr eine Konstellation (Definition 2.1) ist. Unter diesen
Voraussetzungen ist 〈(X, {X,Z}, 0),∪iYi〉 definiert (2.7.3). Man kann f∗ mit
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Hilfe des folgenden Diagramms beschreiben:
Z∗(〈(X, {X,Z}, 0),∪iYi〉, ∗∗)
quis //

Z∗(X, ∗∗)
f∗

Z∗(〈Z,∪iZ ∩ Yi〉, ∗∗)
quis // Z∗(Z, ∗∗),
(3.4.3.3)
dabei ist
〈(X, {X,Z}, 0),∪iYi〉 −→ 〈Z,∪iZ ∩ Yi〉 (3.4.3.4)
durch YI
incl←−− Z∩YI =−→ Z∩YI , fu¨r alle I ∈ Pr, gegeben. Dies folgt aus dem
zu (3.4.3.2) analogen Diagramm oder aus dem Quasiisomorphismus (nach
Satz 3.4.2)
Z∗(〈(X, {X,Z}, 0),∪iYi〉, ∗∗) quis−−→ Z∗(〈(X, {X,Z}, 0),∪iYi〉, ∗∗).
3.4.4. Kategorie KonCb(M) und ho¨here Chowgruppen. Sei KonCb(M) die
volle Unterkategorie von Cb(M) bestehend aus den Objekten 〈(X,S, a),∪iYi〉
fu¨r eine Konstellation (X,S, a);Y1, . . . , Yr mit X projektiv. Mit Hilfe von
Korollar 3.4.2 und Satz 3.4.2 haben wir einen Funktor
KonCb(M) −→ D+(grad. abelsche Gruppen)
〈(X,S, a),∪iYi〉 7→ Z∗((X − ∪iYi)(a), ∗∗) (3.4.4.1)
in die derivierte Kategorie graduierter, abelscher Gruppen. Wir bezeichnen
diesen Funktor ebenfalls mit Z∗( , ∗∗).
Proposition 3.4.1. Sei φ : 〈(X,S, a),∪iYi〉 −→ 〈(V, T, b),∪jWj〉 ein Mor-
phismus in KonCb(M) und φ0 = (X f←− Z g−→ V ) der Morphismus im Grad
= 0. Bezeichne UX := X −∪iYi, UV := V −∪jWj und gU : Z ×V UV −→ UV
den Basiswechsel von g, sowie fU : Z ×V UV −→ Z −→ X.
Es faktorisiert fU u¨ber UX und es gilt
Z∗(φ, ∗∗) = gU∗ ◦ f∗U
mit f∗U : Z
∗(UX(a), ∗∗) −→ Z∗(Z×V UV (a), ∗∗) bzw. gU∗ : Z∗(Z×V UV (a), ∗∗) −→
Z∗(UV (b), ∗∗) den Pullback bzw. Pushforward fu¨r ho¨here Chowgruppen (3.4.3).
Beweis. Die Komposition
〈(X,S, a),∪iYi〉 φ−→ 〈(V, T, b),∪jWj〉 −→ UV
ist ein Morphismus von Komplexen und somit Yi ×X Z ×V UV = ∅ fu¨r alle
i, also faktorisiert fU u¨ber UX .
Seien (Z ×V UV )i, i = 1, . . . , e, die Zusammenhangskomponenten von
Z ×V UV , und Xi ∈ S, so dass fU |(Z×V UV )i u¨ber Xi faktorisiert und f i :=
fU |(Z×V UV )i : (Z ×V UV )i −→ Xi glatt ist.
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Man hat ein offensichtlich kommutatives Diagramm in Cb(M)
(X,S, a)
P
i(X←−Xi∩UX−→Xi∩UX) //
φ

⊕e
i=1Xi ∩ UX(a)
P
i(Xi∩UX
fiU←−(Z×V UV )i gU−→UV ) 
(V, T, b) // UV (b).
Nach den U¨berlegungen aus Abschnitt 3.4.3 ist
Z∗
(
(X,S, a) −→
e⊕
i=1
Xi ∩ UX(a), ∗∗
)
=
∑
i
ι∗i
mit ιi : Xi ∩ UX −→ UX die Inklusion und es ist offenbar∑
i
Z∗
(
e⊕
i=1
Xi ∩ UX(a) −→ UX(b), ∗∗
)
=
∑
i
gU∗f i∗U .
Wegen Funktorialita¨t des Pullback hat man deshalb
Z∗(φ, ∗∗) = gU∗f∗U .

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4. Spur und Komposition
4.0.5. Einleitung. SeiX ein glattes, projektives Schema u¨ber dem Grundko¨rper
K und X;Y1, . . . , Yr eine Konstellation (Definition 2.1).
In (2.7.3) haben wir zur KonstellationX;Y1, . . . , Yr einen Komplex 〈X,∪iYi〉
assoziiert und in (2.7.5) eine “duale” Version 〈X,∪iYi〉∗. In diesem Abschnitt
zeigen wir, dass man einen natu¨rlichen Morphismus
tr : Z∗(〈X,∪iYi〉 × 〈X(dimX),∪iYi〉∗, ∗∗) −→ Z∗(K, ∗∗) (Spur)
in der derivierten Kategorie hat.
Allgemeiner seien A• und B• Objekte aus Cb(M) deren Komponenten
Am (bzw. Bm) projektive Schemata zugrundeliegen. Dann hat man in der
derivierten Kategorie einen Morphismus
Z∗(A• × 〈X,∪iYi〉 × 〈X(dimX),∪iYi〉∗ ×B•, ∗∗) −→ Z∗(A• ×B•, ∗∗).
Zusammen mit dem a¨ußeren Produkt erha¨lt man
Z∗(A• × 〈X,∪iYi〉, ∗∗)⊗ Z∗(〈X(dimX),∪iYi〉∗ ×B•, ∗∗)
−→ Z∗(A• ×B•, ∗∗) (Komposition).
Wir bezeichnen diesen Morphismus als (Komposition).
Man kann jetzt eine KategorieMe konstruieren, deren Objekte (X(a),∪iYi)
durch eine Konstellation X;Y1, . . . Yr projektiver Schemata und einer lokal
konstanten Funktion a : X −→ Z gegeben sind, mit Morphismen
HomMe((X(a),∪iYi), (V (b),∪jWj)) =
H0
(
Z0(〈X(dimX − a),∪iYi〉∗ × 〈V (b),∪jWj〉)
)
.
Komposition ist dabei durch (Komposition) induziert und man hat durch
(Spur) einen Morphismus
End((X(a),∪iYi), (X(a),∪iYi)) −→ Z.
Aus (Komposition) und Korollar 3.4.2 konstruiert man in Abschnitt (4.3.3)
einen Funktor von Me in die derivierte Kategorie graduierter abelscher
Gruppen. Auf diese Weise kann man die Kategorie Me benutzen, um die
ho¨heren Chowgruppen zu verstehen. Es ist jedoch im allgemeinen schwierig
zu sehen, wie und ob natu¨rliche Morphismen in der derivierten Kategorie,
z.B. der Pullbackmorphismus Z∗(U, ∗∗) −→ Z∗(T, ∗∗) zu einer abgeschlosse-
nen Immersion T −→ U , von Morphismen ausMe kommen. Ein elementares
Ergebnis dazu geben wir in Abschnitt (4.3.4), ein schwierigeres Ergebnis
zum Pullback auf abgeschlossene Unterschemata wird in Abschnitt (6) be-
handelt.
Die Konstruktion vonMe ist nahe an Hanamuras Ideen zur Konstruktion
der derivierten Kategorie der gemischten Motive [Ha2].
Man kann eine weitere Kategorie AMe und einen FunktorMe −→ AMe
konstruieren, wobei AMe alleine auf dem klassischem Begriff von Korre-
spondenzen beruht und leichter zu verstehen ist. Die Spur faktorisiert u¨ber
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AMe und man hat eine einfache Realisation
AMe −→ (reine Hodgestrukturen),
die wir in Abschnitt (7.1) behandeln.
4.1. Konstruktion.
4.1.1. Notation. Zu I ∈ Pr setzen wir |I| = Ordnung von I.
4.1.2. Die Summanden in 〈X,∪iYi〉×〈X(dimX),∪iYi〉∗ sind von der Form
YI × (YJ , T,dimYI) =
(YI × YJ , {YI × (YJ ∩ YK) | K},dimYI) (4.1.2.1)
fu¨r I, J ∈ Pr.
Wir definieren (〈X,∪iYi〉 × 〈X(dimX),∪iYi〉∗)′ in Cb(M) als Verfeine-
rung von 〈X,∪iYi〉×〈X(dimX),∪iYi〉∗ indem wir die Summanden in (4.1.2.1)
fu¨r I ⊃ J durch
(YI × YJ , {YI × (YJ ∩ YK) | K} ∪ {∆YI},dimYI)
austauschen, wobei ∆YI die Diagonaleinbettung YI −→ YI × YJ ist (Graph
von YI ⊂ YJ).
Nach Definition haben wir
(〈X,∪iYi〉 × 〈X(dimX),∪iYi〉∗)′ −→ 〈X,∪iYi〉 × 〈X(dimX),∪iYi〉∗.
(4.1.2.2)
Wir definieren nun einen Morphismus von Komplexen
(〈X,∪iYi〉 × 〈X(dimX),∪iYi〉∗)′ −→ X(dimX) (4.1.2.3)
durch
(〈X,∪iYi〉 × 〈X(dimX),∪iYi〉∗)′0
Projektion−−−−−−→∐
I
(YI × YI , {YI × (YI ∩ YK) | K} ∪ {∆YI},dimYI)∐
I ∆
∗
YI−−−−−−→
∐
I
YI(dimYI)
P
I(−1)
|I|·(|I|−1)
2 InklI−−−−−−−−−−−−−−→ X(dimX),
wobei ∆∗YI = YI × YI
∆YI←−− YI =−→ YI und InklI = YI ←− YI ⊂−→ X. Dies de-
finiert einen Morphismus von Komplexen, weil fu¨r ∂kI = J, a = dimYI , b =
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dimYJ , das Diagramm
(YI × YJ , {YI × YJ , YI × YI ,∆YI}, a) ik×id
//
(−1)|I|id×i∗k

(YJ × YJ , {YJ × YJ ,∆YJ}, b)
∆∗YJ

(YI × YI , {YI × YI ,∆YI}, a)
∆∗YI

YJ(b)
(−1)
|J|·(|J|−1)
2 InklJ

YI(a)
(−1)
|I|·(|I|−1)
2 InklI
// X(dimX)
antikommutativ ist (ik := (YI
=←− YI ⊂−→ YJ), i∗k := (YJ
⊃←− YI =−→ YI)).
Seien nun durch A• und B• Objekte in Cb(M) gegeben, mit Komponen-
ten, deren zugrundeliegendes Schema projektiv ist.
Wir schreiben X• := 〈X,∪iYi〉 und X∗• := 〈X(dimX),∪iYi〉∗. Wir haben
A• × (X• ×X∗• )′ ×B•
id⊗(4.1.2.2)⊗id−−−−−−−−−→ A• ×X• ×X∗• ×B•yid⊗(4.1.2.3)⊗id
A• ×X(dimX)×B•.
Nach Anwenden von Z∗( , ∗∗) ist der horizontale Pfeil nach Satz 3.4.2 ein
Quasiisomorphismus und wir erhalten
Z∗(A• ×X• ×X∗• ×B•, ∗∗) −→ Z∗(A• ×X(dimX)×B•, ∗∗)
in der derivierten Kategorie. Da X eigentlich u¨ber K ist haben wir den
Morphismus
piX : X(dimX) −→ K via X =←− X −→ K.
Durch Komposition erha¨lt man
Z∗(A• ×X• ×X∗• ×B•, ∗∗) −→ Z∗(A• ×B•, ∗∗). (4.1.2.4)
Wir bekommen
tr : Z∗(〈X,∪iYi〉 × 〈X(dimX),∪iYi〉∗, ∗∗) −→ Z∗(K, ∗∗) (Spur)
fu¨r A• = B• = K und
Z∗(A• × 〈X,∪iYi〉, ∗∗)⊗ Z∗(〈X(dimX),∪iYi〉∗ ×B•, ∗∗)
−→ Z∗(A• ×B•, ∗∗) (Komposition)
durch Komposition von (4.1.2.4) mit dem a¨ußeren Produkt.
4.1.3. Beispiel. Wir wollen
tr : CH0(〈X(dimX),∪iYi〉 × 〈X,∪iYi〉∗, 0) −→ CH0(K, 0) = Z
aus (Spur) explizit beschreiben.
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Nach Definition ist
Z0(〈X,∪iYi〉 × 〈X(dimX),∪iYi〉∗, 0) =⊕
I,J
Z0 ((YI × YJ , {YI × (YJ ∩ YK) | K},dimYI), |J | − |I|)
und somit ist fu¨r jede Klasse α ∈ CH0(〈X(dimX),∪iYi〉 × 〈X,∪iYi〉∗, 0)
mit Repra¨sentant (αI,J):
αI,I ∈ Z0 ((YI × YI , {YI × (YI ∩ YK) | K},dimYI), 0) ,
αI,J = 0 fu¨r |I| > |J |.
Mit dem u¨blichen Chow-Moving-Lemma fu¨r Zykel kann man zu α einen
Repra¨sentanten (α′I,J) finden, so dass α
′
I,I die Diagonale ∆YI gut schneidet.
Es ist dann α′I,I rational a¨quivalent zu αI,I und man hat
tr(α) = tr((α′I,J))
=
∑
I
(−1) |I|·(|I|−1)2 deg(α′I,I ·∆YI )
=
∑
I
(−1) |I|·(|I|−1)2 deg(αI,I ·∆YI ),
wobei wir αI,I ·∆YI im Chowring CH∗(YI × YI) multiplizieren.
4.2. Eigenschaften.
4.2.1. Wir schreiben wie im vorigen Abschnitt X• = 〈X,∪iYi〉 und X∗• =
〈X(dimX),∪iYi〉∗. Mit V ;W1, . . . ,Ws sei eine weitere Konstellation pro-
jektiver Schemata gegeben. Wir schreiben V• =
dfn
〈V,∪jWj〉 und V ∗• =
dfn
〈V (dimV ),∪jWj〉∗.
4.2.2. Assoziativita¨t. Fu¨r zwei Komplexe A•, B•, C• mit Komponenten, de-
ren zugrundeliegenden Schemata projektiv sind, haben wir zwei Morphismen
Z∗(A• ×X•, ∗∗)⊗ Z∗(X∗• ×B• × V•, ∗∗)⊗ Z∗(V ∗• × C•, ∗∗)
−→ Z∗(A• ×B• × C•, ∗∗)
durch (Komposition) ◦ ((Komposition)⊗ id) und
(Komposition)◦(id⊗(Komposition)). In der Tat sind die Morphismen gleich
und sind durch
Z∗(A• ×X•, ∗∗)⊗ Z∗(X∗• ×B• × V•, ∗∗)⊗ Z∗(V ∗• × C•, ∗∗)
a¨ußeres Produkt−−−−−−−−−−→ Z∗(A• ×X• ×X∗• ×B• × V• × V ∗• × C•, ∗∗)
Verfeinerung (4.1.2.2)−−−−−−−−−−−−−→ Z∗(A• × (X• ×X∗• )′ ×B• × (V• × V ∗• )′ × C•, ∗∗)
id×(piX◦(4.1.2.3))×id×(piX◦(4.1.2.3))×id−−−−−−−−−−−−−−−−−−−−−−−−−→ Z∗(A• ×B• × C•, ∗∗)
gegeben.
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4.2.3. Konstruktion von Morphismen aus Zykeln. Wir betrachten fu¨r einen
Komplex A• mit Komponenten, deren zugrundeliegenden Schemata projek-
tiv sind, den Morphismus
Z∗(A• ×X•, ∗∗)⊗ Z∗(X∗• × V•, ∗∗) −→ Z∗(A• × V•, ∗∗)
aus (Komposition). Jede Klasse α ∈ CH0(X∗• × V•, 0) gibt dadurch einen
Morphismus
Z∗(A• ×X•, ∗∗) −→ Z∗(A• × V•, ∗∗)
in der derivierten Kategorie. Wir bezeichnen diesen Morphismus ebenfalls
mit α.
Man rechnet schnell nach, dass ∆ =
∑
I∈Pr(−1)
|I|·(|I|−1)
2 ∆I , wobei ∆I
der Diagonalzykel in YI × YI ist, eine Klasse in CH0(X∗• ×X•, 0) definiert.
Lemma 4.2.1. Aufgefasst als Endomorphismus von Z∗(A•×X•, ∗∗) ist ∆
die Identita¨t.
Beweis. Fu¨r J ∈ Pr setzen wir
(YJ × YJ)′ = (YJ × YJ , {YJ × (YJ ∩ YK) | K} ∪ {∆YJ},dimYJ),
ein Objekt inM. Wir definieren folgende Morphismen inM (zur Definition
von T siehe (2.7.5)):
α :K −→ (YJ , T, 0) via K ←− YJ =−→ YJ
β :(YJ , T, 0) −→ (YJ , T,dimYJ)× YJ via YJ =←− YJ
∆YJ−−−→ YJ × YJ
γ :YJ −→ (YJ × YJ)′ × YJ via YJ (p1,p2)←−−−− YJ × YJ
id×∆YJ−−−−−→ YJ × YJ × YJ
δ :(YJ × YJ)′ −→ YJ × (YJ , T,dimYJ) via YJ × YJ =←− YJ × YJ =−→ YJ × YJ
² :(YJ × YJ)′ −→ K via YJ × YJ
∆YJ←−−− YJ −→ K
Man hat inM fu¨r alle p, J,m das kommutative Diagramm
Ap × YJ × (YJ , T,dimYJ)× YJ ×m Ap × YJ × (YJ , T, 0)×m
id×β×id
oo
Ap × (YJ × YJ)′ × YJ ×m
id×δ×id
OO
id×²×id

Ap × YJ ×m
id×α×id
OO
id×γ×idoo
idssfffff
fffff
fffff
fffff
ff
Ap × YJ ×m.
Sei Ψ ∈ CH∗(A• × X•, ∗∗) mit Repra¨sentant
∑
p,J,mΨp,J,m und Ψp,J,m ∈
Z∗(Ap × YJ(dimYJ − dimX) × m) gegeben. Das a¨ußere Produkt Ψ ×∆
ist durch ∑
p,J,m
(−1) |J|·(|J|−1)2 Z∗(id× (β ◦ α)× id) Ψp,J,m
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gegeben und (Komposition), auf Ψ⊗∆ angewendet, ist somit durch∑
p,J,m
Z∗(id× (² ◦ γ)× id) Ψp,J,m
gegeben. Da ² ◦ γ = id folgt die Behauptung. 
Bemerkung 4.1. Man kann via
Z∗(V ∗• ×X•, ∗∗)⊗ Z∗(X∗• ×A•, ∗∗) −→ Z∗(V ∗• ×A•, ∗∗)
aus (Komposition) jeder Klasse α ∈ CH0(V ∗• × X•, 0) einen Morphismus
in der derivierten Kategorie zuordnen. Man beweist wie oben, dass ∆ die
Identita¨t induziert.
4.2.4. Konstruktion von Zykeln aus Morphismen in Cb(M). Es sei
φ : 〈(X,S, 0),∪iYi〉 −→ 〈V,∪jWj〉
ein Morphismus in Cb(M). Fu¨r alle Komplexe C• mit Komponenten, deren
zugrundeliegenden Schemata projektiv sind, erha¨lt man aus
C• × 〈(X,S, 0),∪iYi〉 id×φ //

C• × 〈V,∪jWj〉
C• × 〈X,∪iYi〉
mit Satz 3.4.2 einen Morphismus
Z∗(C• ×X•, ∗∗) −→ Z∗(C• × V•, ∗∗) (4.2.4.1)
in der derivierten Kategorie. Wir wollen einen Zykel
Φ ∈ CH0(X∗• × V•, 0) konstruieren, der diesen mittels (Komposition) indu-
ziert (siehe 4.2.3). Wir betrachten dazu das Bild von ∆ unter dem Morphis-
mus aus (4.2.4.1) fu¨r C• = X∗• . Aus Lemma 4.2.1 und dem kommutativen
(in der derivierten Kategorie) Diagramm
Z∗(C• ×X•, ∗∗)⊗ Z∗(X∗• ×X•, ∗∗)
id⊗(4.2.4.1)

(Komposition) // Z∗(C• ×X•, ∗∗)
(4.2.4.1)

Z∗(C• ×X•, ∗∗)⊗ Z∗(X∗• × V•, ∗∗)
(Komposition) // Z∗(C• × V•, ∗∗)
folgt sofort, dass dieser Zykel den Morphismus aus (4.2.4.1) induziert.
Explizit sieht Φ wie folgt aus. Wir schreiben φs als Matrix
φs = (φJ,I)|J |=|I|=s mit φJ,I = φ+J,I−φ−J,I und φ+J,I , φ−J,I ∈M+ gegeben durch
YI
f+J,I←−− Z+J,I
g+J,I−−→ WJ bzw. YI
f−J,I←−− Z−J,I
g−J,I−−→ WJ . Unter Z0(id × φ, 0) wird
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∆ =
∑
I(−1)
|I|(|I|−1)
2 ∆YI nach∑
I
(−1) |I|(|I|−1)2
∑
J
∑
²∈{−,+}
² · (idYI × g²J,I)∗(idYI × f ²J,I)∗∆YI
=
∑
I
(−1) |I|(|I|−1)2
(∑
J
(
(f+J,I , g
+
J,I)∗Z
+
J,I − (f−J,I , g−J,I)∗Z−J,I
))
abgebildet.
4.3. Darstellung als Kategorie. Wir definieren eine Kategorie Me wie
folgt.
• Objekte: Die Objekte inMe sind durch (X(a),∪iYi), mit einer Kon-
stellation X;Y1, . . . , Yr glatter, projektiver Schemata u¨ber K, und
einer lokal konstanten Abbildung a : X −→ Z gegeben.
• Morphismen: Fu¨r zwei Objekte (X(a),∪iYi) und (V (b),∪jWj) ist
HomMe ((X(a),∪iYi), (V (b),∪jWj)) :=
CH0(〈X(−a+ dimX),∪iYi〉∗ × 〈V (b),∪jWj〉, 0).
Die Komposition von Morphismus ist durch (Komposition) gegeben. As-
soziativita¨t der Komposition ist in (4.2.2) bewiesen und die Identita¨t ist
durch ∆ gegeben (Lemma 4.2.1).
Mit
(X(a),∪iYi)⊕ (V (b),∪jWj) := ((X
∐
V )(a, b),∪iYi ∪j Wj)
und dem Nullobjekt ∅ := (∅(0), ∅) istMe eine additive Kategorie.
4.3.1. Tensorstruktur. Man kann M zu einer Tensorkategorie machen. Zu
(X(a),∪iYi) und (V (b),∪jWj) setzen wir
(X(a),∪iYi)× (V (b),∪jWj) = (X × V (a+ b),∪iYi × V ∪j X ×Wj).
Nach Konstruktion (Abschnitt 2.7) ist
〈X(a),∪iYi〉 × 〈V (b),∪jWj〉 = 〈X × V (a+ b),∪iYi × V ∪j X ×Wj〉,
〈X(a),∪iYi〉∗ × 〈V (b),∪jWj〉∗ = 〈X × V (a+ b),∪iYi × V ∪j X ×Wj〉∗,
und wir haben mit den Bezeichnungen
U1 = (X1(a1),∪iY1,i), U2 = (X2(a2),∪iY2,i),
T1 = (V1(b1),∪jW1,j), T2 = (V2(b2),∪jW2,j),
X∗1 := 〈X1(−a1 + dimX1),∪iY1,i〉∗, X2,• := 〈X2(a2),∪iY2,i〉,
V ∗1 := 〈V1(−b1 + dimV1),∪jW1,j〉∗, V2,• := 〈V2(b2),∪jW2,j〉,
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durch
CH0(X∗1 ×X2,•, 0)⊗ CH0(V ∗1 × V2,•, 0)
a¨ußeres Produkt−−−−−−−−−−→ CH0(X∗1 ×X2,• × V ∗1 × V2,•, 0)
−→ CH0(X∗1 × V ∗1 ×X2,• × V2,•, 0)
eine Abbildung
HomMe(U1, U2)×HomMe(T1, T2) −→ HomMe(U1 × T1, U2 × T2)
definiert. Fu¨r Morphismen (f, g) bezeichnen wir das Bild mit f × g. Indem
man die Eigenschaften aus (3.3.2) benutzt, kann man sehen, dass dies einen
Funktor
× :Me×Me −→Me (4.3.1.0)
definiert. Assoziativita¨t, (h× f)× g = h× (f × g), folgt ebenfalls.
Wir haben einen natu¨rlichen Isomorphismus
φ : U1 × U2
∼=−→ U2 × U1
gegeben durch das Bild von ∆ unter der Abbildung
CH0(X∗1 ×X∗2 ×X1,• ×X2,•, 0) −→ CH0(X∗1 ×X∗2 ×X2,• ×X1,•, 0)
(Permutation der beiden letzten Faktoren). Dies ist funktoriell, d.h. φ◦ (f ×
g) = (g × f) ◦ φ.
Zusammen mit dem Einselement (Spec K, ∅) ist damit Me eine Tensor-
kategorie.
4.3.2. Pseudoabelianisierung. Die KategorieMel konstruieren wir ausMe
durch hinzufu¨gen von Bildern von Projektoren (sog. Pseudoabelianisierung).
Objekte sind von der Form (U,P ) mit U in Me und P ∈ End(U) mit
P 2 = P . Und Homomorphismen sind durch
HomMel((U,P ), (T,Q)) = Q ◦HomMe(U, T ) ◦ P
definiert.
4.3.3. Funktoren in die derivierte Kategorie graduierter, abelscher Gruppen.
Sei C• ein Komplex in Cb(M), dessen Komponenten projektive Schemata
zugrundeliegen. Durch
(X(a),∪iYi) 7→ Z∗(C• × 〈X(a),∪iYi〉, ∗∗)
und Konstruktion von Morphismen aus Zykeln (Abschnitt 4.2.3) bekommt
man einen Funktor
Me −→ D(grad. abelsche Gruppen)
in die derivierte Kategorie. Dies folgt sofort aus Abschnitt (4.2.2) und Lem-
ma (4.2.1).
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Fu¨r C• = K erha¨lt man zusammen mit Korollar 3.4.2 den Funktor
Me −→ D(grad. abelsche Gruppen) (4.3.3.1)
(X(a),∪iYi) 7→ Z∗(U(a), ∗∗)
mit X − ∪iYi.
4.3.4. KonCb(M) undMe. Aus Abschnitt (4.2.4) hat man, wie man sofort
sieht, einen Funktor
KonCb(M) −→Me (4.3.4.1)
und ein kommutatives Diagramm von Funktoren
KonCb(M)
(4.3.4.1) //
(3.4.4.1)
))TTT
TTTT
TTTT
TTTT
Me
(4.3.3.1)vvmmm
mmm
mmm
mmm
mmm
D+(grad. ab. Gruppen).
(4.3.4.2)
Fu¨r Morphismen in Me, die von KonCb(M) kommen, kennt man deshalb
aus Proposition 3.4.1 die Bilder in D+(gaG).
4.3.5. Isomorphismen inMe. Seien (X(a),∪iYi) und (V (b),∪jWj) Objekte
inMe und
φ : 〈(X,S, a),∪iYi〉 −→ 〈V (b),∪jWj〉
ein Morphismus in Cb(M). Wir erhalten einen Morphismus (in der derivier-
ten Kategorie)
Z∗(C• ×X•, ∗∗) id×φ−−−→ Z∗(C• × V•, ∗∗) (4.3.5.1)
fu¨r alle Komplexe C• mit Komponenten, deren zugrundeliegenden Schema-
ta projektiv sind. Wir haben in Abschnitt (4.2.4) zu φ einen Zykel Φ ∈
CH0(X∗• × V•, 0) assoziiert, so dass φ durch Φ via (Komposition) gegeben
ist.
Lemma 4.3.1. Ist (4.3.5.1) fu¨r alle projektiven Schemata C (d.h. fu¨r C• =
C) ein Quasiisomorphismus, dann ist Φ ein Isomorphismus inMe.
Beweis. Ist (4.3.5.1) fu¨r alle projektiven Schemata C ein Quasiisomorphis-
mus, dann wegen Satz 3.4.2 auch fu¨r alle Objekte in M, denen ein pro-
jektives Schema zugrundeliegt. Mit homologischer Algebra sieht man, dass
(4.3.5.1) fu¨r alle Komplexe C• ∈ Cb(M), deren Komponenten projektive
Schemata zugrundeliegen, ein Quasiisomorphismus ist.
Sei Ψ ∈ CH0(V ∗• × X•, 0) mit CH0(id × φ, 0)(Ψ) = ∆, dann definiert Ψ
einen Morphismus (V (b),∪jWj) −→ (X(a),∪iYi) inMe. Nach Konstruktion
von Φ gilt Φ ◦Ψ = id(V (b),∪jWj). Wir haben
CH0(id× φ, 0)(Ψ ◦ Φ) = Φ ◦Ψ ◦ Φ = Φ = CH0(id× φ, 0)(∆),
also Ψ ◦ Φ = id(X(a),∪iYi), weil CH0(id× φ, 0) ein Isomorphismus ist. 
4.4. Approximation von Morphismen.
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4.4.1. Seien X;Y1, . . . , Yr, V ;W1, . . . ,Ws und A;B1, . . . , Bt Konstellatio-
nen,X,V,A seien projektiv, sowie a (bzw. b, c) eine lokal konstante Funktion
X −→ Z (bzw. V −→ Z, A −→ Z).
4.4.2.
Nach Konstruktion ist Z∗(〈X(−a + dimX),∪iYi〉∗ × 〈V (b),∪jWj〉, ∗∗) der
einfache Komplex assoziiert zum Doppelkomplex
. . . −→ Z∗ ((〈X(−a+ dimX),∪iYi〉∗ × 〈V (b),∪jWj〉)k, ∗∗) −→
Z∗
((〈X(−a+ dimX),∪iYi〉∗ × 〈V (b),∪jWj〉)k−1, ∗∗) −→ . . .
und hat eine aufsteigende Filtrierung W durch
Wk =
dfn
Ass
(
Z∗
((〈X(−a+ dimX),∪iYi〉∗ × 〈V (b),∪jWj〉)k, ∗∗) −→ . . . ) .
Es sei Erp,q die Spektralsequenz zu dieser Filtrierung. In (A.3.3) ist die Kon-
struktion dieser Spektralsequenz beschrieben.
Definition 4.1. Wir setzen
A((X(a),∪iYi), (V (b),∪jWj)) =
dfn
E20,0,
dabei ist E2p,q die Spektralsequenz zur Filtrierung W von
Z∗(〈X(−a+ dimX),∪iYi〉∗ × 〈V (b),∪jWj〉, ∗∗).
Man hat
E20,0 =
H
( ⊕
I,J
|J |−|I|=1
CH0(YI(dimX)×WJ(dimWJ − dimV ), 0)
CH0(dX∗•×id+(−1)|I|id×dV• ,0)−−−−−−−−−−−−−−−−−−−→⊕
I,J
|J |−|I|=0
CH0(YI(dimX)×WJ(dimWJ − dimV ), 0)
CH0(dX∗•×id+(−1)|I|id×dV• ,0)−−−−−−−−−−−−−−−−−−−→⊕
I,J
|J |−|I|=−1
CH0(YI(dimX)×WJ(dimWJ − dimV ), 0)
)
, (4.4.2.1)
(X∗• = 〈X(−a+ dimX),∪iYi〉∗, V• = 〈V (b),∪jWj〉).
Man hat offenbar
W0CH0(〈X(−a+ dimX),∪iYi〉∗ × 〈V (b),∪jWj〉, 0)
= CH0(〈X(−a+ dimX),∪iYi〉∗ × 〈V (b),∪jWj〉, 0)
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und
CH0(〈X(−a+ dimX),∪iYi〉∗ × 〈V (b),∪jWj〉, 0) // // Gr0W =W0/W−1 _

E20,0,
der letzte Pfeil ist injektiv, weil Err,−r+1 = 0 fu¨r r ≥ 2.
4.4.3. Komposition und Spur. Die Morphismen (Komposition) und (Spur)
induzieren entsprechende Morphismen
(AKomposition):
A((A(c),∪kBk), (X(a),∪iYi))⊗Z A((X(a),∪iYi), (V (b),∪jWj))
−→ A((A(c),∪kBk), (V (b),∪jWj))
(ASpur):
A((X(a),∪iYi), (X(a),∪iYi)) −→ Z.
Explizit ist (AKomposition) wie folgt gegeben. Fu¨r
(αKI)|K|=|I| ∈ A((A(c),∪kBk), (X(a),∪iYi))
(βIJ)|I|=|J | ∈ A((X(a),∪iYi), (V (b),∪jWj))
mit
αKI ∈ CH0(BK(−c+ dimA)× YI(dimYI − dimX + a), 0)
βIJ ∈ CH0(YI(−a+ dimX)×WJ(dimWJ − dimV + b), 0)
haben wir als Bild (γKJ) von (αKI)⊗ (βIJ) die Klasse gegeben durch
γKJ =
∑
I
|I|=|J |=|K|
(−1) |I|(|I|−1)2 βIJ ◦ αKI ,
wobei βIJ ◦ αKI die Komposition von Korrespondenzen ist, also
βIJ ◦ αKI = pBK×WJ∗
(
p∗BK×YIαKI · p∗YI×WJβIJ
)
mit
BK × YI ×WJ
pBK×WJ //
pBK×YI

pYI×WJ
((PP
PPP
PPP
PPP
P BK ×WJ .
BK × YI YI ×WJ
Wir haben (ASpur) im wesentlichen schon in Beispiel 4.1.3 besprochen, es
ist
tr((αIJ)) =
∑
I
(−1) |I|(|I|−1)2 deg(αII ·∆YI ).
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4.4.4. Wir definieren eine additive Kategorie AMe mit gleichen Objekten
wie in Me und Morphismen (X(a),∪iYi) −→ (V (b),∪jWj) gegeben durch
A((X(a),∪iYi), (V (b),∪jWj)) und Komposition durch
(AKomposition).
Durch
CH0(〈X(−a+ dimX),∪iYi〉∗ × 〈V (b),∪jWj〉, 0) −→ E20,0
haben wir einen FunktorMe −→ AMe.
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5. Konstellationen affiner Ra¨ume im affinen Raum
5.0.5. Einleitung. Sei Xo = ANK und Ani ' Y oi ⊂ Xo affine Unterrau¨me fu¨r
i = 1, . . . , r − 1. Wir kompaktifizieren im projektiven Raum durch Xo ⊂
X = PN und Pni ' Yi ⊂ X, sowie Yr := PN−1 = X −Xo.
Sei A die Menge nichttrivialer Durchschnitte von Xo, Y o1 , . . . , Y or−1, d.h.
A = {Y oI ; I ∈ Pr−1 = {Teilmengen von {1, . . . , r − 1}}} − {∅}, und sei fu¨r
alle A ∈ A ein K-rationaler Punkt xA gewa¨hlt, mit der Eigenschaft, dass
xA 6∈ B fu¨r alle B, A 3 B ( A. Fu¨r einen endlichen Ko¨rper K ist dies
im allgemeinen nicht mo¨glich, wir wollen im folgenden jedoch voraussetzen,
dass dies bei der betrachteten Konstellation geht.
Nach Wahl von Punkten xA bekommt man durch “Einschra¨nkung” auf
diese, wie wir in Proposition 5.2.1 sehen werden, einen Quasiisomorphismus
Z∗(〈X,∪iYi〉, ∗∗) −→
⊕
A∈A
E(A)⊗Z Z∗(K, ∗∗), (5.0.5.1)
mit einem Komplex von endlichen, freien, graduierten, abelschen Gruppen
E(A), der aus der Abbildung Pr−1 −→ A ∪ {∅}; I 7→ Y oI , gebildet wird (De-
finition 5.1).
Wichtig ist die Betrachtung des einfachsten Falles: r = 1, A = {AN}.
Hier zeigen wir (PN ,PN−1) ∼= K inMe, und es folgt mit den Methoden aus
Abschnitt (4), dass
Z∗(〈PN ,PN−1〉, ∗∗)
quis'−−→ Z∗(K, ∗∗) (Homotopielemma).
Mit Hilfe von Blochs Moving-Lemma (Satz 3.4.1) erhalten wir das wohlbe-
kannte Homotopie-Lemma [Bl1]. Unser Beweis des Homotopie-Lemmas ist
von der Art her ein anderer als in [Bl1], aber im strengen Sinne u¨berflu¨ssig.
Nach (3.4.1) u¨bertra¨gt sich die Zerlegung aus (5.0.5.1) auf die (ho¨heren)
Chowgruppen von U := X − ∪iYi = Xo − ∪iY oi . Im allgemeinen ist diese
Zerlegung jedoch abha¨ngig von der Wahl der Punkte xA.
Allgemeiner hat man fu¨r eine beliebige Konstellation A;B1, . . . , Bt pro-
jektiver Schemata
Z∗(〈A(c),∪kBk〉∗ × 〈X,∪iYi〉, ∗∗)
quis'⊕
A∈A
Z∗(〈A(c),∪kBk〉∗, ∗∗)⊗Z E(A) (5.0.5.2)
und dual dazu fu¨r eine beliebige Konstellation V ;W1, . . . ,Ws projektiver
Schemata hat man
Z∗(〈X(dimX),∪iYi〉∗ × 〈V (b),∪jWj〉, ∗∗) quis'⊕
A∈A
Hom(E(A),Z)⊗Z Z∗(〈V (b),∪jWj〉, ∗∗), (5.0.5.3)
wobei Hom das interne Hom bei graduierten abelschen Gruppen ist. Wir
zeigen die Vertra¨glichkeit dieser Quasiisomorphismen mit (Komposition) aus
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Abschnitt (4.1.2), d.h.
Z∗(〈A(c),∪kBk〉∗ × 〈X,∪iYi〉, ∗∗)⊗
Z∗(〈X(dimX),∪iYi〉∗ × 〈V (b),∪jWj〉, ∗∗) −→
Z∗(〈A(c),∪kBk〉∗ × 〈V (b),∪jWj〉, ∗∗)
ist durch Auswertung E(A)⊗Hom(E(A),Z) −→ Z gegeben.
Kommt V ;W1, . . . ,Ws ebenfalls von einer Konstellation affiner Ra¨ume,
so hat man aus (5.0.5.2) und (5.0.5.3):
Z∗(〈X(dimX),∪iYi〉∗ × 〈V,∪jWj〉, ∗∗)
quis'−−→⊕
(A,B)∈A×B
Hom•(E(A), E(B))⊗ Z∗(K, ∗∗), (5.0.5.4)
wobei B wieA definiert ist. Auf diese Weise kann HomMe ((X,∪iYi), (V,∪jWj))
gut beschrieben werden. So ist
HomMe ((X,∪iYi), (V,∪jWj)) −→
HomD(gaG)(Z
∗(X − ∪iYi, ∗∗), Z∗(V − ∪jWj , ∗∗))
aus Abschnitt (4.3.3) via (5.0.5.4) und (5.0.5.2) im wesentlichen durch
Z∗(K, ∗∗)⊗
⊕
A1∈A
E(A1)⊗
⊕
A2∈A
Hom(E(A2),Z)⊗ Z∗(K, ∗∗)
id⊗tr⊗id−−−−−−→ Z∗(K, ∗∗)⊗ Z∗(K, ∗∗) Multiplikation−−−−−−−−→ Z∗(K, ∗∗)
gegeben (Abschnitt 5.3).
In der Kategorie AMe vereinfacht sich das Bild zu
HomAMe((X,∪iYi), (V,∪jWj)) '−→ HomD(gaG)
(⊕
A∈A
E(A),
⊕
B∈B
E(B)
)
(Abschnitt 5.3.5).
Zur Abha¨ngigkeit von (5.0.5.1) von der Wahl der Punkte xA, A ∈ A,
zeigen wir folgendes. Der U¨bergang xA 7→ x′A zu einer anderen Wahl wird
durch den Zykel
Σ = id+
∑
m≥1
∑
A)A1)···)Am
σA)A1)···)Am ⊗ λA)A1)···)Am
beschrieben, wobei die zweite Summe u¨ber alle Ketten A ) · · · ) Am,m ≥ 1,
in A mit codimAAm = m geht (Korollar 5.4.1). Dabei ist σA)A1)···)Am ∈
H−mHom•(E(A), E(Am)) und λA)A1)···)Am ∈ CHm(K,m). Fu¨r diese Aus-
sage braucht man, dass die Punkte x′A ”gut“ bzgl. der Punkte xA liegen(Definition 5.2).
In Abschnitt (5.5) invertieren wir den Quasiisomorphismus (5.0.5.1) und
geben die wesentlichen Zykel, soweit es die Kombinatorik erlaubt, explizit
an.
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In Abschnitt (5.6) behandeln wir Fragen zur Multiplikation auf
Z∗(X − ∪iYi, ∗∗). Die Multiplikation induziert offenbar
E(A)⊗ Z∗(K, ∗∗)⊗ E(B)⊗ Z∗(K, ∗∗) −→
⊕
C∈A
E(C)⊗ Z∗(K, ∗∗) (5.0.5.5)
fu¨r alle A,B ∈ A. Ist A ∩ B 6= ∅ und codimA + codimB = codim(A ∩ B),
so ist (5.0.5.5) durch den Zykel
ΨA,B =
∑
L1=A(A1(···(Ad
L2=B(B1(···(Be
multAd,Be(σ
L1 ⊗ σL2)⊗ α(L1, L2).
gegeben. Dabei geht die Summe u¨ber alle Ketten L1, L2 in A mit d =
codimAdA, e = codimBeB und es ist multAd,Be(σ
L1⊗σL2) : E(A)⊗E(B) −→
E(Ad ∩Be)[d+ e], sowie α(L1, L2) ∈ CHd+e(K, d+ e).
5.1. Homotopie-Lemma. Wir betrachten U := (PN ,PN−1) als Objekt in
Me, wobei PN−1 ⊂ PN eine Hyperebene ist. Der Komplex 〈PN ,PN−1〉 ist
durch
PN−1(−1)︸ ︷︷ ︸
deg=1
i0−→ PN︸︷︷︸
deg=0
gegeben und HomMe(K,U) = Z · [PN ]. Der Komplex 〈PN ,PN−1〉∗ ist durch
(PN , {PN ,PN−1}, 0)︸ ︷︷ ︸
deg=0
i∗0−→ PN−1︸ ︷︷ ︸
deg=−1
gegeben und Z · [x] ⊂ HomMe(U,K) fu¨r alle x ∈ PN (K)− PN−1(K), wobei
[x] als 0-Zykel in PN aufgefasst wird.
Lemma 5.1.1 (Homotopie-Lemma).
Der Morphismus [PN ] ∈ Hom(K,U) ist ein Isomorphismus mit inversem
Morphismus [x] ∈ Hom(U,K).
Beweis. Da [x] ◦ [PN ] = tr([PN ]⊗ [x]) = 1 ∈ CH0(K, 0), ist [x] ◦ [PN ] = idK
(zur Definition von tr siehe Abschnitt 4.1.2).
Der Morphismus [PN ] ◦ [x] ist durch den Zykel x× PN ⊂ PN × PN in
CHN ((PN , {PN ,PN−1}, 0)× PN−1(−1) (id×i0,i
∗
0×id)−−−−−−−−→
(PN , {PN ,PN−1}, 0)× PN ⊕ PN−1 × PN−1(−1)︸ ︷︷ ︸
0
i∗0×id−id×i0−−−−−−−−→ PN−1 × PN , 0)
gegeben. Wir haben zu zeigen, dass x× PN = ∆PN +∆PN−1 .
Wa¨hle die homogenen Koordinaten x0, . . . , xN von PN so, dass PN−1 =
V (x0) und x = [1 : 0 : · · · : 0].
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Der Zykel Γ ⊂ PN × PN × A1 sei als Abschluss des Graphen von
(PN − {x})× A1 −→ PN
([x0 : x1 : · · · : xN ], t) 7→ [t · x0 : x1 : · · · : xN ]
(Homotopie zwischen Inklusion PN −{x} ⊂ PN und Projektion PN −{x} −→
PN−1) definiert.
Es ist leicht zu sehen, dass
∂0Γ = x× PN +Σ, ∂1Γ = ∆PN ,
mit Σ ⊂ PN × PN−1 gegeben durch
Σ = {(z, w) | z liegt auf der Geraden durch x und w}.
Es ist weiterhin
(i∗0 × id) Γ = Graph(PN−1 −→ PN )× A1 = 0 (degenerierter Zykel)
(i∗0 × id) Σ = ∆PN−1
und der Zykel Σ⊕ (Γ, 0)⊕ 0 in
ZN ((PN , {PN ,PN−1}, 0)× PN−1(−1) (id×i0,i
∗
0×id)−−−−−−−−→
(PN , {PN ,PN−1}, 0)× PN ⊕ PN−1 × PN−1(−1)
i∗0×id−id×i0−−−−−−−−→ PN−1 × PN , 1)
hat Ableitung
d(Σ⊕ (Γ, 0)⊕ 0) = −x× PN +∆PN +∆PN−1 .

Korollar 5.1.1. Fu¨r alle (V (b),∪jWj) ∈Me ist
[x] : Z∗(〈V (b),∪jWj〉∗ × 〈PN ,PN−1〉, ∗∗) −→ Z∗(〈V (b),∪jWj〉∗, ∗∗)
ein Quasiisomorphismus.
Beweis. Aus (4.3.3) folgt die Behauptung. 
Bemerkung 5.1. Durch den Einschra¨nkungsmorphismus
ι∗x : PN ←− x =−→ K erha¨lt man einen Morphismus von Komplexen in Cb(M):
〈(PN , {PN , {x}}, 0),PN−1〉 // K,
(PN , {PN , {x}}, 0) ι
∗
x // // K
PN−1(−1),
OO
der den Zykel [x] induziert (4.2.4).
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5.2. Allgemeiner Fall.
5.2.1. Seien nun Xo = ANK und Ani ' Y oi ⊂ Xo, fu¨r i = 1, . . . , r − 1,
affine Unterrau¨me. Wir kompaktifizieren im projektiven Raum durch Xo ⊂
X = PN und Y oi ⊂ Yi ⊂ X,Yi ' Pni , sowie Yr := X − Xo ' PN−1 die
“Hyperebene im Unendlichen”.
Wir bezeichnen mit A(Xo,∪iY oi ) (kurz A, falls die Konstellation fixiert
ist) die Menge nichttrivialer Durchschnitte von Xo, Y o1 , . . . , Y
o
r−1,
A(Xo,∪iY oi ) =
dfn
{Y oI | I ∈ Pr−1} − {∅}. (5.2.1.1)
Im folgenden werden wir nur Konstellationen Xo, Y o1 , . . . , Y
o
r−1 betrach-
ten, die folgende Bedingung erfu¨llen:
• fu¨r alle A ∈ A ist A(K)−⋃B∈A,B(AB(K) nicht leer.
Wir sagen dann, dass genu¨gend K-rationale Punkte in allgemeiner Lage
existieren.
Die Bedingung ist erfu¨llt falls K ein Ko¨rper mit unendlich vielen Elemen-
ten ist.
5.2.2. Zum Funktor
P
opp
r−1 −→ Cb(M) (5.2.2.1)
I 7→ 〈YI(−codimYI), Yr ∩ YI〉
(I ⊃ J) 7→
(
YI
=←− YI ⊂−→ YJ
Yr ∩ YI =←− Yr ∩ YI ⊂−→ Yr ∩ YJ
)
erhalten wir (Anhang A.1) einen Doppelkomplex F ∈ Cb(Cb(M)). Es ist
offenbar
〈X,∪iYi〉 = AssF.
Fu¨r alle A ∈ A wa¨hlen wir einen K-rationaler Punkt xA ∈ A(K), mit der
Eigenschaft, dass xA 6∈ B fu¨r alle B ∈ A, B ( A.
Man definiert den Doppelkomplex F ′ als Verfeinerung von F mit Kom-
ponenten
〈(YI , {YI , xY oI },dimYI −N), Yr ∩ YI〉.
Und den Komplex E in Cb(M) durch
P
opp
r−1 −→M
I 7→ K(−codimYI)
(I ⊃ J) 7→
{
id falls Y oI = Y
o
J ,
0 sonst.
Durch die Einschra¨nkungsmorphismen ι∗xY o
I
: YI ←− xY oI
=−→ K erha¨lt man
(wie in Bemerkung 5.1) Morphismen von Komplexen
〈(YI , {YI , xY oI },dimYI −N), Yr ∩ YI〉
ι∗xY o
I−−−→ K(dimYI −N)
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und
ι∗xA : AssF
′ −→ E .
Korollar (5.1.1) und Bemerkung (5.1) zeigen, dass
Z∗(〈V (b),∪jWj〉∗ ×Ass F ′, ∗∗)
id×ι∗xA−−−−→
Z∗(〈V (b),∪jWj〉∗ × E , ∗∗) (5.2.2.2)
ein Quasiisomorphismus fu¨r alle (V (b),∪jWj) ∈Me ist.
Definition 5.1. Gegeben sei eine Konstellation Xo;Y o1 , . . . , Y
o
r−1 affiner
Ra¨ume. Wir bezeichnen fu¨r alle A ∈ A mit E(A) den Komplex graduierter
abelscher Gruppen, der nach Anhang A.1 zum Funktor
P
opp
r−1 −→ (graduierte abelsche Gruppen)
I 7→
{
Z(−codimA) falls Y oI = A,
0 sonst,
(I ⊃ J) 7→
{
id falls Y oI = Y
o
J = A,
0 sonst,
definiert ist.
Offenbar ist
Z∗(〈V (b),∪jWj〉∗ × E , ∗∗) ∼=
⊕
A∈A
Z∗(〈V (b),∪jWj〉∗, ∗∗)⊗Z E(A),
wobei wir wie folgt identifizieren (cI := codimYI):
Z∗(〈V (b),∪jWj〉∗ ×K [|I|] (−cI), ∗∗)
∼=−→ Z∗(〈V (b),∪jWj〉∗, ∗∗)⊗Z Z [|I|] (−cI)
Zp(WJ , q)
(−1)|I|·qid−−−−−−→ Zp(WJ , q).
Man hat folgendes Diagramm:
Z∗(〈V (b),∪jWj〉∗ × 〈X,∪iYi〉, ∗∗)
Z∗(〈V (b),∪jWj〉∗ ×AssF, ∗∗)
=
OO
Z∗(〈V (b),∪jWj〉∗ ×AssF ′, ∗∗)
id×incl
OO
id×ι∗xA // Z∗(〈V (b),∪jWj〉∗ × E , ∗∗)
∼=
⊕
A∈A
Z∗(〈V (b),∪jWj〉∗, ∗∗)⊗Z E(A)
mit Quasiisomorphismen als vertikalen (nach Satz 3.4.2) und horizontalen
Pfeilen (5.2.2.2).
Damit haben wir die folgende Proposition bewiesen.
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Proposition 5.2.1. Nach Wahl von Punkten xA in allgemeiner Lage haben
wir via obigem Diagramm fu¨r alle Konstellationen V ;W1, . . . ,Ws projektiver
Schemata einen Quasiisomorphismus
Z∗(〈V (b),∪jWj〉∗ × 〈X,∪iYi〉, ∗∗) quis'⊕
A∈A
Z∗(〈V (b),∪jWj〉∗, ∗∗)⊗Z E(A).
Bemerkung 5.2. Wie man an der Konstruktion sieht, ist der Quasiisomor-
phismus aus Proposition 5.2.1 mit der “Z∗(K, ∗∗)-Modulstruktur” vertra¨glich,
d.h. das Diagramm
Z∗(K, ∗∗)⊗Z Z∗(V ∗ × 〈X,∪iYi〉, ∗∗)
quis'

(3.3.2.1) // Z∗(V ∗ × 〈X,∪iYi〉, ∗∗)
quis'
⊕
A∈A
Z∗(K, ∗∗)⊗ Z∗(V ∗, ∗∗)⊗Z E(A) (3.3.2.1) //
⊕
A∈A
Z∗(V ∗, ∗∗)⊗Z E(A)
(V ∗ := 〈V (b),∪jWj〉∗) kommutiert.
Bemerkung 5.3. Man kann ι∗xA durch
AssF ′ //

E
〈Xo,∪iY oi 〉′
::tttttttttt
faktorisieren, wobei 〈Xo,∪iY oi 〉′ als Verfeinerung von 〈Xo,∪iY oi 〉 mit Kom-
ponenten (Y oI , {Y oI , xY oI },−codimY oI ) definiert ist und der Diagonale Pfeil
durch Y oI ←− xY oI
=−→ K gegeben ist.
Korollar 5.2.1. Nach Wahl von Punkten xA in allgemeiner Lage haben wir
einen Quasiisomorphismus
Z∗(X − ∪iYi, ∗∗) quis'
⊕
A∈A
E(A)⊗Z Z∗(K, ∗∗).
Beweis. Man benutzt Proposition 5.2.1 mit 〈V (b),∪jWj〉∗ = K und Korollar
(3.4.2). 
5.2.3. Wir setzen S := {YI | I ∈ Pr−1}, dual zu F definiert man F ∗ durch
Pr−1 −→ Cb(M)
I −→ 〈(YI , S, 0), Yr ∩ YI〉∗
(I ⊂ J) −→
(
Yr ∩ YI ⊃←− Yr ∩ YJ =−→ Yr ∩ YJ
YI
⊃←− YJ =−→ YJ
)
.
Es gilt offenbar
Ass F ∗ = 〈X,∪iYi〉∗.
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Man definiert E∗ (dual zu E) durch
Pr−1 −→M
I 7→ K(−dimYI)
(I ⊂ J) 7→
{
id falls Y oI = Y
o
J ,
0 sonst.
Via ιxY o
I
∗ : K
=←− xY oI
incl−−→ YI erha¨lt man Morphismen von Komplexen
K(−dimYI)
ιxY o
I
∗
−−−→ 〈(YI , S, 0), Yr ∩ YI〉∗
und
ιxA∗ : E∗ −→ AssF ∗.
Man hat die zu (5.2.2.2) duale Aussage:
Z∗(E∗ × 〈V (b),∪jWj〉, ∗∗)
ιxA∗×id−−−−−→
Z∗(Ass F ∗ × 〈V (b),∪jWj〉, ∗∗) (5.2.3.1)
ist ein Quasiisomorphismus. Setze V• = 〈V (b),∪jWj〉, das Diagramm von
Quasiisomorphismen
Z∗(〈X(N),∪iYi〉∗ × V•, ∗∗)
=

Z∗(AssF ∗(N)× V•, ∗∗) Z∗(E∗(N)× V•, ∗∗)
=

ιxA∗×idoo
⊕
A∈A
Hom(E(A),Z)⊗Z Z∗(V•, ∗∗)
beweist die Proposition:
Proposition 5.2.2. Nach Wahl von Punkten xA in allgemeiner Lage haben
wir via obigem Diagramm fu¨r alle Konstellationen V ;W1, . . . ,Ws projektiver
Schemata einen Quasiisomorphismus
Z∗(〈X(dimX),∪iYi〉∗ × 〈V (b),∪jWj〉, ∗∗) quis'⊕
A∈A
Hom(E(A),Z)⊗Z Z∗(〈V (b),∪jWj〉, ∗∗).
Bemerkung 5.4. Wie man an der Konstruktion sieht, ist der Quasiisomor-
phismus aus Proposition 5.2.2 mit der Z∗(K, ∗∗)-Modulstruktur kompatibel,
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d.h. wir haben ein kommutatives Diagramm:
Z∗(K, ∗∗)⊗Z Z∗(〈X(N),∪iYi〉∗ × V•, ∗∗)
quis'

(3.3.2.1)// Z∗(〈X(N),∪iYi〉∗ × V•, ∗∗)
quis'
⊕
A∈A
Z∗(K, ∗∗)⊗ E(A)′ ⊗Z Z∗(V•, ∗∗) (3.3.2.1) //
⊕
A∈A
E(A)′ ⊗Z Z∗(V•, ∗∗)
(V• := 〈V (b),∪jWj〉, E(A)′ := Hom(E(A),Z)).
Korollar 5.2.2. Nach Wahl von Punkten xA in allgemeiner Lage haben wir
einen Quasiisomorphismus
Z∗(〈X,∪iYi〉∗, ∗∗) quis'
⊕
A∈A
Hom(E(A),Z(−N))⊗Z Z∗(K, ∗∗).
Beweis. Man benutzt Proposition 5.2.2 mit 〈V (b),∪jWj〉∗ = K. 
5.3. Vertra¨glichkeit mit Komposition.
5.3.1. Es sind A;B1, . . . , Bt und V ;W1, . . . ,Ws Konstellationen projektiver
Schemata.
Wir setzen X• := 〈X,∪iYi〉 und X∗• := 〈X(dimX),∪iYi〉∗, sowie V ∗• :=
〈V (b+ dimV ),∪jWj〉∗ und A• := 〈A(c),∪kBk〉.
5.3.2. Sei Xo = AN und Y o1 , . . . , Y or−1 affine Unterra¨ume, sowie X,Y1, . . .
deren Kompaktifizierung im projektiven Raum PN . Aus (Komposition) (sie-
he 4.1.2) haben wir:
Z∗(V ∗• ×X•, ∗∗)⊗ Z∗(X∗• ×A•, ∗∗) −→ Z∗(V ∗• ×A•, ∗∗).
Aus Proposition (5.2.1) und (5.2.2) haben wir die Quasiisomorphismen
Z∗(V ∗• ×X•, ∗∗)
quis'
⊕
A∈A
Z∗(V ∗• , ∗∗)⊗ E(A)
Z∗(X∗• ×A•, ∗∗)
quis'
⊕
A∈A
Hom(E(A),Z)⊗ Z∗(A•, ∗∗).
Proposition 5.3.1. Via der Quasiisomorphismen aus Proposition 5.2.1
und 5.2.2 ist (Komposition) durch⊕
(A1,A2)∈A×A
Z∗(V ∗• , ∗∗)⊗ E(A2)⊗Hom(E(A1),Z)⊗ Z∗(A•, ∗∗)
'−→
⊕
(A1,A2)∈A×A
Z∗(V ∗• , ∗∗)⊗Hom•(E(A1), E(A2))⊗ Z∗(A•, ∗∗)
id⊗tr⊗id−−−−−−→ Z∗(V ∗• , ∗∗)⊗ Z∗(A•, ∗∗) −→ Z∗(V ∗• ×A•, ∗∗)
gegeben.
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Beweis. Zur Definition von
E(A2)⊗Hom(E(A1),Z) '−→ Hom•(E(A1), E(A2))
und tr : Hom•(E(A), E(A)) −→ Z siehe (A.2).
Man pru¨ft leicht nach, dass folgendes Diagramm kommutiert:
AssF ′ × E∗(N)
incl×ιxA∗
wwnnn
nnn
nnn
nnn

ι∗xA×id// E × E∗(N)
Φ

X• ×X∗• (X• ×X∗• )′incloo // K,
mit (X• ×X∗• )′ und (X• ×X∗• )′ −→ K wie in (4.1.2) definiert, sowie
Φ : E × E∗(N) Projektion−−−−−−→
⊕
(I,I)
I∈Pr−1
K
P
I(−1)
|I|(|I|−1)
2 idK−−−−−−−−−−−−−→ K.
Indem man das Diagramm von links mit V ∗• × und von rechts mit ×A•
multipliziert und Funktorialita¨t des a¨ußeren Produktes benutzt (3.3.2) bleibt
noch zu beachten, dass das Diagramm
Z∗(V ∗• × E × E∗(N)×A•, ∗∗)
id×Φ×id // Z∗(V ∗• ×A•, ∗∗)
Z∗(V ∗• × E, ∗∗)⊗ Z∗(E∗(N)×A•, ∗∗)
OO
L
(A1,A2)
Z∗(V ∗• , ∗∗)⊗Hom•(E(A1), E(A2))⊗ Z∗(A•, ∗∗)
∼=
OO
tr // Z∗(V ∗• , ∗∗)⊗ Z∗(A•, ∗∗)
OO
kommutiert. 
5.3.3. Interpretation von HomMe. SeienXo;Y o1 , . . . , Y or−1 und V o;W o1 , . . . ,W os−1
Konstellationen affiner Ra¨ume, wir fixieren Punkte xA, A ∈ A = A(Xo,∪iY oi ),
und xB, B ∈ B := A(V o,∪jW oj ), in allgemeiner Lage.
Wir haben via Propositionen 5.2.1, 5.2.2, ein Diagramm von Quasiiso-
morphismen
Z∗(V ∗• ×X•, ∗∗)

//
⊕
B∈B
Hom(E(B),Z)⊗ Z∗(X•, ∗∗)
⊕
A∈A
Z∗(V ∗• , ∗∗)⊗ E(A) //
⊕
(A,B)∈A×B
Hom(E(B),Z)⊗ Z∗(K, ∗∗)⊗ E(A).
(5.3.3.1)
Lemma 5.3.1. Das Diagramm (5.3.3.1) kommutiert.
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Beweis. Wir haben ein Diagramm
V ∗• ×X•
V ∗• ×AssF ′
66lllllllllllll
id×ι∗xA

E∗B(dimV )×X•ιxB∗ × id
jjUUUUUUUUUUUUUUUUU
V ∗• ××EA E∗B(dimV )×AssF ′
id×ι∗xAttiiii
iiii
iiii
iiii
OO
ιxB∗×id
llYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY
E∗B(dimV )× EA,
ιxB∗×id
hhQQQQQQQQQQQQQ
wobei das obere und untere Rechteck kommutiert. Daraus folgt sofort, dass
Z∗(V ∗• ×X•, ∗∗)

// Z∗(E∗B(dimV )×X•, ∗∗)

Z∗(V ∗• × EA, ∗∗) // Z∗(E∗B(dimV )× EA, ∗∗)
kommutiert. Daraus folgt die Behauptung nach einfacher Rechnung. 
Mit Lemma 5.3.1 erha¨lt man einen Isomorphismus
HomMe((V,∪jWj), (X,∪iYi))
∼=−→
Grad= 0 Anteil von
H0
 ⊕
(A,B)∈A×B
Hom(E(B),Z)⊗ Z∗(K, ∗∗)⊗ E(A)
 .
(5.3.3.2)
Proposition 5.3.1 und Lemma 5.3.1 zeigen, dass Komposition in Me unter
(5.3.3.2) durch
Z∗(K, ∗∗)⊗
⊕
A1∈A
E(A1)⊗
⊕
A2∈A
Hom(E(A2),Z)⊗ Z∗(K, ∗∗)
id⊗tr⊗id−−−−−−→ Z∗(K, ∗∗)⊗ Z∗(K, ∗∗) Multiplikation−−−−−−−−→ Z∗(K, ∗∗) (5.3.3.3)
gegeben ist.
Aus der Identifikation aus Proposition 5.2.1 und dem Funktor aus (4.3.3)
hat man eine Abbildung
HomMe((V,∪jWj), (X,∪iYi)) −→
HomD+(gaG)
(⊕
B∈B
Z∗(K, ∗∗)⊗ E(B),
⊕
A∈A
Z∗(K, ∗∗)⊗ E(A)
)
.
Aus Proposition 5.3.1 und Lemma 5.3.1 sieht man sofort, dass diese Abbil-
dung durch (5.3.3.2) zusammen mit der ”Regel“ (5.3.3.3) gegeben ist.
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Als na¨chstes betrachten wir den Diagonalzykel ∆.
Lemma 5.3.2. Der Diagonalzykel ∆ =
∑
I(−1)
|I|(|I|−1)
2 ∆YI bildet unter
Z∗(X∗• × X•, ∗∗)
quis'
⊕
(A1,A2)∈A×A
Hom(E(A1),Z) ⊗ E(A2) ⊗ Z∗(K, ∗∗)
auf
∑
A idA ⊗ [K] ab, mit idA ∈ Hom(E(A),Z) ⊗ E(A) entsprechend der
Identifikation
Hom(E(A),Z)⊗ E(A) = Hom•(E(A), E(A)),
(aus A.2).
Beweis. Wir betrachten
X∗• ×X• X∗• ×AssF ′oo
id×ι∗xA // X∗• × E
E∗(N)× E .
ιxA∗×id
OO
Nach anwenden von Z∗( , ∗∗) sieht man
∆ ∆  //oo
∑
I(−1)
|I|(|I|−1)
2 [xY oI ]
∑
I(−1)
|I|(|I|−1)
2 [K]︸︷︷︸
(I,I)
.
_
OO
Daraus folgt die Behauptung. 
5.3.4. Additive Zerlegung.
Korollar 5.3.1. Nach Wahl von K-rationalen Punkten {xA}A∈A, so dass
xA ∈ A− ∪B∈A
B(A
B, haben wir eine Zerlegung
(PN ,∪iYi) =
⊕
A∈A
((PN ,∪iYi), PA) (5.3.4.1)
inMel (PA sind idempotente Endomorphismen von (PN ,∪iYi)).
Beweis. Wir definieren PA als die Homologieklasse, die unter
Z∗(X∗• ×X•, ∗∗)
quis'
⊕
(A1,A2)∈A×A
Hom(E(A1),Z)⊗ E(A2)⊗ Z∗(K, ∗∗)
auf idA⊗[K] abbildet mit idA ∈ Hom(E(A),Z)⊗E(A) die Identita¨t. Lemma
5.3.2 zeigt ∆ =
∑
A∈A PA und Proposition 5.3.1, dass PA idempotent ist.

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Wir fixieren ein A0 ∈ A. Ohne Einschra¨nkung seien Y1, . . . , Yq diejenigen
Yi, die A0 enthalten. Wir setzen
A′ =
dfn
{A ∈ A;A ⊃ A0} = A(Xo,∪qi=1Y oi ).
Der natu¨rliche Morphismus (X,∪qi=1Yi) −→ (X,∪iYi), gegeben durch den
Zykel
∑
I∈Pq(−1)
|I|(|I|−1)
2 ∆YI , hat nach Wahl von Punkten
{xA;A ∈ A} (wir nehmen die gleichen fu¨r A′) in allgemeiner Lage unter
dem dazugeho¨rigen Quasiisomorphismus
Z∗(〈X(dimX),∪qi=1Yi〉∗ × 〈X,∪iYi〉, ∗∗)
quis−−→⊕
(A′,A)∈A′×A
Hom•(E(A
′), E(A))⊗ Z∗(K, ∗∗)
die Darstellung
∑
A∈A′ idA ⊗ [K]. Daraus folgt sofort:
Lemma 5.3.3. Der Morphismus (X,∪qi=1Yi) −→ (X,∪iYi) bildet fu¨r alle
A′ ∈ A′ die Summanden
((X,∪qi=1Yi), A′)
∼=−→ ((X,∪ri=1Yi), A′)
der Zerlegung aus Korollar (5.3.1) isomorph aufeinander ab.
5.3.5. Morphismen in AMe.
SeienXo;Y o1 , . . . , Y
o
r−1 und V o;W o1 , . . . ,W os−1 Konstellationen affiner Ra¨ume.
Wir bezeichnen mit X;Y1, . . . , Yr bzw. V ;W1, . . . ,Ws, wie in (5.2.1), die
Kompaktifizierung im projektiven Raum und Yr bzw. Ws die Hyperebene
im Unendlichen.
Fu¨r I ∈ Pr−1,l, J ∈ Ps−1,m sei CI,J der Komplex assoziiert zum Doppel-
komplex (N := dimX, d := dimWJ − dimV )
CH∗(YI(N)×WJ (d), 0) // CH∗((YI ∩ Yr)(N)×WJ (d), 0)
CH∗(YI(N)× (WJ ∩Ws)(d− 1), 0)
OO
// CH∗((YI ∩ Yr)(N)× (WJ ∩Ws)(d− 1), 0)
OO
(der rechte Komplex steht im Grad= 0) mit horizontalen Pfeilen durch
Pullback und vertikalen Pfeilen durch Pushforward.
Offenbar ist
αI,J : CI,J
quis−−→ Ass
(
CH∗(YI(N + d), 0)
deg=0
−→ CH∗((YI ∩ Yr)(N + d), 0)
)
quis−−→ Z(dimX − dimYI − dimV + dimWJ),
der erste Quasiisomorphismus durch Restriktion auf einen Punkt y ∈ W oJ ,
der zweite Quasiisomorphismus durch Inklusion eines Punktes x ∈ Y oI . Der
Morphismus (von Komplexen) αI,J ha¨ngt nicht von der Wahl der Punkte
ab. Durch
Z(dimX − dimYI − dimV + dimWJ) −→ CI,J , 1 7→
(
x×[WJ ] 0
0 0
)
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ist ein quasiinverser Morphismus gegeben.
Wir haben die offensichtlichen Morphismen ik : CI,J −→ C∂kI,J (durch
Pushforward) und i∗k : CI,∂kJ −→ CI,J (durch Pullback) und ko¨nnen den
Komplex C assoziiert zu
. . . −→
⊕
|J |−|I|=l
I∈Pr−1,J∈Ps−1
CI,J
︸ ︷︷ ︸
deg=l
P
k(−1)k(i∗k×id+(−1)|I|id×ik)−−−−−−−−−−−−−−−−−−−→
⊕
|J |−|I|=l−1
I∈Pr−1,J∈Ps−1
CI,J −→ . . .
bilden. Nach Definition ist HomAMe((X,∪iYi), (V,∪jWj)) der Grad= 0-
Anteil von H0(C), den wir mit H
deg=0
0 (C) bezeichnen. Man sieht leicht,
dass die Morphismen αI,J einen Quasiisomorphismus
C
quis−−→
⊕
(A1,A2)∈A1×A2
Hom(E(A1),Z)⊗ E(A2)
geben (mit A1 = A(Xo,∪iY oi ) und A2 = A(V o,∪jW oj )). Dieser ha¨ngt von
keinen Wahlen ab.
Wir haben also
HomAMe((X,∪iYi), (V,∪jWj)) '−→ HomKb(gaG)
 ⊕
A1∈A1
E(A1),
⊕
A2∈A2
E(A2)
 .
(5.3.5.1)
Man rechnet leicht nach, dass folgendes Diagramm kommutiert:
HomMe((X,∪iYi), (V,∪jWj)) //

Hdeg=00
 L
(A1,A2)
Hom•(E(A1), E(A2))⊗ Z∗(K, ∗∗)
!

HomAMe((X,∪iYi), (V,∪jWj)) // Hdeg=00
 L
(A1,A2)
Hom•(E(A1), E(A2))
!
,
mit linkem vertikalen Pfeil via dem FunktorMe −→ AMe (aus 4.4.4) und
rechtem vertikalen Pfeil durch Projektion Z∗(K, ∗∗) −→ Z0(K, 0) = Z · [K].
Man kann den Isomorphismus (5.3.5.1) leicht invertieren. Sei dazu {xA ∈
A;A ∈ A1} ein Wahl von K-rationalen Punkten in allgemeiner Lage. Zu
einem Morphismus
φ ∈ HomKb(gaG)
 ⊕
A1∈A1
E(A1),
⊕
A2∈A2
E(A2)
 ,
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gegeben durch ZI(−codimYI) φI,J ·−−−→ ZJ(−codimWJ), fu¨r alle I ∈ Pr−1, J ∈
Ps−1, |I| = |J |, ist der entsprechende Zykel durch∑
I∈Pr−1,J∈Ps−1
|I|=|J |
(−1) |I|(|I|−1)2 φI,J · xYI × [WJ ]
∈CH0(YI(dimYI)×WJ )
+
∑
I∈Pr−1,J ′∈Ps−1
|I|=|J ′|+1
(−1) |I|(|I|−1)2
|J ′|∑
k=0
(−1)k
∑
J ;∂kJ=J
′
W∂kJ)WJ
φI,J · xYI × [WJ ]
∈CH∗(YI×(WJ′∩Ws))
(5.3.5.2)
gegeben.
5.4. Abha¨ngigkeit von Wahl von Punkten.
5.4.1. Sei Xo = AN und Y o1 , . . . , Y or−1 affine Unterra¨ume, sowie X,Y1, . . .
deren Kompaktifizierung im projektiven Raum PN . Wir diskutieren in die-
sem Abschnitt die Abha¨ngigkeit der Quasiisomorphismen aus Proposition
(5.2.1) und (5.2.2) von der Wahl der Punkte xA.
Wa¨hlt man nun Punkte x′A und benutzt fu¨r
Z∗(〈X(N),∪iYi〉∗ × 〈X,∪iYi〉, ∗∗)yquis durch x′A⊕
A∈A
Z∗(〈X(N),∪iYi〉∗, ∗∗)⊗Z E(A)yquis durch xA⊕
(A′,A)∈A×A
Hom(E(A′),Z)⊗Z Z∗(K, ∗∗)⊗Z E(A)y∼=⊕
(A′,A)∈A×A
Z∗(K, ∗∗)⊗Z Hom•(E(A′), E(A))
im ersten Quasiisomorphismus die Punkte x′A und im zweiten die Punkte
xA, dann ist der durch U¨bergang xA −→ x′A induzierte Endomorphismus von⊕
A∈A
Z∗(〈V (a+ dimV ),∪jWj〉∗, ∗∗)⊗ E(A)
nach Abschnitt (5.3) durch Σ, mittels Regel (5.3.3.3), gegeben.
Dual dazu ist der U¨bergang x′A −→ xA bei⊕
A∈A
Hom(E(A),Z)⊗ Z∗(〈A(c),∪kBk〉, ∗∗)
ebenfalls durch Σ beschrieben. Wir werden in diesem Abschnitt Σ berech-
nen.
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5.4.2. Das Bild von ∆ unter
Z∗(X∗• ×X•, ∗∗)
quis'
⊕
A∈A
Z∗(X∗• , ∗∗)⊗ E(A)
bei Benutzung der Punkte x′A ist durch∑
I∈Pr−1
(−1) |I|·(|I|−1)2 [x′Y oI ]⊗ δI
gegeben, mit δI = 1 ∈ Z(−codimY oI )
inclI−−−→ E(Y oI ). Wir mu¨ssen diese Klasse
in die Form ∑
I,J∈Pr−1
mI,J · [xY oI ]⊗ δJ
bringen, mit mI,J ∈ Z∗(K, ∗∗). Dann ist das Bild Σ von ∆ unter den Qua-
siisomorphismen aus (5.4) durch∑
I,J∈Pr−1
mI,J ⊗ δ∗I ⊗ δJ ,
mit δ∗I = 1 ∈ Z(codimY oI )
inclI−−−→ Hom(E(Y oI ),Z), gegeben.
5.4.3.
Definition 5.2. Fu¨r y ∈ A(K), A ∈ A, definieren wir induktiv, nach dimA,
wann y in sehr allgemeiner Lage relativ zu den Punkten {xB | B ∈ A} ist.
Wir beginnen mit dimA = 0, dann sei jeder Punkt in sehr allgemeiner
Lage.
Ist dimA > 0, dann ist y in sehr allgemeiner Lage, falls folgende Bedin-
gungen gelten
• y 6= xA,
• fu¨r alle B ∈ A mit B ( A ist y /∈ B,
• die Gerade durch y und xA schneidet alle B ⊂ A,B ∈ A gut,
• alle Schnittpunkte der Geraden durch y und xA mit den Unterva-
rieta¨ten B ∈ A, B ( A, sind in sehr allgemeiner Lage.
Die Punkte in sehr allgemeiner Lage bilden eine offenen Menge (von A).
U¨ber einem endlichen Ko¨rper muss diese keine K-rationalen Punkte ent-
halten. Ist K ein Ko¨rper mit unendlich vielen Elementen, dann gibt es K-
rationale Punkte in sehr allgemeiner Lage.
Definition 5.3. Fu¨r y ∈ A in sehr allgemeiner Lage und eine Kette A0 =
A ) A1 ) · · · ) Am,m ≥ 0, in A mit codimAiAi+1 = 1 setzen wir
(1) yA =
dfn
y, falls m = 0,
(2) yA)···)Am =
dfn
Schnittpunkt der Geraden durch yA)···)Am−1 und xAm−1
mit Am, falls m > 0.
68
Sei im zweiten Fall γ : A1 −→ Am−1 die Parametrisierung der Geraden durch
yA)···)Am−1 und xAm−1 mit γ(0) = yA)···)Am−1 und γ(1) = xAm−1 , dann
definieren wir λA)···)Am durch
γ(λA)···)Am) =
dfn
yA)···)Am .
Seien A,B ∈ A mit B ⊂ A, codimAB = 1. Assoziiert zum Funktor
P
opp
r−1 −→ (grad. ab. Gruppen)
I 7→
{
Z(−N + dimB) falls Y oI = A oder B
0 sonst
(I ⊃ J) 7→
{
0 falls Y oI 6∈ {A,B} oder Y oJ 6∈ {A,B}
id sonst
haben wir nach (A.1.2) eine Komplex graduierter, abelscher Gruppen, den
wir mit E(A,B) bezeichnen.
Wir haben offenbar eine exakte Sequenz
0 −→ E(A)(−1) −→ E(A,B) −→ E(B) −→ 0 (5.4.3.1)
und einen Schnitt s : E(B) −→ E(A,B) als graduierte, abelsche Gruppen,
so dass der durch (5.4.3.1) und s gegebene Morphismus von Komplexen
s ◦ d− d ◦ s : E(B) −→ E(A)[1](−1) die Form∑
I
nIδI 7→
∑
I
∑
k
Y o∂kI
=A
(−1)k+1nIδ∂kI
hat.
Notation 5.1. Fu¨r alle A,B ∈ A mit B ⊂ A, codimAB = 1, bezeichnen
wir den Morphismus s ◦ d− d ◦ s : E(B) −→ E(A)[1](−1) mit σA⊃B.
Es definiert σA⊃B ein Homologieklasse in Hom−1(E(B), E(A)) und wir
bezeichnen ebenfalls mit σA⊃B die Kompositionsabbildung
σA⊃B : Hom•(E(A), C)
◦σA⊃B−−−−→ Hom•(E(B), C)⊗ Z[1](−1),
wobei C ein Komplex freier, endlich erzeugter abelscher Gruppen ist. Expli-
zit erhalten wir fu¨r
n =
∑
I∈Pr−1,Y oI =A
δ∗I ⊗ cI ∈ Hom(E(A),Z)⊗ C,
dass
σA⊃B(n) = (−1)deg(n)
∑
J
Y oJ=B
∑
k
Y o∂kJ
=A
(−1)k+1δ∗J ⊗ c∂kJ .
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5.4.4. Fu¨r alle λ ∈ K∗ − {1} sei mit [a] ∈ Z1(K, 1) der durch den K-
rationalen Punkt a ∈ A1(K) gegebene Zykel bezeichnet. Offenbar hat dieser
triviale Ableitung.
Fu¨r eine Homologieklasse
n =
∑
I
δ∗I ⊗ cI ∈ Hom(E(A),Z)⊗ C
und einen K-rationalen Punkt y ∈ A(K) in allgemeiner Lage bildet∑
I
[y]⊗ cI︸ ︷︷ ︸
∈Z∗(YI ,0)⊗C
offensichtlich eine Homologieklasse in Z∗(X∗• , ∗∗)⊗ C (dabei ist
X∗• = 〈X(dimX),∪iYi〉∗). Wir wollen diese Klasse mit n(y) bezeichnen.
Proposition 5.4.1. Fixiere ein A ∈ A und y ∈ A(K) ein Punkt in sehr all-
gemeiner Lage. Sei n =
∑
I δ
∗
I⊗cI eine Homologieklasse in Hom(E(A),Z)⊗
C. Die Homologieklasse von
n(y) =
∑
I
[y]⊗ cI
in Z∗(X∗• , ∗∗)⊗ C ist zur Klasse
n(xA) +
∑
m≥1
(−1)mdeg(n)
∑
A)···)Am
[λA)···)Am ] · · · · · [λA)A1 ]·
(σAm−1⊃Am ◦ · · · ◦ σA⊃A1)(n)(xAm)
a¨quivalent. Dabei wird in der zweiten Summe u¨ber alle Ketten A ) · · · ) Am,
mit codimAiAi+1 = 1 fu¨r alle i, summiert.
Korollar 5.4.1. Wir nehmen an, dass die Punkte x′A fu¨r alle A ∈ A in
sehr allgemeiner Lage sind.
Das Bild
Σ ∈
⊕
(A′,A)∈A×A
Z∗(K, ∗∗)⊗Z Hom•(E(A′), E(A))
von ∆ unter (5.3.3.2) ist durch
id+
∑
A∈A
∑
m≥1
∑
A)···)Am
[λA)···)Am ] · · · · · [λA)A1 ]⊗ σAm−1⊃Am ◦ · · · ◦ σA⊃A1
gegeben. Dabei ist λA)···)Am ∈ K∗ − 1 wie in Definition (5.3) fu¨r y = x′A.
Beweis. Wir schreiben∑
I∈Pr−1
(−1) |I|·(|I|−1)2 [x′Y oI ]⊗ δI =
∑
A∈A
∑
I∈Pr−1
Y oI =A
(−1) |I|·(|I|−1)2 [x′A]⊗ δI
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und wenden Proposition 5.4.1 auf∑
I∈Pr−1
Y oI =A
(−1) |I|·(|I|−1)2 [x′A]⊗ δI
an. Die Behauptung folgt jetzt aus den Betrachtungen in Abschnitt (5.4.2).

Korollar 5.4.2. Ist K ein Ko¨rper mit unendlich vielen Elementen, und fu¨r
alle A,B ∈ A mit B ( A sei codimAB > 1, dann sind die Quasiisomor-
phismen aus 5.2.1 und 5.2.2 unabha¨ngig von der Wahl der Punkte {xA}.
Insbesondere ist die Zerlegung aus 5.3.4.1 unabha¨ngig von Wahlen.
Beweis. Gegeben Punkte {xA}A∈A und {x′′A}A∈A, dann findet man, weil K
unendlich viele Elemente besitzt, Punkte {x′A}, so dass x′A in sehr allgemei-
ner Lage sowohl relativ zu {xA} als auch relativ zu {x′′A} ist.
Nach Korollar 5.4.1 ist Σ = 1 ⊗ id fu¨r {xA} und {x′A}, bzw. fu¨r {x′A}
und {x′′A}, da codimAB > 1 fu¨r alle B ( A. Deshalb ist Komposition mit
Σ jeweils die Identita¨t und die Quasiisomorphismen zu {xA} und {x′′A} sind
gleich.
Die Zerlegung aus 5.3.4.1 ha¨ngt alleine von den Quasiisomorphismen aus
5.2.1 und 5.2.2 ab und ist folglich auch unabha¨ngig vonWahl der Punkte. 
Beweis der Proposition. Sei γ : A1 −→ A die Gerade durch y und xA mit
γ(0) = y und γ(1) = xA. Fu¨r alle I ∈ Pr−1 mit Y oI = A sei ΓI(γ) ⊂ YI ×A1
der Graph von γ. Wir setzen
Γ =
∑
I∈Pr−1
(−1)|I|ΓI(γ)⊗ cI ,
ein Element aus Z∗(X∗• , ∗∗)⊗C. Es sei d das Differential dieses Komplexes.
Eine einfache Rechnung zeigt:
d(Γ) =
∑
I
([xA]− [y])⊗ cI
+
∑
C⊂A
codimAC=1
∑
J
Y oJ=C
∑
k
Y o∂kJ
=A
(−1)|J |(−1)k+1[(yA)C , λA)C)]⊗ c∂kJ ,
wobei der K-rationale Punkt (yA)C , λA)C) ∈ YJ(K) × A1(K) als Zykel in
Z∗(YJ , 1) aufgefasst ist. Via der Z∗(K, ∗∗)-Modulstruktur (3.3.4) schreibt
man
[(yA)C , λA)C)] = (−1)|J |[λA)C ] · [yA)C ].
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Auf Homologieklassenniveau hat man also∑
I
[y]⊗ cI =∑
I
[xA]⊗ cI +
∑
C⊂A
codimAC=1
[λA)C ] · (−1)deg(n)σA⊃C(n)(yA⊃C) (5.4.4.1)
Durch sukzessives Anwenden von (5.4.4.1) folgt die Behauptung. 
5.5. Explizite Zykel.
5.5.1. Wir arbeiten mit der Notation aus Abschnitt (5.2.1). Außerdem be-
nutzen wir die
 =
(
P1 − {1}, {P1 − {1}, {∞}, {0}}, 0)
Version von Blochs Zykelkomplex (siehe Bemerkung 3.1).
5.5.2. Wir haben ein Diagramm von Quasiisomorphismen
Z∗(Ass F, ∗∗) = //

Z∗(〈X,∪iYi〉, ∗∗)
Z∗(〈Xo,∪r−1i=1Y oi 〉, ∗∗),
wobei der vertikale Pfeil durch Restriktion
〈YI(−codimYI), Yr ∩ YI〉 −→ Y oI (−codimY oI )
induziert und nach Satz 3.4.1 ein Quasiisomorphismus ist (zur Definition von
F siehe (5.2.2.1)). Wir werden in diesem Abschnitt mit Z∗(〈Xo,∪r−1i=1Y oi 〉, ∗∗)
arbeiten. Ziel ist, den durch Proposition 5.2.1, nach Wahl von Punkten
{xA;A ∈ A}, gegebenen Morphismus in der derivierten Kategorie,
E(A) −→ Z∗(〈Xo,∪r−1i=1Y oi 〉, ∗∗),
zu beschreiben.
5.5.3. Wir fixieren ein A ∈ A. Fu¨r I ∈ Pr−1 mit A ⊂ Y oI definieren wir,
fu¨r alle d ≥ 1,
ΛA,Id =dfn
⊕
A(A1(···(Ad⊂Y oI
Ak∈A
Z · [A ( A1 ( · · · ( Ad]
als die von den “Ketten der La¨nge d” erzeugte freie, abelsche Gruppe. Wir
setzen ΛA,I0 = Z[A]. Mit dem Differential ∂, durch
∂([A ( A1 ( · · · ( Ad]) :=
t∑
k=1
(−1)k+1[A ( A1 ( · · · ( Âk ( · · · ( Ad],
wird ΛA,I∗ zum Komplex, Λ
A,I
1 −→ ΛA,I0 ist die “Grad”-Abbildung.
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Sei T der topologische Raum zum geordneten, simplizialen Komplex der
nichtleeren Teilmengen von {B ∈ A;A ( B ⊂ Y oI }. Dann ist
Hi(ΛA,I∗ /Λ
A,I
0 ) = H
sing
i−1 (T,Z).
Es ist T kontrahierbar, weil Y oI das gro¨ßte Element in {B ∈ A;A ( B ⊂ Y oI }
ist. Und somit ist ΛA,I∗ azyklisch, falls A ( YI .
Der Funktor Poppr−1 −→ (Komplexe abelscher Gruppen), gegeben durch
I 7→
{
ΛA,I∗ falls A ⊂ Y oI
0 sonst
(I ⊃ J) 7→ natu¨rliche Inklusion,
gibt (Abschnitt (A.1.2)) einen Doppelkomplex und wir bezeichnen den as-
soziierten Komplex mit ΛA,•∗ .
Der natu¨rliche Morphismus
ΛA,•∗ −→ E(A)(codimA) (5.5.3.1)
ist ein Quasiisomorphismus und wir wollen einen Morphismus von Komple-
xen (graduierter, abelscher Gruppen)
ΛA,•∗ (−codimA) −→ Z∗(〈Xo,∪r−1i=1Y oi 〉, ∗∗)
konstruieren, so dass
ΛA,•∗ (−codimA) //

Z∗(〈Xo,∪r−1i=1Y oi 〉, ∗∗)
Prop (5.2.1)

E(A) //
⊕
A∈AE(A)⊗ Z∗(K, ∗∗)
(5.5.3.2)
kommutiert.
5.5.4. Offenbar genu¨gt es, Morphismen
ΛA,I∗ (−codim A) −→ Z∗(Y oI (−codim Y oI ), ∗∗) (5.5.4.1)
zu konstruieren, die bzgl. I ⊃ J funktoriell sind.
Zu einer Kette A ( A1 ( · · · ( Ad ⊂ Y oI , mit Ak ∈ A fu¨r alle k,
sei der Zykel c(A ( A1 ( · · · ( Ad) in Z∗(Y oI (−codimY oI ), d) durch die
abgeschlossene Immersion
A× Ad −→ Y oI × (P1)d
(a, t1, . . . , td) 7→ (a+
d∑
k=1
tk · (xAk − xA), [t1 : 1], . . . , [td : 1])
gegeben (fu¨r d = 0 ist c(A) = [A]). Die “∞-Seiten” schneiden sich leer mit
c(A ( A1 ( · · · ( Ad) und wir haben
∂c(A ( A1 ( · · · ( Ad) =
t∑
k=1
(−1)k+1c(A ( A1 ( · · · ( Âk ( · · · ( Ad).
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Durch [A ( A1 ( · · · ( Ad] 7→ c(A ( A1 ( · · · ( Ad) erhalten wir deshalb
einen gewu¨nschten Morphismus (5.5.4.1). Weil c(A ( A1 ( · · · ( Ad) leeren
Schnitt mit {xY oI } × (P1 − {1})d hat, kommutiert das Diagramm (5.5.3.2).
Durch die “Z∗(K, ∗∗)-Rechtsmodulstruktur” (beachte Bemerkung 5.4) er-
halten wir aus (5.5.3.2) das kommutative Diagramm
ΛA,•∗ (−codimA)⊗ Z∗(K, ∗∗) //
**VVVV
VVVV
VVVV
VVVV
VV
Z∗(〈Xo,∪r−1i=1Y oi 〉, ∗∗)
Prop (5.2.1)

E(A)⊗ Z∗(K, ∗∗).
(5.5.4.2)
5.6. Produkte gewisser Zykel.
5.6.1. Produkte von Konstellationen. Seien Xo;Y o1 , . . . , Y
o
r−1 und
V o;W o1 , . . . ,W
o
s−1 Konstellationen affiner Ra¨ume. Durch
Xo×V o;Y o1 ×V o, . . . , Y or−1×V o, Xo×W o1 , . . . , Xo×W os−1 erhalten wir eine
neue Konstellation affiner Ra¨ume.
Bezeiche A1 := A(Xo,∪iY oi ) und A2 := A(V o,∪jW oj ). Dann haben wir
offenbar
A1 ×A2
∼=−→ A3 := A(Xo × V o,∪iY oi × V o ∪j Xo ×W oj )
(A,B) 7→ A×B.
Ebenso sieht man E(A)⊗ E(B) =−→ E(A×B), fu¨r A ∈ A1, B ∈ A2.
Fu¨r A′, A ∈ A1, mit A′ ⊃ A, codimA′A = 1, hat man aus Abschnitt (5.1)
σA
′⊃A ∈ Hom−1(E(A), E(A′)) und es ist σA′⊃A ⊗ idE(B) = σA′×B⊃A×B fu¨r
alle B ∈ A2. Ebenso hat man id⊗σB′⊃B = σA×B′⊃A×B fu¨r alle B′ ⊃ B und
A ∈ A1 (man beachte dabei Konvention (A.2.1.1)).
5.6.2. Darstellung der a¨ußeren Multiplikation. Wir fixieren Punkte xA, A ∈
A1, und xB, B ∈ A2, in allgemeiner Lage, zu A×B ∈ A3 setzen wir xA×B :=
(xA, xB). Wir setzen UX := Xo − ∪iY oi und UV := V o − ∪jW oj .
Proposition 5.6.1. Die a¨ußere Multiplikation
Z∗(UX , ∗∗)⊗ Z∗(UV , ∗∗) −→ Z∗(UX × UV , ∗∗)
ist via der Quasiisomorphismen aus Korollar (5.2.1) durch
Z∗(K, ∗∗)⊗
⊕
A∈A1
E(A)⊗ Z∗(K, ∗∗)⊗
⊕
B∈A2
E(B)
∼=−→
Z∗(K, ∗∗)⊗ Z∗(K, ∗∗)⊗
⊕
A∈A1
E(A)⊗
⊕
B∈A2
E(B)
Multiplikation−−−−−−−−→
Z∗(K, ∗∗)⊗
⊕
(A,B)∈A3
E(A×B)
gegeben.
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Beweis. Wir benutzen die Ergebnisse aus Abschnitt (5.5).
Wegen der ”Z
∗(K, ∗∗)-Modulstruktur“ genu¨gt es zu zeigen , dass
ΛA,•∗ (−codimA)⊗Z ΛB,•∗ (−codimB)
(5.5)

quis // E(A)⊗ E(B)

Z∗(UX , ∗∗)⊗ Z∗(UV , ∗∗)

Z∗(UX × UV , ∗∗) quis //
⊕
(A′,B′)∈A3
E(A′ ×B′)⊗ Z∗(K, ∗∗)
kommutiert. Dies folgt sofort aus der Konstruktion der Morphismen
ΛA,•∗ (−codimA) −→ Z∗(〈Xo,∪iY oi 〉, ∗∗) −→ Z∗(UX , ∗∗)
in (5.5.4). 
5.6.3. Problemstellung. Wir fixieren A,B ∈ A mit der Eigenschaft
(1) A ∩B 6= ∅,
(2) codim A+ codim B = codim A ∩B.
Es folgt leicht, dass die Abbildung
{A′ ∈ A;A ⊂ A′}×{B′ ∈ A;B ⊂ B′} −→ {C ∈ A;A ∩B ⊂ C}
(A′, B′) 7→ A′ ∩B′
injektiv ist.
Wir setzen U := Xo − ∪iY oi und betrachten das Produkt
Z∗(U, ∗∗)⊗ Z∗(U, ∗∗) a¨ußeres Produkt−−−−−−−−−−→ Z∗(U × U, ∗∗)
∆∗U (3.4.3)−−−−−−→ Z∗(U, ∗∗). (5.6.3.1)
Mit Korollar 5.2.1 erhalten wir einen Morphismus
E(A)⊗Z∗(K, ∗∗)⊗E(B)⊗Z∗(K, ∗∗) −→
⊕
A′∈A
E(A′)⊗Z∗(K, ∗∗) (5.6.3.2)
in der derivierten Kategorie.
Sei UA := Xo − ∪i,Y oi ⊃AY oi , nach Lemma (5.3.3) ist das Diagramm
Z∗(UA, ∗∗) Restriktion // Z∗(U, ∗∗)
E(A)⊗ Z∗(K, ∗∗)
66mmmmmmmmmmmmm
hhRRRRRRRRRRRRR
(5.6.3.3)
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kommutativ und wir haben die analoge Aussage fu¨r B. Wegen des kommu-
tativen Diagramms
Z∗(UA, ∗∗)⊗ Z∗(UB, ∗∗) //

Z∗(UA × UB, ∗∗) // Z∗(UA ∩ UB, ∗∗)

Z∗(U, ∗∗)⊗ Z∗(U, ∗∗) // Z∗(U × U, ∗∗) ∆
∗
U // Z∗(U, ∗∗)
und (5.6.3.3) genu¨gt es zur Berechnung von (5.6.3.2) die obere Zeile zu
behandeln. Das ist auf einfache Weise mo¨glich, da
Z∗(UA × UB, ∗∗) −→ Z∗(U, ∗∗)
durch ein einfaches Element in HomMe beschrieben werden kann.
5.6.4. Korrespondenz zu U −→ UA × UB. Fu¨r die Konstellation
ANK = Xo, Y o1 , . . . , Y or−1 affiner Ra¨ume bezeichnen wir (wie in 5.2.1) mit
X;Y1, . . . , Yr die Kompaktifizierung im PNK , dabei ist Yr die Hyperebene im
Unendlichen gegeben durch die Gleichung X0 = 0.
Wir setzen (Y 1i )
o := Y oi ×Xo, (Y 2i )o := Xo × Y oi fu¨r alle i = 1, . . . , r − 1.
Wir haben A2N ⊂ P2N (durch X0 6= 0) und bezeichnen mit Y 1i bzw. Y 2i den
Abschluss von (Y 1i )
o bzw. (Y 2i )
o im projektiven Raum, mit H bezeichnen
wir die Hyperebene im Unendlichen gegeben durch X0 = 0. Via
X = PN −→ P2N ; [X0, . . . , XN ] 7→ [X0, . . . , XN , X1, . . . , XN ]
haben wir Y 1i ∩X = Y 2i ∩X = Yi und H ∩X = Yr.
Ist A,B ∈ A ein Paar wie in (5.6.3), dann ist
〈(P2N , {P2N , X}, 0),
⋃
i
Y oi ⊃A
Y 1i
⋃
j
Y oj ⊃B
Y 2j
⋃
H〉
im Sinne von (2.7.3) wohldefiniert und wir haben in Cb(M):
ΨA,B : 〈(P2N , {P2N , X}, 0),
⋃
i
Y oi ⊃A
Y 1i
⋃
j
Y oj ⊃B
Y 2j ∪H〉
wie in (3.4.3.4)−−−−−−−−−→
〈X,
⋃
i
Y oi ⊃A
Yi
⋃
j
Y oj ⊃B
Yj ∪ Yr〉 −→ 〈X,∪iYi〉.
Wir bezeichen das entsprechende Element in
HomMe((P2N ,∪i,Y oi ⊃AY 1i ∪j,Y oj ⊃B Y 2j ∪H), (X,∪iYi))
(siehe 4.2.4) ebenfalls mit ΨA,B. Nach Proposition (3.4.1) ist klar, dass ΨA,B
den Pullbackmorphismus Z∗(UA × UB, ∗∗) −→ Z∗(U, ∗∗) induziert.
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5.6.5. Darstellung von ΨA,B. Ziel ist es, das Bild von ΨA,B unter (5.3.3.2) zu
berechnen. Wir setzenA1 := A(Xo,∪i,Y oi ⊃AY oi ) bzw.A2 := A(Xo,∪i,Y oi ⊃BY oi )
und setzen eine Wahl von Punkten xA, A ∈ A, in allgemeiner Lage voraus.
Fu¨r A1,A2 nehmen wir natu¨rlich die gleichen Punkte.
Unter dem Isomorphismus
Z∗(〈P2N (2N), ⋃
i
Y oi ⊃A
Y 1i
⋃
j
Y oj ⊃B
Y 2j ∪H〉∗ × 〈X,∪iYi〉, ∗∗)
⊕
A∈A Z
∗(〈P2N (2N), ⋃
i
Y oi ⊃A
Y 1i
⋃
j
Y oj ⊃B
Y 2j ∪H〉∗, ∗∗)⊗ E(A)
aus Proposition (5.2.1) haben wir als Bild von ΨA,B, nach einfacher Rech-
nung, ∑
I,J
Y oI ⊃A,Y oJ⊃B
sgn(I, J) · ²(|I|+ |J |) · (xY oI ∩Y oJ , xY oI ∩Y oJ )⊗ δI∪J
=
∑
A′,B′
A′⊃A,B′⊃B
∑
I,J
Y oI =A
′,Y oJ=B
′
sgn(I, J) · ²(|I|+ |J |) · (xY oI ∩Y oJ , xY oI ∩Y oJ )⊗ δI∪J ,
(5.6.5.1)
mit sgn aus Definition (6.1) und ²(n) = (−1)n(n−1)2 .
Fu¨r A′, B′ ∈ A, mit A′ ∩ B′ 6= ∅ und gutem Schnitt, haben wir einen
Morphismus von Komplexen
multA′,B′ : E(A′)⊗ E(B′) −→ E(A′ ∩B′) (5.6.5.2)
ZI(−codimA′)⊗ ZJ(−codimB′) ·sgn(I,J)−−−−−→ ZI∪J(−codim(A′ ∩B′)),
und (5.6.5.1) schreibt sich in der Notation aus Abschnitt (5.4.4) als∑
A′,B′
A′⊃A,B′⊃B
multA′,B′((xY oI ∩Y oJ , xY oI ∩Y oJ )). (5.6.5.3)
Um Proposition (5.4.1) anwenden zu ko¨nnen brauchen wir folgende Bedin-
gung an die Punkte xA, A ∈ A.
Voraussetzung 5.1. Fu¨r alleA′, B′ ∈ AmitA′ ⊃ A,B′ ⊃ B, sei (xA′∩B′ , xA′∩B′)
in sehr allgemeiner Lage bzgl. {(xA′′ , xB′′);A′′ ∈ A1, B′′ ∈ A2} (Definition
5.2).
Man sieht schnell ein, dass dies eine offene, nichtleere Bedingung ist. U¨ber
einem Ko¨rper mit unendlich vielen Elementen gibt es Punkte xA, A ∈ A, die
die Voraussetzung 5.1 erfu¨llen.
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Indem wir Proposition (5.4.1) auf (5.6.5.3) anwenden, sehen wir, dass das
Bild von ΨA,B unter der Abbildung (5.3.3.2) durch∑
L1=A(A1(···(Ad
L2=B(B1(···(Be
multAd,Be(σ
L1 ⊗ σL2)⊗ α(L1, L2)
gegeben ist, wobei σL1 = σAd⊃Ad−1 ◦· · ·◦σA1⊃A bzw. σL2 = σBe⊃Be−1 ◦· · ·◦
σB1⊃B ist, und die Summe u¨ber alle Ketten L1, L2 in A mit codimAdA = d
und codimBeBe = e geht. Den Zykel
α(L1, L2) ∈ ZcodimAd∩Be (A∩B)(K, codimAd∩Be(A ∩B))
kann man wie in (5.3) berechnen.
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6. Pullback auf abgeschlossene Unterschemata
6.0.6. Wir betrachten eine Konstellation X;Y1, . . . Yr mit X projektiv und
Z ⊂ X ein glattes, abgeschlossenes Unterschema mit
(1) fu¨r alle YI ist Z ×X YI glatt,
(2) Z − ∪iYi ist dicht in Z.
Wir setzen Y ZI =
dfn
YI ∩ Z und haben eine Konstellation Z;Y Z1 , . . . , Y Zr .
In diesem Abschnitt zeigen wir, dass der Pullbackmorphismus fu¨r ho¨here
Chowgruppen (aus Abschnitt 3.4.3)
Z∗(〈X,∪iYi〉, ∗∗)
quis

Z∗(〈Z,∪iY Zi 〉, ∗∗)
quis

Z∗(X − ∪iYi, ∗∗) // Z∗(Z − ∪iY Zi , ∗∗)
von einem Morphismus Φ : (X,∪iYi) −→ (Z,∪iY Zi ) aus Me kommt (4.3.3).
Danach berechnen wir das Bild von Φ in AMe (Abschnitt 4.4).
Die Konstruktion von Φ ist leicht, falls Z in guter Lage ist. Um Z in
gute Lage zu bringen modifizieren wir die Konstellation X;Y1, . . . , Yr durch
Aufblasungen. Die Technik hierfu¨r werden wir als erstes entwickeln.
6.1. Natu¨rliche Auflo¨sungen.
6.1.1. Im folgenden sei A eine endliche Menge glatter, zusammenha¨ngen-
der, nichtleerer, abgeschossener Unterschemata von X, so dass fu¨r A,B ∈ A
die Zusammenhangskomponenten von A ∩ B Elemente in A sind oder leer.
Es seien die Zusammenhangskomponenten von X in A enthalten.
Ein Beispiel ist
A(X,∪iYi) =
⋃
I
{Zusammenhangskomponenten von YI} − {∅}. (6.1.1.1)
Zusammen mit A sei eine Abbildung d : A → N≥0 gegeben mit der Eigen-
schaft: d(B) ≤ d(A) fu¨r B ⊂ A und Gleichheit nur falls B = A.
6.1.2. Konstruktion. Man erha¨lt eine Sequenz von Schemata
. . . −→ X3 −→ X2 −→ X1 −→ X (6.1.2.1)
durch folgende Konstruktion:
(1) Aufblasen der Elemente in d−1(0), wir erhalten so X1 → X,
(2) Aufblasen der Strikttransformierten (in X1) der Elemente in d−1(1),
wir erhalten so X2 → X1,
(3) Aufblasen der Strikttransformierten (in X2) der Elemente in d−1(2),
wir erhalten so X3 → X2,
(4) so weiter fortfahren . . .
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6.1.3. Fu¨r A ∈ A bezeichne mit Ad ⊂ Xd die Strikttransformierte von A
in Xd. Falls d(A) < d ist, dann auch Ad = ∅.
Ist d(A) = d, dann bezeichne mit E(A) ⊂ Xd+1 den exzeptionellen Divisor
bei Aufblasung von Ad. Ebenfalls mit E(A) bezeichnen wir den Pullback
(inverses Bild) von E(A) in Xm fu¨r m > d.
Proposition 6.1.1. Es ist
Ad ∩Bd = (A ∩B)d (6.1.3.1)
fu¨r alle A,B ∈ A.
Beweis. Wir fu¨hren Induktion u¨ber d.
Fu¨r alle Zahlen e < d und C,D ∈ A mit d(C) = d(D) = e und C 6= D
folgt Ce ∩ De = (C ∩ D)e = ∅, weil d(C ∩ D) < e. Es ist weiterhin Ae fu¨r
alle e < d und alle A ∈ A glatt, denn Ae ist die Aufblasung von Ae−1 in∐
C∈A
d(C)=e−1
(A ∩ C)e−1,
und wir schließen per Induktion. Wir blasen in den ersten d-Schritten aus
(6.1.2) also entlang glatten Zentren auf.
Fu¨r C ∈ A mit d(C) = d− 1 ist Ad−1 ∩ Cd−1 = (A ∩ C)d−1 und deshalb
gilt Ad−1 ⊃ Cd−1 oder Ad−1∩Cd−1 = ∅. Es schneiden also Ad−1 (bzw. Bd−1)
das Zentrum der d-ten Aufblasung
∐
C∈A,d(C)=d−1Cd−1 in einer Zusammen-
hangskomponente und der Schnitt Ad−1 ∩ Bd−1 = (A ∩ B)d−1 ist glatt. In
solch einer Situation ist, wie im Lemma (6.1.2) unten gezeigt wird,
Ad ∩Bd = Strikttransformierte zu Ad−1 ∩Bd−1.
Und das zeigt wegen Ad−1 ∩Bd−1 = (A ∩B)d−1 die Behauptung. 
Lemma 6.1.1. Seien Y, Z ⊂ X glatt, so dass auch Y ∩ Z glatt ist. Es sei
mit J ⊂ OX , I ⊂ OX die Idealgarbe zu Y bzw. Z bezeichnet. Fu¨r alle d ≥ 1
ist
Id(I ∩ J ) = Id+1 ∩ J .
Beweis. Es genu¨gt die Aussage lokal zu zeigen. Also sei X = SpecA und
Y ∩ Z = SpecA/(I + J) −→ SpecA/J = Y eine regula¨re Immersion mit
regula¨rer Sequenz y1, . . . , yk.
Jedes Element α ∈ Id+1 kann als
α =
∑
K=K1<···<Kt+1
zK · yK1 · · · · · yKt+1 + α1 + α2
entwickelt werden, wobei α1 ∈ Id+2 und α2 ∈ Id(I ∩ J) ist. Ist nun α ∈
Id+1 ∩ J , so verschwindet es in
Id+1
Id+2 + Id+1 ∩ J
∼= Symd+1
 k⊕
j=1
yj ·A/(I + J)

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und somit ist zK ∈ I+J fu¨r alle K und es gilt α = α˜1+α˜2 mit α˜1 ∈ Id+2∩J
und α˜2 ∈ Id(I ∩ J). Es genu¨gt deshalb
Is ∩ J ⊂ It(I ∩ J)
fu¨r sÀ t zu zeigen und dies folgt mit dem Lemma von Artin-Rees. 
Lemma 6.1.2. Sei X˜ pi−→ X die Aufblasung eines glatten K-Schemas X
entlang eines glatten Zentrums C und A,B ⊂ X glatte Unterschemata, so
dass A∩B glatt ist und A∩C bzw. B∩C Zusammenhangskomponenten von
C sind. Dann gilt fu¨r die Strikttransformierten A˜, B˜ von A bzw. B, dass
A˜ ∩ B˜ = Strikttransformierte zu A ∩B.
Beweis. Ohne Einschra¨nkung sei A,B ⊃ C.
Seien I,J ,K die Ideale zu A,B,C. Wir haben
A˜ ∩ B˜ = Proj
OX/(I + J )⊕⊕
d≥1
Kd
Kd+1 +Kd ∩ I +Kd ∩ J
 . (6.1.3.2)
Nun ist Kd ∩ I = Kd−1(K ∩ I) nach Lemma (6.1.1) und wegen K ⊃ I folgt
Kd ∩ I = Kd−1 · I. Die gleiche Argumentation fu¨r J zeigt
Kd ∩ I +Kd ∩ J = Kd−1(I + J ).
Wiederum mit Lemma (6.1.1) ist Kd−1(I + J ) = Kd ∩ (I + J ), was die
Behauptung zeigt, denn es ist
Strikttransformierte zu A ∩B =
Proj
OX/(I + J )⊕⊕
d≥1
Kd
Kd+1 +Kd ∩ (I + J )
 .

6.1.4. Weitere Eigenschaften.
Proposition 6.1.2. Fixiere ein d ≥ 1.
(1) Seien B1, . . . , Bk ∈ A paarweise verschiedene Elemente mit d(Bi) <
d fu¨r alle i, dann ist fu¨r jedes A ∈ A der Schnitt Ad ∩E(B1)∩ · · · ∩
E(Bk) glatt. Und er ist leer oder
dim(Ad ∩ E(B1) ∩ · · · ∩ E(Bk)) = dimAd − k.
(2) Seien B1, . . . , Bk ∈ A mit d(Bi) < d− 1 fu¨r alle i, dann ist fu¨r alle
A ∈ A:
Ad ∩ E(B1) ∩ · · · ∩ E(Bk) =
Strikttransformierte zu Ad−1 ∩ E(B1) ∩ · · · ∩ E(Bk).
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Beweis. zu (1): Zum Beweis nehmen wir an, dass die Aussage fu¨r alle e < d
richtig ist und die Aussage im Teil (2) fu¨r alle e ≤ d richtig ist.
Seien nun B1, . . . , Bk ∈ A paarweise verschiedene Elemente mit d(Bi) <
d fu¨r alle i gegeben. Es folgt aus Proposition (6.1.1), dass E(B1) ∩ · · · ∩
E(Bk) nur dann nicht leer sein kann, falls B1, . . . , Bk zu einer Kette geordnet
werden ko¨nnen:
Bj1 ⊃ · · · ⊃ Bjk .
In der Tat sind fu¨r B1, B2 mit e = d(B1 ∩ B2) < d(B1), d(B2) die Strikt-
transformierten B1e , B
2
e in Xe disjunkt und somit auch E(B
1), E(B2).
Ist d(Bj1) < d − 1 dann ist Ad ∩ E(B1) ∩ · · · ∩ E(Bk) Aufblasung von
Ad−1 ∩ E(B1) ∩ · · · ∩ E(Bk) entlang des Zentrums∐
C∈A
d(C)=d−1
Cd−1 ∩Ad−1 ∩ E(B1) ∩ · · · ∩ E(Bk)
=
∐
C∈A
d(C)=d−1
(C ∩A)d−1 ∩ E(B1) ∩ · · · ∩ E(Bk),
nach Proposition (6.1.1). Also glatt.
Ist d(Bj1) = d − 1 dann ist Ad ∩ E(B1) ∩ · · · ∩ E(Bk) der exzeptionelle
Divisor bei der Aufblasung von Ad−1 ∩E(Bj2) ∩ · · · ∩E(Bjk) mit Zentrum
(Bj1 ∩A)d−1 ∩ E(Bj2) ∩ · · · ∩ E(Bjk) und die Aussage folgt ebenfalls.
zu (2): Wir nehmen an, dass sowohl Aussage (1) als auch Aussage (2) fu¨r
alle e < d richtig ist.
Es schneidet E(B1) ∩ · · · ∩ E(Bk) sowohl Ad−1 als auch
Ad−1 ∩
∐
C∈A
d(C)=d−1
Cd−1 =
∐
C∈A
d(C)=d−1,C⊂A
Cd−1
gut und nach Lemma (6.1.4) (unten) haben wir
Ad ∩ Strikttransformierte zu E(B1) ∩ · · · ∩ E(Bk) =
Strikttransformierte zu Ad−1 ∩ E(B1) ∩ · · · ∩ E(Bk).
Da E(B1)∩ · · · ∩E(Bk) das Zentrum der Aufblasung (im d-ten Schritt) gut
schneidet ist nach Lemma (6.1.3)
Strikttransformierte zu E(B1) ∩ · · · ∩ E(Bk) = E(B1) ∩ · · · ∩ E(Bk).

Lemma 6.1.3. Seien B und C abgeschlossene Unterschemata von X mit
Idealgarbe I bzw. J . Bezeichne mit X˜ und B˜ die Aufblasung mit Zentrum
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C bzw. C ∩B. Gilt I · J = I ∩ J , so ist das Diagramm
X˜ ←−−−− B˜y y
X ←−−−− B
kartesisch. Die Voraussetzung ist erfu¨llt, falls X,B,C,B ∩C glatt sind und
sich B und C gut schneiden.
Beweis. Es ist
X˜ ×X B = Proj
(
OX˜/I ⊕
⊕
d>0
J d
J d+1 + IJ d
)
(6.1.4.1)
und
B˜ = Proj
(
OX˜/I ⊕
⊕
d>0
J d
J d+1 + I ∩ J d
)
. (6.1.4.2)
Wir zeigen I ∩ J d = IJ d.
Nach Lemma (6.1.1) ist I ∩J d = J d−1(I ∩J ) und es genu¨gt I ∩J = IJ
zu zeigen. Nun ist (I ∩J )/IJ , wie man mit Lemma (6.1.1) sieht, der Kern
von
I + J
(I + J )2 −→
IOC
I2OC ⊕
JOB
J 2OB −→ 0. (6.1.4.3)
Als Vektorbu¨ndel auf B ∩ C ist
rg
I + J
(I + J )2 = codimXB ∩ C, rg
IOC
I2OC = codimCB ∩ C,
rg
JOB
J 2OB = codimBB ∩ C,
und da sich B und C gut schneiden ist
codimCB ∩ C + codimBB ∩ C = codimXB ∩ C
und (6.1.4.3) ein Isomorphismus. 
Lemma 6.1.4. Seien A,B,C ⊂ X glatte Unterschemata eines glatten K-
Schemas X, mit A ⊃ C und B schneide sowohl A als auch C gut und die
Schnitte seien glatt. Bezeichne X˜ die Aufblasung mit Zentrum C, dann gilt
fu¨r die Strikttransformierten A˜, B˜, dass
A˜ ∩ B˜ = Strikttransformierte zu A ∩B.
Beweis. Nach Lemma (6.1.3) ist B˜ = B×XX˜ und somit A˜∩B˜ = (A∩B)×AA˜
und man reduziert auf Lemma (6.1.3), denn A∩B aufgefasst als Unterschema
von A schneidet C gut. 
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Korollar 6.1.1. Fu¨r alle d ≥ 1 und alle Durchschnitte Z = Ad−1∩E(B1)∩
· · · ∩E(Bk) und Z ′ = A′d−1 ∩E(B′1) ∩ · · · ∩E(B′k) gilt fu¨r die Strikttrans-
formierten
Strikttransformierte zu Z ∩ Z ′ =
Strikttransformierte zu Z ∩ Strikttransformierte zu Z ′.
Beweis. Proposition (6.1.1) zeigt
Z ∩ Z ′ = (A ∩A′)d−1 ∩ E(B1) ∩ · · · ∩ E(Bk) ∩ E(B′1) ∩ · · · ∩ E(B′k)
und mit Proposition (6.1.2)
Strikttransformierte zu Z ∩ Z ′ =
(A ∩A′)d ∩ E(B1) ∩ · · · ∩ E(Bk) ∩ E(B′1) ∩ · · · ∩ E(B′k).
Andererseits ist nach Proposition (6.1.2)
Strikttransformierte zu Z = Ad ∩ E(B1) ∩ · · · ∩ E(Bk)
Strikttransformierte zu Z ′ = A′d ∩ E(B′1) ∩ · · · ∩ E(B′k)
und nach Proposition (6.1.1)
Strikttransformierte zu Z ∩ Strikttransformierte zu Z ′ =
(A ∩A′)d ∩ E(B1) ∩ · · · ∩ E(Bk) ∩ E(B′1) ∩ · · · ∩ E(B′k).

6.2. Konstruktion des Zykels.
6.2.1. Sei X;Y1, . . . , Yr eine Konstellation und X;Y1, . . . , Yr, Yr+1 eine wei-
tere, dann haben wir einen natu¨rlichen Morphismus (X,∪iYi) −→ (X,∪r+1i=1Yi)
inMe induziert durch den natu¨rlichen Morphismus
〈X,∪iYi〉 −→ 〈X,∪r+1i=1Yi〉 in Cb(M) (Abschnitt 4.2.4).
Lemma 6.2.1. Ist Yr+1 ⊂ ∪ri=1Yi, dann ist (X,∪iYi) −→ (X,∪r+1i=1Yi) ein
Isomorphismus.
Beweis. Nach Lemma 4.3.1 genu¨gt es
Z∗(〈X,∪iYi〉, ∗∗)
quis'−−→ Z∗(〈X,∪r+1i=1Yi〉, ∗∗)
zu zeigen. Mit dem ausgezeichneten Dreiecken (2.7.4.0) reduziert man auf die
Aussage: Z∗(〈X,∪iYi〉, ∗∗) ist azyklisch falls X ⊂ ∪iYi. Ohne Einschra¨nkung
darf man hier X als zusammenha¨ngend annehmen und Y1 = X, dann folgt
die Aussage sofort aus (2.7.4.0). 
Bemerkung 6.1. Zum Beweis des Lemmas ko¨nnte man auch Korollar (3.4.2)
benutzen.
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Es ist leicht den inversen Morphismus (X,∪r+1i=1Yi) −→ (X,∪iYi), der nach
Lemma 6.2.1 existiert, explizit zu beschreiben, falls Yr+1 = Yj fu¨r ein j <
r + 1 ist.
Definition 6.1.
Seien I ∈ Pr,s, J ∈ Pr,t mit I∩J = ∅. Wir schreiben I = {I0, . . . , Is−1} bzw.
J = {J0, . . . , Jt−1} mit I0 < · · · < Is−1 bzw. J0 < · · · < Jt−1. Die Anzahl n
von Vertauschungen benachbarter Eintra¨ge, um (I0, . . . , Is−1, J0, . . . , Jt−1)
zu ordnen, ist modulo 2 wohldefiniert und wir setzen
sgn(I, J) =
dfn
(−1)n.
Man sieht leicht, dass∑
I∈Pr+1
r+1∈I,j /∈I
sgn(I − {r + 1}, {j}) ∆YI︸ ︷︷ ︸
∈Z0(YI×Y(I−{r+1})∪{j}(dI),0)
+
∑
I∈Pr
∆YI︸︷︷︸
∈Z0(YI×YI(dI),0)
(dI := dimYI) den gewu¨nschten Morphismus gibt.
6.2.2. SeiX;Y1, . . . , Yr eine Konstellation undX projektiv. Wir bezeichnen
mit X˜ die Aufblasung von X in Yr. Fu¨r alle YI sei Y˜I die Aufblasung von
YI entlang YI ∩ Yr.
Wir wollen im folgenden annehmen, dass fu¨r alle I, J die Bedingung
Y˜I ×X˜ Y˜J = ˜YI ×X YJ (6.2.2.1)
erfu¨llt ist. Dies ist im allgemeinen nicht der Fall. Man kann dazu folgendes
Beispiel betrachten: X = P3 und Y1, Y2 = P2 zwei lineare Unterra¨ume, die
sich in einer Geraden L = P1 schneiden, sowie Y3 = P1 eine Gerade, die L
in einem Punkt schneidet und nicht in Y1 oder Y2 liegt. Dann ist
Y˜1 ×X˜ Y˜2 = L˜ ∪ {exzeptioneller Divisor}
nicht glatt.
Bezeichne E den exzeptionellen Divisor zur Aufblasung von X in Yr.
Gilt (6.2.2.1), so ist X˜; Y˜1, . . . , Y˜r−1, E eine Konstellation. Wir haben einen
natu¨rlichen Morphismus
〈X˜,∪r−1i=1 Y˜i ∪ E〉 −→ 〈X,∪iYi〉
gegeben durch
Y˜I0 ×X˜ · · · ×X˜ Y˜Is
=←− Y˜I −→ YI
fu¨r alle I ∈ Pr−1 und
Y˜I0 ×X˜ · · · ×X˜ Y˜Is ×X˜ E
=←− EY˜I −→ YI ∩ Yr,
wobei EY˜I der exzeptionelle Divisor der Aufblasung von YI entlang YI ∩ Yr
ist. Nach Abschnitt 4.2.4 erhalten wir inMe einen Morphismus
(X˜,∪r−1i=1 Y˜i ∪ E) −→ (X,∪iYi).
Lemma 6.2.2. Es ist (X˜,∪r−1i=1 Y˜i ∪ E) −→ (X,∪iYi) ein Isomorphismus.
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Beweis. Mit Lemma 4.3.1 genu¨gt es
Z∗(〈X˜,∪r−1i=1 Y˜i ∪ E〉, ∗∗)
quis'−−→ Z∗(〈X,∪iYi〉, ∗∗)
zu zeigen. Beide Seiten sind nach Korollar 3.4.2 quasiisomorph zu Z∗(X −
∪iYi, ∗∗). 
6.2.3. Modifikation von Konstellationen. Gegeben sei eine Konstellation
X;Y1, . . . , Yr. Wir setzen
A =
⋃
I
{Zusammenhangskomponenten von YI} − {∅}
und es sei d : A −→ N≥0 mit den Eigenschaften aus (6.1.1) gegeben. Wir
setzen C0 =
∐
A∈A,d(A)=0A ⊂ X und vera¨ndern die Konstellation
X;Y1, . . . , Yr  X1;Y1, . . . , Yr, C0.
Aufblasen entlang C0 ist der erste Schritt in der Konstruktion aus (6.1.2)
und wir vera¨ndern die Konstellation
X;Y1, . . . , Yr, C0  X1; (Y1)1, . . . , (Yr)1, E1
mit E1 =
∐
A∈A,d(A)=0E(A) in der Notation aus (6.1.3). Dabei ist wegen
Korollar (6.1.1) die Bedingung aus (6.2.2.1) erfu¨llt.
In X1 blasen wir C1 =
∐
A∈A,d(A)=1A1 auf und Bedingung (6.2.2.1) folgt
wiederum aus Korollar (6.1.1). So erha¨lt man
X;Y1, . . . , Yr  X1; (Y1)1, . . . , (Yr)1, E1  
X2; (Y1)2, . . . , (Yr)2, E1, E2  . . .
Mit Lemma 6.2.1 und 6.2.2 haben wir Isomorphismen (inMe)
(X,∪iYi) ∼= (X1,∪i(Yi)1 ∪ E1) ∼= (X2,∪i(Yi)2 ∪ E1 ∪ E2) ∼= . . . . (6.2.3.1)
6.2.4. Bewegen durch Aufblasen. Gegeben sei eine Konstellation
X;Y1, . . . , Yr und ein glattes Unterschema Z ⊂ X, so dass
(1) fu¨r alle YI der Durchschnitt Z ∩ YI glatt ist,
(2) Z − ∪iYi dicht in Z ist.
Wir gehen von der Konstellation X,Y1, . . . , Yr zur Konstellation
X,Y1, . . . , Yr, Y
Z
1 , . . . , Y
Z
r u¨ber, mit Y
Z
i = Z ∩ Yi.
Wir setzen
AZ = A(Z,∪iY Zi ) =
⋃
I
{Zusammenhangskomponenten von Y ZI } − {∅}
und dZ : AZ −→ N≥0 durch dZ(A) = dimA. Es sei d : A −→ N≥0 so gewa¨hlt,
dass die Bedingung aus (6.2.2.1) erfu¨llt ist und
(1) fu¨r alle A ∈ A mit A 6⊂ Z gilt d(A) > dimZ,
(2) fu¨r alle A ∈ A mit A ⊂ Z ist d(A) = dZ(A) = dimA.
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Es ist d so gewa¨hlt, damit man in den ersten dimZ-Schritten aus (6.1.2)
nur entlang Zentren aufbla¨st, die in Z liegen.
Sei d0 mit 0 ≤ d0 ≤ dimZ gewa¨hlt. Aus (6.2.3) auf A, d bzw. AZ , dZ
angewendet erhalten wir Konstellationen
X;Y1, . . . , Yr  Xd0 ; (Y1)d0 , . . . , (Yr)d0 , E1, . . . , Ed0
bzw. Z;Y Z1 , . . . , Y
Z
r  Zd0 ; (Y Z1 )d0 , . . . , (Y Zr )d0 , EZ1 , . . . , EZd0 .
Es ist offenbar Zd0 die Strikttransformierte von Z in Xd0 und E
Z
i = Zd0∩Ei.
Wendet man Proposition 6.1.1 auf A ∪ {Zshgskomponenten von Z} an,
dann folgt (Y Zi )d0 = Zd0 ∩ (Yi)d0 .
Speziell fu¨r d0 = dimZ haben wir (Y Zi )d0 = ∅ fu¨r alle i, und wegen
codimXd0 (Ej1 ∩ · · · ∩ Ejk) = codimZd0 (EZj1 ∩ · · · ∩ EZjk),
fu¨r alle j1, . . . , jk, aus Proposition (6.1.2)(1), liegt Zd0 gut bzgl. der Kon-
stellation Xd0 ; (Y1)d0 , . . . , (Yr)d0 , E1, . . . , Ed0 , d.h.
〈(Xd0 , {Xd0 , Zd0}, 0),∪ri=1(Yi)d0 ∪d0k=1 Ek〉
ist im Sinne von (2.7.3) definiert.
Der Einschra¨nkungsmorphismus
〈(Xd0 , {Xd0 , Zd0}, 0),∪ri=1(Yi)d0 ∪d0k=1 Ek〉

〈Zd0 ,∪d0k=1EZk 〉,
(6.2.4.1)
gegeben durch
Ej1 ∩ · · · ∩ Ejk incl←−− EZj1 ∩ · · · ∩ EZjk
=−→ EZj1 ∩ · · · ∩ EZjk fu¨r alle j1, . . . , jk,
definiert nach (4.2.4) einen Morphismus
(Xd0 ,∪ri=1(Yi)d0 ∪d0k=1 Ek) −→ (Zd0 ,∪d0k=1EZk )
inMe, der wegen (3.4.3.3) via des Funktors
(X,∪iYi) 7→ Z∗(X − ∪iYi, ∗∗)
aus (4.3.3) auf den Pullbackmorphismus fu¨r ho¨here Chowgruppen abbildet.
Via der Isomorphismen aus (6.2.3.1) erha¨lt man einen Morphismus
(X,∪iYi) −→ (Z,∪iY Zi ), (6.2.4.2)
der den Pullbackmorphismus induziert.
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6.2.5. Wir halten das Ergebnis dieses Abschnitts in folgender Proposition
fest.
Proposition 6.2.1. Sei X;Y1, . . . , Yr eine Konstellation projektiver Sche-
mata und Z ⊂ X ein glattes Unterschema mit
(1) fu¨r alle YI ist der Durchschnitt Z ×X YI glatt,
(2) Z − ∪iYi ist dicht in Z.
Dann existiert ein Morphismus Φ : (X,∪iYi) −→ (Z,∪iY Zi ) in Me, der via
des Funktors aus (4.3.3) auf die Pullbackabbildung
Z∗(X − ∪iYi, ∗∗) −→ Z∗(Z − ∪iY Zi , ∗∗),
zur abgeschlossenen Immersion Z − ∪iY Zi ⊂ X − ∪iYi, abbildet.
Nach Vorschalten von (Xd0 ,∪ri=1(Yi)d0 ∪d0k=1 Ek)
∼=−→ (X,∪iYi) und Nach-
schalten von (Z,∪iY Zi )
∼=−→ (Zd0 ,∪d0k=1EZk ), wobei
Xd0 ; (Y1)d0 , . . . , (Yr)d0 , E1, . . . , Ed0 und Zd0 ;E
Z
1 , . . . , E
Z
d0
die in (6.2.4) kon-
struierten Modifikationen fu¨r d0 = dimZ sind, ist Φ durch (6.2.4.1) gegeben.
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6.3. Approximation des Pullbackmorphismus.
6.3.1. Wir haben zur Konstellation X;Y1, . . . , Yr, X projektiv, und Z ⊂ X
ein glattes Unterschema mit Z ×X YI ist glatt fu¨r alle YI , einen Pullback-
morphismus Ψ in Me konstruiert (6.2.4.2) und beschreiben hier das Bild
von Ψ in HomAMe((X,∪iYi), (Z,∪iY Zi )) (aus Abschnitt (4.4)).
6.3.2. Um die Rechnungen etwas zu ordnen macht man sich klar, dass
Morphismen von (glatten) Schemata
A
f←− C g−→ B
und ein Element α ∈ CH∗(C) := CH∗(C, 0), unter der Voraussetzung g
eigentlich (bei uns werden A,B,C projektiv sein), einen Zykel (f, g)∗ α ∈
CH∗(A×B) definieren. Wir bezeichnen diesen Zykel mit
A
f←− (C,α) g−→ B. (6.3.2.1)
Ist C ′ h−→ C ein eigentlicher Morphismus, so haben wir
(A
f◦h←−− (C ′, α) g◦h−−→ B) = (A f←− (C, h∗α) g−→ B). (6.3.2.2)
Die Komposition, im Sinne von Komposition von Korrespondenzen, kann
man unter folgenden Voraussetzungen explizit beschreiben.
Gegeben seien A
f←− C g
′
−→ B′, B′ f
′
←− C ′ g−→ B und α ∈ CH∗(C), α′ ∈
CH∗(C ′), so dass
• das Faserprodukt C ×B′ C ′ glatt ist,
dann ist die Komposition
(B′ f
′
←− (C ′, α′) g−→ B) ◦ (A f←− (C,α) g
′
−→ B′) =
A
f◦p1←−−− (C ×B′ C ′, p∗2(α′) · ctop(V ) · p∗1α) g◦p2−−−→ B, (6.3.2.3)
Dabei ist ctop die “Top”-Chernklasse, p1, p2 die Projektionen zu C ×B′ C ′
und
V =
dfn
p∗1NC/(C×B′)/NC×B′C′/C×C′ ,
wobei nach Definition NY/X das Normalenbu¨ndel zur Immersion Y −→ X
ist (siehe dazu ([Fu], Proposition 6.6)). Ist g : C −→ B′ eine abgeschlossene
Immersion dann vereinfacht man leicht zu
V = p∗1NC/B′/NC×B′C′/C′ .
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6.3.3. In der Situation aus 6.3.1 setzen wir
VI =
dfn
VYI =
dfn
NYI/X |Y ZI
NY ZI /Z
.
Lemma 6.3.1. Es ist∑
I
(−1) |I|·(|I|−1)2 (YI incl←−− (Y ZI , ctop(VI)) −→ Y ZI )︸ ︷︷ ︸
∈CH0(YI(dimX)×Y ZI (dimY ZI −dimZ),0)
(6.3.3.1)
ein Element in HomAMe((X,∪iYi), (Z,∪iY Zi )).
Beweis. Wir setzen X∗• := 〈X(dimX),∪iYi〉∗ und X• := 〈X,∪iYi〉. Wir
haben
CH0(dX∗• × id, 0)
(∑
I
(−1) |I|·(|I|−1)2 (YI ιI←− (Y ZI , ctop(VI)) −→ Y ZI )
)
=
∑
k
∑
I
(−1)k+ |I|·(|I|−1)2
∑
J
∂kJ=I
(YJ ←− (YJ , 1) −→ YI)◦(YI ←− (Y ZI , ctop(VI)) −→ Y ZI ) =
∑
k
∑
I
(−1)k+ |I|·(|I|−1)2
∑
J
∂kJ=I
(YJ
ιJ←− (Y ZJ , ctop
(
NYJ/YI
NY ZJ /Y
Z
I
)
·ctop(VI) |Y ZJ ) −→ Y
Z
I ) =
∑
k
∑
J
(−1)k+ (|J|−1)·(|J|−2)2 (YJ ιJ←− (Y ZJ , ctop
(
NYJ/YI
NY ZJ /Y
Z
I
)
·ctop(VI) |Y ZJ ) −→ Y
Z
∂kJ
),
wobei wir (6.3.2.3) auf
Y ZJ
   
YJ
 



@
@@
@@
@@
@ Y
Z
I
~~}}
}}
}}
}}
  A
AA
AA
AA
A
YJ YI Y ZI
angewendet haben.
Nun haben wir die exakte Sequenz
0 −→ NYJ/YI
NY ZJ /Y
Z
I
−→ VJ −→ VI |Y ZJ −→ 0
und daraus
ctop
(
NYJ/YI
NY ZJ /Y
Z
I
)
· ctop(VI) = ctop(VJ).
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Andererseits ist
CH0(id× dX• , 0)
(∑
I
(−1) |I|·(|I|−1)2 (YI ιI←− (Y ZI , ctop(VI)) −→ Y ZI )
)
=
∑
I
(−1) |I|·(|I|−1)2 (YI ιI←− (Y ZI , ctop(VI)) −→ Y Z∂kI),
was die Behauptung zeigt. 
6.3.4.
Satz 6.3.1. Sei X;Y1, . . . , Yr eine Konstellation projektiver Schemata und
Z ⊂ X ein glattes Unterschema mit
(1) fu¨r alle YI ist der Durchschnitt Z ×X YI glatt,
(2) Z − ∪iYi ist dicht in Z.
Der dazu assoziierte ”Pullbackzykel“ Ψ ∈ HomMe((X,∪iYi), (Z,∪iY
Z
i )) (sie-
he Proposition 6.2.1) hat in HomAMe, in der Notation aus (6.3.2), das Bild∑
I
(−1) |I|·(|I|−1)2
(
YI
incl←−− (Y ZI , ctop(VI)) −→ Y ZI
)
,
wobei VI =
NYI/X |Y ZI
N
Y Z
I
/Z
ist, und N?/?? die Normalenbu¨ndel bezeichnet.
Der Beweis des Satzes benutzt folgende Proposition, deren Beweis in Ab-
schnitt (6.3.5) gegeben wird.
Wir erinnern an die Konstruktion der natu¨rlichen Auflo¨sung (6.1.2 und
6.2.4) zur Situation Z ⊂ X. Im d-ten Schritt haben wir die Konstellation
Xd; (Y1)d, . . . , (Yr)d, E1, . . . , Ed und ko¨nnen das Diagramm (von Morphis-
men in AMe)
(Xd,
⋃r
i=1(Yi)d
⋃d
k=1Ek)
∼= //

(Xd−1,
⋃r
i=1(Yi)d−1
⋃d−1
k=1Ek)

(Zd,
⋃r
i=1(Y
Z
i )d
⋃d
k=1E
Z
k )
∼= // (Zd−1,
⋃r
i=1(Y
Z
i )d−1
⋃d−1
k=1E
Z
k )
bilden, wobei die horizontalen Pfeile die Isomorphismen aus (6.2.3.1) sind
und die vertikalen Pfeile durch (6.3.3.1) gegeben sind.
Proposition 6.3.1. Das Diagramm kommutiert.
Beweis von Satz (6.3.1). Nach Proposition (6.3.1) und Proposition (6.2.1)
haben wir zu zeigen, dass das Bild von (6.2.4.1) in AMe durch (6.3.3.1)
gegeben ist. Die Aussage folgt sofort aus der expliziten Darstellung in (4.2.4)
und ctop(VI) = 1 fu¨r alle I. 
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6.3.5. Im folgenden werden alle Schemata glatt und projektiv u¨ber K sein.
Notation 6.1. Fu¨r alle Morphismen f : A −→ B von Schemata ist mit f∗
bzw. f∗ der Graph von f in CH∗(A×B) bzw. CH∗(B ×A) bezeichnet.
Komposition ist Komposition von Korrespondenzen.
Lemma 6.3.2. Wir betrachte die Situation
A′1 ←−−−− A1
p←−−−− C1 −−−−→ B1
i′
y iy ky jy
A′2 ←−−−− A2
q←−−−− C2 −−−−→ B2,
sowie α ∈ CH∗(C1) und β ∈ CH∗(C2). Es seien i′ abgeschlossene Immersion,
k, j eigentlich, q glatt und das Quadrat links außen kartesisch, dann gilt
j∗ ◦ (A′1 ←− (C1, α) −→ B1) + (A′2 ←− (C2, β) −→ B2) ◦ i′∗ =
A′1 ←−
(
A1 ×A2 C2, (p, k)∗α+ p∗2β · p∗1ctop
(
NA′1/A′2 |A1
NA1/A2
))
−→ B2. (6.3.5.1)
Beweis. Es ist
j∗ ◦ (A′1 ←− (C1, α) −→ B1) = A′1 ←− (C1, α) −→ B2
= A′1 ←− (A1 ×A2 C2, (p, k)∗α) −→ B2.
Und
(A′2 ←− (C2, β) −→ B2) ◦ i′∗
= (A′2 ←− (C2, β) −→ B2) ◦ (A′1 =←− (A′1, 1) i
′−→ A′2)
= A′1 ←−
(
A′1 ×A′2 C2, ctop
(
p∗1NA′1/A′2/NA′1×A′2C2/C2
)
· p∗2β
)
−→ B2
= A′1 ←−
(
A1 ×A2 C2, p∗1ctop
(
NA′1/A′2 |A1
NA1/A2
)
· p∗2β
)
−→ B2,
dabei benutzt man A′1 ×A′2 C2 = A1 ×A2 C2 und p∗1NA1/A2 = NA′1×A′2C2/C2 .

Notation 6.2. Wir werden im folgenden den Pullback von Chernklassen
(im allgemeinen) nicht mehr notieren, d.h. fu¨r f : Y −→ X und E ein Vek-
torbu¨ndel auf Y schreiben wir ci(E) statt f∗ci(E) = ci(f∗E).
Lemma 6.3.3. Seien C,Z ⊂ X und C ×X Z glatt, X˜ (bzw. Z˜) die Aufbla-
sungen entlang C (bzw. C ∩ Z)
Z˜
ι˜−−−−→ X˜
piZ
y ypiX
Z
ι−−−−→ X.
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Bezeichne j : P(N∨C/X)→ X˜ den exzeptionellen Divisor und V = NC/X |C∩Z
/NC∩Z/Z . Wir haben
X˜ ←−
(
P(N∨C/X |Z),
ctop(V ⊗O(1))− ctop(V )
c1O(1)
)
−→ Z = ι∗piX∗ − piZ∗ι˜∗.
(6.3.5.0)
Beweis. Da
ctop(V ⊗O(1)) =
Rang V∑
k=0
ck(V ) · c1(O(1))Rang V−k
benutzen wir ctop(V⊗O(1))−ctop(V )c1O(1) als Kurzschreibweise fu¨r
Rang V−1∑
k=0
ck(V ) · c1(O(1))Rang V−k−1.
Ohne Einschra¨nkung seien X und Z zusammenha¨ngend und C 6= X.
Betrachtung von
P(N∨C/X |C∩Z) //

C ∩ Z //

Z

P(N∨C/X) // C // X
(alle kartesisch) zeigt
ι∗piX∗j∗ = P(N∨C/X)←−
(
P(N∨C/X |C∩Z), ctop(NC/X/NC∩Z/Z)
)
−→ Z.
(6.3.5.1)
Aus
P(N∨C∩Z/Z) //

P(N∨C/X)

Z˜
ι˜ // X˜
kartesisch sieht man
ι˜∗j∗ = P(N∨C/X)←− (P(N∨C∩Z/Z), 1) −→ Z˜,
und daraus,
piZ∗ι˜∗j∗ = P(N∨C/X)←−
(
P(N∨C/X |C∩Z), [P(N∨C∩Z/Z)]
)
−→ Z. (6.3.5.2)
Es ist [P(N∨C∩Z/Z)] = ctop
(
NC/X(1)/NC∩Z/Z(1)
)
, weil P(N∨C∩Z/C) Verschwin-
dungsort des Schnitts
O → NC/X(1)→ NC/X(1)/NC∩Z/Z(1)
ist. Zusammen mit
j∗j∗ = Multiplikation mit −c1(O(1))
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zeigen (6.3.5.1),(6.3.5.2), dass (6.3.5.0) ◦ j∗ stimmt.
Wir haben piX∗pi∗X = ∆X . Es gilt piZ∗pi
∗
Z = ∆Z falls Z 6= Z ∩ C und
piZ∗pi∗Z = 0 falls Z ⊂ C.
Im ersten Fall ist Rang(NC/X/NC∩Z/Z) < Rang(NC/X) und deshalb ver-
schwindet die linke Seite von (6.3.5.0) ◦ pi∗X ([Fu], Proposition 3.1), genauso
wie die rechte Seite.
Im zweiten Fall ist
X ←−
(
P(N∨C/X |Z),
ctop(NC/X ⊗O(1))− ctop(NC/X)
c1O(1)
)
−→ Z =(
Z ←−
(
P(N∨C/X |Z),
ctop(NC/X ⊗O(1))− ctop(NC/X)
c1O(1)
)
−→ Z
)
︸ ︷︷ ︸
=∆Z
◦ ι∗
da
ctop(NC/X ⊗O(1))− ctop(NC/X)
c1O(1) =
c1(O(1))rg(NC/X)−1 + kleinere Terme in c1(O(1)),
(siehe [Fu], Proposition 3.1). Es ist also (6.3.5.0) ◦ pi∗X richtig.
Die Behauptung folgt jetzt aus der bekannten Tatsache, dass
CH∗(X˜ × Z) (◦pi
∗
X ,◦j∗)−−−−−−→ CH∗(X × Z)⊕ CH∗(P(N∨C/X)× Z)
injektiv ist (siehe z.B. [Fu], 6.7). 
Fu¨r Zahlen 1 ≤ k0 < k1 < · · · < kl−1 < d schreiben wir k = (k0, . . . , kl−1)
und
Ek = Ek0 ∩ · · · ∩ Ekl−1
bzw. EZk = E
Z
k0 ∩ · · · ∩ EZkl−1 .
Beweis der Proposition 6.3.1. Betrachte zuerst fu¨r I, k = (k0, . . . , kl−1), mit
kl−1 < d, das kommutative Diagramm von Schemata
(YI)d ∩ Ek
piX

(Y ZI )d ∩ EZk
piZ

oo
(YI)d−1 ∩ Ek (Y ZI )d−1 ∩ EZk .oo
Hier ist (YI)d ∩Ek bzw. (Y ZI )d ∩EZk nach Proposition (6.1.2)(2) die Strikt-
transformierte von (YI)d−1 ∩ Ek bzw. (Y ZI )d−1 ∩ EZk .
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Im kartesischen Diagramm
(YI)d−1 ∩ Ek // (YI)d−1
(Y ZI )d−1 ∩ EZk
OO
// (Y ZI )d−1
OO
sind die horizontalen Pfeile Immersionen gleicher Kodimension (Proposition
6.1.2(1)) und somit
Nd−1 =
dfn
N(YI)d−1∩Ek/Xd−1
N(Y ZI )d−1∩EZk /Zd−1
=
N(YI)d−1/Xd−1
N(Y ZI )d−1/Zd−1
.
Das Zentrum Cd−1 der Aufblasung Xd −→ Xd−1 schneidet (Y ZI )d−1 in ei-
ner Vereinigung von Zusammenhangskomponenten von Cd−1 oder trivial,
deshalb ist
Nd =
N(YI)d/Xd
N(Y ZI )d/Zd
= Nd−1 ⊗O(−Ed).
Wir haben folgende Elemente in CH∗(((YI)d ∩Ek)× ((Y ZI )d−1 ∩EZk )) zu
vergleichen:
R := piZ∗ ◦
(
(YI)d ∩ Ek ←− ((Y ZI )d ∩ EZk , ctop(Nd)) −→ (Y ZI )d ∩ EZk
)
mit L :=(
(YI)d−1 ∩ Ek ←− ((Y ZI )d−1 ∩ EZk , ctop(Nd−1)) −→ (Y ZI )d−1 ∩ EZk
)
◦ piX∗.
Nach Lemma 6.3.3 und Projektionsformel ist L =
piZ∗ ◦ ((YI)d ∩ Ek ←− ((Y ZI )d ∩ EZk , ctop(Nd−1)) −→ (Y ZI )d ∩ EZk ) +
((YI)d ∩ Ek ←−
(
(YI)d ∩ Ek ∩ Ed, ctop(Nd−1) ·∆(V )
) −→ (Y ZI )d−1 ∩ EZk ),
mit
∆(V ) =
ctop(V ⊗O(1))− ctop(V )
c1O(1)
=
dfn
Rang V−1∑
k=0
ck(V ) · c1(O(1))Rang V−k−1,
V =
NC′d−1/(YI)d−1∩Ek
NC′d−1/(Y
Z
I )d−1∩EZk
= N(Y ZI )d−1/(YI)d−1 |C′d−1 ,
und
C ′d−1 = Cd−1 ∩ (YI)d−1 ∩ Ek = Cd−1 ∩ (Y ZI )d−1 ∩ EZk ,
weil Cd−1 ⊂ Zd−1, sowie O(1) = O(−Ed) das universelle Bu¨ndel zur Auf-
blasung.
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Wir betrachten
(Y ZI )d ∩ EZk ∩ Ed
j
((QQ
QQQ
QQQ
QQQ
Q
vvlll
lll
lll
lll
ll
(YI)d ∩ Ek ∩ Ed (Y ZI )d ∩ EZk ,
und haben
[(Y ZI )d ∩ EZk ∩ Ed] = −c1(O(1)) in CH∗((Y ZI )d−1 ∩ EZk )
und
[(Y ZI )d ∩ EZk ∩ Ed] = ctop(V (1)) in CH∗((YI)d ∩ Ek ∩ Ed).
Daraus folgt sofort
piZ∗ ◦ ((YI)d ∩ Ek ←− ((Y ZI )d ∩ EZk , ctop(Nd−1)− ctop(Nd)) −→ (Y ZI )d ∩ EZk )
=
(YI)d ∩ Ek ←− ((YI)d ∩ Ek ∩ Ed, ctop(V (1)) ·∆(Nd−1)) −→ (Y ZI )d−1 ∩ EZk .
Nun haben wir die exakte Sequenz
0 −→ V −→ NZd−1/Xd−1 −→ Nd−1 −→ 0,
und es folgt
∆(NZd−1/Xd−1) = ctop(V (1)) ·∆(Nd−1) + ctop(Nd−1) ·∆(V ),
und damit L−R =
(YI)d ∩Ek ←− ((YI)d ∩Ek ∩Ed,∆(NZd−1/Xd−1)) −→ (Y ZI )d−1 ∩EZk . (6.3.5.3)
Wir betrachten als zweites das kommutative Diagramm von Schemata
(YI)d ∩ Ek ∩ Ed
piX

(Y ZI )d ∩ EZk ∩ EZd
piZ

oo
(YI)d−1 ∩ Ek ∩ Cd−1 (Y ZI )d−1 ∩ EZk ∩ Cd−1.=oo
Wir setzen
Nd−1 =
dfn
N(YI)d−1∩Ek∩Cd−1/Xd−1
N(Y ZI )d−1∩EZk ∩Cd−1/Zd−1
= NZd−1/Xd−1 |(YI)d−1∩Ek∩Zd−1
Nd =
dfn
N(YI)d∩Ek∩Ed/Xd
N(Y ZI )d∩EZk ∩EZd /Zd
=
N(YI)d−1/Xd−1
N(Y ZI )d−1/Zd−1
⊗O(1).
und haben folgende Elemente zu vergleichen:
R := piZ∗ ◦
(
(YI)d ∩ Ek ∩ Ed ←− ((Y ZI )d ∩ EZk ∩ EZd , ctop(Nd))
−→ (Y ZI )d ∩ EZk ∩ EZd
)
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mit L :=(
(YI)d−1 ∩ Ek ∩ Cd−1 ←− ((YI)d−1 ∩ Ek ∩ Cd−1, ctop(Nd−1))
−→ (YI)d−1 ∩ Ek ∩ Cd−1
) ◦ piX∗.
Wir haben hier offenbar L−R =
(YI)d ∩ Ek ∩ Ed ←− ((YI)d ∩ Ek ∩ Ed, ctop(Nd−1)− ctop(Nd)ctop(V (1)))
−→ (Y ZI )d−1 ∩ EZk ∩ Cd−1).
(6.3.5.4)
Und es gilt
ctop(V (1)) · ctop(Nd) = ctop(NZd−1/Xd−1(1)),
also
ctop(Nd−1)− ctop(Nd)ctop(V (1)) = −c1(O(1)) ·∆(NZd−1/Xd−1).
Betrachte nun das Diagramm (von Morphismen in AMe)
(Xd,
⋃r
i=1(Yi)d
⋃d
k=1Ek)
piX //
ιd

(Xd−1,
⋃r
i=1(Yi)d−1
⋃d−1
k=1Ek ∪ Cd−1)
ιd−1

(Zd,
⋃r
i=1(Y
Z
i )d
⋃d
k=1E
Z
k )
piZ // (Zd−1,
⋃r
i=1(Y
Z
i )d−1
⋃d−1
k=1E
Z
k ∪ Cd−1),
(6.3.5.5)
mit horizontalen Pfeilen den Isomorphismen aus Lemma (6.2.2) und verti-
kalen Pfeilen aus Lemma (6.3.1).
Es zeigen (6.3.5.3) und (6.3.5.4), dass ιd−1 ◦ piX − piZ ◦ ιd =∑
I
∑
k=(k0,...,kl−1)
kl−1<d
(−1) (|I|+l)(|I|+l−1)2
(
(YI)d ∩ Ek ←− ((YI)d ∩ Ek ∩ Ed,∆(NZd−1/Xd−1)) −→ (Y ZI )d−1 ∩ EZk
+ (−1)|I|+l·(
(YI)d ∩ Ek ∩ Ed ←− ((YI)d ∩ Ek ∩ Ed,−c1(O(1)) ·∆(NZd−1/Xd−1))
−→ (Y ZI )d−1 ∩ EZk ∩ Cd−1
))
.
(6.3.5.6)
Bezeichne D das Differential aus (4.4.2.1) und H den Zykel∑
I
∑
k=(k0,...,kl−1)
kl−1<d
(−1) (|I|+l)(|I|+l−1)2
(YI)d ∩ Ek ←−
(
(YI)d ∩ Ek ∩ Ed,∆(NZd−1/Xd−1)
)
−→ (Y ZI )d−1 ∩ Ek ∩ Cd−1,
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dann ist es eine leichte Rechnung (ausgefu¨hrt in Lemma 6.3.4), dass die
rechte Seite von (6.3.5.6) gleich D(H) ist, und das Diagramm (6.3.5.5) kom-
mutativ.
Die Kommutativita¨t des Diagramms
(Xd−1,
⋃r
i=1(Yi)d−1
⋃d−1
k=1Ek ∪ Cd−1)

(Xd−1,
⋃r
i=1(Yi)d−1
⋃d−1
k=1Ek)

oo
(Zd−1,
⋃r
i=1(Y
Z
i )d−1
⋃d−1
k=1E
Z
k ∪ Cd−1) (Zd−1,
⋃r
i=1(Y
Z
i )d−1
⋃d−1
k=1E
Z
k ),
oo
mit horizontalen Pfeilen den Isomorphismen aus Lemma (6.2.1) und verti-
kalen Pfeilen aus Lemma (6.3.1), ist offensichtlich. 
Notation 6.3. Sei f : X −→ Y ein Morphismus (glatter) Schemata, wir
schreiben (X −→ Y )∗ := f∗ und (X −→ Y )∗ := f∗.
Wir setzen HI,k =
dfn
(YI)d ∩ Ek ←−
(
(YI)d ∩ Ek ∩ Ed,∆(NZd−1/Xd−1)
) −→ (Y ZI )d−1 ∩ Ek ∩ Cd−1,
und
²(n) = (−1)n·(n−1)2 fu¨r alle n ∈ Z. (6.3.5.7)
Lemma 6.3.4. Bezeichne D das Differential aus (4.4.2.1) und H den Zykel
aus dem Beweis der Proposition (6.3.1), dann ist D(H) =∑
I
∑
k
²(|I|+ |k|)
((
(Y ZI )d−1 ∩ EZk ∩ Cd−1 −→ (Y ZI )d−1 ∩ EZk
)
∗ ◦HI,k
+ (−1)|I|+|k|HI,k ◦
(
(YI)d ∩ Ek ∩ Ed −→ (YI)d ∩ Ek
)
∗
)
.
Beweis. Wir wenden CH0
(
d〈Xd(dimXd),∪i(Yi)d∪dk=1Ek〉∗ × id, 0
)
auf H an und
erhalten:
∑
J
∑
k
²(|J |+ |k| − 1)
|J |−1∑
l=0
(−1)lH∂lJ,k ◦ (YJ,d ∩ Ek −→ Y∂lJ,d ∩ Ek)∗
+
∑
I
∑
m
²(|I|+ |m| − 1)
|m|−1∑
l=0
(−1)l+|I|HI,∂lm ◦ ((YI)d ∩ Em −→ (YI)d ∩ E∂lm)∗
+
∑
I
∑
k
²(|I|+ |k|+ 1)HI,k ◦ ((YI)d ∩ Ek ∩ Ed −→ (YI)d ∩ Ek)∗.
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Andererseits ist CH0
(
id× d〈Zd−1,∪i(Y Zi )d−1∪d−1k=1EZk ∪Cd−1〉, 0
)
auf HI,k ange-
wendet:
|I|−1∑
l=0
(−1)l
(
(Y ZI )d−1 ∩ EZk ∩ Cd−1 −→ (Y Z∂lI)d−1 ∩ EZk ∩ Cd−1
)
∗
◦HI,k
+
|k|−1∑
l=0
(−1)l+|I|
(
(Y ZI )d−1 ∩ EZk ∩ Cd−1 −→ (Y ZI )d−1 ∩ EZ∂lk ∩ Cd−1
)
∗
◦HI,k
+ (−1)|I|+|k|
(
(Y ZI )d−1 ∩ EZk ∩ Cd−1 −→ (Y ZI )d−1 ∩ EZk
)
∗
◦HI,k
Auf das kommutative Diagramm
(YJ)d ∩ Ek

(YJ)d ∩ Ek ∩ Ed

oo // (Y ZJ )d−1 ∩ EZk ∩ Cd−1

(Y∂kJ)d ∩ Ek (Y∂kJ)d ∩ Ek ∩ Edoo // (Y Z∂kJ)d−1 ∩ EZk ∩ Cd−1
la¨sst sich Lemma 6.3.2 anwenden, und man hat
H∂kJ,k ◦ ((YJ)d ∩ Ek −→ (Y∂kJ)d ∩ Ek)∗ =
((Y ZJ )d−1 ∩ EZk ∩ Cd−1 −→ (Y Z∂kJ)d−1 ∩ EZk ∩ Cd−1)∗ ◦HJ,k.
Genauso beweist man
HI,∂km ◦ ((YI)d ∩ Em −→ (YI)d ∩ E∂km)∗ =
((Y ZI )d−1 ∩ EZm ∩ Cd−1 −→ (Y ZI )d−1 ∩ EZ∂km ∩ Cd−1)∗ ◦HI,m.
Daraus folgt die Behauptung. 
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6.4. Beispiel: Approximation der Ringstruktur.
6.4.1. Pullback auf die Diagonale. Sei X;Y1, . . . , Yr eine Konstellation pro-
jektiver Schemata, dann erhalten wir durch X×X;Y1×X, . . . , Yr×X,X×
Y1, . . . , X × Yr eine weitere, und die Diagonale ∆ ⊂ X × X erfu¨llt die
Voraussetzungen aus Proposition (6.2.1), so dass wir einen Morphismus
Φ : (X × X,∪iYi × X ∪j X × Yj) −→ (X,∪iYi ∪j Yj)
∼=−→ (X,∪iYi) in Me
haben, der den Pullbackmorphismus zur Diagonale
Z∗((X − ∪iYi)× (X − ∪iYi), ∗∗) −→ Z∗(X − ∪iYi, ∗∗)
beschreibt. Nach Satz 6.3.1 und Abschnitt 6.2.1 ist das Bild Φ′ von Φ in
AMe durch
Φ′ =
∑
I,J
I∩J=∅
sgn(I, J)²(|I|+ |J |)
(
YI × YJ ←−
(
YI ∩ YJ , ctop
(
NYI/X |YI∩YJ ⊕NYJ/X |YI∩YJ
NYI∩YJ/X
))
−→ YI ∩ YJ
)
gegeben (² wie in (6.3.5.7)).
6.4.2. Kompaktifizierung von Produkten von Konstellationen affiner Ra¨ume.
Sei ANK = Xo, Y o1 , . . . , Y or−1 eine Konstellation affiner Ra¨ume (wie in 5.2.1)
und fu¨r jedes A ∈ A(Xo,∪iY oi ) = A ein K-rationaler Punkt xA in allge-
meiner Lage gewa¨hlt (wir nehmen an, dass dies geht). Wir bezeichnen (wie
in 5.2.1) mit X;Y1, . . . , Yr die Kompaktifizierung im PNK , dabei ist Yr die
Hyperebene im Unendlichen gegeben durch die Gleichung X0 = 0.
Wir setzen (Y 1i )
o := Y oi × Xo, (Y 2i )o := Xo × Y oi , und erhalten durch
A2NK = Xo×Xo; (Y 11 )o, . . . , (Y 1r−1)o, (Y 21 )o, . . . , (Y 2r−1)o eine weitere Konstel-
lation, es ist
A×A '−→ A(Xo ×Xo,∪i(Y 1i )o ∪i (Y 2i )o)
(A1, A2) 7→ A1 ×A2,
und wir setzen xA1×A2 := (xA1 , xA2).
Wir haben A2N ⊂ P2N (durch X0 6= 0) und bezeichnen mit Y 1i bzw. Y 2i
den Abschluss von (Y 1i )
o bzw. (Y 2i )
o im projektiven Raum, mitH bezeichnen
wir die Hyperebene im Unendlichen gegeben durch X0 = 0. Via
X = PN −→ P2N ; [X0, . . . , XN ] 7→ [X0, . . . , XN , X1, . . . , XN ]
haben wir Y 1i ∩X = Y 2i ∩X = Yi und H ∩X = Yr.
6.4.3. Multiplikation bei Konstellationen affiner Ra¨ume I. Nach Abschnitt
(6.2) haben wir einen Morphismus
Ψ : (P2N ,∪r−1i=1Y 1i ∪r−1i=1 Y 2i ∪H) −→ (PN ,∪r−1i=1Yi ∪r−1i=1 Yi ∪ Yr) '−→ (PN ,∪iYi)
inMe, der den Pullback auf die Diagonale
Z∗(U × U, ∗∗) −→ Z∗(U, ∗∗) (6.4.3.1)
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induziert (via 4.3.3), mit U := Xo −∪iY oi . Die fixierten Punkte geben nach
Proposition (5.2.1), (5.2.2):
Z∗(U × U, ∗∗) quis−−→
⊕
(A1,A2)∈A×A
E(A1 ×A2)⊗ Z∗(K, ∗∗)
Z∗(U, ∗∗) quis−−→
⊕
A∈A
E(A)⊗ Z∗(K, ∗∗) (6.4.3.2)
und das Bild von Ψ unter
HomMe((P2N ,∪r−1i=1Y 1i ∪r−1i=1 Y 2i ∪H), (PN ,∪iYi)) ∼=
Hdeg=00
 ⊕
(A1,A2)∈A×A
⊕
A3∈A
Hom(E(A1 ×A2), E(A3))⊗ Z∗(K, ∗∗)
 .
(Hdeg=00 bezeichnet den Grad = 0 Anteil von H0) beschreibt (6.4.3.1) (nach
Abschnitt (5.3)).
Leider haben wir keine Beschreibung von Ψ, nur die Beschreibung des
Bildes Ψ von Ψ in HomAMe (siehe 6.4.4), was nach (5.3.5) das Bild von Ψ
unter der Projektion
Hdeg=00
( ⊕
(A1,A2)∈A×A
⊕
A3∈A
Hom(E(A1 ×A2), E(A3))⊗ Z∗(K, ∗∗)
)

Hdeg=00
( ⊕
(A1,A2)∈A×A
⊕
A3∈A
Hom(E(A1 ×A2), E(A3))
)
,
induziert durch Z∗(K, ∗∗) −→ Z0(K, 0) = Z, gibt. Dies genu¨gt um den linken
vertikalen Pfeil in⊕
(A1,A2)
E(A1 ×A2) via Z0(K,0)⊂Z∗(K,∗∗)//

⊕
(A1,A2)
E(A1 ×A2)⊗ Z∗(K, ∗∗)
Ψ
⊕
A
E(A)
⊕
A
E(A)⊗ Z∗(K, ∗∗)via Z0(K,0)←−Z∗(K,∗∗)oo
zu beschreiben.
6.4.4. Beschreibung von Ψ. Nach Satz 6.3.1 und Abschnitt 6.2.1 haben wir
Ψ =
∑
I,J∈Pr−1
I∩J=∅
²(|I|+ |J |) · sgn(I, J) · (τI,J + τI,J,H), (6.4.4.1)
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(² wie in (6.3.5.7)) mit
τI,J = Y 1I ∩ Y 2J ←− (YI ∩ YJ , ctop(VI,J)) −→ YI ∩ YJ
τI,J,H = Y 1I ∩ Y 2J ∩H ←− (YI ∩ YJ ∩ Yr, ctop(VI,J,H)) −→ YI ∩ YJ ∩ Yr
(in der Notation aus Abschnitt (6.3.2)) mit Vektorbu¨ndeln VI,J bzw. VI,J,H
vom Rang dimX − dimYI − dimYJ − dim(YI ∩ YJ).
Via (5.3.5.1) bilden alle τI,J,H trivial ab, und ebenso alle τI,J mit dimX−
dimYI − dimYJ − dim(YI ∩ YJ) 6= 0. Jetzt sieht man leicht aus (6.4.4.1),
dass das Bild von Ψ unter dem Morphismus aus (5.3.5.1) durch∑
(A1,A2)∈A×A
ΨA1,A2
gegeben ist. Dabei ist ΨA1,A2 = 0, falls sich A1 und A2 schlecht oder gar
nicht schneiden, und ansonsten ist
ΨA1,A2 : E(A1 ×A2) = E(A1)⊗ E(A2) −→ E(A1 ∩A2)
durch

Z(d1 −N)︸ ︷︷ ︸
I
⊗ Z(d2 −N)︸ ︷︷ ︸
J
·sgn(I,J)−−−−−→ Z(d12 −N)︸ ︷︷ ︸
I∪J
, falls I ∩ J = ∅,
0, falls I ∩ J 6= ∅,
(d1 = dimA1, d2 = dimA2, d12 = dim(A1 ∩ A2), N = dimX) gegeben. In
der Notation aus Abschnitt (5.6) ist ΨA1,A2 = multA1,A2 .
6.4.5. Multiplikation bei Konstellationen affiner Ra¨ume II. Wie wir in Pro-
position 5.6.1 gesehen haben, hat das a¨ußere Produkt
Z∗(U, ∗∗)⊗ Z∗(U, ∗∗) −→ Z∗(U × U, ∗∗)
via der Quasiisomorphismen (6.4.3.2) die Beschreibung
E(A1)⊗ Z∗(K, ∗∗)⊗ E(A2)⊗ Z∗(K, ∗∗)

E(A1)⊗ E(A2)⊗ Z∗(K, ∗∗)⊗ Z∗(K, ∗∗)

E(A1 ×A2)⊗ Z∗(K, ∗∗)
fu¨r alle A1, A2 ∈ A, im letzten Pfeil benutzt man E(A1)⊗E(A2) = E(A1×
A2) und die Multiplikation aus (3.3.4).
Nach Berechnung von Ψ in Abschnitt (6.4.4) haben wir in der derivierten
Kategorie das kommutative Diagramm
Z∗(U, ∗∗)⊗ Z∗(U, ∗∗) Multiplikation // Z∗(U, ∗∗)

E(A1)⊗ E(A2)
OO
ΨA1,A2 // E(A1 ∩A2).
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7. Vergleich mit der Hodgetheorie
7.1. Hodge-Realisierung von AMe.
7.1.1. In diesem Abschnitt ist der Grundko¨rper die komplexen Zahlen K =
C. Zu einem separierten Schema vom endlichen Typ u¨ber C bezeichnen wir
mit Xa den dazu assoziierten topologischen Raum X(C).
Ziel dieses Abschnitts ist die Konstruktion eines Funktors
AMe −→ (reine Hodgestrukturen/Q).
Auf Objekten ist der Funktor durch
(X(a),∪iYi) 7→ ⊕j ⊕p GrWp Hj(Xa − ∪iY ai ,Q)⊗Q(a)
gegeben, wobei W die Gewichtsfiltrierung ist.
7.1.2. Berechnung von Hodgestrukturen. Da wir mit Konstellationen
X;Y1, . . . , Yr arbeiten, wobei ∪iYi im allgemeinen kein Divisor mit normalen
Kreuzungen ist, beschreiben wir hier die Hodgestruktur auf
H∗(Xa − ∪iY ai ,Q) in Termen der Kompaktifizierung X mit Komplement
∪iYi, ohne Log-Formen. Wir benutzen dabei (kohomologische) Hodgekom-
plexe [De3].
Sei X projektiv, wir setzen U := X − ∪iYi und j : Ua −→ Xa fu¨r die
Inklusion. Wir definieren folgenden kohomologischen Hodgekomplex:
j!QUa
quis−−→
[
QXa
deg=0
−→ ⊕iQY ai −→ ⊕i<jQY aij −→ . . .
]
mit Gewichtsfiltrierung
W˜−p =
[
⊕|I|=pQY aI
deg=p
−→ . . .
]
(7.1.2.1)
und[
QXa −→ ⊕iQY ai −→ ⊕i<jQY aij −→ . . .
]
⊗Q C quis−−→
E〈X,∪iYi〉 := Ass
[
E•,•Xa −→ ⊕iE•,•Y ai −→ . . .
]
,
mit Ep,q = Garbe der p, q-Formen, und Hodgefiltrierung
F p = Ass
[
F pE•,•Xa −→ ⊕iF pE•,•Y ai −→ . . .
]
. (7.1.2.2)
Dies definiert fu¨r alle n auf Hnc (U
a,Q), durch W := W˜ [n], F , eine gemischte
Hodgestruktur.
Proposition 7.1.1. Die so definierte Hodgestruktur (7.1.2.1,7.1.2.2) auf
Hnc (U
a,Q), n = 0, 1, . . . , ist die u¨bliche.
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Beweis. Offenbar bleibt die durch (7.1.2.1,7.1.2.2) definierte Hodgestruktur
auf Hnc (U
a,Q) beim U¨bergang
X;Y1, . . . , Yr  X;Y1, . . . , Yr, Yr+1, (7.1.2.3)
mit Yr+1 ⊂ ∪ri=1Yi, gleich.
Sei pi : X˜a −→ Xa die Aufblasung mit Zentrum Y ar , wie in (6.2.2),
X˜a
pi

Ua
j
""E
EE
EE
EE
E
˜
==zzzzzzzz
Xa.
Wir haben aus dem Pullback von Differentialformen zu den Morphismen
Y˜ aI −→ Y aI , mit Ik < r fu¨r alle k, bzw. Y˜ aI ∩ Ea −→ Y aI ∩ Y ar , folgendes
Diagramm
pi∗˜!CUa
quis // pi∗ Ass
[
E•,•
X˜a
−→ ⊕r−1i=1E•,•Y˜ ai ⊕ E
•,•
Ea −→ . . .
]
j!CUa
quis //
=
OO
Ass
[
E•,•Xa −→ ⊕iE•,•Y ai −→ . . .
]
.
OO
(7.1.2.4)
Der rechte vertikale Pfeil erha¨lt alle Filtrierungen und deshalb sind die
W˜ , F -Filtrierungen auf Hnc (U
a,C), assoziiert zu den beiden Konstellatio-
nen, gleich. Dann sind auch die W -Filtrierungen auf Hnc (U
a,Q) gleich. Zu-
sammenfassend, es a¨ndert sich die (von uns definierte) Hodgestruktur beim
U¨bergang
X;Y1, . . . , Yr  X˜; Y˜1, . . . , Y˜r−1, E (7.1.2.5)
nicht.
Wir ko¨nnen jetzt eine gegeben KonstellationX;Y1, . . . , Yr durch Vera¨nde-
rungen der Art (7.1.2.3) und (7.1.2.5) in eine Konstellation X ′;Y ′1 , . . . , Y ′r′
u¨berfu¨hren, wobei Y ′1 + · · · + Y ′r′ ein Divisor mit normalen Kreuzungen ist.
Dies geht durch die Sequenz von Aufblasungen aus Abschnitt (6.1), assozi-
iert zu A(X,∪iYi) und d : A −→ Z; d(A) = dimA.
Im Fall eines Divisors mit normalen Kreuzungen als Komplement von U
ist unsere Konstruktion der Hodgestruktur die u¨bliche. 
Per Dualita¨t ko¨nnen wir zur Kohomologie u¨bergehen, wir haben als Hod-
gestrukturen (dU := dimU):
H i(Ua,Q) = Hom(H2dU−ic (Ua,Q),Q(−dU )).
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Als na¨chstes interpretieren wir Gr
fW [i]
p H i(Ua,Q). Wir haben
GrfW [i]p H i(Ua,Q) = Hom(GrfW [2dU−i]2dU−p H2dU−ic (Ua,Q),Q(−dU ))
= Hom(GrfWi−pH2dU−ic (Ua,Q),Q(−dU ))
und wir identifizieren via der W˜ -Spektralsequenz
GrfWi−pH2dU−ic (Ua,Q) '
H
( ⊕
|I|=p−1−i
H2dU−p(YI ,Q) −→
⊕
|I|=p−i
H2dU−p(YI ,Q)
−→
⊕
|I|=p+1−i
H2dU−p(YI ,Q)
)
.
Durch dualisieren erha¨lt man
Gr
fW [i]
p H
i(Ua,Q) '
H
( ⊕
|I|=p+1−i
Hp−2cI (YI ,Q)(−cI) −→
⊕
|I|=p−i
Hp−2cI (YI ,Q)(−cI)
−→
⊕
|I|=p−1−i
Hp−2cI (YI ,Q)(−cI)
)
,
dabei ist cI = dU − dimYI (zur Einfachheit nehmen wir an, dass alle YI
a¨quidimensional sind).
Wir bezeichnen mit Gp(X,∪iYi) den Komplex
. . . −→
⊕
|I|=p+1−i
Hp−2cI (YI ,Q)(−cI) −→
⊕
|I|=p−i
Hp−2cI (YI ,Q)(−cI)
deg=p−i
−→
⊕
|I|=p−1−i
Hp−2cI (YI ,Q)(−cI) −→ . . .
von reinen Hodgestrukturen vom Gewicht p, es ist
GrWp H
i(Ua,Q) ' Hp−iGp(X,∪iYi). (7.1.2.6)
Bemerkung 7.1. Ist D =
∑
i Yi ein Divisor mit normalen Kreuzungen, dann
kann man den Log-Komplex Ω∗(logD) zur Berechnung der Hodgestruk-
tur H∗(Ua,Q) verwenden [De2]. Betrachtet man die W -Spektralsequenz, so
sieht man
Gp(X,∪iYi) = WE−∗,p1 , (7.1.2.7)
insbesondere
Hp−iGp(X,∪iYi) = WEi−p,p2 ' GrWp H i(Ua,Q).
Es ist bekannt (vgl. [Ze]), dass dies der Morphismus (7.1.2.6) ist.
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7.1.3. Konstruktion der Realisierung. Sei V ;W1, . . . ,Wt eine weitere Kon-
stellation, V projektiv.
Wir haben eine Zykelabbildung (dX = dimX, dI = dimYI , cI = codimXYI ,
cJ = codimVWJ)
CL : CH0(YI(dX − a)×WJ(−cJ + b), 0)⊗Z Q
−→ H2(dI+cI−a−cJ+b)(YI ×WJ ,Q)(dI + cI − a− cJ + b)
−→
⊕
p
Hom(Hp−2cI+2a(YI ,Q)(−cI + a),Hp−2cJ+2b(WJ ,Q)(−cJ + b)),
wobei dies Morphismen von Hodgestrukturen sind, wenn wir
CH0(YI(dX − a)×WJ(−cJ + b), 0)⊗Z Q als rein vom Typ (0, 0) auffassen.
Deshalb bildet CL nach HomHS ab. Explizit ist CL(Z) wie folgt gegeben:
CL(Z)(α) = prJ∗(pr∗Iα ∧ [Z]), (7.1.3.1)
prI : YI ×WJ −→ YI ,prJ : YI ×WJ −→ WJ und [Z] die Klasse zu Z in der
Kohomologie.
Sei nun Ψ =
∑
|I|=|J |ΨI,J , ΨI,J ∈ CH0(YI(dX − a) ×WJ(−cJ + b), 0),
ein Element in HomAMe((X(a),∪iYi), (V (b),∪jWj)). Man sieht leicht, dass
durch
CL(Ψ) =
dfn
∑
|I|=|J |
(−1) |I|·(|I|−1)2 CL(ΨI,J)
ein Morphismus von Komplexen (von Hodgestrukturen)
CL(Ψ) ∈
⊕
p
HomC(HS)(Gp+2a(X,∪iYi)⊗Q(a), Gp+2b(V,∪jWj)⊗Q(b))
gegeben ist. Nach U¨bergang zur Kohomologie erha¨lt man nach (7.1.2.6)
einen Morphismus von Hodgestrukturen
CL(Ψ) :
⊕
p
⊕
j
GrWp H
j(Xa − ∪iY ai ,Q)⊗Q(a)
−→
⊕
p
⊕
i
GrWp H
i(V a − ∪jW aj ,Q)⊗Q(b).
Da die Komposition von Korrespondenzen unter CL in die Komposition
von Morphismen von Hodgestrukturen u¨bergeht, wie man an (7.1.3.1) sieht,
haben wir folgende Proposition.
Proposition 7.1.2. Es ist
CL : AMe −→ (reine Hodgestrukturen/Q)
(X(a),∪iYi) 7→ ⊕p ⊕j GrWp Hj(Xa − ∪iY ai ,Q)⊗Q(a)
Ψ 7→ CL(Ψ)
ein Funktor.
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7.2. Kompatibilita¨ten.
7.2.1. Man kann den Zusammenhang zwischen den ”Me-Kategorien“ undder Hodgetheorie durch das Diagramm von Funktoren
Me //
?

AMe
CL

(glatte quasiproj. Sch./C)
?
44
**UUU
UUUU
UUUU
UUUU
UU
(gem. Hodgestr.)
⊕pGrWp // (reine Hodgestr.)
darstellen, dabei wird die Existenz der gepunkteten Pfeile in dieser Arbeit
nicht behandelt. Man kann bei diesem Diagramm, ohne die gepunkteten
Pfeile auszuarbeiten, nicht nach Kommutativita¨t fragen. Jedoch bilden, wie
wir zeigen werden, natu¨rliche Morphismen inMe, assoziiert zu offenen Im-
mersionen, und der in Abschnitt (6) konstruierte Morphismus, assoziiert zu
einer abgeschlossenen Immersion, auf die entsprechenden Morphismen von
reinen Hodgestrukturen (wir kontrollieren nur die graduierten Anteile zur
Gewichtsfiltrierung).
7.2.2. Offene Immersionen. Sei X;Y1, . . . , Yr eine Konstellation und q eine
Zahl mit 1 ≤ q ≤ r.
Durch YI
=←− YI =−→ YI , fu¨r alle I ∈ Pq (Definition A.1), haben wir einen
Morphismus 〈X,∪qi=1Yi〉 −→ 〈X,∪iYi〉 in Cb(M), und das Diagramm
〈X,∪qi=1Yi〉 //

〈X,∪iYi〉

X − ∪qi=1Yi // X − ∪ri=1Yi,
mit vertikalen Pfeilen den Einschra¨nkungsmorphismen (3.4.1.1), kommu-
tiert.
IstX projektiv, so erhalten wir einen Morphismus (X,∪qi=1Yi) −→ (X,∪iYi)
in Me (4.2.4), der von dem Zykel Ψ = ∑I∈Pq(−1) |I|·(|I|−1)2 ∆YI dargestellt
wird. Nach U¨bergang zu den ho¨heren Chowgruppen (4.3.3) liefert Ψ den
Einschra¨nkungsmorphismus zur offenen Immersion
X − ∪ri=1Yi −→ X − ∪qi=1Yi.
Lemma 7.2.1. Es ist CL(Ψ) von dem Einschra¨nkungsmorphismus
H∗(Xa − ∪qi=1Y ai ,Q) −→ H∗(Xa − ∪ri=1Y ai ,Q), durch U¨bergang zu den Gra-
duierten, induziert.
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Beweis. Wir bezeichnen U ′ = X − ∪qi=1Yi, U = X − ∪ri=1Yi und j′, j die
offenen Immersionen nach X. Wir haben ein kommutatives Diagramm
j!CU //

Ass
[
Ω•Xa −→ ⊕ri=1Ω•Y ai −→ . . .
]
Projektion

j′!CU ′ // Ass
[
Ω•Xa −→ ⊕qi=1Ω•Y ai −→ . . .
]
,
und auf den E1-Termen der Gewichtsfiltrierung gibt der rechte vertikale Pfeil
die Projektion ⊕
I
H∗(YI ,C) −→
⊕
I∈Pq
H∗(YI ,C).
Durch dualisieren folgt unsere Behauptung. 
7.2.3. Abgeschlossene Immersionen. Wir erinnern an die Situation und No-
tation aus (6.0.6). Wir haben eine Konstellation X;Y1, . . . , Yr projektiver
Schemata, und ein glattes Unterschema Z ⊂ X, so dass alle Durchschnitte
Z ×X YI glatt sind und Z −∪iYi dicht in Z ist. In Abschnitt (6) haben wir
einen Morphismus Φ : (X,∪iYi) −→ (Z,∪iY Zi ) in Me konstruiert, der den
Pullbackmorphismus CH∗(X − ∪iYi, ∗∗) −→ CH∗(Z − ∪iY Zi , ∗∗) induziert.
Das Bild Φ′ von Φ in AMe haben wir explizit berechnet (6.3.1).
Proposition 7.2.1. Der von der abgeschlossenen Immersion
Z − ∪iY Zi ⊂ X − ∪iYi durch Hodgetheorie gegebene Morphismus
⊕pGrWp H∗(X − ∪iYi,Q) −→ ⊕pGrWp H∗(Z − ∪iY Zi ,Q) entspricht CL(Φ′).
Beweis. Sei pi : X˜ −→ X die Aufblasung mit Zentrum Yr, wie in (6.2.2), und
τ : (X˜,∪r−1i=1 Y˜i ∪ E)
∼=−→ (X,∪iYi)
der natu¨rliche Isomorphismus (Lemma 6.2.2). Man sieht aus dem Diagramm
(7.1.2.4), dass CL(τ) = id.
Nach Konstruktion von Φ′ in Abschnitt (6.2) haben wir ein kommutatives
Diagramm (d0 = dimZ)
(Xd0 ,∪ri=1(Yi)d0 ∪d0k=1 Ek)
Ξ //

(Zd0 ,∪d0k=1EZk )

(X,∪iYi) Φ
′
// (Z,∪iY Zi ).
Da die vertikalen Pfeile unter CL auf die Identita¨t abbilden, genu¨gt es CL(Ξ)
zu behandeln. Anhand der expliziten Darstellung von Ξ aus (6.2.4.1) sieht
man, dass der zu Ξ assoziierte Morphismus
Gp(Xd0 ,∪ri=1(Yi)d0 ∪d0k=1 Ek) −→ Gp(Zd0 ,∪d0k=1EZk )
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aus Abschnitt (7.1) durch Pullback
Hp−2c(Ek0 ∩ . . . Ekl ,Q)(−c) −→ Hp−2c(EZk0 ∩ . . . EZkl ,Q)(−c),
mit c = codim Ek0 ∩ . . . Ekl = codim EZk0 ∩ . . . EZkl , gegeben ist. Auf den
anderen Summanden ist er trivial, da (Yi)d0∩Zd0 = ∅ fu¨r alle i. Wir erinnern
daran, dass
∑d0
k=1Ek (bzw.
∑d0
k=1E
Z
k ) ein Divisor mit normalen Kreuzungen
auf Xd0 (bzw. Zd0) ist (Proposition 6.1.2).
Zur Vereinfachung der Notation behandeln wir ab jetzt die Konstellation
X;Y1, . . . Yq, Yq+1, . . . , Yr und ein glattes Unterschema Z ⊂ X, mit:
(1) es ist
∑
i≤q Yi (bzw.
∑
i≤q Y
Z
i ) ein Divisor mit normalen Kreuzungen
auf X (bzw. Z),
(2) es ist Yi ∩ Z = ∅ fu¨r alle i > q.
Wir haben Ξ : (X,∪iYi) −→ (Z,∪i≤qY Zi ) wie oben und zu zeigen, dass CL(Ξ)
der Pullbackmorphismus zur Immersion Z −∪i≤qY Zi ⊂ X −∪iYi ist. Dabei
ist CL(Ξ) auf Gp durch
Hp−2cI (YI ,Q)(−cI) Pullback−−−−−→ Hp−2cI (Y ZI ,Q)(−cI),
fu¨r I ∈ Pq, und sonst Null, gegeben.
Wir modifizieren die Konstellation X;Y1, . . . , Yr wie folgt.
Sei A = A(X,∪iYi) (vgl. (6.1.1.1)) und wir definieren d : A −→ N≥0 durch
d(A) =
{
dimA falls A ⊂ ∪i>qYi,
dimA+ dim∪i>qYi + 1 falls A 6⊂ ∪i>qYi.
Fu¨r e := dim∪i>qYi betrachten wir die Modifikation
Xe; (Y1)e, . . . , (Yq)e, E1, . . . , Ee
aus Abschnitt (6.2.3) zu (A, d), man beachte (Yi)e = ∅ fu¨r i > q. Wir haben
(Xe,∪qi=1(Yi)e ∪ek=1 Ek) −→ (X,∪iYi) Ξ−→ (Z,∪i≤qY Zi ),
und da die Zentren der Aufblasungen von Z disjunkt sind ist dies der Mor-
phismus assoziiert zu Z ⊂ Xe. Wir ko¨nnen deshalb
(Xe,∪qi=1(Yi)e ∪ek=1 Ek) statt (X,∪iYi) behandeln.
Aus Proposition (6.1.2) folgt, dass
∑q
i=1(Yi)e +
∑e
k=1Ek ein Divisor mit
normalen Kreuzungen ist. Wir setzenD1 =
∑q
i=1(Yi)e, D2 =
∑e
k=1Ek, D
Z
1 =∑q
i=1 Y
Z
i (es ist Ek ∩ Z = ∅) und betrachten
Ω•Xae (logD1 +D2) −→ Ω•Za(logDZ1 )
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(Pullback von Differentialformen). Man hat offensichtlich das kommutative
Diagramm
GrWp−iΩiXae (logD1 +D2)
//
Res

GrWp−iΩiZa(logD
Z
1 )
Res
⊕
|I|=p−i
I∈Pq
Ω2i−p(Y aI )e
Pullback // ⊕
|I|=p−i
I∈Pq
Ω2i−p
Y Z,aI
und auf den WE1-Termen zur Spektralsequenz WE
i−p,p
1 ⇒ H i gibt das
CL(Ξ) (Bemerkung 7.1). 
7.3. Der graduierte Kohomologiering.
7.3.1. Fu¨r U quasiprojektiv und glatt ist ⊕j ⊕p GrWp Hj(Ua,Q) via
GrWp1H
i1(U,Q)⊗GrWp2H i2(U,Q)
A¨ußeres Produkt−−−−−−−−−−→ GrWp1+p2H i1+i2(U × U,Q)
Pullback auf die Diagonale−−−−−−−−−−−−−−−−→ GrWp1+p2H i1+i2(U,Q)
ein Ring. Wir beantworten hier, wie die Multiplikation bzgl. des Isomorphis-
mus (7.1.2.6) aussieht (Satz 7.3.1).
7.3.2. A¨ußeres Produkt. Fu¨r Gewichte p1, p2 haben wir via der
Ku¨nneth-Isomorphismen
Gp1(X,∪iYi)⊗Q Gp2(V,∪jWj) −→ Gp1+p2(X × V,∪iYi × V ∪j X ×Wj),
(7.3.2.1)
und mit dem Isomorphismus (7.1.2.6) erha¨lt man
GrWp1H
i1(Ua,Q)⊗GrWp2H i2(T a,Q) −→ GrWp1+p2H i1+i2(Ua × T a,Q).
Dies ist bis auf das Vorzeichen (−1)p1·i2 das A¨ußere Produkt. Das sieht
man wie folgt ein. Wir setzen j1 : U −→ X, j2 : T −→ V fu¨r die offenen
Immersionen. Wir haben das folgende kommutative Diagramm von Quasi-
isomorphismen von Garben auf X × V :
j1!CUa  j2!CTa //
=

E〈X,∪iYi〉 E〈V,∪jWj〉

(j1 × j2)!CUa×Ta // E〈X × V,∪iYi × V ∪j X ×Wj〉,
wobei der rechte vertikale Pfeil durch
ω1  ω2 7→ (−1)deg(ω1)·|J |pi∗1ω1 ∧ pi∗2ω2,
fu¨r ω1 ∈ E•,•YI und ω2 ∈ E
•,•
WJ
, gegeben ist (pi1, pi2 die Projektionen). Nach
U¨bergang zur Spektralsequenz und dualisieren sieht man das Vorzeichen
ein.
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7.3.3.
Satz 7.3.1. Sei X;Y1, . . . , Yr eine Konstellation projektiver Schemata und
U := X − ∪iYi. Die Multiplikation
GrWp1H
i1(U,Q)⊗GrWp2H i2(U,Q) −→ GrWp1+p2H i1+i2(U,Q)
hat bzgl. des Isomorphismus (7.1.2.6) die Form
Hp1−i1Gp1(X,∪iYi)⊗Hp2−i2Gp2(X,∪iYi) −→ Hp1+p2−i1−i2Gp1+p2(X,∪iYi);
(αI)I ⊗ (βJ)J 7→∑
I,J
I∩J=∅
(−1)p1·i2sgn(I, J)ctop
(
NYI/X |YI∩YJ ⊕NYJ/X |YI∩YJ
NYI∩YJ
)
ı∗I,J(αI) ∧ ∗I,J(βJ),
wobei ıI,J : YI∩YJ −→ YI und I,J : YI∩YJ −→ YJ die Inklusionen sind, N?/X
die Normalenbu¨ndel bezeichnet, und das Vorzeichen sgn aus Definition 6.1
ist.
Beweis. Aus Abschnitt (7.3.2) wissen wir, dass das a¨ußere Produkt durch
αI⊗βJ 7→ (−1)p1·i2pi∗1αI∧pi∗2βJ mit pi1 : YI×YJ −→ YI bzw. pi2 : YI×YJ −→ YJ
gegeben ist.
Nach Proposition 7.2.1 ist der Pullback auf die Diagonale durch CL(Φ′)
gegeben, wobei wir Φ′ in Abschnitt (6.4.1) berechnet haben:
Φ′ =
∑
I,J
I∩J=∅
sgn(I, J)²(|I|+ |J |)
(
YI × YJ ←−
(
YI ∩ YJ , ctop
(
NYI/X |YI∩YJ ⊕NYJ/X |YI∩YJ
NYI∩YJ/X
))
−→ YI ∩ YJ
)
.
Das zeigt die Behauptung. 
Bemerkung 7.2. Ist
∑
i Yi ein Divisor mit normalen Kreuzungen in X, dann
kann man die Aussage von Satz 7.3.1 sehr leicht aus der Definition der
Hodgestruktur mittels Log-Komplex folgern.
7.4. Hodgetheorie von Konstellationen affiner Ra¨ume.
7.4.1. Additive Zerlegung. SeiXo;Y o1 , . . . , Y
o
r eine Konstellation affiner Ra¨ume,
wie in (5.2.1), undX;Y1, . . . , Yr die Kompaktifizierung im projektiven Raum
(Yr die Hyperebene im Unendlichen). Wir setzten A = A(Xo,∪r−1i Y oi ), wie
in (5.2.1), und U := Xo − ∪r−1i Y oi = X − ∪riYi.
Es ist eine additive Zerlegung der Kohomologie
H∗(Ua,Q) ∼=
⊕
A∈A
h∗A (7.4.1.1)
bekannt ([GM],[DGM]). Man hat diese Zerlegung auch in ganzen Koeffizien-
ten und eine analog konstruierte Zerlegung in der e´talen Kohomologie (hier
111
ist K = K und K hat beliebige Charakteristik) mit Koeffizienten in Z/n,Zl.
Wir werden nur mit rationalen Koeffizienten arbeiten.
Wie man weißist (7.4.1.1) eine Zerlegung von H∗(Ua,Q) als Hodgestruk-
tur und h∗A rein, Hodge-Tate, vom Typ (codimXoA, codimXoA) (siehe [DGM]).
Man kann h∗A wie folgt konstruieren. Wir setzen
UA := Xo −
⋃
A′∈A;A′⊃AA
′, es ist UA ⊃ U und UA ist Komplement einer
Konstellation affiner Ra¨ume. Wir ko¨nnten ohne Einschra¨nkung annehmen,
dass Y o1 , . . . , Y
o
q diejenigen Y
o
i sind, die A enthalten, dann ist UA = X
o −
∪qi=1Y oi .
Es ist H∗(UaA,Q) rein, Hodge-Tate, und wir bezeichnen mit h∗(p,p) den
(p, p)-Anteil. Der natu¨rliche Morphismus H∗(UaA,Q) −→ H∗(Ua,Q) ist injek-
tiv und man hat h∗A als Bild von h
∗
(codim A,codim A).
7.4.2. Vergleich der additiven Zerlegungen. In Korollar (5.3.1) haben wir
eine Zerlegung id =
∑
A∈A PA der Identita¨t von (X,∪iYi) inMe konstruiert,
die sich per Funktorialita¨t
Me (4.4.4)−−−−→ AMe (7.1)−−−→ (reine Hodgestrukturen),
wegen der Purita¨t von H∗(Ua,Q), auf H∗(Ua,Q) u¨bertra¨gt.
Die explizite Darstellung von PA, A ∈ A, in AMe aus (5.3.5.2) zeigt, dass
PA u¨ber den (codim A, codim A)-Anteil von H∗(Ua,Q) faktorisiert. Jetzt ist
nach Lemma 5.3.3 und Lemma 7.2.1 klar, dass PA, A ∈ A, die Projektoren
zur Zerlegung (7.4.1.1) sind.
Wir ko¨nnen die Konstellation X;Y1, . . . , Yr verwenden um
GrWp H
∗(Ua,Q) zu berechnen (7.1.2). Durch Restriktion haben wir offenbar
fu¨r alle p einen Quasiisomorphismus
Gp(X,∪iYi) quis−−→ Gp(Xo,∪r−1i=1Y oi ),
und aus H∗(An,Q) = H0(An,Q) = Z sieht man
Gp(X,∪iYi) quis−−→ Gp(Xo,∪r−1i=1Y oi )
∼=−→
⊕
A∈A
2·codimA=p
E(A)⊗Q, (7.4.2.1)
wobei wir graduierte Q-Vektorra¨ume via ”Grad p = rein vom Typ (p, p)“ alsHodgestrukturen auffassen (zu E(A) siehe Definition (5.1)). Wie man leicht
sieht, entspricht PA unter diesem Isomorphismus der Identita¨t auf E(A).
Deshalb haben wir die Darstellung:
hiA
∼= Hp−iE(A)Q. (7.4.2.2)
Sei V o;W o1 , . . . ,W
o
s−1 eine weitere Konstellation affiner Ra¨ume und T :=
V o − ∪iW oi . Wie man aus (5.3.5.2) sofort sieht, kommutiert das Diagramm
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HomAMe((X,∪iYi), (V,∪jWj)) (7.1) //
(5.3.5.1)
HomHS(H∗(Ua,Q),H∗(T a,Q))
(7.4.1.1) 
HomKb(gaG)
( ⊕
A1∈A1
E(A1),
⊕
A2∈A2
E(A2)
)
// Hom
( ⊕
A1∈A1
h∗A1 ,
⊕
A2∈A2
h∗A2
)
,
(7.4.2.3)
wobei der rechte untere Pfeil von (7.4.2.2) kommt. Nach U¨bergang zu ra-
tionalen Koeffizienten auf der linken Seite sind alle Pfeile Isomorphismen.
7.4.3. Kohomologiering von Komplementen affiner Konstellationen.
Sind Xo;Y o1 , . . . , Y
o
r−1 und V o;W o1 , . . . ,W os−1 Konstellationen affiner Ra¨ume
und A1 := A(Xo,∪iY oi ),A2 := A(V o,∪jW oj ), dann hat man
A1 ×A2
∼=−→ A(Xo × V o;∪iY oi × V o ∪j Xo ×W oj )
(A1, A2) 7→ A1 ×A2
und fu¨r alle A1 ∈ A1, A2 ∈ A2 einen natu¨rlichen Isomorphismus
E(A1)⊗ E(A2) =−→ E(A1 ×A2). (7.4.3.1)
Das Diagramm
G2p1(X,∪iYi)⊗Q G2p2(V,∪jWj)
(7.3.2.1)//
(7.4.2.1)

G2(p1+p2)(X × V,∪iYi × V ∪j X ×Wj)
(7.4.2.1)
⊕
A1∈A1
cdA1=p1
E(A1)Q ⊗
⊕
A2∈A2
cdA2=p2
E(A2)Q
(7.4.3.1) //
⊕
(A1,A2)∈A1×A2
codimAi=pi
E(A1 ×A2)Q
ist offenbar kommutativ und wir haben somit folgende Interpretation des
Au¨ßeren Produktes
hi1A1 ⊗ hi2A2
(7.4.2.2)

Au¨ßeres-Produkt // hi1+i2A1×A2
(7.4.2.2)

H2cdA1−i1E(A1)Q ⊗H2cdA2−i2E(A2)Q
(7.4.3.1)// H2cdA1×A2−i1−i2E(A1 ×A2)Q.
Speziell fu¨r V o = Xo,W oi = Y
o
i , fu¨r alle i, zeigt dieses Diagramm, zusammen
mit dem kommutativen Diagramm (7.4.2.3) und Proposition 7.2.1, dass die
Multiplikation im Kohomologiering durch
hi1A1 ⊗ hi2A2 [d]−(7.4.2.2) //// hi1+i2A1∩A2
(7.4.2.2)

H2cdA1−i1E(A1)Q ⊗H2cdA2−i2E(A2)Q
ΨA1,A2// H2cd(A1∩A2)−i1−i2E(A1 ∩A2)Q,
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mit ΨA1,A2 aus Abschnitt (6.4.4), gegeben ist.
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8. Vermutungen zu Realisierungen
8.1. Additive Zerlegung.
8.1.1. Lokalisierungssequenz. Sei Xo;Y o1 , . . . , Y
o
r−1 eine Konstellation affiner
Ra¨ume und X;Y1, . . . , Yr die Kompaktifizierung im projektiven Raum (wie
in (5.2.1)). Wir setzen U := X − ∪iYi und U ′ := X − ∪i>1Yi, V := Y1 −
∪i>1(Y1 ∩ Yi), falls r > 1 ist. Wir wollen zur Abku¨rzung
X• := 〈X,∪iYi〉 X∗• := 〈X(dimX),∪iYi〉∗
X ′• := 〈X,∪ri=2Yi〉 X ′∗• := 〈X(dimX),∪ri=2Yi〉∗
Y• := 〈Y1(−codimXY1),∪ri=2Y1 ∩ Yi〉 X∗• := 〈Y1(dimX),∪ri=2Y1 ∩ Yi〉∗
schreiben.
Wir haben einen Morphismus von ausgezeichneten Dreiecken (siehe Ab-
schnitt 2.7.4 und Satz 3.4.1)
Z∗(Y•, ∗∗) ι //

Z∗(X ′•, ∗∗)
 //

Z∗(X•, ∗∗) δ //

. . .
Z∗(V, ∗∗) // Z∗(U ′, ∗∗) // Z∗(U, ∗∗) +1 // . . . .
(8.1.1.1)
Wir setzen
A := A(Xo,∪iY oi )
A′ := A(Xo,∪i>1Y oi )
B := A(Y o1 ,∪i>1(Y o1 ∩ Y oi ))
(siehe 6.1.1.1). Zur Definition von E(A) (Definition 5.1) wird implizit eine
Konstellation fixiert. Es sei im folgenden E(A), bzw. E(A′) und E(B), fu¨r
A ∈ A, bzw. A′ ∈ A′ und B ∈ B, bzgl. der Konstellation Xo;Y o1 , . . . , Y or−1,
bzw. Xo;Y o2 , . . . , Y
o
r−1 und Y o1 ; (Y o1 ∩ Y o2 ), . . . , (Y o1 ∩ Y or−1), definiert.
Wir haben einen Morphismus von Komplexen graduierter abelscher Grup-
pen
τ :
⊕
B∈B
E(B)(−d) −→
⊕
A′∈A′
E(A′)
gegeben durch
τI : ZI(−codimY o1 (Y o1 ∩ Y oI )− d) −→ ZI(−codimXoY oI ), I ∈ Pr−1, 1 /∈ I,
τI =
{
0 falls Y o1 ∩ Y oI 6= Y oI
id sonst.
Offenbar ist ⊕
A∈A
E(A) = cone(τ)
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und wir haben ein ausgezeichnetes Dreieck⊕
B∈B
E(B)(−d) τ−→
⊕
A′∈A′
E(A′) λ−→
⊕
A∈A
E(A)
µ−→ . . . . (8.1.1.2)
Eine Wahl von Punkten xA, A ∈ A, in allgemeiner Lage gibt auch eine Wahl
xA′ , A
′ ∈ A′, und xB, B ∈ B, weil B ⊂ A ⊃ A′ ist. Mit der Identifikation
aus Korollar 5.2.1 haben wir aus der oberen Zeile von Diagramm (8.1.1.1)
ein ausgezeichnetes Dreieck⊕
B∈B
E(B)(−d)⊗Z∗(K, ∗∗) ι˜−→
⊕
A′∈A′
E(A′)⊗Z∗(K, ∗∗) ˜−→
⊕
A∈A
E(A)⊗Z∗(K, ∗∗)
δ˜−→ . . . . (8.1.1.3)
Proposition 8.1.1. Das ausgezeichnete Dreieck (8.1.1.3) entsteht aus (8.1.1.2)
durch ⊗ZZ∗(K, ∗∗).
Beweis. Wir schreiben ι, , δ mit Hilfe von Abschnitt (4.2.4) als Elemente in
CH0(Y ∗• × X ′•, 0), CH0(X ′∗• × X•, 0), CH0(X∗• × Y•[1], 0). Diese bezeichnen
wir mit Φ(ι),Φ(),Φ(δ):
Φ(ι) =
∑
I∈Pr,1/∈I
(−1) |I|·(|I|−1)2 Bild
(
Y1 ∩ YI (id,incl)−−−−−→ (Y1 ∩ YI)× YI
)
Φ() =
∑
I∈Pr,1/∈I
(−1) |I|·(|I|−1)2 ∆YI
Φ(δ) =
∑
I∈Pr,1∈I
(−1) |I|·(|I|−1)2 ∆YI .
Aus Abschnitt (5.3.3) wissen wir, dass ι˜, ˜ und δ˜ durch das Bild von Φ(ι),
Φ() und Φ(δ) unter (5.3.3.2) gegeben sind. Wie man sofort sieht, sind τ⊗id,
λ⊗ id und µ⊗ id die Bilder, was die Behauptung zeigt. 
8.1.2. Voraussetzungen an die Kohomologietheorie. Wir brauchen einige Be-
dingungen an die Kohomologietheorie um die additive Zerlegung aus Korol-
lar 5.2.1 auf diese Kohomologietheorie zu u¨bertragen.
Wir fixieren einen Koeffizientenko¨rper F mit charF = 0. Es sei mit
H : (glatte Varieta¨ten/K)opp −→ (graduierte F -Vektorra¨ume)
ein Funktor bezeichnet, der die monoidale Struktur erha¨lt, d.h. wir ha-
ben funktorielle Ku¨nneth-Isomorphismen. Hier sind die glatten Varieta¨ten
bzgl. des Faserproduktes eine monoidale Kategorie und die graduierten Vek-
torra¨ume bzgl. des Tensorproduktes. Wir setzen ferner voraus, dass
H(K) = H(AN ) = F im Grad = 0
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fu¨r alle N . Desweiteren setzen wir voraus, dass zu jeder glatten, abgeschlos-
senen Untervarieta¨t Y ⊂ X von reiner Kodimension d eine Lokalisierungs-
sequenz
H(Y )(−2d) −→ H(X) −→ H(X − Y ) +1−−→ H(Y )(−2d)
existiert.
Als letztes brauchen wir einen Realisierungsfunktor
R : CHp(U, q) −→ H2p−q(U),
funktoriell in U , kompatibel mit a¨ußeren Produkten und der Lokalisierungs-
sequenz.
Bemerkung 8.1. Es ist dem Autor nicht bekannt, ob eine der klassischen
Kohomologietheorien die oben genannten Bedingungen erfu¨llt.
8.1.3.
Proposition 8.1.2. Sei H wie in Abschnitt (8.1.2) und U = Xo − ∪iY oi
Komplement einer Konstellation von affinen Ra¨umen. Es gilt
H i(U) ∼=
⊕
A∈A
H2codimA−i(E(A)(codimA)⊗Z F ). (8.1.3.1)
Beweis. Zu A ∈ A haben wir via der Zerlegung aus Korollar (5.2.1):
E(A)(codimA)⊗Z Z0(K, 0) ⊂ ZcodimA(U, ∗∗), (8.1.3.2)
und wir erhalten so
H2codimA−i(E(A)(codimA))⊗Z F −→ CHcodimA(U, 2codimA− i)
Realisierung−−−−−−−→ H i(U). (8.1.3.3)
Die Zerlegung aus Korollar (5.2.1) ha¨ngt von einer Wahl von Punkten xA, A ∈
A, in allgemeiner Lage ab, aus der ”Transformationsformel“ in Korollar(5.4.1) folgt jedoch sofort, dass Abbildung (8.1.3.3) unabha¨ngig von dieser
Wahl ist.
Wir haben zu zeigen, dass die durch (8.1.3.3) gegebene Abbildung von
rechts nach links in (8.1.3.1) ein Isomorphismus. Das beweisen wir per In-
duktion und Lokalisierungssequenzen. Fu¨r AN ist die Aussage trivial. Fu¨r
Xo;Y o1 , . . . , Y
o
r ko¨nnen wir die Lokalisierungssequenz
CH∗((Y o1 − ∪i(Y o1 ∩ Y oi ))(−d), ∗∗) −→ CH∗(Xo − ∪i>1Y oi , ∗∗) −→
CH∗(Xo − ∪iY oi , ∗∗) +1−−→ . . .
benutzen. Sie induziert via Abbildung (8.1.3.2) wegen Proposition 8.1.1 eine
lange exakte Sequenz der rechten Seiten von (8.1.3.1), und wegen Kompati-
bilita¨t von H mit der Lokalisierungssequenz folgt die Behauptung. 
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8.2. Multiplikation. Es sei weiterhin U = Xo − ∪iY oi Komplement einer
Konstellation von affinen Ra¨umen.
Leider brauchen wir fu¨r diesen Abschnitt eine weitere Bedingung an die
Realisierungsabbildung CHk(K, 2k) R−→ H0(K):
Bedingung 8.2.1. Die Realisierungsabbildung CHk(K, 2k) R−→ H0(K) ist
fu¨r alle k > 0 trivial.
Aus der Zerlegung aus Korollar 5.2.1 kann man den Quotient
Z∗(U, ∗∗) quis−−→
⊕
A∈A
E(A)⊗ Z∗(K, ∗∗) Z
∗(K,∗∗)−→Z0(K,0)−−−−−−−−−−−−→
⊕
A∈A
E(A)
(8.2.0.4)
bilden. Dieser ha¨ngt nicht, wie die Zerlegung aus Korollar 5.2.1, von der
Wahl der Punkte xA, A ∈ A, in allgemeiner Lage ab, wie Korollar 5.4.1
zeigt.
In folgenden Lemma brauchen wir zum ersten mal, dass F ein Ko¨rper ist.
Lemma 8.2.1. Die Realisierungsabbildung CHp(U, q) R−→ H2p−q(U) fakto-
risiert wie folgt
CHp(U, q) R //
(8.2.0.4)

H2p−q(U).
⊕
A∈A
codimA=p
Hq(E(A))
(8.1.3.3)
77ooooooooooo
Beweis. Wir haben
Hq
(⊕
A∈A
⊕
k>0
E(A)⊗ Zk(K, ∗∗)
)
⊂ CH∗(U, q)
und mu¨ssen zeigen, dass die Komposition mit der Realisierung trivial ist.
Nun ist
Hq
(⊕
A∈A
⊕
k>0
E(A)⊗ Zk(K, ∗∗)
)
⊗Z F =
Hq
(⊕
A∈A
⊕
k>0
E(A)⊗ Zk(K, ∗∗)⊗Z F
)
=⊕
q1+q2=q
⊕
A∈A
⊕
k>0
Hq1(E(A))⊗Z CHk(K, q2)⊗Z F,
und die Aussage folgt aus H i(K) = 0 fu¨r i > 0 und der zusa¨tzlichen
Bedingung (8.2.1). 
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Wir erinnern daran, dass wir fu¨r A,B ∈ A mit A∩B 6= ∅ und codimA+
codimB = codim(A ∩B) einen Morphismus
multA,B : E(A)⊗ E(B) −→ E(A ∩B)
haben (5.6.5.2). Wir setzen multA,B = 0 falls A ∩ B 6= ∅ oder codimA +
codimB 6= codim(A ∩B).
Nach den U¨berlegungen aus Abschnitt (6.4.5) haben wir fu¨r alle A,B ∈ A
ein kommutatives Diagramm
Z∗(U, ∗∗)⊗ Z∗(U, ∗∗) Multiplikation // Z∗(U, ∗∗)

E(A)⊗ E(B)
OO
multA,B // E(A ∩B),
(8.2.0.5)
wobei die vertikalen Pfeile von der additiven Zerlegung in Korollar (5.2.1)
kommen.
Proposition 8.2.1. Sei U Komplement einer Konstellation affiner Ra¨ume
und H eine Kohomologietheorie, die die Bedingungen aus Abschnitt (8.1.2)
und Bedingung (8.2.1) erfu¨llt. Dann ist unter dem Isomorphismus aus Pro-
position (8.1.2) die Multiplikation auf H(U) durch⊕
A∈A
H2α−i(E(A)(α)⊗Z F )⊗F
⊕
B∈A
H2β−i(E(B)(β)⊗Z F )
multA,B−−−−−→
⊕
C∈A
H2γ−i(E(C)(γ)⊗Z F )
(α := codimA, β = codimB, γ := codimC) gegeben.
Beweis. Wegen Lemma 8.2.1 genu¨gt die grobe Beschreibung der Multipli-
kation im kommutativen Diagramm (8.2.0.5) fu¨r die Behauptung. 
119
9. Chowring von Hyperebenenkomplementen
9.0.1. Es sei U Komplement von endlich vielen Hyperebenen Y o1 , . . . , Y
o
r im
affinen Raum AN . Wir zeigen, dass CH∗(U, ∗∗) ein freier endlicher Modul
u¨ber dem (ho¨heren) Chowring des Grundko¨rpers, CH∗(K, ∗∗), ist und wir
geben eine Darstellung von CH∗(U, ∗∗) als graduiert-kommutative Algebra
u¨ber dem Chowring des Grundko¨rpers an.
9.1. Vorbereitung.
9.1.1. Wir betrachten einen beliebigen Ko¨rper K als Grundko¨rper. Fu¨r
N ≥ 0 und r ≥ 0, sowie nichttriviale ElementeH0,H1,H2, . . . ,Hr ∈ Γ(PN ,O(1))
betrachten wir U := PN − ∪ri=0V (Hi). Im folgenenden werden wir mit der
“ =
(
P1 − {1}, {P1 − {1}, {∞}, {0}}, 0)-Version” der ho¨heren Chowgrup-
pen arbeiten (siehe 3.1).
9.1.2. Kodimension 1. Fu¨r ein glattes quasiprojektives Schema pi : X →
Spec(K) u¨ber K haben wir nach Bloch, [Bl1], einen funktoriellen Isomor-
phismus von abelschen Gruppen
Gm(X)
'−→ CH1(X, 1).
Zu f ∈ Γ(X,O∗X) betrachte den Morphismus X → P1, x 7→ [f(x) : 1] und
dessen Graph Γf ⊂ X × P1. Die Einschra¨nkung von Γf auf X × (P1 − {1})
definiert eine Zykelklasse in CH1(X, 1). Auf diese Weise ist obiger Gruppe-
nisomorphismus gegeben. Wir wollen die Zykelklasse zu f ∈ Γ(X,O∗X) mit
[f ] ∈ CH1(X, 1) bezeichnen.
Insbesondere haben wir fu¨r alle a ∈ K∗ eine Klasse [a] ∈ CH1(X, 1)
entsprechend dem konstanten Morphismus X → Gm, x 7→ a
9.1.3. CHn(K,n) und Milnor-K-Theorie. Wir haben einen Isomorphismus
von abelschen Gruppen
KMn
'−→ CHn(K,n),
wobei {a1, . . . , an} ∈ KMn auf die Zykelklasse [a1] · · · · · [an] in CHn(K,n)
abgebildet wird (siehe [NeSu], [To]).
Aus der Milnor-K-Theorie sind einige Identita¨ten bekannt, die wir fu¨r
CHn(K,n) nutzen wollen.
Lemma 9.1.1. In Ring CH∗(K, ∗∗) ist
(1) [a]2 + [a] · [−1] = 0 fu¨r alle a ∈ K∗,
(2) [a1] · [a2] · · · · · [an] = 0 fu¨r alle ak ∈ K∗ mit
∑n
k=1 ak = 1.
Beweis. [Mi] 
9.2. CH∗(U, ∗∗) als CH∗(K, ∗∗)-Modul.
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9.2.1. Bezeichne fu¨r eine Menge I = {i1, . . . , is} mit it ≥ 1
UI = PN − ∪i/∈IV (Hi).
Proposition 9.2.1. Der CH∗(K, ∗∗)-Modul CH∗(U, ∗∗) ist frei und von
endlichem Typ. Er wird erzeugt (im allgemeinen nicht frei erzeugt) von der
Klasse [U ] und den Zykelklassen
{[f1] · · · · · [fp] | fk ∈ O∗U (U), p ≥ 1}.
Beweis. Wir fu¨hren Induktion u¨ber r und N .
Fu¨r r = 0 folgt die Behauptung aus dem Homotopie-Lemma
CH∗(K, ∗∗) ∼=−→ CH∗(AN , ∗∗) und fu¨r N = 0 ist die Behauptung trivial.
Wir betrachten die Varieta¨t U{r} und deren Untervarieta¨t F = U{r}−U =
V (Hr)− ∪r−1i=0V (Hi). Die Behauptung gilt per Induktion fu¨r U{r}, F .
Wir behaupten, dass die durch i : F → U{r} induzierte Abbildung i∗ :
CH∗(F, ∗∗)→ CH∗(U{r}, ∗∗) trivial ist. In der Tat ist i∗i∗ die Multiplikation
mit i∗[F ] ∈ CH1(U{r}, 0) = 0 und CH∗(F, ∗∗) wird per Induktion und wegen
der Surjektivita¨t von O∗U{r}(U{r}) → O∗F (F ) durch [F ] = i∗[U ] und den
Klassen i∗([f1] · · · · · [fp]) = [i∗(f1)] · · · · · [i∗(fp)] (fk ∈ O∗U{r}(U{r}); p ≥ 1)
erzeugt. Somit ist i∗ surjektiv und i∗ trivial.
Die Lokalisationssequenz zu (F,U{r}, U) gibt nun die exakte Sequenz
0→ CH∗(U{r}, ∗∗)→ CH∗(U, ∗∗) δ−→ CH∗(F, ∗∗)→ 0, (9.2.1.1)
woraus sofort folgt, dass CH∗(U, ∗∗) ein freier Modul von endlichem Typ ist.
Sei nun f ∈ O∗U (U) mit einfacher Nullstelle entlang V (Hr) gewa¨hlt. Fu¨r
f1, . . . , fp ∈ O∗U{r}(U{r}) rechnet man leicht nach, dass
δ([f ] · [f1] · · · · · [fp]) = i∗([f1] · · · · · [fp]),
δ([f ]) = [F ].
Aus (9.2.1.1) folgt jetzt sofort, dass CH∗(U, ∗∗) von den Elementen [f ], [f ] ·
[f1] · · · · · [fp], [f1] · · · · · [fp], (f1, . . . , fp ∈ O∗U{r}(U{r})), als Algebra u¨ber
CH∗(K, ∗∗) erzeugt wird. 
Bemerkung 9.1. Wie wir im Beweis von Proposition 9.2.1 gesehen haben
spaltet fu¨r i > 0 die lange exakte Sequenz zu (U{i} − U,U{i}, U) zur kurzen
exakten Sequenz
0→ CH∗(U{i}, ∗∗)→ CH∗(U, ∗∗)→ CH∗(U{i} − U, ∗∗)→ 0.
Wir werden dies noch im folgenden benutzen.
9.2.2. Kriterium fu¨r die Trivialita¨t einer Zykelklasse.
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Lemma 9.2.1. Sei pi : U −→ Spec(K) der Strukturmorphismus. Eine Zykel-
klasse Z ∈ CH∗(U, ∗∗) liegt genau dann in pi∗(CH∗(K, ∗∗)), wenn Z unter
dem Randmorphismus
CH∗(U, ∗∗) δi−→ CH∗(U{i} − U, ∗∗)
fu¨r alle 1 ≤ i ≤ r auf Null abgebildet wird.
Beweis. Da Zykelklassen aus pi∗(CH∗(K, ∗∗)) Einschra¨nkung von Zykelklas-
sen aus CH∗(U{i}, ∗∗) sind, ist die eine Richtung der A¨quivalenz klar.
Fu¨r die andere Richtung fu¨hren wir Induktion u¨ber r.
Der Fall r = 0 folgt aus dem Homotopie-Lemma.
Betrachte im allgemeinen Fall das folgende kommutative Diagramm, wo
die horizontalen Morphismen Einschra¨nkungsabbildungen auf eine offene
Untervarieta¨t sind und die vertikalen Morphismen Randabbildungen.
CH∗(U{r}, ∗∗) −−−−→ CH∗(U, ∗∗)y yδi (∗)
CH∗(U{i,r} − U{r}, ∗∗) −−−−→ CH∗(U{i} − U, ∗∗).
Nach Voraussetzung ist Z Restriktion einer Zykelklasse Z ′ ∈ CH∗(U{r}, ∗∗).
Wir zeigen, dass Z ′ die Voraussetzungen fu¨r U{r} erfu¨llt. Dazu mu¨ssen wir
zeigen, dass Z ′ via der linken vertikalen Abbildung aus (∗) nach Null ab-
bildet. Nach Bemerkung 9.1 ist die untere horinzontale Abbildung injektiv
und wegen δi(Z) = 0 folgt die Aussage. Auf Z ′ angewendete Induktion zeigt
beendet den Beweis. 
9.3. Struktur von CH∗(U, ∗∗) als Algebra.
9.3.1. Notation und Rechnungen. Seien f1, . . . , ft ∈ O∗U (U) vorgegeben.
Fu¨r einen geordneten Multiindex J = (j1, j2, . . . , jd), j1 < j2 < · · · < jd,
mit jk ∈ {1, . . . , t} setzen wir
[fJ ] =
dfn
[fj1 ] · [fj2 ] · · · · · [fjd ]
Es sei [f∅] = 1 ∈ CH0(U, 0) gesetzt. Fu¨r zwei geordnete Multiindizes J, L
bezeichnen wir mit J + L die geordnete Verkettung von J und L und mit
J − L den geordneten Multiindex bestehend aus den Elementen aus J , die
nicht in L enhalten sind.
Wir setze T := (1, 2, . . . , t). Weiterhin definiere sgn(J) := sgn(pi), wobei
pi =
(
1 . . . t− d t− d+ 1 . . . t
l1 . . . lt−d j1 . . . jd
)
,
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mit l1 < l2 < · · · < lt−d und (l1, . . . , lt−d) + J = T . Wir definieren nun in
Abha¨ngigkeit von den Klassen [f1], . . . , [ft] das Element
R =
∑
1≤k≤t
(−1)t−k · [fT−{k}] +
∑
2≤d≤t
J=(j1,...,jd)
j1<···<jd
[fT−J ] · [−1]d−1 (9.3.1.1)
in CHt−1(U, t − 1). Man beachte, dass [−1] ein 2-Torsionselement ist. Fu¨r
t = 2, 3 stellt sich R wie folgt dar
t = 2 :
[f1]− [f2] + [−1]
t = 3 :
[f1][f2]− [f1][f3] + [f2][f3] +
t∑
k=1
[fk][−1] + [−1]2.
Ist U = Spec(K) und f1, . . . , ft Einheiten von K, dann zeigt das folgende
Lemma, dass R verschwindet, falls
∑t
i=1 fi = 0.
Lemma 9.3.1. Gilt
∑t
i=1 λi = 0 mit λi ∈ K∗, dann ist
t∑
k=1
(−1)kλT−(k) +
t∑
s=2
∑
K=(k1,...,ks)
1≤k1<···<ks≤t
λT−K · [−1]s−1 = 0,
in CHt−1(Spec(K), t− 1).
Beweis. Zuerst rechnen wir ohne die Voraussetzung
∑t
i=1 λi = 0. Wir be-
haupten, dass
(∗)
t∏
i=2
([−1] + [λi]− [λ1]) = (−1)
t∑
k=1
(−1)kλT−(k)+
t∑
s=2
∑
K=(k1,...,ks)
1≤k1<···<ks≤t
λT−K · [−1]s−1.
Dazu fu¨hren wir Induktion u¨ber t, wobei die Aussage fu¨r t = 2 klar ist.
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Nach Lemma 9.1.1 haben wir [λ1]2 = [λ1][−1] und man rechnet
− [λ1] ·
(−1) t∑
k=1
(−1)kλT−(k) +
t∑
s=2
∑
K=(k1,...,ks)
1≤k1<···<ks≤t
λT−K · [−1]s−1

= (−1)λT +
t∑
k=2
λT−(k)[−1]+
+
t∑
s=2
∑
K=(k1,...,ks)
1≤k1<···<ks≤t
1∈K
λ1λT−K · [−1]s−1 +
t∑
s=2
∑
K=(k1,...,ks)
1≤k1<···<ks≤t
1/∈K
λT−K · [−1]s
= (−1)λT +
t∑
s=2
∑
K=(k1,...,ks)
1≤k1<···<ks≤t
1∈K
(λ1λT−K + λT−K+(1)) · [−1]s−1
= (−1)λT ,
wobei im vorletzten Schritt die Terme von K+(1) und K zusammengefasst
worden sind. Nun rechnen wir
[λt+1] ·
(−1) t∑
k=1
(−1)kλT−(k) +
t∑
s=2
∑
K=(k1,...,ks)
1≤k1<···<ks≤t
λT−K · [−1]s−1

= (−1)(−1)t−1
t∑
k=1
(−1)kλT+(t+1)−(k)+
t∑
s=2
∑
K=(k1,...,ks)
1≤k1<···<ks≤t
λT+(t+1)−K · [−1]s−1
= (−1)(−1)t−1
t∑
k=1
(−1)kλT+(t+1)−(k)+
t+1∑
s=2
∑
K=(k1,...,ks)
1≤k1<···<ks≤t+1
t+1/∈K
λT+(t+1)−K · [−1]s−1.
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Und
[−1] ·
(−1) t∑
k=1
(−1)kλT−(k) +
t∑
s=2
∑
K=(k1,...,ks)
1≤k1<···<ks≤t
λT−K · [−1]s−1

=
t∑
k=1
λT−(k)[−1] +
t∑
s=2
∑
K=(k1,...,ks)
1≤k1<···<ks≤t
λT−K · [−1]s
=
t+1∑
s=2
∑
K=(k1,...,ks)
1≤k1<···<ks≤t+1
t+1∈K
λT+(t+1)−K · [−1]s−1.
Die behauptete Identita¨t fu¨r t+ 1 ergibt sich jetzt aus der fu¨r t durch aus-
multiplizieren und obigen Rechnungen.
Nun ist
∑t
i=2
−λi
λ1
= 1 und nach Lemma 9.1.1 verschwindet die linke Seite
von (∗), was die Behauptung zeigt. 
9.3.2. Relationen. Es seien weiterhin f1, . . . , ft ∈ O∗U (U).
Proposition 9.3.1. Sei t ≥ 2 und ∑tk=1 fi = 0. Dann ist in der Notation
aus 9.3.1
R = 0. (∗)
Beweis. Wir fu¨hren Induktion u¨ber t. Der Fall t = 2 folgt aus 9.1.2. Sei nun
t > 2.
1.Schritt : Der erste Schritt ist der universelle Fall. Wir betrachten den
projektiven Raum Pt−1 eingebettet in Pt (wir geben Pt die homogenen Ko-
ordinaten x0, x1, . . . , xt) durch Pt−1 = V (x1 + x2 + · · · + xt) ⊂ Pt und
als Hyperebenen die Restriktion von V (x0), V (x1), . . . , V (xt) auf Pt−1, also
U = Pt−1 − ∪ti=0Pt−1 ∩ V (xi). Wir betrachten fk = xk/x0 fu¨r k = 1, . . . , t.
Man rechnet sofort nach, dass in der Notation aus Lemma 9.2.1
δi(R(x1/x0, . . . , xt/x0)) = ±R(x1/x0, . . . , x̂i/x0, . . . , xt/x0).
Per Induktion und Lemma 9.2.1 haben wir deshalb R ∈ pi∗CH∗(K, ∗∗).
Nun sei K 6= F2, dann existiert ein K-rationaler Punkt ix : Spec(K)→ U
und wir haben i∗x(R) = 0 nach Lemma 9.3.1, also R = 0.
Fu¨r K = F2 ist R ∈ pi∗(CHt−1(Spec(F2), t− 1)) = 0 mit Hilfe von (9.1.3).
2.Schritt : Wir betrachten den allgemeinen Fall.
Die Elemente f1, f2, . . . , ft ∈ O∗U (U) definieren einen Morphismus in die
Varieta¨t aus Schritt 1. und die Behauptung folgt durch Pullback. 
Korollar 9.3.1. Fu¨r alle f ∈ O∗U (U) ist
[f ]2 + [−1] · [f ] = 0.
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Beweis. Mit einem a¨hnlichen Argument wie in Proposition 9.3.1 sei ohne
Einschra¨nkung U = P1 − {0,∞}.
Fu¨r einen Ko¨rper K 6= F2 gibt es Elemente λ1, λ2 ∈ K∗, so dass λ1 +
λ2 ∈ K∗. Wir ko¨nnen dann Proposition 9.3.1 auf f1 = λ1f, f2 = λ2f, f3 =
−(λ1 + λ2)f anwenden.
Sei nun K = F2. Wegen CHn(Spec(F2), n) = 0 fu¨r alle n ≥ 1 und Bemer-
kung 9.1 folgt CHn(U, n) = 0 fu¨r alle n ≥ 2. 
9.3.3. Darstellung von CH∗(U, ∗∗) als Algebra. Wir setzen
S =
dfn
CH∗(K, ∗∗).
Bezeichne mit S{O∗U (U)} die freie von O∗U (U) u¨ber S erzeugte graduiert-
kommutative Algebra. Zu f ∈ O∗U (U) bezeichne mit (f) das Bild von f in
S{O∗U (U)}, (f) hat Grad = 1.
Seien f1, . . . , ft ∈ O∗U (U) gegeben. Fu¨r einen geordneten Multiindex J =
(j1, j2, . . . , jd), j1 < j2 < · · · < jd, mit jk ∈ {1, . . . , t} definieren wir
(fJ) =
dfn
(fj1) · (fj2) · · · · · (fjd).
Wie oben setzen wir
R(f1, . . . , ft) =
dfn
∑
1≤k≤t
(−1)t−k · (fT−{k}) +
∑
2≤d≤t
J=(j1,...,jd)
j1<···<jd
(fT−J) · [−1]d−1
Zu U definiere das Ideal IU ⊂ S{O∗U (U)} erzeugt von den Elementen
(f)− [f ], fu¨r f ∈ K∗ ⊂ O∗U (U), (9.3.3.1)
R(f1, . . . , ft), fu¨r fk ∈ O∗U (U) und
t∑
k=1
fk = 0, (9.3.3.2)
(f)2 + [−1] · (f), fu¨r f ∈ O∗U (U). (9.3.3.3)
Mit Hilfe von Proposition 9.3.1 und Korollar 9.3.1 erhalten wir einen
Ringhomomorphismus
S{O∗U (U)}/IU → CH∗(U, ∗∗),
indem wir (f) nach [f ] abbilden.
Satz 9.3.1. Der Morphismus
S{O∗U (U)}/IU → CH(U)
ist ein Isomorphismus.
Beweis. Wir bezeichnen mit ti, i = 0, 1, . . . , r, die Einheit ti := Hi/H0 auf
U (Abschnitt 9.1.1). Es sei I ′U ⊂ IU das Ideal erzeugt von den Elementen in
(9.3.3.1),(9.3.3.3), sowie den Elementen aus (9.3.3.2) mit der zusa¨tzlichen
Bedingung:
fk = λktik mit λk ∈ K∗, 0 ≤ ik ≤ r, fu¨r alle k.
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Man beachte, dass I ′U mit Hilfe einer Wahl H0,H1, . . . ,Hr definiert ist. Des-
halb schreiben wir I ′U (H0, . . . ,Hr), wenn es zu Verwechslungen kommen
ko¨nnte.
Wir zeigen die Aussage des Satzes fu¨r I ′U anstatt IU , denn dann folgt
sofort I ′U = IU und die Behauptung.
Wir fu¨hren Induktion u¨ber r. Der Fall r = 0 ist klar.
Bezeichne F = U{r} − U = V (Hr) − ∪r−1i=0 (V (Hi) ∩ V (Hr)). Es ist genau
dann F = ∅, wenn Hr = µ · Hi fu¨r ein i ∈ {0, 1, . . . , r − 1} und µ ∈ K∗.
Man sieht sofort I ′U (H0, . . . ,Hr) = I
′
U (H0, . . . ,Hr−1) und kann Induktion
anwenden.
Sei nun F 6= ∅. Per Induktion ist
CH∗(U{r}, ∗∗) = S{O∗U{r}(U{r})}/I ′U{r}
CH∗(F, ∗∗) = S{O∗F (F )}/I ′F .
Fu¨r i : F → U{r} identifiziert sich i∗ : CH∗(U{r}, ∗∗)→ CH∗(F, ∗∗) mit dem
durch O∗U{r}(U{r})→ O∗F (F ) induzierten Ringhomomorphismus.
Durch O∗U{r}(U{r})→ O∗U (U) induziert bekommen wir
˜∗ : S{O∗U{r}(U{r})}/I ′U{r} → S{O∗U (U)}/I ′U .
Wir definieren via
S{O∗U (U)}/I ′U → CH∗(U, ∗∗) δ−→ CH∗(F, ∗∗)
einen Morphismus von S-Modulen (kein Ringhomomorphismus)
δ˜ : S{O∗U (U)}/I ′U → S{O∗F (F )}/I ′F .
Um zu sehen, wie δ˜ abbildet, schreibe ein Element s ∈ S{O∗U (U)}/I ′U als
s = (tr) · ˜∗(a) + ˜∗(b), dann ist δ˜(s) = i∗(a).
Dies passt alles in das kommutative Diagramm
S{O∗U{r}(U{r})}/I ′U{r}
˜∗−−−−→ S{O∗U (U)}/I ′U δ˜−−−−→ S{O∗F (F )}/I ′F
'
y y y'
CH∗(U{r}, ∗∗) j
∗
−−−−→ CH∗(U, ∗∗) δr−−−−→ CH∗(U{r} − U, ∗∗),
(9.3.3.4)
wobei der zweite vertikale Pfeil nach Proposition (9.2.1) surjektiv ist.
Mit Bemerkung 9.1 zeigt eine einfache Diagrammjagd, dass wir die Ex-
aktheit an der zweiten Stelle der ersten Zeile im Diagramm (9.3.3.4) zu
zeigen haben, d.h. fu¨r alle a ∈ S{O∗U{r}(U{r})}/I ′U{r} mit i∗(a) = 0 gilt
(tr) · ˜∗(a) ∈ Bild(˜∗).
Nun ist der Kern von i∗ als Ideal erzeugt von
R(f1, . . . , ft), mit fk = λktik , ik < r, und
∑
k
λktik |F = 0,
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und es genu¨gt diese Elemente zu behandeln. Offenbar ist dann µ · tr +∑
k λktik = 0 fu¨r geeignetes µ ∈ K. Der Fall µ = 0 ist trivial und im
Fall µ ∈ K∗ rechnet man in S{O∗U (U)}/I ′U :
(tr) · ˜∗(R(f1, . . . , ft)) = (µtr) ·R(f1, . . . , ft)− [µ] ·R(f1, . . . , ft)
= (µtr) ·R(f1, . . . , ft)−R(µtr, f1, . . . , ft)− [µ] ·R(f1, . . . , ft)
= (−1)t(fT ) +
∑
1≤d≤t
J=(j1,...,jd)
j1<···<jd
(fT−J) · [−1]d − [µ] ·R(f1, . . . , ft) ∈ Bild(˜).

9.4. Vergleich mit dem topologischen Kohomologiering.
9.4.1. Es seien weiterhin H0, . . . ,Hr ∈ Γ(PN ,O(1)), r ≥ 0, nichttriviale
Elemente und U = PN −∪ri=0V (Hi). Wir wollen in diesem Abschnitt anneh-
men, dass die Hyperebenen V (H0), . . . , V (Hr) paarweise verschieden sind.
Ausserdem benutzen wir in diesem Abschnitt die Sprache der motivischen
Kohomologie:
H iM (U,Z(p)) := CHp(U, 2p− i),
HM (U,Z(∗)) :=
⊕
i,p
H iM (U,Z(p)).
Der Grundko¨rper K seien die komplexen Zahlen K = C.
9.4.2. Bezeichne Z · 〈H1, . . . ,Hr〉 die freie abelsche Gruppe mit Erzeugern
H1, . . . ,Hr. Offenbar haben wir eine exakte Sequenz
0 −→ Gm(K) −→ Gm(U) Res−−→ Z · 〈H1, . . . ,Hr〉 −→ 0 (9.4.2.1)
mit Res(f) =
∑
i≥1 ni(f) · Hi und ni(f) die Bewertung von f im lokalen
Ring zu V (Hi).
Wir wollen m :=
⊕
(i,p) 6=0H
i(K,Z(p)) setzen; es ist
R : HM (K,Z(∗)) −→ HM (K,Z(∗))/m = H0M (K,Z(0)) = Z (9.4.2.2)
ein Ringhomomorphismus.
Weiterhin sei ΛZ(Z · 〈H1, . . . ,Hr〉) die a¨ussere Algebra zu Z · 〈H1, . . . ,Hr〉
u¨ber Z.
Proposition 9.4.1. Wir haben einen Isomorphismus von graduierten Rin-
gen
HM (U,Z(∗))/m ·HM (U,Z(∗)) φ−→ ΛZ(Z · 〈H1, . . . ,Hr〉)/J
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mit dem Ideal J erzeugt von
Hi1 ∧ · · · ∧His ; falls V (Hi1) ∩ · · · ∩ V (His) ⊂ V (H0)
s∑
k=1
(−1)kHi1 ∧ · · · ∧ Ĥik ∧ · · · ∧His ; falls V (Hi1) ∩ · · · ∩ V (His) 6⊂ V (H0)
und codim (V (Hi1) ∩ · · · ∩ V (His)) < s.
Unter φ wird jedes Element f ∈ H1M (U,Z(1)) = Gm(U) auf Res(f) abgebil-
det.
Beweis. Zur Definition von φ: Wir benutzen die Darstellung vonHM (U,Z(∗))
aus Satx (9.3.1). Wir ko¨nnen
φ˜ : HM (K,Z(∗)){Gm(U)} −→ ΛZ(Z · 〈H1, . . . ,Hr〉)
via R (9.4.2.2) und Res (9.4.2.1) definieren. Im Beweis von Satz (9.3.1) haben
wir I ′U = IU gesehen. Wir zeigen φ˜(I
′
U ) ⊂ J , dann erhalten wir φ.
Wir erinnern an die Notation ti := Hi/H0 fu¨r i = 0, . . . , r. Sei nun fk =
λk · tik , λk ∈ K∗, k = 1, . . . , s, mit
∑s
k=1 fk = 0. Wir haben zu zeigen, dass
α :=
s∑
k=1
(−1)kRes(f1) ∧ · · · ∧ R̂es(fk) ∧ · · · ∧ Res(fs)
in J enthalten ist. Sind mehr als eine konstante Funktion unter f1, . . . , fs,
dann ist α = 0. Ist (ohne Einschra¨nkung) fs = λst0 die einzige konstante
Funktion, dann ist V (Hi1) ∩ · · · ∩ V (His−1) ⊂ V (H0) und offenbar α ∈ J .
Seien nun alle fk nicht konstant. Angenommen V (Hi1) ∩ · · · ∩ V (His) ⊂
V (H0), dann ist V (Hi1) ∩ · · · ∩ V̂ (Hik) ∩ · · · ∩ V (His) ⊂ V (H0) fu¨r alle k
und folglich α ∈ J . Falls V (Hi1) ∩ · · · ∩ V (His) 6⊂ V (H0), dann ist α ∈ J ,
weil codim(V (Hi1) ∩ · · · ∩ V (His)) < s.
Definition der Umkehrabbildung: Wir setzen
ψ˜ : ΛZ(Z · 〈H1, . . . ,Hr〉) −→ HM (U,Z(∗))/m ·HM (U,Z(∗)); ψ˜(Hi) := ti,
und zeigen, dass ψ˜(J) = 0. Das gibt offenbar die gewu¨nschte Umkehrabbil-
dung zu φ.
Seien Hi1 , . . . ,His mit V (Hi1)∩· · ·∩V (His) ⊂ V (H0) gegeben. Wir haben
ti1 · · · tis = 0 zu zeigen. Offenbar ist H0 =
∑s
k=1 µkHik fu¨r geeignete µk und
die Aussage folgt. Seien nun Hi1 , . . . ,His mit V (Hi1)∩· · ·∩V (His) 6⊂ V (H0)
und codim(V (Hi1)∩ · · · ∩ V (His)) < s, dann gibt es eine Relation der Form∑
k µkHik = 0 und es folgt
∑s
k=1(−1)kt1 · · · t̂k · · · ts = 0 in
HM (U,Z(∗))/m ·HM (U,Z(∗)). 
9.4.3. Die Regulatorabbildung HM (U,Z(∗)) −→ H(Uan,Z) in die topologi-
sche Kohomologie ist leicht zu beschreiben, weil die Regulatorabbildung fu¨r
K durch HM (K,Z(∗)) −→ H0M (K,Z(0)) ∼= Z = H0(pt.,Z) gegeben ist und
f ∈ H1M (U,Z(1)) auf 12pii dff ∈ H1(Uan,Z) abgebildet wird.
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Insbesondere faktorisiert die Regulatorabbildung durch
HM (U,Z(∗))/m ·HM (U,Z(∗)) und wir erhalten mit Proposition (9.4.1):
HM (U,Z(∗)) //
Regulator
%%KK
KK
KK
KK
KK
KK
KK
KK
KK
KK
KK
KK
K
HM (U,Z(∗))/m ·HM (U,Z(∗))
∼=

ΛZ(Z · 〈H1, . . . ,Hr〉)/J
Hi 7→ 12pii
dti
ti
H(Uan,Z).
In [OrSo] ist gezeigt, dass
ΛZ(Z · 〈H1, . . . ,Hr〉)/J −→ H(Uan,Z)
ein Isomorphismus ist und wir erhalten via der Regulatorabbildng:
HM (U,Z(∗))/m ·HM (U,Z(∗))
∼=−→ H(Uan,Z).
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Anhang A. Homologische Algebra
A.1. Endliche Mengen und assoziierte Komplexe.
A.1.1.
Definition A.1. Wir bezeichnen mit Pr, fu¨r r ≥ 1, die Potenzmenge zu
{1, . . . , r}. Wir setzen P0 := {∅}.
Fu¨r d mit 0 ≤ d ≤ r definieren wir
Pr,d := {Elemente in Pr der Ordnung d}.
Wir fassen Pr als Kategorie auf, mit Morphismen den Inklusionen von
Mengen, also HomP(I, J) = 0, falls I 6⊂ J , und HomP(I, J) besteht sonst
aus dem Element I ⊂ J .
Definition A.2. Sei I ∈ Pr,s, wir schreiben I = {I0, . . . , Is−1} mit I0 <
I1 < · · · < Ir−1. Wir setzen
∂kI := I − {Ik}
fu¨r k = 0, . . . , d.
A.1.2. Sei C : Poppr −→ C ein Funktor in eine additive Kategorie C. Wir
definieren einen homologischen Komplex in Cb(C) durch
. . . −→
⊕
I∈Pr,s
C(I)
deg=s
d−→
⊕
I∈Pr,s−1
C(I)
deg=s−1
−→ . . .
und d |C(I)=
∑s−1
k=0(−1)kC(I −→ ∂kI).
Ist C : Pr −→ C ein Funktor, definieren wir dual dazu einen homologischen
Komplex in Cb(C) durch
. . . −→
⊕
I∈Pr,s−1
C(I)
deg=−s+1
d−→
⊕
I∈Pr,s
C(I)
deg=−s
−→ . . .
und prC(I) ◦ d =
∑s−1
k=0(−1)kC(∂kI −→ I).
A.2. Notation bei Hom-Komplexen. Fu¨r zwei beschra¨nkte Komplexe
A,B graduierter abelscher Gruppen definiert man den Komplex Hom•(A,B)
durch
Homp(A,B) =
dfn
⊕
i
Hom(Ai, Bi+p),
fu¨r alle p, mit Differential
dp : Homp(A,B) −→ Homp−1(A,B)
dp((φi)i) = (dB ◦ φi − (−1)pφi−1 ◦ dA)i.
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Man sieht leicht, dass
Grad= 0 Anteil von HpHom•(A,B)
= HomKomplexe(A,B[−p])/Homotopie. (A.2.0.1)
Haben A und B Komponenten aus freien, endlichen, abelschen Gruppen und
bezeichne Hom(A,Z) den Komplex mit
Hom(A,Z)i =
dfn
Hom(A−i,Z)
di =
dfn
Hom(d−i+1,Z)
(in der Definition von Hom(A,Z) sind nicht die Vorzeichen, wie sie in Hom•(A,Z)
wa¨ren), dann identifizieren wir
B ⊗Hom(A,Z) ∼=−→ Hom•(A,B) (A.2.0.2)
via Bi+p ⊗ Hom(Ai,Z) = Hom(Ai, Bi+p) und Multiplikation mit (−1)
i(i+1)
2
(man mu¨sste nicht mit (−1) i(i+1)2 multiplizieren, wenn man Hom•(A,Z) ver-
wendet ha¨tte).
Wir haben den Spurmorphismus
tr : Hom•(A,A) −→ Z
definiert durch
Hom•(A,A)
proj−−→ Hom0(A,A) =
⊕
i
Hom(Ai, Ai)
P
i(−1)itri−−−−−−−→ Z.
Dies entspricht unter A.2.0.2 dem Auswertungsmorphismus
A⊗Z Hom(A,Z) proj−−→
⊕
i
Ai ⊗Z Hom(Ai,Z)
P
i(−1)
i(i−1)
2 ev−−−−−−−−−−→ Z,
mit ev(a ⊗ φ) = φ(a). Fu¨r Hom•(A,Z) statt Hom(A,Z) a¨ndert sich beim
Auswertungsmorphismus das Vorzeichen (−1) i(i−1)2 7→ (−1)i.
A.2.1. Hom• und Tensorprodukte. Man beachte bei
Hom•(A,B)⊗Hom•(A′, B′) −→ Hom•(A⊗A′, B ⊗B′)
folgende Vorzeichen:
Homp(A,B)⊗Homq(A′, B′) 3 (φi)i ⊗ (ψj)j 7→ (
∑
i+j=k
(−1)iqφi ⊗ ψj)k.
(A.2.1.1)
A.3. Eigenschaften von Ass.
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A.3.1. Definition. Sei X• ein Objekt in Cb(C+(gaG.)), also fu¨r alle i ist Xi
ein Komplex mit Differential ∂Xi und das Differential di : Xi −→ Xi−1 ist ein
Morphismus von Komplexen: ∂Xi−1di = di∂Xi .
Wir definieren
Ass(X•)m = ⊕k(Xk)m−k = ⊕i+j=m(Xi)j
mit Differential D |(Xi)j= (−1)i∂Xi + di. Der Funktor Ass ist additiv und
vertauscht mit Translation, d.h.
Ass(X•[n]) = Ass(X•)[n]
fu¨r alle n ∈ Z.
A.3.2. Kegel und Tensorprodukte. Sei nun φ : X• −→ Y• ein Morphismus in
Cb(C+(gaG.)) dann rechnet man
Ass(cone(φ)) = cone(Ass(φ))
nach und Ass fu¨hrt das Dreieck
X•
φ−→ Y• −→ cone(φ) −→ X•[1]
in das entsprechende Dreieck fu¨r Ass(φ) u¨ber. Inder Tat ist
Ass(cone(φ))m = cone(Ass(φ))m = ⊕i+j=m(Yi)j ⊕ (Xi)j−1
mit Differential (
(−1)i∂Yi + dYi φ
0 (−1) · ((−1)i∂i + dXi )
)
.
Zur Tensorstruktur: es gilt zwar
Ass(X• ⊗ Y•)m = (Ass(X•)⊗Ass(Y•))m =
⊕
i+j+s+t=m
(Xi)j ⊗ (Ys)t,
jedoch sind die Differentiale nicht gleich. Durch
c : Ass(X•)⊗Ass(Y•) '−→ Ass(X• ⊗ Y•)
c |(Xi)j⊗(Ys)t = (−1)j·s id⊗ id
(A.3.2.1)
wird ein funktorieller Isomorphismus definiert. Das Diagramm
Ass(X•)⊗Ass(Y•)⊗Ass(Z•) c⊗id−−−−→ Ass(X• ⊗ Y•)
id⊗c
y cy
Ass(X•)⊗Ass(Y• × Z•) c−−−−→ Ass(X• × Y• × Z•)
kommutiert fu¨r alle X•, Y•, Z•.
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A.3.3. Filtrierungen und Spektralsequenzen.
Fu¨r jedes Objekt X• in Cb(C+(gaG.)) haben wir eine Filtrierung W∗ von
Ass(X•) durch Unterkomplexe definiert durch
Wp = Ass(Xp −→ Xp−1 −→ . . . ). (A.3.3.1)
Wir bekommen daraus eine Filtrierung auf der Homologie Hm(Ass(X•)) fu¨r
alle m durch
WpHmAss(X•) := Im(Hm(Wp) −→ HmAss(X•)).
Diese Filtrierung ist funkoriell in X•. Weiterhin haben wir eine (in X•)
funktorielle Spektralsequenz
Erpq ⇒ Hp+q(Ass(X•)). (A.3.3.2)
Wir beschreiben diese kurz. Bezeichne D das Differential von Ass(X•). Fu¨r
r ≥ 0 setze
Crpq = {a = (ap, ap−1, . . . ) ∈ ⊕i≥0(Xp−i)q+i | D(a) ∈Wp−rAss(X•)},
und fu¨r r = −1 setze C−1pq = (WpAss(X•))q. Fu¨r alle r ≥ 0 definiere
Erpq = C
r
pq/
(
D(Cr−1p+r−1,q−r+2) + C
r−1
p−1,q+1
)
dann haben wir durch
. . . −→ Erp+r,q−r+1 D−→ Erpq D−→ Erp−r,q+r−1 −→ . . .
einen Komplex mit
Er+1pq = H
(
Erp+r,q−r+1
D−→ Erpq D−→ Erp−r,q+r−1
)
.
Man sieht, dass
E0pq = (Xp)q, E
1
pq = Hq(Xp), E
2
pq = Hp(Hq(X•)), . . . ,
. . . , E∞pq = Gr
W
p Hp+qAss(X•). (A.3.3.3)
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