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FOREWORD 
This  r e p o r t  r e p r e s e n t s  P a r t  I V  of a series of r e p o r t s  t o  be publ ished under 
I t he  same t i t l e  wi th  t h e  fol lowing s u b t i t l e s :  
P a r t  I:  B a  c kg r o und 
P a r t  11: Advanced Techniques - T h e  Linear  Channel 
P a r t  111: Advanced Techniques - The Nonlinear Channel 
iii 
ABS TRACT 
I n  a d d i t i o n  t o  decoding convolu t iona l  codes, t h e  V i t e r b i  a lgor i thm i s  u s e f u l  
i n  a hos t  of o t h e r  a p p l i c a t i o n s ,  some of which include:  maximum l i k e l i h o o d  demodu- 
l a t i o n  of new bandwidth e f f i c i e n t  modulations such as  minimum-shift-keying (MSK) 
and continuous phase frequency-shift-keying (CPFSK), demodulation of intersymbol 
i n t e r f e r e n c e  and p a r t i a l  response s i g n a l s ,  es t imat ion  and smoothing, and simul- 
taneous phase synchronizat ion/data  d e t e c t i o n .  Performance bounds f o r  t h e s e  new 
and e x c i t i n g  a p p l i c a t i o n s  of t h e  V i t e r b i  a lgori thm can be obtained by a genera l i -  
z a t i o n  of t h e  t r a n s f e r  func t ion  approach o r i g i n a l l y  introduced by V i t e r b i  f o r  
ob ta in ing  b i t - e r r o r  p r o b a b i l i t y  bounds on t h e  performance of s p e c i f i c  convolut ional  
codes over  s p e c i f i c  symmetric channels .  I n  Appendix A w e  examine t h e  use  of t h e  
V i t e r b i  a lgor i thm i n  a genera l  context  and present  t h e  general ized t r a n s f e r  
func t ion  bounds necessary to c a r r y  o u t  t h e  a p p l i c a t i o n s  mentioned above. 
The well-known Chernoff and Bhattacharyya bounds can,  under c e r t a i n  condi t ion 
be made t i g h t e r  than t h e i r  commonly quoted s tandard v e r s i o n s  by a f a c t o r  of one- 
h a l f .  Using a new approach, Appendix B reviews s u f f i c i e n t  condi t ions  under which 
t h e s e  reduct ions  can occur ,  a t  t h e  same t i m e  making t h e s e  condi t ions  less res t r ic-  
t i v e  but a l s o  harder  t o  v e r i f y .  
i v  
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APPENDIX A 
Generalized Transfer  Function Bounds 
I. In t roduct ion  
I 
In t h i s  appendix w e  de r ive  performance bounds f o r  t h e  V i t e r b i  a lgor i thm 
used in a genera l  e s t ima t ion /de tec t ion  contex t .  Spec ia l  ca ses  inc lude  decoding 
convolu t iona l  codes,  demodulation of new bandwidth e f f i c i e n t  modulations such as 
MSK and CPFSK, demodulation of intersymbol i n t e r f e r e n c e  s i g n a l s ,  es t imat ion  and 
smoothing, and simultaneous synchroniza t ion /da ta  d e t e c t i o n .  
. Our approach i s  t o  gene ra l i ze  t h e  t r a n s f e r  func t ion  bounds o r i g i n a l l y  used 
t o  eva lua te  t h e  b i t  e r r o r  p r o b a b i l i t y  of b inary  convolu t iona l  codes wi th  binary-  
input  output-symmetric memoryless channels (Ref. 1).  We begin by desc r ib ing  t h e  
genera l  e s t ima t ion /de tec t ion  problem and t h e  use  of t h e  V i t e r b i  a lgori thm i n  i t s  
s o l u t i o n .  
func t ion  bounds are der ived .  Spec ia l  forms of these. s ta te  diagrams and t r a n s f e r  
func t ion  bounds are  then examined. 
Next "super s t a t e "  diagrams are def ined and genera l ized  t r a n s f e r  
11. Discrete-Time System Model 
W e  assume t h e  d iscre te - t ime system shown i n  F igure  A - 1 .  Here t h e  s igna l  
i s  descr ibed as a genera l  f i n i t e  s t a t e  system given by t h e  output 
and s t a t e  r e l a t i o n  
(A.2.1) 
(A. 2.2) 
k, xk, and s k where u 
The s i z e s  of t hese  a lphabets  are denoted I UI , 
determines t h e  number of states,  
t i o n s  from a given s ta te .  The s i g n a l  i n p u t s ' I u  1 are  i . i . d .  d i s c r e t e  random 
v a r i a b l e s  wi th  p r o b a b i l i t y  func t ion  
have f i n i t e  a lphabets  denoted U ;  X, and S r e spec t ive ly .  
1x1 , and IS I .  Note t h a t  while  Is1 
IuI determines t h e  number of next  s ta te  t r a n s i -  
k 
"k 
SIGNAL CHANNEL VlTERBl ALGORITHM 
Figure  A - 1 .  D i s c r e t e - T i m e  System Model 
The  channel o r  observa t ion  i s  descr ibed  by 
where In 1 are i . i . d .  random v a r i a b l e s  independent of t h e  s i g n a l  i npu t s  {u 1 .  
Here n and y can b e  continuous o r  d i s c r e t e  valued. 
k k 
k k 
The receiver i s  descr ibed  by a V i t e r b i  a lgori thm which uses  a metric 
f o r  t he  branches of t h e  t re l l i s  diagram. This  metric may correspond t o  many 
p o s s i b l e  forms such as: 
(a)  Maximum Likel ihood (ML) : 
( A .  2.5a) 
A- 2 
(c)  Minimum Mean Square Error  (MSE): 
(A. 2.5b) 
( A . 2 . 5 ~ )  
Independent of t h e  me t r i c  used by he V i t e r b i  a l g o r i  hm, w e  may wish t o  
eva lua te  the  o v e r a l l  performance us ing  a d i s t o r t i o n  measure d((Zk,iik), ( sk ,uk ) ) .  
This  measure may be  any nonnegative func t ion  such as :  
(a) Erro r  D i s t o r t  ion : 
(A. 2.6a). 
(b) Mean Square Error :  
f o r  any a, 6 2 0 (A.2.6b) 
In  t h e  usua l  convolu t iona l  coding a p p l i c a t i o n  of t h e  V i t e r b i  a lgori thm t h e  ML 
met r ic  i s  used and t h e  e r r o r  d i s t o r t i o n  measure g ives  t h e  b i t  e r r o r  p r o b a b i l i t y  
bound. I f ,  on t h e  o t h e r  hand, we wish t o  estimate the  phase of a s i g n a l  t h a t  i s  
modeled as a Markov cha in ,  t he  MAP me t r i c  might be  used i n  t h e  V i t e r b i  a lgor i thm 
and t h e  mean square e r r o r  d i s t o r t i o n  measure would g ive  t h e  r e s u l t i n g  mean square  
e r r o r  bound. Although t h e r e  is a n a t u r a l  r e l a t i o n s h i p  between the  me t r i c  used 
by t h e  V i t e r b i  a lgor i thm and t h e  d i s t o r t i o n  measure used f o r  eva lua t ing  perform- 
ance,  w e  do no t  r e q u i r e  any connection between t h e s e  q u a n t i t i e s .  Indeed, f o r  a 
given me t r i c ,  w e  s h a l l  consider  cases  where w e  eva lua te  performance i n  t e r m s  of 
A- 3 
two d i f f e r e n t  d i s t o r t i o n  measures. 
t o  simultaneously estimate phase and demodulate d a t a ,  w e  would be i n t e r e s t e d  i n  
both  t h e  mean square phase e r r o r  and t h e  b i t  e r r o r  p robab i l i t y .  
For example, when a V i t e r b i  a lgor i thm is  used 
111. The V i t e r b i  Algorithm 
L e t  u s  assume t h a t  t h e  d iscre te - t ime system of Figure A-1 begins  a t  t = O  
w i th  i n i t i a l  state s known t o  t h e  r e c e i v e r .  0 .  
output  sequence y o ,  ylY y2, ... t o  estimate t h e  p a r t i c u l a r  s t a t e  sequence 
SI’ S2’ S3’ ... o r  equ iva len t ly  t h e  p a r t i c u l a r  s i g n a l  input  sequence Go, G,,  G 2 ,  
The r ece ive r  then uses  t h e  channel 
A A . .  
... t h a t  maximizes t h e  t o t a l  metric 
over a l l  poss ib l e  sequences (Sk,Gk) 1 .  
The V i t e r b i  a lgor i thm is  an optimum algori thm f o r  any a d d i t i v e  metric and 
a f i n i t e  state s i g n a l  model. 
t re l l is  diagram d e s c r i p t i o n  of t h e  signal process .  
The key t o  understanding t h i s  a lgor i thm is  t h e  
Suppose f o r  example w e  have 
(A.3.1) IuI = 3 
The s ta te  diagram f o r  t he  s i g n a l  process  might then b e  as shown i n  Figure A-2 
where each of 4 nodes denotes  a s ta te  and t h e r e  a re  3 next  s ta te  t r a n s i t i o n s .  
I f  w e  were t o  give a time-sequence of t h e  poss ib l e  s ta te  t r a n s i t i o n s  s t a r t i n g  
wi th  some i n i t i a l  s t a t e  then  w e  have t h e  corresponding trell is  diagram of 
F igure  A-3. 
r epresented  by pa ths  i n  t h e  t re l l is  diagram. 
The key poin t  here  i s  t h a t  all poss ib l e  sequences { (s , , i i , ) )  are 
h h  
Suppose now w e  have a trell is  diagram wi th  M s ta tes ,  
S = { A , , A , ,  ...... , A  1 M (A. 3.2) 
A-4 
Figure  A-2 .  S t a t e  Diagram l U l  = 3 ,  IS1 = 4 
A-5 
0 
0 
Figure  A-3. Tre l l i s  Diagram UI = 3, Is1 = 4 
A t y p i c a l  pa th  i s  sketched i n  F igure  A-4. 
output  sequence y o, y1 ... , it can compute a metric va lue  f o r  each branch o r  
t r a n s i t i o n  from state t o  s ta te  a long  t h i s  pa th .  
metric up t o  t i m e  t = n+l is  
As t..e r ece ive r  r ece ives  t h e  channe 
Thus, i n  t h i s  way t h e  t o t a l  
f o r  t he  p a r t i c u l a r  sequence ((sk, \ ) I  which d e f i n e s  t h e  path.  
L 
I A-6 
n-1 n 
Figure A - 4 .  Typica l  Path and Metric 
A- 7 
The optimum r e c e i v e r  wi th  r e spec t  t o  t h i s  a d d i t i v e  m e t r i c  cons ide r s  a l l  
pa ths  i n  t h e  trell is  diagram and as tw chooses the  pa th  which corresponds t o  the  
maximum t o t a l  metric. The key f e a t u r e  of t h e  V i t e r b i  a lgor i thm i s  t h e  elimina- 
t i o n  of pa ths  without  l o s s  i n  op t ima l i ty  whenever two o r  more pa ths  merge t o  the  
same s ta te .  
In  F igure  A-5 w e  show t h i s  e l imina t ion  of pa ths  c h a r a c t e r i s t i c  of t h e  
V i t e r b i  a lgor i thm.  
t i m e  t = n+l t o  s ta te  9n+1 = s 
accumulated up t o  t h i s  po in t  are 
Suppose t h a t  two pa ths  { ( s k y  LQ) and ((Sky i$)) merge a t  
= A as shown i n  F igure  A-5.  Then t h e  me t r i c s  n+l k 
n 
k=O 
and 
Note t h a t  any remaining segment of t h e  two pa ths  s t a r t i n g  a t  s t a t e  A a t  t = n+l 
can be t h e  s a m e  f o r  e i t h e r  i n i t i a l  sequence, Since w e  a re  only i n t e r e s t e d  i n  
f ind ing  any maximum metric sequence, without  any l o s s  of o p t i m a l i t y  w e  can 
e l imina te  one of t h e s e  two i n i t i a l  pa th  sequences from f u r t h e r  cons ide ra t ion ,  
namely, t h e  one w i t h  t h e  smaller accumulated met r ic .  Thus, f o r  example, i f  
k 
(A. 3 . 3 )  
n then w e  can e l i m i n a t e  t h e  i n i t i a l  pa th  sequence {(.3 
cons idera t ion .  
but one pa th  from f u r t h e r  cons idera t ion  and keep only t h e  one wi th  t h e  l a r g e s t  
accumulated metric. 
dk)lk=O from f u r t h e r  
IC ’ 
When more than two pa ths  merge t o  one s t a t e  w e  can e l i m i n a t e  a l l  
A-8 
n n+ 1 
Figure A-5. Elimination of Paths 
A-9 
Since t h e r e  are only a f i n i t e  number of states 
M = [SI, (A.  3 . 4 )  
a t  most M pa ths  a r e  r e t a ined  by t h e  V i t e r b i  a lgori thm a s  the  channel output  
sequence yo, y l ,  ... i s  received.  
pa ths  I U I n  up t o  t ime t = n .  By e l imina t ing  pa ths  t h a t  are not  maximum metr ic  
each time pa ths  merge i n  t h e  t re l l is ,  t h e  V i t e r b i  a lgori thm reduces the  computa- 
t i o n  t o  roughly M r a t h e r  than an exponent ia l  growth with time. 
This  i s  i n  c o n t r a s t  t o  t he  number of poss ib l e  
Another important f e a t u r e  of t h e  V i t e r b i  a lgori thm is  t h a t  f o r  a l l  me t r i c s  
of i n t e r e s t ,  t h e r e  i s  n e g l i g i b l e  l o s s  of op t imal i ty  assoc ia ted  wi th  making 
I f i n a l  dec i s ions  concerning t h e  maximum metr ic  pa ths  a t  some f ixed  l a g  t i m e  a s  
I 
channel ou tputs  a r e  received.  This  is i l l u s t r a t e d  i n  Figure A-6 where we assume 
t h a t  t h e  channel output  a t  time t = R is being processed by the  V i t e r b i  a lgori thm 
s o  t h a t  t h e  M su rv iv ing  pa ths  are computed up t o  t h i s  t i m e .  
surv iv ing  pa ths ,  one of which i s  the  t r u e  maximum metr ic  pa th ,  share  common 
i n i t i a l  p a r t s .  By cons ider ing  a l a r g e  enough l a g  time L ,  then with high 
p r o b a b i l i t y  only one i n i t i a l  p a r t  remains f o r  a l l  M pa ths  a t  t h i s  l a g  time 
t = R-L. For convolu t iona l  codes t h e  choice (Ref. 1) 
Typica l ly  t h e  M 
L L 5 log2  M ( A . 3 . 5 )  
i s  l a r g e  enough t o  guarantee n e g l i g i b l e  loss  i n  performance. The V i t e r b i  
a lgori thm is  thus  p r a c t i c a l l y  r ea l i zed  as a f ixed  l a g  e s t ima to r  of t h e  sequence 
{ (s,, <) t h a t  maximizes t h e  t o t a l  met r ic  
as i t  r ece ives  from t h e  channel t h e  observat ions yo, y19 y2, ... . 
A-10 
8-L I 
Figure A-6 .  F i x  Lag Decisions 
I V .  E r ro r  Events 
The performance of t h e  d iscre te - t ime system of F igure  A-1 i s  def ined  by a 
d i s t o r t i o n  measure 
where (sn, un) i s  t h e  t r u e  s i g n a l  s ta te  and input  a t  t i m e  t = n whi l e  ( i n ,  Gn) 
i s  t h e  s t a t e  and input  s e l e c t e d  by t h e  V i t e r b i  a lgori thm for t h e  same t i m e .  
Without l o s s  i n  g e n e r a l i t y ,  w e  assume t h i s  d i s t o r t i o n  measure i s  nonnegative 
and i n  a d d i t i o n ,  
( A . 4 . 1 )  
The cond i t ion  ( G  Gn) # (sn, u ) can only occur when t h e  V i t e r b i  a lgor i thm n’ n 
e l imina te s  a segment of the  t r u e  path t h a t  inc ludes  t h e  s ta te  s . 
happens w e  have an e r r o r  event which i s  cha rac t e r i zed  by ,  s a y ,  t i m e s  i and j where 
i l n  < j and 
When t h i s  n 
s = s  s . = s  i i’ J .  j 
i-1 j -1 
( A . 4 . 2 )  
k= 1 k= 1 
~ 
Figure A-7 i l l u s t r a t e s  such an  e r r o r  event .  
In  genera l  f o r  f i xed  t i m e  t = n ,  t h e r e  are many poss ib l e  e r r o r  events  t h a t  
can lead  t o  t h e  condi t ion  (sn,  Gn) # (s,, un) .  
a t  t i m e  i can b e  anywhere from t = 0 t o  t = n while  t h e  end of an e r r o r  event 
The beginning of an e r r o r  event  
I 
I 
I assumed so  t h a t  w e  a l low the  i n i t i a l  t i m e  of an e r r o r  event  t o  range from 
can range from t = n+l t o  t = 03. I n  t h e  subsequent a n a l y s i s  we  s h a l l  upper 
bound our performance by assuming a s teady  s t a t e  condi t ion  where t = n>>O i s  
I 
I A-12 
I 0 . 0  
s.=s. 
n n+l 
n 
0 . 0  
0 
5.-s. 
0 
B i = s  B = s  i' j j 
e , #  sk; i < k <  j 
j .  
Figure  A-7.  Erro r  Event 
t = --m t o  t = n .  
cons ider ing  error events  w e  inc lude  m o r e  of these than are necessary. 
This  w i l l  resul ' t  i n  an upper bound on performance s i n c e  i n  
We now examine t h e  p r o b a b i l i t y  of t h e  occurrence of a p a r t i c u l a r  e r r o r  
event .  
Suppose {(Gk, tik)} is  any o the r  poss ib l e  s t a t e  and inpu t  sequence where f o r  
i L n < j w e  have 
Again let ((sk, u ) }  be t h e  t r u e  signal s t a t e  and input  sequence. k 
(A.4.3) 
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Since t h e  e r r o r  event  only involves  subsequences from i t o  j ,  w e  denote  t h e s e  
as 
. . . . . ys.)  - s [ i , j l  = (siysi+19 
J 
. . . . . , B  .) - a [ i , j l  = (Siyi3i+ly 
J 
( A . 4 . 4 )  
W e  now bound t h e  p r o b a b i l i t y  of t h i s  e r r o r  event  denoted by 
where t h e  p r o b a b i l i t y  i s  over t h e  channel n o i s e  sequence (nk);  i s k < j .  
t h e  Chernoff bound (Ref. 2) w i th  parameter X20, and no t ing  t h a t  t h e  random 
v a r i a b l e s  Ink} are independent,  w e  have 
Using 
j-1 
k=i 
i-1 
k= i 
j -1 
k = i  
( A . 4 . 6 )  
A-14 
where 
I 1 
f D1((Skyfik) Y (SkyUk)) = E I e w  [X{m((gk,%> ’yk) - m ( ( s k ~ u k ) ~ Y k ) ) l  12~2 
(A.4.7) 
The func t ion  DA((Sk,Uk) , (skYuk))  can, i n  genera l ,  be  numerically 
I evaluated and has  some well-known s p e c i a l  ca ses .  I n  p a r t i c u l a r ,  f o r  t h e  ML 
met r ic  of (A.2.5a), i t  can be shown t h a t  X = 1 / 2  almost always minimizes the  
Chernoff bound r e s u l t i n g  i n  t h e  Bhattacharyya bound ( R e f .  1) 
(A .  4 .8 )  
In a r r i v i n g  a t  ( A . 4 . 8 ) ,  we have made use of t he  f a c t  t h a t  t h e  s t a t i s t i c a l  
expec ta t ion  i n  (A.4.7) i s  taken over t he  cond i t iona l  p r o b a b i l i t y  d i s t r i b u t i o n  
P (Yk I xk) ’ 
v. Average D i s t o r t i o n  
Next we cons ider  t he  s e t  of a l l  e r r o r  events  beginning a t  i and ending a t  j 
by de f in ing  subsequences 
Note t h a t  f o r  any subsequence 
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Hence the  average d i s t o r t i o n  between t h e  maximum met r i c  sequence {(gkyik)} and 
the  a c t u a l  sequence ( ( s  u ) I  a t  t i m e  t=n  i s  bounded as fol lows:  k, k 
1 The i n e q u a l i t y  i n  (A.5.2)  comes about because P r ( 6 [ i , j ]  - = - B [ i , j ]  I s [ i , j ] ) ,  - t he  
p r o b a b i l i t y  t h a t  8 [ i , j ]  has  t h e  maximum metric of al.1 e r r o r  event subsequences, 
i s  less than P ( s [ i , j l + ~ [ i , j ] )  - which i s  t h e  p r o b a b i l i t y  t h a t  - i%[ i , j ]  has  a g r e a t e r  
me t r i c  than only t h a t  of t h e  t r u e  subsequence - s [ i , j ] .  
' I n  genera l  w e  are  i n t e r e s t e d  i n  t h e  above d i s t o r t i o n  averaged over a l l  
t r u e  s t a t e  subsequences { z [ i , j ] } .  For t h e  s p e c i a l  case of convolu t iona l  codes 
over symmetric channels ,  t h e  bound is  independent of t h e  p a r t i c u l a r  s t a t e  sub- 
sequence s[i,j] and a t r a n s f e r  func t ion  bound i s  e a s i l y  obtained.  I n  t h e  more 
gene ra l  case of i n t e r e s t  he re ,  we should average over a l l  p o s s i b l e  t r u e  s i g n a l  
s ta te  sequences. I n  performing t h i s  average,  w e  recognize t h a t  any t r u e  s t a t e  
subsequence r e p r e s e n t s  a f i r s t  o rde r  Markov chain 'and thus  is cha rac t e r i zed  by 
t h e  p r o b a b i l i t y  d i s t r i b u t i o n  . 
i' where p ( s . )  i s  t h e  s teady  state p r o b a b i l i t y  of s t a t e  s 1 
Next w e  d e f i n e  t h e  s e t  of subsequence p a i r s  
S ( i , j )  { ( B [ i , j ] , s [ i , j ] ) :  Sii = s B = s Sk # sk; i < k < j )  ( A . 5 . 4 )  
i' j j '  - 
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. .  
each p a i r  c o n s i s t i n g  of an error event  subsequence and t h e  t r u e  s ta te  
subsequence. Then averaging (A.5.2) over a l l  subsequences s[i,j] yie lds* ,  
Using ( A . 5 . 3 )  and the  bound (A.4.6) i n  t h i s  expression y i e l d s ' t h e  bound 
Since w e  have s t eady  s ta te  cond i t ions ,  t h e  above bound i s  t h e  same for a l l  
n; t h a t  i s ,  i t  i s  independent of n .  Because of t h i s  i nva r i ance  t o  t i m e  s h i f t s ,  
we can express  t h e  bound i n  ( A . 5 . 6 )  i n  another  more compact form. Suppose w e  
cons ider  two subsequences 
A s  i l l u s t r a t e d  i n  F igure  A-8, t h e s e  two subsequences when s h i f t e d  by L and 
denoted 
e[i + L , j  + L ] , z [ i  + L , j  + L l  E S ( i  + L , j  + L) - 
*For s i m p l i c i t y  of n o t a t i o n ,  w e  shall where convenient drop the dependence of 
- s on i and j .  
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n-L 
Figure A-8.  S h i f t  by L 
are a l so . cons ide red  i n  t h e  average d i s t o r t i o n  provided L s a t i s f i e s  
i + L  < n  I j + L  
which are analogous t o  t h e  cond i t ions  on i and j j u s t  p r i o r  t o  ( A . 4 . 3 ) .  Also 
n o t e  t h a t  we have t h e  cond i t ions  r e q u i s i t e  t o  being s t a t i o n a r y :  
q ( s r i 9 j l >  = q ( s [ i  + L , j  + L I )  (A.5.7) 
and 
~ ( s [ i , j ]  - + s [ i , j ] )  = P ( s [ i  - + L , j  + L] + S[i + L , j  + L I )  (A. 5.8) 
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We can thus  inc lude  t h e  d i s t o r t i o n  due t o  - G [ i  + L ,  j + L]  and - s [ i  + L ,  j + L]  a t  
t i m e  t=n by cons ider ing  t h e  d i s t o r t i o n  
due t o  
This  means we can r e p l a c e  all s h i f t s  of t he  set S ( i , j )  t o  S ( i  + L,  j + L) by 
inc luding  the  a d d i t i o n a l  d i s t o r t i o n  a t  t i m e  t = n - L .  
Thus, f o r  each t e r m  i n  ( A . 5 . 6 )  corresponding t o  a given i, j ,  and n ,  we 
can equiva len t ly  s h i f t  t hese  ind ices  t o  the  l e f t  by i, and cons ider  i always 
f ixed  a t  zero and j replaced by j - i and n l ikewise  replaced by n - i. Hence, 
t h e  double sum i n  ( A . 5 . 6 )  over t h e  region i 5 n < j is  equiva len t  t o  a double 
sum i n  which t h e  f i r s t  sum runs  over f ixed  j - i = 1 ,  2 ,  3 ,  ... and the  second 
sum runs  over 0 2 n - i < j - i o r  0 5 n - i 5 j - i - 1. Then, l e t t i n g  
R = n - i and f o r  s i m p l i c i t y  us ing  j t o  denote j - i, ( A . 5 . 6 )  becomes 
j-1 
k=O ( A . 5 . 9 )  
Note t h a t  as s t a t e d  above, w e  have a l s o  set i = 0 i n  S ( i , j )  of ( A . 5 . 6 ) .  Also, 
n o t e  t h a t ,  i n  t h i s  form, the  bound shows no dependence on t h e  t i m e  n .  To 
emphasize the  independence of n t h e  s teady  s ta te  expected d i s t o r t i o n  is  denoted 
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One f i n a l  s t e p  i s  requi red  to obta in  a t r a n s f e r  func t ion  bound. Applying 
the  i d e n t i t y  
(A.5 .11)  
t o  t h e  sum on Q i n  (A .5 .9 )  results i n  
(A. 5 .12 )  
z= 1 
j-1 
= - dz d (,(‘RY’L)S(sQ>ug) 
F i n a l l y ,  s u b s t i t u t i n g  (A .5 .12 )  i n  (A .5 .9 )  and no t ing  t h a t  t h e  product  on k i n  
( A . 5 . 9 )  is  independent of z ,  we ob ta in  t h e  des i r ed  r e s u l t ,  namely, 
(A. 5 . 1 3 )  
where t h e  t r a n s f e r  func t ion  T ( z )  is given by 
W j - 1  
YU 1) T ( z )  = 2 1 p(so)  n z d ( b k ’ % ) y ( S k  k q(uk) Dx((CikYtik) , (skYuk))  
j=1 S(O,j )  k=O 
( A .  5 . 1 4 )  
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, 
I 
I 
V I .  Evaluation of t h e  Transfer  Function 
We now examine t h e  problem of eva lua t ing  T ( z ) .  F i r s t  suppose t h e  s ta tes  
I are given by 
I 
i S = {Al,A2, . . . . ., AMI (A.6.1) 
and t h e  s i g n a l  input  a lphabet  by 
U = {al ,a2,  ...., 
z We next  de f ine  "super states" as elements of S = S x S where 
s 2 = (61,62, .... , a,23 
Also d e f i n e  t h e  "super s i g n a l  input"  a lphabet  U 2  = U x d ,  where 
u2 = Ia1,a2, .... , a,21 
Then a t  t i m e  t = k w e  denote  "supers ta tes"  
(A.6.2) 
(A.6.3) 
(A.6.4) 
I (A.6.5) 
and super  inpu t s  
(A.6.6) 2 u k = (Uk'fik) E u 
Next, t h e  super  states S2 are s p l i t  i n t o  two d i s j o i n t  subse t s ,  namely 
2 
SA = 161,62, .... , (A.6.7) 
A-2 1 
which contains the M equal-component super states 
A R  = ( A  , A  ) ;  R = 1.2, ..., M R R  
and 
2 s, = (6M+1’sM+2’ . . . . Y 6M21 
which contains the unequal-component super states. 
With this definition, note that in accordance with 
(A .  6 . 8 )  
(A.6.9) 
Next, we use some shorthand notation where the state equations, 
- s k+l - g(gk9Uk) 
S k+l = g(skpuk) 
are expressed as 
and we define 
( A .  6.11) 
(A.6.12) 
(A.6.13) 
Then the transfer function (T(z) of (A.5.14) can be rewritten as 
(A. 6.14) 
Note, that in the above form, T(z )  can be interpreted as a transfer func- 
tion for the super state diagram of Figure A-9. Here T(z) is the sum of all paths 
in Figure A-9 each starting with an initial state belonging to S' and terminating 
in a final state also belonging to S 2  while all intermediate states are those 
belonging to S2.* The transfer function label of the branch from state 6i to B 
state 6 is called a where j ij 
A 
A 
a ij 
d (6i ,U> 2 q(lJ)Dx(6,,LJ); if UEU exists such that 6 = G(Gi,U) 
j 
= (0; if not (A.6.15) 
The transfer function can be expressed in matrix form by defining t.(z); 
1 2 i = M+l, M+2, ..., M as the transfer function from initial states to the 
single intermediate state A i &  S 2 2 Defining the (M -M) X (M -M) matrix . B' 
*For j = 1, there are no intermediate states. 
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e 
e 
e 
Figure A-9.  Super Sta te  Diagram 
0 
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A =  - 
and the  vec tors  
b =  -i 
- 
M+1 ,M+1 a 
M+l ,M+2 a 
%+1 ,M2 
a i ,M+1 
a i ,M+; 
a 2  i ,M 
%+2 ,M+1 
%+2 ,M+2 
M+2,M2 * ‘  a 
... 
... 
... 
9 c .  = 
-1 
a M+1, i 
%+2 , i 
“M2,i 
(A .  6.16) 
; i=1,2, ....., M 
(A.  6.17) 
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, 
then intermediate state transfer function vector 
- t(z) = 
satisfies 
tM+l 
tM+2 
tM2 (2) 
- 
M 
P 
i=l 
or 
M 
(A .  6.18) 
(A.6.19) 
(A. 6.20) 
i= 1 
2 2 where I is the (M -M) X (M -M) identity matrix. The total transfer function is 
given by 
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where t h e  s u p e r s c r i p t  T denotes  t ranspose .  
We next  consider  t ak ing  t h e  d e r i v a t i v e  of T(z) where w e  denote 
b! = - b  d 
-1 dz -i 
and 
( A .  6 . 2 2 )  
( A . 6 . 2 3 )  
The understanding here  i s  t h a t  t he  d e r i v a t i v e  i s  taken term by term i n  each 
vec to r  and matr ix .  A l s o  us ing  t h e  i d e n t i f y  
w e  have 
o r  
( A . 6 . 2 4 )  
(A.  6 . 2 5 )  
(A.  6.26) 
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Thus, us ing  (A. 6.26) 
which enables  us t o  eva lua te  t h e  bound on given i n  (A.5.13). This  eva lua t ion  
i s  l imi t ed  only by t h e  a b i l i t y  t o  eva lua te  
2 3  (I - A)-‘ = I + A + A + - A + ..... - - - -  (A. 6.28) 
The complexity of computing Ak is determined by t h e  number of nonzero elements 
i n  - A .  
computer. 
Roughly 215 nonzero elements can be handled by a l a r g e  general  purpose 
F i n a l l y ,  w e  no te  t h a t  i n  most cases of i n t e r e s t  t h e  bound given above can 
be  reduced by a f a c t o r  of one h a l f .  That i s ,  (A.5.13) can be  improved t o  
(A. 6.29) 
- 2  dz 2= 1 
General s u f f i c i e n t  condi t ions  f o r  t h i s  f a c t o r  of one ha l f  are presented i n  
Appendix B .  
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I V I I .  Spec ia l  Cases and Examples 
There are s p e c i a l  ca ses  where symmetry condi t ions  may al low us  t o  reduce 
the  number of "super states" which are necessary f o r  t he  eva lua t ion  of t r a n s f e r  
I 
func t ions .  1 
A. Sequence Independence 
Recall t h a t  t h e  average d i s t o r t i o n  given the  t ransmi t ted  sequence - s i s  
bounded by (A.5.2). 
t ransmi t ted  s i g n a l  s t a t e  sequence E. 
sequence go such as one whose elements are a l l  i d e n t i c a l ,  e .g . ,  
I n  some cases t h i s  bound i s  independent of t h e  a c t u a l  
For such cases ,  w e  may p ick  a convenient 
s o  = A l  f o r  a l l  k (A. 7.1) k 
assuming t h i s  is  an allowed sequence. 
bound on average d i s t o r t i o n  us ing  so as t h e  assumed sequence. 
assumption, ( A . 5 . 2 )  becomes 
Then, f o r  any sequence g w e  eva lua te  t h e  
Thus, under t h i s  
where 
Uk = u1 f o r  a l l  k 
i s  assumed t o  y i e l d  t h e  sequence zo. 
Next us ing  t h e  bound of ( A . 4 . 6 ) ,  namely, 
j =1 
(A.7.3) 
(A. 7 . 4 )  
k=i 
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equality (A.5.3) with all probabilities equal to unity, and the shift invariance 
property , we have from (A .'5.9) that 
where 
(A.7.5) 
To evaluate the bound of (A.7.5) we need to find the transfer function 
T0(z). 
(A. 6.15) 
Here, we define state transitions from state ai to state a as (see 
j 
(A.7.7) 
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I Then define the (M-1) x (M-1) matrix 
A =  - 
392 
a 
393 
a 
3,M 
a 
and the M-1 dimensional vectors 
( A . 7 . 8 )  
(A.  7 .9) 
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and 
( A .  7.10) 
By analogy wi th  ( A . 6 . 2 1 )  t h e  t r a n s f e r  func t ion  T ( z )  i s  then given by 0 
T T0(z) = c (I - &)-'b (A. 7.11) 
and i t s  d e r i v a t i v e  becomes 
where t h e  primes aga in  denote  d i f f e r e n t i a t i o n  wi th  r e spec t  t o  z. 
has  t h e  form given by ( A . 5 . 1 3 )  wi th  T(z)  replaced by T0(z). 
evalua t ion  of t h e  bound involves  only t h e  M states def ined  by t h e  o r i g i n a l  s i g n a l  
model whereas i n  t h e  most genera l  case of t h e  previous s e c t i o n  w e  considered M 
The f i n a l  bound 
Note t h a t  he re  t h e  
2 
super  states. ' '  11 
The most common c l a s s  of examples where t h e  bound i n  ( A . 5 . 2 )  i s  independent 
of t h e  a c t u a l  s i g n a l  sequence i s  t h a t  corresponding t o  convolu t iona l  codes t rans-  
mi t t ed  over symmetric channels  (Ref. 1). For example, cons ider  t h e  b ina ry  
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c o n s t r a i n t  2 This i s  a ra te  r = - 3 ’  convolu t iona l  code shown i n  F igure  A-loa. 
l eng th  K = 2 code wi th  input  a lphabet  
(A. 7.13) 
where the  f i r s t  b i t  of each p a i r  e n t e r s  t h e  top u n i t  de l ay  and the  second b i t  
enters t h e  bottom u n i t  delay.  The output  a lphabet  i s  
x = { (000) , (0011, (010) y (0111, (1001, (101) Y (1101, (111) I (A.7.14) 
and t h e  s ta te  i s  given by s = u f o r  a l l  n, s o  t h a t  n n-1 
S = U = {AlyA2,A3,A4) (A.7.15) 
Next suppose we have a symmetric channel such as t h a t  c r ea t ed  by a BPSK 
modulated s i g n a l  w i th  add?-tive whi te  Gaussian no i se  and s o f t  dec is ion  decoding 
(Ref. 1). Here t h e  channel has  input  a lphabet  7 = { O y l } ,  output  a lphabet  
W = (-m,m) 
f o r  each i E 7 ,  W E W  given by 
and t h e  channel cond i t iona l  p r o b a b i l i t y  d e n s i t y  func t ion  p(wl i )  
p (wl i  = 0) = - 1 exp 1- -el2 1 f i  
(A. 7.16) 
where Es/NO i s  t h e  BPSK pulse  energy-to-noise r a t i o .  
convolu t iona l  code output  c o n s i s t s  of t h r e e  b ina ry  symbols s o  t h a t  
I n  our example t h e  
3 x = r  
and 
3 y = w  
(A. 7.17) 
(A. 7.18) 
9 1 -  1 1 O 1 0  '1 
a) Encoder 
b) State Diagrom - Outputs 
2 
3 Figure A-10. K = 2, r = - Convolutional Code 
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I Let us assume a maximum likelihood metric as in (A.2.5a) where now 
3 
n=l 
(A. 7.19) 
with ykc Y and x~EX. 
components coverted to 21 by the rule 
Letting < denote the binary component vector x with k 
O - t l  
1 + -1  
then 
3 
(A. 7.20) 
(A. 7.2 1 ) 
n= 1 
where is the +1 representation of i according to the rule in (A.7.20) and from 
(A. 7.16) 
(A. 7.22) 
Substituting (A.7.22) into (A.7.21) and taking the natural logarithm of the 
result in accordance with (A.2.5a) gives 
J 
(A. 7.23) 
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Since t h e  f i r s t  t h r e e  terms of (A.7.23) are independent of xk, w e  can 
equiva len t ly  cons ider  t h e  me t r i c  
(A.  7.24) 
where ( * , * )  denotes  t h e  usua l  i nne r  product of real  v e c t o r s  of dimension t h r e e .  
In t h i s  case, t h e  Bhattacharyya bound of (A.4.8) becomes* 
S u b s t i t u t i n g  (A.7.22) into (A.7.24), w e  ge t  
(A. 7.26) 
*Note, t h e  components of yk are now continuous random v a r i a b l e s  and thus  t h e  
sum over yk i n  (A.4.8) i s  replaced by i n t e g r a t i o n s  over each component. 
A-36 
- 
L e t t i n g  %(xk,xk) denote  t h e  Hamming d i s t a n c e  between x 
t h e  number of components of xk and 
and f o r  equ iva len t ly  k k 
which d i sag ree ,  then  k 
Subs-uting (A.7 .26)  i n t o  (A.7.25)  gives t h e  des i r ed  r e s u  
(A. 7 . 2 7 )  
t ,  namely, 
(A.7.28) 
where, fur thermore,  E = 2E / 3  with  E t h e  energy p e r  d a t a  b i t .  A l t e r n a t e l y ,  
l e t t i n g  
S b b 
w e  can rewrite (A.7 .28)  as 
(A. 7 . 2 9 )  
(A. 7.30) 
For a coded system w e  are t y p i c a l l y  i n t e r e s t e d  i n  t h e  average b i t  e r r o r  
p robab i l i t y .  
t h a t  depends only on ii 
Suppose w e  cons ider  t h e  d i s t o r t i o n  measure d( (Sk , \ ) ,  (sk,uk))  
and uk according t o  t h e  fo l lowing  t a b l e :  k 
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Table A-1 
'k 
f o r  any a 2 0 ,  B 2 0. By c..oosing = 1, 6 = 0 ,  t h e  e n t r i e s  i n  t-.e above t a b l e  
would be  onewhenever  t h e  f i r s t  b i t  i n  iik and uk d i sag ree ,  and ze ro  whenever 
they agree. Thus, the average distortion would give the average bit error 
p r o b a b i l i t y  f o r  i npu t  b i t s  e n t e r i n g  t h e  convolu t iona l  encoder a t  t h e  upper u n i t  
de lay  i n  F ig .  A - l o a .  
are onewhenever  t h e  second b i t  i n  iiik and u 
agree.  
p r o b a b i l i t y  of t h e  input  b i t s  e n t e r i n g  t h e  lower u n i t  de lay  of t h e  encoder. 
F i n a l l y ,  a = 6 = - y i e l d s  t h e  t o t a l  average b i t  e r r o r  p r o b a b i l i t y .  
Conversely, a = 0, f3 = 1 r e s u l t s  in t a b l e  e n t r i e s  which 
d i sag ree  and zero  whenever they k 
Thus, t h e  average d i s t o r t i o n  would now give  t h e  average b i t  e r r o r  
2 
Figure  A-11 i l l u s t r a t e s  t h e  modified s t a t e  diagram wi th  t h e  i n i t i a l  and 
f i n a l  s ta tes  given by s ta te  A l  and in te rmedia te  states A 2 ,  A 3 ,  and A 4 .  
branch l a b e l s  between states are determined by s u b s t i t u t i n g  (A.7.30) and t h e  
e n t r i e s  of Table A-1 i n t o  ( A . 7 . 7 ) .  By observa t ion  of F ig .  A-11, w e  can 
d i r e c t l y  ob ta in  t h e  t r a n s i t i o n  mat r ix  among nonzero s ta tes  which is given by 
The 
A =  - 
B D z  Dz - B  Dz 
DZ" 
a 
DZa Dz 
2 a+B a+B D z 2 a+B D Z  (A. 7.31) 
A-38 
Figure A-11. Transfer Function State Diagram 
f o r  K = 3, r =-Code 2 
3 
A-39 
and vectors 
(A. 7 .32 )  
Here the average distortion is given by* 
dTo (2) - 1  d S -  2 dz 
z = l  
- A)-'b' + c T (2 - &)-'A'(I - A>-'b ( A .  7 . 3 3 )  
- - - - I z J  - -  
= 
where for z = 1 
and 
(A. 7 .34 )  
(A. 7 . 3 5 )  
*The'factor of 112 is used here as discussed in Appendix B. Also note that f o r  
this case c' = - 0 which eliminates the first term of ( A . 7 . 1 2 ) .  
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In Figure A-12 w e  show t h i s  bound on a, f o r  t h e  two cases c1 = 1, f3 = 0 and 
CI = 0 ,  (3 = 1 corresponding,  r e s p e c t i v e l y ,  t o  t h e  b i t  e r r o r  p r o b a b i l i t i e s  of t i e  
two da ta  b i t  sequences e n t e r i n g  t h e  upper and lower u n i t  de l ays  of t h e  convo- 
l u t i o n a l  encoder. 
t h e  b i t  e r r o r  p r o b a b i l i t i e s  of t h e  two da ta  b i t  sequences e n t e r i n g  t h e  encoder. 
Note t h a t  f o r  Eb/No = 7 t h e r e  i s  a f a c t o r  of 10 d i f f e rence  i n  
B. Di f fe rence  Sequences 
In some examples t h e  cond i t iona l  average d i s t o r t i o n  bound given i n  (A.5.2) 
This  a l lows  may depend only on d i f f e r e n c e s ,  e .g .  5 - s n n 
u s  t o  def ine  "d i f f e rence  states" r a t h e r  than genera l  "super states" i n  eva lua t ing  
t h e  t r a n s f e r  func t ion  bounds on t h e  average d i s t o r t i o n .  
d i f f e r e n c e  states is much smaller than t h e  number of "super s ta tes ."  
and Cn - un f o r  a l l  n .  
Typica l ly  t h e  number of 
Uncoded amplitude modulated s i g n a l s  t ransmi t ted  over a l i n e a r  channel wi th  
intersymbol i n t e r f e r e n c e  and a d d i t i v e  white  Gaussian no i se  i s  a common example 
where only d i f f e r e n c e s  are important.  For example, wi th  uncoded BPSK modulation, 
we t y p i c a l l y  have t h e  equal  probable da t a  b i t s *  u E U =  { -1 ,  1 )  which a f t e r  i n t e r -  
symbol i n t e r f e r e n c e  r e s u l t s  i n  an equiva len t  discrete- t ime s i g n a l  
n 
V 
(A.  7 . 3 6 )  
i-0 
where v is the assumed finite memory of the intersymbol interference and 
ho, h l ,  ... , h are expressed i n  terns of t he  BPSK pu l se  ra te  and channel f i l t e r  
causing t h e  intersymbol in t e r f e rence .  The s t a t e  i s  def ined as t h e  vec to r  
V 
*Here i t  is convenient t o  use {-I, 1) r a t h e r  than {O, 1). For s i m p l i c i t y ,  
"k. however, we s h a l l  omit t h e  overbar  no ta t ion  on 
A-4 1 
I 
lo-’ 
lo-‘ 
m 10- 
p. 
10- 
10- 
Eb/ N 0 (dB1 
Figure A-12. Coded B i t  Error Probabil i t ies  
for K = 3 ,  r 5- Code 
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and t h e  f i l t e r  vec to r  is given by 
h =  
Then, the  s i g n a l  has t h e  form 
(A. 7.37) 
(A.  7 . 3 8 )  
(A. 7 . 3 9 )  
where (-,.) i s  aga in  used t o  denote  t h e  inne r  product of vec to r s .  The s t a t e  
s 
k by k + 1 i n  (A.7.37). 
is  obtained from s h i f t i n g  s ta te  s and adding component uk, i .e. ,  r ep lac ing  k+l k 
The channel ou tput  i s  given by 
where {n 1 is  an i . i . d .  sequence of zero mean Gaussian random v a r i a b l e s  which 
are normalized t o  have u n i t  var iance .  
metric of (A.7.24) which r e s u l t s  i n  t h e  Chernoff bound becoming t h e  Bhattacharyya 
bound 
k 
W e  use t h e  n a t u r a l  maximum l ike l ihood  
r I 
= exp [- s ( x k  1 - iik12] 
( h y s k  - Sk) + ho(uk - ak) ] (A. 7 . 4  1) 
We are t y p i c a l l y  i n t e r e s t e d  i n  b i t  e r r o r  p r o b a b i l i t i e s  s o  w e  use  t h e  
e r r o r  d i s t o r t i o n  measure of (A.2.6a) which can be r e w r i t t e n  i n  t h e  form 
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Note t h a t  here  both t h e  me t r i c  and the  Chernoff bound depend only on the  d i f f e r -  
ences u - iik and s - Sk,  
(A.6.14), which upon s u b s t i t u t i o n  of (A.7.41) and (A.7.42) becomes 
We now examine t h e  t r a n s f e r  func t ion  T(z)  given by 
k 
\ 
(A.7.43) 
I 
To eva lua te  t h i s ,  we now take  advantage of t h e  f a c t  t h a t  only d i f f e rences  i 
occur by de f in ing  
I 1 
Ek = T(Uk - Gk) (A.7.44) 
which takes  on va lues  {-ly 0 ,  11 and t h e  d i f f e r e n c e  s t a t e  
Then, t h e  d i f f e r e n c e  state 6k+l would be  obtained by s h i f t i n g  6 
component E Here t h e r e  are 2' posszble  va lues  of t h e  state s 
are 3' p o s s i b l e  va lues  of t h e  d i f f e rence  s ta te  6k. 
s tates," c o n s i s t i n g  of p a i r s  ( s  
and adding 
whi le  t h e r e  
k 
k' k 
Recall t h a t  t h e  "super t 
B 1 ,  would have 4' p o s s i b l e  va lues .  k' k 
1 
With t h e  d i f f e r e n c e  formulat ion and the  f a c t  t h a t  equa l ly  probable  b i t s  
means 
1 q(uk) = - 2 (A. 7.46) 
we have from (A.7.43) t h a t  
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Recall that the sum.over S(0, j )  consists of a l l  pairs s[O,j] and S [ O , j ]  such 
that 
s = s  s = s  (A.  7.48) 
0 O ’ j  j 
and 
Bk # Sk; ,2, ...., j-1 ( A .  7.49) 
or, equivalently, a difference sequence 
6 [ 0 , j ]  = (60y61, ...., 6 . 1  (A .  7.50) 
J 
where 
and 
6k #E; k = 1,2, ...., j -1 
(A.7.51) 
(A.7.52) 
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Note t h a t  t h e r e  are 2’ choices  of i n i t i a l  condi t ions  B = so and thus  
p(s,) = 1/2  
Also note  t h a t  t h e  e r r o r  sequence ( ~ ~ 1  does not uniquely spec i fy  t h e  p a i r  
sequence (u ii ) s i n c e  
V 
0’ whereas t h e r e  i s  only one choice of i n i t i a l  condi t ion  f o r  6 
k’ k 
when u = 1, ii = -1 k k €k = 1 
Ek = -I when uk = -1, iik = 1 
”k = -1, tik = -1 
Ek = 0 when { o r  
u k = 1, iik = 1 (A. 7.53) 
Thus, i f  w e  r ep lace  t h e  sum over S(0,j) by t h e  sum over  a l l  d i f f e r e n c e  s ta te  
sequences 
6 [ O , j l :  A0 =0,6. = 0,6k # - O;k = 1 , 2 ,  .... , j-1 1 (A.7.54) J -  
then we must a l s o  r ep lace  p ( s  2 = 1 / 2  V by one and q ( % )  = 1 / 2  by 
0 
C(Ek) = { k y  -* E k = -1 
1 ; E  = o  k (A.7.55) 
o r  
2 
‘k 
(A.7.56) 
Note t h a t  (A.7.55) t a k e s  i n t o  account t he  f a c t  t h a t  u can be +1 o r  -1 when k 
Ek = 0. 
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Thus the transfer function 
To evaluate 
m 
of ( A . 7 . 4 7 )  takes on the new form 
2 5 (s) kexp 1 - +[ (h,6k) + h o ~ k l  
k=O 
the transfer function T(z), let the set of difference states 
( A .  7 . 5 7 )  
be 
v 
where L = 3 . Next define (see ( A . 6 . 1 5 ) )  
I - ?[ (h,di) .t hoc] can be reached 
from di with some G 
(A.  7 . 5 9 )  = t o ;  if not 
and 
a2 1 
a22 
a 2 ,L-1 
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L-1 , 1 a 
L-l,2 a 
aL-1 ,L-1 - 
Then ( see  (A.7.11)) 
- b =  
a10 
a20 I- “L- 1 (A.7.60) 
(A. 7.61) 
Consider t h e  example where v = 1 so t h a t  we  on ly  have ho and h l  and t h e  
d i f f e r e n c e  s ta tes ,  6 = E are k k-1’ 
d = o  0 
d = 1  1 
d2 = -1 (A. 7.62) 
Figure A-13a shows t h e  d i f f e r e n c e  s t a t e  diagram w i t h  E as  branch v a l u e s  whi le  
Figure A-13b shows t h e  t r a n s f e r  func t ion  d i f f e r e n c e  s t a t e  diagram wi th  a i j  as 
branch values .  Thus 
A-49 
1 
1 -1 
Difference State Diagram 
b 
a =  
b =  
c =  
d =  
b 
b) Transfer Function Difference State Diagram 
b + c  
+e -r 2 (ho+ h1)2 
1 
~e 2 z -- (ho - h1)2 
c) Reduced Transfer Function Difference State Diagram 
Figure A-13.  Example wi th  v = 1 
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Substituting ( 
- b =  [:]; c = [;I 
.7’ .63)  into ( A . 7 . 6 1 ) ,  we then have 
(A. 7 . 6 3 )  
- 2ad 
( A . 7 . 6 4 )  1 - (b + C) 
T ( z )  = 
- 
and t h e  b i t  error probability bound 
I 
I - 2 .(A. 7 . 6 5 )  
We can compare this result with the no intersymbol interference case. 
This corresponds to conventional BPSK with bit error probability* 
(A. 7 . 6 6 )  
2 
fcQ(x) = (“ex, (-y /2)dy is the usual error probability integral. Also 
we have normalized both cases to have the same energy. 
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* 
where t h i s  bound on Q(x) i s  w i t h i n  0.5 dB for P < lo-*. For t h e  s p e c i a l  case  b -  
hO h l  = - 
45 
(A. 7.67) 
* 
b Figure  A-14 i l l u s t r a t e s  t h e  bound on Pb given by (A.7.65) and t h e  bound on P 
given by (A.7.66). 
equa l  t o  zero .  
For l a r g e  va lues  of Eb/NO t h e  d i f f e r e n c e  i s  asymptot ica l ly  
Another poss ib l e  comparison i s  wi th  a convent ional  s i n g l e  sample d a t a  
detector which m a k e s  no use of the energy in the intersymbol interference to 
improve performance. Here, t h e  average b i t  e r r o r  p r o b a b i l i t y  i s  simply given 
by 
(A. 7.68)  
This  r e s u l t  i s  a l s o  i l l u s t r a t e d  i n  F igu re  A-14. Not ice  how t h e  V i t e r b i  
a lgor i thm has  been success fu l  i n  combating intersymbol i n t e r f e r e n c e .  
Severa l  o t h e r  examples of intersymbol i n t e r f e r e n c e  channels and t h e i r  
a n a l y s i s  are given i n  Ref. 1. There, continuous-time s i g n a l s  are reduced t o  
equiva len t  d i scre te - t ime s i g n a l s  and t h e  corresponding t r a n s f e r  func t ion  bounds 
as i n  (A.7.57) are der ived.  I n  these  examples one can see f u r t h e r  t h a t  f o r  a 
d i f f e r e n c e  s ta te  sequence as i n  (A.7.50) wi th  corresponding e r r o r  sequence 
E ~ ,  E ~ ,  ..., E j -1 t h e r e  i s  an equiva len t  d i f f e r e n c e  s ta te  sequence 
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1.0, 
E& (a 
Figure A-14. Intersymbol Interference Example 
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- S [ O , j ]  = (-6(y -6y . * . ' Y  -6j) (A. 7.69) 
wi th  corresponding e r r o r  sequence - E ~ ,  - E ~ ,  ...., -E j-1 
i d e n t i c a l  t r a n s f e r  func t ion  va lues  
Both of t hese  have 
This  means t h a t  a l l  nonzero d i f f e r e n c e  states can be merged wi th  t h e i r  oppos i te  
s i g n  s ta te  r e s u l t i n g  i n  a reduced s t a t e  diagram cons i s t ing  of 3 / 2  nonzero 
s ta tes  (see Figure  A-13c f o r  our  example). 
V 
N e x t  we shall consider an example where the number of states necessary t o  
compute t h e  t r a n s f e r  func t ion  bound i s  a c t u a l l y  less than  t h e  number of s i g n a l  
s t a t e s   IS^. 
C .  Absolute Dif fe rence  Sequences 
W e  examine h e r e  another  problem where "absolute  d i f f e r e n c e  states'' are 
used i n  t h e  t r a n s f e r  func t ion  bound. 
mation problem where we quan t i ze  the  phase space ( 0 ,  27~) i n t o  M va lues  
I n  p a r t i c u l a r ,  we  consider  a phase esti- 
S = {Al, A2, ...., AM1 (A .  7.70) 
where 
Ak = kA; k = 1,2,  ...., M 
2lT 
M 
A = -  
s2, ... which w e  model as 0' The phase sequence i s  s 
(A. 7.71) 
( A . 7 . 7 2 )  
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where t h e  i n i t i a l  phase random v a r i a b l e  so has  t h e  p r o b a b i l i t y  
P(S0) = -- a l l  sOEs M' 
and ( u  1 are i . i . d .  random v a r i a b l e s  wi th  common p r o b a b i l i t y .  k 
(A. 7 . 7 3 )  
(A.  7 . 7 4 )  
Here t h e  symbol@denotes  modulo  IT add i t ion .  Thus, a t  any po in t  i n  t h e  
sequence, t he  phase may e i t h e r  remain t h e  same o r  t ake  on one of i t s  two 
adjacent  va lues  a l l  wi th  equal  p r o b a b i l i t y  of occurrence.  
The a c t u a l  s i g n a l  is  assumed t o  be t h e  s i n e  and cos ine  of t h e  phase, i .e . ,  
The IT Figure  A-15 shows t h e  s ta te  diagram f o r  t h i s  s i g n a l  f o r  M = 8 and A = - 4' 
branch va lues  are t h e  s i ,gnal  i n p u t s  ueU. 
Suppose t h e  channel adds ze ro  mean independent Gaussian random v a r i a b l e s  
t o  each component r e s u l t i n g  i n  t h e  channel output  vec to r  
yk = a xk + Nk (A.  7 . 7 6 )  
where 
2Es 
a = &  
A-55 
(A. 7 . 7 7 )  
Figure A-15. Phase Model For M = 8 
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and 
N k =  [i] 
(A. 7 .78 )  
h 
with  nk and nk having u n i t  var iance .  
maximum l ike l ihood  me t r i c  analogous t o  (A .7 .24 )  namely 
A l s o  assume t h a t  t h e  receiver uses  t h e  
and t h e  squared e r r o r  d i s t o r t i o n  measure, 
w h e r e Q d e n o t e s  t h e  d i f f e r e n c e  modulo 27r. 
only on t h e  abso lu te  d i f f e r e n c e  between s and ?i (modulo 2 ~ )  which has  
va lues  i n  
Note t h a t  t h i s  d i s t o r t i o n  depends 
k+l k+ 1 
0 = { A o , A 1 ,  ...., A. = 0 ,  M even 
Furthermore l e t  6 be def ined as t h i s  abso lu t e  d i f f e r e n c e ,  namely, n 
( A . 7 . 8 1 )  
&k+l 
which as s t a t e d  above has val 
(A. 7 . 8 2 )  
ies only i n  V. 
S u b s t i t u t i n g  (A .7 .75 )  i n t o  ( A . 7 . 7 6 ) ,  then t h e  metric of (A.7 .79)  is 
evaluated as 
(A.7 .83)  k+l - ‘k+l) + ‘k (yk,gk) = a cos ( s  
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A 
where Zk A (N ,f ) = nk cos B + n 
Gaussian random v a r i a b l e .  Note t h a t  
sin .5k+l is a zero mean u n i t  va r i ance  k k  k+l k 
cos (sk+l - Bk+l) = cos (sk+l 8 sk+l) 
= cos  [/-)I 
= cos  6k+l (A. 7.84)  
Hence, both t h e  d i s t o r t i o n  measure and t h e  me t r i c  depend only on t h e  abso lu te  
d i f f e r e n c e s  {Ak]. 
Since we use  a maximum l ike l ihood  metric the Chernoff bound r e s u l t s  i n  
t h e  Bhattacharyya bound 
2 2 
= exp 1- % [(cos sk+l - cos sk) + ( s i n  sk+l - s i n  sk12])  
(A.  7.85) 
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Thus in addition to the metric, the Chernoff bound also depends only on the 
absolute differences I6,l. 
for each k by* 
A s  in the previous example, define an error term 
E {-2A,-AyO,A,2AI k Ek = Uk - a (A.  7 . 8 6 )  
Then, an absolute difference process can be given by 
We now consider a transfer function bound for this problem. The general 
transfer function bound T(z)  given by ( A . 6 . 1 4 )  which when using ( A . 7 . 8 2 )  and 
( A . 7 . 8 5 1 ,  i.e., 
( A . 7 . 8 8 )  
has the form 
* 
Note ( A . 7 . 8 6 )  is analogous to ( A . 7 . 4 4 )  except for a factor of two. 
A z 5 9  
Reca l l  S(0,j) is t h e  set of sequences g[O,j]  and s [ O , j ]  t h a t  d iverge  a t  t h e  
i n i t i a l  node and remerge j branches la ter  i n  t h e  t re l l is  diagram. 
ponds t o  a p a r t i c u l a r  abso lu t e  d i f f e r e n c e  s ta te  sequence as i n  ( A . 7 . 5 0 )  where 
now 
This  cor res -  
We r e p l a c e  t h e  sum over  S(0,j) by t h e  sum over  a l l  abso lu t e  d i f f e r e n t  s ta te  
sequences as i n  ( A . 7 . 5 4 ) .  
C ( E  ) whose d e f i n i t i o n  w e  s h a l l  now examine by consider ing the  va lues  of u 
assoc ia t ed  wi th  each va lue  of E as fol lows:  
Next, we r ep lace  p(so) by one and q(uk) by a func t ion  
k k 
k 
U k = O , f i k = O  
ck = 0 when % = A , tik = A 
uk - - A ,  tik = -A 
uk = 0 , iik = -A 
u k = A , B k = O  
= A when 
uk - A ,  $ = 0 
u k = O , i j k = A  
= -A when 
ck = 28 when u = A , iik = -A k 
= -2A when uk E - A ,  fik = A 
From t h i s  w e  have 
1;  Ek = 0 
3 ,  E~ = ?A 
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(A. 7 . 9 1 )  
(A. 7 . 9 2 )  
where w e  count t h e  number of d i s t i n c t  va lues  of uk f o r  each ck and mul t ip ly  by 
q(uk) = 3 as i n  (A.7.74). 1 
The f ina l  t r a n s f e r  func t ion  has  the  form 
(A.7.93) 
(A.7.93) can be evaluated us ing  only M/2 s ta tes  which i s  even less Note t h a t  
than  the  number of states requi red  f o r  t h e  V i t e r b i  a lgori thm. 
Now we de f ine  t h e  branch t r a n s f e r  func t ions  
J 
reached from s ta te  A i 
; i f  s tate A ,  can be 
i j  
0; i f  n o t  (A. 7.94) 
where c 
t h a t  can cause* a t r a n s i t i o n  from s t a t e  Ai t o  s t a t e  A 
i s  t h e  sum of t h e  numbers c(c) corresponding t o  all e r r o r  i n p u t s  E 
i j  
Then de f in ing  
j '  
* 
Note t h a t  i n  ( A . 7 . 8 7 ) ,  w e  see t h a t  E = A or E = - A  can cause a t r a n s i t i o n  from 
6k = 0 t o  6k+l = A I  = A .  
A-61 
A =  - 
al 1 
al 2 
1 ,M/2 a - 
a21 
a22 
b =  - 
a 2,M/2 ' 
- 
1 
a02 
0 ,M/ 2 a 
10 a 
20 a 
- %2,1 
%/2,2 
%/2,Mt 
%/2,0j 
we may use the simple transfer function of (A.7.61). 
For the M = 8 example of Figure A-15 we have 
(A. 7.95) 
(A. 7.96) 
(A.7.97) 
and the state diagram for the absolute difference process given by (A.7.87) is 
illustrated in Figure A-16.' Here the branch values are the input errors of 
A-6 2 
0 
Figure A-16. Absolute Difference State Diagram 
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( A . 7 . 8 6 ) .  
is-shown in Figure A-17. 
The corresponding transfer fuilction absolute difference state diagram 
Here we have the branch transfer functions given by 
where 
a i , i+2 = $(Ai+2); i = 1,2 
= -a(A 1 ); i = 2 , 3 , 4  a i,i-2 3 i-2 
I a2 . A* a(A) = z exp - -$1 - cos A ]  
(A. 7.98) 
(A.7.99) 
In arriving at (A.7.98), we have made use of the fact that when two values of 
ck can cause the same transition between states, then the branch functions 
corresponding to the different values of tzk can be added together to form a 
single branch function. Thus, for this example, we have from (A.7.44) and 
(A. 7.96) that 
A-64 
Figure A-17. Absolute Difference Transfer Function State Diagram 
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and 
Figure 
A =  - 
al 1 1:: 0 
- b =  
aO1 
a02 
0 
0 
a2 1 
22 a 
a23 
a24 
a3 1 
a32 
a33 
a34 
a43 
a44 Ij 
a20 
0 
0 
(A.7.100) 
(A. 7.101) 
illustrates the mean square phas- error bound, as computed 
from (A.5.13) together with (A.7.61), (A.7.100) and (A.7.101) using the maximum 
likelihood Viterbi algorithm which in this application is basically a smoothing 
algorithm. This is shown for M = 8 as a function of the signal energy-to-noise 
ratio E /No. 
2n interval into M quantized values. 
For large E /No the remaining error is due to quantization of the 
S S 
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Figure A-18. Phase Estimation 
A-67 
APPENDIX B 
A Factor  of One Half i n  E r ro r  P r o b a b i l i t y  Bounds 
I. I n  t roduc t ion  
In  many complex communication systems, e r r o r  p r o b a b i l i t i e s  are o f t e n  
d i f f i c u l t  t o  eva lua te ,  and thus ,  e a s i l y  computed bounds are h igh ly  des i r ab le .  
Two such bounds are t h e  Chernoff bound and the  Bhattacharyya bound (Ref. 1). 
For any e r r o r  p r o b a b i l i t y  bound, one d e s i r e s  t h a t  i t  be as t i g h t  as 
poss ib l e .  Jacobs (Ref. 2) gave s u f f i c i e n t  condi t ions  f o r  reducing t h e  s tandard 
Chernoff bound by a f a c t o r  of one h a l f .  
r e s u l t  and g ive  less res t r ic t ive bu t  harder  t o  v e r i f y  s u f f i c i e n t  condi t ions .  
We a l s o  present  some r e l a t e d  r e s u l t s  of Hellman and Raviv (Ref. 3) which show 
t h a t  a l l  Bhattacharyya bounds can be reduced by a f a c t o r  of one h a l f .  
I n  t h i s  appendix, w e  r ede r ive  t h i s  
11. Decis ion Function and Error  P r o b a b i l i t y  Models 
L e t  Z be  a continuous random v a r i a b l e  t h a t  can have one of two 
p r o b a b i l i t y  d e n s i t i e s :  
(B.2.1) 
where the  a p r i o r i  p r o b a b i l i t i e s  f o r  t hese  two hypotheses are denoted by 
(B.2.2) nl = Pr{H1} and r2  = Pr{H2] = 1 - R 1 
We assume an  a r b i t r a r y  d e t e r m i n i s t i c  dec i s ion  r u l e  cha rac t e r i zed  by t h e  fol lowing 
binary-valued dec i s ion  func t ion:  
v a r i a b l e  Z ,  then i f  
Given an observed va lue  z of the  random 
$(z) = 1, dec ide  H 1 (B. 2.3a) 
and i f  
$ ( z )  = 0, decide H2 (B.  2.3b) 
B- 1 
I n  terms of t h i s  d e c i s i o n  func t ion ,  w e  have cond i t iona l  e r r o r  p r o b a b i l i t i e s  
= P r  {decide H21H13 
pE1 
and 
= P r  {decide H1 IH2} 
pE2 
(B.2.4) 
(E.  2.5) 
The average error p r o b a b i l i t y  i s  
In t h e  fo l lowing ,  w e  examine Bhattacharyya and Chernoff bounds f o r  va r ious  
dec i s ion  r u l e s .  
111. Maximum A P o s t e r z o r i  (MAP) Decision Rule 
The dec i s ion  r u l e  t h a t  minimizes PE is  t h e  MAP r u l e ,  
(E .3.1) 
B-2 
which s a t i s f i e s  t h e  i n e q u a l i t i e s  
(B. 3.2) 
(B .3.3) 
f o r  any cx 2 0 ,  f3 10. 
t o  d e r i v e  t h e  bounds 
These i n e q u a l i t i e s  are t y p i c a l l y  used i n  (B.2.4) and (B.2.5) 
t and 
Next d e f i n e  t h e  func t ion  
(B .3.4) 
(B.3.5) 
B-3 
Then from (B.2 .6) ,  t h e  average e r r o r  p r o b a b i l i t y  has  t h e  upper bound 
( B . 3 . 7 )  
f o r  any a 2 0, f3 2 0. 
of ( B . 3 . 4 )  and (B .3 .5 ) .  The s p e c i a l  case where 
In  genera l  we would choose a and f3 t o  minimize t h e  bounds 
r e s u l t s  i n  t h e  Bhartacharyya bound 
L 
s i n c e  
I n  most cases of i n t e r e s t ,  such as when* 
fl(z) = f2 ( - z )  f o r  a l l  z 
1 w e  have a = 7 minimizing t h e  func t ion  B ( a ) .  
(B. 3 . 8 )  
(B.3.9) 
(B .3.10) 
(B. 3 . 1 1 )  
*When f l ( z )  and f 2 ( z )  are cond i t iona l  p r o b a b i l i t i e s  of a communication channel 
model, t h i s  i s  u s u a l l y t h e  case, 
B-4 
L e t  u s  now reexamine the  genera l  form f o r  t h e  average e r r o r  p r o b a b i l i t y  
us ing  t h e  MAP dec i s ion  r u l e .  Note from (B.2.6) and (B.3.1) t h a t  
= minCalfl(z) , s2 f2 (z ) )dz  I_ (B .3.12) 
Following Hellman and Raviv (Ref. 3) we no te  t h a t  f o r  any a 2 0,  b' 2 0 and 
0 s ci 5 1 w e  have 
ci 1-a min{a,b) 5 a b (B. 3 . 1 3 )  
This  y i e l d s  t h e  upper bound on t h e  average e r r o r  p r o b a b i l i t y  
a 1-c4 
= v1  IT^ B(a) (B. 3.14)  
Since t h e  minimizing choice of ci i s  i n  the  u n i t  i n t e r v a l  [0 ,1]  then t h i s  bound 
is  always a f a c t o r  of one-half smaller than  t h e  bound given i n  ( B . 3 . 7 ) .  In par- 
1 t i c u l a r  f o r  t h e  Bhattacharyya bound where ci = - 2' 
Raviv, is  always a f a c t o r  of one h a l f  smaller, i . e . ,  
t h i s  bound, due to Hellman and 
(B .3.15) 
B-5 
Thus, t h e  commonly used Bhattacharyya bound, p a r t i c u l a r l y  i n  i t s  a p p l i c a t i o n  t o  
de r iv ing  t r a n s f e r  func t ion  b i t  e r r o r  p r o b a b i l i t y  bounds f o r  convolu t iona l  codes,  
can be t igh tened  by a f a c t o r  of one-half. 
I V .  Maximum Likel ihood @lL) Decision Rule 
The ML dec i s ion  r u l e ,  namely, 
(B .4 .1 )  
t ends  t o  keep both cond i t iona l  p r o b a b i l i t i e s  c l o s e r  i n  va lue  b u t  only minimizes 
1 PE when  IT^ = r 2  = 7, i . e . ,  t h e  equal  a p r i o r i  p r o b a b i l i t y  case. 
have i n e q u a l i t i e s  
I n  gene ra l ,  we 
and 
r e s u l t i n g  i n  cond i t iona l  e r r o r  bounds 
'E1 - < B (1-6) 
( B . 4 . 2 )  
( B . 4 . 3 )  
( B  .4 .4)  
and 
(B .4 .5 )  
B-6 
The average e r r o r  p r o b a b i l i t y  i s  simply bounded by 
pE 5 TlB(1 - 6) -I- T2B(a) (B . 4 . 6 )  
1 While t h e  choice  cx = B = z w h i c h  o f t e n  minimizes t h i s  bound y i e l d s  t h e  usua l  
Bhattacharyya bound 
(B .4 .7)  
s i n c e  T + 7r2 = 1. 
Again us ing  t h e  i n e q u a l i t y  (B.3.131, we can show a t i g h t e r  bound as follows: 
J-m 
= max(7r T 1 min{f l (z ) , f2(z)}dz  
1 '  2 I 
= max{T1,r23B(a) 
for 0 5 a 5 1. For t h e  case where 
1 1 - = 7r2 - 2 
I B-7 
(B .4 .8 )  
1 
2 and a = - we again  reduce t h e  bound of ( B . 4 . 7 )  by a f a c t o r  of one h a l f .  
cases of i n t e r e s t  have equal  a p r i o r i  p r o b a b i l i t i e s .  
Most 
V. Maximum Metric and Chernoff Bounds 
We now assume t h a t  Z i s  some s o r t  of metric used to make t h e  d e c i s i o n  such 
t h a t  f o r  t h e  p a r t i c u l a r  va lue  Z = 2, we have t h e  r u l e :  
1 If z 2 0,  choose H 
If z < 0 ,  choose H2 
The dec i s ion  func t ion  is  then 
and cond i t iona l  e r r o r s  are 
(B .5.1) 
(B .5.2) 
(B . 5 . 3 )  
B-8 
and 
For a 2 0 and f3 1. 0 w e  have t h e  s tandard  Chernoff bounds 
Thus, t h e  average e r r o r  p r o b a b i l i t y  has  t h e  upper bound 
(B .5 .4)  
(B .5.5) 
(B. 5.6) 
. .  
PE s nlC1(a) + s 2 C 2 ( B )  ' (B.5.7) 
Note t h a t  i n  genera l  if P E ~  and P E ~  are less than 0.5 then t h e  Chernoff bounds 
are minimized by nonnegative parameters a and B. Hence the  Chernoff bounds 
apply f o r  a l l  real  va lues  of a and 6. 
Jacobs (Ref. 2) considered t h e  cond i t ions  
(B. 5.8a) 
B-9 
and 
f 2 ( - Z )  2 f 2 ( Z )  a l l  z 2 0 
Then, using the inequality 
(B. 5.8b) 
(B.5.9) - > 1 f o r  all w 
and appropriate changes of variables of integration, he showed the following 
inequalit ies  : 
0 
= 2 L m  cosh az f l (z )dz  
(B .5.10) 
or 
1 < - C (a) 'E1 - 2 1 (B.5 .11)  
Similarly, it can be shown that 
c ($1 (B.5.12) 
'E2 ' 2 
Thus the often satisfied condition given by Jacobs in ( B . 5 . 8 )  results in a factor 
of one half in the usual Chernoff bounds. 
Less restrictive but more difficult to prove conditions are that 
e fl(z)dz 2 I 
J O  J-cu 
and 
(B .5.13a) 
(B. 5.13b) 
where a* minimizes C,(a)  of (B.5.5) and B* minimizes CZ(B*) of (B.5.6). 
that, for the special case of a* = 0, we have 
Note 
. .  
0 
(B .5.14) 
'El 
fl(z)dz = 1 - PE1 fl(z)dz = 
which is always satisfied when 
1 < -  'E1 2 '  (B.5.15) 
B-11 
Simi la r ly  f o r  B* = 0 ,  w e  would'have 
m 0 
pE2 
' f 2 ( z ) d z  = 1 - PE2 f2 (z )dz  E 1. 
which is always s a t i s f i e d  when 
1 
'E2 2 < -  
(B .5.16) 
(B.5.17) 
Indeed cond i t ions  (B.5.13) are a l s o  t r u e  f o r  some nonnegative range of a* and 
f3* values .  
parameters.  
( B . 5 . 8 )  s i n c e  t h e  lat ter imply t h e  former b u t  no t  vice versa. 
We assume i t  i s  true f o r  t h e  minimizing choices  of t h e  Chernoff bound 
Note t h a t  cond i t ions  (B.5.13) are less restrictive than  those  of 
Now cons ider  t h e  i n e q u a l i t i e s  
-a* z e f l ( z ) d z  =I 
0 
= 21. cosh a*z f l ( z ) d z  
B-12 
or 
Simi lar ly  
= pE1 
(B -5.18) 
(B .5.19> 
(B .5.20) 
Thus, s i n c e  (B.5.19) and (B.5.20) are i d e n t i c a l ,  r e s p e c t i v e l y ,  t o  (B.5.11) and 
(B.5.12), w e  have shown t h a t  the less res t r ic t ive  condi t ions  of (B.5.13) r e s u l t  
i n  a f a c t o r  of one-half i n  t h e  usua l  Chernoff bounds. 
Next f o r  t h e  s p e c i a l  case where 
1 - -  
= T2 - 2 
and 
a* = B*  
s u f f i c i e n t  condi t ions  can a l t e r n a t e l y  b e  given by 
(B.5.21) 
(B.5.22) 
(B. 5.23a) 
B-13 
and 
(B .5.23b) 
Note t h a t  t hese  condi t ions  are always s a t i s f i e d  i f  our  dec i s ion  r u l e  is  a 
maximum l ike l ihood  dec i s ion  r u l e  where 
f 2 ( z )  I f l ( z )  f o r  a l l  z 2 0 
and 
f 2 ( z )  > f l ( z )  for all z < 0. 
Assuming condi t ions  (B.5.23) we have 
e f 2 ( z ) d z  + 
B-14 
(B .5.24a) 
(B. 5.24b) 
o r  
0 
0 
= 2 1 cosh a*z f l ( z ) d z  
+ 2[ cosh a*z f 2 ( z ) d z  
2 2 P E  + 2 P E  
1 2 
(B .5.25) 
= - - p .  1 + - p  1 
'E 2 E l  2 E2 
which is  aga in  a f a c t o r  of one h a l f  less than the  o r i g i n a l  Chernoff bound on t h e  
average e r r o r  p r o b a b i l i t y  (B,5.7) f o r  ?rl =  IT^ = 7. 1 
For t h e  s p e c i a l  case where 2 happens t o  be  a maximum l ike l ihood  me t r i c ,  
i .e . ,  
(B .5.27) 
B-15 
then t h e  cond i t ions  (B.5.23) hold whereupon 
and 
=[ [- 
= B ( l  - a) 
r m  
J-m 
J-m 
= B(B) 
B-16 
(B.5 -28) 
(B .5.29) 
1 where B(*) is defined in (B.3.6) ; Recall that B(7) is the Bhattacharyya bound. 
Thus, (B .  5.28) and (B .5.29) together with (B. 2.6) , (B. 5.19), and (B. 5.20) again 
show a reduction by a factor of one half in the bound of (B.4.6). 
VI. Applications 
. .  
In most applications of interest, we consider two sequences of length N, 
that can be transmitted over a memoryless channel with input alphabetX and 
output alphabet Y and conditional probability 
This is shown in the following figure. 
x -1 
or 
X -2 
t 
xEX =] Memoryless 
Channel 
N 
n= 1 
Figure B - 1 .  A Simple Example - One of Two Sequences 
Transmitted over a Memoryless Channel 
. .  
The receiver obtains a sequence 
y € Y N  (B.6.1) 
from t h e  channel and must dec ide  between t h e  two hypotheses 
HI: x1 i s  sent 
H2: ,z2 i s  s e n t  (B .6.2) 
which have a p r i o r i  p r o b a b i l i t i e s  given by (B.2.2). 
u se  a metric 
The receiver w i l l  t y p i c a l l y  
and t h e  corresponding dec i s ion  r u l e  where, i f  and only i f  
N N 
n= 1 n= 1 
do w e  choose H1. By def in ing  t h e  random v a r i a b l e  
(B . 6 . 3 )  
(B .6.4) 
w e  have t h e  b a s i c  problem considered i n  prev ious  sec t ions .  
For M sequences of l eng th  N denoted xl, z2, ..., x+, w e  have t h e  dec i s ion  
r u l e :  Given z€YN choose t h e  sequence xfi t h a t  has  t h e  l a r g e s t  t o t a l  metric 
N 
n= 1 
N 
for xA = (xG1,xG2, . . . ,X ) E x . m a (B.6.5) 
B-18 
The union bound f o r  each cond i t iona l  e r r o r  p r o b a b i l i t y  is ,  
PE = P r ( e r r o r ( G 1  I P d d e c i d e  X A  x I ;  m = 1,2, ..., M. (B .6 .6 )  c -1- 
Gfm m 
Here w e  have 
Pr Idec id ing  $ 1 ~ )  5 P(x + x ~ )  ( B . 6 . 7 )  -m-m 
where P(%-+x) is  t h e  p r o b a b i l i t y  of dec id ing  X A  when x 
x~ are t h e  only two p o s s i b l e  sequences. That i s ,  
i s  s e n t  assuming x and 
-m Ill -m 
-m 
which i s  t h e  two hypothes is  e r r o r  p robab i l i t y .  
our two hypothesis  r e s u l t s  d i scussed  ear l ier .  
Thus, i n  t h i s  case, we can apply 
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