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variations. The BCF-60 detector exhibited a decrease in light output 
of 0.32% per oC increase in temperature, while the BCF-12 detector 
exhibited only a 0.13% decrease per oC. The cyanoacrylate optical 
coupling was also found to contribute a small amount to the loss of 
light output at increasing temperatures. Each detector, excluding the 
one without a scintillating element, exhibited a change in the spectral 
distribution of light at increasing temperatures. Complete 
spectrometry results are listed in Table 1. 
 Conclusions: PSDs constructed with BCF-60 and BCF-12 have been 
found to be temperature dependent. The cause of the decrease in 
measured dose was both a loss in scintillation light intensity and 
changes in the distribution of the light. 
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Purpose/Objective: The aim of this work is to investigate the 
dosimetric properties of novel synthetic single crystal diamond diodes 
realized at Rome 'Tor Vergata' University laboratories, for 
radiotherapy applications. A detailed characterization of such devices 
will be presented under photon and electron beam irradiation. 
Particular care was devoted to the device response in small field 
sizes, in view of its application in advanced radiation therapy 
techniques. 
The proposed diamond based dosimeter was developed in conjunction 
with PTW-Freiburg and its commercialization is foreseen during the 
year 2013. 
Materials and Methods: Synthetic single crystal diamond (SSCD) 
dosimeters were fabricated in a Schottky photodiode configuration. In 
all of the tests reported in this work it was operated in photovoltaic-
mode, i.e. with no external bias voltage applied. Dosimetric 
measurements include investigation of pre-irradiation dose, dose and 
dose rate dependence, measurements of dose distributions and beam 
profiles, output factors, temperature and angular dependence of the 
device response. In particular, measurements were performed under 
10 MV photon beams and 6, 8, 10, 12, 15 MeV electron beams by a 
LINAC accelerator. Photon beams with field sizes ranging from 1×1 
to10×10 cm2 were used. In the case of electron beam irradiation, both 
6×6 to 20×20 cm2 standard applicators and 2, 3, 4 and 5 cm cones 
were used for small field size studies. 
Measurement results from the diamond detector were compared to 
those from reference detectors routinely used for therapeutic 
electron beam dosimetry: PTW type 31014 PinPoint for photon 
irradiation and PTW type 34045 Advanced Markus, PTW type 31010 
Semiflex and PTW Diode E p-type silicon detector for electron 
irradiation. 
Results: A maximum signal variation of about 0.7 % was observed 
during the SSCD pre-irradiation with a final stability of 0.1 % (1σ) after 
about 5 Gy. A good linearity of the device response as a function of 
dose was found, with deviation from linearity within ±0.5 % . The 
response was also found to be independent from the dose rate, with 
variation below ±0.5 %. Depth dose curves showed an overall very 
good agreement among detectors. Beam profile measurements 
showed that the diamond dosimeter exhibits a better spatial 
resolution if placed with its axis perpendicular to the beam direction. 
In this operating condition, the diamond detector showed a very high 
resolution, comparable to the ones obtained by the PinPoint ionization 
chamber and the Si-diode, both operated in vertical orientation, 
under photon and electron beam irradiation respectively. A negligible 
angular dependence within ±0.25 % from the 0° response was found as 
a function of the azimuth angle whereas a slightly larger deviation 
was found with the polar angle, as expected from the device 
geometry. The temperature dependence was investigated as well and 
a ±0.2 % deviation from the 30 °C response was found in the 18–40 °C 
range. 
Conclusions: The observed dosimetric properties indicate that the 
tested diamond detectors, are suitable for relative and absolute 
dosimetry in radiotherapy applications. 
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Purpose/Objective: IAEA TRS-398 does not explicitly address the 
reference dosimetry of dynamic particle beam delivery systems. In 
this work, we compared two different approaches to calibrate the 
beam monitor chambers (BMC) of a dynamic proton beam delivery 
system: fluence measurements with a Faraday cup (FC) and absorbed 
dose to water (Dw) measurements with a calibrated ionization 
chamber (IC). 
Materials and Methods: BMC are calibrated in terms of monitor units 
per proton (MU/p)—this calibration is energy dependent and should a 
priori be proportional to the electronic stopping-power of protons in 
air (Sel)air. The FC-approach consists of placing a Faraday cup at the 
nozzle exit (i.e. in air) and directly measuring the number of protons 
delivered in a single pencil beam. The uncertainty of this 
measurement is mainly caused by the perturbation of the FC entrance 
window and it was estimated to be ±0.5% (k=1). The IC-approach is 
based on Jäkel et al (2004). A plane-parallel ionization chamber was 
placed in the plateau region (measurement depth = 2 g cm-2) of a 
10x10 cm2 monoenergetic field and the Dw at the center of the field 
was measured according to IAEA TRS-398—we assumed kQ=1. Dw was 
converted to number of protons through a Monte Carlo (MC) beam 
model based on the Geant4 QGSP_BIC_EMY physics list. This latter 
approach is extremely sensitive to both setup errors and the proton 
beam model being used. We therefore set up the ionization chamber 
and matched our MC beam model with sub-millimetric accuracy. After 
all, the uncertainty of this approach was estimated to be ±2.5% (k=1).  
Results: Figure 1 shows the BMC calibration (MU/p) obtained with the 
two approaches. Both calibration curves exhibit the same energy 
dependence as (Sel)air, which indicates that both methods are, to a 
good approximation, energy independent. We found the two 
calibration curves differed by 3%—i.e. they agreed within the 
uncertainties of the measurements. 
 Figure 1: On the left axis, beam monitor chamber calibration curves 
(in MU/p) obtained with Faraday cup (o) and ionization chamber (x). 
On the right axis, the mass electronic stopping-power of protons in air 
(--). Error bars are not shown for clarity. 
Conclusions: The two BMC calibration approaches described in this 
work seem to be equivalent. Because of its lower uncertainty, the FC-
approach is the one used in our center to calibrate the BMC of our 
dynamic proton beam delivery system. However, most proton therapy 
centers do not have a FC at their disposal. In this case, this work 
shows that BMC calibration can be tackled with Dw measurements in 
the plateau region provided an accurate setup and an accurate beam 
model. Further research should be done to reduce the uncertainties of 
both methods and to better understand the cause of the discrepancies 
between them. 
   
