A new two-phase theory employing a nonequilibrium relation between interfacial surface energy, pressure, and viscous deformation [Bercovici et al., this issue] provides a model for damage (void generation and microcracking) and thus a continuum description of weakening, failure, and shear localization. Here we demonstrate applications of the theory to shear localization with simple shear flow calculations in which one phase (the matrix, representing, for example, silicate) is much stronger (more viscous) than the other phase (the fluid). This calculation is motivated as a simple model of plate boundary formation in a shear zone. Even without shear the two phases eventually separate due to gradients in surface tension. However, the influence of shear on phase separation is manifest in several ways. As shear velocity increases, the separation rate of the phases increases, demonstrating a basic feedback mechanism: Accumulation of the fluid phase causes focused weak zones on which shear concentrates, causing more damage and void generation and thus greater accumulation of fluid. Beyond a critical shear velocity, phase separation undergoes intense acceleration and focusing, leading to a "tear localization" in which the porosity becomes nearly singular in space and grows rapidly like a tear or crack. At an even higher value of shear velocity, phase separation is inhibited such that shear localization gives way to defocusing of weak zones suggestive of uniform microcracking and failure throughout the layer. Our two-phase damage theory thus predicts a wide variety of shear localization and failure behavior with a continuum model. Applications of the theory to various fields, such as granular dynamics, metallurgy, and tectonic plate boundary formation are numerous.
Introduction
A wide variety of solid materials display strongly nonlinear rheological behavior in that they undergo severe weakening under deformation. Such weakening often leads to a feedback mechanism wherein deformation or shear concentrates on the weak zone (being most easily deformed), causing further weakening, and thus more focusing of shear. This phenomenon is widely referred to as shear localization and is apparent in many field of physics, including, for example, metallurgy [Lemonds and Needelman, 1986] , rock mechanics [Poirier, 1980; Jin et al., 1998 , and references therein], granular dynamics [e.g., Scott, 1996; Géminard et al., 1999, and references therein] , and glaciology [e.g., Yuen and Schubert, 1979] . One of the most fundamental manifestations of shear localization arises from the coupling of viscous heating and temperature-dependent viscosity wherein the zone of dissipative heating weakens and thus focuses deformation, leading to further heating and weakening; this mechanism is thought applicable to problems in metal weakening, glacial surges, and lithosphere dynamics [Schubert and Turcotte, 1972; Yuen and Schubert, 1979; Poirier, 1980; Balachandar et al., 1995; Bercovici, 1996; Thatcher and England, 1998 ]. In granular media, localization is due to dilation of the medium leading to effectively weaker rarifed zones that concentrate deformation, which in turn agitates the medium causing further dilation [Géminard et al., 1999, and references therein] ; this phenomenon is of potential importance in earthquake dynamics [Scott, 1996; Marone, 1998 ; see also Segall and Rice, 1995; Sleep 1995 Sleep , 1997 ]. Another shear localization mechanism arises from the reduction of grain size under stress in solid-state creep mechanisms which have grain-size-dependent viscosities (i.e., grain reduction leads to zones of weakness which concentrate deformation, increasing stress and thus further reducing grain size and enhancing weakening); this mechanism is thought to be a basic ingredient of crustal and lithospheric deformation [Karato, 1989; Jin et al., 1998; Kameyama et al., 1997] . Finally, material that undergoes brittle or combined brittleductile deformation can, with large strain, experience concentration of microcrack and void populations developing weak bands on which deformation focuses, leading to further cracking, weakening, and invariably shear localization; this phenomenon occurs in the process of dilatant plasticity [Lemonds and Needelman, 1986; Mathur et al., 1996] and possibly through much of the crust and lithosphere Evans and Kohlstedt, 1995; Lockner, 1995; Regenauer-Lieb, 1998 ].
At the largest scale, shear localization is proposed to be crucial for the generation of tectonic plates from a convecting mantle, for which many of the mechanisms listed above are potentially important [Bercovici, 1993 [Bercovici, , 1995a [Bercovici, , 1995b [Bercovici, , 1996 [Bercovici, , 1998 Tackley, 1998 Tackley, , 2000 (see review by Bercovici et al. [2000] ). The longevity of plate boundaries [Gurnis et al., 2000] , and the inference that much of the lithosphere undergoes combined brittle-ductile behavior Evans and Kohlstedt, 1995] have motivated some [Bercovici, 1998; Tackley, 1998 ] to consider that the primary weakening mechanism that leads to plate boundary formation is due to damage, that is, void and microcrack formation. Such damage is assumed to be excited or controlled by the stress state or deformational energy of the system [e.g., Lemonds and Needleman, 1986; Povirk et al., 1994; Lyakhovsky et al., 1997; Bercovici, 1998 ]. In many damage treatments the physics of fracture and defect formation is parameterized by an internal structural quantity, e.g., density of defects, that represents the state of damage of the material and is hence often referred to as the "damage" parameter. This quantity is assumed to be an additional thermodynamic state variable [Ashby and Sammis, 1990; Hansen and Schreyer, 1992; Lemaitre, 1992; Lockner, 1995; Lyakhovsky et al., 1997] that controls weakening of the material.
In our approach, rather than assume the existence of a structural or damage variable, we employ two-phase physics and interface thermodynamics to incorporate the essential underlying physics of void and microcrack formation into continuum theory. At a most fundamental level the energy involved in damage, or, in particular, the generation of microcracks and voids, is associated with surface free energy created on the boundary between the void and the host material [Griffith, 1921; Jaeger and Cook, 1979; Atkinson, 1987; Atkinson and Meredith, 1987] . At a minimum, a material with voids is a two-phase mixture (assuming the host material and the substance filling the voids are both homogeneous matter); hence the surface energy in question is the free energy existing at the interface between phases. In the first paper of this series [Bercovici et al., this issue] , (hereinafter referred to as BRS1), we establish a continuum theory to treat two-phase motion accounting for the creation of interfacial surface energy. In the second paper [Ricard et al., this issue] , (hereinafter referred to as RBS2), we examin applications of this model to problems of deformation and compaction and to gravity-induced settling when surface tension is significant. In this final paper we examine applications of the BRS1 theory to damage and shear localization. In particular, the theory treats the generation of interfacial surface energy through deformational work, leading to formation of interfacial area by void nucleation and growth. The induced void density or porosity is thus the expression of damage, and regions of high void density are structurally weakened, leading to concentration of deformation, further damage (void generation), weakening, and, invariably, shear localization.
Basic Theory
Because BRS1 derived the complete two-phase theory, we only briefly present the governing equations for the purpose of referencing. Subscripts 
where the average and difference of any quantity
respectively. 2. The momentum or force balance equations also yield equations describing the dynamics of the two phases:
3. The energy equation is separated into two coupled equations representing (1) the evolution of thermal (entropyrelated) energy, and (2) the rate of work done on the interface by pressure, surface tension, and viscous deformational work:
where m is the temperature (assumed the same in both phases), s is an intrinsic heat source, u is an energy flux vector (accounting for heat diffusion and possibly energy dispersion; see BRS1), and
(where
) is the viscous deformational work, a fraction ¢ of which is partitioned into stored work (in this model stored as interface surface energy) while the remaining part goes toward dissipative heating [Taylor and Quinney, 1934; ; see BRS1 for a discussion of the partitioning fraction ¢ . The quantity w has units of viscosity, and the term associated with it represents irreversible viscous work done on pores and grains by the pressure difference ¢ z 4 ' also describes the deposition of deformational work as surface energy; as more deformational work is imposed, more interfacial surface area is created to store the energy, generally leading to growth in void density or porosity. Throughout this paper, for the sake of brevity, we refer to the application of viscous deformational work to the generation of surface energy (i.e., cases with
¢ '
) , thus leading to growth in interface area and void density, as "damage", although strictly speaking, this may not be the same definition of damage as used elsewhere [Ashby and Sammis, 1990; Lyakhovsky et al., 1997; see Lemaitre, 1992; Hansen and Schreyer, 1992 , and references therein]. We will examine a few simple onedimensional (1-D), time-dependent scenarios to illustrate the basic physics of shear localization through the damage process as predicted by this theory. Presently, we will assume 
The only equation necessary to describe the force balance in the direction is (12), which, with the above assumptions, becomes
(27) We must also consider the special situation of (22)). These relations would then replace (22) and (25) e ! is negligible) are applicable in this limit.
To nondimensionalize the governing equations, we use a length scale µ that is characteristic of the width of the fluid zone upon complete phase separation (or the sum of all fluid zone widths if there are multiple regions of phase separation). We do not choose the layer width as our length scale since we consider some cases involving infinite domains, i.e., ¶ ·
; in these situations we assume that a finite amount of fluid is present and thus the width of the zone of separated fluid is finite. We also do not use the compaction length¸¬
(see RBS2) as our length scale since we wish to vary the resistance to Darcy flow characterized by the coefficient g . We thus assign µ to be characteristic of the half width of the fluid zone and therefore consider two possible cases:
1. If the layer is finite, then the half width of the fluid zone is 
where
are the dimensionless matrix velocities,
is the dimensionless pressure difference, 
which contains information about the compaction lengtḩ McKenzie, 1984] ; see Table 1 for summary of dimensionless variables and parameters.
For finite layers in which
, and the boundary conditions on velocity are now
. For infinite layers (
; the boundary conditions on Ç require slightly more discussion, which we defer to section 5.3.1.
Self-Separation
In this paper, shear localization occurs because with imposed deformation the fluid and matrix separate from an initially homogeneous mixture and the concentration of fluid causes a weak zone on which shear focuses. However, even without imposed shear, the phases undergo unforced selfseparation in the presence of surface tension and porosity gradients. For example, a positive porosity anomaly has a smaller average interface curvature q Ú d v ¤
, and thus a smaller surface tension force acting on the fluid, than in surrounding areas. This causes a fluid pressure low in the porosity anomaly, which thereby attracts more fluid, causing inflation of the porosity anomaly and self-separation. The selfseparation effect is always present, and in many ways, shear and damage merely act to accelerate this self-separation. It is therefore important to elucidate the physics of simple selfseparation. However, it should be understood that the selfseparation instability described herein is neither directly related to, nor offsets, the stabilization of crack and bubble nucleation by surface tension; in the former case the instability essentially involves coalescence of preexisting fluid bubbles (or matrix grains) as occurs in oil and water (sans gravity), while the latter reflects the additional work necessary to grow or nucleate new bubbles or cracks because of surface tension (this effect is explicitly in the theory through (14)). Different aspects of self-separation effect are also discussed in RBS2 as pertinent for percolation and compaction problems.
Specific Equations
For simple self-separation we assume that damage or deformational work on the interface is negligible compared to surface tension and pressure work, (
) , in which case, (33) becomes
(assuming that (33) holds for all
); note that in the limit of static equilibrium
, (41) recovers the Laplace equilibrium condition for surface tension
is neglected, the component of velocity Ç has no influence on the dynamics of separation and thus there is no external forcing of phase separation; it is thus unnecessary to solve (31), and all solutions are therefore independent of the boundary velocity .
Apart from the mass conservation equation (30) 
(43) As noted by RBS2, the quantity
is positive for all B @ r , and
Linear Stability Analysis
We next examine the initiation of self-separation from an infinitesimal perturbation. We prescribe the medium to be
) and to have a static basic state (AE
) with constant porosity 
, and we have used ( 
are preferred since they grow at the maximum growth rate
grow much more slowly and will be effectively "filtered out." Thus, if
, essentially all modes will grow equally fast at the maximum rate; in this case, there is effectively no resistance to Darcy flow and fluid can be drawn from any distance (i.e., the compaction length is effectively infinite). An increase in the value of É causes longer-wavelength (smaller § ) perturbations to be filtered out relative to shorter-wavelength features; this process reflects the fact that the greater resistance to Darcy flow precludes migration of fluid over large distances such that fluid is only drawn from within a finite compaction length¸¬
. (See RBS2 for further details about cases with finite É .)
Nonlinear Solutions
In this section we seek nonlinear solutions to our onedimensional system of self-separation. We first examine some simple analytical relationships for the amplitude of nonlinear solutions and then investigate some numerical solutions to the full equations.
4.3.1. Amplitude analysis. An approximate solution for the growth in amplitude of a porosity anomaly can be obtained by assuming forms of solutions with the proper symmetry about the midplane % '
. In particular, If ¤ is an even function of and maximum at 1 % °'
, then self-separation will occur such that matrix material flows away from the plane at % '
, while fluid flows toward it; in this case,
AE
would be an odd function of (positive for t é ' and negative for Y ² '
) . We assume that the porosity anomaly varies in only over the (dimensionless) scale width Á with a self-similar shape; for simplicity, we assume that
although other symmetric functions would also suffice. Since we prescribe
to be self-similar, varying over only one length scale Á , we must preclude the influence of other length scales. To this end, we assume an infinite domain, i.e., ¦ 9 { Å
, and an infinite compaction length, i.e.,
É 1 '
, such that no additional scale selection occurs at the onset of the self-separation instability (see section 4.2 on linear stability). The scale width Á is not constant; that is, as the porosity amplitude Î grows, Á must shrink in order to conserve mass; indeed, by fluid mass conservation,
The maximum allowable value of Î is 1, at which point the minimum Á obtained is also 1 (having, with our infinite domain, nondimensionalized lengths by the dimensional minimum scale-width À Á min ; see section 3). Therefore, by (48),
We assume that the dependence of
also follows a self-similar shape that vanishes at % S ; however, the shape of AE may be slightly more complex than that of ¤ . In the simplest example, if the fluid momentum equation reduced to Darcy's law (corresponding to the assumptions of w ! ¥ Õ w 7
and weak compaction/dilation,
, where È ! is the dimensionless fluid pressure. If we crudely assume that the fluid pressure anomaly mirrors the porosity anomaly (i.e.,
) , then we can write ) and evaluate the resulting terms at the centerline n % f '
, we obtain
where we have used 
. Therefore, given the approximate nature of the presumed shapes of ¤ and AE , we assume for simplicity that the distinction between
is not meaningful; thus we write
which, when combined with (51), yields a single differential equation for
Analytic solutions to this integral exist for only a few select and % :
, the surface energy is independent of ¤ and there will be no self-separation. In this case,
, and the time to cause complete separation (i.e., to go from
where H is an integration constant. Although separation does occur, the time to cause complete separation (i.e., to go entirely from , while the resistance to Darcy flow through the matrix becomes infinite (i.e., permeability § ¤
. Thus, as pores collapse, the surface tension driving force remains finite, while resistance to draining fluid from the pores becomes infinite, implying that the pores cannot be entirely collapsed.
3. When and are neither 0 nor 1, the interface curvature goes to infinity as ¤ Ù '
. Thus even as the resistance to Darcy flow becomes infinite as ¤ approaches 0, the driving force behind draining the pores, i.e., the surface tension, also becomes infinite. In effect, the surface tension can completely pinch the pores closed, and thus the pores can be drained, and complete separation attained, in a finite amount of time. For example, one implicit analytic solution to (54) can be obtained for % t 0 % y
In all calculations shown in this paper we assume , this separation style is reversed; that is, separation is very rapid initially, tapering to a slower rate later, and accelerating again toward completion. This illustrates the influence of the surface tension "pinching" effect when the magnitude of the interface curvature reaches infinity as ¤ approaches 0 or 1. As and approach ' , the surface tension force weakens and separation becomes slower.
Numerical experiments.
We next examine solutions of (30) and (42) using basic second order finite differences, with a tridiagonal matrix solution for the finite difference version of (42), and an explicit time integration (with a time step constrained to be × ¥ ' A y of the Courant time step) for (30). Solutions are tested on various finite difference grids which have between 101 and 501 points; we find that 201 grid points are sufficient to satisfy convergence tests.
The medium is of finite width (¦
) , and the boundary conditions are, again, that 
Numerical solutions show the fluid concentrating toward the centerline ( % × ' (Figure 3 ), although this tendency is dictated by the simple initial condition (57). The effect of decreasing from 1 is to cause a more rapid draining of fluid away from the wall regions (because of the surface tension pinching effect), and thus a sharper slope along the flanks of the porosity anomaly along with a flatter maximum (Figures  3a and 3b) . However, the time for
to reach values of order 1 (Figure 3c 
Damage and Shear Localization
We next consider shear localization and the influence of damage, or viscous deformational work on the interface, by allowing for
. In this case, the relevant equations are (30)-(33) subject to the boundary conditions (40).
Specific Equations
As noted by BRS1, the partitioning fraction ¢ is unlikely to be constant. We can deduce one of the most basic dependences of 
¢
certainly may depend on other parameters (e.g., temperature). However, such dependencies cannot be deduced from the above considerations and most likely need to be inferred empirically. Interestingly, however, forced-shear experiments on layers of granular media have demonstrated that the frictional resistance (related to deformational work absorbed by the system) does indeed increase with total dilation rate rather than dilation itself, where the total dilation rate is related to the across-layer integral of © ¤ d $ © [Géminard et al., 1999] . With the adoption of (58), we can rewrite (33) in the tractable form
Note that in limit of static equilibrium
, (59) recovers the equilibrium surface tension condition
(see BRS1 and RBS2). For a constant i the arguments leading to (58) and (59) can be generalized to three dimensions, in which case one would substitute
in these equations. In the end, our governing equations for one-dimensional damage and shear are (30)- (32) and (59).
Linear Stability Analysis
Again we examine the stability of a finite layer (with
) of constant porosity undergoing shear and assume that 
, and we require that the perturbation Ç % '
at the boundaries. The equations that are ) á 2
are the linearized mass conservation equation (44), which is unchanged from the self-separation stability problem, and two linearized force balance equations
where (61) results after substitution of (59) into (32),
, and
Equation (60) 
Thus shear and damage clearly accelerate the growth rate of the instability;for example, for cases in which
, the growth rate goes as
, which approaches infinity as
, it is possible that the growth rate can become singular at
and negative for larger wave numbers, in which case, the function ç ) § 2 acts as a low-pass filter, that is, only modes with sufficiently small § (large wavelength) grow, while others decay. Interpretation of this effect will be deferred to discussion of the nonlinear numerical solutions (section 5.3.2).
Nonlinear Solutions

Amplitude analysis.
As with the self-separation problem (section 4.3.1), we derive equations for the nonlinear evolution of a self-similarly shaped porosity anomaly in an infinite medium. For consistency, we use the same shapes for ¤ and AE employed in the self-separation problem (i.e., (47) and (50), respectively), in which case the mass conservation equation (30) again leads to (51). As with the self-separation amplitude analysis (section 4.3.1), the domain is infinite (¦
»
), and thus the relevant dimensional length scale is defined such that the half width . With these boundary conditions the equation governing velocity along the layer (31) has an analytical solution:
We eliminate G § È between (59) and (32) 
In deriving (66) (52) to (53). Equation (66) is a fifth order polynomial in Ï which can be solved to yield the function
(in fact, of the five possible roots, we choose the smallest, purely real, positive one such that (53) is recovered in the limit
) . This function is then substituted into (51) to determine the nonlinear evolution and growth of Î . In fact, the exact evolution of Î with time differs little in appearance from that of the self-separation problem discussed in section 4.3.1 (see Figure 2) . However, the timescale for separation and shear localization are affected significantly by shearing and damage. This timescale is again represented by the total time ÿ ¡ ¢ for Î to go from 0 to 1, and we consider here how ÿ ¡ ¢ is influenced by the parameters which represent shearing and damage (see Table  1 ) which implies that damage has little effect without imposed shear. We refer to this self-separation
which is only a function of and (see Figure 2a) . As the leading term in (66) yields
which leads to the asymptotic solution 
. 
( Figure 4c ). However, since the amplitude analysis assumes a single self-similar shape for ¤ that narrows with time, it cannot account for the low-pass filter effect of
predicted in the linear stability analysis. Overall, the amplitude analysis predicts a considerable acceleration of phase separation by the addition of shear and damage.
Numerical experiments.
We finally explore numerical solutions of (30)- (32) and (59), using, as with the self-separation problem, a finite difference scheme. As with the linear stability problem and previous numerical experiments, our dimensionless domain is
. We employ the same initial and boundary conditions as stated in section 4.3.2, with the additional condition that
. For simplicity, we do not fully explore all parameter space (which is, in fact, seven-dimensional, i.e., defined by 
Ó
; however, it is often more convenient to refer to Ô instead of (using (62); also see Table 1 ). The numerical solutions reveal three basic regimes which essentially depend only on Ô , as displayed in Figure 5 . These regimes are as follows:
1. For "low" values of Ô ( Ô ) the porosity field collapses essentially in the same manner as the surface tension driven self-separation problem (see Figure 3) . Only the growth rate of ¤ ÿ ¡ ¢ , the peak porosity value, appears to be affected by changes in . See section 5.3.2 for further discussion.
increased sharpening, leading to the regime discussed next.
2. For intermediate values of
) the porosity field undergoes a severe morphological change after some finite time. In particular, profiles of ¤ become concave above and below the centerline of % '
, developing cusps or sharp peaks ( Figure 7) ; soon after this sharpened peak forms the growth of
accelerates dramatically (Figure 6 ). At a certain point the peak becomes so sharp and the growth rates so steep that further numerical solutions are untenable; that is, the solution becomes numerically unstable as it appears to approach a singularity. We refer to this effect as a "tear localization," which is predicted by neither the linear stability nor amplitude analyses. As Ô exceeds 5, the narrow tear localization initiates sooner in the calculation, and as
, the localization occurs almost immediately after the calculation commences and barely progresses before approaching a singularity and thus ending the calculation.
3. When
in these cases), the separation and concentration of fluid into a narrow zone are precluded; the initial porosity anomaly undergoes some slight initial collapse to a square-shaped profile (Figure 8 ) and then ceases any further evolution. This ef- fect correlates with the exclusion of small wavelength (high wave number) instabilities (i.e., the low-pass filter effect) predicted by the linear stability analysis (section 5.2); that is, for
the porosity anomaly cannot collapse to less than a certain width (or wavelength). For cases of É 4 ' this minimum width is extremely large, thus effectively precluding significant collapse. We interpret the regime
as a state wherein shear and damage overwhelm surface tension driven self-separation and cause void generation and growth throughout the layer, over large wavelengths and thus nearly uniformly. In other words, when
, damage is so effective that instead of causing shear localization it effectively induces microcracking throughout the layer. We refer to this regime as the "distributed damage" regime ( Figure 5 ).
Discussion and Conclusion
Summary
A two-phase model that accounts for both surface tension and viscous deformational work on the interface between phases has been used to examine damage and shear localization. Even without shear and damage, the two vis- cous phases would naturally separate due to gradients in surface tension. However, shear and damage can affect phase separation in a variety of ways; the main parameter controlling this behavior is Ô , as defined in (62) (see also Table 1), which combines information about imposed shear velocity (or shear strain rate) with the damage partitioning (i.e., the fraction of deformational work stored on the interface as surface energy). The three basic behaviors or regimes arising from shear and damage are as follows:
1. For relatively small values of the parameter
for the cases shown in this study) the combination of shear and damage essentially only accelerates the natural self-separation.
2. With larger
for the parameters used here) shear and damage have a dramatic effect, in particular inducing a tear localization in which the porosity concentration becomes nearly singular in space and grows very rapidly.
3. Excessive amounts of shear and damage ( Ô ¥ for this study) can inhibit the separation of phases, inducing uniform void or microcrack generation in lieu of focused and 
, after which the field ceases evolution and the calculation goes numerically unstable. Even during this slight collapse the porosity field assumes a broadened square shape, indicating the exclusion of small-wavelength features (i.e., no narrow or even rounded peaks as in Figures 3 and 7) . weak shear zones.
The theory and calculations presented here are still fairly idealized. Nevertheless, the three regimes listed above are suggestive of some basic behavior of failure and cracking (with the caveat that that the theory is based on viscous flow while brittle and brittle-ductile failure involves damage in elastic and plastic materials). For low stress and deformation rates, brittle and brittle-ductile materials are known to experience distributed microcracking which, especially with increased stress and deformation, leads to focusing of microcracks along narrow shear planes [Lockner, 1995; Evans and Kohlstedt, 1995; Mathur et al., 1996; Regenauer-Lieb, 1998 ]. This behavior is suggested by the first two regimes presented here. The third regime of distributed void generation and inhibition of localization at high shear rates suggests that at a critical deformation rate, the damage around the shear localization can no longer accommodate the energy input by the imposed deformational work, thus leading to deposition of energy in the form of damage throughout the volume of the material. In terms of damage permeating the medium instead of becoming localized, this behavior is suggestive (again keeping in mind all the theory's inherent simplifications) of crack branching instabilities wherein at a critical crack speed smoothly propagating cracks give way to branching and extensive distributed damaging of the surrounding material and retardation of the original crack's propagation [Boudet et al., 1995; Sharon et al., 1995; Marder and Fineberg, 1996; Fineberg and Marder, 1999; Adda-Bedia et al., 1999; Sander and Ghaisas, 1999] .
Applications to Plate Boundary Formation
Given its underlying viscous-flow formalism, the present theory is clearly more applicable to long-timescale geodynamical processes than to fracture and earthquake mechanics. Indeed, one of our primary motivations for this study is understanding the generation of tectonic plates from a convecting mantle, in particular, the focusing of lithospheric weak zones into plate boundaries [see Bercovici et al., 2000] . Thus, although the theory and model calculations presented are rather idealized, we will venture some speculation and evaluate the various model parameters as applicable to the Earth's lithosphere. In this case, we assume that the matrix is lithospheric silicate (w 8 7 × ¥ ' y @ 9
Pa s [Beaumont, 1976; Watts et al., 1982] metals show that partitioning of deformational work toward damage is typically 15-20% and maybe as much as 60% Chrysochoos et al., , 1996 .) Finally, the minimum timescale, using ¬ w 8 7 d P ) i I q v 2
, for lithospheric processes would be of the order of 100 Myr, which is also representative of the localization time in the model (i.e., the dimensionless time intervals for the shear localization calculations are of order 1-10; see Figure 6 ). Although this is a plausible timescale for slow tectonic processes (e.g., it is typical of a convective timescale), it is probably too large for plate boundary formation and certainly is too large to accommodate rapid boundary reorganizations. However, given the simplicity of both the theory and model calculations, obtaining timescales, velocities, and partitioning values that are tectonically and mechanically plausible is a positive step. Nevertheless, there is no doubt that further sophistication and realism must be incorporated into the theory before even moderately precise predictions can be ventured.
Future Directions
The two-phase model presented here offers a fundamental approach to treating damage; even with its simplifications, it predicts shear focusing, a narrow, nearly singular tear or crack-like localization, and even distributed damage and defocusing of microcracks suggestive of crack-branching instabilities. Nevertheless, the model has considerable room for improvement and sophistication, e.g., inclusion of anisotropy to account for organized interconnectedness of pores at low porosity; viscoelasticity to account for elastic storage of deformational energy; thermomechanical effects (e.g., thermal expansion of the fluid phase which affects pore pressure, thermoviscous behavior of matrix material, and temperature sensitivity of surface tension); phase changes and melting; phase reactions such as hydration and annealing, to name a few. Moreover, this study has been confined to one-dimensional calculations. Thus, even aside from further sophistication, future studies will use the theory to examine damage and localization in more complex geometries, such as in uniaxial compression, folding, slope failure, source sink driven models, buoyancy, and convectively driven flows. Invariably, the applications of the two-phase damage theory to numerous fields, such as granular dynamics, earthquake dynamics, structural geology, and generation of plate tectonics from mantle flow, are potentially endless.
