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Abstract
This thesis discusses the development of Charge-Couple Device (CCD) and Electron Multiplying 
CCD (EM-CCD) technology for high resolution X-ray spectroscopy. Of particular interest is the 
spectral resolution performance of the devices alongside the optimisation of the quantum 
efficiency through the use of back-illuminated CCDs, thin filter technology and improved 
passivation techniques. The early chapters (1 through 5) focus on the background and theory that 
is required to understand the purpose of the work in this thesis and how semiconductors can be 
used as the detector of high resolution X-ray spectrometers. Chapter 6 focuses on the soft X-ray 
performance of three different types of conventional CCD using the PTB beamline at BESSY II. The 
results show that there is degradation in spectral resolution in all three devices below 500 eV due 
to incomplete charge collection and X-ray peak asymmetry. The Hamamatsu device is shown to 
degrade faster than the CCD30-11 variants and this is attributed to the thickness of the active 
silicon (>50 pm) in the device and also its thicker dead-layer (~75 nm) which is found by 
evaluating the device's soft X-ray QE). The charge loss at the back-surface 
generation/recombination centres is also investigated and is found to be higher in the 
Hamamatsu device, again due to its thicker dead-layer. Chapter 7 is an investigation of the 
Modified Fano Factor which aims to describe the spectral resolution degradation that is expected 
when an EM-CCD is used to directly detect soft X-rays. The factor is predicted analytically, 
modelled and then verified experimentally allowing EM-CCD performance over the soft X-ray 
range to be predicted with high levels of confidence. Chapter 8 is a detailed look into work 
completed for the phase 0 study of the off plane X-ray grating spectrometer on the International 
X-ray Observatory. The work includes a detailed contamination study, effective area analysis, the 
pointing knowledge requirement and the use of filters to minimise optical background
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Introduction
Chapter 1: Introduction
1.1 X-ray astronomy
X-rays are a form of radiation that occupies the shorter, ionising, wavelengths 
(10'8 m to 10'11 m) of the electro-magnetic spectrum. They are produced by the most energetic 
cosmological events and travel across the Universe with low attenuation from the inter-galactic 
medium. X-ray astronomy refers to the observation and study of X-rays to determine the 
properties of the region of the Universe they were emitted from. However, as the Earth's 
atmosphere is opaque to X-rays, X-ray observations have to be made above the Earth's 
atmosphere.
X-rays are generated through 3 main mechanisms. Thermal, where the temperature of an object 
causes X-ray emission, Synchrotron/Bremsstrahlung, where X-rays are emitted due to a change in 
the velocity of charged particles and ionisation, where the removal of an electron from an atom 
allows an electron at a higher energy to fill the vacancy emitting an X-ray photon.
Stars, like the sun, produce X-rays due to their high temperature (coronal temperature of ~106 K) 
and through the detection of these X-ray photons, properties of the star can be inferred. Strong 
gravity regions also emit X-ray photons through synchrotron emission, as the matter trapped 
inside the strong gravitational region is accelerated[Gorenstein, 1990].
Astrophysicists are interested in large scale structure formation and feedback mechanisms. The 
key to understanding these processes lies in understanding the properties of regions of high 
temperature or strong gravity and in forming a clear picture of the make-up of the intergalactic 
medium. In particular, the intergalactic medium is thought to be the location of much of the 
missing baryonic content of the Universe [Nicastro, 2010]. Through the identification of this 
content, feedback mechanisms in the galaxy can be better understood and the Standard 
Cosmological Model can be better constrained [Barcons, 2010].
Charge-Coupled Devices (CCDs) have been regarded as excellent detectors for X-ray detection 
since they were first flown on the Japanese mission ASCA (Advanced Satellite for Cosmology and
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Astrophysics) [Tanaka 1994]. With its good spatial and spectral resolution, low dark current when 
cooled, large format image area, low readout noise and space heritage, the CCD is a reliable and 
effective detector for X-ray instruments [Lumb, 1990].
1.2 Research goals
The research goal of this thesis is the optimisation of CCDs for soft X-ray detection on future space 
missions. To optimise the CCDs, an evaluation of the performance of different detector types was 
necessary to identify characteristics that improve soft X-ray detection.
The research goal was achieved through the evaluation of traditional CCDs at soft X-ray energies 
to investigate how developments in back-surface passivation techniques have affected 
performance in both e2v and Hamamatsu detectors. The work was designed to feedback 
information into the WHIMEx (Warm-Hot Intergalactic Medium Explorer) proposal to NASA 
(National Aeronautics and Space Administration) for an explorer mission. WHIMEx was a high 
resolution X-ray spectrometer designed to cover the 0.25 keV to 2.5 keV energy range making 
high spectral resolution at low X-ray energies a vital specification on the detectors for the mission.
A second study evaluated the performance of Electron-Multiplying CCDs (EM-CCDs) at soft X-ray 
energies, specifically the noise effect that the use of multiplication gain had on the spectral 
resolution. It is well understood that multiplication gain can be used to reduce the effective 
readout noise of a device to sub-electron levels and in optical applications where readout noise is 
dominant; this makes low-light-level imaging possible. At X-ray energies the shot noise on the 
signal becomes dominant and as there are a large number of electrons in the charge cloud, 
multiplication noise also has a more significant effect on the total noise. The work in this study 
was designed to develop and test a hypothesis that would allow the noise generated by the 
multiplication gain process to be predicted, allowing the spectral resolution performance of the 
device to be calculated for different energies and levels of gain. The suppression of the readout 
noise that an EM-CCD makes possible allows lower energy X-ray events to be detected. On a 
spectrometer, where position determines energy, the detection of part of a low energy soft X-ray
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interaction is enough to re-construct that interaction and, with internal gain, an EM-CCD enables 
these events to be seen. The degradation in spectral resolution can interfere with order 
separation, so this study will enable the instrument to be designed to allow for this effect.
A third study investigated the dead-layer thickness of CCDs passivated using ion implantation at 
e2v technologies. Using a Secondary Ion Mass Spectrometer (SIMS) it was possible to map the 
boron concentration as a function of depth into the device and this information could be used to 
produce more accurate models for the quantum efficiency performance of the device.
The work carried out for this thesis was funded by a Co-operative Award in Science and 
Engineering (CASE) studentship from STFC in collaboration with e2v technologies of Chelmsford, 
Essex, UK.
1.3 Thesis organisation
This thesis is organised into 9 chapters including this introduction with the early chapters 
developing the techniques and understanding needed for the later experimental chapters where 
the research goals of the thesis are investigated.
Chapter 2 reviews X-ray detection, focussing on achieving high resolution through the use of 
reflection spectrometers. The technology developed for X-ray detection is discussed and each 
technique is shown to provide a way of optimising a particular aspect of X-ray detection. Past, 
current and future X-ray space missions are described, paying attention to the detectors that are 
used and how future missions will lead to an improvement in scientific capability.
Chapter 3 explains the operation of a Charge-Coupled Device (CCD), from the doping of silicon 
allowing the manipulation of the photon detection performance to device architecture and 
readout modes. The buried channel CCD and its development from the combination of a MOS 
capacitor and p-n junction led to advances in noise performance and charge transfer operations 
that are discussed. CCDs have become a major component in X-ray instruments due to their high 
quantum efficiency. The readout noise of CCDs has been minimised with the advent of EM-CCDs
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that use internal gain to effectively reduce this noise; therefore, the advantages and 
disadvantages of this new technology are evaluated.
Chapter 4 focuses on back-illumination technology, as the work in this thesis is based on soft X-ray 
detection where back-illumination provides the highest Quantum Efficiency (QE). The 
back-thinning of CCDs and the resulting oxide growth causes an accumulation region to develop 
close to the Si-Si02 interface that can result in lost charge. To mitigate this effect several 
back-surface passivation processes have been developed and they are described and evaluated.
Chapter 5 is a summary of the devices used in this thesis, the laboratory equipment that made the 
characterisation and testing of the devices possible and the data analysis techniques used. 
Specialist equipment to allow the cooling of the CCDs under a vacuum environment was 
necessary to test the devices in similar conditions to those that would be expected on a space 
mission. The equipment also needed to be adaptable enough to be used with different device 
types and at different locations. The data analysis tools enabled raw data to be turned into a 
meaningful result and they are used throughout this thesis.
Chapter 6 describes a series of experiments using the PTB (Physikalisch-Technische Bundesanstalt) 
beamlines at the BESSY II synchrotron in Berlin. The CCDs (CCD30-11 and Hamamatsu 
S7171-0909) were tested at soft X-ray energies and their performance compared. The 
measurements that were of specific interest were the energy resolution across the 150 eV to 
1900 eV energy range, the partial event fraction (especially at the lower energies) and the QE of 
the Hamamatsu device. The PTB beamline and its operation is discussed in some detail, as the 
broadband high accuracy energy provision and tuneable flux of the beamline is very important to 
the success of the experiment, before focussing on the experiment and results from the CCDs.
Chapter 7 introduces the Modified Fano Factor as an extension of the Excess Noise Factor. The 
Modified Fano Factor, which is a measure of the degradation in spectral resolution expected 
when detecting X-rays in an EM-CCD with multiplication gain, is predicted analytically, modelled 
with a Monte Carlo simulation and then verified experimentally with 55Fe X-rays (5898 eV). The
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result of this factor is then used to evaluate the performance of EM-CCDs on future X-ray space 
missions. The investigation into the Modified Fano Factor continues, but at 1000 eV and with two 
different devices. The first experiment was unable to verify the Modified Fano Factor due to 
event splitting and the causes of this are explored. The second experiment is designed to 
minimise event splitting allowing the Modified Fano Factor to be verified for 1000 eV photons. 
Finally, the Modified Fano Factor is investigated using the K-shell fluorescence of aluminium 
(1487 eV).
Chapter 8 discusses the proposed International X-ray Observatory (IXO). The work in this thesis is 
tuned towards the improvement of CCD detector technology for soft X-ray spectrometers such as 
the Off-Plane X-ray Grating Spectrometer (OP-XGS) on IXO. The OP-XGS was planned to be the 
highest resolution spectrometer of its type and the planning and development that was required 
to present a possible instrument is documented, focusing on the work completed for this study by 
the author. The major contributions that the author made to this study were on QE prediction, 
effective area, stray light requirements and filter development, pointing knowledge, camera array 
layout and contamination. The work covered in this chapter is also applicable to the WHIMEx 
mission proposal.
Chapter 9, the final chapter, recounts the main conclusions arising from the work of this thesis 
and assesses the possible directions for further work that could be undertaken.
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Chapter 2: X-ray spectrometers
2.1 Introduction
Spectroscopy originated as the study of visible light dispersed according to its wavelength through 
a prism, but has since expanded to cover the majority of the electro-magnetic spectrum. 
Spectroscopy is now the study of the interaction of matter and electro-magnetic radiation 
through the discrimination of different wavelengths of photons either by a detector or through 
the use of a dispersive element. By having an understanding of atoms, spectroscopy can be used 
to determine the constituent parts that exist in fluoresced materials [Bearden, 1967].
According to quantum mechanics, the energy levels within an atom are limited to certain discrete 
values determined by the energy levels of their electron shells. When an atomic or molecular 
system absorbs or emits electro-magnetic radiation, the system goes from one energy level to 
another. The Bohr Frequency Condition states that the difference in energy level must equal the 
energy of the Electro-Magnetic radiation absorbed or emitted, Equation 2.1 [Bohr, 1913], where 
Ei and E2 are the separate energy levels that the transition occurs between (J), v is the frequency 
of the electro-magnetic radiation related to this transition (s'1) and h is Planck's constant 
( 6 .626x 1 0 34J s 1).
AE =  E2 - E ± =  hv (2.1)
Spectrometry is more restrictive than spectroscopy as it refers to the measurement of the 
intensity of absorption or emission at specific energies, rather than a range. A spectrometer is an 
instrument used to probe a property of electro-magnetic radiation at a specific frequency. In the 
case of X-ray spectrometers the radiation is at X-ray energies. Through the analysis of detected 
X-rays, features about the material that the X-rays have passed through or been generated by can 
be found from their absorption and emission spectra.
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2.2 Absorption and emission spectra
The process of absorption occurs when an atom absorbs a photon and goes to a higher energy 
state, usually due to an electron exciting into a higher energy electron shell. When the atom or 
molecule subsequently relaxes, the electron falls into a lower, unoccupied shell and a photon 
corresponding to the transition energy is radiated. The photon can be emitted in any direction 
causing an absorption line in the spectrum indicating which atom absorbed the photon as each 
atom has a unique set of spectroscopic energies.
The emitted photon from the atom is seen as a peak in the detected spectrum, also giving 
information about the nature of the substance if it can be resolved, which requires the use of an 
X-ray spectrometer [Young, 2000].
2.3 An Introduction to X-ray Spectrometers
X-ray spectrometers are able to determine the energy of incident electro-magnetic radiation, 
either through the inherent spectral resolution of the detector used or through the use of a 
dispersive element such as a grating.
2.3.1 Electro-Magnetic Radiation
A wave has three distinct properties: wavelength, frequency and amplitude. The wavelength, 
A (m), of a wave is the distance between two corresponding positions on a wave as shown in 
Figure 2.1.
Time
Figure 2.1: Atypical wave shown with respect to time and wave amplitude. The wavelength, A, is marked.
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The frequency, v (s'1), is a measure of the number of waves that pass a given point in 1 second 
and the product of the wavelength, A (m), and the frequency is the velocity, V (m/s) which, for 
electro-magnetic radiation in a vacuum is equal to the speed of light, c (~3 x 108 m s'1).
c =  Av (2.2)
In 1905, Albert Einstein used the photo-electric effect to explain the behaviour of light using a
particle model [Einstein, 1905]. Einstein suggested that each particle of light had a specific
amount of energy, E, that depends on its frequency, Equation 2.3:
E =  hv (2.3)
The photo-electric effect shows that light energy is quantised and each quantum is called a 
photon; light can be thought of as a particle [Young, 2000].
2.3.2 Spectral resolution
The spectral resolution of a detector is often described by the Full-Width-Half-Maximum (FWHM) 
of the detected photon peak, Figure 2.2.
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Figure 2.2: The figure shows a typical Gaussian X-ray peak for 365 eV X-ray photons. The FWHM of the peak is a 
measure of the width of the peak at half of the maximum amplitude and can be used to describe a
detector's spectral resolution.
The limit on how narrow an X-ray peak FWHM can be is determined by the intrinsic statistical 
fluctuations and other noise sources in the system. The smaller the FWHM, the higher the 
spectral resolution of the detector and so the closer two spectral lines can be together and still be 
resolved. In order to develop an instrument with a total resolution that is not limited by the
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performance of the detector, a dispersive element such as a grating is required 
(Section 2.3.7).
2.3.3 Spatial Resolution
Spatial resolution is a measurement of how accurately the position of photon interaction can be 
determined. In the case of a dispersive spectrometer, the position that the photon interaction 
occurred determines the photon's energy and so a high spatial resolution will allow the 
spectrometer to have a high total energy resolution. The effect of having more pixels in a 
detector on the spatial resolution is shown in Figure 2.3.
>=>
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Figure 2.3: The loss of spatial resolution by going from a 6x6 pixel array (a) to a 3x3 array (b) is shown. The arrays are 
the same size, but the higher pixel density in array (a) gives more spatial information.
2.3.4 Angular Resolution
Angular resolution is a measure of the focusing ability of an optic. The angular resolution is 
usually given as the Point Spread Function (PSF), the Half Energy Width (HEW) or the Half Power 
Diameter (HPD). The PSF describes the response of an imaging system to a point source or object, 
the HEW and the HPD are a measure of the angle within which half the photons coming from a 
point source are focused by the optics with the HEW being European and the HPD being American 
[Tanaka 1994].
2.3.5 Instrument resolution
Total instrument resolution is a measure of the angular resolution of the optic, the spatial 
resolution of the dispersive element and the spectral resolution of the detector combined. The 
resolution gives an indication of how close two different spectral signals can be to each other and 
still be identified as different signals. For a reflection based grating spectrometer, the resolution
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that is achieved is a function of the groove density on the grating and the distance between the 
grating and the target where the dispersed spectrum will be collected (known as the throw). For 
a perfect grating the resolving power of a spectrometer is defined by Equation 2.4, where V is the 
equivalent velocity Doppler width [Ball, 2006].
=  =  I  (2.4)
AA A E V
Factors that also need to be taken into consideration when calculating the resolving power of the 
grating include: alignment, surface roughness and contamination. For example, the spectrometer 
on XMM-Newton has a resolution of 300 which equates to being able to resolve photon signals at 
598 eV from those at 602 eV [Brinkman, 1996]. In practice the gratings will never disperse 
perfectly as the dispersion will be degraded by scattering due to the inherent roughness of the 
surface and contamination. In addition, imperfections in the alignment of the grating to the 
incident radiation will cause changes in the grazing incidence onto the grating, affecting its 
reflectivity. Imperfections in the grating may cause the same energy and order of radiation to be 
dispersed to different parts of the focal plane causing a more diffuse reflection than normal. To 
cater for these imperfections an instrument is designed to have better resolution than required (a 
safety margin). To distinguish two X-ray energies from each other the instrument must be able to 
correctly identify the two separate photon peaks or to be able to deconvolve the spectra to regain 
the initial photon information. One method to determine if the discrimination is possible is called 
the "baseline criterion" which requires that the first photon peak has fallen to the background 
noise value before the second photon peak begins to rise. A second method is the "Rayleigh 
criterion" which requires that the maximum in one peak occurs at the point that the other peak 
has fallen to the background level [Rayleigh, 1879]; however, if the response is Gaussian it will 
never reach the baseline level and so the point that the peak reaches half maximum is used. 
These criteria are illustrated by Figure 2.4.
The greater the dispersion from the grating, the larger the separation between the peak 
maximums and this leads to a higher resolution. The dispersion is dependent on the grating
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instrument design (groove density and throw) which is discussed in more detail later in the 
chapter. The width on the peak is caused by imperfections in the grating (or detector) as 
discussed previously.
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Figure 2.4: The wavelength separation required to achieve baseline criterion resolution (top) 
and Rayleigh criterion resolution (bottom) is shown.
2.3.6 X-ray optics
X-ray optics use total external reflection to focus the X-rays.
2.3.6.1 Total external reflection
Total external reflection is the method used to disperse X-rays from a surface, which requires the 
X-rays to be reflected at an angle less than the critical angle for the incident photon (grazing 
incidence). Total external reflection occurs when a photon is completely reflected by a surface 
when travelling in a different medium, hence external to the surface. The photon travels in a 
vacuum and is reflected off the grating surface. If the angle is larger than the critical angle the 
photon will transmit through or be absorbed by the surface. The critical angle for total external 
reflection, 0C, is given by Equation 2.5, where X is the wavelength of the X-rays, r0 is the classical 
electron radius and Ne is the electron density of the reflector material, Figure 2.5 [Kahn, 2005].
6C =  V4tt (A2r0JVe) (2-5)
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Equation 2.5 shows that the critical angle is proportional to the wavelength or inversely 
proportional to the energy of the X-ray. The higher the energy of the X-rays, the shallower the 
angle needs to be for total external reflection and this requirement led to the development of 
graze angle X-ray optics.
he
Figure 2.5: The image shows the critical angle for total external reflection of a material. Equation 2.5 calculates the 
angle at which incident radiation will reflect off a surface and is vital to X-ray optics.
2.3.6.2 X-ray optic design
Giacconi and Rossi proposed a telescope design in 1960 that used a parabolic mirror to focus 
on-axis X-rays; however, off-axis images suffered from a coma effect causing the X-rays to be 
magnified by different amounts, hence causing oval distortions [Gaicconi, 1960], Figure 2.6. ‘
Parabolic Reflecting Surface
Incident X-rays
Optical Axis
Focal Point
Figure 2.6: An image of the Giacconi & Rossi parabolic optic.
In order to fix the coma effect and produce highly focused off-axis images with X-ray optics, a
second stage hyperboloid (Wolter I and II optics) or ellipsoid (Walter III optic) reflecting mirror
was incorporated into the design, Figure 2.7.
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Figure 2.7: Images showing the Woltertype I, II and III optics.
The Wolter type I and II optics can be built in a very compact style and so make them very useful 
for space missions. The optic mirrors can be nested in shells around the focal point to increase 
the effective area of the optics, Figure 2.8.
Figure 2.8: An example of the nested shells of X-ray optics mirrors. Successive shells of paraboloid and hyperboloid 
mirrors enable an optic to be developed with high throughput and large effective area [Barcons, 2010]
Each shell needs to be aligned at a slightly different angle to cause the X-rays to be focused at the 
same point on the focal plane. The mirrors have to be flat (have a small figure error) to ensure 
that the graze angle is always below 6C and have to be smooth so that there is very little 
scattering from the surface to maintain the X-ray focus, and thereby ensure a high level of 
throughput and angular resolution.
2.3.7 Gratings
A grating spectrometer uses the principle of X-ray diffraction to disperse the incident radiation 
and is based on the principle first explained by Thomas Young in 1803 using the double slit 
experiment. The experiment showed that light passing through two slits creates a pattern of 
interference fringes on a screen which can be explained by the diffraction of the light as it passes
Paraboloid Hyperboloid
Mirrors Mirrors
X-rays
Focal point
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through the slits. The size of this dispersion is defined by the slit spacing, the distance that the 
dispersion occurs over (throw) and the wavelength of the incident radiation.
When photons are reflected, a smooth surface will reflect all of the waves in the same direction 
(specular reflection) and an uneven surface will cause the radiation to be reflected in a variety of 
directions (diffuse reflection) [van de Hulst, 1981].
If there is a requirement on the spectrometer to provide a certain level of resolution, the gratings 
must have a high enough groove density and the throw must be long enough to achieve this 
requirement. The groove density is the number of lines that are etched onto the grating 
substrate per mm (analogous to split spacing) and the throw is the distance between the gratings 
and the instruments focal plane. The relationship between dispersion angle, groove density and 
wavelength, X (m), can be seen from Equation 2.6, where m is the order of diffraction, P is the 
grating period (the distance between adjacent grooves (mm)), a is the angle of incidence of the 
radiation and P(X)m is the angle of diffraction for order m [Heilmann, 2011].
mX =  P(sina — sin/?(/l)m) (2.6)
Assuming that the order, the incident angle and the wavelength of the radiation are constant then 
Equation 2.6 becomes:
Psin/? oc constant (2.7)
Therefore, if P increases, /? (the angle of dispersion) decreases and, as P is the distance between 
grooves, to achieve a larger dispersion the grooves have to be closer together giving a higher
groove density. With a larger throw, the different energy photons will become more dispersed
before they reach the focal plane increasing resolution.
There are two types of dispersive grating; the transmission grating and the reflection grating.
2.3.7.1 Transmission gratings
A transmission grating is made up of a series of slits that the incident radiation passes through,
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Figure 2.9: A transmission grating used that could be used fo r X-ray grating spectrometers that is made out of silicon
[Weitkamp, 2005].
The w idth between the slits in the grating determines the amount of dispersion tha t occurs and is 
described by the grating equation (Equation 2.6). The dispersion created by a transmission 
grating is shown in Figure 2.10.
Grating
M o n o c h ro m a tic  Inc iden t 
ra d ia tio n
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▼
Figure 2.10: The figure shows incident radiation falling onto a grating normal to  the grating surface (a = 0). The 
radiation is dispersed by an angle [3 that is dependent on the grating period, P, the dispersed order, m, and the
wavelength, X .
Electro-magnetic radiation at d ifferent wavelengths w ill be dispersed by the transmission grating 
at d ifferent angles causing each wavelength to  be detected at a d iffe ren t position on a detector 
array. A transmission grating disperses its radiation to  both sides o f the zero-order position, the 
position that the un-dispersed waves would be detected (specular reflection); therefore, in order 
to  detect all o f the dispersed radiation either tw o detector arrays have to  be used on e ither side 
of zero order or the grating can be blazed, Figure 2.11.
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Figure 2.11: For the blazed transmission grating shown, the grating slits are held at an angle to the incident radiation, a, 
causing a reflection off the grating surface, preferentially dispersing the radiation to one side of the zero order position.
The creation of a reflection in the transmission grating by altering a is the equivalent of blaze in a reflection grating
[Heilmann, 2011].
The introduction of blaze into the system forms a Critical Angle Transmission Grating. The 
reflection of the grating wall has to be shallower than the critical angle so that the X-rays totally 
externally reflect which puts a limit on the maximum blaze that the grating can have and, as the 
angle is so shallow, can lead to alignment problems. The blaze angle on a transmission grating is 
equal to the incident angle, a. The blaze causes a reflection of the photons off one side of the 
grating, and the X-rays are dispersed to one side of the zero order. To ensure the grating has a 
high efficiency the angle of incidence, a, needs to be such that the photons have a high 
reflectivity off the surface. At X-ray energies this requires an angle of grazing incidence < 3° 
(Figure 2.17). The depth of the grating, d, needs to be short enough that the incident radiation 
only reflects off one side of the grating and the thickness of the grating, b, needs to be thin to 
maximise the mechanical throughput of the system. If radiation is incident on the edge of the 
grating slits it will not be transmitted, reducing the efficiency of the grating. The grating needs to 
be designed to be thin, but also strong, as it may be required to withstand the forces associated 
with a launch into space. The major challenge with transmission gratings is making them strong 
enough for space applications while having good efficiency and high throughput.
2.3.7.2 Reflection gratings
Reflection gratings use the reflection of the incident radiation from the surface to disperse the 
radiation according to its wavelength. The grating has a surface that has been ruled with closely
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spaced grooves, tuned to the wavelength, A, of the incoming radiation and the level of dispersion 
required. When incident electro-magnetic radiation is reflected from the grating surface, each 
groove acts like an independent transmission slit dispersing the radiation depending on its 
wavelength, A, as given by the grating equation [Cash, 1991], [McEntaffer, 2004], where d is the 
distance between consecutive grooves (groove density is therefore 1/d), a is the angle of the 
incoming light, (3 is the direction of preferential diffraction, y  is the graze angle of the radiation to 
the gratings and m is the order of the diffraction (Equation 2.8). Figure 2.12 shows an off-plane 
grating as the dispersion of the X-rays is across the plane of the groove direction.
dsinyisina +  sinfi) =  mA (2.8)
When m = 0 the incident radiation is not dispersed and travels to the zero-order position 
(specular reflection). Increasing integers of m (1, 2, 3...) are called the 1st, 2nd, 3rd... orders 
respectively and fall at different positions on the focal plane.
\  a
(a) (b)
Figure 2.12: The basic design of a reflective off-plane grating is shown. The orientation of the incoming X-rays to a 
grating is shown from the side (a) indicating the graze angle, y, and from above (b) indicating the angle of the incoming
light, a, and the dispersion direction, /?.
The dispersed orders can be both positive and negative and fall on both sides of the zero-order 
position, Figure 2.13. The dispersion into positive and negative orders, as with the transmission 
grating, means that to collect all of the dispersed radiation two detector arrays or blazed gratings
are required.
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Figure 2.13: The figure shows dispersed radiation falling to either side of the zero-order in positive and negative orders
when dispersed from an off-plane sinusoidal grating.
To make a reflection grating blazed the grating profile goes from a sinusoid, Figure 2.13, to a saw 
tooth, Figure 2.14. The saw tooth profile preferentially disperses the incident X-rays to one side 
of the zero-order position, allowing twice the throughput of dispersed X-rays to be collected by a 
single detector array.
(a) (b)
Figure 2.14: SEM image of a blazed reflection grating (a) [Chang, 2004], with a schematic of the blazing shown in (b).
In a blazed grating, the grating will have its highest efficiency when a =  (3 =  0 (where 0 is the
blaze angle shown in Figure 2.14(b)). By solving Equation 2.8 for this condition the gratings can be
optimised to maximise the diffraction efficiency at a particular wavelength.
2 dsinysind =  mA (2.9)
The maximum will occur at different wavelengths in different orders and so multiple orders can 
be used across the bandpass to maximise the throughput of the grating across the desired energy 
band, Figure 2.15. The blaze angle can be manufactured to be preferential in either positive or 
negative orders.
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Figure 2.15: The grating efficiency of different orders of dispersed radiation with the grating blazed to maximise 
efficiency at 400 eV in the second order. To achieve a high total efficiency, several dispersed orders are required.
The reflection grating described above is known as an off-plane grating as the dispersion is not in 
the plane of the incident radiation (the dispersion is also known as conical diffraction). Another 
form of reflection grating is the "on-plane" grating (used on the RGS on XMM-Newton, 
Section 2.4.1). The RGS grating has the grooves rotated by 90° making them perpendicular to the 
incident radiation (Figure 2.16). The dispersion is then in the same plane as the incident radiation 
[Brinkman, 1996].
The on-plane grating method of diffraction is the same as in the off-plane case allowing the 
grooves of the gratings to be preferentially blazed; however, on-plane gratings can have problems 
with full-illumination, grating array stacking and high surface flatness requirements. These issues 
are discussed in more detail in Chapter 8.
Figure 2.16: Diagrams to show the dispersion from an on-plane grating. The image shows the graze angle, y, which is 
equal to the incident angle, a, and the angle that the radiation is diffracted by is also shown, S [den Herder 2001],
Diffracted radiation
Incident radiation
Incident radiation
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While dispersive grating elements produce high resolution spectra, the detection efficiency of the 
instrument is low (<20% of the incident photons) due to obscuration and reflection and 
transmission losses [de Korte, 2000]. High resolution spectra can be produced through the use of 
cryo-cooled detectors and so the choice of detector for an instrument is vital to the instrument 
design.
2.3.8 Detecting the spectrum
There are many types of detector that are capable of detecting the spectra dispersed from a 
grating, but they are all required to have certain features:
• They must be able to respond to changes in the incident photon intensity, requiring good 
responsivity, sensitivity and dynamic range.
• They must have a good Signal-to-Noise (S/N) ratio.
The detectors are normally split into "scanned systems", where a single-element sensor is used to 
detect different energies through scanning it across the focal plane, or "static systems", where 
position-sensitive arrays detect the position at which the photon interaction occurs. As most of 
the detectors are made from silicon, they have the same quantum efficiency for a given energy.
2.3.9 Scanned systems
2.3.9.1 Phototube
A phototube uses the photo-electric effect to generate a current from absorbed photons. A metal 
surface with a low work function absorbs the photons and electrons are emitted. They are 
attracted to the positively biased anode and the current measured is proportional to the number 
of photons absorbed. Phototubes were formally used for the reading of optical soundtracks for 
projected films but have been superseded by photodiodes.
2.3.9.2 Photomultiplier tubes
A Photomultiplier Tube (PMT), like the phototube, uses the photo-electric effect to generate 
electrons that are attracted by an anode; however, a PMT has several electrodes (called dynodes) 
that are at sequentially higher voltages. The electrons are attracted to each dynode and strike its'
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surface releasing more electrons creating an electron cascade. The multiplication of the signal 
makes the PMT ideal for photon starved applications, but higher flux applications can cause 
detector saturation. PMTs are used in medical applications such as blood analysis and in research 
to measure the intensity and spectrum of light-emitting materials [Young, 2000].
2.3.9.3 Proportional/gas counter
A proportional counter detects X-rays through the photo-ionisation of an inert gas, such as Argon 
or Helium. The number of ion pairs collected by the anode directly relates to the operating 
voltage allowing the energy of the incoming photon to be found. Using an array of proportional 
counters allows the spatial position of the photon interaction to also be found. Proportional 
counters were used on Einstein, Ginga and ROSAT [Giacconi, 1979], [Turner, 1989], 
[Truemper, 1982].
2.3.9.4 Micro-Channel Plate
A Micro-Channel Plate (MCP) is made from millions of thin capillaries (micro-channels) that have 
been fused together and sliced into a plate. When a photon is incident onto the MCP it enters 
one of the micro-channels and frees an electron from the channel wall through photoelectric 
emission. The channel is held at a high potential difference along its length and the electric field 
accelerates the photo-generated electron through the micro-channel. The impact with the wall of 
the channel then causes several electrons to be freed by via secondary emission. The emitted 
electrons in turn impact on the micro-channel wall generating more electrons. The secondary 
emission multiplication process repeats itself through the length of the micro-channel until 
several thousand electrons emerge from the rear plate. MCPs are compact, lightweight, have 
good temporal resolution and have a high gain that allows them to detect very small signals; 
however, as the multiplication gain is noisy the detector has poor spectral resolution. MCPs are 
used in analogue oscilloscopes to produce more intense on screen images and are often found in 
mass spectrometers [Wiza, 1979].
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2.3.9.5 Bolometer/calorimeter
Calorimeters use absorber crystals that are heated through detection of an incident X-ray photon. 
The photon excites an electron from the absorber material which can then move through the 
crystal dispersing its energy which is detected as heat. The increase in temperature, measured 
with a thermometer, is directly proportional to the energy of the incident photon. The absorbers' 
temperature is reset through a thermal connection to a heat sink. A calorimeter needs to be kept 
at very low temperatures as the change in temperature caused by an incident photon is small. An 
array of small calorimeters (microcalorimeters) can be used to spatially resolve incident photons 
[de Korte, 2000]; however, their use in space applications has so far been unsuccessful, most 
recently with the cryogenic failure of Suzaku [Takahashi, 1998], [Mitsuda, 2007].
2.3.9.6 Transition Edge Sensors
A Transition Edge Sensor (TES) is a highly sensitive thermometer used to measure the 
temperature change in a bolometer or calorimeter. The sensor uses the strongly temperature 
dependent resistance of the superconducting phase transition. By cooling a TES to just below its 
superconducting critical temperature and electrically biasing it, the TES has a small resistance. 
The detected photon in the material above the transition edge sensor raises its temperature, 
driving the TES into a non-conducting state and increasing its resistance. The change in resistance 
relates to an increase in temperature and therefore, the amount the energy of the incident 
photon can be calculated [de Korte, 2000], [Moseley, 1984].
2.3.9.7 Superconducting Tunnel Junction
A Superconducting Tunnel Junction (STJ) consists of two superconductors separated by a thin 
insulating layer. Current is able to pass between the superconductors through quantum 
tunnelling providing high sensitivity detection with good temporal resolution. Incident photons 
excite electrons into the conduction band of the top superconductor and these electrons are 
detected as they tunnel across the junction. By placing a bias across the junction an absorbed 
photon generates a tunnelling current proportional to the photon energy in the direction of the
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bias. STJs are used in photon detectors across energy ranges from X-ray (1 nm) to infrared (1 pm) 
[de Korte, 2000].
2.3.9.8 Depleted p-channel Field-Effect Transistors
DEPFETs consist of a p-channel field effect transistor that is integrated on the surface of a high 
resistivity n-type silicon bulk. This bulk can be fully depleted using sideways depletion and any 
charge generation from photon interactions is collected beneath the channel of the FET in the 
internal gate where it is stored. The external gate electrode can then be used to move the charge 
on the internal gate out of the DEPFET. The size of the charge cloud is related to the number of 
electrons created by the photon interaction allowing the energy of the photon to be calculated. 
The clear gate can also be used to "dump" any unwanted charge out of the device. DEPFETs are 
used in space applications, often in arrays, to provide high sensitivity X-ray detection over a wide 
field-of-view [Richter, 2003].
2.3.10 Static systems
2.3.10.1 Photodiode array (PDA)
Small p-type semiconductor reverse-biased diodes are embedded in an n-type Si substrate. 
Incoming photons cause holes to build-up in the semiconductor, which are filled by electrons 
from the substrate. The number of electrons required to neutralise the charge is proportional to 
the number of incident photons. PDAs are used in electronic products such as compact disc 
players, smoke detectors and remote control devices, but can also be used in scientific 
applications where energy and spatial resolution are required [Young, 2000].
2.3.10.2 Charge-Coupled devices (CCDs)
Photon interaction causes the photo-generation of electrons in silicon, the number of which is 
related to the incident photon energy. These electrons are then collected in potential wells 
formed in the device by applying biases to gate electrodes where they can be stored and read out. 
CCDs have been used on the XMM-Newton Reflection Grating Spectrometer [den Herder 2001] 
and the Chandra High-Energy Transmission Grating [Weisskopf 2002]. CCDs are extremely
X-ray spectrometers
sensitive and can detect very low energy photons, especially if cooled to minimise dark current. 
For a CCD to be used as an X-ray spectrometer, no more than one photon can be incident per 
pixel and the signal generated by that photon must be collected within that pixel. Any spreading 
of charge between the pixels will lead to incomplete charge collection and a reduction in the 
apparent energy measured [Lumb 1990].
2.3.10.3 Detector device comparison
Table 2.1: The advantages and disadvantages of different detector types.
Detector System
type
Advantages Disadvantages
PMT Scanned High sensitivity
High Temporal resolution (~1 ns) 
Low noise 
Internal gain
Compact and light weight
High voltage ("1000 V)
High flux over-excitation can reduce gain 
Sensitive to magnetic field 
High duty cycle
Low stability to low signal levels
Proportional
Counter
Scanned Low operating voltage
Avalanche ionisation leads to high S/N
High sensitivity
Altering operating voltage changes 
detection mode
No spatial resolution 
Requires the use of an inert gas 
Poor spectral resolution
MCP Scanned High sensitivity
High temporal resolution (~10 ns) 
Internal gain
Compact and light weight
Low dark current at room temperature
Requires a high voltage 
High noise on gain 
Requires a strong electric field
Calorimeter Scanned High sensitivity
High detection efficiency
High spectral resolution (~7 eV @ 5.9 keV)
Limited by quality of thermometer readout 
Requires very low temperatures
STJ Scanned High sensitivity
High spectral resolution (e~10 eV @ 5.9 
keV)
Requires very low temperatures
Poor performance in high flux applications
Thin and so poor high energy performance
DEPFET Scanned In pixel amplification 
Low noise
Random access readout (as an array) 
Full depletion 
Low power
Poor spatial resolution unless in an array 
Low Technology Readiness Level
PDA Static Low noise 
Low cost
No high voltage required 
Compact and light weight 
Linear response
High dark current at room temperature 
No internal gain (unless avalanche 
photodiode)
Low sensitivity
Low temporal resolution
CCD Static Linear response 
Large dynamic range 
High QE 
High sensitivity 
Good spatial resolution
Low spectral resolution (~120eV @ 5.9 keV) 
High dark current at room temperature 
Poor time resolution 
Poor detection efficiency above 10 keV 
No internal gain (unless EM-CCD)
2.3.11 Soft X-ray spectrometer
In the case of "soft" X-ray spectrometers, the energy range of operating is typically between 20 eV 
(Extreme Ultra-Violet) and 2500 eV. Examples of UV and soft X-ray spectrometers include the 
inverse photoemission spectrometer in Grenoble that has the energy range 20 eV to 100 eV 
[Chauvet, 1981] and the Reflection Grating Spectrometer on XMM-Newton that has the energy 
range 350 eV to 2500 eV [Brinkman, 1996]. A 2000 eV forbidden region is caused by poor X-ray
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reflection at this energy for iridium coated optics, Figure 2.17. Any high Z material can be used for 
the coating on the optics as long as it is stable and easy to work with (gold was used on XMM). 
The practical limits on the energies that an X-ray spectrometer can resolve are defined by the 
graze angle of the X-rays onto the grating, the groove density and the optic material. The upper 
limit set on the dispersion of the incident X-rays, in terms of energy, is due to the practical limits 
in groove density that can be manufactured (the current limit is of the order 5500 grooves mm'1) 
and the reflectance of X-rays from the grating surface. Taking a grating that is iridium coated for 
high soft X-ray reflectivity and graze angles of 1°, 2° and 3°, a plot of reflectivity against energy as 
a function of graze angle can be produced, Figure 2.17.
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Figure 2.17: Reflectivity of an iridium grating at different energies as a function of graze angle is shown. This shows a 
clear forbidden region at 2000 eV regardless of angle [Henke, 1993].
For the optics and gratings in an instrument smaller graze angles improve reflectivity; give high 
throughput and a larger effective area for the instrument. The larger the graze angle the higher 
the probability of the incident X-rays being absorbed in the iridium. There is a physical cut-off or 
major reduction in reflectivity at 2000 eV regardless of graze angle caused by the M-shell 
absorption line of iridium that is the cause of the upper limit of the instruments' energy range 
[Henke, 1993]. Smaller angles would allow higher reflectivity up to higher energies, but this 
would lead to increasing problems with alignment, flatness tolerances and contamination. The 
energy range of such an instrument allows measurements to be made of features in the "hot" 
Universe (~106 K).
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X-rays from space are generated by matter under extreme conditions in the "hot" Universe which 
include: accreting black holes and shock fronts in supernovae remnants (SNR) and high z-Active 
Galactic Nuclei (AGN) that are at a long distance from Earth (highly Doppler shifted) 
[Vikhlinin, 2010], [Fabian, 2010], [Miller, 2010a] , [Miller, 2010b]. There are many cases where 
key diagnostic tools for the objects in the "hot" Universe occur at soft X-ray energies. One such 
example of the science that a soft X-ray spectrometer could achieve would be in the hunt for the 
missing baryonic content of the Universe that is thought to reside in the vast empty stretches 
between galaxies. The baryonic content of the Universe is predicted by the Standard 
Cosmological Model (SCM) and the Cosmic Microwave Background Radiation (CMBR) and visible 
matter only accounts for half of the baryons. The presence of the other 50% is inferred from 
absorption lines in AGN outflows and this vast web of baryonic matter is known as the Warm-Hot 
Intergalactic Medium (WHIM) [Nicastro, 2010], [Lillie, 2011]. To fully characterise absorption lines 
from the WHIM, thermally broadened single lines need to be resolved so that they can be 
differentiated by their Doppler shift from lines from distant galaxies. The thermal broadening 
from an oxygen line at 106 K gives a velocity width of ~60 km s'1 and simulations have shown that 
spectral features are typically separated by ~75 km s'1, requiring the use of a high resolution 
spectrometer [Cash, 2011], [Lillie, 2011]. Using Equation 2.4 it can be calculated that a resolution 
of at least 4000 is required for spectral lines of this velocity width. The lines generated at these 
high temperatures will be broadened by Doppler shifting of the atoms in the plasma and many of 
them emit at soft X-ray energies such as the He-like and H-like resonance lines of carbon (C V, C 
VI), nitrogen (N VI, N VII) and oxygen (O VII, O VIII) [Bregman, 2010]. These lines are from highly 
ionised atoms of carbon, nitrogen and oxygen. The low energy nature of soft X-rays causes 
problems in being able to detect the photons effectively and hence detectors have been 
manufactured to optimise soft X-ray performance.
2.4 Current X-ray Spectroscopy Missions
X-ray spectroscopy is an important diagnostic tool for astrophysicists looking at the hot Universe 
and led to the launch of several major observatories over the last 30 years. With every next
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generation space mission, the peak resolution of the instruments increases by an order of 
magnitude compared to the previous generation, Figure 2.18; however, as a CCD's resolution is 
Fano-limited (Section 3.6), the introduction of novel detectors is needed to allow a higher 
resolution performance. Alternatively, a dispersive spectrometer with CCDs can be used, but this 
will cause the instrument to lose its imaging capability [Tsunemi, 2005].
Resolution
International X-ray 
Observatory Ij
Future
Grating
Cryo-imager
Chandr^ & XMM  
Newton ^
Future
Gas counter
EXOSAT
 1 1 1 1------------------------------- 1— >•
1980 1990 2000 2010 2020 2030
Year
Figure 2.18: The progression of the upper resolution limit of X-ray missions over time. With each next generation X-ray 
missions, new technology leads to an increased resolution of the instruments from the use of gas counters in the 1980s 
to the densely ruled dispersive gratings proposed for future missions.
2.4.1 XMM-Newton
XMM-Newton is an ESA X-ray observatory launched in 1999 to a Highly Eccentric Orbit (HEO 
114000 km apogee, 7000 km perigee) [Weisskopf, 2002]. HEO was chosen in order to keep the 
instruments out of the high radiation environments found in the Van Allen belts and South 
Atlantic Anomaly and to allow long exposure times by avoiding eclipsing the telescope with the 
Earth (10s seconds compared with 103 for Low Earth Orbit (LEO)). It carries 2 main instruments: 
EPIC (European Photon Imaging Camera) and the RGS (Reflection Grating Spectrometer). The 
satellite is made up of 3 co-aligned telescopes, two of which contain RGS instruments. The X-rays 
are directed to the focal point of the telescope onto the EPIC array using a Wolter I type optic. 
Approximately 40% of this converging beam is then incident onto the gratings. The two RGS 
instruments disperse the X-rays incident on their grating surfaces onto associated CCD camera 
arrays. EPIC is at the focus of the telescope's optic [Turner, 2000] and it offers the opportunity to
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perform extremely sensitive imaging observations over the telescope's field of view. Across the
E
energy range 0.15 keV to  15 keV the instrument has a spectral resolution o f —  = 20-50 and an 
angular resolution of 6 arcsec FWHM (PSF). One of the tw o EPIC MOS cameras is shown in 
Figure 2.19 which uses the e2v CCD22 [Struder, 2001], [Turner, 2000].
Figure 2.19: One of the EPIC MOS camera arrays, made up of 7 front-illum inated CCDs [Turner, 2000).
The RGS consists o f a set o f on-plane grating arrays w ith  a variable line density between 626 and 
6565 lines/mm (Figure 2.20). Photons focused onto these gratings are dispersed onto tw o 
identical CCD camera arrays that are offset from  the main focus o f the telescope. The three 
telescopes are co-aligned allowing them to  observe simultaneously. The RGS places an array of 
reflection gratings (182 separate gratings) into the converging beam produced by the telescope's 
optic (Figure 2.21(a)). Each CCD array is made up o f 9 CCDs each o f which are 726 pixel x 1024 
pixel arrays initia lly cooled to  -80 °C (Figure 2.21(b)). The CCDs were later cooled to  -120 °C to 
help m itigate radiation damage issues. The position at which an X-ray photon is incident on the 
CCD array gives a high resolution measurement o f the photon energy. The inherent spectral 
resolution o f the CCD is used to  separate X-ray events at d ifferent energies in d iffe ren t dispersive 
orders as they w ill be detected at the same spatial point in the array (Chapter 8). The spectral 
resolution is also used to  reduce background signal and to  separate the in-fligh t calibration 
sources from  the genuine X-ray data.
The RGS gratings measure 10 cm x 20 cm (cross-dispersion and dispersion direction respectively) 
and are mounted at grazing incidence to  the incident beam in order to  maximise the instrum ent's
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throughput. The RGS gratings intercept 40% of the telescope beam with the other 60% going to 
the EPIC detectors at the focus of the telescopes. The grating substrates are manufactured from 
SiC, which gives the required strength to survive launch loads whilst also being thin enough to 
minimise obscuration. The gratings had to have a figure error over their length better than 1 A in 
the long direction and better than 10 A in the short direction (at 634.8 nm) relating to an r.m.s. 
deviation in the surface of the grating, relative to a perfectly flat surface, of no more than 634.8 
nm in the long direction and no more than 6348 nm in the short direction. On the scale of a few 
mm the gratings are required to be atomically flat. Figure 2.21(a) shows the RGS grating array 
assembled and ready to be mounted behind the XMM-Newton mirror and Figure 2.21(b) shows 
one of the RGS camera arrays made up of back-illuminated CCDs.
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Figure 2.20: The reflection gratings disperse the converging X-rays from a Wolter I type mirror onto a CCD camera array 
offset from the main focus of the telescope. The orientation of the grating grooves, their blaze and the design of the
RGS camera are shown [Brinkman, 1996].
The nine CCDs are back-illuminated GEC/EEV CCD15 frame transfer devices with 384 pixels x 
1024 pixels each 27 pm x 27 pm [Bootsma, 2000], [van den Berg, 1996]. Their frame-transfer 
design allows the data to be collected in the image section and then quickly moved to the store
X-ray spectrometers
section prior to  readout m inimising any smearing of the signal thereby helping background 
rejection and improving the Signal-to-Noise Ratio (S/N).
Figure 2.21: The RGS grating arrays ready fo r mounting behind XMM-Newton's optic (a) and one o f the tw o CCD camera
arrays fo r the RGS (b) [Optocorp a, 2008],
To maximise the chance o f the detected radiation being collected in a single pixel the RGS CCD 
pixels are binned (3x3 binning). Binning is the process by which charge packets in adjacent pixels 
are combined before the signal is read out [Brinkman, 1996] form ing a larger "p ixel" area 
(81 pm x 81 pm), Figure 2.22.
1 3 x 3  b in n in g
Figure 2.22: 3x3 binning of a 9x9 array of the 27 pm x 27 pm pixels gives a 2x2 array of pixels w ith 81 pm x81 pm pixels.
All o f the charge in the original array is now summed into these larger pixels.
CCDs are very effective detectors o f optical photons and as the telescope w ill also project a large 
amount of "stray light", filters have to  be incorporated into the instrum ent design comprising o f a 
th in  layer o f Al on top o f an insulating barrier layer to  stop the optical photons from  being 
detected. The CCDs tha t detect the higher energy X-rays are able to  have thicker filters than the 
lower energy devices, leading to  a staggered approach to filte r thickness. All o f the aluminium 
filters sit upon a 26 nm layer of MgF2 to insulate the Al from  the Si02 on the detector surface, 
which stops the conductive Al layer shorting to  the underlying silicon. The th innest Al filte r is 
45 nm, the middle thickness is 68 nm and the thickest filte r is 75 nm [Brinkman, 1996]. Thinner 
filters are desirable as low energy X-rays w ill also be attenuated by the Al, but the optical
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straylight needs to be reduced as much as possible. The thinner filters are used over the CCDs 
that will detect the lowest energy X-rays to maximise the CCDs' quantum efficiency performance 
at a cost to an increased background due to straylight. Where higher energy X-rays are detected, 
the filters can be thicker without a cost to quantum efficiency improving straylight rejection.
The RGS has a resolving power of 400 for photon energies in the region of 500 eV and utilises 3 
spectral orders (1st, 2nd and 3rd). The use of different spectral orders allows the instrument to 
maximise its efficiency across the energy range. The effective area across the RGS energy range is 
100 cm2.
2.4.2 Chandra
Launched at the same time as XMM-Newton, Chandra is also an X-ray observatory launched by 
NASA into an HEO orbit (140000 km apogee and 10000 km perigee [Weisskopf, 2002]). The orbit 
was chosen for the same reasons as the XMM-Newton. XMM-Newton was designed to provide 
high resolution X-ray spectroscopy whereas Chandra, with its state of the art mirror and high 
angular resolution, was designed to provide sub-arcsec imaging over the energy range of 0.08 eV 
to 10 keV. Chandra also had a high resolution spectroscopy capability based on transmission 
gratings, but the gratings were not fixed in the telescope beam. Chandra consists of a High- 
Resolution Mirror Assemble (HRMA) and an Optical Bench Assembly (OBA). The instrumentation 
on the OBA is on a translation stage in order to make it possible to move instruments in and out 
of the focal plane.
The HRMA is made of four-mirror pair grazing-incidence X-ray optics that are coated with iridium 
(high X-ray reflectivity and chemical stability). Behind the HRMA are mounted the two objective 
transmission gratings. The Low-Energy Transmission Grating (LETG) and High-Energy 
Transmission Grating (HETG) are mechanically moved into the beam in order to provide different 
diffraction performance. The LETG consists of 540 grating facets and uses a transmission grating 
with a grating period of 991 nm, providing high resolution spectroscopy over the 0.08 keV to 
2 keV energy range [Weisskopf, 2002]. The HETG employs two types of grating facets. The
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Medium Energy Gratings (MEGs) disperse X-rays in the 0.4 keV to 4 keV energy range and are 
mounted behind the HRMA's two outermost shells and the High Energy Gratings (HEGs) disperse 
X-rays in the 0.8 keV to 8 keV energy range and are mounted behind the HRMA's two inner most 
shells.
The focal array of Chandra consists of two focal plane science instruments: The High Resolution 
Camera (HRC) and the Advanced CCD Imaging Spectrometer (ACIS) (Figure 2.23). The HRC is a 
10 cm2 microchannel plate (Section 2.3.9.4) that has a 31 arcmin field of view. The HRC is the 
primary readout for the LETG. The ACIS-I is made up of a 2 x 2 array of large format front- 
illuminated CCDs (2.5 cm2) providing high resolution spectrometric imaging over a 17 arcmin 
square field of view [Weisskopf, 2002]. There is also a 6 x 1 array of four front-illuminated and 2 
back-illuminated CCDs mounted along the dispersion direction (ACIS-S). ACIS-S is used as the 
primary detector of the HETG and the back-illuminated detectors can be moved to the focal point 
of the optics to provide high-resolution spectroscopic imaging with high Quantum Efficiency. The 
detectors are Lincoln Lab framestore CCDs and have image areas with 1024 pixels x 1024 pixels 
each measuring 24 pm x 24 pm [Townsley, 2002].
ACIS-S
ACIS-I
Back-illuminated
Figure 2.23: The ACIS with the imaging (I) and spectroscopy (S) sections and the two back-illuminated CCDs shown
[Optocorp b, 2008].
Chandra is designed to have an effective area of ~800 cm2 at energies below 2 keV and ~400 cm2 
between 2 keV and 5 keV and has become a key tool in the observation of the X-ray Universe.
During the time that XMM-Newton and Chandra have been large scale X-ray facilities available to 
astronomers, the Japanese have launched a series of small, specialist missions that have often
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been technology drivers for future X-ray missions and have provided increased resolution and 
effective area across the X-ray energy range for relatively short periods of time.
2.4.3 Japanese Missions
JAXA, the Japan Aerospace Exploration Industry has produced several small, highly specialised 
X-ray satellite missions.
2.4.3.1 The Advanced Satellite fo r Cosmology and Astrophysics (ASCA) -Astro-D
ASCA was launched in 1993, was operational for 8 years and had an energy range of 0.4 keV to 
12 keV. It was the first satellite to carry CCDs for X-ray astronomy and so was able to provide an 
imaging capability along with good spectral resolution (Figure 2.24) [Burke, 1994], [Tanaka 1994].
The two CCDs made up the Solid-state Imaging Spectrometer (SIS) and ASCA also carried two gas 
scintillation imaging proportional counters (GIS) (Section 2.3.9.3). ASCA's mission was terminated 
in 2001.
Figure 2.24: The Advanced Satellite for Cosmology and Astrophysics (ASCA) -  Astro-D [JAXA, 2008].
2.4.3.2 Suzaku -  Astro-E2
Suzaku was launched in 2005 and was the first satellite to carry an X-ray micro-calorimeter on the 
X-ray Spectrometer instrument (XRS), which provides an unprecedented spectral resolution 
compared with its non-dispersive counterparts. The satellite also holds an X-ray Imaging 
Spectrometer (XIS) that uses 3 front-illuminated CCDs and one back-illuminated CCD and a hard 
X-ray detector (HXD) that uses GSO crystal scintillators and silicon PIN diodes giving Suzaku an 
energy range of 0.2 keV to 600 keV (Figure 2.25 [Mitsuda, 2007]). However, due to a leak of 
coolant, the micro-calorimeter (Section 2.3.9.5) on the XRS instrument failed.
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Figure 2.25: Suzaku -  Astro-E2 [NASA, 2011].
2.5 Possible future X-ray Spectroscopy Missions
To maintain and improve our understanding of the X-ray Universe, future missions have been 
proposed that offer a higher resolution and effective area than previous missions, enabling the 
instruments to probe deeper into X-ray science.
2.5.1 The X-ray Evolving Universe Spectroscopy (XEUS) mission
Figure 2.26: An artist impression of the formation flying XEUS spacecraft [Laboratorie AIM].
The X-ray Evolving Universe Spectroscopy (XEUS) mission was an ESA mission designed to follow
XMM-Newton with a proposed launch in 2030. Through the separation of the focusing optics
from the focal bench, XEUS would be able to have a focal length in excess of 35 m (Figure 2.26)
allowing far greater sensitivity than XMM-Newton or Chandra [Gondoin, 2008]. XEUS was to be
sent to orbit the second Lagrange point (L2) in order to be able to make uninterrupted
observations of the X-ray Universe and was considered the next step forward in X-ray detection
[Barret, 2003].
XEUS would contain three main instruments at the primary focus of the optic. An active pixel 
DEPFET (Section 2.3.9.8) Wide-Field Imager (WFI) providing a 7 arcmin field of view and resolution 
of 50 eV FWHM at the carbon k-shell (277 eV) and 125 eV FWHM at the manganese ka shell (5898
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eV) [de Korte, 2008]. The Narrow-Field Imagers (NFIs) would use Superconductor Tunnel Junction 
(STJ) (Section 2.3.9.7) and Transition Edge Sensor (TES) (Section 2.3.9.6) technology to resolve the 
fine structure of X-ray emission. The NFI's would have a resolution of 1 eV to 10 eV over the 
0.1 keV to 30 keV energy range [Bavdaz, 1999].
The focal plane would not be entirely covered by the WFI and NFI technology and so it was further 
proposed to use MOS CCDs around the WFI in order to serendipitously find events of 
cosmological interest that would otherwise have been missed by the focal plane instrumentation, 
leading to the idea of an Extended Wide-Field Imager (E-WFI) [Holland, 2005].
However, due to creation of the International X-ray Observatory mission concept, XEUS was not 
selected for launch.
2.5.2 Constellation-X
Constellation-X was designed to follow on from NASA's Chandra mission and was being designed 
parallel to the XEUS concept. The telescope was to have an effective area 50 -  100 times greater
than the current missions in space, a resolution of 300 -  1500 across X-ray energies and a
focal length of 10 metres. The satellite design was to incorporate four identical satellites flying in 
formation in order to increase the effective area whilst keeping the weight of the satellite at a 
minimum due to lightweight optics (Figure 2.27).
The payload was to be split into two, with each section targeting different energies. The optic 
was split into a configuration of a Soft X-ray Telescope (SXT) mirror assembly and 3 Hard X-ray 
Telescope (HXT) mirror assemblies. The HXT would focus the hard X-rays (6 keV to 40 keV) onto 
the focal plane of the telescope where one of three Hard X-ray Imaging (HXI) cameras would 
detect the focused photons.
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Figure 2.27: An artist impression of one of the four satellites of Constellation-X 
[Hornschemeier, 2007].
The SXT would also focus the soft X-rays (0.3 keV to 10 keV) onto a separate X-ray micro­
calorimeter (XMS) (Section 2.3.9.5), but an X-ray grating spectrometer would disperse a 
proportion of these soft X-rays onto a CCD camera based spectrometer providing a ~1250 
resolution across the 0.3 keV to 1 keV energy range. All instruments on the focal plane would be 
able to operate simultaneously. The layout of this payload is shown in Figure 2.28. 
Constellation-X was not selected due to its amalgamation with XEUS to form the International 
X-ray Observatory [Tananbaum, 1999].
Spacecraft bus High gain
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Figure 2.28: The separate HXT and SXT are shown with the separate focal points and energy specific instruments on the
focal plane [Tananbaum, 1999].
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2.5.3 Mission summary table
Table 2.2: The performance characteristics of current and planned NASA, ESA and JAXA space missions
Studied during 
thesis
Mission Instruments Optic
Sensitivity 
(erg c m V )
Angular
resolution
Effective area Energy range
Focal
length
(m)
Orbit Year
ASCA-
ASTRO-D
SIS and 6IS
4 optics - 
1.2 m 
diameter 
telescopes
4x l0 '14 1' PSF
1400 cm2 @ 
1.5 keV 
800 cm2 @ 5 
keV
0.2 keVto  
600 keV
3.5 LEO 1993
XM M -
Newton
2 RGS, 3 
EPIC and 
OM
3 optics -  
1550cm 2 
effective 
area @ 
1.5 keV 
each
EPIC ~ lx lO 14 
RGS ~ 8X10-5
6" PSF 
15” PSF
4650 cm2 (§> 
1.5 keV
RGS- 0 .3 5  
keVto 2.5 
keV 
EPIC- 0 .2  
keVto 10 keV
7.5 LEO 1999
Chandra
LETG, HETG, 
HRCand 
ACIS
1.2 m 
diameter
4 x l0 14
0.22" PSF 
<0.5" HPD 
PSF
700 cm2 @ 
1.5 keV
LETG- 0 .0 8  
keV to 2 keV 
HETG- 0 .8  
keV to 8 keV
10 LEO 1999
Suzaku 
Astro E-2
XIS, XRT and 
XRS
3 X-ray 
telescopes
3 x lO n
1 .8 'to 2.3' 
HPD
400 cm2 @ 
1.5 keV 
250 cm2 @ 8 
keV
0.4 keVto 12 
keV
4.75 LEO 2005
Constellation-
X*
X-ray 
calorimeter 
and 3 
CdZnTe
1.6 m 
diameter 
(lxSXT) 
and 40 cm 
diameter 
(3xHXT)
8 x l0 14
15" HPD 
from 0.25 
keVto  
10 keV 
1' HPD 
above 10 
keV
15000 cm2 @ 
Ik e V  
6000 cm2 @ 
6.4 keV 
1500 cm2 @ 
40 keV
0.25 keVto  
40 keV
10 L2 n/a
XEUS”
WFI and 2 
NFI
10 m 
diameter
< l x l 0 18 2" HEW
30 m2 @ 1 
keV 
3 m2 <® 8 kev
0.05 keVto  
30 keV
50 L2 n/a
IXO
WFI.HXI, 
SMX, HTRS, 
X-POL, XGS
3 m 
diameter
3 x l0 17 5" HEW
2.8 m2 @ 1.5 
keV
0.1 keVto 40 
keV
20 L2 n/a
WHIMEx XGS
2
rectangula 
r modules 
(0.8 x 
0.125 m)
4 x l0 15 15" HEW
>250 cm2 <§> 
0.2 keVto 0.8 
keV
0.2 keVto 2.5 
keV
7 LEO n/a
ATHENA” *
XMSand
WFI
1.8m  x l  
m petal
4 x l0 17 5" HEW
1 m2 @ 1 keV 
0.5 m2 @ 6 
keV
X M S -0 .3  
keV to 12 keV 
WFI -  0.1 keV 
to 15 keV
12 L2 2025
Constellation-X was designed to be made of 4 identical telescopes all with the same pointing (formation flying)
This is for XEUS with the fully grown mirror module (MSC2) attached. The original mirror (MSC1) will have a 4.5 metre 
diameter
ATHENA's optic is made up of two ellipsoidal petal shapes and uses silicon pore optics
2.6 Summary
X-ray spectrometers rely on high resolution performance in order to be able to identify spectral 
lines in emission and absorption spectra. The principles of X-ray spectroscopy have been used for 
decades and new instruments aim to use X-ray dispersion to provide instruments of high
resolution.
X-ray spectrometers
To design a high resolution X-ray spectrometer, a complementary detector technology is required 
to take advantage of the resolution provided by the telescope. The detector that should be used 
is heavily dependent on the type of instrument that is used in the telescope.
Future X-ray spectroscopy missions will require a high resolution that can only be generated with 
dispersive grating elements. To complement these dispersive gratings high spatial and spectral 
resolution detectors and high angular resolution optics are also required. Satellites with these 
characteristics have been proposed and will enable high level diagnostics of the X-ray Universe.
Several detectors exist to complement high resolution spectrometers and can be used in scanned 
and static systems. All solutions have advantages and disadvantages that include spatial, spectral 
and temporal resolution, size and pixel format. The choice of detector can have a large impact on 
the overall performance of the instrument.
The choice between having a dispersive and non-dispersive is an important trade off to make 
when designing an instrument. A detector like a micro-calorimeter is capable of producing 
relatively high resolution spectra without the need of a dispersive element such as a grating. As a 
result all photons can be detected by the instrument (no loss due to mechanical structure), 2D 
imaging is possible and higher energy X-rays can be detected (gratings are limited by what 
energies they can reflect with high efficiency). However, the highest possible resolutions can only 
be achieved using a grating, making this style of instrument desirable for the work in this thesis.
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Chapter 3: The Charge-Coupled Device
Chapter 3 discusses the history of the Charge-Coupled Device (CCD) and some necessary 
semiconductor theory. Application specific detector technology is then described, focussing on 
how the CCD can be manufactured and operated to optimise performance at soft X-ray energies.
3.1 The history of CCDs
The CCD was invented in 1969 at AT&T Bell Labs by Willard Boyle and George E. Smith 
[Boyle, 1970]. Through a construction of the magnetic-bubble memory from their earlier work 
they conceived a way that an equivalent "charge-bubble" could be transferred through linear and 
area registers in a semiconductor by the manipulation of gate potentials in the device. The 
"charge-bubble" transfer was later extended to handle photon-generated charge signals to form 
practical solid-state imaging sensors.
By 1974, Fairchild had produced commercially a 500 element linear device, a 100 x 100 2D pixel 
array and a CCD for the KH-11 KENNAN reconnaissance satellite for use in optical imaging 
[Brunn, 2004]. In 1993, the ASCA (Advanced Satellite for Cosmology and Astronomy or ASTRO-D) 
became the first satellite to use CCDs to perform X-ray astronomy in orbit [Tsusaka, 1995]. CCDs 
have not only driven changes in the field of photography, but have provided high resolution 
imagers in medicine and are used on several space missions. Examples of this include CCDs for 
X-ray detection in teeth [Davis, 1996] and on space missions such as XMM-Newton 
[Brinkman, 1996] and Chandra [Weisskopf, 2002].
In 2006 Boyle and Smith were awarded the National Academy of Engineering Charles Stark Draper 
Prize and in 2009 they were awarded the Nobel Prize for Physics for their work on 
Charge-Coupled Devices.
3.2 Semiconductor theory
Silicon is an extrinsic semiconductor with a crystalline structure and its conduction properties can 
be altered by doping the silicon with acceptor or donor atoms. In a semiconductor the doping can
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be considered to be n-type or p-type through the addition of phosphorus or boron atoms 
respectively into the silicon lattice, n-type doping produces an additional free electron in the 
silicon lattice (negative) and p-type produces an additional hole which is the absence of an 
electron in the lattice (positive). Electrons are the charge carriers in the conduction band and 
holes are the charge carriers in the valence band [Amelio, 1971], [Lutz, 1999]. Silicon has 4 
electrons bound in the outer electron shell, allowing covalent bonding with 4 other silicon atoms 
to enter a stable state with 8 electrons in the outer shell. Through the addition of phosphorus 
(Figure 3.1), which contains 5 electrons in the outer electron shell, the silicon lattice structure has 
one additional electron, termed a free electron, which is known as the majority charge carrier. 
Conversely, p-type doping adds an atom to the lattice (typically boron) that only has three 
electrons in the outer electron shell, leading to an imbalance in the number of electrons and the 
formation of a hole (absence of electron) in the lattice. In the case of p-type doping, this hole is 
the majority carrier with the electron now being the minority carrier [Sze, 1981], [Kittel, 2005].
Additional 
free electron
Additional
hole
Atom
Electron
o  Atom with free negative charge
©  Atom with free positive charge
Figure 3.1: A figure to show n-type doping with phosphorus as a donor atom generating an additional electron in the 
silicon lattice and p-type doping with a boron atom as an acceptor atom generating a hole (absence of electron) 
in the lattice. The additional electron in the case of phosphorus leaves the nucleus with an apparently positive charge 
and the additional hole with boron doping leaves the nucleus with an apparent negative charge
3.2.1 The p-n junction
The doping of p-type and n-type silicon generates holes and free electrons respectively 
(Figure 3.2). These additional charges are countered by the inherent charge of the doped atoms 
(negative for phosphorus and positive for boron) [Lutz, 1999] and so the two pieces of
independent silicon are electrically neutral and in equilibrium.
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Figure 3.2: Isolated p-type and n-type insulators showing an even distribution of electrons and holes.
If the two pieces of silicon in Figure 3.2 are brought into contact without a potential being applied
across the junction, electrons will flow from the n-type material into the p-type material,
combining with the holes in the silicon, Figure 3.3. The negatively charged atoms in the p-type
are now no longer balanced by the holes and negative charge will build up. Likewise, the
positively charged atoms in the n-type material are no longer balanced by electrons causing
positive charge to build up. The resulting electric field from these charges counteracts the
diffusion of electrons from the n-type to the p-type silicon and the p-n junction reaches a new
equilibrium state, Figure 3.3.
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Figure 3.3: A p-n junction with distribution of carriers in the p-type and n-type material. The charge density (p), electric 
field (E) and potential in the junction (V) against position across the p-n junction is indicated.
The magnitude of the charge density, p, electric field, E, and potential step, V, across the junction 
can be controlled by altering the doping levels of the p-type and n-type silicon. The region that 
contains no free-electrons or holes either side of the p-n junction is called the "depleted region".
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If the device is used to detect photons, the electron-hole (e-h) pairs generated in this region are 
separated, with the electrons swept into the n-type silicon and the holes swept into the p-type 
silicon [Lutz, 1999].
The Fermi level of the p-type doped silicon (Efp) is lower than that of the n-type doped silicon 
[Efn). When the n-type and p-type silicon are brought together in order to be in equilibrium their 
Fermi levels must align, changing the potential profile of the conduction band (Ec) and valence 
band {Ev) of the silicon as shown in Figure 3.4. The potential change creates a barrier potential 
(0 B) that restricts the movement of electrons and holes in the silicon.
p n
Figure 3.4: The change in the valence band and conduction band in n-type and p-type doped silicon when they are 
brought into contact and are in equilibrium. The Fermi level must be constant across the junction creating a barrier
potential, <pB.
3.2.2 Metal-Oxide-Semiconductor (MOS) capacitor
A Metal-Oxide-Semiconductor (MOS) capacitor uses a potential on the front surface of the 
capacitor (the gate electrode) to alter the properties of the semiconductor beneath the insulated 
oxide (Figure 3.5).
When no potential is applied to the gate electrode, the semiconductor is in equilibrium and is 
electrically neutral (Condition 1 in Figure 3.5). Applying a negative bias to the gate electrode in a 
p-type MOS capacitor attracts excess free holes to the oxide-semiconductor interface forming an 
accumulation layer (Condition 2 in Figure 3.5), but the remainder of the semiconductor is still in 
equilibrium. Applying a positive potential to the gate electrode repels holes from the
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oxide-semiconductor interface and a depletion layer is formed in the underlying silicon 
(Condition 3 in Figure 3.5).
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Figure 3.5: A p-type Metal-Oxide-semiconductor capacitor is shown with different levels of bias applied to the gate (a) 
and potential profiles through the MOS capacitor are shown on the same potential profile (b). The potential here is 
shown in reverse as is the convention with semiconductors.
If the positive potential is increased, more holes are repelled and this generates a much larger 
depth of depletion (Condition 4 in Figure 3.5). Under these conditions, thermally generated e-h 
pairs are separated and the electrons are swept towards the front surface of the device where 
they form an "inversion layer" at the oxide-semiconductor interface (build-up of electrons at the 
oxide-semiconductor interface). The negatively charged electrons counteract the negative lattice 
charge in the depletion region and the depth of depletion therefore reduces. Operating a MOS 
capacitor with the potential profile shown for condition 5 in Figure 3.5 is avoided as it generates a 
large potential swing.
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3.2.3 MOS Field-Effect Transistor (MOSFET)
A MOS transistor can be used to amplify or switch electronic signals. A potential on the gate 
electrode can be used to induce a conducting channel between two other connections known as 
the source and drain (Figure 3.6). With a 0 V potential applied to the gate, there is no conduction 
path between the heavily n-type doped source and drain regions. Increasing the potential on the 
gate causes an inversion layer to form in the p-type silicon under the gate and, with a positive bias 
on the drain, a current can flow between the source and drain [Horowitz, 1989].
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Figure 3.6: A MOS transistor, showing the gate, source and drain with electron flow due to a bias on the Gate creating a
conducting channel between the Source and Drain.
The amount of current that flows between the source and drain, Id, is dependent on the potential 
applied to the gate, VG, according to Equation 3.1, where the factor /? (the DC current gain) 
depends on the length, L, width, W, and capacitance, C0, of the transistor (/? =  ^ —) and VT is a
threshold voltage dependent on the positive charge in the oxide [Horowitz, 1989].
Id =  2 W g  ~ Vt) 2 (3.1)
In "switching" mode, if the gate potential is zero then no current flows between the source and 
drain and the switch is effectively "off". If a positive gate potential is then applied, current can 
flow between the source and drain and the switch is effectively "on". Alternatively, in an 
analogue mode, the gate potential can be set to an intermediate value with a small current 
flowing. Any small change of gate potential can give rise to a change of current flow and this can 
be turned into an output potential using a load resistor.
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3.3 Photo-generation of electron-hole pairs
Semiconductors (in this case silicon) have conductive properties; if an electron is excited from the 
valence band to the conduction band it can be considered as a "free" electron and can therefore 
contribute to the electrical conductivity. The hole that remains due to the absence of this 
electron will also contribute to electrical conductivity. This electron-hole combination is known as 
an electron-hole pair [Kane, 1962].
3.3.1 Photoelectric effect and avalanche ionisation
The number of free electrons and holes in the silicon is highly dependent on the doping that is 
added into the lattice (Section 3.2). The doping creates acceptor and donor states that can more 
easily provide free electrons or holes. Thermal excitations in the silicon lattice are not of a 
sufficient energy to ionise electrons across the band gap, w, from the conduction band to the 
valence band. For non-negligible thermal generation to occur intermediate traps in the silicon are 
required to allow the thermal generation to occur in two stages. These are defects in the silicon 
that can store and release electrons. If the silicon does not contain traps the dark current 
produced will be small which would be ideal for the use of these detectors for photon generation. 
With an increase in temperature, if mid-band traps are present, thermal signal created across this 
two stage ionisation will increase (Figure 3.7) [Kittel, 2005].
Donor doping level
Conduction band
Mid-band trap 0  Electron
allowing dark signal ~ ~ tow  probability
thermal transition | thermal transition © H o l e
---------------------------------Valence band
Acceptor doping level ^
Figure 3.7: An image representing the band-gap between the conduction and valence band in silicon. To directly cross 
the band-gap an energy of at least 1.11 eV is required. In order for thermal generation to occur a
mid-band trap is required.
Through the absorption of photons, electrons can also acquire sufficient energy to cross the band 
gap. When a photon is incident onto a material it can impart its energy into that material through 
the photo-electric effect [Einstein, 1905]. The photon energy can be given to an electron in the 
lattice and, in the case of a semiconductor, if the energy is greater than or equal to the band gap
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the electron will enter the conduction band in a process known as "direct photon absorption", 
with any additional energy in the photon passed to the electron and conserved as kinetic energy 
(Figure 3.8 [Kittel, 2005]).
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Figure 3.8: The direct and indirect band gap in silicon. If the photon has enough energy the electron jumps to the 
conduction band without a change of momentum, but if the energy is not sufficient a phonon interaction is required to 
change the electron's momentum allowing it to cross the indirect band gap [Sze, 1981].
If the kinetic energy of the released electron is sufficient it can collide with other electrons in the 
lattice, imparting enough energy to cross the band gap and enter the conduction band. The 
process will continue until the electrons in the conduction band have less energy than is required 
to excite further electrons into a conductive state (Figure 3.9). The process of generating further 
e-h pairs through collisions in the lattice is a form of impact ionisation known as avalanche 
ionisation [Geist, 1983] and the mean number of electrons that are excited into the conduction
Eband, for a photon of energy E > 3.65 eV, is — - [Geist, 1979]. Photon energies as low as 1.11 eV
3.65
can also generate free electrons with the addition of the thermal energy from the lattice (phonon 
assisted); these interactions are termed "indirect transitions" (Figure 3.8). No further additional 
electrons will be generated through avalanche ionisation.
The corresponding hole in the e-h pair is not a physical particle, but an absence of an electron; 
however, holes can be transferred through the device by moving electrons in the lattice allowing 
the collection of holes to be used to determine the energy of the incident electron [Kane, 1962].
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Figure 3.9: The incident photon of energy hv ionises an electron with more energy than the direct band gap of the 
silicon. This electron (red) has energy Kmax and impacts onto a second electron (yellow). These two electrons then
move through the lattice causing further ionisation.
3.4 CCD basic principles
3.4.1 Introduction to basic CCDs
A requirement of CCDs is to separate the photo-generated electron and hole before they can 
recombine. Thus, in the case of a reverse biased p-n junction the potential step formed through 
the different doping across the junction separates the electron and hole. Alternatively, the MOS 
capacitor in deep depletion can achieve a similar effect (Figure 3.10).
Photon, hv
•  Electron 
o Hole
Substrate
biasGate
-V
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Figure 3.10: A MOS capacitor being used as a photo-sensitive device.
The electrons move to the surface of the silicon where they are stored and the holes move into
the substrate and are lost through the bias connection. Therefore, the electrons can be collected
at the surface, in the pixel structure, and read out. The charge-collection and readout process is
often described using the "buckets on a conveyer belt" analogy (Figure 3.11).
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Figure 3.11: Water bucket analogy for the method of storing and moving charge through silicon. The water is collected 
in the buckets representing the pixels. After the water is collected the buckets are moved on conveyer belt 1 (parallel) 
towards the buckets on conveyer belt 2 (serial). The serial buckets are then emptied into a measuring jug, measuring
the amount of water [Janesick, 2001].
The basic concept for forming a 2D array of pixels can be seen in Figure 3.12. Polysilicon 
electrodes are used to define the silicon into rows and "channel stops" are used to split these 
rows into individual columns, forming the pixel.
Incident photons
Polysilicon electrodes
10V
Channel "columns'
Pixel
Signal generation by 
the "photoelectric 
effect"
Substrate connection (SS)
Figure 3.12: A CCD with electrodes placed over the surface to define the pixels.
The channel stops are created with a boron implant (p+) between the separate columns in the
silicon pixelated array. The implant keeps the charge packets in adjacent columns separated
through changing the potential in the silicon. The pixels allow the spatial information of where
the photon interaction occurred to be retained.
3.4.2 Surface and buried channel MOS CCDs
The MOS CCD uses the depletion region in a MOS capacitor to separate photo-generated e-h pairs 
and the electrons are stored as an inversion layer at the oxide-semiconductor interface. This is
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known as a "surface channel" device but, as the charge is held at the oxide-semiconductor 
interface where there are a high number of trapping centres, the charge is not moved very 
efficiently from pixel to pixel. To avoid this Charge Transfer Inefficiency (CTI) the buried channel 
CCD was developed [Lutz, 1999].
To form a buried channel, a MOS CCD has an n-type doping implanted between the oxide and the 
p-type silicon. A p-n junction is formed within the semiconductor material and moves the charge 
collection point of the electrons generated in the CCD from the oxide-semiconductor interface to 
a point just below in the n-type silicon known as the "buried channel" (Figure 3.13). The charge is 
moved away from the trapping centres at the oxide-semiconductor interface, making charge 
transfer more efficient.
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Figure 3.13: The basic doping structure of an n-channel CCD with associated potential profile where Vg is the potential
placed on the gate electrode.
The potential distribution can be explained as follows. With reference to Figure 3.5 and 
Figure 3.3, the voltage distribution in a MOS capacitor on n-type silicon in depletion would be as 
shown on the left hand side of Figure 3.14(a). The voltage distribution of a p-n junction is shown 
on the right hand side. By merging together the two structures such that the depletion regions 
meet, the potential distribution shown in the bottom figure results [Burt, 1974], [Kent, 1973], 
[Walden, 1972].
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Figure 3.14: An n-channel MOS and p-n junction are shown separately (a) and combined (b). The potential profile 
running through the semiconductor is also shown and the method by which the CCD potential forms
can be seen.
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Figure 3.15: The changing potential in the MOS CCD with varying gate voltage. The electrons are collected at the peak 
potential which is within the n-type silicon and away from the oxide-semiconductor interface.
The potential profile across the buried channel CCD for a potential of 0 V and 10 V on the gate 
electrodes, is shown in Figure 3.15. Electrons generated in the silicon are collected at the peak of 
the potential plot which is in the n-type silicon and away from the trapping centres at the 
oxide-semiconductor interface. The depth of depletion is given by the point that the potential in 
the p-type silicon is zero. It can be seen that the depletion region is larger when a positive voltage 
is applied to the front surface of the device.
If the clocking amplitude of charge through the CCD is between 0 V and 10 V the difference 
between the peaks of the voltage potential curves determines the "bloomed full-well capacity" of 
the buried channel. This is a measure of how much charge the buried channel can hold before it
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fills and the charge spills into neighbouring pixels (blooming) (Figure 3.16 [Janesick, 2001)). The 
figure is inverted with respect to voltage compared to Figure 3.15.
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Figure 3.16: The potential for a CCD for two different signal levels is shown. As the signal in a pixel becomes larger, the 
potential well "fills" until it reaches "full-well". Diagram (b) shows the charge "blooming" out of the pixel as it
reaches full-well.
3.5 Charge transfer
The electrons that are generated and stored in the silicon are transferred through the device 
towards the sampling circuit using a process called charge transfer [Holst, 2011]. Electrodes over 
the front surface of the device can be used to form and manipulate potential wells in the 
CCD. By holding one of the electrodes per pixel at a clocking voltage (typically +12 V [e2, 2006]) it 
is possible to collect the charge generated by photon interaction and move it through the device 
towards the output [Lumb 1990].
3.5.1 Full-frame array
The gate electrodes on each row of the image area are connected allowing the potentials in the 
pixels to be changed together, thus moving the charge through the pixel array in a process known 
as a parallel clocking (Figure 3.17 [Tompsett, 1972]).
The charge packet reaches the bottom of the image area and is transferred into a serial register 
that is made up of a ID array which moves a single row of charge towards the output node. The 
charge transfer happens with similar clocking potentials as with the parallel transfer, but the 
entire serial register has to be read out once for each single parallel transfer. Therefore, the 
speed of the serial readout is the dominant restriction on how fast the CCD can be read out. In 
the case of Figure 3.17, three phases per pixel are used to move the charge through the image
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area. By clocking the electrodes sequentially, the charge in the image section is moved in parallel 
through the device.
Columns
I4>3
Clocking ~JParallel RowsImage area —
Serial ClockingSerial register Output node
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R4>1
Figure 3.17: A CCD schematic with parallel clocking in the image area and serial clocking in the serial register shown. 
The device is clocked using a three phase electrode structure per pixel.
In a full frame device (Figure 3.17) the whole of the CCD image area can be used for photon 
detection [Lumb, 1990]; however, this means that the device has a small duty cycle (the time that 
the sensor is collecting light) as photons collected during the readout are ignored. To read out the 
device, the clocking process is repeated for each row in the image area. Assuming that a 3-phase 
device is being used, the clocking drive waveforms that would be needed are shown in 
Figure 3.18.
Collect charge Line 1 read-out Line 2 read-out Line 3 read-out Line 4 read-out Collect charge
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Figure 3.18: The clocking drive waveforms needed to readout the signal collected in a 3-phase CCD.
In the example from Figure 3.18 the charge is collected in the image area with lcj)2 held high. To
read out the image section the charge is moved from lc|>2 into lcf)3 by overlapping the clock edges
and then into lc|)l before going back into lc])2 which moves the bottom row of the image section
into the serial register under RcJ)2. Overlapping clocks edges are when the potential on one gate
electrode is increased to +V at the same time that the adjacent gate electrode potential is held at
The Charge-Coupled Device
+V. The charge is shared between the two pixels as their clock pulses coincide. The charge is 
moved through the serial register through the manipulation of Rc|)2, RcJ>3 and RcJ)l for the length 
of the serial register until the charge is clocked onto the output node and converted into a voltage 
(Section 3.5.3). The image phase clocks are then used to move the next row of the image area 
into the serial register so that it can be read out. To readout the device this process is repeated 
for each row.
3.5.2 Frame transfer array
A device that is being run in frame transfer mode has an image section and a store section. The 
image section is optimised for photon detection while the store section is normally covered with a 
shield making it insensitive to optical photons. After integrating charge, the gate potentials are 
used to move the charge quickly out of the image section into the store section. This frees up the 
image section for a new measurement and the charge accumulated in the store section can then 
be read out slowly to optimise the noise performance and reduce smearing (Section 3.7) 
(Figure 3.19 [van de Steeg, 1985], [Lumb, 1990]).
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Figure 3.19: A frame transfer CCD with an aluminium shield over the store section to make the section insensitive to
incident photons.
3.5.3 Output circuits
The charge accumulated in the device is moved using the gate potentials in the pixels towards the 
output circuit. The output circuit typically comprises a heavily doped n-type region called the 
"output node" with associated reset and source-follower transistors (Figure 3.20). The node has
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parasitic capacitance Cn and it is on this capacitance that a charge being read out is stored before 
being converted to an equivalent voltage signal across a load resistor, R.
Reset Transistor
Output transistor 
operated as a source- 
follower. VoltagegainG
Silicon wafer 
boundary
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Output signal GDV, 
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ne electrons
Output
node
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OV (Ground)
Figure 3.20: The charge packet is read onto the output node and then converted into a voltage by creating a potential 
difference across the load resistor, R. The output transistor operates as a source-follower buffer circuit. 4>R is used to 
reset the output node to the VRD level in between read outs. The area enclosed by the dotted line is manufactured on
the silicon wafer.
The reset transistor is operated in switching mode leaving the transistor in either an on or off 
state depending on the potential on 4>R (the reset clock). When <f)R has a positive voltage, 
typically 10 V, the capacitor on the output node, C„, is charged to a level determined by VRD (the 
Reset Drain potential). The potential on cf>R is then taken to 0 V and the node is left "floating" at 
VRD ready for the next charge packet to be read out (this is the reset operation). The output 
transistor is operated in analogue mode and so the signal voltage on the gate of the transistor will 
relate to the signal on OS (Output Source). If the voltage on the gate is Vg and that on the source 
is Vs, the current through the transistor is given by Equation 3.2, which is matched by the current 
through the load resistor, R, by Equation 3.3:
h = 2 p(yG-vs- v T)2
Vs
'‘ =i
(3.2)
(3.3)
Eliminating ld from these equations gives the variation of t^w ith Vc, namely:
Vs =  Va +
[ l - V l  + 2 PVCR
PR
(3.4)
For small signals:
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G is described as the voltage gain, typically with a value 0.65-0.80 depending on design 
[Horowitz, 1989]. The source voltage therefore follows any change of voltage on the gate, but at 
reduced amplitude, hence the circuit is known as a "source-follower". The overall transfer 
characteristic is given by Equation 3.6, where Cn is the capacitance of the output node, q is the 
electronic charge, ne is the number of electrons in the charge packet that is being read out and G 
is the voltage gain of the source-follower.
The term "responsivity", R0, is typically used to characterise an output circuit and this is 
essentially the output voltage for the detection of a single electron and it is expressed as:
3.6 X-ray photon detection performance
3.6.1 X-ray detection
In Section 3.3 the detection of photons of different energies was discussed, with photons at 
energies close to the indirect band gap energy in silicon (1.11 eV) producing one e-h pair with the 
assistance of a phonon in the silicon lattice. Infra-red, optical and UV photons are detected in 
silicon this way; however, this is not the case for higher energy photons.
3.6.1.1 Quantum yield
The quantum yield for a material is a measure of the amount of energy required to generate an 
e-h pair in the silicon without phonon assisted transition [Janesick, 2001]. X-rays exist in the high 
energy region of the electro-magnetic spectrum from ~50 eV up to several MeV [Young, 2000] 
and as this energy is much greater than the quantum yield for silicon (3.65 eV) [Lumb, 1990], the 
initial photon-generated electron has enough kinetic energy to impact other electrons in the 
silicon lattice, exciting them into the conduction band and producing further electrons through 
impact ionisation. Electrons continue to be produced until the kinetic energy of the electrons 
already in the conduction band falls below the quantum yield. The mean number of e-h pairs
(3.7)
The Charge-Coupled Device [ 3
generated by the interaction in this charge cloud, ne, is found by dividing the energy of the photon 
by the quantum yield. The standard deviation on the number of electrons generated by an X-ray 
interaction in the silicon would be equal to Vne if the interaction followed Poisson statistics; 
however, when experiments are performed to measure the distribution of e-h pairs that are 
generated for X-ray energy photons in silicon, the distribution of energies, and so the standard 
deviation, is found to be less than Vne. The improvement in the signal's shot noise is explained 
by the Fano Factor and is discussed in Section 3.7.1.1.
3.6.1.2 X-ray absorption length
The absorption length, A, is defined as "the depth into the material measured along the surface 
normal where the intensity of X-rays falls to 1/e of its value at the surface", [Henke, 1993]. The 
probability of an X-ray event interacting at a depth x in a material is given by the Beer-Lambert 
law:
1
P (X) = - e  a
A
(3.8)
The mean interaction point for a photon is given by its absorption length, but there will be a 
distribution of interaction depths around this mean value (Figure 3.21).
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Figure 3.21: The absorption length (1/e depth) into silicon.
The mean position that the X-ray interaction will occur in silicon can be predicted from the energy
of the incident X-ray. The higher the energy of the X-ray, the further into the device, on average,
The Charge-Coupled Device
the interaction will occur. However, the silicon atoms interacting with the X-rays preferentially 
absorb photons of energy equal to the transition energy of its electron shells. The silicon L series 
absorption shells have a transition energy of ~100 eV causing X-rays of this energy to be 
preferentially absorbed into the silicon. At an energy of ~1800 eV, which is equal to the K series 
transition energy, there is also preferential absorption in the silicon. The absorption profile for 
X-rays in silicon at increasing energy is shown in Figure 3.22 [Henke, 1993].
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Figure 3.22: Absorption length of X-rays in silicon between 50 eV and 20 keV showing the K and L-shell absorption lines
[Henke, 1993].
Figure 3.22 shows that a 1000 eV photon has an absorption length approaching 10 pm; therefore, 
this is the average depth at which the photons will interact with the silicon. The actual interaction 
position varies according to the probability function in Figure 3.21 and so to detect all of the 
1000 eV photons, silicon thicker than the absorption length is required.
At 150 eV, the average X-ray interaction depth from Figure 3.22 is ~50 nm. Manufacturing a CCD 
that is able to detect photon interactions so close to the surface is technically difficult due to the 
geometries of the electrode structures and will be discussed in Chapter 4.
3.6.2 Depletion, diffusion and charge splitting at energies < 1000 eV
The use of back-illuminated CCDs for low energy X-rays detection brings a new problem. The 
charge cloud is generated close to the back surface of the device and has to travel through the 
active silicon before it can be collected in the buried channel and read out. A standard e2v 
back-illuminated device is ~40 pm thick and the initial photon interaction will occur within 1 pm
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of the back-surface for X-ray energies <700 eV (Figure 3.22). When the charge generated by the 
photon in the silicon moves through the device towards the buried channel, it can diffuse 
isotropically outwards away from the point of interaction. If the charge cloud has a significant 
amount of silicon to drift through before it reaches the buried channel, the probability of the 
charge being split across several pixels in the silicon increases, a phenomena known as charge 
splitting, with the events being called "split events" [Lumb, 1990], [Bootsma, 2000], 
[Tsunemi, 2005]. The longer it takes for the charge to be collected in the buried channel the 
larger the final charge cloud. The amount of time that it takes for the charge to be collected is 
determined by the thickness of the silicon and the electric field strength at the photon interaction 
position. Thick devices with small depletion depths will allow large charge clouds to form, leading 
to an increase in split events (Figure 3.23).
Splitting the charge across several pixels degrades the energy resolution of the CCD as the charge 
has to be recombined through "off-chip" binning to reconstruct the charge cloud and have 
complete charge collection of the initial X-ray generated charge. "Off-chip" binning contributes a 
component of readout noise to the signal for each summation that occurs, thus increasing the 
FWHM of the X-ray spectral peaks and degrading the spectral resolution. Complete charge 
collection for small charge clouds split over several pixels is difficult as small signals can be easily 
lost in the noise [Lumb, 1990],
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Figure 3.23: Two charge clouds interacting at different depths into the silicon. The charge clouds are able to diffuse 
further if they are generated in the free-field region of the active silicon producing split events.
The Charge-Coupled Device 1 !H5
If the X-ray interaction occurs in the depleted silicon, the charge is quickly collected in the buried 
channel and the charge is less likely to diffuse isotropically to form split events. The increase in 
charge cloud size in the field-free region of the silicon (in terms of charge cloud FWHM) is 
approximately equal to twice the depth of field-free silicon the charge-cloud has to travel through 
[Bootsma, 2000], [Janesick, 1987]; therefore, a charge cloud that travels through 10 pm of 
field-free silicon will have a FWHM when it reaches depletion of ~20 pm plus the original charge 
cloud size (Figure 3.24).
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Figure 3.24: The increase in charge cloud size when the photon interaction occurs in the field-free region of the active 
silicon is shown. The charge cloud's size (FWHM) will increase to approximately twice the thickness of the field-free
region it drifts through.
One way to reduce the split events would be to increase the electric field across the device and 
hence increase the depleted depth of material. The charge that is generated by photon 
interactions in the depletion region is quickly collected in the buried channel of the CCD making it 
unlikely that the charge will split. The depth, xp, that the depletion stretches into the CCD can be 
found using Equation 3.9 [Howes, 1979], where 4>cho iS the empty buried channel potential (V), 
ssi is the permittivity of silicon (1.03 xlO '12 F cm'1), q is the electronic charge (1.60 x lO 19 C) and NA 
is the silicon acceptor donor concentration (cm'2). By having a lower acceptor doping 
concentration (higher resistivity - Figure 3.25) or by having a larger buried channel potential the 
depletion will be deeper in the silicon.
XP~J  * na
(3.9)
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The buried channel potential can be increased by clocking with a higher potential on the gate 
electrodes or by reducing the substrate voltage. The voltages that can be used in e2v devices are 
limited by gate protection diodes that will trigger when the potential gets too large (normally 
around 17 V [Jerram, 2011]) in order to protect the device from a large current flow that could 
cause damage; therefore, deep depletion devices are made of low doping or high resistivity 
material (small A^). The relationship between doping level and resistivity is shown in Figure 3.25.
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Figure 3.25: The relationship between donor atom concentration and resistivity. The higher the resistivity, the further
the depletion will be driven by the clock potential.
Standard devices made by e2v have a resistivity of at least 100 Q cm while "deep depletion" 
devices have a minimum of 1500 Q cm [Lumb, 1990]. e2v also manufacture high-rho CCDs where 
the device can be "over-depleted" increasing the size of the depletion region and reducing the 
number of split events. These devices have a resistivity of greater than 3000 Q cm 
[Murray, 2008].
A second way to reduce the number of split events is to have larger pixels by changing the pixel 
architecture or through "on-chip" binning. On-chip binning is the process by which the charge in 
adjacent pixels can be summed on the CCD in the charge domain, avoiding the addition of the 
extra component of readout noise that occurs with off-chip binning. The binning artificially forms 
larger "pixels", increasing the chances of the charge being collected by a single "pixel" which 
causes an improved energy resolution. Larger pixels will cause the CCD to have poorer spatial 
resolution as the point of the photon interaction will be uncertain.
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3.6.3 Partial events
When detecting photons, charge can be lost to the back-surface generation/recombination 
centres at the Si-Si02 interface, Figure 3.26.
Events that have lost charge due to these centres are termed "partial events". A partial event can 
occur when an X-ray interacts with the active silicon close to the back surface of the device 
generating a charge cloud that overlaps the passivated region, causing a proportion of the charge 
to be lost through recombination. The result is a reduction of the amount of charge and the 
charge cloud appears to have been generated by a photon of lower energy [Bootsma, 2000].
To minimise this effect, the dead-layer at the back-surface of the device needs to be as thin as 
possible. There are several ways to achieve this and they are discussed in Chapter 4. Partial 
events are usually only seen when detecting low energy photons as the interaction is close to the 
Si-Si02 interface.
Partial events can be seen if the device is operated back or front-illuminated. If the charge 
interacts in the silicon close to a Si-Si02 interface (these occur at the front and back of the device) 
then charge can be lost creating a partial event. Where the charge is lost is dependent on the 
energy of the photon and whether the device is being operated as a front or back-illuminated 
CCD.
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Figure 3.26: A charge cloud created at the Si-Si02 interface loses part of the charge to the interface
generation/recombination centres.
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3.7 Signal-to-Noise performance
Noise in a CCD is any addition to the signal that is read out from the device. It is a 
non-deterministic component and can take many forms. Several methods have been developed 
to minimise its effect.
3.7.1 Shot noise
Shot noise is the random fluctuation in the number of electrons generated from a source. For a 
mean of ne electrons generated per optical photon interaction, the shot noise is Gaussian and 
characterised by a standard deviation of ^ /n j. Using the quantum yield of silicon, it is possible to 
predict the mean number of e-h pairs that will be generated in the charge packet [Janesick, 2001].
The noise is inherent in photon detection and so sets the theoretical limit on the possible spectral 
resolution of the device.
3.7.1.1 Fano Factor
In 1947, Fano showed that if single photons produced charge clouds that contain several 
electrons, the distribution of the number of electrons generated by the interaction would have a 
narrower FWHM than predicted by Poisson statistics [Fano, 1947]. The reduction is due to the 
co-dependence between the electrons generated from a single X-ray photon. A significant 
number of electrons are produced per photon interaction across the X-ray band in silicon and so 
the majority of these electrons are generated through impact ionisation. Each new electron is 
ionised from a silicon atom through this impact, so there is one less electron in the lattice to add 
to the charge packet. The number of electrons in the silicon is much larger than the X-ray 
interaction can produce, but the reduction in the number of available electrons for ionisation 
constrains the total number of electrons that can be produced by the interaction. The probability 
of generating the mean number of electrons expected from an X-ray interaction is higher than for 
single e-h pair production, causing the observed narrowing of the produced X-ray peak 
[Lumb, 1990].
The Fano factor,/, describes the reduction of the shot noise of the system, which is dependent on 
the material that is used to detect the photons and the photon energy. The factor has been
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shown to have a slight variance with energy, but this effect is small over the energy range 
discussed in this thesis [Perotti, 1999]. The narrowing of the measured X-ray peak FWHM is 
shown in Figure 3.27.
The Fano Factor also increases the Signal-to-Noise Ratio (S/N) of the detected signal in 
comparison to the optical case for the same signal size due to a smaller shot noise on the input 
signal; however, if readout noise is the dominant noise contribution, this reduction in noise will 
have a small overall effect on the S/N.
Figure 3.27: The narrowing of the shot noise peak for X-ray detection in silicon that is described by the Fano Factor. 
The S/N is the ratio of the amount of generated signal to the size of the noise. If a device is used
to detect both optical and X-ray photons and is cold, the readout noise can be considered to be
the same in each case and the signal is equal to the number of electrons (ne). This gives a
simplified signal to noise ratio as shown in Equation 3.10, where a = 1 for inputs where one
photon generates one e-h pair (optical) and a = /fo r  X-ray inputs. The result shows that, as/ <  1,
X-ray interactions have a higher S/N than optical interactions, for the same ne> by a factor/which
is equal to ~0.12 for X-rays in silicon [Lumb, 1990].
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a
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3.7.2 Dark signal
Dark signal is the generation of electrons and holes in the silicon without a photon interaction and 
hence dark. The process occurs due to thermal mechanisms in the silicon and, as discussed in 
Section 3.3.1, mid-band traps have to exist in the silicon to enable the thermal energy in the 
lattice to excite electrons across the band gap. A mid-band trap is a defect in the silicon that can 
"trap" an electron between the valence and conduction band making thermally generated 
electrons more likely. The effect increases the background on the signal affecting the S/N of the 
device and it is an effect that would ideally not occur or be suppressed. The electrons are then 
collected as normal in the device and read-out. It is possible to suppress dark signal generation 
through the reduction of the temperature of the CCD, thus lowering the energy available to assist 
the thermal generation mechanism [Kittel, 2005].
The number of electrons excited into the conduction band through thermal interactions is 
generally expressed in units of "per pixel per second". If N electrons are generated per pixel per 
second then the dark current per pixel is given by or can be given as per cm2, giving a 
measure of performance for the device that can be easily compared to that of other devices, 
where <7 is the electronic charge, t is the integration time and A is the pixel area. The dark current 
per pixel in an image can be reduced by decreasing the frame rate through increasing the readout 
speed.
A second method for dark current generation is from the Si-Si02 interface in the device. The 
structure of the silicon does not match the structure of the oxide, leaving "dangling bonds" that 
act as generation/recombination centres in the silicon. The generation/recombination centres 
generate electrons that are added to the charge packet, increasing the dark signal. The effect can 
be suppressed through cooling the device; however, it is also possible to clock the CCD in 
"inverted mode" while the device is still warm in order to reduce thermal electron generation, as 
discussed in the next section.
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The final stage of the CCD manufacture process is a hydrogen passivation where the CCD is placed 
in a hydrogen atmosphere. The hydrogen bonds to the dangling bonds at the Si-Si02 interface, 
reducing dark signal generation; however, the passivation will dissipate over time resulting in an 
increase in dark signal.
When the CCD is operated at temperatures below -80 °C, the dark signal is sufficiently suppressed 
such that its effects can be largely ignored (< 1 e"/hour/pixel) [Flora, 2005].
3.7.3 Inverted mode clocking
In order to suppress dark current generated at the Si-Si02 interface the device can be clocked in 
inverted mode. By increasing the substrate voltage on the CCD, holes accumulate at the 
front-surface of the CCD, suppressing the dark signal generated at the interface and allowing the 
device to be run warmer for the same dark signal as a non-inverted device (Figure 3.28). 
However, inverted mode clocking reduces the full-well capacity of the potentials in the device and 
the depletion depth [Bogaart, 2009].
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Figure 3.28: Increasing the substrate potential causes the CCD to become pinned with holes being trapped
at the Si-Si02 interface.
3.7.4 Clock-Induced Charge
Clock-induced Charge (CIC) is the generation of electrons through the impact ionisation of holes 
with the silicon lattice as the CCD gate electrodes are clocked. The generated electrons add to the 
charge packet increasing the noise on the detected signal [Denvir, 2003].
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CIC shows some temperature dependence as cooling the device causes an increase in the chance 
of impact ionisation as the phonons in the silicon lattice have less energy, reducing the possibility 
of collisions between these phonons and the holes. Fewer phonon collisions increase the 
probability of electrons being generated by impact ionisation; however, this effect is small 
[Sze, 1981]. CIC is most common when the device is run in inverted mode because, in inversion, 
the surface traps are empty of electrons and these traps then re-fill as the device goes into 
depletion. Going from inversion to depletion creates a high electric field in the silicon between 
the electrodes and as the holes cross the high field inter-electrode region, they are accelerated 
and impact ionisation can occur leading to the release of an electron [Janesick, 2001].
To avoid CIC, a CCD can be operated cold in non-inverted mode to reduce the build-up of holes 
under the gate electrodes. If the device requires to be operated in inverted mode, then it is 
possible to implement image area clocks that operate from negative to positive voltages causing 
the device to be inverted at 0 V on the gate electrodes. Clocking the device this way reduces the 
size of the electric field formed in the device when going from inversion to depletion, and CIC is 
reduced. It is not always possible to clock the serial register this way, especially in an EM-CCD 
(Section 3.8), but as the bulk of dark current generation will be from the image area, inverted 
mode clocking can still be beneficial. A final method of reducing CIC is to have longer rise and fall 
times on the clock edges. Slower clock transitions cause the change in electric field to be less 
abrupt, reducing the probability of impact ionisation occurring [Janesick, 2001].
3.7.5 Reset noise
To read out a photon generated charge packet, it is moved onto a capacitive output node that has 
been recharged to a set level determined by its bias voltage, commonly referred to as VRD 
(Section 3.5.3). The output node has to be reset to this level for each pixel that is read out and 
this is achieved through a reset clock operation; however, the level to which the output node is 
reset is not constant and there is a thermal fluctuation on the reset level of the device 
[Johnson, 1928]. The possible variation in the reset level in a pixel is shown in Figure 3.29. To
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remove reset noise, CCD readout electronics can use Correlated-Double Sampling (CDS) 
[White, 1974].
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Figure 3.29: An exaggerated example of two pixels read out from a device. The different height of the reset level is
indicative of reset noise.
The CDS method samples the pixel output after the reset pulse to measure the reset level 
(Position A in Figure 3.29). A corresponding measurement is then taken in the second half of the 
pixel output to determine the amount of charge in the pixel (Position B in Figure 3.29). The two 
main methods of CDS used in CCDs are "Clamp and Sample" and "Dual Slope Integration". Clamp 
and sample takes a sample of the charge after the reset pulse and again when the charge has 
been added to the output node capacitor, taking the difference to calculate the signal level. Dual 
Slope Integration takes an average of the signal for a set time period, intT, after the reset pulse 
and again after the charge has been read out (Points A and B in Figure 3.29 respectively) 
(Figure 3.30). During the first intT, charge is negatively integrated onto an op-amp integrator and 
then positively for the second period. The resulting charge stored on the integrating op-amp is 
the signal.
Dual slope integration CDS is able to minimise the effect of thermal fluctuations in the electronics 
and high f noise spikes, as it averages the signal over time. The larger intT, the lower the noise 
from thermal fluctuations.
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Figure 3.30: Pixel output (a) shows the positions of the measurements taken in clamp and sample CDS. The clamp is 
taken on the reset level of the pixel output and the sample is taken once the charge on the output node has been read 
out. Pixel output (b) shows the period of time that the signal level is integrated in dual slope integration CDS (intT).
3.7.6 Readout noise
Readout noise is caused by the random thermal motion of electrons in the output circuit that 
gives rise to a fluctuation in the output voltage. Electrons moving through a circuit collide with 
the lattice and have a thermal motion that causes thermal noise (or white noise), described by the 
Brownian motion of carriers. The noise was quantified by Johnson and Nyquist in 1928 
(Equation 3.11), where W  is the r.m.s. noise voltage (V), k  is Boltzmann's constant 
(1.38 x 10'23 J K'1), Tis the absolute temperature (K), R is the resistance of the conducting path (Q) 
and B is the equivalent frequency bandwidth or noise power bandwidth (Hz) [Johnson, 1928], 
[Nyquist, 1928].
W  =  V4 kTBR (3.11)
The noise is a feature of electronic circuits and is represented by the fluctuating lines in the pixel's 
waveforms in Figure 3.30. If dual slope CDS is being used, the random fluctuations can be 
averaged over a long period of time. Random signals that are averaged over time tend to zero as 
the length of time increases making dual slope CDS an effective way of minimising thermal noise
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on the signal; however, increasing the CDS timings causes the CCD to be read out more slowly and 
so a compromise has to be reached between noise and speed [Kozlowski, 1999]. "Clamp and 
sample" CDS only takes one measurement per pixel output reducing its effectiveness of removing 
thermal noise. Low pass filters can be used to remove some of this thermal noise, discussed in 
the next section, before the CDS operation as it limits the bandwidth (B) and so minimises the 
noise in Equation 3.11.
The output node has an inherent capacitance that affects the responsivity of the device. If the 
output has a high responsivity, smaller changes in signal level will be able to be detected; 
however, this puts a limit on the size of the signal that can be effectively read out. The detection 
of large signals requires a lower responsivity to increase the dynamic range and allow the signal to 
be detected without saturating the output node. The larger the output node, the higher the node 
capacitance and the lower the responsivity (Equation 3.7). A trade-off has to be made between a 
highly sensitive device and one that can handle large signal levels.
3.7.6.1 Low-pass filters
In CCD bias potentials, low pass-filters are used to remove high frequency noise pickup in the 
wiring between the CCD and the power supply unit. The low pass filter is designed to have a 
cut-off frequency of 70 Hz -  160 Hz so that higher frequencies are highly attenuated. The cut-off 
frequency can be calculated using Equation 3.12 [Horowitz, 1989]:
=  ,3'12)
The use of a low-pass filter before a clamp and sample CDS circuit will cause the change in pixel 
output seen in Figure 3.31.
The output signal from the low-pass filter has a lower Johnson-Nyquist noise, but the settling time 
for the pixel output is larger due to the time constant of the filters and more time is needed for 
the system to reset fully. A balance is needed between the noise level and the settling time.
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Figure 3.31: The increase in settling time in the pixel output through the use of a low-pass filter
on the output waveform.
3.7.6.2 Pre-amplifier output
To increase the voltage signal read out from the CCD a pre-amplifier on the headboard can be 
used to amplify the signal and increase the S/N in the presence of thermal noise and electronic 
pick-up in the electronics.
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Figure 3.32: Typical simple pre-amplifier circuit for a CCD [AD829 datasheet, 2000], [Horowitz, 1989].
The serial output of the CCD is typically amplified by l l x  for X-ray applications [Horowitz, 1989].
The noise effects from components in the headboard electronics are therefore reduced in
proportion and effectively suppressed.
Figure 3.32 shows the pre-amplification circuit that is used which has a fast voltage response 
time. The external load resistor (R±) creates the potential difference to be supplied by the CCD. 
The gain of the non-inverting pre-amplifier circuit can be found using Equation 3.13, with R2 and
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The resistor R3 provides a DC path to ground for the small input current as the signal source is 
AC-coupled though capacitor Ci. Resistor R5 is included for current-limiting purposes. 
Considering the readout schematic in Figure 3.33, the signal read out, VSt and the noise on that 
signal, enl/ go into a pre-amplifier.
Figure 3.33: Block diagram of the readout from a CCD describe in terms of the signal, Vs, gain, G, and the noise 
contributions from the CCD readout, eni, and the output electronics, en2.
The S/N before the amplifier is given by Equation 3.14.
S Vs
-  =  —  (3
N enl
The signal is then increased by the gain on the pre-amplifier and the S/N becomes:
If the gain on the op-amp is large enough the second noise term in the denominator of 
Equation 3.15 becomes small and so the noise of the system is equal to Equation 3.14, showing 
that the gain on the pre-amplifier suppresses the noise on the output electronics.
3.7.7 Total noise
Through the optimisation of the CDS timings on the CCD readout electronics, cooling and careful 
clocking, it is possible to reduce the noise generated by a CCD to levels approaching shot noise 
when detecting large signals. To analyse the total noise on the system, individual noise sources 
should be considered in turn.
noise en2
Noise IgL
Pre-amplifierwith 
gain, Gpre-amp, 
CCD
S
N (3.15)
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The number of electrons generated by the photon interaction has a shot noise, G Sh o t>  which is 
equal to the energy of the photon, E, divided by silicon's quantum yield 0), Equation 3.16. The 
noise is improved by the Fano Factor, / ,  when detecting X-rays (with the noise measured in 
electrons), as described in Section 3.7.1.1.
The noise on the dark signal, <rdark, is a measure of the number of electrons produced per pixel 
per second by thermal excitations in the silicon via mid-band traps. The readout noise, ar e a d o u t>  
is a measure of the number of electrons added to the signal through thermal fluctuations in the 
readout electronics, again measured in electrons.
The noise can be added in quadrature and so the total noise is given by:
The peak in the histogram of the CCD pixel values will have a Gaussian shape allowing the FWHM 
of the peak to be calculated using Equation 3.18:
A value for the combination of noises can then be found by measuring the FWHM of the photon 
peak. The FWHM is usually measured in eV and, to make this conversion, Equation 3.18 is 
multiplied by a> (the quantum yield in silicon), giving the following relation between noise the 
read-out signal and the FWHM of the photon peak:
If the incident photon detected by the CCD only produces a single e-h pair per interaction then 
a  =  1, whereas if many e-h pairs are produced by a single interaction a =  /  (the Fano Factor).
(3.16)
G t o t a l r e a d o u t d a r k r e a d o u t d a r k
CO
(3.17)
FWHM =  2^2ln2atotai *  2.355(7,t o t a l t o t a l (3.18)
FWHM =  2.355a) a.r e a d o u t d a r k (3.19)
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3.8 Electron Multiplying CCDs
Electron Multiplying CCDs (EM-CCDs) take a conventional CCD and add a multiplication register 
after the serial register and before the output node of the device (Figure 3.34). EM-CCDs are 
n-channel devices as collected electrons are needed in the amplification process. The number of 
electrons in each charge packet is increased through impact ionisation in the multiplication 
register [Jerram, 2001].
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Figure 3.34: Schematic of an EM-CCD showing the multiplication register inserted between the serial readout register
and the output node [Robbins, 2003].
The multiplication register contains a phase that can be clocked to a high potential (40 V -  50 V), 
known as Rc]>2 "High-Voltage" (RcJ)2HV). The electrons enter the high field region between the 
RcpDC barrier phase and Rc|)2HV and are accelerated (Figure 3.35). The accelerated electrons can 
ionise other electrons in the silicon lattice through impact ionisation (Section 3.3), increasing the 
number of electrons in the charge packet. Figure 3.35 shows the clocking scheme in the 
multiplication register of an EM-CCD.
The charge cloud is stored under Rcj>l in the multiplication register (Step 1 in Figure 3.35) while 
the potential on R(j>2HV is increased. To stop charge entering the Rc|)2HV phase until it has 
reached full potential an Rc|>DC phase is built into the register between Rc|>l and Rcj)2HV. Rc}>DC is 
held at a constant low potential (~2 V) and acts as a barrier phase to the movement of the charge 
packet (Step 2 in Figure 3.35), but allows charge to flow when Rc|>l is reduced to 0 V. When 
R(J)2HV has reached the full applied potential, Rcf)l is reduced to 0 V and the charge flows into
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RcJ)2HV (Step 3 in Figure 3.35). Rcf)2HV is then clocked into Rcj>3 and the process repeats for all the 
elements in the gain register (typically ~500) [e2v, 2004].
R<j>l R<J>DC R<(>2HV R(J)3 R<J>1 R(})DC
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Step  1
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Figure 3.35: A clocking scheme showing the high potential (R4>2HV) and barrier potential (RcJsDC) necessary to the 
operation of an EM-CCD. R<}>DC stops the charge packet entering R4>2HV before it has reached full potential, 
maximising the chance of impact ionisation in the gain element and providing a constant field for impact ionisation in
each pixel transfer.
The average gain, G, achieved by an EM-CCD is dependent on the number of gain elements in the 
register, N, and applied potential on RcJ)2HV. The probability of generating an additional e-h pair 
in a single gain element, p, and the number of elements in the multiplication register, N, gives 
Equation 3.20 [Jerram, 2001].
G =  (1 +  p)N (3.20)
Although the probability of impact ionisation occurring in a single gain element is small 
(p ~ 0.015), there are many gain elements in the multiplication register and therefore high levels 
of gain can be produced. For example, for multiplication registers with elements of 100, 200,300, 
400 and 500 pixels the gain is equal to ~4, ~20, ~87, ~386 and ~1710 respectively (for p  ~ 0.015) 
(Figure 3.36).
The increase in signal due to the multiplication process occurs before the charge is read out from 
the device. Readout noise from the EM-CCD is constant regardless of signal size and so this 
internal amplification of the signal increases the S/N. The increase in S/N is due to the
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amplification of the signal, but it can also be regarded as a suppression of noise; EM-CCDs lower 
the effective readout noise of an imaging system. EM-CCDs are manufactured on low resistivity 
silicon to increase the probability of impact ionisation at relatively small potentials. Although e2v 
have manufactured EM-CCDs on high resistivity silicon in the past, they required a much higher 
potential on Rcf)2HV to achieve the same level of gain as in a lower resistivity device which caused 
them to have a higher power dissipation and more complex headboard circuitry [Burt, 2012].
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Figure 3.36: Gain register size effect on the total gain for different multiplication probabilities. The total gain on the 
signal increases with the number of elements in the gain register shown here for p =  0.02, p =  0.015 & p =  0.01.
3.8.1 Signal to Noise Ratio changes with photon energy and gain
The multiplication gain process is stochastic in nature and therefore the gain on the signal, as 
found by Equation 3.20, is an average. The noise on this signal is a function of the number of 
electrons in the charge cloud. The work completed by Basden et al. [2003] shows this nature of 
multiplication gain. The performance of an EM-CCD with a total gain of 6629 and 591 elements 
was predicted when there were 1, 2, 3 and 4 electrons in the charge packet. They found that the 
gain distribution would follow Equation 3.21, where n is an integer number of input photo­
electrons and p(x) is the probability of achieving the gain across the distribution of gain for the 
given photo-electron input (Figure 3.37).
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By increasing the number of electrons, the effect on the gain distribution can be measured. The 
larger the number of electrons in the charge cloud, the closer to a Gaussian the gain distribution 
becomes. Hence with a large enough number of input electrons the gain distribution can be 
thought to be Gaussian giving a noise on this distribution:
Figure 3.37: The distribution of possible levels of gain for charge cloud sizes 1, 2, 3 and 4 electrons showing that as the 
signal size increases the range of output signals from the multiplication register starts to become Gaussian
If one assumes that the only noise sources in the EM-CCD are those from the readout amplifier, 
a r e a d o u t > the shot noise on the initial photon interaction, a Sh o t>  ar|d the noise through 
fluctuations on the multiplication gain, ogain, and noting that the shot noise and gain noise are 
equal to ^ /n j, for optical photons, the total noise can be given by Equation 3.23, where a is the 
factor acting on the incident photon generation noise (1 for optical a n d /fo r X-ray) and /? is the 
gain factor. For devices with gain of 1, p =  0, whereas p =  1 for devices with higher levels of 
gain. This is an extension of the original equation for the noise in the CCD, Equation 3.17.
E (3.22)
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[Basden, 2003].
Noise =  ane +  pne +  ^ rea^ out>j  
The signal collected in the detector is ne and so the S/N is given by:
(3.23)
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For large values of G (/? =  1), Equation 3.24 can be simplified to:
(3.25)
N tJcc +  p
For X-ray inputs (where a =  / ) ,  the S/N becomes when the device is being operated with
high gain, G. When G =  1, /? =  0 for a device that detects X-rays with a small level of readout
readout noise is large enough, the case where the gain is 1 becomes more complicated. This 
describes the gain on the output signal from the EM-CCD; however, a more useful comparison 
would be of the output signal to a dark frame.
A dark frame from a cooled EM-CCD gives the readout noise from the device. By comparing it to 
the amplified output from the CCD the noise suppression due to the EM-CCD can be measured. 
The S/N described by Equation 3.24 is a measure of the fluctuations on the signal level with 
respect to the size of the signal, ne. To see the effect of gain the S/N needs to be a comparison of 
the dark frame (readout noise) to the signal level, ne, and is given by Equation 3.26 (Figure 3.38).
Figure 3.38: The difference between the random fluctuations of noise on a signal that multiplication gain does not 
suppress and the signal to background noise, which multiplication gain does suppress. The effect of gain suppressing 
the readout noise of the EM-CCD is found through comparing a dark reference frame with the amplified signal
from the EM-CCD.
noise, the S/N is equal to which is larger than the case with gain by a factor of If
N  O r e a d o u t
(3.26)
n.
Dark frame
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3.8.2 Excess Noise Factor for single e-h pair generation (optical) photon energies (or=l)
The gain on the detected signal is stochastic and has an associated noise that is analogous to shot 
noise (Equation 3.22). Adding the multiplication noise to Equation 3.16, the standard deviation of 
signal detected with an EM-CCD can be calculated.
Robbins and Hadwen [Robbins, 2003] showed that this result for the FWHM only holds for high 
levels of gain (> lOx). At lower gain levels the noise on the gain amplification is lower than 
predicted by the Gaussian approximation, falling to zero at a gain of lx  (the case for a 
conventional CCD). The Noise Factor, F, is described in [Hynecek, 2001] by Equation 3.29 and, 
following the method described in [Robbins, 2003], allows the increase in noise on the 
multiplication of the signal with increasing gain to be solved analytically and tested 
experimentally, where a$ut is the variance on the output signal from the CCD, <7^  is the variance 
on the input signal to the multiplication register. The result is shown in Equation 3.30 and is 
called the Excess Noise Factor (ENF) (Figure 3.39).
r e a d o u t
O t o t a l
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(3.27)
which, for the high gain case, o*h0t and a„ultipllcatlon equal becomes:
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Figure 3.39: Prediction for the ENF with increasing gain. The increase in ENF with respect to gain in the multiplication 
register of the EM-CCD is shown at 1 with a gain of lx  to ~2 at high levels of gain (> lOx).
The result allows the FWHM of the detected photon peak to be predicted based on the energy of 
the incident photon and the size of the other noise sources present in the device, Equation 3.31.
Multiplication gain improves the S/N with respect to the readout noise as the signal is amplified 
before it is read out. However, the Excess Noise Factor shows that there is an increase in the 
noise in the system due to the noise associated with the multiplication gain and the ENF also acts 
on dark signal as this signal is accumulated before the multiplication condition. The ENF increases 
the noise associated with the number of electrons in the pixel; therefore, EM-CCDs are used in 
Low-Light-Level environments where the shot noise is minimised.
3.8.3 Temperature dependence of multiplication gain
The gain that can be generated from an EM-CCD for a fixed potential (RcJ>2HV) is temperature 
dependent. The probability of additional electrons being generated by impact ionisation in the 
silicon is dependent on the magnitude of the phonon energy. If the phonon energy is high, the 
electrons are more likely to scatter off the phonons reducing the available energy to ionise further 
electrons [Tirino, 2003], [Sze, 1981]. Through the cooling of the silicon, the magnitude of the 
phonon energy falls and electrons are less likely to scatter off them, increasing the chances of 
impact ionisation in the multiplication register. This dependence has been measured and can be
& t o t a l  ~
fX
u r e a d o u t + E N Fald a r k
E
+  ENF — (3.31)
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seen in Figure 3.40 [e2v, 2004]. In order to ensure that the level of gain for a given gate potential 
stays constant, accurate temperature control is important.
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Figure 3.40: The relationship between increasing the voltage on the HV electrode in the multiplication register (gate 
potential) and the amount of gain is shown for different temperatures. Lower temperatures give higher levels of gain 
for the same amount of potential on the HV gate electrode [e2v, 2004].
3.8.4 Ageing of the EM-CCD multiplication register
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Figure 3.41: EM-CCD gain register ageing overtime. The experiment was designed to keep the level of gain the same by 
varying the gain register potential. The change in the required potential demonstrates the ageing of the register
[Evagora, 2012],
EM-CCDs are also known to experience a gain ageing effect where the amount of gain that is 
produced for a given potential on R(}>2HV falls over time. The effect is most pronounced during 
the first few hours of running the device; therefore, e2v "burn in" the devices before they are 
delivered to the customer. After the initial rapid ageing the EM-CCD ages very slowly covering a 
15% degradation over 2000 days (Figure 3.41); therefore, once the EM-CCD has been initially 
aged, the ageing effect can be largely ignored [Evagora, 2012].
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3.9 Summary
Incident photons can generate electrons through the photo-electric effect and subsequently 
detected, with the generated signal read out from the device. Several different types of CCD 
electrode architecture can be used to move the charge, including two-phase and three-phase 
clocking. In order to produce an effective detector, the doping of the silicon has to be optimised 
for the specific application as the different dopants used in the CCD can affect performance. To 
optimise CCD performance, noise sources and their possible mitigation must be considered.
To optimise CCD performance in the work carried out in this thesis, the noise performance of 
CCDs and EM-CCDs must to be understood. Potential problems may occur due to the 
multiplication process, EM-CCD ageing, CIC and variable gain due to unstable temperature; 
methods of minimising the problems have previously been identified. By having a stable 
temperature control system and a device that has been through a "burn-in" process, ageing and 
gain stability can be addressed. CIC can be mitigated by not running the devices in inverted mode 
and by having slow clock edges.
A main theme of this thesis will be the analysis of the additional noise added to the detected 
signal through the multiplication process in an EM-CCD. A comprehensive understanding of this 
process is vital if EM-CCDs are to be considered as X-ray detectors for future soft X-ray 
spectrometers. The work carried out previously with respect to this noise, the Excess Noise 
Factor, has been reviewed allowing the adaption of the technique at X-ray energies.
Effective charge collection in CCDs is important for achieving the best spectral performance. With 
the detection of soft X-rays, charge collection is challenging and so the effect of incomplete 
charge collection must be understood allowing mitigation strategies to be implemented in 
experiments, such as larger pixel device, on-chip binning and large depleted regions in the active 
silicon.
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Chapter 4: QE Improvements for soft X-ray detection
4.1 Introduction
Back-illuminated CCDs were developed in order to produce devices that had a higher X-ray 
Quantum Efficiency (QE) than front-illuminated CCDs for photons of low energies (<700 eV, 
Figure 3.22). Quantum Efficiency is a measure of the detection efficiency of a device and is given 
by the percentage of incident photons that are actually detected. This chapter will look in greater 
detail at the difference between the front and back-illuminated devices, as well as how 
back-illuminated CCDs are manufactured and the processes of back-surface passivation that have 
been developed to maximise their low energy performance.
4.2 Quantum efficiency model
To evaluate the difference between back and front-illuminated devices, a model simulating the 
two different types of device was made by the author in MATLAB as part of the work for this 
thesis. The model takes the linear attenuation coefficients, n, of the materials of which the CCD is 
composed over a range of X-ray energies and uses this information to evaluate how much of the 
incident radiation, 70, at each energy reaches the active silicon [Henke, 1993]. The value for n 
varies with energy, are found using [Henke, 1993] and are shown for Si, Si02 and Si3N4 in 
Figure 4.1.
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Figure 4.1: Linear attenuation coefficients of the different materials found on a CCD. The K-she!l edges of nitrogen 
(399 eV), oxygen (523 eV) and silicon are shown (1740 eV) [Henke, 1993].
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It is assumed that if the photons reach the active silicon they are detected. The thicknesses of 
material on the surface of a front-illuminated device were taken from Table 4.1. The native oxide 
on the surface of the back-illuminated device was assumed to be 5 nm [Morita, 1990], 
[Samson, 2000] and the dead layer caused due to the passivation of the back-surface was 
measured using a SIMS technique. With this information it is possible to use Equation 4.1 to 
predict the intensity of the incident radiation, 70, that reaches a depth x into the device.
7 =  I0e - ^  (4.1)
Using Equation 4.1 and the linear attenuation coefficients of the material in a CCD yields the 
Equation 4.2 for QE, where xdsi is the depth of the active silicon in the device and xsi, xsi0z^n6 
Xsi2N4are the thicknesses of the polysilicon gate electrode, the combined depth of the Si02 layers 
and the silicon nitride dielectric respectively.
QE — ^1 —  Q (-fJ-Si-xdSi)^  ^ [^ k'Si02'^ Si0'2^ ) g  S13N4.) ^ (4.2)
For a back-illuminated device, the gate electrodes do not have a probability of absorbing the 
incident photon and therefore Equation 4.2 leads to Equation 4.3, where xdeadsi is the dead layer 
between the native oxide and the active silicon generated through the passivation process 
discussed in Section 4.4.1. These two formulae are the basis of the plots produced for the QE in 
this chapter.
QE =  ^1 — 6 ~tesi-XdsO^ ' ^>’Si02'XSi02) ' q~(lJ-Si-xdeadSi)'^  (4.3)
4.3 Front-illuminated vs. Back-illuminated
4.3.1 Front-illuminated CCDs
In a front-illuminated CCD, as the photons are incident on the device electrodes, they have to pass 
through the electrode structure before they reach the active silicon. The active silicon is above a 
thick substrate of heavily doped metallic like silicon that allows easy recombination of any e-h 
pairs that are generated in it (Figure 4.2).
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Figure 4.2: A cross-section of a front-illuminated CCD with the gate electrode shown in green and the Si02 and 
silicon nitride layers shown by the white space directly beneath the gate electrodes.
The depth that a photon penetrates into the device is dependent on the energy of the incident 
photon and the material the photon has to pass through. The lower energy detection limit is 
based on the energy of photon required for a phonon assisted transition across the band-gap and 
is 1.11 eV. At energies approaching this lower limit a large thickness of silicon is required to 
increase the probability of the photon interacting with a phonon; therefore red light penetrates 
further into the silicon than blue (Figure 4.2). At higher energies, the Thomson cross-section of 
the electrons in the silicon lattice reduces in size making collision less likely and eventually (at 
energies approaching 20 keV) the silicon becomes transparent to the photons. The depth of the 
layers that an incident photon has to penetrate in order to reach the active silicon in a typical 
front-illuminated device manufactured by e2v is given by Table 4.1 and shown in Figure 4.3.
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Figure 4.3: A typical front-illuminated CCD: The active silicon at the front of the device is covered by polysilicon 
gate electrode, a protective silicon dioxide layer and a silicon nitride dielectric (not to scale).
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Table 4.1: Layers that incident X-rays have to penetrate in order to reach the 
active silicon in a front-illuminated device [Murray, 2008]
Layer Thickness (nm) Use
Silicon dioxide (Si02) 750 Protective layer
Polycrystalline silicon (Si) 300 Gate electrode
Silicon nitride (Si3N4) 85 Dielectric
Silicon dioxide (Si02) 85 Natural layer
Active silicon Up to 50,000 Active material
Most X-ray applications for CCDs do not require silicon thicker than 50 pm, but this is not the case 
for other applications (Near Infra-Red). Using the model described in Section 4.2 the QE 
performance of a front-illuminated device can be predicted over a large energy range (Figure 4.4).
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Figure 4.4: Quantum efficiency for a front-illuminated CCD over a 0.1 keV to 20 keV energy range using the values
stated in Table 4.1.
Figure 4.4 shows that at energies less than 1 keV the performance of the front-illuminated devices 
is unlikely to be sufficient for scientific applications, as the QE is below 50%. The low QE at soft 
X-ray energies is one of the performance issues with front-illuminated devices that led to the 
development of back-illuminated CCDs. The performance of the front-illuminated CCD tails off at 
higher X-ray energies as the photons begin to pass through the device without interacting; the 
silicon effectively becomes transparent to the incident photons.
4.3.2 Back-illuminated CCDs
Back-illuminated CCDs, developed for high QE X-ray detection, are manufactured from a 
front-illuminated CCD that has the metallic substrate etched away, exposing the active silicon of
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the device directly to the air which causes a thin native oxide to grow. The incident X-rays now 
only have this native oxide to pass through in order to interact in the active silicon; therefore, the 
QE of the device for low energy photons is potentially higher than in a front-illuminated device. 
There are, however, practical difficulties in realising this performance [Van den Berg, 1996].
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Figure 4.5: Different energy photons entering a back-illuminated device generating e-h pairs [Burt, 2011].
Figure 4.5 shows how this back-illumination approach increases the likelihood that a low energy 
photon will be detected in the active silicon of the device. The depletion depth, xp, (pm) is 
governed by the acceptor dopant concentration, NA (atoms cm'3), the doping of the active silicon 
and the voltage on the gate electrodes, as shown by Equation 3.9 If the device is thicker than xp 
part of the active silicon will be "field-free". Electrons that are generated in the field-free region 
are not affected by the electric-field in the depleted silicon and so will diffuse isotropically over 
several pixels and may either recombine or eventually drift into depletion leading to the X-ray 
events being "split" [Hopkinson, 1983]. Charge splitting can lead to problems such as incomplete 
charge collection and cause the energy resolution of the CCD to degrade [Van den Berg, 1996]; 
therefore, the section is thinned to remove the field-free region, as shown in Figure 4.6.
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Figure 4.6: Different energy photons entering a thinned back-illuminated device generating e-h pairs.
Back thinning the CCD enables the depleted silicon to stretch all the way to the back-surface of
the device, thus causing the charge to be collected faster, reducing the charge splitting,
maintaining the device's energy resolution and making X-ray spectroscopy easier. However, by
making the silicon thinner the upper limit on the energy of photons that the device can detect is
reduced. At higher energies the X-ray photons will pass through the device without interacting. It
is therefore necessary to make the device thick enough to suit the application, but not having too
large a field-free area of active silicon. The depletion in the device can also be engineered to
extend further into the device, allowing thicker devices to be used without sacrificing energy
resolution through increasing the silicon's resistivity (Section 3.6.2).
The native oxide that grows over the back surface of the device is relatively thin compared to the 
electrode structure on the front of the device [Morita, 1990]; the QE of the device at low energies 
is improved over the front-illuminated device. Using the model in Section 4.2 it is possible to 
make predictions about the device's quantum efficiency over the same energy range as before 
(the thickness of the active silicon is taken to be the same in the front and back-illuminated 
devices) (Figure 4.7).
Figure 4.8 shows a comparison between the front and back-illuminated device over the "soft" 
X-ray energy range. With increasing energy, the performance of the back and front-illuminated 
devices coincide.
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Figure 4.7: Quantum efficiency for a back-illuminated CCD over a 0.1 keV to 20 keV energy range using Equation 4.2 and
the values stated in Table 4.1.
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Figure 4.8: Quantum efficiency for a back-illuminated compared to a front-illuminated CCD over a 0.1 keV to 
20 keV energy range using the values stated in Table 4.1.
The benefits of using a back-illuminated device over "soft" X-ray energy ranges can be seen; 
however, back-illuminating a CCD causes the formation of an accumulation region where 
generated signal can be lost, that has to be passivated through the introduction of a p+ (highly 
p-type doped) "dead-layer".
4.4 Accumulation and back-surface passivation
The accumulation region that is formed close to the surface of a back-illuminated CCD affects the 
photon detection performance requiring this region to be suppressed through a passivation 
process [Amelio, 1971].
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Back-illuminated CCDs have their substrate etched to minimise the thickness of silicon that the 
charge has to travel through before it is collected in the buried channel. Thin silicon reduces 
charge splitting between pixels; therefore, improving energy resolution. Once the substrate has 
been etched away a native oxide will form on the surface [Morita, 1990]. In silicon CCDs this layer 
is made up of silicon dioxide (Si02); however, the creation of this Si-Si02 boundary leads to the 
formation of generation/recombination centres or traps at the interface, due to the mismatch 
between the bonds. The centres cause additional energy states within the band-gap that allow 
photo-generated signal close to the back surface to recombine, reducing the UV and "soft" X-ray 
response [Janesick, 1985]. The native oxide also has an inherent positive charge that leads to an 
accumulation region being created at the surface of the CCD, drawing electrons towards the 
generation/recombination centres at the Si-Si02 interface [Amelio, 1971], [Nikzad, 1994], 
(Figure 4.9), resulting in a significant loss of QE.
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Figure 4.9: The variation of potential in a device with distance from the surface in a back-illuminated CCD. At the 
back-surface an increase in the potential profile is created due to the inherent charge of the native oxide.
To stop photo-generated signal from being lost at the interface states, the back-surface of the 
CCD is passivated. The process creates a p+ layer on the back-surface of the device, altering its
properties. Essentially, a potential step is put into the back-surface that acts as a barrier to
electrons diffusing towards the generation/recombination centres, sweeping the charge towards 
the buried channel, causing a reduction in the amount of recombination and improving the 
device's QE. Any interactions that occur in this p+ layer, or closer to the back-surface, will be
unable to overcome this potential barrier and therefore will be lost to the
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generation/recombination centres. The thin strip of p+ material at the surface of the CCD is 
referred to as a "dead" layer and it should be as thin as possible [van den Berg, 1996] (Figure 
4.10).
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Figure 4.10: The potential in a device varies with distance from the front surface in a back-illuminated CCD. The 
increase in back-surface potential has been nullified through its passivation with a boron implantation.
4.4.1 Passivation processes
There are three main methods of back-surface passivation that are used commercially: 
chemisorption, ion implantation and Molecular Beam Epitaxy (MBE).
4.4.1.1 Chemisorption
Chemisorption techniques aim to neutralise the positive charge, acting to minimise the chance of 
electrons recombining through the introduction of a negative charge into the silicon dioxide layer. 
One way of achieving this is through a "UV flood" as shown in Figure 4.11 [Janesick, 1985], 
[Lumb, 1990].
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Figure 4.11: The effect of a UV flood on the potential at the back-surface of a CCD.
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Exposing the back-surface of the CCD to a UV light source creates high-energy e-h pairs close to 
the Si-Si02 boundary. The electrons drift into the Si02 causing an oxide charging effect. Negative 
charge builds up in the oxide, which is then able to repel any generated electrons. The electrons 
are unable to reach the generation/recombination centres at the Si-Si02 boundary allowing them 
to be collected in the buried channel, increasing the QE of the device.
The chemisorption technique has two major issues. The first is that the UV charging is not 
permanent. Due to the proximity of the generation/recombination centres at the Si-Si02 
interface, the electrons that neutralise the oxide layer will eventually be lost to these centres, 
causing the oxide to lose its negative charge. The CCD will have to be re-charged several times 
over its lifetime, leading to the second problem. The way the UV charge is implemented means it 
is impossible to repeat the charging in exactly the same way each time, producing a variation in 
the QE of the device, requiring time consuming recalibration.
The other techniques of back-surface passivation aim to replicate the level of passivation 
generated by chemisorption, but with greater stability over time.
4.4.1.2 Ion Implantation
The process of ion implantation creates a region of silicon close to the back-surface that has a 
higher boron doping level (p+) than the rest of the device (p ) (Figure 4.12).
p+ P‘
Nai Na2
<=>■
electron
A B
Figure 4.12: Two areas of silicon with different levels of doping. Section A, in this case, has a higher boron
concentration (p+) than section B (p').
In a semiconductor the number of majority change carriers, n, multiplied by the number of 
minority charge carriers, p, is constant and equal to the intrinsic carrier concentration, n f, 
squared (1.08xl010 cm-3 for silicon at room temperature) [Hook, 1974]:
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n. p =  nf =  constant
The doping concentration in a material, NA1 and NA2 in Figure 4.12, is equal to p; therefore:
(4.5)
niNA1 =  n2NA2 =  nf (4.6)
Rearranging Equation 4.6 gives:
N.
n i =  n2 'A 2
N.
(4.7)
'A 1
By introducing different doping concentrations into the silicon, the charge carrier concentrations 
will vary and affect the movement of photo-generated electrons in the silicon. The probability of 
the electron in B going into A in Figure 4.12 is proportional to — . If the doping concentration in
NA1
section A, NA1, increases, as the concentration in section B, NA2 remains constant, the number of 
majority carriers in section A falls and the number in section B rises and the probability of the 
electron moving from section A into section B reduces. The effect can also be analysed in terms 
of potentials, as will be shown later (Figure 4.21).
Figure 4.13 shows that the collection probability in the device can be considered to be 100% in 
the p' layer, subsequently falling to zero at the silicon/silicon dioxide interface. To get the best 
possible QE from the back-surface it is important to minimise the value of t  (depth that the boron 
implant penetrates into the silicon).
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Figure 4.13: The effect of the increase in doping on generated electrons and the effect that it has on the 
probability that the charge will be collected by the buried channel in the CCD. The closer the interaction occurs to 
the generation/recombination centres the lower the probability of the electrons being detected.
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The thickness of the p+ layer, t, is ~0.05 pm and this is referred to as the "dead layer"; however, 
the collection probability in the p+ layer increases with distance from the back-surface, and so the 
surface is not "dead".
To form the p+ passivation layer in a back-illuminated CCD, e2v uses an ion implantation process 
called a "laser doped anneal" which follows these steps:
1. Boron atoms are incident onto the back surface of the CCD to implant them into the 
silicon. The energy of the atoms determines the average depth that the atoms will 
penetrate into the silicon which is the dominant contribution to the thickness of the 
"dead" layer. The process used by e2v to passivate the back-surface implants boron at 
10 keV
2. The back surface of the device is rapidly melted using a UV laser pulse (A. = 248 nm, 30 ns 
pulses) to provide a shallow anneal. Boron has a high diffusivity in liquid silicon and as the 
silicon cools and re-crystallises the boron atoms are incorporated into the silicon lattice 
forming the passivation layer.
Ion implantation, while not as effective as chemisorption in terms of minimising the size of 
the p+ layer, is relatively cheap and allows the passivation of multiple CCDs at one time with a 
permanent solution. However, as it is an ion implantation process there is an element of 
lattice damage associated with the implantation and this can create non-uniformities in the 
back of the device and create additional generation/recombination centres and defects in the 
silicon lattice. The thickness of this passivation layer is of the order 50 nm, but it is possible to 
do a selective etch on the back-surface of the device to make this layer thinner and so 
improve the low energy QE of the CCD (UV energies). The boron concentration with depth in 
a CCD with a thinner p+ layer is shown in Figure 4.14. The surface contamination seen in 
Figure 4.14 is caused by the sputtering of the CCD surface when the Boron concentration was 
measured.
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Figure 4.14: Measurement of boron concentration vs. depth made by e2v for the enhanced process back-surface 
passivation technique discussed later in section 4.4.1.3 [Endicott, 2010].
An earlier technique, originally developed by EEV and the Dutch Space Agency, SRON (Stichting 
Ruimte Onderzoek Nederland) for use on the CCDs for XMM-Newton, was to form the dead layer 
using Gas Immersion Laser Doping (GILD). GILD passivates the surface of a back-illuminated CCD 
with a thin boron implant (50 nm -  100 nm from the surface) in order to improve the soft X-ray 
response of the detectors [Bootsma, 2000]. GILD is implemented through the following process:
• The CCD is held in an atmosphere consisting of diborane gas (B2H6) and a pulsed KrF 
excimer laser (X = 248 nm) is stepped over the CCD in order to dissociate the diborane gas 
and melt a very small layer into the silicon.
• The atomic boron penetrates into the molten silicon by liquid phase diffusion and the 
dopant is introduced as far as the melt depth.
• The profile of the boron doping is determined by the laser energy [van den Berg, 1996].
The GILD process is able to produce back-illuminated CCDs with dead layer of ~50 nm, but as the 
CCD has to be in a diborane atmosphere, it takes longer to process multiple CCDs compared with 
ion implantation techniques, but there is no un-annealed lattice damage created as the boron 
atoms do not require activation. The GILD process was only possible on a single device at a time 
and so has been superseded by the ion implantation technique.
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4.4.1.3 Ion Implantation enhanced process
To improve the soft X-ray performance of back-illumination, e2v enhanced their ion implantation 
process using a technique called "anodic etching". Electrolytic techniques are used to force a 
thicker than normal layer of Si02 to form on the back-surface. In order for the Si02 to grow in 
size, silicon from the device has to be oxidised causing the Si02 layer to grow into the device. The 
Si02 layer can then be selectively etched away, reducing the size of the p+ layer in the silicon. The 
amount of oxide that is grown can be predicted, but if too much of the silicon is etched away the 
passivation layer can be removed. When the etch is complete a native oxide will again form on 
the back surface.
4.4.1.4 Molecular Beam Epitaxy (MBE)
Molecular Beam Epitaxy (MBE) is a process used at the Jet Propulsion Laboratory (JPL) in 
California to pacify the surface of a back-illuminated CCD. The process has been called 
"delta-doping" due to the sharply-spiked dopant profile that is created in the epitaxial layer, 
[Hoenk, 1992]. Figure 4.15 is produced by analysing the potential step that is introduced into the 
silicon through the growth of a boron layer (changing the doping concentration). It is found by 
solving Poisson's equation for each point in the silicon.
The conduction band edge in silicon is 1.11 eV and so this energy is equivalent to zero potential in 
the silicon. MBE is used to grow a 2.5 nm layer of boron-doped silicon on the back-surface of a 
fully-processed, thinned CCD (Figure 4.16) [Nikzad, 1994].
The delta-doped layer that is grown on the device (Figure 4.16) is indistinguishable from the 
original lattice causing the density of defects at the substrate-epilayer interface to be small. A 
possible problem with this method is that the silicon deposition is performed by electron beam 
evaporation, which produces ~6 krad of X-ray radiation; however, this is below the damaging level 
for the CCD and no increase in dark current or Charge Transfer Inefficiency (CTI) is seen. X-ray 
damage normally manifests itself after an exposure of~100 krad [Magorrian, 1988].
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Figure 4.15: The conduction band edge energy is shown as a function of distance from the back surface of the 
device for a back-illuminated CCD that has been delta-doped with the peak being ~5 A from the back-surface
[Hoenk, 1992]
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Figure 4.16: Surface of back-illuminated CCD after it has been Delta-doped with approximate dimensions given
[Nikzad, 1994],
Delta-doping is the most effective method for back-surface passivation due to the thin dead-layer 
created [Westhoff, 2009]; however, it is costly to implement and only shows a benefit in QE over 
a narrow energy range in the UV due to the photon's absorption length at these energies being 
very close to the surface of a back-illuminated CCD.
4.5 Measuring the surface passivation for an e2v CCD97
In order to characterise the size of the p+ layer boron implantation of an Anti-Reflection (AR) 
coated, back-illuminated e2v CCD97, the author took a sample to Ceram in Stoke-On-Trent. The 
EM-CCD was placed into a Secondary Ion Mass Spectrometer (CAMECA IMS 4F) that used an 
oxygen ion beam to sputter the surface of the device (Figure 4.17).
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Figure 4.17: The CAMECA IMS 4F at Ceram used fo r the back-surface measurements.
The ions that were ejected from  the CCD surface as a result o f the ion beam were collected and, 
using a silicon sample o f known boron concentration (1.648 x lO 19 cm '2) as a reference, the 
amount of boron in the silicon was measured. The known sample was calibrated using a NIST 
standard [Henke, 1993]. The instrument can detect boron concentrations at the parts-per-billion 
level. The ion beam sputtered the silicon at a constant rate allowing the depth at which the 
samples were taken to be calibrated using a depth profiler (stylus profilom eter). The stylus is 
swept across the trench made by the ion beam and the vertical and horizontal positions are 
measured allowing the trench profile to  be found (Figure 4.18).
The SIMS used an oxygen ion beam in order to  reduce the ionisation potential o f the boron and 
silicon, reducing the energy needed to produce the secondary ions. Two measurements of the 
back-surface were taken w ith d ifferent ion beam potentials: the firs t had a beam potential o f 
5.5 keV and the second had a beam potential o f 3.1 keV. The lower the beam potential, the 
longer it takes to sputter the surface allowing higher resolution data to  be taken.
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Figure 4.18: (a) Schematic of stylus scanning across the SIMS trench (b) the resulting profile of the trench from
which the trench depth can be found.
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Figure 4.19: The doping profile on the back-surface of the e2v CCD97 at different beam potentials.
The two back-surface boron concentration plots, Figure 4.19, show that the peak boron
concentration in the device is ~2 xlO19 atoms cm'3 compared to the bulk doping level of
1015 atoms cm'3 which represents a significant increase in the doping level of the silicon. The dead
layer is shown to be equal to ~45 nm in this device; however, the CCD is coated in a layer of
hafnium oxide and there is some surface contamination that is making the size of the dead layer
appear to be larger than it would be if the CCD was uncoated. Removing the effects of the
contamination allows the position of the peak boron concentration to be estimated (Figure 4.20).
Figure 4.20 shows the dead layer extending ~40 nm into the CCD back-surface which is larger than 
the modelled value in Figure 4.14, but Figure 4.20 shows the result for an EM-CCD with AR 
coating. The device has a thicker dead-layer than predicted as it is not designed for high QE X-ray 
detection.
QE Improvements for soft X-ray detection
re 101
.E 10
40 nm
50 100 150 200 250 300 350
Depth (nm)
Figure 4.20: The high resolution doping profile plot with the surface contamination and hafnium oxide
AR coating removed.
Through the use of the Poisson equation and the SILVACO TCAD programme, it is possible to turn 
this doping profile into the potential seen at the back surface of the device in comparison to the 
MBE result shown in Figure 4.15 (Figure 4.21). The y-axis is shown in terms of the potential in the 
silicon, not the conduction band edge.
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Figure 4.21: Potential step introduced to the surface of a back-illuminated CCD through the ion implantation 
technique with the peak potential occurring at ~40 nm. The plot is derived from the doping concentrations
measured with the SIMS (Figure 4.20).
4.6 Summary
Back-illumination was developed to produce CCDs with high QE across UV and soft X-ray energy 
ranges. Back-illumination removes the gate electrode structure from the path of the incident 
radiation, reducing the thickness of material that incident X-rays has to travel through to reach
the active silicon. The resulting devices have higher levels of interaction in the active silicon but,
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due to the inherent positive charge of the native oxide that grows on the exposed back-surface, 
electrons are lost in the back-surface generation/recombination centres causing QE to fall. 
Back-surface passivation was developed to anneal the effect of the native oxide and so maintain 
the high QE possible with back-illumination. Various methods have been designed to achieve the 
necessary passivation with the devices used in this thesis passivated through ion implantation. 
When a device is passivated using ion implantation, a thin p+ dead-layer is created close to the 
back-surface of the CCD that reduces QE at low soft X-ray energies; however, this layer is 
necessary to passivate the device.
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Chapter 5: X-ray detection in the laboratory
To characterise the performance o f CCDs in the laboratory requires equipment tha t allows the 
device to be cooled under vacuum and illuminated w ith X-ray photons. The fo llow ing chapter w ill 
describe the equipment used in the laboratory, the data analysis techniques required when X-ray 
photon counting and the CCDs used in this thesis w ill be introduced.
5.1 Laboratory equipment
5.1.1 Electronics
To operate CCDs in a laboratory, each device requires a set o f dedicated headboard electronics 
controlled using a drive electronics system, providing the clock voltages and bias potentials for 
the CCD and to  sample the output. A "USBREM Scientific Camera System" [Holland, 2008] from 
XCAM™ was used to supply the USB interface to  a PC, the CDS functions (in this case a 16-bit dual 
slope integration CDS card), the clock drive potentials and the biases (Figure 5.1).
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Figure 5.1: XCAM box used to  control the CCD inputs and perform CDS on the CCD output.
5.1.2 Experimental chamber, vacuum equipment and cooling system
To reduce the dark signal in CCDs, they are cooled to  suppress the dark current (preferably colder 
than -80 °C). To achieve this, the CCD has to be under vacuum to  avoid ice build-up on its surface. 
Cooling was provided by a MegaTech™ Poly-Cold Compact (PCC) compressor and CryoTiger™ 
head and a Pfieffer™ Turbo pump is used to obtain a vacuum of order 10~5 mbar (Figure 5.2).
Inside the vacuum chamber, the CryoTiger™ head is coupled to  the CCD ceramic to  provide the 
cooling, through a copper braid from  the CryoTiger™ head (made from  nickel) to  a copper
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baseplate. A copper cold-finger and nylon support studs are then attached to  the baseplate to 
provide cooling and support to  the CCD package (Figure 5.3). The CCD is held in place using a 10G 
clamp [Tufnol datasheet, 1994] that has an open region to allow illum ination o f the active area of 
the device (Figure 5.4).
4-way Fischer 24-way Fischer 7-way Fischer 
connector connector connector
Vacuum chamber Cryo-Tiger head
Figure 5.2: Vacuum chamber w ith CyroTiger™ head attached and camera head flange in place.
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Figure 5.3: Baseplate and cold finger supported on the chamber flange w ith nylon stud.
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Figure 5.4: Chamber flange w ith a CryoTiger™ head coupled to the CCD ceramic via a copper braid, baseplate and cold- 
finger. The CCD is held in place w ith Nylon stud and a 10G clamp.
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5.1.3 X-ray sources
To test the CCDs at soft X-ray energies (300 eV to 10000 eV) the equipment has to be able to 
generate these photons. Described below are the two main ways in which X-rays are generated in 
the laboratory.
5.1.3.1 55Fe
55Fe is an unstable isotope of iron with 26 protons and 29 neutrons in its atomic nucleus. It 
decays via electron capture to 55Mn with a half-life of 2.737 years [Audi, 2003]. The vacancy in the 
K-shell created by the electron capture is filled by an electron from a higher energy electron shell.
The difference in energy between the two shells is then emitted from the atom by either Auger 
electrons of 5.19 keV (60% probability), K-alpha X-rays at 5.9 keV (24.4% probability) or K-beta 
X-rays with an energy of 6.49 keV (2.85%). The remaining 12% probability of emission is 
accounted for by lower energy Auger electrons and photons from other minor transitions 
[Esam, 2003].
Placing an 55Fe source in the chamber with the CCD allows X-rays of a known energy (5898 eV Ka 
and 6490 eV Kp) to be incident onto the CCD with a very low background signal allowing high 
precision measurements of the device's performance. The sources used in the laboratory are of 
reasonably low activity (19 kBq) allowing individual photons to be easily measured with a typical 
exposure time of l/1 0 th second.
5.1.3.2 X-ray tube
To generate a larger range of energies than is possible with an 55Fe source, an X-ray tube can be 
used with a variety of target materials. A tungsten filament and a target are sealed in a vacuum.
By passing a potential through the tungsten filament, electrons are generated and they are 
accelerated towards the target by placing a potential difference between the filament and the 
target. The number of electrons produced is dependent on the current that is passed through the 
filament and the maximum energy is dependent on the potential applied (Figure 5.5).
X-ray detection in the laboratory [
+
O  High Voltage
Filament heating 
circuit
X-ray beam
Figure 5.5: The inside of an X-ray tube with the electrons generated by a tungsten filament being accelerated by a 
potential into a target where X-rays are generated. Higher potentials allow higher energy electron transitions to be
fluoresced (depending on the target material).
The accelerated electrons are incident on the target, creating a large amount of thermal energy 
[Brown, 1975]. The X-ray tube can generate photon emission in two possible ways:
The first is through the electron being deflected by the nucleus of an atom within the target 
material. The deflection changes the electron's direction and causes it to lose kinetic energy 
through the emission of a photon of energy determined by the unknown direction change. The 
electron then continues through the target until it is deflected by another atom and emits 
another photon of unknown energy, causing it to slow further. Radiation generated by this 
method is called Bremsstrahlung from the German for brems (brake) and strahlung (radiation) 
[Young, 1996]. The energy of the photon produced is dependent on the position of the electron 
and the atomic nucleus; therefore, Bremsstrahlung produces a continuum of energies up to the 
maximum energy provided by the potential between the filament and the target [Knoll, 2000] 
with the peak occurring at approximately 1/3 of the maximum energy (Figure 5.6).
The second method of photon generation, known as X-ray fluorescence, occurs after an incident 
electron directly displaces an orbital electron in the target atom. The displaced electron is 
replaced by an electron from a higher energy electron shell and the difference between the 
energy of these shells is emitted as an Auger electron or X-ray photon. The energy of the released 
photon is characteristic of the atomic element that the electron was released from due to the 
uniqueness of the binding energy of the atom [Bearden, 1967]. The X-rays generated from the
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target travel into the chamber where they fluoresce a second target. Through the use of a 
specific target in the chamber the fluorescence lines produced can be tailored to the experiment.
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Figure 5.6: X-ray tube spectrum with a copper target showing the Cu K and L shell emissions (red) with a
Bremsstrahlung background (blue).
Figure 5.6 shows the X-rays produced by fluorescence on the Bremsstrahlung background 
emission for a copper target. The K-shell emissions (Ka and Kp) are clearly visible at 8047 eV and 
8904 eV with the L-shell emission visible at 928 eV but with a much lower fluorescence yield than 
the Ka emission (~8%) [Krause, 1979].
The X-ray tube has a high background signal due to Bremsstrahlung; however, if a target wheel is 
used in the chamber to change the target material, its tuneable flux and X-ray energy can make it 
ideal for testing the CCD at multiple energies without having to remove it from the vacuum 
chamber.
5.2 The CCDs used in this thesis study
Two different types of CCD were used in the work of this thesis. The first were conventional 
back-illuminated CCDs that are defined here as devices that operate without internal gain and the 
second were EM-CCDs that incorporate a multiplication gain register.
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5.2.1 Conventional CCDs
5.2.1.1 e2v CCD30-11
The CCD30-11 is a 256 row by 1024 column array CCD with 26 pm x 26 pm pixels. It is back- 
illuminated with no AR coating to maximise quantum efficiency at soft X-ray energies. The device 
is 3-phase in parallel and serial transfer directions and the output circuit has source follower 
architecture (Section 3.5.3) [e2v, 2006].
Two different types of CCD30-11 were used in the course of this work. One was an enhanced 
back-surface process CCD and the other was made using the standard back surface process.
Video output CCD3G-11 XCAM headboard
25 way micro-D
Figure 5.7: A CCD30-11 on the XCAM headboard. The 25 way micro-D interfaces the clocks and biases and the MCX jack
the video output.
The headboard for the CCD30-11 (Figure 5.7) was designed by XCAM, and follows the same design 
as headboards shown later in the chapter (Section 5.2.1.2).
The devices were manufactured on deep depletion silicon (~1500 Q cm) allowing the depleted 
region to extend close to the back-surface of the device. Charge was integrated on the device 
with 2 phases held at high amplitude (11 V) during integration, reducing the number of split 
events in the collected data.
5.2.1.2 Hamamatsu CCD S717-090N
The Hamamatsu S7170-0909N is a 512 row by 512 column array CCD with 24 pm x 24 pm pixels. 
It is mounted in a window frame style package so that it can be operated both front and 
back-illuminated and has no AR coating in order to maximise the quantum efficiency at soft X-ray 
energies (Figure 5.8). The device has an enhanced back-surface after passivation from ion
X-ray detection in the laboratory S E E I
implantation and the parallel and serial electrode structure is 2-phase. The Hamamatsu CCD is a 
deep depletion device and has bulk silicon w ith  resistivity o f 3 kQ cm to 5 kQ cm. The device has a 
transfer gate to  control the movement of charge from the image section into the serial register 
and a summing well to  control the movement of charge onto the output node. Both o f these 
structures can be used to  bin charge in the parallel and serial directions respectively 
[Hamamatsu, 2006]. The headboard design for the device was based on the design usually used 
fo r e2v devices (Figure 5.9).
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Figure 5.8: The Hamamatsu device in its package, shown both back (a) and front-illum inated (b).
VRD— - j — O
Output-
lct>l
I4>2
Transfer gate
Figure 5.9: Hamamatsu headboard schematic showing low pass filters on the bias connections. Clocks are connected 
directly to  the drive electronics and the injection structure tied to  VRD to prevent spurious charge injection (a). A photo
of the headboard is also shown (b).
The charge injection structure was not used in this experiment; hence, ISV and ISH (pins 12 and 
21) were connected to VRD to prevent spurious charge being injected into the device. Due to the 
packaging o f the device, an alternative mechanical jig had to  be developed to  provide cooling and
protect the fron t side of the device (Figure 5.10).
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Figure 5.10: The fron t and back copper clamps fo r the Hamamatsu device to  hold the CCD steady and
allow it to  be cooled.
The CCD ceramic is clamped between the tw o pieces of copper which is cooled conducting heat 
away from  the CCD.
5.2.2 e2v EM-CCDs
The other devices used in the study were Electron-Multiplying CCDs. EM-CCDs d iffer from  normal 
CCDs through the introduction o f a m ultiplication register before the output node (Section 3.8).
5.2.2.1 e2v CCD97
The CCD97 is an e2v L3 vision (Low-Light-Level) frame transfer CCD. It has 512 row by 512 column 
image and store sections o f equal size w ith 16 pm square pixels. The multiplication register 
contains 536 elements. The device does not have an AR coating and the store section is 
unshielded unlike standard CCD97s manufactured by e2v. The image and store section pixels 
have a 2-phase architecture and the serial register is 3-phase in order to  allow fo r a higher 
potential electrode in the m ultiplication register [CCD97 datasheet, 2004]. The headboard was 
purchased from  XCAM™.
The device has to be manufactured on low resistivity silicon in order to allow the m ultip lication 
register to  operate efficiently. The unshielded store section of the device has a th icker oxide layer 
and hence dead layer than the image section of the device as it has not been optim ised fo r 
photon detection; therefore, it is important, in order to  optim ise the running of the device, to  
detect incident photons in the image section and incorporate a shield to  cover the store section in 
the clamping system.
A photo of the device on the headboard is shown in Figure 5.11 and a schematic o f the device is 
shown in Figure 5.12. To reduce CIC when the device is inverted to  surface dark current, the
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clocks amplitude swing from -5 V to +7 V. This is achieved through an additional circuit board that 
uses MOSFET line drivers to shift the clock levels from those provided by the XCAM system. With 
the clocks at -5 V and the substrate at 0 V, the device is inverted, reducing the Si-Si02 interface 
dark current generation and changing the bias to +7 V brings the phase out of inversion as the 
charge is transferred. When the device is cold, it is not necessary to invert the CCD making CIC 
less of a problem. In this case the clock waveforms for the CCD are reverted back to normal 0 V to 
10 V levels.
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Figure 5.11: CCD97 with XCAM headboard. The 25 way micro-D interfaces clocks and biases. The image and store
sections are shown.
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Figure 5.12: Schematic of the CCD97 showing the image and store sections, the serial register and the multiplication
register before the output node [e2v, 2004].
B.2.2.2 e2v CCD220
The CCD220 is an e2v wavefront sensor with a multiplication register to reduce the effective 
readout noise to sub-electron levels and 8 outputs to allow fast readout (10 MHz pixel rate). The
device is optimised for optical photon detection with a hafnium oxide AR coating, is a frame
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transfer device and has aluminium shields over the store section (Figure 5.13). The CCD220 has a 
240 row by 240 column image array that is split into 8 sections of 120 rows by 60 columns. The 
pixels are 26 pm x 26 pm [e2v, 2007] and there is 40 pm of (depleted) active silicon.
CC0220 store CCD22Q image Video outputs
section section
TEC control 
pins
25 way micro-D
Figure 5.13: CCD220 on its headboard. The headboard is equipped with 8 output MCX jacks and a 25 way 
micro-D connection. The device's store section is covered in an Al shield and he image section appears blue due to its
hafnium oxide AR coating.
The device is also optimised for the minimisation of split events (Section 3.6.2). Based on a design 
for a CCD with an integrated electronic shutter [Reich, 1993], the CCD220 has low resistivity 
silicon close to the front surface of the CCD to enable efficient multiplication gain and high 
resistivity silicon towards the back surface to enable the device to deplete further. To keep the 
low and high resistivity silicon separate, the p-type silicon at the p-n interface is highly doped 
forming a p-well that acts as a barrier between the n-type channel and the p-type bulk (Figure 
5.14). At normal clocking potentials (~10 V), the depletion in the device is restricted to close to 
the front surface by the p-well and the device can operate like a normal EM-CCD; however, during 
the integration of charge the clocking potentials are held at much higher voltages (~17 V) and the 
depleted region "punches" through the p-well barrier, into the high resistivity silicon driving the 
depletion towards the back-surface. The charge that is generated in the device can then be 
collected quickly in the buried channel, reducing the likelihood of charge clouds splitting between 
pixels. By solving Poisson's equation it is possible to turn this doping profile into a potential 
profile [Amelio, 1971]. The plot was made using the SILVACO TCAD program.
Figure 5.15 shows how the depth of depletion in the device changes with gate voltage. At normal 
clocking voltages (10 V) the depletion only extends to 15 pm in the device, whereas when the
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potential on the gate reaches 20 V the depletion extends towards the back-surface. The device is 
40 pm thick which is approximately the depletion that is achieved at 20 V.
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Figure 5.14: The doping profile inside the CCD220. The p-well creates a barrier between the low resistivity silicon in the
buried channel and the high resistivity bulk silicon.
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Figure 5.15: Potential profile in the CCD220 for different gate potentials. Increasing the potential on the gate electrode 
drives the depletion towards the surface of the back-illuminated device.
With 8 outputs running the static power dissipation could not be removed by the CryoTiger 
through the resistance of the unused TEC. To reduce the amount of heat that the CCD generated 
only 1 output was used at a time with the rest tied high to the reset drain (VRD). The schematic 
for the HV circuit is shown in Figure 5.16. Due to the small size of the imaging area that each 
output needs to read out, the image section can be read out quickly. At a 10 MHz pixel rate, a 
section of the device can be read out in l/100th second.
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Figure 5.16: Schematic of the CCD220 headboard. The clock biases go straight to the drive electronics and the 
potentials are low pass filtered. Only one output is used and so all other outputs are tied to VRD.
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Figure 5.17: The schematic for the CCD220 showing how the image section is split into 8 different sections that are all 
read out through separated output circuits for high speed operation. The image section used in this thesis is marked (b)
as is the store section used (a) [e2v, 2007].
The schematic for the CCD220 is shown in Figure 5.17 and the initial full read out of one of the 
outputs is shown in Figure 5.18. The figure shows all of the serial register and multiplication 
register elements and the image and store regions with some overscan. The figure is a complete 
readout of prescan and overscan elements that are found on the device (the dark regions) along 
with the store section and image section that has an increased level in dark current and so
appears lighter. The image indicates that the EM-CCD is working correctly.
X-ray detection in the laboratory j
54 serial overscan 
520 multiplication elements elements
 1
122 store section 
elements
2 transition rows
120 image section 
elements
4 pre-scan e lem ents 10 corner e lem ents
6 parallel overscan 
e le m e n ts ^
Figure 5.18: Initial readout from one of the CCD220 outputs showing the image (b) and store regions (a) along with the 
serial elements in the device and some overscan in the serial and parallel direction.
5.3 Comparison of the devices used in this thesis
Table 5.1: Table comparing the different CCDs used in this thesis [Hamamatsu datasheet, 2006], [e2v, 2006],
[e2v, 2007], [e2v, 2007].
Device Internalgain
Pixel Size 
(pm)
Pixel format (rows x 
columns)
Image area 
(mm)
Full well capacity 
(ke/pixel)
Hamamatsu No 26 512x512 12.3 x 12.3 300
CCD30-11 No 26 1024 x 256 26.6x6.7 500
CCD97* Yes 16 512x512 8.19x8.19 130
CCD220 * Yes 24 240 x 240 5.76x5.76 300
-*   1 — 1 1 ~
800 ke /pixel in multiplication register
500 ke'/pixel in multiplication register
5.4 Analysis techniques for CCDs detecting X-rays
To evaluate the performance of a CCD, some basic data analysis techniques are required which 
form the basis of more complex analysis.
5.4.1 Event processing
Once image data has been collected, it needs to be analysed to look for X-ray events that occur in 
a single pixel ("isolated events"). Through performing an initial histogram on the image data on a 
pixel-by-pixel basis the background and X-ray are observed. Split events cause a continuum of 
counts between the two and are shown in Figure 5.19. The data is made up of several frames 
containing X-rays of a specific energy. The spectrum is from multiple X-ray events and there is no 
binning.
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Figure 5.19: A raw spectrum of X-ray data taken with a CCD. The background peak and X-ray peak are clearly visible.
Split events cause the continuum of counts between the background and X-ray peaks and multiple X-ray events per
pixel appear as pile-up in the spectrum.
An algorithm was used to find events causing charge clouds collected within a single pixel 
(isolated events). To do this, the image array is searched for events above a threshold level and 
then adjacent pixels are analysed to see if they are also above the threshold. If none of the 
neighbouring pixels were above the threshold then the event was considered to be isolated and 
its position and Digital Number (DN) value were recorded. The DN is representative of the 
amount of charge in the pixel, Figure 5.20. The thresholding software is based upon an algorithm 
developed by Neil Murray for his PhD thesis and is run in MATLAB.
Digital
Number
Threshold level j----------
1
Isolated Split
Figure 5.20: The same threshold level is shown for two ID  image readouts. The split event is detected as adjacent 
pixels have DN values above the threshold level (right) whereas the isolated event is surrounded by pixels with
background level fluctuations (left).
A histogram of the isolated data is then produced with appropriate bins based on the dynamic 
range of the data and the number of isolated events found. The histogram is analysed in order to 
find the performance of the device. The isolated event spectrum from Figure 5.19 is shown in
Figure 5.21.
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Figure 5.21: Isolated event spectrum. The split event continuum has been removed by the isolated event algorithm 
leaving behind events that occur in single pixels. Some pile-up events also remain.
Any pixels that have multiple X-ray events incident per frame are known as pile-up events and this 
creates a second peak at twice the DN of the main X-ray peak. Pile-up can be limited through 
adjusting the flux of the incident X-rays or the frame rate of the CCD.
Different algorithms can be used to bin the split events into single pixels creating more isolated 
events ("off-chip" binning). For example, if two adjacent pixels were found to have a signal level 
above the threshold value they could be combined into one of the pixels and the other pixel could 
be given the background signal level; however, this off-chip binning process adds noise to the 
collected signal. Each pixel has its own contribution of readout noise and by combining the pixels 
the readout noise has to be combined in quadrature. To avoid this problem the signal can be 
binned on-chip before it is read out (Section 2.4.1); however, it may be unclear how much binning 
is required until the device has been read out and there is a cost to spatial resolution.
5.4.2 Calibration
To turn the DN in the pixel into an energy, the data have to be calibrated. Assuming that the 
energy of the detected X-ray peak is known, calibration can be achieved as follows. The position 
of the background peak is taken to be "zero energy" and by finding the range between the 
background peak and the X-ray peak, a DN to eV conversion factor, the calibration, can be found 
(Figure 5.22).
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Figure 5.22: The distance between the background peak and the X-ray peak is the range. In this Figure the energy of 
the X-rays is 5898 eV giving a calibration of 0.621 eV/DN.
Space instruments such as the RGS on XMM-Newton (Section 2.4.1) use radioactive X-ray sources 
so that known energy X-rays can be used to check the calibration of the instrument allowing 
changes in device performance to be measured. Changes that may be seen to alter device 
calibration could be increases in dark current due to radiation damage or a drop in QE caused by 
contamination.
5.4.3 Partial Events
Partial events cause a reduction in the number of electrons in the charge packet as some 
electrons are lost to the back-surface (Section 3.6.3) causing a shift of the X-ray peak to lower 
energy in the histogram data. Higher energy X-rays will have smaller partial event fractions as the 
photo-generated charge will be produced further from the back-surface. Using the higher energy 
spectrum as a calibration, the positions at which other X-ray peaks should occur can be predicted. 
A comparison between the predicted position and the actual position of the X-ray peaks indicates 
how much charge has been lost and so gives the partial event fraction.
5.4.4 FWHM
Once the data has been calibrated it is possible to find the FWHM of the background and X-ray 
peaks by fitting Gaussian curves. The Gaussian fit gives a standard deviation on the signal that can 
be turned into a FWHM through Equation 3.18. Figure 5.23 shows the calibrated isolated event 
spectrum with a Gaussian fitted to it.
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Figure 5.23: X-ray peak with Gaussian fitted. The X-ray peak doesn't match the Gaussian fit at its lower energy edge 
due to split events that were not identified by the isolated event search. In this case approximately 5% of events in the
isolated X-ray peak are in the split event tail.
If, as in this case, a small number of the charge packets had a very small proportion of their total 
generated charge in an adjacent pixel the thresholding algorithm would identify the event as 
occurring in a single pixel. The low level charge splitting effect forms a low energy tail on the 
X-ray peak that doesn't agree with the Gaussian fit. If this tail is large enough it can degrade the 
FWHM of the X-ray peak and lead to a deterioration of spectral resolution.
The information given from the Gaussian fit can also be used to generate a breakdown of the 
different noise sources in the image by fitting to the background peak.
5.4.5 Measuring noise in the CCD
The noise on the image can be found from the FWHM of the background peak. By taking a region 
of serial overscan (Figure 5.18) and plotting a histogram, the standard deviation on the 
background level can be found. The background level is the readout noise from the device, 
° r e a d o u t / as negligible dark current has had a chance to accumulate and there are no photon 
generated e-h pairs in the overscan causing shot noise.
The noise due to dark current, adark, can be found through comparing the noise in the overscan 
to the background noise in the image. The standard deviation produced from the background 
peak in the histogram of the image section will be a combination of the readout noise and the
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dark current, o-combined. The readout noise is already known from the overscan and as noise adds 
in quadrature the dark current generated noise can be found:
The shot noise on the photon-generated signal is the last dominant noise source to evaluate. The 
FWHM of the X-ray peak can be measured and the dark current and readout contributions to the 
noise are already known. The remainder of the total standard deviation, crtotai> on the X-ray peak 
must be due to shot noise:
The shot noise is equal to the square root of the number of electrons generated by the photon 
interaction and this is equal to the energy of the incident X-rays divided by the band-gap in silicon.
When optimising a device, the dark current can be minimised through cooling and the shot noise
In an EM-CCD the gain changes with the changing HV gate potential, R<j)2HV. The gain causes the 
range between the background peak and the X-ray peak to increase at a rate proportional to the 
increase in gain, reducing the "DN to eV" calibration at the same rate 
(Figure 5.24). The gain information can be used to plot the change of Rcj>2HV against the gain on 
the device (Figure 5.25).
The standard deviation on the readout noise peak in the spectrum remains the same regardless of 
the increase in gain (in DN); however, as the calibration is effectively reduced with increasing gain, 
the eV equivalent of the standard deviation on the X-ray peak is also reducing giving an effective 
drop in readout noise.
c o m b in e d r e a d o u t
(6.1)
t o t a l c o m b in e d
(6.2)
(6.3)
cannot be altered for a fixed signal level leaving just the readout noise to be optimised through
altering the CCD readout clock timings and CDS integration periods.
5.4.6 X-ray spectra with multiplication gain
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Figure 5.24: Detection of X-rays of fixed energy at increasing levels of gain. Increasing the gain increases the DN level of 
signal read out from each pixel which corresponds to the movement of the X-ray peak in the spectrum seen above. This
can be used to calibrate the level of gain.
The accelerating potential in the EM-CCD is not equal to the potential on the R(j)2HV gate due to 
the R(f)DC barrier potential that is being held at ~2 V to stop premature release of the charge 
packet into the Rcj)2HV potential. The barrier potential causes the accelerating potential to be 
lower by the potential that R4>DC is being held at; however, this is of no real consequence as the 
Rcf)2HV potential can be increased to compensate for the difference.
HV voltage
Figure 5.25: Gain calibration curve for an EM-CCD. The potential on the X-axis is the gate potential, R<t>2HV, not the
accelerating voltage (Rcf>2HV — R4>DC).
5.5 Summary
The CCDs and EM-CCDs used in this thesis required testing and characterisation in the laboratory 
before more precise energy experiments could be completed at off-site facilities. To perform 
these characterisations, devices were cooled to cryogenic temperatures in vacuum chambers. A 
range of X-ray energies were also required for energy calibration.
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These requirements were met through the use of a CryoTiger™ for cooling, a vacuum chamber 
and an X-ray tube with internal target wheel with different target materials mounted onto it for 
X-ray fluorescence. An 55Fe source was also used for quick energy calibrations.
Once the data were collected, a set procedure for its analysis was required to ensure that the 
results were all treated in the same way, allowing the different devices described in this chapter 
to be characterised and compared.
The experimental methods described in this chapter allowed the different CCDs and EM-CCDs to 
be tested effectively and accurately in the laboratory and these processes were adapted for use at 
other testing facilities.
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Chapter 6: Soft X-ray testing of conventional CCDs
Future X-ray instruments desire increasing resolution, spectrally and spatially; therefore, 
detectors have to be produced to maximise the performance of these instruments. High spectral 
resolution requires a low noise system that can operate at close to Fano limited performance and 
the majority of X-ray events need to be collected with high QE in single events. Limiting the 
number of split events relies on depletion depth, device thickness, pixel size and on-chip binning; 
however, by increasing pixel size or binning the device will affect the spatial resolution. To test 
the effect of depletion depth and device thickness on the charge splitting in the CCD, three 
devices manufactured using different processes were evaluated.
Experiments using the PTB beamline at BESSY II in Berlin-Aldershof were conducted to investigate 
the soft X-ray performance of two CCD30-11 variants and a Hamamatsu S7171-0909. All of the 
devices have similar pixel size, allowing these experiments to draw comparisons between device 
performance and determine which of the two designs has the better soft X-ray performance in 
terms of spectral resolution and charge splitting.
The Hamamatsu device is almost twice the thickness of the e2v devices; hence, the effect of 
device thickness on the spectral resolution performance can be investigated. The Hamamatsu 
device is made on a higher resistivity material and is expected to have a larger depletion region 
however, as it is thicker, the benefits of this deep depletion may be nullified.
A considerable problem with soft X-ray detection in back-illuminated devices is the charge loss of 
the surface generation/recombination centres. With e2v implementing two different types of 
passivation technique and Hamamatsu using a variant of a technique used by e2v, passivation 
performance could be evaluated. Knowing the expected performance of different passivation 
methods across soft X-rays would allow improved decisions to be made when choosing which 
device to use for future X-ray spectrometers.
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6.1 The BESSY II synchrotron facility
The BESSY II synchrotron uses a filament to generate a 70 kV electron beam that is accelerated 
through a microtron and synchrotron to its final energy of 1.7 GeV [Sawhney, 1997], 
[Thornagel, 2001]. The acceleration takes 50 ms and can be repeated at 10 Hz intervals. The 
accelerated electrons are then stored in the main storage ring where undulators and wigglers are 
used to cause the electrons to radiate synchrotron radiation of a specific energy [Keay, 1997]. To 
keep the electrons at a constant energy the storage ring has a series of radio frequency cavities to 
accelerate the electrons back up to 1.7 GeV after energy has been radiated away [Follath, 1999]. 
The schematic for BESSY II is shown in Figure 6.1.
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Figure 6.1: The BESSY II synchrotron facility showing the electron source, the microtron injector, the synchrotron and 
the storage ring with undulators to cause the electron beam to emit synchrotron radiation
at a tuneable energy.
The microtron is a cyclotron in which the kinetic energy of the electrons is increased by a constant 
amount per revolution. It has a constant magnetic field strength which causes it to have low 
power consumption. From the microtron, the electrons are then injected into a particle 
accelerator which has a magnetic field that is synchronised with the electron beam, called a 
synchrotron. With each revolution, the magnetic field increases, giving the beam more energy 
and holding it within the confines of the synchrotron ring. When the electrons have been 
accelerated to 1.7 GeV they are transferred into the storage ring where they are held at a 
constant energy and emit synchrotron radiation. It is in this storage ring that X-rays are 
generated for experiments.
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6.1.1 Synchrotron radiation
Synchrotron radiation is emitted when a charged particle is accelerated through a curved path 
similar to Bremsstrahlung that occurs in X-ray tubes (Section 5.1.3.2). The radiated energy is 
proportional to the fourth power of the particle speed and inversely proportional to the square of 
the radius of the path [Young, 2000]. Through the use of undulators, the radius of the path can be 
altered, causing a change in the energy of the radiation emitted allowing energy-specific 
experiments to be built around the storage ring [Helliwell, 1998].
6.1.2 PTB beamline
The PTB (Physikalisch-Technische Bundesanstalt) beamline is a facility based off undulator U49 at 
BESSY II. It consists of 9 different beamlines that use the synchrotron radiation from the storage 
ring, filtering and focusing it to allow X-rays of very high precision to be passed through the 
chambers and used for energy-specific applications [Klein, 1997]. The nine different beamlines 
are shown in Figure 6.2(a) and Table 7.1 with an image of the chamber setup mounted on the 
beamline shown in Figure 6.2(b).
(a)
Figure 6.2: The PTB facility at BESSY li showing its location around the storage ring and the locations of the 9 different 
beamlines (a) [BESSY, 2011]. The CCD is also shown mounted in the vacuum chamber onto the PTB beamline (b)
For the purposes of this experiment, beamline number 1 (the plane grating monochromator) was 
used as it allowed accurate energy control in the soft X-ray band that was proposed for use on the 
OP-XGS on IXO (Chapter 8). The method by which the beamline produces its highly tuneable
X-rays across the energy range is shown in Figure 6.3.
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Table 6.1: The different beamlines at the PTB facility at BESSY II with the range of energies at which they can be
operated [BESSY, 2011].
Beamline
Number Beamline Name Photon energy
1 Plane grating monochromator 30 eV to 1800 eV
2a Four crystal monochromator 1.75 keVto 10 keV
2b Fixed energy monochromator 2.5 keV
3a Undispersed bending magnet radiation
3 eV to 35 eV3b Normal incidence monochromator radiation for source calibration
3c Deflected bending magnetic radiation (UV and EUV spectral range)
4a Undispersed undulator radiation
78 eV to 1860 eV4b Plane grating monochromator at undulation
4c Deflected undispersed undulator radiation
Plane grating
Top view Focussing mirror High order suppression 
filters
Plane mirror
Side view
Bending magnet
Toroidal mirror
Entrance aperture
Cooled aperture
Figure 6.3: The schematic of the plane grating monochromator at the PTB beamline [Scholze, 2001].
The plane grating monochromator is optimised for radiometry and so special emphasis is put on
the suppression of higher order radiation. The cooled aperture defines the incident beam from
the bending magnet (U49). The natural opening from the storage ring at BESSY II is much wider
than this aperture and so any residual change in the source direction, as long as it is within the
aperture width, will have no effect on the incident energy and flux. The toroidal mirror is water
cooled and reflects the X-ray beam at a graze angle of 2° to collimate it in the vertical direction.
The plane mirror and plane grating then focus X-rays at a chosen energy onto the entrance slit
where higher-order suppression filters remove other dispersed orders.
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To achieve flexibility in higher order suppression the plane mirror and plane grating are scanned 
simultaneously allowing the entrance and exit angle at the grating to be set independently; 
therefore, individual photon energies can be produced at the entrance slit from a large number of 
grating and mirror angles, allowing the grating performance to be optimised for the energy that is 
required [Scholze, 2001].
Normally, BESSY II is operated in a high beam current mode with a continuous stream of electrons 
injected into the storage ring giving a high level of flux of generated X-rays. In this experiment it 
was necessary to be able to see individual photons and so the beamline could only be used when 
BESSY II was operating in a low current mode. During this mode of operation, a single packet of 
electrons is injected into the beamline every 4 hours. The low beam current mode provides a 
much lower flux of X-rays making photon counting possible; however, as the electron beam is not 
continually being injected into the storage ring in this mode of operation, the beam current 
degrades over time [Bootsma, 2000]. The degradation is monitored during the experiment 
allowing it to be calibrated, Figure 6.4.
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Figure 6.4: The measured degradation of the BESSY II ring current over time from initial injection at -3 hours to close to
the next injection time.
Due to hydrocarbon contamination on the filters and gratings used in the beamline, 290 eV to 
310 eV X-rays could not be produced; therefore, these energies had to be avoided in the 
experiment.
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6.2 CCD30-11
Two variants of CCD30-11 were available for testing at the PTB beamline. One had been through 
an enhanced back-surface process that created a thinner p+ layer in the device and the other had 
undergone e2v's standard back process. The back surface passivation process used was described 
in Chapter 4 and the devices were discussed in more detail in Chapter 5.
6.2.1 Experimental Method
The two CCD30-11 variants were taken to the PTB beamline in a portable vacuum system. The 
CCDs were mounted on a normal camera head setup and cooling was provided by a PCC 
compressor and CryoTiger™ head as described in Section 5.1. The chamber was directly mounted 
onto the PTB beamline using a 6 inch to 2 % reducing flange and a 2 3A to QF25 adapter flange. 
The QF25 flange is built into the chamber used in the lab and the 6 inch flange interfaces to the 
PTB beamline.
The CCD was run in full frame mode but, as the X-ray source was always on (including during 
readout), the X-rays appear across the device as though the device is running in TDI mode, which 
produced a thin strip of X-rays down the device with a bright spot where the X-ray source is 
incident. The X-rays are projected as a spot due to the pin-hole that is installed in the beamline 
(Figure 6.5). During the short integration period, one of the image clocks is held high (11 V), 
driving the depletion towards the back surface and minimising the number of split events.
5occ
Columns
Figure 6.5: Single frame for the detection of 1200 eV X-rays in a CCD30-11. The pixels in this image are not square as 
the image is stretched in the x-direction to make the events more visible.
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The X-ray events fell at the same point on the CCD for a particular energy (Figure 6.5) allowing a 
Region-of-lnterest (ROI) to be set around the X-ray strip. Each frame of data produced this X-ray 
strip in the same ROI position; therefore, to simplify the analysis, a number of ROIs were stitched 
together to form a composite image of all of the data taken at that energy. The data were then 
analysed simultaneously while using a minimal amount of computer memory (Figure 6.6).
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Figure 6.6: A composite image of the X-rays detected at 1200 eV using the ROI set from the first frame. The central spot
is clearly visible as a line at the top of the image.
By taking several images a large number of X-rays are detected making the result statistically 
significant. Data were taken using both CCD30-lls at the following energies: 200 eV, 310 eV, 400 
eV, 525 eV, 550 eV, 590 eV, 800 eV, 1000 eV and 1200 eV. Both devices were optimised to run at 
a 45 kHz pixel frequency with a noise of 5.2 electrons r.m.s. in the standard device and 4.6 
electrons r.m.s. in the enhanced. The variation of the readout noise between the two devices is 
caused by slight differences in the respective readout circuits. The devices were cooled to 
-120°C to suppress the dark current.
6.2.2 Results
The results were analysed using the methods described in Section 5.4 to find the partial event 
fraction, the number of isolated events and the spectral resolution (FWHM) of the X-ray peak at 
each energy. Calculating these values allows a theoretical prediction of device performance to be 
made and compared with the values measured in the data.
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6 .2.2.1 Partial events
Using the data collected at 1200 eV it was possible to obtain a calibration (eV/DN) that was used 
to predict the location of other X-ray energies. The energy scale is calibrated from the 1200 eV 
data as this was the highest energy used in the experiment, hence the photon interaction will 
occur at the deepest point into the active silicon at this energy making charge loss to the back 
surface less likely. The eV/DN calibration was used to find the expected position of X-ray peaks (in 
terms of Digital Number) at lower energies. Any deviation that the measured X-ray peak had from 
this value was attributed to charge loss and the difference allows a partial event fraction to be 
calculated (Figure 6.7) (Section 3.6.3). The position of the black line at 310 eV is based on the 
1200 eV calibration; however, the dashed blue line is the actual position of the 310 eV X-ray peak. 
The difference between the two lines shows that an average of 30 eV is lost (~8 electrons) from 
the charge packet when detecting 310 eV X-rays. The partial event fraction was analysed for each 
device (enhanced and standard CCD30-11 variants) and the two results were compared 
(Figure 6.8).
The results taken at 1200 eV used to calibrate the energy scale will have a minimised partial event 
fraction, but some charge will still be lost to the Si02 interface. The charge loss will cause the size 
of the partial events to be slightly underestimated but the effect is small due to the small charge 
loss seen; however, it will contribute to error in the experiment.
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Figure 6.7: A histogram of all of the events collected for 310 eV and 1200 eV photons. The expected position of the X- 
ray peak according to the calibration from the 1200 eV data is shown by the black line at 310 eV. The actual peak 
position is at 280 eV and the difference gives the mean amount of charge lost, which in this case is equal to 30 eV.
Soft X-ray testing of conventional CCDs I'lSs®
* CCD30-11 standard process 
4 CCD30-11 enhanced process
5. 50
>  10
•10
200 400 800
Photon energy (eV)
600 1000 1200
Figure 6.8: The partial event fraction as determined from the shift of the X-ray peak from the expected position as
defined by the 1200 eV calibration.
Figure 6.8 indicates that the partial event fractions for each CCD30-11 variant are similar across 
the energy range tested, which suggest that the enhanced back-surface process does not have an 
effect on the number of electrons lost to the generation/recombination centres at the Si-Si02 
interface (for 200 eV to 1200 eV X-ray photons).
Figure 3.22 shows that at 310 eV the X-rays absorption length is 100 nm, measuring the mean 
X-ray interaction point to be deeper into the active silicon than the typical p+ layer thickness, 
which for the standard device is ~50 nm thick. The loss to the back-surface 
generation/recombination centres at these energies is small; therefore, the differences between 
the two devices will be hard to detect, giving the appearance of both devices having the same 
performance.
To differentiate between the enhanced process and the standard process variants, lower energy 
photons should be used to perform QE measurements as this will give a better indication of the p+ 
layer depth in each device. If the p+ layer is thicker, fewer photons will reach the active silicon 
leading to a drop in QE.
Some of the partial events that were seen could have been caused by split events. While only 
isolated events were used in the data analysis, if some of the events were partially split across 
two pixels, the splitting could have occurred below the threshold level making the event appear 
isolated, leading to a drop in the detected energy; however, for the split events to cause a shift in
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the X-ray peak position, a large proportion of events would have to be split over several pixels and 
at a level that is small enough to cause the threshold algorithm to consider the events to be 
isolated. The small amount of charge that spread into adjacent pixels would be lost, due to the 
thresholding algorithm and not electron recombination, generating a partial event. Charge lost 
this way is normally seen as a broadening of the X-ray peak not a position shift towards lower 
energy; therefore, the shift is most likely to be due to partial events caused by surface 
recombination.
6.2.2.2 FWHM
The FWHM for each device was predicted using Equation 3.19. The shot noise is energy 
dependent and the dark current was suppressed by running the devices cold, so the only 
difference in the CCD's performance was due to variations in the readout noise. The two datasets 
for the experiments using the standard CCD30-11 and the enhanced CCD30-11 are shown in 
Figure 6.9. The difference between the two theoretical lines is due to readout noise variation in 
the separate output nodes. It can be corrected for by subtracting the difference between the 
theoretical lines from the standard CCD30-11 result. The subtraction sets the theoretical 
prediction of the devices to the same readout noise level. The FWHM was measured as described 
in Section 5.4.4 and plotted against energy for the standard and enhanced CCDs, Figure 6.10.
The figure shows that at energies above 500 eV the FWHM for the standard and enhanced CCDs 
are close to the theoretical prediction and at energies above 800 eV the values are as expected 
within errors. At energies lower than 500 eV, the FWHM starts to increase and diverge from 
theory. The data taken at 200 eV could not be analysed to generate a useful result as the X-ray 
peak was lost in the background peak (Figure 6.14). The CCD30-11 variants were on high 
resistivity silicon, but could not fully deplete, which caused the reduced performance at lower 
energies.
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Figure 6.9: The measured FWHM of the X-ray peaks at different energies for the standard and enhanced CCD30-lls. 
The values are compared to the theoretical performance the devices could achieve. The readout noise for the 
enhanced CCD was 4.6 electrons r.m.s. and 5.2 electrons r.m.s. for the standard.
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Figure 6.10: The FWHM of the detected X-ray peaks compared to the theoretical value based on readout noise and shot 
noise corrected to the same readout noise (4.6 electrons r.m.s.).
A similar divergence away from theoretical predictions has been seen in [Bootsma, 2000] where 
the effect was attributed to asymmetry in the X-ray peak (the effect is known as peak asymmetry) 
as well as charge splitting between pixels (Section 3.6.2). With decreasing energy the absorption 
length of the X-ray photons also decreases (Section 3.6.1) until a significant proportion of the 
incident photons interact in the dead-layer of the device. The dead-layer is not truly dead, but 
the amount of charge loss is proportional to the point in the dead-layer that the X-ray interaction 
occurs (Figure 4.13). The photons that lose charge in the dead-layer cause a second X-ray peak to 
form at a slightly lower energy than the main X-ray peak (Figure 6.11) and the combined FWHM of 
the two peaks is larger than if only the single peak were present. At the point that half of the
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X-rays are detected in the active silicon and half in the dead-layer, the two peaks are of 
comparable size and so the greatest deterioration in FWHM will be seen (Figure 6.12).
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Figure 6.11: The detected photons form two X-ray peaks. One due to interactions in the active silicon and one due to 
interactions in the dead-layer where charge can be lost from the electron cloud. The secondary peak causes an increase
in FWHM of the combined peak.
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Figure 6.12: The detected photons form two equal X-ray peaks causing an even larger deterioration in FWHM.
If the energy decreases further then the lower energy peak would begin to dominate the
spectrum and an improvement in FWHM should result (Figure 6.13). In the data collected, the
lower energy X-rays were lost in the noise peak and so an improvement in FWHM was not seen.
Through the use of an EM-CCD, the lower energy X-rays could be resolved out from this noise and
so the improvement could be seen and this is planned as further work beyond the scope of this
thesis.
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Figure 6.13: With decreasing energy, the peak formed from events that lose charge in the dead-layer will dominate the
spectrum causing an improvement in FWHM.
The divergence away from the theoretical performance at lower energies is also due to the charge 
being split across several pixels. The isolated event search was able to remove events that were 
clearly split between two or more pixels; however, where the charge splitting was small, the 
thresholding algorithm considered the event to be isolated. The small loss of charge due to this 
splitting led to some events having a slightly lower DN value in the pixel than expected for that 
energy causing the lower energy edge of the X-ray peak to become broader, increasing the FWHM 
and causing the divergence from theory (Figure 6.15).
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Figure 6.14: Spectrum of 200 eV photons. The X-ray peak cannot be seen as it is lost into the background peak. Some 
pile-up events can be seen that allow the spectrum to be calibrated.
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Figure 6.15: The X-ray peak for 400 eV with a Gaussian fitted to the peak and right hand edge. This shows the extra 
broadening that is created through split events in the image.
The performance of this experiment can be improved in the future through binning to make the 
pixels larger, thereby reducing the number of split events in the data and producing a "more 
Gaussian" X-ray peak that will follow closer to theory. A lower noise amplifier would also improve 
the low energy detection of the devices and devices with thinner dead-layers should see the 
asymmetry effect at lower energies.
The anomalous result for the enhanced device at 800 eV was due to a high flux level of X-rays on 
the CCD at this energy that led to high levels of pile-up and so there were fewer X-ray events to 
produce the X-ray peak at this energy (Figure 6.16).
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Figure 6.16: Spectrum showing the pile-up at 800 eV in the enhanced device that affected the statistics.
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6.3 X-ray testing of the Hamamatsu CCD
The second experiment at the PTB beamline involved the testing of the Hamamatsu device 
described in Section 5.2.1.2 over a range of X-ray energies from 150 eV to 1900 eV. The 
Hamamatsu device was the baseline for the WHIMEx proposal and the experiment was designed 
to test the soft X-ray performance and QE of the device over the mission baseline energy range.
The experiment also allowed the performance of different device types over soft X-ray energies to 
be compared.
6.3.1 Measuring the X-ray QE of the Hamamatsu CCD
To measure the QE of the Hamamatsu device, the PTB beamlines' reference diode was used to 
calibrate the X-ray flux incident on the CCD. Using the same setup as that used for the CCD30-11 
variants, the Hamamatsu device was mounted onto the PTB beamline and cooled to 
-85 °C in order to suppress the dark current. The pin-hole in the beamline was changed to a slit so 
that more of the CCD surface could be illuminated allowing the data to be collected with fewer 
frames. The Hamamatsu device, as with the CCD30-11 variants, was operated in full-frame mode 
with the X-ray beam always on such that the slit was projected down the CCD. The beamline uses 
a series of gratings, mirrors and filters to produce a highly tuned X-ray energy (Figure 6.3) and 
because of inherent contamination, instrument deterioration and reflection efficiency the X-ray 
beam is not of uniform intensity across the CCD (Figure 6.17). To remove the effect of this 
non-uniformity the beam size has to be small enough to fall within the reference diode active area 
and CCD imaging area, allowing an average flux across the beam to be found. The average 
reading removed the non-uniformity, allowing accurate QE results to be measured. To optimise 
the noise performance, the CCD was read out with a pixel frequency of 34 kHz, giving a readout 
noise of 4.1 electrons r.m.s.
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Figure 6.17: An image of a typical Hamamatsu frame with a large number of X-ray events to enable a QE measurement 
to be made. The CCD operates in full-frame mode and so the slit is projected as a strip down the device. The 
non-uniformity of the beam was removed by averaging the incident flux on the reference beam.
6.3.2 Quantum Efficiency analysis
To obtain the flux for the X-ray energies tested, a reference diode was placed in the beam before 
and after the data were taken, producing a current in the diode that could be measured against 
the background level and used as a calibration for the total number of incident photons 
(Figure 6.18).
To get an accurate reading from the reference diode, a higher level of X-ray flux than would be 
required for photon counting measurements was used. The team at the PTB beamline provided 
the reference diode spectral responsivity for the energies used (Table 6.2).
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Figure 6.18: The current from the reference diode with and without X-rays being detected. The difference between the 
peak level and the background level give the current generated by the X-rays.
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Table 6.2: The spectral responsivity of the reference diode at the energies tested in the Hamamatsu experiment
(courtesy of the PTB beamline).
Photon energy (eV) Spectral responsivity (A/W)
150 0.1417
280 0.1454
310 0.1494
400 0.1584
520 0.1702
590 0.172
800 0.1692
1000 0.1516
1200 0.1857
1800 0.1844
1900 0.177
The level of current in the diode, Idiode ('n Amps), is divided by the known spectral responsivity, 
SRdiodet of the diode (in Amps/Watt) at the given energy to give a measurement in Watts (Joules 
per second). The frame readout time (FT) is known and therefore an expected number of Joules 
per frame, e, can be calculated. The comparison between the total energy (in eV) incident on the 
device, eVCCD, compared to the eV calculated from the diode gives the QE :
eVccdQE =  - -------- ------------
■J f - o d e  x F T x e  1 ’
d io d e
Due to the beam current in the ring decaying over time between injections, the flux detected by 
the reference diode would decrease over time and therefore diode reference readings were taken 
before and after the CCD measurements to correct for the decreasing flux. The beam current was 
constantly monitored allowing the decay to be corrected for.
The flux on the device was also reduced at each energy to allow individual photons to be 
detected, in the same manner as with the CCD30-11 variant experiments. The FWHM of the 
detected signals could then be measured allowing the Hamamatsu energy resolution performance 
to be compared with the CCD30-lls at soft X-ray energies. Data were taken for the Hamamatsu 
device across the energy range from 300 eV to 1900 eV.
Soft X-ray testing of conventional CCDs |
6.3.3 Results
The data were analysed using the methods described in Section 5.4 and Equation 6.1. Through 
the comparison of the flux incident on the CCD and the detected photons, the QE could be found. 
By using datasets that were at a lower photon count than the QE measurements it was also 
possible to scan for events that were isolated in single pixels which allowed the devices spectral 
resolution across the energy range to be found and a measurement of charge loss (partial event 
fraction) at the Si-Si02 interface to be made.
6.3.3.1 Quantum Efficiency
Results were taken for all of the energies described in Table 6.2, producing the results shown in 
Figure 6.19. Immediately it is apparent that the 800 eV and 1200 eV results are incorrect as they 
give a QE of better than 1. However, the measurements taken at 800 eV and 1200 eV were made 
as the Hamamatsu device was warming up due to a faulty cooling system causing a change in 
calibration and dark current over time; hence, it would appear that more X-rays have been 
detected than were incident on the device at these energies. The two points with QE greater than 
1 would occur either because a calibration is incorrect and the data has been shifted upwards or 
extra charge was generated in the device at 800 eV and 1200 eV other than the photo-generated 
electrons. Extra electrons would be generated in a device that was warming and, as this is the 
case for these measurements. An increase in dark signal is considered to be the reason for the 
anomalous results.
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Figure 6.19: Initial results for QE measurements on the Hamamatsu device using the energies found in Table 6.2.
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Ignoring these two points and using the QE model described in Chapter 4, it is possible to fit a line 
to these points and estimate the elemental abundances on the back-surface (Figure 6.20).
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Figure 6.20: QE data point from the Hamamatsu data with the best fit QE curve.
The result at 150 eV is a long way away from the QE curve which can be explained by a probable
error in the calibration. Due to the lower energy, the X-ray peak at 150 eV is partial obscured by
the background peak, making an accurate calibration using the X-ray and background peak
positions challenging. The estimate made on the calibration caused a miscalculation in the total
flux integrated in the CCD and so an incorrect QE measurement. At 400 eV there is also some
discrepancy from the QE model prediction, but due to a failure in the cooling this result was taken
as the device was warming leading to inaccuracies.
Based on this result and through the optimisation of the QE model described in Chapter 4, the 
following materials are thought to be on the back surface of the device:
• Native oxide of Si02 with thickness ~4 nm
• Silicon p+ layer with thickness ~75 nm
• Carbon contamination with thickness ~2 nm
The above values are close to what would be expected for the device, although the p+ layer is 
thicker than in an e2v CCD (Section 4.5). The values were found through the trial and error of 
layer thickness added into the authors QE model.
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6.3.3.2 Partial event fraction analysis of the Hamamatsu CCD
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Figure 6.21: The partial event fraction for the Hamamatsu chip. The energy scale was calibrated using the
results taken at 1900 eV.
The Hamamatsu device was tested to a higher energy than the two CCD30-11 variants and 
therefore a higher energy could be used to calibrate the energy scale for the analysis of partial 
events. The 1900 eV X-rays provided a more accurate baseline for comparison with the number 
of electrons in the charge packet. The analysis was performed in exactly the same way as for the 
CCD30-11 variants (Figure 6.21).
The result shows a similar trend to the CCD30-11S as the charge lost from the signal to the back 
surface generation/recombination centres goes up with decreasing energy. The dead-layer on the 
Hamamatsu device has been modelled to be thicker than on the CCD30-lls from the QE 
measurement which should cause the partial event fraction to increase at a faster rate with 
decreasing energy. The two devices are compared in Section 6.5.
6.3.3.3 FWHM analysis fo r the Hamamatsu CCD
The theoretical value for the FWHM was predicted using Equation 3.19 as the device was cold 
enough for dark signal to be suppressed and the readout noise could be found from the 
background peak. Where the device was warming, the background peak in the image area would 
give the combined dark noise and readout noise, allowing a theoretical value to still be predicted. 
The data were corrected to be at the same readout noise as in the CCD30-11 case to allow a
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comparison to be made (Figure 6.22). The readout noise correction was completed using the 
same techniques described in Section 6.2.2.2.
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Figure 6.22: The FWHM results for the Hamamatsu device.
The Hamamatsu data matches well with theory at 800 eV and higher, but as the energy drops
below 800 eV the data rapidly degrades from the theoretical prediction because of the
asymmetry peak effect described in Section 6.2.2.2 and due to lower energy events splitting
across pixels in the CCD, causing incomplete charge collection and a broadening of the FWHM.
6.4 FWHM comparison
120
 FWHM theory
* Hamamatsu
* CCD30-11 enhanced
* CCD30-11 standard
110
100
70
40
500 1000
Photon energy (eV)
1500 2000
Figure 6.23: Comparison between the two CCD30-lls and the Hamamatsu device, corrected for the 
same readout noise (4.6 electrons r.m.s).
Neither the Hamamatsu nor CCD30-11 pixels were binned, but they are of a similar size allowing 
the device thickness and depth of depletion to be estimated from their spatial resolutions.
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Figure 6.23 shows a comparison between the three devices. The two CCD30-11 variants stay 
closer to the line at lower energies than the Hamamatsu device suggesting that the two CCD30-11 
variants have a thinner dead-layer so the peak asymmetry effect becomes dominant at a lower 
energy causing the Hamamatsu device to have higher spectral resolution degradation at lower 
energies. Part of the degradation may also be due to event splitting across several pixels at lower 
energies and this effect would be dependent on the depletion depth in the devices. Both devices 
are deep depletion, but the thickness of the Hamamatsu device is unknown; therefore, 
quantifying this effect is not possible.
6.5 Partial event fraction comparison
The Hamamatsu device was modelled from the QE data to have a dead-layer of ~75 nm which is 
thicker than the two CCD30-11 variants. The extra thickness of dead-layer, as it is starting to 
approach the absorption length of the lower energy X-rays, should cause an increase in the partial 
event fraction (Figure 6.24).
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Figure 6.24: Partial event fraction comparison between the CCD30-11 enhanced and standard devices and the 
Hamamatsu CCD showing the Hamamatsu CCD with a higher partial event fraction than the CCD30-lls
at lower energies.
The thicker dead-layer causes an increase in the partial event fraction seen in the device; 
however, as the absorption length of the lowest energy X-rays detected is still larger than the 
dead-layer thickness, this effect is not very pronounced. Through an investigation at lower X-ray 
energies and in the UV energy range, the effect of the thicker dead-layer could be better 
observed. The result supports the model of the back-surface of the CCD, developed from the QE
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data, showing it with a thick (~75 nm) dead-layer providing confidence with the analysis. The 
errors on the Hamamatsu data are larger than for the CCD30-lls as the experiment was designed 
for QE evaluation, minimising the number of single photons that could be analysed and so 
reducing the available statistics.
6.6 Summary
The enhanced and standard CCD30-11 variants and the Hamamatsu device were tested at the PTB 
beamline at BESSY II to investigate their performance at the soft X-ray energies at which a high 
resolution X-ray grating spectrometer such as the OP-XGS would be expected to work. 
Generating a broad band of X-ray energies requires the use of a synchrotron facility and, to be 
able to photon count the X-rays, the beam needs to be working in a low current mode.
The QE of the Hamamatsu device was investigated across the X-ray energy band and the 
composition of the back-surface was found from this result. The experiment was compromised at 
some energies due to a failing in the cooling equipment, but by excluding those data a satisfactory 
result was obtained. The experiment was able to make an estimate of the dead-layer thickness 
of the device as ~75 nm, compared to ~45 nm measured in the CCD97 (Section 4.5). As the 
CCD30-lls were passivated with the same process as the CCD97 they are assumed to have a 
similar dead-layer thickness.
The results for the partial event fraction on all three devices supports the theory that the 
Hamamatsu device has a thicker dead-layer than the CCD30-lls as the partial event fraction 
increases at a larger rate in the Hamamatsu device.
The degradation in spectral resolution in the devices is due to event splitting and peak 
asymmetry. With a thicker dead-layer the peak asymmetry effect in the Hamamatsu device 
become dominant at a lower energy than in the CCD30-lls and this explains the result found. 
There will also be a degradation caused by event splitting. The Hamamatsu is thicker than the 
CCD30-lls, but has a higher resistivity; hence, depletion may be driven to similar distances from 
the surface. This would cause the event splitting effect to be similar in each device. Without
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more data it is impossible to investigate the difference between the depletion depths in the CCDs. 
Future work could involve a QE study from UV energies into high energy X-rays. This would allow 
a detailed map of dead-layer thickness and active silicon thickness to be made allowing more 
accurate conclusions to be drawn. The use of an EM-CCD to study the effect of peak asymmetry 
may also be possible as they are able to suppress the readout noise of the device. It may also be 
possible to include these effects into the theoretical FWHM model to test how event splitting and 
peak asymmetry may effect spectral resolution degradation. Some of the results are summarised 
in Table 6.3.
Table 6.3: A summary of the three devices used in the experiment described in this chapter. The results are for selected 
energies and cover spectral resolution and charge loss to the Si-Si02 interface.
Spectral resolution (FWHM) Charge loss (Partial event)
Device Variant 1200 eV 800 eV 400 eV 1200 eV 800 eV 400 eV
CCD30-11 Standard 72 eV 66 eV 74 eV 17 eV
CCD30-11 Enhanced 72 eV 74 eV 71 eV 4 eV 18 eV
Hamamatsu n/a 70 eV 63 eV 94 eV 4 eV 12 eV 31 eV
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Chapter 7: The Modified Fano Factor
The remainder of this thesis focuses on the noise generated through the gain process in an 
EM-CCD and the effect that this has on the spectral resolution achieved at soft X-ray energies. 
The analytical solution for the Modified Fano Factor in this chapter follows the method described 
in [Robbins, 2003] for the Excess Noise Factor (ENF) (Section 3.8.2) and this result is tested using a 
Monte Carlo simulation of the gain register and verified experimentally in the lab using 55Fe. The 
resulting factor that describes the energy degradation with increasing levels of gain is termed the 
Modified Fano Factor. Understanding the spectral degradation that occurs through the use of 
multiplication gain is important for instruments that use the resolving capability of CCDs to 
separate out orders, such as the Reflection Grating Spectrometer (RGS) on XMM-Newton.
To verify that the Modified Fano Factor holds for low X-ray energies, two further experiments 
were completed using the PTB beamline at BESSY II and an experiment was completed in the 
laboratory using Al K-shell fluorescence (1487 eV). The work in this chapter has been described 
previously in the authors papers [Tutt, 2011], [Tutt 2012] and, where applicable, this analysis is 
duplicated.
7.1 Introduction to the Modified Fano Factor
In Chapter 3 the Excess Noise factor was introduced and it was shown that the resolution of an 
EM-CCD when detecting optical photons could be given by Equation 7.1 (Section 3.8.2).
Equation 7.1 describes how the ENF affects the noise on the amplified signal at optical photon 
energies. If ne electrons are generated in the device, the shot noise on the signal is equal to Jri~e 
and, as multiplication gain is a stochastic process, the noise generated on the amplified signal is 
described by a Gaussian distribution and so is also at high levels of gain. The value for ne is 
found from the energy of the incident photon and the quantum yield of silicon at that energy,
FWHM =  2.355o) (■G r e a d o u t
G
\ 2 , 9 . E)  +ENF{<,lark)  +  E N F -  
'  0)
(7.1)
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Section 3.6.1.1. The combined noise on the photon detection and gain is given by and so
the ENF is equal to 2. A similar process can be followed with X-ray photons. The shot noise on 
the incident photons is now given by but the gain amplification noise is still at high
levels of gain. The combined noise at high levels of gain is given by ^ fn e + ne which is equal to
■yjnl-yj 1 +  / .  This gives a value for the Modified Fano Factor, Fmod, of (1 + f) and Equation 7.1 
becomes:
FWHM =  2.355dt) (fk£f £H) 2 +  E N F t fark) +  Fmod ^  (7-2)
Fmod varies from /  at a gain of 1, where there is no amplification, to (1 +  / )  at high levels of gain, 
making Fmod smaller than the ENF, but as X-ray photons generate a large number of e-h pairs per 
photon interaction the factor is applied to a larger signal than in the optical case, making the 
effect more significant. Fmod only applies to X-ray generated signal; therefore, the ENF is applied 
to any dark current passed through the multiplication register. The goal of this chapter is to find 
what happens to Fmod between the gain of 1 and the high gain situation over a range of X-ray 
energies.
7.2 Analytical solution for the Modified Fano Factor
The Excess Noise factor is a specific form of the measurement of the ratio between the variance 
on the input and output signal from an EM-CCD. The general case for any device with a Fano 
factor, / ,  is derived from the original definition (Equation 7.3). F 2 is a measure of the additional 
noise introduced by the gain register, where G is the gain on the signal, afn is the variance on the 
input signal and a%ut is the variance on the output signal.
F2 =  -22“ . (7.3)
G a in
Following a similar method as described by Robbins et al., [Robbins, 2003] and by assuming that 
the device is run cold enough for dark signal to be suppressed and considered negligible, it is
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possible to quantify F 2, including the Fano factor and this can be used to define the Modified 
Fano Factor, Fmod. The analysis starts with Equation 7.4, where Oq is the variance on the gain, 
(nout) is the mean number of output electrons from the multiplication register and (nin) is the 
mean number of input electrons into the multiplication register.
2 - 2 a 2
+  5 l  (7-4)Gout Gin , Gq
(nout) 2 fain) 2 G2
The variance on the output signal from the multiplication register can be defined as:
Gfain) faout) (7.5)
Assuming that the multiplication probability is constant and that successive trials are 
independent, the gain process can be described using a Binomial distribution. If g is the 
probability of multiplication per gain element then the variance on the added electrons, crjdded, 
can be described by:
Gadded =  fain)d (1 — d) (7-6)
The variance on the gain is thus given by:
(Jr. =
Gadded _  9 )
f a i n ) 2 f a i n )
(7.7)
When combined with Equations 7.4 and 7.6, this gives the variance on the amplified signal:
G2ut =  (1 +  9 )2G2n +  (nin)g ( l -  g) (7.8)
If looking at a Fano-limited system, standard Poissonian statistics do not apply; therefore, for 
X-ray processes, afn =£ (nin). It was found by Fano, [Fano, 1947], that Equation 7.9 was true 
when detecting X-ray energies, where /  is the Fano factor and a 2n is the Fano modified variance.
Gin =  f  fain) (7.9)
The Fano adjustment on the input variance led to a development in the expression for a 2ut:
G2ut =  +  2# +  g2) +  g ( l  -  g )} (7.10)
Equation 7.10 gives the noise on the signal from the first gain element in the EM-CCD 
multiplication register and so it becomes the input noise on the second gain element with a mean
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input noise of (n in) ( l  +  g). Through the substitution of these values into the original expression 
for a 2ut (Equation 7.8) it is possible to find the output noise for the second element:
tfut =  <n£n) ( l  +  g ){ f {  1 +  3g +  3g 2 +  g3) +  g ( l  -  g ){  1 +  (1 +  g) ) }  (7.11)
The result from Equation 7.11 then becomes the input noise to the third element with a mean 
input signal of {nin){ 1 +  g )2:
The total gain in the multiplication register is given by Equation 7.15 for a gain register consisting 
of AT element.
Applying this equation for a 2ut to Equation 7.3 it is possible to find an expression analogous to 
the Excess Noise Factor equation (Equation 3.30), but with a 2n =  f (n in):
(7.12)
The series can be generalised to give an expression for the N th element:
TV— 1
Oout =  (n.-nXl + .g)N 1 f ig  +  1}'V+1 +  0 (1  -  g) y  (1 +  g )k (7.13)
where:
T V -1
(7.14)
G =  (1 +  g )N (7.15)
which allows Equation 7.13 to be simplified to:
°lut =  <n i n > C / G ( l  +  g) -  (1 -  g){  1 -  G)} (7.16)
l { fG (l  +  g ) — (1 — g ) ( l  — C)} 
/  G (l +  f l)
(7.17)
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In photon energy regimes below 4 eV where single e-h pairs are produced per photon interaction 
and therefore, /  =  1, Equation 7.17 simplifies to the equation for the ENF and agrees with 
[Robbins, 2003]:
ENF =  -
l / 2 G + g - l >  
G \  g + f 1) (7.18)
Equation 7.17 gives a measurement of the increase in the width of the X-ray peak (FWHM) after 
the initial X-ray interaction and so is just the noise generated by the gain process, the Noise Factor 
for multiplication gain. To find an expression that takes the initial shot noise on the detected 
signal and the multiplication noise into account requires the multiplication of the Fano Factor with 
Equation 7.17, giving an equation for Fmod:
Fm od ~
{fG {l +  g ) - ( l - g ) { l - G ) }  
G{l  +  g)
(7.19)
At high levels of gain, G becomes the dominant term in the equation as g is small and Fmod tends 
to (1 +  / )  as predicted in Section 7.1. Plotting the results from Equation 7.19 against increasing 
gain it is possible to see how the Modified Fano Factor should vary, Figure 7.1.
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Figure 7.1: Modified Fano factor as a function of increasing gain showing that at high gain Fmod tends to (1 + f) which is
shown by the red horizontal line.
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The Modified Fano Factor is defined by:
F m o d = 7 ^ 7  (7-20)
G  { f l - i n )
To include the initial shot noise in the noise factor, the mean number of incident electrons is 
required, which leads to Equation 7.21.
F m o d  =  F2f  (7.21)
The Modified Fano Factor is a useful measure of EM-CCD spectral resolution because it quantifies
the energy dependent noise on the signal into a single term.
7.3 The Modified Fano Factor Monte Carlo Simulation
To support the findings of the analytical analysis, a Monte Carlo model of the EM-CCD
multiplication register elements was developed in MATLAB by the author. The model's purpose 
was to confirm the result of the analytical solution and to allow the uncertainty on small signals to 
be modelled. Each pixel of the modelled EM-CCD is considered to contain an isolated, 300 eV, X- 
ray event and the device is cooled to -120 °C to suppress the dark current generation. An energy 
of 300 eV was chosen as it is the lower energy of the Reflection Grating Spectrometer (RGS) on 
XMM-Newton and therefore the lowest energy soft X-ray that is currently being collected in a 
space application with a CCD [den Herder, 2001]. The lower end of the RGS energy range was 
chosen to test the detectability of the signal with the smallest charge cloud that would be 
generated. Through the randomisation of the number of electrons in each pixel within a Gaussian 
distribution of mean (nin) =  82 electrons and variance f (n in), the shot noise on the input signal 
could be generated. Every electron in each pixel is then moved through N gain elements where 
each element has a probability, g, of generating another electron through impact ionisation 
(Equation 7.15) and whether an electron was added to the charge packet during a transfer was 
governed by the Monte Carlo process. The final variance on the output signal can then be 
calculated and thus the Modified Fano Factor, Fmod, for a system with any Fano factor, / ,  can be 
determined.
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To test the accuracy of the Monte Carlo simulation and in turn the analytical solution, the Monte 
Carlo Simulation was used to predict the behaviour of an EM-CCD detecting optical photons 
( f  =  1). Figure 7.2 shows the model used by Basden et al., [Basden, 2003] (Section 3.8.1), for an 
EM-CCD detecting 1, 2, 3 and 4 electrons. The points on the figure show the results of the Monte 
Carlo simulation made for this paper and the lines are generated using Equation 7.22.
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Figure 7.2: The Monte Carlo simulation predicting the range of gain for low signal levels.
(7.22)
Equation 7.22 allows the probability, p(x), of getting a certain number of output electrons from 
the multiplication register to be found and so the effect of putting 1-4 electrons, x, through a 591 
gain elements, N, with a total gain, G, of 6629 can be modelled and compared with the results 
found in Basden et al., [Basden 2003]. The probability of creating an electron through impact 
ionisation in a single element of the multiplication register, g, can be found from Equation 7.15. 
It can be seen that the points from the Monte Carlo simulation fall on the lines generated from 
Basden et al. increasing the confidence in the simulation.
The second benchmarking test used the model to predict the Excess Noise Factor behaviour in 
optical photon conditions. The test comprised of setting the Fano factor to 1 in the Monte Carlo 
Simulation (single e-h pair production per incident photon) and running the Gaussian distribution
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of electrons through the model at varying levels of gain. Theory predicts that the Excess Noise 
Factor, F2, will vary with gain as has been shown by Equation 7.18 [Robbins, 2003].
The results obtained from the Monte Carlo model can be compared to the plot formed by 
Equation 7.18 with varying gain, helping to build confidence in the model.
Both benchmarking methods for the Monte Carlo model show a good relationship with theory, 
therefore, confidence in the model is high.
7.3.1 Monte Carlo simulation prediction of the Modified Fano Factor
With the Monte Carlo simulation proving accurate at optical energies, it was then possible to use 
the same model to make predictions about X-ray energy behaviour ( /  =  0.115). X-rays of 
energy 300 eV and 5898 eV were put into the model and Fmod was found for a variety of levels of 
gain. Plots of gain against Fmod were made to compare the simulation to the analytical model.
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Figure 7.3: Comparison between the Modified Fano Factor predicted analytically and the prediction made using Monte 
Carlo simulation. The result will tend to (1+f) at high levels of gain shown by the red horizontal line.
The plots show that for an increasing level of gain and across a range of energies, there was an 
increase of the total noise in the system, due to the multiplication register, that tends towards 
(1 +  / )  at high gain, providing further verification of the model and analytical solution.
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7.4 Experimental verification of the Modified Fano Factor 
The aim of the firs t experiment was to detect the manganese K-alpha X-ray emission w ith  varying 
levels o f m ultiplication gain at 5898 eV. The high energy Mn K-alpha emission produced by the 
B5Fe source would be expected to  penetrate deep into the device before interaction w ith  the 
silicon (>20 pm [Henke, 1993]), minimising the fie ld-free region the X-rays travel through and 
causing more X-ray events to  be collected in single pixels. The reduction of split events should 
lead to  an accurate prediction o f the Modified Fano Factor w ithou t the need o f event 
reconstruction and across all levels o f gain.
e2vCCD97
PCC
compressor
connector Copper cold 
bench
Figure 7.4: The CCD97 is shown mounted on a copper cold bench to  provide cooling and on a vacuum chamber flange 
so that the experiment can be performed under vacuum.
The CCD97 was placed in a chamber w ith  an 55Fe source, at a pressure o f 10'4 mbar and cooled to 
-115 °C in order to  suppress the dark current generated (Figure 7.4). The X-rays incident on the 
CCD over a 0.1 second integration tim e and 500 frames were recorded per gain setting allowing 
the FWHM of the Mn K-alpha and background noise peaks to  be measured. The experim ent was 
performed over a range of gain voltages (11 V to  34 V, gain o f 1 and 15 respectively) in order to  
get a measurement o f the effect o f gain on the FWHM of the signal. It was not possible to 
increase the voltage above 34 V as the X-ray data started to  saturate the ADC of the processing 
equipment, lim iting the experiment to  modest levels of gain.
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7.4.1 Experimental result compared with analytical calculation
It was possible to produce a plot of the Modified Fano Factor against the gain of the system to 
test the Fmod hypothesis (Figure 7.5).
The Modified Fano Factor was found by re-arranging Equation 7.2, remembering that odark =  0:
( FWHM2 (Greadout'\*'\ 1-7 ~>o\
F™ « = ( l 3 5 5 ^  -  (— 6— ) j  (? ) (7'23)
The FWHM can be found from the analysis of the X-ray peak and ?readout can be found from the
G
background peak as described in Section 5.4, allowing the data points on Figure 7.5 to be found.
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Figure 7.5: Plot showing the increase in the Modified Fano Factor with increasing gain. The result is compared to the
line produced by the analytical solution.
The result does not verify the Monte Carlo model and analytical prediction for the Modified Fano 
Factor at X-ray energies as the points do not fall on the line generated by the analytical solution. 
The result follows the required shape, but the higher than predicted curve for the Modified Fano 
factor suggests the X-ray peaks were broader than theory predicts. At a gain of 15, the 
experimental data moves away from the theoretical model as the ADC nears saturation. Figure 
7.6 shows the 55Fe X-ray peak for two different levels of gain with the broadening of the peak 
clearly visible. The use of gain causes an increase in a and a corresponding increase in the 
FWHM.
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Figure 7.6: Comparison between the 55Fe X-ray peak at a gain of lx  and a gain of lOx in the multiplication register. 
The results for the Modified Fano Factor (Figure 7.5) do not fall exactly on the line for the
theoretical prediction made using the analytical solution. The error is attributed to the splitting of
the charge cloud between neighbouring pixels affecting the charge collection efficiency and,
through the use of binning on future data, this could be evaluated. It may also be possible to add
the split event effect into a future Monte Carlo simulation to see if the difference is due to event
splitting. The systematic error may also be due to inconsistencies with the Fano Factor. Theory
puts the Fano Factor at 0.115 and this was the factor that is used in the model; however,
experiments have not been able to verify this value at the energy ranges used making it possible
that the Fano Factor was underestimated leading to a better than possible prediction for the
Modified Fano Factor and creating the error on the data [Owens, 1996], [Janesick, 1988]. A
separate study would be required to investigate this potential variation in the Fano Factor. The
result found for the Modified Fano Factor using Mn K-shell X-rays was then investigated further
with lower energy photons in an attempt to validate the theory.
7.5 Problems faced when detecting soft X-rays
In Section 3.6, low energy X-rays are shown to interact in the silicon close to the surface of a 
back-illuminated device. If the depletion in the CCD used to detect the incident X-rays is not close 
to the surface of the CCD the generated electrons are able to drift through a field-free region of
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silicon, causing the charge cloud to grow in volume and split over several pixels. The Modified 
Fano Factor is found experimentally using the FWHM of the X-ray peak and so any increase in the 
size of the peak due to event splitting and incomplete charge collection will lead to an 
over-estimate of the factor. To counter this problem in the devices, on-chip binning was used to 
increase the effective pixel size and with the CCD220 deep depletion was also possible.
7.6 Soft X-ray detection at BESSY II
7.6.1 Experimental setup
The experiments for both of the devices were completed in the same way. The EM-CCD was 
mounted on a copper cold finger in a vacuum chamber as with the experiment in the lab with the 
55Fe source. The cooling for the device was supplied using a PCC compressor and CryoTiger™ 
head from MegaTech™ ltd. The CCD97 was cooled to -120 °C to suppress the dark current 
generated by the device to a negligible level [Tutt, 2010], but the CCD220 was cooled to only 
-50 °C (the lowest possible with the available equipment). Only being able to cool to -50 °C 
allowed a significant amount of dark current to be generated; therefore, it had to be accounted 
for in the data analysis. The dark current posed a more significant problem at higher levels of gain 
as the multiplication process caused an increase in the dark signal as well as the X-ray photon 
signal. The expected dark current generation is shown in Figure 7.7. The formation of larger 
pixels through binning also caused an increase in the dark signal collected per binned pixel and at 
-50 °C the CCD220 had 0.04 electrons generated per binned pixel per second. The CCD97 at 
-120 °C had a negligible dark signal of the order 1011 electrons per pixel per second. In the 
experiment with the CCD220 the pixels were binned asymmetrically (3x2) to make the pixels as 
large as possible, but as the device only has a small imaging area (120 rows by 60 columns) 
asymmetric binning maintained a reasonable level of spatial resolution.
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Figure 7.7: Dark current generation (electrons per pixel per second) is shown for a single pixel of 24 pm along with the 
generation for the e2v CC97 with 2x2 binning and the CCD220 with 3x2 binning. The operating temperature of the e2v 
CCD220 during the experiment (-50 °C) is marked [e2v, 2004].
Avalanche gain is temperature dependant [Crowell, 1966] making it important to keep the 
temperature of the EM-CCD constant. The potential was varied from 20 V (taken as G = 1) up to 
the voltage where the 16-bit ADC of the readout electronics becomes saturated. The FWHM of 
the detected X-rays and noise peak could then be measured and Equation 7.24 used to calculate 
the value for the Modified Fano Factor, Fmod, at that level of gain, G [Janesick, 2007]. The FWHM 
is in eV and all noise quantities are measured in electrons.
c  _  (  F W H M  f G r e a d o u t \ 2  ^2 _2  \  1-1 -> a \
Fmod ~  ((2.355a))2 V G )  F d a r k ^ d a r k J [ E )  ( 7 ‘2 4 )
Fitting a Gaussian to the X-ray peak and the noise peak allowed the FWHM and areadout terms to
G
be found respectively. The CCD97 was cold enough to sufficiently suppress the dark current, 
(Tdark ~ 0, but as the CCD220 device was warmer, the dark current had to be taken into account. 
The contribution from the dark current can be calculated by measuring the background level of 
the image and the overscan regions. Figure 7.8 shows the raw spectrum from an image taken at a
gain of lOx where the overscan and image background peaks are clearly visible. The two peaks
can be looked at separately to calculate their noise contribution.
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Figure 7.8: The signal levels of the overscan and image are clearly visible in this spectrum. Looking at each area in 
isolation allows the peaks to be fitted and the contribution to the noise of the readout and the dark
current can be found.
The overscan background peak shows the contribution of noise from the readout of the device, 
a r e a d o u t >  anc* the background from the image area will give the combined readout and dark 
current noise, o c o r n b i n e d • Errors add in quadrature allowing the noise on the dark current to be 
found using:
& d a r k .  ( ^ c o m b i n e d ^ r e a d o u t ) (7.25)
The noise on the image background peak is a combination of the dark current and readout noise 
and so is sufficient for the calculation of Fmod. The effect of the gain on the signal is also taken 
into account through the measurement of the FWHM and therefore for the CCD220, the Modified 
Fano Factor becomes:
_  /  FWHM2 2 \  /ok
mod ~  U2.355&))2 “  )  ( ? )
(7.26)
7.6.2 Results
The results found for the Modified Fano Factor in the first experiment at the PTB beamline using 
the CCD97 to detect 1000 eV X-rays are shown in Figure 7.9. The data points, while being lower 
than the result expected from the ENF, are above the theoretical prediction of the Modified Fano
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Factor. The results are unable to verify the Modified Fano Factor due to spectral resolution 
degradation caused by charge splitting and incomplete charge collection.
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Figure 7.9: The result for the Modified Fano Factor at 1000 eV when detected using a CCD97 with 2x2 binning. 
Using the deep depletion properties of the CCD220, the charge generated in the active silicon of
the device could be collected in the buried channel faster than in the CCD97, reducing the size of
the charge cloud. By increasing the pixel size through asymmetric binning, it was possible to
collect a large proportion of the generated charge in a single pixel, leading to the result shown in
Figure 7.10.
The result is a good match to the analytical theory and provides verification of the Modified Fano 
Factor at soft X-ray energies. The result also provides confirmation that the experiment with the 
CCD97 was affected by spectral resolution degradation due to incomplete charge collection. A 
comparison plot of the CCD97 and CCD220 data when detecting 1000 eV photons can be seen in 
Figure 7.11.
A final experiment conducted in the lab using Al K-shell fluorescence to generate the X-rays (1487 
eV) and with the CCD220, was performance as a test of the Modified Fano Factor. The result of 
this experiment can be seen in Figure 7.12.
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Figure 7.10: The result for the Modified Fano Factor at 1000 eV when detected using a CCD220 with 3x2 binning.
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Figure 7.11: Comparison between the CCD220 data and the CCD97 data taken on the same beamline with
1000 eV X-rays.
The result also verifies the Modified Fano Factor at soft X-ray energies providing confidence in the
model.
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Figure 7.12: The result for the Modified Fano Factor at 1487 eV when detected using a CCD220 with 3x2 binning.
7.6.3 Discussion
7.6.3.1 X-ray damage in CCDs
The interaction of highly energetic X-ray photons in silicon can produce permanent changes in the 
device; especially if the interaction occurs in the oxide layers that surround the electrode 
structure through the creation of traps in the oxide layer [Clarke, 1994]. The X-ray damage 
caused by the X-rays manifests itself in four ways:
1) An increase in dark current from the Si-Si02 interface.
2) The oxide becomes charged causing a voltage shift in the operating biases.
3) Charge Transfer Efficiency (CTE) degradation.
4) Trap formation [Meidinger, 2000].
In this experiment, a substantial increase in the dark current would lead to an increase in the 
noise on the system and could affect the result; therefore, the effect must be considered. If a 
device is inverted, the increase in dark current can be suppressed, but in this experiment the 
device was run non-inverted [Westhoff, 2009].
It has been shown that, in a Front-illuminated device, radiation damage effects occur after 
~105 rad [Magorrian, 1988] and this experiment to investigate the Modified Fano Factor was 
conducted at a low X-ray flux level to allow photon counting (10,000 X-rays per gain level). Over 
the course of the experiment an insufficient number of X-rays were incident onto the CCD to
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achieve the necessary level of radiation damage to cause any effects discussed above 
[Beutier, 2008].
7.6.3.2 Generation/recombination centre charge loss
Charge that is generated close to the surface of a back-illuminated CCD by the interaction of a low 
energy X-ray can be lost to the generation/recombination centres present [Bootsma, 2000], 
especially if the device is not deep-depleted and the generated electrons can drift in a field-free 
region [Lumb, 1983]. The resulting partial event would affect the value found for the Modified 
Fano Factor. In this experiment, the device was operated at an integration potential that caused 
the depletion to be driven towards the back surface of the CCD minimising charge loss. To 
investigate this effect, the integration voltage on the CCD was varied from normal clocking 
voltages (10 V) to the integration voltage used in the experiment (17 V). By measuring the 
position of the X-ray peak at each voltage the charge loss could be estimated. If signal is lost from 
the charge cloud, the position of the peak would be at a lower energy than would be expected.
The energy scale is calibrated using the X-ray peak position with an integration voltage of 17 V.
The result of this investigation is shown in Figure 7.13.
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Figure 7.13: The calibrated X-ray peak position from increasing integration voltage for 1487 eV. The energy scale is 
calibrated using the X-ray peak position with an integration voltage of 17 V.
The result shows that when the depletion is not driven to the back-surface, charge is lost to the 
generation/recombination centres resulting in a fall in the X-ray peak position; however, at the
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integration voltage used in this experiment the curve is flattening off suggesting that the 
depletion stretches to the back-surface and charge loss is minimised. During the experiment the 
integration voltage was kept constant and so charge loss to the centres would be equal across all 
of the measurements. A constant experimental method and large integration voltage enables the 
charge loss effect to be mitigated.
7.6.3.3 The diffuse X-ray events in the device
The data also showed that, while most of the X-ray events were point like isolated events, some 
X-ray events appeared as very diffuse clouds that became more visible at higher levels of gain 
(Figure 7.14). Most of the diffuse X-ray events seemed to occur in the parallel overscan. The 
diffuse X-ray events occur when photons are incident onto the CCD as it is being read out. The 
clocks at this time are running between 0 V and 10 V and so the depleted depth in the silicon is 
greatly reduced from the integration case. A large field-free region forms in the active silicon and, 
as the device is ~40 pm thick, the charge cloud increases in volume and splits over many pixels. 
The data is taken without any binning.
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Figure 7.14: The readout from the CCD220 showing diffuse X-ray events mostly in the parallel overscan. In this image
the pixels are un-binned.
7.6.3A High gain surface-channel effects
At high levels of gain, before the ADC becomes saturated, a "surface channel" effect was seen in 
the image. The effect can be seen where the X-ray events in the image seem to have deferred 
charge tails in the direction of serial readout (Figure 7.15).
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Figure 7.15: X-ray events can be seen to have a tail behind them in the readout direction.
The effect occurs due to the large amount of charge in the multiplication register when the gain is
high. With increased charge levels in multiplication register due to the gain process, the charge
packet sits closer to the Si-Si02 interface in the buried channel. Eventually the charge packet
position reaches the Si-Si02 interface, is exposed to the traps caused by the "dangling bonds"
(Section 3.7.2) and is trapped and then re-released into a later pixel, creating the charge tail. The
device behaves like a surface channel CCD leading to a reduction in the transfer efficiency and
reducing the spatial and spectral resolution of the collected signal. A large amount of signal is
required in the charge packet to see this effect; therefore, at lower energies the effect does not
manifest itself.
7.6.3.5 Spectral resolution predictions fo r EM-CCDs at X-ray energies
The effect of the Modified Fano factor on the degradation of the FWHM of the X-ray peak when 
detecting the signal with an EM-CCD has been discussed, but what is the practical application of 
this information? Using the Modified Fano Factor as described in this chapter it is possible to 
predict the spectral resolution using an EM-CCD at a specific energy and gain. The analysis in this 
chapter has assumed that all X-ray events are single pixel events for simplicity, but even though 
this is not normally the case, it offers a useful guide for the use of EM-CCDs at X-ray energies.
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The EM-CCD is designed to suppress readout noise by amplifying the output signal; therefore, it is 
expected to perform better than a conventional CCD (or an EM-CCD being operated with a gain 
of 1) in experiments where readout noise is dominant. Shot noise is a function of energy, hence, 
as the energy increases, it becomes the dominant source of noise and so it is expected that an 
EM-CCD would begin to perform worse than a conventional CCD at higher energy. The ability to 
predict the cross-over point between when an EM-CCD and a conventional CCD have the best 
spectral resolution performance allows a decision about the type of device to use in a particular 
experiment to be made.
The determination of device performance depends on the temperature that the device is being 
operated at, the readout noise of the device's electronics and the energy of the detected photons 
and can be calculated using Equation 7.2. In the following examples, as in the rest of the chapter, 
it was assumed that the device was cold enough that the dark current generation was effectively 
suppressed and so ignored. It was also assumed that the readout noise of the EM-CCD and the 
conventional CCD are the same in each case so that the effect of the Modified Fano Factor is the 
only determining influence on the FWHM of the detected X-ray peak.
At low levels of readout noise (5 electrons r.m.s.), shot noise becomes dominant at low energy 
levels. Figure 7.16 shows that by suppressing readout noise, a conventional CCD will be better at 
resolving the X-ray photons at energies above 100 eV than an EM-CCD.
With a higher readout noise (10 electrons r.m.s.), the energy can get to a much higher level 
before the system becomes shot noise dominated (Figure 7.17). High levels of gain (>10x) give an 
improvement in spectral resolution up to 400 eV, compared with a conventional CCD, which is 
easily in the detectable energy range of a back-illuminated CCD. By running the EM-CCD with a 
low gain of 2 gives a benefit in spectral resolution up to 500 eV due to the way that the Modified 
Fano Factor varies at low levels of gain. However, at energies over 500 eV, the conventional CCD 
starts to give an improvement in resolution. Readout noises of 5 electrons r.m.s. and 10 electrons
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r.m.s were chosen as typical noise values to give an idea of the spectral resolution performance of 
devices in the readout noise range in which they typically operate [Tutt, 2011].
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Figure 7.16: A prediction of the spectral resolution (FWHM) of a conventional CCD and an EM-CCD with a gain of 2 and 
10 at soft X-ray energies. The readout noise is 5 electrons r.m.s.
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Figure 7.17: A prediction of the spectral resolution (FWHM) of a conventional CCD and an EM-CCD with a gain of 2 and 
10 at soft X-ray energies. The readout noise is 10 electrons r.m.s.]
If events that occurred in multiple pixels were considered in the model, the effect of off-chip
binning would lead to an increase in the noise floor of the conventional CCD (Section 3.6.2). 
However, as the cause of the increase in the noise floor is the addition of readout noise from the 
combined pixels, the effect would not be seen in the EM-CCD as readout noise is suppressed.
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7.7 Summary
The results from the CCD220 at all energies tested are in very good agreement with the 
theoretical value for the Modified Fano Factor. The results show that when the device is 
deep-depleted and the pixels are made larger using on-chip binning, the effect of multiplication 
gain is consistent with that predicted by theory. The reduction in the size of the field-free region 
that the X-rays travel through increases the probability that all of the charge will be collected in a 
single pixel. Charge splitting in the device has been shown to be the cause of the larger than 
expected values for the Modified Fano Factor when detecting 1000 eV X-rays in a CCD97. The final 
experiment conducted in the laboratory was also able to show that the Modified Fano Factor was 
correct at 1487 eV through the fluorescence of the Al K-shell and so confidence in this factor over 
soft X-ray energies is high. The result when using the CCD97 to detect 5989 eV photons is close to 
verifying the Modified Fano Factor, but as the device has small pixels that were not binned, 
charge splitting led to the X-ray peak being broader than predicted by theory.
The experiments described above have shown that the theory for the Modified Fano Factor holds 
true for 1000 eV and 1487 eV photons and at 5898 eV the result can be seen to follow theory 
closely allowing this factor to be used to aid the development of future X-ray spectrometers, 
allowing EM-CCDs to be used effectively for the detection of low energy X-rays. The analysis 
shows that EM-CCDs give the most benefit with X-ray detection in a noisy system. If the readout 
noise is dominant the ability of an EM-CCD to suppress this noise by amplifying the signal before it 
is read out will be beneficial to the experiment. If a system becomes less readout noise 
dominated, the ability of an EM-CCD to suppress the readout noise becomes less useful; 
therefore, conventional CCDs start to become the more attractive devices to use in terms of noise 
reduction. However, the EM-CCD will also enable photons of low energy to be detected in the 
device. For X-ray energies below 300 eV it is difficult to detect the whole of the generated charge 
cloud, especially if it is split over many pixels. An EM-CCD is able to amplify this signal and so 
increase the detection efficiency.
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To choose a device for an experiment at X-ray energies it is necessary to balance the effect of 
readout noise suppression with the increase in the energy dependant noise of the device, as well 
as considering how easily the X-rays will be to detect above the noise in the system. It can be 
seen from Figure 7.17 that with small amounts of gain, the increase in FWHM of the detected 
X-ray peak can be minimised, but the readout noise is still partially suppressed. There will also be 
an increase in the detectability of the incident X-rays and so the application of gain in the right 
situations can be beneficial.
EM-CCDs can be operated at a gain of 1 or through a separate, no gain, output amplifier avoiding 
the effect of the Modified Fano Factor and only introducing a gain when the experiment would 
benefit from increased detectability and readout noise suppression.
The work in this chapter has shown how the Excess Noise Factor for optical photon detection can 
be extended to a more general case for materials and energies that have different Fano factors, 
specifically for X-ray detection in silicon. The work on the Modified Fano Factor has demonstrated 
that EM-CCDs can be used on X-ray spectroscopy systems at energies <1 keV and particularly 
when system noise or readout speed is a concern.
The ability to read out a device faster without a detrimental effect on the noise of the system can 
have major benefits. Faster readout speeds increase the detector's tolerance to straylight and so 
thinner optical blocking filters can be used. The Al that is typically used on filters will also 
attenuate low energy X-rays, hence, faster readout speeds and thinner filters will allow more of 
the incident X-rays to reach the active silicon of the EM-CCD, increasing QE and potential science 
yield. This advantage should cause EM-CCDs to be the detector of choice for future soft X-ray 
spectrometers. The concern in the scientific community is that EM-CCDs are not a well- 
established detector technology and may suffer major radiation damage effects if used in space.
To make EM-CCDs the detector of choice for future missions work has to be done to increase their 
TRL by testing them in space-like conditions and out to end-of-life radiation damage levels. If a 
spectrometer can be designed to accommodate the decrease in spectral resolution caused by
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using multiplication gain then, in the opinion of the author, an EM-CCD should always be the first 
choice of detector so long as it is shown that the device has similar performance in space 
applications.
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Chapter 8: Contribution to the International X-ray Observatory
8.1 Author's contribution:
The author's contributions to the Off-plane X-ray grating spectrometers on the International X-ray 
Observatory are as follows:
• Analysing the pointing requirement of the instrument to allow for camera array 
self-calibration.
• Camera array layout, CCD overlap and CCD redundancy.
• Stray-light tolerance and optical filter thickness.
• Contamination of the instrument on the ground and in space.
• A thresholding study to optimise instrument resolution.
• The use of EM-CCDs as the focal plane detector.
8.2 Introduction
The International X-ray Observatory (IXO) was a science mission being designed to help with the 
understanding of galaxy evolution, supermassive black holes, large scale structure, chemical 
element creation, matter under extreme conditions and life cycles of matter and energy in the 
Universe [Barcons, 2010]. It was a mission aiming to look at matter under extreme conditions and 
this chapter will look at the development of the instruments that were designed to allow IXO to 
provide insight into these phenomena. In particular this chapter will concentrate on the Off-Plane 
X-ray Grating Spectrometer (OP-XGS) on IXO. An artist's impression of IXO is shown in Figure 8.1.
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Figure 8.1: Artist impression o f the International X-ray Observatory [Barcons, 2010].
8.3 IXO -  A brief history
The firs t Cosmic Vision 2015-2025 call for Mission Proposal was issued by ESA and led to  XEUS 
(X-ray Evolving Universe Spectrometer) being initia lly selected as an L-class mission candidate; 
however, a subsequent Phase 0 study concluded tha t the mission was not feasible w ith in  the 
L-class mission budget envelope [Barcons, 2010].
A coordination group involving ESA, NASA and JAXA was established in 2008 to explore the 
possibility o f a jo in t mission merging XEUS and the NASA-led Constellation-X. The group proposed 
a jo in t study to  be submitted to  the NASA decadal and ESA Cosmic Vision programs to look at the 
IXO mission in collaboration w ith  JAXA [Barcons, 2010].
8.4 Science Goals
IXO was a facility-class mission concept tha t aimed to  address the leading astrophysical questions 
in the "ho t Universe" through its breakthrough capabilities in X-ray spectroscopy, imaging, tim ing 
and polarimetry. Many of the follow ing science issues require a panchromatic approach which 
would have been possible w ith  IXO's proposed energy range that covered 0.1 keV to  40 keV 
[Barcons, 2010].
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8.4.1 Black holes
IXO would measure a fundamental property of black holes, their spin, which is driven by galaxy 
formation and evolution for super-massive black holes and by the nature of core collapse for 
stellar mass black holes. IXO would reveal the physics of accretion near the last stable orbit, 
measuring General Relativistic effects in the strong field limit [Nandra, 2010], [Miller, 2010], 
[Fabian, 2010], [Brenneman, 2010].
8.4.2 Neutron stars
IXO would determine the mass-radius relationship for Neutron stars and so would help to 
constrain the equation of state and QCD (Quantum Chromo-Dynamics) models of matter at these 
densities. For neutron stars with ultra-high magnetic fields (magnetars), IXO's polarimeter would 
measure the predicted QED (Quantum Electro-Dynamics) effects [Paerels, 2010].
8.4.3 Galaxy clusters
IXO would measure the velocity structure, mass and metallicity distribution of the dominant 
baryon component, the hot intra-cluster gas, which would provide a deep understanding of 
evolution of large-scale structure and samples of clusters at various redshifts, providing important 
and independent constraints on the Standard Cosmological Model (SCM) and dark energy 
[Vikhlinin, 2010].
8.4.4 The Cosmic Web
The Cosmic Web is where half of the baryons in the local Universe are expected to reside. IXO 
would be able to detect these baryons and so test the predictions for the formation and topology 
of the Cosmic Web [Bregman, 2010], [Arnaud, 2010], [Cash, 2011], [Lillie, 2011], [Danforth, 2008].
8.4.5 Feedback mechanisms
IXO would yield insight into feedback mechanisms in the Universe on many scales, through the 
study of supernova remnants, outflows in starburst galaxies and AGNs across cosmic time 
[Fabian, 2010], [Miller, 2010].
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8.5 Instruments
The majority of the instruments on IXO would have been mounted on the Moveable Instrument 
platform (MIP) allowing the instrument in the focal plane of IXO to be changed depending on the 
observation target. The X-ray Grating Spectrometer readout camera array was located on the 
Fixed Instrument Platform (FIP) away from the main focus of the telescope (Figure 8.2). The 
baseline mission could be accomplished with a payload comprising the following instruments.
Fixed Instrument Platform
(FIP)
Optic
Sun shield XGS
Avionic bus
Moveable Instrument Platform 
(MIP)
Figure 8.2: The majority of the instruments on IXO would sit on the Moveable Instrument Platform (MIP) with the XGS
readout camera on the Fixed Instrument Platform (FIP).
8.5.1 The IXO optic
The IXO optic was designed to have a large area (~3 m2), high reflectance and throughput and an 
angular resolution of less than 5 arcsecs Half Power Diameter (HPD) at the focus. To make this 
possible it would use a Wolter-I optic design (Section 2.3.6) either a Slumped Glass Optic (SGO) or 
Silicon Pore Optic (SPO) manufacturing process.
The slumped glass optic, proposed by a group from the USA, is formed from mirror segments that 
would be manufactured by placing glass on shaped and polished mandrels. The glass is then 
heated until it slumps to take up the shape of the mandrel. The mirror would be made up of 360 
concentric mirror shells, the inner shells having a diameter of 750 mm and the outer shell 3.2 m.
The silicon pore optic, proposed by a European group, uses a standard semiconductor wafer 
technology process to produce rectangular plates that have thin ribs on one side and thin 
membranes between the ribs. The plates are bent into the required shape and several plates are 
stacked to create a stiff pore structure. The stacks are then mounted into a tandem structure
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creating an approximate Wolter I geometry. One of these stacks is shown in Figure 8.2 
[Barcons, 2010].
Figure 8.3: A single stack for the silicon pore optic [Barcons, 2010].
8.5.2 Wide Field Imager (WFI)
The Wide Field Imager (WFI) was proposed as an imaging spectrometer with a large field of view 
(18 arcmin x 18 arcmin) that aimed to provide images in the energy band 0.1 keV to 15 keV 
simultaneously with spectral and time resolved photon counting and a resolution of 50 eV at 300 
eV and less than 150 eV at 5.9 keV. The instrument would have been made of an array of DEPFET 
(Depleted p-channel FET) active pixels (Section 2.3.9.8) integrated onto a common silicon bulk 
[Barcons, 2010].
8.5.3 Hard X-ray Imager (HXI)
The Hard X-ray Imager (HXI) would be mounted beneath the WFI to extend the energy coverage 
up to 40 keV. The HXI detector would be made up of 3 layers, 2 of silicon and 1 of cadmium 
telluride. Due to its position behind WFI, both XHI and WFI would share the same focal plane and 
the PSF on HXI is enlarged by 1.25 mm in diameter due to the de-focusing of the point spread 
function. The HXI would have covered the energy range from 10 keV to 40 keV with an energy 
resolution better than 1 keV (FWHM) at 40 keV and a Field Of View (FOV) of 12 x 12 arcmin2. 
Silicon becomes transparent to X-rays in the energy band above ~30 keV, so the inclusion of 
cadmium telluride detectors is crucial to the high energy response of the instrument 
[Barcons, 2010].
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8.5.4 X-ray Microcalorimeter (XMS)
The X-ray Microcalorimeter (XMS) (Section 2.3.9.5) was designed to provide spectra with an 
spectral resolution of ~2.5 eV in the energy range 0.2 keV to 10 keV for the central detector and 
10 eV for the wider-field outer section, simultaneously with images of a modest field of view and 
with time resolved photon counting. Arrays of absorbers would be read out by Transition Edge 
Sensors (TES) Time Domain Multiplexing (TDM) or Frequency Domain Multiplexing (FDM). The 
instrument would have been cooled to ~100 mK [Barcons, 2010]. Cryo-cooled instruments have 
not had a large amount of success on past space missions and so the XMS was relatively high risk 
[Mitsuda, 2007].
8.5.5 High Time Resolution Spectrometer (HTRS)
The High Time Resolution Spectrometer (HTRS) was designed to provide spectra with resolving
£
power — of 5 to 50 in the energy range 0.5 keV to 10 keV at high time resolution (10 ps) and with
A E
a high count rate capability (2 MHz). The HTRS was based around an array of silicon drift diodes 
and would give IXO the ability to observe bright galactic X-ray sources (e.g. X-ray binaries, 
magnetars) which can generate up to 1 million counts per second (equivalent to about 5 times the 
intensity of the Crab nebula). The HRTS would also provide better than 200 eV spectral resolution 
at 6 keV together with microsecond time resolution for photon energies between 0.3 keV to 10 
keV [Barcons, 2010].
8.5.6 X-ray Polarimeter (XPOL)
The X-ray Polarimeter (XPOL) was designed to provide polarisation measurements simultaneously
£
with angular measurement (5 arcsec), spectral measurements (— of ~ 5 at 6 keV) and timing at
A E
few ps level using a designed based on a Gas Electron Multiplier (GEM) (Section 2.3.9.3). A GEM 
is a counter with proportional multiplication that is finely subdivided allowing it to recognise 
tracks and so derive the ejection direction of the primary photoelectron. The track also provides 
the impact point with a precision of ~150 pm FWHM, largely oversampling the PSF. A major 
effect which decreases the position sensitivity is the blurring due to the absorption of photons 
from an inclined beam at different heights in the gas [Barcons, 2010].
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8.5.7 X-ray Grating Spectrometer (XGS)
£
The XGS instrument was required to have a resolution — of > 3000 over the 0.3 keV to 1 keV
A  E
energy range and an effective area of >1000 cm2 [Barcons, 2010]. Two parallel studies were 
performed on competing instrument designs, the Critical Angle Transmission Grating 
Spectrometer (CAT-GS) and the Off-Plane X-ray Grating Spectrometer (OP-XGS).
8.5.7.1 Critical Angle Transmission Grating Spectrometer (CAT-GS)
The CAT-GS was a wavelength dispersive spectrometer for high-resolution spectroscopy. One or 
two transmission gratings are placed behind the main mirrors in the convergent telescope beam 
and the readout camera array is placed on the fixed instrument platform. The transmission 
gratings disperse the X-rays according to wavelength and focus them into a spectrum that is 
recorded by the camera. The grating facets are blazed in order to maximise the diffraction 
efficiency of the grating allowing the target effective area of the instrument to be achieved 
(Section 2.3.7) [Barcons, 2010].
8.5.7.2 Off-Plane X-ray Grating Spectrometer (OP-XGS)
The focus of the remainder of this chapter is the OP-XGS.
8.6 The Off-Plane X-ray Grating Spectrometer (OP-XGS)
£
The OP-XGS was designed to provide high spectral resolution — > 3000 at lower energies,Ac
0.3 keV to 1 keV, as a complement to the X-ray Microcalorimeter system [Barcons, 2010]. The 
OP-XGS team was formed from individuals from the Open University (CCD camera array - UK), 
MSSL (CCD readout electronics - UK), Leicester (Advisory role - UK), University of Iowa (Gratings - 
USA), University of Colorado (Gratings - USA) and Northrup Grumman (Instrument structure 
design - USA).
8.6.1 Science case for the OP-XGS
The OP-XGS was a vital tool in achieving several of IXO's science aims. IXO aimed to observe early 
Active Galactic Nuclei (AGN) feedback mechanisms and these high-z AGN will have their 
diagnostics in the soft X-ray band. Feedback mechanisms are important in galaxy formation and
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in the formation of central massive black holes. To spectrally observe this initial 'blowout' in the 
galaxy requires high spectral resolution so that the kinematics of the wind as well as the ionisation 
state, metallicity and column density can be accurately measured. Many of these diagnostics 
occur in the grating band [Barcons, 2010].
When it comes to studying matter under extreme conditions, the neutron star EOS is important. 
To study these objects it is necessary to look at accreting matter and the Doppler shift line profile 
of the absorption lines [Paerels, 2010]. To measure these features, high resolution is necessary 
and many of these features are expected to occur at soft X-ray energies.
Accretion disk emission lines are dominant below 2 keV with most existing below 1 keV. To 
measure the relativistic broadening of these emission lines will need an instrument such as the 
XGS [Barcons, 2010].
Finally, to observe the missing baryonic content of the Universe that is thought to reside in the 
WHIM (Warm Hot Intergalactic Medium), high resolution absorption line spectroscopy of highly 
ionised abundant elements (C, N, O) in AGN outflows is required and these energies all occur in 
the OP-XGS bandpass [Bregman, 2010], [Cash, 2011], [Lillie, 2011].
8.6.2 Basic Instrument design
The OP-XGS consists of an array of reflection gratings in the off-plane mount and X-rays are 
diffracted onto a dedicated CCD array. Light intersects the surface of the grating at grazing 
incidence 2.7° and nearly parallel to the groove direction, maximising the illumination efficiency 
on the gratings. The groove profile on the gratings can then be blazed to preferentially diffract 
light to only one side of the zero order, increasing the efficiency further. The gratings also only 
intersect a small part of the X-ray beam, allowing the instrument to sub-aperture part of the 
telescopes PSF giving the instrument a higher angular resolution than if the whole of the PSF was 
used. The diffracted X-rays are then dispersed onto a CCD camera array where the position that 
the X-ray hits determines the X-ray's energy. The CCD camera array is mounted onto the Fixed 
Instrument Platform (FIP), but the gratings can be mounted at different positions on the telescope
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so the design of the instrument was subject to an accommodation study [Barcons, 2010] 
(Figure 8.4).
Moveable Instrument 
Platform f MIP)Avionic bus
Tower
Optics
Deployable structure
19.5 m 5.2 m13.4 m
Figure 8.4: The accommodation study for the OP-XGS gratings on IXO. The Figure show possible mounting positions 
behind the optics (19.5 metre throw), on the avionic bus (13.4 metre throw) and on a tower structure
(5.2 metre throw).
8 .6 .2.1 Off-Plane Gratings
Off-Plane gratings cause the diffracted X-ray to be dispersed across the direction of the incident 
X-ray in a cone around the zero order position; hence, it is also known as conical diffraction Figure
8.5 [Cash, 1991].
Zero order
Dispersed X-rays
Decreasing energy Decreasing energy
Arc of dispersion
Source from 
optic ""
Sinusoidal Off-Plane 
grating
Figure 8.5: The conical dispersion created by a sinusoidal grating with the X-rays incident onto the grating at a
graze angle of 2.7°.
The X-rays need to be at grazing incidence to the grating to maximise the reflectivity of the 
grating.
Once the X-ray is incident on the sinusoidal grating it is dispersed according to its energy along the 
length of the instrument until it is incident on the FIP. The amount of dispersion, and hence 
resolution, is dependent on the groove density on the grating, d (grooves mm'1), and on the 
distance between grating and the CCD array, L (mm), (known as the 'throw').
Contribution to the International X-ray Observatory [ jjtEI 
_  10 7cos(a) ,R 1 ^
% d i s p e r s i o n  ~  ^  ' ‘ '
The angle, a, is the angle to the vertical that the X-rays have when incident on the grating 
(Figure 8.6).
Blaze is a feature that can be given to gratings in order to maximise throughput (Section 3.2.7).
With a sinusoidal grating, the X-rays are dispersed approximately equally to both sides of zero 
order (the zero dispersion position as if the grating were a mirror) (Figure 8.5). To collect all of 
the incident photons dispersed by the gratings, two CCD camera arrays are required; however, if 
blaze is used a single camera array can be used [McEntaffer, 2009].
Manufacturing the grating with an angle on the facets (blaze) makes it possible to preferentially 
disperse the incident X-rays to one side of zero order, maximising throughput and allowing the 
target effective area of the instrument to be achieved.
Figure 8.6 gives a representation of how the blazed Off-Plane grating will work. The gratings are 
shown as extending to the focal plane which is not the case for the instrument, but is shown to 
explain the radial nature of the grooves. The X-rays that come from IXO's optic are converging to 
a focal point at the far end of the telescope; hence, the focus of the beam at the end of the 
grating closest to the optic will be less than at the near end of the grating making radial grooves 
necessary.
If the grooves on the grating were not radial and focussing at the same rate as the converging 
beam, spherical aberrations would be created, reducing the resolution of the instrument 
[Cash, 1991].
Off-Plane gratings offer several advantages over the On-Plane equivalent. These include:
• Full groove illumination
• Scatter out of dispersion plane
• Tighter stacking of gratings
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However, as the Off-Plane gratings need to be radially ruled they are more difficult to 
manufacture with a high groove density than their On-Plane counterparts.
O.keV-l.OkeV
Zero order
Hub of radial 
grooves \Projection of 
grating planes
a  = p = blaze = 12°
12°
Off-Plane 
Grating — 
array
Telescope focus
Figure 8.6: Blazed Off-Plane Grating dispersing X-rays preferentially to the left of zero order. The gratings are shown 
extending to the telescope focus with radial grooves to correct for the converging telescope beam. The red solid line 
show a single photon ray trace from the grating reflection to the detector on the focal plane and the dotted red line 
shows a single ray which is not diffracted travelling from the grating to the zero-order [McEntaffer, 2009].
An On-Plane grating has a shadow that is created by the groove edge over the next groove on the 
grating which is inherent to the grating orientation and can only be corrected for by rotating the 
grating through 90° into the Off-Plane configuration (Figure 8.7). In the Off-Plane case, as the 
grooves are in the direction of X-ray travel, the whole of the grooves can be illuminated increasing 
the grating throughput.
Any roughness on the grating surface will cause the incident X-rays to be scattered and this 
scatter occurs in the plane of the X-ray direction of travel (On-Plane). The resolution of the 
instrument is based on the position of the X-ray photon in the dispersion direction. In the 
On-Plane case, this scatter causes degradation in the resolution; however, in the Off-Plane case 
the scatter is in the cross-dispersion direction and so the effect on the instrument resolution is
minimal which relaxes the smoothness requirement on the grating surface.
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Incident X-rays
On-Plane grating
Groove shadow
Figure 8.7: Incident X-rays onto an On-Plane grating form a shadow region preventing full groove illumination and
reducing the grating's effective area.
Off-Plane gratings disperse the X-rays in a cone about the zero-order and so the specular, 
zero-order, reflection off the X-rays determines the separation needed between the gratings. On- 
Plane gratings, due to their dispersion in the plane of the reflection, have to be stacked further 
apart than the width determined by the zero-order position. Therefore, fewer gratings can be 
placed in the same space as for Off-Plan gratings, producing an instrument with a smaller 
effective area.
8.6.2.2 Sub-aperturing
The IXO optic focuses an X-ray beam onto the focal plane with a PSF of 5 arcsec [Barcons, 2010], 
which is too large for the XGS to achieve the necessary resolution; however, through the use of 
sub-aperturing it is possible to only sample part of the PSF, allowing a higher resolution to be 
achieved.
The sub-aperturing process occurs because only a part of the converging beam from the telescope 
is incident on the grating surface. Through under sampling the PSF, the X-rays project a bow-tie 
shape onto the grating array with the narrow centre identifying the X-ray energy. The range of 
possible positions that the photon can fall onto is small, increasing the effective angular 
resolution of the optic [Cash, 1991].
PSF
Figure 8.8: With all of the optic being used to generate an image (a) the PSF created is circular. Through sub-aperturing 
part of the beam (b) only part of this PSF is used and so the possible photon interaction positions are minimised.
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Figure 8.8 shows the change in the shape of the PSF on the focal plane when the whole of the 
X-ray beam is used and when the beam is sub-apertured, forming the bow-tie shape on the focal 
plane. Through ray-tracing, it was possible to simulate this effect for Off-Plane gratings 
(Figure 8.9).
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Figure 8.9: The bow-tie shape above was created through a ray-trace simulation of the grating. Image (a) is expanded 
in the X-dispersion direction to better show the bow-tie shape. Image (b) shows the shape of the bow-tie with the
same scale on the X and Y axis [Cash, 2010].
The dispersion created by the grating is in the X-direction. It can be seen that in the X-direction, 
the possible positions on which an X-ray of a given energy can fall are much smaller than in the 
Y-direction and, as the X-direction determines the instrument's resolution, this small dispersion 
(caused by sub-aperturing) is essential in achieving the instrument resolution target.
8.6.2.3 Pointing requirement
To achieve the required resolution, information about the direction the telescope is pointing is 
required to a high accuracy. The star tracker is able to accurately give the direction that the optic 
of the telescope is pointing with a 2 Hz time resolution [Barcons, 2010]; however, between the 
optic and the CCD camera array is 20 m of oscillating telescope structure.
The OP-XGS is able to self-calibrate the position of the dispersed spectra using the zero order 
monitors; however, in low photon environments it is possible that zero-order will not receive any 
photons. The following study, performed by the author, was to determine the number of
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zero-order hits that the instrument requires in order to self-calibrate and so an estimate on the 
brightness of source that the instrument can observe at high resolution can be made. If the 
pointing knowledge of the telescope can be highly constrained then a zero-order calibration may 
not be necessary, but it is assumed that in a worst case scenario telescope pointing will not be 
adequate.
Using the 4000 photons that make up the zero-order bow-tie shown in Figure 8.9 an assessment 
is made of how well the position of the centre of this bow-tie is constrained with a varying 
number of photons.
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Figure 8.10: The 4000 count zero-order ray-trace (a) and 10 photons from this trace selected at random (b). 
Taking 10 photons at random, Figure 8.10(b), forms the first set. The resolution of the instrument
is dependent on the dispersion direction (x-axis), so this is the only dimension that is considered.
The most extreme points in the x-dispersion from the full zero-order plot are
-0.1182 mm and 0.1061 mm and the most accurate position for the central position of the
bow-tie can then be found through the following steps.
1. Assume the central position is at the far left extreme in the X-direction (-0.1182 mm)
2. Calculate the distance of each of the random 10 photons from this position (squared 
values to ensure all values are positive).
3. Move the central position 0.001 mm to the right and repeat step 2.
4. Terminate operation when the far right extreme (0.1061) has been reached.
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Plot the x-position against the squared distance from this position and the minimum will indicate 
the most likely position for the centre of the bow-tie (Figure 8.11).
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Figure 8.11: Plot of X-position against sum of the squares of the distance of each of the random 10 photons from
the X-position.
There are 4000 photons in the data set and so this process can be repeated for the remaining 
3990 sets of 10 random photons. Taking the standard deviation of all of these sets (in this case 
400 sets of 10 photons) and an error on the position of the centre of the zero-order for 10 
photons is generated. Repeating this process for a various number of random photons per set 
(i.e. 1 random photon 4000 times or 4000 random photons once) leads to a plot of the 
uncertainty of the zero-order position against the number of photons in the zero-order 
(Figure 8.12).
The error-bars are larger with a high number of photons in a set as the number of photons in the 
total dataset is fixed and so any calculation made with a set larger than 2000 can only have one 
iteration of the process.
The result is based on unity integration time, but as the star-trackers have a 2 Hz pointing 
knowledge, the effect of different integration times was also evaluated (Figure 8.13).
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Figure 8.12: The uncertainty of the zero-order position based on the number of counts in the zero-order.
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Figure 8.13: The uncertainty of zero-order position based on the number of counts in the zero-order at different
integration times.
The longer the instrument can integrate for, the larger the number of zero-order counts and so 
the zero-order position can be determined with greater certainty; however, if the pointing is only 
known to 0.5 second accuracy, a longer integration time may lead to a blurring of the zero-order, 
decreasing its positional knowledge.
The pointing accuracy that is required of the instrument is dependent on the position of the 
grating array. For the avionic bus position (13.4 m from the CCD array) the necessary accuracy is
1.5 arcsec (3a) and on the tower (5.16 m from the CCD array) the necessary accuracy is 0.5 arcsec
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(3o). Placing these values on Figure 8.13 allows the number of counts needed in zero-order to be 
able to achieve the telescope resolution to be found (Figure 8.14).
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Figure 8.14: The uncertainty of zero-order position based on the number of counts in the zero-order at different 
integration times with the necessary zero-order accuracy for the tower and avionic bus grating positions marked.
For accurate zero-order position information at the tower position and with a 2 Hz pointing 
knowledge, 4 counts per second are required in zero-order, whereas at the avionic bus position 
less than a count a second is required. By taking one count per second in zero-order as equivalent 
to ~2xl0'n erg cm*2 s'1 the brightness of source that can be observed with the instrument using 
zero-order as a calibration for the spectrum position can be determined. It is assumed that ~10% 
of the photons incident onto the gratings are reflected straight through to the zero-order based 
on the grating groove density and blaze geometry [Barcons, 2010].
Figure 8.15 shows the relationship of the number of sources, N, with a given flux level, 5, based on 
ROSAT data [Ebeling, 1997] giving an idea of the number of sources expected for a given flux. 
Using the flux required for a zero-order calibration at the tower height of 5.16 m it is clear that 
most of the X-ray sources are too faint for the instrument; therefore, different calibration 
methods are needed. The result is a worst case scenario in terms of the pointing knowledge of 
the instrument and so, if the pointing knowledge is better than the 2 Hz offered by the 
star-trackers then fainter sources will be able to be resolved. If the instrument at the centre of 
the telescope focus (the WFI for example) can be used for zero-order calibration of the OP-XGS,
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sensitivity could be greatly improved. A final option would be to introduce some flat mirrors into 
the telescope design instead of gratings to increase the zero-order reflection and so number of 
photons in the zero order; however, this will lead to a drop in the instrument's effective area.
5.16 m zero-order 
calibration
2  103
10 10
S [0.5 keV - 2.0 keV] erg/cm2/s
Figure 8.15: LogN - log S plot for X-ray sources in the 0.5 keV to 2.0 keV range [Ebeling, 1997].
8.6.3 Camera design
The dispersed X-rays are detected by a camera array that was designed by the team at the Open 
University with the CCD layout forming part of the work performance for this thesis. The design 
for the camera array has been through several iterations. Initially, based on the avionic bus 
grating position, the spectrum was going to be collected across a single array of CCDs.
High energy Low energy
Zero-order I—
Figure 8.16: Model of initial iteration of the OP-XGS CCD array showing the zero-order monitor and the CCD array 
designed to detect the dispersed X-rays. Higher energy X-rays are dispersed less than lower energies.
Figure 8.16 shows the conical dispersion that is indicative of the off-plane orientation of the 
gratings. The zero-order CCD is used for spectrum calibration and is in the specular reflection 
position on the array. Higher energy X-rays are dispersed less than low energy X-rays and the CCD
Contribution to the International X-ray Observatory Q
array follows the curve that is created by the conical dispersion. There is some off-chip processing 
close to the CCD in the form of Application Specific Integrated Circuits (ASICs) and then flexi- 
cables take the data to the main electronics; however, this design has a low level of redundancy. 
If a single CCD fails a whole energy range will be lost and the dead space between the CCDs will 
lead to a small energy band that will not be covered by the CCD array. To minimise this affect the 
CCDs were designed to overlap, reducing the dead space by half which is possible as the depth of 
focus of the telescopes optic is larger than the thickness of the CCD packages [Murray, 2010] 
(Figure 8.17).
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Figure 8.17: Schematic to show the overlapping CCD edges in the OP-XGS camera array in an attempt to minimise dead
space between CCDs [Murray, 2010].
Through the development of the tower concept, it was decided that each grating module should 
project its own spectrum onto the CCD array in slightly different positions on the camera to create 
redundancy in the instrument. Initially there were going to be 4 grating modules and so 4 spectra 
on the CCD camera array which led to two different possible CCD camera arra^ layouts 
(Figure 8.18).
The configurations in Figure 8.18 develop some redundancy in the system. If a CCD fails, the 
spectra are projected onto the array in such a way that a different energy will be lost in each 
spectrum, so a single CCD failure will only cause certain energies to have a 25% drop in effective 
area, not a complete failure at that energy.
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Figure 8.18: 'Eyebrow' CCD pattern for 4 spectra CCD readout (a) and the 'overlapping' orientation for the same number
of spectra (b)
The final instrument design moved towards a 6 module grating array in order to achieve the 
necessary effective area so 6 spectra had to be accommodated by the camera array.
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Figure 8.19: Final CCD camera array layout for a 6 module grating array with 3 spectra per CCD array [Murray, 2010]. 
Figure 8.19 shows the final CCD camera array layout design for the OP-XGS with 3 spectra being
projected in each direction from the zero-order position. Of the 6 spectra, 4 have zero-order
monitors, but if extra zero-order knowledge was required a further two CCDs could be added to
the design. The design now has increased redundancy as a single CCD failure now leads to a l /6 th
drop in the effective area of a certain band of wavelengths. It also helps to spread the dead space
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on the CCDs to different parts of the energy spectrum, so that there is more balance between all 
of the energies detected by the array. Fully package in the shielding and cooling assembly the 
OP-XGS camera array would look like Figure 8.20.
Figure 8.20: CAD drawing of OP-XGS CCD array complete with shielding and cooling assembly [Murray, 2010]. 
8 .6 .4  E ffe c tiv e  a re a
The effective area of the telescope is made up of three main constituents
1. The throughput from the telescope optic
2. The throughput from the grating
3. The QE of the CCD
The optic and grating throughput was calculated using data from ESA and a ray-trace model from 
the University of Colorado. The CCD QE was predicted by the author using the QE model 
described in Chapter 4.
8.6.4.1 Telescope optic
The X-rays incident onto the optic will be reflected and focused using a Wolter I orientation. Each 
reflection will result in a loss of X-rays as they are not 100% efficient. The optic is the first 
structure that the X-rays come into contact with so maximising the optics reflectivity ensures that 
the throughput of the system is as high as possible.
With both the slumped glass and the SPO designs for the optic, structure is needed for the 
mechanical support of the mirror segments. The segments will block X-rays that are incident onto
« .
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them, reducing the throughput and the telescope effective area. The minimisation of support 
structure, while maintaining structural integrity to survive launch is vital in the optic design.
8.6A.2 Gratings
The grating is also a reflective surface; hence, it has similar reflectivity problems to the optic. The 
gratings are iridium coated and this gives a reflectivity shown by Figure 8.21 [Henke, 1993].
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Figure 8.21: Reflectivity of X-rays in the 200 eV to 2000 eV energy range from an iridium coated grating at a 2.7° graze
angle [Henke, 1993].
At higher energies the reflectivity of the grating tails off, but in the OP-XGS energy range the 
reflectivity is reasonably high and stable. It could be increased further by reducing the graze angle 
of the grating, but this makes the positioning of the CCD array more complicated due to the 
position of the MIP.
8 .6.4.3 CCDs
CCDs contribute to the overall effective area loss in the instrument in the following ways:
• The QE of the CCDs
• The dead space between the CCDs
• The filters that are used on the device.
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8.6.4A Total Effective area
To find the total effective area of the instrument the author of this thesis was required to 
calculate the effect of different filter types on the CCDs QE and combine it with the optic and 
grating effects. The calculation led to requirements on filter thickness if the OP-XGS was to meet 
its baseline performance specifications for the duration of its lifetime. The author was able to 
take the initial effective area of the section of the optic that focuses X-rays onto the grating and 
calculate all of the losses that the X-rays go through before they are detected in the CCD, which 
gave the effective area of the instrument at that energy. The effective area across the OP-XGS 
bandpass and can be seen in Figure 8.22. The black line shows the effective area performance 
possible using an unfiltered back-illuminated CCD and hence shows the theoretical maximum.
The red line shows the effective area performance for the propose CCDs with thinner filters based 
on being able to tolerated lOx more optical light (Section 8.5.5). The green line shows the effect 
of having dead space between the CCDs with the thinner filter. The camera array has been 
designed to minimise the loss caused by this affect (Section 8.5.3); however, it cannot be entirely 
removed. The blue shows the effective area if the RGS thin filtered CCDs were used on the 
OP-XGS.
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Figure 8.22: The effective area across the OP-XGS energy range with a variety of filter and dead layer combinations in
comparison to the XMM RGS filters.
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Figure 8.22 shows that, if it is possible to use the current design of instrument with filters that are 
half the thickness of the RGS filters and with enhanced back-surface CCDs (Section 4.4.1.3), it is 
possible to meet the OP-XGS baseline effective area requirement across the 300 eV to 1000 eV 
energy range.
8.6.5 Stray light requirement and filters
The telescope will contain stray light that increases the background of the instrument affecting 
the low energy response and so the stray light tolerance has to be analysed and filters used if 
necessary. Using the thickness of filters that are required to allow the instrument to meet its 
baseline effective area performance, the stray light performance of the OP-XGS was investigated 
by the author.
Through the use of the QE models used earlier in this thesis (Section 4.2) it was possible to model 
the use of filters on the QE of the CCD over the OP-XGS energy range; however, this model does 
not extend into optical energies. Fortunately the work that was carried out for the RGS on 
XMM-Newton could be extended for the OP-XGS [den Herder, 2001], [Brinkmann, 1996].
8.6.5.1 Reflection Grating Spectrometer on XMM-Newton
The RGS had three different Al filters on the CCDs' depending on the CCDs position in the camera 
array. The CCDs that were used to detect lower energy X-rays had the thinnest filters, the central 
CCDs had a slightly thicker filter and the high energy CCDs had the thickest filters 
[den Herder, 2001], [Brinkmann, 1996] and hence, the QE was maximised at lower energies where 
the absorption depth of the X-ray photons is smaller (Figure 8.23).
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Figure 8.23: A diagram to show the relative thicknesses of the RGS filters on the CCDs. Filter (a) is 45 nm thick and is 
applied to the CCDs detecting the lowest energy photons (the four CCDs furthest away from the optical axis), filter (b) is 
68 nm thick (the next three CCDs) and filter (c) is 75 nm thick and is on the devices that detect the highest energies (the
two CCDs closest to the optical axis).
The attenuation of optical light that these filters provide can be seen in Figure 8.24. The CCD 
array on the OP-XGS will be lOx larger than on the RGS, but the OP-XGS CCDs will be read out 
lOOx faster than the RGS CCDs (9 frames s'1 and 1 frame every 9 second respectively 
[Barcons, 2010], [den Herder, 2001], [Brinkman, 1996]). The thinnest filter used on the RGS will 
be the OP-XGS baseline with potential for the production of thinner filters to help the CCD QE and 
so instrument effective area. The effect of having a 45 nm Al filter on the CCDs with a 26 nm 
MgF2 protective layer between the silicon and the Al on the QE is shown in Figure 8.25. The 
protective layer acts as an electrical insulator between the Al shield and the silicon 
[Bootsma, 2000].
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Figure 8.24: The attenuation of optical light for three different thicknesses of Al based on the RGS filters [Ness, 2009].
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Figure 8.25: QE plot for a back-illuminated CCD with and without a filter. The extra edges caused by the filter are
labelled.
The major impact of the filter on the CCD is at the low energy end of the bandpass. To improve 
the low energy response of the instrument, the thickness of these filters needs to be minimised.
8.6.5.2 Straylight tolerance
Using the 45 nm Al filter it was possible to calculate the straylight tolerance of the CCDs using
Equation 8.2, where S is the total straylight (electrons pixel1 frame'1), S0 is the tolerable extra
signal in the image from straylight, QE is the QE of the CCD at the wavelength under investigation, 
T is the optical transmission, f t  is the frame rate, PA is the pixel area and B is the baffle light 
rejection.
S0c —__________ ”_________  (o 2 )
(QE X T  x f t  x PA x B) v ' '
Some typical values are shown;
• S0 ~ 1 electron pixel'1 frame'1
• T ~ 5xl0'4 (from Figure 8.24)
• f t  = 0.11 (9 frames per second)
• QE ~ 0.8 (optical QE)
• PA = 7.5xl016 m2 (15 pm x 50 pm pixels)
• B = l - 10%
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Therefore, the straylight tolerance for the instrument is AxK^B'1 photons cm’2 s'1 inside the 
telescope tube. The baffle factor, B, was not subject to sufficient study and so remains an 
unknown. The result can be expressed in terms of photons as, for optical applications, one 
incident photon generates one e-h pair.
Based on this information, the filters could be developed to be thinner. A thin filter has a greater 
chance of having pin-holes in the Al, causing the stray light attenuation to be non-uniform 
affecting the quality of the data produced. Such thin filters have a lower Technology Readiness 
Level (TRL) than the filters already flown on RGS and so the RGS filters remained the baseline.
8.6.5.3 Thin filte r study
Using the data for the RGS filters (Figure 8.24) it is possible to extrapolate a plot of filter thickness 
against attenuation for 500 nm photons (Figure 8.26). The focusing of the IXO optic and the area 
of the OP-XGS CCDs meant that there is lOx more collecting area on the OP-XGS than on the RGS; 
however, as the OP-XGS was being run lOOx faster, the system could tolerate lOx more stray light.
From Figure 8.26 the thickness that has lOx less attenuation can be found and this was set as the 
target thickness of the CCD filter. An Al filter of 30 nm will provide a lOx drop in optical 
attenuation and so this thickness of filter could be used on the OP-XGS and still keep the 
instrument within stray light tolerances. The effect of this thickness of filter on QE is shown in 
Figure 8.27.
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Figure 8.26: The optical attenuation lengths for the different filters used on the RGS are used to extrapolate the 
thickness needed fora lOx decrease in optical attenuation
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Figure 8.27: The QE for a back-illuminated device without a filter, with a 45 nm and with a
30 nm filter.
The thinner filter causes an improvement in the QE of the device, especially at the lower end of 
the bandpass and it would help the instrument achieve the effective area requirement.
Finally, as the authors work suggested that effective area could be maximised through the 
thinning of the MgF2 layer, the idea was proposed to e2v technologies and the possibility of 
halving the MgF2 layer was found to be technologically viable and implemented in the baseline 
design. Figure 8.28 shows the effect on QE of having a 30 nm Al filter with a 13 nm MgF2 
protective layer.
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Figure 8.28: The QE for a back-illuminated device without a filter, with a 30 nm Al and 13 nm MgF2 filter and with a 30
nm Al and 26 nm MgF2 filter.
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Figure 8.28 shows that the thinner MgF2 protective layer between the silicon CCD and the Al filter 
will have a benefit on the CCD QE in the mid-range energies up to the 1 keV maximum energy of 
the instrument which will help the OP-XGS achieve the required effective area.
8.6.6 Contamination
A major part of the author's contribution to the OP-XGS study was to look at the effect of 
contamination from start of build to predicted end of life levels. The types of contamination that 
would have an impact on the instrument are covered in two groups, molecular and particulate.
8 .6 .6 ,1 Molecular contamination
When a CCD is running at the temperature that would be used on IXO (-80 °C) any incident 
molecule on the surface of the devices can be assumed to "stick" and never be removed as a 
worst case situation. The CCD is also the coldest object in the immediate spacecraft environment 
and so can be considered to be a cold trap that will attract all of the molecules present. On the 
ground the CCDs can be run in a clean, dry environment and heat cycled removing any 
contamination build up, leading to the assumption that molecular contamination is an in-flight 
concern. Increased level of control of the CCD's environment on the ground allows molecular 
contamination effects to be minimised.
In orbit molecular contamination occurs from outgassing of all surfaces in the satellite. Any 
volatiles in the surfaces will vaporise, forming a gas pressure in the telescope tube. The volatiles 
are the source of molecular contamination on the CCDs and the modelling of the effect they cause 
allows instrument degradation over its lifetime to be predicted.
The OP-XGS is targeting low energy X-rays; therefore, the molecular contamination that will have 
the largest effect on the instrument will be hydrocarbons and water due to their K-shell 
absorption energies [Henke, 1993]. The molecules present will have a major effect on the carbon 
edge performance of the detectors (277 eV) and the oxygen edge (523 eV), degrading their QE, 
reducing the effective area of the instrument and affecting the potential science yield.
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Through the prediction of the contaminating molecules in the telescope, the contaminant level 
that can be tolerated by the instrument can be found using the author's QE model and adapting it 
to different molecules (hydrocarbons and ice).
The hydrocarbon molecule that was analysed was C8H8 and the drop in QE across the OP-XGS 
energy range was modelled for different thicknesses of this molecule. C8H8 was chosen as it is an 
unoxygenated hydrocarbon that is of typical size of what could be expected in the spacecraft 
environment (it is representative). By making a prediction across the OP-XGS energy range for the 
QE of the device with a uniform layer of the hydrocarbon across the CCD, the average QE drop 
across the bandpass can be found (Figure 8.29).
The degradation of QE due to contamination on the CCDs is quantified by finding the thickness of 
molecular contamination that is needed to create a 10% and 50% drop in QE. In the case of a 
hydrocarbon (C8H8) across the OP-XGS bandpass, a 10% drop in QE requires 148 nm and a 50% 
drop in QE requires 1300 nm of C8H8; however, this does not represent the effect at the carbon 
edge where the most severe QE degradation will occur (Figure 8.30).
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Figure 8.29: The average QE drop across the 300 eV -1000 eV energy range is shown for varying, uniform layers of C8H8.
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Figure 8.30: QE for a back-illuminated CCD for a perfect device and for a device with 
148 nm of hydrocarbon on the surface.
Figure 8.30 shows that when considering the effect of contamination on the CCDs, the worst case 
situation has to be considered. While at 148 nm of contamination there is only a 10% drop of QE 
over the bandpass, the QE at 300 eV drops by over 40%. Instead of looking at the effect across 
the energy range the QE drop at the lower end of the bandpass needs to be assessed (i.e. at 300 
eV).
Figure 8.31 shows that at the lower edge of the OP-XGS bandpass (300 eV) the thickness of 
hydrocarbon contamination that would cause a drop of 10% in QE is only 27 nm and for a 50% 
drop in QE is 180 nm.
The drop in QE due to contamination causes an effect on the whole system as the effective area 
of the instrument drops. Therefore, as the requirement of the instrument is to have an effective 
area above 1000 cm2 at the end of the mission lifetime for the 300 eV to 1000 eV energy range, a 
limit is put on the level of contamination build-up that is allowed. A similar process as performed 
for the hydrocarbons was then followed for water in the telescope.
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Figure 8.31: The QE drop at 300 eV is shown for varying, uniform, layers of C8H8.
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Figure 8.32: The average QE drop across the 300 eV -1000 eV energy range is shown for varying, uniform,
layers of ice water.
Figure 8.32 shows the effect of ice water across the OP-XGS energy range on the average QE of
the CCDs. A 10% average drop in QE occurs with 180 nm of ice and a 50% drop in average QE with
100 150 200 350250
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1390 nm of ice. The result shows that ice has less of an effect than hydrocarbons on the average 
QE across the bandpass, but it is expected that the largest drop in QE would be at the oxygen 
K-shell edge (523 eV) (Figure 8.33) [Henke, 1993].
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Figure 8.33: QE for a back-illuminated CCD for a perfect device and for a device with 310 nm of ice on the surface. 
Similarly with the hydrocarbon analysis, the drop of QE at the oxygen edge has to be evaluated to
ensure that the QE across the bandpass is high enough to keep the effective area of the
instrument above 1000 cm2. The QE drop at the oxygen edge for different thicknesses of ice
water is shown in Figure 8.34.
Figure 8.34 shows that at the oxygen edge the amount of ice needed for a 10% drop in QE is 
65 nm and a 50% drop in QE is achieved at 440 nm. The results for molecular contamination are 
summarised in Table 8.1.
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Figure 8.34: The QE drop at 523 eV is shown for varying, uniform, layers of ice water.
Table 8.1: Summary of the effect of different types of molecular contamination on the QE of the CCDs over the 
bandpass and at specific energies depending on the contamination type.
Average QE drop Carbon or Oxygen edge QE drop
10% 50% 10% 50%
c8h8 148 nm 1300 nm 27 nm 180 nm
Water 180 nm 1390 nm 65 nm 440 nm
Table 8.1 shows that ice has less of an effect on the QE of the device than a hydrocarbon, but as 
they act on different parts of the OP-XGS energy range they both have to be considered and 
controlled so as not to degrade the instrument's performance to below its baseline specification 
over its lifetime.
To evaluate the accumulation of a molecular contaminant, the partial pressures in the telescope 
tube have to be investigated. Using experience from the RGS instrument on XMM-Newton it is 
possible to infer information about the IXO spacecraft environment. Through the use of 
calibration sources on the instrument, the RGS team was able to measure the increase of 
carbon-based contamination on the instrument [den Herder, 2001], [Brinkman, 1996],
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[Pollock, 2008] (Figure 8.35). Early in the instrument's mission, the contamination build-up rate 
was at its highest expected from an outgassing spacecraft. Overtime, the contamination build-up 
slowed and predictions of likely build-up over instrument lifetime could be made. In 5 years, 
operating in the same conditions as the RGS, the OP-XGS might be estimated to accumulate 130 
nm of carbon which is enough to reduce the overall QE by less than 10%, but will lead to a 
significant drop at the carbon edge. In 10 years the build-up will be 180 nm which is equivalent to 
a 50% drop in QE at the carbon edge and this needs to be factored into the instrument design so 
that the margins in the effective area are large enough to accommodate this drop in QE due to 
molecular contamination.
250
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Figure 8.35: Carbon contamination build-up rate based on RGS calibration data over 
its lifetime [Pollock, 2009].
Molecular build-up on the gratings could affect the reflection properties of the surface and so 
would require study, but it was assumed that it had a negligible effect on the instrument 
compared to the build-up on the CCDs.
To minimise the molecular build-up on the CCDs, it was proposed that the devices be kept warm 
for the first few months in orbit in order to let the spacecraft outgas and that a door be in place 
over the CCD array. When required the CCDs are cooled to their operating temperature and the 
door opened. By keeping the CCDs covered for the first few months of the mission, the devices 
will not be exposed to the telescope environment during the period of fastest outgassing. The
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CCDs would then have less hydrocarbon and water build-up, device QE would remain higher for 
longer and the effective area of the instrument would stay well above the baseline for the mission 
duration.
8.6.6.2 Particulate contamination
All spacecraft assembly facilities contain particulates and if they fall onto the instrument surface 
can cause contamination. An important factor to consider when it comes to particulate 
contamination is the particle fallout (PFO) rate. This is the rate at which particles will fall onto a 
horizontal surface and determines the rate at which particulate contamination will build-up 
[Borson, 1982]. To assess the effect of particulate build-up on the instrument, the separate 
surfaces need to be considered. Silicon dioxide was modelled as the particle that causes the 
contamination and was assumed to have a diameter of 5 nm. Si02 was chosen as it is a good 
representation of the contamination type that the instrument would be exposed to during 
assembly and it was easy to simulate with the author's existing model.
The gratings reflect and disperse incoming X-ray photons in a grazing incidence orientation; 
therefore, any particulate contamination will cause scattering or absorption of the incoming X- 
rays. If the X-rays are scattered, the throughput of the instrument will be affected, but as the 
scatter will be in the cross-dispersion direction, resolution degradation will be minimised. If the X- 
rays are absorbed then the throughput of the grating will fall reducing the effective area.
Absorption and the reduction of throughput are dependent on the geometry of the particles and 
X-rays as well at the absorption length. The absorption length of X-rays in Si02 is shown in 
Figure 8.36.
Based on Figure 8.36, it is assumed that all of the X-rays incident onto a Si02 molecule are 
absorbed and due to the graze angle at which the X-rays are incident on the grating, the molecule 
creates a shadow.
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Figure 8.36: Absorption length for X-rays in Si02 [Henke, 1993].
Figure 8.37: The effect of particle contamination creating a shadow on the grating and reducing throughput.
The size of this shadow is dependent on the size of the Si02 molecule, a, and the graze angle of
the incident X-rays on the grating, 6  (Figure 8.37). If the diameter of the molecule is taken to be
5 nm and the graze angle is 2.7°, then the shadow of the molecule is 106 nm (b). The shadow
occurs before and after the molecule and so the total shadow created on the grating surface by a
Si02 molecule is 212 nm. For simplicity the molecule in assumed to have a rectangular shadow as
though the molecule is cubic. The shadow is also 5 nm wide in the direction perpendicular to the
direction of incident X-rays due to the diameter of the Si02 molecule (Figure 8.38).
A single grating module is 100 cm x 100 cm and the area of shadow from a single Si02 molecule is 
212 nm x 5 nm. Therefore, the amount by which the throughput falls due to a molecule can be 
calculated and, if the particle fallout rate is known, the time that it takes to build up particles and 
the relative throughput drop can be found.
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According to the ESA specification, the fallout for different classes of cleanroom are given by 
Table 5.2 [ESA, 2008].
5 nm
212 nm
Figure 8.38: The shadow of an individual Si02 molecule on a grating assuming that the particle is a cube for ease and as
a worst case scenario.
Table 8.2: Shows the extent of the shadow of an individual Si02 molecule [ESA, 2008].
ISO class (M)
PFO 
(mm2/m 2/24 h)
5 2.0
6 10
7 52
8 275
The result is based on several measurements performed in different cleanrooms and is 
approximated by:
PFO =  0.069 X  1 0 (.o.72M-2.i6) (8.3)
Equation 8.3 allows predictions about particle build-up rate and drop in throughput to be made. It 
is assumed that the particles are evenly spaced ensuring that their shadows do not overlap.
Figure 8.39 shows that even in a class 5 cleanroom, the grating throughput would have a 1% drop 
in throughput after 0.2 years (2 1/2 months). Particulate contamination is clearly a concern and so 
steps would have to be taken to make sure that its effect is minimised.
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Figure 8.39: Drop in grating throughput due to an increase in particulate contamination after time in
different cleanrooms.
Figure 8.39 is a worst case scenario with all of the gratings lying with their reflective surfaces up 
and separate from each other. In reality, the gratings would be stacked into modules with their 
edges facing up greatly reducing the amount of contamination that will be gathered by the 
reflective surface. It is assumed to be a reduction of l/1 0 th over the worst case scenario 
(Figure 8.40) [ESA, 2008]. The figure shows that a 1% drop in throughput in an ISO 5 cleanroom 
would now take over a year of exposure; however, the contamination would still have an effect 
on the throughput of the gratings and so effective area of the instrument making careful handling 
necessary to minimise the effect.
It is assumed that the gratings will be manufactured and assembled in clean environments and 
that the majority of build-up will occur during instrument testing and spacecraft assembly. 
Through the use of cases and red-tag items, this can also be minimised. The red-tag items are 
designated as items that are removed just before launch to maximise the cleanliness of the 
instruments they protect.
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Figure 8.40: Drop in grating throughput due to an increase in particulate contamination after time in different 
cleanrooms with a further 10% reduction due to grating stacking and orientation.
It was assumed that the build-up of particulate contamination in space is negligible and so can be 
ignored.
It has been shown that a Si02 particle can stop X-rays incident onto it and so particulate 
contamination on the CCDs is also important to consider. If it is assumed that the particles fall 
uniformly over the CCD area, that the Si02 is completely opaque and that they have a diameter of 
5 nm, the ISO particle fallout rates can be used to predict the rate at which the particles will build up 
on the device and so the drop in CCD active area can be calculated (Figure 8.41). In a class 5 
cleanroom, a 1% loss of CCD active area will take over 10 years.
The major concern when it comes to particles contaminating the instrument occur on the ground 
and, due to the grazing incidence nature of their operation, the gratings are more susceptible. 
Particles in space however, will have a velocity relative to the spacecraft and so can cause impact 
damage with the spacecraft. There is nothing that can be done to mitigate for this problem, but it 
can have a major impact on the instrument and spacecraft. The RGS on XMM-Newton had damage 
caused by "micro-meteorites" that caused one of the CCDs to stop working, so the effect of 
particulates in space is important.
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Figure 8.41: Drop in CCD active area due to an increase in particulate contamination after time in different cleanrooms. 
8.6.7 Dispersion analysis
Taking the expected resolution performance of the instrument and the predicted bow-tie 
configuration it was possible to analyse the instrument's resolution. The study was completed by 
the author using simple thresholding analysis on the ray-trace data produced by the University of 
Colorado. Figure 8.42 allows analysis based on the number of photons that are included in the 
dataset and the threshold of how far away from the centre photons are counted as part of the 
event to be made.
Figure 8.42(b) shows the basis of the thresholding applied to the data to analyse the resolution 
achieved when some event recognition is applied. Figure 8.43 shows that if only central photons 
are used then event separation is very simple and the instrument has a very high resolution. 
When more events are included into the analysis, the resolution of the separate peaks 
deteriorates, falling to a resolution of 3000 with 100% of all of the counts included in the 
histogram. The result shows that event thresholding could be used to maximise the resolution of 
the image; however, the instrument is likely to be used in photon starved situations and so it may 
not be possible to reject photons.
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Figure 8.42: Overlapping bow-ties generated by ray-trace to  test the instrument's ability to  separate
different events.
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Figure 8.43: Histograms of the data fo r d ifferent levels o f event thresholding based on y-position.
8.6.8 EM-CCDs on the OP-XGS camera array
A final consideration fo r the OP-XGS would be the use of EM-CCDs. The use o f EM-CCDs fo r X-ray 
spectroscopy is a major theme in this thesis and the work completed is designed to be used on an 
X-ray spectrometer such as the OP-XGS. The OP-XGS works by using the position o f a detected 
photon to determ ine the energy and the detectors inherent spectral resolution to  determ ine the 
order. Therefore, if a low energy photon (lower than the current lower lim it on the OP-XGS 
energy range) were to  hit the CCD array it may not deposit all o f its energy into the charge packet, 
but this smaller signal could still be collected. Through the use of m ultiplication gain this signal
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could be amplified and detected by the instrument and so low energy photons could still be seen, 
increasing the potential and scope of the science possible with the OP-XGS.
EM-CCDs, as discussed in Section 7.7, are able to run faster without an increase in the readout 
noise as the internal gain acts to suppress this noise. The ability to readout the camera array 
faster will increases the tolerance of the instrument to stray light; hence thinner filters can be 
used. Thinner filters attenuate soft X-rays less and the QE of the detectors increases along with 
the instruments effective area. The possible increase in readout speed is a big advantage to using 
EM-CCDs on X-ray spectrometers.
EM-CCDs have not been used in space applications thus far and so have a low TRL. To use 
EM-CCDs in space applications, work needs to be completed to show they are a robust and 
reliable technology that offers benefits to future X-ray missions. The concern about using 
EM-CCDs on space missions is that their high field region that allows multiplication gain may be 
susceptible to radiation damage and not enough work has been completed to fully understand 
the ageing effect. As part of the study for the Gaia mission, EM-CCDs were tested against proton 
damage and found to behave no differently to conventional CCDs [Smith, 2006]. Through more 
extensive studies on the effect of ionising and non-ionisation radiation damage on the 
multiplication register and with the full characterisation of the gain ageing effect (Section 3.8.4) 
for the duration that the devices would be expected to run for in a space mission, the TRL of EM- 
CCDs can be increased. This would remove the remaining barriers to using EM-CCDs as the 
detectors for soft X-ray spectrometers.
8.7 Summary
The purpose of this study was the design of a high resolution spectrometer to be used on the 
International X-ray Observatory (IXO). IXO was proposed as the next generation large scale X-ray 
facility that would allow scientists to develop their understanding of the high energy Universe. 
With unprecedented effective area and angular resolution, the telescope's optics would allow a 
range of instruments to provide high resolution, effective area and field of view analysis of the
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X-ray Universe to be performed. The highest resolution instrument planned for this facility was 
the X-ray Grating Spectrometer (XGS) and one possible design to meet the specification of this 
element, the OP-XGS, has been discussed in some detail.
Many challenges face such a large space mission and high resolution X-ray spectroscopy over the 
soft X-ray band requires a novel approach to grating spectrometers. To mitigate potential 
problems that the instrument would face, several aspects of its design were subjected to rigorous 
study, producing an instrument proposal that was of a high enough resolution to help IXO meet 
the proposed scientific goals for the instrument payload. The focus of this chapter was on studies 
involving the camera array, pointing stability, stray light tolerances, the system's effective area 
and instrument contamination.
The work carried out by the author was to understand various aspects of the instrument, which 
included:
• Looking into the basic instrument design. Knowledge of the parameters that the 
instrument would have to work within was essential in instrument design. A priority 
among these concerns was the pointing stability that would allow an accurate energy 
calibration of the camera array. By making calculations based on ray-tracing, the author 
was able to find that, for an energy calibration on the camera array that would allow the 
energy resolution requirement to be met, 4 photons per second had to be detected in the 
zero-order CCD using the tower instrument design and with a 2 Hz pointing knowledge.
• The camera array had to be laid out by the author in a manner than minimised 
dead-space, captured the necessary dispersed photons, monitored the zero-order 
positions and had in-built redundancy. This process went through many iterations as the 
grating design developed with the final array shown in Figure 8.19.
• The effective area of the instrument had to be estimated across the energy range. The 
throughput and effective area of the optic and gratings were calculated and then the 
author added in the effect of dead-space between the CCDs and their QE to get a final,
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start of mission, effective area estimate. From this, more grating modules were added to 
the instrument design to create a larger margin.
Based on the experience of the RGS on XMM-Newton, the effect of stray-light filters on 
the effective area was calculated using the author's QE model. It was found that if the 
CCDs were run at 10 frames per second, they could tolerate lOx more optical light than 
the CCD on the RGS with the thinnest filter. This allowed the author to suggest a filter of 
30 nm Al, 13 nm MgF2 that would be thick enough for the OP-XGS CCDs without incurring 
too high a background. More work is needed to test the viability of filters this thin.
A contamination study was completed using the author's QE model and ESA cleanroom 
specifications to estimate the effect of contamination on the instrument. It was found 
that molecular contamination in space (C8H8) would cause a 10% drop in QE at the carbon 
edge with a contamination layer 27 nm thick, and a 50% drop by 180 nm. Water 
contamination would cause a 10% drop at the oxygen edge from a 65 nm layer and a 
440 nm layer would cause a 50% drop. Particulate contamination was also considered 
and the author suggested that particles on the grating would cause the biggest loss in 
effective area although micro-meteorites in space could also be damaging to the whole 
spacecraft.
The author also looked at how thresholding the number of events that are considered 
could be used to increase the resolution of the instrument; however, as most X-ray 
sources that IXO would be interested in are faint, the likelihood of thresholding being 
used is low.
A final suggestion of using EM-CCDs on the focal plane array of IXO was considered by the 
author. The possibility of increasing the readout speed of the OP-XGS with very little cost 
to readout noise and with the increase in stray-light tolerance that it would bring make 
EM-CCDs a very tempting detector to use on the OP-XGS. More work is needed to 
increase these devices' TRL but, should they prove to be reliable detectors in space then 
the author would recommend their use.
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Chapter 9: Conclusions and Further work
The research goal of this thesis was to characterise CCD and EM-CCD technology for high 
resolution X-ray spectroscopy. An instrument that can provide high resolution soft X-ray 
detection was designed using an off-plane grating and the detector developments that would 
improve this instrument's performance were investigated.
9.1 Back-illuminated CCD
A SIMS was used to analyse the back-surface of a CCD97 to better refine the author's QE model 
and to provide more information about e2v's back-surface passivation process.
• The result showed that a dead-layer of ~45 nm is formed.
The result was able to directly feed into effective area measurements for the OP-XGS and so 
provide a more accurate CCD QE performance.
Further work in this area would be to complete a UV, EUV and soft X-ray QE study of devices 
made by e2v using their standard and enhanced back-surface process. The results would allow an 
understanding of the benefits of having a thinner dead-layer over soft X-ray energies to be found, 
helping instrument design in the future. A comparison with a delta-doped CCD would further 
improve our understanding.
9.2 Conventional CCDs spectral resolution
Both the Hamamatsu and e2v CCD30-11 variants showed deviation from the theoretical spectral 
resolution based on Equation 3.19.
• The result showed evidence of an asymmetric peak effect that was caused due to a 
proportional of the detected photons interacting in the dead-layer. Some of the 
degradation was also caused by split events. The Hamamatsu device had larger spectral 
resolution deterioration than the e2v variants.
• The partial event fraction for the Hamamatsu device also degraded faster than was seen 
in the CCD30-11 variants.
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The second result suggest that the Hamamatsu device has a thicker dead-layer than the e2v 
CCD30-lls and so more charge is lost at lower energies. The thicker dead-layer was also able to 
explain the faster degradation in spectral resolution as the asymmetric peak effect became more 
prominent at higher energies in the Hamamatsu device.
• The thicker dead-layer in the Hamamatsu device was confirmed through the QE study and 
was found to be ~75 nm compare with ~45 nm (the result from the SIMS of the CCD97), 
supporting the suggestion that a thicker dead-layer was the cause of the increased 
spectral resolution degradation.
The Hamamatsu device is also thought to be thicker than the CCD30-lls and so there is more 
likelihood of their being split events adding to the degradation effect.
To better understand the differences between the devices, more information is required. A QE 
study of all three devices across the UV to soft X-ray energy range will allow a better estimate of 
dead-layer thickness to be made. Also, higher energy X-ray tests will lead to a better prediction of 
relative device thickness.
A further study using an EM-CCD will allow the peak asymmetry effect to be studied. The gain in 
an EM-CCD allows the readout noise to be suppressed and so the improvement that is expected 
when more than half of the incident photons are detected in the dead-layer could be observed 
(Section 6.2.2.2).
9.3 The Modified Fano Factor
The Modified Fano Factor allows the theoretical spectral resolution performance of an EM-CCD to 
be predicted and is essential for their possible use on high resolution X-ray spectrometers and 
was verified across a range of X-ray energies. This work is vital to the use of EM-CCDs for direct 
X-ray detection and is the major work in this thesis.
9.4 The International X-ray Observatory
The author's contribution to the OP-XGS on IXO was as follows:
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Looking into the basic instrument design in order to ensure that the pointing knowledge 
of the telescope would be sufficient for effective energy calibration of the CCD array. The 
author found that for the tower accommodation of the grating, 4 photons per second 
were required in the telescope's zero-order monitors.
The author designed camera arrangements that allowed the whole of the dispersed 
spectrum to be collected while minimising the dead-space between the CCDs and 
incorporating redundancy into the design.
The author's QE model was used to make estimations of the total effective area of the 
instrument across the energy range. This would form the basis of the filter and 
contamination studies.
Using experience from the RGS on XMM-Newton the author found that if the CCDs were 
run at 10 frames per second a filter of 30 nm Al and 13 nm MgF2 would be thick enough to 
reduce the optical background to minimal levels. It is not yet known if this thickness of 
filter is technologically viable.
A contamination study was completed using the author's QE model and ESA cleanroom 
specifications to estimate the effect of contamination on the instrument. It was decided 
that molecular contamination was a concern in space where the CCD was cold and 
particulates were a problem in cleanrooms. However, micro-meteorites could also cause 
damage to the instrument.
A thresholding study by the author showed how a higher resolution could be achieved by 
the instrument, but as many applications of OP-XGS would be photon starved, the 
thresholding is unlikely to be used.
EM-CCDs were also considered by the author as the focal plane array detectors and the 
findings are summarised in Section 9.5.
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9.5 EM-CCDs as the detectors on high resolution X-ray spectrometers 
EM-CCDs offer high detectability and readout noise suppression through the use of multiplication 
gain, which offers the opportunity to extend the energy range of a high resolution X-ray 
spectrometer.
• Readout noise suppression allows the device to be read out faster without a large 
increase in noise. The increase in readout speed increases the stray-light tolerance of the 
detector; therefore, thinner filters can be used. Thinner filters will attenuate less of the 
low energy X-rays that are incident onto the focal plane camera array, the detectors QE 
will be higher and the instrument will have a higher science yield.
However, EM-CCDs do have some disadvantages:
• EM-CCDs have been shown to have a degraded spectral resolution when multiplication 
gain is used. The degradation has been explained by the Modified Fano Factor. If the 
instrument can be designed to account for this degradation by increasing the dispersion 
from the gratings (increased groove density or throw (Section 2.3.7)) then EM-CCDs can 
still be used as the focal plane detector.
• EM-CCDs have a low TRL and so are seen as a risky technology. Through further studies 
on the effect of protons, electrons, neutrons and heavy ions on the multiplication register, 
the TRL of the devices can be improved.
• An ageing effect is seen in the multiplication register of an EM-CCD that is well known.
The effect could be seen as a problem for space missions as the amount of gain achieved 
for a given voltage would fall off over time and time consuming recalibration would be 
necessary. The effect is well document and e2v typically "burn-in" their devices so that 
the ageing is slower (Section 3.8.4). With a greater level of understanding of this effect, 
ways to mitigate the ageing can be found.
If the TRL of EM-CCDs can be raised by testing them in space like situations then the author would 
recommend the use of EM-CCDs on high resolution soft X-ray spectrometers.
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The work in this thesis could be used on future space missions. A proposal made to NASA in 
collaboration with the University of Iowa for a sounding rocket includes the use of a dispersive 
grating instrument similar to the one designed for the OP-XGS, with EM-CCDs at the optic focus. 
The experiment would help provide heritage to EM-CCD technology, improve its TRL and make its 
inclusion in future X-ray space missions more likely. Several mission proposals exist with ESA and 
NASA for X-ray observatories (WHIMEx, ATHENA) and, if chosen, any of these satellites could 
carry a high resolution X-ray spectrometer similar to the OP-XGS, using EM-CCDs at the optic 
focus.
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