space using a projection factor of 0.5, i.e., half way into the cortical sheet. For each 154 participant, we extracted mean pre-processed rsfMRI time series from all nodes and 155 calculated a 340x340 connectivity matrix consisting of the Pearson's r correlations between 156 8 nodal time series. Next, we Fisher-transformed all participants' connectivity matrices, and 157 averaged across participants to create a "grand average" connectivity matrix on which 158 network analysis was performed. The grand average connectivity matrix was thresholded at 159 5, 6, 7, 8, 9, 10, 15, and 20% edge densities. For all thresholded weighted graphs, the optimal 160 modular resolution parameter (gamma) promoting stable decomposition results, was 161 calculated using the Versatility approach (Shinn et al. 2017 ; see SFig1). Next, modular 162 decomposition was performed with the Louvain algorithm (Blondel et al. 2008) as 163 implemented in the Brain Connectivity Toolbox (BCT) (Rubinov and Sporns 2010) , and 164 consensus clustering (Sporns and Betzel 2016) . Briefly, this involved calculating an 165 agreement matrix from 10000 independent Louvain partitions, thresholding this empirical 166 agreement matrix by the maximum agreement observed over 10000 randomly generated 167 null association matrices and running clustering on the thresholded empirical agreement 168 matrix. In the case of singleton partitions, i.e., network modules consisting of one node only 169 -typically consisting of low signal-to-noise regions such as the temporal pole and 170 orbitofrontal cortex -these modules were excluded from the remaining network analyses. 171
Finally, we used the thresholded graphs' optimal community structures to calculate two 172 nodal network measures per graph: participation coefficient and within-module degree, 173 representing a node's intermodular and intramodular centrality, respectively (Rubinov and 174 Sporns 2010). Two additional measures not requiring information about the underlying 175 community structures were also calculated: betweenness centrality, representing the 176 fraction of all shortest paths in the network that contains a given node, and strength, the 177 sum of a given node's connectivity weights to every other node (Rubinov and Sporns 2010) . connectivity between nodes, we estimated pairwise interactions between all nodes' PPI-215 terms (concatenated over runs) using partial correlations. For each pairwise correlation, we 216 controlled for background noise and task stimulation effects using the nodes' mean BOLD 217 time series and the cHRF-convolved task-regressor, respectively. This "correlational PPI" 218 approach has been described in detail elsewhere (Fornito et al. 2012) . 219 220
State-dependent coupling analyses 221
105 adult participants were represented with 340x340 connectivity matrices from a resting-222 state and a task-state. First, the individual connectivity matrices were thresholded to only 223 contain edges surviving FDR-correction (q<.05). Next, to allow comparison of connectivity 224 data from different states, edge-wise connectivity weights were normalized by the average 225 weight in the matrix (Opsahl et al. 2010 ). After mapping from weights to lengths (inversing 226 the connection-weights matrices), shortest path lengths were calculated using Dijkstra's 227 algorithm (Dijkstra 1959) . A node's closeness centrality was calculated as the inverse of the 228 average of its shortest path length to every other node. 229
230

Correction for Euclidean distance 231
Euclidean distance between two nodes was calculated as the average distance in mm 232 between the locations of their constituent vertices converted to MNI305 space. To correct 233 the connectivity matrices, the Euclidean distance matrix was normalized to fall between 0 234 and 1 and multiplied, element-by-element, with the connectivity matrices across states and 235
participants. 236 237
Analyses of the developmental sample 238
The developmental sample consisted of the 105 adult participants described in the section 239 "State-dependent coupling analyses" and 46 participants below 18 years of age (see "Human 240 subjects" section). All non-adult participants were preprocessed and analyzed as described 241 for the adult sample. One participant (age 9.3 years) was excluded from the sample due to 242 high levels of motion (mean absolute motion over two task runs > 1.5mm). In Fig. 2a , a repeated measures ANOVA was run with two within-subject factors: "expansion 274 bin" (5 levels) and "state" (2 levels). The reported "expansion bin x state" interaction was 275 13 Greenhouse-Geisser corrected following a signficant Mauchly's test of sphericity: c 2 (9) = 276 129, p < 1e-10). In Fig. 2a-d Fig. 3a , a repeated measures ANOVA was run with one within-subject factor: "expansion 281 bin" (5 levels), and one between-subject factor: "age group" (2 levels), including subject 282 motion (mean absolute motion over two task runs) as a covariate. The reported "expansion 283 bin x age group" interaction was Greenhouse-Geisser corrected following a signficant 284
Mauchly's test of sphericity: c 2 (9) = 63.4, p < 4e-10). Nonparametric Wilcoxon rank sum 285 tests were used for post-hoc testing due to unequal variances across groups (Bartlett's test: 286 covering the entire cerebral cortex was calculated from resting-state functional MRI (rsfMRI) 306 data from 221 healthy young adults. We estimated optimal community structures, i.e. the 307 brain's subnetworks, through modular decomposition of the group-averaged connectivity 308 graph thresholded at different edge densities (SFig. 1a&b). Next, for each threshold, we 309 calculated every node's participation coefficient -a high value indicating that it 310 communicates broadly and outside its own community. Finally, we extracted average nodal 311 expansion between three non-human simian primates and humans from estimates of 312 evolutionary cortical scaling (Chaplin et al. 2013) (Fig. 1a) . A positive relationship was found 313 between nodal participation coefficient values and estimates of evolutionary expansion at all 314 edge densities (Fig. 1b and represents the number of different networks present within a given radius from a cortical 326 location (Power et al. 2013 ). We observed a positive relationship between local surface 327 expansion and community density, indicating that high-expanding parts of the cortex have 328 access to multiple networks present in their immediate vicinity (Fig. 1c) . This closeness, both 329 at the anatomical and the network topology-level, between high-expanding parts of the 330 cortex and the brain's different networks, makes high-expanding cortex ideally situated to 331 engage in a variety of cognitive processes. To test this hypothesis, we took advantage of 332 recent work on the BrainMap database, in which data from ≈10.000 fMRI-experiments have 333 been merged to establish brain activity patterns common to specific types of tasks (Yeo et al. 334 2015) . We grouped cortical surface locations based on the number of task-types ("cognitive 335 components") they were associated with, and then compared expansion across these levels 336 of cognitive flexibility. In line with our hypothesis, highly flexible nodes were found 337 predominantly in high-expanding cortex (Fig. 1d) . 338 339 High-expanding cortex communicates preferentially with regions engaged by the current 340
cognitive demands 341
The above findings suggest that a key role of high-expanding cortical regions may be 342 integration of different cognitive processes. To test this proposal directly, we estimated the 343 closeness centrality of cortical nodes in 105 participants scanned using fMRI during two 344 states: unconstrained rest, and a task-state requiring audio-visuo-motor processing (SFig. 2). 345
Closeness centrality represents the average shortest path-length from one node to all other 346 nodes in a network, and thus indicates how tight the functional coupling of a node is to the 347 rest of the network (Rubinov and Sporns 2010) . Expansion hotspot regions showed higher 348 closeness centrality during the task-state than during rest and were also more tightly 349 coupled to the rest of the network than lower-expanding nodes (Fig. 2a) Nodes falling within the hotspot regions were excluded when calculating the mean. Nodes more strongly coupled with hotspots during rest (R>T) showed higher coupling with each other during rest than during task: paired-samples t-test, t(104)=-10.56, pFDR < 3.7e-18. The opposite effect was observed between nodes more strongly coupled with hotspots during the task-state (T>R): paired-samples t-test, t(104)=13.25, pFDR < 4.4e-24. The presented data have been corrected for Euclidean distance between nodes. Uncorrected data show similar effects (SFig. 5). Error bars represent SEM.
demands -we calculated functional coupling change (resting-state to task-state) between 361 the expansion hotspots and all cortical nodes. During the multimodal task-state, hotspot 362 coupling increased (i.e. path length decreased) most prominently with posterior visual 363 perceptual regions, auditory cortex and motor cortex (Fig. 2c) . In support of the hypothesis 364 that high-expanding cortex connects with regions engaged during a given cognitive state, 365 these regions also showed upregulated functional coupling between themselves during the 366 task state when compared with rest (Fig. 2d) . Critically, medial temporal cortex and 367 ventromedial prefrontal cortex, regions found to be involved in memory consolidation 368 processes during offline rest (van Kesteren et al. 2010; Euston et al. 2012), showed the 369 opposite pattern: stronger hotspot coupling during rest than during the task state (Fig. 2c) . 370
Moreover, and in direct accordance with the proposal that the expansion hotspots interact 371 flexibly with regions engaged in a given cognitive state, coupling between these regions was 372 upregulated during rest when compared with the task-state (Fig. 2d) . To test whether such correspondence exists between neocortical evolution and functional 387 supramodal cognition characteristics in human cortical development, we collected task-state 388 fMRI data from 46 children and adolescents (6-17 years of age, one excluded due to 389 excessive motion), and compared closeness centrality estimates from regions differing in 390 evolutionary expansion. As found in the adult sample, the hotspots' closeness centrality was 391 higher during the multimodal task state also in the developmental sample when compared 392 with lower-expanding parts of cortex (Fig. 3a) . Additionally, an interaction was observed 393 between age group and regional expansion, indicating that the relative coupling differences 394 To compare the hotspot's coupling across age groups, we standardized individual closeness centrality measures across nodes into units of standard deviation. This step was performed to account for higher levels of motion in the younger participants, which correlated positively with individual estimates of global efficiency (i.e., average closeness centrality) and thus made comparisons of absolute coupling values between age groups difficult. The hotspots showed stronger relative coupling than lower-expanding regions in both age groups (children: t(44)>8.09, pFDR < 3.0e-10; adults: t(104)>23.73, pFDR < 1.0e-10). Following the significant "age group x expansion bin" interaction, post hoc Wilcoxon rank sum tests showed lower relative coupling of high-expanding nodes in the development sample compared to the adults (Z = -2.68, pFDR < .037). Lower-expanding nodes did not show significant differences in relative coupling between age groups (pFDR > .093). Error bars represent SEM. (b) Individual correlation between nodal closeness centrality and evolutionary expansion plotted as a function of age. The black line represents the best fitting smoothing spline (minimizing the Bayesian information criterion, BIC). Red lines represent the bootstrapped 95% confidence interval of the fit. Blue dotted line shows the correlation coefficient at which a correlation with 169 degrees of freedom is significant at p < .05 (abs(rho) > .151). Note that the BIC of a linear fit was 8.7 higher than the BIC for the optimal smoothing spline, indicating that the depicted age trajectories are curvelinear. (c) First principal component calculated from raw scores on two WASI subtests plotted as a function of age. Optimal fit estimated as in Fig. 3b . Spearman correlations revealed significant relationships between this measure of general intelligence and individual differences in closeness centrality-vs-expansion correlation (i.e. correlating datapoints in Fig. 3b and 3c: Spearman's rho = .32, p < 9.4e-5). Importantly, this relationship remained when controlling for nonlinear influences of age using partial Spearman correlations (rho = .18, p = .037). 20 between higher-and lower-expanding regions change during development. Specifically, the 395 expansion hotspots' closeness centrality relative to the typical (average) centrality across all 396 nodes, i.e. their relative coupling, was found to be less developed in the young sample when 397 compared with the adults (Fig. 3a) . Importantly, less-expanding regions did not show 398 significant differences in coupling between the two age groups. This observation fits well 399 with recent reports of protracted surface area development of high-expanding cortex, 400 reaching maximum expansion in adolescence (Amlien et (Fig. 3b) . (Fig. 3c) . This suggests that evolutionary concepts resonating in the functional 418 
