Neural-inspired spike-based computing machines often claim to achieve considerable advantages in terms of energy and time efficiency by using spikes for computation and communication. However, fundamental questions about spike-based computation remain unanswered. For instance, how much advantage do spike-based approaches have over conventional methods, and under what circumstances does spike-based computing provide a comparative advantage? Simply implementing existing algorithms using spikes as the medium of computation and communication is not guaranteed to yield an advantage. Here, we demonstrate that spike-based communication and computation within algorithms can increase throughput, and they can decrease energy cost in some cases. We present several spiking algorithms, including sorting a set of numbers in ascending/descending order, as well as finding the maximum or minimum or median of a set of numbers. We also provide an example application: a spiking median-filtering approach for image processing providing a low-energy, parallel implementation. The algorithms and analyses presented here demonstrate that spiking algorithms can provide performance advantages and offer efficient computation of fundamental operations useful in more complex algorithms.
Introduction
An important aspect of neural computation is the representation and communication of information in neural coding (Gerstner, Kreiter, Markram, & Herz, 1997) . How to leverage time-based (or temporal) coding methods is a particular challenge fundamental to neural computation as temporal coding is more appropriate for spiking neurons (Thorpe, 1990; Hopfield, 1995; Gautrais & Thorpe, 1998; Maass, 1999; Thorpe, Delorme, & Van Rullen, 2001) . Spiking neural networks (SNN) combine multiple spiking neurons together into a platform to facilitate computation across the entire network (Maass, 1997; Iannella & Back, 2001; Izhikevich, 2006; Paugam-Moisy & Bohte, 2012) . While the use of spiking, defined here as an on-off signal at a particular point in time, for computation has a long history, starting with spiking models such as Lapicque's integrate-and-fire model neuron in 1907 (Abbott, 1999) and the Hodgkin-Huxley model (Hodgkin & Huxley, 1952) , these models have been less influential than the more restricted threshold gate logic of McCulloch-Pitts neural networks (McCulloch & Pitts, 1943) and their derivative time-independent models that are widespread in artificial neural networks today.
Nevertheless, the demand for spiking neural algorithms has increased in recent years with the introduction of a number of large-scale neuromorphic computing architectures. Some examples of these architectures include BrainScaleS (Schmitt et al., 2017) , Neurogrid (Benjamin et al., 2014) , SpiNNaker (Furber, Galluppi, Temple, & Plana, 2014) , TrueNorth (Merolla et al., 2014) , and the Spike-Timing Processing Unit (STPU; (Hill et al., 2017) ) that implement spiking neural networks in hardware. Unfortunately, development and analysis of spiking algorithms that make efficient and effective use of the spiking neural network architectures lag behind the advances in hardware. Many of the algorithms in spiking neuromorphic hardware today, such as deep convolutional networks using the Eedn framework for TrueNorth (Esser et al., 2016) , are just translations of nonspiking algorithms to spiking, and thus they do not fully realize the advantages of spikingencoded information and computation. The lack of integrated spiking algorithm research and analysis has made implementing neural hardware systems for solving particular problems more difficult, as the architectures require reformatting to meet application-specific needs. A rigorous theoretical analysis of spiking algorithms would enable hardware to be codesigned bottom-up with particular applications influencing the final hardware instantiations.
To begin to address this gap, we introduce and analyze several fundamental neural-inspired spiking algorithms designed specifically with spiking architectures in mind. Our emphasis is on demonstrating spiking algorithms that provide fundamental computations to enable both formal comparisons to other theoretical parallel architectures and identify the benefits of using spike timing. Finally, we provide empirical results for simulated spiking algorithm implementations in juxtaposition to conventional nonparallel equivalent algorithms to verify our theoretical analysis.
The organization of this letter is as follows. In section 2, in addition to describing relevant research, we survey the PRAM theoretical framework used to compare our spiking algorithms with nonneural equivalents, followed by a description of the image processing application with which we demonstrate the utility our spiking algorithms. Section 3 describes the platform on which our novel algorithms are designed and implemented, as well as how phase coding (our chosen neural coding mechanism) operates. In section 4, we describe and analyze our spiking algorithm for sorting numbers, as well as finding the maximum/minimum/median in a series of numbers. These types of fundamental calculations are often used in larger, more complicated algorithm formulations, which we demonstrate at the end of this section, where we provide a spiking algorithm for median filtering an image.
Background
In this letter, the computation units are leaky integrate-and-fire (LIF) neurons (Jolivet, Lewis, & Gerstner, 2004) . In our spiking architecture (described in detail in section 3), information is represented using phase coding of spike times, following and extending on the method proposed by Hopfield (1995) . Phase coding of spikes occurs within a time window, defined as ρ w = kτ step , where k is the maximum number of phase steps, each of size τ step . Precise details on our phase-coding scheme are provided in section 3.
There are numerous other techniques for encoding information in spiking neurons that differ from the direct use of time that we leverage. One method is to use the timing of spikes to continually approximate a dynamic analog value, effectively a continuous rate code. This is the essentially the method used by Eliasmith and colleagues, who have developed the neural engineering framework (NEF) using spiking neurons to simulate perception, cognition, and motor tasks (Eliasmith & Anderson, 1999 . This framework has been used to implement a large-scale (2.5 million neurons) model of neural functionality (Eliasmith et al., 2012) . NEF has also been used to implement spiking delays and time cells (Voelker & Eliasmith, 2018) . While NEF is a powerful demonstration that populations of spiking neurons can be tuned so that their rate activity can approximate many functions, especially time-evolving functions, it is important to note that this approach is more closely related to function approximation of neural networks, as opposed to the direct representation of algorithms within the temporal coding of spikes that we explore here.
An alternative method of leveraging the temporal structure of spiking neurons is to represent probabilities, very often in a Bayesian framework. There are several approaches to doing this, including a number of techniques that use ensembles of excitatory and inhibitory spiking neurons to approximate statistical values (Steimer, Maass, & Douglas, 2009 ). More closely related to the neuron-centric (as opposed to ensemble-centric) approach of our work is the model by Denéve (2008) , who describes a model of a Bayesian spiking neuron that performs predictive coding using spikedependent adaptation between its current internal state (a hidden variable) and what a downstream neuron could learn from its previous output spikes. This learning is achieved using Bayesian inference of the odds ratio of the mismatch between these two quantities across time and results in a spike when there is a perceived mismatch. This analysis results in an equivalence between these Bayesian spiking neurons and traditional LIF neurons. Denéve and colleagues extend this work using a network of Bayesian spiking neurons to facilitate encoding information using a balanced ensemble of inhibitory and excitatory neurons (Boerlin & Denéve, 2011; Boerlin, Machens, & Denéve, 2013; Denéve & Machens, 2016) . Koren and Denéve (2017) show that tightly balanced E/I (excitatory/inhibitory) networks can provide a mechanism for more precise coding.
Our spiking neurons use phase coding, which we define as a difference between a phase reference state (which is internal/hidden) and the current input, similar to the Denéve Bayesian spiking neurons, except that we are not trying to learn a predictive coding. Given the same input and phase reference state, our phase-coded spiking neurons will produce the same phasecoded spike signal reliably, demonstrating a form of memory, an open issue mentioned by Koran and Denéve (2017) . It is also important to point out that our phase coding should operate nicely within tightly balanced E/I networks since it does not rely on unbalanced signals or rate coding. Our model can be seen as a simplification of the Bayesian spiking neuron with nonadaptive dynamics (i.e., no learning) and discrete steps. In fact, we are interested in what can be computed using this coded information. Without learning and using discrete steps, the computational complexity analysis of our spiking algorithms is much more tractable, but an avenue of future research includes complexity analysis while learning is occurring and during continuous activation dynamics.
The PRAM algorithm comparison framework is described next, followed by a brief introduction to the median-filtering image processing application within which we have chosen to demonstrate our neural-inspired spiking algorithms.
2.1
The Parallel Random Access Machine Architecture. The PRAM architecture, with either concurrent read and exclusive write (CREW) or common concurrent read and concurrent write (CRCW), is one of several computational models specifically for comparing parallel algorithms (Wyllie, 1979; Shiloach & Vishkin, 1981; Immerman, 1989) . Common CRCW refers to allowing concurrent writes by multiple processors if they are all writing the same (common) value. We are not claiming that the PRAM model is best for analyzing and understanding neural-inspired computation, but many other parallel algorithms in the literature have been analyzed with respect to PRAM (Beliakov, Bustince, & Fernandez, 1985; Cypher, 1988; Karp & Ramachandran, 1991) . Thus, the PRAM model facilitates comparison to other algorithms in the literature.
The PRAM model has several metrics used to compare computational complexities of parallel algorithms. The first metric, T P , is the time required by the parallel algorithm from the start to its end using P processors. Thus, T 1 is the time required by the computation using a single processor (i.e., serial processing of the algorithm). A second metric is the number of processors (P) needed to operate the parallel algorithm on an input size of N. A third metric, called work (W), measures the total amount of effort, which is the total number of primitive operations, required by all processors during the operation of a parallel algorithm. A fourth metric, called cost, is defined as the product of time with the number of processors used (cost = PT P ). A fifth metric, S P = T 1 /T P , measures the improvement in speedup that is achieved in using parallel processing (P processors) versus serial processing (one processor). A constant time parallel algorithm, where T P = O(1), is considered an optimal time algorithm in the PRAM framework. An optimal parallel algorithm with respect to speedup is defined in the PRAM framework as an algorithm that demonstrates a linear improvement in speedup over serial processing, which means that S P = (N). A couple of examples of these types of algorithms will be described and analyzed later in section 4.
Image Processing Application.
The type of image processing application we have chosen is noise filtering (Tomasi & Manduchi, 1998; Garnett, Huegerich, Chui, & He, 2005) , which is particularly well suited to the spiking algorithms presented in this letter. Median filtering has been used to filter noise from images for many years (Chen & Wu, 2001; Garnett et al., 2005; Zhu & Huang, 2012) . In section 4, we provide a spiking algorithm implementing median filtering. We also provide algorithmic complexity analysis and comparison with existing algorithms in the supplemental material.
Spiking Neural Architecture
The general spiking architecture described here defines the computational framework for our spiking algorithms to enable analysis and comparison with existing algorithms. The basic framework captures inputs, outputs, and computational operation of the architecture. In this spiking architecture, the size of the input (the number of inputs) is bounded by N. The maximum number of spiking neurons is P, where P might be different from N. The maximum spiking frequency is f spike ; thus, the minimum amount of time between spikes for any neuron is τ spike = 1 f spike . The smallest amount of time for any operation in the spiking architecture, including integration and decay as part of leaky integrate-and-fire or the temporal coding process, is τ step . Because our architecture is a spiking architecture, the range of values processed during spiking is determined by four parameters: u min , u eq , τ step , and k. The first of these parameters, u min , is the minimum allowed potential value for each spiking neuron. The second parameter, u eq , is the equilibrium potential value for a neuron after it fires (also called the resting potential). The third parameter, τ step , controls the step size used in number encoding. The last parameter, k, bounds the threshold for each spiking neuron.
1 Thus, when the neuron potential reaches the threshold, it fires, producing a temporal coded spike signal sent downstream. The temporal code value is determined by the time at which a neuron fires within a processing window, ρ w , subtracted from the neuron's phase reference state, ρ 0 j . In this letter we set the phase reference state of each neuron to zero, ρ 0 j = 0, for all j. Each neuron's potential at the start of the current temporal processing window is defined by its value after the end of the previous window. If a neuron spikes, its potential will be u eq at the start of the next window. We iterate in steps of size τ step during each window. Since we want to code the smallest integer with the slowest spike time and the largest integer with the quickest spike time, the range of temporal code values goes from u min through k − τ step (see Table 1 ). In general each spiking neuron can have its own minimum and equilibrium potential, but for simplicity, we use the same values Table 1 : Phase Coding Example Using 12 Neurons (P = 12) and 10 Phase Iterations (τ step = 1 and k = 10) with Input {1, 0, 6, 3, 8, 4, 7, 6, 9, 1, 2, 8, 7, 6, 6, 6, 4, 3, 2 across all neurons. Here we set u min = u eq = 0 and τ step = 1. Therefore, we use k to control the temporal coding of unary values, zero through k − 1, for all spiking neurons, and we need at most k steps to iterate through each of these values, specifically by stepping through each phase-coding itertion. Each spiking neuron can also have its own threshold value, but for our spiking-sort algorithm (defined later), we use the same threshold value for each spiking neuron to help synchronize the computation of the sorting operation.
The choice to use unary encoding of numbers means that our spiking algorithms are at a significant disadvantage with respect to the traditional digital von Neumann algorithm, where binary coding of numbers is used with respect to computational complexity analysis (additional details are provided in the supplemental material). In fact, if k = O(2 N ), then our spiking algorithms will suffer exponential run times as opposed to the linear factor that would affect conventional algorithms in log-space.
Spiking Module.
The basic spiking module used throughout this letter consists of a block of P neural processing units, n j in Figure 1 . Only a single neural processing unit (n j ) is shown in this figure to enhance the clarity of the explanation, but there are P such neurons inside the box. Each neural processing unit can produce a spike signal, z j (t), at time t, with an associated temporal code value of ρ j z j (t) . However, each n j can produce only a single temporal coded spike signal in each processing window (ρ w = kτ step ). There are as many as P real-valued inputs, x i , connected to each n j with weights w i j . For the spiking module, we have made the assumption that only P inputs can be accessed at any one time. In general, the number of inputs might be a function of P, but for simplicity, we assume the number of inputs is just P. The total number of inputs to an algorithm implemented using our spiking architecture, defined previously as N, might be greater than or less than P. Our spiking module also has a bias signal, x 0 (t), connected to each neuron with an associated weight, w 0 j . Using the time at which a neuron fires (i.e., t when z j (t) = 1), temporal codes (ρ j ) are determined as follows,
since we use u min = 0, τ step = 1 and ρ 0 j = 0 (for all j), this reduces to
Note that a temporal code is used only when a spike is generated (i.e., when z j (t) = 1). Each spiking neuron also has a leakage rate (λ j ) and an activation threshold (θ j ) (not shown in Figure 1 ). Inside the spiking module, the neural processing units (n j ) are assumed to behave as leaky integrate-and-fire neurons (Jolivet et al., 2004) . A discrete leaky integrate-and-fire (LIF) formulation of a neuron's activation potential (u j ) from Cessac (2008) using notation from our letter follows:
where
Real-valued (nonspike) inputs, x i (t), are described by the second term in equation 3.2. This term also includes the bias signal, x 0 (t). Temporal coded spike signals, ρ q z q (t − 1) , are defined by the third term. In our spiking module, a spiking neuron that receives only nonspike inputs will convert these into temporal coded spikes for use downstream. Nontemporal coded spike signals might come from another spiking architecture that does not provide support for temporal coding (such as IBM's TrueNorth; Merolla et al., 2014) , and these will be included as regular inputs, x i (t), where x i (t) = 1 represents a spike input (or x i (t) = 0 means that there is no spike) at time t. We do not use these signals in the spiking algorithms in this letter since we are interested in exploring what can be accomplished using temporal coding in our spiking algorithm computation. The third term in equation 3.2, temporal coded spike signals (ρ q z q (t − 1) ) might come from the neurons in this or another one of our temporal coded spiking modules. Ultimately, our spiking module will support learning of weights, as well as other state variables, including temporal coding; however, learning is not used in the algorithms we present, and thus it is beyond the scope of this letter. We use temporal coded spike signals (ρ q z q (t) ) to connect multiple layers of our spiking modules, where, unless otherwise specified, the connection weights are set to one (i.e., w q j = 1). In our algorithms, we do not use self-recurrent or lateral connections or externally generated nontemporal coded spike signals. Thus, the simplified set of equations follows:
where ρ q z q (t − 1) are temporal coded spike signals from another spiking module. In this description of temporal coding, we use phase coding described previously (see Table 1 ). 2 In this example, 12 neurons are receiving integer inputs {1, 0, 6, 3, 8, 4, 7, 6 , 9, 1, 2, 6}, and there are 10 different phase steps. As shown in the example in this table, more than one neuron can receive the same input at the same time.
Inputs between two integer values, 0
, will correspond to the lower integer (v i ), due to the use of the phase window size, ρ w = kτ step , which limits precision consistent with latency coding described by Thorpe et al. (2001) . Thus, the precision of temporal coding in the spiking module is limited to integer values. The neural module can produce up to P independent output signals, z 1 (t), . . . , z j (t), . . . , z P (t) . Each spike contains temporal coded information, denoted ρ j z j (t) in Figure 1 , which is also used to define the latency of the spike signal in the half-open interval (t, t + 1]. Thus, neuron n j fires its spike z j (t) with delay equal to k − ρ j z j (t) /k = (1 + t mod k) /k, where k constrains the range of possible delays. Here phase coding converts from numeric inputs to delayed spiking signals similar to, but simpler than, that defined by Gautrais and Thorpe (1998) . Our phase coding is also consistent with the neural spike codes described by Softky (1996) , especially when k = 2, except that our spikes are not necessarily irregular or Poisson distributed. When a neuron fires, its output signal could also contain amplitude or rate-coded information, but these types of information coding are not used in the spiking algorithms we present here.
Conversion to and from Spiking Using Temporal Coding.
For the spiking algorithms presented, conversion from integer input values (x i ) to temporal-coded spikes (z j at time t with temporal code ρ j ) is shown in Table 1 . In this table, the rows represent successively increasing delays in spiking time within a temporal code processing window of 10 phase coding iterations (ρ w = kτ step where k = 10 and τ step = 1) and the temporal code value for an associated spike is in the last column on the right. In the spiking module, shown in Figure 1 , the temporal-coded spiking signal delay is ρ j z j (t) , computed from the input (x i ) with associated weights w j j = 1 and w i j = 0 for all i = j. Thus, each neuron handles a single input value and converts it to an associated temporal code value. Conversion from temporalcoded spikes back into digital memory is also shown in Table 1 . The matrix in this table is guaranteed to be sparse due to the construction of our phase coding representation.
3 Since each of the P neurons will spike only once, we achieve a sparsity of P out of kP. Thus, the memory requirement for readout is O(P). The sorted sequence is easily generated by accessing this sparse matrix from top down, giving {9, 8, 7, 6, 6, 6, 4, 3, 2, 1, 1, 0}. As we describe next, this allows the creation of a stable vector of sorted integers in parallel.
Results
In this section, we introduce novel spiking algorithms for sorting (spikingsort), finding the maximum/minimum (spike-max/spike-min), and finding the median (spiking-median). We then demonstrate the utility of these algorithms by providing an image processing application implemented in our spiking architecture using these algorithms.
Sorting with Spiking Neurons (spiking-sort).
The premise underlying the neural-inspired sorting algorithm, called spiking-sort, is to use spiking neurons to perform sorting of numeric key values. We were motivated by Spaghetti Sort (Dewdney, 1984) in designing spiking-sort, and they are very similar. Spaghetti Sort uses length in its analog computation of the sort, but spiking-sort uses time latency to generate the sorted sequence. Figure 2A shows the spiking module parameterized so that it can be used in the spiking-sort algorithm. The spiking module in Figure 2A is different from that in Figure 1 , where we have simplified the inputs according to how they are used in spiking-sort and expanded the set of P neurons to show better how spiking-sort operates. For sorting, each spiking neuron (n j ) will handle only its associated input integer (x j ); therefore, w j j = 1 and w i j = 0 for all i = j (thus, these weights are not shown in Figure 2A ). The new set of update equations, simplified from equation 3.4, follows:
(4.1)
The spiking output signals (z j (t)) will each have a latency (ρ j (t)) associated with the corresponding input integer (x i (t)). The sequence of output spike signals defines the sorted order of the input integers. Spiking-sort is an iterative algorithm, and thus the spike associated with the first integer in the sorted sequence happens first in time, followed by the second, and so on, due to its incremental operation. Spiking neurons that do not finish require less energy in our analysis due to the fact that they do not spike. We can use spiking-sort in either of two modes of operation, integration or decay, which are described in detail in the supplemental material. For the analysis, we assume spiking-sort operates using integration, but decay has been used in an optimization-based formulation of spike-min applied to median filtering (Verzi et al., 2017) .
Analysis of spiking-sort in a Parallel Computation Model.
Within the PRAM framework (Wyllie, 1979; Shiloach & Vishkin, 1981; Immerman, 1989) , Reif (1985) provides an optimal parallel algorithm for sorting N integers that uses O N log N processors in O(log N) time. Here we describe a PRAM algorithm for mimicking spiking-sort (see algorithm 1). In this section we analyze spiking-sort as a module on its own using only P neurons, and in the supplemental material we expand on this to handle the general case where N > P. This algorithm uses CREW, since each neuron will write only to its own column in the sparse matrix, S, recording the neuron's spike time (by row). Since each neuron spikes only once, we use a sparse matrix that can be preallocated with P memory locations. Here the spiking-sort algorithm has a worst-case time complexity of T P = O(k) and uses P processors, which gives us a cost of PT P = O(kP). Since each processor performs the same primitive operations, the work for spikingsort is W = O(kP) = T1, and thus the speedup is S P = T 1 /T P = O(P). Therefore, spiking-sort will be optimal with respect to speedup only when P ≥ N, and it is only optimal in time when k is constant. Unfortunately, as k increases, the run time for spiking-sort also increases linearly with k. Therefore, spiking-sort is practical only for small, constant values of k, similar to counting sort and bucket sort. In the supplemental material, we provide more detailed analysis of spiking-sort, specifically with respect to when P < N.
Simulating a Neural
Spiking Architecture. We demonstrate our neural spiking algorithms using results from simulations in Python with comparison to standard nonparallel Python commands, such as numpy.sort(), numpy.median(), and max()/min(). These results are intended to verify and demonstrate the theoretical analysis presented. A more detailed comparison of serial and parallel algorithms would require a common architecture and hardware, as well as sophisticated parameter sensitivity studies beyond the scope of this letter. In our simulations, we use integer increment and decrement to simulate neuron integration and decay, respectively. These operations were specifically chosen for their simplicity in generating the run times presented and not to represent realistic neural operation. Although the results presented are simulated, we have successfully implemented our spiking algorithms on the STPU hardware (Hill et al., 2017) , but specific hardware implementations are beyond the scope of this letter.
Simulated Results.
Simulation results for the spiking-sort algorithm are on the left in Figure 3 , where k = 256 and P ∈ {10, 50, 100, 500, 1000, 5000, 10,000, 50,000, 100,000, 500,000, 1,000,000}. These results, averaged over 100 simulations, verify the theoretical results we have presented above. The results on the left in Figure 3 show spiking-sort along with the Python numpy.sort() function ("conventional"), which is itself not a parallel algorithm; thus, the point of this comparison is simply to verify the theoretical results presented for spiking-sort. As we noted in our theoretical results presented in section 4.1.1, the run-time performance of spiking-sort, even in the cases where it approaches a constant run time, is not better than other optimal run-time parallel algorithms, but it is noteworthy that a spiking algorithm using unary temporal coding can achieve these results when restricted to a constant value of k. These statements also hold for the Figure 3 : Average run times for 100 simulations of the spiking-sort (left) and spiking-median (right) neural spiking algorithms for k = 256 (8-bit) and P ∈ {10,50,100,500, 1,000, 5,000, 10,000, 50,000, 100,000, 500,000, 1,000,000}. For small vector sizes, finding the median using numpy.median() (black curve on the right) takes longer than sorting using numpy.sort() (black curve on the left), but for larger sizes, the reverse is true.
other spiking algorithms presented later. Note that as k increases-for example, k = 65,536 (16-bit integers) (not shown in Figure 3 )-the run time for spiking-sort increases by a factor of 2 8 as we expect from the theoretical analysis provided in the supplemental material.
Computing max/min with Spiking Neurons (spike-max/spikemin).
Using the spiking module (see Figure 1) , we can design a spiking algorithm for computing the maximum, shown in Figure 4A . In Figure 4A , once again we have simplified the inputs to each neuron according to spikemax and expanded the set of P neurons within the spiking module to show better how spike-max operates. The algorithm we present here is called spike-max (for finding the maximum) or spike-min (for finding the minimum). This algorithm comes from the first iteration of spiking-sort described previously. Figure 4A contains a single spiking module plus an extra spiking neuron for determining the winner-take-all across the set of output signals from the spiking module. In this case, the winner is the maximum, and its signal will arrive at n winner first. In spike-max, the primary neurons, n j , follow the same set of LIF equations as we used in spiking-sort, but the downstream winner-take-all neuron, n winner , is also an LIF spiking neuron from a second-layer spiking module initialized at the resting state (u winner (0) = u eq = 0) with no external input and a threshold of one with the following update equation derived from equation 4.1:
This second-layer neuron can now use the temporal coded spike signals, z j ρ j (t) , from the first layer to perform the winner-take-all operation in temporal coded space. Therefore, the first spike signal that n winner receives is propagated forward as the winner overall (z winner ), and all others are ignored (repressed). Note that this winner-take-all operation occurs even if n winner receives multiple temporal coded signals at the same time, since if they all arrive at the same time, they all have the same temporal code value: ρ winner = ρ * j (t), where ρ * j (t) is the temporal code of the first spike to arrive at n winner . This demonstrates one of the key benefits of temporal coded spiking neurons in these simple algorithms. Figure 4B contains an example for finding the maximum using the same input as in Figure 2B . The maximum value is coded in this winner-take-all signal using temporal coding described previously. This construction will not allow multiple inputs to propagate downstream and instead will propagate only one copy of the temporal coded spike signal, which is different from the winner-take-all solutions proposed by Grossberg (1973) , Amari and Arbib (1977) , Thorpe (1990) , and Oster, Douglas, and Liu (2009). The sorting layer part of spike-max has a worst-case run time that is the same as a single spiking-sort neural module, where we are not executing the readout, which is O(k).
Analysis of spike-max/spike-min in a Parallel Computation Model.
Algorithm 2 is a parallel algorithm that mimics spike-max using P processors (i.e., it requires use of only a single spiking module) where T P = O(k) clock cycles in the worst case. Note that in algorithm 2, the winner-take-all neuron in Figure 4 is replaced by the CRCW variable m. For this algorithm, we assume P ≥ N, but in the supplemental material, we provide an extension to the more general case where P < N for spike-max. We analyze spike-max using the PRAM complexity comparison framework under CRCW conditions (Wyllie, 1979; Shiloach & Vishkin, 1981; Immerman, 1989) . During each clock cycle, we consider a single value for comparison across all processors simultaneously; thus, CRCW is appropriate. In spike-max (see algorithm 2 and Figure 4A) , k is the firing threshold for each neuron where each neuron's initial value is set to x i after which they are all simultaneously integrated upward until the first one hits its threshold and spikes. In the analysis of the spike-max PRAM algorithm, during each clock cycle, only a single value is considered and written to the output; thus, even if multiple processors attempt to do this simultaneously, we are still consistent with common CRCW logic. The work during any one clock cycle is constant, but we must employ O(k) clock cycles in the worst case, such as if all input values are zero. In the best case, we would need only one clock cycle, and in the average case, assuming uniform distribution of the P inputs over k distinct possible values, we would expect to need O(k/2) clock cycles. Therefore, for the case where P ≥ N, spike-max has a total work complexity of O(kP) and speedup of S P = (P), consistent with the analysis for spikingsort presented previously. In the supplemental material, we provide more a detailed analysis of spike-max, including worst-case run time for general operation.
The spike-max algorithm implemented on a neuromorphic spiking architecture uses less energy than the spike-max mimic algorithm implemented on a parallel von Neumann architecture (Hill et al., 2017) . This reduction in energy use is because the neurons as processors require less energy to operate than their conventional parallel equivalent processors, especially when they do not spike, as in this case of partial sorting, where the full sort is terminated early. Next, we prove that as P grows large with respect to a constant value for k (i.e., we can get arbitrarily more and more neurons to work with), spike-max approaches an optimal time algorithm. Anderson (1980) has shown that for a set of independent and identically distributed integers, {x 1 , x 2 , . . . , x P }, with a finite right-end point, which means that for some k, (Anderson, 1980) . Therefore, we can claim and prove the following theorem.
Theorem 1. The spike-max PRAM parallel algorithm approaches optimal time complexity as P grows large with respect to the constant integer k for input distributions with a finite right-end point, which is k.
Figure 5: Average run times for 10,000 simulations of the spike-max neural spiking algorithm for k = 256 (8-bit) and k = 65536 (16-bit) integers and P ∈ {10, 50, 100, 500, 1000, 5000, 10,000, 50,000, 100,000, 500,000, 1,000,000}.
Proof. Using Anderson's result, we know that as P grows large, the probability that M P = k approaches one. Therefore, the probability that spike-max will encounter k − 1 as the maximum of the set of input integers (M P ) in the first clock cycle also approaches one; thus, we have
Uniformly distributed nonnegative integers less than or equal to k are example input distribution with a finite right-end point which is k. This result is not really surprising, but it is an important contribution for spiking neural networks using temporal coding consistent with previous work on the computation power of winner-take-all neural networks by Maass (2000) .
Simulated Results.
Simulation results for the spike-max algorithm are shown on the left in Figure 5 where k = 256 and P ∈ {10, 50, 100, 500, 1000, 5000, 10,000, 50,000, 100,000, 500,000, 1,000,000}. The results presented here are averaged over 10,000 simulations, including the same 100 used for spiking-sort and spiking-median shown in Figure 3 , as well as an additional 9900 input sample sets. Due to the fact that only a single neuron spikes in spike-max, it exhibits greater sensitivity to the distribution of input integers, as compared with spiking-sort, where all P neurons spike each time the algorithm runs. Therefore, we use more simulations in spike-max results. In the supplemental material, we provide results for spike-min using the same input data generated for spike-max in Figure 5 . These simulation results, averaged over 10,000 simulations, verify the theoretical results we have presented, but they also show that k must be small unless P is very large for optimal use of spike-max. Note that the results in Figure 5 show spike-max along with the python max() function ("conventional").
Finding the Median with Spikes (spiking-median).
An iterative algorithm such as spiking-sort allows us to initiate the sorting process, which can then be terminated before the entire sort is complete to compute the median. Partial sorting with spiking-sort is one of the advantages of an incremental algorithm, similar to those based on quick sort such as partial quick sort (Martinez, 2004) .
Analysis of spiking-median in a Parallel Computation
Model. Algorithm 3 is a parallel algorithm that mimics spiking-median using P + 1 processors (i.e., a single spiking module plus an extra neuron in a secondlayer spiking module to handle counting of spikes emitted from the first layer), where T P+1 = O(k) clock cycles in the worst case. We analyze spikingmedian using the PRAM complexity comparison framework under CRCW conditions. Spike signals from the first to the second layer are individual memory positions for each connection, which can be handled using CREW variables, and the termination condition can also be handled with a CREW variable (done) since it is accessed by only one processor. The variable that tracks the median value (m) is shared across processors, but it is only written to in CRCW fashion (i.e., all processors writting to it in the same clock cycle will be writing the same value). The PRAM CRCW algorithm, algorithm 3, is derived from the spike-max PRAM algorithm described previously, except in this case, we need to keep track of more than a single spike (called the winner in spike-max). Here we use the second-layer neuron to track the number of spikes received from the first layer, terminating after having seen the correct number of spikes ( P+1 2 for odd P). In algorithm 3, the inputs to the second-layer neuron will be designated as s j,P+1 , which are spike signals from the first layer. Spiking-median (see algorithm 3) assumes that P is odd, but we can also handle the case where P is even by running this same algorithm a second time with θ P+1 = P 2 + 1 and then averaging the two results. A second execution of this algorithm adds a constant factor (of two) to the analysis. In fact, this algorithm can be generalized to perform selection of the ith element from the sorted sequence of P integers by carefully setting the threshold value, θ P+1 . The spiking-median algorithm has a worst-case time complexity of T P+1 = O(k) and uses P + 1 processors. Therefore the 
cost for spiking-median is O(k(P + 1)). The work for spiking-median is similar to spiking-sort, where P + 1 ≥ N. As with spiking-sort in the case where P + 1 ≥ N, spiking-median can be optimal with respect to speedup (since S P+1 = O(P + 1)), but for some distributions of integers, it can be required to work exhaustively, such as when all inputs are always zero. For symmetric gaussian or uniformly distributed integers, the expected work of SpikingMedian would be W = O(k(P + 1)/2). The supplemental material provides more detailed analysis of spiking-median.
Simulated Results.
In simulation results for spiking-median, shown on the right in Figure 3 , k = 256 and P ∈ {10, 50, 100, 500, 1000, 5000, 10,000, 50,000, 100,000, 500,000, 1,000,000}. These results, averaged over 100 simulations, verify the theoretical results we have already presented. Table 2 shows the complexity analysis of spiking-sort, spike-max/spikemin, and spiking-median described here, along with some of their conventional algorithm equivalents (Cole, 1988; Reif, 1985; Shiloach & Vishkin, 1981; Valiant, 1975; Akl, 1984; Cole & Yap, 1985; Tishkin, 2010; Beliakov, Bustince, & Fernandez, 2011) for comparison.
Application of Spiking Algorithms to Image Processing.
The simple median-filtering algorithm presented here uses two of our spiking modules in successive layers. The first layer is used to convert the image pixel grayscale values into temporal coded spiking signals. The spiking neurons in this first layer use the same equations as used in spiking-sort (also used in spiking-median). The median-filter is computed in the second layer where each spiking neuron receives input from the entire 3 × 3 neighborhood surrounding its associated pixel, as shown in Figure 6 . The second-layer neurons use the same equations used for the counting neuron in the second layer of spiking-median (see algorithm 3), except that now, their threshold values are all set to five (to find the median from the nine pixels in the 3 × 3 neighborhood). Given pixel inputs (x i j ) processed in the first layer, the median-filtered output from the second layer (x i j ) is defined aŝ
where the neighborhood of pixel x i j is
for the 3 × 3 neighborhood described in Figure 6 . Note that the edge pixels have 2 × 3 neighborhoods, and the corner pixels have 2 × 2 neighborhoods. Thus, the median-filtering layer thresholds for their associated spiking neurons are set to three and two, respectively. Technically, this filtering operation along the edge and corner pixels is not computing the median, but preserving whole pixel values is more important as opposed to introducing fractional pixel values due to averaging. This problem of fractional pixels becomes compounded as these filtering operations are usually applied more than once. The examples we show next are after three iterations of the neural spiking median-filtering algorithm just described.
We start the complexity analysis of this neural spiking median-filtering application by considering a single spiking module, which we will extend to the more general case afterward. In this application of spiking-median to median-filtering, the algorithm will run a maximum of O(k) steps to convert the pixel values to temporal coded spike signals in the first layer, and it will run another O(k) steps to compute the median-filtered pixel values in the second layer. The pixel values in the images used here are gray scale; thus, they range in values from zero through 255 (i.e., k = 256). Each pixel has an associated spiking neuron in each layer; thus, we can have at most P/2 pixels. For the examples presented here, we operate our spike-based medianfiltering algorithm for three iterations. Therefore, the total run time is 6k = O(k) using O(P) neurons and 9P = O(P) connections (temporal coded spiking synapses) for an image of size P = (n × m)/2. For the more general case where P < N, we process image patches that are ( P/2 − 1) × ( P/2 − 1) in size. Note that the edge and corner pixels of each patch must be handled carefully to maintain the integrity of the median-filtering algorithm; thus, we process only the upper and left edges, as well as both upper corners. We include the pixels in the lower and right edges, as well as both bottom corners, as inputs to each patch, so that their neighboring pixels can be processed correctly. Therefore, we need to process O(N/ √ P) of these patches, which results in a worst-case run time of O(kN/ √ P). The median-filtering results we show next are using our neural spiking algorithm simulated in Matlab.
Figure 7 (left) shows an example image, as well as the same image with 10% added "salt-and-pepper" noise (center image). On the right is the application of median-filtering implemented using spiking-median applied to the noisy image. The filtered image (on the right in Figure 7 ) is somewhat blurry compared to the original (nonnoisy) image, which is a typical consequence of multiple iterations of median-filtering. A more sophisticated noise-filtering algorithm that better preserves image clarity is beyond the scope of this letter, but we describe steps taken in this direction in the supplemental material.
Our spiking algorithms offer a couple of benefits over standard noisefiltering algorithms: parallel implementation and low-energy use (since each spiking neuron in each layer fires only once per iteration of the algorithm). Even if an image is too large for a single spiking module (when P < N), it can be processed in pieces and sent downstream for further processing (such as object identification) in real time as part of a larger spiking algorithmic system (see the supplemental material for more details).
Discussion
We have demonstrated the potential utility of spiking algorithms using temporal coding to compute simple, fundamental algorithms that can be leveraged on spiking neuromorphic hardware. Our research adds to previous research in spiking algorithms (Thorpe, 1990; Hopfield, 1995; Gautrais & Thorpe, 1998; Maass, 1999; Thorpe et al., 2001; Van Rullen, Guyonneau, & Thorpe, 2005; Lagorce & Benosman, 2015; Severa, Parekh, Carlson, James, & Aimone, 2016) by formalizing our spiking algorithms and analyzing them according to theoretical and parallel computation complexity measures. While parallel sorting algorithms are highly efficient and well established, we show that there are certain cases (i.e., when N is large, k is constant, and spiking-sort can be implemented on neuromorphic hardware with at least P = N spiking neurons) when spiking-sort exhibits advantages, such as reduced energy or processing time. Further, spiking-sort allows us to take advantage of the energy benefits of such spiking architectures. Finally, because spiking-sort is an iterative algorithm, there are classes of algorithms where we can take advantage of partial sorting, such as we have presented in the image processing examples with spiking-median and spike-max/spikemin, the latter of which is provably optimal for large P = N and constant k.
Our spiking algorithms do not rely on any notion of digital-like memory as they are simple enough to operate in feedforward fashion. Memory is important in computation, however, so it is important to formalize the notion of persistence (or memory) with respect to spiking neural networks, specifically with respect to effective use of existing spiking architectures such as TrueNorth (Esser et al., 2016) . We have also not employed any learning, such as spike-timing-dependent plasticity, but an open question remains as to whether it would be useful to attempt to learn the functionality of the simple fundamental algorithms presented in this letter. Another aspect that is important in research for neuromorphic hardware is precision. For our spiking algorithms, we have started to explore the issue of precision during computation, such as using the integer range parameter, k, to bound the precision of temporal coding in spiking-sort, but in order to implement and execute these algorithms on neural spiking hardware, such as TrueNorth, issues of precision must be addressed more directly.
Although our algorithms do not rely on memory, our phase coding can support temporary encoding of information in the phase reference state of each neuron, beyond the scope of this letter. Phase coding also represents an efficient means of signal throughput, as a single spike can transfer more than a single bit of information long distances (within a neuron's axon), assuming that the phase reference state information is stably maintained along this distance (the same neuron's axon). Thus, phase coding would suggest that neuromorphic hardware should be designed with this feature in place to facilitate such efficient long range communication.
Future
Work. An aspect of spiking neural networks that we did not address in this letter is noise in spiking. Maass (1999) has shown that even noisy spiking neurons are able to support universal function approximation of continuous functions. In addition, Kostal, Lansky, and Rospars (2007) have shown that randomness in addition to variation can be used in coding information in spike trains, and König, Engel, Roelfsema, and Singer (1995) provide analysis showing that synchronization can be used to bind groups of neurons to encode, at least coarsely, specific stimuli. Since the algorithms that we have introduced here make use of synchronization at the onset of the populations of spiking events, an important area of future research involves understanding the effects or limits of noise in synchronization that can be tolerated and still allow for sorting, finding the median and finding the minimum/maximum. It was not necessary to include learning in the spiking neural algorithms described here, but future research will include the effect of learning sequences such as the results provided by Burgess, O'Keefe, and Reece (1992) and Mehta, Lee, and Wilson (2002) .
Another promising direction of future research would involve extending our model of phase-coded neurons to continuous spiking models such as those from Denéve and collegues (Denéve, 2008; Boerlin & Denéve, 2011; Boerlin et al., 2013; Denéve & Machens, 2016) as well as Softky (2014) .
Specific application areas where we anticipate potential advantage using spiking algorithms such as spiking-sort include partial sorting, approximation, and optimization. A couple of examples will help illustrate the potential here.
Extending the PRAM framework for analog spiking neural operation would provide an even more accurate way to measure and compare the computational complexity of spiking algorithms. We used PRAM to compare our spiking algorithms to traditional nonneural algorithms, but this does leave some of the capabilities of analog computation, embodied by spiking neurons, out of our analysis. One of these capabilities is summation of arbitrarily sized length of inputs, as might be captured in the PRAM Sum-CRCW framework (Akl & Chen, 1999; Eisenstat, 2007) . Analog computation can support this arbitrary-sized summation, but traditional digital processing devices do not. Thus, extension of PRAM for analog computation is an open area of research.
Threshold gate computation with constant depth and polynomial size with respect to the total number of inputs, called TC 0 (for constant depth threshold circuits), represents a plausible model of constant-time parallel computing (Parekh, Phillips, James, & Aimone, 2018) . TC 0 networks can compute a variety of functions, including integer arithmetic, sorting, and matrix multiplication (Síma & Orponen, 2003; Siu, Roychowdhury, & Kailath, 1995) . An exciting open area of future research combines threshold gates with temporal coded spiking neurons.
Evidence accumulation involves a set of information (of size N) with associated characteristic features, where at least one of the features represents a metric of the magnitude and/or uncertainty of the information (de Lange, Jensen, & Dehaene, 2010; Usher, Tsetsos, Yu, & Lagnado, 2013; Hanks et al., 2015) . The goal of evidence accumulation is to gather enough information to surpass a desired threshold at or below a target risk. One way of achieving the goal of evidence accumulation is to sort the information by magnitude (maybe also by, or secondarily by, uncertainty) and then determine if the top entries are sufficient for the threshold (and maybe also for risk). A benefit of an iterative algorithm such as spiking-sort is that the sorting process can be started while evidence accumulation is also underway. Once enough evidence has been accumulated (threshold reached), the sorting process can be terminated.
Subset sum optimization, the optimization version of subset sum (Cormen, Leiserson, Rivest, & Stein, 2009) , is similar to evidence accumulation. This algorithm (subset sum optimization) is NP-hard, but there is an almost polynomial time approximation algorithm (Cormen et al., 2009) , which is a good fit for spiking algorithm design using partial sorting, such as spikemax/spike-min, in combination with summation of the partially sorted set. This polynomial time approximation algorithm can be implemented with spiking, where groups of spiking neurons are recruited to represent the subsets used during the approximation. While it is not necessarily surprising that a spiking implementation of the subset sum approximation algorithm can be described, a more important open question is whether a spiking implementation could improve on the performance.
Conclusion
In this letter, we have introduced several new neural-inspired algorithms for sorting, finding the median, and finding the maximum/minimum. We have provided theoretical analysis of these novel algorithms to elucidate potential advantages and disadvantages, and we have provided simulation results to help verify the theoretical analysis. Our theoretical analyses demonstrate the potential utility of these neural-inspired algorithms on parallel spiking neural architectures as an alternative to their conventional parallel algorithm equivalents on a conventional parallel architecture. In the theoretical computational complexity analysis for all three spiking algorithms (spiking-sort, spiking-median, and spike-max/spike-min), we see optimal speedup performance since the speedup is linear (O(P) ), where we assume that the number of neural processing units is at least as large as N (P ≥ N). In addition we showed that spike-max/spike-min approach optimal time complexity as P grows large with respect to a constant value for k.
Spiking-sort, spike-max/spike-min, and spiking-median offer several advantages in comparison to standard algorithm equivalents, including intrinsic parallel operation and low-energy use. Since spiking neuromorphic hardware systems are being designed and built but not necessarily used to their best capacity, we have provided spiking algorithms specifically designed to make better use of these systems.
