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We introduce a variational method for calculating dispersion relations of translation invariant
(1+1)-dimensional quantum field theories. The method is based on continuous matrix product states
and can be implemented efficiently. We study the critical Lieb-Liniger model as a benchmark and
excelent agreement with the exact solution is found. Additionally, we observe solitonic signatures of
Lieb’s Type II excitation. In addition, a non-integrable model is introduced where a U(1)-symmetry
breaking term is added to the Lieb-Liniger Hamiltonian. For this model we find evidence of a non-
trivial bound-state excitation in the dispersion relation.
The last decades have witnessed an explosion in
the experimental realization of strongly correlated one-
dimensional quantum systems [1]. Often a discretised
description in terms of a lattice Hamiltonian is possible,
which can then be studied using White’s density matrix
renormalization group [2]. The underlying variational
ansatz, the set of matrix product states (MPS) [3–7], ex-
plains both the success of this method and has been used
to develop generalizations beyond the setting of ground
states, e.g. to the study of time evolution [8, 9], dissipa-
tive dynamics [10, 11] and dispersion relations [12, 13].
The use of elongated optical or magnetic atom traps
has opened the possibility of creating one-dimensional
quantum gases in the lab [14–19]. It is natural to study
these systems directly using quantum fields, without re-
sorting to a lattice discretisation. A continuum limit of
the class of matrix product states, known as continuous
matrix product states (cMPS) [20–22], was recently de-
veloped and has demonstrated to be able to provide an
efficient description of the ground-state properties of the
Lieb-Liniger (LL) model [23].
Apart from ground-state properties, there has also
been experimental interest in localized excitations in
these systems [24–27]. While Lieb determined the spec-
trum of excitations for the LL model [28], a systematic
method for studying excitations of non-integrable quan-
tum fields is still lacking. In this Letter we fill the gap by
extending the recently introduced ansatz for excitations
of translation invariant spin chains in the thermodynamic
limit [13] to the setting of cMPS. This yields a new varia-
tional ansatz for elementary excitations of translation in-
variant quantum fields that allows us to simulate disper-
sion relations for integrable and non-integrable models
alike. The corresponding variational states are faithful
eigenstates and have therefore an infinite lifetime, out of
which we can construct localized wavepackets by taking
linear combinations. With this method, we can recon-
struct the spectrum of the LL Hamiltonian and illustrate
the solitonic effects in Lieb’s Type II excitation—first ob-
served in Refs. 29 and 30 in the weak-interaction limit—
for arbitrary interaction strength. We can equally well
construct the spectrum for non-integrable models, which
we illustrate by adding a pairing term to the LL Hamilto-
nian which opens a gap. For a certain parameter regime,
our method provides strong evidence for the existence of
a non-trivial bound state.
A cMPS for a translation invariant infinite system with
open boundary conditions is defined as [20]
|Ψ(Q,R)〉 = v†L
(
Pe
∫
∞
−∞
dx [Q⊗1+R⊗ψˆ†(x)]
)
vR|Ω〉 ,
where Q,R ∈ CD×D, vL and vR are D-dimensional
boundary vectors acting on an ancillary system, |Ω〉 is
the Fock vacuum and P the path-ordering operator. For
bosonic systems the field operators satisfy the commu-
tation relation [ψˆ(x), ψˆ†(y)] = δ(x − y). For a generic
normalizable cMPS, all eigenvalues of the transfer ma-
trix T = Q ⊗ 1 + 1⊗ Q¯ + R ⊗ R¯ have non-positive real
part and there is a non-degenerate zero eigenvalue. The
corresponding left and right zero eigenvectors, 〈l|T = 0,
T |r〉 = 0 may be reshaped to give positive, hermitian
matrices l and r which have full rank and are normal-
ized so that 〈l|r〉 = Tr(lr) = 1. Since the boundary
vectors have no variational importance they are chosen
so that the state has norm 1, i.e. 〈Ψ(Q¯, R¯)|Ψ(Q,R)〉 =
(v†L ⊗ v
⊤
L )|r〉〈l| (vR ⊗ v¯R) = (v
†
LrvL)(v
†
RlvR) = 1.
Suppose we have approximated the ground state of a
system as a cMPS parametrized by the matrices (Q,R).
An ansatz for a particle-like eigenstate or excitation is
obtained by locally replacing the matrices Q and R by V
and W — which has the effect of perturbing the ground
state in a spatial region of the size of the correlation
length — and then building a state with definite mo-
mentum via a plane wave superposition:
|Φp(V,W )〉 :=
∫ ∞
−∞
dx eipxv†LUˆ1(−∞, x)
×
(
V ⊗ 1+W ⊗ ψˆ†(x)
)
Uˆ2(x,∞)vR|Ω〉 ,
2where Uˆa(x, y) = P exp(
∫ y
x dz (Qa⊗1+Ra⊗ ψˆ
†(z))) for
a = 1, 2. The crucial feature here is a single strictly lo-
cal disturbance described by the matrices V,W ∈ CD×D,
which is nevertheless able to influence the state up to a
distance determined by the bond dimension and appears
to efficiently capture single-particle excitations, as we il-
lustrate below. The states |Φp(V,W )〉 are momentum
eigenstates and obey a δ-orthogonality. Note that they
depend linearly on the variational parameters V and W ,
so they span a linear subspace of Hilbert space. Asymp-
totically the states |Φp(V,W )〉 look like |Ψ(Q1, R1)〉 at
x = −∞ and |Ψ(Q2, R2)〉 at x = +∞, which are
supposed to be equally good but potentially different
ground states (in the case of symmetry breaking). Our
ansatz thus includes the possibility of capturing topo-
logically non-trivial excitations, henceforth referred to
as topological excitations for the sake of brevity. For
|Ψ(Q1, R1)〉 = |Ψ(Q2, R2)〉, the ansatz describes (topo-
logically) trivial excitations and can be interpreted as a
state in the momentum sector p of the tangent space ob-
tained by an infinitesimal position dependent variation
of |Ψ(Q,R)〉 [22].
To compute excitations we apply the Rayleigh-Ritz
method, which results in a generalized eigenvalue prob-
lem for an effective Hamiltonian. In our case the gener-
alized eigenvalue equation is given by
Hp
[
V
W
]
= ENp
[
V
W
]
,
with [ VW ] being the 2D
2-dimensional vector correspond-
ing to V and W , E is the energy, Hp the effective Hamil-
tonian and Np the effective norm matrix. Both Hp and
Np are 2D
2 × 2D2-dimensional matrices defined by
〈Φp(V ,W )|Hˆ − E0|Φp′ (V,W )〉 = 2piδ(p− p
′)
[
V †W †
]
Hp
[
V
W
]
〈Φp(V ,W )|Φp′(V,W )〉 = 2piδ(p− p
′)
[
V †W †
]
Np
[
V
W
]
,
where E0 is the ground state energy obtained with the
ground state approximation |Ψ(Q,R)〉.
Note thatHp andNp have zero eigenvalues correspond-
ing to a redundancy in the representation of the states
|Φp(V,W )〉, which can be traced back to the gauge invari-
ance of the states |Ψ(Q,R)〉 under the transformation
Q ← g−1Qg and R ← g−1Rg [22]. One finds that for
all X ∈ CD×D, |Φp([X,Q] + ipX, [X,R])〉 = 0. Hence,
|Φp(V
′,W ′)〉 = |Φp(V,W )〉 if V
′ = V + [X,Q] + ipX
and W ′ = W + [X,R]. If, for p = 0, one also restricts
to states orthogonal to the ground state by imposing
〈l|
(
V ⊗ 1+W ⊗ R¯
)
|r〉 = 0, there are D2 redundant de-
grees of freedom for every momentum p. These can be
eliminated by constraining V and W to satisfy a ‘gauge-
fixing’ condition such as
〈l|
(
V ⊗ 1+W ⊗ R¯
)
= 0 , (1)
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FIG. 1. Elementary topological excitation branches for γ = c/ρ ≈
60.16 at D = 64 with θ = pi. Blue diamonds are particle exci-
tations and red stars hole excitations. (a) Dispersion relation of
Lieb’s Type I excitation obtained from the topological ansatz (blue
diamonds) and from the Bethe ansatz solution (black line). (b)
Dispersion relation of Lieb’s Type II excitation obtained from the
topological ansatz (red stars), the trivial ansatz (green squares)
and from the Bethe ansatz solution (black line).
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FIG. 2. Dispersion relation for the Lieb-Liniger model withD = 64
for γ = c/ρ ≈ 60.16. Bulk excitations (dots) are trivial excitations.
Blue diamonds (Type I) and red stars (Type II) are obtained by
combining momenta and energy of two topological excitations (hole
and particle) of Fig. 5.
with 〈l| the left eigenvector of T11, the transfer matrix
corresponding to |Ψ(Q1, R1)〉. It can be shown that
this choice of gauge reduces the effective norm matrix
to the identity (Ref. 22 and Supplementary Material),
so that the Rayleigh-Ritz problem becomes an ordinary
eigenvalue problem. The explicit calculation of the effec-
tive Hamiltonian Hp in this gauge is more involved and
is derived in full detail in the Supplementary Material.
The lowest eigenvalues of Hp can then be obtained with
a computational time scaling as O(D3) using a sparse
eigensolver exploiting the tensor product structure of the
effective Hamiltonian.
We now discuss the results obtained for the LL model.
The LL Hamiltonian is given by
HˆLL =
∫ +∞
−∞
[
dψˆ†
dx
dψˆ
dx
− µψˆ†ψˆ + cψˆ†ψˆ†ψˆψˆ
]
dx, (2)
with a repulsive interaction strength c > 0 and where the
argument of the field operators has been omitted for the
3sake of brevity. Since a variational approach targets the
lowest energy state, this Hamiltonian was formulated in
the grand-canonical ensemble (with chemical potential
µ > 0). The Hamiltonian is gapless and only depends
on a single parameter γ = c/ρ, with ρ the ground state
particle density which is set by µ. The cMPS ansatz
generalizes a coherent state ansatz and breaks the U(1)-
symmetry of the model, whereas the exact Bethe-ansatz
ground state does not and has a fixed total number of
particles. This follows from the fact that it is often en-
ergetically beneficial to break the symmetry in the pres-
ence of a constraint on the total amount of entanglement.
Hence, the order parameter 〈Ψ(Q¯, R¯)|ψˆ|Ψ(Q,R)〉 6= 0
(and in fact slowly converges to 0 for increasing D). For
any θ ∈ [0, 2pi), |Ψ(Q, eiθR)〉 is again a valid ground state
so that we can also consider topological excitations inter-
polating between two different ground states character-
ized by a different order parameter. They can also be
understood as momentum superpositions of a local per-
turbation at position x which has a half-infinite string
Sˆ(x) = exp(iθ
∫ x
−∞
ψˆ†(z)ψˆ(z) dz) attached to it. Even for
the exact solution with fixed particle number N , the ele-
mentary particle (N+1) and hole (N−1) excitations have
a topological nature and need to be studied using an-
tiperiodic boundary conditions [31]. For θ = pi, the string
Sˆ(x) has exactly the effect of flipping the sign of the
field operators at −∞ (Sˆ(x)†ψˆ(−∞)Sˆ(x) = −ψˆ(−∞))
and Fig. 5 does indeed confirm that the elementary ex-
citations are perfectly captured by using the ansatz for
topological excitations with the choice Q1 = Q2 = Q,
R1 = −R2 = R. The dispersion relation is centered
around 0 and the hole branch (red stars) is obtained as
the lowest excitation energy with momentum between
−piρ and +piρ, with ρ the particle density. The par-
ticle branch (blue diamonds) shows the eigenvalues of
the eigenvectors that have the largest overlap with the
state
∫∞
−∞
dx eipxψˆ†(x)eipi
∫
x
−∞
ψˆ†(z)ψˆ(z) dz|Ψ(Q,R)〉. All
parameters plotted in the figures are normalized such
that they are dimensionless (p/ρ, e/ρ2), as in Ref. 23.
Lieb determined the spectrum with fixed particle num-
ber (i.e. topologically trivial) in first quantization [28]
and isolated two types of excitations, which he labeled
Type I and Type II excitations. Either can be used to
construct the full spectrum of excitations with equal par-
ticle number. Fig. 2 shows the eigenvalues of the effective
Hamiltonian Hp as a function of the momentum p ob-
tained using the trivial ansatz (Q1 = Q2 and R1 = R2).
However, it is well-known [31] that the Type I excitations
should be understood as one hole at momentum −piρ plus
one particle with momentum p ≥ piρ, whereas the Type
II excitations at momentum p are obtained by combining
one particle with momentum piρ plus one hole with mo-
mentum −piρ ≤ p ≤ piρ. By combining momentum and
variational energies of our topological excitations accord-
ing to this recipe, we can accurately reproduce (5 digits of
precision) the Bethe ansatz dispersion relations of Lieb’s
Type I [blue diamonds in Fig. 2 and 5(a)] and II exci-
tations [red stars in Fig. 2 and 5(b)]. If we would have
used the trivial excitation energies directly [also sketched
in Fig. 5(b)], a worse precision would have been obtained,
as this single particle ansatz cannot accurately represent
the two unbound constituents of Lieb’s Type I and Type
II excitations and tries to confine them into a small spa-
tial region. Since the repulsive Lieb-Liniger model does
not have any bound states [31], all trivial excitations have
a similar structure consisting of an even sum of topolog-
ical hole and particle excitations.
Without knowing the exact result, this information
could be inferred from looking at the convergence of the
variational energies as a function of increasing D. There
are two competing effects within our variational strat-
egy. Firstly, by modifying Q and R locally, we assume
that the excitation is confined in a spatial region, the
width of which is set by the bond dimension. This is
the variational approximation and it produces a posi-
tive variational error. Secondly, we subtract from the
Hamiltonian a variational estimate of the ground state
energy which is too large. This second effect results in a
negative error and is dominant for truly elementary ex-
citations for which the assumed locality is valid and the
first error is negligible. If an excited state cannot be ap-
proximated locally, e.g. an excitation that is composed
of several unbound elementary excitations, then the first
effect will likely be dominant as the ansatz confines these
different excitations in a finite spatial region. Indeed, for
increasing D, the particle and hole energies in Fig. 5 are
increasing (which is true for all γ & 3) because a smaller
variational estimate for the ground state energy is sub-
tracted. In contrast, the energies of trivial excitations in
Fig. 2 decrease for increasing D, in line with our expec-
tations.
Our ansatz does not depend on γ and works in prin-
ciple equally well for both limiting cases γ → ∞ and
γ → 0, as is confirmed by the results for small values of
γ in the Supplementary Material. However, for small γ
(γ . 3) we observe a transition of the topological hole
excitation to a solitonic excitation. This observation was
first discussed in Refs. 29 and 30 or recently received
renewed attention following the experimental realization
[26, 32, 33]. In the Tonks-Girardeau limit (large γ) [34],
the hole excitation maps exactly to the fermion-like hole
excitation and produces a change in particle number of
−1. For very small γ, the hole excitation is related to the
classical dark soliton of the non-linear Schro¨dinger equa-
tion [35] and produces a large change in particle number
[33]. The relative change in particle number can easily
be calculated using our ansatz. It is illustrated in Fig. 3
for momentum p = 0, and the results perfectly coincide
with the recent exact calculations [33].
Next, we study a non-integrable model obtained by
adding a pairing term to HˆLL that breaks the U(1) sym-
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FIG. 3. The change in particle number expectation value for the
hole state at momentum p = 0 as a function of γ, as predicted by
the Bethe solution [33] and with the cMPS excitation ansatz.
metry down to a residual Z2 symmetry
Hˆ ′ = HˆLL +
∫ ∞
−∞
dx
(
uψˆ†ψˆ† + u¯ψˆψˆ
)
.
As long as µ > 0 the cMPS ground state approxima-
tion |Ψ(Q,R)〉 spontaneously breaks the Z2 symmetry
for any nonzero pairing strength u ∈ C0, and a second
ground state |Ψ(Q,−R)〉 is obtained. This also opens
up a gap in the spectrum. The magnitude of the order
parameter 〈Ψ(Q¯, R¯)|ψˆ(x)|Ψ(Q,R)〉 is determined by the
competing effects of the pairing term and the repulsive
interaction. As an example we consider an intermediate
parameter range where we have found strong evidence
that the lowest lying excitation in the trivial spectrum is
a bound state. In the top plot of Fig. 4, the lowest lying
trivial excitations of Hˆ ′ for γ ≈ 26.4, µ = 1 and u = 1
with D = 22 are shown with red circles. Due to the
symmetry breaking, we can again construct topological
excitations (right insert of Fig. 4), for which the lowest
lying eigenvalues constitute an isolated branch that can
be interpreted as the kink excitation that interpolates be-
tween the two degenerate ground states. The blue dots
in the trivial spectrum of Fig. 4 are obtained by consider-
ing all possible pairs of two such topological excitations
by adding their momentum and energy. Around momen-
tum zero, the lowest lying trivial excitation produced by
the trivial ansatz lies well below the two-kink continuum
starting at twice the kink mass.
It is tempting to interpret this excitation as a bound
state of two kinks, and this claim is further supported
by considering the convergence behavior of (twice) the
kink mass and the two lowest trivial excitation energies
as a function of D in the bottom plot of Fig. 4. The
kink is the elementary excitation; it has a negative er-
ror that vanishes quickly for increasing D. As in the LL
case, unbound multi-particle states are not expected to
converge quickly, because the different constituents are
confined within a spatial region, the size of which is de-
termined by the bond dimension [36]. For the energy of
a two-particle state, we thus expect a positive finite size
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FIG. 4. Top: Dispersion relation of Hˆ′ with D = 22 for γ ≈ 26.4,
µ = 1 and u = 1 . Blue dots are the pairwise sum of all topological
excitations. Red circles are trivial excitations and the right insert
shows the topological spectrum. Bottom: Convergence of the two
lowest trivial eigenvalues and the lowest two-kink excitation energy
as a function of D−1 at p = 0.
error. The energy of a bound state should also exhibit a
large positive error as long as the spatial support of the
excitation ansatz is below the binding length, but should
then stagnate when the binding length is exceeded by in-
creasing D. Fig. 4 confirms that the lowest lying energy
of the trivial ansatz converges to a value well below twice
the kink mass in a way that is characteristic for a bound
state.
In conclusion, we have introduced a variational
ansatz for the study of elementary excitations for one-
dimensional quantum field theories, based on continuous
matrix product states. The ansatz produces very accu-
rate results even for the critical Lieb-Liniger model. The
local aspect of the ansatz made the solitonic feature of
the lowest lying hole eigenstates of the LL model very
explicit, and the particle number in those solitons could
be reproduced to great accuracy. We also applied the
method to a gapped non-integrable variant of LL, and
obtained strong evidence for the existence of a bound
state. As an outlook, we can remark that this method
provides a stepping stone to a further understanding of
the low-energy dynamics of one-dimensional interacting
quantum field theories. In order to calculate e.g. dy-
namical correlation functions, it would be interesting to
study scattering states of topological excitations [37].
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In this Supplementary Material we explain in full detail how to calculate expectation values of bosonic field operators
with the variational states introduced in this paper. In particular, we will derive the effective Hamiltonian for the
Lieb-Liniger model HˆLL and for the non-integrable Hamiltonian Hˆ
′ that was introduced in the paper. Moreover, some
more results for the spectrum of HˆLL for small values of the interaction strength are shown. The variational ansatz
states for excitations in a uniform system are defined as
|Φp(V,W )〉 :=
∫ ∞
−∞
dx eipxv†LUˆ1(−∞, x)
(
V ⊗ 1+W ⊗ ψˆ†(x)
)
Uˆ2(x,∞)vR|Ω〉 , (A.3)
with V,W ∈ CD×D and Uˆa(x, y) = P exp(
∫ y
x dz (Qa ⊗ 1+ Ra ⊗ ψˆ
†(z))) for a = 1, 2 where (Qa, Ra) are two equally
good ground states. The field operators satisfy the usual commutation relaltion [ψˆ(x), ψˆ†(y)] = δ(x− y). We assume
that all eigenvalues of the ground state transfer matrix Taa = Qa ⊗ 1 + 1 ⊗ Q¯a + Ra ⊗ R¯a with a = 1, 2 have non-
positive real part and there is a non-degenerate zero eigenvalue with corresponding left and right zero eigenvectors,
〈la|Taa = 0, Taa|ra〉 = 0. Moreover, it is possible to work in a gauge such that 〈la| always reshapes to 1D×D and |ra〉
to the right (D × D)-dimensional density matrix ra. The boundary vectors are chosen such that the ground state
is normalised, i.e. 〈Ψ(Q¯a, R¯a)|Ψ(Qa, Ra)〉 = (v
†
L ⊗ v
⊤
L )|ra〉〈la| (vR ⊗ v¯R) = 1. When |Ψ(Q1, R1)〉 and |Ψ(Q2, R2)〉
represent inequivalent ground states, the mixed transfer matrix T12 has only eigenvalues with a strictly negative real
part. Vice versa, if the mixed transfer matrix has an eigenvalue with real part zero, then there exists a gauge transform
G such that Q1 = G
−1Q2G and R1 = G
−1R2G. We will always assume that (Q1, R1) and (Q2, R2) either parametrize
different ground states, or that they are identical such that G = 1 and T11 = T12 = T22. All of these statements are
analogous to well-known results for the case of matrix product states [see e.g. D. Perez-Garcia, M.M. Wolf, M. Sanz,
F. Verstraete, J.I. Cirac, Phys. Rev. Lett. 100, 167202 (2008)].
To calculate expectation values, it is useful to know how an annihilation operator acts on the states of Eq. (A.3),
ψˆ(y)|Φp(V,W )〉 =
∫ ∞
y
dx eipxv†LUˆ1(−∞, y)R1Uˆ1(y, x)
(
V ⊗ 1+W ⊗ ψˆ†(x)
)
Uˆ2(x,∞)vR|Ω〉
+
∫ y
−∞
dx eipxv†LUˆ1(−∞, x)
(
V ⊗ 1+W ⊗ ψˆ†(x)
)
Uˆ2(x, y)R2Uˆ2(y,∞)vR|Ω〉
+ eipyv†LUˆ1(−∞, y)WUˆ2(y,∞)vR|Ω〉 . (A.4)
The same can be done for two annihilation operators ψˆ(z), ψˆ(y) where we assume z ≤ y,
ψˆ(z)ψˆ(y)|Φp(V,W )〉 =
∫ ∞
y
dx eipxv†LUˆ1(−∞, z)R1Uˆ1(z, y)R1Uˆ1(y, x)
(
V ⊗ 1+W ⊗ ψˆ†(x)
)
Uˆ2(x,∞)vR|Ω〉
+
∫ y
z
dx eipxv†LUˆ1(−∞, z)R1Uˆ1(z, x)
(
V ⊗ 1+W ⊗ ψˆ†(x)
)
Uˆ2(x, y)R2Uˆ2(y,∞)vR|Ω〉
+
∫ z
−∞
dx eipxv†LUˆ1(−∞, x)
(
V ⊗ 1+W ⊗ ψˆ†(x)
)
Uˆ2(x, z)R2Uˆ2(z, y)R2Uˆ2(y,∞)vR|Ω〉
+ eipzv†LUˆ1(−∞, z)WUˆ2(z, y)R2Uˆ2(y,∞)vR|Ω〉
+ eipyv†LUˆ1(−∞, z)R1Uˆ1(z, y)WUˆ2(y,∞)vR|Ω〉 . (A.5)
For the kinetic energy we need to know how dψˆ(y)dy acts on Eq. (A.3), i.e. we have to take the derivative of Eq. (A.4),
where we use dUˆa(x, y)/dy = Uˆa(x, y)[Qa ⊗ 1ˆ + Ra ⊗ ψˆ
†(y)] and dUˆa(y, x)/dy = −[Qa ⊗ 1ˆ + Ra ⊗ ψˆ
†(y)]Uˆa(y, x) in
7order to obtain
dψˆ(y)
dy
|Φp(V,W )〉 =
∫ ∞
y
dx eipxv†LUˆ1(−∞, y)
[
Q1, R1 ⊗ 1ˆ
]
Uˆ1(y, x)
(
V ⊗ 1+W ⊗ ψˆ†(x)
)
Uˆ2(x,∞)vR|Ω〉
+
∫ y
−∞
dx eipxv†LUˆ1(−∞, x)
(
V ⊗ 1+W ⊗ ψˆ†(x)
)
Uˆ2(x, y) [Q2, R2] Uˆ2(y,∞)vR|Ω〉
+ v†LUˆ1(−∞, y)
(
(V R2 −R1V ) + (Q1W −WQ2) + ipW
)
Uˆ2(y,∞)vR|Ω〉 . (A.6)
One can check that a number of potentially problematic (infinite norm) terms which have a creation operator ψˆ†(y)
at the fixed position y all nicely cancel.
Expectation values can now easily be calculated by taking the overlap of the above expressions. We start with the
scalar product of Eq. (A.3)
〈Φp(V ,W )|Φp′(V,W )〉 =
∫ ∞
−∞
dx eip
′x
∫ ∞
x
dy e−ipy〈l1|
(
V ⊗ 1+W ⊗R1
)
e(y−x)T12
(
1⊗ V +R2 ⊗W
)
|r2〉
+
∫ ∞
−∞
dx eip
′x
∫ x
−∞
dy e−ipy〈l1|
(
1⊗ V +R1 ⊗W
)
e(x−y)T21
(
V ⊗ 1+W ⊗R2
)
|r2〉
+
∫ ∞
−∞
dx ei(p
′−p)x〈l1|W ⊗W |r2〉
=2piδ(p′ − p)
[∫ ∞
0
dy 〈l1|
(
V ⊗ 1+W ⊗R1
)
ey(T12−ip)
(
1⊗ V +R2 ⊗W
)
|r2〉
+
∫ +∞
0
dy 〈l1|
(
1⊗ V +R1 ⊗W
)
ey(T21+ip)
(
V ⊗ 1+W ⊗R2
)
|r2〉
+ 〈l1|W ⊗W |r2〉
]
. (A.7)
The non-local character of the perturbation (V,W ) to the ground state results in two non-local terms in the above
expression, connected by the mixed transfer matrix T12. Throughout this supplementary material, we will have to
compute many integrals of the form
∫ +∞
0 e
x(Tab±ip) dx. For the mixed transfer matrix in the expression above, in case
of two inequivalent ground states, this integral is well defined and results in −(Tab ± ip)
−1, since all eigenvalues have
a strictly negative real part. We then obtain
〈Φp(V ,W )|Φp′(V,W )〉 =2piδ(p
′ − p)
[
〈l1|
(
V ⊗ 1+W ⊗R1
)
(−T12 + ip)
−1
(
1⊗ V +R2 ⊗W
)
|r2〉
+ 〈l1|
(
1⊗ V +R1 ⊗W
)
(−T21 − ip)
−1
(
V ⊗ 1+W ⊗R2
)
|r2〉
+ 〈l1|W ⊗W |r2〉
]
. (A.8)
For topologically trivial states [(Q1, R1) = (Q2, R2)], the situation is more complicated. In this case, we can define a
unique transfer matrix T := T12 = T11 = T22 which has a unique eigenvalue zero with corresponding left eigenvector
〈l| := 〈l1| = 〈l2| and right eigenvector |r〉 := |r1〉 = |r2〉. We can then define a projector P = 1 − |r〉 〈l| and compute∫ +∞
0
P ex(T±ip)P dx = −P (T ± ip)−1P = −(T ± ip)P where we have introduced the notation of superscript P to denote
a kind of pseudo-inverse where the eigenspace zero of the transfer matrix has been projected out. The remaining
‘singular’ part evaluates to
∫ +∞
0 |r〉 〈l| e
x(T±ip) |r〉 〈l| dx = |r〉 〈l|
∫ +∞
0 e
±ipx dx, and by combining the singular parts of
the first and second line in Eq. (A.7) we obtain
〈Φp(V ,W )|Φp′(V,W )〉 =2piδ(p
′ − p)
[
〈l|
(
V ⊗ 1+W ⊗R
)
(−T + ip)P
(
1⊗ V +R⊗W
)
|r〉
+ 〈l|
(
1⊗ V +R⊗W
)
(−T − ip)P
(
V ⊗ 1+W ⊗R
)
|r〉
+ 〈l|W ⊗W |r〉 + 2piδ(p)〈l|1⊗ V +R ⊗W |r〉 〈l|V ⊗ 1+W ⊗R|r〉
]
. (A.9)
8The singular term for momentum p = 0 inside the square brackets can be traced back to the non-orthogonality of the
|Φp(V,W )〉 with the ground state |Ψ(Q,R)〉, which is given by 〈Ψ(Q,R)|Φp(V,W )〉 = 2piδ(p)〈l|1 ⊗ V + R ⊗W |r〉.
For topologically trivial excitations at momentum zero, we henceforth restrict to V and W which satisfy 〈l|1⊗ V +
R⊗W |r〉 = 0, so that this singular term vanishes.
The gauge freedom in the cMPS parametrization induces a redundancy in the parametrization of the states
|Φp(V,W )〉, i.e. these states are invariant under the additive gauge transformation V ← V +Q1X −XQ2 + ipX and
W ← W + R1X −XR2 for X ∈ gl(D) = C
D×D. This gauge freedom can be used to choose a parametrization that
allows us omit the non-local terms in the expressions above, e.g. by restriction to representations (V,W ) that satisfy
〈l1|
(
V ⊗ 1+W ⊗R1
)
= 0. (A.10)
This condition is henceforth referred to as the left gauge condition. Similarly one can choose instead a right gauge
condition by imposing
(
V ⊗ 1+W ⊗R2
)
|r2〉 = 0. With this, Eq. (A.7) reduces to the local expression
〈Φp(V ,W )|Φp′(V,W )〉 = 2piδ(p− p
′)〈l1|W ⊗W |r2〉 (A.11)
for the topologically trivial and non-trivial cases alike. Note however the subtle difference between both cases. In
the topologically non-trivial case (inequivalent ground states |Ψ(Q1, R1)〉 and |Ψ(Q2, R2)〉), it is really all D
2 gauge
degrees of freedom in X that are used to impose D2 equations that are encoded by the left or right gauge condition.
For the topologically trivial case, this is still true for momenta p 6= 0. However, at momentum zero the choice X = 1
does not induce any transformation at all, and the gauge transformations can only be used to fulfil D2− 1 conditions.
The remaining requirement is 〈l|1⊗V +R⊗W |r〉 = 0, which expresses orthogonality to the ground state and cannot
be imposed by a mere gauge transform. Hence, the left or right gauge condition automatically include the restriction
of orthogonality to the ground state for topologically trivial excitations with momentum p = 0.
Next we will calculate the expectation value of the terms in the Hamiltonian. Evaluating these expressions will
involve more integrals of the form
∫ +∞
0 e
x(Tab±ip) dx or
∫ +∞
0 e
xTaa dx, and we now introduce the general notation
(Tab ± ip)
P, which is defined as the inverse of Tab ± ip in the complement of the zero eigenspace of Tab (which is
the whole space CD
2
if Tab doesn’t have a zero eigenvalue). When acting with the left or right zero eigenvector of
Tab on (Tab ± ip)
P, it reduces to zero. We will always be able to cancel all singular contributions, either by using
the fact that we choose 〈l|1 ⊗ V + R ⊗W |r〉 = 0 in the case of topologically trivial excitations at momentum zero
or by subtracting the ground state energy. Let us elaborate on the latter. There will be contributions where the
local operators in the Hamiltonian do not act directly on the perturbation V and W . However, the nonlocal effect
of this perturbation is expressed by the fact that there is a transfer matrix connecting that Hamiltonian term to the
perturbation. The regular part of this transfer matrix is actually responsible for the genuine nonlocal effect of the
perturbation, whereas the singular part contains the projection |r〉 〈l| and just returns the ground state energy density
with a singular volume integral. It is only at the very end, by subtracting the total ground state energy (i.e. the
energy density times the volume) that these singular contributions disappear. This also requires that |Ψ(Q1, R1)〉
and |Ψ(Q2, R2)〉 have identical energy densities in the case of topologically nontrivial excitations. However, keeping
in mind this final step, we will not include these singular contributions in the expressions below. Note that the use of
the left gauge condition allows to omit additional non-singular terms.
The expectation value of the density operator is obtained by computing the overlap of Eq. (A.4) with itself
∫ ∞
−∞
dx 〈Φp(V ,W )|ψˆ
†(x)ψˆ(x)|Φp′ (V,W )〉 = 2piδ(p− p
′)×
{
〈l1|
[
R1 ⊗R1
(
− T11
)P
W ⊗W +W ⊗W
(
− T22
)P
R2 ⊗R2
+R1 ⊗R1
(
− T11
)P(
V ⊗ 1+W ⊗R1
)(
− T21 + ip
)P(
1⊗ V +R2 ⊗W
)
+R1 ⊗R1
(
− T11
)P(
1⊗ V +R1 ⊗W
)(
− T12 − ip
′
)P(
V ⊗ 1+W ⊗R2
)
+R1 ⊗W
(
− T12 − ip
′
)P(
V ⊗ 1+W ⊗R2
)
+W ⊗R1
(
− T21 + ip
)P(
1⊗ V +R2 ⊗W
)
+W ⊗W
]
|r2〉
}
. (A.12)
9The expectation value of the interaction energy of the δ-interaction is calculated similarly by taking the overlap of
Eq. (A.5) in the limit z → y,
∫ ∞
−∞
dx 〈Φp(V ,W )|ψˆ
†(x)ψˆ†(x)ψˆ(x)ψˆ(x)|Φp′ (V,W )〉 = 2piδ(p− p
′)×
{
〈l1|
[
R21 ⊗R
2
1
(
− T11
)P
W ⊗W +W ⊗W
(
− T22
)P
R22 ⊗R
2
2
+R21 ⊗R
2
1
(
− T11
)P(
V ⊗ 1+W ⊗R1
)(
− T21 + ip
)P(
1⊗ V +R2 ⊗W
)
+R21 ⊗R
2
1
(
− T11
)P(
1⊗ V + R1 ⊗W
)(
− T12 − ip
′
)P(
V ⊗ 1+W ⊗R2
)
+R21 ⊗ (R1W +W R2)
(
− T12 − ip
′
)P(
V ⊗ 1+W ⊗R2
)
+ (R1W +WR2)⊗R
2
1
(
− T21 + ip
)P(
1⊗ V +R2 ⊗W
)
+ (R1W +WR2)⊗ (R1W +W R2)
]
|r2〉
}
. (A.13)
For the kinetic energy we evaluate the overlap of Eq. (A.6),
∫ ∞
−∞
dx 〈Φp(V ,W )|
dψˆ†(x)
dx
dψˆ(x)
dx
|Φp′(V,W )〉 = 2piδ(p− p
′)×
{
〈l1|
[
[Q1, R1]⊗ [Q1, R1]
(
− T11
)P
W ⊗W +W ⊗W
(
− T22
)P
[Q2, R2]⊗ [Q2, R2]
+ [Q1, R1]⊗ [Q1, R1]
(
− T11
)P(
V ⊗ 1+W ⊗R1
)(
− T21 + ip
)P(
1⊗ V +R2 ⊗W
)
+ [Q1, R1]⊗ [Q1, R1]
(
− T11
)P(
1⊗ V + R1 ⊗W
)(
− T12 − ip
′
)P(
V ⊗ 1+W ⊗R2
)
+ ((Q1W −WQ2) + (V R2 −R1V ) + ipW )⊗ [Q1, R1]
(
− T21 + ip
)P(
1⊗ V +R2 ⊗W
)
+ [Q1, R1]⊗ ((Q1W −WQ2) + (V R2 −R1V )− ipW )
(
− T12 − ip
′
)P(
V ⊗ 1+W ⊗R2
)
+ ((Q1W −WQ2) + (V R2 −R1V ) + ipW )⊗ ((Q1W −WQ2) + (V R2 −R1V )− ipW )
]
|r2〉
}
. (A.14)
Finally we calculate the expectation values of the pairing terms which appear in the non-integrable Hamiltonian
introduced in this paper.
∫ ∞
−∞
dx 〈Φp(V ,W )|ψˆ
†(x)ψˆ†(x)|Φp′(V,W )〉 = 2piδ(p− p
′)×
{
〈l1|
[
1⊗R
2
1
(
− T11
)P
W ⊗W +W ⊗W
(
− T22
)P
1⊗R
2
2
+ 1⊗R
2
1
(
− T11
)P(
V ⊗ 1+W ⊗R1
)(
− T21 + ip
)P(
1⊗ V +R2 ⊗W
)
+ 1⊗R
2
1
(
− T11
)P(
1⊗ V +R1 ⊗W
)(
− T12 − ip
′
)P(
V ⊗ 1+W ⊗R2
)
+ 1⊗ (R1W +W R2)
(
− T12 − ip
′
)P(
V ⊗ 1+W ⊗R2
)]
|r2〉
}
(A.15)
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FIG. 5. Dispersion relation for the Lieb-Liniger model with D = 64 for γ = c/ρ ≈ 0.1 and γ ≈ 1.35 (left to right). Bulk excitations (dots)
and blue diamonds (Type I) are trivial excitations. Red stars (Type II) are obtained by combining momenta and energy of two topological
excitations (hole and particle).
and ∫ ∞
−∞
dx 〈Φp(V ,W )|ψˆ(x)ψˆ(x)|Φp′ (V,W )〉 = 2piδ(p− p
′)×
{
〈l1|
[
R21 ⊗ 1
(
− T11
)P
W ⊗W +W ⊗W
(
− T22
)P
R22 ⊗ 1
+R21 ⊗ 1
(
− T11
)P(
V ⊗ 1+W ⊗R1
)(
− T21 + ip
)P(
1⊗ V +R2 ⊗W
)
+R21 ⊗ 1
(
− T11
)P(
1⊗ V +R1 ⊗W
)(
− T12 − ip
′
)P(
V ⊗ 1+W ⊗R2
)
+R21 ⊗ (R1W +W R2)
(
− T12 − ip
′
)P(
V ⊗ 1+W ⊗R2
)]
|r2〉
}
(A.16)
The above expressions define the effective Hamiltonian for the Lieb-Liniger model and for the non-integrable model.
The explicit construction of the effective Hamiltonian is done by making use of the fact that these expressions are
linear in V and W . This allows us to reshape them into the form 〈V †W †|Heff |VW 〉 and 〈V
†W †|Neff |VW 〉. Since we
impose the left gauge condition Eq. (A.10) we can parametrize V andW in terms of one single matrix Y ∈ CD×D. We
can choose a parametrization such that the effective norm matrix Neff is the identity by settingW = l
−1/2
1 Y r
−1/2
2 and
V = −l−11 R
†l
1/2
1 Y r
−1/2
2 , where we can also use a gauge for the cMPS such that l1 = 1 . This particular parametrization
is useful since it transforms the generalised eigenvalue problem for the effective Hamiltonian into an ordinary one and
allows for an efficient iterative implementation with computational cost of order O(D3) .
Finally, we briefly discuss our results for the Lieb-Liniger model in the weak coupling limit of small γ. It is
well known that in this limit the mean-field approximation derived by Bogoliubov accurately describes the Type I
excitations. We therefore expect to find this branch in the trivial spectrum of our ansatz (dots in Fig. 5) by looking
for the excitation which has largest overlap with the state
∫∞
−∞
dx eipxψˆ†(x)|Ψ(Q,R)〉. These excitations are shown
by blue diamonds in Fig. 5 . However, the branch of Type II excitations is always found by combining two excitations
of the topological spectrum (red stars in Fig. 5), irrespective of the interaction strength. The left plot of Fig. 5 clearly
shows that for weak interaction the lowest branch of trivial excitations is separated by a large gap from the energy
of the lowest topological excitation (red stars). This can be understood from the fact that the trivial ansatz badly
describes unbound multi-particle excitations, as explained in the paper . For strong interaction the particle number
of the topological hole excitation is −1 and therefore also the trivial ansatz gives a fairly good description of the Type
II branch (Fig. 1. in the paper). However, for small γ the topological hole excitation experiences a diverging particle
number and the trivial ansatz is no longer able to accurately describe this excitation branch which leads to the large
energy gap in Fig. 5.
