Abstract. The Feigenbaum-Cvitanović equation −λg(x) = g(g(λx)) is solved over the interval 0 ≤ x ≤ 1 with a Chebyshev series representation of g(x). Accurate expansion coefficients are tabulated for solutions g(x) = 1 + O(x z ) with even exponents from z = 2 up to z = 14.
Introduction
This article provides high precision approximations of functions g(x) which solve the Feigenbaum-Cvitanović equation [11, 12, 8, 18, 9, 10, 6] (1) − λg(x) = g(g(λx)), scaled such that (2) g(0) = 1.
The parameter λ plays the role of an eigenvalue bound to the solutions via b n x n ; z = 2, 4, 6, . . .
In this manuscript, the function g(x)
is expanded in a series of Chebyshev Polynomials T (x) [1, §22] [14, §18] , which-for well understood reasons-supplies a more stable basis than the bare powers [7] .
Definition 2. (Chebyshev series expansion coefficients t n ). (5)
g(x) = We are considering even exponents z, so g(x) is even and t n = 0 whenever n is odd. The integer variable d plays the following role: Linear coupling equations between the t n would have to be set up to remove the contributions by powers x n (z ∤ n) from the solutions if z > 2 and d = 1. (The origin of this constraint that all exponents of x be multiples of the same z is not elaborated here.) Explicitly, equating equal powers of x in (4) and (5), the non-zero values of b n are (6) 2
In the algorithm described further down, these would multiply the order of the linear system of equations by an approximate factor of z/2. For enhanced efficiency, d will be taken as
which ensures that only powers of x with exponents divisible by z enter the calculation. Equation (2) and the special values of the Chebyshev polynomials induce a sum rule and a coupling with λ:
n/2 t n ; (8)
2. Numerical Algorithm 2.1. Multivariate Newton Iteration. The right hand side of (1) is
Moving all terms to one side of the equation, the aim is to obtain a zero of the function f ,
We solve for g with a finite, iteratively enlarged set of expansion coefficients t n which are obtained by fitting at a finite set of the standard Chebyshev abscissa points x j = cos θ j , θ j = jπ/N .
Remark 1.
With the presence of d, which effectively replaces the Chebyshev weights
, these abscissae may not be the optimum choice if d > 1.
The common multivariate Newton algorithm with a N ×N matrix of first derivatives is employed: we start with a set of approximations t k , and calculate a vector of corrections ∆t k which are the solutions to the linear system of equations
This is actually done on N − 1 abscissa points x j , because one row of the system of equations is reserved to accommodate (8):
. . .
To keep track of the prime at the sum symbols, a binary symbol which attains values of 2 or 1 is helpful:
The two terms in (11) are denoted f (a) and f (b) . The second and higher rows in the matrix (14) are derivatives of f = f (a) + f (b) , which are computed with the chain and multiplication rules. The variable λ is eliminated with the aid of the derivative of (9), (16) ∂λ
Remark 2. This implementation is one variant out of many. The simplicity of the previous formula means that the elimination of λ and ∆λ from the pool of unknowns produces no computational load.
The derivatives of (5) are
using the chain rule with the previous equation. The first term in (11) is
The term at l = 0 in the l-sum is skipped since T ′ 0 (.) = 0. (17) is inserted in front of the l-sum.
The second term in (11) is
The sums of (19) and (21) fill all but the first row of the matrix (14) , and the negated sums of (18) and (20) fill the right hand side.
2.2.
Convergence. All digits of t n and 1/λ are considered stable which remain the same if the order of the basis set {t n } is increased from N to N + 4, and these stable digits will be shown in Section 3. The two (truncated) Chebyshev series are translated into the two equivalent polynomials, and the stable (common) digits of b n are also reported. [This is an application of (6) The equivalent stable estimates of the b n for this principal solution at z = 2 are: This corrects up to five digits in some rows of Lanford's table, where error bars are of the order 10 −30 [13] .
3.2. Extra z=2. The solution recorded by Stephenson and Wang at z = 2 which returns to a positive value g(1) > 0 (see Figure 1 ), hence assumes a negative value of λ, is also refined [17, 16] . Its table of n and t n , value of 1/λ, and table of n and b n are: 
