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Abstract
Chern characters are an important invariant of vector bundles. Three of the main prop-
erties of Chern characters for vector bundles are: functoriality, additivity over short exact
sequences and multiplicativity over tensor products. The aim of this thesis is to introduce
explicitly computable Chern characters for matrix factorizations, which fulfil variants of
these three properties of Chern characters for vector bundles. We apply variants of the
Chern characters for matrix factorizations also on modules with an eventually periodic free
resolution with periodic part given by a matrix factorization and on periodic complexes
with periodic part not necessarily given by a matrix factorization.
i
Zusammenfassung
Chern Charaktere sind eine wichtige Invariante fu¨r Vektorbu¨ndel. Drei ihrer Haupteigen-
schaften sind: Funktorialita¨t, Additivita¨t u¨ber kurze exakte Sequenzen und Multiplika-
tivita¨t u¨ber Tensorprodukte.
Das Ziel dieser Arbeit ist es, explizit berechenbare Chern Charakter fu¨r Matrixfaktorisierun-
gen einzufu¨hren, die Varianten dieser drei Eigenschaften von Chern Charakteren fu¨r Vek-
torbu¨ndel erfu¨llen. Wir definieren auch Varianten dieser Chern Charaktere fu¨r Matrixfak-
torisierungen fu¨r Moduln mit letztendlich periodischer freier Auflo¨sung, deren periodischer
Teil durch eine Matrixfaktorisierung geben ist und fu¨r periodische Komplexe, deren peri-
odischer Teil nicht notwendigerweise durch eine Matrixfaktorisierung gegeben ist.
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Introduction
Let A be a ring and f ∈ A. A matrix factorization of f over A is a pair of matrices
(ϕ,ψ) ∈Mn×l(A)×Ml×n(A),
such that ϕψ = f idn, ψϕ = f idl. Matrix factorizations have been first introduced by David
Eisenbud in [Eis80] to characterise resolutions over a hypersurface ring B = A/(f) with
A a regular local ring. He showed that the minimal free resolution of any B-module will
become 2-periodic and the periodic part is given by a matrix factorization. The modules,
which have a 2-periodic, minimal free resolution form the start, are precisely the maximal
Cohen-Macaulay modules. A module is said to be maximal Cohen-Macaulay if its depth
equals the Krull dimension of the ring.
This result of Eisenbud was used to show that the ring B = C{X1, . . . , Xn}/(f) has only
finitely many different isomorphism classes of indecomposable maximal Cohen-Macaulay
modules if and only if f has a simple singularity, i.e. from the A-D-E list. Kno¨rrer showed
in [Kno¨87] the backwards implication. Buchweitz, Greuel and Schreyer showed the forward
implication in [BGS87]. One says in this case that the ring B has finite Cohen-Macaulay
representation type. The Cohen-Macaulay representation type is called discrete if there are
countably but not finitely many different isomorphism classes. In [BGS87] the authors also
show, that C{X1, . . . , Xn}/(f) has discrete representation type if and only if f is of type
A∞ or D∞. Furthermore, they give a complete list of all different isomorphism classes in
the case of two variables. In [BD08] Burban and Drozd give a list of all different isomor-
phism classes in the case of three variables for A∞ and D∞ singularities. Before it was only
known that there are countably but not finitely many different ones. There are two fur-
ther Cohen-Macaulay representation types for curve singularities, namely tame and wild,
see [BG16], Section 4 for the definition. In [DG93] Drozd and Greuel determine all tame
curve singularities. There are many more results on the Cohen-Macaulay representation
type for more general rings, e.g. [Aus87].
The relation between matrix factorizations and maximal Cohen-Macaulay modules was
generalized by Buchweitz in [Buc87]. He showed that for a strongly Gorenstein ring S,
the stable category of maximal Cohen-Macaulay S-modules is equivalent to the stable de-
rived category of S. If S is a hypersurface ring as before, then both are equivalent to
the homotopy category of matrix factorizations. Orlov generalized this equivalence to the
homotopy category of matrix factorizations and the stable derived category of a scheme
in [Orl04]. Also matrix factorizations have been used in physics to describe D-branes in
Landau-Ginzburg models for example in [KL03] and [CM16]. Furthermore matrix factor-
izations have applications in mirror symmetry, see for example [BHLW06]. In the light of
these applications matrix factorizations have become a topic worth studying for its own
sake.
To classify matrix factorizations, one is interested in invariants to tell things apart. One
1
such invariant for matrix factorizations is the so called Chern character. Chern characters
were first defined for vector bundles over C, for example in [MS74] and [Wei13]. One appli-
cation for Chern characters for vector bundles is the Hirzebruch-Riemann-Roch theorem.
For a Riemann surface S and a line bundle O(D) to a divisor D this theorem states:
dim(H0(O(D)))− dim(H1(O(D))) = ch1(O(D)) + 1
2
ch1(TS).
Vector bundles over manifolds have many things in common with finitely generated pro-
jective modules, as the first chapter of [Wei13] outlines. An incarnation of this fact is the
Serre-Swan theorem, which states that there is an equivalence between the category of
continuous vector bundles over a compact complex manifold X and the category of finitely
generated projective modules over the ring of continuous functions from X to C. This
equivalence is given by taking the global sections of the vector bundle. Therefore, an ana-
logue theory of Chern characters for finitely generated projective modules was developed,
see for example [Lod98], chapter 8. Three of the main properties of both Chern characters
are:
• Functoriality,
• Additivity over short exact sequences,
• Multiplicativity over tensor products.
In [Shk09] Shklyarov introduces a construction of a Chern character for differential graded
categories. These Chern characters live in the Hochschild homology of the differential
graded category. Hochschild homology was first defined for a (not necessarily commutative)
associative algebra A over a commutative ring k. A good source for Hochschild homology
of an algebra and many related topics is [Lod98]. Hochschild homology can be thought of
as a non commutative generalization of Ka¨hler differentials, because if A is commutative
and the rational numbers are a subring of k, then the n-th exterior power ΩnA/k of the
Ka¨hler differentials is a direct summand of the n-th Hochschild homology HHn(A, k) of
A over k. Furthermore, we show in Section 2.3, that ΩnA/k agrees with HHn(A, k) if A
is the polynomial ring over a field k. More generally this holds for any smooth algebras
A over a field k (see [Lod98], Theorem 3.4.4). The definition of Hochschild homology
of a differential graded category is a generalization of the one for algebras, see [Shk09]
2.3 for a definition. The category of matrix factorizations is differential and Z/2Z-graded
and therefore Shklyarov’s theory can be applied to it. While Shklyarov’s theory is nice
from a theoretical point of view, the Hochschild homology and the Chern characters are
hard to compute explicitly. In [Dyc11], Corollary 6.5 Dyckerhoff computed the Hochschild
homology of the category of matrix factorizations for the ring A = C[X1, . . . , Xn] and f ∈ A
with isolated critical locus. In [PV12] Polishchuk and Vaintrob showed that the result from
Dyckerhoff also holds for A = C[[X1, . . . , Xn]] and found explicit formulas for the Chern
characters for this A and f with isolated singular locus. Furthermore, they showed a
relation between the Herbrand difference of two maximal Cohen-Macaulay modules and
the Chern characters of the corresponding matrix factorizations. This was conjectured 30
years earlier by Buchweitz and van Straten. The Herbrand difference of two modules can
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be computed via the nondegenerate residue pairing
ΩnA/C/(df ∧ Ωn−1A/C)× ΩnA/C/(df ∧ Ωn−1A/C)→ C,
(gdx1 . . . dxn, hdx1 . . . dxn) 7→ ResA/C
(
ghdx1 . . . dxn
∂1f . . . ∂nf
)
and plugging in the Chern characters (cf. Section 6.3). This assumes that the number of
variables is even. For an odd number of variables the Herbrand difference is identecally
zero. This relation between the Herbrand difference and the Chern characters fits into a
more general framework, which Shklyarov calls abstract Hirzebruch-Riemann-Roch theo-
rem, see [Shk09], Section 1.2.
Other people have tried to find simpler approaches to Chern characters of matrix factor-
izations, see for example the dissertation of Xuan Yu [Yu13]. In most cases the n-th Chern
character of a matrix factorization (ϕ,ψ) of f over A is given by a Q-multiple of
Tr((dϕdψ)n) ∈ Ω2nA/C/(df ∧ Ω2n−1A/C ),
after applying the right isomorphisms. The approaches to get this trace are very different.
The aim of this thesis is to construct easily computable Chern characters for matrix factor-
izations, which fulfil variants of the three properties listed for Chern characters for vector
bundles. Our Chern characters are lifts up to a sign of the ones computed in [PV12] in
the cases of the power series ring. In particular we show that the before mentioned trace
Tr((dϕdψ)n) already as element of Ω2nA/C/(df ∧d(Ω2n−1A/C )) depends only on the isomorphism
class of (ϕ,ψ). This was predicted by Buchweitz and van Straten in [BvS12], but to our
knowledge not proved yet. We also find formulas for Chern characters which are not only
invariant under isomorphism but even under homotopy equivalences. This construction
works also (to some extent) for periodic complexes. Finally we show that the Chern char-
acters for matrix factorization induce Chern characters for modules which have a eventually
periodic resolution with periodic part given by a matrix factorization.
In Chapter 1 we review the definition of Hochschild, Connes and cyclic homology of an
algebra as well as some of their properties. These will be the spaces where some of our
invariants will live in. For this we follow parts of [Lod98].
In Chapter 2 we compute some examples of Hochschild homology and cyclic homology
following the unpublished paper [BvS].
In Chapter 3 introduce the notion of a Chern theory and revise the construction of Chern
characters for finitely generated projective modules. In particular we show the additiv-
ity over short exact sequences and multiplicativity over tensor products. Most of this is
covered in [Lod98], chapter 8. Then we compare the Chern theories for finitely generated
projective modules and vector bundles.
In Chapter 4 we introduce the (homotopy) category of matrix factorizations and some
related concepts. Furthermore, we will discuss the structure of the homotopy category
of matrix factorizations as triangulated pseudo tensor category. Our main source in this
chapter is [Eis80].
In Chapter 5 we introduce our definition of Chern characters for the (homotopy) category
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of matrix factorizations. To the best of our knowledge this approach has not been used
before. Then we prove functoriality, additivity over distinguished triangles and analyse the
behaviour under tensor products.
In Chapter 6 we look at the definition of the Chern characters used in [PV12], show that
our Chern characters are lifts of those and talk about the relation between Chern characters
and the Herbrand difference.
In Chapter 7 we prove two vanishing results for our Chern characters for matrix factor-
izations. The first one has to do with the determinant of the matrices, the second one with
the singularities of f .
In Chapter 8 we show that our Chern characters for matrix factorizations induce Chern
characters for modules which have an eventually periodic resolution and the periodic part
is given by a matrix factorization.
In Chapter 9 we generalize our Chern characters from matrix factorizations to periodic
complexes of arbitrary period length. While this works in general, this theory has still
strong limitations.
4
1 Hochschild, Connes and cyclic homology
In this chapter we introduce the notion of Hochschild, Connes and Cyclic homology and
mention some of their properties. We will follow the book of [Lod98], and refer the reader
to this book for the proofs and further information about these homology theories.
In this chapter k will always be a commutative ring, A will be an associative, unital (not
necessarily commutative) k-algebra, M will be an A-bimodule and ⊗ will always mean
⊗k.
1.1 Hochschild homology
1.1 Definition We define Cn(A,M, k) := M ⊗k A⊗kn := M ⊗k A ⊗k A ⊗k . . . ⊗k A. We
write (a0, a1, . . . , an) for the element a0 ⊗ a1 ⊗ . . .⊗ an ∈ Cn(A,M, k), where a0 ∈ M and
ai ∈ A for i ≥ 1. Furthermore, we define for each n ≥ 0:
b : Cn+1(A,M, k)→ Cn(A,M, k), b =
n+1∑
i=0
(−1)idi, where
d0(a0, a1, a2 . . . , an+1) := (a0a1, a2, . . . , an+1),
di(a0, . . . , an+1) := (a0, . . . , ai−1, aiai+1, ai+2, . . . , an+1), 1 ≤ i ≤ n,
dn+1(a0, . . . , an+1) := (an+1a0, . . . , an).
The map b is called the Hochschild boundary. This gives a complex, the so called Hochschild
complex :
C•(A,M, k) := . . .
b→M ⊗A⊗A b→M ⊗A b→M → 0 . . . .
Finally, letHn(A,M, k) be the n-th homology of C•(A,M, k). It is called the n-th Hochschild
homology of A over k with coefficients in M . If it is clear from the context over which ring
k we work, we omit it from the notation. We write HHn(A) for Hn(A,A).
1.2 Lemma Hn(A,M) is a module over the center of A, with respect to the action
a · (m, a1, . . . , an) := (am, a1, . . . , an), a ∈ Z(A).
In particular, if A is commutative, Hn(A,M) is an A-module.
1.3 Definition Assume A is commutative.
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1. We define an A-linear, surjective map
pin : Hn(A,M)→M ⊗A ΩnA/k, (a0, . . . , an) 7→ a0 ⊗A d(a1) . . . d(an).
Here ΩnA/k is the n-th exterior power of the module of Ka¨hler differentials of A over
k and d is the associated universal derivation.
2. We define a left action of Sn (the n-th symmetric group) on Cn(A,M) by
σ(a0, a1, . . . , an) = (a0, aσ−1(1), . . . , aσ−1(n)).
(It depends on the way one is thinking about the composition in Sn for this to be a
right or left action.)
3. We define an A-linear map
εn : M ⊗ ΩnA/k → Hn(A,M), a0d(a1) . . . d(an) 7→
∑
σ∈Sn
sgn(σ)σ(a0, a1, . . . , an).
1.4 Proposition If A is commutative, then:
1. pi1 is an isomorphism.
2. εn is a right-inverse to pin up to the factor n!, i.e. pi ◦ εn = n! id. In particular
M ⊗A ΩnA/k is a direct summand of Hn(A,M), if Q is a subring of k.
1.5 Proposition Set Ae := A ⊗k Aop, where Aop is the opposite algebra of A. If A is flat
as module over k, then we have an isomorphism of Z(A)-modules:
Hn(A,M) ∼= TorAen (A,M).
1.6 Definition We define Dn(A,M) ⊂ Cn(A,M) = M⊗A⊗n to be the k-module generated
by all elements of the form m ⊗ a1 ⊗ . . . ⊗ an with ai = 1 for some i (note that i = 0 is
excluded). (D•(A,M), b) is an acyclic subcomplex of (C•(A,M), b), therefore the homology
of C•(A,M) := (C•(A,M)/D•(A,M), b) is again Hn(A,M). The complex C•(A,M) is
called normalized Hochschild complex and sometimes it is more convenient than C•(A,M).
1.7 Definition If B is a ring or a module, we will write Mr(B), r ∈ N, for the r× r square
matrices with entries in B and we will write Tr for the trace map
Tr: Mr(B)→ B, α 7→
r∑
i=1
αii.
We define for all r the k-linear generalized trace map:
tr : Mr(M)⊗Mr(A)⊗n →M ⊗A⊗n,
(α⊗ β ⊗ . . .⊗ γ) 7→
∑
(αi0i1 ⊗ βi1i2 ⊗ . . .⊗ γini0),
where the sum runs over all possible indices with 1 ≤ i0, . . . , in ≤ r.
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1.8 Lemma We have isomorphisms of k-modules
Mr(A) ∼= Mr(k)⊗A, Mr(M) ∼= Mr(k)⊗M.
For u0, . . . , un ∈Mr(k), a0 ∈M and a1, . . . an ∈ A we have:
tr(u0a0 ⊗ . . .⊗ unan) = Tr(u0 . . . un)a0 ⊗ . . .⊗ an.
1.9 Definition Using Lemma 1.8 one can verify that tr ◦ di = di ◦ tr for all i and thus we
get the following maps on complexes and homologies
tr : C•(Mr(A),Mr(M))→ C•(A,M),
trn : Hn(Mr(A),Mr(M))→ Hn(A,M).
1.10 Proposition (Morita invariance) The map trn is an isomorphism with inverse incn,
where
inc : C•(A,M)→ C•(Mr(A),Mr(M))
is defined by writing the elements of A respectively M in the upper left corner and zeros
elsewhere.
The next statement is not in the book of Loday and therefore we will give a proof.
1.11 Proposition If A is commutative, the composition
Hn(Mr(A),Mr(M))
trn→ Hn(A,M) pin→M ⊗A ΩnA/k
is given by the formula
pin ◦ trn(α0 ⊗ . . .⊗ αn) = Tr(α0 ⊗A dα1 . . . dαn).
Here the universal differential d is applied componentwise. If in addition M = A, then
M⊗AΩnA/k is isomorphic to ΩnA/k and Tr(α0⊗Adα1 . . . dαn) is mapped to Tr(α0dα1 . . . dαn)
under this isomorphism.
Proof. We use Lemma 1.8 and verify this on elements of the form u0a0⊗ . . .⊗unan, where
u0, . . . , un ∈Mr(k), a0 ∈M and a1, . . . an ∈ A:
pin ◦ tr(u0a0 ⊗ . . .⊗ unan) = pin(Tr(u0 . . . un)a0 ⊗ . . .⊗ an)
= Tr(u0 . . . un)a0 ⊗A da1 . . . dan = Tr(u0a0 ⊗A u1da1 . . . undan)
= Tr(u0a0 ⊗A d(u1a1) . . . d(unan)).
1.12 Definition (Functoriality) Let A,B be two associative, unital k-algebras, A
f→ B a
homomorphism of k-algebras (which need not respect the unit). Then the maps
Cn(f) : A
⊗n+1 → B⊗n+1, (a0, . . . an) 7→ (f(a0), . . . , f(an))
commute with the Hochschild boundary b and therefore give chain maps and maps on
Hochschild homology
C•(f) : C•(A,A)→ C•(B,B),
Hn(f) : Hn(A,A)→ Hn(B,B).
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1.13 Example If g ∈ A is an invertible element, then the map
A→ A, a 7→ gag−1.
is a map of unital k-algebras, we call this map again g.
1.14 Proposition The map
Hn(g) : Hn(A,A)→ Hn(A,A), (a0, . . . , an) 7→ (ga0g−1, . . . gang−1)
is the identity on Hn(A,A).
1.15 Definition 1. For all n ∈ N0 we define the following map
Bn : Cn(A,A) = A
⊗n+1 → Cn+1(A,A) = A⊗n+2,
(a0, . . . an) 7→
n∑
i=0
(−1)ni ((1, ai, . . . , an, a0, . . . , ai−1)− (ai, 1, ai+1, . . . , an, a0, . . . , ai−1)) .
2. As Bnb+ bBn+1 = 0, we get induced maps on Hochschild homology, which we denote
with Bn again. In Hochschild homology one can work in the normalized setting
(Definition 1.6) and use the simpler map
Bn : Cn(A,A) = A⊗ (A/k)⊗n → Cn+1(A,A) = A⊗ (A/k)⊗n+1,
(a0, . . . an) 7→
n∑
i=0
(−1)ni(1, ai, . . . , an, a0, . . . , ai−1).
1.16 Lemma If A is commutative, one has the following commutative diagram
ΩnA/k
d

εn // HHn(A)
Bn=Bn

pin // ΩnA/k
(n+1)d

Ωn+1A/k
εn+1 // HHn+1(A)
pin+1 // Ωn+1A/k
in this sense Bn lifts the exterior derivative to the level of Hochschild homology.
1.17 Definition Let p, q ∈ N0, n = p+ q and Sn the n-th symmetric group.
1. A permutation σ ∈ Sn is called a p, q-shuﬄe, if σ(1) < σ(2) < . . . < σ(p) and
σ(p+ 1) < . . . < σ(p+ q).
2. We denote with Sp,q ⊂ Sn the set of all p, q-shuﬄes.
For the rest of this section A′ is another associative, unital k-algebra.
1.18 Definition We define the p, q-shuﬄe product map shpq by
Cp(A,A)⊗ Cq(A′, A′)→ Cp+q(A⊗A′, A⊗A′),
(a0, . . . , ap)⊗ (a′0, . . . , a′q) 7→
∑
σ∈Sp,q
sgn(σ)σ(a0 ⊗ a′0, a1 ⊗ 1A′ , . . . , ap ⊗ 1A′ , 1A ⊗ a′1, . . . , 1A ⊗ a′q).
We also write (a0, . . . , ap)× (a′0, . . . a′q) instead of shp,q((a0, . . . , ap)⊗ (a′0, . . . a′q)).
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1.19 Lemma For x ∈ Cp(A,A) and y ∈ Cq(A′, A′) we have
b(shp,q(x⊗ y)) = shp−1,q(b(x)⊗ y) + (−1)p shp,q−1(x⊗ b(y)).
1.20 Definition We define
shn =
⊕
p+q=n
shp,q : (C•(A,A)⊗ C•(A′, A′))n → Cn(A⊗A′).
By Lemma 1.19 this gives a map of complexes sh, which we call the shuﬄe product map.
1.21 Proposition If A′ and HHn(A′) are flat over k for all n, then the map
sh∗ :
⊕
p+q=n
HHp(A)⊗HHq(A′)→ HHn(A⊗A′)
induced by sh is an isomorphism for all n.
1.22 Definition For A = A′ and A commutative we can compose the maps shp,q, with the
map
Cn(A⊗A,A⊗A)→ Cn(A,A)
induced by the multiplication map (of k-algebras) A⊗A→ A
Cp(A,A)⊗ Cq(A,A)→ Cn(A⊗A,A⊗A)→ Cn(A,A).
By 1.19 this composition induces a map on Hochschild homology, which we call shp,q again
HHp(A)⊗HHq(A)→ HHp+q(A),
(a0, . . . , ap)⊗ (a′0, . . . a′q) 7→
∑
σ∈Sp,q
sgn(σ)σ(a0a
′
0, a1, . . . , ap, a
′
1, . . . , a
′
q).
This gives HH∗(A) the structure of a graded commutative algebra.
1.23 Lemma If A is commutative (and p!, q! are invertible in k), the following diagram
commutes
ΩpA/k × ΩqA/k
∧

εp×εq// HHp(A)×HHq(A)
shp,q

pip×piq // ΩpA/k × ΩqA/k
n!
p!q!
∧

Ωp+qA/k
εp+q // HHp+q(A)
pip+q // Ωp+qA/k
1.2 Connes homology
1.24 Definition The k-linear map
t = tn : A
⊗n+1 → A⊗n+1,
(a0, . . . , an) 7→ (−1)n(an, a0, . . . , an−1)
is called the cyclic operator.
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1.25 Lemma We have (1− t)b′ = b(1− t), where b′ = ∑n−1i=0 (−1)idi = b− (−1)ndn with di
and b the Hochschild differential as in Definition 1.1.
1.26 Definition Because of Lemma 1.25, the Hochschild differential induces a well defined
map b : A⊗n+1/(1− t)→ A⊗n/(1− t). Therefore, we get a complex
Cλ• (A, k) := . . .
b→ A⊗3/(1− t) b→ A⊗2/(1− t) b→ A→ 0.
This complex is called Connes complex and its n-th homology group is denoted with
Hλn(A, k). We will omit k from the notation if it is clear from the context.
1.27 Definition We define Dλn(A) ⊂ Cλn(A) = A⊗n+1/(1 − t) to be the subcomplex gen-
erated as k-module by the elements (a0, . . . , an) with ai = 1 for some i ≥ 0. This gives
a subcomplex of Cλ• (A) and hence we get a new complex by dividing out Dλ• (A). We de-
note the n-th homology of this new complex with H
λ
n(A). This homology is called reduced
Connes homology.
1.28 Definition If A is commutative we get well defined k-linear maps
pin : H
λ
n(A)→ ΩnA/k/d(Ωn−1A/k ), (a0, . . . , an) 7→ a0d(a1) . . . d(an).
And as Dλn(A) ⊂ ker(pi) this induces a map
pin : H
λ
n(A)→ ΩnA/k/d(Ωn−1A/k ), (a0, . . . , an) 7→ a0d(a1) . . . d(an).
Let us remark, that those maps are not well defined, if we do not divide out d(Ωn−1A/k ) in
the right hand side.
1.29 Lemma We have tr ◦ t = t ◦ tr as maps from Mr(A)⊗n → A⊗n.
1.30 Definition Lemma 1.29 shows that the generalized trace map gives a map of complexes
Cλ• (Mr(A))→ Cλ• (A), so we get well-defined maps
trn : H
λ
n(Mr(A))→ Hλn(A), (α⊗ β ⊗ . . .⊗ γ) 7→
∑
(αi0i1 ⊗ βi1i2 ⊗ . . .⊗ γini0).
We have tr : Dλn(Mr(A))→ Dλn(A) and hence we also get a map (see Definition 1.27)
trn : H
λ
n(Mr(A))→ Hλn(A), (α⊗ β ⊗ . . .⊗ γ) 7→
∑
(αi0i1 ⊗ βi1i2 ⊗ . . .⊗ γini0).
1.31 Proposition (Morita invariance) For Q ⊂ k the map trn : Hλn(Mr(A))→ Hλn(A) is an
isomorphism. If in addition k is a direct summand of A as k-module, then the same is true
for reduced Connes homology.
1.32 Proposition If A is commutative, then the composition
pin ◦ trn : Hλn(Mr(A))→ ΩnA/k/d(Ωn−1A/k )
maps (α0, . . . , αn) to Tr(α0dα1 . . . dαn) (cf. Proposition 1.11). The same is true for reduced
Connes homology.
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1.33 Definition (Functoriality) Let A,B be two associative, unital k-algebras, A
f→ B a
homomorphism of k-algebras (which does not need to respect the unit). Then we have
maps
Cn(f) : A
⊗n+1 → B⊗n+1, (a0, . . . an) 7→ (f(a0), . . . , f(an)).
These maps commute with b and t and therefore give a map of complexes and maps on
Connes homology
Cλ• (f) : C
λ
• (A)→ Cλ• (B),
Cλn(f) : H
λ
n(A)→ Hλn(B).
1.34 Proposition If Q ⊂ k and g ∈ A is invertible, then the maps
A⊗n+1 → A⊗n+1, a0 ⊗ . . .⊗ an 7→ ga0g−1 ⊗ . . .⊗ gang−1
give a chain map from Cλn(A) to itself. The induced map on the homology H
λ
n(A) is the
identity for all n ≥ 0.
1.3 Cyclic homology
1.35 Definition Let N be the map 1 + t+ . . .+ tn : A⊗n+1 → A⊗n+1, where t is the cyclic
operator from Definition 1.24.
1.36 Lemma One can verify the following equations
(1− t)N = N(1− t) = 0, b2 = 0, (b′)2 = 0,
(1− t)b′ = b(1− t), Nb = b′N.
Here b is the Hochschild boundary and b′ =
∑n−1
i=0 (−1)idi = b− (−1)ndn as in Lemma 1.25
(some of this equations were already mentioned).
1.37 Definition Lemma 1.36 is precisely saying, that we get the following bicomplex
...
b

...
−b′

...
b

...
−b′

A⊗3
b

A⊗31−too
−b′

A⊗3Noo
b

A⊗31−too
−b′

. . .
Noo
A⊗2
b

A⊗21−too
−b′

A⊗2Noo
b

A⊗21−too
−b′

. . .
Noo
A A
1−too ANoo A1−too . . .Noo
This bicomplex is called the cyclic bicomplex and we will denote it by CC••(A). The
leftmost A is supposed to be in bidegree (0, 0), so CCpq(A) = Cp(A) = A
⊗p+1. Furthermore,
we define the n-th cyclic homology group HCn(A) of A over k to be
HCn(A) = Hn(Tot(CC(A))),
where on the right hand side we mean the n-th homology of the total complex.
11
1.38 Definition There is a natural surjection p from Tot(CC(A)) to Cλ• (A), which is given
by the quotient map A⊗• → A⊗•/(1− t) on the first column of CC(A) and 0 on the other
columns.
1.39 Proposition Suppose Q ⊂ k. Then the induced maps pn : HCn(A) → Hλn(A) are
isomorphisms for all n.
1.40 Lemma The generalized trace map tr : Mr(A)⊗n → A⊗n gives a map of bicomplexes
CC(Mr(A))→ CC(A).
1.41 Proposition (Morita invariance) The maps on homology induced by tr
trn : Hn(Mr(A),Mr(M))→ Hn(A,M)
are isomorphisms with inverse incn for all n, where
inc : CC(A)→ CC(Mr(A))
is defined by writing the element of A in the upper left corner and zeros elsewhere.
1.42 Definition (Functoriality) Let A,B be two associative, unital k-algebras, A
f→ B a
homomorphism of k-algebras (which does not need to respect the unit). Then we had
maps
Cn(f) : A
⊗n+1 → B⊗n+1, (a0, . . . an) 7→ (f(a0), . . . , f(an)).
These maps commute with b, b′ and t and therefore give a map of bicomplexes and maps
on cyclic homology
CC(f) : CC(A)→ CC(B),
HCn(f) : HCn(A)→ HCn(B).
1.43 Proposition If g : A → A is the map, which conjugates with an invertible element
g ∈ A, then
Hn(g) : HCn(A,A)→ HCn(A,A)
is the identity on HCn(A,A).
Furthermore, any map f : A→ B induces an isomorphism on Hochschild homology if and
only if it induces an isomorphism on cyclic homology.
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2 Examples of Hochschild- and cyclic
homology groups
In this chapter k will always be a commutative ring, A will be an associative, unital,
commutative k-algebra.
2.1 Universal finite differential module
In this section we introduce the universal finite differential module. We need this mod-
ule, because Ka¨hler differentials for the rings C{X1, . . . , Xn} or C[[X1, . . . , Xn]] are rather
unpleasant, e.g. not finitely generated as modules, while the universal finite differentials
are.
Recall, that the module of Ka¨hler differentials of A over k is defined to be an A-module
ΩA/k with a k-linear derivation d : A→ ΩA/k with the following universal property:
For any A-module M and any k-linear derivation D : A → M , there is a unique A-linear
map making the following diagram commute
A
D //
d

M
ΩA/k
∃!
<<
2.1 Definition The universal finite differential module of A over k is a finitely generated
A-module ΩfinA/k with a k-linear derivation d : A → ΩfinA/k, which has the same universal
property as the module of Ka¨hler differentials of A over k, but we require the universal
property only to hold for finitely generated A-modules M . For exterior powers we will
write Ωifin instead of (Ω
fin
A/k)
i, if A and k are understood.
Unlike ΩA/k, Ω
fin
A/k does not always exist. However, it does exist in the two cases we are
interested in: If k = C and A = C{X1, . . . , Xn} or C[[X1, . . . , Xn]], then
ΩfinA/k =
n⊕
i=1
A · dXi.
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For the rings A = C[X1, . . . , Xn] or C[X1, . . . , Xn](X1,...,Xn) we have changed nothing, i.e.
ΩA/k = Ω
fin
A/k =
n⊕
i=1
A · dXi.
2.2 Definition From the universal property of the Ka¨hler differentials with M = ΩfinA/k and
D the derivation from the definition of ΩfinA/k we get a unique map, which commutes with
d:
A
d //
d

ΩfinA/k
ΩA/k.
∃!
<<
2.2 The relative de Rham complex
In this section we introduce the relative de Rham complex and some related concepts. We
will need this complex to compute examples for cyclic homology. Furthermore, it will be
used in the second vanishing result of Chapter 7.
In this section we assume k = C, A = C[X1, . . . , Xn], C{X1, . . . , Xn}, C[[X1, . . . , Xn]] or
C[X1, . . . , Xn](X1,...,Xn) and f ∈ A is a polynomial. We write fi for ∂if . The last three
cases for A are local and we will denote the maximal ideal with m. Sometimes we write
complex instead of cochain complex. Ωi will mean ΩiA/k and Ω
i
fin will mean (Ω
fin
A/k)
i.
2.3 Definition 1. We define Jf = (f1, . . . , fn) and call it the Milnor ideal of f . We
define Tf = (f, f1, . . . , fn) and call it the Tjurina ideal of f .
2. We say f has isolated critical locus, if the Krull-dimension of A/Jf is zero. We say
f has isolated singular locus, if the Krull-dimension of A/Tf is zero. Note, that the
Krull dimension is zero if and only if the C-vector space dimension is finite.
3. A/Jf respectively A/Tf are called the Milnor- respectively Tjurina-algebra of f .
4. If f has isolated critical locus, we define µf = dimC(A/Jf ) and call it the Milnor
number of f . If f has isolated singular locus, we define τf = dimC(A/Tf ) and call it
the Tjurina number of f .
If f is quasi-homogeneous with total weight w and weight wi for Xi, then
wf =
n∑
i=1
wiXifi.
Therefore f ∈ Jf , Jf = Tf and we do not need to distinguish between the Tjurina and the
Milnor ideal.
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The following lemma is often helpful, if A is one of the three local rings.
2.4 Lemma For an ideal I ( A the following are equivalent:
1. dimC(A/I) <∞,
2. mk ⊂ I for some k,
3. m =
√
I,
4. For all i there is a ki with X
ki
i ∈ I.
2.5 Lemma If I ⊂ C[X1, . . . , Xn](X1,...,Xn) is an ideal, then the following are equivalent:
1. dimC(C[X1, . . . , Xn](X1,...,Xn)/I) <∞,
2. dimC(C{X1, . . . , Xn}/I.C{X1, . . . , Xn}) <∞,
3. dimC(C[[X1, . . . , Xn]]/I.C[[X1, . . . , Xn]]) <∞.
Proof. The implications from 1. to 2. to 3. follow from the fourth condition in Lemma 2.4.
The implication 3. to 1. follows, because condition three from Lemma 2.4 is the same as
the exactness of the sequence 0→ A/√I → A/m→ 0 and C[[X1, . . . , Xn]] is faithfully flat
over C[X1, . . . , Xn](X1,...,Xn).
The next proposition is a non trivial consequence of the theory of complex spaces.
2.6 Proposition ( [GLS07], Lemma 2.3) If A = C{X1, . . . , Xn}, then f has isolated critical
locus if and only if it has isolated singular locus.
Because of Lemma 2.5 the previous proposition also holds for A = C[[X1, . . . , Xn]] or
C[X1, . . . , Xn](X1,...,Xn). For A = C[X1, . . . , Xn] this is wrong. As a counter example
consider f(X,Y ) = 32X
2 − Y 2 + (X3 − 2XY 2 −X2Y 2).
2.7 Definition We get the following three complexes of A-modules:
C•dR : 0→ A d−→ Ω1fin d−→ . . . d−→ Ωnfin → 0,
C•df : 0→ A
df∧−→ Ω1fin
df∧−→ . . . df∧−→ Ωnfin → 0,
C•f : 0→ A d−→ Ω1f d−→ . . . d−→ Ωnf → 0,
where Ωif = Ω
i
fin/df ∧ Ωi−1fin . We denote the i-th cohomology of this complexes with H idR,
H idf and H
i
f respectively. The last complex is called relative de Rham complex.
2.8 Definition Let r1, . . . , ri be elements of a ring R and ej ∈ Ri the element with a 1 as
j-th entry and zeros elsewhere.
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1. The Koszul complex C•(r1, . . . , ri) is given by
Cm = Cm(r1, . . . , rn) =
m∧
Ri with differential
∂m : Cm → Cm−1, ei1 ∧ . . . ∧ eim 7→
m∑
j=1
(−1)j+1rjei1 ∧ . . . ∧ êij ∧ . . . ∧ eim .
We denote the m-th homology of this complex with Hm(r1, . . . , ri).
2. The Koszul cochain complex C•(r1, . . . , ri) is given by
Cm = Cm(r1, . . . , rn) =
m∧
Ri with differential
∂m : Cm → Cm+1, ei1 ∧ . . . ∧ eim 7→ r ∧ ei1 ∧ . . . ∧ eim with r = (r1, . . . , ri) ∈ Ri.
This differential is also called exterior multiplication with r. We denote the m-th
cohomology of this cochain complex with Hm(r1, . . . , ri).
The Koszul chain complex and complex are dual to each other, in the sense, that C•(r1, . . . , rn)
is isomorphic to homR(C•(r1, . . . , rn), R) as cochains complex and the other way around (as
complexes). For more details on the Koszul complex we refer to Section 1.6 of [BH93].
2.9 Proposition ( [BH93], Theorem 1.6.10 and Proposition 1.6.16) Let r1, . . . , ri be elements
of a ring R.
1. If the ideal (r1, . . . , ri) contains a weak R-sequence of length m, then
Hi+1−j(r1, . . . , ri) = 0 for 1 ≤ j ≤ m.
2. If the ideal (r1, . . . , ri) contains a weak R-sequence of length m, then
Hj−1(r1, . . . , ri) = 0 for 1 ≤ j ≤ m.
3. Hj(r1, . . . , ri) ∼= H i−j(r1, . . . , ri) for 0 ≤ j ≤ i.
Because df =
∑n
i=1 fidXi the complex Cdf is precisely the Koszul cochain complex for the
elements f1, . . . , fn. Therefore, Proposition 2.9 implies the following lemma:
2.10 Lemma If Jf contains a weak A-sequence of length i, then H
j
df = 0 for 1 ≤ j < i.
We denote with Kdim the Krull dimension. If Kdim(A/Jf ) ≤ i, then Jf contains a weak
A-sequence of length n− i. For A local this follows from the formula
grade Jf ≥ depthA−Kdim(A/Jf ) = n− i.
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This statement is Exercise 1.2.23 from [BH93] and grade Jf is by definition the maximal
length of an A-sequence in Jf ( [BH93], Definition 1.2.6). If A is the polynomial ring, this
is also true, one can see this as follows:
By 1.2.10 from [BH93] there is a prime ideal p ⊃ Jf with grade Jf = depthAp. Now pick
a maximal ideal n ⊃ p. Then by 1.2.23 from [BH93] we have
grade p.An ≥ depthAn −Kdim(An/p.An) ≥ n− i.
Since the localization of an An-sequence is an Ap-sequence ( [BH93], Corollary 1.1.3) we
get
grade Jf = depthAp = grade p.Ap ≥ grade p.An ≥ n− i.
For the rest of this section we want to show the vanishing for some of the cohomology
groups H if under assumptions on f .
2.11 Definition We denote with C〈t, ∂t〉 the polynomial ring in two not commuting vari-
ables and define D = C〈t, ∂t〉/(t∂t − ∂tt− 1).
Notice, that ω ∈ Ωi defines a class in H if if and only if dω = df ∧η for some η ∈ Ωi. Because
d(fω) = df ∧ ω + fdω = df ∧ (ω + fη), we see that H if has the structure of a C[t]-module,
where the multiplication with t is the multiplication with f . Depending on A this even
gives the structure of a C[t](t), C{t}, or C[[t]]-module. We want to show next, that under
some assumptions on f , H if has the structure of a D-module.
2.12 Definition For each 0 ≤ i ≤ n− 1 with H idf = 0 we define a C-linear map
∂t = ∂
(i)
t : H
i
f → Ωi/(df ∧ Ωi−1 + d(Ωi−1)),
which maps (the class of) ω ∈ Ωi to (the class of) η ∈ Ωi if and only if dω = df ∧ η.
For all four possible choices for A we have HjdR = 0 for j > 0, which is important for the
next lemma. In particular d : Ωn−1 → Ωn is surjective and hence Hnf = 0.
2.13 Lemma 1. If H i+1df = 0, then ∂t maps to H
i
f ⊂ Ωi/(df ∧ Ωi−1 + d(Ωi−1)).
2. If H idR = H
i
dR(A/C) = 0, then ∂t is injective.
3. If H i+1dR = 0, then H
i
f is contained in the image of ∂t.
Proof. 1. If ∂tω = η, then dω = df ∧η. By applying d we get 0 = −df ∧dη. If H i+1df = 0,
it follows dη = df ∧ η′, which precisely says η ∈ H if .
2. If ∂tω = 0, then dω = df ∧η for some η ∈ df ∧Ωi−1 +d(Ωi−1). Write η = df ∧η′+dη′′.
We get dω = df ∧ dη′′, hence d(ω + df ∧ η′′) = 0. With our assumption H idR = 0, we
get ω = df ∧ η′′ + dη′′′, which exactly says, that the class of ω is zero in H if .
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3. Let η ∈ H if be arbitrary. Then d(df ∧ η) = −(df ∧ df ∧ η′) = 0. Because H i+1dR = 0,
this implies df ∧ η = dω, which says ω ∈ H if and ∂tω = η.
2.14 Lemma If H idf = 0 and H
i+1
df = 0, then the multiplication with f and the map ∂t give
H if the structure of a D-module, i.e. ∂t(fω)− f∂tω = ω for each ω ∈ H if .
Proof. Since ω ∈ H if we have dω = df ∧ η for some η ∈ Ωi. This implies ∂tω = η. Now
compute d(fω) = df ∧ ω + fdω = df ∧ (ω + fη), hence ∂t(fω) = ω + fη.
2.15 Proposition If f is quasi homogeneous, H idf = 0, H
i+1
df = 0 and i ≥ 1, then H if = 0.
Proof. We know that ∂t : H
i
f → H if is bijective, because H idf = 0, H i+1df = 0, H idR = 0 and
H i+1dR = 0. Now since f is quasi homogeneous, there are weights wi ∈ Q+, such that every
occurring monomial of f has degree w = 1 for deg(Xi) = wi. Then we get a grading on Ω
i by
setting deg(Xi) = deg(dXi) = wi. Because deg(df) = deg(f) = 1, the subspaces df ∧ Ωi−1
and d(Ωi−1) are generated as C-vector spaces by homogeneous elements. Therefore, we get
a (non negative) grading on H if . Now pick 0 6= ω ∈ H if homogeneous of minimal degree.
Then dω = df ∧ η for some η and hence η = ∂t(ω) ∈ H if . Because dω has either same
degree as ω or dω = 0, we see that η has either degree deg(ω)− 1 or η = 0. This implies,
that ∂t can not be injective, unless H
i
f = 0.
2.16 Corollary If f is quasi homogeneous and Kdim(A/Tf ) ≤ i, then Hjf = 0 for
1 ≤ j < n− i− 1.
Proof. Because f is quasi homogeneous, we have A/Tf = A/Jf and we have seen, that
Hjdf = 0 for 1 ≤ j < n− i under the assumption Kdim(A/Jf ) ≤ i.
The assumption of f being quasi homogeneous is not needed, if Kdim(A/Tf ) = 0 and A is
the ring of (convergent) power series. The following proposition was proven by Brieskorn
in [Bri70], Proposition 1.7. Brieskorn showed it only for the C{t} torsion free part of Hnf
and later Sebastiani ( [Seb70], Corollaire 1) showed, that Hnf is torsion free.
2.17 Proposition ( [Bri70], Proposition 1.7) If A = C{X1, . . . , Xn} and dimCA/Tf < ∞.
Then
1. If n ≥ 2, then H0f = C{f}.
2. H if = 0 for i 6= 0, n− 1.
3. H if is a free C{t}-module of rank µf .
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Then in Proposition 3.2 of [Bri70] the author shows, that Proposition 2.17 also holds for
the ring C[[X1, . . . , Xn]]. He proves, that the homology for the completion C[[X1, . . . , Xn]] of
C{X1, . . . , Xn} at the maximal ideal (X1, . . . , Xn) is the completion of the homology over
C{X1, . . . , Xn} as C{t}-module at the maximal ideal (t).
2.3 Examples for Hochschild homology
In this section k is a field, A = k[X1, . . . , Xn], f ∈ A\k, K = k[t], B = A/(f) and we see
A as a K-module via t · a = fa. We write fi for ∂if = ∂Xif and Ωi for ΩiA/k
We want to compute the following three Hochschild homology groups:
Hm(A,A, k), Hm(A,A,K) and Hm(B,B, k) for all m.
Clearly A and B are flat over k, because k is a field. Also A is flat over K, because A is
torsion free and torsion free modules over a principal ideal domain are flat. Therefore, by
Proposition 1.5 we have
Hm(A,A, k) ∼= TorAem (A,A) with Ae = A⊗k Aop = A⊗k A
and similarly for our other two cases. Hence to compute Hm(A,A, k), we are interested in
a free resolution of A as Ae-module. We will get this resolutions from a Koszul complex.
By Proposition 2.9 the Koszul complex corresponding to a regular sequence r1, . . . , ri is a
free resolution of H0(r1, . . . , ri) = R/(r1, . . . , ri). We can use this in our specific cases as
follows:
Ae = A ⊗k A ∼= k[Y1, . . . , Yn, Z1, . . . , Zn], where Yi = Xi ⊗ 1 and Zi = 1 ⊗Xi. There is a
surjective map
Θ: Ae ∼= k[Y1, . . . , Yn, Z1, . . . , Zn]→ A = k[X1, . . . , Xn], Yi 7→ Xi, Zi 7→ Xi.
The kernel is the ideal generated by the regular sequence Y1 − Z1, . . . , Yn − Zn ∈ Ae. In
conclusion C•(Y1 − Z1, . . . , Yn − Zn) is a free resolution of Ae/(Y1 − Z1, . . . , Yn − Zn) ∼= A
as Ae-module. Now to compute Hm(A,A, k) ∼= TorAem (A,A) we have to tensor over Ae
with A. Note that Ae ⊗Ae A ∼= A and the isomorphism is mapping both Yi, Zi ∈ Ae to
Xi. Therefore, after tensoring we have the complex with
∧mAn in degree m and zero
differential, because the Koszul differential is given by multiplication with Yi − Zi, which
becomes Xi −Xi = 0 after tensoring. Putting everything together we proved:
2.18 Proposition Hm(A,A, k) is a free A-module of rank
(
n
m
)
. In particular if A = k, then
H0(k, k, k) ∼= k and Hm(k, k, k) = 0 for m > 0.
Now we continue with the computation of
Hm(A,A,K) ∼= TorUm(A,A) with U = A⊗K Aop = A⊗K A.
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Note that U ∼= Ae/f(X)⊗ 1− 1⊗ f(X) ∼= k[Y, Z]/(F (Y,Z)) with F (Y,Z) = f(Y )− f(Z).
Here we wrote X instead of X1, . . . , Xn and the same for Y , Z. We need now a free
resolution of A as U -module. Because Θ(F (Y,Z)) = F (X,X) = f(X) − f(X) = 0, there
are elements α1, . . . , αn ∈ k[Y,Z] with F (X,Y ) =
∑n
j=1 αj(Yj − Zj). In other words, F is
the image under the first Koszul differential
∂1 :
1∧
(k[Y,Z])n ∼= C1(Y1 − Z1, . . . , Yn − Zn)→ C0(Y1 − Z1, . . . , Yn − Zn) ∼= k[Y,Z]
of α := (α1, . . . , αn) ∈ (k[Y, Z])n ∼=
∧1(k[Y, Z])n.
2.19 Definition Fix α ∈ (Ae)n with ∂1(α) = F and set Ci := Ci(Y1 − Z1, . . . , Yn − Zn).
1. We define σ = σ
(i)
α :
∧i(Ae)n → ∧i+1(Ae)n, e 7→ α ∧ e, the exterior multiplication
with α.
2. We define a bigraded diagram C••
...
∂4

...
∂3

...
∂2

...
∂1

...
C3
∂3

C2
∂2

σ
oo C1
∂1

σ
oo C0σ
oo
C2
∂2

C1
∂1

σ
oo C0σ
oo
C1
∂1

C0σ
oo
C0
where the bottom left C0 is supposed to be in bidegree (0, 0) and we increase the
degree in the opposite directions of the maps ∂, σ. Note the rows and columns are
complexes, but C•• is not a double complex, because the squares do not anticommute.
3. Define the module Codd =
⊕∞
i=1C2i−1 and Ceven =
⊕∞
i=0C2i.
2.20 Lemma The map ∂m+1σ + σ∂m : Cm → Cm is the multiplication with F for all
0 ≤ m ≤ n− 1. In other words, we get a double complex C•• ⊗Ae U , because the squares
anticommute modulo F .
Proof. We compute
(∂m+1σ)(e) = ∂m+1(α ∧ e) = ∂1(α)e− α ∧ ∂m(e) = Fe− (σ∂m)(e) for all e ∈ Cm.
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2.21 Definition We define the double complex C•• to be C•• ⊗Ae U . The corresponding
total complex will be denoted with Tot(C••). The total complex is explicitly given by
. . .
∂+σ−→ Codd ∂+σ−→ Ceven ∂+σ−→ Codd ∂+σ−→ . . .
∂+σ−→ C4 ⊕ C2 ⊕ C0 ∂+σ−→ C3 ⊕ C1 ∂+σ−→ C2 ⊕ C0 ∂+σ−→ C1 ∂−→ C0,
where Ci = Ci ⊗Ae U and we denote the induced mappings from ∂ and σ again with the
same symbol.
2.22 Proposition The complex Tot(C••) is a free resolution of A as U -module.
Proof. This is the easiest case of [Eis80], Theorem 7.2. We will give a proof of this easy case
for convenience. The proof here is a slight modification of a proof of a similar statement
presented to us by Manfred Lehn. Let us look at the spectral sequence to the double
complex C•• with E2 terms given by first taking vertical homology and then horizontal
homology. We start by computing the vertical homology. The vertical complexes were
given by the complex C• := C•(Y1 − Z1, . . . , Yn − Zn)⊗Ae U . We have the following exact
sequence of complexes.
0→ C•(Y1 − Z1, . . . , Yn − Zn) ·F→ C•(Y1 − Z1, . . . , Yn − Zn)→ C• → 0.
This induces a long exact sequences of homologies. Because Hi(Y1 − Z1, . . . , Yn − Zn) = 0
for i > 0, we have Hi(C•) = 0 for i > 1. Because H0(Y1 − Z1, . . . , Yn − Zn) ∼= A, the end
of the long exact sequence is given by
0→ H1(C•)→ A→ A→ H0(C•)→ 0.
The map in the middle is induced by the multiplication with F . Multiplication with F
induces the zero map on H0(Y1 − Z1, . . . , Yn − Zn) ∼= A, because it is null homotopic by
Lemma 2.20. Therefore, we get
H1(C•) ∼= H0(Y1 − Z1, . . . , Yn − Zn) ∼= A, H0(C•) ∼= H0(Y1 − Z1, . . . , Yn − Zn) ∼= A.
Hence after taking vertical homology we are left with
...

...

...

...
0

...
0

0

oo A
0

oo Aσ
oo
0

A
0

oo Aσ
oo
A
0

Aσ
oo
A.
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Now to take horizontal homology we claim, that σ is the composition
A ∼= H0(C•)
h0∼= H0(Y1 − Z1, . . . , Yn − Zn)
h1∼= H1(C•) ∼= A
and hence an isomorphism. The isomorphism h−11 : H1(C) → H0(Y1 − Z1, . . . , Yn − Zn)
comes from the snake lemma applied to the diagram
0 // C1
·F //
∂1

C1 //
∂1

C1 = C1 ⊗Ae U //
∂1

0
0 // C0
·F // C0
p // C0 = C0 ⊗Ae U // 0
Then h−11 is constructed in the following way: For x ∈ H1(C•) pick a preimage y ∈ C1.
Now p(∂1(y)) = 0, hence there is z ∈ C0 with Fz = ∂1(y), then h−11 (x) is the class of z in
H0(Y1 − Z1, . . . , Yn − Zn).
If a ∈ Ae = C0 with x = σ(a) mod F ∈ H1(C•), then we can pick the preimage y = σ(a).
Furthermore, we have
∂1(σ(a)) = ∂1(α ∧ a) = ∂1(α) · a = F · a
by definition of σ and α. Hence we can pick h−11 (σ(a)) = a or, in other words, we have
h1(a) = σ(a) mod F for each a ∈ Ae. The map h0 is given by a mod F 7→ a for a ∈ Ae. In
conclusion the composition h1h0(a mod F ) = h1(a) = σ(a) mod F . So indeed σ induces
an isomorphism H0(C•) → H1(C•). Hence we showed, that taking horizontal homology
results in
...

...

...

...

...
0

0

oo 0

oo 0oo
0

0

oo 0oo
0

0oo
A.
So all groups E2 are zero except E20,0 = A. This implies, that the zero homology of the
total complex is A and all others are zero. Therefore, the total complex is a free resolution
of A as U -module.
Now to compute Hm(A,A,K) ∼= TorUm(A,A) we have to tensor the complex Tot(C••)
with A over U . Then after identifying Un with (k[Y,Z]/F (Y,Z))n and Un ⊗U A with
An, then tensoring translates to plugging in Xi for both Yi and Zi. Therefore, the Koszul
differential ∂ will again be zero after tensoring. σ was given by exterior multiplication with
α = (α1, . . . , αn) ∈ k[Y,Z]n, such that f(Y ) − f(Z) = F =
∑n
j=1 αj(Y,Z)(Yj − Zj). Now
we need the following lemma:
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2.23 Lemma If (α1, . . . , αn) ∈ k[Y, Z]n with f(Y )− f(Z) =
∑n
j=1 αj(Y,Z)(Yj − Zj), then
αi(X,X) = fi(X) for all i = 1, . . . , n.
Proof. Fix i and differentiate the equation f(Y ) − f(Z) = ∑nj=1 αj(Y,Z)(Yj − Zj) with
respect to Yi to get
∂Yif(Y ) = αi(Y,Z) +
n∑
j=1
(∂Yiαj(Y,Z))(Yj − Zj).
Now plug in Xi for both Yi and Zi to get the claim from the lemma.
Therefore, the map σ is the exterior multiplication with ∂Xf := (f1, . . . , fn) after tensoring
with A over U .
Putting this together, we get the following lemma:
2.24 Lemma The m-th Hochschild homology Hm(A,A,K) is the m-th homology of the
total complex of the double complex
...
0

...
0

...
0

...
0

...
∧3An
0

∧2An
0

e(f)
oo
∧1An
0

e(f)
oo A
e(f)
oo
∧2An
0

∧1An
0

e(f)
oo A
e(f)
oo
∧1An
0

A
e(f)
oo
A,
where e(f) is the exterior multiplication with ∂Xf := (f1, . . . , fn), i.e. e(f)(a) = ∂Xf ∧ a.
In other words, the rows are (truncations of) the Koszul cochain complex C•(f1, . . . , fn).
2.25 Definition We define Ωeven :=
⊕∞
j=0 Ω
2j and Ωodd =
⊕∞
j=1 Ω
2j−1.
The complex C•(f1, . . . , fn) is the same as the complex C•df from Definition 2.7 coming
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from wedging with df . In this notation the double complex from Lemma 2.24 is given by
...
0

...
0

...
0

...
0

...
Ω3
0

Ω2
0

df∧
oo Ω1
0

df∧
oo A
df∧
oo
Ω2
0

Ω1
0

df∧
oo A
df∧
oo
Ω1
0

A
df∧
oo
A.
The corresponding total complex is explicitly given by
. . .
df∧−→ Ωodd df∧−→ Ωeven df∧−→ Ωodd df∧−→ . . .
df∧−→ Ω4 ⊕ Ω2 ⊕A df∧−→ Ω3 ⊕ Ω1 df∧−→ Ω2 ⊕A df∧−→ Ω1 0−→ A,
Now we can express the Hochschild homology groups in the cohomology groups of the
complex C•df and get the following proposition:
2.26 Proposition The Hochschild homology groups are given by
Hm(A,A,K) =

Ωmf ⊕
⊕bm/2c
j=1 H
m−2j
df , m ≤ n,⊕bn/2c
j=0 H
n−2j
df , m > n, m ≡ n mod 2,⊕b(n−1)/2c
j=0 H
n−1−2j
df , m > n, m ≡ n− 1 mod 2.
We saw in Proposition 2.9, that f having an isolated singularity implies
Hndf = Ω
n
f = Ω
n/df ∧ Ωn−1 ∼= A/(f1, . . . , fn), Hmdf = 0 for m 6= n.
For the case of an isolated singularity Proposition 2.26 specialises to:
2.27 Corollary ( [BvS], Theorem 1.3) If f has an isolated singularity, then the Hochschild
homology groups are given by
Hm(A,A,K) =

Ωmf , m ≤ n,
Ωnf , m > n, m ≡ n mod 2,
0, m > n, m ≡ n− 1 mod 2.
Next we want to compute Hm(B,B, k) under the assumption, that f has an isolated sin-
gularity.
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2.28 Lemma We have Hm(B,B, k) ∼= Hm(B,B,K) ∼= Hm(A,B,K) for all m ≥ 0.
Proof. The Hochschild complexes computing the above three Hochschild homologies have
in degree i the following A-modules:
Ci(B,B, k) = B ⊗k B⊗ki, Ci(B,B,K) = B ⊗K B⊗K i, Ci(A,B,K) = B ⊗K A⊗K i.
But these three A-modules are isomorphic. The first two by the isomorphisms
B ⊗k B⊗ki → B ⊗K B⊗K i, b0 ⊗k . . .⊗k bi 7→ b0 ⊗K . . .⊗K bi.
The second two by the isomorphism
B ⊗K A⊗K i → B ⊗K B⊗K i, b⊗K a1 ⊗K . . .⊗K ai 7→ b⊗K [a1]⊗K . . .⊗K [ai],
where [aj ] denotes the class of aj ∈ A as element of B. To verify the bijectivity one can
check, that the componentwise defined inverses are indeed well defined (also it is enough to
show B ⊗K A ∼= B ⊗K B ∼= B ⊗k B by associativity of the tensor product). Because these
isomorphisms are defined componentwise they commute with the Hochschild boundary and
give therefore the stated isomorphisms of Hochschild homology groups.
2.29 Lemma There is a long exact sequence of K-modules
. . .→ Hi+1(A,B,K)→ Hi(A,A,K) ·f→ Hi(A,A,K)→ Hi(A,B,K)→ . . .
Proof. We have the following exact sequence of A-modules
0→ A ·f→ A→ B → 0.
Now set U = A⊗K A, to get a long exact sequence
. . .→ TorUi+1(A,B)→ TorUi (A,A) ·f→ TorUi (A,A)→ TorUi (A,B)→ . . .
Because A is flat as K-module, this long exact sequence is the same as
. . .→ Hi+1(A,B,K)→ Hi(A,A,K) ·f→ Hi(A,A,K)→ Hi(A,B,K)→ . . .
2.30 Lemma If f has an isolated singularity, then the multiplication with f is injective as
a map Ωmf → Ωmf for all m < n.
Proof. Because f has isolated singularity the map of A-modules df∧ : Ωmf → Ωm+1 is
injective for m < n. Hence Ωmf is a torsion-free A-module as submodule of the free module
Ωm+1.
2.31 Definition Define Mf to be the kernel of the map (·f) : Ωnf → Ωnf . If f is quasi
homogeneous and the characteristic of k is zero, then f is contained in the Milnor ideal of
f and hence Mf = Ω
n
f .
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2.32 Corollary If f has an isolated singularity, then the Hochschild homology groups are
given by
Hm(B,B, k) =

ΩmB/k, m ≤ n,
ΩnB/k, m > n, m ≡ n mod 2,
Mf , m > n, m ≡ n− 1 mod 2.
Proof. We know Hi(A,B,K) ∼= Hi(B,B, k) (Lemma 2.28). Therefore, we use the long
exact sequence from Lemma 2.29. If m ≤ n, then the relevant part of the long exact
sequence looks like this:
Hm(A,A,K)
·f→ Hm(A,A,K)→ Hm(A,B,K)→ Hm−1(A,A,K) ·f→ Hm−1(A,A,K).
plugging in our result for Hi(A,A,K) gives
Ωmf
·f→ Ωmf → Hm(A,B,K)→ Ωm−1f
·f
↪→ Ωm−1f .
As the rightmost map is injective we have
Hm(A,B,K) ∼= Ωmf /fΩmf = Ωm/(df ∧ Ωm−1 + fΩm) ∼= ΩmB/k.
If m > n with m ≡ n mod 2, then the relevant sequence looks like
0→ Hm+1(A,B,K)→ Ωnf
·f→ Ωnf → Hm(A,B,K)→ 0.
This implies Hm+1(A,B,K) = Mf and Hm(A,B,K) ∼= ΩnB/k. (For Hn+1(A,B,K) we get
the same sequence without the rightmost zero).
2.4 Examples for cyclic homology
In this section A = C[X1, . . . , Xn], f ∈ A\C, K = C[t], B = A/(f) and we see A as a
K-module via t · a = fa. We write fi for ∂if = ∂Xif and Ωi for ΩiA/C
We want to compute the following three cyclic homology groups:
HCm(A,C), HCm(A,K) and HCm(B,C).
For the last two cases, we will only be able to compute this groups for m ≤ n and only
under the assumption, that f has an isolated singularity.
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Let us start with HCm(A,C). We look at the following double complex B••(A,C):
...
b

...
b

...
b

...
b

...
A3
b

A2
b

B
oo A1
b

B
oo AB
oo
A2
b

A1
b

B
oo AB
oo
A1
b

AB
oo
A,
where Ai = A⊗Ci and B is the map from Definition 1.15. We had to change the name to B,
because the letter B is in use. By [Lod98] 2.1.8 the total complex of this double complex
computes the cyclic homology HCm(A,C) and similar for HCm(A,K), HCm(B,C). We
want to change the columns of this double complex to a quasi isomorphic complex better
suited for our computation.
Recall the maps pii : A
i → Ωi from Definition 1.3. In characteristic zero pii realized Ωi as
a direct summand of HH i(A,C). We have computed HH i(A,C) ∼= Ωi, which implies pii
induces an isomorphism HH i(A,C) → Ωi by Lemma 2.33. Furthermore, pii ◦ b = 0, in
particular we have the following quasi-isomorphism of complexes
. . .
b // An+3

b // An+2

b // An+1
pi

b // . . .
b // A2
pi

b // A
pi

// 0
. . . // 0 // 0 // Ωn
0 // . . .
0 // Ω1
0 // A // 0
2.33 Lemma Let R be a noetherian, commutative ring and M , N two R-modules with M
finitely generated. If M is isomorphic to M ⊕N as R-module, then N = 0.
Proof. N is finitely generated as submodule of a finitely generated module over a noetherian
ring. Because N is zero if and only if its localization at every prime ideal of R is zero, we
can assume that R is local. Now tensor with the residue field E, to get an isomorphism
M ⊗E ∼= (M ⊗E)⊕ (N ⊗E) of finitely generated vector spaces. Counting the dimensions
gives N ⊗ E = 0, which implies N = 0 by the Nakayama lemma.
By Lemma 1.16 we know, that we have the following commutative diagram for all m:
HHm(A)
B

pim // ΩmA/C
(m+1)d

HHm+1(A)
pim+1 // Ωm+1A/C .
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Therefore, the maps pim give a map of double complexes from B••(A,C) to the following
double complex D••(A,C):
...
0

...
0

...
0

...
0

...
Ω3
0

Ω2
0

3d
oo Ω1
0

2d
oo A
d
oo
Ω2
0

Ω1
0

2d
oo A
d
oo
Ω1
0

A
d
oo
A.
This map of double complexes induces quasi-isomorphisms in each column and therefore a
quasi-isomorphism of the two total complexes ( [Lod98], Proposition 1.0.12). In conclusion
we can compute the cyclic homology groups HCm(A,C) by computing the m-th homology
of the total complex of D••(A,C). Computing this total homology is easy, because of the
zero vertical differential, hence we get the following proposition:
2.34 Proposition
HCm(A,C) =

A, m = 0
Ωm/d(Ωm−1), 0 < m < n
0, m ≥ n
⊕
{
C, m even, m > 0
0, m odd
}
The summand C comes from the kernel d : A→ Ω1.
For the rest of this section we assume, that f has an isolated singularity. Under this
assumption the computation of HCm(A,K) and HCm(B,C) is pretty similar. We com-
puted:
Hm(A,A,K) = Ω
m/df ∧ Ωm−1 ∼= ΩmA/K for m ≤ n.
Thus as before we get a quasi-isomorphism, but only for the first n+ 1 terms
. . .
b // An+3
b // An+2
b // An+1
pi

b // . . .
b // A2
pi

b // A
pi

// 0
. . . // ΩnA/K
// 0 // ΩnA/K
0 // . . .
0 // Ω1A/K
0 // A // 0
Here Ai means A⊗K i. This means, that we can compute the cyclic homology groups
HCm(A,K) for m ≤ n as the first homology groups of the total complex of the following
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double complex
ΩnA/K
0
Ωn−1A/Knd
oo
0
Ωn−2A/K(n−1)d
oo
0
Ωn−3A/K(n−2)d
oo
0
. . .
...
0

...
0

...
0

...
0

...
Ω3A/K
0

Ω2A/K
0

3d
oo Ω1A/K
0

2d
oo A
d
oo
Ω2A/K
0

Ω1A/K
0

2d
oo A
d
oo
Ω1A/K
0

A
d
oo
A.
The rows are truncations of the relative de Rham complex. Thus we can express the cyclic
homology groups HCm(A,K) in the cohomology groups of the relative de Rham complex
C•f and get the following proposition:
2.35 Proposition If m ≤ n and f has an isolated singularity, then the cyclic homology
groups are given by
HCm(A,K) = Ω
m/(df ∧ Ωm−1 + d(Ωm−1))⊕
bm/2c⊕
j=1
Hm−2jf .
If the number of variables n is at least 2, then H0f
∼= K. If f is quasi homogeneous, we
have showed H if = 0 for i 6= 0, n− 1. Under both of this conditions we therefore get:
HCm(A,K) = Ω
m/(df ∧ Ωm−1 + d(Ωm−1))⊕
{
K, m even, m > 0,
0, m odd.
To compute HCm(B,C) one can do the same with K replaced by C and ΩiA/K replaced
with ΩiB/C. Thus we can express the cyclic homology groups in term of H
i
dR(B/C) the de
Rham cohomology of B over C and get the following proposition:
2.36 Proposition If m ≤ n and f has an isolated singularity, then the cyclic homology
groups are given by
HCm(B,C) = ΩmB/C/d(Ω
m−1
B/C )⊕
bm/2c⊕
j=1
Hm−2jdR (B/C).
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If f is quasi homogeneous and the number of variables n is at least 2, thenH idR(B/C) = 0 for
i 6= 0, n− 1 and H0dR(B/C) ∼= C. This is Proposition 8.19 in [Loo84]. There it is stated for
the ring of convergent power series instead of polynomials (without the quasi homogeneous
assumption). From that it follows for the polynomial ring in the quasi homogeneous case,
because H idR(B/C) is graded. Under both conditions Proposition 2.36 simplifies to:
HCm(A,K) = Ω
m
B/C/d(Ω
m−1
B/C )⊕
{
C, m even, m > 0,
0, m odd.
Furthermore, Ωn−1B/C/d(Ω
n−2
B/C) is a C-vector space of dimension µf . This is showed in [Loo84]
for convergent power series. This implies the same for the polynomial ring in the quasi
homogeneous case.
In the unpublished paper [BvS] the cyclic homology groups for HCm(A,K) and HCm(B,C)
for m > n are also computed. Unfortunately the argument given appears to be wrong. The
authors claim that the Hochschild complex C•(A,A,K) is quasi isomorphic to the complex
L• given by
. . .
df∧−→ Ωodd df∧−→ Ωeven df∧−→ Ωodd df∧−→ . . .
df∧−→ Ω4 ⊕ Ω2 ⊕A df∧−→ Ω3 ⊕ Ω1 df∧−→ Ω2 ⊕A df∧−→ Ω1 0−→ A,
which we used to compute the Hochschild homology groups Hm(A,A,K). But L• is quasi
isomorphic to its cohomology, i.e. the complex
HL• : . . .→ 0→ Ωnf → 0→ Ωnf 0→ Ωn−1f
0→ . . . 0→ Ω1f 0→ Ω0.
The quasi-isomorphism is given by the projection of Ωm → Ωmf = Ωm/df ∧ Ωm−1. In
particular we could replace the columns of the double complex computing the cyclic ho-
mology groups HCm(A,K) which were given by the Hochschild complex C•(A,A,K) by
HL•, without changing the homology of the total complex. The resulting double complex
will in high enough degrees look like the following:
...

...

...

...

...
0

Ωnf
oo

0oo

Ωnf

oo . . .oo
Ωnf

0oo

Ωnf
oo

0oo

. . .oo
0

Ωnf

oo 0

oo Ωnf
oo

. . .oo
...
...
...
...
. . .
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Now it follows, that we get more and more summands Ωnf in the higher homology groups of
the total complex. This contradicts the result of the paper [BvS] itself, as well as a result
from Burghelea and Vigue´ Poirrier in [BVP88], Theorem 4.3. This theorem computes the
cyclic homology groups HCm(B,C) under the assumption, that f is homogeneous. We will
compute HCm(B,C) in the quasi homogeneous case with a similar approach.
By Theorem 2.2.1 of [Lod98], there is the Connes’ periodicity exact sequence
. . .→ Hm(A,A,K)→ HCm(A,K) S→ HCm−2(A,K)→ Hm−1(A,A,K)→ . . .
and similar with B instead of A and C instead of K. Since Hm(A,A,K) = 0 for m > n
and m ≡ n− 1 mod 2, we get the following exact sequence for each l > 1
0→ HCn+2l+1(A,K)→ HCn+2l−1(A,K)→ Ωnf → HCn+2l(A,K)→ HCn+2l−2(A,K)→ 0.
This implies that HCn+2l+1(A,K) injects into HCn+2l−1(A,K) and HCn+2l(A,K) surjects
onto HCn+2l−2(A,K). Unfortunately we are not able to determine the maps and can not
say more.
If f is quasi homogeneous one can say more about the map S : HCm(B,C)→ HCm−2(B,C).
In this case the algebra B is graded with C in degree 0. By [Lod98], 2.2.13 and 4.1.12 we
get for each m a decomposition
HCm(B,C) = HCm(B,C)⊕HCm(C,C)
and the map S is zero on HCm(B,C). By 4.1.13 in [Lod98], the Connes’ periodicity exact
sequence reduces to
0→ HCm−1(B,C)→ Hm(B,B,C)→ HCm(B,C)→ 0, for m > 0.
Plugging in m = n+ 1 and our previous results
HCn(B,C) = 0, Hn+1(B,B,C) ∼= Ωnf ∼= Cµf
show, that HCn+1(B,C) ∼= Hn+1(B,B,C) ∼= Ωnf ∼= Cµf . Plugging in m = n+ 2 gives
0→ HCn+1(B,C)→ Hn+2(B,B,C)→ HCn+2(B,C)→ 0.
The groups HCn+1(B,C), Hn+2(B,B,C) are both isomorphic to Cµf , µf < ∞ and the
first map is injective and hence surjective. Therefore, we can conclude HCn+2(B,C) = 0.
Continuing in this manner gives for all l > 1:
HCn+2l−1(B,C) ∼= Cµf , HCn+2l(B,C) = 0.
Since
HCm(C,C) =
{
C, m even,
0, m odd,
we have showed the following proposition:
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2.37 Proposition If f has an isolated singularity, the number of variables n is at least 2
and f is quasi homogeneous, then:
HCm(B,C) ∼=

B, m = 0
ΩmB/C/d(Ω
m−1
B/C ), 0 < m < n
0, m ≥ n,m ≡ n mod 2
Cµf , m ≥ n,m ≡ n− 1 mod 2
⊕
{
C, m even, m > 0
0, m odd
}
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3 Chern theories for projective modules
This chapter will introduce the Chern characters associated to a finitely generated, pro-
jective module, which take values in the Connes, cyclic homology or in the de Rham
cohomology. We will follow chapter eight of [Lod98].
In this chapter k will always be a commutative ring, A will be an associative, unital, not
necessarily commutative k-algebra and ⊗ will always mean ⊗k. The term A-module will
mean left A-module. All modules in this chapter will be assumed to be finitely generated.
3.1 Finitely generated projective modules as images of
idempotent matrices
3.1 Definition Let us recall, that one possible definition for projective A-modules is the
following. An A-module P is projective if and only if for any two A-modules M , N and
A-linear maps P →M , N M the following commutative diagram can be completed
N

P //
∃
==
M.
3.2 Construction Assume P is a projective A-module and generated by r elements, so we
can find a surjection e : Ar  P . If Q := ker(e), then we get an exact sequence
0→ Q→ Ar e→ P → 0.
Because P is projective, there is an A-linear map iP : P → Ar with idP = e ◦ iP . The map
eAr := iP ◦ e = idP ⊕ 0 is an endomorphism of Ar ∼= P ⊕Q and can therefore be given by
a matrix eAr ∈ Mr(A). We have e2Ar = eAr and P is isomorphic to the image of eAr . We
will often omit the subscript of eAr , in particular with e ∈Mr(A) we will always mean the
matrix associated to eAr . Furthermore this construction can be inverted, i.e. any image of
an idempotent e ∈ Mr(A) is a projective A-module. In particular Q is the image of 1− e
and hence projective.
3.3 Example ( [Lod98] Example 8.3.6) For A = C[x, y, z]/(x2 + y2 + z2 − 1) we define
p =
(
x y + iz
y − iz −x
)
, e =
id +p
2
.
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Then p2 = id, which implies e ∈ M2(A) is an idempotent and hence the image of e is a
projective A-module. In this example we could replace C[x, y, z] by any commutative ring
R and x, y+ iz, y− iz by arbitrary elements r1, r2, r3 of R and set A = R/(r21 + r2 · r3− 1).
If P and P ′ are two projective A-modules, then we can carry out Construction 3.2 for both
P and P ′. If r < r′ we can add superfluous copies of A to Ar and Q to get r = r′, which
adds zero rows respectively columns to the matrix e and the resulting matrix is still an
idempotent with image isomorphic to P . In conclusion we can always achieve that e and
e′ have the same size. In this situation we get the following statements.
3.4 Lemma Let P, P ′ be projective modules, which are isomorphic to the images of idem-
potents e, e′ ∈Mr(A). Then:
1. P ∼= P ′ and Q ∼= Q′ if and only if there is a invertible g ∈Mr(A), s. t. e′ = geg−1.
2. If P and P ′ are isomorphic, then Q and Q′ do not have to be isomorphic and hence
e and e′ are not necessarily conjugate.
3. If P and P ′ are isomorphic, then there is an invertible g ∈M2r(A), s.t.(
e′ 0
0 0
)
= g
(
e 0
0 0
)
g−1.
Proof. Note that e = idP ⊕ 0: Ar → Ar and similar for e′.
1. For the forward implication take g = ϕ ⊕ ψ, where ϕ, ψ are the isomorphisms. The
other implication follows because the images of conjugate maps are isomorphic.
2. See the two examples below.
3. If ϕ : P → P ′ is an isomorphism, we set
α := ϕ⊕ 0: Ar ∼= P ⊕Q→ P ′ ⊕Q′ ∼= Ar,
β := ϕ−1 ⊕ 0: Ar ∼= P ′ ⊕Q′ → P ⊕Q ∼= Ar.
Then we can take
g =
(
α 1− e′
1− e β
)
, g−1 =
(
β 1− e
1− e′ α
)
.
3.5 Example 1. For non-commutative rings A it can happen that A ∼= A2 as A-modules.
Then A, A2 are isomorphic to the images of the (non-conjugate) idempotents(
1 0
0 0
)
,
(
1 0
0 1
)
∈M2(A).
An example of such a ring is A = EndZ(
⊕
N
Z).
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2. If M ⊕ A ∼= A3, but M 6∼= A2, then we get two idempotents e, e′ ∈ M3(A) for the
projective module A, coming from the exact sequences
0→M → A3 → A→ 0, 0→ A2 → A3 → A→ 0.
By the first part of Lemma 3.4 the two idempotents we get are not conjugate. More
general, we can take M to be any stably free, but not free module. One example is
A = R[x, y, z]/(x2 + y2 + z2 − 1), M = {(a, b, c) ∈ A3 | xa + yb + zc = 0}. The two
idempotents are x2 xy xzxy y2 yz
xz yz z2
 ,
1 0 00 0 0
0 0 0
 .
This example comes from the tangential bundle on the 2-sphere.
3.2 Definition of a Chern theory
There are theories of Chern characters for vector bundles and for finitely generated pro-
jective modules, both of these theories are additive over short exact sequences and multi-
plicative over tensor products. In this section we put these properties in a more general
framework and define what the notion of a Chern theory for a k-linear category C is.
Finding such Chern theories is one of the main goals in this thesis.
3.6 Definition 1. A Chern theory for a k-linear category C consists of the following:
• A target H =
∞∏
n=n0
Hn, where all Hn are k-modules. For us n0 will be either 0
or 1.
• Maps chn : Obj(C) → Hn, which are constant on isomorphism classes in C and
the product of these maps ch: Obj(C)→ H.
The map chn is called the n-th Chern map, ch the total chern map, for c ∈ C we
call chn(c), ch(c) the n-th respectively total Chern character of c. Although the class
Obj(C) does not need to be a set, we will still use the word map, which usually have
sets as sources.
2. A Chern theory is said to be additive or exact additive, if the category C is exact and
chn are additive over exact sequences, i.e.
chn(C1) + chn(C3) = chn(C2)
for all exact sequences C1 → C2 → C3 in C.
3. A Chern theory is said to be triangulated additive, if the category C is triangulated
and chn are additive over distinguished triangles, i.e.
chn(C1) + chn(C3) = chn(C2)
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for all distinguished triangles C1 → C2 → C3 → Σ(C1) in C.
4. A Chern theory is said to be multiplicative with weights k(n) ∈ k∗, if C is a pseudo
tensor category, H has the structure of an associative, graded k-algebra and for all
C1, C2 ∈ Obj(C) we have
chn(C1 ⊗ C2) = k(n)
n−n0∑
i=n0
chi(C1) chn−i(C2).
It is called multiplicative, if k(n) = 1 for all n, i.e.
chn(C1 ⊗ C2) =
n−n0∑
i=n0
chi(C1) chn−i(C2), which means for total Chern characters
ch(C1 ⊗ C2) = ch(C1) ch(C2).
If necessary we will add superscripts to chn, etc. to describe its target further or add
phrases like “with values in the Connes homology”. The definition of triangulated additivity
seems like an obvious replacement for the exact additivity, if one works with triangulated
categories instead of exact categories. We generalized the notion of being multiplicative,
because the Chern theories for matrix factorizations, which we will define, are multiplicative
with weights, but not multiplicative. Furthermore, the Chern theories we define satisfy
some functoriality. This is the content of Section 5.3, but we are not sure how we should
phrase the general definition.
3.3 Chern theory with values in the Connes homology
3.7 Lemma If e ∈Mr(A) with e2 = e then:
1. b(e⊗2n) = 0, b(e⊗2n+1) = e⊗2n.
2. t(b(e⊗2n+1)) = t(e⊗2n) = −e⊗2n = −b(e⊗2n+1).
The first equations show, that e⊗2n represents the zero class inHH2n−1(Mr(A)), Hλ2n−1(Mr(A)).
The second shows, if 2 is not a zero divisor in k, then e⊗2n+1 represents a class in
Hλ2n(Mr(A)) (but not in HH2n−1(Mr(A))).
3.8 Definition We define
α(l) : Mr(A)→Mr+l(A)
to be the map which adds l zero rows and columns to a matrix. Then by functoriality we
get maps
α
(l)
• : Cλ• (Mr(A))→ Cλ• (Mr+l(A)),
α(l)n : H
λ
n(Mr(A))→ Hλn(Mr+l(A)).
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From the definition of tr it follows that
tr(r+l) ◦α(l)• = tr(r) : Cλ• (Mr(A))→ Cλ• (A),
where we indicated the source with the superscript at tr. In particular the same is true for
maps on the Connes homology.
3.9 Proposition Suppose the rational numbers are a subring of k. Let P, P ′ be isomorphic,
projective A modules, which are the images of idempotents e ∈Mr(A), e′ ∈Mr′(A). Then
for all n ≥ 0
tr2n(e
⊗2n+1) = tr2n((e′)⊗2n+1) ∈ Hλ2n(A).
In particular the element tr2n(e
⊗2n+1) ∈ Hλ2n(A) depends only on (the isomorphism class
of) P and not on the choice of e.
Proof. Without loss of generality we have r ≤ r′. By replacing e by αr′−r(e), which is still
an idempotent with image isomorphic to P and both have the same image under tr2n , we
can assume that r = r′. By the third part of Lemma 3.4 the matrices αr(e) and αr(e′) are
conjugate. With Proposition 1.34 follows that
tr
(r)
2n+1(e
⊗2n+1) = tr(2r)2n+1(αr(e)
⊗2n+1) = tr(2r)2n+1(αr(e
′)⊗2n+1) = tr(r)2n+1((e
′)⊗2n+1).
Note that we can weaken the assumptions of Proposition 3.9 to (2n)!n! is not a zero divisor
in k instead of Q ⊂ k. This will be explained after Equation 3.2.
3.10 Definition Let P (A) be the (k-linear, exact, tensor) category of finitely generated
projective A-modules.
3.11 Definition Let Q ⊂ k. We get the following Chern theory for P (A):
• The target is Hλev =
∞∏
n=0
Hλ2n(A).
• chλn : Obj(P (A))→ Hλ2n(A), P 7→ tr2n(e⊗2n+1), where e ∈Mr(A) is a projector with
image isomorphic to P .
Lemma 3.12 will show, that this Chern theory is additive, which means that chn and ch
induce well defined maps on the Grothendieck group K0(A).
3.12 Lemma If 0→ P1 → E → P2 → 0 is a short exact sequence of A-modules with P1, P2
projective, then E is projective and for all n ≥ 0 we have
chλn(E) = ch
λ
n(P1) + ch
λ
n(P2).
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Proof. Let ei ∈ Mri(A) be the idempotent to Pi, we can assume r := r1 = r2. As P2 is
projective the short exact sequence splits and E ∼= P1 ⊕ P2. Then E is projective, because
it is the image of the idempotent
e :=
(
e1 0
0 e2
)
=
(
e1 0
0 0
)
+
(
0 0
0 e2
)
.
It remains to show that tr2n(e
⊗2n+1) = tr2n(e⊗2n+11 ) + tr2n(e
⊗2n+1
2 ). Note that e
⊗2n+1 is
the sum of the 22n+1 summands(
e1 0
0 0
)
⊗ . . .⊗
(
e1 0
0 0
)
⊗
(
e1 0
0 0
)
,
(
e1 0
0 0
)
⊗ . . .⊗
(
e1 0
0 0
)
⊗
(
0 0
0 e2
)
,
. . . ,
(
0 0
0 e2
)
⊗ . . .⊗
(
0 0
0 e2
)
⊗
(
0 0
0 e2
)
.
Furthermore, tr2n vanishes on all of those except the first and the last one. Now with the
k-linearity of tr2n it follows that
tr2n(e
⊗2n+1) = tr2n
((
e1 0
0 0
)⊗2n+1)
+ tr2n
((
0 0
0 e2
)⊗2n+1)
= tr2n(e
⊗2n+1
1 ) + tr2n(e
⊗2n+1
2 ).
(here the map tr2n is used with different sources).
3.4 Chern theory with values in the de Rham cohomology
In this section we assume Q ⊂ k to be a subfield, the k-algebra A is commutative, P is a
finitely generated, projective A-module and e ∈Mr(A) an idempotent with P ∼= im(e).
Recall the k-linear map from Definition 1.28
pin : H
λ
n(A)→ ΩnA/k/d(Ωn−1A/k ),
a0 ⊗ . . .⊗ an 7→ a0d(a1) . . . d(an).
By composing we get maps
chdRn = pi2n−1 ◦ chλn : Obj(P (A))→ H2ndR(A/k),
which we will use to define a Chern theory. But first we want to show that the image of
chdRn lies in the de Rham cohomology. To proof this we need some properties of traces of
matrices with entries in the graded commutative ring Ω∗A/k =
⊕∞
i=0 Ω
i
A/k.
3.13 Lemma Let W be a square matrix with entries in Ω∗A/k, then d(Tr(W )) = Tr(d(W )).
3.14 Lemma For matrices W1 ∈Ml×m(Ωn1A/k), W2 ∈Mm×l(Ωn2A/k) we have
Tr(W1W2) = (−1)n1n2 Tr(W2W1).
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Proof. Write down a proof for the ordinary invariance of the trace map under cyclic per-
mutations over commutative rings and add signs for the anticommutativity of differential
forms.
3.15 Lemma Let e ∈ Mr(A) be an idempotent matrix, then we have the following equa-
tions:
e2 = e, ede+ (de)e = de,
e(de)e = 0, edede = de(de)e.
Proof. e2 = e holds by definition. Apply d to get ede + (de)e = de. Multiply with e from
either site to get e(de)e = 0. Apply d to get edede = de(de)e.
3.16 Lemma For any idempotent matrix e ∈Mr(A) we have dTr(e(de)2n) = 0.
Proof.
dTr(e(de2n)
3.13
= Tr(de(de)2n)
3.15
= Tr((ede+ (de)e)(de)2n)
3.14
= 2 Tr(e(de)2n+1)
3.15
= 2 Tr(e2(de)2n+1)
3.14
= 2 Tr(e(de)2n+1e)
3.15
= 2 Tr(e(de)e(de)2n)
3.15
= 0.
3.17 Definition We define the following additive Chern theory for P (A):
• The target is HevdR(A/k) =
∞∏
n=0
H2ndR(A/k).
• chdRn : Obj(P (A)) → H2ndR(A/k), P 7→ 1n!pi2n(tr2n(e⊗2n+1)) = 1n! Tr(e(de)2n), where
e ∈Mr(A) is a projector with image isomorphic to P .
Proposition 3.22 will show that this Chern theory is multiplicative.
One can construct these invariants directly without using Connes homology by using so
called connections (this in done in [Lod98] at the beginning of chapter 8).
3.18 Example 1. If P is not only projective but even free, we can choose the identity
matrix for e and hence chdRn (P ) will be 0 for n > 0, as de = 0. Note that in this
situation chλn(P ) does not need to be zero, for example for k = A = P = C a choice for
e is the 1× 1 matrix 1 and then chλn(P ) is the class of 1⊗2n+1, which is the generator
of Hλ2n
∼= k.
2. Let us compute this invariants for our Example 3.3. In this example we had A =
C[x, y, z]/(x2 + y2 + z2 − 1) and
p =
(
x y + iz
y − iz −x
)
, e =
1 + p
2
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we get
chdR0 (im(e)) = Tr(e) =
1
2
(Tr(id2) + Tr(p)) = 1,
chdR1 (im(e)) = Tr(edede) =
i
2
(xdydz + ydzdx+ zdxdy),
chdRn (im(e)) = 0 for n > 1.
For the rest of this section we want to show the multiplicativity of the Chern theory defined
in Definition 3.17. The multiplicativity is also the reason for the factorials appearing in
this definition.
3.19 Lemma Let M,M ′ ∈Mr(Ω∗A/k) and N,N ′ ∈Ms(Ω∗A/k) be matrices. Then we get
d(M ⊗N) = dM ⊗N + (−1)|M |M ⊗ dN,
tr(M ⊗N) = tr(M) tr(N),
(M ⊗N) · (M ′ ⊗N ′) = (−1)|N |·|M ′|M ·M ′ ⊗N ·N ′.
Here |M | denotes the natural number, s.t. the entries of M belong to Ω|M |A/k ⊂ Ω∗A/k.
Proof. All of those equations can be shown by a straightforward computation using the
definitions.
3.20 Lemma Let P1, P2 be projective A-modules, which are isomorphic to the images of
the idempotents e1, e2. Then e := e1 ⊗ e2 is an idempotent with image isomorphic to
P := P1 ⊗A P2. In particular P is projective.
Proof. Let r1, r2 be the sizes of the matrices e1, e2 and Q1, Q2 their kernels. With the third
equation from Lemma 3.19 we get e2 = (e1⊗ e2)2 = e21⊗ e22 = e1⊗ e2 = e, so e ∈Mr1r2(A)
is an idempotent. Furthermore, we have
Ar1 = P1 ⊕Q1, Ar2 = P2 ⊕Q2,
which implies that
Ar1r2 = Ar1 ⊗A Ar2 = (P1 ⊗A P2)⊕ (P1 ⊗A Q2)⊕ (Q1 ⊗A P2)⊕ (Q1 ⊗A Q2).
If one interprets elements of Pi, Qi as certain column vectors from A
ri , one gets (again
with the third equation from Lemma 3.19), that e1 ⊗ e2 is the identity on P1 ⊗A P2 and
zero on the other summands.
3.21 Lemma Let e1, e2 be idempotent square matrices and e := e1 ⊗ e2 then
Tr(e(de)2n) =
n∑
i=0
(
n
i
)
Tr(e1(de1)
2i) Tr(e2(de2)
2(n−i)).
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Proof. We have de = d(e1 ⊗ e2) = de1 ⊗ e2 + e1 ⊗ de2. So e(de)2n is the sum of tensors of
matrices of the form e1E1 ⊗ e2E2, where Ei is a product of 2n matrices and each factor
is either ei or dei and for each i either the i-th factor of E1 or E2 contains a d. Now
using the third and fourth equality from Lemma 3.15 we see that all each block of de1 in
E1 has to have an even length or e1E1 = 0. With the same argument for e2E2 we see
that each block of ei and dei in Ei must have an even length or e1E1 ⊗ e2E2 = 0. In the
remaining matrices e1E1 ⊗ e2E2 we can swap all occurring ei in front (again with the last
equation from Lemma 3.15) and since the total number of occurring d is 2n, we will have
e1E1 ⊗ e2E2 = e1(de1)2i ⊗ e2(de2)2(n−i) for some i = 0 . . . n. Taking the trace gives
Tr(e1(de1)
2i ⊗ e2(de2)2(n−i)) = Tr(e1(de1)2i) Tr(e2(de2)2(n−i)).
Finally we are left to count how often the summand e1(de1)
2i⊗ e2(de2)2(n−i) occurs, which
is
(
n
i
)
times.
Lemma 3.20 and 3.21 imply Proposition 3.22 (mind the factor 1n! in the definition of ch
dR
n ).
3.22 Proposition If P , P ′ are two projective modules over A, then
chdRn (P ⊗A P ′) =
n∑
i=0
chdRi (P ) ch
dR
n−i(P
′).
For the total Chern Character this translates to the nice formula
chdR(P ⊗A P ′) = chdR(P ) chdR(P ′).
3.5 Chern theory with values in the cyclic homology
In this section P is a finitely generated, projective A-module and e ∈Mr(A) an idempotent
with P ∼= im(e).
In Definition 1.38 and Proposition 1.39 we have given maps pn : HCn(A)→ Hλn(A) for all
n, which are isomorphisms for Q ⊂ k. We will now try to lift our construction for Chern
characters with values in the Connes homology along this maps. So we want to construct
invariants chcyn (P ) ∈ HC2n(A), s.t.
p2n(ch
cy
n (P )) = ch
λ
n(P ) ∈ Hλ2n(A). (3.1)
Unfortunately we will in general not be able to achieve 3.1 and we will have to settle for
p2n(ch
cy
n (P )) = (−1)n
(2n)!
n!
chλn(P ) ∈ Hλ2n(A). (3.2)
If Q was a subring of k we could divide by the integer coefficient and get (3.1), but in this
case cyclic homology agrees with Connes homology, thus the construction of chcyn (P ) would
give nothing new. Note that we did only prove the invariance of chλn(P ) in the case Q ⊂ k.
Once the invariance of chcyn (P ) is shown, one can weaken the assumption for the invariance
of chλn(P ) to
(2n)!
n! is not a zero divisor in k by using (3.2).
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3.23 Construction An element of HC2n(Mr(A)) = H2n(Tot(CC(A))) is the equivalence
class of a tuple
(A1, A2, . . . , A2n+1) ∈Mr(A)⊕Mr(A)⊗2 ⊕ . . .⊕Mr(A)⊗2n+1,
lying in the kernel of the differential of the total complex. This is translated to the following
equations
b(A2n+1) = −(1− t)(A2n),
b′(A2n) = N(A2n−1),
b(A2n−1) = −(1− t)(A2n−2),
...
b′(A2) = N(A1).
(3.3)
The map p2n is given by (A1, A2, . . . , A2n+1) 7→ A2n+1 and chλn(P ) = tr2n(e⊗2n+1). So
in order to get (3.1) we want to find Ai ∈ Mr(A)⊗i s.t. A1, . . . , A2n, e⊗2n+1 satisfy the
equations (3.3). As
2b(e⊗2n+1) = 2e⊗2n = (1− t)(e⊗2n)
a good candidate for A2n is −e⊗2n, but we have to accept the factor 2 in front of e⊗2n+1.
Similar we have
(2n− 1)b′(e⊗2n) = (2n− 1)e⊗2n−1 = N(e⊗2n−1)
so a good candidate for A2n−1 is e⊗2n−1, but we have to accept the factor 2n− 1 in front
of e⊗2n and hence 2(2n− 1) in front of e⊗2n+1. Continuing until we reach A1 = e, we will
get that
c(e)n = (yn, zn, yn−1, zn−1, . . . , y0), where
yi = (−1)i(2i
i−1∏
j=1
(2j + 1))e⊗2i+1 = (−1)i (2i)!
i!
e⊗2i+1, i ≥ 0,
zi = (−1)i−1(2i−1
i−1∏
j=1
(2j + 1))e⊗2i = (−1)i−1 (2i)!
2(i!)
e⊗2i, i ≥ 1,
defines an element of HC2n(Mr(A)). Note that the rational numbers appearing in the
definition of yi and zi are indeed integers. By construction tr2n(c(e)n) is mapped by p2n to
yn = (−1)n (2n)!2(n!) chλn(P ), so fulfils (3.2).
3.24 Proposition The value tr2n(c(e)n) ∈ HC2n(A) does not depend on the choice of e,
but only on (the isomorphism class of) P .
Proof. The proof can be done in the same way as for Connes homology (see Proposition
3.9). We can drop the assumption Q ⊂ k, because we use Proposition 1.43 instead of
Proposition 1.34, which was the reason for this assumption.
3.25 Definition We get the following additive Chern theory for P (A):
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• The target is HCev =
∞∏
n=0
HC2n(A).
• chcyn : Obj(P (A))→ HC2n(A), P 7→ tr2n(c(e)n), where e ∈Mr(A) is a projector with
image isomorphic to P .
The additivity over short exact sequences is shown componentwise in the same way as for
Connes homology (cf. Lemma 3.12).
3.6 Summary
For Q ⊂ k we have defined three different additive Chern theories chcy, chλ and chdR for
P (A). chdR is also multiplicative and required our ring A to be commutative. For each
n ∈ N0 we have the following commutative diagram
HC2n(A)
(−1)n (2n)!
2(n!)
p2n

K0(A)
chcyn
99
chλn //
chdRn %%
Hλ2n(A)
1
n!
pi2n

H2ndR(A).
For fixed n it is sufficient that 2(n!) is invertible in k for the existence of the maps chcyn ,
chλn and ch
dR
n .
3.7 Vector bundles and projective modules
In this section we want to discuss the relation between the Chern theory for finitely gen-
erated modules and topological vector bundles. We will only look at the case where the
topological space is a complex manifold.
In this section X will be a n-dimensional complex manifold, which is C∞ as manifold over
R and E will be a C∞-vector bundle over X. From now on we will say smooth instead of
C∞. We will denote the smooth global sections of E with Γ(E) and the smooth functions
from X to C with C∞(X).
Let us first recall the Serre-Swan theorem ( [Swa62]). This theorem states, that if Y is
a compact hausdorff topological space, then taking continuous global sections gives an
equivalence between the category of real (respectively complex) vector bundles over Y and
the category of finitely generated projective modules over the ring of continuous functions
from Y to R (respectively C).
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If X is a smooth manifold (not necessarily compact), then the smooth global sections of
a smooth vector bundle are a finitely generated module over the smooth functions on X.
If X is connected, we get again a equivalence of categories ( [Nes03]). This is sometimes
called the smooth Serre-Swan theorem.
Now to compare the Chern theories for vector bundles and finitely generated projective
modules over C∞(X), we would like to have chn(E) = chdRn (Γ(E)) for every smooth vec-
tor bundle E. One problem in verifying this equality is, that there are many different
ways to define Chern characters (in both cases). Depending on the way one uses, the two
Chern characters will live in different cohomology theories. One way for vector bundles is
using Chern classes, the splitting principle and Chern roots. This is done for example in
(cf. [Wei13], chapter 2). With this method chn(E) is an element of 2n-th singular coho-
mology H2n(X,C). On the other hand chdRn (Γ(E)) is an element of H2ndR(C∞(X)/C). So
we will first have to find suitable maps to compare these Chern characters.
Let us look at the following complex
C•dR(X) : 0→ C∞(X) d→ A1(X) d→ . . . d→ A2n(X)→ 0,
where Ai(X) = Γ(
∧i homR(τ,C)), i.e. the global sections of the i-th exterior power of
the complexification of the cotangent bundle τ . If U ⊂ X is an open subset and xi local
complex coordinates for U , then the sections Ai(U) defined over U can be described as
A1(U) =
n⊕
j=1
C∞(U)dxj ⊕
n⊕
j=1
C∞(U)dxj , Ai(U) =
i∧
A1(U).
Locally the map d is then given by
adxI 7→
n∑
j=1
∂xj (a)dxj ∧ dxI + ∂xj (a)dxj ∧ dxI .
The i-th cohomology of this complex is usually denoted with H idR(X) and is called the de
Rham cohomology of X. We will now outline a construction for chn(E) ∈ H2ndR(X). This
construction works with connections for vector bundles and is done in [MS74], appendix C.
There is an isomorphism H ising(X,C) ∼= H idR(X) ( [Voi07], Corollary 4.37) and the two
different constructions of chn(E) are the same after applying this isomorphism.
We have described the Chern characters for finitely generated projective modules purely
with traces of idempotents, but it can also be constructed with connections for modules.
A connection for a module M over a k-algebra A is a k-linear map
∇ : M →M ⊗A ΩA/k with ∇(am) = a∇(m) +m⊗ d(a)
for all a ∈ A, m ∈ M . The construction of chn(M) from a connection is done in [Lod98],
chapter 8. Loday arrives at the same formula for the Chern characters as we do via traces.
A connection for a vector bundle E is a C-linear map
∇ : Γ(E)→ Γ(E ⊗ τ∗) with ∇(fs) = f∇(s) + s⊗ df
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for all s ∈ Γ(E), f ∈ C∞(X). Here τ∗ = homR(τ,C) is the complexification of the cotangent
bundle.
Because Γ(E ⊗ τ∗) ∼= Γ(E) ⊗ Γ(τ∗), we see that this definition of a connection for the
vector bundle E is almost the same as a connection for the module Γ(E) over the C-
algebra C∞(X), except one needs to replace ΩC∞(X)/C with A1(X) = Γ(τ∗). Now both
theories continue along the same lines:
• ∇ determines a unique map ∇(1) : Γ(E)⊗A1(X)→ Γ(E)⊗A2(X) with
∇(1)(s⊗ ω) = s⊗ dω −∇s ∧ ω for ω ∈ Γ(τ∗) and s ∈ Γ(E).
And the same for modules with Ai(X) replaced by ΩiC∞(X)/C.
• The composition K := ∇(1) ◦ ∇ : Γ(E) → Γ(E) ⊗ A2(X) can be locally given by
a matrix with entries in A2(U). This matrix is unique, up to conjugation with an
invertible matrix. The map K is usually called the curvature of ∇. The same holds
for modules with Ω2C∞(X)/C and without the word locally.
• Because these matrices are unique up to conjugation, it makes sense to evaluate these
matrix on any invariant polynomial P in the entries of the matrix, i.e. a polynomial
satisfying P (M) = P (GMG−1), or more general on any power series, which is the
sum of invariant homogeneous polynomials. In the case for vector bundles, this indeed
gives a global object.
• The n-th Chern character is then the element of A2n(X) (respectively Ω2nC∞(X)/C) one
gets by evaluating the matrix on the degree n part of the power series Tr(eK/2pii)
(respectively Tr(eK)).
• Then one verifies, that this defines indeed an object in the cohomology, i.e. lies in
the kernel of d, does not depend on the choice of connection and every vector bundle
respectively projective module has a connection.
Now by the universal property of ΩC∞(X)/C there is a unique map making the following
diagram of C∞(X)-modules commute:
C∞(X) d //
d

A1(X)
ΩC∞(X)/C.
∃!
λ
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Then taking exterior powers gives also maps ∧jλ : ΩjC∞(X)/C → Aj(X) for all j. Since these
maps commute with d, we get a map of complexes and hence a map between cohomologies
Hj(λ) : HjdR(C
∞(X)/C)→ HjdR(X). By our discussion above the image of the n-th Chern
character of the module Γ(E) under H2n(λ) is (2pii)n times the Chern character of the
vector bundle E.
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3.26 Example Let γn be the tautological line bundle on PnC given by
{(l, x) ∈ PnC × Cn+1 | l ∈ PnC, x ∈ l} → PnC, (l, x) 7→ l.
The global sections of γn are the same as smooth maps
h : SnC → C with h(ux) = u−1h(x) for u ∈ C, |u| = 1, x ∈ SnC.
If h is such a function and [x] ∈ PnC with |x| = 1, then we get a global section by the
assignment [x] 7→ ([x], h(x)x). The right hand side is independent of the choice of x and
each global section is of this form. The functions x0, . . . , xn : S
n
C → C (projection to the i-th
C-coordinate and complex conjugation) are such functions. These global sections generate
Γ(γn), because for each point of PnC one coordinate function does not vanish and γn is a
line bundle. We get then the following maps of C∞(PnC) modules:
C∞(PnC)n+1
α→ Γ(γn), Γ(γn) β→ C∞(PnC)n+1,
ei 7→ xi, h 7→
n∑
i=0
xihei.
Note that xih is indeed a well defined function on PnC. Furthermore, α is surjective and
α ◦ β = id, so β ◦ α is a idempotent with image isomorphic to Γ(γn). The matrix to this
idempotent is given by
e :=

x0x0 x1x0 . . . xnx0
x0x1 x1x1 . . . xnx1
...
...
. . .
...
x0xn x1xn . . . xnxn
 .
Then we get a connection ∇ of the projective R := C∞(PnC)-module Γ(γn) by the following
composition:
Γ(γn) ↪→ Γ(γn)⊕ ker(e) ∼= Rn+1 d
n+1−→ (ΩR/C)⊕(n+1) ∼= Rn+1 ⊗R ΩR/C e⊗id−→ Γ(γn)⊗ ΩR/C
this connection is called the Levi-Civita connection (and can be defined similar for any
finitely generated projective module over any ring). By composing ∇ with the map
id⊗ λ : Γ(γn)⊗ΩR/C → Γ(γn)⊗A1(PnC) we get a connection for the vector bundle γn. The
first Chern character given by this connection can be computed by the formula
Tr(edede) ∈ H2dR(R/C) respectively
1
2pii
H2(λ)(Tr(edede)) ∈ H2dR(PnC),
where d is the universal differential R→ ΩR/C.
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4 The (homotopy) category of matrix
factorizations
In this chapter A is a commutative ring and f ∈ A. All modules in this chapter will be
assumed to be finitely generated.
4.1 Matrix factorizations and homotopy
4.1 Definition A matrix factorization of f over A is a pair of matrices
(ϕ,ψ) ∈Mn×l(A)×Ml×n(A),
s.t. ϕψ = f idn, ψϕ = f idl.
We will see examples of matrix factorizations and corresponding resolutions in Section 4.4
and Example 5.23. For the rest of this chapter we assume, that 0 6= f is not a zero divisor.
In this case we get the following lemma.
4.2 Lemma If 0 6= f ∈ A is a non zero divisor and (ϕ,ψ) is a matrix factorization of f
over A, then ϕ, ψ are square matrices of the same size, injective as mappings and either
matrix determines the other uniquely.
4.3 Definition Let (ϕ,ψ), (ϕ′, ψ′) two matrix factorizations.
1. A morphism of matrix factorizations is a pair of two A-linear maps (α, β), which
make the following diagram commute:
Am
ψ //
α

Am
ϕ //
β

Am
α

Am
′ ψ′ // Am
′ ϕ′ // Am
′
We denote the set of all morphisms with MF ((ϕ,ψ), (ϕ′, ψ′)). A morphism is an
isomorphism of matrix factorizations if α and β are isomorphisms.
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2. Two morphisms (α, β), (α′, β′) are said to be homotopic if there are two A-linear
maps s0, s1 fitting in the following diagram
Am
ψ //
α−α′

Am
s1||
ϕ //
β−β′

Am
α−α′
s0||
Am
′ ψ′ // Am
′ ϕ′ // Am
′
,
such that α− α′ = ϕ′ ◦ s0 + s1 ◦ ψ and β − β′ = ψ′ ◦ s1 + s0 ◦ ϕ.
3. A morphism (α, β) is called a homotopy equivalence if there is a morphism (α′, β′) in
the other direction, such that both compositions are homotopic to the identity.
4. We say (ϕ,ψ), (ϕ′, ψ′) are homotopy equivalent if there is a homotopy equivalence
between them. We refer to all matrix factorizations homotopy equivalent to a given
one (ϕ,ψ) as the homotopy class of (ϕ,ψ) and denote it with [ϕ,ψ].
4.4 Lemma In the first part of Definition 4.3 either of the two equations
α ◦ ϕ = ϕ′ ◦ β, β ◦ ψ = ψ′ ◦ α
implies the other. The same is true for the two equations
α− α′ = ϕ′ ◦ s0 + s1 ◦ ψ, β − β′ = ψ′ ◦ s1 + s0 ◦ ϕ
from the second part.
Proof. We show that α− α′ = ϕ′ ◦ s0 + s1 ◦ ψ implies β − β′ = ψ′ ◦ s1 + s0 ◦ ϕ. The other
implications can be proven in a similar way. By composing with ψ′ from the left and ϕ
from the right we get
ψ′ ◦ (α− α′) ◦ ϕ = ψ′ ◦ ϕ′ ◦ s0 ◦ ϕ+ ψ′ ◦ s1 ◦ ψ ◦ ϕ,
which simplifies to
f(β − β′) = f(ψ′ ◦ s1 + s0 ◦ ϕ).
Now cancel f , which is possible because f is a non zero divisor.
There is a different Z/2Z-graded approach to matrix factorizations, which is often used in
the literature (for example in the cited paper [PV12]). We work with Definition 4.1 of a
matrix factorizations, unless stated otherwise.
4.5 Definition (Matrix factorization, Z/2Z-graded version)
1. A matrix factorization is a pair (E, δ), where E = E0 ⊕E1 is a Z/2Z-graded module
with E0, E1 free and δ : E → E is an odd endomorphism, satisfying δ2 = f idE . We
will write δ as block matrix
(
0 ϕ
ψ 0
)
with ϕ : E0 → E1 and ψ : E1 → E0.
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2. The homomorphism complex of (E, δ) and (E′, δ′) is the Z/2Z-graded complex
MFZ/2Z((E, δ), (E
′, δ′)) = MF0((E, δ), (E′, δ′))⊕MF1((E, δ), (E′, δ′))
of graded maps from E to E′ of degree 0 respectively 1, together with the differential
D given by α 7→ δ′ ◦ α− (−1)|α|α ◦ δ for homogeneous α of degree |α|.
Morphisms in the sense of Definition 4.3 are elements of the kernel D : MF0 → MF1 and
two morphisms in this sense are homotopic if and only if their difference is in the image of
D : MF1 →MF0.
4.6 Definition We denote with MF (A, f) the category of all matrix factorizations of f over
A and with [MF (A, f)] the corresponding homotopy category. This means [MF (A, f)]
has the same objects as MF (A, f), but homotopy classes of morphisms in MF (A, f) as
morphisms (which is the same as applying H0 to the morphism complexes in the language
of Definition 4.5). Therefore, the isomorphisms in [MF (A, f)] are precisely the homotopy
equivalences.
4.2 Minimal free resolutions and matrix factorizations
In this section we recap basic results about free resolutions of modules, which can be found
(for example) in [Eis95]. Then we state some of the properties of minimal free resolutions, in
particular we are interested in their connections to matrix factorizations. This connection
was the main reason for the introduction of matrix factorizations by Eisenbud in [Eis80].
All rings in this section are noetherian and all modules are finitely generated.
4.7 Definition 1. A free resolution of a module M , is a (possibly infinite) complex
F• := . . .
∂3→ F2 ∂2→ F1 ∂1→ F0 → 0,
where each Fi is a free module and sits in degree i. Furthermore, (F•, ∂•) is exact,
except at F0, where the homology is M . The exact complex
. . .→ F2 → F1 → F0 ε→M → 0
is called an augmented free resolution of M .
2. If A is local with maximal ideal m, then a minimal free resolution of M is a free
resolution with one of the following equivalent conditions:
a) im(∂i) ⊂ mFi−1 for i ≥ 1.
b) The rank of F0 is the minimal number of generators of M (which is equals
dimA/m(M/mM)) and the rank of Fi equals the minimal number of generators
of ker(∂i−1) for all i ≥ 1 (with ∂0 = ε).
49
3. If A is local and F• is a minimal free resolution of M , then the i-th Betti number of
M is defined to be the rank of Fi.
4. A complex F• is called periodic of period length n if there is an isomorphism of
complexes s : F•[n]→ F•. If Fi = 0 for all i < j, then we require si : Fn+i → Fi to be
isomorphism only for i ≥ j.
5. A complex is called periodic if it is periodic of period length n for some n.
6. A complex F• with Fi = 0 for all i < j is called eventually periodic if it is periodic
after cutting off the first k non zero terms for some k.
Now we state two important facts about free resolutions, which will be used throughout
this thesis.
4.8 Lemma ( [Wei94], 2.2.5, 2.2.6) Free resolutions exist and are unique up to homotopy
equivalence.
4.9 Lemma ( [Eis95], 20.1, 20.2) If A is local, then minimal free resolutions exist and are
unique up to isomorphisms of complexes. In particular for a given module M either all
resolutions are (eventually) periodic or none are.
4.10 Proposition ( [Eis80], 4.1) Let A be a regular local ring and I ⊂ A an ideal generated
by an A-sequence. Set B = A/I, and let
F• : . . .→ F1 → F0
be a minimal B-free resolution. If {rankFi} is bounded, then F• becomes periodic of period
2 after at most 1 + KdimB steps.
This proposition was later generalized for example in [GP90].
4.11 Proposition ( [GP90], 1.2) Let A be a Cohen-Macaulay local ring of multiplicity ≤ 7
or a Gorenstein local ring of multiplicity ≤ 11. If M is a finitely generated A-module with
bounded Betti numbers, then M is eventually periodic of period 2.
Here M being periodic means every minimal free resolution is so. The authors of [GP90]
construct minimal (i.e. Cohen-Macaulay of multiplicity 8 or Gorenstein of multiplicity 12)
examples of minimal free resolutions with bounded Betti numbers and arbitrary period
length respectively not periodic ( [GP90], 3.1 and 3.4). Their multiplicity 8 example is
given here.
4.12 Example 1. If P is a projective A-module, which is isomorphic to the image of the
idempotent e ∈Mn(A) (see Construction 3.2), then
. . .
e→ An 1−e→ An e→ An 1−e→ An
is a 2-periodic free resolution of P . If A is local this resolution is not minimal.
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2. The next example shows, that (even over local rings) periodic, minimal free resolutions
of arbitrary length exist. This example is Proposition (3.4) in [GP90]. Let 0 6= α ∈ C.
We define
R = Rα = C[W,X, Y, Z]/I, where
I = Iα = (αWY +XY,WZ +XZ, Y Z,W
2, X2, Y 2, Z2).
R is local with maximal Ideal m = (W,X, Y, Z) =
√
I. Now we define
dn :=
(
W αnY + Z
0 X
)
for n ∈ Z.
As dndn+1 = 0 (modulo I) for all n ∈ Z we get a complex
. . .
dn+1→ R2 dn→ R2 dn−1→ . . . (4.1)
We will show, that this complex is exact. Note that dimCR = 8, because
1,W,X, Y, Z,WX,WY,WZ
is a basis. We have dim im(dn) ≥ 8 for all n, because
dn
((
1
0
))
=
(
W
0
)
, dn
((
0
1
))
=
(
αnY + Z
X
)
, dn
((
0
W
))
=
(
αnWY +WZ
WX
)
,
dn
((
X
0
))
=
(
WX
0
)
, dn
((
Y
0
))
=
(
WY
0
)
, dn
((
0
Y
))
=
(
0
−αWY
)
,
dn
((
Z
0
))
=
(
WZ
0
)
, dn
((
0
Z
))
=
(
0
−WZ
)
,
are C-independent elements of image of dn. We can conclude
8 ≤ dim im(dn) = dimR2 − dim ker(dn) ≤ 16− dim im(dn+1) ≤ 16− 8 = 8.
This implies dim im(dn) = dim ker(dn) = 8 for all n and hence im(dn+1) = ker(dn).
By cutting off the exact sequence in (4.1), we get a free resolution of the R-module
coker(dn)
. . .
dn+2→ R2 dn+1→ R2 dn→ R2 → 0.
This resolution is minimal, as the entries of dk are in m.
If α does not have a finite order, then this complex will not be eventually periodic. If
the order of α is l, then this complex is periodic with minimal periodic length l. To
show this statement about the minimality of the period length, it is enough to show
that unless l divides t− s the matrices dt and ds are not equal up to base change, i.e.
there are no invertible matrices
(
a b
c d
)
,
(
a′ b′
c′ d′
) ∈M2(R), s.t.(
a b
c d
)
dt = ds
(
a′ b′
c′ d′
)
. (4.2)
Since dt and ds are homogeneous of degree 1 and R is the quotient of a polynomial
ring by an ideal homogeneously generated in degree 2, equation (4.2) is also true in
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the polynomial ring if we replace the (classes of the) polynomials a, . . . , d, a′, . . . , d′
with their constant parts, which we will denote with an overline.(
a b
c d
)
dt = ds
(
a′ b′
c′ d′
)
.
Looking at the top right entry of this matrix equation we find
aαtY + aZ + bX = b′W + d′αsY + d′Z.
Hence we get
b′ = 0, b = 0, aαt = d′αs, a = d′,
which gives a = d′ = 0, unless αt = αs. If the constant part of a, b, b′, d′ are zero,
then the determinant of the matrices
(
a b
c d
)
,
(
a′ b′
c′ d′
)
is no unit. This completes the
proof.
4.13 Proposition ( [Eis80], 5.1) For any matrix factorization (ϕ,ψ) of x over A if (x)/(x2)
is free over B = A/(x), we get a periodic free resolution of the B-module coker(ϕ) as follows
F(ϕ,ψ) : . . .
ψ→ Al ϕ→ An ψ→ Al ϕ→ An,
where the matrices ϕ,ψ are given by reducing the entries modulo x.
4.14 Proposition ( [Eis80], 5.2) Let A be a regular local ring with infinite residue class field,
and let I ⊂ A be an ideal generated by an A-sequence. Set B = A/I. If F is a periodic
minimal B-free resolution, then there exist a local ring B1, a non zero divisor x ∈ B1, and
a matrix factorization (ϕ,ψ) of x over B1, such that F = F(ϕ,ψ).
4.15 Proposition ( [Eis80], 5.3) Let A be a noetherian ring, and let . . .
ϕ→ G ψ→ F ϕ→ G
be a free resolution of a finitely generated R-module which is periodic of period 2. Then
rankF = rankG.
4.16 Proposition ( [Eis80], 6.1) Let A be a regular local ring, x ∈ A, and let B = A/x.
Let d = dimA. If
F : . . .→ F1 → F0
is the minimal B-free resolution of a finitely generated B-module N , then:
1. F becomes periodic of period 2 after d+ 1 steps,
2. F is periodic (necessarily of period 2) if and only if N is a maximal Cohen-Macaulay
B-module with no free summand.
3. Every periodic minimal resolution over B comes from a matrix factorization of x over
A (in the sense of Proposition 4.13).
4.17 Definition 1. We call the two matrix factorization (1, x) and (x, 1) of x over A
trivial.
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2. The direct sum of two matrix factorizations (ϕ,ψ) and (ϕ′, ψ′) of x over A is defined
to be ((
ϕ 0
0 ϕ′
)
,
(
ψ 0
0 ψ′
))
.
3. A matrix factorization is called reduced, if it is not isomorphic to any matrix factor-
ization having a trivial matrix factorizations as direct summand.
If A is local with maximal ideal m and x ∈ A is a non zero divisor, a matrix factorization
of x over A is reduced if and only if all entries are in m, i.e. the induced free resolution is
minimal.
4.18 Proposition ( [Eis80], 6.3) Let A be a regular local ring and let B = A/(x) be a
proper factor ring. Write (−) for reduction modulo x. The associations
(ϕ,ψ) 7→ F(ϕ,ψ) : . . . ϕ→ G ψ→ F ϕ→ G
and
(ϕ,ψ) 7→M(ϕ,ψ) = cokerϕ
induces bijections between the sets of
1. Equivalence classes of reduced matrix factorizations of x over A,
2. Isomorphism classes of nontrivial periodic minimal free resolutions over B,
3. Maximal Cohen-Macaulay B-modules without free summands.
This was later generalized by Buchweitz in [Buc87] to the equivalence of categories stated in
Proposition 4.21. Buchweitz also works with not necessarily commutative strongly Goren-
stein rings. A proper quotient of a regular local ring is strongly Gorenstein. For the rest of
this section we will denote with S a not necessarily commutative ring, which is supposed
to be noetherian on both sides.
4.19 Definition ( [Buc87], 4.1, 4.2.1) 1. S is said to be strongly Gorenstein if it is of
finite injective dimension as both a left or right module over itself.
2. A S-module M is called maximal Cohen-Macaulay if it is homS(−, S)-acyclic, i.e.
ExtiS(M,S) = 0 for i > 0.
4.20 Definition ( [Buc87]) 1. We define mod(S) to be the category of finitely generated
left S-modules.
2. We define mod(S) to be the so called stabilization of mod(S), i.e. the same objects,
but factoring out morphisms, which factor through a finitely generated projective
module.
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3. We define the category MCM(S) to be the full subcategory of mod(S) consisting of
the maximal Cohen-Macaulay modules.
4. We define MCM(S) to be the so called stabilization of MCM(S), i.e. the same
objects, but factoring out morphisms, which factor through a finitely generated pro-
jective S-module.
5. We define APC(S) to be the homotopy category of (unbounded) acyclic complexes
of finitely generated projective S-modules.
6. D(S) denotes the derived category of S.
7. A complex of S-modules is called perfect, if it is isomorphic in D(S) to a finite complex
of finitely generated projective S-modules.
8. We define Dbperf(S) to be the subcategory of D
b(S) consisting of all perfect complexes.
9. Dbperf(S) is a thick subcategory of D
b(S). Therefore, we can define the (triangulated)
quotient Db(S) := Db(S)/Dbperf(S) and call it the stabilized derived category of S.
The following theorem shortened version of [Buc87], 4.4.1. Buchweitz gives the equivalences
of categories explicitly.
4.21 Proposition If S is strongly Gorenstein, then the three categories MCM(S), APC(S)
and Db(S) are equivalent.
4.22 Corollary If A is a regular local ring and B = A/(x) is a proper quotient, then B
is strongly Gorenstein and the homotopy category of matrix factorizations of x over A
[MF (A, x)] is equivalent to either of the categories MCM(B), APC(B) and Db(B).
4.3 Triangulated structure on the homotopy category
Some of the categories, which are equivalent to [MF (A, f)] have the structure of a tri-
angulated category. In this section we introduce the induced triangulated structure on
[MF (A, f)].
All matrix factorizations in this section are assumed to be of f over A.
4.23 Definition Let (α, β) : (ϕ,ψ)→ (ϕ′, ψ′) be a morphism of matrix factorizations.
1. We define the suspension of (ϕ,ψ) as the matrix factorization Σ((ϕ,ψ)) := (−ψ,−ϕ).
The suspension of (α, β) is the morphism of matrix factorizations Σ(α, β) = (β, α).
Σ defines a functor from [MF (A, f)] to itself with Σ2 = id.
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2. The mapping cone of (α, β) is defined to be the matrix factorization
C(α,β) :=
((
ϕ′ α
0 −ψ
)
,
(
ψ′ β
0 −ϕ
))
.
3. There are two obvious morphisms of matrix factorizations
(ϕ′, ψ′)
(id×0,id×0)−−−−−−−−→ C(α,β) (0⊕id,0⊕id)−−−−−−−→ Σ((ϕ,ψ)).
4. A triangle is a sequence of matrix factorizations and morphisms between them
(ϕ,ψ)→ (ϕ′, ψ′)→ (ϕ′′, ψ′′)→ Σ(ϕ,ψ).
5. A morphism of two triangles is given by three morphisms of matrix factorizations,
making the following diagram commute
(ϕ,ψ) //
(α1,β1)

(ϕ′, ψ′) //
(α2,β2)

(ϕ′′, ψ′′) //
(α3,β3)

Σ(ϕ,ψ)
Σ(α1,β1)

(Φ,Ψ) // (Φ′,Ψ′) // (Φ′′,Ψ′′) // Σ(Φ,Ψ)
.
A morphism of triangles is an isomorphism of triangles, if all vertical maps are iso-
morphisms in [Mf(A, f)], i.e. homotopy equivalences.
6. We call a triangle distinguished, if it is isomorphic to a triangle coming from a mapping
cone, i.e.
(ϕ,ψ)
(α,β)−−−→ (ϕ′, ψ′) (id×0,id×0)−−−−−−−−→ C(α,β) (0⊕id,0⊕id)−−−−−−−→ Σ((ϕ,ψ)).
We denote the set of all distinguished triangles with ∆.
4.24 Proposition The category [MF (A, f)] together with the suspension functor Σ and ∆
as set of distinguished triangles defines a triangulated category.
Proof. This is Proposition 3.3 of [Orl04] or Theorem 5.1.1 in the master thesis [Lan16],
which takes a more elementary approach to verify it.
4.4 Tensor structure on the homotopy category
In this section we introduce the pseudo tensor triangulated structure of [MF (A, f)]. We
mainly follow, what has been done in [Yu13]. One can also compare with [Yos98].
In this section k is a commutative ring and A, A′ are (unital) commutative k-algebras and
f ′ ∈ A′ (and still f ∈ A). ⊗ will mean ⊗k.
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4.25 Definition Assume we have two matrix factorizations (ϕ,ψ) ∈ Mn(A)2 of f over A
and (ϕ′, ψ′) ∈ Mn′(A′)2 of f ′ over A′. We define the tensor product to be the following
matrix factorization of f ⊗ 1 + 1⊗ f ′ over A⊗A′
(ϕ,ψ)⊗MF (ϕ′, ψ′) =
((
ϕ⊗ idn′ idn⊗ϕ′
− idn⊗ψ′ ψ ⊗ idn′
)
,
(
ψ ⊗ idn′ − idn⊗ϕ′
idn⊗ψ′ ϕ⊗ idn′
))
.
If A = A′ we map A ⊗ A to A via the multiplication map, then (ϕ,ψ) ⊗MF (ϕ′, ψ′) is a
matrix factorization of f + f ′ over A.
The formula for ⊗MF is a Z/2Z-graded version of the tensor product for complexes.
4.26 Definition Let a = (a1, . . . , am), b = (b1, . . . , bm) ∈ Am. Then we define the matrix
factorization {a, b} := (a1, b1) ⊗MF . . . ⊗MF (am, bm) of f = a · b = a1b1 + . . . + ambm and
call it the Koszul matrix factorization corresponding to the pair (a, b).
If a is a regular A-sequence and f = a1b1 + . . .+ ambm ∈ I = (a1, . . . am), then {a, b} gives
the periodic part of a B-resolution of the B-module R/I ( [PV12], 2.3.1).
4.27 Example Let us look examples for Koszul matrix factorization for m = 1, 2.
1. Set A := C[[X,Y ]], f := XY , B = A/(f) and consider the 1× 1 matrix factorization
{(X), (Y )} = (X,Y ). This matrix factorization is the periodic part of the minimal
free resolution of the B-module C[[Y ]] = B/(X) = coker(X).
2. Set A = C[[W,X, Y, Z]], f = WX−Y Z and B = A/(f) and consider the 2×2 matrix
factorization
{(W,Y ), (X,−Z)} = (W,X)⊗MF (Y,−Z) =
((
W Y
Z X
)
,
(
X −Y
−Z W
))
.
This matrix factorization can either be seen as the 2-periodic part of the minimal free
resolution of the B-module coker(ϕ) or the eventually 2-periodic part in the minimal
free resolution of M = C[[X,Z]] = A/(W,Y ). M is not maximal Cohen-Macaulay,
because the minimal free resolution will have an non periodic start.
For the rest of this section we will assume, that 2 is invertible in k. Let (ϕ,ψ) ∈ Mn(A)
a matrix factorization of f over A and (ϕ′, ψ′) ∈ Mn′(A′) of f ′ over A′. If A = A′ and
f = f ′, then (ϕ,ψ) ⊗MF (ϕ′, ψ′) is a matrix factorization of 2f . We are interested in a
tensor product [MF (A, f)]× [MF (A, f)]→ [MF (A, f)]. Therefore, we will introduce the
factor 12 to the second matrix.
4.28 Definition We define a tensor product [MF (A, f)]× [MF (A, f)]→ [MF (A, f)] given
by first applying ⊗MF and then multiplying the second matrix with 12 . We denote this
tensor product with (ϕ,ψ)⊗ 12 (ϕ′, ψ′) or (ϕ,ψ)⊗
1
2
MF (ϕ
′, ψ′).
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4.29 Definition ( [Yu13], 4.1.1) 1. A pseudo tensor category is a category C equipped
with a tensor product ⊗ : C × C → C, s.t. for any a, b, c ∈ C, there is a natural
isomorphism, called the associator
αa,b,c : (a⊗ b)⊗ c ∼= a⊗ (b⊗ c)
and a natural isomorphism, called the braiding
Ba,b : a⊗ b ∼= b⊗ a.
We require the associator to satisfy the pentagon identity, i.e. the following diagram
commutes
(a⊗ b)⊗ (c⊗ d)
αa,b,c⊗d
++
((a⊗ b)⊗ c)⊗ d
αa⊗b,c,d
33
αa,b,c⊗idd
&&
a⊗ (b⊗ (c⊗ d))
(a⊗ (b⊗ c))⊗ d αa,b⊗c,d // a⊗ ((b⊗ c)⊗ d)
ida⊗αb,c,d
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We also require the associator and the braiding to satisfy the hexagon identity, i.e.
the following diagram commutes
(a⊗ b)⊗ c αa,b,c //
Ba,b⊗idc

a⊗ (b⊗ c) Ba,b⊗c// (b⊗ c)⊗ a
αb,c,a

(b⊗ a)⊗ c αb,a,c // b⊗ (a⊗ c)idb⊗Ba,c// b⊗ (c⊗ a)
2. If C is triangulated, we will say C is a pseudo tensor triangulated category if it is
pseudo tensor and in addition −⊗ a, a⊗− are triangulated functors.
4.30 Proposition ( [Yu13], 4.1.22) The triangulated category [MF (A, f)] together with the
tensor product ⊗ 12 is a pseudo tensor triangulated category.
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5 Chern theories for matrix factorizations
In this chapter we will define Chern theories for [MF (A, f)], MF (A, f) and exhibit their
functoriality with respect to k-algebra maps, their behaviour under cones of morphisms of
matrix factorizations and the tensor product of matrix factorizations.
In this chapter k is a commutative ring and A is an associative, unital, commutative k-
algebra, 0 6= f ∈ A is supposed to be a non zero divisor, B = A/(f) a proper quotient,
(ϕ,ψ) ∈Mr(A)2 a matrix factorization of f over A and Ωn will mean ΩnA/k.
5.1 Chern theories for [MF (A, f)]
In this section we will construct four Chern theories for the category [MF (A, f)].
Recall the mapsMr(A)→Mr+1(A) defined by boxing with zeros, that give mapsHHn(Mr(A))→
HHn(Mr+1(A)), which commute with the generalized trace map.
5.1 Definition We define M(A) as the direct limit limrMr(A). Then we get also gen-
eralized trace maps trn : HHn(M(A)) = limrHHn(Mr(A)) → HHn(A), which are still
isomorphisms. For details on this we refer to [Lod98].
We can define a k-algebra structure on B via the quotient map A→ B (this is well defined
as k · (f) ⊂ (f)). Then we also get k-algebra structures on Ml(B) and M(B).
5.2 Proposition Let (ϕ,ψ) be a matrix factorization. Then the element
(ϕ⊗k ψ)⊗kn := ϕ⊗k ψ ⊗k . . .⊗k ϕ⊗k ψ ∈ HH2n−1(M(B))
depends only on the homotopy class of (ϕ,ψ). Here we interpret ϕ, ψ as matrices over B
by reducing modulo f componentwise.
Proof. This follows from the next more general Lemma 5.3.
5.3 Lemma Let T be an associative (not necessarily commutative) k-algebra and
a0, . . . , an, b0, . . . , bn ∈ T satisfying
aiai+1 = 0 = bibi+1 for all i ∈ Z/(n+ 1)Z.
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Furthermore, let f0, . . . , fn, g0, . . . , gn ∈ A, s.t.
fi−1ai = bifi, gi−1bi = aigi for all i ∈ Z/(n+ 1)Z.
Finally let s0, . . . , sn, t0, . . . , tn ∈ A with
figi − 1(b)i = bi+1ti + ti−1bi for all i ∈ Z/(n+ 1)Z,
gifi − 1(a)i = ai+1si + si−1ai for all i ∈ Z/(n+ 1)Z,
where 1
(b)
i , 1
(a)
i ∈ T , such that 1(a)i ai+1 = ai+1 and ai1(a)i = ai and similar for b instead of
a. Then we have the following equation in HHn(T ):
a0 ⊗ . . .⊗ an = b0 ⊗ . . .⊗ bn.
If ai, bi are the differentials in two different periodic complexes (or matrix factorizations),
then these equations are precisely saying, that those two complexes (or matrix factoriza-
tions) are homotopy equivalent (via the maps f, g and everything has the same period
length). The elements 1
(b)
i , 1
(a)
i are the identity matrices of various sizes (for matrix factor-
izations we have 1
(a)
i = 1
(a)
i+1, 1
(b)
i = 1
(b)
i+1 for all i). Non square matrices are then seen as
square matrices (and hence elements of T ) by filling up with zeros.
Proof. In this proof we will often omit the subscripts. Clearly
b(a0 ⊗ . . .⊗ an) = 0 = b(b0 ⊗ . . .⊗ bn),
so these two represent elements of HHn(T ). We want to show the following equations in
HHn:
(a⊗ . . .⊗ a) = (asa+ a⊗ . . .⊗ asa+ a),
(b⊗ . . .⊗ b) = (gbf ⊗ . . .⊗ gbf).
Once we have showed these two claims, we get
(a⊗ . . .⊗ a) = (asa+ a⊗ . . .⊗ asa+ a) = (agf ⊗ . . .⊗ agf)
= (gbf ⊗ . . .⊗ gbf) = (b⊗ . . .⊗ b),
where the second and third equality hold, because
asa+ a = a(gf − 1(a) − as) + a = agf − a− 0 + a = agf = gbf.
To prove the first claim let us define
Ai := a0sna0 + a0 ⊗ . . .⊗ aisi−1ai + ai ⊗ ai+1 ⊗ . . .⊗ an,
Ci := a0sna0 + a0 ⊗ . . .⊗ aisi−1ai + ai ⊗ ai+1si + 1(a)i ⊗ ai+1 ⊗ . . .⊗ an.
Then b(Ci) = ±(Ai −Ai+1) and hence
(a⊗ . . .⊗ a) = A−1 = An = (asa+ a⊗ . . .⊗ asa+ a).
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To prove the second claim let us define
Bi := b0f0 ⊗ g0b1f1 ⊗ . . .⊗ gi−1bifi ⊗ gibi+1 ⊗ bi+2 ⊗ . . .⊗ bn, n ≥ i ≥ −1,
Di := b0f0 ⊗ g0b1f1 ⊗ . . .⊗ gi−1bifi ⊗ gi ⊗ bi+1 ⊗ bi+2 ⊗ . . .⊗ bn, n ≥ i ≥ 0,
B′i := b0f0 ⊗ g0b1f1 ⊗ . . .⊗ gi−1bifi ⊗ gibi+1fi+1gi+1 ⊗ bi+2 ⊗ . . .⊗ bn, n ≥ i ≥ 0,
B′−1 := b0f0g0 ⊗ b1 ⊗ . . .⊗ bn,
D′i := b0f0 ⊗ g0b1f1 ⊗ . . .⊗ gi−1bifi ⊗ gibi+1 ⊗ tibi+1 + 1(b)i+1 ⊗ bi+2 ⊗ . . .⊗ bn, n ≥ i ≥ 0,
D′−1 := b0 ⊗ tnb0 + 1(b)0 ⊗ b1 ⊗ . . .⊗ bn.
Then we have b(Di) = ±(Bi −B′i−1), b(D′i) = ±(Bi −B′i) and hence
(b⊗ . . .⊗ b) = B−1 = Bn = (gbf ⊗ . . .⊗ gbf).
5.4 Definition As direct consequence of Proposition 5.2, we can define the following Chern
theory for [MF (A, f)]
• The target is HHodd(B) :=
∏∞
n=1HH2n−1(B).
• [ch]HH, oddn : Obj([MF (A, f)])→ HH2n−1(B), (ϕ,ψ) 7→ tr2n−1((ϕ⊗ ψ)⊗2n).
In Section 5.4 we will show that this Chern theory is triangulated additive. The compat-
ibility with the tensor product is more complicated and will be dealt with in Section 5.5.
We will refer to it as Chern theory with values in odd Hochschild homology.
In Lemma 1.16 we had the following commutative square
HH2n−1(B)
B2n−1

pi2n−1 // Ω2n−1B/k
(2n)d

HH2n(B)
pi2n // Ω2nB/k
5.5 Definition By composing with the three maps pi2n−1, B2n−1, d we can define three new
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triangulated additive Chern theories (assuming the denominators are invertible):
[ch]HH, evenn :=
1
n
B2n−1 ◦ [ch]HH, oddn : Obj([MF (A, f)])→ HH2n(B),
(ϕ,ψ) 7→ 1
n
B(tr2n−1((ϕ⊗ ψ)⊗2n)) = 1
n
tr2n−1(B((ϕ⊗ ψ)⊗2n))
= tr2n−1(1⊗ (ϕ⊗ ψ)⊗2n)− tr2n−1(1⊗ (ψ ⊗ ϕ)⊗2n)
[ch]dR, oddn :=
1
(2n− 1)!pi2n−1 ◦ [ch]
HH, odd
n : Obj([MF (A, f)])→ Ω2n−1B/k ,
(ϕ,ψ) 7→ 1
(2n− 1)!pi2n−1(tr2n−1((ϕ⊗ ψ)
⊗2n)) =
1
(2n− 1)! Tr(ϕdψ(dϕdψ)
n−1)
[ch]dR, evenn :=
1
n
d ◦ [ch]dR, oddn =
1
(2n)!
pi2n ◦ [ch]HH, evenn : Obj([MF (A, f)])→ d(Ω2n−1B/k ),
(ϕ,ψ) 7→ 2
(2n)!
d(Tr(ϕdψ(dϕdψ)n−1)) =
2
(2n)!
Tr((dϕdψ)n)
The coefficients are (only) important for the behaviour under tensor products (this is the
content of Section 5.5).
Of course each of these three new Chern theories carries possibly less information than
[ch]HH, oddn , therefore one might ask why we introduce them. We introduce [ch]
dR, odd
n ,
because it is easy computable and in most cases one can check if this invariant is zero or
not, which we can not do for [ch]HH, oddn in general. We introduce [ch]
HH, even
n and [ch]
dR, even
n ,
because they behave better with tensor products and will appear in the description of the
behaviour of the odd Chern characters under tensor products.
We will give examples in the next section, because the Chern theories for MF (A, f) are
very similar and hence we can give examples for both at once.
5.2 Chern theories for MF (A, f)
In this section we will construct two Chern theories for the category MF (A, f).
In this section we denote with GLr(A) the multiplicative group of invertible r× r matrices
with entries in A.
We consider the value
Trn(ϕ,ψ) := Tr(ϕdψ(dϕdψ)
n−1) ∈ Ω2n−1/df ∧ Ω2n−2 + fd(Ω2n−2).
We want to show that Trn(ϕ,ψ) depends only on the isomorphism class (in MF (A, f)) of
(ϕ,ψ). To do this we need to assume, that H2n−1dR (A/k) = 0.
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Let us remind that the isomorphism class of (ϕ,ψ) consists of all matrix factorizations of
the form (HϕG−1, GψH−1), where H,G ∈ GLr(A). Therefore, we need to show, that for
all H,G ∈ GLr(A) and for all matrix factorizations (ϕ,ψ) the following equation holds:
Trn(ϕ,ψ) = Trn(HϕG
−1, GψH−1) ∈ Ω2n−1/(df ∧ Ω2n−2 + fd(Ω2n−2)). (5.1)
Lemma 5.8 will show that it is enough to show, that for all G ∈ GLr(A) and for all matrix
factorizations (ϕ,ψ) the following equation holds:
Trn(ϕ,ψ) = Trn(ϕG
−1, Gψ) ∈ Ω2n−1/(df ∧ Ω2n−2 + fd(Ω2n−2)). (5.2)
Then we show that Equation (5.2) holds. The proof is divided into several steps.
5.6 Lemma 1. For H ∈ GLr(A) we have
Hd(H−1) = −d(H)H−1, H−1d(H) = −d(H−1)H.
2. For any matrix factorization (ϕ,ψ) we have
ϕdψ = −dϕψ mod df, ψdϕ = −dψϕ mod df.
Proof. Apply d to the equation HH−1 = id = H−1H respectively ϕψ = f id = ψϕ.
5.7 Lemma For any matrix factorization (ϕ,ψ) we have
Trn(ϕ,ψ) = −Trn(ψ,ϕ) ∈ Ω2n−1/df ∧ Ω2n−2.
Proof. We compute modulo df :
Trn(ϕ,ψ) = Tr(ϕdψ(dϕdψ)
n−1) 5.6= −Tr(dϕψ(dϕdψ)n−1) 3.14= −Tr(ψ(dϕdψ)n−1dϕ)
= −Tr(ψdϕ(dψdϕ)n−1) = −Trn(ψ,ϕ).
5.8 Lemma Equation (5.1) follows from Equation (5.2).
Proof. We compute in Ω2n−1/(df ∧ Ω2n−2 + fd(Ω2n−2)):
Trn(ϕ,ψ)
(5.2)
= Trn(ϕG
−1, Gψ) 5.7= −Trn(Gψ,ϕG−1) (5.2)= −Trn(GψH−1, HϕG−1)
5.7
= Trn(HϕG
−1, GψH−1).
5.9 Definition 1. We set ϕ0 = ϕd(G−1), ϕ1 = dϕG−1, ψ0 = dGψ and ψ1 = Gdψ. Then
we get
d(ϕG−1) = ϕ0 + ϕ1, d(Gψ) = ψ0 + ψ1.
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2. For α = (α1, . . . , α2n−1) ∈ {0, 1}2n−1 we define
(Φ,Ψ)α := Tr(ϕG
−1ψα1ϕα2ψα3 . . . ϕα2n−2ψα2n−1).
Then we get
Trn(ϕG
−1, Gψ) = Tr(ϕG−1d(Gψ)(d(ϕG−1)d(Gψ))n−1) =
∑
α∈{0,1}2n−1
(Φ,Ψ)α.
3. For α = (α1, . . . , α2n−1) ∈ {0, 1}2n−1 and k ∈ N0 we define
α(k) := (αk+1, αk+2, . . . , α2n−1, α1, . . . αk),
i.e. the entries of α get shifted to the left k times.
5.10 Lemma We have (Φ,Ψ)α = (Φ,Ψ)α(k) modulo df for all k.
Proof. It is enough to proof the case k = 1. Let us assume α = (1, 0, α3, . . . , α2n−1), the
other cases work similar. Then
(Φ,Ψ)α = Tr(ϕG
−1ψ1 . . .) = Tr(ϕG−1Gdψ . . .) = Tr(ϕdψ . . .) = −Tr(dϕψ . . .)
= −Tr(dϕG−1Gψ . . .).
Repeating this step (swapping the d of a block of two matrices to the block of two matrices
to the left (using Lemma 5.6)) we will get
(Φ,Ψ)α = (−1)2n−1 Tr(dϕG−1dGψ . . .Gψ).
Note that one can apply Lemma 5.6 to blocks of the form Gψϕd(G−1), because ψϕ = f id
commutes with every other matrix. Now we compute
(Φ,Ψ)α = −Tr(dϕG−1dGψ . . . Gψ) = −Tr(G−1dGψ . . . Gψdϕ)
= Tr(G−1dGψ . . . Gdψϕ) = Tr(ϕG−1dGψ . . .Gdψ) = (Φ,Ψ)α(1)
5.11 Definition Let S be a ring.
1. For 1 ≤ i, j ≤ r, i 6= j and s ∈ S we write Eij(s) for the r × r matrix with r ones
on the diagonal and only one further non zero entry s in place i, j. We call these
matrices elementary matrices.
2. We write Er(S) for the multiplicative subgroup of GLr(S) generated by
{Eij(s) | 1 ≤ i, j ≤ r, i 6= j, s ∈ S}
and call it the elementary subgroup.
5.12 Lemma Let W ∈Mr(Ω∗A/k) be arbitrary:
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1. We have d((Eij(a))
ε1)Wd((Eij(a))
ε2) = 0 for any choice of (ε1, ε2) ∈ {1,−1}2.
2. For G = Eij(a) we have (Φ,Ψ)α = 0 if α ∈ {0, 1}2n−1 contains at least two zeros.
Proof. 1. Because (Eij(a))
−1 = Eij(−a), the only non zero entry of d(Eij(a))εi is da
or −da. Any product of two elements from the set {da,−da} is zero. This implies
d((Eij(a))
ε1)Wd((Eij(a))
ε2) = 0.
2. If α contains at least two zeros, (Φ,Ψ)α is the trace of a product of matrices containing
d((Eij(s))
ε) at least two times. Now use the first part.
5.13 Lemma Equation (5.2) holds, if G = Eij(a).
Proof.
Trn(ϕG
−1, Gψ) =
∑
α∈{0,1}2n−1
(Φ,Ψ)α
5.12
=
∑
α∈{0,1}2n−1,
α contains at most one 0
(Φ,Ψ)α
5.10
= (Φ,Ψ)(1,...,1) + (2n− 1)(Φ,Ψ)(0,1,...,1)
= Trn(ϕ,ψ) + (2n− 1)(Φ,Ψ)(0,1,...,1).
We want to show now (Φ,Ψ)(0,1,...,1) ∈ df ∧Ω2n−2 + fd(Ω2n−2), which will finish the proof.
For n = 1 we have
(Φ,Ψ)(0,1,...,1) = (Φ,Ψ)(0) = Tr(ϕG
−1dGψ) = f Tr(G−1dG) = 0.
The last equation is, because G−1dG has only one non zero entry da, which is not on the
main diagonal.
Now let us look at the case n ≥ 2, there we have
fd(Tr(ϕd(G−1)Gdψ(dϕdψ)n−2))
= f Tr(dϕd(G−1)Gdψ(dϕdψ)n−2)− f Tr(ϕd(G−1)dGdψ(dϕdψ)n−2)
5.12
= Tr(fdϕd(G−1)Gdψ(dϕdψ)n−2)− 0 = Tr(ϕψdϕd(G−1)Gdψ(dϕdψ)n−2)
5.6
= −Tr(ϕdψϕd(G−1)Gdψ(dϕdψ)n−2) = −(Φ,Ψ)(1,0,1,...,1) 5.10= −(Φ,Ψ)(0,1,...,1).
This shows (Φ,Ψ)(0,1,...,1) ∈ df ∧ Ω2n−2 + fd(Ω2n−2).
5.14 Lemma Equation (5.2) holds, if G ∈ Er(A).
Proof. Er(A) is generated by M := {Eij(s) | 1 ≤ i, j ≤ r, i 6= j, a ∈ A}. Note that inverses
of elements of M are again in M . Clearly if Equation (5.2) holds for G1, G2 ∈ GLr (for all
matrix factorizations), then it also holds for G1G2. Now use Lemma 5.13.
5.15 Lemma If G ∈ GLr(A), then
(
G 0
0 G−1
) ∈ E2r(A).
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Proof. Multiplying a matrix G from the right with Eij(a) (i.e. GEij(a)) translates to
adding a times the i-th column of G to the j-th column of G. Similar for left multiplication
and rows. Therefore, we see that any upper triangular and any lower triangular matrix
with ones on the diagonal is in E2r(A). Now compute(
G 0
0 G−1
)
=
(
idr 0
G−1 idr
)(
idr idr −G
0 idr
)(
idr 0
− idr idr
)(
idr idr −G−1
0 idr
)
∈ E2r(A).
5.16 Lemma Let M ∈Mr(Ωk). Then Tr(Mn) = 0, if k is odd and n is even.
Proof. If the characteristic of k is not 2, then this follows from Lemma 3.14 (graded cyclic
permutation in the trace). We proof now the characteristic 2 case (the proof works in any
characteristic). If M = (mij)1≤i,j≤r, then
Tr(Mn) =
∑
1≤i1,...,in≤r
mi1i2mi2i3 . . .mini1 .
For β = (i1, . . . , in) ∈ {1, . . . r}n we define mβ := mi1i2mi2i3 . . .mini1 . Since the mij anti-
commute we have mβ = −mβ(1) , where β(1) := (i2, . . . , in, i1). Now either β, β(1), . . . , β(n−1)
are pairwise distinct, then mβ appears in the sum
n
2 times with a plus and with a minus
sign. Or β = β(k) for some k < n, then β is periodic, therefore some mij appears two times
in mβ, hence mβ = 0.
5.17 Lemma If (ϕ,ψ) = (idr, f idr) and H
2n−1
dR (A/k) = 0, then for all G ∈ GLr(A) we
have
Trn(ϕG
−1, Gψ) = 0 ∈ Ω2n−1/df ∧ Ω2n−2 + fd(Ω2n−2).
In particular Equation (5.2) holds for this trivial matrix factorization.
Proof. We have dϕ = 0 and dψ = 0 mod df . Therefore, (Φ,Ψ)α = 0 mod df if α contains
at least one 1. Thus we get
Trn(ϕG
−1, Gψ) =
∑
α∈{0,1}2n−1
(Φ,Ψ)α
df
= (Φ,Ψ)(0,...,0) = f
n Tr(G−1dG(dG−1dG)n−1).
Note that dG−1G = −G−1dG, which implies dG−1 = −G−1dGG−1. Therefore
d(Tr(G−1dG(dG−1dG)n−1)) 3.13= Tr((dG−1dG)n) = Tr((−G−1dGG−1dG)n)
= (−1)n Tr((G−1dG)2n) 5.16= 0.
With the assumption H2n−1dR (A/k) = 0 this implies Tr(G
−1dG(dG−1dG)n−1) = dη for some
η ∈ Ω2n−2. So we get
fn Tr(G−1dG(dG−1dG)n−1) = fd(fn−1η)− (n− 1)dffn−1η ∈ df ∧ Ω2n−2 + fd(Ω2n−2).
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5.18 Lemma Equation 5.2 holds, if H2n−1dR (A/k) = 0.
Proof. Let (ϕ,ψ) be an arbitrary matrix factorization and G ∈ GLr(A). Define a new
matrix factorization and a new invertible matrix
(Φ,Ψ) :=
((
ϕ 0
0 idr
)
,
(
ψ 0
0 f idr
))
, H =
(
G 0
0 G−1
)
Note that H ∈ E2r(A) by Lemma 5.15. Now we compute
Trn(ϕ,ψ)
5.17
= Trn(ϕ,ψ) + Trn(idr, f idr) = Trn(Φ,Ψ)
5.14
= Trn(ΦH
−1, HΨ)
= Trn(ϕG
−1, Gψ) + Trn(idrG,G−1f idr)
5.17
= Trn(ϕG
−1, Gψ).
Lemma 5.18 and 5.8 imply the following proposition:
5.19 Proposition Equation 5.1 holds if H2n−1dR (A/k) = 0. In particular
Trn(ϕ,ψ) := Tr(ϕdψ(dϕdψ)
n−1) ∈ Ω2n−1/df ∧ Ω2n−2 + fd(Ω2n−2)
depends only on the isomorphism class of (ϕ,ψ) if H2n−1dR (A/k) = 0.
Note that the assumption H2n−1dR (A/k) = 0 is not needed for n > 1 if A is local or euclidean.
This is because the invertible matrices over these rings have nice generating sets. For these
rings the matrices Eij(a) and Di(u), where Di(u) is the diagonal matrix with ones on the
diagonal except a unit u at the i-th place, generate GLr(A) (we prove this for local rings
below, for euclidean rings the proof is similar). Now one can prove Lemma 5.12 and 5.13
with Eij(a) replaced with Di(u). Both proofs are very similar to the proofs for Eij(a),
except the case n = 1 in the proof of Lemma 5.13. There one will need H1dR(A/k) = 0
to show that f Tr(Di(u)
−1d(Di(u))) ∈ df ∧ Ω0 + fd(Ω0). One can do this in the following
way: d(u−1du) = d(u−1)du = −u−2dudu = 0, then by assumption u−1du = dη for some
η ∈ Ω0. Then
f Tr(Di(u)
−1d(Di(u))) = fu−1du = fdη ∈ df ∧ Ω0 + fd(Ω0).
5.20 Lemma For any commutative local ring S the group GLr(S) is generated by matrices
Eij(s), Di(u), 1 ≤ i, j ≤ r, i 6= j, s ∈ S, u ∈ S∗.
Proof. We use induction for r. The case r = 1 is clear. Let G = (gij) ∈ GLr(S) be given.
We want to show, that we can transform G to the identity matrix by multiplying G from
the right and the left by matrices Eij(s) and Di(u). These multiplications translate to
adding arbitrary multiples of columns respectively rows to other columns respectively rows
and multiplying rows respectively columns with a unit.
Case 1: g11 is a unit, then we can transform G to a matrix with a one as first entry and
zeros elsewhere in the first row and column. Then we are done by induction.
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Case 2: g11 is not a unit, then another entry, say g1j0 , of the first row is a unit, because the
determinant is a unit and contained in the ideal generated by the entries of the first row.
Then by adding the j0-th column to the first one we get a matrix with first entry a unit.
Then we are done by case 1.
5.21 Definition Let H2n−1dR (A/k) = 0 for all n ≥ 0. As consequence of Proposition 5.19 we
get the following Chern theory for MF (A, f)
• The target is Ωodd/df ∧ Ωeven + fd(Ωeven) := ∏∞n=1 Ω2n−1/df ∧ Ω2n−2 + fd(Ω2n−2).
• chdR, oddn : Obj(MF (A, f))→ Ω2n−1/df ∧ Ω2n−2 + fd(Ω2n−2),
(ϕ,ψ) 7→ 1(2n−1)! Tr2n−1((ϕdψ(dϕdψ)n−1).
We will refer to it as Chern theory with values in odd forms.
5.22 Definition By applying the map 1nd we get the following Chern theory for MF (A, f)
• The target is d(Ωodd)/df ∧ d(Ωeven) = ∏∞n=1 d(Ω2n−1)/df ∧ d(Ω2n−2).
• chdR, evenn : Obj(MF (A, f))→ d(Ω2n−1)/df ∧ d(Ω2n−2), (ϕ,ψ) 7→ 2(2n)! Tr((dϕdψ)n).
We will refer to it as Chern theory with values in even forms.
Note, that chdR, evenn can be defined without the assumption H
2n−1
dR (A/k) = 0. This
is because we did need this assumption for chdR, oddn to get rid of terms of the form
Tr(G−1dG(dG−1dG)n−1), G ∈ GLr(A) and those are mapped to zero by the map d.
As we will show in Section 5.4, that the Chern theories chdR, odd, chdR, even are additive over
cones, but cones do not give MF (A, f) the structure of an exact or triangulated category,
therefore we can not speak about additivity of these Chern theories. We will talk about
compatibility with the tensor product in Section 5.5. As for the category [MF (A, f)] we
introduce chdR, even, because of the better behaviour under tensor products. Furthermore,
chdR, even is the closest to the Chern characters computed in [PV12]. The comparison of
these two Chern characters will be done in Chapter 6.
Let us now compute chdR, odd and chdR, even in some examples. All statements made are
equally true for [ch]dR, odd and [ch]dR, even.
5.23 Example 1. Let A = k[X1, . . . , X2n] (or A = k[[X1, . . . , X2n]]) and f = X1X2 +
. . .+X2n−1X2n. Then the Koszul matrix factorization
K := {(X1, X3, . . . , X2n−1), (X2, X4, . . . , X2n)} = (X1, X2)⊗MF . . .⊗MF (X2n−1, X2n)
is a matrix factorization of size 2n−1 of f over A. Clearly
chdR, odd1 (Xi, Xj) = XidXj , ch
dR, odd
m (Xi, Xj) = 0, m > 1,
chdR, even1 (Xi, Xj) = dXidXj , ch
dR, even
m (Xi, Xj) = 0, m > 1.
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By applying the formulas for tensor products from Section 5.5 Corollary 5.29 and
5.27 several times we get
chdR, evenn (K) = dX1 . . . dX2n 6= 0,
chdR, evenm (K) = 0, for m < n,
chdR, oddn (K) =
n∑
i=1
X2i−1dX1 . . . d̂X2i−1 . . . dX2n 6= 0,
chdR, oddm (K) = 0, for m < n.
2. Let A = k[X1, . . . , X4] (or A = k[[X1, . . . , X4]]). Let us look at the matrices
ϕ :=
X1 X2 X3X2 X3 X2
X3 X4 X1
 , ψ = adj(ϕ).
These two give a matrix factorization of the (reducible) polynomial f := det(ϕ). One
can check
chdR, even1 (ϕ,ψ) = 0, ch
dR, even
2 (ϕ,ψ) = 6(X1X3 −X23 )dX1 . . . dX4 6= 0.
3. Let A = k[X1, . . . , X9] (or A = k[[X1, . . . , X9]]). Let us look at the matrices
ϕ :=
X1 X2 X3X4 X5 X6
X7 X8 X9
 , ψ = adj(ϕ).
These two give a matrix factorization of the irreducible polynomial f := det(ϕ). One
can check (using a computer and for example Singular)
chdR, even2 (ϕ,ψ) 6= 0, chdR, even3 (ϕ,ψ) 6= 0,
chdR, even1 (ϕ,ψ) = 0, ch
dR, even
m (ϕ,ψ) = 0 for m ≥ 4.
4. Let g ∈ C[X,Y, Z] a homogeneous polynomial of degree 3, then after a linear iso-
morphism we get g = λ(X3 + Y 3 + Z3) + µXY Z. For the Hessematrix Hg of g we
have
Hg =
6λX µZ µYµZ 6λY µX
µY µX 6λZ
 , det(Hg) = (216λ3 + 2µ3)XY Z− 6λµ2(X3 +Y 3 +Z3),
so the determinant is a different homogeneous polynomial of degree 3 in the same normal
form. For general f = λ′(X3+Y 3+Z3)+µ′XY Z we find 3 polynomials g with det(Hg) = f .
Then (Hg, adj(Hg)) gives a matrix factorization of f . A straightforward computation shows,
that chdR, oddn , ch
dR, even
n will be zero for all n and all of these matrix factorizations.
Unfortunately examples, in which not all Chern characters are zero, go beyond something
one can or wants to compute by hand very quickly.
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5.3 Functoriality
In this section we want to show, that all our six Chern theories for MF (A, f) respectively
[MF (A, f)] have a certain functoriality.
In this section A′ is a further associative, unital, commutative k-algebra, λ : A → A′ is a
map of k-algebras, f ′ = λ(f) a non zero divisor, B′ = A′/(f ′) a proper quotient and (Ω′)n
will mean ΩnA′/k.
The map λ induces a functor MF (A, f)→MF (A′, f ′) by applying λ to matrices entrywise.
It also induces a functor from [MF (A, f)]→ [MF (A′, f ′)], because the images of homotopic
morphisms are homotopic. Furthermore, λ induces a map of k-algebras B → B′, which
induces a map HHn(B) → HHn(B′) for all n, as we have seen in Definition 1.12. Let us
call all the induced maps λ∗, then the following diagram commutes:
Obj([MF (A, f)])
[ch]HH, oddn //
λ∗

HH2n−1(B)
λ∗

Obj([MF (A′, f ′)])
[ch]HH, oddn // HH2n−1(B′),
because both compositions apply λ to every occurring element of A. A similar result holds
for [ch]HH, evenn . For the Chern theories in forms we consider the well defined map
λ∗ : Ωn → (Ω′)n, ada1 . . . dan 7→ λ(a)dλ(a1) . . . dλ(an).
Our Chern theories had values in quotients of Ωn and all of the k-submodules, which we
divided out are mapped by λ∗ to the corresponding submodule with primes. Therefore,
we get similar commutative diagrams for those four Chern theories. Let us write down the
diagram for chdR, oddn :
Obj(MF (A, f))
chdR, oddn //
λ∗

Ω2n−1/df ∧ Ω2n−2 + fd(Ω2n−2)
λ∗

Obj(MF (A′, f ′))
chdR, oddn // (Ω′)2n−1/df ′ ∧ (Ω′)2n−2 + f ′d((Ω′)2n−2).
5.4 Additivity over cones
In this section we want to show that all of our Chern theories are additive over cones. We
will denote with (ϕ,ψ) ∈ Mr(A)2, (ϕ′, ψ′) ∈ Mr′(A)2 two matrix factorizations of f and
(α, β) : (ϕ,ψ)→ (ϕ′, ψ′) will be a morphism of matrix factorizations.
We will show the additivity over cones for the Chern theory [ch]HH, oddn . From that it
also follows for the Chern theories [ch]HH, evenn , [ch]
dR, odd
n and [ch]
dR, even
n , as these are the
compositions of [ch]HH, oddn with k-linear maps.
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5.24 Lemma We have the following equality of elements of HH2n−1(B)
[ch]HH, oddn (ϕ,ψ) = −[ch]HH, oddn (ψ,ϕ).
Proof. We have the following equality in Mr(B)
⊗2n
b(1, (ϕ,ψ)n) =
2n∑
i=0
(−1)idi(1, (ϕ,ψ)n) = (ϕ,ψ)n − 0 + . . .− 0 + (ψ,ϕ)n
and therefore we get the following equality in HH2n−1(B)
[ch]HH, oddn (ϕ,ψ) = tr((ϕ,ψ)
n) = − tr((ψ,ϕ)n) = −[ch]HH, oddn (ψ,ϕ).
5.25 Proposition We have the following equality of elements of HH2n−1(B)
[ch]HH, oddn (ϕ
′, ψ′) = [ch]HH, oddn (ϕ,ψ) + [ch]
HH, odd
n (C(α,β)).
Proof. Let us define (ϕ′′, ψ′′) := C(α,β). By the definition of the cone we have
ϕ′′ =
(
ϕ′ α
0 −ψ
)
=
(
ϕ′ 0
0 0
)
+
(
0 α
0 0
)
+
(
0 0
0 −ψ
)
,
ψ′′ =
(
ψ′ β
0 −ϕ
)
=
(
ψ′ 0
0 0
)
+
(
0 β
0 0
)
+
(
0 0
0 −ϕ
)
.
Hence, (ϕ′′ ⊗ ψ′′)⊗n is the sum of tensor products of the form F1 ⊗ . . . ⊗ F2n, where in
the odd places we have either of the three matrices
(
ϕ′ 0
0 0
)
, ( 0 α0 0 ),
(
0 0
0 −ψ
)
and similar for
the even places. Note that tr2n−1 vanishes on all summands except (
(
ϕ′ 0
0 0
)⊗ ( ψ′ 0
0 0
)
)⊗n or
(
(
0 0
0 −ψ
) ⊗ ( 0 00 −ϕ ))⊗n. This is because Fi needs to have a non zero column with the same
index as a non zero row of Fi+1 for all i ∈ Z/2nZ or tr(F1 ⊗ . . .⊗ F2n) = 0. Therefore, we
get
[ch]HH, oddn (ϕ
′′, ψ′′) = tr2n−1
(
(ϕ′′ ⊗ ψ′′)⊗n)
= tr2n−1((
(
ϕ′ 0
0 0
)⊗ ( ψ′ 0
0 0
)
)⊗n) + tr2n−1((
(
0 0
0 −ψ
)⊗ ( 0 00 −ϕ ))⊗n)
= tr2n−1
(
(ϕ′ ⊗ ψ′)⊗n)+ tr2n−1 (((−ψ)⊗ (−ϕ))⊗n)
= tr2n−1
(
(ϕ′ ⊗ ψ′)⊗n)+ tr2n−1 ((ψ ⊗ ϕ)⊗n)
= [ch]HH, oddn (ϕ
′, ψ′) + [ch]HH, oddn (ψ,ϕ)
= [ch]HH, oddn (ϕ
′, ψ′)− [ch]HH, oddn (ϕ,ψ).
As the category [MF (A, f)] is a triangulated category, with distinguished triangles being
triangles isomorphic to ones coming from cones, Proposition 5.25 precisely says that our
four Chern theories for the category [MF (A, f)] are triangulated additive.
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We have already seen the statement from Lemma 5.24 for chdR, oddn in Lemma 5.7, which
already holds in Ω2n−1A/k /df ∧Ω2n−2A/k instead of Ω2n−1A/k /df ∧Ω2n−2A/k + fd(Ω2n−1A/k ). Now one can
prove the additivity over cones for chdR, oddn as in Lemma 5.25 by replacing the generalized
trace map with the regular trace map and the tensor product with the matrix product.
From that the additivity over cones for chdR, evenn follows or can be proven similarly. The
proof will already work in Ω2nA/k instead of Ω
2n
A/k/df ∧ d(Ω2n−2A/k ).
5.5 Compatibility with tensor products
In this section we will exhibit, how our Chern theories behave under tensor products of
matrix factorizations. We will denote with (ϕ,ψ) ∈ Mr(A)2, (ϕ′, ψ′) ∈ Mr′(A)2 two ma-
trix factorizations of f and (Φ,Ψ) := (ϕ,ψ) ⊗MF (ϕ′, ψ′) ∈ M2rr′(A)2, which is a matrix
factorization of 2f . Furthermore, the symbol ⊗ between 2 matrices will always mean the
Kronecker product and id = idr or idr′ depending on the context.
Let us start with our four Chern theories with values in forms, i.e.
[ch]dR, oddn (ϕ,ψ) =
1
(2n− 1)! Tr(ϕdψ(dϕdψ)
n−1) ∈ Ω2n−1B/k = Ω2n−1/(df ∧ Ω2n−2 + fΩ2n−1),
[ch]dR, evenn (ϕ,ψ) =
2
(2n)!
Tr((dϕdψ)n) ∈ d(Ω2n−1B/k ) = d(Ω2n−1)/(df ∧ dΩ2n−2 + d(fΩ2n−1)),
chdR, oddn (ϕ,ψ) =
2
(2n− 1)! Tr(ϕdψ(dϕdψ)
n−1) ∈ Ω2n−1/(df ∧ Ω2n−2 + fd(Ω2n−1)),
chdR, evenn (ϕ,ψ) =
2
(2n)!
Tr((dϕdψ)n−1) ∈ d(Ω2n−1)/df ∧ dΩ2n−2.
Note that the target
∞⊕
n=1
d(Ω2n−1)/df ∧ d(Ω2n−2)
of the total Chern character chdR, even has a graded product given by wedging of forms,
while the target
∞⊕
n=1
Ω2n−1/df ∧ Ω2n−2 + fd(Ω2n−1)
of chdR, odd is a module over the target of chdR, even with respect to wedging of forms. The
same is true for [ch]dR, odd and [ch]dR, even. We will prove formulas for ⊗MF, which will hold
in Ω2n−1/df ∧ Ω2n−2 (odd case) respectively Ω2n (even case). In particular these formulas
will hold for all four of the above Chern theories.
5.26 Lemma For (Φ,Ψ) = (ϕ,ψ)⊗MF (ϕ′, ψ′) the matrix (dΦdΨ)n is given by the following
matrix, which we will denote with Λ(n):( ∑n
i=0
(
2n
2i
)
(dϕdψ)i ⊗ (dϕ′dψ′)n−i ∑n−1i=0 −( 2n2i+1)dϕ(dψdϕ)i ⊗ dϕ′(dψ′dϕ′)n−1−i∑n−1
i=0
(
2n
2i+1
)
dψ(dϕdψ)i ⊗ dψ′(dϕ′dψ′)n−1−i ∑ni=0 (2n2i)(dψdϕ)i ⊗ (dψ′dϕ′)n−i
)
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Proof. We use induction for n. For n = 1 we have
dΦdΨ = d
((
ϕ⊗ id id⊗ϕ′
− id⊗ψ′ ψ ⊗ id
))
d
((
ψ ⊗ id − id⊗ϕ′
id⊗ψ′ ϕ⊗ id
))
=
(
dϕ⊗ id id⊗dϕ′
− id⊗dψ′ dψ ⊗ id
)(
dψ ⊗ id − id⊗dϕ′
id⊗dψ′ dϕ⊗ id
)
=
(
dϕdψ ⊗ id + id⊗dϕ′dψ′ −2dϕ⊗ dϕ′
2dψ ⊗ dψ′ dψdϕ⊗ id + id⊗dψ′dϕ′
)
.
For the induction step we have to verify, that Λ(n + 1) = Λ(n)Λ(1). We will only verify,
that the upper left entry is the same. The other entries can be checked in a similar way.
The coefficient in front of (dϕdψ)i⊗(dϕ′dψ′)n+1−i in Λ(n+1) is (2(n+1)2i ). There are exactly
three ways to get (dϕdψ)i ⊗ (dϕ′dψ′)n+1−i as product in Λ(n)Λ(1):
((
2n
2(i− 1)
)
(dϕdψ)i−1 ⊗ (dϕ′dψ′)n−(i−1)
)
· (dϕdψ ⊗ id),((
2n
2i
)
(dϕdψ)i ⊗ (dϕ′dψ′)n−i
)
· (id⊗dϕ′dψ′),(
−
(
2n
2(i− 1) + 1
)
dϕ(dψdϕ)i−1 ⊗ dϕ′(dψ′dϕ′)n−1−i
)
· (2dψ ⊗ dψ′).
Note that the minus sign in the last product will become a plus sign after multiplying the
tensor products of matrices. So it remains to check
(
2(n+ 1)
2i
)
=
(
2n+ 1
2i
)
+
(
2n+ 1
2i− 1
)
=
(
2n
2i
)
+ 2
(
2n
2i− 1
)
+
(
2n
2(i− 1)
)
.
5.27 Corollary For (Φ,Ψ) = (ϕ,ψ)⊗MF (ϕ′, ψ′) we have
Tr((dΦdΨ)n) =
n−1∑
i=1
2
(
2n
2i
)
Tr((dϕdψ)i) Tr((dϕ′dψ′)n−i).
For the n-th even Chern character this translates to
chdR,evenn (Φ,Ψ) =
n−1∑
i=1
chdR,eveni (ϕ,ψ) ch
dR,even
n−i (ϕ
′, ψ′)
and for the even total Chern character we get
chdR,even(Φ,Ψ) = chdR,even(ϕ,ψ) chdR,even(ϕ′, ψ′).
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Proof. By Lemma 5.26 and 3.19 we get
Tr((dΦdΨ)n)
= Tr
(
n∑
i=0
(
2n
2i
)
(dϕdψ)i ⊗ (dϕ′dψ′)n−i
)
+ Tr
(
n∑
i=0
(
2n
2i
)
(dψdϕ)i ⊗ (dψ′dϕ′)n−i
)
=
n∑
i=0
(
2n
2i
)
Tr((dϕdψ)i) Tr((dϕ′dψ′)n−i) +
n∑
i=0
(
2n
2i
)
Tr((dψdϕ)i) Tr((dψ′dϕ′)n−i)
=
n−1∑
i=1
2
(
2n
2i
)
Tr((dϕdψ)i) Tr((dϕ′dψ′)n−i).
The last equality holds as Tr((dϕdψ)i) = −Tr((dψdϕ)i) for all i ≥ 1. Therefore:
Tr((dϕdψ)i) Tr((dϕ′dψ′)n−i) = Tr((dψdϕ)i) Tr((dψ′dϕ′)n−i) for 0 < i < n,
Tr((dϕdψ)i) Tr((dϕ′dψ′)n−i) = −Tr((dψdϕ)i) Tr((dψ′dϕ′)n−i) for i = 0, n.
The statement for the Chern characters follows, since the factor 2
(
2n
2i
)
cancels with the
factor 2(2i)! in the definition of ch
dR,even
i .
5.28 Corollary The top left r×r block respectively the bottom right of the matrix ΦdΨ(dΦdΨ)n−1
are given by:
n−1∑
i=1
(
2n− 1
2i− 1
)[
ϕdψ(dϕdψ)i−1 ⊗ (dϕ′dψ′)n−i + (dϕdψ)n−i ⊗ ϕ′dψ′(dϕ′dψ′)i−1] ,
n−1∑
i=1
(
2n− 1
2i− 1
)[
ψdϕ(dψdϕ)i−1 ⊗ (dψ′dϕ′)n−i + (dψdϕ)n−i ⊗ ψ′dϕ′(dψ′dϕ′)i−1]
Proof. Multiply
ΦdΨ =
(
ϕdψ ⊗ id + idϕ′dψ′ dϕ⊗ ϕ′ − ϕ⊗ dϕ′
ψ ⊗ dψ′ − dψ ⊗ ψ′ ψdϕ⊗ id + id⊗ψ′dϕ′
)
with the explicit form of (dΦdΨ)n−1 from Lemma 5.26.
5.29 Corollary For the odd Chern characters we get the following formula of elements in
Ω2n−1/df ∧ Ω2n−2:
Tr(ΦdΨ(dΦdΨ)n−1) =
n−1∑
i=1
2
(
2n− 1
2i− 1
)[
Tr(ϕdψ(dϕdψ)i−1) Tr((dϕ′dψ′)n−i)
+ Tr((dϕdψ)n−i) Tr(ϕ′dψ′(dϕ′dψ′)i−1)
]
.
For the n-th odd Chern character this translates to
chdR,oddn (Φ,Ψ) =
n−1∑
i=1
chdR,oddi (ϕ,ψ) ch
dR,even
n−i (ϕ
′, ψ′) + chdR,evenn−i (ϕ,ψ) ch
dR,odd
i (ϕ
′, ψ′)
and for the odd total Chern character we get
chdR,odd(Φ,Ψ) = chdR,odd(ϕ,ψ) chdR,even(ϕ′, ψ′) + chdR,even(ϕ,ψ) chdR,odd(ϕ′, ψ′).
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Proof. The proof is analogues to the even case. Except we will need to compute modulo
df to get (Lemma 5.7)
Tr(ϕdψ(dϕdψ)i−1) = −Tr(ψdϕ(dψdϕ)i−1).
Recall, that [MF (A, f)] is a pseudo tensor category with tensor product ⊗
1
2
MF and not with
⊗MF. The formulas for ⊗
1
2
MF follow directly from the ones for ⊗MF by multiplying the right
hand side with 12n , i.e.
chdR,oddn ((ϕ,ψ)⊗
1
2
MF (ϕ,ψ)) =
1
2n
n−1∑
i=1
[
chdR,oddi (ϕ,ψ) ch
dR,even
n−i (ϕ
′, ψ′)
+ chdR,evenn−i (ϕ,ψ) ch
dR,odd
i (ϕ
′, ψ′)
]
,
chdR,evenn ((ϕ,ψ)⊗
1
2
MF (ϕ,ψ)) =
1
2n
n−1∑
i=1
chdR,eveni (ϕ,ψ) ch
dR,even
n−i (ϕ
′, ψ′)
and the same for [ch]dR,oddn , [ch]
dR,even
n , which means, that [ch]
dR,even
n is multiplicative with
weights 12n . As one can check it is not possible to get rid of the factor
1
2n by introducing
new factors to the definition of [ch]dR,evenn . These new factors l(n) would have to satisfy
l(1)2 = 14 l(2), l(1)l(2) =
1
8 l(3), l(1)l(3) = l(2)l(2) =
1
16 l(4) and these equations imply
16l(1)4 = 32l(1)4. chdR,evenn satisfies the same equations as [ch]
dR,even
n , but we can not
speak of multiplicativity in this case, because MF (A, f) is not a pseudo tensor category
with either of the two tensor products ⊗MF or ⊗
1
2
MF.
Now we want to show that we get similar formulas for our Chern theories with values in
the Hochschild homology, i.e.
[ch]HH, oddn (ϕ,ψ) = (ϕ,ψ)
⊗kn ∈ HH2n−1(B),
[ch]HH, evenn (ϕ,ψ) = (1, (ϕ,ψ)
⊗kn)− (1, (ψ,ϕ)⊗kn) ∈ HH2n(B).
Let us first describe the product on the target of the even total Chern character
HHeven(B) =
∞⊕
n=1
HH2n(B).
For each n,m we have the map sh2n,2m : HH2n(B)⊗k HH2m(B)→ HH2(m+n)(B). These
maps define a product on HHeven(B) in the obvious way. Note that this product is
associative, this can be verified on graded pieces. For a := (a0, a1, . . . al) ∈ HHl(B),
b := (b0, b1, . . . bm) ∈ HHm(B) and c := (c0, c1, . . . cn) ∈ HHn(B) we compute
shl+m,n(shl,m(a, b), c) =
∑
σ∈Sl,m,n
sgn(σ)σ(a0b0c0, a1, . . . , al, b1, . . . , bm, c1, . . . cn)
= shl,m+n(a, shm,n(b, c)),
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where Sl,m,n ⊂ Sl+m+n is the set of all permutations, which do not change the order of
the a1, . . . , al relative to each other and the same with bi and ci. Similarly the target of
the odd total Chern character HHodd(B) =
⊕∞
n=1HH2n−1(B) has a module structure
over HHeven(B). We want to show now, that the behaviour of the Chern characters under
tensor products can be described with this product. The proofs for these formulas are
non commutative versions of the proofs for the Chern theories with values in forms. In
particular the formulas for tensor products in the Hochschild homology imply the formulas
for tensor products in the quotients of Ka¨hler differentials, but we wanted to cover the
easier case first.
To show the formulas for the Chern characters with values in the Hochschild homology we
can assume r = r′, i.e. our matrix factorizations (ϕ,ψ) and (ϕ′, ψ′) have the same size.
This is no loss of generality, since by filling up the smaller one with f respectively 1 on
the diagonal of the first respectively second matrix, we get a matrix factorization that is
homotopy equivalent.
5.30 Lemma Let A1, . . . , Am, B1, . . . , Bn, id = idr ∈Mr(A). Then:
1. tr(A1 ⊗ id, . . . , Am ⊗ id, id⊗B1, . . . , id⊗Bn) = tr(A1, . . . , Am) ⊗k tr(B1, . . . , Bn) as
elements of A⊗km+n.
2. tr(A1 ⊗ id, . . . , Am ⊗ id) = r · tr(A1, . . . , Am) and
tr(id⊗B1, . . . , id⊗Bn) = r · tr(B1, . . . , Bn).
3. For all σ ∈ Sm+n we have
tr(σ(A1⊗id, . . . , Am⊗id, id⊗B1, . . . , id⊗Bn)) = σ(tr(A1, . . . , Am)⊗k tr(B1, . . . , Bn))
as elements of A⊗km+n.
Proof. 1. We remind that for M = (mij), N ∈ Mr(A) the Kronecker product is the
following r2 × r2 matrix:
M ⊗N =
m11N m12N . . .m21N m22N . . .
...
...
. . .

We express every number 1 ≤ l ≤ r2 as l = (q(l) − 1) · r + r(l), 1 ≤ q(l) ≤ r and
0 ≤ r(l) ≤ r − 1 (division with remainder). Furthermore, we write a(l)ij respectively
α
(l)
ij for the entries of the matrix Al respectively Al ⊗ id and similar with b, β, Bl,
id⊗Bl. Then we have
α
(l)
ij =
{
a
(l)
q(i)q(j), if r(i) = r(j)
0, else,
β
(l)
ij =
{
b
(l)
r(i)r(j), if q(i) = q(j)
0, else.
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Now by definition we have
tr(A1 ⊗ id, . . . , Am ⊗ id, id⊗B1, . . . , id⊗Bn)
=
∑
1≤i1,...,im+n≤r2
(α
(1)
i1i2
, . . . , α
(m)
imim+1
, β
(1)
im+1im+2
, . . . β
(n)
im+ni1
)
=
∑
1≤q1,...,qm+n≤r
1≤r1,...,rm+n≤r
(α
(1)
(q1−1)·r+r1,(q2−1)·r+r2 , . . . , β
(n)
(qm+n−1)·r+rn+m,(q1−1)·r+r1)
Here we have written ql instead of q(il) and rl instead of r(il). Now we know that
r1 = . . . = rm+1 or one of the alphas is zero and likewise qm+1 = . . . qm+n = q1 or
one of the betas will be zero. Hence we can sum over a smaller index set and replace
r1, . . . , rm by rm+1 respectively qm+1, . . . , qm+n by q1. Continuing the computation
we get
=
∑
1≤q1,...,qm≤r
1≤rm+1,...,rm+n≤r
(α
(1)
(q1−1)·r+rm+1,(q2−1)·r+rm+1 , . . . , β
(n)
(q1−1)·r+rn+m,(q1−1)·r+rm+1)
=
∑
1≤q1,...,qm≤r
1≤rm+1,...,rm+n≤r
(a(1)q1q2 , . . . , a
(m)
qmq1 , b
(1)
rm+1rm+2 , . . . , b
(n)
rm+nrm+1)
=
 ∑
1≤q1,...,qm≤r
(a(1)q1q2 , . . . , a
(m)
qmq1)
⊗k
 ∑
1≤rn+1,...,rm+n≤r
(b(1)rm+1rm+2 , . . . , b
(n)
rm+nrm+1)

= tr(A1, . . . , Am)⊗k tr(B1, . . . , Bn)
2. As in the first part we get
tr(A1 ⊗ id, . . . , Am ⊗ id) =
∑
1≤i1,...,im≤r2
(α
(1)
i1i2
, . . . , α
(m)
imi1
)
=
∑
1≤q1,...,qm≤r
1≤r1,...,rm≤r
(α
(1)
(q1−1)·r+r1),(q2−1)·r+r2 , . . . , α
(m)
(qm−1)·r+rm),(q1−1)·r+r1)
=
∑
1≤q1,...,qm≤r
1≤r1≤r
(α
(1)
(q1−1)·r+r1),(q2−1)·r+r1 , . . . , α
(m)
(qm−1)·r+r1),(q1−1)·r+r1)
=
∑
1≤q1,...,qm≤r
1≤r1≤r
(a(1)q1q2 , . . . , a
(m)
qmq1) = r · tr(A1, . . . , Am)
3. The third statement is equivalent to, the first part of this lemma with more than one
block of matrices with the identity in first respectively second place in the Kronecker
product. Let us show that
tr(A1 ⊗ id, id⊗B1, . . . , Am−1 ⊗ id, id⊗Bm−1, Am ⊗ id)
=
∑
1≤i1,...,im≤r
1≤j1,...,jm−1≤r
(a
(1)
i1i2
, b
(1)
j1j2
, . . . , a
(m−1)
im−1im , b
(m−1)
jm−1j1 , a
(m)
imi1
).
76
This assumes that each block of − ⊗ id respectively id⊗− consists of exactly one
matrix, the general case can be proven in the same way (just replace A1 ⊗ id with
A11 ⊗ id, . . . , A1m1 ⊗ id etc. and use more indices). Now calculate
tr(A1 ⊗ id, id⊗B1, . . . , Am−1 ⊗ id, id⊗Bm−1, Am ⊗ id)
=
∑
1≤i1,...,i2m−1≤r2
(α
(1)
i1i2
, β
(1)
i2i3
, . . . , α
(m−1)
i2m−3i2m−2 , β
(m−1)
i2m−2i2m−1 , α
(m)
i2m−1i1)
=
∑
1≤q1,...,q2m−1≤r
1≤r1,...,r2m−1≤r
(α
(1)
(q1−1)r+r1,(q2−1)r+r2 , . . . , a
(m)
(q2m−1−1)r+r2m−1,(q1−1)r+r1)
=
∑
1≤q1,q3,...,q2m−3,q2m−1≤r
1≤r2,r4,...,r2m−4,r2m−2≤r
(a(1)q1q3 , b
(1)
r2r4 , a
(2)
q3q5 , b
(2)
r4r6 , . . . , a
(m−1)
q2m−3q2m−1 , b
(m−1)
r2m−2r2 , a
(m)
q2m−1q1)
Let us recall the group Sp,q ⊂ Sn, n = p + q of p, q-shuﬄes, which was important for the
product maps shpq (Definition 1.17 and 1.22).
5.31 Lemma We have the following equation of elements of B⊗2n:
tr((Φ,Ψ)⊗kn) = tr
[ n∑
p=1
∑
σ∈S2p−1,2(n−p)
sgn(σ)
(
σ((ϕ⊗ id, ψ ⊗ id)⊗kp, (id⊗ϕ′, id⊗ψ′)⊗kn−p)
+ σ((ψ ⊗ id, ϕ⊗ id)⊗kp, (id⊗ψ′, id⊗ϕ′)⊗kn−p) + σ((id⊗ϕ′, id⊗ψ′)⊗kp, (ϕ⊗ id, ψ ⊗ id)⊗kn−p)
+ σ((id⊗ψ′, id⊗ϕ′)⊗kp, (ψ ⊗ id, ϕ⊗ id)⊗kn−p)
)]
.
Proof. We have
Φ =
(
ϕ⊗ id id⊗ϕ′
− id⊗ψ′ ψ ⊗ id
)
= M1 +M2 +M3 +M4
:=
(
ϕ⊗ id 0
0 0
)
+
(
0 id⊗ϕ′
0 0
)
+
(
0 0
− id⊗ψ′ 0
)
+
(
0 0
0 ψ ⊗ id
)
,
Ψ =
(
ψ ⊗ id − id⊗ϕ′
id⊗ψ′ ϕ⊗ id
)
= M5 +M6 +M7 +M8
:=
(
ψ ⊗ id 0
0 0
)
+
(
0 − id⊗ϕ′
0 0
)
+
(
0 0
id⊗ψ′ 0
)
+
(
0 0
0 ϕ⊗ id
)
.
We want to show, that
tr(M1,Ψ, (Φ,Ψ)
n−1)
= tr
[ n∑
p=1
∑
σ∈S2p−1,2(n−p)
sgn(σ)σ((ϕ⊗ id, ψ ⊗ id)⊗kp, (id⊗ϕ′, id⊗ψ′)⊗kn−p)
]
,
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which is the first summand at the right hand side in the claim of this lemma. Now
tr(M1,Ψ, (Φ,Ψ)
n−1) is the sum with summands of the form tr(M1,Mi2 ,Mi3 , . . . ,Mi2n)
with i2l ∈ {5, 6, 7, 8} and i2l−1 ∈ {1, 2, 3, 4}. Many of those traces will be zero, e. g. any
trace with a M1 or M3 in front of M7 or M8. Let us summarize this in the following directed
graph
M1
 !!
M2
!! ((
M3
vv }}
M4
}}
M5
OO ==
M6
== 66
M7
aahh
M8
OOaa
where an arrow from Mi to Mj means, that Mj may appear after Mi in the traces without
the trace being zero (in general). Now a non zero summand tr(M1,Mi2 ,Mi3 , . . . ,Mi2n)
corresponds to a path of length 2n from M1 to M1 in the above graph. If tr(M1, . . . ,Mi2n)
corresponds to such a path, then the matrices Mi can be exchanged with their only non
zero r × r block, without changing the result of the trace. Let us rewrite the graph with
Mi replaced its corresponding non zero r × r block
ϕ⊗ id
 %%
id⊗ϕ′
&& **
− id⊗ψ′
tt xx
ψ ⊗ id
yy
ψ ⊗ id
OO 99
− id⊗ϕ′
88 44
id⊗ψ′
ffjj
ϕ⊗ id
OOee
Now looking at the possible paths of length 2n from the top left ϕ⊗ id to itself, one will see,
that one gets exactly all sequences in ϕ⊗ id, ψ⊗ id, id⊗ϕ′ and id⊗ψ′, starting with ϕ⊗ id,
in which the subsequence consisting of ϕ⊗ id and ψ⊗ id is of the form (ϕ⊗ id, ψ⊗ id)p, the
same with ′ and these are two alternating sequences are shuﬄed into each other arbitrarily.
In other words, exactly all summands of
tr
[ n∑
p=1
∑
σ∈S2p−1,2(n−p)
sgn(σ)σ((ϕ⊗ id, ψ ⊗ id)⊗kp, (id⊗ϕ′, id⊗ψ′)⊗kn−p)
]
.
It remains to check, that the sign is correct, but this is true, because one gets a factor (−1)
exactly, when one has an odd amount of id⊗ϕ′, id⊗ψ′ after ϕ⊗ id, which gives sgn(σ). One
can show this rigorously in the following way: Each path of length 2n from M1 to itself is
the concatenation of a path from M1 to M1,M2,M3 or M4 of length 2 with one of length
2n−2 in the opposite direction. Now analyse all such path precisely by doing induction on
the path length. In a similar way one can show that we get the other three summands from
the claim of this lemma starting with one of the other three possible matrices M4,M2,M3
(here we listed the matrices in the order of the corresponding summands).
5.32 Lemma We have the following equation of elements of HH2(n−p)(B):
(1, tr((ϕ′, ψ′)⊗kn−p))− (1, tr((ψ′, ϕ′)⊗kn−p) = 1
n− pB2(n−p)−1
(
tr(ϕ′, ψ′)⊗kn−p
)
Proof. By Lemma 1.29 we have tr ◦t = t ◦ tr. In particular
(t ◦ tr)((ϕ′, ψ′)⊗kn−p) = tr(t((ϕ′, ψ′)⊗kn−p)) = − tr((ψ′, ϕ′)⊗kn−p),
(t2 ◦ tr)((ϕ′, ψ′)⊗kn−p) = tr(t2((ϕ′, ψ′)⊗kn−p)) = tr((ϕ′, ψ′)⊗kn−p).
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Now we have by definition of B and t:
B2(n−p)−1(b0, . . . , b2(n−p)−1) =
2(n−p)−1∑
j=0
(−1)(2(n−p)−1)j(1, bj , . . . , b2(n−p)−1, b0, . . . , bj−1)
=
2(n−p)−1∑
j=0
(1, tj(b0, . . . , b2(n−p)−1)).
Plugging in tr((ϕ′, ψ′)⊗kn−p) for the bj gives the result.
5.33 Proposition We have
[ch]HH,oddn (Φ,Ψ) =
n−1∑
p=1
sh2p−1,2(n−p)
(
[ch]HH,oddp (ϕ,ψ), [ch]
HH,even
n−p (ϕ
′, ψ′))
+ [ch]HH,oddp (ϕ
′, ψ′), [ch]HH,evenn−p (ϕ,ψ))
)
Proof. We compute
[ch]HH,oddn (Φ,Ψ) = tr((Φ,Ψ)
⊗kn) 5.31= tr
[ n∑
p=1
∑
σ∈S2p−1,2(n−p)
sgn(σ)
(
σ((ϕ⊗ id, ψ ⊗ id)⊗kp, (id⊗ϕ′, id⊗ψ′)⊗kn−p) + σ((ψ ⊗ id, ϕ⊗ id)⊗kp, (id⊗ψ′, id⊗ϕ′)⊗kn−p)
+ σ((id⊗ϕ′, id⊗ψ′)⊗kp, (ϕ⊗ id, ψ ⊗ id)⊗kn−p) + σ((id⊗ψ′, id⊗ϕ′)⊗kp, (ψ ⊗ id, ϕ⊗ id)⊗kn−p)
)]
By Lemma 5.24 the p = n term of the first summand will cancel with the p = n term of
the second summand and similar for third and fourth summand. Now apply Lemma 5.30
to simplify
[ch]HH,oddn (Φ,Ψ) =
n−1∑
p=1
∑
σ∈S2p−1,2(n−p)
sgn(σ)
(
σ(tr((ϕ,ψ)⊗kp), tr((ϕ′, ψ′)⊗kn−p)) + σ(tr((ψ,ϕ)⊗kp), tr((ψ′, ϕ′)⊗kn−p))
+ σ(tr((ϕ′, ψ′)⊗kp), tr((ϕ,ψ)⊗kn−p)) + σ(tr((ψ′, ϕ′)⊗kp), tr((ψ,ϕ)⊗kn−p))
)
.
(5.3)
By definition of the shuﬄe product we have∑
σ∈S2p−1,2(n−p)
sgn(σ)σ(tr((ϕ,ψ)⊗kp), tr((ϕ′, ψ′)⊗kn−p))
= sh2p−1,2(n−p)(tr((ϕ,ψ)⊗kp), (1, tr((ϕ′, ψ′)⊗kn−p)))
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and similarly with the other summands. We can further simplify the sum of first and
second summand of (5.3):∑
σ∈S2p−1,2(n−p)
sgn(σ)
(
σ(tr((ϕ,ψ)⊗kp), tr((ϕ′, ψ′)⊗kn−p)) + σ(tr((ψ,ϕ)⊗kp), tr((ψ′, ϕ′)⊗kn−p))
)
= sh2p−1,2(n−p)
(
tr((ϕ,ψ)⊗kp), (1, tr((ϕ′, ψ′)⊗kn−p))
)
+
(
tr((ψ,ϕ)⊗kp), (1, tr((ψ′, ϕ′)⊗kn−p))
)
5.24
= sh2p−1,2(n−p)
(
tr((ϕ,ψ)⊗kp), (1, tr((ϕ′, ψ′)⊗kn−p))
)− ( tr((ϕ,ψ)⊗kp), (1, tr((ψ′, ϕ′)⊗kn−p)))
= sh2p−1,2(n−p)
(
tr((ϕ,ψ)⊗kp), (1, tr((ϕ′, ψ′)⊗kn−p))− (1, tr((ψ′, ϕ′)⊗kn−p)))
5.32
= sh2p−1,2(n−p)
(
tr(ϕ,ψ)⊗kp,
1
n− pB2(n−p)−1(tr(ϕ
′, ψ′)⊗kn−p)
)
= sh2p−1,2(n−p)
(
[ch]HH,oddp (ϕ,ψ), [ch]
HH,even
n−p (ϕ
′, ψ′)
)
.
Doing the same with the third and fourth summand of (5.3) will give
sh2p−1,2(n−p)
(
[ch]HH,oddp (ϕ
′, ψ′), [ch]HH,evenn−p (ϕ,ψ)
)
.
5.34 Corollary For the even Chern characters this translates to the simpler formula
[ch]HH,evenn (Φ,Ψ) =
n−1∑
p=1
sh2p,2(n−p)
(
[ch]HH,evenp (ϕ,ψ), [ch]
HH,even
n−p (ϕ
′, ψ′)
)
.
Proof. Apply 1nB2n−1 to the equation for the odd Chern characters and use the following
identity of elements in the normalized Hochschild homology:
Bi+j shij(x,Bjy) = shi+1,j(Bix,Bjy) = (−1)|x|+1Bi+j shi+1,j−1(Bix, y).
This follows from [Lod98], Corollary 4.3.4 and the fact that B
2
is zero in the normalized
setting.
As for the Chern characters with values in forms, this is saying, that [ch]HH,evenn is multi-
plicative with weights 12n in the pseudo tensor category ([MF (A, f)],⊗
1
2
MF). An immediate
consequence of the formulas for the tensor products of matrix factorizations is the following
corollary.
5.35 Corollary If the matrix factorization (ϕ,ψ) is a tensor product of n other matrix
factorizations, then chm(ϕ,ψ) = 0 for m < n. Here ch can be any of our six Chern
theories.
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6 Comparison with the Chern characters
from Alexander Polishchuck and Arkady
Vaintrob
In this chapter we will compare our Chern characters with the ones computed in [PV12]
by Alexander Polishchuck and Arkady Vaintrob. We will see that ours are lifts of theirs up
to a sign. We will also discuss the correlation between the Herbrand difference and Chern
characters for matrix factorizations.
In this chapter k = C, A = C[[X1, . . . , Xn]], f ∈ A, B = A/(f) a proper quotient, we will
write ∂i for ∂Xi , fi := ∂if , Jf = (f1, . . . , fn), f is assumed to have an isolated singularity
(i.e. dimC(A/Jf ) < ∞), Ωm = ΩmA/C and dX := dX1 ∧ . . . ∧ dXn. The authors of [PV12]
work with matrix factorizations in the Z/2Z-graded version, therefore we will do the same
in this chapter. We denote with E = (E = E0 ⊕ E1, δ =
(
0 ϕ
ψ 0
)
) a matrix factorization of
f over A in the sense of the Z/2Z-graded version of Definition 4.5.
6.1 The definition of the Chern characters from Alexander
Polishchuck and Arkady Vaintrob
In this section we will write DG for differential graded, which is always meant to be defined
over k.
There is a definition of Hochschild homology for a DG category (see for example [Shk09]
2.3 or [Kel06] 5.3, we use the terminology from [Shk09]). Any k-algebra T can be seen
as DG algebra sitting in degree 0 and zero differential. A DG algebra can be seen as DG
category C(T ) consisting of one object with the given DG algebra as homomorphisms. In
this case the definition of Hochschild homology for C(T ) and our definition from Chapter 1
agree, up to a regrading, i.e. HH−l(C(T )) = HHl(T ) for all l ≥ 0.
In [PV12] the authors compute the Hochschild homology of the differential Z/2Z-graded
category MF (A, f) (using results from [Dyc11]). They prove that (Equation (2.28))
HH•(MF (A, f))
∼−→ (A/Jf )⊗ Ωn[n], (6.1)
where [n] means a shift of degrees, i.e. only the (−n)-th Hochschild homology is not zero.
Since they work over Z/2Z there are only two groups HH0 and HH1.
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For any DG category C there is a theory for Chern characters, i.e. a function
chHHC : Obj(C)→ HH•(C)
(see [Shk09] 1.2). In [PV12] (Theorem 3.2.3) the authors prove that
chHHn,MF (A,f)(E) = strA(∂nδ ◦ . . . ◦ ∂1δ)dX ∈ (A/Jf )⊗ Ωn = HHn(MF (A, f)),
after applying their isomorphism from Equation (6.1). The map str is the so called super
trace. The matrices δ and ∂iδ have the structure of 2 × 2 block matrices. In this setting
the super trace is given by
str
(
a b
c d
)
= Tr(a)− Tr(d).
Furthermore, there is a k-bilinear pairing
HH−n(C)×HHn(Cop)→ k
(see [Shk09], 1.2). This pairing is nondegenerate for a proper smooth DG algebra (see
[Shk09], 6.2). It is also nondegenerate for the category MF (A, f) and
MF (A, f)op ∼= MF (A,−f)
(see [PV12] Equation (2.14)), therefore
HH•(MF (A, f)) = HH•(MF (A, f)op).
Hence we get a nondegenerate pairing
HHn(MF (A, f))×HHn(MF (A, f))→ k
(Z/2Z-graded, so HHn = HH−n). Now Corollary 4.1.3 of [PV12] says, that this pairing is
given by
((A/Jf )⊗ Ωn)× ((A/Jf )⊗ Ωn)→ k, (g ⊗ dX, h⊗ dX) 7→ (−1)(
n
2) Res(g · h),
where Res(g) = ResC[X]/C
(
gdX
f1,...,fn
)
is the Grothendieck residue (see [Lip84] or [Har66]).
Let us explain how to compute ResC[X]/C
(
gdX
f1,...,fn
)
.
With gdXf1,...,fn we mean the element
gdX
f1···fn of the n-th local cohomology of Ω
n. The local
cohomology can be computed with the cocomplex
C•f1,...,fn : 0→ Ωn →
n⊕
i=1
Ωnfi →
n⊕
1≤i<j≤n
Ωnfi,fj → . . .→ Ωnf1,...,fn → 0,
where Ωnfi,fj is the localization with respect to the multiplicative subset {f li ·fmj | l,m ∈ N0}
and similarly with one or more fi as index. The differential is given by the sum of natural
embeddings with signs
Ωfi1 ,...,fil
(−1)s−1−→ Ωfj1 ,...,fjl+1 , if (i1, . . . , il) = (j1, . . . , ĵs, . . . , jl+1).
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The fi can be replaced with any system of parameters, i.e. any n elements of A, which
generate an ideal containing a power of the maximal ideal. For more details on local
cohomology see [BH93] (it is defined in Definition 3.5.2 and Theorem 3.5.6 is the statement
that it can be computed with the above cocomplex).
Now if t1, . . . , tn is a system of parameters, then we find natural numbers i1, . . . , in and a
matrix W = (wij) ∈Mn(A) withX
i1
1
...
Xinn
 =
w11 . . . w1n... . . . ...
wn1 . . . wnn
 ·
t1...
tn
 .
Then gdXt1,...,tn =
det(W )gdX
X
i1
1 ,...,X
in
n
as elements in the n-th local cohomology (see [Lip84], Lemma
7.2) and ResC[X]/C
(
det(W )gdX
X
i1
1 ,...,X
in
n
)
is the coefficient in front of Xi1−11 · · ·Xin−1n in the power
series det(W )g. Although the products in the denominator commute, the notation with
the commata in the denominator makes sense, because we have to keep track from which
cocomplex C•t1,...,tn they came, to compare them as elements in the n-th local cohomology.
6.2 Comparison of the two Chern theories
In this section we want to show that our Chern characters chdR, even from Definition 5.22
are lifts up to a sign of the Chern characters computed in [PV12].
Let us first compute
strA(∂nδ . . . ∂1δ) = strA
((
0 ∂nϕ
∂nψ 0
)
. . .
(
0 ∂1ϕ
∂1ψ 0
))
=

strA
(
∂nϕ∂n−1ψ . . . ∂2ϕ∂1ψ 0
0 ∂nψ∂n−1ϕ . . . ∂2ψ∂1ϕ
)
, n even,
strA
(
0 ∂nϕ∂n−1ψ . . . ∂2ϕ∂1ψ
∂nψ∂n−1ϕ . . . ∂2ψ∂1ϕ 0
)
, n odd,
=
{
Tr(∂nϕ∂n−1ψ . . . ∂2ϕ∂1ψ)− Tr(∂nψ∂n−1ϕ . . . ∂2ψ∂1ϕ), n even,
0, n odd.
Therefore, we will assume from now on, that n is even.
Now let us look at the targets of the two Chern character maps. The one in [PV12] maps
to
(A/Jf )⊗ Ωn = Ωn/df ∧ Ωn−1
and our top Chern character chdR, evenn
2
maps to
Ωn/df ∧ d(Ωn−2).
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Hence the target of the Chern characters from [PV12] is a quotient of our target.
6.1 Lemma We have the following equality in Ωn:
chdR, evenn
2
(E) =
2
n!
Tr((dϕdψ)
n
2 ) =
1
n!
strA((dδ)
n).
Proof. We calculate
strA((dδ)
n) = strA
((
0 dϕ
dψ 0
)n)
= strA
(
(dϕdψ)
n
2 0
0 (dψdϕ)
n
2
)
= Tr((dϕdψ)
n
2 )− Tr((dψdϕ)n2 ) = 2 Tr((dϕdψ)n2 ) = n! chdR, evenn
2
(E).
6.2 Lemma For a permutation σ ∈ Sn we have the following equality in A/Jf :
strA(∂nδ . . . ∂1δ) = sgn(σ) strA(∂σ(n)δ . . . ∂σ(1)δ).
Proof. In this proof we write δi for ∂iδ. We will show, that
strA(δn . . . δ1) = − strA(δn−1δnδn−2 . . . δ1)
as elements of An−1 := A/(f1, . . . , fn−2, fn). Because f has an isolated singularity (any
permutation of) f1, . . . , fn is a regular sequence, in particular fn−1 is a non zero divisor in
An−1. Therefore it is enough to show fn−1 strA(δn . . . δ1) = −fn−1 strA(δn−1δnδn−2 . . . δ1).
Since δ2 = f we have δiδ + δδi = fi for all i, in particular we can commute δi with δ with
a sign in strA for i 6= n− 1, while computing in An−1. We have
fn−1 strA(δn . . . δ1) = strA(fn−1δn . . . δ1) = strA((δn−1δ + δδn−1)δn . . . δ1)
= strA(δn−1δδn . . . δ1) + strA(δδn−1δn . . . δ1) =: s1 + s2.
Let us look at the first summand s1:
strA(δn−1δδn . . . δ1) = − strA(δn−1δnδδn−1 . . . δ1) = − strA(δn−1δn(fn−1 − δn−1δ)δn−2 . . . δ1)
= − strA(δn−1δnfn−1δn−2 . . . δ1) + strA(δn−1δnδn−1δδn−2 . . . δ1)
= −fn−1 strA(δn−1δnδn−2 . . . δ1) + (−1)n−2 strA(δn−1δnδn−1δn−2 . . . δ1δ).
Now using the graded cyclic invariance of strA we have
(−1)n−2 strA(δn−1δnδn−1 . . . δ1δ) = (−1)n−2+n+1 strA(δδn−1δnδn−1 . . . δ1) = −s2.
Putting everything together we get the lemma for the transposition ((n − 1) n) in An−1.
Other transpositions can be checked similarly.
6.3 Proposition Writing again chdR, evenn
2
(E) for its image under the quotient map
Ωn/(df ∧ d(Ωn−2))→ Ωn/(df ∧ Ωn−1) we get
chdR, evenn
2
(E) = (−1)n2 chHHn,MF (A,f)(E).
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Proof. In this proof we write δi for ∂iδ. Using the previous two lemmas we compute
chdR, evenn
2
(E)
6.1
=
1
n!
strA((dδ)
n) =
1
n!
strA
((
n∑
i=1
δidXi
)n)
=
1
n!
∑
σ∈Sn
strA(δσ(1) . . . δσ(n))dXσ(1) . . . dXσ(n)
=
1
n!
∑
σ∈Sn
sgn(σ) strA(δσ(1) . . . δσ(n))dX
6.2
= strA(δ1 . . . δn)dX
6.2
= (−1)n2 strA(δn . . . δ1)dX = (−1)n2 chHHn,MF (A,f)(E).
We will see in Corollary 7.6, that chdR, evenm (E) = 0 for m <
n
2 under the assumptions of this
chapter on k, A and f . To be more precise we will only show this for their images under
the map Ω2m/df ∧ d(Ω2m−2) → Ω2mfin /df ∧ d(Ω2m−2fin ), i.e for universal finite differentials
instead of Ka¨hler differentials. This difference will only be important if f or an entry of ϕ,
ψ is a power series, which is not contained in the localisation of the polynomial ring at the
maximal ideal (X1, . . . , Xn).
6.3 Chern characters for matrix factorizations and Herbrand
difference
In this section we want to exhibit the relation between Herbrand difference and Chern
characters of matrix factorizations.
We have seen in Proposition 4.16, that every resolution over B = C[[X1, . . . , Xn]]/(f) be-
comes periodic and the periodic part is given by a matrix factorization.
6.4 Lemma If M,M ′ are two B-modules, then ExtlB(M,M ′) and Tor
B
l (M,M
′) are finitely
generated B/Jf -modules for l > n+ 1. In particular Ext
l
B(M,M
′) and TorBl (M,M
′) have
finite length, because B/Jf is a finite C-vector space by our assumption on f .
Proof. We have to show, that fi annihilates Ext
l
B(M,M
′) and TorBl (M,M
′) for all i and
l > n + 1. This follows if the multiplication with fi is homotopic to zero in a complex
computing Ext respectively Tor. For any matrix factorization (ϕ,ψ) of f over A we have,
that the endomorphism (fi, fi) is homotopic to zero, which one can see in the following
diagram
Ar
ψ //
fi

Ar
∂iϕ}}
ϕ //
fi

Ar
fi
∂iψ}}
Ar
ψ
// Ar ϕ
// Ar,
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because ∂iϕψ + ϕ∂iψ = fi = ∂iψϕ + ψ∂iϕ. Now for l ≥ n + 1 the resolution of M is
2-periodic and given by the reduction module f of a matrix factorization. Reducing the
above homotopy modulo f gives a homotopy on the 2-periodic part of the resolution. Now
apply homB(−,M ′) respectively −⊗B M ′ to this complex to get the result.
We can now make the following definition, because the lengths appearing are 2-periodic
and finite.
6.5 Definition For two B-modules M,M ′ we define the Herbrand difference
h(M,M ′) = length Ext2lB(M,M
′)− length Ext2l−1B (M,M ′), l >> 0.
Furthermore, we define the Hochster-Theta pairing
Θ(M,M ′) = length TorB2l(M,M
′)− length TorB2l−1(M,M ′), l >> 0.
This definition implies h(M,M ′) = Θ(M∗,M ′), where M∗ = homB(M,B) is the dual.
6.6 Example Let us look at A = C[[X,Y ]], f = XY , B = A/(f), M = A/(X) = B/(X)
and M ′ = A/(Y ) = B/(Y ). Then a minimal free resolution of M is given by the reduction
of the matrix factorization (X,Y ) (and likewise for M ′):
. . .
·X→ B ·Y→ B ·X→ B → 0.
Applying homB(−,M ′) to this resolution gives the following complex:
0→M ′ ·X→M ′ ·Y→M ′ ·X→ . . .
The group ExtlB(M,M
′) is the l-th homology of this complex, hence
Ext2l−1B (M,M
′) ∼= C, Ext2lB(M,M ′) ∼= 0, h(M,M ′) = 0− 1 = −1.
Similar one computes h(M,M) = 1, h(M ′,M ′) = 1, h(M ′,M) = −1.
For more properties of the Hochster-Theta pairing and the Herbrand difference one can
look for example in [BvS12]. We get the following correlation between chHHMF (A,f) and the
Herbrand difference.
6.7 Proposition ( [PV12], Theorem 4.1.4) If M,M ′ are two B-modules with M = coker(ϕ),
M ′ = coker(ϕ′) for two matrix factorizations (ϕ,ψ), (ϕ′, ψ′) of f and
chHHn,MF (A,f)(ϕ,ψ) = gdX ∈ Ωn/df ∧ Ωn−1
and the same for (ϕ′, ψ′) and g′, then
h(M,M ′) = (−1)(n2) Res(g · g′) = (−1)(n2) ResC[X]/C
(
gg′dX
f1, . . . , fn
)
.
In particular h is constant zero for an odd number of variables.
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The authors of [PV12] formulate this theorem with the homologies of the Z/2Z-graded
morphism complex of matrix factorizations (in the sense of Definition 4.5). These homolo-
gies can be shown to be isomorphic to the Ext2lB respectively Ext
2l−1
B , l ≥ 1.
As our Chern character chdR, evenn
2
differs only by a sign from chHHn,MF (A,f) this proposition
remains true, if we formulate it with our Chern character.
6.8 Example In the situation of our previous Example 6.6 we have
chdR, evenn
2
(X,Y ) = dXdY, chdR, evenn
2
(Y,X) = dY dX = −dXdY,
i.e. g = 1, g′ = 1 and indeed
(−1)(n2) Res(g · g′) = (−1)(22) Res(−1) = −ResC[X,Y ]/C
(−dXdY
Y,X
)
= ResC[X,Y ]/C
(−dXdY
X, Y
)
= −1 = h(M,M ′),
(−1)(n2) Res(g · g) = (−1)(n2) Res(g′ · g′) = 1 = h(M,M) = h(M ′,M ′).
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7 Two vanishing results
In this chapter we will prove two vanishing results for our Chern theories with values in
forms. The first one will hold for all four, while the second one only holds for the even
ones.
In this chapter k will always be a commutative ring, A will be an associative, unital,
commutative k-algebra, f ∈ A is a non zero divisor, B = A/(f) a proper quotient and
(ϕ,ψ) ∈Mr(A)2 will be a matrix factorization of f over A and Ωn will mean ΩnA/k.
7.1 Implications from the determinant
In this section we want to show, that all first Chern characters with values in forms
(chdR, odd1 , ch
dR, even
1 , [ch]
dR, odd
1 , [ch]
dR, even
1 ) vanish, if the determinant of ϕ is of the form
uf l for 0 ≤ l ≤ r with a unit u ∈ A. In particular this is the case for f irreducible.
7.1 Lemma For W ∈ Mr(A) let us denote with adj(W ) the adjugate matrix of W . Then
we have:
1. Tr(dW adj(W )) = d(det(W )).
2. Tr(Wd(adj(W ))) = (r − 1)d(det(W )).
3. Tr(dWd(adj(W ))) = 0.
Proof. We begin by proving the first part. Let us write Wij for the entry in the i-th row and
j-th column of W and similarly with adj(W ) and dW . We ignore the signs in this proof,
because d introduces no new signs and the signs are correct, because of the known formula
W adj(W ) = det(W ) idr. By definition adj(W )ji is the determinant of the submatrix of W
one gets by deleting the i-th row and j-th column, hence Wij adj(W )ji consists of exactly
the summands of det(W ), which contain the factor Wij . So dWij adj(W )ji consists exactly
of the summands of d(detW ), which have the d in front of Wij . Therefore, (dW adj(W ))ii
consists exactly of those summands of d(det(W )), which have the d in front of Wij for some
j = 1, . . . r. Summing over i we get
Tr(dW adj(W )) = d(detW ).
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The second part follows from the first, because
Tr(dW adj(W )) + Tr(Wd(adj(W ))) = Tr(dW adj(W ) +Wd(adj(W )))
= Tr(d(W adj(W ))) = dTr(det(W ) id) = rd(det(W )).
The third part follows from either the first or the second part by applying d.
7.2 Lemma If det(ϕ) = fm for 0 ≤ m ≤ r, then
Tr(ϕdψ) = (r −m)df, Tr(dϕdψ) = 0.
Proof. The second formula follows from the first by applying d. Now prove the first equality.
Let first be m ≥ 1. Since f is a non zero-divisor, we have fm−1ψ = adj(ϕ). Now we can
compute
(r − 1)mfm−1df = (r − 1)d(det(ϕ)) = Tr(ϕd(adj(ϕ))) = Tr(ϕd(fm−1ψ))
= (m− 1)fm−2df Tr(ϕψ) + fm−1 Tr(ϕdψ)
= r(m− 1)fm−1df + fm−1 Tr(ϕdψ).
Hence we get
Tr(ϕdψ) = ((r − 1)m− r(m− 1))df = (r −m)df.
For m = 0 it follows, that det(ψ) = f r/ det(ϕ) = f r, therefore
Tr(dϕψ) = Tr(ψdϕ) = (r − r)df = 0,
Tr(dϕψ) + Tr(ϕdψ) = Tr(d(ϕψ)) = rdf.
This implies Tr(ϕdψ) = rdf .
7.3 Proposition If det(ϕ) = ufm for a unit u ∈ A and 0 ≤ m ≤ r, then
chdR, odd1 (ϕ,ψ) =
1
(2n− 1)! Tr(ϕdψ) = 0 ∈ Ω
1/(df ∧ Ω0 + fd(Ω0)).
In particular, if f is irreducible, then det(ϕ) has this form and hence
chdR, odd1 (ϕ,ψ) = 0 ∈ Ω1/(df ∧ Ω0 + fd(Ω0)).
Proof. As multiplying the first row of ϕ with u−1 and simultaneously the first column
of ψ with u is an isomorphism of matrix factorizations, which does not change the value
of Tr(ϕdψ) as element of Ω1/(df ∧ Ω0 + fd(Ω0)), we may assume that u = 1. Then
Tr(ϕdψ) = (r −m)df = 0 ∈ Ω1/df ∧ Ω0.
The vanishing of chdR, odd1 (ϕ,ψ) follows, since we divide out
(df ∧ Ω0 + fΩ1) ⊃ (df ∧ Ω0 + fd(Ω0))
in their target. The vanishing of the two even Chern characters follows by applying d.
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7.2 Implications from the singularities of f
In this section we will show the vanishing of chdR, eveni under some assumptions on the
singularities of f and A. We use notations and results from Section 2.2.
7.4 Lemma For each i ≥ 1 we have the following equation in Ω2iA/k
2idf ∧ Tr(ϕdψ(dϕdψ)i−1) = 2f Tr((dϕdψ)i) = 2fd(Tr(ϕdψ(dϕdψ)i−1)).
Proof. The second equality is clear, therefore we show the first one. As ϕψ = f id = ψϕ
we get ϕdψ + dϕψ = df = ψdϕ+ dψϕ. Let us now show with induction for i
(ϕdψ)2(dϕdψ)i−1 = (1− 2i)dfϕdψ(dϕdψ)i−1 − ϕ(dψdϕ)iψ.
For i = 1 we have (ϕdψ)2 = ϕdψ(ϕdψ) = ϕdψ(df − dϕψ) = −dfϕdψ − ϕdψdϕψ. For the
induction step we get
(ϕdψ)2(dϕdψ)i = ((1− 2i)dfϕdψ(dϕdψ)i−1 − ϕ(dψdϕ)iψ)dϕdψ
= (1− 2i)dfϕdψ(dϕdψ)i − ϕ(dψdϕ)i(df − dψϕ)dψ
= (−2i)dfϕdψ(dϕdψ)i + ϕ(dψdϕ)idψ(ϕdψ)
= (−2i)dfϕdψ(dϕdψ)i + ϕ(dψdϕ)idψ(df − dϕψ)
= (1− 2(i+ 1))dfϕdψ(dϕdψ)i − ϕ(dψdϕ)i+1ψ.
Now we compute
df ∧ Tr(ϕdψ(dϕdψ)i−1)
= (ϕdψ + dϕψ) Tr(ϕdψ(dϕdψ)i−1) = Tr((ϕdψ + dϕψ)ϕdψ(dϕdψ)i−1)
= Tr((ϕdψ)2(dϕdψ)i−1) + Tr(dϕψϕdψ(dϕdψ)i−1)
= (1− 2i)df ∧ Tr(ϕdψ(dϕdψ)i−1)− Tr(ϕ(dψdϕ)iψ) + f Tr((dϕdψ)i)
= (1− 2i)df ∧ Tr(ϕdψ(dϕdψ)i−1) + 2f Tr((dϕdψ)i).
For the rest of this section we will write ωi for Tr(ϕdψ(dϕdψ)
i−1) and assume, that k = C,
A = C[X1, . . . , Xn] or C{X1, . . . , Xn} or C[[X1, . . . , Xn]] or C[X1, . . . , Xn](X1,...,Xn), f ∈ A
is a polynomial. For the (formal) power series ring we will work over universal finite
differentials instead of Ka¨hler differentials, by applying the unique map from Definition 2.2
to everything.
7.5 Corollary 1. fωi represents an element of H
2i−1
f .
2. If H2i−1df = 0, then ∂t(fωi) = (i+ 1)ωi.
3. If H2i−1df and H
2i
df are zero, then ωi ∈ H2i−1f .
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Proof. We have d(fωi) = df ∧ ωi + fdωi 7.4= df ∧ ωi + idf ∧ ωi = (i+ 1)df ∧ ωi. This shows
the first and second claim as soon as ∂t (cf. Definition 2.12) is well defined, which requires
H2i−1df = 0. The third claim follows from the second as soon as H
2i
df = 0, because ∂t maps
to H if in this case by Lemma 2.13.
For the next corollary we recall, that
chdR, eveni (ϕ,ψ) =
2
(2n)!
Tr((dϕdψ)i) =
2
(2n)!
dωi ∈ Ω2i/df ∧ d(Ω2i−2).
7.6 Corollary 1. If H2i−1df and H
2i
df are zero, then Tr((dϕdψ)
i) = 0 ∈ Ω2i/df ∧ Ω2i−1.
2. If H2i−1df , H
2i
df and H
2i−1
f are zero, then ch
dR, even
i (ϕ,ψ) = 0.
Proof. 1. We have ωi ∈ H2i−1f , hence dωi = Tr((dϕdψ)i) is a multiple of df .
2. We have ωi ∈ H2i−1f = 0, hence ωi = df ∧ η + d(η′). Now apply d to get
chdR, eveni (ϕ,ψ) = −
2
(2n)!
df ∧ dη = 0.
In Section 2.2 we described some criteria for the vanishing of Hjdf and H
j
f . In particular
the assumptions for the second claim in the previous Corollary are satisfied if either of
following conditions hold:
• 2i < (n−Kdim(A/Tf )) and f is quasi homogeneous.
• A = C{X1, . . . , Xn} or C[[X1, . . . , Xn]], f has isolated singularity and 2i < n.
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8 Chern theory for modules from matrix
factorizations
In this chapter we define Chern theories for modules, which have an eventually 2-periodic
resolution and the periodic part is given by a matrix factorization (in the sense of Propo-
sition 4.13). The Chern characters will be the ones from the matrix factorization.
In this chapter k is a commutative ring and A is an associative, unital, commutative,
noetherian k-algebra, 0 6= f ∈ A is supposed to be an non zero divisor, B = A/(f) a proper
quotient, (ϕ,ψ) ∈ Mr(A)2, (ϕ′, ψ′) ∈ Mr′(A)2 two matrix factorizations of f over A and
M , M ′ are finitely generated B-modules.
8.1 The case of [MF (A, f)]
In Corollary 4.22 we have seen that the categories [MF (A, f)] and MCM(B) are equivalent
for A regular local and B = A/f a proper quotient. The functor, which realises this
equivalence was taking the cokernel. This functor can be defined for any ring A.
8.1 Definition We define the functor
[coker] : [MF (A, f)]→ mod(B),
(ϕ,ψ) 7→ [coker](ϕ,ψ) = coker(ϕ),
(α, β) : (ϕ,ψ)→ (ϕ′, ψ′) 7→ [coker]([α, β]) = [ coker(ϕ)→ coker(ϕ′), [a] 7→ [α(a)]].
Note that we have to take mod(B) as target instead of mod(B) or [coker]([α, β]) will depend
on the representative of [α, β].
8.2 Definition Two B-modules M ,M ′ are said to be stably isomorphic, if they are iso-
morphic in mod(B). We will denote it with M
s∼= M ′. By [Hel60], Theorem 2.2, this is
equivalent to the existence of two projective B-modules P ,P ′ with M ⊕ P isomorphic to
M ′ ⊕ P ′ as B-modules.
8.3 Definition We denote the essential image of [coker] by [coker](A, f). It can be described
as the set of B-modules, which are stably isomorphic to a B-module, which has a 2-periodic,
free resolution given by a matrix factorization.
8.4 Proposition The functor [coker] is full and faithful.
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Proof. For a morphism [α, β] : (ϕ,ψ)→ (ϕ′, ψ′) in [MF (A, f)] and a morphism
[γ] : coker(ϕ) → coker(ϕ′) in mod(B), we have: [coker]([α, β]) = [γ], if and only if the
following diagram commutes
. . . // Ar
ψ //
α

Ar
ϕ //
β

Ar
ε //
α

coker(ϕ)
γ

// 0
. . . // Ar
′ ψ′ // Ar
′ ϕ′ // Ar
′ ε′ // coker(ϕ′) // 0,
(8.1)
for some representative of [α, β] respectively [γ]. Furthermore, it is enough to check that
the first two right squares commute, then the other squares also commute by Lemma 4.4.
Now to show that the functor is full, i.e. surjective on morphisms, it is enough to show
that for a given map γ we can find two maps α and β, such that the first two squares in
the diagram (8.1) commute. This can be done in the following way:
There exists a map α making the first square commutative, because Ar is projective and ε′
is surjective. Then ε′ ◦α ◦ϕ = γ ◦ ε ◦ϕ = 0 follows, so α ◦ϕ maps to the kernel of ε′, which
is equal to the image of ϕ′. Hence there is a map β making the second square commute by
the projectivity of Ar.
To show that it is faithful, we have to show: For every map γ : coker(ϕ)→ coker(ϕ′), which
factors over a projective B-module (i.e. represents the class of the zero homomorphism in
mod(B)) and every choice of (α, β) making the diagram (8.1) commute, the morphisms of
matrix factorizations (α, β) and (0, 0) are homotopic. By reducing modulo f we get the
following diagram of B-modules
. . . // Br
ψ //
α

Br
ϕ //
β

Br
ε //
α

coker(ϕ)
γ

// 0
. . . // Br
′ ψ′ // Br
′ ϕ′ // Br
′ ε′ // coker(ϕ′) // 0.
Both rows are free B-resolutions, in this situation one calls the chain map consisting of α,
β a lift of γ. By our assumption on γ we have
coker(ϕ)
γ→ coker(ϕ′) = coker(ϕ) γ1→ P γ2→ coker(ϕ′)
for some projective module P and we can insert the projective resolution
. . .→ 0→ 0→ P → P
of P as third row in the diagram. Now we will use the fact that one can lift any map
of B-modules to a chain map of corresponding projective resolutions (for example [Eis95],
Lemma 20.3). Lifting γ1 and γ2 we get another lift of γ, which consists only of zero maps,
except for the first map. Moreover any two lifts of γ are homotopic as complexes over B
(also [Eis95], Lemma 20.3). In particular there are maps s, t fitting into a diagram
Br
ϕ //
β

s
||
Br
t}}
Br
′ ψ′ // Br
′
93
with β = β − 0 = tϕ+ ψ′s. The maps s, t are given by matrices with entries in B. Chose
representatives arbitrarily to view s, t as maps of Ar → Ar′ . Then for each a ∈ Ar we get
the following equation in Ar
′
:
(β − tϕ+ ψ′t)(a) = fρ(a)
for some map ρ : Ar → Ar′ , but ρ is A-linear, since β − tϕ + ψ′t is and f is not a zero
divisor. Moreover fρ = ψ′(ϕ′ρ), hence we get β = tϕ + ψ′(s + ϕ′ρ). From Lemma 4.4 it
follows that
α = α− 0 = ϕ′t+ (s+ ϕ′ρ)ψ.
So we have verified that (α, β) is homotopic to (0, 0).
8.5 Corollary The functor [coker] : [MF (A, f)] → [coker](A, f) is an equivalence of cate-
gories.
Proof. A functor is an equivalence of categories if and only if it is full, faithful and essentially
surjective.
Now we could define four additive Chern theories for the category [coker](A, f) by composing
the four we have defined for [MF (A, f)] with any inverse to [coker] (all inverses will give
the same Chern theories). But we want to generalize this a bit further. Therefore, we need
some more preparation.
8.6 Definition Let M be a B-module and . . . → F3 d3→ F2 d2→ F1 d1→ M d0→ 0 an augmented
free resolution of M . Then we define [syz]i(M) := ker(di) and call it an i-th syzygy of M .
8.7 Lemma The stable isomorphism class of [syz]i(M) depends only on the stable isomor-
phism class of M .
Proof. It is enough to show the case i = 1. Furthermore, it is enough to show, that the
stable isomorphism class of [syz]1(M) depends only on the isomorphism class of M , because
the sum of two resolutions gives a resolution for the direct sum of modules and [syz]1(F )
is stable isomorphic to a free module for F free. This implies
[syz]1(M ⊕ F )
s∼= [syz]1(M)⊕ [syz]1(F )
s∼= [syz]1(M).
The remaining case is Schanuel’s Lemma, for example [Eis95], Exercise A3.13.
8.8 Proposition Let M be a B-module with [syz]i(M)
s∼= [coker]([ϕ,ψ]), then
(−1)i chn(ϕ,ψ)
depends only on the stable isomorphism class of M (in particular not on i). Here ch can
be any of our four Chern theories for the category [MF (A, f)].
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Proof. By Lemma 8.7 the stable isomorphism class of [syz]i(M) depends only on the stable
isomorphism class of M . Furthermore, [coker] is a equivalence of categories and therefore
preimages of isomorphic objects are isomorphic. Hence the homotopy class of (ϕ,ψ) is
determined by the stable isomorphism class of M for a fixed i. More over
[syz]i+1(M)
s∼= [syz]1([syz]i(M))
s∼= [coker]([ψ,ϕ])
and we have seen flipping the two matrices only introduces a factor (−1) to all of our four
Chern theories for [MF (A, f)].
8.9 Definition Let us define the category evMF(A, f) to be the full subcategory of mod(B),
which consists of the modules M with [syz]i(M) ∈ [coker](A, f) for some i. In particular
evMF(A, f) contains all B-modules, which have a free resolution, which is eventually peri-
odic and the periodic part is given by a matrix factorization.
8.10 Definition As a direct consequence of Proposition 8.8 any of our four Chern theories
for [MF (A, f)] gives us a Chern theory for evMF(A, f) by setting
chn(M) = (−1)i chn(ϕ,ψ),
where (ϕ,ψ) is a matrix factorization with [syz]i(M)
s∼= [coker]([ϕ,ψ]).
8.2 The case of MF (A, f)
In this section we will see, that the Chern theories for MF (A, f) induce Chern theories
for a full subcategory of mod(B), similarly to the case of [MF (A, f)]. For this to work we
require our ring A to be local with maximal ideal m.
8.11 Definition A functor F is called conservative, if it reflects isomorphisms, i.e. if F (α)
is an isomorphism, then so is α. If F is a full, conservative functor and a, b are two objects,
then F (a) is isomorphic to F (b) if and only if a is isomorphic to b.
Similarly to the case for the category [MF (A, f)] we have the functor
coker : MF (A, f)→ mod(B),
(ϕ,ψ) 7→ coker(ϕ,ψ) = coker(ϕ),
(α, β) : (ϕ,ψ)→ (ϕ′, ψ′) 7→ coker(α, β) = ( coker(ϕ)→ coker(ϕ′), [a] 7→ [α(a)]).
However, coker is full, but it is not even conservative, which implies not faithful. For
example it maps the non-zero object (1, f) to the zero object. Therefore, we restrict the
functor coker to the full subcategory MF (A, f)red of reduced matrix factorizations (see
Definition 4.17)
cokerred : MF (A, f)red → mod(B).
Then cokerred is full and conservative (but not necessarily faithful).
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8.12 Example Let A = C[[X]], f = x2, B = A/f and look at the (reduced) matrix
factorization (x, x) of f over A. Then (0, 0), (x, x) both give morphisms of the matrix
factorization (x, x) to itself and both are mapped to the zero map by coker. So coker is not
faithful in this example.
8.13 Lemma The functor cokerred is full and conservative. The functor coker is full.
Proof. For (α, β) : (ϕ,ψ)→ (ϕ′, ψ′) and γ : coker(ϕ)→ coker(ϕ′), we have:
coker(α, β) = γ, if and only if the following diagram commutes
. . . // Ar
ψ //
α

Ar
ϕ //
β

Ar
ε //
α

coker(ϕ)
γ

// 0
. . . // Ar
′ ψ′ // Ar
′ ϕ′ // Ar
′ ε′ // coker(ϕ′) // 0.
(8.2)
Again it is enough to verify, that the first two right squares commute. Now one can show
that coker and cokerred are full in the same way as for [coker].
To show that cokerred is conservative we have to show: for an isomorphism γ and any choice
of α, β making the diagram 8.2 commute, α, β are also isomorphisms. We can reduce the
square modulo f , then the rows become minimal free B-resolutions of the cokernels. Then
the same argument as in the proof for the uniqueness of minimal free resolutions up to
isomorphisms of complexes shows, that α, β are isomorphisms as maps from Br → Br′ .
Let us sketch this: Reduce the first square modulo m. By the Nakayama Lemma ε, ε′
become isomorphisms of A/m = B/m vector spaces. γ is still an isomorphism, because
its determinant is not in m. Then α is an isomorphism modulo m. Then α is also an
isomorphism as map of B modules, because its determinant is not in m. Now repeat this
argument for ker(ε), ker(ε′) instead of coker(ϕ), coker(ϕ) to get that β is an isomorphism.
α and β are still isomorphisms over A, since the determinant will only change by a multiple
of f and f ∈ m.
8.14 Definition We denote the essential image of coker by coker(A, f). It can be described
as the full subcategory of modules in mod(B) which have a 2-periodic, free resolution given
by a matrix factorization.
8.15 Definition Let M be a B-module and . . .→ F3 d3→ F2 d2→ F1 d1→M d0→ 0 an augmented
minimal free resolution of M . Then we define syzi(M) := ker(di) and call it the i-th syzygy
of M .
8.16 Lemma The isomorphism class of syzi(M) depends only on the isomorphism class of
M .
8.17 Lemma ( [Eva73], Proposition 1) For noetherian local rings the cancellation property
holds for finitely generated modules, i.e.
M ⊕M ′ ∼= M ⊕M ′′ implies M ′ ∼= M ′′
for all finitely generated modules M,M ′ and M ′′.
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8.18 Lemma If M is a B-module (or over a ring with cancellation property) and we write
M ∼= M ′ ⊕ Bk where M ′ has no free summand, then the isomorphism class of M ′ is
determined by (the isomorphism class of) M .
Proof. Assume M ∼= M ′′ ⊕ Bl is another such decomposition. Then M ′ ⊕ Bk ∼= M ′′ ⊕ Bl
and by the cancellation property we can cancel Bmin(k,l). Assume k ≥ l, then we get
M ′ ⊕Bk−l ∼= M ′′ and as M ′′ has no free summand k − l = 0.
8.19 Lemma If M is a B-module and [syz]i(M)
s∼= coker(ϕ,ψ) for a fixed choice of [syz]i(M),
then we can find a matrix factorization (ϕ′, ψ′) with ch(ϕ,ψ) = ch(ϕ′, ψ′) and [syz]i(M) ∼=
coker(ϕ′, ψ′). Here ch can be any of our six Chern theories for matrix factorizations.
Proof. [syz]i(M)
s∼= coker(ϕ,ψ) means, that there are projective B-modules P, P ′, such that
[syz]i(M)⊕ P ∼= coker(ϕ,ψ)⊕ P ′, but projective modules are free over local rings. By the
cancellation property we can cancel the module of smaller rank and hence we are left with
[syz]i(M)⊕Bl ∼= coker(ϕ,ψ) or [syz]i(M) ∼= coker(ϕ,ψ)⊕Bl.
In the second case define (ϕ′, ψ′) := (ϕ,ψ)⊕ (f, 1)l. Then [syz]i(M) ∼= coker(ϕ′, ψ′) and we
did not change the Chern character, because ch(f, 1) = 0 for all of our six Chern theories.
In the first case (ϕ,ψ) is isomorphic as matrix factorization to a sum
(ϕ′′, ψ′′)⊕ (1, f)k ⊕ (f, 1)m with (ϕ′′, ψ′′) reduced.
Then we must have m ≥ l, because the corkernels of the other two matrix factorizations
have no free summands. Then we can pick (ϕ′, ψ′) = (ϕ′′, ψ′′) ⊕ (1, f)k ⊕ (f, 1)(m−l) (we
could also alter the exponent of (1, f) arbitrarily).
8.20 Proposition Let M be a B-module with [syz]i(M)
s∼= coker(ϕ,ψ), then
(−1)i chn(ϕ,ψ)
depends only on the isomorphism class of M . Here ch can be any of our two Chern theories
for the category MF (A, f).
Proof. One possible choice for [syz]i(M) is syzi(M) and all choices for [syz]i(M) are stably
isomorphic. By Lemma 8.19 we can replace
s∼= with ∼=. Now (ϕ,ψ) is isomorphic to a sum
(ϕ′, ψ′)⊕ (1, f)k ⊕ (f, 1)l with (ϕ′, ψ′) reduced. Hence we get
syzi(M)
∼= coker(ϕ′)⊕ coker(1)k ⊕ coker(f)l = coker(ϕ′)⊕Bl
and coker(ϕ′) has no free summand. By Lemma 8.18 the isomorphism class of coker(ϕ′)
is uniquely determined by the isomorphism class of syzi(M). Moreover, for both of our
Chern theories for MF (A, f) we have chn(ϕ,ψ) = chn(ϕ
′, ψ′). The right hand side depends
only on the isomorphism class of (ϕ′, ψ′), which is determined by the isomorphism class of
coker(ϕ′), which is determined by the isomorphism class of syzi(M), which is determined
by the isomorphism class of M . Now changing i gives precisely the sign (−1)i. This is
proved as in Proposition 8.8.
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8.21 Definition Let us define the category evMF(A, f) to be the full subcategory of
mod(B), which consists of the modules M with [syz]i(M) ∈ coker(A, f) for some i. In
other words, evMF(A, f) contains exactly all B-modules, which have a free resolution,
which is eventually periodic and the periodic part is given by a matrix factorization.
Note that by Lemma 8.19 the following three conditions are equivalent:
• [syz]i(M) ∈ coker(A, f),
• syzi(M) ∈ coker(A, f),
• [syz]i(M)
s∼= coker(ϕ,ψ) for some (ϕ,ψ).
8.22 Definition As a direct consequence of Proposition 8.20, any of our two Chern theories
for MF (A, f) gives us a Chern theory for evMF(A, f) by setting
chn(M) = (−1)i chn(ϕ,ψ),
where (ϕ,ψ) is a factorization with [syz]i(M)
s∼= coker(ϕ,ψ). We will show in the next section
that these two Chern theories are exact additive. In particular the category evMF(A, f) is
exact.
8.3 Additivity over short exact sequences
8.23 Lemma For any morphism (α, β) : (ϕ′′, ψ′′)→ (ϕ′, ψ′) we have the following sequence
of matrix factorizations
(ϕ′, ψ′)
(id×0,id×0)−−−−−−−−→ C(α,β) (0⊕id,0⊕id)−−−−−−−→ Σ(ϕ′′, ψ′′).
The image of this sequence under coker is a short exact sequence of B-modules:
0→ coker(ϕ′, ψ′)→ coker(C(α,β))→ coker(Σ(ϕ′′, ψ′′))→ 0.
Proof. The three involved matrix factorizations give B-resolutions of their cokernels and
lifting the maps coker(id×0, id×0) and coker(0 ⊕ id, 0 ⊕ id) to this resolutions results in a
short exact sequence of complexes. The short exact sequence
0→ coker(ϕ′, ψ′)→ coker(C(α,β))→ coker(Σ(ϕ′′, ψ′′))→ 0
is the end of the corresponding long exact homology sequence and hence exact.
The converse is also true:
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8.24 Lemma For a short exact sequence of B-modules
0→M ′ →M →M ′′ → 0
with M ′ = coker(ϕ′) = coker(ϕ′, ψ′) and M = coker(−ψ′′) = coker(Σ(ϕ′′, ψ′′)), there is a
morphism of matrix factorizations (α, β) : (ϕ′′, ψ′′)→ (ϕ′, ψ′), such that
M = coker
(
ϕ′ α
0 −ψ′′
)
= coker
((
ϕ′ α
0 −ψ′′
)
,
(
ψ′ β
0 −ϕ′′
))
= coker(C(α,β)).
Proof. The proof is the proof for the horseshoe Lemma, adapted to our two periodic context
of matrix factorizations. Let us look at the following commutative diagram with exact rows:
0 0 0
0 //M ′
f //
OO
M
g //
OO
M ′′ //
OO
0
0 // Ar
ε′0
::
i0 //
ε′
OO
Ar ⊕Ar′ p0 //
ε
OO
Ar
′
ε′′0
dd
//
ε′′
OO
0
0 // Ar
i1 //
ϕ′
OO
Ar ⊕Ar′ p1 //
ϕ
OO
Ar
′ //
−ψ′′
OO
0
0 // Ar
i2 //
ψ′
OO
Ar ⊕Ar′ p2 //
ψ
OO
Ar
′ //
−ϕ′′
OO
0
The first and third column are exact at M ′ and the first Ar respectively M ′′ and the first
Ar
′
. ik and pk are the canonical injections respectively projections. ε
′
0 = f ◦ ε′, ε′′0 exists
because of the projectivity of Ar
′
and ε = ε′0⊕ε′′0 (then ε is surjective by the snake-lemma).
The squares involving the middle column commute if and only if
ϕ =
(
ϕ′ α
0 −ψ′′
)
, ψ =
(
ψ′ β
0 −ϕ′′
)
for arbitrary matrices α and β. Furthermore, (ϕ,ψ) is a matrix factorization with coker(ϕ)
isomorphic to M if and only if the following three equations hold:
im(ϕ) = ker(ε), ϕψ = f id = ψϕ.
The first is equivalent (again with the snake-lemma) to im(ϕ) ⊂ ker(ε), which is the same
as f ◦ ε′ ◦ α = ε′′0 ◦ ψ′′. There is an α satisfying this condition by the projectivity of Ar
′
,
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since f ◦ ε′ maps surjectively onto ker(g) ⊃ im(ε′′0 ◦ ψ′′).
0
M ′
f //
OO
M
g //M ′′
Ar
ε′0
>>
ε′
OO
Ar
′
ε′′0
aa
ε′′
OO
Ar
′
α
hh
−ψ′′
OO
The second and third equation translate to (by looking at the top right entry)
ϕ′ ◦ β + α ◦ (−ϕ′′) = 0 = ψ′ ◦ α+ β ◦ (−ψ′′),
which are precisely the conditions for a morphism of matrix factorizations. Now again by
the projectivity of Ar
′
and since ϕ′ maps surjectively onto ker(ε′) ⊃ im(α ◦ (−ϕ′′)), there
exists a β satisfying the left equality.
0 //M ′
f //M
g //M ′′
Ar
ε′0
>>
ε′
OO
Ar
′
ε′′0
aa
ε′′
OO
Ar
ϕ′
OO
Ar
′
α
hh
−ψ′′
OO
Ar
′
−β
hh
−ϕ′′
OO
The right equality follows from the left, by Lemma 4.4.
8.25 Lemma For i ≥ 1 and a short exact sequence of B-modules
0→M ′ →M →M ′′ → 0
and any choice of [syz]i(M
′) and [syz]i(M ′′) it is possible to choose [syz]i(M), such that
the sequence
0→ [syz]i(M ′)→ [syz]i(M)→ [syz]i(M ′′)→ 0
is still exact (the maps come from the lifts of the map M ′ → M respectively M → M ′′ to
the resolution, in which [syz]i(M), etc. appear as kernels).
Proof. It is enough to prove the case i = 1. A choice of [syz]1(M
′), [syz]1(M ′′) is the choice
of a surjection of a free B-module F ′ →M ′ and F ′′ →M ′′ and as in the proof before (or as
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in the horseshoe lemma) we get a fitting surjection F = F ′ ⊕F ′′ →M and a commutative
diagram with all columns and the first two rows exact:
0 0 0
0 //M ′
OO
//M
OO
//M ′′
OO
// 0
0 // F ′
ε′
OO
ι // F
ε
OO
pi // F ′′
ε′′
OO
// 0
0 // [syz]1(M
′) //
i′
OO
ker(ε) //
i
OO
[syz]1(M
′′)
i′′
OO
// 0
0
OO
0
OO
0
OO
Now the last row is exact by the snake Lemma and ker(ε) is a possible choice for [syz]1(M).
8.26 Example Set A = C[[X,Y ]], f = XY , B = A/f and look at the two reduced matrix
factorization (X,Y ) and Σ(X,Y ) = (−Y,−X). We have the following exact sequence of
B-modules:
0→ B/X = coker(X,Y ) ·Y→ B → B/Y = coker(−Y,−X)→ 0.
Then by the construction in Lemma 8.24 we get
((
X −1
0 −Y
)
,
(
Y −1
0 −X
))
as the matrix factor-
ization in the middle, which is isomorphic to
((
1 0
0 XY
)
,
(
XY 0
0 1
))
. In particular the matrix
factorization in the middle does not need to be reduced, even if the other two are. Fur-
thermore, the sequence 0 → syzi(B/X) → syzi(B) → syzi(B/Y ) → 0 is not exact for any
i > 0, because syzi(B) is zero and the other two are not, i.e. in Lemma 8.25 does not work
with syz instead of [syz].
In the next Corollary ch can be any of the six Chern theories defined in Section 8.1 and 8.2.
For the two from Section 8.2 the ring A (and hence B) has to be local. There is a functor
F : mod(B)→ mod(B), which is the identity on objects and sends a morphism to its class.
The objects from evMF(A, f) are mapped to objects of evMF(A, f). For M ∈ evMF(A, f)
and ch a Chern theory from Section 8.1 we denote ch(F (M)) by ch(M).
8.27 Corollary If 0 → M ′ → M → M ′′ → 0 is an exact sequence of B-modules with
M ′,M ′′ ∈ evMF(A, f), then M ∈ evMF(A, f) and we have ch(M) = ch(M ′) + ch(M ′′).
Proof. Pick i big enough and [syz]i(M
′), [syz]i(M ′′), such that
[syz]i(M
′) ∼= coker(ϕ′, ψ′), [syz]i(M ′′) ∼= coker(−ψ′′,−ϕ′′) = coker(Σ(ϕ′′, ψ′′)).
Now use Lemma 8.25 to pick [syz]i fitting in an exact sequence. Then apply Lemma 8.24
to get [syz]i ∼= coker(C(α,β)) for some morphism (α, β). Then M ∈ evMF(A, f) and
ch(M) = (−1)i ch(C(α,β)) = (−1)i ch(ϕ′, ψ′) + (−1)i ch(Σ(ϕ′′, ψ′′)) = ch(M ′) + ch(M ′′)
by additivity of the Chern theory for matrix factorizations over cones.
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8.28 Definition A subcategory is called strictly full, if it is full and closed under isomor-
phisms.
8.29 Corollary Assume A is local. The category evMF(A, f) is exact and the two Chern
theories from Definition 8.22 are exact additive.
Proof. A strictly full additive subcategory of abelian category, which is closed under ex-
tensions, is exact, with the exact structure coming from the exact sequences in the abelian
category. The category evMF(A, f) is a strictly full additive subcategory of the abelian
category mod(B). Furthermore, it is closed under extensions by Corollary 8.27. Therefore,
evMF(A, f) is exact and our two Chern theories are exact additive again by Corollary
8.27.
8.4 Compatibility with the tensor product
In this section we want to exhibit the properties under tensor products. Unfortunately we
rather have to give negative results in the sense, that we do not know much about it.
The category [MF (A, f)] is a triangulated, pseudo tensor category and equivalent to
[coker](A, f), therefore the later is also a triangulated, pseudo tensor category with the in-
duced structures from [MF (A, f)]. Unfortunately, this induced tensor product on [coker](A, f)
has (to our knowledge) nothing to do with known tensor product for modules and we are
not sure how to describe it directly. The tensor product for modules does not make sense
in the stable category, since Bl is stably isomorphic to 0, but M ⊗B Bl ∼= M l is not stably
isomorphic to 0 = M ⊗B 0 in general.
8.30 Example Let F = Bl be a free module, then F ∼= [coker]((f, 1)⊕l). Furthermore, let
M = coker(ϕ,ψ) another B-module. Then for modules we have
ch(M ⊗B F ) = ch(M⊕l) = l ch(M).
On the other hand one can verify, that (ϕ,ψ)⊗
1
2
MF (f, 1)
⊕l is isomorphic as matrix factor-
ization to (idrl, f idrl), (f idrl, idrl), which is mapped to B
rl
s∼= 0 by [coker].
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9 Chern theory for periodic complexes
In this chapter k is a commutative ring and A is an associative, unital, commutative k-
algebra and Ωn will mean ΩnA/k.
The main ingredient in the proof that the Chern theory [ch]HH, oddn from Definition 5.4 is
constant on homotopy equivalence classes was Lemma 5.3. In this Lemma we worked with
matrix factorizations as 2-periodic complexes. The proof worked for any period length
and did not require the complex to be exact. Hence we get a Chern theory for periodic
complexes (of fixed period length), which is invariant under periodic homotopy equivalences
of the same period length. Let us make this more precise.
9.1 Definition Let us denote with perm(A) the category, which has as objects m-periodic
complexes of finitely generated free A-modules and as morphisms m-periodic chain maps.
Furthermore, we denote with [per]m(A) the corresponding homotopy category.
For the rest of this section we will write complex instead of m-periodic complex of finitely
generated, free A-modules and the same for resolutions. Lemma 5.3 implies:
9.2 Lemma For a complex C• with differentials δm, . . . , δ1 the value of
(δm, . . . , δ1)
n ∈ HHmn−1(M(A))
depends only on the isomorphism class of C• in [per]m(A) or, in other words, is invariant
under m-periodic homotopy equivalences.
Note this value is zero if m is odd, n is even and characteristic not 2, because
b(id, (δm, . . . , δ1)
n) = (δm, . . . , δ1)
n + (−1)nm(δ1, δm, . . . , δ2)n.
Now we can define 4 different Chern theories for the category [per]m(A) as for the category
[MF (A, f)]. The n-th Chern character will then be given by
tr((δm, . . . , δ1)
n) ∈ HHmn−1(A),
Bnm−1(tr((δm, . . . , δ1)n)) = n
m∑
i=1
(−1)i−1 tr(1, (δi−1, . . . , δ1, δm, . . . , δi) ∈ HHmn(A),
pinm−1(tr((δm, . . . , δ1)n)) = Tr((δmdδm−1 . . . dδ1(dδmdδm−1 . . . dδ1)n−1) ∈ Ωmn−1,
d(Tr((δmdδm−1 . . . dδ1(dδmdδm−1 . . . dδ1)n−1)) = Tr((dδmdδm−1 . . . dδ1)n) ∈ Ωmn.
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Here we have left out any normalization factors, because those were needed for the be-
haviour under tensor products and we will not talk about this behaviour for these invari-
ants. These Chern theories will be additive over mapping cones of m-periodic chain maps,
with the same proof as for the 2-periodic case.
Unfortunately, we do not know any interesting example, which does not come from a matrix
factorization, where those invariants are not all zero. An interesting example could be a
minimal free resolution with period length > 2. In the second part of Example 4.12 we
had a minimal free resolution of arbitrary period length m, but all invariants in Ωnm−1
respectively Ωnm will be zero, unless m = n = 1. We do not know if the invariants in the
Hochschild homology are zero or not.
Let us finish with three examples which show that the condition for the chain maps to
have the same period length as the complex is necessary, even when working with minimal
resolutions of the same module. In particular we do not get a useful Chern theory for
modules with eventually periodic minimal resolutions (and the periodic part does not come
from a matrix factorization).
9.3 Example 1. If δm, . . . , δ1 are the differentials of a minimal resolution, then we get an-
other resolution by multiplying the differentials with arbitrary invertible am, . . . a1 ∈
A. We get the following isomorphisms of complexes:
C0 = Cm
1
a

δm // Cm−1
id

δm−1 // . . .
δ2 // C1
id

δ1 //

C0
id

C0 = Cm
a

aδm // Cm−1
am

δm−1 // . . .
δ2 // C1
δ1 //
a
a1

C0
a

C0 = Cm
amδm // Cm−1
am−1δm−1 // . . .
a2δ2 // C1
a1δ1 // C0,
where a = am . . . a1 and the first chain isomorphism is not periodic, but the second is.
Furthermore, there is no periodic chain homotopy equivalence between the first two
rows in general, because their Chern characters will vary by a power of a. One could
call such a map periodic up to a factor, because we can continue it in this manner
with increasing powers of 1a . The next example shows, that more can happen, than
just invertible factors.
2. A = C[[X,Y ]]/(X2 − Y 2) and define
ϕ :=
(
X Y
Y X
)
.
We can complete ϕ with either of the following matrices to a minimal two periodic
free resolution of coker(ϕ)
ψ1 =
(
X −Y
−Y X
)
, ψ2 =
(−Y X
X −Y
)
.
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(ϕ,ψ1) gives a matrix factorization, while (ϕ,ψ2) does not. We compute
Tr(ϕdψ1) = 2(XdX − Y dY ) = 0 ∈ Ω1A/k,
Tr(ϕdψ2) = 2(Y dX −XdY ) 6= 0 ∈ Ω1A/k.
This shows, that in general these traces can differ by more than a unit constant.
There is a 4-periodic isomorphism of complexes between these two different 2-periodic
complexes
A2
(
X Y
Y X
)
//
( 0 11 0 )
A2
(
X −Y
−Y X
)
//
( 0 11 0 )
A2
(
X Y
Y X
)
//
( 1 00 1 )
A2
(
X −Y
−Y X
)
//
( 1 00 1 )
A2
(
X Y
Y X
)
//
( 0 11 0 )
A2
( 0 11 0 )
A2 (
X Y
Y X
) // A2(−Y X
X −Y
)// A2 (
X Y
Y X
) // A2(−Y X
X −Y
)// A2 (
X Y
Y X
) // A2,
but the inequality of the two traces above implies there is no 2-periodic homotopy
equivalence between them.
3. Let A,ϕ, ψ1, ψ2 as in the previous example. Furthermore, we define
M = coker(ϕ) = A2/〈(XY ) , ( YX )〉A.
Then we have the following short exact sequence of A-modules
0→M g→ A2 h→M → 0,
where h is the canonical projection onto quotient and g is defined by
g(( 10 )) =
(
X
Y
)
, g(( 01 )) =
(−Y
X
)
.
Now we pick the two periodic resolution given by (ϕ,ψ1) for the first copy of M and
(ϕ,ψ2) for the second. Then the 4-periodic free resolution of A
2 with differentials
given by (
ϕ α
0 ϕ
)
,
(
ψ1 β
0 ψ2
)
,
(
ϕ γ
0 ϕ
)
,
(
ψ1 δ
0 ψ2
)
, where
α =
(−1 0
0 1
)
, β =
(
0 1
−1 0
)
, γ =
(
0 −1
1 0
)
, δ =
(
1 0
0 −1
)
gives a short exact sequence of resolutions. These are all possible choices in degree 0
for α, β, γ, δ to get 4-periodicity. In particular there is no possible choice to make it
2-periodic.
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