This article studies the estimation of state space models whose parameters are switching endogenously between two regimes, depending on whether an autoregressive latent factor crosses some threshold level. Endogeneity stems from the sustained impacts of transition innovations on the latent factor, absent from which our model reduces to one with exogenous Markov switching. Due to the flexible form of state space representation, this class of models is vastly broad, including classical regression models and the popular dynamic stochastic general equilibrium (DSGE) models as special cases. We develop a computationally efficient filtering algorithm to estimate the nonlinear model. Calculations are greatly simplified by appropriate augmentation of the transition equation and exploiting the conditionally linear and Gaussian structure. The algorithm is shown to be accurate in approximating both the likelihood function and filtered state variables. We also apply the filter to estimate a small-scale DSGE model with threshold-type switching in monetary policy rule, and find apparent empirical evidence of endogeneity in the U.S. monetary policy shifts. Overall, our approach provides a greater scope for understanding the complex interaction between regime switching and measured economic behavior.
Introduction
In time series analysis, there has been a long tradition in modeling the structural changes in dependent data as the outcome of a regime switching process [Hamilton (1988 [Hamilton ( , 1989 ]. By introducing an unobserved discrete-state Markov chain governing the regime in place, this class of models affords a tractable framework for the empirical analysis of nonstationarity that is inherent in most economic and financial data. Among further developments of the approach, Kim (1994) made an important extension to the state space representation of dynamic linear models amenable to classical inference, whereas Chib (1996) presented a full Bayesian analysis for finite mixture models based on Gibbs sampling. An introductory exposition and overview of the related literature can be found in the monograph by Kim and Nelson (1999) .
Yet despite the popularity and continued success of the Markov switching approach, its maintained hypothesis that the regime evolves exogenously and thereby falls completely apart from the rest of the model is neither realistic nor innocuous in many cases. As argued forcefully in Chang et al. (2017) , the presence of endogeneity in regime switching is indeed ubiquitous and, if ignored, may yield substantial bias in the estimates of model parameters. It follows that a more promising approach to modeling occasional but recurrent regime shifts would admit some form of endogenous feedback from the behavior of underlying economic fundamentals to the regime generating process [Diebold et al. (1994) , Kim (2004 Kim ( , 2009 , Kim et al. (2008) , Bazzi et al. (2014) , Kang (2014) , Kalliovirta et al. (2015) , among others].
The purpose of this paper is to introduce a threshold-type endogenous regime switching into dynamic linear models that can be represented as state space forms. This class of models is vastly broad, including classical regression models and the popular dynamic stochastic general equilibrium (DSGE) models as special cases, and thus allows for a greater scope for understanding the complex interaction between regime switching and measured economic behavior.
Following Chang et al. (2017) , an essential feature of the model is that the data generating process is switching between two regimes, depending on whether an autoregressive latent factor crosses some threshold level. In our approach, two sources of random innovations jointly drive the latent factor and hence the regime change: [i] the internal innovations from the transition equation that represent the fundamental shocks inside the model; [ii] an external innovation that captures all other shocks left outside of the model. The relative importance of the former source determines the degree of endogeneity in regime changes. The autoregressive nature of the latent factor, on the other hand, makes such endogenous effects long-lasting-a current shock to the transition equation will impact at a decaying rate on all future latent factors. Most importantly, regime switching of this type renders the transition probabilities time-varying as they are all functions of the model's fundamentals. In the special case where regime shifts are purely driven by the external innovation, our model becomes observationally equivalent to one with conventional Markov switching. The contributions of this paper are twofold, one methodological and the other substantive. First, we develop an endogenous-switching Kalman filter based on the algorithm of Kim (1994) to estimate the overall nonlinear state space model. Calculations are greatly simplified by appropriate augmentation of the transition equation and exploiting the conditionally linear and Gaussian structure. Unlike simulation-based filters, this avoids sequential Monte Carlo integration and therefore makes our filter computationally efficient. As a useful by-product of running the filter, the estimated autoregressive latent factor can be readily extracted from the augmented system. Simulation experiment indicates that our filtering algorithm is accurate in approximating both the likelihood function and filtered state variables.
Second, ever since the seminal work of Clarida et al. (2000) , modeling the time-varying behavior of monetary policy has remained an active research agenda for macroeconomists. While regime switching has emerged nowadays as perhaps the most promising approach to modeling the time variation in monetary policy, scant attention in the literature has been paid to the macroeconomic origins that give rise to monetary policy shifts over time.
1 Our paper takes a first step toward filling in this important gap; we apply the filter to estimate a threshold-type switching version of the prototypical new Keynesian model with the U.S. postwar data, and find that non-policy (i.e., aggregate demand and technology growth) shocks played a predominant role in triggering the historical regime changes in the U.S. monetary policy. To the best of our knowledge, modeling and quantifying such endogenous feedback channel are novel in the literature. The rest of the paper is planned as follows. Section 2 describes the state space model and filtering algorithm. Section 3 illustrates the filter using two examples, a small state space model with simulated data and a monetary DSGE model with real data. Section 4 concludes. We also employ the following notation. Let Npµ, Σq denote the normal distribution with mean vector µ and covariance matrix Σ, p N p¨|µ, Σq its probability density function, and Φp¨q the cumulative distribution function of Np0, 1q. In particular, Np0 nˆ1 , I n q denotes the n-dimensional standard normal distribution. Moreover, pp¨|¨q and Pp¨|¨q denote the conditional density and probability functions, respectively. Lastly, Y 1:T is a matrix that collects the sample for periods t " 1, . . . , T with row observations y 1 t .
Model and Algorithm
This section introduces the threshold-type endogenous switching setup of Chang et al. (2017) , which nests the conventional Markov switching as a special case, into the state space form of a general dynamic linear model. Like any regime switching model, the associated likelihood function depends on all possible histories of the entire regime path. This history-dependent nature creates a tight upper bound on the sample size that any exact recursive filter can comb through 1 As Chris Sims put it in his comment on Davig and Leeper (2006b) , "Most people who think that policy changed dramatically and permanently in late 1979 in the United States believe that it did so because inflation appeared to be running out of control, not because an independently evolving switching process happened to call for a change at that date." within a reasonable amount of time.
2 Without appealing to the computationally expensive particle filter, some approximations would seem inevitable. Building on the 'collapsing' method of Kim (1994) to truncate the full history-dependence, we develop an endogenous switching version of the Kalman filter to approximate the likelihood function and estimate the unknown parameters as well as the state variables, including the autoregressive latent factor.
State Space Model
Let y t be a lˆ1 vector of observable variables, x t a mˆ1 vector of latent state variables, and z t a kˆ1 vector of predetermined explanatory variables. Consider the following regime-dependent linear state space model
where the measurement equation (2.1) links the observable variables to the state variables subject to a lˆ1 vector of measurement errors u t , the transition equation (2.2) describes the evolution of the state variables driven by a nˆ1 vector of exogenous innovations t , and pu t , t q are mutually and serially uncorrelated at all leads and lags. The coefficient and covariance matrices pD¨, Z¨, F¨, C¨, G¨, E¨, M¨, Ω¨, Σ¨q are allowed to depend on an index variable s t " 1tw t ě τ u driven by a stationary autoregressive latent factor
where 0 ď α ă 1 controls the persistency of regime changes.
3 As a result, the model is switching between regime-0 and regime-1, depending upon whether w t takes a value below or above the threshold level τ . In what follows, we call w t the regime factor. Endogeneity in regime switching is introduced as in Chang et al. (2017) , but we allow all current standardized transition innovations to jointly influence the next period regime through its correlation with the innovation to w t`1 . That is,
where r t " rr 1,t , . . . , r n,t s 1 " Σ´1 {2 st t and ρ " rρ 1 , . . . , ρ n s 1 " corrpr t , v t`1 q is a vector of correlation parameters that determines the degree of endogeneity in regime changes-as ρ approaches to one in modulus, today's transition innovations impinge more forcefully on tomorrow's regime factor.
This type of endogenous impacts is not only sustained due to the autoregressive form of w t , but also renders the transition probabilities time-varying because they are all functions of r t as will be shown subsequently. In the special case where r t and v t`1 are orthogonal (i.e., ρ " 0 nˆ1 ), the transition probabilities become constants and our model reduces to one with conventional Markov switching; in fact, there exists a one-to-one correspondence between the threshold-type switching specified by pα, τ q and the Markov switching specified by two transition probabilities [see Chang et al. (2017) , Lemma 2.1].
Since ppv t`1 |r t q is normal, we can replace v t`1 by
where tr k,t u n k"1 and the idiosyncratic innovation η t`1 are all orthogonal and have unit variance. On the surface, the residual η t`1 of projecting v t`1 onto r t appears to be a vague source of regime change in many economic applications where r t is interpreted as structural shocks with clear behavioral meanings. But it indeed captures potential misspecification of the transition equation-ideally one would expect the regime change to be fully driven by r t under the 'true' model-that leads to systematic disparities between model-implied and actual observables. To the extent that η t`1 picks up those missing components beyond what are incorporated in r t , we may readily call r k,t and η t the k-th internal and external innovation, respectively.
To quantify the importance of each source of regime change, iterate forward on (2.3) to obtain w t`h " α h w t`ř h j"1 α h´j v t`j for h ě 1. Combining with (2.5), we have the conditional variance
It follows directly that the percent of the h-step ahead forecast error variance of the regime factor due to the k-th internal (or external) innovation is given by ρ 2 k (or 1´ř
k ) also measures the percentage contribution to the unconditional variance of the regime factor and hence the extent to which the k-th internal (or external) innovation contributes to the regime changes. For example, using a new Keynesian DSGE model with endogenous regime switching, Section 3.2 presents an empirical calculation on how much of the U.S. monetary policy shifts can be attributed to various internal innovations with distinct behavioral interpretations.
Filtering Algorithm
Estimating the state space model (2.1)-(2.2) entails the dual objectives of likelihood evaluation and filtering, both of which require the calculation of integrals over the latent variables (i.e., x t and s t ). While the system is linear in x t and driven by Gaussian innovations, complication arises from the presence of s t ; it introduces additional nonlinearities into the overall model structure that invalidate evaluating these integrals via the standard Kalman filter. Nevertheless, approximate analytical integration is still possible from a marginalization-collapsing procedure. In the marginalization step, we integrate out the state variables by exploiting the linear and Gaussian structure conditional on the most recent regime history, for which the standard Kalman filter can be applied. In the collapsing step, we approximate an otherwise exponentially growing number of history-dependent filtered distributions by a constant number of mixture Gaussian distributions in each period. This reduction effectively breaks the full history-dependence of the likelihood function and therefore makes the computation highly efficient. We call the resulting algorithm the endogenous-switching Kalman filter.
The key to operationalizing the above two-step procedure is an appropriate augmentation of the state space model. To that end, we introduce a dummy vector d t " r t and augment the state vector ς t " rx
1 . Accordingly, we rewrite the measurement and transition equations as
where the dependence of p r D st , r C st q on z t has been suppressed for convenience. As will be shown in Algorithm 1 below, our main filtering algorithm, which is based on the augmented state space system (2.7)-(2.8), dates one period back to track regime indices in each recursion. At an exponentially rising computation cost though, one may improve the approximation by tracking even earlier regime history beyond the current and last periods and, in the end, recover the exact likelihood function. For notational ease, let F t " σptpz s , y s qu sďt q denote the information available at period t. Define the predictive probability of regime-j at period t, joint with regime-i at period t´1, as p pi,jq t|t´1 " Pps t´1 " i, s t " j|F t´1 q and the filtered marginal probability of regime-j at period t as p j t|t " Pps t " j|F t q. Also define a battery of four conditional forecasts of ς t and their forecast error covariances as
where ς t|t´1 " Erς t |F t´1 s. Then the filter can be summarized by the following steps. (a) Forecasting. First, apply the forecasting step of the Kalman filter for the state variables to obtain
(2.9)
for i " 0, 1 and j " 0, 1. Next, define λ t " ρ 1 r t and compute the predictive joint probabilities
(2.11) and p p0,1q
t|t´1 . To evaluate the integral in (2.11), note that
where the second equality holds since ppw t |w t´1 , λ t´1 , F t´1 q " ppw t |w t´1 , λ t´1 q and w t´1 is independent of λ t´1 . Clearly, the transition probability Pps t " 0|s t´1 " 0, λ t´1 q depends on the value of λ t´1 and hence r t´1 but becomes a constant when ρ " 0 nˆ1 . Moreover, we approximate
To the extent that the filtered distribution of r t´1 serves as an essential input into the approximation of ppλ t´1 |F t´1 q, this justifies augmenting the state space system by the dummy vector d " r . Taken together, (2.11) can be rewritten as
and p p1,1q
t|t´1 , where
Finally, the integrals in (2.12)-(2.13) can be easily evaluated using the cumulative bivariate normal distribution function. See the Online Appendix for derivation details.
(b) Likelihood evaluation. Apply the forecasting step of the Kalman filter for the observable variables to obtain
(2.14)
for i " 0, 1 and j " 0, 1. Then the period-t likelihood contribution can be computed as for i " 0, 1 and j " 0, 1. To avoid a twofold increment in the number of cases to consider for the next period, collapse pς pi,jq
gives the filtered state variables.
3. Aggregation. The likelihood function is given by ppY 1:T q " ś T t"1 ppy t |F t´1 q.
Several remarks about this filtering algorithm are in order. First, while the general structure resembles that of the mixture Kalman filter in Chen and Liu (2000) , our filter requires no sequential Monte Carlo integration and is thus computationally efficient. By analytically integrating out x t and s t , it also greatly simplifies estimating the model via classical or Bayesian approaches that would otherwise require a stochastic version of the expectation-maximization algorithm or Gibbs sampling, respectively [Wei and Tanner (1990) , Tanner and Wong (1987) ]. Second, in line with Kim (1994) , the collapsing step (2.20) involves an approximation-its input ς pi,jq t|t does not calculate the conditional expectation Erς t |s t´1 " i, s t " j, F t s exactly since ppς t |s t´1 " i, s t " j, F t q amounts to a mixture of Gaussian distributions for t ą 2. Consequently, the period-t likelihood ppy t |F t´1 q and filtered states ς t|t only approximately calculate their true values, whose accuracy will be examined in the next section. Third, an estimated autoregressive regime factor w t|t can be 4 If p j t|t " 0, the conditional probability p pi,jq where ppy t |w t , s t´1 " i, F t´1 q " p N py t |y pi,jq t|t´1 , F pi,jq t|t´1 q for j " 1tw t ě τ u and
is derived in Corollary 3.3 of Chang et al. (2017) . Moreover, we again approximate
pλ t´1 q for s t´1 " i. Then the filtered autoregressive regime factor can be computed as
where we approximate ppw t |F t q by a discrete density functionppw t |F t q defined on a swarm of grid points tw t |F t q. Lastly, given the filtered density (2.22), we also develop an algorithm to approximate the smoothed density ppw t |F T q and relegate the details of this algorithm to the Online Appendix.
Simulation Model
Consider the following small state space model that resembles the general structure of (2.1)-(2.2) for reduced-form DSGE models
"¨g 11 ps t q g 12 ps t q 0 g 22 ps t q‚¨x 1,t´1
where three parameters in the transition equation, pg 11 , g 12 , g 22 q, are allowed to switch between regime-0 and regime-1. We simulate 100 observations of y t by setting pg 11 , g 12 , g 22 q " p0.8, 0.2, 0.1q if s t " 1 and p0.2, 0.8, 0.9q otherwise, pω, σq " p0.2, 0.5q, and pα, τ, ρq " p0.7,´0.5, 0.9q. 5 Overall the model underwent frequent regime changes, on average about once every 3 periods, which poses a potential challenge to our filter in delivering a satisfactory approximation to the likelihood function. To evaluate its performance, we estimate the exact likelihood and filtered states from a regime switching version of the bootstrap particle filter in Gordon et al. (1993) . It numerically integrates out tpx t , w t qu T t"1 using a discrete set of particles simulated from the transition equations in x t and w t , respectively.
6 Our particle filtering algorithm, which is based on the original state space system (2.1)-(2.2), can be implemented through the following steps. 
and compute where h denotes some transformation function of interest.
3. Aggregation. The likelihood function is given byppY 1:T q " ś T t"1p py t |F t´1 q.
Practically it turns out that N " 100, 000 particles are more than sufficient to accurately approximate the density ppY 1:T q dictated by the simulation model, which we take as 'exact'. Evaluating at the true parameter values, Figure 2 depicts the filtered state variables (Panels A-C) and log likelihood decomposition by period (Panel D) computed from the endogenousswitching Kalman filter and particle filter. A visual comparison suggests that our filter performs fairly well as it delivers almost indistinguishable approximations to these quantities from their true values. That accuracy extends to a wide range of the parameter space as can be seen in Figure 3 , though the particle filter has some difficulty evaluating the log likelihood functions of certain parameters near the boundaries.
7 In addition, the log likelihood function of each 7 This is because the particle generating distributions, ppx i t |x i t´1 q and ppw i t |w i t´1 q, are simply based on the transition equations in x t and w t , which ignore the information in light of y t . Refinements of the bootstrap particle filter abound in the literature. For example, one efficient choice is to generate particles from the filtered state distributions computed from our endogenous-switching Kalman filter and reweigh these particles through an importance sampling step, the so-called adaptation of the particle filter. individual parameter peaks in the immediate vicinity of its true value. Taken together, our filter ensures the overall likelihood surface is well preserved.
Empirical DSGE Model
We consider the small-scale new Keynesian DSGE model presented in An and Schorfheide (2007) , whose essential elements include: a representative household and a continuum of monopolistically competitive firms; each firm produces a differentiated good and faces nominal rigidity in terms of quadratic price adjustment cost; a cashless economy with one-period nominal bonds; a monetary authority that controls nominal interest rate as well as a fiscal authority that passively adjusts lump-sum taxes to ensure its budgetary solvency; a laboraugmenting technology that induces a stochastic trend in consumption and output. In the fixed regime benchmark, the model's equilibrium conditions in terms of the detrended variables can be summarized as follows. G. , First, the household's optimizing behavior implies
where 0 ă β ă 1 is the discount factor, τ c ą 0 the coefficient of relative risk aversion, c t the detrended consumption, R t the nominal interest rate, π t the inflation between periods t´1 and t, z t an exogenous shock to the labor-augmenting technology that grows on average at the rate γ, and E t represents conditional expectation given information available at time t. The firm's optimal price-setting behavior yields
where 1{ν ą 1 is the elasticity of demand for each differentiated good, φ the degree of price stickiness that relates to the slope of the so-called new Keynesian Phillips curve κ via φ " τ c p1´νq{pνπ 2 κq, π the steady state inflation, and y t the detrended output. Second, the goods market clearing condition is given by
where g t is an exogenous government spending shock. Third, the monetary authority follows an interest rate feedback rule that reacts to deviations of inflation from its steady state and output from its potential value
where 0 ď ρ R ă 1 is the degree of interest rate smoothing, r the steady state real interest rate, ψ π ą 0 and ψ y ą 0 the policy rate responsive coefficients, yt " p1´νq 1{τc g t the detrended potential output, and R,t an exogenous policy shock. Finally, both ln g t and ln z t evolve as autoregressive processes
where 0 ď ρ g , ρ z ă 1 and g is the steady state of g t . The model is driven by the three innovations t " r R,t , g,t , z,t s 1 that are serially uncorrelated, independent of each other at all leads and lags, and normally distributed with means zero and standard deviations pσ R , σ g , σ z q, respectively. There has been ample empirical evidence of time variation in estimated monetary policy rules documented in the literature. In that vein and for the purpose of illustrating our filter, we also consider a simple regime switching extension of the model.
8 Specifically, the response of policy rate to inflation deviations is allowed to switch between, in Leeper's (1991) terminology, more 'active' and less 'active' (or possibly 'passive') monetary regimes
where the regime index s t evolves according to s t " 1tw t ě τ u and w t " αw t´1`vt . To keep the illustration simple and concrete, we abstract from sources of time variation in the model structure other than that from the policy parameter ψ π ps t q. 9 It can be shown as in Chang et al. (2018b) that the implied time-varying transition probabilities to regime-0, which become an important part of the model solution in this case, are given by p 00 pr t q " Pps t`1 " 0|s t " 0, r t q "
p 10 pr t q " Pps t`1 " 0|s t " 1, r t q "
where Φ ρ pxq " Φpx{ ? 1´ρ 1 ρq, r t " r R,t {σ R , g,t {σ g , z,t {σ z s 1 , and ρ " rρ Rv , ρ gv , ρ zv s 1 " corrpr t , v t`1 q.
Accordingly, we have p 01 pr t q " 1´p 00 pr t q and p 11 pr t q " 1´p 10 pr t q. On the other hand, when r t and v t`1 are orthogonal (i.e., ρ " 0 3ˆ1 ), (3.14)-(3.15) become constants so that our model nests the exogenous Markov switching as a special case. We assume that private agents can observe all current and past values of the endogenous variables, exogenous shocks, and regime indices, but not the regime factors. Note that the presence of s t poses keen computational challenges to solving the model. Subsequently, we obtain the first-order solution to the rational expectations system (3.8)-(3.15) using the efficient perturbation approach of Maih and Waggoner (2018) that is well-suited for solving and estimating nonlinear regime-switching DSGE models with statedependent transition probabilities. 10 An important precursor to our study is Davig and Leeper (2006a) , who employ the projection method to solve and calibrate a new Keynesian model where monetary policy rule changes whenever lagged inflation crosses some threshold level. Interested readers are also referred to Chang et al. (2018b) for a more comprehensive investigation of the macroeconomic origins that give rise to monetary policy shifts.
Both the fixed regime model and its regime switching extension are estimated with Bayesian methods using a common set of quarterly observations, ranging from 1954:Q3 to 2007:Q4: per capita real output growth (YGR), annualized inflation rate (INF), and effective federal funds rate (INT). The actual data are constructed as in Appendix B of Herbst and Schorfheide (2015) , available from the Federal Reserve Economic Data (FRED). Letx t " ln x t´l n x denote the log-deviation of a variable x t from its steady state x. The observable variables are linked to the model variables through the following measurement equations
10 All computations are executed in the MATLAB toolbox 'RISE'. See the Online Appendix for a user guide. Barthélemy and Marx (2017) also generalize standard perturbation methods to solve a class of nonlinear rational expectations models with endogenous regime switching and establish conditions under which a unique bounded equilibrium exists. Notes: Para (1) and Para (2) refer to the means and standard deviations for Gamma (G), Normal (N), and Beta (B) distributions; s and ν for the Inverse-Gamma Type-I (IG-1) distribution with density ppσq9σ´ν´1 exp p´ν where pγ pQq , π pAq , r pAare connected to the model's steady states via γ " 1`γ pQq {100, β " 1{p1`r pAq {400q, and π " 1`π pAq {400. In conjunction with the model solutions under fixed regime and switching regime, this can be cast into the state space form (2.1)-(2.2) and evaluated with the standard Kalman filter and our endogenous-switching Kalman filter in Algorithm 1, respectively. Table 1 summarizes the marginal prior distributions on the DSGE structural parameters. For Notes: The posterior medians and 90% equal-tailed intervals are computed using 10,000 posterior draws after thinning.
the steady state parameters, the prior means of γ pQq and π pAq are calibrated to match the sample averages of YGR and INF, respectively, and that of r pAq translates into a β value of 0.998.
The priors on the structural shock processes are harmonized: the autoregressive coefficients pρ R , ρ g , ρ z q are beta distributed with mean 0.5 and standard deviation 0.1; the standard deviation parameters pσ R , σ g , σ z q, all scaled by 100, follow inverse-gamma type-I distribution with mean 0.5 and standard deviation 0.26. Furthermore, the priors on the private sector parame- ters pτ c , κ, ν, 1{gq and the fixed regime policy responses pψ π , ψ y q are largely adopted from An and Schorfheide (2007) , whereas those on the switching parameters pψ 0 π , ψ 1 π q closely follow the specification in Davig and Doh (2014) , which a priori rule out the possibility of 'label switching'. Finally, turning to the parameters for the autoregressive regime factor, the prior on α centers at a rather persistent value that, together with the prior mean of τ , implies transition probabilities pp 00 , p 11 q " p0.8, 0.9q under exogenous switching. On the other hand, the uniform distributions on pρ Rv , ρ gv , ρ zv q reflect an agnostic prior view about the sign and degree of endogeneity in regime switching.
For each model, we sample a total of 1.1 million draws from the posterior distribution using an adaptive version of the random walk Metropolis-Hastings algorithm, discard the first 100,000 draws as burn-in phase, and keep one every 100 draws afterwards.
11 The resulting 10,000 draws form the basis for performing the posterior inference. We highlight several aspects of the posterior estimates reported in Tables 2-3 as follows. First, regarding the parameters shared by both models, allowing for regime switching does generate material impacts on some of their estimates, including the private sector parameters pτ c , κq and the interest rate response to output deviation ψ y . Other parameters, however, remain more or less recalcitrant to regime switching. Second, turning to the switching parameters, there appears to be considerably less cross-regime difference in the policy response to inflation than assumed a priori-the 90% posterior interval of the more active response ψ 1 π falls well below its prior mean, suggesting an overall mildly aggressive monetary policy stance. Third, moving on to the parameters pα, τ, ρq unique to threshold switching, a prior-posterior comparison reveals that the data support an even more persistent process for the regime factor, a much longer expected duration of the more active regime, and attribute a significant portion of regime developments to past technology growth shocks (about 15%-83%) and, to a lesser extent, government spending shocks (about 0%-17%) as well as monetary policy shocks (about 0%-14%). Finally, Table 3 reports several popular estimators of the marginal likelihood proposed by a number of authors, including Meng and Wong (1996), Geweke (1999) , Chib and Jeliazkov (2001) , Sims et al. (2008) , and Ulrich Müeller. 12 All methods yield numerically very similar estimates that point to a unanimous conclusion: the data overwhelmingly favor the endogenous switching model over the fixed regime model. Figure 4 compares the prior and posterior densities of the correlation parameters pρ Rv , ρ gv , ρ zv q, which furnish additional evidence on the relevance of accounting for the endogenous feedback from historical macroeconomic shocks to the prevailing policy regime. Despite the diffuse priors, the data turn out to be sufficiently informative to land the posteriors onto much narrower areas of the parameter space that deliver tightly estimated degrees of endogeneity in regime switching. Most noticeable is the endogenous feedback from technology growth shock, whose posterior mass falls entirely on the negative territory. As a result, favorable technological advancements unambiguously increase the likelihood of staying in or shifting to the less active regime, suggesting an accommodative monetary policy to promote long-term economic growth. Less evident is the posterior distribution of the endogenous feedback from government spending shock that concentrates somewhat more on the positive territory. Thus, on average, expansionary government expenditures tend to make the more active regime more likely, consistent with a countercyclical monetary policy that is 'leaning against the wind'. Monetary policy shock, on the other hand, plays only an insignificant role in driving the regime changes. In sum, these patterns connect broadly to theoretical work and empirical observations about how central banks routinely act.
Compared to purely exogenous switching, endogenizing regime changes also generates quan-titatively important expectations formation effects. Because the model is inherently nonlinear, Figure 5 displays the generalized impulse response functions of Koop et al. (1996) for key endogenous variables following a one percent positive shock r i,t " i,t {σ i , i P tR, g, zu. To build intuition, consider first a conventional monetary contraction (Row B) that aims to lower inflation. A higher nominal rate not only translates into a higher real rate due to sticky prices, which dampens aggregate demand in the usual way, but triggers a positive feedback effect (ρ Rv " 0.60) that induces agents to form a stronger belief in the more active regime next period. This shift in expectations is absent under exogenous switching (i.e., ρ Rv " 0) and, therefore, inflation does not fall as much as under endogenous switching. Analogously, rising productivity (Row C), besides increasing contemporaneous and expected consumption, engenders a negative feedback effect (ρ zv "´0.77) that leads agents to place a higher probability on the less active regime next period, thereby amplifying the inflationary impact of higher aggregate demand. Nevertheless, the expectations formation effect arising from a fiscal expansion (Row A) is not directly observable since in this simple model, the government spending shock only affects output but not output gap (hence consumption, inflation, and nominal rate). Last but not least, unlike the Markov switching filter of Kim (1994) , our endogenous switching filter produces an important by-product-an extracted time series of the autoregressive regime factor w t|t as depicted in Figure 6 -that complements the information contained in its implied probability p 1 t|t of being in the more active regime. In particular, it identifies the U.S. monetary policy as sluggishly fluctuating between the more active and less active regimes, the timing and nature of which are broadly consistent with the previous empirical findings. This pattern also aligns quite well with the narrative record of policymakers' beliefs documented in Romer and Romer (2004) : the more active stance of the late 1950s and most of the 1960s under chairman William McChesney Martin Jr. and of the early 1980s and beyond under Paul Volcker and Alan Greenspan stemmed from the conviction that inflation has high costs and few benefits, whereas the less active stance of most of the 1970s under Arthur Burns and G. William Miller stemmed from a highly optimistic estimate of the natural rate of unemployment and a highly pessimistic estimate of the sensitivity of inflation to economic slack.
Concluding Remarks
This paper aims at broadening the scope for understanding the complex interaction between recurrent structural changes and measured economic behavior. To that end, we introduce a threshold-type endogenous regime switching into an otherwise standard state space model, which is general enough to include many well-known dynamic linear models as special cases. In our approach, regime changes are, through an autoregressive latent factor, jointly driven by the internal innovations that represent the fundamental shocks inside the model and an external innovation that captures all other shocks left outside of the model. This allows the behavior of 1955 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 w tjt underlying economic fundamentals to be brought to bear more directly on the regime generating process. When regime shifts are purely driven by the external innovation, our model reduces to one with exogenous Markov switching. We develop an endogenous switching version of the Kalman filter to estimate the overall nonlinear state space model. The filter features augmenting the transition system with the internal innovations that, in conjunction with a collapsing procedure to truncate the regime history, makes the computation feasible and highly efficient. Monte Carlo experiment shows that our filtering algorithm is accurate in approximating both the likelihood function and filtered state variables. We also employ the filter to estimate a prototypical new Keynesian DSGE model with threshold-type switching in monetary policy rule, and find strong empirical support for the endogenous feedback from historical non-policy shocks to the prevailing policy regime. A natural extension of our framework is to permit multiple regimes and latent factors along with the development of both filtering and smoothing algorithms, which we defer to a sequel to this paper. where µ "¨0 dm‚ , Σ "¨1´ć c 1`c 2`d2 V‚ Therefore, the transition probabilities can be calculated as Pps t " 0|s t´1 " 0q " 1. Add the folders 'ChangMaihTan2018/' and 'RISE toolbox-master/' to the MATLAB search path. In particular, 'ChangMaihTan2018/' serves as the main folder that contains two subfolders. The 'core/' subfolder includes the following files that can be replaced by the user's own model and data set:
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