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We assess the role of a resonant spectrum in the AdS instability, and quantify the extent to which
breaking the resonant spectrum of AdS can restore stability. Specifically, we study non-collapsing
‘multi-oscillator’ solutions in AdS under various boundary conditions that allow for both resonant
and non-resonant spectra. We find non-collapsing two mode, equal amplitude solutions in the non-
resonant Robin case, and that these solutions vanish in the fully resonant Dirichlet case. This is
consistent with non-resonant stability, and with the idea that stable solutions in the Dirichlet case
are all single-mode dominated. Surprisingly, when the boundary condition is Neumann, we find
non-collapsing solutions arbitrarily close to AdS that are not single-mode dominated, despite the
spectrum being fully resonant.
Introduction – Because of the presence of a reflect-
ing boundary, global anti-deSitter space (AdS) allows for
arbitrarily small excitations to form black holes, which
implies that AdS is nonlinearly unstable [1, 2]. The first
evidence of this instability was presented in [3] where the
numerical evolution of a massless scalar field in AdS, ini-
tially in a Gaussian configuration, eventually forms an
event horizon even for very small amplitudes. The exis-
tence of arbitrarily small data that inevitably form black
holes was proven rigorously for the spherically symmetric
pressureless Einstein-massless Vlasov system in [4, 5].
However, it was realised that there are configurations
that do not form black holes [6–13]. The set of such
non-collapsing initial data is called the islands of stabil-
ity . This naturally leads to the open question: what
distinguishes collapsing data from non-collapsing data?
Through the AdS/CFT correspondence [14–16], the an-
swer to this question has important implications for the
process of thermalization and equilibration in the dual
field theory.
Some guidance can be provided by perturbation the-
ory. The linear spectrum of perturbations of AdS con-
sists of normal modes with evenly-spaced frequencies.
When expanding a generic configuration to higher orders
in perturbation theory, resonant self-interactions from
this spectrum causes secular terms to appear that pre-
dict the breakdown of perturbation theory. Moreover,
the timescale for perturbative breakdown matches the
time scale for horizon formation. However, for the spe-
cial cases of single-mode data (and only these cases),
these secular terms can be removed by shifts in the fre-
quency, and perturbation theory can continue to arbi-
trarily high orders. The emergent picture, as supported
by an accumulation of analytical and numerical studies
[3, 6–9, 13, 17–42], is that islands of stability consist of
initial data that is single-mode dominated, and data that
is strongly multi-mode inevitably lead to horizon forma-
tion.
By providing a means for perturbation theory to break
down, the resonant spectrum plays an important role in
the instability of AdS. Indeed, the analytical studies sug-
gest that a resonant spectrum is a necessary condition for
an AdS instability [6, 36]. See also [25, 43–47] for related
numerical studies. Therefore, it is natural to expect that
in cases where the spectrum is non-resonant, the islands
of stability can contain strongly multi-mode data.
Dynamical evolution in AdS requires a choice of
boundary conditions at the asymptotic boundary, and
whether or not the spectrum is resonant depends on this
choice. Indeed, the resonant criterion requires a special
choice of boundary conditions, which implies that the
AdS instability requires a delicate fine-tuning of bound-
ary conditions.
In this work, we investigate the affect of a resonant
spectrum on the space of non-collapsing solutions. We
consider a massive complex scalar field ψ in four dimen-
sions, minimally coupled to gravity. We choose a mass
in AdS length units of m2 = −2 (we here and hence-
forth set the AdS length `AdS = 1). This mass lies be-
tween the Breitenlohner-Freedman bound m2BF = −9/4
and the unitary bound m2∗ = −5/4. For this mass, Robin
boundary conditions for the scalar field give normalizable
modes, and correspond to a double-trace deformation of
the boundary CFT [48]. In general, the Robin boundary
condition breaks the resonant spectrum of AdS, and is
only asymptotically resonant. However, the Robin con-
dition can be made arbitrarily close to the Dirichlet or
Neumann cases for which the spectrum is fully resonant.
With these boundary conditions, we will construct
‘multi-oscillators’ [42, 49], which are solutions that are
quasi-periodic in time, and hence do not collapse on any
time scale. For simplicity, we will be chiefly concerned
with two-mode, equal-amplitude data in spherical sym-
metry. In the massless, Dirichlet case (which has a res-
onant spectrum), two-mode initial data is well-studied,
and accumulated evidence suggests that such data al-
ways leads to collapse, and thus lies outside the islands
of stability [6–13, 18, 41, 42, 50–53].
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2Since multi-oscillators are quasi-periodic in time, they
do not form black holes, and hence lie within the islands
of stability. In [42], these types of solutions were used in
the massless Dirichlet case to map out portions of the is-
land of stability. Indeed, no equal-mode multi-oscillators
were found, consistent with studies on two-mode initial
data.
When the spectrum is non-resonant, as it is for Robin
boundary conditions, analytic linear results suggest that
any initial data sufficiently close to AdS should be sta-
ble. One would therefore expect multi-oscillators to exist
that are multi-mode dominated. This is indeed what we
find in this paper. We also find that the space of these
solutions appears to vanish as the boundary condition ap-
proaches the resonant Dirichlet case, in agreement with
a non-linear instability for two-mode initial data in this
case. The range of existence of multi-oscillator solutions
also allows us to quantify the extent to which breaking a
resonant spectrum can restore the stability of AdS.
Our results in the Neumann case, however, were un-
expected. Though the spectrum is fully resonant, we
nevertheless find non-collapsing strongly multi-mode ini-
tial data that are arbitrarily close to AdS. We find that
these initial data admit a regular spectral decomposi-
tion. However, we establish that these solutions are
not well-approximated by two-mode perturbation theory,
and confirm their apparent stability with a time evo-
lution. This provides a counterexample to the general
picture that islands of stability for resonant systems are
single-mode dominated.
Setup – The ansatz for our metric and scalar field is
given by
ds2 =
1
cos2 x
(
−fδ2dt2 + dx
2
f
+ sin2 xdΩ2
)
, (1a)
ψ = cosxφ , (1b)
where we take f , δ, φ to be functions of t and x, with φ
complex. At the origin x = 0, we require all fields to be
regular. At x = pi/2 we require the metric to asymptote
to AdS, and choose the gauge where
δ
(
t,
pi
2
)
= 1, f
(
t,
pi
2
)
= 1. (2)
As we have mentioned in the introduction, we have to set
the mass of the scalar field to be m2 = −2. With this
mass, the scalar field has the boundary behaviour
φ(t, x)|x→pi2 = φ1(t) + φ2(t)
(
x− pi
2
)
+O
(
x− pi
2
)2
.
(3)
We will consider for the scalar field, boundary conditions
of the form
sin
(pi
2
κ
)
φ1 (t)− cos
(pi
2
κ
)
φ2 (t) = 0, (4)
with 0 ≤ κ ≤ 1.
The equations of motion in our setup consist of two
spatial equations for f and δ, as well as a complex Klein
Gordon equation for φ. There is additionally the Hamil-
tonian constraint equation (a temporal equation for f)
which we do not solve directly, but use as a numerical
consistency check.
When performing numerics, we will use the real func-
tions fi, i ∈ {1, 2, 3, 4} defined by
δ = 1− cos2 x f1,
f = 1 + sin2 x cos2 x
(
cosxf2 + f
2
3 + f
2
4
)
,
φ = eiω1t(f3 + if4) ,
(5)
where ω1 is a parameter that will be explained later.
In these variables, the Hamiltonian constraint equation
implies that the following energy quantity is conserved in
time:
E = f2
(
t,
pi
2
)
+ tan
(pi
2
κ
)(
f3
(
t,
pi
2
)2
+ f4
(
t,
pi
2
)2)
.
(6)
Perturbative analysis – The Klein Gordon equation
in an AdS background is a Sturm-Liouville problem with
operator L:
∂t,tφ+ Lφ = 0, L = − 1
tan2 x
∂x
(
tan2 x∂x
)
. (7)
This operator defines an inner product:
(f, g) :=
∫ pi
2
0
f g tan2 xdx. (8)
The Klein Gordon equation admits the following regular
solutions:
eˆn(t, x) = Cn e
iωnt
sinc (ωn x)
sinc (x)
, (9)
where the constants Cn are chosen so that (eˆn, eˆm) =
δn,m. The boundary conditions (4) quantize the frequen-
cies of the the scalar field (9). These frequencies ωn are
given by the solutions to the equation:
sin
(pi
2
κ
)
sin
(pi
2
ωn
)
− ωn cos
(pi
2
κ
)
cos
(pi
2
ωn
)
= 0.
(10)
Only two values of κ lead to frequencies that are evenly
spaced. A Dirichlet boundary condition corresponds to
κ = 1 with frequencies ωn = 2n, and a Neumann bound-
ary condition corresponding to κ = 0 with frequencies
ωn = 2n + 1. These evenly spaced modes create a fully
resonant spectrum that will cause secular terms to ap-
pear at higher orders in perturbation theory. In particu-
lar, when the spectrum of frequencies is such that there
exist quadruples of frequencies {j1, j2, j3, j4} obeying
∆ωJ ≡ ωj2 + ωj3 − ωj4 − ωj1 = 0, (11)
3then secular terms appear at higher order in a pertur-
bative analysis. These secular terms cannot be removed
by shifts in the frequencies, and are absent only when
starting with a single mode at the lowest order in per-
turbation theory. These secular terms therefore lead to a
breakdown of perturbation theory for multi-mode data.
These frequencies are continuously connected by vary-
ing κ. However, note we only take positive definite fre-
quencies, so ω0 does not exist for the Dirichlet bound-
ary condition, but does exist for the Neumann condi-
tion. By continuity, this frequency ω0 appears when
κ ≤ 2pi tan−1
(
2
pi
)
.
Double Oscillators –We now study the space of non-
collapsing solutions by constructing double-oscillators,
which are quasi-periodic solutions that oscillate on two
frequencies [42, 49]. One of the frequencies is given by
the parameter ω1 as we have defined in the ansatz (1a).
The other frequency is obtained by demanding that the
functions be periodic in time with period ω2. Specifically,
we require that the functions take the Fourier expansion
fi(t, x) =
∑
k
f
(k)
i (x) cos(kω2t) i ∈ {1, 2, 3, } ,
f4(t, x) =
∑
k
f
(k)
4 (x) sin(kω2t) (12)
for Fourier coefficients f
(k)
i .
Because of the quasi-periodicity, double-oscillators do
not collapse to form black holes, and hence lie within
the islands of stability. In fact, double-oscillators can be
extended to form the more general multi-oscillator fam-
ily by including more frequencies in their quasiperiodic-
ity. The multi-oscillator family therefore has an infinite
number of parameters, and their existence can be used
to assess the size of the islands of stability.
The equations of motion are then solved as a boundary
value problem with periodic boundary conditions in time.
Numerically, we use a Newton-Raphson method with the
perturbative solution as an initial estimate. We utilize
pseudo-spectral discretization with a half-Fourier grid in
the time direction and Legendre-Gauss-Lobatto nodes for
the spatial direction.
The solutions can be parametrised by κ and the fre-
quencies ω1 and ω2. For our purposes, it is more conve-
nient to use the projection onto the normal mode func-
tions (9) under the inner product (8). We consider two-
mode-equal-amplitude solutions which satisfy
(f
(1)
3 , eˆn1) = (f
(2)
4 , eˆn2) = ε , (13)
and parametrise our solutions by ε and κ. We will con-
sider the case where n1 = 1 and n2 = 2. Numerically, the
integrals involved in the projections (13) are performed
by Gaussian quadrature.
Our first double-oscillator solutions were found for in-
termediate values of κ with small values of ε (and con-
sequently also small energy E as defined in in (6)). The
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FIG. 1: Maximum value of the energy for which we have
encountered mulit-oscillators as a function of κ.
existence of these solutions for intermediate values of κ
with arbitrarily small energy is consistent with the ex-
pectation of stability for these boundary conditions.
As ε is increased, E also increases until we eventually
cease to find solutions. The point at which solutions can-
not be found appears to be robust to changes in grid size
and parametrization, and can be located using a bisec-
tion search.
In figure 1 we display the maximum value of E for
which we have obtained double-oscillator solutions as a
function of the parameter κ. Observe that this curve ap-
proaches zero near the Dirichlet case (κ = 1). This is
in agreement with the expectation that two-mode-equal-
amplitude data will eventually form black holes in the
Dirichlet case, which implies that double-oscillators can-
not exist.
However, this curve does not vanish on the Neumann
case κ = 0, and instead plateaus to a constant value.
Even though the Neumann case has a resonant spec-
trum that predicts that perturbation theory breaks down
for multi-mode data, the islands of stability still contain
strongly multi-mode data.
These results point at the existence of islands of stabil-
ity for Neumann boundary conditions that do not have
a counterpart in the Dirichlet case. In the Dirichlet case
for a massless scalar, the emerging picture has been that
islands of stability are single-mode dominated. In fact,
in [42] the authors charted islands of stability by con-
structing double-oscillators that branch from boson stars,
and found that all such solutions remained single-mode
dominated. In the present Neumann case, however, the
double-oscillators are multi-mode dominated.
Let us now attempt to reconcile the existence of
strongly multi-mode oscillators with the breakdown of
perturbation theory due to resonant secular terms.
Specifically, we will verify that double oscillators for near-
Neumann boundary conditions are not described by per-
turbation theory with two-mode data. Perturbation the-
ory for strictly two-mode data requires that for small
energies, the double oscillators should approach the so-
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FIG. 2: As a function of κ, the maximum value of the energy
for which we have encountered multi-oscillators where the ra-
tio of the amplitudes of the projections to eˆ1 and eˆ3 remains
smaller than 10%.
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FIG. 3: Value of
√
∆ωJ as a function of κ. κ = 0 is the
Neumann boundary condition on the scalar field and κ = 1 a
Dirichlet boundary condition. In both these cases, ∆ωJ = 0
and the spectrum is fully resonant.
lution φ = ε(eˆn1 + eˆn2). In particular (φ, eˆn3)/(φ, eˆn1)
must vanish at small ε for any third mode n3. In fig-
ure 2 we display the maximum amplitude for which
(f
(3)
3 , eˆn3)/(f
(1)
3 , eˆn1) < 0.1 in our double oscillator so-
lutions. Notice that this curve vanishes near the Neu-
mann boundary condition. Here, we have chosen n3 = 3,
but the curve looks qualitatively similar for other n3. In
other words, the higher modes remain large relative to
the lower modes in the Neumann case, even for small
energies.
We can compare this behaviour to
√
∆ωJ , defined in
(11), which can be used a measure of how close we are
to a resonant spectrum. Perturbation theory shows that
the frequency corrections appear at order ε2. Hence it
is natural to use the square root when comparing fre-
quencies with amplitudes. We display this quantity as a
function of κ in Fig. 3. We can see that both 2 and Fig. 3
are qualitatively similar.
We therefore see that at small energies, the Neumann
double-oscillators do not approach two-mode data since
a third mode n3 remains large. We now study the fall-off
in amplitude of these higher modes as a function of the
energy. In order to obtain the spectrum we considered
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FIG. 4: Mode amplitudes |an| of double oscillators for Neu-
mann boundary conditions (κ = 0) and ε = 0.001. The am-
plitude is obtained by projecting the time slice t = 0 onto the
normal modes.
the time slice t = 0 and projected onto the normal modes:
an ≡ (f3(t = 0, x), eˆn) (14)
In figure 4 we show the particular spectrum |an| of
double-oscillators with Neumann boundary conditions
and ε = 0.001. We see that the first two amplitudes
of |an| are equal, as expected by our equal-mode bound-
ary conditions. For higher modes, there is an exponential
fall-off, as is typical for smooth solutions. However, for
very high mode numbers (higher than is shown), there
is eventually a power-law tail due to the fact that the
normal mode basis functions are even about the AdS
boundary, while the fully non-linear solutions are not;
they merely satisfy a Neumann condition, and are still
smooth solutions. The smoothness of double-oscillators
can be seen in a Fourier-Legendre basis, where the spec-
trum has exponential fall-offs and no power-law tail.
We are interested in the initial exponential fall-off of
|an|, and not the later power-law tail. In figure 5, we show
the exponential decay of normal mode amplitudes as a
function of ε for Neumann boundary conditions (blue)
and a κ = 0.15 Robin boundary condition (black). In the
Robin case, the modes decay more rapidly as we approach
the perturbative limit ε→ 0. This is the expected result
since in the perturbative limit we find two modes with
amplitude ε while other modes are highly suppressed. We
encounter the same qualitative behaviour for other values
of κ different from 0. In the Neumann case, however,
notice that the decay rate approaches a constant value
as ε→ 0. This indicates that this limit does not resemble
two-mode data but rather multi-mode data.
Therefore, to access the Neumann double-oscillator so-
lution perturbatively, one would need to seed the pertur-
bation expansion with an infinite number of modes. It is
conceivable that in such a situation, the secular terms can
become supressed. We note that as ε→ 0, the power-law
tail gets pushed to higher and higher modes, suggesting
that the perturbative solution may be an even function
about the AdS boundary.
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FIG. 5: Decay rate of mode amplitudes as a function of ε.
The decay rate is obtained by projecting double-oscillators
onto the normal modes, followed by a fit using linear regres-
sion. In black we show double-oscillators correspond to Robin
boundary conditions with κ = 0.15 whereas in blue we show
the Neumann case.
Numerical evolution – Though multi-oscillator so-
lutions never collapse to form black holes, they can
be unstable. Indeed, solutions such as boson stars
[8, 41, 54, 55] and oscillatons [7, 56] form a subset of
the multi-oscillator family and are known to be unstable
to black hole formation for sufficiently large energies. In
a sense, these unstable solutions would constitute regions
of the islands of stability that are locally measure zero.
We therefore assess the stability of double-oscillators
in the Neumann case through a numerical time evolu-
tion. As initial data, we provide the double-oscillator so-
lutions at time t = 0 and let them evolve. We performed
the study for different values of ε. In the following we
consider the study with ε = 0.06 which corresponds to
energy E = 0.24.
In the AdS instability, gravitational collapse typically
occurs on a timescale of order t ∼ ε−2 [3], which happens
to be the fastest timescale allowed by the breakdown of
perturbation theory. We let our code evolve until time
t = ε−3 ≈ 4630. As in the boundary value problem, we
controlled our numerics through energy conservation and
the constraint equation. Both the constraint equation
and energy conservation were verified to order 10−10.
The multi-oscillator solutions oscillate in two frequen-
cies. Thus the gauge invariant quantity φφ∗ should be pe-
riodic as the product cancels one of the frequencies. We
thus plot the quantity φφ∗ at the boundary as a function
of time in figure 6. The panel above corresponds early-
time evolution, whereas the panel below shows late time.
Clearly, the solutions are non-collapsing and also remain
periodic throughout the time of simulation. This pro-
vides evidence that these double-oscillators in the Neu-
mann case are nonlinearly stable.
Discussion – To summarise, we have studied the
existence of two-mode-equal-amplitude double-oscillator
solutions in asymptotically AdS spacetimes with Robin
boundary conditions that generically break the resonant
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FIG. 6: φφ∗ at the boundary x = pi/2 as a function of time
for initial data consisting of a multi-oscillator with two main
amplitudes ε = 0.06. Top: evolution at early times. Bottom:
evolution at late time.
spectrum. These boundary conditions enables us to move
away from the resonant case of Dirichlet boundary con-
ditions (κ = 1) up to Neumann boundary conditions
(κ = 0) which is also resonant.
The existence of these double-oscillators when the
spectrum is non-resonant shows that islands of stabil-
ity in these cases can contain strongly multi-mode data.
This result is consistent with the idea that AdS is sta-
ble when the spectrum is non-resonant. The fact that
double-oscillators vanish as one approaches the Dirichlet
case is consistent with the idea that two-mode data form
black holes.
But surprisingly, we have found stable (until at least
t ∼ 1/2), strongly multi-mode data in the Neumann
case, even though the linear spectrum is resonant. While
a fully resonant spectrum might be necessary for a nonlin-
ear instability, it is not sufficient. To our knowledge, this
is the first example in AdS of a non-collapsing strongly
multi-mode data in a resonant system.
We have performed analytical perturbative studies,
similar to [3], in order to study and compare the dif-
ferences between Dirichlet and Neumann boundary con-
ditions. In general, the secular terms at O(3) coming
from two-mode data at O() can actually be removed by
turning on a third mode at O(). However, the intro-
duction of this third mode causes other secular terms to
appear. Those can again be removed by including more
modes at O(), but always at the cost of other secular
terms appearing.
6We have considered two, three and four mode initial
data with the amplitude of the two lowest modes fixed
to be the same, and tuning the additional modes to can-
cel secular terms that have already appeared. In the
Neumann case, we find that the additional secular terms
that appear have smaller and smaller amplitude as more
modes are added at O(). This seems to hint that the
secular terms may become more and more negligible as
more modes are added atO(), perhaps vanishing in some
limit. This is to be contrasted to the Dirichlet case, where
these extra secular terms appear with similar amplitude.
Rather than continuing in this manner in perturbation
theory, the two-time-formalism [9, 27, 30, 33, 50–53] pro-
vides an alternative description at O(3) that does not
have resonances, and might be able to shed light on the
origin of these solutions. This investigation lies beyond
the scope of the present study and we leave it for future
work.
In this paper, we have shown results for the modes eˆ1
and eˆ2 in (9). We have also performed all the studies for
eˆ0 and eˆ1 for values of κ where eˆ0 exists. Our results are
qualitatively similar.
We have also repeated the study in this paper in the
flat-space case of a Dirichlet box [43]. There we have
considered a massive scalar field where the mass breaks
the resonant spectrum, and therefore plays the role of the
parameter κ. In that case, the spectrum is resonant only
when the scalar is massless, and non-resonant otherwise.
The behaviour for small mass is qualitatively similar to
what was found in AdS for κ ≈ 1. For the flat-space
Dirichlet box, we were unable to find behaviour similar
to that of a scalar field in AdS with Neumann boundary
conditions.
The existence of stable strongly-multi-mode data with
Neumann boundary conditions leaves open the question
of horizon formation for some other set of arbitrarily
small energy data. Initial data that is two-mode dom-
inated (with all the higher modes greatly supressed) lies
far away from the double-oscillators we found, and might
still be nonlinearly unstable to forming black holes. It
would be interesting to explore this family of two-mode
initial data, investigate its propensity to black hole for-
mation, and understand its relationship to the double-
oscillators we have constructed.
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