Introduction
Over the past three decades, coherent diffractive imaging (CDI) has emerged as an alternative to electron microscopy towards achieving atomic spatial resolution. In CDI, the exitsurface wavefield (ESW) diffracted from an object can be recovered in both amplitude and phase from the single experimental far-field diffraction pattern (modulus of its Fourier transform). The key element of the CDI approach is, for example, using iterative phase-retrieval (IPR) algorithms to compute the ESW back and forth between the object and Fourier domains. The initial success of the method dates back to Sayre in 1952 when he reported that the ESW can be reconstructed, as long as the diffraction pattern is sufficiently sampled (oversampling at a sampling rate greater than twice the Nyquist frequency) (Sayre, 1952) . In 1982, Fienup applied the error reduction (ER) and hybrid input-output (HIO) algorithms to solve the phase problem for a single intensity measurement (Fienup, 1982) . It is worth noting that the ER framework, also known as the Gerchberg-Saxton algorithm, was initially introduced to solve double intensity phase problems (Gerchberg & Saxton, 1972) . In addition, the two algorithms are strictly related to a class of convex optimization theory (see e.g. Bauschke et al., 2002 Bauschke et al., , 2003 Luke, 2005) , which is well studied in the mathematical context.
Both ER and HIO algorithms and their modified versions have been employed in numerous situations (see e.g. Shechtman et al., 2015; Miao et al., 2005; Jiang et al., 2010; Takajo et al., 1999 Takajo et al., , 2002 Bauschke et al., 2002 Bauschke et al., , 2003 Weierstall et al., 2002; Elser, 2003b; Spence, 2003; Marchesini, 2007a,b; Lei, 2007; Li et al., 2014; Chapman, Barty, Marchesini et al., 2006; Robinson & Harder, 2009; Xiong et al., 2014) and have become practical phase-retrieval frameworks. In both these algorithms different constraints in object (real) and reciprocal space must be applied. In the object domain, a support is defined, where outside of the support (off-support) the ESW values are set to zero (ER) or forced towards zero (HIO). In the Fourier domain, the measured diffraction intensity serves as the modulus constraint. For noise-free data, HIO is capable of finding the global solution, in combination with multiple random restarts. For data with high-level noise, the reconstructed ESW oscillates over the iteration. The ER is often combined with HIO to improve performance, but it also suffers from stagnation and trapping in local minima (Fienup & Wackerman, 1986) .
A number of methods have been developed to handle noisy diffraction patterns, such as relaxed averaged alternating reflections (RAAR) (Luke, 2005) , noise-robust hybrid inputoutput (Martin et al., 2012) , difference map and its modified versions (Elser, 2003a,b,c; Shapiro et al., 2005; Park et al., 2013; Loh et al., 2010) , saddle-point optimization (Marchesini, 2007a,b) , and oversampling smoothness (OSS) (Rodriguez et al., 2013; Shechtman et al., 2015) , to name a few. In addition, the shrink-wrap dynamic support constraint was introduced to improve the performance (Marchesini et al., 2003) . In the shrink-wrap scheme, the support is adaptively updated either from the best reconstructed image (RI) after a given number of iterations (Parsons et al., 2013; Leake et al., 2011; Schroer et al., 2008; Robinson & Harder, 2009; Zü rch et al., 2014; Tanyag et al., 2015; Hantke et al., 2014; van der Schot et al., 2015; Maia et al., 2010) or from an average of a certain number of the best RIs found from multiple random restarts (Yoon et al., 2016; Kimura et al., 2014; Park et al., 2013) , applying appropriate Gaussian smoothing and thresholding. Although these algorithms usually repeat with several hundreds of independent reconstructions with random initial inputs and each reconstruction consists of a few thousand iterations, there is no guarantee of finding the global minimum (i.e. the true reconstruction minimum or the best RI). They belong to a class called random walk (also random search) in the global optimization community and are usually unpredictable. A final solution is often obtained not from a single minimum but from an average of several local minima (RIs). However, averaging of multi-RIs, which might contain many outliers, might smooth the image, resulting in a lower spatial resolution of reconstruction (van der Schot et al., 2015) . As shown by Marchesini et al. (2005) , accuracy, stability and higher resolution of reconstruction can be achieved if the averaged image is fed as an initial input of a few hundred RAAR iterations, named as the averaged RAAR.
It has been noted in CDI that the local minima and corresponding global one have many common and complementary features. Therefore, maintaining these features through the optimization search might accelerate the search for the global solution. This idea has been employed in the guided hybrid input-output method (GHIO) (Chen et al., 2007) , which has been found to be extremely practical (Sandberg et al., 2007 (Sandberg et al., , 2009 Ulvestad et al., 2015; Yau et al., 2017; Song et al., 2008 Song et al., , 2014 Jiang et al., 2010 Jiang et al., , 2013 Nam et al., 2013; Leake et al., 2011; Vartanyants et al., 2010) . In GHIO, the key features of a model image f m ðxÞ are merged into a given number (n) of other randomly created images {f k ðxÞ, k ¼ ½1; n} to generate the initial inputs f k ini ðxÞ / ½f m ðxÞf k ðxÞ 1=2 for the next reconstruction generation. After each generation consisting of n independent HIO reconstructions, the model image is updated by the best found (lowest-error) RI, collecting the most favourable features for the final RI.
Although the model image is sometimes driven away from the optimum, GHIO has made the first step towards using global optimization techniques to solve the phase problem. Global optimization algorithms have been applied to advance a variety of fields of research, e.g. optimal coherent control (Shapiro & Brumer, 2012) , molecular dynamics (Rice & Zhao, 2000) , and artificial intelligence, robotics and machine learning (Goldberg, 1989) , to name a few. At first glance, solving the CDI phase problem with a global optimization algorithm appears extremely time consuming, owing to the large number of variables involved in digital imaging (e.g. the number of image pixels). In general practice, a combination of a global optimization and a local optimization algorithm improves both the exploration and the exploitation of the search. This has, for instance, been successfully applied to find the lowestenergy (ground-state) structure of numerous molecular clusters (e.g. Truong et al., 2014 Truong et al., , 2015 Truong et al., , 2016 Truong, Jaeger et al., 2017; Jaeger et al., 2016; Wales & Scheraga, 1999; Wales, 2003) . Recently, an approach combining the particle swarm global optimization (PSO) (Olsson, 2011) and the BroydenFletcher-Goldfarb-Shanno (BFGS: a local optimization) algorithms (Rondeau et al., 2007) was introduced for largescale wavefront sensing. Basically, the PSO performs a global search for a rough global minimum while the BFGS, initialized with the rough global minimum, locates the true global minimum with high accuracy and fast convergence speed. Within this context, genetic algorithms (GAs) have been widely used as an unbiased technique for global optimization problems. Given an initial population of individuals, a GA creates a new population by applying different fitness-based operators (e.g. selection, crossover and mutation) to the controlled parameters (variables) (Goldberg, 1989) . The first attempt using an IPR algorithm within a GA closed loop has been recently reported by Colombo et al. (2017) . However, because of the huge number of image pixels used as the optimized variables in the GA, the computing time is still considerable. We note that, although in theory the possibility of finding the global optimum of GAs is equal to unity (Back, 1996) , in practice, because of, for example, noise and limited computing time, many independent calculations might be required to ensure an 'acceptable' global optimum. Therefore, in order to take advantage of GAs in CDI, care must be taken in choosing suitable variables.
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In this study, we propose a hybrid scheme combining a local optimization (IPR) and a global optimization (GA) algorithm, termed as GA-IPR, for CDI reconstruction. The local optimization algorithm provides the fitness values computed from the initial estimates, which are managed by the global optimization. The initial estimates are constructed from a linear combination of a given number of local minima (a basis set), which are computed in advance with an IPR framework (e.g. HIO). Because of the linearity of the Fourier transform, many of their features might be useful when passed on to the next generations, as has already been proven with the great success of the GHIO. However, while the GHIO only keeps the best image as the model, our approach allows many model images to contribute, increasing the search's exploration. In the following, we detail the GA-IPR framework and apply it to reconstruct the image of an irregularly shaped hole exposed to 30 nm radiation from a table-top extreme UV (EUV) source. We compare the results obtained from GA-IPR and other practical IPR frameworks.
Methods

Theoretical background of GA-IPR
In CDI, an isolated object is illuminated with a coherent incident wave. After interacting with the object, the scattered wave from the object, the ESW, is described by a complexvalue field as f ðxÞ ¼ jf ðxÞj exp½i'ðxÞ, with the phase 'ðxÞ. In weak scattering approximations, the ESW is considered as the physical image of the object. The ESW from the object propagates to a two-dimensional detector in the far field and the diffracted intensity is measured. If the detector is placed sufficiently far away, the far-field wavefield FðkÞ is approximated as the Fourier transform (FT) of the ESW, FðkÞ FTff ðxÞg ¼ jFðkÞj exp½iðkÞ. During the measurement process, the phase information is lost, as only the intensity (real-valued magnitude) is measured and not the complexvalued amplitude. As mentioned above, under certain known constraints the ESW can be reconstructed with practical IPR algorithms [e.g. ER (Gerchberg & Saxton, 1972) , HIO (Fienup, 1982) , RAAR (Luke, 2005) and OSS (Rodriguez et al., 2013) ].
The main difference between the IPR algorithms is how the ESW values outside of the support are used for an improved estimate. Since its introduction in 1982, the ER (GerchbergSaxton) algorithm has been widely used in image reconstruction owing to its simplicity and efficiency. We will describe the ER as it shares many features with other phasing methods. The ER algorithm iterates over the following four steps ( Fig. 1 Martin et al. (2012) to introduce the projection operators to apply different constraints in the object and Fourier domains. First, the projection operator applies the modulus constraint in the Fourier domain of the modified wavefield, F mod ðkÞ ¼ jF 0 ðkÞj expfi arg½FðkÞg. The modified ESW after applying the modulus constraint is given as
The second constraint forces the wavefunction in the offsupport to zero. The support projection operator iŝ
With these notations, the (n + 1)-th wavefield of iteration is constructed from the nth one for some practical IPR algorithms as follows:
f ðnþ1Þ ðxÞ ¼P P supP P mod f ðnÞ ðxÞ ð 3Þ
for ER (Gerchberg & Saxton, 1972) ; 
for HIO (Fienup, 1982) ; and f ðnþ1Þ ðxÞ ¼ f ðnÞ ðxÞ þ 2P P supP P mod f ðnÞ ðxÞ þ ð1 À 2ÞP P mod f ðnÞ ðxÞ À P P sup f ðnÞ ðxÞ ð5Þ
for RAAR (Luke, 2005) , where the real parameter 1. If ( 1, RAAR is robust against noise. On the other hand, if is set close to 1, for example = 0.9999, RAAR is stable against stagnation. Thus, finding a value of is a compromise between noise robustness and stagnation, and is rather a trialand-error issue, depending on the experimental data.
An error metric is given as the distance of the iterate f Block diagram of the standard iterative phase-retrieval algorithms (e.g. ER and HIO). |F 0 |: the square root of the measured diffraction pattern.
FT (FT
À1
): the (inverse) Fourier transform.
For noisy data, the visual quality of the reconstructed image with HIO is usually improved, although the error metric barely decreases or even increases with each iteration (Fienup, 1982) . If then a few tens of ER iterations are performed (ER cleanup) (van der Schot et al., 2015) , the visual quality of the reconstructed image changes very little, while decreases quickly. Therefore, throughout this work, 50 ER iterations are always applied to evaluate the true progress of the HIO and RAAR algorithms. Similar to RAAR, the OSS framework has proven robust against noise in CDI reconstructions (Rodriguez et al., 2013 (Rodriguez et al., , 2015 Shechtman et al., 2015) . In OSS, a smooth density profile is applied to the region outside the support by means of convolution with a Gaussian filter of the form WðkÞ ¼ expðÀk 2 =2Á 2 Þ, with a variable parameter Á. By decreasing Á step by step, the influence of high-frequency information in the off-support is reduced while the density within the support is undisturbed. At the initial steps, OSS behaves similarly to the HIO framework, while at the final steps it works like the ER framework.
The GA has been described in great detail elsewhere Truong et al., 2010 Truong et al., , 2016 Truong, Jaeger et al., 2017; Goldberg, 1989) . Briefly, as shown in Fig. 2 , the GA starts with an initial population of N pop individuals f i ðxÞ (i ¼ ½1; N pop ). Each individual is constructed from a basis set of N var different predetermined local minima {f k ðxÞ, with k ¼ ½1; N var }, as follows:
where ða k i 2 ½0; 1Þ are the variables of the GA-IPR and regulate the contribution of each model image f k ðxÞ. The chosen local minima of the basis set are produced with an IPR algorithm ( ¼ 0:9) and aligned to each other using the density correlation function (Strobl & Schneider, 1980) . In the first generation, the same IPR algorithm evaluates the individuals, giving the error metric assigned as fitness. Here, however, the parameter can be considered as a variable of the GA-IPR. If the optimization conditions are not fulfilled, a new generation begins. On the basis of their fitness, some individuals are selected for creation of offspring by applying the recombination (crossover) and mutation operators as detailed in the following (Goldberg, 1989; Truong, 2011) .
The rank-based selection uses the rank of the fitness of the individuals in the current population to compute the probability of selection. Every individual obtains its fitness from ranking: the worst has a fitness value 1 and the best has a fitness value N pop . For linear-ranking selection, the selection probability is proportional to its rank in the population. The fitness value of individual (i) is given as
where SP 2 ½1:0; 2:0 is the selection pressure (SP ¼ 1:3 in this work).
Recombination is the process of creating an offspring from two or more selected parent individuals. The discrete recombination creates corners of a hypercube defined by the variables of the parents x ¼ ðx 1 ; x 2 ; . . . ; x N var Þ and y ¼ ðy 1 ; y 2 ; . . . ; y N var Þ. The variables of the offspring z ¼ ðz 1 ; z 2 ; . . . ; z N var Þ are determined as
where i ¼ ½1; N var , i is renewed for each i and i 2 ½0; 1. Mutation prevents the GA from being trapped in a local minimum. If recombination is supposed to exploit the current solution to find better ones, mutation is supposed to help the exploration in the whole search space. An important parameter in the mutation technique is the mutation probability. This value should be small so that mutation does not occur very often, because otherwise the GA will in fact change to a random search. In this work, we choose the mutation operator of the breeder GA (Mü hlenbein & Schlierkamp-Voosen, 1993) . A variable x i is selected with probability p mut ¼ 0:1 for mutation. The new value z i is computed according to z i ¼ x i AE range i Â . The '+' or 'À' sign is chosen with probability of 0.5. range i defines the mutation range and is usually Block diagram of the genetic algorithm combined with an iterative phaseretrieval algorithm (GA-IPR) for solving the phase problem. Schematic view of the experimental setup for CDI measurements. A femtosecond 800 nm laser beam (up to 8 mJ pulse energy, 35 fs duration, 1 kHz repetition rate) is focused into an 8 mm-long gas cell fed with argon gas at a backing pressure of about 700 mbar (70 kPa). The generated harmonics are separated from the fundamental beam with a 300 nm-thick aluminium foil. A single harmonic at 30 nm is selected with a pair of multilayer mirrors, consisting of a bending flat and a concave ( f = 11 cm) mirror. A CDI test sample is placed at the focal point. The far-field diffraction pattern is recorded with an imaging detector, including two MCPs and a back-side phosphor screen. The image on the phosphor screen is captured with a CCD camera outside of the vacuum. set to 0.1 Â search_interval i , search_interval i being the search domain of the variable x i . is computed from a distribution which prefers small values, i.e. ¼ P 15 k¼0 k 2 Àk , with k 2 ½0; 1. The offspring is then evaluated and inserted into the population by parent replacement to create a new population. This cycles until the optimization criteria (e.g. after a given number of generations) are fulfilled.
Experimental methods
The experimental setup for demonstrating CDI is described in detail elsewhere (Truong, Strashnov et al., 2017) . As shown in Fig. 3 , a femtosecond infrared Ti:Sa laser system provides laser pulses with pulse energies of up to 8 mJ, a pulse duration of 35 fs and a central wavelength of 800 nm at 1 kHz repetition rate. The IR beam is focused with a lens (focal length f = 50 cm) into an 8 mm-long gas cell located in the high-order harmonic generation (HHG) vacuum chamber. Argon gas is fed into a gas cell with a piezo-driven jet (Attotech) at a backing pressure of up to 5 bar (500 kPa). The jet valve runs at 1 kHz, with a typical opening time of 120-300 ms, driven by a high-voltage (up to a few kilovolts) controller. The temporal delay between the IR laser pulses and the gas jet was controlled to maximize the HHG yield. The position of the gas cell can be precisely tuned with XYZ translation and rotation stages. After the differential pumping stage, the HHG beam is separated from the 800 nm beam with a 300 nm-thick Al foil and characterized with an in-house-designed flat-field EUV spectrometer and a calibration EUV photodiode (Truong, Strashnov et al., 2017) .
A single harmonic at = 30 nm is selected with a pair of multilayer mirrors in a Z configuration, containing a flat bending and a concave ( f = 11 cm) mirror. The mirrors have a reflectivity >33% at an incidence angle of about 1.5 and a full width at half-maximum (FWHM) of $1.4 nm. The focal area (FWHM) of the 30 nm beam is about 25 mm, determined by scanning an 8.5 mm-diameter pinhole perpendicularly and along the beam. An irregularly shaped hole in a nickel-plated beryllium copper specimen was used as a test sample for the CDI measurement (Fig. 4a) (a) is added to the RIs to guide the eyes (white lines). For each iterative algorithm (HIO, ER, RAAR and OSS), 400 reconstructions were independently started with a randomly initialized input, followed by 5000 iterations. An averaged image of the 100 best RIs is computed for display and the corresponding minimal error metric is given in parentheses. For GHIO, an average of all 50 model images is chosen, while for GA-HIO only the best RI is selected.
Chevron detector (Photonis USA Inc.) placed at a distance z ' 16 cm downstream. The image pixel size was determined to be $215 nm using a 8.5 mm-diameter calibration iris (Truong et al., in preparation) . The Chevron detector consists of two long-life Microchannel Plates (MCP) and a fibre-optic phosphor screen. The far-field diffraction pattern of the object is recorded with an outside-of-vacuum camera as shown in Fig. 4(b) . The use of this detector simplifies greatly the experimental design, allowing CDI measurements at high numerical aperture. However, it also registers diffraction intensities with rather high level noise, which are very challenging for the available phase-retrieval algorithms.
Results and discussion
Image reconstruction of the measured diffraction pattern (Fig. 4b) was performed with different iterative algorithms (HIO, ER, RAAR and OSS), GHIO and GA-HIO as shown in Figs. 4(c)-4(h), respectively. The iterative (HIO, ER, RAAR and OSS) algorithm starts with 400 independent reconstructions. Each reconstruction is initialized with a random estimate of the hole, followed by 5000 iterations. In this study, all reconstructions use the same support S calculated from the autocorrelation function of the hole, which is proportional to the inverse FT of the measured diffraction pattern . For consistency, the dynamic support (shrink-wrap) option is opted out. Note that the last 50 iterations of all HIO and RAAR reconstructions are performed by the ER for a consistent error gauge. We use ¼ 0:9 for HIO, OSS and RAAR. The final solution is obtained by averaging over 100 lowest-error aligned RIs and is shown in Figs. 4(c)-4( f) for HIO, ER, RAAR and OSS, respectively.
The GHIO algorithm consists of 50 generations, each generation has 16 HIO reconstructions and each HIO reconstruction has 5000 iterations. After every generation, the RI with the lowest error is selected as the model image and its features are passed onto the successive generation using the geometric average (Chen et al., 2007) . The GHIO RI is an average of the 50 model images and is shown in Fig. 4(g) . The distribution of the error metric as a function of generation for the GHIO algorithm is provided in the supporting information (Fig. S1) .
GA-HIO starts with an initial population of N pop ¼ 48 individuals (images). A basis set of N var ¼ 8 different preoptimized and aligned images (Fig. S2 in the supporting information) illustrates the common and complementary features. Each image of the basis set is reconstructed with a random estimate followed by 250 HIO iterations ( ¼ 0:9) and then 50 ER iterations, and must have a lowest error < 0.1560. For fitness evaluation, the same HIO approach is employed, but the parameter 2 ½0; 1 is assigned as a variable of the GA. The best reconstructed image found with GA-HIO is shown in Fig. 4(h) .
A contour figure of the hole extracted from the scanning electron microscopy (SEM) image (Fig. 4a) is added to each RI to guide the eyes. The lowest achieved errors are given in parentheses. Visually, the pure iterative (HIO, ER, RAAR and OSS) algorithms fail to recover some important features and show background artefacts. In contrast, the GHIO RI and GA-HIO RI are quite similar and closest to the SEM image, the best error achieved being GHIO ¼ 0:1541 and GAÀHIO ¼ 0.1538. As demonstrated below, by increasing the size of the basis set, better accuracy (i.e. lower error metric and visual quality) might be achieved. We note that, even though the minimal errors obtained with different algorithms are close, the visual quality of the RIs is very different. This indicates a shallow optimization landscape related to the noisy diffraction pattern.
The resolution for reconstruction is determined from the phase-retrieval transfer function (PRTF) where the PRTF reaches the value 1/e as shown in Fig. 5 (Chapman, Barty, Marchesini et al., 2006; Seibert, 2010; Chapman, Barty, Bogan et al., 2006; van der Schot et al., 2015) . Surprisingly, while the half-period resolutions of HIO (658 nm), ER (588 nm), RAAR (613 nm) and OSS (694 nm) are of a similar order, the GHIO achieves a resolution of about 209 nm, comparable to our measured image pixel of 215 nm. GHIO might have collected along its search the greatly reproducible model images, resulting in significant improvement at high frequencies. Similar effects might have been observed when employing the averaged RAAR algorithm (Marchesini et al., 2005) . On the other hand, for the pure IPR algorithms, there might be a major contribution of the outliers (failed reconstructions) as observed previously (van der Schot et al., 2015) , yielding a low resolution of reconstruction.
In principle, larger basis sets increase the exploration of the GA in the search space, but often require more generations for it to converge. Therefore, choosing an appropriate size of basis set is a crucial task to ensure that the global solution can be found in limited computing time. To demonstrate the idea, we perform the GA-HIO reconstructions with increasing sizes Phase-retrieval transfer functions (PRTF) computed for different IPR algorithms (HIO, ER, RAAR, OSS and GHIO). The corresponding halfperiod resolution lengths given in parentheses are determined by the cutoff spatial frequency at which the PRTF reaches a value of 1/e. of basis set (N var = 8, 16, 24 and 32) , where a larger basis set contains all other smaller ones. The best fitness functions are shown in Fig. 6 and the respective optimized images in Fig. 7 . Generally, the best fitness values of all reconstructions are improved step-like with generation. Within 200 generations, the lowest error of 0.1536 is achieved for N var = 24. By increasing the size of the basis set, the visual quality of the optimized images is also enhanced, as observed in Fig. 7 . In particular, for N var = 24 and 32, the reconstructed images are quite similar and agree very well with the SEM image.
The HIO algorithm was chosen to calculate the fitness value for the GA-HIO search, although many other reliable and robust phasing algorithms could be used as an alternative. In the following, we demonstrate our hybrid approach with ER and RAAR as the local optimization algorithm for the same basis set as we used previously for GA-HIO (N var ¼ 16). The best fitness functions monitoring the search progress of the GA-HIO, GA-ER and GA-RAAR algorithms are shown in Fig. 8 , while the corresponding reconstructed images are provided in Fig. S3 . In comparison with GA-HIO, both GA-ER and GA-RAAR quickly overcome the best error (0.1541) obtained with GHIO. GA-ER converges slowly to the lowest error GAÀER ¼ 0:1537 within 200 generations. As expected, GA-RAAR shows the most impressive performance, achieving a fitness of 0.1535 after about 50 generations (720 000 iterations in total) and a best fitness of 0.1533 after 160 generations. The optimized value for GA-HIO (GA-RAAR) was 0.04 (0.998). Further information on other optimized parameters is given in the supporting information (Table S1 ).
Many other global optimization algorithms, e.g. basinhopping (Wales & Doye, 1997) and evolutionary strategy (Yu & Gen, 2010) , can be employed in the same manner. We note that, in the literature, the widely used GHIO algorithm does manage to maintain the best updated solution and passes its features to successive reconstructed images. This works quite similarly to the 'survival of the fittest' mechanism available in GAs. However, while new initial candidates are randomly created in GHIO, the birth of offspring in GA-IPR is based on the fitness of their parents. In addition, only about 200-300 iterations are sufficient in GA-IPR, in comparison with a few (two to ten) thousand iterations per reconstruction required in GHIO. GA-IPR therefore has the advantage of ensuring both the improved inputs for the successive generation and global exploration in the search space. Following the GHIO framework, GA-IPR can be operated with a dynamic basis set, in which the best image found after a given number of The best fitness functions of the GA combined with different iterative phase-retrieval algorithms (HIO, ER and RAAR) using the same basis set (N var ¼ 16). The lowest error value obtained with GHIO is added for comparison ( GHIO ¼ 0:1541, dashed line). Corresponding optimized images are provided in the supporting information.
Figure 7
Optimized images obtained from the GA-HIO reconstructions with different sizes of basis set (N var = 8, 16, 24 and 32) . A contour figure of the sample (white lines) extracted from the SEM image in Fig. 4(a) is added to the RIs to guide the eyes. generations might be inserted into the current basis set. This is expected to improve further the search progress and will be the subject of future work.
Conclusions
In summary, GA-IPR is introduced as an alternative to the practical phase-retrieval algorithms applied to image reconstruction in CDI. In contrast to traditional phasing techniques starting with random estimates of the object, GA-IPR uses initial inputs based on a basis set of different aligned local minima chosen in advance. The concept of basis set opens the way to applying the available well established global optimization techniques for solving the phase problem of noisy diffraction patterns, which is otherwise extremely time consuming. On the one hand, this improves the performance of the search and, on the other hand, stagnation and trapping in local minima can be overcome. GA-IPR reconstruction of a complicated test sample shows good agreement with the SEM image of the sample and the well known GHIO algorithm. By increasing the size of the basis set, the visual quality of the optimized image is greatly improved although longer computing time might be required for GA-IPR to converge.
