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Abstract-Multiquadric interpolation is a technique for interpolating nonuniform samples of mul- 
tivariate functions, in order to enable a variety of operations such as data visualization. We are 
interested in computing sparse but approximate interpolants, i.e., approximate interpolants with few 
coefficients. Such interpolants are useful since (1) the cost of evaluating the interpolant scales directly 
with the number of nonzero coefficients, and (2) the principle of Occam’s Bazor2 suggests that the 
interpolant with fewer coefficients better approximates the underlying function. Since the number of 
coefficients in a multiquadric interpolant is, as is to be expected, equal to the number of data points in 
the given set, the problem can be abstracted thus: given a set S of samples of a function f : R” + R, 
and an error tolerance 6, find the smallest set of points T g S such that the multiquadric interpolant 
of T is within 6 of f over S. Using some recent results on sparse solutions of linear systems, we show 
how T may be selected in a provably good fashion. 
1. INTRODUCTION 
Multiquadric interpolation has enjoyed wide success as a technique for the interpolation of non- 
uniform samples of multivariate functions. See [l] for a broad overview. In brief: given is a 
set S = ((51, f(zr)), (~2, f(zs), . . . of n samples of a function f : Rk -+ R. Assign coeffi- 
cients {cl, cs,. . . , cn}, one coefficient per sample point. The value of the multiquadric inter- 
polant M(z) at a new point x E R’“, is given by the weighted sum of the coefficients, weighted 
by the basis functions of each of the sample points evaluated at x. More precisely, 
M(X) = 2~ (I/x - xill; + R2)1’2, 
i=l 
where 11 . 112 denotes the Ls or Euclidean norm, and R is a constant. Roughly speaking, R 
determines the smoothness of the interpolant, and the larger the value of R, the smoother the 
interpolant. 
The coefficients ci are solved for by equating 
M(G) = f(Xi), 
‘Address all correspondence to this author. 
2 “The simpler explanation of the observed phenomena is more likely to be correct.” 
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and solving the resulting linear system of n equations. Michelli [2] has shown that the system is 
always nonsingular. 
In this paper, we pursue three directions: 
(1) 
(2) 
(3) 
The cost of evaluating the interpolant at a general point grows with the number of nonzero 
coefficients ci. We present a strategy for picking an interpolant with provably-few nonzero 
coefficients, in exchange for a controlled amount of interpolation error. 
Choice of the smoothing constant R, so that the resulting interpolant best approximates 
the unknown function f. 
Effective filtering of noise in the data. 
Our result (1) is a direct consequence of a recently developed approximation algorithm for 
the sparse solution of linear systems; we are not aware of previous work in the area. Our 
results (2) and (3) are by invoking the principle of Occam’s Razor in conjunction with the 
above-mentioned algorithm for sparse solutions. The results are expressed in the context of 
computational experiments involving the six functions suggested by Franke [3]; these functions 
are widely used in the study of multiquadric interpolation. Previously, Carlson and Foley [4], and 
Kansa and Carlson [5], evaluate a variety of strategies for choosing R under various conditions. 
Carlson and Foley observe that R is largely independent of the number and location of the 
sample points, but does depend on the function values of the samples. Kansa and Carlson allow 
independent choices for R at each sample point, and examine optimal strategies for picking 
these values. Their strategies are developed on the basis of observations of known analytical 
test functions. Our strategies are based on the principle of Occam’s Razor, and do not require 
prior knowledge of the function. Recently, formal justifications of Occam’s Razor have been 
established [6,7,8]. The use of Occam’s Razor to filter random noise is discussed in [8,9]. 
Algorithm Greedy 
input : 
matrix A with columns Ai, As,. . . , A, such that ]]Ai]]z = 1, 
column vector b, 6 > 0. 
Subset Selection Phase: 
T + 0; A(O) t A; /j(O) + b; 
while ]]b(‘)]]s > 6]]b(O)]]s do 
if IIA(r)Tb(r)II, = 0 
then no solution exists. 
else 
choose column AL) in A(‘) 
such that IArJTbI is maximum; 
b(r+l) + b(r) _ (A!)~@)) AF); 
for j = I,&... ,n do 
if j # k then 
A(:+‘) = A:) _ (A~J)~A~T)) A!); 
A;‘.+l) = 
3 ,,‘4+ 3 
A!‘+l). 
’ 
end 
end 
Solution Phase: 
Solve Bx = b - b(‘) 
where B is the matrix of those columns of A that 
were chosen in the selection phase. 
end 
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2. THE ALGORITHM 
The problem of computing a sparse approximate solution to a linear system is as follows: given 
matrix A, vector b, and 6 > 0, compute vector z such that l[Az - bllz < Sljbllz, such that z has 
the fewest nonzero entries over all such vectors. 
The problem arises in a variety of forms over settings ranging from statistical modeling to 
error corrective coding. The problem is computationally intractable (NP-complete), and un- 
til recently [lo], no provably good approximation algorithm was known for it. The algorithm 
presented below is reproduced from [lo], and is a merging of the greedy set cover algorithm of 
Johnson [ll] and the QR algorithm for the least-squares problem [12]. In essence, it is a QR 
algorithm where the column pivot is chosen greedily with respect to the right hand side b of the 
linear system. In the interest of simplicity, we. will not present the algorithm as a modification 
of the QR algorithm, but will present it as a two-phase algorithm with a subset selection phase, 
followed by an explicit solution phase. 
In words, Algorithm Greedy takes as input A, b, and 6, and at each iteration of the selection 
phase, the algorithm greedily picks that column of A that is “closest” to the vector b. Then, b 
and the column vectors of A are projected on the subspace orthogonal to the chosen column. 
The selection phase proceeds until ]]b]] 2 is made sufficiently small. In the solution phase, the 
algorithm solves the least-squares problem Bz = b where B is the matrix consisting of those 
columns of A that were chosen in the selection phase. 
In [lo] it is shown that Algorithm Greedy is provably good in the following sense. 
THEOREM 1. The number of vectors selected by Algorithm 1, and hence the number of nonzero 
entries in the computed solution, is at most 
18W (i) IIA-lIEIn (t), 
where Opt(6/2) d enotes the fewest number of nonzero entries over all solutions that satisfy 
IlAx - bllz 5 6/2]]b]]z, A is the matrix obtained by normalizing each column of A with respect to 
the Lz norm, and A- is its pseudoinverse. 
The convergence of the algorithm does not depend on the condition of the matrix A. However, 
the numerical accuracy of the solution computed by the algorithm in bounded precision floating 
point arithmetic is affected by the condition of the system. 
3. RESULTS 
3.1. Sparse Multiquadric Interpolation 
In this section, we consider the problem of minimizing the number of nonzero coefficients in a 
multiquadric interpolant. The motivation for this is to trade some interpolation error for reduced 
cost in evaluating the interpolant at new points. 
Specifically, we consider the following problem. 
Given 
(1) ;;tSR= {h, f(d), (22, fbz)), . . .I o n samples of a (possibly unknown) function f : f 
(2) A particular choice of the parameter R in the multiquadric basis. 
. (3) An error tolerance 6. 
Find a set T C S, such that if it4 is the multiquadric interpolant of T, then the relative error 
between M and f over S is at most 6, i.e., 
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(0.75,0.98)(0.61, 0. 8) (0.Q o28)(037,0.43)(0.o1,0.67) (039,O.o5) 
(0.41,094) (0.O4.0.47) (OsI,O.81)(024,056) (0.69,053)(0.92, 0.47) 
(O.o7,0.64) (Om, 0.64)(024,OSJ9) (O.oa, O.oo) (021,0.43)(0.16# 034) 
(033,OJ1)(0.63# 038)(0.47,0.79) (0.X 021)(0‘85,022)(0.&+,0.11) 
(0% 032)(0.11,0.75) (OS& 097) (0.97*0.45) (0S4,0.78)(0.46,0.fx) 
(OS,O.17) (OB5,03E)(O.67# om)(097,022)(0.8r, O.o2)(0~ 0.85) 
(0.64,0.88)(0ss, 0.72)(0.70.0=10)(049,080)(0.79,0.49)(0.16# 039) 
(0.40, OJM) (027,054) (04 026) (04 063) (04 085) (Om# 020) 
(0.4l0.61)(096,0.7l)(033# 028) @.17,0.82)(0.95,0.oo)(0.7& 052) 
@28,o.83)(an,o21)(a99,0.49)(027,026)(033#0.95)@99,0.49) 
(0.99,0~)(0.94# 0.7l)(o2& oLI6) (0.14.039)(092,0.74)(029,0.89) 
(oitxo.53) (0.x0.78) (0.4h om) (0*054) eao50) (0.45.0.48) 
(0.o3,0.41)(024,0.17) (025,0Jx)(o.7& 0.83)(0.93#ju2)(0.l5,0.6o) 
(0.90,O.M) (0.97,0.5'4)(0.83,0.44)(0.4o, 0.11)(0.U7,0Lt5)(0.44,032) 
(0.49,0.11)(033# 0.97) (0.o6,029)(037,0.19)(0.oo,0S)(0.47,020) 
(O.rs, 0.97) (0.80# 0.92)(0.69,0Jo)(a23,o36)(039,028)(0.19,039) 
(031,094) (0.97, om) (oJs, 0.16) (054,oa) (0.84.057) (0.x om) 
(Obl, 050) (0.88, 0.42)(O.l3, 051) (0.6O,O38)(0.67,0.41)(0.7U, OS) 
(0% 05s) (0.79,O.G) (0.74,056)(0a9,036)(0js, 0.72)(0.64,OS3) 
(035,027)(o.~029)(0~034)(0jt,0.85)(0.97,0.49)(029,038) 
(0.14 0.W) (0.91, o&8) (04 0.oo)(029,034)(0.93, 0.46)(O.o3, 0.43) 
(03o,O.9o) (024, 029)(Osq 0.14)(0.93,0.14)(0.61. .45) (0.86.028) 
(0~0.85)(o.~09o)(0.5S0.64)(0.66,0.39)@.08#021)(0.88,030) 
(027,0.87) (053, 0.70)(0.09, 0.47) (0.7& Om)(O.79,0.89)(023, 0.08) 
(O.Ol, 0.08)(0.99, 0.87) (0.8hO.86) (O.oo,O.97) (0.78# 0.78)(0.17,0do) 
(038,0.76)(0.17,029)(0.62, .78) (0.94,0.99)(037,020)(0sz, .18) 
(0.47, om) (0.55, 058) (0.6% 0.17) (021,o.ll) (05~ 0.7o) (oa 0.99) 
(053,O.o6)(0.46# 0.6!q (0.71, 0.01) (058#0.68)(Oss, 0.7o)(O39~031) 
(0.41.0.76) (0.15,0.09)(0.13,021) (O.OD, OAQ(0.n O.43)(0.19, O.O5) 
(0.18,0.46) (0.66, 022)(0.69,033)(0.95,O.75) (0.6l, 0.61)(0.45, O.o7) 
(0.86,0.99) (OS& 0.17) (O.o8$0.69) (069,0so)(0sz, 0.41)(0.78, 0.81) 
(030.0.53) (0.94,0.73)(027# 0.95) (0.87,0.63)(056, 0.85) (0.82, oq 
(0.75,02o) (0.43, 039)(0.95 0.84) (O.az, 0.81)(0.95, 0.70)(05& 0.41) 
(OAUJO.65) (o.85,o.!M)(O.l2,OS9) (038,038)(021,0.16)(038, 025) 
(0.Y 0.64)(038, 0.42)(0.19,0.81)(OANl, 0.44)(0.10,0.43)(0.18, O.O6) 
(0.Qo.m (099,o.85) (Osa, 0.o4)(037,om)(o.~*iM4)(0.t2,0.74) 
(0.16,01)1)(0.45,0.94)(028# 0.14)(0.7& 0.43)(Om, 02o)(O.u& 023) 
(OMO.85) (03o,O21)(0~ om) (034 093)(0.48# o.82)(0.73,0.71) 
(0.45,0.08)(0u, o28)(0.43*029)(0.62# o.83)(O.o4, 0.64)(037, 030) 
(059,0.6O)(0.48,052)(05~0.14)(026,0.81)@62,023)(055,0.16) 
(O.SO.17) (0.16 o.80)(021, 0.78) (Oms, 0.69)(0.17, 05o)(0.%, 0.77) 
(OS9,0.76)(027,081)(093,026) (O.rS.057) (053,0.69)(031,0.88) 
(O&7_ 023)(02l, 0.9o) (0.66# 091)(020,0.43) 
Figure 1. The set of 256 points in the unit square. 
f(z, y) =.75exp [-.25(9X - 2)2 - .25(9y - 2)2] + .75exp [-(9X + 1)2/49 - (9y + l)/lO] + 
.5exp [-.25(9x - 7)2 - .25(9y - 3)2] - .2exp [-(9x - 4)2 - (9y - 7)2] . 
f(z, y) = (tanh(9y - 95) + 1) /9. 
f(GY) = 
1.25 + cos(5.4~) 
6 + 6(3z - 1)2 * 
f(z, y) = exp [-81 ((x - .5)2 + (y - .5)2) /16] /3. 
f(z, y) = exp [-81 ((z - .5)2 + (y - .5)2) /4] /3. 
f(z, y) = [64 - 81 ((z - .5)2 + (y - .5)2)] 1’2 /9 - .5. 
Figure 2. The six functions of Franke [3], reproduced from Foley [13]. 
To solve this problem, we simply set up the linear system to solve for the coefficients of the 
multiquadric interpolant of 5’. We then run the algorithm of the previous section, with error 
tolerance 6, and seek a sparse solution to the system within this error. The set T of samples 
corresponds to the set of nonzero coefficients returned by the algorithm, and the coefficients 
determine the multiquadric interpolant of T. Clearly, the size of T is provably good in the sense 
of Theorem 1. 
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As an experiment, we took 256 randomly chosen points in the unit square and evaluated 
Franke’s third function on them to obtain 256 data samples. The points and Franke’s functions 
are shown in Figure 1 and Figure 2, respectively. We then constructed three data sets, consisting 
of the first 64, 128, and 256 points of the samples, respectively. For these three data sets, and for 
a value of R = 0.2, Figure 3 plots the number of nonzero coefficients returned by the algorithm 
(i.e., the number of samples in T) as a function of the interpolation error S. Notice that at an 
error of l%, i.e., 6 = .Ol, about 20 nonzero coefficients are enough to support a multiquadric 
interpolant within the allowed error for all three sets. 
Number of Non-Zero Cocffkients 
240 
220 
200 
80 
60 
I I I I 
“I I I I I I 
lc-06 le-05 le-04 le-03 le-02 lb01 
rJwrpoIafioa Error 
Figure 3. The number of nonzero coefficients vs. the interpolation error 6; Franke’s 
third function of Figure 2 sampled at the first 64, 128, and 256 points of Figure 1, 
R = .2. 
Note that our algorithm is monotonic in the sense that the set of nonzero coefficients chosen 
for any value 6 is a subset of those chosen for all 61 < 6. In other words, the algorithm tries to 
select coefficients in order of their importance in the solution. 
3.2. Selecting the Parameter R 
The principle of Occam’s Razor is broadly understood as saying “the simpler explanation 
of the observed phenomena is more likely to be correct.” In our setting, the data samples are 
the observed phenomena, and the multiquadric interpolant is the explanation. The number of 
coefficients in the interpolant is a measure of its complexity, and hence we can interpret Occam’s 
&or as favoring sparse interpolants. 
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Bearing in mind that we do not know the underlying function f, our strategy for picking a 
“best” R is as follows. 
(1) Select an acceptable value of the interpolation error 6. 
(2) Select a set of values for R, {RI, Rz, . . . }. 
(3) For each value of R above, run the sparse interpolation procedure of the previous sub- 
section. Pick that value of Ri that yields the sparsest interpolant at the predetermined 
error 5. 
Nomber of Non-Zero CoeffXents 
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0.00 200.00 400.00 600.00 800.00 
Figure 4a. The number of nonzero coefficients vs. the smoothing parameters R; 
Franke’s third function of Figure 2 sampled at the first 128 points of Figure 1, and 
interpolation error 6 = .OOl. 
In our computational experiments, we picked the third function of Franke and the first 128 
joints of Figure 1, and considered values of 6 = .OOl and R = {.Ol, 1.2, .3, .4, .5, .8}. Figure 4a 
;hows a plot of the number of nonzero coefficients obtained as a function of R. According to our 
strategy R = .4 appears best. To check this, we compute the relative reconstruction error on a 
miform grid of 32 x 32 points in the unit square, i.e., the error between the sparse multiquadric 
nterpolant computed for each value of R above, and the actual values of Franke’s third function. 
Specifically, if G denotes the set of points in the uniform grid, and M the interpolant, the relative 
error E between A4 and f on G is given by 
62 = ( c (M(G) - fW2 XiEG )‘“/ (~(f(xdY)"' 
Reconstruction error x lob3 
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0.00 200.00 400.00 600.00 800.00 
Figure 4b. The reconstruction error E vs. the smoothing parameter R; Franke’s third 
function of Figure 2 sampled at the first 128 points of Figure 1, and interpolation 
error 6 = .OOl. 
The results of this computation are plotted in Figure 4b, and indeed R = 0.4 yields the lowest 
reconstruction error. 
It is noteworthy that the behavior depicted in Figure 4b, wherein the reconstruction error falls 
initially as R is increased and then begins to increase, is also observed by Tarwater [14]. 
3.3. Occam’s Razor and Noise 
In this section, we try to use Occam’s Razor as a means of compensating for noise in the given 
data samples. The idea is simple and as follows. Think of the sampled function as the sum 
of the underlying function f and a noise function p. Suppose that the range of p is bounded 
in magnitude by S,, which is small compared to that of the underlying function f. Typically 
the noise function p is random and the underlying function f is not. Consequently, a function 
approximating p will have greater complexity than a function approximating f. Thus, we can 
expect that at interpolation error 6 < S,, the complexity of the approximate interpolant of 
samples of f + p will be dominated by p. At error values 6 > S,, the noise function p is less 
relevant, and the complexity of the approximate interpolant of samples off +p will be dominated 
by f. This prompts us to plot the number of nonzero coefficients in the approximate interpolant 
as a function of the error 6, and look for that value of 6 at which a “knee point” occurs-the 
point at which the complexity of the interpolants switches to tracking the noise function p from 
tracking the underlying function f. 
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Specifically, our strategy is as follows. 
(1) Pick a value of R. 
(2) Run the sparse interpolation algorithm to obtain a plot of the interpolation error 6 versus 
the number of nonzero coefficients. The “knee point” of the plot is the best 6 for error 
compensation. 
130 
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40 
30 
20 
10 
0 
Interpolation Error 
le-02 3 lc-01 3 
Figure 5a. The number of nonrero coefficients vs. the interpolation error 6; Franke’s 
third function of Figure 2 sampled with noise at the first 128 points of Figure 1, 
R = .l. 
Theoretical justifications for the strategy may be found in [8,9]. In our experiments, we con- 
sidered Franke’s third function and the first 128 points of Figure 1, at R = .l. In our test run, 
we picked a noise vector (~1,772, . . . , 77,) with entries picked uniformly randomly from [-1, +l]. 
We then scaled the vector so that its magnitude is 5% of the original data values, i.e., 
(@)1’2 = .05 (@x4’2. 
The s=vles me then {(XI, f(xd+m), ba, f(xd+wd,. . . }. We then ran the sparse interpolation 
algorithm on these samples to obtain Figure 5a, a plot of the number of coefficients versus the 
interpolation error 6. It is clear that the knee-point in the plot occurs around S = .05. Thus our 
strategy would recommend a sparse interpolant at 5 = .05 as the best one for error compensation. 
To check this, we computed the relative reconstruction error on a uniform grid of 32 x 32 points in 
the unit square, between the sparse multiquadric interpolant computed for each of the values of 6 
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above, and the actual values of Franke’s third function. These values are plotted in Figure 5b. 
Notice that this plot shows a minimum at 6 = .05 as well, and at this minimum, the relative 
error between the sparse interpolant and the underlying function is about .03, which is actually 
smaller than the noise. 
Reconstruction Error 
Intfx@ation 
lc-02 3 lC-01 3 
Figure 5b. The reconstruction error E vs. the interpolation error 6; Franke’s third 
function of Figure 2 sampled at the first 128 points of Figure 1, R = .l. 
4. DISCUSSION 
We applied the recently developed algorithm for computing sparse solutions of linear systems 
to multiquadric interpolation. Specifically, we showed how to obtain sparse interpolants if some 
error can be tolerated, in order to reduce the cost of evaluating the interpolant. We also presented 
strategies for selecting the constant in the multiquadric basis function, and for robust interpola- 
tion in the face of noisy data. These strategies involved invoking the principle of Occam’s Razor 
by means of the sparse solution algorithm for linear systems. 
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