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Abstract
Energy estimates of the shallow water equations (SWEs) with a trans-
mission boundary condition are studied theoretically and numerically. In
the theoretical part, using a suitable energy, we begin with deriving an
equality which implies an energy estimate of the SWEs with the Dirich-
let and the slip boundary conditions. For the SWEs with a transmission
boundary condition, an inequality for the energy estimate is proved un-
der some assumptions to be satisfied in practical computation. Hence, it
is recognized that the transmission boundary condition is reasonable in
the sense that the inequality holds true. In the numerical part, based on
the theoretical results, the energy estimate of the SWEs with a transmis-
sion boundary condition is confirmed numerically by a finite difference
method (FDM). The choice of a positive constant c0 used in the trans-
mission boundary condition is investigated additionally. Furthermore, we
present numerical results by a Lagrange–Galerkin scheme, which are sim-
ilar to those by the FDM. From the numerical results, it is found that the
transmission boundary condition works well numerically.
1 Introduction
The shallow water equations (SWEs) are often used for the simulation of tsunami/
storm surge in the bay. In such simulation there are some boundaries in the
open sea, see Figure 1. In a real situation, if wave propagates towards such
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boundaries in the open sea, then there should not have any reflection on these
boundaries. Therefore, in the simulation a special type of boundary condition
should be imposed on these boundaries. In this study, following [6], we employ
a transmission boundary condition on the boundaries in the open sea which is
capable to remove these kind of artificial reflection.
Many studies have been conducted on the prediction of the surges due to
tropical storms for the Bay of Bengal region covering the coast of Bangladesh and
the east coast of India, see, e.g., [2–4,8–15]. Almost all of the studies mentioned
here have employed a radiation type boundary condition for the boundaries in
the open sea, which is very similar to the transmission boundary condition used
in [6]. It is to be noted here that these papers mainly present numerical results
without mathematical discussion on the stability of the model with this kind of
boundary condition.
Figure 1: The Bay of Bengal and the coastal region of Bangladesh
The SWEs can be considered as a coupled system of a pure convection
equation for the function φ of total wave height and a simplified Navier–Stokes
equation for the velocity u = (u1, u2)
T by averaging function values in x3-
direction. It is known that a boundary data for φ is necessary on the so-called
inflow boundary, where u·n < 0 is satisfied for the outward unit normal vector n.
We can easily know whether the Dirichlet data for φ is required or not on the
Dirichlet and the slip boundaries for u, since the sign of u · n is known a priori.
On the transmission boundary ΓT , however, the boundary condition for u and φ
is mysterious and problematic from both computational and mathematical view
points. The transmission boundary condition of the form
u(x, t) = c(x)
η(x, t)
φ(x, t)
n(x) (1)
is often used on ΓT , where c(x) is a given positive valued function and η(x, t) =
φ(x, t)− ζ(x) is the elevation from the reference height for a given depth func-
tion ζ.
Let φkh and u
k
h be the approximations of φ
k := φ(·, tk) and uk := u(·, tk),
respectively, where tk := k∆t (k ∈ Z) for a time increment ∆t. In our compu-
tation we get φk+1h by using u
k
h, and then u
k+1
h by using the condition (1) as
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the Dirichlet boundary condition for u. But at the same time we should con-
sider (1) as the boundary data for φk+1h if the position is on inflow boundary,
i.e., uk+1h · n < 0. In fact, if uk+1h · n < 0, we need to give the value of φk+1h
which is unknown.
We have an experience of computation of the SWEs with the transmis-
sion boundary condition by a Lagrange–Galerkin (LG) method, where the LG
method is based on the time discretization of the material derivative,
φk+1(x)− φk(x− uk(x)∆t)
∆t
.
The position x− uk(x)∆t is the so-called upwind point of x with respect to uk.
In the computation a “nearest” boundary value of φk is used if the upwind
point places outside the domain, and the LG method works without boundary
data for φk+1 even if uk+1 · n < 0. In the LG method the problem on the
transmission boundary seems to be solved numerically, but it is still problematic
mathematically.
In this paper, in order to understand the transmission boundary condition
mathematically, we study the stability of the SWEs in terms of a suitable en-
ergy, and confirm the stability numerically by a finite difference method (FDM).
Since the LG method solves the problem implicitly by using the upwind point
and is not suitable to understand the problem with the transmission boundary
condition mathematically, we employ an FDM to avoid the special numerical
treatment in the LG method. It is to be noted here that we can show a (success-
ful) energy estimate of the SWEs, when only the Dirichlet and the slip boundary
conditions are employed, cf. Corollary 3.3-(ii), where such discussions have been
done under the periodic boundary condition, e.g., [1,7]. As far as we know, how-
ever, there is no mathematical results on the energy estimate of the SWEs with
the transmission boundary condition.
The stability is considered theoretically with respect to the energy as fol-
lows. Introducing a suitable energy, we begin with deriving an equality that the
time-derivative of the energy consists of four terms, where three terms are line
integrals over the boundary and the other term is an integral over the whole
domain which is always non-positive, cf. Theorem 3.1. Since the three line
integrals vanish over the Dirichlet and the slip boundaries, as a result, we have
the three line integrals over the transmission boundary and the integral over
the domain, cf. Corollary 3.3-(i). An energy estimate is obviously obtained if
there is no transmission boundary, cf. Corollary 3.3-(ii). In addition, we obtain
that a sum of two line integrals over the transmission boundary is non-positive
under some conditions to be satisfied in real computations, cf. Theorem 3.4.
Although, at present, the mathematical results do not derive the stability esti-
mate of the SWEs with the transmission boundary condition directly, we have
good information and can study the stability numerically by using the theoreti-
cal results. In the latter half of the paper, Sections 4 and 5, the energy estimates
derived in Section 3 are studied numerically.
This paper organized as follows. The problem is stated mathematically in
Section 2. The energy estimate is theoretically studied in Section 3. Numerical
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results by an FDM are shown to see that the transmission boundary condition
works well and that the solution is stable in terms of the energy in Section 4.
Here, the effect of a positive constant to be used in the transmission boundary
condition is investigated. In Section 5, numerical results by an LG method are
shown to support those by the FDM. Finally, conclusions are given in Section 6.
2 Statement of the problem
In this section, we state the mathematical problem to be considered in this
paper. Let Ω ⊂ R2 be a bounded domain and T a positive constant. We
consider the problem; find (φ, u) : Ω × [0, T ]→ R× R2 such that
∂φ
∂t
+∇ · (φu) = 0 in Ω × (0, T ),
ρφ
[∂u
∂t
+ (u · ∇)u
]
− 2µ∇ · (φD(u)) + ρgφ∇η = 0 in Ω × (0, T ),
φ = η + ζ in Ω × (0, T ),
(2)
with boundary conditions
u = 0 on ΓD × (0, T ), (3)
(D(u)n)× n = 0, u · n = 0 on ΓS × (0, T ), (4)
u = c
η
φ
n on ΓT × (0, T ), (5)
and initial conditions
u = u0, η = η0 in Ω, at t = 0, (6)
where φ is the total height of wave, u = (u1, u2)
T is the velocity, η : Ω× [0, T ]→
R is the water level from the reference height, ζ(x) > 0 (x ∈ Ω) is the depth
of water from the reference height, see Figure 2, D(u) :=
(∇u+ (∇u)T ) /2 is
the strain-rate tensor, n is the unit outward normal vector, Γ := ∂Ω is the
boundary of Ω, we assume that Γ consists of non-overlapped three parts, ΓD,
ΓS and ΓT , i.e., Γ = ΓD∪ΓS∪ΓT , ΓD∩ΓS = ∅, ΓS∩ΓT = ∅, ΓT ∩ΓD = ∅, the
subscripts “D”, “S”, and “T” mean Dirichlet, slip, and transmission boundaries,
respectively, ρ > 0 is the density of water, µ > 0 is the viscosity, g > 0 is the
acceleration due to gravity, and c(x) := c0
√
gζ(x) with a positive constant c0.
In the rest of paper, we assume ζ ∈ C1(Ω). It is important to note here that
the equations in (2) are derived in [5] by considering one-layer viscous SWEs.
3 Energy estimate
4
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Figure 2: Model domain
In this section, we define the total energy and study the stability of solutions
to the problem stated in Section 2 in terms of the energy. For a solution of (2)
the total energy E(t) at time t ∈ [0, T ] is defined by
E(t) := E1(t) + E2(t), (7)
where E1(t) and E2(t) are the kinetic and the potential energies defined by
E1(t) :=
∫
Ω
ρ
2
φ|u|2dx, E2(t) :=
∫
Ω
ρg|η|2
2
dx.
Let symbols Ii(t;Γ ), i = 1, . . . , 3, and I4(t;Ω), t ∈ [0, T ], be integrations defined
by
I1(t;Γ ) := −ρ
2
∫
Γ
φ|u|2u · nds, I2(t;Γ ) := −ρg
∫
Γ
φηu · nds,
I3(t;Γ ) := 2µ
∫
Γ
φ
[
D(u)n
] · u ds, I4(t;Ω) := −2µ∫
Ω
φ|D(u)|2 dx.
These are used in the rest of this paper.
Theorem 3.1. Suppose that a pair of smooth functions (φ, u) : Ω × [0, T ] →
R× R2 satisfies (2). Then, we have
d
dt
E(t) =
3∑
i=1
Ii(t;Γ ) + I4(t;Ω). (8)
We prove Theorem 3.1 after preparing a lemma.
Lemma 3.2. For smooth functions φ : Ω× [0, T ]→ R and u : Ω× [0, T ]→ R2,
we have the following.
(i)
∂
∂t
(φu) +∇ · [(φu)⊗ u] =
(
∂φ
∂t
+∇ · (φu)
)
u+ φ
(
∂u
∂t
+ (u · ∇)u
)
,
(ii)
∫
Ω
(∇ · [(φu)⊗ u]) · udx = 1
2
∫
Γ
φ|u|2u · nds+ 1
2
∫
Ω
[∇ · (φu)]|u|2dx.
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Proof. We prove (i). From the identity,
∇ · [(φu)⊗ u] = [∇ · (φu)]u+ φ[(u · ∇)u], (9)
we have
∂
∂t
(φu) +∇ · [(φu)⊗ u] = ∂φ
∂t
u+ φ
∂u
∂t
+ [∇ · (φu)]u+ φ[(u · ∇)u]
=
(
∂φ
∂t
+∇ · (φu)
)
u+ φ
(
∂u
∂t
+ (u · ∇)u
)
,
which completes the proof of (i).
We prove (ii). Denoting the left hand side of (ii) by J and using the inte-
gration by parts formula, we have
J =
∫
Γ
([(φu)⊗ u]n) · uds−
∫
Ω
[(φu)⊗ u] : ∇u dx
=
∫
Γ
φ|u|2u · nds−
∫
Ω
φ(u · ∇)u · u dx, (10)
where A : B =
∑2
i,j=1AijBij . We, therefore, have
J =
∫
Ω
[∇ · (φu)|u|2 + (φ(u · ∇)u) · u] dx (from (9))
=
∫
Ω
[∇ · (φu)]|u|2 dx+
∫
Γ
φ|u|2u · nds− J (from (10)),
which implies the desired result of (ii).
Proof of Theorem 3.1. Differentiating (7) with respect to t, we get
d
dt
E(t) =
d
dt
E1(t) +
d
dt
E2(t). (11)
We compute ddtE1(t) and
d
dtE2(t) separately.
Firstly, ddtE1(t) is computed as follows. From Lemma 3.2-(i) and the first
equation of (2), we have
φ
[∂u
∂t
+ (u · ∇)u
]
=
∂
∂t
(φu) +∇ · [(φu)⊗ u],
which implies
ρ
[ ∂
∂t
(φu) +∇ · [(φu)⊗ u]
]
− 2µ∇ · [φD(u)]+ ρgφ∇η = 0. (12)
Multiplying (12) by u and integrating with respect to x over Ω, we get
ρ
∫
Ω
[ ∂
∂t
(φu)
]
· u dx+ ρ
∫
Ω
[
∇ · [(φu)⊗ u]
]
· u dx− 2µ
∫
Ω
[
∇ · (φD(u))
]
· u dx
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+ ρg
∫
Ω
φ∇η · u dx = 0. (13)
From the equation (13) above and the next two identities:
ρ
∫
Ω
[ ∂
∂t
(φu)
]
· u dx+ ρ
∫
Ω
[
∇ · [(φu)⊗ u]
]
· u dx
= ρ
∫
Ω
(∂φ
∂t
|u|2 + φ∂u
∂t
· u
)
dx+
ρ
2
∫
Γ
φ|u|2u · n ds+ ρ
2
∫
Ω
[∇ · (φu)]|u|2 dx
(from Lemma 3.2-(ii))
= ρ
∫
Ω
(1
2
∂φ
∂t
|u|2 + φu · ∂u
∂t
)
dx+
ρ
2
∫
Γ
φ|u|2u · nds (from the first eq. of (2))
=
d
dt
[ρ
2
∫
Ω
φ|u|2 dx
]
+
ρ
2
∫
Γ
φ|u|2u · nds = d
dt
E1(t)− I1(t;Γ ),
−2µ
∫
Ω
[
∇ · (φD(u))
]
· u dx = −2µ
∫
Γ
φ
[
D(u)n
] · u ds+ 2µ∫
Ω
φ|D(u)|2 dx
= −I3(t;Γ )− I4(t;Ω),
we obtain
d
dt
E1(t) = I1(t;Γ ) + I3(t;Γ ) + I4(t;Ω)− ρg
∫
Ω
∇η · (φu) dx. (14)
Secondly, ddtE2(t) is computed as follows:
d
dt
E2(t) =
d
dt
[ρg
2
∫
Ω
|η|2dx
]
= ρg
∫
Ω
η
∂η
∂t
dx
= ρg
∫
Ω
η
∂φ
∂t
dx (from the third eq. of (2))
= ρg
∫
Ω
η
[−∇ · (φu)]dx (from the first eq. of (2))
= −ρg
∫
Ω
∇ · (ηφu)dx+ ρg
∫
Ω
∇η · (φu) dx
= I2(t;Γ ) + ρg
∫
Ω
∇η · (φu) dx. (15)
The result (8) follows by adding (14) and (15) and recalling (11).
Corollary 3.3. (i) Suppose that a pair of smooth functions (φ, u) : Ω× [0, T ]→
R× R2 satisfies (2) with (3)-(5). Then, we have
d
dt
E(t) =
3∑
i=1
Ii(t;ΓT ) + I4(t;Ω). (16)
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(ii) Furthermore, if Γ = ΓD ∪ ΓS and φ(x, t) > 0 ((x, t) ∈ Ω × [0, T ]), we have
d
dt
E(t) = I4(t;Ω) ≤ 0. (17)
Proof. On ΓS , from the first equation of (4), there exists a scalar function
w : Ω × [0, T ]→ R such that D(u)n = w(x, t)n, which implies[
D(u)n
] · u = (wn) · u = w(u · n) = 0.
Hence, the result (16) is established from Theorem 3.1 with (3) and (4).
When Γ = ΓD ∪ ΓS , i.e., ΓT = ∅, the identity (16) derives (17).
Theorem 3.4. Suppose that a pair of smooth functions (φ, u) : Ω × [0, T ] →
R× R2 satisfies (2) with (3)-(5), and an inequality
φ(x, t) > 0, (x, t) ∈ ΓT × [0, T ], (18)
and that there exists α ∈ (0, 1) such that
η(x, t) ≥ −αζ(x), x ∈ ΓT , t ∈ [0, T ], (19)
0 < c0 ≤
√
2
α
(1− α). (20)
Then, we have the following estimates:
I1(t;ΓT ) + I2(t;ΓT ) ≤ 0, (21)
in particular,
d
dt
E(t) ≤ I3(t;ΓT ). (22)
Proof. From (16), we prove (21) which implies (22), since I4(t;Ω) is always
non-positive. We have
2∑
i=1
Ii(t;ΓT ) = −ρ
∫
ΓT
φ(u · n)
[
gη +
1
2
|u|2
]
ds
= −ρ
∫
ΓT
φc
η
φ
[
gη +
1
2
c20gζ
η2
φ2
]
ds
= −ρg
∫
ΓT
cη2
[
1 +
c20
2
ζη
(ζ + η)2
]
ds.
Let f(r) := r/(1+r)2. From f ′(r) = (1−r)/(1+r)3, it holds that f(r1) ≤ f(r2),
−1 ≤ r1 ≤ r2 ≤ 1. Since −1 ≤ −α ≤ η/ζ ≤ 1, we obtain f(−α) ≤ f(η/ζ), i.e.,
− α
(1− α)2 ≤
ηζ
(ζ + η)2
,
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which implies that
2∑
i=1
Ii(t;ΓT ) ≤ −ρg
∫
ΓT
cη2
{
1− c
2
0α
2(1− α)2
}
ds ≤ 0
from the condition on c0, i.e., 0 < c0 ≤
√
2/α (1− α).
Remark 3.5. From Theorem 3.4, we can say that the transmission boundary
condition (5) is reasonable in the sense of (21) under the conditions (18)-(20)
to be satisfied in practical computation. Although the sign of ddtE(t) is as yet
unknown due to I3(t;ΓT ), Theorem 3.4 has meaningful for the energy estimate
of the SWEs with the transmission boundary condition. In fact, we observe nu-
merically that I2(t;Γ ) is dominant and
∑3
i=1 Ii(t;Γ ) is negative, while I1(t;Γ )
and I3(t;Γ ) may be positive, cf. Subsection 4.2.
Remark 3.6. The condition (20) is not strict in the practical computation,
where α and c0 are chosen typically as, e.g., α = 0.01 and c0 = 0.9 [6]. These
satisfy (20), since
√
2/α (1− α) ≈ 14.
4 Numerical results by a finite difference scheme
In this section, we present numerical results by a finite difference scheme for
problem (2)–(6) with Ω = (0, L)2 for a positive constant L, T = 100, ζ = a > 0,
µ = 103, g = 9.8 × 10−3, ρ = 1012, η0 = c1exp(−100|x− p|2) (c1 > 0, p ∈ Ω).
These values are in km (length), kg (mass) and s (time). We set ΓS = ∅ for
simplicity. We consider five cases of ΓT :
(i) ΓT = ∅, (ii) ΓT = Γtop, (iii) ΓT = Γtop ∪ Γright ∪ {(L,L)},
(iv) ΓT = Γtop ∪ Γright ∪ Γleft ∪ {(L,L)} ∪ {(0, L)}, (v) ΓT = Γ,
for Γtop := {(x1, L); 0 < x1 < L}, Γright := {(L, x2); 0 < x2 < L}, Γleft :=
{(0, x2); 0 < x2 < L}, and set ΓD = Γ \ ΓT . For the above cases (ii)-(v),
c0 = 0.9 is taken following [6].
4.1 A finite difference scheme
Let N ∈ N and ∆t > 0 be given, and let h := L/N and NT := bT/∆tc, xi,j :=
(ih, jh)T ∈ R2 (i, j ∈ Z), Ωh := {xi,j ∈ Ω; i, j ∈ Z}, Ωh := {xi,j ∈ Ω; i, j ∈ Z},
ΓhD := {xi,j ∈ ΓD; i, j ∈ Z}, ΓhT := {xi,j ∈ ΓT ; i, j ∈ Z}. Let u0h : Ωh → R2
and φ0h : Ωh → R be given approximate functions of u0 and φ0, respectively.
Our finite difference scheme is to find {(φkh, ukh)(xi,j); xi,j ∈ Ωh, k = 1, . . . , NT }
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such that, for k = 0, . . . , NT − 1,
φk+1h − φkh
∆t
+
(∇h · ukh)φkh + ukh · ∇uph φkh = 0 on Ωh,
ρφkh
(
uk+1h − ukh
∆t
+ (ukh · ∇h)ukh
)
− 2µ∇h ·
(
φkhDh(u
k
h)
)
+ ρgφkh∇hηkh = 0 on Ωh,
φkh = η
k
h + ζ on Ωh,
uk+1h = u
k+1
D on ΓhD,
uk+1h = c
φk+1h − ζ
φk+1h
n on ΓhT ,
(23)
where ∇h = (∇h1,∇h2)T and ∇uph = (∇uph1,∇uph2)T represent the (standard)
central and upwind (with respect to ukh) difference operators, respectively, and
Dh(vh) := [(∇hvh)+(∇hvh)T ]/2 : Ωh → R2×2sym for vh : Ωh → R2. If the required
points for the operators ∇h and ∇uph are not in Ωh, one sided difference is used.
4.2 Numerical results for five cases of boundary settings
Numerical simulations are carried out by scheme (23) for L = 10, a = 1, u0 = 0,
c1 = 0.01, p = (5, 5)
T , N = 1, 000 and ∆t = 0.05 (NT = 2, 000). Figure 3 shows
color contours of ηkh for k = 0, 500, 1, 000, 1, 500 and 2, 000, which correspond
to times t = 0, 25, 50, 75 and 100, respectively, where (i)-(v) represent simulated
results for the cases (i)-(v) stated at the beginning of this section. It can be
clearly found that the artificial reflection is almost removed on the transmission
boundaries for the cases (ii)-(v).
4.3 Numerical study of energy estimate
In this subsection, we study the stability of solutions to the problem (2)-(6)
numerically by scheme (23) in terms of the energy E(t) defined in (7). The
values of E(tk) and Ii(t
k;Γ ), i = 1, 2, 3, I4(t
k;Ω) are approximately computed
by using solution {(ukh, φkh)}NTk=1 with {ηkh}NTk=1 of scheme (23) as
E(tk) ≈ Ekh :=
ρ
2
h2
∑
xi,j∈Ωh
φkh(xi,j)
∣∣ukh(xi,j)∣∣2 + ρg2 h2 ∑
xi,j∈Ωh
∣∣ηkh(xi,j)∣∣2,
I1(t
k;Γ ) ≈ Ikh1 :=
ρ
2
∫
Γ
(Πhφ
k
h)
∣∣Πhukh∣∣2(Πhukh) · nds,
I2(t
k;Γ ) ≈ Ikh2 := −ρg
∫
Γ
(Πhφ
k
h)(Πhη
k
h)(Πhu
k
h) · nds,
I3(t
k;Γ ) ≈ Ikh3 := 2µ
N∑
m=1
(∫
`Tm
+
∫
`Bm
+
∫
`Lm
+
∫
`Rm
)
(Πhφ
k
h)(D(Πhu
k
h)n) · (Πhukh) ds,
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(i)
t = 0 t = 25 t = 50 t = 75 t = 100
(ii)
t = 0 t = 25 t = 50 t = 75 t = 100
(iii)
t = 0 t = 25 t = 50 t = 75 t = 100
(iv)
t = 0 t = 25 t = 50 t = 75 t = 100
(v)
t = 0 t = 25 t = 50 t = 75 t = 100
Figure 3: Color contours of ηkh by finite difference scheme (23) for the five
cases (i)-(v) discussed in Subsection 4.2.
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(i)
(ii)
(iii)
(iv)
(v)
Ekh
∑4
i=1 I
k
hi ≈ ddtE(tk) Ikhi, i = 1, . . . , 4
Figure 4: Graphs of Ekh (left),
∑4
i=1 I
k
hi ≈ ddtE(t) (center) and Ikhi, i =
1, . . . , 4, (right) versus t = tk (≥ 0, k ∈ Z) for the five cases (i)-(v).
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I4(t
k;Ω) ≈ Ikh4 := −2µh2
N∑
i,j=1
(Πhφ
k
h)(xi−1/2,j−1/2)
∣∣Dh(ukh)(xi−1/2,j−1/2)∣∣2,
where Πhfh ∈ C(Ω;R) is the bilinear interpolation of fh : Ωh → R for fh =
φh, ηh, Πhuh = (Πhuh1, Πhuh2)
T ∈ C(Ω;R2), the boundary is represented as
Γ =
⋃N
m=1(`
T
m ∪ `
B
m ∪ `
L
m ∪ `
R
m) for line segments `
T
m, `
B
m, `
L
m, `
R
m defined by
`Tm := xm−1,Nxm,N , `
B
m := xm−1,0xm,0, `
L
m := x0,m−1x0,m, `
R
m := xN,m−1xN,m,
and the domain is represented as Ω =
⋃N
i,j=1 ωi−1/2,j−1/2 for ωi−1/2,j−1/2 :=
((i− 1)h, ih)× ((j − 1)h, jh) ⊂ Ω with the area h2.
Numerical simulations for the problem (2)-(6) with L = 1, a = 0.1, u0 = 0,
c1 = 0.001, p = (0.5, 0.5)
T are carried out by scheme (23) with ∆t = 2h for
h = L/N = 1/N , N = 400, 500, 800 and 1, 000. The results are presented in
Figure 4, where (i)-(v) in the figure represent the cases (i)-(v) at the beginning
of this section. The graphs of Ekh and
∑4
i=1 I
k
hi versus t = t
k (k ∈ N) are
presented in the left and center figures, respectively. There are four lines in
each figure, but the lines are almost overlapped in the cases of (ii)-(v). In the
case of (i) the graphs are qualitatively similar. The right figures show the graphs
of Ikhi, i = 1, . . . , 4 versus t = t
k (k ∈ N). The maximum and minimum values
of Ikhi, i = 1, . . . , 4, on the time interval (0, T ) are presented in Table 1.
From the numerical results presented in Figure 4, it can be found that the
total energy is mainly decreasing with respect to time. In the case of (i), i.e.,
Γ = ΓD, we can see that at the early period the graphs are increasing in the
left figure, while the values are small. From the center figures it can be clearly
seen that the sum
∑4
i=1 I
k
hi corresponding to the derivative of the total energy
is always non-positive, which confirms the stability of solutions to the model
numerically. From right figures and Table 1, it can be observed that the value
of Ih2 is dominating negatively over Ih1 and Ih3 so that the sum
∑4
i=1 Ihi
becomes non-positive always.
4.4 Choice of c0
In this subsection, we study the value of c0 by solving the problem with L = 1,
a = 0.1, p = (0.5, 0.5)T and c0 = 0.1, 0.2, . . . , 1.2 and 1.5 by scheme (23) with
N = 400, ∆t = 0.005 (NT = 20, 000), and by computing
Skh(c0) :=
{
h2
∑
xi,j∈Ωh
ηkh(xi,j)
2
} 1
2
≈ S(tk; c0) :=
{∫
Ω
|ηk(x)|2dx
} 1
2
= ‖ηk‖L2(Ω),
Sh(c0) :=
{
∆t
NT∑
k=0
Skh(c0)
2
} 1
2
≈ S(c0) :=
{∫ T
0
|S(tk; c0)|2dt
} 1
2
= ‖η‖L2(0,T ;L2(Ω)).
We set six different cases for the initial values of η0 and u0 as follows.
Case I: η0 = c1 exp
(−100 ∣∣x− (0.5, 0.5)∣∣2), u0 = 0,
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Table 1: Maximum and minimum values of Ikhi, i = 1, . . . , 4, with respect to the
number of transmission boundaries
ΓT ΓD Ih1 Ih2 Ih3 Ih4
0 4
Max 0.00 0.00 0.00 0.00
Min 0.00 0.00 0.00 −8.59× 10−4
1 3
Max 1.10× 10−4 0.00 1.44× 10−6 0.00
Min −2.59× 10−3 −3.37 −1.25× 10−6 −3.76× 10−4
2 2
Max 1.86× 10−4 0.00 1.72× 10−6 0.00
Min −3.38× 10−3 -6.27 −2.50× 10−6 −2.29× 10−4
3 1
Max 1.43× 10−4 0.00 2.58× 10−6 0.00
Min −5.06× 10−3 −9.40 −3.75× 10−6 −1.73× 10−4
4 0
Max 2.87× 10−4 0.00 3.47× 10−6 0.00
Min −6.75× 10−3 −12.54 −5.01× 10−6 −1.13× 10−4
Case II: η0 = c1 exp
(−200 ∣∣x− (0.5, 0.5)∣∣2), u0 = 0,
Case III: η0 = c1 exp
(−100 ∣∣x− (0, 0.5)∣∣2), u0 = 0,
Case IV: η0 = c1 exp
(−100 ∣∣x∣∣2), u0 = 0,
Case V: η0 = c1 exp
(−100 ∣∣x− (0.5, 0.5)∣∣2), u0 = 10−4 (1, 1)T ,
Case VI: η0 = c1 exp
(−100 ∣∣x− (0.5, 0.5)∣∣2), u0 = 10−4 (1,−1)T ,
where c1 = 10
−3.
Since the artificial reflection should be removed after the time the wave
touches the transmission boundary, we find a value of c0 which provides the
minimum of Sh(c0). The results are presented in Table 2, from where it can be
concluded that for the case of zero initial velocity the suitable value of c0 lies
in [0.7, 1.0] and for the case of nonzero initial velocity we cannot say anything
yet.
5 Numerical results by an LG scheme
In this section, we present an LG scheme for the same problem described in
Subsection 4.2.
Let Th = {K} be a triangulation of Ω, and Mh the so-called P1 (piecewise
linear) finite element space. We set Ψh := Mh for the water level η, and
Vh(ψh) :=
vh ∈M2h ; vh(P ) = c(P )
ψh(P )− ζ(P )
ψh(P )
n(P ), ∀P : node on ΓT ,
vh(Q) = 0, ∀Q : node on ΓD

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Table 2: c0 and Sh(c0)
c0 Sh(c0)
Case I Case II Case III Case IV Case V Case VI
0.1 12.17 8.52 8.14 5.47 44.48 44.48
0.2 9.88 6.96 6.35 4.04 34.36 34.37
0.3 8.84 6.24 5.52 3.35 28.74 28.75
0.4 8.27 5.84 5.08 2.98 25.23 25.24
0.5 7.93 5.61 4.84 2.79 22.82 22.83
0.6 7.71 5.46 4.71 2.69 21.05 21.06
0.7 7.58 5.37 4.65 2.66 19.69 19.69
0.8 7.51 5.32 4.63 2.67 18.60 18.61
0.9 7.4792 5.2951 4.64 2.70 17.71 17.72
1.0 7.4795 5.2959 4.68 2.75 16.98 16.98
1.1 7.50 5.31 4.73 2.82 16.36 16.36
1.2 7.55 5.34 4.79 2.89 15.83 15.84
1.5 7.75 5.49 5.02 3.12 14.66 14.66
for the velocity u. The LG scheme is to find {(φkh, ukh)}NTk=1 ⊂ Ψh×Vh such that,
for k = 1, . . . , NT ,
∫
Ω
φkh − φ˜k−1h ◦Xk−11h γk−1h
∆t
ψh dx = 0, ∀ψh ∈ Ψh,
ρ
∫
Ω
φkh
ukh − u˜k−1h ◦Xk−11h
∆t
· vh dx+ 2µ
∫
Ω
φkhD(u
k
h) : D(vh) dx
+ρg
∫
Ω
φkh∇ηkh · vh dx = 0, ∀vh ∈ Vh,
φkh = η
k
h +Π
FEM
h ζ,
(24)
where Xk1h(x) := x− ukh(x)∆t, γkh : Ω → R is defined by
γkh(x) := det
(∂Xk1h(x)
∂x
)
,
the symbol “ ◦ ” represents the composition of functions, i.e., [vh ◦ Xk1h](x) :=
vh(X
k
1h(x)), Π
FEM
h : C(Ω)→Mh is the Lagrange interpolation operator, and
ψ˜h(x) =
{
ψh(x), x ∈ Ω,
ψh(Px), x ∈ R2 \Ω,
where Px ∈ Γ is a “nearest” nodal point from x. In each step, firstly, φkh ∈ Ψh is
obtained from the first equation of scheme (24). Secondly, ukh ∈ Vh is obtained
by using φkh from the second equation. In the first equation of (24), the idea of
mass conservative Lagrange–Galerkin scheme [16] is employed.
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A numerical simulation is carried out by LG scheme (24) with the same
setting described in Subsection 4.2 except ∆t, where it is set as ∆t = 0.0625.
The results are shown in Figure 5. The figures are similar to the ones in Figure 3
obtained by finite difference scheme (23) and support the results in Figure 3.
(i)
t = 0 t = 25 t = 50 t = 75 t = 100
(ii)
t = 0 t = 25 t = 50 t = 75 t = 100
(iii)
t = 0 t = 25 t = 50 t = 75 t = 100
(iv)
t = 0 t = 25 t = 50 t = 75 t = 100
(v)
t = 0 t = 25 t = 50 t = 75 t = 100
Figure 5: Color contours of ηkh by Lagrange–Galerkin scheme (24) for the five
cases (i)-(v) discussed in Section 5.
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6 Conclusions
Energy estimates of the SWEs with a transmission boundary condition have
been studied mathematically and numerically. For a suitable energy, we have
obtained an equality that the time-derivative of the energy is equal to a sum
of three line integrals and a domain integral in Theorem 3.1. The theorem im-
plies a (successful) energy estimate of the SWEs with the Dirichlet and the slip
boundary conditions, cf. Corollary 3.3-(ii). After that, an inequality for the en-
ergy estimate of the SWEs with the transmission boundary condition has been
proved in Theorem 3.4. In the proof, it has been shown that a sum of two line
integrals over the transmission boundary is non-positive under some conditions
to be satisfied in practical computation. Based on the theoretical results, the
energy estimate of SWEs with the transmission boundary condition has been
confirmed numerically by an FDM. It is found that the transmission boundary
condition works well numerically and that the transmission boundary condi-
tion reduces the energy drastically via the term Ikh2. The choice of a positive
constant c0 used in the transmission boundary condition has been investigated
additionally, and it has been observed that the suitable value lies in [0.7, 1.0] in
the case of zero initial velocity. Furthermore, we have presented numerical re-
sults by an LG scheme, which are similar to those by the FDM. Completeness of
the (theoretical) energy estimate of the SWEs with the transmission boundary
condition is a future work.
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