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ABSTRACT
This work describes the Implementation of optimization techniques
based on control theory for complex aircraft configurations. Here
control theory is employed to derive the adjoint differential equa-
tions, the solution of which allows for a drastic reduction in com-
putational costs over previous design methods [13, 12, 43, 38]. In
our earlier studies [19, 20, 22, 23, 39, 25, 40, 41, 42] it was shown
that this method could be used to devise effective optimization pro-
cedures for airfoils, wings and wing-bodies subject to either analytic
or arbitrary meshes. Design formulations for both potential flows
and flows governed by the Euler equations have been demonstrated,
showing that such methods can be devised for various governing
equations [39, 25]. In our most recent works [40, 42] the method
was extended to treat wing-body configurations with a large number
of mesh points, verifying that significant computational savings can
be gamed for practical design problems. In this paper the method is
extended for the Euler equations to treat complete aircraft configura-
tions via a new multiblock implementation. New elements include
a multiblock-multigrid flow solver, a multiblock-multigrid adjoint
solver, and a multiblock mesh perturbation scheme. Two design ex-
amples are presented in which the new method is used for the wing
redesign of a transonic business jet.
"Student Member AIAA
*James S. McDonnell Distinguished University Professor of Aerospace Engineering,
A/AA Fellow
*AIAA Member
INTRODUCTION
To allow the fuU reaLization of the potential of Computational Fluid
Dynamics (CFD) to produce superior designs, there is a need not
only for accurate aerodynamic prediction methods for given con-
figurations, but also for design methods capable of creating new
optimum configurations. Yet, while flow analysis has matured to
the extent that Navier-Stokes calculations are routinely canned out
over very complex configurations, direct CFD based design is only
just beginning to be used in the treatment of moderately complex
three-dimensional configurations.
Existing CFD analysis methods can be used to treat the design
problem by coupling them with numerical opttmization methods.
The essence of these methods, which may incur heavy computa-
tional expenses, is very simple: a numerical optimization procedure
is used to extremize a chosen aerodynamic figure of merit which
is evaluated by the given CFD code. The configuration is system-
aticaUy modified through user specified design variables. Most of
these optimization procedures require the gradient of the cost func-
tion with respect to changes in the design variables. The sImplest of
the methods to obtain these necessary gradients is the finite difference
method. In this technique, the gradient components are estimated
by independently perturbing each design variable with a finite step,
calculating the corresponding value of the objective function using
CFD analysis, and forming the ratio of the differences. The gradi-
ent is used by the numerical opttmization algorithm to calculate a
searchdirectionusingsteepestdescent,conjugategradient,orquasi-
Newtontechniques.Afterfindingthe minimum or maximum of the
objective function along the search direction, the entire process is
repeated until the gradient approaches zero and further improvement
is not possible.
The finite difference based optimization strategy is computation-
ally expensive because the flow must be recalculated for perturba-
tions m every design vari_ible to determine the gradient. Never-
theless, it is attractive when compared with other traditional design
strategies such as inverse methods, since it permits any choice of
the aerodynamic figure of merit. The use of numerical optimization
for transonic aerodynamic shape design was pioneered by Hicks,
Murman and Vanderplaats [13]. They applied the method to two-
dimensional profile design subject to the potential flow equation.
The method was quickly extended to wing design by Hicks and
Henne [12]. Later, in the work of Reuther, Cliff, Hicks and Van
Dam, the method was successfully used for the design of supersonic
wing-body transport configurations [38]. In all of these cases, fi-
nite difference methods were used to obtain the required gradient
m formation.
Recently through work by both ourselves and other groups, al-
ternative, less expensive methods for obtaining design sensitivities
have been developed which greatly reduce the computational costs
of optimization. The most promising of these emerging approaches
is the adjoint formulation whereby the sensitivity with respect to an
arbitrary number of design variables is obtained with the equivalent
of only one additional flow calculation.
FORMULATION OF THE ADJOINT EQUATIONS
The aerodynamic properties which define the cost function I are
functions of the flow field variables (w) and the physical location
of the boundary, which may be represented by the function _, say.
Then
1 = 1 (w,.7 r)
and a change in f" results in a change
151 = °qlT_sw "k
Ol T
Ow "ff_ 6 _r (11
in the cost function. The governing equation R and its first variation
express the dependence of w and .T" within the flow field domain D:
R(w,_-)=o, 6R= 7ww _w+ _ _-=0. (2)
Next, introducing a Lagrange multiplier _, we have
61 - oIT6w -k OIT _T
Choosing ¢ to satisfy the adjoint equation
0 = 0---_ (3)
the first term is eliminated, and we find that the desired gradient is
given by
_T oIT y)T [OR]= 0.7:" _ . (4)
Since (4) is independent of 6w, the gradient of I with respect to
an arbitrary number of design variables can be determined without
the need for additional flow field evaluations. The main cost is in
solving the adjoint equation (3). In general, the adjoint problem
is about as complex as a flow solution. If the number of design
variables is large, it becomes compelling to take advantage of the
cost differential between one adjoint solution and the large number
of flow field evaluations required to determine the gradient by finite
differences. Once equation (4) is obtained, G can be fed into any
numerical optimization algorithm to obtain an improved design.
ISSUES OF IMPORTANCE FOR DESIGN PROBLEMS
The development of aerodynamic design procedures that employ an
adjoint equation formulation is currently being investigated by many
researchers. These methods promise to allow computational fluid
dynamics methods to become true aerodynamic design methods.
References [1, 2, 3, 5, 4, 7, 8, 6, 32, 29, 16, 35, 30, 28, 34, 45, 31,
36, 37, 47, 15, 33, 14] represent a partial list of recent works in this
developing field. However, as is the case in any new research field,
many questions remain. Probably the most salient issues of concern
are the following:
1. Discrete vs. continuous sensitivities
2. Choice of oplamization procedures
3. Treatment of geometric and aerodynamic constraints
4. The level of coupling between design and analysis
5. The parameterization of the design space
These topics still require further investigation. With regard to the
first item, it is historically interesting that Jameson m 1988 [19] first
developed the equations necessary for a continuous sensitivity ap-
proach to treat the design of airfoils and wings subject to transonic
flows. This technique was later implemented both by our group and
independently by Lewis and Agarwal [33]. By continuous sensitiv-
ities it is implied that the steps represented by equations (1)-(4) are
applied to the governing differential equations. The adjoint differen-
tial equations with the appropriate boundary conditions may then be
discretized and solved in a manner similar to that used for the flow
solution algorithm. One may alternatively derive a set of discrete ad-
joint equations directly from the discrete approximation to the flow
equations by following the procedure outlined in equations (1)-(4).
The resulting discrete adjoint equations are one of the possible dis-
cretizations of the continuous adjoint equations. This alternative is
mentioned in [20], but was not adopted in that work because of the
complexity of the resulting discrete adjoint system. The approach
has been favored by Taylor et al. [29, 16, 35, 30, 28] and Baysal et
al. [1,2,3,5,4,7,8,6,321.
It seems that both alternatives have some advantages. The con-
tinuous approach gives the researcher some hope for an intuitive
understanding of the adjoint system and its related boundary condi-
tions. The discrete approach, in theory, maintains perfect algebraic
consistency at the discrete level. If properly implemented, it will
give gradients which closely match those obtained through finite dif-
ferences. The continuous formulation produces slightly inaccurate
gradients due to differences in the discretization. However, these
inaccuraciesareofcomparablemagnitudetotheinaccuraciesinthe
flowsolutionitself,andmustvanishasthemeshwidthisreduced.
Thediscreteadjointequationsformalinearsystem,whetherde-
riveddirectlybythediscreteapproachorbydiscretizatonofthe
continuousadjointequation.Thesizeandcomplexityofthesystem,
however,makestheuseofdirectsolutionmethodsunrealisticfor
allbutthesmallestproblems.Theapplicationfthecontinuous
sensitivityanalysisfostersastraightforwardrecyclingoftheflow
solutionalgorithmforthesolutionoftheadjointequations,sincethe
stepsappliedtotheoriginalgoverningdifferentialequationscanbe
duplicatedfortheadjointdifferentialequations.Whenthediscrete
approachisused,theadjointequationshaveacomplexitywhich
makesit hardtofinddecompositionsfacilitate their solution un-
less the structure from the continuous adjoint is used as a guide. The
discrete method is subject, moreover, to the difficulty that the discrete
flow equations often contain nonlinear flux limiting functions which
are not differentiable. It also limits the flexibility to use adaptive
discretization techniques with order and mesh refinement, such as
the h - p method, because the adjoint discretization is fixed by the
flow discretization. It is crucial for the success of a gradient method
that the cost function depends continuously on the design variables.
However, even though the true flow solution depends continuously
on the design variables, the use of adaptive discretization or nonlin-
ear flux limiters may cause the discrete solution to cease to depend
continuously on the design variables because of sudden changes in
the discretization.
It turns out that the determination of items 2-4 in the above list
strongly hinge on the choice for 5. In Jameson's first works in the
area [19, 20, 22], every surface mesh point was used as a design
variable. In three-dimensional wing design cases this led to as many
as 4,224 design variables [22]. The use of the adjoint method elim-
inated the unacceptable costs that such a large number of design
variables would incur for traditional finite difference methods. If the
approach were extended to treat complete aircraft configurations, at
least tens of thousands of design variables would be necessary. Such
a large number of design variables also precludes the use of descent
algorithms such as Newton or quasi-Newton approaches simply be-
cause of the high cost of matrix operations for such methods. The
use of a simple descent procedure, such as steepest descent, has the
advantage, moreover, that significant errors can be tolerated in the
gradient evaluation during the early steps. Such methods therefore
favor tighter coupling of the flow solver, the adjoint solver, and
the overall design problem to accelerate convergence. Ta'asan et
al. [31, 45] have taken advantage of this by formulating the design
problem as a "one shot" procedure where all three systems are ad-
vanced simultaneously. The use of such a design space can lead
to poorly conditioned design problems. This can be illustrated by
the case where only one point on the surface of the geometry is
moved, resulting in a highly nonlinear design response. In his orig-
inal work, Jameson [20, 21] addressed this poor conditioning of the
design problem by smoothing the control (surface shape) and thus
attenuating the high frequency content in the developing solution
shape.
Hicks and others [13, 12, 43, 38] have in the past parameterized
the design space using sets of smooth functions that perturb the
initial geometry. By using such a parameterization it is possible
to work with considerably fewer design variables than the choice
of every mesh point. And since Hicks" original works exclusively
used finite difference gradients, the inherent restriction to a small
number of design variables allowed for the use of more efficient
search slrategies. One simple choice of design variables for airfoils
suggested by Hicks and Henne [12] has the following "sine bump"
form:
Here h locates the maximum of the bump in the range 0 < z < 1
atz = h, since the maximum occurs whenx '_ = 1 wherea =5'
log ½/log tl, or a log tl = log ½. Parameter t2 controls the width of
the bump.
When distributed over the entire configuration, such analytic per-
turbation functions admit a large reachable design space. They can
be chosen such that symmetry, thickness, or volume can be explicitly
constrained, thus avoiding the use of elaborate constrained optimiza-
tion algorithms to impose geometric constraints. Further, particular
choices of these variables will concentrate the design effort in regions
where refinement is needed, while leaving the rest of the geometry
virtually undisturbed. The disadvantage of these functions is that
they are not orthogonal, and there is no simple way to form a basis
from these functions which is complete for the space of continuous
functions which vanish at ar = 0 and z = 1. Thus, they do not
guarantee that a solution, for example, of the inverse problem for a
realizable target pressure distribution will be attained. Nevertheless,
they have proved to be quite effective in realizing design improve-
ments with a limited number of design variables. The design process
that uses these basis spaces, can be accelerated toward convergence
either by tighter coupling of the individual design elements, as was
the case when using the mesh points themselves, or through the use
of higher order optimization algorithms. Finally, they have the ad-
vantage that there is no need to smooth the resulting solutions as the
design proceeds, since by construction higher frequencies are not
admitted, and thus the design spaces are naturally well posed.
Another approach is the use of B-spline control points as design
variables [5, 47, 15]. These in turn define B-spline curves and
surfaces which represent the geometric configurations. Like the
Hicks-Henne functions, B-splines allow for a greatly reduced number
of design variables, and thus permit the use of, say, a quasi-Newton
design procedure. If for example the upper and lower surfaces
of an airfoil are treated separately, the method admits camber or
thickness constraints explicitly within the design space. Further,
local control is also possible by choosing only a limited number of
control points as active design variables. This method in practice
seems to have an advantage over the Hicks-Henne functions in that
a more complete basis space of admitted designs is permitted for a
given number of design variables. Finally, since these curves and
surfaces are the natural entities used in CAD environments, they
provide a straightforward way of integrating CAD and aerodynamic
design. Despite these advantages, it was shown in our recent study
[41] that, in contrast to Hicks-Henne functions, B-spline con_ol
points have a tendency to produce wavy solutions in problems that
require a large number of control points. This difficulty can be
attributed to the fact that they admit high frequency components in
the design variations, rather like those which are encountered when
the mesh points are used as design variables. A possible solution to
this difficulty would be to use the same type of implicit smoothing
procedure that proved effective when the shape was defined by the
mesh points.
MULTIBLOCK FLOW SOLUTION
The extension of the methods presented in our earlier works in three-
dimensions, such that they may treat complete aircraft configura-
tions, requires the replacement of the single block flow solver used in
References [22, 40, 42]. In order to use CFD in an automated design
environment, the flow solver must meet fundamental requirements
of accuracy, efficiency, and robust convergence. High accuracy is
required since the predicted improvements in the design realized by
the method can only be as good as the accuracy of the flow analysis.
Efficiency of the flow solver is also critical since the optimization
of the design will generally require the computation of many flow
solutions or other solutions of comparable complexity. The last as-
peck robust convergence, is also of significant importance. In highly
refined aerodynamic design applications, the main benefit of aero-
dynamic optimization is in obtaining the last few percentage points
in improved efficiency. In such cases the solutions must be highly
converged so that the noise in the figure of merit, say of drag at a
fixed lift, is well below the level of realizable improvement. Thus in
contrast to flow analysis where 3 orders of magnitude convergence
in RMS residual is usually considered adequate, a flow solver used
in design applications must be typically able to converge 7 orders in
R.MS residual.
In our three-dimensional single block applications the FLO87
code written by the second author easily met all of the above criteria.
FLO87 achieves fast convergence with the aid of multigridding and
residual smoothing. It is normally easy to obtain solutions that con-
verge to machine accuracy. The challenge in the present work was
to meet these slrict convergence requirements within the framework
of a multiblock flow solver.
The general strategy in developing the multiblock flow solver is
to construct and update a halo around each block such that the flow
solution inside each block is transparent to the block boundaries.
This task requires establishing the size and location of halo cells
adjacent to block boundaries, and loading the halo cell values with
appropriate flow field data at the appropriate time. To accomplish
this task, a two-level halo is constructed around each block. At
interior boundaries where two or more blocks meet, the values of the
state vectors in the halo cells are identical to the values in the internal
cells from adjacent blocks. Halo cells on the external boundary of
the entire computational domain are constructed and updated by
extrapolation and reflection. Once the halo configuration is set up
for each block, standard methods for spatial discretization and time
integration (including artificial dissipation, residual averaging, and
multigridding) are employed to compute the flow solution within
each individual block.
The strategy for a complete flow solution proceeds as follows:
First, the blocks that comprise the flow field mesh are read from an
external file. Then, the double halo configuration is established, for
each individual block, by inserting into halo cell locations values for
grid metrics, etc., taken from the interior ceils of adjacent blocks.
For the coarse giids required in the multigrid procedure, the process
is repeated with coarse grid halo cells defined by the internal ceils
of adjacent coarse grid blocks. For block faces that lie on solid,
symmetry or far field boundaries, standard single-block techniques
are used to define the halo cells. As an example, consider the simple
4-block grid depicted in Figure 1. The halo ceils for block I will be
obtained from the internal ceils of blocks 1-1, 1]], and IV, and from
solid or far field boundary techniques for the faces not adjacent to
other blocks. Coarse grids are computed in the usual fashion, by
aggregating groups of eight cells and then repeating the above halo
cell process. Once the halo configuration is complete for the fine and
all coarse grids, the flow solution commences.
The system of equations solved here as well as the solution strategy
follows that presented in many earlier works [26, 18, 17]. The three-
dimensional Euler equations may be written as
Ow Of,
O---_-+_-z =0 inD, (6)
where it is convenient to denote the Cartesian coordinates and ve-
locity components by xl, z2, z3 and ul, u2, u3, and w and f, are
defined as
/ / /pul ] puiul + p6,1W = put ' , f, = pUiU2 "[-pSi2 (7)pu3 ] puiu3 -_- pt_i3
pE pui H
with 6u being the Kronecker delta function. Also,
p=(7-- 1)p E-_
and
oH = pE + p (9)
where 7 is the ratio of the specific heats. Consider a transformation
to coordinates _1, (2, _3 where
K,,: J=det(K), n,,'l= lO=_j •
Introduce scaled contravariant velocity components as
UI _ Qi 3 B 5
where
Q = jK -t.
The Euler equations can now be written as
OW OF,
o-7- + Tff = oinm,
with
(10)
W=J_
p pU,
pul pU, ul + Qilp
pU2 , ft = Quf.7 = pUiu2 @ Qi2p "
pu3 pU, u3 + Qi3p
pE , pU, H
(ll)
For the multiblock case, the above notation applies to each block
in turn. The flow is thus determined as the steady state solution to
equation (10) in all blocks subject to the flow tangency conditions
on all solid boundary faces of all blocks:
U,=0 onailBs (12)
where _ is 1, 2, or 3 depending on the direction that is normal to
face Bs where a solid surface is assumed to exist. At the far field
boundary faces, BF, freestream conditions axe specified for incom-
ing waves, while outgoing waves are determined by the solution.
The time integration scheme follows that used in the single block
slxategy [26]. The solution proceeds by performing the cell flux
balance, updating the flow variables, and smoothing the residuals, at
each stage of the tame stepping scheme and each level of the multigrid
cycle. The mare difference in the integration strategy is the need to
loop over all blocks during each stage of the integration process. The
use of the double-halo configuration permits standard single-block
subroutines to be used, without modification, for the computation of
the flow field within each individual block. This includes the single-
block subroutines for convective and dissipative flux discretization,
multistage time stepping, and multigrid convergence acceleration.
The only difference between the integration strategies is in the
implementation of the residual averaging. In the single-block solu-
tion strategy, a tridiagonal system of equations is set up and solved
using flow information from the entire grid. Thus, each residual is
replaced by an average of itself and the residuals of the entire grid.
In the multiblock strategy, the support for the residual smoothing is
reduced to the size of each block, in order to eliminate the need to
solve tridiagonal systems spanning the blocks, which would incur a
penalty in communication costs. This change has no effect on the
final converged solution, and in the present application has not led
to any significant reduction in the rate of convergence.
THE ADJOINT FORMULATION FOR THE EULER EQUA-
TIONS
The application of control theory to aerodynamic design problems
is illustrated by treating the case of three-dimensional design, using
the Euler equations discussed above as the mathematical model for
compressible flow. In our previous works, the illustrative problem
most often used specified the cost function as a measure of the dif-
ference between the current and some desired pressure dislribution.
For variety, the development here will use drag at a fixed lift as the
cost function.
I = CD
= CA cos a + CN sin a
Sref s
where S_ and S u define projected surface areas, Sre f is the reference
area, and d_l and d_2 are the two coordinate indices that are in the
plane of the face in question. Note that the integral in the final
expression above is integrated over all solid boundary faces. The
design problem is now treated as a control problem where the control
function is the geometry shape, which is to be chosen to minimize
I, subject to the constraints defined by the flow equations (6-11). A
variation in the shape will cause a variation 8p in the pressure and
consequently a variation in the cost function
8I = _CA COS_ + 6Cy sin a
+ {-CASino_+CNCOSO_}$ot
OCN sin o_'_ 8a
+ {_aAcosa+ 0_ )
where 6CA and 6Cy are variations due to changes in the design
parameters with _ fixed. To treat the interesting problem of practical
design, drag must be minimized at a fixed lift coefficient. Thus an
additional consl_aint is given by
which gives
6CL =0,
6Cy cos a - $CAsin o
+ {-CN sin c_- CA cos a} 8c_
{OCt, OCA }+ ---0_--ccosc_- --_--ff-csin _ 8_=0
Combining these two expressions to eliminate &r gives
61 = _CA cos c_ + 6Cy sin
+_ {_Cy cos ,_ - _C_ sin a' }
(13)
where _ is given by
_= (CL+_COS_+%_--e_'sin_)
oca . c0(CD -- _coso_+ o_ sm
Since p depends on w through the equation of state (8-9), the varia-
tion 8p can be determined from the variation 8w. If a fixed computa-
tional domain is used, the variations in the shape result in variations
in the mapping derivatives. Define the Jacobian matrices
Of,
A, = _w' C, = Q,sAj. (14)
Then the equation for 6w in the steady state becomes
0
0_--_(SF,) = o,
where
8F, = c,8 + (Q,) f,.
Now, multiplying by a vector co-state variable _b, assuming the result
is differentiable, and integrating by parts over the entire domain,
/D (o_TfF'_d"=/B (fi_TfFi) d'''\O'i /I (15)
where fii are components of a unit vector normal to the boundary.
The variation in the cost function can also be expressed in terms of
8p after (13) and (15) axe summed to give,
61=
_ -¢Mo_ S ref s
+_'_ (Sv cos c_- Sx sin oL) } d_ld_2
Sref s
(16)
OnthesolidsurfacesBs, fil = fi2 = 0. It follows from equation
(12) that
/SF, = o {oQ,__p /5(Q,, )Q,:tv + v 6 (Q,:)Q,_3/Sp ,5 (Q.3 )
0 0
on any Bs.
(17)
Suppose now that _/, is the steady state solution of the adjoint
equation
a_ _ra¢
at v, o_i = 0 in D. (18)
At internal block boundaries, the face integrals cancel from the ad-
jacent blocks. At the far field the choice of the adjoint boundary
conditions depends on whether the flow is subsonic or supersonic.
For subsonic flow, so long as the outer domain is very far from the
configuration of interest, we may set
_,l-s=O on all Br.
If however the flow is subsonic and the boundary is fairly close,
then far field faces may be set by tb_-s = 0 for incoming waves,
while outgoing waves are determined by the solution. It is noted
that the waves in the adjoint problem propagate in the opposite
direction to those in the flow problem due to the la'anspose in equation
(18). For supersonic flows, the choice of boundary conditions at the
outer domain can be developed from physical intuition as well as
mathematics. For a given geometry, say a wing, a change in the
surface at any particular point, "P, will incur changes in the flow
field and hence the performance in the region defined by the Mach
cone originating at P. Similarly, it is possible to determine the
region over which surface changes affect the flow condition at a
given point. This region would also form a cone that would point
roughly m the opposite direction of the Mach cone, depending on
local conditions. It is the solution of this reverse problem that the
adjoint represents. The contribution to, say, drag at a given point is
influenced by changes to the surface at all points within the reverse
cone. The correct supersonic far field boundary conditions for the
adjoint equation that are consistent with this reversed character are:
_/,1-5 = 0 at the exit;
_b1-5 extrapolated from the interior at the enlxance.
Then ffthe coordinate transformation is such that/5 (JK -_ ) is neg-
ligible in the far field, the last integral in (16) reduces to
-// CT6F n d_ld&. (19)
JJB
Thus by letting q_ satisfy the boundary conditions.
( 02Q.1 + _3Qn2 + y54Qn3 ) = Q on an Bs, (20)
where
1
Q - , 2 {(S_cos,+ Susin,)
-rMoo Sre f
+n (S_cos _ - Sx sin o) },
we find after integrating by parts again that
1//.61 = _ C v { (SSx cos a + 6S v sin c_)
S
+f (21)
MULTIBLOCK MESH VARIATIONS AND DESIGN VARI-
ABLES
In order to construct/51 in equation (21), the variation in the metric
terms must be obtained in each block. One way to accomplish this is
to use finite differences to calculate the necessary information. This
approach avoids the use of multiple flow solutions to determine the
gradient, but it unfortunately still requires the mesh generator to be
used repeatedly. The number of mesh solutions required is propor-
tional to the number of design variables. The inherent difficulty in
the approach is two-fold. First, for complicated three-dimensional
configurations, elliptic or hyperbolic partial differential equations
must often be solved iteratively in order to obtain acceptably smooth
meshes. These iterative mesh generation procedures are often com-
putationally expensive. In the worst case they approach the cost of
the flow solution process. Thus the use of finite difference meth-
ods for obtaining metric variations in combination with an iterative
mesh generator leads to computational costs which s_ongly hinge on
the number of design variables, despite the use of an adjoint solver
to eliminate the flow variable variations. Second, multiblock mesh
generation is by no means a a'ivial task. In fact no method currently
exists that allows this to be accomplished as a completely automatic
process for complex three-dimensional configurations.
In our earlier works [40, 39, 25, 19, 20, 22], two methods have
been explored which avoid these difficulties. In the first method,
a completely analytic mapping procedure was used for the mesh
generation. This technique is not only fully automatac and results in
smooth consistent meshes, but it also allows for complete elimination
of finite difference information for the mesh mela-ic terms. Since
the mapping function fully determines the entire mesh based on the
surface shape, this analytic relationship may be directly differentiated
in order to obtain the required information without considering a
finite step. An analytic mapping method requires the geometry
topology to be built directly into the formulation, and only works for
simple configurations. Nevertheless, within these limitations it has
proven to be highly effective [19, 20, 221.
The second method that we have explored is the use of an analytic
mesh perturbation technique. In this approach, a high quality mesh
appropriate for the flow solver is first generated by any available pro-
cedure prior to the start of the design. In examples to be shown later,
these meshes were created using the Gridgen software developed by
the company Pointwise [44]. This initial mesh becomes the basis for
all subsequent meshes which are developed by analytical perturba-
tions. In the method that was previously developed for wing-body
configurations it had been assumed that only one surface, say the
wing, was perturbed during a design case. This permitted the use of
a very simple algebraic mesh perturbation algorithm. New meshes
are created by moving all the mesh points on an index line projecting
from the surface by an amount which is attenuated as the arc length
fromthesurfaceincreases.If theouterboundaryofthegriddomain
isheldconstantthemodificationt thegridhastheform
.... ld So_a "_ - z °_d) (22)X i _ T, i -_- (X,, .'1
where z, represents the volume grid points, x.,, represents the surface
grid points and S represents the arc length along the radial mesh line
measured from the outer domain, normalized so that S = 1 at the
inner surface. Unfortunately this simple logic breaks down in the
case where multiple faces sharing common edges are allowed to
move. Thus in order to use analytic mesh perturbations for the
treatment of the more general problem where multiple faces of a
given block may be simultaneously deformed, equation (22) had to
be modified in a way that resembles transfinite interpolation (TFI)
[46]. Unlike TFI, where there is no prior knowledge of the interior
mesh, the perturbation algorithm developed here (WARP3D) does
make use of the relative interior point distributions in the initial mesh.
WARP3D may be thought of as a two stage procedure that operates
within each block. The first stage shifts the internal mesh points to
produce a reference block that is determined entirely by the new
locations of the 8 corner points defining the block. Corresponding
to the motion of each corner point, each interior point is shifted by
a displacement proportional to one minus the normalized distance
along the index lines away from that corner point. The second
stage checks the perturbation of each point in all six faces relative
to the position of the corresponding point in the reference block. If
the perturbation of the domain involves a simple translation of all
boundary points, these relative changes of the face points will be
zero and all the perturbation will be accomplished by the first stage.
If, however, face points are perturbed relative to the reference block,
then these changes are propagated to the interior points through
relative arc length-based perturbations along projecting index lines
as described in the original single face algorithm (22). For this
second part, each interior point is dependent upon the relative motion
of one point on each of the six faces that is defined by the index
markers of the point in question. The idea of WARP3D is to use an
initial mesh with good quality attributes as a starting point, and then
systematically perturb this mesh in a manner such that the original
grid quality is maintained, without the need for expensive elliptic
smoothing.
Since our current flow solver and design algorithm assume a point-
to-point match between blocks, each block may be independently
perturbed by WARP3D, provided that perturbed surfaces are treated
continuously across block boundaries. The entire method of creating
a new mesh is given by the following algorithm.
1. All faces of all blocks that are coincident with perturbed sur-
faces are explicitly perturbed.
2. The faces in all blocks that share an edge with an explicitly
perturbed face are implicitly perturbed by a quasi-3D form of
WARP3D.
3. WARP3D is used on each block that has one or more explicitly
or implicitly perturbed faces to determine the adjusted interior
points.
Note that much of the mesh, especially away from the surfaces, will
not require mesh perturbations and thus may remain fixed through
the entire design process. Since this mesh perturbation algorithm
is analytic it is possible to work out the analytical variations in the
metric terms required for equation (21). This approach was followed
in reference [40]. However since the mesh perturbation algorithm
that was used in the current paper was significantly more complex,
and it was discovered that the computational cost of repeatedly us-
ing the block pemn-bation algorithm was minimal, finite differences
were used to calculate 8Qi: instead of deriving the exact analytical
relationships. Even in cases with hundreds of design variables, the
computationalcost of repeatedly re-evaluating _Q,3 for all necessary
blocks is still insignificant compared with the cost of a single flow
solution. The conclusion is that the analytical mesh perturbation
algorithm, WARP3D, unlike an elliptical mesh generation method,
is efficient to the extent that the cost of remeshing can be neglected.
It remains to choose a set of design variables which smoothly
modifies the original shape, say bi. The gradient can then be defined
with respect to these design variables as
bl
G(b, ) = bb"_ ' (23)
where _I is calculated by (21) and each term b, is independently
perturbed by a finite step. Therefore, to construct G, a basis space of
independentperturbation functions b,, i =- 1,2,..., n (n = number
of design variables) must be chosen to allow for the needed freedom
of the design space. In this work, design variables were chosen as a
set of Hicks-Henne functions simply for their ease of implementaion
and their proven reliability. To generalize the application of the
Hicks-Henne functions, which have traditionally been used for the
modification of airfoil sections where the x in equation (5) refers to
the chordwise position, they are applied directly to the parametric
(fi, _) surfaces that represent the mesh faces. Thus they may be
applied as functions in either the fi, the _, or both directions. The
design code is further structured so that these variables may be
applied to any subset of the parametric surface. Alternatives are
provided such that these variables may be linearly lofted in the
second direction as opposed to say Hicks-Henne function in both
directions. All of these options may be prescribed at the input level,
leading to a highly versatile design code in which one or more faces in
the multiblock domain may be perturbed by the design variables. To
enforce geometric constraints, each design variable may be activated
on more than one face. For example, if the thickness of a wing is
to be preserved and the upper and lower halves of the wing are
in separate blocks, then the design variables need to be applied at
the proper locations with the proper weights and on the appropriate
faces in both blocks such that thickness does not change while both
surfaces are allowed to be modified.
IMPLEMENTATION OF THE DESIGN ALGORITHM
With all the necessary components defined for the multiblock adjoint
based design, it is now possible to outline the complete procedure:
1. Solve the flow field governing equations (6-11).
2. Solve the adjoint equations (18) subject to the boundary condi-
tion (20).
3. For each of the n design variables repeat the following:
• Perturb the design variable by a finite step according to
(5, etc.).
• Explicitlyperturballfacesaffectedbythedesignvariable.
• Implicitlyperturballfacesthatshareanedgewithan
explicitlyperturbeddesignvariable.
• Obtainthenewinternalmeshpointlocationsvia
WARP3Dforthoseblockswithperturbedfaces.
• Calculateallthedeltametricterms,_Q,,j,withinthose
blocksthatwereperturbedbyfinitediffferencing.
• Integrateequation(21)toobtain_51forthoseblocksthat
containnonzero_SQI,j.
• Determineth gradientcomponentbyequation(23).
4. Calculatethesearchdirectiona dperformalinesearch.
5. Returnto(1)if minimumhasnotbeenreached.
Thebasicmethodherebuildsonthatusedinreference[40]withthe
properxtensionstotreatmultiblockdomains.Inordertoimple-
mentthemethod,equation(18)andboundarycondition(20)must
bediscretizedonthemultiblockdomain.Inthecurrentimplemen-
tation,acellcentered,centraldifferencestencilthatmimicstheflux
balancingusedfortheflowsolutionisused.Sincethischoiceof
discretizationdiffersfromtheoneobtainedifthediscreteflowequa-
tionJacobianmatrixwereactuallytransposedtoformtheadjoint
system,thegradientsobtainedbythepresentmethodwillnotbe
exactlyequaltothegradientscalculatedbyfinitedifferencingthe
discreteflowsolutions.However,asthemeshisrefinedthesediffer-
encesshouldvanish.Continuing,theadjointsystemsodiscretized
issolvedonthemultiblockdomaini anidenticalfashiontothat
usedfortheflowsolution.Therefore,theadjointsolver,likethe
flowsolver,usesanexplicitmultistageRunge-Kutta-likea gorithm
acceleratedbyresidualsmoothingandmultigridding.Intra-block
communicationisagainhandledthroughadoublehalowhichallows
forthefulltransferofinformationacrossboundariesexcept for the
stencil of support for the implicit residual smoothing.
Step (3) in the above procedure is the portion of the method that
is still treated by finite differences. Fortunately, all of these steps
incur only a trivial computational cost compared with even a single
flow analysis time step. It is therefore possible, without significant
penalty, to leave this in finite difference form even for cases where
many hundreds of design variables are used.
The present implementation uses the quasi-Newton algorithm,
QNMDIF, developed by Gill, Murray and Pitfield [10] and en-
hanced by Kennelly [27], to calculate the search direction. It is an
unconstrained optimization algorithm that uses Broyden-Fletcher-
Goldfarb-Shanno (BFGS) updates to the Cholesky factored Hessian
maU'ix. A complete treatment of the quasi-Newton and other opti-
mization strategies is given by Gill, Murray and Wright [111.
NUMERICAL TESTS AND RESULTS
All of the design test cases to be presented in this paper use a business
jet con figuration that is the subject of another paper at this conference
(see Reference [9]). The results presented in [9] were obtained
through the use of the single block design method developed by our
group and presented last year [40]. Therefore, this choice allowed us
to validate the qualitative results of both the multiblock flow solver
and the multiblock design method.
To demonstrate the utility of the new flow solver (FLO87-MB) an
initial flow solution on a 72 block mesh with a total of 750 K ceils is
shown in Figure (2). The solution was carried out at aMach number
of 0.80 and a CL of 0.3. It can be seen from the figure that this is
a wing-body-nacelle geometry. The actual solution was canted out
on the left half of the configuration with a symmetry plane boundary
condition enforced to obtain a complete solution. The empennage
and nacelle pylons were not modeled here simply to ensure that
results could be obtained by the conference date. The surface of the
geometry shown in Figure (2) is an isometric view colored by the
local Mach number. The nacelle is modeled as flow through, with a
single H-block traversing its entire interior. As can be seen in Figure
(3), where a cut of the solution is taken through some of the blocks
(dark lines indicate block boundaries)the general lay of the 72 block
mesh is C-O. This was chosen for convenience since any topology
is allowed within the multiblock framework. Figure (3) also shows
that the contour lines, colored with constant Mach number, a-averse
the block boundaries without any evidence of solution mismatches.
This validates the effectiveness of the basic multiblock flow solution
strategy. Four multigrid levels were used for this solution on all
blocks since the limiting (smallest) block contained only 8 cells
in one coordinate direction. The solution presented here took 100
multigrid cycles to converge 4.5 orders in the RMS residual from the
starting residual. This required about 18 minutes of CPU time on a
single processor of a Cray C90.
The first step in establishing the validity of the adjoint based design
method is to perform a check of the gradients it produces as com-
pared with those obtained by finite differences. Figure (4) shows a
comparison of adjoint gradients vs. finite difference gradients for
test case 1 to be discussed in detail below. The finite difference
gradients were calculated using forward differencing for only 24 of
the 250 design variables used for test case 1 since these calculations
were quite computationaUy expensive. Although the adjoint method
calculated all the gradients for all 250 design variables, only those
corresponding to those calculated for finite differences are shown in
Figure (4). For the finite difference results the flow solution was
always converged 4.5 orders from the initial starting residual. In
order to reduce the computational cost of these evaluations the flow
solutions for the gradient components were restarted from neighbor-
ing solutions. The adjoint gradients were obtained using 4.5 orders
of convergence in the flow solution and 2.0 orders in the adjoint so-
lution. The design variables consisted of Hicks-Henne functions in
the chordwise direction and linear lofting in the spanwise direction.
The results in Figure (4) show 24 design variables that span from the
leading to the trailing edge along the upper surface at a constant span
station of 0.44. The excellent agreement between the two curves
shows that the continuous sensitivity approach, if properly applied,
can give very accurateresults. The remaining discrepancies between
the methods could be produced by the limited convergence in either
the flow or the adjomt solutions for either of the two methods, or
simply from the discretization mismatch for the continuous adjoint
approach. The key point in this comparison is that the calculation of
the adjoint gradient for all 250 design variables took 37 minutes of
Cray C90 single processor CPU time. The comparable finite differ-
ence calculation would have taken an estimated minimum of 1,000
minutes. Thus there is a factor of 27 between the computational
costs of the two approaches.
The first test case used the mean square deviation from a target
pressureastheobjectivefunction.Wingstationsintheoriginal
geometry shown in Figures (2) and (3) were replaced by thickness-
scaled NACA 0012 airfoils in all areas except for the tip and the
root. The solution from Figures (2) and (3) was then used as a
target pressure on the entire wing surface. The design therefore
attempted to recover the original wing starting far from the solution.
The design was run in constant _ as opposed to constant Cz mode
with a Mach number of 0.80. 250 design variables were distributed
over the entire wing surface to allow for possible design changes.
These variables assumed the form of Hicks-Henne functions in the
chordwise direction and linear lofting in the spanwise direction.
50 variables spread over both the upper and lower surfaces were
specified at each of 5 defining stations across the wing. The 72
block mesh has the property that three blocks abut to the wing upper
surface and three blocks abut to the wing lower surface. Thus some
of the design variables Iraversed more than one face in separate
blocks. Figure (5) shows the pressure distributions and the targets at
various stations along the wing for the starting point in the design.
Figure (6) shows the solution and the target at the same stations
after 12 design cycles. Note that the design almost fully recovered
the original pressure distributions. This represents a drop in the
calculated cost function from 6.02 to 0.10. The design algorithm
was stopped after 12 cycles to conserve computer budget, though
further reductions in the cost function were within reach. It must
also be remembered that the Hicks-Henne functions do not admit a
complete design space, so that even if convergence to a minimum is
achieved, slight mismatches will remain.
The second test case attempts to improve the original configuration
by reducing its drag at a higher Mach number than the original design
Mach number. In this case the Mach number was set at 0.82 and CL
at 0.30. The design was run in fixed lift mode with Co as the cost
function to be minimized. Since the flow solver was inviscid, this
drag consisted of form drag and induced drag. In this case 105 design
variables of the Hicks-Henne form in the chordwise direction and
linear lofting in the spanwise direction were used. To keep the wing
from violating realistic constraints, the design variables were chosen
so that the thickness disWibution over the entire wing was preserved.
This required some of the design variables to operate on up to four
faces in different blocks simultaneously. Again the design variables
were allowed to modify most of the wing except for near the tip and
near the root. The initial and final designs after 6 cycles are shown in
Figure (7). Note that the shock on the wing upper surface has been
largely eliminated over the entire span. This is even achieved near
the root where no geometric changes were allowed. To explain this
phenomenon it must be remembered that the design was run in fixed
lift mode. It turns out that the incidence of the entire geometry is
reduced by the redesign, thus causing the upper surface not to have
to work so hard. As a consequence it can be seen that the strength of
the shock on the wing lower surface is slightly increased over much
of the span. Apparently this trade-off produces a drag reduction.
Most of the upper surface pressure distribution has been modified
into near fiat roof-top designs with weak to no shocks. The final
configuration drag was reduced by 19%, most of which was due to
the reduction of the drag on the wing.
CONCLUSIONS AND RECOMMENDATIONS
In the period since this approach to optimal shape design was first
proposed by the second author [19], the method has been verified by
numerical implementation for both potential flow and flows modeled
by the Euler equations [20, 39, 25, 23]. It has been demonstrated
that it can be successfully used with a finite volume formulation
to perform calculations with arbitrary numerically generated grids
[39, 25]. Further, results have been presented for three-dimensional
calculations using both the analytic mapping and general finite vol-
ume implementations [40]. In the last year the technique has been
adopted by some industry participants to perform the aerodynamic
design of future configurations [9]. Now with the extension to multi-
block meshes developed here, the technology has advanced to the
degree that aerodynamic shape design of complete aircraft configu-
rations is possible. To achieve this capability the flow solver, adjoint
solver, and mesh perturbation algorithm were all extended to treat
multiblock meshes. The use of the adjoint based design method
reduced the computational time over that required for the finite dif-
ference based method by at least a factor of 27. An accompanying
paper discusses the implementation of the method for parallel com-
puter architectures [24]. In future efforts the techniques will be
extended to address both unstructured meshes and flows governed
by the Navier-Stokes equations.
ACKNOWLEDGMENTS
This research has benefited greatly from the generous support of the
AFOSR under grant number AFOSR-91-0391, ARPA under grant
number N00014-92-J-1976, USRA through RIACS, the High Speed
Research branch of NASA Ames Research Center, and IBM. Con-
siderable thanks also goes to Mark Rimlinger of Carnegie Mellon
University for his assistance in the initial multiblock grid generation.
References
[1] O. Baysal and M. E. Eleshaky. Aerodynamic sensitivity anal-
ysis methods for the compressible Euler equations. Journal of
Fluids Engineering, 113(4):681--688, 1991.
[2] O. Baysal and M. E. Eleshaky. Aerodynamic design optimiza-
tion using sensitivity analysis and computational fluid dynam-
ics. A/AA Journal, 30(3):718-725, 1992.
[3] O. Baysal and M. E. Eleshaky. Airfoil shape optimization
using sensitivity analysis on viscous flow equations. Journal
of Fluids Engineering, 115:75--84, 1993.
[4] G.W. Burgreen and O. Baysal. Aerodynamic shape optimiza-
tion using preconditioned conjugate gradient methods. A/AA
paper 93-3322, July 1993.
[5] G. W. Burgreen and O. Baysal. Three-dimensional aerody-
namic shape optimization of wings using sensitivity analysis.
AIAA paper 94-0094, 32rid Aerospace Sciences Meeting and
Exhibit, Reno, Nevada, January 1994.
[6] G. W. Burgreen, O. Baysal, and M. E. Eleshaky. Improving
the efficiency of aerodynamic shape optunization procedures.
AIAA paper 92-4697, September 1992.
[7]M.E.Eleshakyand O. Baysal. Preconditioned domain decom-
position scheme for three-dimensional aerodynamic sensitivity
analysis. In Proceedings of of the 12th AIAA computational
fluid dynamics conference, pages 1055-1056, July 1993.
[8] M. E. Eleshak'y and O. Baysal. Shape optimization of a 3-D
nacelle near a flat plate wing using multiblock sensitivity anal-
ysis. A/AA paper 94-0160, 32nd Aerospace Sciences Meeting
and Exhibit, Reno, Nevada, January 1994.
[9] J. Gallman, J. Reuther, N. Pfeiffer, W. Forrest, and D. Bernstoff.
Business jet wing design using aerodynamic shape optimiza-
tion. A/AA paper 96-0554, 34th Aerospace Sciences Meeting
and Exhibit, Reno, Nevada, January 1996.
[10] E Gill, W. Murray, and R. Pitfield. The implementation of
two revised quasi-Newton algorithms for unconstrained opti-
mization. NAC 11, National Physical Laboratory, Division of
Numerical Analysis and Computing, 1972.
[ 11 ] P.E. Gill, W. Murray, and M.H. Wright. PracticalOptimization.
Academic Press, 1981.
[12] R. M. Hicks and P. A. Henne. Wing design by numerical
optimization. JournalofAircrafl, 15:407--412, 1978.
[13] R. M. Hicks, E. M. Murman, and G. N. Vanderplaats. An
assessment of airfoil design by numerical optimization. NASA
TMX-3092, Ames Research Center, Moffett Field, California,
July 1974.
[14] J. Huan and V. Modi. Design of minimum drag bodies in
incompressible laminar flow. Technical report, The Forum on
CFD for Design and Optimization, (IMECE 95), S an Francisco,
California, November 1995.
[15] W.P. Huffman, R.G. Melvin, D.P. Young, ET. Johnson, J.E.
Bussoletti, M.B. Bieterman, and C.L. Hilmes. Practical design
and optimization in computational fluid dynamics. A/AA pa-
per 93-3111, AA 24th Fluid Dynamics Conference,Orlando,
Florida, July 1993.
[ 16] A.C. Taylor Ill, G. W. Hou, and V. M. Korivi. Sensitivity anal-
ysis, approximate analysis, and design optimization for internal
and external viscous flows. A/AA paper 91-3083, September
1991.
[17] A. Jameson. Solution of the Euler equations for two dimen-
sional transonic flow by a multigrid method. Applied Mathe-
matics and Computations, 13:327-356, 1983.
[18] A. Jameson. Multigrid algorithms for compressible flow calcu-
lations. In W. Hackbusch and U. Trottenberg, editors, Lecture
Notes in Mathematics, Vol. 1228, pages 166-201. Proceed-
ings of the 2nd European Conference on Multigrid Methods,
Cologne, 1985, Springer-Verlag, 1986.
[19] A. Jameson. Aerodynamic design via control theory. Journal
of Scientific Computing, 3:233-260, 1988.
[20] A. Jameson. Automatic design of transonic airfoils to reduce
the shock induced pressure drag. In Proceedings of the 31st
Israel Annual Conference on Aviation and Aeronautics, Tel
Aviv, pages 5-17, February 1990.
[211
[221
1231
[24]
[25]
[26]
[271
[281
[291
[301
[311
[321
A. Jameson. Aerodynamic design methods. In International
Workshop on Solution Techniques for Large-Scale CFD Prob-
lems, Montreal, September 1994. CERCA.
A. Jameson. Optimum aerodynamic design via boundary con-
trol. In AGARD-VKI Lecture Series, Optimum Design Methods
in Aerodynamics. yon Karman Institute for Fluid Dynamics,
1994.
A. Jameson. Optimum Aerodynamic Design Using Control
Theory, Computational Fluid Dynamics Review 1995. Wiley,
1995.
A. Jameson and J.J. Alonso. Automatic aerodynamic optamiza-
tion on distributed memory architectures. A/AA paper 96-0409,
34th Aerospace Sciences Meeting and Exhibit, Reno, Nevada,
January 1996.
A. Jameson and J. Reuther. Control theory based airfoil de-
sign using the Euler equations. AIAA paper 94-4272, 5th
AIAA/USAF/'NASA/IS SMO Symposium on Multidisciplinary
Analysis and Optimization, Panama City Beach, FL, Septem-
ber 1994.
A. Jameson, W. Schmidt, and E. Turkel. Numerical solutions
of the Euler equations by finite volume methods with Runge-
Kutta time stepping schemes. A/AA paper 81-1259, January
1981.
R. KenneUy. Improved method for transonic airfoil design-by-
optimization. A/AA paper 83-1864, AA Applied Aerody-
namics Conference, Danvers, Massachusetts, July 1983.
V. M. Korivk A. C. Taylor [1I, G. W. Hou, E A. Newman,
and H. E. Jones. Sensitivity derivatives for three-dimensional
supersonic Euler code using incremental iterative strategy. In
Proceedings of of the 12th AIAA computational fluid dynamics
conference, pages 1053-1054, July 1993.
V. M. Korivi, A. C. Taylor ]lq', and P. A. Newman. Aero-
dynamic optimization studies using a 3-D supersonic Euler
code with efficient calculation of sensitivity derivatives. A/AA
paper 94-4270, 5th AIAA/USAF/NASA//SSMO Symposium
on Multidisciplinary Analysis and Optimization, Panama City,
Florida, September 1994.
V. M. Korivi, A. C. Taylor IT[, P. A. Newman, G. W. Hou, and
H. E. Jones. An incremental strategy for calculating consis-
tent discrete CFD sensitivity derivatives. NASA TM 104207,
Langley Research Center, Hampton, VA, February 1992.
G. Kuruvila, S. Ta'asan, and M. D. Salas. Airfoil optimization
by the one-shot method. In AGARD-VKILecture Series, Opti-
mum Design Methods in Aerodynamics. von Karman Institute
for Fluid Dynamics, 1994.
J.M. Lacasse and O. Baysal. Design optimization of single-
and two-element airfoils on multiblock grids. A/AA paper 94-
4273, 5th AIAA/USAF/NASA/ISSMO Symposium on Multi-
disciplinary Analysis and Optimization, Panama City, Florida,
September 1994.
10
[33]J.LewisandR.Agarwal.Airfoildesignviacontroltheory
usingthefull-potentialandEulerequations.Technicalreport,
TheForumonCFDforDesignandOptimization,(IMECE95),
SanFrancisco,California,November1995.
[34]J.L.Lions.Optimal Control of Systems Governed by Par-
tiaIDifferential Equations. Sprmger-Verlag, New York, 1971.
Translated by S.K. Mitter.
[35] P. A. Newman, G. W. Hou, H. E. Jones, A. C. Taylor ]II, and
V. M. Korivi. Observations on computational methodologies
for use in large-scale gradient-based, multidisciplmary design
incorporating advanced CFD codes. NASA TM 104206, Lang-
ley Research Center. Hampton, VA, February 1992.
[361 O. Pironneau. Optimal Shape Design for Elliptic Systems.
Springer-Verlag, New York, 1984.
[37] O. Pironneau. Optimal shape design for aerodynamics. In
AGARD-VK1 Lecture Series, Optimum Design Methods in
Aerodynamics. yon Karman Institute for Fluid Dynamics, 1994.
[38] J. Reuther, S. Cliff, R. Hicks, and C.P. van Dam. Practical de-
sign optimization of wing/body configurations using the Euler
equations. A/AA paper 92-2633, 1992.
[39] J. Reuther and A. Jameson. Control theory based airfoil design
for potential flow and a finite volume discretization. A/AA
paper 94-0499, 32nd Aerospace Sciences Meeting and Exhibit,
Reno, Nevada, January 1994.
[40] J. Reuther and A. Jameson. Aerodynamic shape optimization
of wing and wing-body configurations using control theory.
AIAA paper 95-0123, 33rd Aerospace Sciences Meeting and
Exhibit, Reno, Nevada, January 1995.
[411 J. Reuther and A. Jameson. A comparison of design variables
for control theory based airfoil optimization. Technical report,
6th International Symposium on Computational Fluid Dynam-
ics, Lake Tahoe, Nevada, September 1995.
[42] J. Reuther and A. Jameson. Supersonic wing and wing-body
shape optimization using an adjoint formulation. Technical re-
port, The Forum on CFD for Design and Optimization, (IMECE
95), San Francisco, Califomia, November 1995.
[431 J. Reuther, C.P. van Dam, and R. Hicks. Subsonicand transonic
low-Reynolds-number airfoils with reduced pitching moments.
Journal of Aircraft, 29:297-298, 1992.
[44] J.P. Steinbrenner, J.R. Chawner, and C.L. Fouts. The GRID-
GEN 3D multiple block grid generation system. Technical
report, Flight Dynamics Laboratory, Wright Research and De-
velopment Center, Wright-Patterson Air Force Base, Ohio, July
1990.
[45] S. Ta'asan, G. Kuruvila, and M. D. Salas. Aerodynamic de-
sign and optimization in one shot. A/AA paper 92-0025, 30th
Aerospace Sciences Meeting and Exhibit, Reno, Nevada, Jan-
uary 1992.
[46] J.F. Thompson, Z.U.A Warsi, and C.W. Mastin. Numerical
Grid Generation, Foundations and Applications. Elsevier Sci-
ence Publishing Company, New York, ICY, 1985.
[47] D.P. Young, W.P. Huffman, R.G. Melvin, M.B. Bieterman,
C.L. Hilmes, and F.T. Johnson. Inexactness and global con-
vergence in design optimization. A/AA paper 94-4286, 5th
AIAA/USAF/NASA/ISSMO Symposium on Multidisciplmary
Analysis and Optimization, Panama City, Florida, September
1994.
11
Block II
/
Center
." : :
:
: .: .:
I"-i
I ! !
--I" =l" "1
I I I
Center
Block IV Center
I I
"1" "1" "1
I I I
"1''1" "1
I I I
Block I
Block I Center
Solid Boundary
Including Double Halo
Figure 1 : 4 Block interface using a double halo of cells around each block.
Each block's double halo of cells contains information from internal cells in
adjacent blocks.
12
20.0
- - -C]-- - Finite Difference Gradient
Adjoint Gradient
10.0
0.0
"_ -10.0
-20.0
-30.0
-40.0
1 2 3 4567 8 9 10 11 12 13 14 15 16
Variable
17 18 19 20 21 22 23 24
Figure 4: Comparison of Gradients for 24 Discrete Design Variables
Adjoint vs. Finite Differences
Design Variables Span the Upper Surface at a Span Staion of 0.44
Beginning at the Leading Edge and Ending atThe Trailing Edge
14

SYN87-MB Solution on a typical business jet
72 Blocks - 750 k mesh points - Mach-0.80 - CL=0.30
Figure 2: Initial flow solution for wing-body-nacelle geometry.
Surface colored by Mach number.
Figure 3: Initial flow solution showing block boundaries as dark lines
and contours colored by Mach number.
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Figure 5: SYN87-MB Inverse Target Pressure Design.
72 Block Mesh, 750 K mash cells, M = 0.8
250 Hicks-Henne variables.
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--, Initial Pressures.
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Figure 6: SYN87-MB Inverse Target Pressure Design.
72 Block Mesh, 750 K mesh cells, M = 0.8
250 Hicks-Henne variables.
• , Target Pressures
--, Design Pressures After 12 Design Cycles.
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7a: span station z = 0.125 7b: span station z = 0.312
7c: span station z = 0.559 7d: span station z = 0.764
Figure 7: SYN87-MB, Fixed Lift Drag Minimization.
72 Block Mesh, 750 K mesh cells, M = 0.82, CL = 0.3
105 Hicks-Henne variables.
-- -, Initial Pressures
m, Pressures After 6 Design Cycles.
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