Introduction
Multiple regression analysis is documented in Chapter 305 -Multiple Regression, so that information will not be repeated here. Refer to that chapter for in depth coverage of multiple regression analysis. This chapter will deal solely with the topic of robust regression. Regular multiple regression is optimum when all of its assumptions are valid. When some of these assumptions are invalid, least squares regression can perform poorly. Thorough residual analysis can point to these assumption breakdowns and allow you to work around these limitations. However, this residual analysis is time consuming and requires a great deal of training.
Robust regression provides an alternative to least squares regression that works with less restrictive assumptions. Specifically, it provides much better regression coefficient estimates when outliers are present in the data. Outliers violate the assumption of normally distributed residuals in least squares regression. They tend to distort the least squares coefficients by having more influence than they deserve. Typically, you would expect that the weight attached to each observation would be about 1/N in a dataset with N observations. However, outlying observations may receive a weight of 10, 20, or even 50 %. This leads to serious distortions in the estimated coefficients.
Because of this distortion, these outliers are difficult to identify since their residuals are much smaller than they should be. When only one or two independent variables are used, these outlying points may be visually detected in various scatter plots. However, the complexity added by additional independent variables often hides the outliers from view in scatter plots. Robust regression down-weights the influence of outliers. This makes residuals of outlying observations larger and easier to spot. Robust regression is an iterative procedure that seeks to identify outliers and minimize their impact on the coefficient estimates.
The amount of weighting assigned to each observation in robust regression is controlled by a special curve called an influence function. There are two influence functions available in NCSS.
Although robust regression can particularly benefit untrained users, careful consideration should be given to the results. Essentially, robust regression conducts its own residual analysis and down-weights or completely removes various observations. You should study the weights it assigns to each observation, determine which observations have been largely eliminated, and decide if you want these observations in your analysis.
M-Estimators
Several families of robust estimators have been developed. The robust methods found in NCSS fall into the family of M-estimators. This estimator minimizes the sum of a function ρ(·) of the residuals. That is, these estimators are defined as the β's that minimize These equations are solved iteratively using an approximate technique called iteratively reweighted least squares (IRLS). At each step, new estimates of the regression coefficients are found using the matrix equation The ordinary least squares regression coefficients are used at the first iteration to begin the iteration process. Iterations are continued until there is little or no change in the regression coefficients from one iteration to the next. Because of the masking nature of outliers, it is a good idea to run through at least five iterations to allow the outliers to be found.
Two functions are available in NCSS. These are Huber's method and Tukey's biweight. Huber's method is the most frequently recommended in the regression texts that we have seen. The specifics for each of these functions are as follows. 
This gives you a sketch of what robust regression is about. If you find yourself using the technique often, we suggest that you study one of the modern texts on regression analysis. All of these texts have chapters on robust regression. A good introductory discussion of robust regression is found in Hamilton (1991) . A more thorough discussion is found in Montgomery and Peck (1992) .
Standard Errors and Tests for M-Estimates
The standard errors, confidence intervals, and t-tests produced by the weighted least squares assume that the weights are fixed. Of course, this assumption is violated in robust regression since the weights are calculated from the sample residuals, which are random. NCSS can produce standard errors, confidence intervals, and t-tests that have been adjusted to account for the random nature of the weights. The method described next was given in Hamilton (1991).
Let ϕ(u) represent the derivative of the influence function ψ(u). To find adjusted standard errors, etc., take the following steps:
1. Calculate a and λ using This method is not without criticism. The main criticism is that the results depend on the choices of the MAD scale factor (default = 0.6745) and the tuning constant, c. Changing these values will cause large changes in the resulting tests and confidence intervals. For this reason, both methods are available.
Data Structure
The data are entered in two or more columns. An example of data appropriate for this procedure is shown below. These data are from a study of the relationship of several variables with a person's I.Q. Fifteen people were studied. Each person's IQ was recorded along with scores on five different personality tests. The data are contained in the IQ dataset. We suggest that you open this database now so that you can follow along with the example.
Procedure Options
This section describes the options available in this procedure.
Variables, Model Tab
This panel specifies the variables and model used in the analysis.
Dependent Variable
Y This option specifies one or more dependent (Y) variables. If more than one variable is specified, a separate analysis is run for each.
Independent Variables
Numeric X's Specify numeric independent (also called regressor, explanatory, or predictor) variables here. Numeric variables are those whose values are numeric and are at least ordinal. Nominal variables, even when coded with numbers, should be specified as Categorical Independent Variables. Although you may specify binary (0-1) variables here, they are more appropriately analyzed when you specify them as Categorical X's.
If you want to create powers and cross-products of these variables, specify an appropriate model below in the Regression Model section.
If you want to create predicted values of Y for values of X not in your database, add the X new values as rows to the bottom of the database, with the value of Y blank. These rows will not be used during estimation phase, but predicted values will be generated for them on the reports. Regression analysis is only defined for numeric variables. Since categorical variables are nominal, they cannot be used directly in regression. Instead, an internal set of numeric variables must be substituted for each categorical variable.
Suppose a categorical variable has G categories. NCSS automatically generates the G-1 internal, numeric variables for the analysis. The way these internal variables are created is determined by the Recoding Scheme and, if needed, the Reference Value. These options can be entered separately with each categorical variable, or they can specified using a default value (see Default Recoding Scheme and Default Reference Value below).
The syntax for specifying a categorical variable is VarName(CType; RefValue) where VarName is the name of the variable, CType is the recoding scheme, and RefValue is the reference value, if needed.
CType
The recoding scheme is entered as a letter. Possible choices are B, P, R, N, S, L, F, A, 1, 2, 3, 4, 5, or E. The meaning of each of these letters is as follows.
• B for binary (the group with the reference value is skipped). The contrast type may also be designated within parentheses after the name of each categorical independent variable, in which case the default contrast type is ignored.
If your model includes interactions of categorical variables, this option should be set to 'Contrast with Reference'or Compare with All Subsequent' in order to match GLM results for factor effects.
• Binary (the group with the reference value is skipped). 
Default Reference Value
This option specifies the default reference value to be used when automatically generating indicator variables during the processing of selected categorical independent variables. The reference value is often the baseline, and the other values are compared to it. The choices are
• First Value after Sorting -Fifth Value after Sorting Use the first (through fifth) value in alpha-numeric sorted order as the reference value.
• Last Value after Sorting Use the last value in alpha-numeric sorted order as the reference value.
Weight Variable Weights
When used, this is the name of a variable containing observation weights for generating a weighted-regression analysis. These weight values should be non-negative.
Regression Model
These options control which terms are included in the regression model.
Terms
This option specifies which terms (terms, powers, cross-products, and interactions) are included in the regression model. For a straight-forward regression model, select Up to 1-Way.
The options are Note that the discussion of the Custom option discusses the interpretation of this model.
• Custom The model specified in the Custom box is used.
Samples
This is the number of bootstrap samples used. A general rule of thumb is that you use at least 100 when standard errors are your focus or at least 1000 when confidence intervals are your focus. If computing time is available, it does not hurt to do 4000 or 5000.
We recommend setting this value to at least 3000.
Retries
If the results from a bootstrap sample cannot be calculated, the sample is discarded and a new sample is drawn in its place. This parameter is the number of times that a new sample is drawn before the algorithm is terminated. We recommend setting the parameter to at least 50.
Percentile Type
The method used to create the percentiles when forming bootstrap confidence limits. You can read more about the various types of percentiles in the Descriptive Statistics chapter. We suggest you use the Ave X(p[n+1]) option.
C.I. Method
This option specifies the method used to calculate the bootstrap confidence intervals. The reflection method is recommended.
• Percentile The confidence limits are the corresponding percentiles of the bootstrap values.
• Reflection The confidence limits are formed by reflecting the percentile limits. If X0 is the original value of the parameter estimate and XL and XU are the percentile confidence limits, the reflection interval is (2 X0 -XU, 2 X0 -XL).
Format Tab
These options specify the number of decimal places shown when the indicated value is displayed in a report. Note that the number of decimal places shown in plots is controlled by the Tick Label Settings buttons on the Axes tabs.
Variable Labels Precision
This option is used when the number of decimal places is set to All. It specifies whether numbers are displayed as single (7-digit) or double (13-digit) precision numbers in the output. All calculations are performed in double precision regardless of the Precision selected here.
Single
Unformatted numbers are displayed with 7-digits
• Store in empty columns only The values are stored in empty columns only. Columns containing data are not used for data storage, so no data can be lost.
• Store in designated columns Beginning at the First Storage Variable, the values are stored in this column and those to the right. If a column contains data, the data are replaced by the storage values. Care must be used with this option because it cannot be undone.
Store First Item In
The first item is stored in this column. Each additional item that is checked is stored in the columns immediately to the right of this variable.
Leave this value blank if you want the data storage to begin in the first blank column on the right-hand side of the data.
Warning: any existing data in these columns is automatically replaced, so be careful.
Data Storage Options -Select Items to Store Predicted Y ... VC(Betas) Matrix
Indicate whether to store these row-by-row values, beginning at the column indicated by the Store First Variable In option.
1 Open the IQ dataset.
• From the File menu of the NCSS Data window, select Open Example Data.
• Click on the file IQ.NCSS.
• Click Open.
2 Open the Robust Regression window.
• Using the Analysis menu or the Procedure Navigator, find and select the Robust Regression procedure.
• On the menus, select File, then New Template. This will fill the procedure with the default template.
3 Specify the variables and model.
• On the Robust Regression window, select the Variables, Model tab.
• Set the Y box to IQ.
• Set the Numeric X's box to Test1-Test5.
• Set the Terms box to 1-Way.
4 Run the procedure.
• From the Run menu, select Run Procedure. Alternatively, just click the green Run button. This report summarizes the robust regression results. It presents the variables used, the number of rows used, and the basic results. Of particular interest is the number of iterations performed (15 here) and the Max % Change in any Coefficient since they establish whether the algorithm converged before iterations were stopped. The S using MAD should be compared to the S using MSE to determine the impact of the outliers. For each variable, the count, arithmetic mean, standard deviation, minimum, and maximum are computed. Note that these statistics do not use the robust weights. This report is particularly useful for checking that the correct variables were selected. This report shows the largest percent change in any of the coefficients as well as the first four coefficients. The 0 th iteration shows the ordinary least squares estimates on the full dataset.
Run Summary

Robust Iterations -Coefficients
The report allows you to determine if enough iterations have been run for the coefficients to have stabilized. In this example, the coefficients have stabilized. If they had not, we would increase the number of robust iterations and rerun the analysis. The purpose of this report is to highlight the percentage changes among the coefficients and to show the convergence of the absolute value of the residuals after a selected number of iterations.
Robust Iterations -Residuals Max Percent Robust Change in ----------------------Percentiles of Absolute Residuals ----------------------
Robust Iteration
This is the robust iteration number.
Max Percent Change in Coefficients
This is the maximum percentage change in any of the regression coefficients from one iteration to the next. This quantity can be used to determine if enough iterations have been run. Once this value is less than 0.01%, little is gained by further iterations.
Percentiles of Absolute Residuals
The absolute values of the residuals for this iteration are sorted and the percentiles are calculated. We want to terminate the iteration process when there is little change in median of the absolute residuals. This report gives the coefficients, standard errors, and significance tests assuming that the robust weights are fixed, known quantities.
Regression Coefficients T-Tests Assuming Fixed Weights
Independent Variable
The names of the independent variables are listed here. The intercept is the value of the Y intercept.
Regression Coefficient b(i)
The regression coefficients are the least squares estimates of the parameters. The value indicates how much change in Y occurs for a one-unit change in that particular X when the remaining X's are held constant. These coefficients are often called partial-regression coefficients since the effect of the other X's is removed. These , , ,  .
Standard Error Sb(i)
The standard error of the regression coefficient, s b j , is the standard deviation of the estimate. It is used in hypothesis tests or confidence limits.
Standardized Coefficient
Standardized regression coefficients are the coefficients that would be obtained if you standardized the independent variables and the dependent variable. Here standardizing is defined as subtracting the mean and dividing by the standard deviation of a variable. A regression analysis on these standardized variables would yield these standardized coefficients.
When the independent variables have vastly different scales of measurement, this value provides a way of making comparisons among variables. The formula for the standardized regression coefficient is:
where s Y and s X j are the standard deviations for the dependent variable and the j th independent variable.
T-Statistic to test H0: β(i)=0
This is the t-test value for testing the hypothesis that β j = 0 versus the alternative that β j ≠ 0 after removing the influence of all other X's. This t-value has n-p-1 degrees of freedom.
Prob Level
This is the p-value for the significance test of the regression coefficient. The p-value is the probability that this tstatistic will take on a value at least as extreme as the actually observed value, assuming that the null hypothesis is true (i.e., the regression estimate is equal to zero). If the p-value is less than alpha, say 0.05, the null hypothesis of equality is rejected. This p-value is for a two-tail test.
Reject H0 at 5%?
This is the conclusion reached about the null hypothesis. It will be either reject H0 at the 5% level of significance or not.
Note that the level of significance is specified in the Test Alpha box on the Format tab panel. This report gives the coefficients, standard errors, and significance tests assuming that the robust weights are random, unknown quantities found from the data. This is a much more reasonable assumption than that the weights are fixed. This report gives the coefficients, standard errors, and confidence interval assuming fixed weights.
Regression Coefficients T-Tests Assuming Random Weights
Regression Coefficients Confidence Intervals Assuming Fixed Weights
Independent Variable
Regression Coefficient
The regression coefficients are the least squares estimates of the parameters. The value indicates how much change in Y occurs for a one-unit change in x when the remaining X's are held constant. These coefficients are often called partial-regression coefficients since the effect of the other X's is removed. These coefficients , , ,  .
Standard Error Sb(i)
The standard error of the regression coefficient, s b j , is the standard deviation of the estimate. It is used in hypothesis tests and confidence limits.
Lower -Upper 95% Conf. Limit of β(i)
These are the lower and upper values of a ( ) 100 1− α % interval estimate for β j based on a t-distribution with np-1 degrees of freedom. This interval estimate assumes that the residuals for the regression model are normally distributed.
The formulas for the lower and upper confidence limits are: This report gives the coefficients, standard errors, and confidence interval assuming random weights. This is the estimated robust regression line presented in double precision. Besides showing the regression model in long form, it may be used as a transformation by copying and pasting it into the Transformation portion of the spreadsheet.
Estimated Equation
