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Abstract
Let C be an additive category. Suppose that ϕ : X −→ X is a morphism of C with group
inverse ϕ#, and η : X −→ X is a morphism of C such that 1X + ϕ#η is invertible. Let ε =
(1X − ϕϕ#)ηα(1X − ϕ#ϕ), γ = α(1X − ϕ#ϕ)ηϕ#β, δ = αϕ#η(1X − ϕϕ#)β, where α =
(1X + ϕ#η)−1, β = (1X + ηϕ#)−1. Then f = ϕ + η − ε has a group inverse if and only if
1X − γ, 1X − δ are invertible. Similar result for MP-inverse is also given, which completed
Huylebrouck’s result. © 2001 Elsevier Science Inc. All rights reserved.
AMS classification: 15A09
Keywords: Moore–Penrose inverse; Group inverse
1. Introduction
If a is an element of a ring R with identity 1 and j an element of the Jacobson
radical J (R) of R, then the von Neumann regularity, group invertibility and Moore–
Penrose invertibility of a + j were characterized by Huylebrouck and Puystjens in
[5], if a was, respectively, von Neumann regular, group invertible or Moore–Penrose
invertible. In [4], Huylebrouck generalized the Moore–Penrose result to an additive
category C under some sufficient conditions. In this paper, we show that the con-
verse of this Moore–Penrose result is also true and give a necessary and sufficient
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condition for the existence of (1, 2, 3)-inverses, (1, 2, 4)-inverses and the group in-
verse for f = ϕ + η − ε, i.e., we generalize the radical results for rings in [5] to
additive categories.
Definition 1 (see also [4,6]). Let ϕ : X −→ Y and ξ : Y −→ X be morphisms of an
additive category C. Consider the conditions:
(1) ϕξϕ = ϕ,
(2) ξϕξ = ξ,
(5) ϕξ = ξϕ,
and, if there is an involution ∗ in C also
(3) (ϕξ)∗ = ϕξ,
(4) (ξϕ)∗ = ξϕ.
For any ϕ, let ϕ(i, j, . . . , l) denote the set of morphisms ξ which satisfy condi-
tions (i), (j), . . . , (l) from among conditions (1)–(5). If ϕ(i, j, . . . , l) = ∅, then ϕ is
called (i, j, . . . , l)-invertible. A morphism ξ ∈ ϕ(i, j, . . . , l) is called an {i, j, . . . , l}-
inverse of ϕ and also denoted by ϕ(i,j,...,l). Then, the group inverse ϕ# = ϕ(1,2,5) and
the Moore–Penrose inverse ϕ† = ϕ(1,2,3,4). Clearly, ϕ# = ϕ† = ϕ−1 if ϕ is invertible
(see [1]).
2. A (1)-inverse
Lemma 1 [4, Proposition 1]. Let C be an additive category. Suppose that ϕ : X −→
Y is a morphism ofCwith a (1, 2)-inverse ϕ(1,2) and that η : X −→ Y is a morphism
of C such that 1X + ϕ(1,2)η is invertible. Let ε = (1Y − ϕϕ(1,2))η(1X + ϕ(1,2)η)−1
(1X − ϕ(1,2)ϕ). Then f = ϕ + η − ε has a (1)-inverse and (1X + ϕ(1,2)η)−1ϕ(1,2) ∈
f (1, 2). Moreover, if τ ∈ (ϕ + η)(1), we have τ ∈ ε(1).
3. The group inverse
Suppose C is an additive category and let ξ : X −→ X be a morphism of C. It
follows from [2] that ξ has a group inverse ξ# if and only if there exist solutions x
and y to the equations ξ = ξ2x and ξ = yξ2. In that case, ξ# = yξx.
A more recent result, see [7], shows that ξ has a group inverse iff ξ2ξ (1) + 1X −
ξξ (1) is invertible iff ξ (1)ξ2 + 1X − ξ (1)ξ is invertible. In that case,
ξ#=[ξ2ξ (1) + 1X − ξξ (1)
]−1
ξ
[
ξ (1)ξ2 + 1X − ξ (1)ξ
]−1
=[ξ2ξ (1) + 1X − ξξ (1)
]−2
ξ
=ξ[ξ (1)ξ2 + 1X − ξ (1)ξ
]−2
.
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Proposition 1. Let C be an additive category. Suppose that ϕ : X → X is a mor-
phism of C with group inverse ϕ# and that η : X → X is a morphism of C such that
1X + ϕ#η is invertible. Let
α = (1X + ϕ#η)−1,
β = (1X + ηϕ#)−1,
ε = (1X − ϕϕ#)ηα(1X − ϕ#ϕ),
γ = α(1X − ϕ#ϕ)ηϕ#β,
and
δ = αϕ#η(1X − ϕϕ#)β.
Then the following conditions are equivalent:
(I) f = ϕ + η − ε has a group inverse;
(II) 1X − γ and 1X − δ are invertible;
(III) 1X − γ is left invertible and 1X − δ is right invertible.
In that case
f # = (1X − γ )−1αϕ#(1X − δ)−1,
(1X − γ )−1 = 1X − ϕ#ϕ + f #f ϕ#ϕ,
and
(1X − δ)−1 = 1X − ϕϕ# + ϕϕ#ff #.
Proof. By Lemma 1, (1X + ϕ#η)−1ϕ# ∈ f (1, 2).
Let f (1,2)0 = (1X + ϕ#η)−1ϕ# = αϕ#. Then
ϕ#f = ϕ#(ϕ + η − ε) = ϕ#ϕ + ϕ#η = ϕ#ϕ(1X + ϕ#η) = ϕ#ϕα−1
and f ϕ# = β−1ϕϕ#.
So ff (1,2)0 = f αϕ# = f ϕ#β = β−1ϕϕ#β and
1X − ff (1,2)0 = β−1(1X − ϕϕ#)β
= (1X + ηϕ#)(1X − ϕϕ#)β
= (1X − ϕϕ#)β.
Similarly, we have f (1,2)0 f = αϕ#ϕα−1 and 1X − f (1,2)0 f = α(1X − ϕ#ϕ).
Further,
1X − f (1,2)0 f (1X − ff (1,2)0 ) = 1X − αϕ#ϕα−1(1X − ϕϕ#)β
= 1X − αϕ#ϕ(1X + ϕ#η)(1X − ϕϕ#)β
= 1X − α(ϕ#ϕ + ϕ#η)(1X − ϕϕ#)β
= 1X − αϕ#η(1X − ϕϕ#)β = 1X − δ
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and
1X − (1X − f (1,2)0 f )ff (1,2)0 = 1X − γ.
We have
f (1X − γ ) = f
[
1X − (1X − f (1,2)0 f )ff (1,2)0
] = f
(which implies f γ = 0),
f 2f (1,2)0 = f − f (1X − ff (1,2)0 )
= f [1X − f (1,2)0 f (1X − ff (1,2)0 )
]
= f (1X − δ), (1)
and
f
(1,2)
0 f
2 = (1X − γ )f. (2)
Now we are ready to show the equivalence of three conditions.
(I) ⇒ (II): First, we show that 1X − ϕ#ϕ + f #f ϕ#ϕ is a right inverse of 1X − γ .
Note that
(1X − γ )ff # = f (1,2)0 f 2f # = f (1,2)0 f = αϕ#f = α(ϕ#ϕ + ϕ#η)
= α(α−1 + ϕ#ϕ − 1X) = 1X + α(ϕ#ϕ − 1X).
Multiplying the equality by ϕ#ϕ on the right, we obtain
(1X − γ )ff #ϕ#ϕ = ϕ#ϕ.
Since
γ (1X − ϕϕ#) = α(1X − ϕ#ϕ)ηϕ#β(1X − ϕϕ#)
= α(1X − ϕ#ϕ)ηαϕ#(1X − ϕϕ#)
= 0,
we obtain
(1X − γ )(1X − ϕ#ϕ + f #f ϕ#ϕ)
= 1X − ϕ#ϕ − γ (1X − ϕ#ϕ)+ (1X − γ )f #f ϕ#ϕ
= 1X − ϕ#ϕ − γ (1X − ϕϕ#)+ (1X − γ )ff #ϕ#ϕ
= 1X − ϕ#ϕ + ϕ#ϕ
= 1X.
Next, we show that this right inverse is also a left inverse for 1X − γ .
Note first that
ϕ#ϕγ = ϕ#ϕα(1X − ϕ#ϕ)ηϕ#β
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= ϕ#ϕ(1X − ϕ#ηα)(1X − ϕ#ϕ)ηϕ#β
= (ϕ#ϕ − ϕ#ηα)(1X − ϕ#ϕ)ηϕ#β
= −ϕ#ηα(1X − ϕ#ϕ)ηϕ#β
= (α − 1X)(1X − ϕ#ϕ)ηϕ#β
= α(1X − ϕ#ϕ)ηϕ#β − (1X − ϕ#ϕ)ηϕ#β
= γ − (1X − ϕ#ϕ)ηϕ#β.
So (1X − ϕ#ϕ)γ = (1X − ϕ#ϕ)ηϕ#β = (1X − ϕ#ϕ)(1X − β) and
f #f ϕ#ϕγ = f #f [γ − (1X − ϕ#ϕ ) η ϕ#β
]
= f #f γ − f #f (1X − ϕ#ϕ) η ϕ#β
= −f #f (1X − ϕ#ϕ) η ϕ#β
= −f #f (1X − ϕ#ϕ)(1X − β).
On the other hand,
1X − ϕ#ϕ + f #f ϕ#ϕ=1X − ϕϕ# + ff #ϕϕ#
=(1X + ηϕ# − f ϕ#)+ ff #ϕϕ#
=1X + ηϕ# + ff #ϕϕ# − ff #f ϕ#
=1X + ηϕ# + ff #(ϕϕ# − f ϕ#)
=1X + ηϕ# − ff #ηϕ#
=ff # + (1X − ff #)(1X + ηϕ#)
=f #f + (1X − f #f )β−1.
Therefore,
(1X − ϕ#ϕ + f #f ϕ#ϕ)(1X − γ )
= 1X − ϕ#ϕ − (1X − ϕ#ϕ)γ + f #f ϕ#ϕ − f #f ϕ#ϕγ
= 1X − ϕ#ϕ − (1X − ϕ#ϕ)(1X − β)
+f #f ϕ#ϕ + f #f (1X − ϕ#ϕ)(1X − β)
= (1X − ϕ#ϕ)β + f #f ϕ#ϕ + f #f (1X − β)− f #f ϕ#ϕ + f #f ϕ#ϕβ
= f #f (1X − β)+ (1X − ϕ#ϕ + f #f ϕ#ϕ)β
= f #f (1X − β)+
[
f #f + (1X − f #f )β−1
]
β
= f #f − f #fβ + f #fβ + 1X − f #f
= 1X.
Hence 1X − γ is invertible and
(1X − γ )−1 = 1X − ϕ#ϕ + f #f ϕ#ϕ.
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Similarly, we have that 1X − δ is invertible, and (1X − δ)−1 = 1X − ϕϕ# + ϕϕ#ff #.
(II) ⇒ (III): Obvious.
(III) ⇒ (I): Let ω denote the left inverse of 1X − γ , i.e., ω(1X − γ ) = 1X, and t
the right inverse of 1X − δ, i.e., (1X − δ)t = 1X. Since f (1X − δ) = f 2f (1,2)0 and
(1X − γ )f = f (1,2)0 f 2 (see (1) and (2)), we have f = f (1X − δ)t = f 2f (1,2)0 t, f =
ω(1X − γ )f = ωf (1,2)0 f 2. This means that the equations f = f 2x and f = yf 2
have solutions x0 = f (1,2)0 t and y0 = ωf (1,2)0 , respectively. Therefore, the group in-
verse f # of f exists and f # = y0f x0 = ωf (1,2)0 ff (1,2)0 t = ωf (1,2)0 t . From (I) ⇒ (II),
we know that 1X − γ and 1X − δ are invertible and ω = (1X − γ )−1, t = (1X −
δ)−1. So f # = (1X − γ )−1αϕ#(1X − δ)−1. 
Remark 1. The method for proving (III) ⇒ (I) belongs to Hartwig (see [3]).
Corollary 1 [5, Proposition 3]. Let R be a ring with identity, and J (R) its Jacobson
radical. If an element a of R has a group inverse a# and j an element of J (R), then
a + j has a group inverse if and only if
(1− aa#)j (1+ a#j)−1(1− a#a) = 0.
In that case,
(a + j)# = (1− γ )−1(1+ a#j)−1a#(1− δ)−1,
in which
γ = (1+ a#j)−1(1− a#a)ja#(1+ ja#)−1,
δ = (1+ a#j)−1a#j (1− aa#)(1+ ja#)−1.
Proof. Since j ∈ J (R), the element 1+ a#j is invertible.
(⇐): By hypothesis, ε = 0, so f = a + j . Since 1− γ and 1− δ are invertible,
a + j has a group inverse by Proposition 1. In that case,
(a + j)# = (1− γ )−1(1+ a#j)−1a#(1− δ)−1.
(⇒): Let τ = (a + j)#. By Lemma 1 τ ∈ ε(1), i.e., ετε = ε and ε(1− τε) = 0.
Since
ε = (1− aa#)j (1+ a#j)−1(1− a#a) ∈ J (R),
1− τε is invertible and ε = 0. 
4. (1, 2, 3) and (1, 2, 4) invertibility, the Moore–Penrose inverse
Lemma 2. Let C be an additive category with an involution ∗. Suppose that ϕ :
X −→ Y is a morphism ofC with a (1, 2, i)-inverse ϕ(1,2,i) : Y −→ X (with respect
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to the involution ∗) and that η : X −→ Y is a morphism ofC such that 1X + ϕ(1,2,i)η
is invertible. Let
αi =
(
1X + ϕ(1,2,i)η
)−1
, βi =
(
1Y + ηϕ(1,2,i)
)−1
and εi = (1Y − ϕϕ(1,2,i))η(1X + ϕ(1,2,i)η)−1(1X − ϕ(1,2,i)ϕ), i = 1, 2, 3, 4. We
then have the following equalities:
(1) αiϕ(1,2,i)η = ϕ(1,2,i)ηαi, βiηϕ(1,2,i) = ηϕ(1,2,i)βi,
(2) 1X − αiϕ(1,2,i)η = αi, 1Y − βiηϕ(1,2,i) = βi,
(3) ϕ(1,2,i)βi = αiϕ(1,2,i), βiη = ηαi,
(4) ϕ(1,2,i)εi = 0, εiϕ(1,2,i) = 0.
Proof. Follows from direct calculation and the known fact that 1+ ab is invertible
iff 1+ ba is invertible with (1+ ba)−1 = 1− b(1+ ab)−1a. 
Proposition 2. Let C be an additive category with an involution ∗. Suppose that
ϕ : X −→ Y is a morphism of C with a (1, 2, 4)-inverse ϕ(1,2,4) : Y −→ X and that
η : X −→ Y is a morphism of C such that 1X + ϕ(1,2,4)η is invertible. Let α4, ε4 be
as in Lemma 2 and
λ = α4(1X − ϕ(1,2,4)ϕ)η∗ϕ(1,2,4)∗α∗4 .
Then the following conditions are equivalent:
(I) f = ϕ + η − ε4 is (1, 2, 4) invertible;
(II) 1X − λ is invertible;
(III) 1X − λ is left invertible.
In that case
(1X − λ)−1α4 ϕ(1,2,4) ∈ f (1, 2, 4)
and
(1X − λ)−1 = 1X − ϕ(1,2,4)ϕ + f (1,2,4)f ϕ(1,2,4)ϕ.
Proof. By Lemma 1, α4ϕ(1,2,4) ∈ f (1, 2). Writting f (1,2)0 = α4 ϕ(1,2,4), we then
have the following facts:
f
(1,2)
0 f = α4 ϕ(1,2,4)f
= α4 ϕ(1,2,4)(ϕ + η − ε4)
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= α4(ϕ(1,2,4)ϕ + ϕ(1,2,4)η)
= α4 ϕ(1,2,4)ϕ(1X + ϕ(1,2,4)η)
= α4 ϕ(1,2,4)ϕ α−14 ,
1X − f (1,2)0 f = α4 (1X − ϕ(1,2,4)ϕ)α−14
= α4 (1X − ϕ(1,2,4)ϕ)(1X + ϕ(1,2,4)η)
= α4 (1X − ϕ(1,2,4)ϕ),
(1X − f (1,2)0 f )(f (1,2)0 f )∗ = α4(1X − ϕ(1,2,4)ϕ)(α4ϕ(1,2,4)ϕα−14 )∗
= α4(1X − ϕ(1,2,4)ϕ)∗(ϕ(1,2,4)ϕα−14 )∗α∗4
= α4
[
ϕ(1,2,4)ϕ(1X + ϕ(1,2,4)η)(1X − ϕ(1,2,4)ϕ)
]∗
α∗4
= α4
[
ϕ(1,2,4)η(1X − ϕ(1,2,4)ϕ)
]∗
α∗4
= α4(1X − ϕ(1,2,4)ϕ)η∗ϕ(1,2,4)∗α∗4 = λ.
This implies
f λ = f (1X − f (1,2)0 f )(f (1,2)0 f )∗ = 0 (3)
and
(1X − λ)f ∗ =
[
1X − (1X − f (1,2)0 f )(f (1,2)0 f )∗
]
f ∗
= f ∗ − (1X − f (1,2)0 f )(ff (1,2)0 f )∗
= f ∗ − (1X − f (1,2)0 f )f ∗
= f (1,2)0 ff ∗. (4)
Now we are ready to show the equivalence of the three conditions.
(I) ⇒ (II): First, we show that
1X − ϕ(1,2,4)ϕ + f (1,2,4)f ϕ(1,2,4)ϕ
is a right inverse for 1X − λ. Note that
(1X − λ)f (1,2,4)f = (1X − λ)(f (1,2,4)f )∗
= (1X − λ)f ∗f (1,2,4)∗
= f (1,2)0 ff ∗f (1,2,4)
∗
= f (1,2)0 f
= α4ϕ(1,2,4)(ϕ + η − ε4)
= α4(ϕ(1,2,4)ϕ + ϕ(1,2,4)η)
= α4
[
ϕ(1,2,4)ϕ − 1X + (1X + ϕ(1,2,4)η)
]
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= 1X + α4(ϕ(1,2,4)ϕ − 1X).
Multiplying the equality by ϕ(1,2,4)ϕ on the right, we obtain
(1X − λ)f (1,2,4)f ϕ(1,2,4)ϕ = ϕ(1,2,4)ϕ.
This equality together with
λ(1X − ϕ(1,2,4)ϕ) = α4(1X − ϕ(1,2,4)ϕ)η∗ϕ(1,2,4)∗α∗4(1X − ϕ(1,2,4)ϕ)
= α4(1X − ϕ(1,2,4)ϕ)η∗
[
(1X − ϕ(1,2,4)ϕ)α4ϕ(1,2,4)
]∗
= α4(1X − ϕ(1,2,4)ϕ)η∗
[
(1X − ϕ(1,2,4)ϕ)ϕ(1,2,4)β4
]∗
= 0
implies
(1X − λ)
[
1X − ϕ(1,2,4)ϕ + f (1,2,4)f ϕ(1,2,4)ϕ
]=1X − ϕ(1,2,4)ϕ + ϕ(1,2,4)ϕ
=1X.
Next, we show that this right inverse is also a left inverse for 1X − λ. We can
write λ as α4(1X − ϕ(1,2,4)ϕ)(1X − α∗4) since 1X − α4∗ = (α4ϕ(1,2,4)η)∗.
Note that
ϕ(1,2,4)ϕλ = ϕ(1,2,4)ϕα4(1X − ϕ(1,2,4)ϕ)(1X − α∗4)
= ϕ(1,2,4)ϕ(1X − ϕ(1,2,4)β4η)(1X − ϕ(1,2,4)ϕ)(1X − α∗4)
= (ϕ(1,2,4)ϕ − ϕ(1,2,4)β4η)(1X − ϕ(1,2,4)ϕ)(1X − α∗4)
= −ϕ(1,2,4)β4η(1X − ϕ(1,2,4)ϕ)(1X − α∗4)
= (α4 − 1X)(1X − ϕ(1,2,4)ϕ)(1X − α∗4)
= λ− (1X − ϕ(1,2,4)ϕ)(1X − α∗4).
This implies (1X − ϕ(1,2,4)ϕ)λ = (1X − ϕ(1,2,4)ϕ)(1X − α∗4) and
f (1,2,4)f ϕ(1,2,4)ϕλ = f (1,2,4)f [λ− (1X − ϕ(1,2,4)ϕ)(1X − α∗4)
]
= f (1,2,4)f λ− f (1,2,4)f (1X − ϕ(1,2,4)ϕ)(1X − α∗4)
= −f (1,2,4)f (1X − ϕ(1,2,4)ϕ)(1X − α∗4).
On the other hand,
1X − ϕ(1,2,4)ϕ + ϕ(1,2,4)ϕf (1,2,4)f
= f (1,2,4)f + (1X − ϕ(1,2,4)ϕ)(1X − f (1,2,4)f )
= f (1,2,4)f + (1X + ϕ(1,2,4)η − ϕ(1,2,4)f )(1X − f (1,2,4)f )
= f (1,2,4)f + (1X + ϕ(1,2,4)η)(1X − f (1,2,4)f )
= f (1,2,4)f + α−14 (1X − f (1,2,4)f ).
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Conjugating the two sides of the above equality, we have
1X − ϕ(1,2,4)ϕ + f (1,2,4)f ϕ(1,2,4)ϕ = f (1,2,4)f + (1X − f (1,2,4)f )(α∗4)−1 .
Finally,
(1X − ϕ(1,2,4)ϕ + f (1,2,4)f ϕ(1,2,4)ϕ)(1X − λ)
= 1X − ϕ(1,2,4)ϕ − (1X − ϕ(1,2,4)ϕ)λ
+f (1,2,4)f ϕ(1,2,4)ϕ − f (1,2,4)f ϕ(1,2,4)ϕλ
= 1X − ϕ(1,2,4)ϕ − (1X − ϕ(1,2,4)ϕ)(1X − α∗4)
+f (1,2,4)f ϕ(1,2,4)ϕ + f (1,2,4)f (1X − ϕ(1,2,4)ϕ)(1X − α∗4)
= (1X − ϕ(1,2,4)ϕ)α∗4 + f (1,2,4)f ϕ(1,2,4)ϕ + f (1,2,4)f (1X − α∗4)
−f (1,2,4)f ϕ(1,2,4)ϕ + f (1,2,4)f ϕ(1,2,4)ϕα∗4
= f (1,2,4)f (1X − α∗4)+ (1X − ϕ(1,2,4)ϕ + f (1,2,4)f ϕ(1,2,4)ϕ)α∗4
= f (1,2,4)f (1X − α∗4)+
[
f (1,2,4)f + (1X − f (1,2,4)f )(α∗4)−1
]
α∗4
= f (1,2,4)f − f (1,2,4)f α∗4 + f (1,2,4)f α∗4 + 1X − f (1,2,4)f = 1X.
Hence 1X − λ is invertible and
(1X − λ)−1 = 1X − ϕ(1,2,4)ϕ + f (1,2,4)f ϕ(1,2,4)ϕ.
(II) ⇒ (III): Obvious.
(III) ⇒ (I): Let w denote the left inverse of 1X − λ, i.e., w(1X − λ) = 1X. Since
(1X − λ)f ∗ = f (1,2)0 ff ∗ (see (4)), we have f ∗ = wf (1,2)0 ff ∗. Let x = wf (1,2)0 , i.e.,
f ∗ = xff ∗. Conjugating the two sides of the equality, we obtain that f = ff ∗x∗.
Then xf = xff ∗x∗ = xf (xf )∗ and (xf )∗ = (xf )(xf )∗ = xf . So
f xf = (f x)ff ∗x∗ = f (xff ∗)x∗ = ff ∗x∗ = f.
This means x is a (1, 4)-inverse of f, so xfx is a (1, 2, 4)-inverse of f, and f (1, 2, 4) =
Ø. From (I)⇒ (II), we know that 1X − λ is invertible and w is the inverse of 1X − λ,
i.e., w = (1X − λ)−1.
Since f λ = 0 (see (3)), f (1X − λ) = f and f = f (1X − λ)−1. We have
xf x=(1X − λ)−1f (1,2)0 f (1X − λ)−1f (1,2)0
=(1X − λ)−1f (1,2)0 ff (1,2)0
=(1X − λ)−1f (1,2)0
=x.
So x = (1X − λ)−1f (1,2)0 = (1X − λ)−1α4ϕ(1,2,4) ∈ f (1, 2, 4). This completes the
proof. 
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Corollary 2. Let R be a ring with identity and with an involution ∗, and J (R) its
Jacobson radical. If an element a of R has a (1, 2, 4)-inverse a(1,2,4) and j an element
of J (R), then (a + j)(1, 2, 4) = ∅ if and only if
(
1− aa(1,2,4))j(1+ a(1,2,4)j)−1(1− a(1,2,4)a) = 0.
In that case, (1− λ)−1(1+ a(1,2,4)j )−1a(1,2,4) ∈ (a + j)(1, 2, 4), where
λ = (1+ a(1,2,4)j)−1(1− a(1,2,4)a)j∗a(1,2,4)∗[(1+ a(1,2,4)j )−1]∗.
Proof. Since j ∈ J (R), the element 1+ a(1,2,4)j is invertible. Here we have α4 =
(1+ a(1,2,4)j )−1 and λ = α4(1− a(1,2,4)a)j∗a(1,2,4)∗α∗4 . Therefore
λ∗ = α4a(1,2,4)j (1− a(1,2,4)a)α∗4 ∈ J (R)
and 1− λ∗ is invertible from which follows that also 1− λ is invertible.
(⇐): By hypothesis, ε4 = 0, so f = a + j . Since 1− λ is invertible, (a + j)
(1, 2, 4) = ∅ by Proposition 2. In that case, (1− λ)−1α4a(1,2,4) ∈ (a + j)(1, 2, 4).
(⇒): Assume τ ∈ (a + j)(1, 2, 4). From Lemma 1, τ ∈ ε4(1), i.e., ε4τε4 = ε4
and ε4(1− τε4) = 0. Since
ε4 =
(
1− aa(1,2,4))j(1+ a(1,2,4)j)−1(1− a(1,2,4)a) ∈ J (R),
1− τε4 is invertible and ε4 = 0. 
Similar to Proposition 2 and Corollary 2, we have:
Proposition 3. Let C be an additive category with an involution ∗. Suppose that
ϕ : X −→ Y is a morphism of C with a (1, 2, 3)-inverse ϕ(1,2,3) : Y −→ X and that
η : X −→ Y is a morphism of C such that 1X + ϕ(1,2,3)η is invertible. Let β3, ε3 be
as in Lemma 2 and
µ = β∗3ϕ(1,2,3)∗η∗(1Y − ϕϕ(1,2,3))β3.
Then the following conditions are equivalent:
(I) f = ϕ + η − ε3 is (1, 2, 3) invertible;
(II) 1Y − µ is invertible;
(III) 1Y − µ is right invertible.
In that case
ϕ(1,2,3)β3(1Y − µ)−1 ∈ f (1, 2, 3),
and
(1Y − µ)−1 = 1Y − ϕϕ(1,2,3) + ϕϕ(1,2,3)ff (1,2,3).
Corollary 3. Let R be a ring with identity and with an involution ∗, and J (R) its
Jacobson radical. If an element a of R has a (1, 2, 3)-inverse a(1,2,3) and j an element
of J (R), then (a + j)(1, 2, 3) = ∅ if and only if
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(
1− aa(1,2,3))j(1+ a(1,2,3)j)−1(1− a(1,2,3)a) = 0.
In that case, a(1,2,3)(1+ ja(1,2,3))−1(1− µ)−1 ∈ (a + j)(1, 2, 3), where
µ = [(1+ ja(1,2,3))−1]∗a(1,2,3)∗j∗(1− aa(1,2,3))(1+ ja(1,2,3))−1.
Proposition 4. Let C be an additive category with an involution ∗. Suppose that ϕ :
X −→ Y is a morphism of C with MP-inverse ϕ† : Y −→ X and that η : X −→ Y
is a morphism of C such that 1X + ϕ†η is invertible. Let
ε = (1Y − ϕϕ†)η(1X + ϕ†η)−1(1X − ϕ†ϕ),
λ = (1X + ϕ†η)−1(1X − ϕ†ϕ)η∗ϕ†∗(1X + η∗ϕ†∗)−1
and
µ = (1Y + ϕ†∗η∗)−1ϕ†∗η∗(1Y − ϕϕ†)(1Y + ηϕ†)−1.
Then the following conditions are equivalent:
(I) f = ϕ + η − ε has an MP-inverse;
(II) 1X − λ and 1Y − µ are invertible;
(III) 1X − λ is left invertible and 1Y − µ is right invertible.
In that case
f † = (1X − λ)−1(1X + ϕ†η)−1ϕ†(1Y − µ)−1,
(1X − λ)−1 = 1X − ϕ†ϕ + f †f ϕ†ϕ,
and
(1Y − µ)−1 = 1Y − ϕϕ† + ϕϕ†ff †.
Proof. The equivalence of conditions (I)–(III) can be obtained from Propositions 2
and 3.
By Proposition 2, (1X − λ)−1(1X + ϕ†η)−1ϕ† ∈ f (1, 2, 4).
By Proposition 3, ϕ†(1Y + ηϕ†)−1(1Y − µ)−1 ∈ f (1, 2, 3).
Hence f † exists. If we denote (1X + ϕ†η)−1 and (1Y + ηϕ†)−1 by α and β, re-
spectively, then
f †=f (1,2,4)ff (1,2,3)
=(1X − λ)−1αϕ†f ϕ†β(1Y − µ)−1
=(1X − λ)−1αϕ†(ϕ + η − ε)ϕ†β(1Y − µ)−1
=(1X − λ)−1α(ϕ†ϕ + ϕ†η)ϕ†β(1Y − µ)−1
=(1X − λ)−1α(ϕ† + ϕ†ηϕ†)β(1Y − µ)−1
=(1X − λ)−1αϕ†(1Y + ηϕ†)β(1Y − µ)−1
=(1X − λ)−1αϕ†(1Y − µ)−1. 
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Remark 2. For a different proof of (II)⇒(I), see [4, Proposition 2].
Corollary 4 [5, Proposition 2]. Let R be a ring with identity and with an involution
∗, and J (R) its Jacobson radical. If an element a of R has a Moore–Penrose inverse
a† and j an element of J (R), then a + j has a Moore–Penrose inverse if and only if
(1− aa†)j (1+ a†j)−1(1− a†a) = 0.
In that case,
(a + j)† = (1− λ)−1(1+ a†j)−1a†(1− µ)−1,
in which
λ = (1+ a†j)−1(1− a†a)−1j∗a†∗(1+ j∗a†∗)−1,
µ = (1+ a†∗j∗)−1a†∗j∗(1− aa†)(1+ ja†)−1.
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