The resonance Raman spectrum of InP nanocrystals is characterized by features ascribable to both longitudinal ͑LO͒ and transverse ͑TO͒ optical modes. The intensity ratio of these modes exhibits a strong size dependence. To calculate the size dependence of the LO and TO Raman cross sections, we combine existing models of Raman scattering, the size dependence of electronic and vibrational structure, and electron vibration coupling in solids. For nanocrystals with a radius Ͼ10 Å, both the LO and TO coupling strengths increase with increasing radius. This, together with an experimentally observed increase in the electronic dephasing rate with decreasing size, allows us to account for the observed ratio of LO/TO Raman intensities.
I. INTRODUCTION
Chemical control over the size or shape of a nanoscale crystal permits modification of its electronic and vibrational properties. Such size-and shape-dependent phenomena have been the subject of extensive physical characterization. 1 In one such class of experiments, i.e., resonance Raman spectroscopy, the motion of the lattice is used to probe not only the vibrational frequencies of the lattice but also how the electronic properties of the crystallite are modified by the displacement of the nuclear cores. Different vibrational modes, due to the presence or absence of an accompanying electric field, modulate the electronic properties on different length scales. In the well-studied II-VI class of nanocrystals, only a single mode, the longitudinal optical ͑LO͒ phonon, is observed in the resonance Raman spectrum. [2] [3] [4] [5] Recently, it has become possible to prepare and to study size selected nanocrystallites of the more covalent III-V semiconductor material, InP. 6 For this material, both the LO and the transverse optical ͑TO͒ phonon modes are observed and the ratio of their intensities is strongly correlated to nanocrystal size. 7 This paper is devoted to a detailed explanation of this size dependence.
In a bulk polar solid, the optical modes split into two distinct branches, the LO and the TO modes. Both modes distort the unit cell in the same way, which can be visualized as the central atom of a tetrahedron moving relative to the four other atoms ͑Fig. 1, Col. I͒. When there is a difference in effective charge of the two atoms, a local polarization is generated. The modes differ in the alignment of this charge displacement between different unit cells. Thus the polarization fields that result from excitation along either of the mode coordinates are different. The polarization field induced by the LO mode is curl-less, has a finite divergence, and generates a macroscopic electric field which exhibits long-range coupling to the motion of the electrons. The TO mode, on the other hand, produces a polarization field which is divergence-less and has net curl. Therefore, no macroscopic electric field is produced, and the electron-phonon coupling is relatively short range.
For metals and semiconductors, one can reduce the crystallite size to near molecular length scales while maintaining a bulklike local bonding geometry about an atom located in the interior of the crystallite. Thus despite the large numbers of atoms involved, the underlying structural regularity of a nanocrystal makes it possible to extend semi-empirical models of infinite solids, such as tight binding and k*p, to finite size. The adjustable parameters in these models correspond to bonding interactions between neighboring atoms. For the TO mode, we will be concerned with the effect that nuclear displacements have on the local ͑near the displacement͒ electronic structure of the nanocrystal. Within a unit cell, such displacements modify the parameters which couple orbitals on different atoms; e.g., bonds which are extended lead to less orbital coupling; bonds which are compressed exhibit increased coupling. Using a tight binding model, Harrison has proposed that these orbital-orbital interactions scale as (distance) Ϫ2 , and it is thus possible to generate band structures not only for equilibrium bond lengths, but for displaced ones as well. 8 The modification of the band structure due to motion along an optical phonon coordinate is described by a single parameter, the optical deformation potential, d 0 . This parameter can be obtained using tight binding or pseudopotential theory, and we use it to compute the TO Raman cross sections. 9 For the LO modes, it is helpful to consider the following analogy. When an excess charge ͑an electron, for example͒ is placed in a drop of polar solvent, the solvent will distort around the charge, creating a polarization cloud which stores energy in the solvent. For a fairly large drop, the amount of solvation is independent of drop size. As the drop radius becomes comparable to the size of the polarization cloud, one expects the amount of energy deposited into the solvent to decrease for two reasons. The first is a classical effect. The amount of dielectric is reduced, and thus there is less energy to store in the medium. The second is quantum mechanical in origin. As the drop is made smaller, the electron becomes more localized and has higher kinetic energy. This makes it harder for the lattice to couple effectively to the charge. In a liquid drop, the calculation of these solvation effects requires serious computational effort. 10 For a polar crystalline solid, however, the regularity of the structure makes calculations of ''polaron'' effects relatively simple. One can, in fact, use the electron effective mass, m e * , to compute the effective polaron radius R p e :
The LO frequency ͑͒ is the mode along which solvation of the excess charge takes place. In the case where there are two polarons of opposite charge, the situation is much more complicated, as there are now four relevant length scales: the radii of the polarons, the radius of the drop, and the exciton radius. The exciton radius depends on the magnitude of the screened Coulomb potential. The situation is further complicated because the magnitudes of the polarization clouds which screen the electron and hole from each other depend on the relative motion of the charges. Fortunately, it is often the case that these various length scales are sufficiently different that only two of them are important at any given time. For InP, the Coulomb interaction between the electron and the hole is quite weak, and the exciton radius is therefore large ͑ϳ140 Å͒. For sizes significantly smaller than this ͑the strong confinement regime͒, we can, to a first approximation, assume that the motion of the electron and the hole are uncorrellated. The polaron radii, on the other hand, are much smaller: 8 Å for the hole 17 (R p h ) and about 33 Å for the electron (R p e ), implying that polaronic effects continue well past the point where the Coulomb interaction dominates the relative motion of the charge carriers. This argument implies that as the lattice size is reduced well below the bulk exciton radius, the electrostatic coupling of the charge carriers to the lattice will decrease dramatically. For the LO mode, good models exist which describe the analytic limits of both very small (ӶR p h ) and very large ͑bulk͒ behavior. What we need, then, is a model which allows us to connect these two limits and therefore make predictions about nanocrystals. Pullman and Buttner have developed a theory which allows for ''state-dependent'' lattice contributions to dielectric screening. 13 This theory is readily extended to finite sized crystals, and allows us to effectively connect the large-and small-size limits, and calculate sizedependent Raman cross sections for the LO modes. This paper proceeds as follows. Over the next three sections ͑II-IV͒, a group theory formalism for discussing the vibrations of a particle in finite size is developed, and the FIG. 1. Group theory correlation table which connects the symmetry labels of optical phonons to the limiting shapes of nanocrystals. Column I illustrates the mode displacements for one section of a plane in a zinc-blende lattice. Column II indicates the symmetry of each type of planar vibration. When these C 3v planes are arranged in a tetrahedral manner, A and E modes each give rise to different vibrational modes of the tetrahedron ͑Column III͒. Column IV shows the symmetry labels for these vibrations in the spherical case. Column V illustrates these spherical modes. The arrows for the LO and mixed mode indicate the relative motion of one sublattice relative to another. The light and dark areas for the TO mode indicate relative motion in and out of the plane. necessary background material for carrying out the Raman intensity calculations is covered. Confined phonon wave functions are discussed in Sec. II and confined electronic states are discussed in Sec. III. In Sec. IV an outline of the relationship between the vibration induced coupling of two electronic states and the Raman intensity is presented. In Sec. V the results from Secs. II-IV are brought together to calculate the size dependence of the TO Raman cross section. In Sec. VI we extend Pollman-Buttner's model to calculate the size dependence of the LO mode cross section. Finally, we use all of our results from Secs. II-VI to calculate the relative Raman cross section versus size and briefly discuss some of the approximations in our model.
II. OPTICAL VIBRATIONS IN FINITE SIZE: SYMMETRY CONSIDERATIONS
In this section we will utilize the formalisms of group theory to connect the LO and TO modes of a bulk zincblende crystal to the vibrational modes in a finite sized crystal. This will allow us to predict not only which modes are Raman allowed, but also which modes will be polarized.
There exist several theoretical treatments of the confined optical modes of a sphere. 4, 14, 15 Roca and co-workers have extended the electromagnetic description of the lattice vibrations to include the mechanical boundary conditions which require the mechanical displacement to vanish at the surface of the crystallite. 16 Their solutions can be divided into three classes. One class contains the modes which have ''mixed'' character, i.e., they contain polarization components both perpendicular and parallel to the radial vector ͑r͒ from the sphere center. These modes have the following frequency in the limit of large spheres:
͑2͒
is the frequency of the mode in the sphere, TO is the bulk TO frequency at zone center, and ⑀ 0 , ⑀ ϱ are the static and optical dielectric constants for the crystallite and the dielectric medium which surrounds it, respectively. l is the angular momentum quantum number. The notation (D n g,u ) following the semicolon are labels of the representations from the rotation group O (3) to which the lowest two modes correspond, the subscript, n, corresponds to the angular momentum quantum number. If one includes the effect of the mechanical boundary conditions, these modes have a mathematically complicated shape. In the absence of these conditions, one finds that the lowest order mode, lϭ1, corresponds to a uniform translation of one sublattice ͑e.g., In͒ relative to another ͑e.g., P͒. ͑Fig. 1, Col. V, ''mixed''͒.
For lϭ0(D 0 g ), the frequency of the vibrational mode is governed by the following equation
␤ L is the dispersion of the LO mode in the bulk, and n is determined by the mechanical boundary conditions. This mode is relatively simple in structure and the amplitude is given by:
Y 0 0 (⍀) is zeroth order spherical harmonic and a function of , ͑here represented as ⍀͒ j 1 is the spherical Bessel function of order 1. C n , the normalization factor, is determined by the requirement that:
Here n is the number density of oscillators ͑4 per zinc-blende unit cell͒, a is the zinc-blende unit cell parameter, M is the reduced mass of the unit cell, M In,P are the individual nuclear masses, is the frequency, and R is the radius. Equation ͑5͒
results from the fact that the potential energy at maximum displacement is equal to the zero point energy and hence the amplitude at any given site is proportional to 1/R 3/2 . These modes are the radial breathing of one sublattice relative to another. ͑Fig. 1, ''LO''͒ Finally there are modes which have no radial component, and the nuclear displacements are entirely tangential to the surface of the sphere:
␤ T is the dispersion of the TO mode in the bulk, and R is the radius of the crystallite. These modes generate the following displacement field:
where L is the angular momentum operator, Y l m is a spherical harmonic, and C n , the normalization constant, is found in a manner identical to that of the LO modes. This mode corresponds to torsional motion of one sublattice relative to another ͑Fig. 1, Col. V, TO͒.
In the group O (3) , the Raman active modes transform as D 0 g and D 2 g and thus, one expects to observe only LO and mixed type modes and not modes which have frequencies similar to the bulk TO mode ͑Fig. 1, Col. IV͒. However, these selection rules need to be modified in the case of a tetrahedral material which lacks inversion symmetry. The tetrahedral bonding of the crystal effects not only the local vibration within each unit cell, but through Wolff construc-tion, should manifest itself in the overall shape of the crystallite. Thus in order to determine the appropriate selection rules for our crystallites, we construct a correlation table to go from the full rotation group to the tetrahedral group T d as shown in Fig. 1 .
We find that D 2 u modes decompose into a Raman active E component and a nonactive T 1 mode, suggesting that it is possible to observe TO-type modes. It also possible to go the other way, i.e., from tetrahedral symmetry to spherical. A tetrahedral crystallite consists of a series of ''shells,'' each of which has T d symmetry. Each ''shell'' of crystallite can be divided into four ''faces'' which have C 3v symmetry ͑Fig. 1, Col. I͒. We shall define optical modes as consisting of two types, motions perpendicular to the plane of the shell which transform as the A 1 representation of C 3v and motions parallel to the plane, which transform as the E representation ͑Cols. I and II͒. We can use these two different type of motions as basis functions, and operate on them using the symmetry operations of the point group T d . The perpendicular motions transform as A 1 ϩT 2 , while the parallel motions transform as T 1 ϩT 2 ϩE ͑Fig. 1, Col. III͒. By symmetry, the A 1 modes do not mix with the parallel motions and thus are purely ''radial,'' but T 2 modes derived from the perpendicular and parallel motions will mix. The T 1 and E modes remain purely parallel. These symmetry labels predict that the LO mode (A 1 ,D 0 g ) will be strongly polarized and the TO (E,T 2 ,D 2 ) modes will be depolarized. Near resonance, the T 2 mixed modes might exhibit large depolarization ratios, due to the asymmetric nature of the Raman scattering tensor ͑see Mortesen and Hassing͒. 17 However, inhomogeneously broadened size distributions, and the large peak widths that characterize the Raman spectra of finite sized particles, may make this effect difficult to observe experimentally. These mixed modes have been assigned the moniker of ''surface modes'' in finite sized GaP 18 and CdSe 5 crystals.
III. ELECTRONIC STATES IN FINITE SIZE
For any calculation of the resonance Raman cross sections of semiconductor nanocrystals, one needs a good description of the electronic states that describe the e Ϫ and h ϩ energy levels. Conceptually, the simplest approach is to utilize a linear combination of atomic orbitals ͑LCAO͒. If one starts from individual atoms, this approach is the tight binding method, and if one starts from a bulk, periodic lattice, this approach is the k*p method. The physical parameters which characterize both methods are thus closely related. In this section, we will present existing literature results which extend k*p to finite size, and give us the appropriate envelope wave functions for describing the electron and hole states. Overall, this method is less rigorous than the tight-binding approach ͑for a nanocrystal͒ developed by Hill and Whaley, 19 but it does lead to analytic solutions for the electronic states of a spherical nanocrystal. [20] [21] [22] This method has been utilized with some success to describe various photophysical phenomena in certain II-VI nanocrystal systems. 23 Linear k*p theories provide the starting point for this discussion. The one electron wave function of the solid is in the form k ϭu k (r)e ik-r . Here, u k is a linear combination of atomic orbitals which describe a single state within a unit cell. The amplitude of this state from unit cell to unit cell is described by the exponential ͑Bloch͒ term. To extend this description to finite size, it is useful to first transform these wave functions to a spherical coordinate system, and to then find the eigenvalues of the resulting ͑spherical͒ Hamiltonian in the presence of the confinement and/or Coulomb potential. A commonly used approximation is to ignore the cubic nature of the lattice, and assume a spherical unit cell. 24 This transformation yields a single conduction band, and a valence band that is split into two branches, the light and heavy holes. In an analogous manner to the vibrations, the heavy hole states correspond to p-orbitals which are transverse to the radial wave vector, and thus have -type bonding interactions along the radial direction ͑Fig. 2, Col. II, top left͒. The light hole branch corresponds to p-orbitals which are longitudinal with respect to the radial wave vector and thus have -type bonding interactions in the radial direction ͑Fig. 2, Col. II, top right͒. These orbitals can be written in terms of the usual x, y, z p-orbital basis sets. For example, the heavy hole states oriented along z and light hole states oriented along the x direction are given as follows:
͉p z,x ͘ are the individual atomic basis functions oriented along z or x. The angular dependence, introduced through the spherical harmonics Y m n simply reflect the fact that an orbital which is tangential to the sphere at the equator is radially directed at one of the poles. This is illustrated in the top of Fig. 2 , Col. II. The general equation for a hole state is thus:
The coefficients ͗L1,m1 z ,L2,m2 z ,͉F,F z ͘ in the hole wave function are the Clebsch-Gordan coefficients addition of angular momentum states L1 and L2 to form a state with total angular momentum F. The distinction between the light and heavy holes is reflected in F z :0 corresponding to -type bonding, Ϯ1 to -bonding. A is the normalization constant. Our discussion so far has neglected the effects of spin-orbit coupling. In general, the effects of spit-orbit coupling on the deformation potential are quite small. This is not surprising, given that the above argument depends upon the spatial parts of the orbitals being rotated into each other.
The spherical Hamiltonian, and the resulting heavy and light hole orbitals, are a starting point for the calculation of the electronic states in a finite nanocrystal. A final approximation is to neglect the Coulomb coupling between charge carriers, allowing only the confinement potential to act on the charge carriers. 20, 21 The confinement potential requires that the envelope function goes to zero at the boundary of the particle. This causes the heavy and light hole states to mix, leading to the following equation for the allowed states :
where ␤ϭm H /m L , which is the ratio of the bulk light and heavy hole masses. The light and heavy hole masses are thus only material dependent parameters needed to describe the hole states within this model. These masses may be calculated from the Luttinger parameters given in Table I . 24 In the
and m L ϭ(␥1Ϫ2(0.4␥2ϩ0.6␥3)) Ϫ1 . The hole energies are then:
and the wave functions ͑following the notation of Efros 20 ͒, indexed by are given by:
The mechanism of optical mode deformation potential coupling in infinite and finite systems. Column I illustrates the orbital rehybridization upon excitation of an optical mode in an infinite crystal. At the top are the orbitals corresponding to the undistorted tetrahedron. At the bottom are the new orbitals resulting from motion of the central atom. In Column II, the light hole and heavy hole orbitals ͑top͒ of a sphere are mixed by a transverse optical phonon. 
where the normalization factor is
⌸ 0 and ⌸ 2 are given by
The lowest confined conduction band states are then given by the standard expression
with energies given by
with m e as the electron mass. Since the conduction band is nonparabolic in InP, we vary the effective mass as a function of R to match the conduction band dispersion calculated using a tight-binding model. 25 The confinement energy is the sum of its electron and hole components. In Fig. 3 , the experimental and model band gaps are plotted ͑solid line͒. Clearly, while the general physical trend is reproduced in the theoretical curve, the theory greatly overestimates ͑by about 50%͒ the effects of confinement. Thus we also present a plot of the model band gap vs 1.25*R. This same normalization will be referred to later in Sec. VI when Raman cross-section ratios are presented. Both curves were calculated using the parameters in Table I .
These are the wave functions that we shall use to describe the electron, light hole, and heavy hole states in the subsequent resonance Raman cross-section calculation. These wave functions also permit the calculation of the transition dipole moment, , for any given transition through the use of
The wave functions are generic for any semiconductor that have near-parabolic conduction and valence band edges near kϭ0.
IV. RESONANCE RAMAN THEORY
In the previous sections we have discussed how the electronic and vibrational states are changed by the imposition of finite size, and we have demonstrated that all three types of optical modes are in principal Raman active. Now we will begin to address the question of how the Raman intensities are modulated by finite size. In the following paragraphs we introduce the standard equations for Raman scattering in molecular systems. These equations require three inputs: the Franck-Condon overlaps between the ground and excited states; the dipole moment derivatives; and the excited state lifetime. In subsequent sections, we will show how to calculate the first two of these inputs for the case of a finite, spherical nanocrystal. The calculation of the size dependent acoustic phonon contribution to the excited state lifetime is described in several references. 26, 27 In the case of InP, a recent study has shown that this mechanism is the dominant one in InP, due to the covalent nature of the lattice, which leads to a large acoustic mode deformation potential. 28 In finite size, the electronic states become discrete and relatively well separated. This means that one can take advantage of the formulations commonly used in molecular spectroscopy to describe optical processes. For Raman scattering, a convenient starting point is based on Albrecht's formalism for calculating the elements of the Raman amplitude tensor, ␣ , where the laser, 0 , is in resonance with a single excited state, e: is harmonic and has the same frequency in both the excited and ground state, these overlap terms are functions of a single parameter, ⌬. 31 ⌬ describes the shift in the position of the vibrational minimum between the ground and excited state surfaces. A shift in the minimum means that at the instant of optical excitation there is potential energy stored in the lattice. The amount of potential energy is given by
and the corresponding number of virtual phonons is Sϭ⌬ 2 / 2. The B term, which results from variation in the dipole moment as a function of nuclear coordinate, is responsible for off-resonance scattering and scattering by modes which are not A 1 . Upon optical excitation, the center of the nuclear wave function is initially shifted from the ground state equilibrium position by an amount proportional to Ј. The total Raman cross section is given by ͉␣͉ 2 ; A terms scale as the potential energy deposited into the lattice upon optical excitation and the B terms scale as (͉Ј͉) 2 /2. In understanding the distinction between the A and B terms, it is helpful to recast the Albrect formalism into the time-dependent formalism of Heller et al. 31, 32 This is illustrated in Fig. 4 . Column I describes the A term; the wave function describing the excited state nuclear positions is initially centered at the ground state equilibrium position and oscillates in time. The resulting overlap, ͗1͉0(t)͘ shown in the bottom of Fig. 4 , Col. I, is the time evolution of the Raman amplitude, and it is initially zero. Column II illustrates the B term. Along this coordinate, the ground and excited state potential energy surfaces are aligned, but the wave function describing the excited state nuclear positions is not centered at the equilibrium position, and thus oscillates in time. The resulting overlap, ͗1͉0(t)͘ ͑Fig. 4, Col. II, bottom͒, is initially at its maximum. The excited state dephasing rate, ⌽(t) ͑Fig. 4, Col. III, top͒, serves to window the Raman overlap ͗1͉0(t)͘. The function ⌽(t)ϭexp(Ϫ␥ e t) corresponds to the decay rate implied in Eq. ͑20͒. Within the context of the time-dependent picture, we are able to choose other forms for the excited state dephasing, such as those corresponding to a bath of low frequency oscillators. 33 The final excitation profile, as a function of laser frequency , is shown in the bottom of Fig. 4 , Col. III. It is obtained through Fourier transfomation of the product ͗1͉0(t)͘⌽(t), and thus the Raman amplitude and cross section depend on the rate of the excited state dephasing.
The fact that the nuclear wave packets are launched at different points on the excited state surface means that the two terms are effected by the excited state lifetime in different ways. For A term scattering the Raman intensity is strongly modulated by the excited state lifetime: the longer the lifetime, the greater the Raman intensity. The A term becomes very small in the limit of short lifetimes. B term scattering, in which the intensity is developed instantaneously, does not go to zero in the limit of short lifetimes. Thus short lifetimes enhance the B term scattering relative to A term. For sufficiently long lifetimes, both the B term and A term intensity are affected equally.
V. DEFORMATION POTENTIAL COUPLING OF ELECTRONIC STATES IN FINITE SIZE
In this section we calculate the expected Raman cross sections considering only local deformation potential cou-pling. Long-range coupling ͑important for the LO mode͒ is considered later. For short-range coupling, we need two inputs to calculate the nanocrystal size-dependent Raman cross sections. The first input is the quantity h es in the Albrecht B term of Eq. ͑18͒. Physically, this corresponds to the energy shift, ␦, in the bottom of Fig. 2 and it is directly related to the optical deformation potential. The second input is the energy level spectrum, which we obtain using the spherical k*p model. These inputs yield the polarizability density; i.e., the contribution that each unit cell makes to the Raman amplitude. We need to integrate this density over the entire crystallite. The integral is weighted by the convolution of the envelope function of the vibrational modes ͑Sec. II͒ with the envelope functions of the electronic states ͑Sec. III͒.
The procedure is illustrated in Fig. 2 . The undistorted unit cell has T d symmetry ͑Fig. 2, Col. I, top͒ and the x, y, and z molecular orbitals between a central p-orbital and the peripheral s-orbitals are degenerate. When the central atom moves along the x axis, the new unit cell symmetry becomes C 2v , the x, y, z degeneracy of the orbitals is lifted, and all orbitals now have different symmetry labels. This is indicated in the bottom of the Fig. ͑Fig. 2 , Col. II, bottom͒. The x-orbital, to first order, remains constant in energy, but the y and z orbitals are split and rotated. We now wish to connect the individual unit cell model ͑Fig. 2, Col. I͒ to the case of a spherical crystallite. ͑Fig. 2, Col. II͒. In this case the highest occupied orbitals are those which involve linear combinations of the p-orbitals parallel to the surface ͑''heavy holes''͒. Orbitals that point inward, the light holes, are more tightly bound than the tangential, heavy hole, orbitals. Upon excitation of a TO mode ͑motion tangential to the surface of the sphere͒ these two orbitals are rotated into each other ͑Col. II, bottom͒. Simple perturbation theory arguments suggest that the magnitude of this effect varies linearly in the magnitude of the displacement; i.e., 1/R 3/2 , ͓Eq. ͑5͔͒, and the energy difference between the two confined states (1/R 2 ). Thus the Raman amplitude should scale as R 1/2 and the intensity should scale linearly in R. Upon excitation of an LO mode, the two heavy hole orbitals are rotated into each other, but in opposite directions on opposite sides of the sphere resulting in no net effect. Thus deformation potential coupling is not operative for LO modes. This is totally consistent with the selection rules that have been observed in MBE deposited layers of GaAs. 34 In the bulk, at kϭ0, excitation of an optical phonon causes the otherwise degenerate light and heavy hole states to split by an amout d⑀. This energy splitting is given by 9, 30 d⑀ϭd 0 ␦ bond ,
͑22͒
where ␦ bond is the fractional change in the bond length. According to degenerate perturbation theory, the vibration in- duced splitting at any point in k-space is calculated using the following Hamiltonian, written in the basis of the unperturbed heavy and light hole states:
͑23͒
To extend this result to finite size, we use Eq. ͑12͒ to write each confined wave function in terms of its light and heavy hole components. The confined Hamiltonian between any two states, and 0 , is now given by
where a (r) is the envelope function of the vibration. The matrix element is given by the following integral:
where ⌸ 0 , ⌸ 2 , and A are defined in Sec. III; the factor in parenthesis following the integral is the phonon normalization factor for the lowest Raman active TO mode ͑see Sec. II͒ which scales the magnitude of the displacement. Terms such as ͗HH͉ ͘ are evaluated using Eqs. ͑9͒, ͑10͒, and
͑12͒.
The calculation proceeds in three basic steps. First, we find the unperturbed electron levels and relative contributions of the electron and hole using the spherical k*p theory to form h 0 (R) ͓Eq. ͑24b͔͒. We use the k*p wave functions, and the TO vibration envelope functions ͓Eq. ͑7͔͒ to form h ev in Eqs. ͑23c͒ and ͑24͒. We then find eigenvectors of the vibrationally perturbed Hamiltonian, ͉͘ϭa ͉ ͘ϩb ͉ 0 ͘.
We now compute the magnitude of the Albrecht B term using Eq. ͑20͒. The term h es /(⌬ es ), valid for nondegenerate perturbation theory, is replaced by the ratio a b ͑for a Ͼb ͒ to yield the amount of higher excited state that displacement along TO mode coordinate introduces into the initial hole state. Finally, we compute the transition dipole moment, , for each state ͓Eq. ͑17͔͒ and perform the summation ͑including the six lowest states͒. The final result for the fractional change in the transition dipole moment is:
͑26͒
The total cross section scales as (͉Ј͉) 2 /2. In order to compare this result to the LO mode scattering intensity, it is important to consider the details of the scattering geometry. The LO modes have A 1 symmetry and all light scattering is polarized. The TO modes are not A 1 and thus will have depolarized scattering. Equation ͑22͒ yields the Raman tensor element ␣ xy . Using this we can compute the total intensity scattered into the y direction under x polarized excitation. This is 3/4 of the scattering along the x direction. Thus the cross section derived from Eq. ͑26͒ should be multiplied by 8/3 to give the total scattering intensity both parallel and perpendicular to the excitation. The adjusted cross section is plotted as a function of R in Fig. 5 ͑top͒. As expected for small R, this function is linear. 
VI. COUPLING TO LO MODES (FRÖ LICH)
Having computed the short-range effects, we now turn to very different problem of coupling to the polar modes of the lattice. Recall that in Sec. I we discussed that when a charge carrier is placed into a dielectric, energy is stored in the dielectric in the form of nuclear displacement. For a single charge carrier we can compute the number of accompanying virtual phonons ͓which is equivalent to S(ϭ⌬ 2 /2) in the Raman formalism͔ by using the following second order perturbation series expansion ͑valid for low temperatures͒:
where h l0 is given by
V is the volume of the crystal, k refers to the electronic state wave vector, 0 q (1 q ) the population state of a phonon of wave vector q. Due to the form of h l0 , there are no first order energy terms. The first term on the right side of Eq. ͑27͒ represents the energy shift with no change of electronic state, and the second term is the energy shift induced by coupling to higher electronic states. In the presence of two oppositely charged carriers, this series expansion is much more difficult to carry out, as one must consider both bound exciton and unbound plane wave states. For a static, bound charge distribution, the first term in the perturbation series is readily evaluated and is given by
where P(r) is the excited state charge distribution. Using the spherical k*p wave functions and the forms for the confined vibrational wave functions presented in Sec. II, h l0 is now given by
͑ a n ϩa n ϩ ͒, ͑30͒
and the following analytical results is obtained for its contribution to S:
The most salient feature is that S 0 goes as 1/R and thus goes to 0 in the bulk. The results of Eq. ͑31͒ are plotted in dashed line of the middle plot of Fig. 5 . The dependence on R results from the fact that as the volume expands, the density of charge decreases. Inclusion of Coulomb coupling changes the results slightly. The most noticeable effect is a small increase of the coupling in extremely large ͑Ͼ150 Å͒ sizes away from the dominant 1/R trend. 15 In the bulk, however, many experiments have indicated that there is substantial polar coupling. 37 Furthermore, there are several resonance Raman experiments which have demonstrated that the overall trend is toward increased coupling as the radius is increased. 2, 38 Indeed, this is what one might expect from examination of the single charge carrier expression in Eq. ͑27͒. There the presence of an energy denominator in the second term suggests that the S will decrease in magnitude with decreased radius. Thus we expect that the number of virtual phonons (S) ͑and thus the LO scattering intensity͒ for a very small crystallite will exhibit a 1/R dependence, but that S will increase with size for intermediate sized crystallites. This is in qualitative agreement with the InP experimental results ͑Fig. 5, bottom͒. Thus it is necessary to develop some scheme for estimating the magnitude of this second term. While a direct calculation using perturbation theory is conceptually simple, it suffers from the fact that there are a large number of terms which need to be considered and convergence is slow for larger crystallites. This is what will motivate our appeal to the solutions of the coupled polaron problem in the bulk, which is a variational approach to solving the problems posed by h l0 . What the remainder of this section does is to present one such solution, valid for coupled charge carriers in a bulk lattice, and then examine the effects of confining the charge carriers to an ever decreasing volume.
The coupled polaron problem has a long history. Briefly, one wants to develop an effective potential for the interaction of two charge carries that are screened from each other by a polar lattice. In the bulk this leads to the following Hamiltonian: 13 
Hϭ P
with the following definitions:
͑k,r ͒ϭe
This Hamiltonian is similar in form to the single polaron case treated by Lee, Low, and Pines. 11 The major differences are the inclusion of a Coulomb attraction, and the fact that the interaction with the lattice now depends on two particles, not one. One approach to this problem was originally outlined by Haken 39 and refined by Pollman and Buttner. 13 They assume that the total wave function has the form U 1 U 2 ͉0͘(r,R), where ͉0͘ is the phonon ground state, (r,R) the electronic wave function. The coordinate transformations U 1 , U 2 are given by
Q is the total momentum of the system, the two charge carriers, and the momentum of the phonons. U 1 eliminates the center of mass coordinate from the coupling to the lattice, leaving us only with the problem of solving the relative motion of two charge carriers in a dielectric medium. U 2 represents a shift of the phonon coordinates in the presence of the electron and the hole to a new minimum. U 2 operating on the ground state wave function, ͉0͘, is exactly analogous to the shift in phonon coordinate implicit in the Albrecht A term type scattering. We can reinforce this point by noting the similarity between the role that the F(k,r) play and the description of an excited state Hamiltonian as a shifted oscillator:
͑35͒
The problem then becomes one of choosing a suitable form for F(k,r). Pollman and Buttner tried a number of different forms; the one that they found most useful is
where the f e,h (k) are the displacement amplitudes for the electron and the hole. This ansatz has proved useful in describing the behavior of excitons not only in weakly bound, mostly covalent systems such as GaAs, where the exciton is large, but also in highly polar, tightly bound systems such as CuCl. The f e,h (k)'s are chosen via a variational minimization procedure which results in the following form:
where R h,e are the polaron radii of the hole and the electron, and
G͑k ͒ϭ͗ e h ͉e ik-r ͉ e h ͘,
The second line is valid in the limit where the Coulomb energies are weak relative to the confinement energy, allowing the use of the product wave functions derived from the k*p treatments and explicit substitution r e Ϫr h for r. The f 's depend implicitly on the size of the wave function through G(k). In the limit of very extended wave functions, the independent polaron limit of 1/(1ϩR e,h 2 ) is recovered. For small wave functions, the values of f (k) are greatly suppressed from this value. Even when the charge carriers are well separated, there is still suppression. For example, wave functions which have an average separation of the two charge carriers of 2-3 times the combined polaron radii still have a 10%-20% reduction in the coupling to the lattice. 
The terms in Y 00 lead to LO mode scattering, whereas the terms in higher order lead to mixed or surface mode scattering. Direct substitution leads to the following equation for G(k): 
The sum
gives the total number of LO phonons generated by the second term in Eq. ͑27͒. To find the total of both terms we add the results of Eq. ͑43͒ to Eq. ͑30͒. In the absence of significant lifetime effects, this is proportional to the resonance Raman intensity. The evaluation of this equation as a function of R is shown in Fig. 5 ͑middle, dotted line͒. The addition of Eq. ͑31͒ and Eq. ͑43͒ is shown as the solid line of the middle plot of Fig. 5 . Thus we are able to calculate S LO , TO Ј .
The final input, the excited state dephasing rate, ⌽(t), is calculated assuming that the dominant contribution to the line width are low frequency acoustic vibrations. see Refs. 29 and 38. These vibrations act like a third coupled vibrational mode which has shift, ⌬ ac given by 40 ⌬ ac ϭ 0.97
where the frequency of the confined acoustic modes is given by
C 11 is the 11 elastic constant, (D e ϪD h ) is the acoustic mode deformation potential, v s is the sound velocity, and ac is the appropriate root which makes the acoustic mode wave function vanish at the crystallite boundary. 26 ͓For the lowest lon-gitudinal acoustic modes these are the roots of j 1 (x/R).͔ This leads to the following equation for the dephasing rate in the classical, high temperature limit:
͑46͒
Although for some of the frequencies and temperatures involved, the use of the classical limit might seem unwarranted, the experimental time-dependent photon echo data 28, 38 demonstrates none of the recurrences which are present in the nonclassical case. We simulate the effects of the crystallite size distribution by using a broad inhomogeneous distribution of excitation energies, and we calculate the resonance Raman intensities for both the LO and the TO mode. In the bottom panel of Fig. 5 , we plot the ratio of the LO and TO intensities at the peak of the inhomogeneously broadened line ͑solid line͒. 41 The dephasing rate is dependent on temperature, so we use 80 K to match the experimental conditions, ͑the experimental data are given by the open circles͒. 42 We also plot results for which the radius used in the polaron model calculation of S is scaled by a factor of 1.25; this same factor also brought our model calculation into better agreement with the experimental bandgap data plotted in Fig. 3 . This gives better agreement with the experimental LO/TO ratio at higher values of R.
VII. DISCUSSION
In our analysis we have treated only the electronic states as confined, and have treated the lattice as expandable into plane waves. The following, semi-classical argument shows that this probably suffices. What we are interested in is the total energy deposited into a finite sized dielectric. Now, if we had a sphere embedded in a larger dielectric which had identical mechanical properties but different electrical properties, we could compute the coupling of the lattice to the confined electronic states using bulk plane waves. We would then find that a number of plane wave modes are displaced according to F(k). Fourier transformation of F(k), leads to ⌬(r), which is the real space deformation of the lattice. PE(r), the potential energy density stored in the lattice, is then given by ⌬(r) 2 /2 and the total energy stored in the lattice is the integral of PE(r) over space. Our semi-classical approximation is to divide the dielectric, and hence the integral, into two regions:
and to only consider the contributions from the first integral. In practice, we have found that the contribution of the second term is negligible. What this approximation amounts to is a neglect of the detailed boundary conditions of the sphere.
The fact that the second term in the integral does not contribute implies that the displacement is not very large near the boundaries. A second issue concerns the ability of our model to calculate the electronic level structure. Comparison of the measured value of Sϭ0.08 for 29 Å radius crystallites indicated that the calculated LO mode couplings are still about a factor of ϳ3 too low. 28 This is improved somewhat if the radius for the polaron calculation is rescaled by a factor of 1.25. Inspection of Fig. 3 shows that the calculated energy levels give better agreement with the experimental results when the radius is rescaled by a factor of 1.25. This suggests that the calculated energy spacings might be too large, causing both Raman models to have a reduced intensity. In the polaron method, the information about the ordering of energy levels is contained within two parameters, m e , and m h . This is a considerable simplification, since we are ignoring both the effect of the light hole band ͑probably not important in this context, as its effective mass is small͒ and the highly nonparabolic nature of the conduction band. In reality the electron has a size-dependent effective mass which makes the S LO vs R curve increase more rapidly. Similarly, our ansatz form, Eq. ͑36͒, maximizes the phonon overlap ͑by assuming spherical polarons͒ whereas the polarization cloud that accompanies isolated charge carriers in the bulk is flattened along the axis of motion. 11, 43 This too would lead to a much faster increase with R. To account for both of these effects on the polaron, it would be necessary to completely implement the perturbation method described at the beginning of Sec. IV. In light of these effects, a shift of the radius scaling by a factor of 1.25 is quite reasonable.
There is also the issue of the lifetime. The phonon mode contributions to dephasing rate scale as 1/R 5/2 and thus ''turn on'' quite rapidly with decreasing R. They are responsible for much of the decrease in the LO/TO ratio as the size is decreased. In larger sizes, there are other contributions to the dephasing in nanocrystals which were not included, 38 and thus the dephasing rate is probably underestimated. This would tend to lead to a more gentle increase of the LO/TO ratio with increasing R, consistent with the experimental data.
A final issue is the effect of ionization of the crystallites on the resonance Raman spectrum. Several experiments have demonstrated that within a dispersion of semiconductor crystallites embedded within a matrix which are subjected to CW irradiation there exists a steady state population of ionized crystallites. 44, 45 These arise as a result of Auger processes that occur following the absorption of a photon by an optically excited crystallite. While such occurrences are rare, the liberated electron can have very long residence time in the matrix ͑s-s͒, and a significant population of ionized crystallites can be present. Within our model, the presence of an additional charge should not extensively modify the polaron effects with the crystallite, but should lead to a significant increase of the coupling due to the static term ͓Eq. ͑29͔͒. Nomura and Kobayshi have calculated the degree of coupling to the LO modes and the transition dipole moment for a model case of an additional point charge at the center of a spherical nanocrystal. 15 They found that while the lowest state was bleached, other states had both significant oscillator strength, and increased coupling to the LO modes ͑about an order of magnitude larger than a nonionized crystallite͒. Thus the presence of ionized crystallites leads to an increase in the LO intensity, and this would provide a convienent explanation of the remaining discrepancy between our model calculation and the experimental data. There is an additional experimental consequence: The Jahn-Teller theorem guarantees that overall symmetry of the crystallite following ionization cannot be spherical ͑or even tetrahedral͒. As a result whether the excess charge is solvated within the crystallite ͑leading to a large Jahn-Teller effect͒ or on the surface, the electronic Hamiltonian of the ionized crystallite can have, at most, C 3v symmetry. This has a dramatic effect on the polarization properties of the LO mode peak. For a nonionized tetrahedral crystallite the depolarization ratio should be 0 ͑Sec. II͒, but for an ionized crystallite the depolarization ratio for the LO modes can have values up to 1 3 . 46 Since the steady state population of ionized crystallites varies linearly in the intensity of the laser, 45 not only should the intensity of LO mode depend on the excitation power, but also its polarization behavior. The calculation of these effects would require the marriage of the methodology found in this paper along with real space techniques for calculation of the wave functions in the presence arbitrary charge dist-ributions. 47 
VIII. CONCLUSIONS
We have presented a set of calculations to describe the size dependence of the resonance Raman cross section in semiconductor nanocrystals. We find that the two different modes which are distinguishable in a Raman experiment have two different origins which are readily visualized. The TO mode intensity results from the distortion of the local bonding geometry which occurs when an optical phonon is excited. Based on previous theories and our own analysis, we predict that in the absence of lifetime effects, the scattering cross section of these modes varies linearly in R and the scattering is depolarized. The LO mode coupling results from the electric fields that are generated upon excitation of an optical phonon. The LO mode should exhibit polarized scattering and an increase in Raman intensity with increasing R. For the experimentally observed LO/TO ratio vs R the models reproduce the qualitative nature of the curve, and the ratio of the two scattering channels. However, the estimate of the coupling strengths is still too low. Nonetheless, the overall agreement is encouraging, and lends support to the description of the physical nature of the problem.
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