1. It is of interest to field ecologists to estimate the abundance of a given species in a commonwealth of plants. The method usually employed for this purpose is that of sampling by quadrat. A square lattice-the quadrat-is dropped at random points in the commonwealth, and the number of plants of the given species found in the quadrat is counted.
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It is thus possible, with repeated sampling, to~form a frequency distribution of the number of quadrats containing k plants (k = 0, 1, 2, ...), and the mean of this distribution gives an estimate of the density of the species, that is, the frequency with which, on the average, the species occurs in the commonwealth. In describing such observations mathematically, it has been customary to assume that the individual plant has no area, and further, that they are distributed randomly within the commonwealth studied. Provided the quadrat is large compared with the individual plant, this first assumption is justifiable, but the second, that of randomness, is recognized by the plant ecologist to be far removed from reality in the case of many species. Archibald (1948) has collected material and analysed it to show that for a number of species the hypothesis of randomness will not hold owing to the tendency of the plants to cluster together. We put forward here a series which will allow for this clustering, and which will also enable us to obtain an estimate of it.
2. It is a characteristic of the observational series collected from quadrat sampling that the variance is greater than the mean, a result which is attributable to the clustering of the observations. Were the plants distributed at random, it might be expected that Poisson's binomial limit would describe the distribution-as, in fact, it does for some species-so a generalization of Poisson suggests itself as appropriate for species in which the clustering affects the variance. Archibald (1948) fitted Neyman's (1939) contagious series to such observations, the parameters m1 and m2 of the distribution being taken as proportional respectively to the number of clusters in the data and the average number of plants per cluster.
Another generalization arises from the following set-up. We assume an area over which a number of points is distributed at random. With each of these points a random number of other points is associated. The area is now divided into squares, and we calculate the probabilities that a square contains 0, 1, 2, ... points. Thus if x is the random variable associated with the first distribution of points, we write P{x points in any one square} =-!m.
Let y be the random variable associated with the random number of points related to the first points, so that P{y + 1 points in any one group} = A * The notation P{ } is used in this paper to denote probability. Thus the expression P{x points in any one square} may be understood to mean 'the probability that the number of points in any one square is x'.
If now the first points are taken to represent cluster centres, and the second points the number of additional plants (after the first) in a cluster, then for any quadrat, (r + r)
Similarly, for the second moment about the origin,
Converting to the moment about the mean,
5. The numerical fitting of the series to observational material can be carried out in at least two ways. The first, and the more usual statistically, is to calculate the mean and variance of the observed series and, equating these numbers to the theoretical mean and variance, solve for m and A. The disadvantage of this procedure from the ecologist's point of view is that an exhaustive count of all the plants of the species considered in the quadrats is necessary in order to be able to estimate the average number of clusters per quadrat, m, and the mean number of plants per cluster, 1 + A. As an alternative therefore we may obtain maximum likelihood estimates of m and A, following the procedure given by Fisher (1922) and outlined by Tippett (1932) 
which may be quickly solved. It will be noted that these equations are precisely those obtained by equating the observed and theoretical frequencies in the first two groups. The values obtained may then be substituted in the expression m(I + A) to obtain the maximum likelihood estimate of the average density of plants of the particular species considered. It may be noted in passing that, if A = 0, when the double Poisson series reduces to the simple Poisson with parameter m, the equation e-m = nO/N is the same as that found by Tippett, in the paper referred to above. This is as expected. Data are supplied by Archibald (1948) for Armeria maritime and Plantago maritima, two species which were counted on Blakeney Marsh. The theoretical series obtained by each of the two methods are set out below in Tables  1 and 2 and are compared with the series given by a Poisson distribution. X2 is not significant * The first two frequencies estimated by method II should be exactly equal to the observed frequencies, but this would entail estimating m and A to a large number of decimal places. We have taken them to three significant figures. Calculation of frequencies using the estimated m and A thus produces a slight discrepancy.
t The suffix attached to x2 here indicates the number of degrees of freedom against which its value must be judged. Cells containing small expected frequencies were combined, so that no group had an expectation of less than 5 units. for the expectations obtained by either method, and we may conclude that the double Poisson series describes the material adequately. The simple Poisson distribution is clearly unsuitable. The parameters of the series as estimated by the two methods are given in Table 3 . Thus for A. maritima the mean number of clusters per quadrat is estimated to be 0 573 and the average number of plants per cluster 2*755, using the first method; but it is clear that if maximum likelihood estimates are obtained from the first two groups only, the difference is small. This difference is a little more marked forP. maritima-a point not to be wondered at when we consider the irregularity of the observed frequencies-but even so it is not of sufficient magnitude to invalidate any estimates of the number of plants in a given area made by using method II. 6. The technique used to obtain estimates of m and A in method II, may be carried a stage further to give the large sample standard errors of these estimates, which are of use in deciding when this comparatively simple method may be used without introducing too great an error. To obtain these standard errors we form the second derivatives of L, where L is the quantity defined above, and then solve the equations behave in a rather different way, decreasing to a minimum and then increasing again. It will be noted that values of 1 + A and c0A are given for a somewhat curtailed range of n1/N. The reason for this is that as n1/N increases for fixed n0/N, the equations (4) yield successively smaller and eventually negative values of A. As a limiting case we have the situation where the two ratios are exactly equal to the first two terms of a simple Poisson series, that is, a special case of the double Poisson with A = 0. Although it is possible that the double Poisson series, with A taking negative values, may provide a 'graduation' for observational data, the parameters in this case lose their physical significance, and the situation has therefore not been further considered here. If the true population A is zero or has a small positive value, we may expect that maximum likelihood estimates of A will sometimes be negative, owing to sampling fluctuations. It follows that estimates of A which are near to zero should be treated with caution, even though the standard errors of such estimates may not be large.
7. We have still to compare the relative accuracy of methods I and II in the estimation of the population mean, since this is the quantity with which the ecologist is primarily concerned. By method I the mean of the sample is taken as estimate of the population mean, with a standard error V(,t2IN), where /02 is given by equation (3).
Using the maximum likelihood method, the simplest way of estimating the population mean is to estimate m and 1 + Afrom equations (4) 
As before, this may be estimated by
where for m and A we substitute the estimates obtained from equations (4).
(a) Table 8 shows values of M and (b) Table 9 values of the standard error of the maximum likelihood estimate of M for N = 100* (from equation (9)), in terms of the population proportions in the first two groups. These tables may also be used to give estimates of M and CM based on the observed frequencies no and n1. Table 10 shows the ratio of (i) standard error of estimate M = m( 1 + A) based on the mean of the complete sample, to (ii) standard error of maximum likelihood estimate, that is, of 4#2 from equation (3) to 0M VN from equation (9). This ratio is independent of N, but it is, of course, a large sample limit. The figures in this table indicate what loss in accuracy must be faced for the sake of gain in speed resulting from a count of only the first two frequencies, no and n1. For instance, for the standard error of the more approximate method to be no more than about 43 times that of the more accurate, the distribution should be such that at least 60 % of the quadrats contain one or no plants. The table also shows the relative number of counts needed for a given accuracy; thus, for example, if the expected proportions are n0/N = 0X20, nl/N-030, then (1/0.60)2 = 2X8 times as many quadrats must be counted using method II as using method I for roughly the same accuracy in the estimate of m( 1+ A).
It is for the ecologist to decide on the balance to strike between accuracy and field labour. . We may conclude that the double Poisson series may prove useful for the description of plant distributions. We have attempted so to design the mathematical set-up that the parameters of the derived distribution may be capable of physical interpretation. Sufficient data are not available to test whether the parameters m and 1 + A do, in fact, measure the average number of clusters per quadrat and the average number of plants per cluster, respectively, but the good fit obtained for the two series discussed above suggests that for these series, at least, the mathematical model provides an excellent graduation. Further, if this series can be used in other cases where the maximum likelihood method of estimation is satisfactory, the labour of the field ecologist will be considerably lightened in that a complete enumeration of plant numbers need not be carried out. A knowledge of the zero and unit classes is all that is required. The tables provided should be helpful, both in estimating the parameters and in deciding which method of estimation should be used. I wish to thank Prof. E. S. Pearson and Dr F. N. David for suggestions and help in the preparation of this paper, and Miss E. E. A. Archibald for supplying me with data for the numerical illustrations.
