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Abstract 
Nonlinear model predictive control is proposed in multiple academic studies as an ad-
vanced control system technology for vehicle operation at the limits of handling, allow-
ing high tracking performance and formal consideration of system constraints. How-
ever, the implementation of implicit nonlinear model predictive control (NMPC), in 
which the control problem is solved on-line, poses significant challenges in terms of 
computational load. This issue can be overcome through explicit NMPC, in which the 
optimization problem is solved off-line, and the resulting explicit solution, with guar-
anteed level of sub-optimality, is evaluated on-line. Due to the simplicity of the explicit 
solution, the real-time execution of the controller is possible even on automotive control 
hardware platforms with low specifications. The explicit nature of the control law fa-
cilitates feasibility checks and functional safety validation. This study presents a yaw 
and lateral stability controller based on explicit NMPC, actuated through the electro-
hydraulically controlled friction brakes of the vehicle. The controller performance is 
demonstrated during sine-with-dwell tests simulated with a high-fidelity model. The 
analysis includes a comparison of implicit and explicit implementations of the control 
system. 
1 Introduction 
The limit behavior of a vehicle is determined by tire nonlinearities. Therefore, model 
predictive control (MPC) implementations for vehicle stability control benefit from the 
inclusion of nonlinear system dynamics in the prediction model [1]. However, the re-
sulting nonlinear optimization problem poses a major challenge for the real-time oper-
ation of the controllers, as demonstrated in [1] for an active steering system. Various 
alternatives to NMPC have been proposed in the literature, e.g., linear-time varying 
MPC [2], hybrid and switched MPC [3], or approximate NMPC [4]. [2] and [3] are 
based on the on-line solution of the MPC optimization problem. 
In this study an explicit NMPC approach is used to solve the optimization problem off-
line, given the relatively limited number of parameters of the specific formulation. The 
obtained explicit solution is a sub-optimal multi-variable feedback law, which can be 
easily evaluated in real-time. 
With respect to the published explicit NMPC work, such as [5], the contribution of this 
study is in the nonlinear vehicle model for control system design, which considers: i) 
the interaction of the longitudinal and lateral tire forces; and ii) the effect of the load 
transfers in cornering. i) and ii) are crucial to the exploitation of the benefits of NMPC 
for vehicle control at the limits of handling. 
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Moreover, the flexibility of the NMPC cost function formulation adopted in this study 
will allow ease of implementation of the controller on real vehicles, with different and 
usually rather complex performance requirements for the stability control function. 
2 Prediction model 
2.1 Lateral force and yaw moment balance equations 
A double track vehicle model (Figure 1), with the yaw rate, ?̇?, and vehicle sideslip 
angle, 𝛽, as state variables, is used as prediction model for the formulation of the opti-
mal control problem. The longitudinal dynamics are neglected, as a constant speed, 𝑣, 
is assumed over the prediction horizon. 
 
Figure 1 Notations and sign conventions of the proposed vehicle model formulation. 
The Newton-Euler lateral force and yaw moment balance equations of the vehicle rigid 
body are: 
?̇? =
1
𝑚𝑣
[(𝐹𝑙𝐹𝐿 + 𝐹𝑙𝐹𝑅) sin(𝛿 − 𝛽) + (𝐹𝑠𝐹𝐿 + 𝐹𝑠𝐹𝑅) cos(𝛿 − 𝛽)
− (𝐹𝑙𝑅𝐿 + 𝐹𝑙𝑅𝑅) sin 𝛽 + (𝐹𝑠𝑅𝐿 + 𝐹𝑠𝑅𝑅) cos 𝛽] − ?̇? 
(1) 
?̈? =
1
𝐼𝑧
{[(𝐹𝑙𝐹𝐿 + 𝐹𝑙𝐹𝑅) sin 𝛿 + (𝐹𝑠𝐹𝐿 + 𝐹𝑠𝐹𝑅) cos 𝛿]𝑙𝐹 − (𝐹𝑠𝑅𝐿 + 𝐹𝑠𝑅𝑅)𝑙𝑅
+ (𝐹𝑙𝐹𝑅 cos 𝛿 − 𝐹𝑠𝐹𝑅 sin 𝛿 + 𝐹𝑙𝑅𝑅)
𝑑
2
− (𝐹𝑙𝐹𝐿 cos 𝛿 − 𝐹𝑠𝐹𝐿 sin 𝛿 + 𝐹𝑙𝑅𝐿)
𝑑
2
} 
(2) 
where 𝑚 is the vehicle mass; 𝐼𝑧 is the yaw mass moment of inertia; 𝑙𝐹 and 𝑙𝑅 are the 
front and rear semi-wheelbases; 𝑑 is the track width; 𝛿 is the steering angle, which is 
assumed to be equal on the left and right front wheels; 𝐹𝑙𝑖𝑗 and 𝐹𝑠𝑖𝑗 are the longitudinal 
and lateral tire forces, respectively, with the subscripts 𝑖 = 𝐹, 𝑅 referring to the front 
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and rear axles, and 𝑗 = 𝐿, 𝑅 to the left and right sides. 
As the vehicle stability controller ensures small sideslip angle values in any condition, 
and the relevant maneuvers imply rather limited values of steering angle, (1) and (2) 
are linearized with respect to the arguments 𝛽 and 𝛿 − 𝛽. 
2.2 Vertical tire forces 
The estimation of the vertical tire forces, 𝐹𝑧𝑖𝑗, considers the load transfer associated with 
the lateral acceleration. The calculations are based on the constants defined in equations 
(3) and (4). 
𝑐𝑌𝐹 = (
𝑙𝑅
𝑙𝐹 + 𝑙𝑅
ℎ𝐹
𝑑
+
𝐾𝐹
𝐾𝐹 + 𝐾𝑅
ℎ′
𝑑
) 𝑚 (3) 
𝑐𝑌𝑅 = (
𝑙𝐹
𝑙𝐹 + 𝑙𝑅
ℎ𝑅
𝑑
+
𝐾𝑅
𝐾𝐹 + 𝐾𝑅
ℎ′
𝑑
) 𝑚 (4) 
where ℎ𝐹 and ℎ𝑅 are the roll center heights of the front and rear suspensions; ℎ′ is the 
distance between the roll axis and the vehicle center of gravity; and 𝐾𝐹 and 𝐾𝑅 are the 
roll stiffness values of the front and rear suspensions. 
From (3) and (4) the varying vertical tire loads are estimated as: 
𝐹𝑧𝐹𝐿 = 𝐹𝑧𝐹𝐿,𝑠𝑡𝑎𝑡 − 𝑐𝑌𝐹𝑣?̇? (5) 
𝐹𝑧𝐹𝑅 = 𝐹𝑧𝐹𝑅,𝑠𝑡𝑎𝑡 + 𝑐𝑌𝐹𝑣?̇? (6) 
𝐹𝑧𝑅𝐿 = 𝐹𝑧𝑅𝐿,𝑠𝑡𝑎𝑡 − 𝑐𝑌𝑅𝑣?̇? (7) 
𝐹𝑧𝑅𝑅 = 𝐹𝑧𝑅𝑅,𝑠𝑡𝑎𝑡 + 𝑐𝑌𝑅𝑣?̇? (8) 
where 𝐹𝑧𝑖𝑗,𝑠𝑡𝑎𝑡 is the static vertical load on the individual tire. (5) – (8) neglect the effect 
of the sideslip angle rate contribution, ?̇?. Future developments of this research will in-
clude consideration of the load transfers induced by the vehicle longitudinal dynamics. 
2.3 Tire force model 
The nonlinear behavior of the lateral tire forces is modeled with a simplified Pacejka 
Magic Formula [6]. The lateral forces in pure lateral slip conditions, 𝐹𝑠0𝑖𝑗, are defined 
with nonlinear functions of the tire slip angles, 𝛼𝑖𝑗. 
𝐹𝑠0𝑖𝑗 = 𝐷𝑠𝑖𝑗 sin (𝐶𝑠𝑖𝑗 tan
−1 (𝐵𝑠𝑖𝑗𝛼𝑖𝑗)) (9) 
Explicit nonlinear model predictive control for vehicle stability control 
5 
The coefficients in (9) are the lateral peak factor, 𝐷𝑠𝑖𝑗 ; the lateral shape factor, 𝐶𝑠𝑖𝑗 ; and 
the lateral stiffness factor, 𝐵𝑠𝑖𝑗 . 𝐷𝑠𝑖𝑗 depends on 𝐹𝑧𝑖𝑗, while 𝐶𝑠𝑖𝑗  and 𝐵𝑠𝑖𝑗 are constant. 
The interaction between longitudinal and lateral tire forces in combined slip conditions 
is considered with a linear approximation of the tire friction envelope: 
𝐹𝑠𝑖𝑗 = 𝐹𝑠0𝑖𝑗 (1 + 𝐶𝑙𝑠𝑖𝑗
𝐹𝑙𝑖𝑗
𝐷𝑙𝑖𝑗
) (10) 
This means that each lateral tire force in combined slip, 𝐹𝑠𝑖𝑗 , is reduced by a factor, 
which depends on the current estimated longitudinal tire force, 𝐹𝑙𝑖𝑗 (≤ 0 in braking), 
divided by its maximum value, 𝐷𝑙𝑖𝑗, in pure longitudinal slip conditions. 𝐷𝑙𝑖𝑗 is based 
on the estimated longitudinal tire-road friction coefficient, 𝜇𝑙𝑝𝑖𝑗 , and the estimated ver-
tical tire load: 
𝐷𝑙𝑖𝑗 = 𝜇𝑙𝑝𝑖𝑗 𝐹𝑧𝑖𝑗 (11) 
The constant 𝐶𝑙𝑠𝑖𝑗 in (10) is used as a tuning parameter. 
The computation of the slip angle values, 𝛼𝑖𝑗, neglects the track width of the vehicle 
and assumes small vehicle sideslip angles: 
𝛼𝐹𝐿 = 𝛼𝐹𝑅 = 𝛿 − 𝛽 −
?̇?𝑙𝐹
𝑣
 (12) 
𝛼𝑅𝐿 = 𝛼𝑅𝑅 = −𝛽 +
?̇?𝑙𝑅
𝑣
 (13) 
2.4 Model parameters 
Table 1 includes a selection of the prediction model parameters, representative of a 
Sport Utility Vehicle (SUV). 
Table 1 Main parameters of the prediction model. 
 Symbol Description Quantity  
 𝑚 Vehicle mass 1962 kg  
 𝐼𝑧 Vehicle yaw mass moment of inertia 3382 kgm
2  
 𝑙𝐹 Front semi-wheelbase 1.10 m  
 𝑙𝑅 Rear semi-wheelbase 1.57 m  
 𝑑 Front and rear track width 1.62 m  
 𝐾𝐹 Front suspension roll stiffness 60000 Nm/rad  
 𝐾𝑅 Rear suspension roll stiffness 50000 Nm/rad  
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3 Vehicle stability controller 
The formulation of the NMPC vehicle stability controller is based on an optimal control 
problem defined by a cost function and constraints, in addition to the vehicle model 
equations in Section 2. 
3.1 Optimal control problem 
3.1.1 Cost function 
The cost function, 𝑉, of the optimal control problem is defined as the integral of opti-
mality criteria over the prediction horizon. More specifically, the longitudinal tire force 
distribution imposed by the stability controller minimizes the weighted deviation from 
reference targets for: i) the overall vehicle traction or braking force, which tracks 𝐹𝑥,𝑟𝑒𝑓; 
ii) the overall vehicle direct yaw moment, which tracks 𝑀𝑧,𝑟𝑒𝑓, i.e., the reference yaw 
moment to be generated by the longitudinal tire force difference between the left and 
right sides of the vehicle; iii) the braking ratio, which tracks 𝑏𝑟𝑒𝑓, i.e., the desired ratio 
between the front and total longitudinal tire forces within the considered vehicle side; 
and iv) the yaw rate error, 𝑒?̇?, and rear axle slip angle, 𝛼𝑅, bounded through the respec-
tive slack variables, 𝑁𝑒?̇? and 𝑁𝛼𝑅, discussed in detail in Section 3.1.3. 
The prediction horizon is the interval between the current time, 𝑡𝑘, and the time at the 
end of the horizon, 𝑡𝑓 = 𝑡𝑘 + 𝑡𝑠𝑁𝑝, defined by the number of prediction steps, 𝑁𝑝, and 
the discrete sampling time, 𝑡𝑠. The longitudinal tire forces are the control inputs to the 
prediction model. They can vary 𝑁𝑐 times over the prediction horizon, where 𝑁𝑐 is the 
number of control steps, and then they are kept constant from 𝑡𝑘 + 𝑡𝑠(𝑁𝑐 − 1) until 𝑡𝑓. 
𝑉(𝑡𝑘) = ∫ [
𝑟𝑢,𝐹𝑥
𝑈𝑠𝑐,𝐹𝑥
2 (𝐹𝑥,𝑟𝑒𝑓 − (𝐹𝑙𝐹𝐿 + 𝐹𝑙𝐹𝑅 + 𝐹𝑙𝑅𝐿 + 𝐹𝑙𝑅𝑅))
2𝑡𝑓
𝑡𝑘
+
𝑟𝑢,𝑀𝑧
𝑈𝑠𝑐,𝑀𝑧
2 (𝑀𝑧,𝑟𝑒𝑓 −
𝑑
2
(𝐹𝑙𝐹𝑅 + 𝐹𝑙𝑅𝑅 − 𝐹𝑙𝐹𝐿 − 𝐹𝑙𝑅𝐿))
2
+
𝑟𝑢,𝑏
𝑈𝑠𝑐,𝑏
2 ((1 − 𝑏𝑟𝑒𝑓)𝐹𝑙𝐹𝐿 − 𝑏𝑟𝑒𝑓𝐹𝑙𝑅𝐿)
2
+
𝑟𝑢,𝑏
𝑈𝑠𝑐,𝑏
2 ((1 − 𝑏𝑟𝑒𝑓)𝐹𝑙𝐹𝑅 − 𝑏𝑟𝑒𝑓𝐹𝑙𝑅𝑅)
2
 
+
𝑞𝜈,𝑒?̇?
𝑁𝑠𝑐,𝑒?̇?
2 𝑁𝑒?̇?
2 +
𝑞𝜈,𝛼𝑅
𝑁𝑠𝑐,𝛼𝑅
2 𝑁𝛼𝑅
2] 𝑑𝑡 
(14) 
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The contribution of the different terms of 𝑉(𝑡𝑘) are weighted with the coefficients 𝑟𝑢,𝐹𝑥, 
𝑟𝑢,𝑀𝑧, 𝑟𝑢,𝑏 , 𝑞𝜈,𝑒?̇?, and 𝑞𝜈,𝛼𝑅 . Appropriate scaling factors, i.e., 𝑈𝑠𝑐,𝐹𝑥 , 𝑈𝑠𝑐,𝑀𝑧, 𝑈𝑠𝑐,𝑏, 𝑁𝑠𝑐,𝑒?̇?, 
and 𝑁𝑠𝑐,𝛼𝑅, allow equivalent influences of the weights. The cost function formulation 
in (14) permits very different operating principles of the stability controller determined 
by the tuning choices, e.g., focused on both yaw rate and slip angle constraints, or the 
yaw rate tracking only, or the control allocation of the individual braking forces. The 
flexibility of this novel cost function formulation meets the diversified performance 
requirements of real vehicle implementations. 
3.1.2 Reference generation 
𝐹𝑥,𝑟𝑒𝑓 is obtained from the demanded deceleration of the vehicle, 𝑎𝑥,𝑟𝑒𝑓. This is calcu-
lated from the driver input on the accelerator and brake pedals, and the condition of 
motion of the vehicle, e.g., in terms of yaw rate error and rear axle slip angle. 
𝐹𝑥,𝑟𝑒𝑓 = 𝑚𝑎𝑥,𝑟𝑒𝑓 (15) 
For simplicity, in the preliminary implementation of this paper, focused on the sine-
with-dwell test, 𝑎𝑥,𝑟𝑒𝑓 is set to 0, and will be considered as an additional parameter in 
the future. 
The reference yaw moment, 𝑀𝑧,𝑟𝑒𝑓 , is calculated based on the violation of the bounds 
on the yaw rate error and rear slip angle at 𝑡𝑘, with gains 𝐾𝑒?̇?  and 𝐾𝛼𝑅, i.e., through 
proportional contributions. For appropriate signs, the terms relating the yaw rate error 
and rear slip angle to their bounds, 𝑒?̇?,𝑚𝑎𝑥 and 𝛼𝑅,𝑚𝑎𝑥, are included. 
𝑀𝑧,𝑟𝑒𝑓 = 𝐾𝑒?̇?𝑈𝑠𝑐,𝑀𝑧
𝑁𝑒?̇?(𝑡𝑘)
𝑁𝑠𝑐,𝑒?̇?
?̇?𝑟𝑒𝑓(𝑡𝑘) − ?̇?(𝑡𝑘)
𝑒?̇?,𝑚𝑎𝑥
− 𝐾𝛼𝑅𝑈𝑠𝑐,𝑀𝑧
𝑁𝛼𝑅(𝑡𝑘)
𝑁𝑠𝑐,𝛼𝑅
𝛼𝑅(𝑡𝑘)
𝛼𝑅,𝑚𝑎𝑥
 (16) 
The ratio 𝑏𝑟𝑒𝑓 is considered constant in the current preliminary implementation of the 
controller. 
For the desired handling of the controlled vehicle, a linear understeer characteristic with 
gradient 𝐾𝑢𝑠 related to gravity 𝑔 is considered, leading to the expression for the linear 
yaw rate reference, ?̇?𝑙𝑖𝑛, in (17). Both vehicle speed and steering angle are assumed 
constant over the prediction horizon. 
?̇?𝑙𝑖𝑛 =
𝑣(𝑡𝑘)
𝑙𝐹 + 𝑙𝑅 +
𝐾𝑢𝑠
𝑔 𝑣
(𝑡𝑘)2
𝛿(𝑡𝑘) (17) 
Taking into account the physical limitations of the vehicle, the maximum achievable 
yaw rate, ?̇?𝑚𝑎𝑥, can be approximated in steady-state, based on the maximum lateral 
acceleration, 𝑎𝑦,𝑚𝑎𝑥, in nominal friction conditions. 
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?̇?𝑚𝑎𝑥 =
𝑎𝑦,𝑚𝑎𝑥
𝑣(𝑡𝑘)
 (18) 
For smooth transition between the linear and maximum yaw rate, the use of a sigmoid 
function, with tuning parameters 𝐶𝑚 and 𝐶𝑘, leads to a reference yaw rate, ?̇?𝑟𝑒𝑓, similar 
to the yaw rate associated with the understeer characteristic of the passive vehicle in 
nominal conditions. 
?̇?𝑟𝑒𝑓 = 𝐶𝑚?̇?𝑚𝑎𝑥
2
𝜋
tan−1 (𝐶𝑘
?̇?𝑙𝑖𝑛
?̇?𝑚𝑎𝑥
𝜋
2
) (19) 
3.1.3 Constraint formulation 
Soft constraints are used on the yaw rate error, 𝑒?̇? = ?̇?𝑟𝑒𝑓 − ?̇?, with maximum and 
minimum bounds, ±𝑒𝜓,̇ 𝑚𝑎𝑥: 
−𝑒𝜓,̇ 𝑚𝑎𝑥 − 𝑁𝑒?̇?(𝑡) ≤ ?̇?𝑟𝑒𝑓 − ?̇? ≤ 𝑒𝜓,̇ 𝑚𝑎𝑥 + 𝑁𝑒?̇?(𝑡) (20) 
As a consequence, the controller generates a direct yaw moment only when the yaw 
rate error exceeds the threshold indicated by positive values of the slack variable, 𝑁𝑒?̇?. 
Additional constraints are beneficial to vehicle stability for a wide range of driving con-
ditions. For example, soft constraints are adopted on the rear slip angle, with maximum 
and minimum bounds, ±𝛼𝑅,𝑚𝑎𝑥: 
−𝛼𝑅,𝑚𝑎𝑥 − 𝑁𝛼𝑅(𝑡) ≤ 𝛼𝑅 ≤ 𝛼𝑅,𝑚𝑎𝑥 + 𝑁𝛼𝑅(𝑡) (21) 
The slack variables 𝑁𝑠, with 𝑠 =  𝑒?̇?, 𝛼𝑅, represent the violation of the respective 
bounds, and are constrained to be positive: 
𝑁𝑒?̇?(𝑡) ≥ 0 (22) 
𝑁𝛼𝑅(𝑡) ≥ 0 (23) 
Additionally, the longitudinal tire forces are constrained to be negative, since only brak-
ing torques can be applied by the friction brakes. 
3.1.4 State transformation 
The optimization problem, consisting of the cost function and the equality and inequal-
ity constraints, has the longitudinal tire forces, 𝐹𝑙𝑖𝑗(𝑡), and slack variables, 𝑁𝑒?̇?(𝑡) and 
𝑁𝛼𝑅(𝑡), as optimization variables in its continuous formulation. The sideslip angle, 𝛽, 
and yaw rate, ?̇?, at the current time 𝑡𝑘, are required as initial conditions for the dynamic 
equality constraints. The vehicle speed, 𝑣(𝑡𝑘), and steering angle, 𝛿(𝑡𝑘), are considered 
as slowly varying parameters. 
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In the optimal control problem, the yaw rate error, 𝑒?̇? = ?̇?𝑟𝑒𝑓 − ?̇?, and rear slip angle, 
𝛼𝑅, are constrained. Therefore, a formulation of the optimization problem with the yaw 
rate error, 𝑒?̇?(𝑡), and rear slip angle, 𝛼𝑅(𝑡), instead of the sideslip angle, 𝛽(𝑡), and yaw 
rate, ?̇?(𝑡), turned out to be beneficial. This is due to the fact that the state space explo-
ration and splitting strategy of the explicit NMPC algorithm is based on orthogonal 
partitions. With the description using the new variables, the constrained variables are 
aligned with the coordinate axes of the orthogonal exploration space. 
3.1.5 Settings 
Table 2 reports the main settings for the optimal control problem of this study. 
Table 2 Main settings of the optimal control problem. 
 Symbol Description Quantity  
 𝑡𝑠 Sampling time 20 ms  
 𝑁𝑝 Prediction steps 3  
 𝑁𝑐 Control steps 1  
 𝑒?̇?,𝑚𝑎𝑥 Bound on yaw rate error 6 deg/s  
 𝛼𝑅,𝑚𝑎𝑥 Bound on rear slip angle 4.5 deg  
3.2 Multi-parametric nonlinear problem 
The general optimal control formulation of Section 3.1 is reformulated into a form suit-
able for the numerical solution using the so-called direct methods. 
According to the simultaneous approach, the ordinary differential equation constraints 
(1) – (2) are parameterized and discretized in time. The resulting algebraic equations 
are treated as additional nonlinear equality constraints. The forward Euler method, i.e., 
an explicit first order Runge-Kutta method with one stage, is applied as numerical inte-
gration scheme. The trajectories of control inputs and slack variables are parameterized 
by the vectors 𝑈 =  [𝐹𝑙𝑖𝑗(𝑡𝑘), … , 𝐹𝑙𝑖𝑗(𝑡𝑘+𝑁𝑐−1) ] and 𝑁 = [𝑁𝑠(𝑡𝑘), … , 𝑁𝑠 (𝑡𝑘+𝑁𝑝)], re-
spectively, which are considered as unknown variables. In addition, the parameters of 
the state trajectory, described by 𝑥(𝑡) = [𝛽(𝑡), ?̇?(𝑡)], are summarized in the vector 𝑋 =
 [𝑥(𝑡𝑘+1), … , 𝑥 (𝑡𝑘+𝑁𝑝)], representing the intermediate states, and treated as additional 
unknown variables. The integral in the cost function (14) is approximated by a finite 
sum by applying a numerical integration method. The continuous inequality constraints 
are parameterized and relaxed to hold only at some discrete time instants, 
{𝑡𝑘 , … , 𝑡𝑘+𝑁𝑝} ⊂ [𝑡𝑘 , 𝑡𝑓], leading to a finite number of discrete and parameterized con-
straint functions. 
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By implementing the finite parameterization and discretization on the continuous cost 
function and constraint functions, and by applying the integration scheme to the ordi-
nary differential equations (ODEs), the following optimization problem, defined by the 
parameterized and discretized cost function 𝑉 and constraint functions 𝐺, is obtained: 
𝑉∗ (𝑥𝑝(𝑡𝑘)) = min
𝑧
𝑉 (𝑧, 𝑥𝑝(𝑡𝑘)) (24) 
subject to: 
𝐺 (𝑧, 𝑥𝑝(𝑡𝑘)) ≤ 0 (25) 
The vector of parameters, 𝑥𝑝(𝑡𝑘), combines the initial states of the prediction model, 
𝑥(𝑡𝑘), and slowly varying parameters, 𝑝(𝑡𝑘). The transformation, discussed in Section 
3.1.4, leads to 𝑥𝑝(𝑡𝑘) = [𝑒?̇?(𝑡𝑘), 𝛼𝑅(𝑡𝑘), 𝑣(𝑡𝑘), 𝛿(𝑡𝑘)] as vector of parameters. Simi-
larly, the vector of optimization variables, 𝑧, combines the vector of input trajectory 
parameters, 𝑈, the slack variable trajectory parameters, 𝑁, and the state trajectory pa-
rameters, 𝑋, leading to 𝑧 = [𝑈, 𝑁, 𝑋]. 
Assuming that it exists, the optimal solution of the receding horizon MPC strategy at 
𝑡𝑘, denoted as 𝑧
∗, represents the optimal open-loop trajectory over the prediction hori-
zon. The longitudinal tire forces, 𝐹𝑙𝑖𝑗(𝑡𝑘), are converted into reference hydraulic pres-
sures for the electro-hydraulic braking system. At the next time instant, the optimization 
problem is solved with the updated parameter vector, making the MPC strategy a 
closed-loop approach. 
The general formulation (24) – (25) is considered as a multi-parametric nonlinear prob-
lem with 𝑥𝑝(𝑡𝑘) as parameter, i.e., for which the optimal solution 𝑧
∗ has to be found 
over a range of values of 𝑥𝑝. 
4 Explicit NMPC 
Since the online solution of (24) – (25) poses significant challenges for the real-time 
implementation due to the involved nonlinearities, this study investigates an explicit 
solution of the multi-parametric problem. However, for multi-parametric nonlinear pro-
gramming (mp-NLP) problems it is in general not possible to derive an explicit solution 
in an exact form. Therefore, an explicit NMPC algorithm, using multi-parametric quad-
ratic programming (mp-QP) approximations of the mp-NLP, is developed to derive a 
sub-optimal solution with guaranteed levels of sub-optimality. 
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4.1 Algorithm using mp-QP approximations 
The algorithm is a combination of the approximate mp-NLP algorithm incorporating 
global optimization tools, as proposed in [7] and [8], and the multi-parametric quadratic 
approximation (mp-QA) algorithm, as proposed in [9] and [8], and revisited in [10]. 
The multi-parametric nonlinear program is locally approximated with a multi-paramet-
ric quadratic program, leading to an approximate solution of the mp-NLP, consisting of 
the solution of local mp-QP sub-problems on orthogonal partitions. The accuracy of the 
approximation is controlled via iterative and recursive partitioning of the parameter 
space. The partitions are refined based on heuristic splitting rules in parts of the param-
eter space, to improve accuracy of the local mp-QP approximation, and meet the toler-
ances and accuracy specifications in terms of sub-optimality bounds on the cost, solu-
tion, and maximum constraint violation. 
The local approximation of the mp-NLP with an mp-QP problem is derived from sec-
ond order Taylor series expansion of the cost function, 𝑉, in (24), and first-order Taylor 
series expansion of the constraint function, 𝐺, in (25) about the linearization point 
(𝑧0, 𝑥𝑝,0), with 𝑧0 corresponding to the optimal solution, 𝑧0 = 𝑧
∗(𝑥𝑝,0). 
The algorithm can be summarized as follows: 
● Initialize the orthogonal partition, Π, to the hyper-rectangle in the parameter space, 
𝕏, to be explored, i.e., Π ∶= 𝕏, and mark the hyper-rectangle, 𝕏, as unexplored. 
● While there are unexplored partitions, select any unexplored hyper-rectangle 𝑋0 ⊆
Π, compute the volume and center point, 𝑥𝑝,0, and search for an optimal solution, 
𝑧0 = 𝑧
∗(𝑥𝑝,0), to the problem (24) – (25) for 𝑥𝑝 fixed to 𝑥𝑝,0 by solving an NLP. 
● If a feasible solution for (24) – (25) was found at point 𝑥𝑝,0, search for an optimal 
solution for (24) – (25) for 𝑥𝑝 fixed to some test points 𝑥𝑝,𝑖 by solving an NLP; 
otherwise mark 𝑋0 to be split. 
● If the problem (24) – (25) has a feasible solution at all points 𝑥𝑝,𝑖, compute the local 
mp-QP problem, derived by Taylor series expansion at (𝑧0, 𝑥𝑝,0); otherwise mark 
𝑋0 to be split. 
● If a feasible explicit solution, ?̂?(𝑥𝑝), is found for the local mp-QP problem, compute 
an estimation, 𝜀̂, of the cost error bound, 𝜀, an estimation, ?̂?, of the solution error 
bound, 𝜌, and an estimation, 𝛾, of the maximum constraint violation, 𝛾, in 𝑋0; oth-
erwise mark 𝑋0 to be split. 
● If the estimates of the bounds, 𝜀̂, ?̂?, and 𝛾, are bigger than user-defined tolerances, 
𝜀̃, ?̃?, and ?̃?, mark 𝑋0 to be split; otherwise mark 𝑋0 as feasible and explored. 
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● While there are hyper-rectangles in Π that are marked to be split, select any hyper-
rectangle 𝑋0 ⊆ Π marked to be split and split 𝑋0 into new hyper-rectangles, 
𝑋0, … , 𝑋𝑁, by applying a heuristic splitting rule and mark the new hyper-rectangles, 
𝑋0, … , 𝑋𝑁, as unexplored. 
In the implementation of the routine, the primal-dual interior-point algorithm with a 
filter line-search method IPOPT [11] is used to solve the nonlinear programming prob-
lems. For the solution of the mp-QP problems, the MPT 3.0 toolbox [12], an open 
source toolbox for parametric optimization, is embedded in the suggested algorithm. 
The execution of the algorithm leads to an explicit approximate solution of the mp-NLP 
(24) – (25), including the solution of the mp-QP sub-problems over each orthogonal 
partition and consisting of piecewise affine solution functions and corresponding poly-
hedral critical regions. Therefore, the main computational effort is carried out off-line. 
The on-line computation reduces to the identification of the polyhedral region for a 
given parameter vector, 𝑥𝑝, and the evaluation of the associated multi-variable affine 
feedback law. 
4.2 Post-processing and on-line evaluation 
Appropriate post-processing generates and exports real-time executable code for the 
on-line evaluation of the explicit NMPC. The actual evaluation is a three-stage process: 
● For a given parameter, 𝑥𝑝(𝑡𝑘), the first layer identifies the corresponding orthogonal 
partition and the associated local mp-QP sub-problem by traversing a memory-opti-
mized binary search tree, generated based on [13] and implemented in the MPT 3.0 
toolbox [12]. 
● Having determined the orthogonal partition, the second layer identifies the corre-
sponding polyhedral critical region of the affine state-feedback law, by traversing a 
binary search tree or alternatively a sequential search data structure. It evaluates the 
feedback law, and returns the value. 
● In the last layer, the feasibility of evaluation is reviewed and, in case of infeasibility, 
the control action applied at the previous time step is provided as reasonable alter-
native. 
Since the dynamic system (1) – (2) is point symmetric with respect to the origin for a 
given speed, the exploration space can be reduced by bisection. 
4.3 Implementation 
The execution of the explicit NMPC algorithm, with suitable settings for the specific 
vehicle stability control application, leads to an explicit solution in the 4-dimensional 
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parameter space consisting of 165 orthogonal partitions including 4886 polyhedral re-
gions in total. The considered range of the parameters was chosen to keep the complex-
ity of the explicit controller moderate, and needs to be reviewed for the implementation 
of the controller on a vehicle demonstrator. 
5 Simulation results 
5.1 Sine-with-dwell test 
The behavior of the vehicle with the explicit NMPC based stability controller is simu-
lated along the sine-with-dwell test, as shown in Figure 2, to demonstrate the fulfilment 
of the performance requirements of the regulation UN/ECE-R13H [14]. 
 
Figure 2 Sine-with-dwell test; figure adapted from [15]. 
The test conditions are explained in [14] and can be summarized as follows: 
● Vehicle coasting in high gear at 80 km/h. 
● 𝐴𝛿𝑠𝑤, defining the steering wheel amplitude, is the steering wheel angle, 𝛿𝑠𝑤, at the 
lateral acceleration 𝑎𝑦 = 0.3 g, determined during a slowly increasing steering ma-
neuver at 80 km/h. 
● In each sine-with-dwell test run of the test series, the steering wheel amplitude is 
increased from run to run by 0.5 𝐴𝛿𝑠𝑤, starting with 1.5 𝐴𝛿𝑠𝑤 for the initial run. 
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The directional or yaw stability criteria to be fulfilled are: 
● The yaw rate at time 𝑇0+1, i.e., 1 s after 𝑇0, shall be < 35% of the yaw rate peak, 
?̇?𝑃𝑒𝑎𝑘. 
● The yaw rate at time 𝑇0+1.75, i.e., 1.75 s after 𝑇0, shall be < 20% of the yaw rate 
peak, ?̇?𝑃𝑒𝑎𝑘. 
?̇?𝑃𝑒𝑎𝑘 is defined as the first peak value of yaw rate, recorded after the steering wheel 
angle changes sign, and 𝑇0 is defined as the time at the completion of the steering wheel 
input. 
Moreover, the following responsiveness criterion must be met by vehicles with a mass 
≤ 3500 kg, such as the one of this study: 
● The lateral displacement of the vehicle center of gravity with respect to its initial 
straight path must be > 1.83 m. 
The performance indices 𝐽1 and 𝐽2 are introduced to quantify the directional stability 
criteria: 
𝐽1 =
?̇?(𝑇0+1)
?̇?𝑃𝑒𝑎𝑘
100 (26) 
𝐽2 =
?̇?(𝑇0+1.75)
?̇?𝑃𝑒𝑎𝑘
100 (27) 
5.2 Results 
The results are based on an experimentally validated high-fidelity CarMaker simulation 
model of a case study SUV. The model includes consideration of the electro-hydraulic 
braking system pressure dynamics at the calipers, based on variable pure time delays 
and first order dynamics, parameterized through experimental tests on a real plant. The 
steering wheel amplitude, 𝐴𝛿𝑠𝑤 = 25.8 deg, was determined according to [14]. 
Figure 3 reports the response of the passive vehicle, i.e., the vehicle without the stability 
controller, during a sine-with-dwell test with a steering wheel amplitude 𝛿𝑠𝑤 =
103.2 deg, corresponding to test run 6 of the test series. The large values of rear axle 
slip angle and vehicle sideslip angle show that vehicle controllability is compromised. 
Similar behavior can be observed for the following test runs of the passive vehicle, with 
a maximum steering wheel amplitude 𝛿𝑠𝑤 = 270.9 deg for the final test run 19. 
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Figure 3 Passive vehicle. 
Figure 4 shows the vehicle response of the controlled vehicle with the implicit NMPC 
based on the proposed formulation, and used as benchmark for the explicit NMPC. The 
plots are for test run 6, with the same steering wheel input as for the test with the passive 
vehicle reported in Figure 3. In contrast to the uncontrolled vehicle, the rear axle slip 
angle and vehicle sideslip angle have moderate values, which demonstrates the effec-
tiveness of the proposed control system. The violation of the yaw rate error bound (in-
dicated by the dash dotted lines in the relevant subplot of Figure 4) is significantly re-
duced by the control action, i.e., the yaw rate profile follows the steering wheel input 
profile. Moreover, the decrease of vehicle speed due to differential braking is at an ac-
ceptable level, and the final value of vehicle speed is higher than for the passive vehicle. 
The interdependence of the two main objectives, namely reducing the violation of the 
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bound on the yaw rate error and rear axle slip angle, can be influenced by the appropri-
ate selection of the weights in the cost function (14). In this setting, priority is given to 
the rear slip angle contribution, with moderate weights on the yaw rate error contribu-
tion. 
 
Figure 4 Vehicle with the implicit NMPC. 
 
Explicit nonlinear model predictive control for vehicle stability control 
17 
 
Figure 5 Vehicle with the explicit NMPC. 
Figure 5 reports the vehicle response of the controlled vehicle with the explicit NMPC 
based stability controller. In comparison with the implicit NMPC in Figure 4, only a 
very marginal difference can be observed in the control action. More importantly, there 
is no observable difference in the vehicle response. The difference in results between 
implicit NMPC and explicit NMPC can be influenced by choosing the tolerances on the 
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respective error bounds of the explicit NMPC partitioning algorithm, to find a balance 
between reasonable levels of sub-optimality and moderate complexity of the explicit 
controller. 
 
Figure 6 Directional stability criteria. 
Figure 6 shows the performance indicators for the directional stability criteria, defined 
in equations (26) and (27), for the passive vehicle, without the stability controller, and 
the controlled vehicle, with the explicit NMPC stability controller active, simulated for 
the entire test series. The dash dotted lines in the figure represent the threshold values 
for 𝐽1 and 𝐽2 defined by the regulation [14]. A very significant reduction of the perfor-
mance indicators is achieved by the proposed control system, for the entire set of steer-
ing wheel amplitude values. At the same time, the responsiveness criterion remains al-
most unchanged by the stability controller. 
6 Conclusion 
This study presented the design, implementation and performance assessment of an ex-
plicit NMPC for yaw and lateral stability control of a vehicle with an electro-hydraulic 
braking system. The preliminary simulations results demonstrate the effectiveness of 
the explicit NMPC approach, which does not imply any performance decay with respect 
to the corresponding implicit NMPC. Significant improvements of the vehicle response 
in sine-with-dwell tests are brought by the vehicle stability controller. The vehicle with 
Explicit nonlinear model predictive control for vehicle stability control 
19 
the controller remains within the specified thresholds of the stability criteria of the sine-
with-dwell test. 
Future steps will focus on: 
● The detailed analysis of the performance benefits of the individual nonlinearities 
included in the prediction model. 
● The comparison with stability control systems based on classical control structures. 
● The revision and extension of the current explicit NMPC based stability controller, 
to meet the practical requirements for its implementation on a vehicle demonstrator. 
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