A direct and inverse scattering theory on the full line is developed for a class of firstorder selfadjoint 2n • 2n systems of differential equations with integrable potential matrices. Various properties of the corresponding scattering matrices including unitarity and canonical Wiener-Hopf factorization are established. The Marchenko integral equations are derived and their unique solvability is proved. The unique recovery of the potential from the solutions of the Marchenko equations is shown. In the case of rational scattering matrices, state space methods are employed to construct the scattering matrix from a reflection coefficient and to recover the potential explicitly.
with In the identity matrix of order n, the n x n matrix function k has complex-valued entries belonging to LI(R), A E R is an eigenvalue parameter, and t denotes the matrix conjugate transpose. We call the function k the potential and the parameter A the wavenumber. Note that V(x) is a selfadjoint 2n x 2n matrix and satisfies 
FT(x, )~) = e ~)'y2~:~ + iJ2n dye i;~J~(x-y) V(y) Fr(y, A).
( 
F aT(),) = hn + iJ2,~ aye -~J~oy V(y) FT(y, ),). oo
The term "canonical differential equations" for the system (1.1) has been used by MelikAdamyan [32] [33] [34] , L. A. Sakhnovieh [39, 40] , and A. L. Sakhnovich [38] , who have studied the direct and inverse scattering problems for (1.1) on the half line. Under minor restrictions on the given so-called reflection function, a characterization of the scattering data corresponding to an Ll-potential on the half line was given by Melik-Adamyan [34] , who also supplied a method to reduce the inverse spectral problem on the full line for a canonical equation of order 2n to an inverse spectral problem on the half line for a canonical equation of order 4n [32] (see also [41] ). We will comment on that characterization result at the end of Section 6. More recently, Alpay and Gohberg [3] [4] [5] [6] have applied state space methods to derive explicit expressions for the solution of the inverse scattering problem for Aktosun, Klaus, van der Mee
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(i.i) on the half line from the general theory in [34] when the scattering data are rational functions and consist of either the spectral function of the differential operator or a reflection function. A more self-contained treatment of these results was given by
Alpay et al. [7] . Gohberg et al. have solved a similar inverse problem when the scattering data consist of the spectral function of H and this function is rational, both on the half line [24, 25] and on the full line [26] .
Let us mention that there are other, more general first-order systems for which the direct and inverse scattering problems have been analyzed. Shabat [42] and Beals and Coifman [I0,ii] considered the n• system d~/dx --AJ~&q(x) 9% where J --diag {~I,. 9 an} with distinct complex ~j and q(x) an n • n off-diagonal matrix with entries belonging to L I (R) or more restrictive classes, without requiring q(x) to be selfadjoint. As indicated in [16] , the distinctness of c~j is not an essential restriction 9 It has been proved that the inverse problem has a unique solution within a certain class of potentials for an open and dense set of scattering data. The solution of the inverse scattering problem for such linear systems is useful in solving the Cauchy problem for various nonlinear evolution equations; for details and further references, we refer the interested reader to [2, 12, 16] and the references therein. 1 
Note that by putting Z(x,
A
dZ(x,A) [ p(x) AI~ -v(X) l z(x,A) ' dx -;,Z,~ -v(x) -p(x) p(x) = l[k(x) + k(x) t] and v(x) = -1ilk(x) -k(x) t] are the real and imaginary
where parts of k(x), respectively. The direct and inverse scattering problems for the Dirac system on the half line were studied in [22] . The interested reader is referred to [22, 28, 29] and the references therein for more information on the Dirac system.
The direct scattering problem for (i.I) consists of the determination of the scattering matrix S(A) defined in (3.11) when the potential k(x) is given, whereas the inverse scattering problem is the determination of k(x) from S(A) or, equivalently, from either of the reflection coefficients R(A) and L(A), which are defined in (3.?) in terms of the matrices 132 Aktosun, Klaus, van derMee at(A) and ar (~) . In this article we develop a direct and inverse scattering theory for (1.1) when k(x) has entries belonging to L 1 (R). Working within the framework established by
Faddeev [21] and Delft and Trubowitz [20] for the SchrSdinger equation on the line, we derive the analyticity and asymptotic properties of the Faddeev matrices and the scattering coefficients, employ them to derive a Riemann-Hilbert problem and various Marchenko integral equations, and recover the potential in terms of the solutions of the Marchenko equations. We prove the unitarity of the scattering matrix and exploit this property to prove the unique solvability of the Marchenko equations. We also establish the unique canonical Wiener-Hopf factorization of the (unitarily dilated) scattering matrix and show how the potential is obtained once the factors in the factorization are known. We then give a rather general sufficient condition on the reflection coefficient to lead to a potential whose entries belong to LI(R). After that, for rational reflection coefllcients we present a procedure to compute explicitly the scattering matrix from a reflection coefficient. This is no longer as elementary as in the case of the (scalar) SchrSdinger equation [20, 21] and involves a suitable extension of a contractive n x n matrix function to a unitary 2n x 2n matrix function (cf. [8, 27] ). When the reflection coefficients are rational, we apply state space methods [13] to solve the Marchenko equations and the inverse problem explicitly. For rational reflection coefficients, this approach provides us with a systematic inversion method for inverse scattering problems on the line, which is different from previous methods such as those used in [9] .
This article is organized as follows. In Section 2 we introduce the Faddeev matrices, obtain their analyticity properties, and analyze some other properties of the Faddeev matrices and the Jost solutions of (i.i). In Section 3 we define the scattering matrix S(A) in terms of the spatial asymptotics of the Jost solutions, prove the unitarity of S(A), and obtain various properties of the scattering coefficients. In Section 4 we analyze the Fourier transforms of the Faddeev matrices and the scattering coefficients. We then go on, in Section 5, to derive a Riemann-Hilbert problem for the Faddeev matrices and show that the (unitarily dilated) scattering matrix has a canonical Wiener-Hopf factorization.
We also show that this factorization can be used to solve the inverse scattering problem.
In Section 6, we convert the Riemann-Hilbert problem into both coupled and uncoupled
Marchenko integral equations, prove their unique solvability by a contraction mapping argument, and give a partial characterization of the scattering data corresponding to potentials with entries in L I(R). In Section 7 we show how the scattering matrix can be constructed from a reflection coefficient, and we also construct S(A) explicitly when one of the reflection coefficients is a rational function. Finally, in Section 8 we give an explicit solution of the inverse scattering problem with rational reflection coefficients; this is done Aktosun, Klaus, van derMee 133 by using the minimal realization of the reflection coefficients as the input to the Marchenko equations.
SCATTERING SOLUTIONS
In this section we introduce the Faddeev matrices and study some of their properties.
The results obtained here will be used later to establish various properties of the scattering matrix and to solve the inverse scattering problem by the Marchenko method. 
PaOOF. From (i.i) it follows [35] that
where tr denotes the matrix trace. By (1.2), iJ2n V(x) + i)~J2n has zero trace, and hence detFt(x,A) is independent of x and its value can be evaluated as x --~ +~. Thus, we get detFz(x,/k) = 1, from which we also conclude that Ft(x, )~) is a fundamental matrix of (1.1). Similarly, we find that detFr(x,k) = 1 and Fr(x, I) is a fundamental matrix of (1.1). 
x -* -oo.
Let us partition the Jost solutions and Faddeev matrices into n x n blocks as follows:
F~(x, a)] F~(., A) :
Mr(~,~)= LMra(x, ~) M~4<x,A)
By C + and C-we denote the open upper half and lower half complex planes, respectively.
We also define 
(2.12)
Iterating (2.12) once, we get the uncoupled systems /? #/?
Iterating the Volterra integral equations (2.13) and (2.15), we prove that the series of iterates converge absolutely and uniformly in )` E C +, and we also get the estimate in (ii). Similarly, we prove that the series of iterates of (2.14) and (2.16) converge absolutely and uniformly in )` E C-and that the estimate in (iv) holds. To prove the assertions concerning the large-), limit we first consider Ml3(x, )`). To deal with the first term on the right-hand side of (2.15) we define
xcR By approximating k(y) by infinitely differentiable matrix functions of compact support (as in the proof of the Riemann-Lebesgue lemma) it follows that w()`) ~ 0 as )` --* oo in C +.
Iterating (2.15) we get IIMz3(x, )`)11 -< ~()`) ~+(~), which implies that IIM~3(~, )`)11 -~ 0 as )` -~ oo in C +. Next we consider Mzl (x,)`). Let Gll (x,)`) = 7Vl11 (x,)`) --In and consider the following integral equation for Gtl (x,)`) which follows from (2.13):
where
Since IIHll(x, )`)ll -< "()`)~+(x), we conclude that IIgn(x, )`)H ~ 0 as )` --~ oo in C +. This proves the assertion of (i) regarding the limit )` ~ oc. Using the notations of (2.9), let us form the following matrices:
Let an asterisk denote complex conjugation. From Propositions 2.3 and 2.4, it follows that f+(x, A) is a solution of (1.1) that is continuous in A E C + and analytic in A C C+; similarly, f_(x, ..k) is a solution of (1.1) that is continuous in ~ c C-and analytic in AEC-. PROOF. As in the proof of Proposition 2.2 we find that det f+(z, ;~) is independent of x, and evaluating that determinant as x --* 4-o0 we obtain det f+ (x, A) = det azl (A) = det a~4(A).
(2.38) 39) and hence all(A) is invertible for all A e R. Thus, f+(x,A) is nonsingular and forms a fundamental matrix for (1.1). Similarly, we get 40) and hence with the help of (2.36) and (2.39), we conclude that f_ (x, 7~) is nonsingular and forms a fundamental matrix for (1.1). I
Next we will prove that f+ (x, A) is nonsingular for A E C + and f_ (x, A) is nonsingular for A C C-. First, using (2.10) and (2.34), let us define PROOF. From Proposition 2.8 it follows that f+ (x, A) and f_ (x, A*) t are nonsingular for A E C +. Hence, (2.35) implies that a~l(A) and a~4(i) are invertible for each A E C +. Then, using (2.36), we can conclude that ata(A) and a~(A) are invertible for each A E C-.
The proof of (ii) and (iii) follows from (i) and Proposition 2.5. |
THE SCATTERING MATRIX
In this section we define and analyze the properties of the scattering coefficients of (1.1) when the entries of the potential k(x) belong to LI(R).
We can write (2.6) as where the off-diagonal entries can be expressed in terms of L(A) or R(A) by using 10) which is immediate from (2.33).
The scattering matrix S(A) associated with (i.i) is defined as s(~): [T,(A) ~(~)]. (3.11) L L(~) Tr(~)J THEOREM 3.1. The scattering matrix S(A) is continuous for A C R and converges to I2~ as A --+ • It is unitary for each A E R, and hence the scattering coej~ficients satisfy
~(A) Tz(A) t + R(A) R(A) t = In = T~(A) t T<(A) + R(A) t R()0, (3.12) Tz(,k) t Tl(,k) + L(A) t L(A) = I~ = T~(A) T<(A) t + L(A) L(t) t,(3.
13)

T~(A) R(A) t + L(A)Tz(A) t = 0 = T~(A) t L(A) + R(A) t Tz (l). (3.14)
Moreover, for A C R we have
PROOF. The continuity and the large-A asymptotics follow from Propositions 2.5 and 2.10. Using (3.5)-(3.7) in (2.7), we get S(A) S(A) t = hn, from which (3.12)-(3.14) follow. Furthermore, from (2.38), (3.8), and (3.9) we obtain (3.15). Using (3.10), we can write (3.8) and (3.9) as
Aktosun, Klaus, van der Mee (3.19) and hence, using (2.1), (3.15), (3.18), (3.19) , and det J2n = (-1) n, we get (3.16). Using (2.2), (2.34), (3.5), and (3.6) it follows that
(3.20)
Thus, from (3.5), (2.38), (2.40), (3.20) , and det J2n = (-1) n, we obtain (3.17). |
In Proposition 2.10 we have seen that a~l(A) and ar~(A) have invertible, continuous, and analytic extensions from the real axis to C +. Thus, from (3.5) and Proposition 2.10, we obtain the following result.
COROLLARY 3.2. The transmission coefficients Tz(A) and Tr(A) and their inverses Tz(A) -1 and T~(A) -1 are continuous in A E C + and analytic in A E C+; these four matrices all converge to In as A --~ oo in C +. Similarly, the matrices Tz(A*) r and T~(A*) t and their inverses [~()k*)~] -1 and [Tr()~*)t] -1 are continuous in )~ ~ C-and analytic in ~ ~ C-; these four matrices all converge to In as A --~ co in C-.
In general, R(A) and L(A) do not have analytic continuations off the real axis. In the special case when k(x) vanishes on a half line, we have the following. 
Similarly, ilk(x) is supported in the left half line R-, then R(A) extends to a function that is continuous on C +, is analytic on C +, and vanishes as A --* oo in C +.
Pt~OOF. If k has support in R +, then from (2.27) and Proposition 2.3 we see that al3(A) has an extension that is continuous in A E C+, is analytic in A C C +, and converges to 0 as A --+ oo in C +. Thus, using (3.6) and Corollary 3.2, we can conclude that L(A) extends to a function that is continuous on C+, is analytic on C +, and vanishes as A ~ oo in C +. In a similar manner, if k is supported in R-, using (2.30), (3.6), Proposition 2.3, and Corollary 3.2, we obtain that R(A) extends to a function that is continuous on C +, is matrices for all A E R (see e.g. [23] ). We will use W~: to denote the subalgebra of those functions Z(A) for which z(c 0 has support in R i and )4) q %o to denote the subalgebra of those functions Z(A) for which Zoo : 0 and z(a) has support in R +. Then, }32q :
w~ 9 wi,0 : W~,o 9 wi.
In this section we prove that the matrix functions Mz(x, .), M,(x, .), and S(.) belong to W 2n, and that m•162 belongs to W2, ~. Assume that the entries of k(x) belong to LI(R). Then, for each x 9 R, the four pairs of integral equations (4.5) and (4.7), (4.6) and (4.8), (4.9) and (4.11), (4.10) and (4.12) have unique solutions with finite mixed norm as defined in (4.13) . At the same time we have proved that, for each x E R, the system of equations (4.5) and (4.7) has a unique solution with entries belonging to L I(R+).
The proofs for the three other systems of equations, namely (4.6) and (4.8), (4.9) and (4.11), (4.10) and (4.12) are analogous. We are led to the estimates 
IIB~j(x,
'
T<(A)t T~(A) = I~ -R(A) t R(A), A e R, (5.4) which is found from (3.12). With the help of Proposition 2.6 we then get L(A) : -T<(A) R(A) t [/](A)t] -1, A 9 R. (5.5)
Note that from Theorem 4.2, it follows that the n x n matrices on the right-hand sides in 
)-1 belong to ]/~32n, ~_(X, ") and TI~_(X, .)-1 bdong to ]/V 2n, m+(x,A) and m+(x,A) -1 tend to I2~ as A-~ ~ in C +, and m_(x,A) and m_(x,A) -1 tend to I2n as )~ --~ ~ in C-.
PROOF. From (3.8), (3.9), and (5. belong to L 1 (R).
THE MARCHENKO METHOD
In order to establish the connection between the Riemann-Hilbert problem (5.1) and the Marchenko integral equations we first express the scattering coefficients in terms of their Fourier transforms as Now observe that, for fixed x 6 R, the action of the integral operators with kernels 
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It remains to prove that the potential k(x) obtained by the Marchenko method has entries in L I (R). To do so, we modify the inversion procedure as follows. We solve one of the Marchenko equations (6.9) and (6.10) for x > 0 and then employ (4.19) to compute k(x) for x > 0. By the same token, we solve one of (6.11) and (6.12) for x < 0 and then use (4.19) to find k(x) for x < 0. In fact, this procedure will be implemented in the case of rational reflection coefficients in Section 8.
We first derive the following partial characterization result. (/7/7)
< In particular, the entries of k(x) = 2iBz2(x,O +) and k(x) --2iBt3(x, 0+) t belong to
LI(R+). Similarly, let L(A) be a matrix function in W n such that
Moreover, for every A E R the Jost solution Fz(x, I) is differentiable with respect to z if x > x0 and F,(x, %) is differentiable with respect to x for x < -z0. In other words, neither in the work of Melik-Adamyan [34] for the half line nor in the present work for the full line, a complete characterization is given of the scattering data leading to a unique Li-potential. One does not obtain such a characterization either if one combines MelikAdamyan's reduction of the inverse problem on the full line to that on the half line [32] with his solution of the inverse problem on the half line [34] .
CONSTRUCTION OF THE SCATTERING MATRIX
Throughout this section we assume that R(A) is a rational matrix function satisfying (6.22) . We recall that then R E IW '~ by the comments following the proof of Theorem 6.3.
From the theory of transfer functions [13] , since R(A) -+ 0 as t --+ ~oo, it follows that R(A) can be represented in the form
where .4, B, and C are independent of I and belong to C pxp, C pxn, and C rzxp, respectively, for some positive integer p. Here it is assumed that the order p of A is minimal, i.e. the realization (7.1) is minimal and hence unique up to similarity (cf. Theorems 6.1.4 and 6.1.5 in [31] ).
Our goal is to construct S(A) in terms of the matrices A, /3, and C given in (7.1).
Since R(A) is continuous for A E R, from the minimality of the realization given in ( 
gig -At
Note that the inverses of the right-hand sides in (7.2) and (7.3) can be written as
Tr(A)-I [Tr(A*)t]-l=In-iEO Bt](A-iE)-I [~],
where E is the "state characteristic matrix" given by
which, apart from some factors i : x/L~, has been used in [27] . We note that ]Ct, ]Cr, and s do not have eigenvalues on the imaginary axis. This follows from the invertibility of I~ -R(A) R(),) t and Corollary 2.7 in [13] ; for/Q and Er this also follows immediately from the special form of the matrices ]Q and ]C~ in (7.4) and the fact that A has no eigenvalues on the imaginary axis. Hence the matrices (~ -i]Cl) -1, (A -iK:~) -1, and (A -ig) -1 in (7.2), (7.3), (7.5), and (7.6) all exist for A e R.
The contractivity of R(A) and R(ik) t for )~ C R given in ( Then all hermitian solutions X of (7.8) are nonsingular, and the number of positive (resp.
negative) eigenvalues of X coincides with the number of poles of R( A ) in C + (resp. in C-).
There is at least one such solution X. An analogous result holds for hermitian solutions of (7.9).
The nonlinear equations (7.8) and (7.9) are called state characteristic equations in [27] and (continuous algebraic) Pdccati equations elsewhere in the literature (e.g. [31] ).
Since in the literature the term "hermitian" (instead of "selfadjoint') seems to have some tradition when referring to solutions of Riccati equations, we will use this terminology here. We also remark that in counting the number of poles and eigenvalues, (algebraic) multiplicities have been taken into account. The following result is essential for obtaining explicit expressions for the factors Tt (A) and Tr(A) and their inverses. i.
where X is a hermitian solution of (7.8), and the spectral subspace ~ of $ corresponding to its eigenvalues in the left half plane is of the form where y is a hermitian solution of (7.9). The hermitian matrices X and y are unique.
PROOF. The symmetry of the spectrum of $ about the imaginary axis follows from the similarity J2pq2pEq2pJ2p = -E t, where q2p is defined by (1.10). The remaining assertions follow from Theorem 7.6.1 in [31] applied to the matrix J2pgJ2p (to comply with the condition D > 0 there) and the E-neutrality, where E = iJ2pq2p, of the spectral subspaces f14 and s Note that the spectral subspaces YPl and l: both have dimension p, which is the order of ~4, because E has no eigenvalues on the imaginary axis. |
We remark that the subspace A//can be written in the same form as ~ by setting 3 ) = X -1, since the hermitian solutions of (7.8) are related to those of (7.9) via the substitution 3~ = X -1. The subspaces A/I and/2 are called graph subspaces in the terminology of [31] .
The matrices 2( and 3) used in Proposition 7.2 allow us to block diagonalize the matrix g. Since the subspaces L; and JM have dimension p and/M C? L; = {0}, the matrix E defined by E = (7.12) g is nonsingular. Hence, both Ip -XN and Ip -3~X are nonsingular, and "With the expressions (7.23)- (7.30) we have accomplished the desired canonical factorizations of the matrix functions on the right-hand sides of (7.2), (7.3), (7.5) , and (7.6). Our next goal is to find more explicit representations for the projections II and Q and for the invariant subspaces Af and l). 
Furthermore, if A has all its eigenvalues in the left half plane, then X+ = 9-= 0 and
Af = {0} 9 C p, ]7 = C p 9 {0), (7.34)
PROOF. First, (7.31) is an immediate consequence of (7.17), (7.19) , (7.21) , and (7.22i~ Then (7.32) and (7.33) follow from (7.21), (7.22) , and Proposition 7. 
Paoor. It follows from (7.87), (7.42), (7.44), and (7.45) that l;=ImQ= [Azaju: uEC p . Now (7.81), (7.87), (7.44), and (7.45)imply (7.46) for 9-. Similarly, by (7.81), (7.87), and (7.4a)-(7.45), we have A/'=Ker11= [A~4 u: uEC p , and so, by comparison with (7.31), we obtain (7.46) for 2C+. Then (7.47) and (7.48) follow on using (7.46) in (7.82) and (7.88 ). In the derivation of (7.48) we have also used the
Note that in (7.48) we have stated the result for I2p -FI rather than 1I because we will only need the former. By using (7.86) and (7.87) one easily verifies that 2C+ and y_ given in (7.46) satisfy (7.18) and (7.20) , respectively.
In order to use the results of Proposition 7.7 in (7.28)-(7.80) we need some additional notation. We decompose the solution 32 of (7.8) as Note that in contrast to the solutions P1 and P~ of (7.38) and (7.39), respectively, the matrices P3 and P4 are in general not selfadjoint. Furthermore, we let Next we present the main result of this section, expressing the scattering matrix in terms of the quantities defined above in connection with the similarity transformations induced by @z and ~r. 
PROOF. Using (7.27), (7.37), (7.41), (7.44), (7.45), (7.47) , and the equality
=[;I
we obtain (7.57). From (7.23), (7.37), (7.41), (7.44), (7.45), (7.48), as well as the identity
Now (7.58) follows by taking the adjoint and using (7.52). Note that A,2, A.4, and 32 are hermitian.
With the help of (7.14), (7.26), (7.47), and (7.52), we derive where P3 and P4 have been defined in (7.50) and (7.51). Then it is straightforward to verify that = ~aT~ -~, c= as~ -1, u = ~9, (7.G6)
where A,/3, and flare the matrices defined in (7.53). Using (7,66) in (7.65), together with the fact that for one of the blocks of f~9 we can write we obtain (7.59) with the matrices (7.54)-(7.56). The expressions (7.60)-(7.62) can be obtained from (5.5) and (7.23)-(7.3O) by using the special forms (7.35) for II and Q, or by obvious reductions from (7.57)- (7.59) . The details are omitted, l where the inverse exists because of the unique solvability of (6.10). For later use we note that, by (7.36) where the inverse exists because of the unique solvability of (6.11). Here 773 and 7)4 are the positive selfadjoint matrices given by /o /o
Da = dt E(t; -~) %ffi E(t; -jr), 7)4 = dt E(t; -~*) 6 t 6E(t; -,A),
which, by means of (7.53)-(7.56), can be written as and P7, Ps, and P9 are irrelevant because they will not contribute to k(x), as we will see. Now we are ready to prove the main result of this section. Again we first state the general result and then specialize it to the particular case when ~4 has all its eigenvalues in the left half plane or, equivalently, when R(A) is analytic in C +.
THEOREM 8.1. Suppose that R(A) satisfies (6.22) and is given by the minimal representation (7.1) in a basis where (7.36) holds. Then the matrix potential k(x) in (1.2) is given by which follows from (7.9) and (7.15). On multiplying (8.14) from the right by (Ip -Xy) -1, using (7.16), and comparing the result with (8.12), we find that Finally, letting z -~ 0 from below gives k(0-) =-2i C/3, and hence (8.9) follows. |
