This paper considers the problem of modeling long-term adverse events following prostatic surgery performed on patients with urination problems, using the French national health insurance database (SNIIRAM), which is a non-clinical claims database built around healthcare reimbursements of more than 65 million people. This makes the problem particularly challenging compared to what could be done using clinical hospital data, albeit a much smaller sample, while we exploit here the claims of almost all French citizens diagnosed with prostatic problems (with between 1.5 and 5 years of history). We introduce a new model, called ZiMM (Zero-inflated Mixture of Multinomial distributions) to capture such long-term adverse events, and we build a deep-learning architecture on top of it to deal with the complex, highly heterogeneous and sparse patterns observable in such a large claims database. This architecture combines several ingredients: embedding layers for drugs, medical procedures, and diagnosis codes; embeddings aggregation through a self-attention mechanism; recurrent layers to encode the health pathways of patients before their surgery and a final decoder layer which outputs the ZiMM's parameters.
1 Introduction problems 1 . Successful transurethral resection of the prostate (TURP) surgery should cure such problems so that patients should not need to continue their drugs for urination problems [18] . However, it is often observed that patients retake such drugs after surgery. It may directly come from a habit of taking drugs or related to a persisting urination problem [23, 13] . Urology guidelines highlight the lack of extended follow-up after the surgery [14] . Therefore, a major problem, from a clinical point of view, is to predict the outcome of such a surgery, on a long-time period following it (18 months is considered here), to improve the decision making of the clinicians, in particular, to help decide when surgery should be performed.
Aim of the paper and contributions. The paper aims to construct a predictive model for postsurgical medical complications on 18 months after surgery, using all the available data in SNIIRAM before the surgery. Therefore, we want to predict the use of drugs for urination problems after TURP, and if there are, we want to know for how long and when.
Proposed framework
In this work, we are interested only in post-surgical complications in the sense that patients still need to take medications for urination problems. It is hard to cast this adverse event problem as a binary classification problem (predicting whether a patient has ever taken drugs inside a fixed time window), because variability comes from clinical practices and patient awareness. Thus, we choose to predict if a patient i has taken a drug for urination problems within the 540 days (B = 18 months or time bucket of 30 days since most of the drugs considered are delivered in boxes lasting 30 days) following his last TURP inside one surgery bloc.
ZiMM: Zero-inflated Multinomial Mixture model. The proposed deep learning framework is an end-to-end architecture described in Figure 1 in Appendix. Patients are indexed by i = 1, . . . , n and each patient has a time of surgery T i 0 . The encoder architecture uses as inputs all longitudinal claims information available until T i 0 and outputs a vector x i ∈ R d which corresponds to patient i's pathway embedding. Formally, given x i ∈ R d , we shall predict a vector of labels y i = [y i,1 , . . . , y i,B ] ∈ {0, 1} B , where y i,b = 1 means that patient i took the drug inside time bucket b, and y i,b = 0 otherwise. We denote n i = B b=1 y i,b ∈ {0, 1, . . . , B} the number of time buckets in which at least one drug is taken by patient i. As stated previously, a binary classification problem (n i > 0 against n i = 0) may wrongly classify patients with n i = 1 and n i,1 = 1, meaning that the patient did not stop its drugs right after surgery. We therefore need to find a way to model the whole vector y i in a way that n i is not fixed and includes zero-inflation, namely a parametrizable likelihood for n i = 0. We introduce the following model, where we suppose that n i ∈ {0, 1, . . . , B} is distributed as
where π b (x i ) are coefficients of categorical distribution specific to patient i, learned from x i . Then we assume that the conditional distribution of y i given n i = b and x i , follows whether a Dirac on vector [0, . . . , 0] in case b = 0, or otherwise a multinomial law of coefficients b and p b,1 (x i ), . . . , p b,B (x i ). Namely
specific to patient i, learned from x i . The distribution of y i given x i writes as mixture model
The architecture considered in this paper is therefore trained in an end-to-end fashion by maximizing the average over patients i = 1, . . . , n of the following conditional log-likelihood
where Θ stands for the concatenation of trainable parameters involved in π b and p b,b , as well as all trainable parameters involved in layers that we describe below (leading to x i ).
Medical codes embeddings. Medical codes are first tokenized, then unique tokens are individually mapped to a vector in R d E . Embeddings are applied separately for each code type, namely drugs, medical procedures, and diagnoses. Timestamps embeddings. For any event occurring at time t T i 0 in an observation period of patient i, we compute T i 0 − t, the distance between the event and target-time and whenever it makes sense, we compute end − start, the duration of the event.
These two values, along with patient age in years at T i 0 , are the replaced by a learned embeddings. Embeddings aggregation inside a time window via the self-attention mechanism. From medical codes embeddings, the challenge is to aggregate occurred codes embeddings into patient history representation at each timestamp, which can able to be fed into a sequence encoder further. Here, we used a self-attention mechanism [35, 20] in a bag-of-features fashion to learn how to combine embedding vectors within the same day, following previous successful applications of self-attention for fusing disease embeddings [22] . Encoding patients pathways. We concatenate all these embeddings into a single vector, leading to a sequence of fixed-sized vectors, one for each date t < T i 0 . These sequences can be fed to either recurrent layers, or convolutional layers. The performance of such layers is compared to in Section 3 below. Several regularisation techniques were used to prevent overfitting: dropouts on the input and recurrent units, as well as Gaussian dropout on the encoder output. Output RNN structure. Since numbers of prescribed medication in each bucket are not independent, in order to address the high dependency between the values of numbers in each bucket and between each case n i = b, we use a common RNN which takes as input x i , then separate RNNs for each case n i = b to output p b,b .
Results
We apply our model on a cohort including all SNIIRAM male alive patients over 18 years old on 2014/12/31, who had their BPH 2 between 2010/01/01 and 2013/06/30 and with at least 2 events occurring in the follow-up 18-months period that are spaced by more than 500 days. The corresponding cohort contains 138 976 patients, which is almost exhaustive of patients that undergo this surgery. The respective number of unique medications, procedures, and diagnoses was 12 785, 9 578, and 5 885 totaling 28 248 unique medical concepts. Moreover, the maximum number of days observation before T i 0 is also highly heterogeneous, including at most 1274 days before T i 0 . For all patients in our study, the mean observation period is 486 days. Distribution presented on the Figure 1 shows the number of patients with given n i (only shown for n i > 0). Prediction of y i is assessed using the area under the precision-recall curve (AUC-PR) on each bucket b, and averaged over b = {1, . . . , B}; this average is referred as mean-AP in the following. We also report AUC-PR and AUC-ROC (area under the ROC curve) for the binary classification. Our models are implemented with TensorFlow 2 [1] and trained on train set (70%), and we report performances on validation (15%) and test (15%) sets. ZiMM is shared open-sourced on a GitHub page 3 .
As comparison, we evaluate baselines on 3 types of inputs. Static features (SF). Inputs are aggregated counts of grouped medical codes over the entire observation period of a patient. One logistic regression (LR) with 2 penalization and gradient boosting decision tree (GBDT) is trained for each B binary label. We also consider a multi-layer perceptron (MLP) with one hidden layer of 128 units. Dynamic features (DF). We split the sequence into subsequences of 60 days, on which we compute the same features as with SF, but within each interval, to incorporate longitudinal information into the LR, GBDT, and MLP baselines. Irregularly-spaced sequence (ISS). We consider the original patient sequence but don't use the duration and distance to the target event of each patient. For this baseline, we trained embeddings with word2vec [24] , MLP with 128 hidden nodes, and LSTM layer with 128 hidden units. In addition, we implemented Patient2vec [36] to predict the single binary output (n i > 0 versus n i = 0), using the same inputs as for ZiMM model. The predictive performances are presented in Table 1 . According to Table 1 , GBDT-based models on DF perform best among all baselines, and ZiMM model mostly improves the prediction of y i on the test set.
To evaluate influence of different components of the framework architecture, we first defined a ZiMM default model architecture by fine hyper-parameters tuning. Then we measured the changes in [16] , learning rate 10 −3 , and batch size 256.
Using CIP-13 encoding instead of ATC increases drugs vocabulary size from 1 105 unique codes to 10 664, but hurts model performance. For daily embeddings aggregation ZiMM default model used self-attention (SA) with N heads = 5. We also tested N heads = 1 and N heads = 8, as reported in [22] , that didn't change results significantly. ZiMM default model model used one LSTM layer with N units = 64 to encode patient sequence, and one GRU layer with N units = 32 to decode it. We also observed that encoder with CNN or Multi-head transformer hurts the model performance. Next, the decoder of ZiMM default was constructed from one common GRU layer, and B separate GRU layers. Finally, the output of the decoder was used to predict the parameters of the ZiMM distribution, as explained in Section 2. No decoder change did not produce better performance.
Conclusion and future works
The proposed model improves the performances of a large number of baselines, including the stateof-the-art, for the considered predictive task. Our experiments show that multi-head self-attention helps to improve performance. Future works will focus on improvements of this model and on the interpretation of the representations learned in this end-to-end architecture. 
