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Abstract 
Bressoud, D.M., Unimodality of Gaussian polynomials, Discrete Mathematics 99 (1992) 
17-24. 
Unimodality of the Gaussian polynomial is proved by establishing an identity for these 
polynomials from which an inductive proof of unimodality follows. 
1. Introduction 
The Gaussian polynomial for n, j E N U (0) 
n+j 
’ li 
= n 
(l-q”+‘) l<i<j 
i 
(1-q’) ’ (1.1) 
1 j = 0, 
was introduced by Gauss in his evaluation of the Gaussian sum (see Chapter 11 in 
Rademacher [9]). The Gaussian polynomials possess three characteristics which 
are not immediately obvious from the definition: 
(i) They are polynomials; knowing that they are polynomials, the degree is 
easily seen to be nj. 
(ii) They are symmetric: the coefficient of qi is equal to the coefficient of qnJ-‘. 
(iii) They are unimodal: for i d nj/2, the coefficient of q’-’ is less than or equal 
to the coefficient of qi. 
The first two properties are relatively easy to prove [2, Section 3.31. The third 
has proven to be considerably deeper. The first proof of unimodality was by 
Sylvester in 1878 [lo] using the invariant theory developed by himself and Cayley. 
Many other proofs have been found since then, for example see Proctor [8] and 
White [12], but not until O’Hara’s recent work [6] has there been a proof of 
unimodality based on the combinatorial significance of the Gaussian polynomial. 
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Zeilberger [14] has given us a very stream-lined and accessible version of 
O’Hara’s original proof. The purpose of this paper is to present what I feel is an 
even simpler interpretation of O’Hara’s insights in which the proof can be given 
as a simple recursion argument. More important than the proof, however, is the 
light I feel I can shed on a most curious identity which is implicit in O’Hara’s 
work and which was extracted and first explicitly stated (in a slightly different 
form) by Zeilberger [13]: 
(1.2) 
where the sum is over all partitions A = (A, 2 . . -2 Aj 2 0) of j, a(A) = A: + . . . + 
A;, Li = Al + 122 + . . . +Ai, LOCO, Lj+l=Li=j. 
As an example, when j = 5 we get the following decomposition: 
[“:‘]=42”[“53]+41Z[n33][2n15] 
+qfn ;‘][“,“I +qy ;“I[‘“,‘] 
+q‘f2n;3][3n;3] +qy ;‘][““,‘] + [5”; ‘I. 
There are actually two distinct and equally valid equations expressed as 
Equation (1.2). One must interpret the Gaussin polynomial when the de- 
nominator is larger than the numerator parameter. In O’Hara’s paper as well as 
here, we take 
n+j 
[ 1 i =o n$NU{O}. (1.3a) 
However, the product definition of Equation (1 .l) makes sense for any IZ, one 
could take 
n+j 
[ 1 
l- qn+i 
i 
=n- 
I-$ ’ 1 d i C j, for all IZ. (1.3b) 
Macdonald [7] has proved Equation (1.2) under the interpretation of Equation 
(1.3b). This does imply the unimodality of the Gaussian polynomials, but it is not 
equivalent to Equation (1.2) under the interpretation of Equation (1.3a). Of 
particular interest is the fact that Equation (1.2) with (1.3a) implies a conjecture 
of Odlyzko (see Stanton and Zeilberger [lo]), but Macdonald’s result does not 
appear to be sufficient to imply Odlyzko’s conjecture. 
As Zeilberger has explained, unimodality of the Gaussian polynomial follows 
by an induction argument using Equation (1.2). Every summand of the right side 
has the same mode or midpoint, so that this equation expresses the Gaussian 
polynomial as a sum of symmetric unimodal polynomials which have the same 
mode. 
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2. Proof of Equation (1.2) 
We define the following functions: 
(a, q)n = (a), = n (l- 4) 
(I_ uqn+i) J i >-O, (2.1) 
=(l-a)(l-aq)***(l-a@-‘), ifncFV, 
fk(fl, . . . , w)=C 
,m,+...+mxqm?+...+mit:M,~~M~. . . t;Mk 
(tl)m,--m2+1 . * * (tk-l)mk_,+mt+l(tk)mt+l ’ 
m,s** .3rnk>0, Mi=mI+...+mi, 
c&z, r&;j) = [t;tP . . . t~y’“t~a’]f&, . . . ) tk; a), 
where [p]f denotes the coefficient of p in f. 
(2.2) 
Lemma 1. For nk S nk, 
where the sum is over all partitions A of j with at most k nonzero parts. 
Proof. The q-binomial identity is (see [2, Theorem 2.11) 
$=C[ m+i-1 
m 
i It’, i30. (2.4) 
We expand each product in the denominator of fk by this identity and take the 
coefficient of the appropriate monomial. 0 
Note that this procedure agrees with the interpretation of 
polynomial given in Equation (1.3a). 
It follows from this lemma that Equation (1.2) is equivalent to: 
the Gaussian 
(2.5) 
The left side of Equation (2.5) is well known to be the generating function for 
partitions into exactly j nonzero parts, each part strictly less than n. I shall 
demonstrate that the right side is the same generating function. 
Given a partition n and an integer k we define: 
l f; = number of parts of size i in n, 
l F; = number of parts of size at least i, 
l G(i) = 4 + &+, + ik, 
l G(0) = 2F, = twice the number of parts in n. 
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Theorem 1. For n k s nk, the function ck(n, n,; j) is the generating function for 
partitions satisfying: 
(1) G(0) s nk, 
(2) Fl = j, F, = 0, 
(3) A- 1 + & c k, for all i, 
(4) if&_1 +fi = k, then G(i) S nk, for all i. 
Before proving this theorem, we observe that restriction (3) guarantees that 
G(i) is an increasing function with G(i) = G(i + 1) if and only if J +J+, = k. 
Since G(n) = nk, restrictions (1) and (4) disappear when nk = nk. If k = j, then 
restriction (2) implies restriction (3). We thus have the following corollary which, 
by previous comments, implies Equation (2.5) and thus Equation (1.2). 
Corollary. The function cj(n, nj; j) is the generating function for partitions 
satisfying: F, = j, F, = 0. 
To prove the theorem, we let &(a, nk; j) be the generating function for 
partitions satisfying restrictions (l)-(4). We shall see that ck and dk satisfying the 
same recursion and have the same boundary conditions. 
Lemma 2. 
+ 
akqkt:t; . ’ . tzk 
1 - tk 
fk(tl, . . , tk&1, qtk;a). 
Proof. Separate the sum into mk = 0 and mk 2 1. 0 
Corollary. 
ckh nk;j) =ck(& nk - l;j) + ck--l(& (k - l)n;j>x(j =%/2) 
+ q”“-kck(n - 2, nk - 2k; j - k), 
where x(S) = 1 if S is true, =0 otherwise. 
Proof. In Lemma 2, multiply through by 1 - tk and then read the coefficients. 0 
The boundary conditions for ck can be read from the definition. They are given 
in the next lemma. 
Lemma 3. 
.* nl-1 
cl(nl;j) = 4’ 
[ I j ’ 
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G(O, n/c; j) = Ck(l, 4; j) = I 1 ifj=O, &SO, o ot/rerwise f 
ck(n,nk;j)=O fornk<Oorj<O. 
The next lemma says that dk satisfies these same boundary conditions. 
Lemma 4. 
dl(nl;j) = qp[ “‘,:‘I < 
For k*2; 
dA0, nk; i) = 4dL nk; i) = 1 1 ifj=On,>O, o otherwise 7 
d,(n,nk;j)=O fornk<Oorj<O. 
Proof. d,(nl; j) is the generating function for partitions into j parts with minimal 
difference two and largest part strictly less than n,. We view j’ as 1 + 3 + . . . + 
(2j - 1) and add to this at most j parts of size in, - 2j to get an arbitrary partition 
counted by d,(n,; j). 
If n is less than or equal to 1, then there are no partitions except the empty 
partition (j = 0) which we count both with n = 0 and n = 1. If nk or j is negative, 
there are no partitions counted. q 
Lemma 5. For nk C nk, 
dk(n, nk; j)=dk(& nk - l;j) 
- d,_,(n, (k - 1)n; j)x(j = nk/2) 
+ qnkekdk(n - 2, nk - 2k; j - k). 
Proof. If a partition is counted by d,(n, nk; j) and not by &(n, nk - 1; j), then it 
falls into one of two cases: 
(1) for some i, f;+, +h = k and G(i) = nk, or 
(2) for all i, i-1 +f; < k and 2j = nk. 
The second case is counted by dk_,(n, (k - 1)n; nk/2). In the first case, let h be 
the largest integer for which 
fh--l + fh = k and G(h) = nk. 
The maximality of h implies that fh + fh+, is strictly less than k and so 
G(h + 1) > nk. 
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We remove all parts of size h - 1 or h from the partition and subtract 2 from 
each part larger than h. The total amount subtracted is 
(h - l)fh-I + hfh + 2Z$+i = (h - 1)k + Fh + &+l 
=G(h)-k=nk-k. 
In the new partition, all parts are strictly less than n - 2 and there are j - k 
parts. If f’, F’, G’ denote the functions f, F, G for the new partition, then 
G(i) - 2k if i G h - 2, 
“(‘)=(G(i+2)-2k ifish-1, 
F,! = et2 forish-1. 
The new partition is thus counted by the generating function ck(n - 2, nk - 2k; 
j - k). 
To see that this transformation is uniquely reversible we first observe that h is 
the smallest integer for which 
G’(h - 1) >nk - 2k. 
We add 2 to each part which is greater than or equal to h - 1. By the minimality 
of h: 
FA_z + FL-, + (h - 2)k c nk - 2k < FL-, + FI, + (h - 1)k. 
The amount remaining to be added back, nk - k - 2FA_,, satisfies: 
(h - l)k +fA-2 s nk - k - 2FA_, < hk -fA-l. 
If we now define fh_i, fh to be the unique integers satisfying 
(h-l)fh-l+hfh=nk-k-2F~_,, and fh-l+fh=k, 
then 
(h - I)&-i + hfh = (h - 1)k +fh 
= hk -fh-,. 
Our bounds on nk - k - 2FL_, thus imply that 
fh CfL> and fLl >fkl =fh+l 
and therefore 
fh-2 +fh-, c k, 5, +fh+i<k. 
Thus the transformation is uniquely reversible. 
This proves that the partitions counted in the first case are generated by 
4 “k-kdk(n - 2, n/, - 2k; j - k), 
and the lemma is proved. 0 
This concludes the proof of the theorem and thus of Equation (1.2). 0 
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All of this suggests that we really want to study 
(3.1) 
where ni c ni, iz = nl, and the sum is over all partitions of j with at most k 
nonzero parts. 
Andrews [3, Section 9.51 has already drawn attention to this function as one of 
potential interest. In joint work with Baxter [4] he has extensively studied the 
special case k = 2. 
The general function ck(nl) . . . , nk; j) can most easily be understood as a 
generating function for lattice paths [5]. 
Finally, it is worth noting that O’Hara’s [6] proof of Equation (1.2) is 
essentially different from that presented here. She proves it by induction on j. 
Her set U(n, k, m, d) is generated by 
c4 nf+...+ll~_j+d2-(n,+...+n~_~+d) 
‘fj’[‘“+“;,;;,fVi+j, 
i=l I rl 
n12...2nm_3-- =-d; N,,,--2 =Nm-l=nl+.. .+n,,_,+d=n-k. 
Acknowledgment 
I wish to thank all of those with whom I have had useful discussions and from 
whom I received helpful suggestions on this paper, especially John Stembridge, 
Dennis Stanton, Doron Zeilberger, Kathleen O’Hara and George Andrews. I 
also wish to express my appreciation to the Institute for Mathematics and its 
Applications at Minnesota, under whose auspices I had the chance to have 
discussions. 
References 
(11 
;; 
141 
151 
G.E. Andrews, An analytic generalization of the Rogers-Ramanujan identities for odd mod&, 
Proc. Nat. Acad. Sci. USA 7 (1974) 4082-4085. 
G.E. Andrews, The Theory of Partitions (Addison-Wesley, New York, 1976). 
G.E. Andrews, q-series: their development and application in analysis, number theory, 
combinatorics, physics, and computer algebra, in CBMS Regional Conf. Ser. in Math. 66 (Amer. 
Math. Sot., Providence, RI, 1985). 
G.E. Andrews and R.J. Baxter, Lattice gas generalizations of the hard hexagon model: III, J. 
Statist. Phys. 47 (1987) 297-330. 
D.M. Bressoud, Lattice paths and the Rogers-Ramanujan identities, in: K. Alladi (Ed.), 
Number Theory, Madras 1987, Lecture Notes in Mathematics 1395 (Springer, Berlin, 1989) 
140-172. 
24 D. M. Bressoud 
[6] K.M. O’Hara, Unimodality of Gaussin coefficients: a constructive proof, J. Combin. Theory, 
Ser. A. 53 (1990) 29-52. 
[7] I.G. Macdonald, An elementary proof of a q-binomial identity, in: D. Stanton, ed., q-Series 
and Partitions, IMA Volumes in Mathematics and its Applications (Springer, New York, 1989) 
73-75. 
[8] R.A. Proctor, Solution of two difficult combinatorial problems with linear algebra, Amer. Math. 
Monthly 89 (1982) 721-734. 
[9] Hans Rademacher, Lectures on Elementary Number Theory (Krieger, Huntingdon, New York, 
1977). 
[lo] D. Stanton and D. Zeilberger, O’Hara’s unimodality proof and the Odlyzko Conjecture, Proc. 
Amer. Math. Sot. 107 (1989) 39-42. 
[ll] J.J. Sylvester, Proof of the hitherto undemonstrated fundamental theorem of invariants, Coil. 
Math. Papers (1973) 117-126. 
[12] D.E. White, Monotonicity and unimodality of the pattern inventory, Adv. in Math. 38 (1980) 
101-108. 
[13] D. Zeilberger, A one-line high school algebra proof of the unimodality of the Gaussian 
polynomials, in: D. Stanton, ed., q-Series and Partitions, IMA Volumes in Mathematics and its 
Applications, (Springer, Berlin, 1989) 67-72. 
[14] D. Zeilberger, Kathy O’Hara’s constructive proof of the unimodality of the Gaussian 
polynomials, Amer. Math. Monthly 96 (1989) 590-602. 
