A numerical solution for a nonlinear, one-dimensional boundary-value problem of thermoelasticity for the elastic halfspace is presented. The resulting equations are discussed and the numerical method is investigated for stability. Comparison with other existing numerical schemes is carried out. The obtained results clearly indicate the process of shock formation. The presented ÿgures show the e ects of di erent nonlinear coupling constants on the distributions of the mechanical displacement and temperature in the medium. A special case is brie y discussed.
Introduction
The subject of nonlinear thermoelasticity has recently gained a considerable interest for its importance in understanding the nature of interaction between the elastic and thermal ÿelds, as well as for applications. Until now there are only few results concerning the fully nonlinear theory, mostly on one-dimensional models. Several authors have directed their e orts towards the investigation of nonlinear hyperbolic-parabolic systems of partial di erential equations of thermoelasticity, focusing their attention on the problems of existence, uniqueness and stability of the solutions for such systems [3, 13, 14, 16, 18, [21] [22] [23] , on the interesting phenomenon of formation and development of discontinuities [4, 17, 19, 20] or on the numerical techniques and related topics [10] [11] [12] . In [1] , the one-dimensional problem was solved for a semi-bounded region (half-space) subjected to a prescribed harmonic displacement at its boundary using two methods (i) the straightforward (PoincarÃ e) expansion in a small parameter, yielding a solution valid not too far from the source of disturbance (ii) the multiple-scale technique for the far-ÿeld solution. In both methods, the authors obtained a particular solution for the thermoelastic problem, a solution that does not satisfy any thermal boundary conditions at the bounding surface.
In this work, we solve the same system of nonlinear coupled equations as in [1] using a wellknown, ÿnite di erence numerical technique and with prescribed thermal boundary conditions. A stability analysis is presented and a comparison with the numerical scheme used in [12] is carried out.
Formulation of the problem
We solve the system of nonlinear, coupled one-dimensional partial di erential equations of thermoelasticity as presented in [1] : u tt − u xx (1 + 2 u x + 3 u and the boundary conditions u(0; t) = u 0 (1 − cos t); (1 + u x (0; t))Â x (0; t) = HÂ (2.4) and u(l; t) → 0; Â(l; t) → 0 as l → ∞; (2.5) where the symbols u and Â denote, respectively, the dimensionless elastic displacement and the dimensionless temperature, x and t are the spatial (depth) coordinate and the time. The constants involved in these equations have obvious physical signiÿcance (see 1) and will be assumed to have the following orders of magnitude:
Eqs. (2.1) and (2.2) were derived in [1] on the basis of rigorous thermodynamics and in the so-called material conÿguration. Therefore, the boundary conditions are set on well-deÿned boundaries and do not involve any approximations. It is interesting to note that the equation of heat conduction (2.2) involves a term that was not discussed previously, viz., the dependence of the thermal conductivity on strain. This dependence is represented by the coupling constant .
It is also worth noting that the dimensionless heat ow vector component Q, speciÿc entropy s and stress component are, respectively, given by the expressions
(2.7)
In this work, we use a ÿnite di erence method to ÿnd a numerical solution of the previous coupled equations under the prescribed initial and boundary conditions. The numerical method and the results are discussed in the following sections.
Characteristics and physical considerations
In order to investigate the characteristic curves for the system of Eqs. (2.1) and (2.2), introduce the notations
(3.1)
From (3.1) and (3.2)
System (2.1), (2.2) may be rewritten as a system of ÿrst-order PDEs in the form
where
or, in matrix form:
The equations of the characteristics are therefore dt = 0; (3.9)
and on each member of the second family, the following relation holds [6] 
Eqs. (3.9) and (3.10) clearly show that system (2.1), (2.2) is of mixed character, i.e., it may be classiÿed as a "parabolic-hyperbolic" system. The implications of this mixed character are as follows: As soon as the motion starts (t = 0), a temperature is set up at the boundary. This triggers an instantaneous nonzero temperature distribution in the whole half-space. This, in turn, acts as a source term in the wave equation for the elastic displacement. As a consequence, the elastic wave will be superposed on a background elastic solution from this source term in the whole half-space. The dimensionless phase velocity v of the elastic wave, according to (3.10) , may be expressed as
clearly showing its dependence on strain and temperature.
Finite di erence scheme
In what follows, we use a combined approach of quasilinearization and ÿnite di erence iterative method to solve the problem. This method has been tested for accuracy and e ciency in solving di erent problems [5, [7] [8] [9] .
Let U (n) and (n) denote the numerical values of u and Â at the nth iteration and let U (0) and (0) be the initial guess. We consider the Picard approximation [2] for Eqs. (2.1) and (2.2) under which the functions in the sequence u (n) and Â (n) satisfy the boundary conditions speciÿed for u and Â and there is linear convergence of the sequence u (n) and Â (n) to the solution of the original nonlinear problem.
For the computational work, consider a ÿnite interval on the x-axis. The domain in the x − t plane is discretized by a grid with step length x = h and time step t = k. The exact values of u and Â at the grid point (x; t) ≡ (rh; sk) are denoted by u r; s and Â r; s respectively, r = 0; 1; 2; : : : ; N ; s = 0; 1; 2; : : : ; while the numerical values are designated by U r; s and r; s . We take
Substituting Eqs. (4.1)-(4.9) into (2.1) and (2.2) and neglecting the truncation error, the resulting equations take the form 
and the superscript n denotes the ÿnal number of iterations required to obtain an acceptable approximation to the values of U r; s and r; s at the grid points on the line t = sk subject to
The local truncation error of schemes (4.10) and (4.11) is O(h 2 + k 2 ).
Numerical method
Di erence scheme (4.10) and (4.11) may be written in the form where
and q; q 1 ; q 2 ; q 3 ; q 4 ; q 5 ; p; p 1 ; p 2 ; p 3 ; p 4 and q 5 are deÿned in (4.12). For s = 0, we have
+ 4q 4 2. Calculate U r (≡ U then substitute the values of r from (5.14) into (5.8) and compare the coe cients of the resulting equations with (5.14). This gives the relations:
D r = pD r−1 − G1 pK r ; r = 1; 2; : : : ; N −1:
In this case, we use the boundary condition
One has
so we may write −1 in the form
Eq. (5.8) at r = 0 is
Substitute the value of −1 from (5.16) into (5.17) to get
which can be written in the form
Taking r = 0 in (5.14) and comparing with (5.19), we get
where U 1 is obtained from (1), G1| r=0 can be determined from (5.18) knowing the initial condition. Similarly as in (1) .2) can be solved in a similar manner. It may be noted that this is a three-level iterative scheme.
Stability
Write system (2.1), (2.2) in the linear form
(6.1)
where K 1 ; K 2 ; K 3 and B are bounded functions deÿned as
The corresponding di erence equations are To investigate the stability of schemes (6.1) and (6.2), we apply the matrix stability method [18] . which can be written in matrix form as
or in vector form r; s+1 = A r; s + B; where
Stability of the ÿnite di erence approximation is ensured if the eigenvalues of the ampliÿcation matrix A are, in absolute values, less than or equal to 1.
To determine the eigenvalues for the matrix A, we ÿnd the eigenvalues for matrices
The eigenvalues are obtained from the equations
We consider these two equations separately. From the deÿnition of and , we get 2 (1 + 2rK 2 ) = (1 − 2rK 2 ) + 2(rK 2 + 2 rK 2 ) cos s n + 1
; s= 1; 2; : : : ; n;
Therefore, the eigenvalues of A 2 are
Clearly, | | ¡ 1: (6.14)
From (6.12) and (6.14) the su cient condition for stability (the eigenvalues are less than or equal to one in modulus) is satisÿed for all n. Hence, the di erence schemes (6.6), (6.7) are unconditionally stable.
Numerical results and discussion
We have carried out some numerical calculations for the mechanical displacement and for the temperature distributions in the medium, in order to put in evidence the e ects of nonlinearity and of the di erent material constants involved in the equations.
As the nonlinear contributions are small, we expect them to be detectable only for large time values and at those points of the half-space where the shock wave is expected to form (x ∼ t ∼ 10 3 , taking into account that the dimensionless breaking distance, i.e. the distance after which the continuous solution to the problem stops being valid, is L B ∼ 10 3 as shown in [1] ). Figs. 1-4 show in perspective the distributions of the mechanical displacement and of the temperature as functions of the distance, for the di erent large time values. It is clearly noted that the Fig. 1 . ÿ1 = ÿ2 = 0:05; = 1; = 1; = 0:8; X 6 300; t 6 250; dx = 2; dt = 1; n = 301; nf = 500. Fig. 2 . ÿ1 = ÿ2 = 0:05; = 1; = 1; = 0:8; X 6 300; t 6 250; dx = 2; dt = 1; n = 301; nf = 500. slope of the curves at the wave front becomes larger as time increases, thus putting in evidence the process of shock wave formation.
Figs. 5 and 6 show the same as on the previous ÿgures, but for small time values.
Figs. 7 and 8 represent the e ect of the linear thermoelastic coupling constant ÿ 1 on the distributions of U and Â as functions of time at the point x = 100. We note that an increase in the value of ÿ 1 is accompanied by a decrease of the vibrational amplitudes of both U and Â.
On Figs. 9-12, we have produced the relative variations in U and Â, denoted U=U and Â=Â respectively, as functions of time for x = 800, as one of the two nonlinear coupling constants ÿ 2 and is changed. This allows to see that the variations, although small, are more noticeable as the location of the shock wave is approached. 
Special case
In this section, we solve our system of Eqs. (2.1) and (2.2) in a special case under the same initial and boundary conditions, except for boundary condition (2.4) which is now replaced by u(0; t) = u 0 (1 − cos t) for 0¡t 6 2 ; 0 for t¿2 ; (8.1) corresponding to one period only of the driving boundary condition. Our results for this case are shown on Figs. 13-20. Here again, the process of shock formation is put in evidence as the dimensionless time becomes of the same order of magnitude as the dimensionless breaking distance. Finally, we brie y comment on the uncoupled numerical scheme used by Jiang [12] and compare it with the present one. It is worth noting, in this respect, that the problem presented in [12] is slightly di erent from ours, the main di erence being that our formulation considers the dependence of the heat ow vector on strain. Moreover, the motion is driven by a mechanical boundary regime with zero initial conditions, while the motion in [12] is driven by initial conditions only. This has resulted in certain di erences in the computational schemes. More precisely, at any one time level, we ÿrst calculate the mechanical displacement, then the temperature is obtained from it. A di erent procedure is followed in [12] . An iterative process then allows us, at each time level, to reach a good accuracy. Use of Thomas algorithm avoids the round-o error growth and minimizes the storage machine computation. The numerical results show good stability up to su ciently large values of time. The local truncation error is of the second degree in the grid step length. The approach in [12] relies on a ÿnite element technique for the spatial variable, in combination with an uncoupled di erence scheme for the time variable, the truncation error being also of the second degree in the step length. No numerical results were produced there. 
