the presence of surgical tools [1] since each surgical phase consists of a sequence of actions, each of which is associated with the use of a specific surgical tool or a combination of two or three tools.
Introduction
The last decades have witnessed a continuous development in the equipment and systems of minimally invasive surgeries (MIS) to enhance their functioning and improve the surgical outcomes. However, the complexity of MIS has constantly increased with the technical advancement and doctors cannot make use of all available data. Thus, a pressing need for analysing the data provided by MIS' devices arises to improve the quality of MIS. In this respect, the research community seeks to develop a context-aware system to assist the surgical team and optimise processes occurring in the operating room. It is essential for that system to recognise the ongoing surgical phase. This can be achieved by detecting
Method

Dataset
Cholec80 dataset was used for training and evaluating the CNN model. The dataset consists of eighty cholecystectomy videos recorded at the University Hospital of Strasbourg (25 fps) [5] . It also contains tool presence annotation at 1 fps.
In this dataset seven tools were used which are: grasper, hook, bipolar, scissors, clipper, specimen bag and irrigator. The tool was defined to be labeled as a present tool if at least half of the tip appears in the scene. The distribution of frames over the surgical tools is shown in Figure 1 . The first forty videos were used for training the CNN, and the other videos for validation. 
Assessment Metric for Imbalanced Data
The imbalance ratio (IR) [8] was calculated to assess the imbalance level of the dataset. The imbalance ratio per class (IRPC) was also computed to assess the imbalance level of the tools (see Equation 1 ). The minority class has the highest value of IRPC. ,
where is the number of frames belonging to the majority class, is the number of frames belonging to the minority class, imbalance ratio of class (i), and is the number of frames belonging to class (i).
CNN Model
The pre-trained model AlexNet proposed by Krizhevsky was fine-tuned to perform surgical tool classification [5, 10] . The model consists of five convolutional layers and three fullyconnected layers. The deep architecture of AlexNet model results in very robust visual features. Tool classification in endoscopic videos is considered as a multi-label classification task since more than one surgical tool could appear in the scene. Therefore, the last fully-connected layer was replaced with seven fully-connected layers, each of which performs a binary classification for a specific surgical tool and its output is the confidence of tool presence.
Stochastic gradient descent (SGD) algorithm was used for training the model. The cross-entropy function was chosen to calculate the loss since detecting tool presence is a binary classification task. The mean cross-entropy loss of a tool for a batch of images was calculated according to Equation 2. (2) where N batch size, , is sigmoid function, and is confidence of tool presence. The losses of the tools are summed to give the total loss (Equation 3). Stochastic gradient descent algorithm modifies the model weights in a manner to minimise the total loss.
Techniques to Counter Imbalanced Data Problem
Two techniques were used to reduce the impact of imbalanced data on the classification performance. The first technique deals with imbalanced data problem at the data level, while the second treats the learning process.
Sampling Technique
This technique attempts to obtain a dataset with a more balanced distribution by applying some sampling mechanisms on the imbalanced dataset. Under-sampling and oversampling mechanisms were implemented on our training dataset. The majority classes which have a large number of samples are under-sampled by removing some frames randomly. In contrast, the minority classes are oversampled by taking all their frames and replicating some of them. In this way, a relatively balanced data set is obtained.
Loss-Sensitive Learning
SGD tries to reduce the total loss without taking into consecration the data distribution, as it treats the losses of the different classes equally (Equation 3). Thus CNN can learn robust features to identify all classes when the data has a uniform distribution. Loss-sensitive approach is used to increase the generalisation of the learning process in case of . The weighting factors were set according to proportions of classes in the training set. The higher proportion of data a class has, the lower weighting factor it has. Therefore, the minority classes have higher weighting factors than the majority classes. The weighting factors attempt to compensate the biasing effect of imbalanced data.
Implementation
AlexNet model was fine-tuned firstly without applying the previous techniques and a model, denoted as ToolMod, was resulted. ToolMod was fine-tuned using loss-sensitive learning approach after resampling the training set and a new model, denoted as BToolMod, was resulted. The fine-tuning process was carried out using CAFFE framework on a NVIDIA GEFORCE 840M graphics card which has 8 GB of memory. The training process of ToolMod was run for 80K iterations, and the base learning rate was set 10-4.
Results
The first forty videos of Cholec80 dataset was used as a training set for ToolMod. This training set was resampled to obtain a relatively balanced set. The imbalance ratio of each tool in both sets is shown in Table 1 and Table 2 . The imbalance ratio of the ToolMod training set is equal to 35 which reflects a very high imbalance level. Applying resampling techniques reduced the IR to 3. Figure 2 shows the co-occurrence of one and two tools which is represented by the chord diagram for the imbalanced and balanced training sets. Accuracy, recall and precision were used as evaluation metrics. To compare between the ToolMod and BToolMod, they were evaluated on the same testing set. The classification performance of the models is presented in Table 3 and Table 4 .
Discussion
Surgical tools are not used with the same frequency during the intervention. Grasper, for instance, is used in combination with other surgical tools in cholecystectomy and it appears in most of the endoscopic video, while some tools are used shortly in the whole procedure. Variation in the frequent appearance of the surgical tools results in imbalanced data problem. In Cholec80 dataset, Scissors and Irrigator appeared in a few frames and had the highest IRPC. Due to the high number of frames belonging to Grasper and Hook, ToolMod was biased towards those tools, and it can identify them very robustly which is reflected in their high recalls. Due to the biasing, ToolMod cannot detect Scissors and Irrigator, and they have low recalls.
During the training process, weights of CNN model are modified to reduce the total loss and obtain the best average accuracy without considering recalls or precisions of the individual tools. Therefore, ToolMod classifies most of the frames belonging to the minority class as a Grasper. Because of the tiny number of those frames (less than 3% of training data belongs to Scissors), the accuracy of the Scissors and the average accuracy are high. Moreover, Grasper has low precision due to high false positive coming from that misclassification.
Applying under-sampling and oversampling techniques results in a relatively balanced training set as shown in Figure 2 . Oversampling technique may cause overfitting when same frames are duplicated many times. To avoid overfitting, only some of Scissors' frames were duplicated one time.
Training ToolMod on the balanced training using losssensitive approach reduced the CNN biasing and improved the classification performance for minority classes. Recalls of Scissors and Irrigator enhanced by more than 40% and 25% respectively. Consequently, the number of frames misclassified as Grasper decreased leading to lower false positive and higher precision.
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