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We consider the dynamics of thin two-dimensional viscous droplets on chemically heterogeneous
surfaces moving under the combined effects of slip, mass transfer and capillarity. The resulting long-
wave evolution equation for the droplet thickness is treated analytically via the method of matched
asymptotic expansions in the limit of slow mass transfer rates, quasi-static dynamics and vanishingly
small slip lengths to deduce a lower-dimensional system of integrodifferential equations for the two
moving fronts. We demonstrate that the predictions of the deduced system agree excellently with
simulations of the full model for a number of representative cases within the domain of applicability
of the analysis. Specifically, we focus on situations where the mass of the drop changes periodically
to highlight a number of interesting features of the dynamics, which include stick-slip, hysteresis-
like effects, as well as the possibility for the droplet to alternate between the constant-radius and
constant-angle stages which have been previously reported in related works. These features of the
dynamics are further scrutinized by investigating how the bifurcation structure of droplet equilibria
evolves as the mass of the droplet varies.
I. INTRODUCTION
Moving droplets on surfaces is an ubiquitous phenomenon in the natural world, which also finds application in a
broad spectrum of technologies, such as in hydrogen fuel cells [1, 2], DNA analysis [3], printing [4, 5], as well as in
the fabrication of display technologies [6], to name a few. Yet, their study is inherently complex and a lot of these
applications are being developed based on intuition derived from laboratory observations. This complexity stems from
the multi-scale nature of the phenomenon, from forces that manifest themselves at the macro-scale, such as gravity
and capillarity, to the micro-scale effects close to the droplet front [7]. Although impressive progress in contact line
phenomena and the broader field of wetting hydrodynamics has been made in recent decades [8], there are several open
questions that still remain, including the poorly understood contact line dynamics on surfaces decorated with chemical
and/or topographical heterogeneities. When these are present, many interesting phenomena emerge, including the
pinning of the fronts [8, 9], stick-slip effects [10–12], and contact angle hysteresis [12–14]. In most circumstances these
heterogeneities occur naturally and are unavoidable, but there are also situations in nature and technology where
surface texturing is desirable, e.g., to facilitate the self-cleaning of plant leaves and artificial surfaces [15, 16], enhance
condensation [17, 18] or for directed droplet transport in microfluidic and lab-on-a-chip devices [19].
Thanks to sophisticated methodologies which have emerged in recent years, it is now possible to control these
features at minute lengthscales (see, e.g., [20, 21]). For example, when a surface is decorated with alternating
wettability patterns [22–25] droplets tend to align themselves to the features of the surface, preferentially spreading
along the more wettable regions; for sufficiently stronger wettability contrasts it is also possible for droplets to split
into satellite bodies [26]. For this reason, there is strong interest in improving our fairly rudimentary understanding
of how surface heterogeneities impact droplet motion, by developing predictive models that allow us to more precisely
control droplet behavior in the aforementioned applications and beyond.
Interesting dynamics also manifest themselves when a droplet is subjected to change in its mass which may occur due
to a variety of mechanisms, including, e.g., liquid imbibition through a permeable substrate [27–29], pumping liquid
into the droplet [30] or evaporation (see, e.g., Refs. [31, 32] for reviews). During mass transfer, two distinct modes or
a combination thereof are reported primarily in the context of evaporative dynamics [32], namely the constant-radius
mode, during which the contact line appears to be pinned, and the constant-angle mode, i.e. when the radius evolves
such that the apparent contact angle remains constant [33–40]. Noteworthy also is the recently reported snapping
mode, whereby a droplet undergoes abrupt motions as it loses mass on textured surfaces with macroscopic features,
but on a slower time-scale compared to stick-slip [41].
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FIG. 1. The problem geometry in dimensionless units. The droplet moves on a chemically heterogeneous substrate with
spatially varying contact angles given by θ(x). The droplet profile is described by its thickness h(x, t) and its right/left contact
points, given by a±(t). The droplet is subjected to changes in its mass, as prescribed by mass flux q(x, t), which may occur
either through the free surface or through imbibition along the substrate.
In the present study we aim to investigate the coupled macro-/micro-scale problem of a droplet spreading over a
chemically heterogeneous surface, which is additionally subjected to changes in its mass. Mass transfer effects are
prescribed by an arbitrary spatio-temporal function and may equivalently model imbibition through the substrate,
or mass transfer through the free surface of the droplet [42, 43]. This investigation is performed by considering the
corresponding long-wave evolution equation for the droplet thickness with a slip condition, which can be derived
by standard arguments in the limit of small slopes, strong surface tension and negligible inertia [42–45]. Analytical
progress is possible in the vanishingly small slip limit by assuming that the spreading of the droplet and mass changes
are sufficiently slow so that the method of matched asymptotic expansions can be leveraged to uncover the coupling of
the dynamics at the macro-scale where capillary forces dominate, and the micro-scale close to the contact line where
slip effects feature more prominently [45, 46].
The discussion here is limited to the two-dimensional (2D) geometry primarily to highlight, in qualitative terms, the
interesting interplay between surface heterogeneities and mass transfer, deferring the arguably more realistic three-
dimensional (3D) setting to the following paper [47]. We also seek to extend related works in 2D on homogeneous
surfaces, e.g. the work of Oliver et al. which focused on the particular case of a constant mass flux, but, unlike here,
a variety of distinguished limits were considered [43], or that of Kiradjiev et al. which looked into symmetric motion
when the mass flux is localised at the center of the drop [42]. Apart from the inclusion of chemical heterogeneities, two
additional key features of the present theory is that it is formulated for mass fluxes that are arbitrary functions of the
independent variables, and that it includes higher-order correction terms in the asymptotics of the distinguished limit
considered here. Noteworthy also is the related 2D numerical study within the framework of the computationally
more demanding diffuse interface Cahn–Hilliard formalism [48], which investigates similar dynamics for localized
fluxes. Studies which are pertinent to the present work also include a numerical study of imbibition in permeable
substrates [28], as well as works on evaporative dynamics, which may model diffusion-dominated evaporation with
a spatially dependent mass flux that is weakly singular at the contact line [49, 50]; or evaporation in a pure-vapour
atmosphere on homogeneous [36, 51] and rough surfaces [37, 38], where the mass flux is expressed as a function of the
droplet thickness.
The presentation of the work is organized as follows. In Sec. II we briefly describe the assumptions and governing
equation for our model. In Sec. III we present the matched asymptotic analysis undertaken by assuming that motion
occurs quasistatically to determine a set of transcendental equations for the contact line velocities which arise through
the asymptotic matching, focusing the rest of the work on models for which the contact line velocities can be deduced
explicitly. In Sec. IV we explore the predictions found through the reduced models and assess how well they compare
with simulations of the full governing partial differential equation (PDE). In Sec. IV we further scrutinize the effect
of mass flux on droplet motion by invoking a bifurcation analysis with numerical continuation techniques to explore
apparent hysteresis and other effects. A number of concluding remarks are offered in Sec. VI.
II. PROBLEM FORMULATION
Consider a 2D droplet moving over a flat, horizontal and chemically heterogeneous substrate. The droplet profile
is described at position X and time T through its thickness H(X,T ). Assuming small slopes everywhere, strong
surface tension effects and negligible inertia a governing PDE is deduced for the evolution of the droplet thickness by
3performing a small slopes expansion of the Stokes equations [43], namely
∂TH +
σ
3µ
∂X
[
H(H2 + 3Λ2)∂3XH
]
=
Q
ρ
. (1a)
Here ρ is the fluid density, σ the surface tension, Λ the slip length, and Q(X,T ) is the flux which may be attributed
to mass transfer occurring at the free surface of the drop via the kinematic boundary condition [43], or through
the substrate [42]. Additionally, gravitational contributions have been neglected under the assumption that the
characteristic length scale L is smaller than the capillary length. Here slip is modelled according to the inverse linear
slip boundary condition as proposed by Ruckenstein & Dunn [52] (see also [44]) which removes the stress singularity
associated with moving contact lines [53, 54]. Let us note that we have opted against the arguably more popular
Navier slip model because the pressure is logarithmically singular along the contact line, therefore complicating its
numerical implementation [55]. The droplet touches the substrate at X = A±(T ) which are, respectively, its right
and left contact points and is expressed through the condition
H(A±, T ) = 0. (1b)
Additionally, the droplet meets the substrate at the local contact angle, namely by requiring
∂XH|X=A± = ∓Θ(A±), (1c)
where Θ(X) is a spatially varying function that prescribes the local contact angles due to the chemical heterogeneities,
assumed to be small. There are no additional assumptions on Θ(X), only that it varies at length-scales much longer
than Λ. Since this is a free-boundary problem, it is also necessary to derive a set of conditions that are defined
compatibly with
d
dT
∫ A+
A−
H dX =
∫ A+
A−
Q
ρ
dX, (1d)
found by integrating directly (1a) from A− to A+. Through a local expansion of (1a) and making use of (1b) and
(1c) (see, e.g. Ref. [43]), we deduce the following free-boundary conditions
dA±
dT
= lim
X→A±
(
3Λ2∂3XH ±
Q
ρΘ
)
. (1e)
In this manner, the problem specified by (1) determines the dynamics of H and A± subject to an appropriately chosen
initial condition. Eqs. (1) are non-dimensionalized according to
X = xL, T =
3µLt
σα3s
, A± = La±, H = hLαs, Λ =
λLαs
3
, Q =
qσρα4s
3µ
, Θ = αsθ, (2)
with the lower-case letters denoting the dimensionless counterparts of the capital ones. Here αs corresponds to a
(generally small) reference contact angle, e.g. taken to be some characteristic contact angle; in the case of substrates
with localized features αs corresponds to the contact angle in the defect-free region of the substrate. The lengthscale
L =
√
V/(2αs) is a measure of the characteristic size of the droplet and is associated with its cross-sectional area,
denoted by V to be consistent with the notation for the 3D volume in Part II of the present investigation [47]. Under
Eq. (2), Eq. (1) transforms to the following problem defined on the wetted region a−(t) ≤ x ≤ a+(t)
∂th+ ∂x
[
h(h2 + λ2)∂3xh
]
= q(x, t), (3a)
h(a±, t) = 0, (3b)
∂xh|x=a± = ∓θ±, (3c)
d
dt
∫ a+
a−
hdx =
∫ a+
a−
q dx = v˙(t), (3d)
a˙± = lim
x→a±
(
λ2∂3xh±
q
θ
)
, (3e)
where the dot denotes differentiation with respect to t, θ± = θ(a±), and v is the dimensionless cross-sectional area.
Solving (3) numerically as λ → 0 (since λ  1 for macroscopically large droplets) causes numerical stiffness to
increase because of the difficult-to-resolve boundary layers for ∂xh near the contact line, as we have a transition from
the apparent contact angle in the bulk to the prescribed angles at the contact line. Therefore, to provide an attractive
alternative to numerical calculations, as well as to afford deeper physical insights to such a complex multi-scale
problem, we invoke the use of matched asymptotics as in related works [43, 45, 51, 55, 56].
4III. MATCHED ASYMPTOTIC ANALYSIS
The analysis is undertaken in the limit λ→ 0. It closely follows previous works that treated the case when q ≡ 0,
whereby the domain of interest is split into an outer region that makes up the bulk of the droplet and two inner
regions in the vicinity of x = a± [45, 46, 56]. Within the outer region, the dynamics is dominated by capillary and
viscous forces, with slip effects becoming more predominant near the contact points. The aim is to obtain a set
of evolution equations for the contact point velocities, a˙±, which is accomplished by linking the macro- with the
micro-scale dynamics by asymptotically matching the respective solutions in each of these regions.
This approach is feasible by assuming that there is a separation of scales (e.g., for droplets sufficiently far from
equilibrium and whose size is much larger than λ) and treating the dynamics as being quasi-steady. This is a realistic
assumption for many situations of practical interest and corresponds to the surface-tension dominated regime of small
capillary numbers, i.e. Ca = µU/σ  1, with U being a characteristic velocity scale [8]. This ultimately allows us to
delay the contributions of the a˙± terms to appear in the next-to-leading term, ultimately giving rise to the scalings
|a˙±| = O (1/| lnλ|)  1 as λ → 0 [45, 46]. The present analysis maintains these scalings for a˙±, by focusing on
the distinguished limit for which q and, consequently, v˙ are also O(1/| lnλ|) as λ → 0. In this manner, the analysis
remains more tractable compared to other distinguished limits, without compromising any of the qualitative features
of the dynamics we wish to uncover. Should these flux terms be present at leading order, a separate treatment would
be required (see Ref. [43] for other distinguished limits when θ(x) ≡ 1 and q is constant).
A. Outer region
As λ → 0 slip effects are negligible in the outer region and thus the slip parameter, λ, is dropped from the
leading-order dynamics of Eq. (3a). To simplify the analysis that follows we map the time dependent wetted domain
a−(t) ≤ x ≤ a+(t) of Eq. (3) to a fixed one −1 ≤ s ≤ 1 using the change of the variable
x =
1
2
[
(a+ − a−)s+ a+ + a−
]
, (4)
so that the PDE for the outer solution, hout, is transformed in the limit λ→ 0 to
∂thout − a˙+(1 + s) + a˙−(1− s)
2d
∂shout +
1
d4
∂s
(
h3out∂
3
shout
)
= q(s, t), (5)
where we define d = (a+ − a−)/2 as the droplet half-width. The pertinent conditions for the outer region are
hout(±1, t) = 0, and
∫ 1
−1
hout ds =
v
d
. (6)
Just as in many aforementioned works, the dynamics occurs sufficiently slowly so that a quasistatic approximation is
assumed to hold. This allows us to drop the explicit time dependence from hout(s, t) by introducing an expansion of
the form
hout = h0(s, a±, v) + h1(s, a±, v, a˙±, v˙) + . . . , (7)
where v˙ and a˙± are assumed to be small as λ → 0 and h0  h1. In essence, h0 describes the quasi-steady state of
the droplet, and h1 is linear in the a˙± and v˙ terms. This ordering of terms is formally justified by rescaling time
according to the slow time scale which is O(| lnλ|) as λ→ 0 [43, 46]. Using Eq. (7), we deduce the following problem
for the O(1) leading order term
∂s
(
h30∂
3
sh0
)
= 0, h0(±1, t) = 0 and
∫ 1
−1
h0 ds =
v
d
, (8)
which is easily solved to yield a parabolic profile of the form
h0(s, t) =
3v
4d
(
1− s2) . (9)
Here we note that in the leading-order problem (8) we have neglected q terms in accordance with the assumption that
q and v˙ are O (1/| lnλ|) as λ → 0. Should q terms be included at leading-order, they would contribute to the shape
of the droplet and a different approach would be required [43]. Next, the equation for h1 satisfies
∂th0 − a˙+(1 + s) + a˙−(1− s)
2d
∂sh0 +
1
d4
∂s
(
h30∂
3
sh1
)
= q(s, t), (10)
5where, for notational simplicity, we write q to be dependent directly on the s variable rather than indirectly through
x as transformed according to Eq. (4). Using the chain rule to write ∂th0 = a˙+∂a+h0 + a˙−∂a−h0 + v˙∂vh0, integrating
Eq. (10) once and after some term re-arrangement, we find
∂3sh1 =
d4
h30
∫ s
−1
q(s˜, t) ds˜+
d4ϑ
4h30
(f+a˙++f−a˙−) +
d3v˙
4h30
(s− 2)(1 + s)2, (11)
where f± = (1∓s)(1±s)2, and ϑ is the apparent contact angle as computed from the leading-order shape (9), namely
ϑ = ∓1
d
∂sh0|s=±1 =
3v
2d2
. (12)
Equation (11) is solved subject to the conditions
h1(±1, t) =
∫ 1
−1
h1 ds = 0, and
∫ 1
−1
q ds =
v˙
d
. (13)
As in related works, we seek to find the behavior of the slopes as s → ±1 [55, 56]. From a local expansion of the
governing equation for h1, we find that both a˙± and q± = q(±1, t) contribute a logarithmic singularity as s→ 1. The
corresponding two-term asymptotic expansion for ∂sh1 is cast in the form
∂sh1 ∼ −d(ϑa˙± ∓ q±)
ϑ3
ln(1∓ s)− β± as s→ ±1, (14)
where β± are time-dependent functions which may be determined without having to solve for h1 itself. To do this, we
multiply Eq. (11) by f± and integrate with respect to s over the interval [−1 + ε, 1− ε] for 0 < ε 1. After applying
successive integration by parts, and using on the left hand side the conditions (13) and the form (14), we get
4d
ϑ3
(ϑa˙± ∓ q±) (1− ln ε)− 4β± = 4d
ϑ3
[
ϑa˙± (ln 2− ln ε− 1) + ϑa˙∓ ± 3v˙
2d
∓ q± − I˜ε±
]
+O(ε ln ε), (15)
where
I˜ε± =
∫ 1−ε
−1+ε
[
1
2
ln
(
1 + s
1− s
)
± 1
1∓ s
]
q ds. (16)
Equation (15) is solved for β± to find
β± =
d
ϑ2
[
a˙± ln
e2
2
− a˙∓
]
+
d
ϑ3
[
I˜ε± ∓
3v˙
2d
± q± ln ε
]
+O(ε ln ε), (17)
noting that the logarithmically diverging terms q± ln ε as ε→ 0 are balanced with the diverging integrals I˜ε±. Using
ln ε = ln 2−
∫ 1−ε
−1+ε
1
1∓ s ds, (18)
and putting all terms under a single integral sign, a well-defined integral is formed when we take ε→ 0, thus obtaining
the following expression for β±
β± =
d
ϑ2
[
a˙± ln
e2
2
− a˙∓
]
+
d
ϑ3
[
I± ∓ 3v˙
2d
± q± ln 2
]
, (19)
where
I± =
∫ 1
−1
[
1
2
ln
(
1 + s
1− s
)
q ±
(
q − q±
1∓ s
)]
ds. (20)
Hence, recasting Eq. (14) in terms of the x variable, we find that as x→ a±
∓∂xhout ∼ ϑ±
(
a˙±ϑ∓ q±
ϑ3
)
ln
[∓ (x− a±)
2d
]
± 2a˙± − a˙∓
ϑ2
− 3v˙
2dϑ3
± I±
ϑ3
. (21)
Equation (21) specifies how the slope of the outer region behaves as the contact points are approached, which needs
to be compatibly matched with the corresponding slopes in the inner region to yield equations for a˙±.
6B. Inner region
In the inner region, we introduce the following stretching transformation
hin = λΥ±, ξ = ±a± − x
λ
θ±, (22)
which has the effect of zooming into the two contact points and allows us to retain the effects of slip [56]. Hence, the
governing PDE, Eq. (3a), transforms to
±a˙±∂ξΥ± + θ3±∂ξ
[
Υ±(Υ2± + 1)∂
3
ξΥ±
]
=
q±
θ±
, (23)
where we dropped O(λ) terms, assumed that q varies at lengthscales that are longer than λ, and took |a˙±|, |q±|  λ.
This is a generalisation of Ref. [56] which treated the case of q ≡ 0 and θ variable, and that of Ref. [43] which treated
both q and θ as constants. At ξ = 0 we require
Υ± = 0, ∂ξΥ± = 1, (24)
including Υ±/ξ2 → 0 as ξ →∞ to ensure compatibility with the outer solution (21). Similar to the previous section,
we introduce a quasistatic expansion in the form
Υ± = ξ + Υ˜± + . . . , (25)
so that ξ  Υ˜, and thus obtain the following equations for Υ˜±
∂3ξ Υ˜± =
q± ∓ a˙±θ±
θ4±(ξ2 + 1)
, (26)
which are solved with Υ˜± = ∂ξΥ˜± = 0 at ξ = 0 as well as Υ˜±/ξ2 → 0 as ξ → ∞. The asymptotic behavior of the
slope of Υ˜± as ξ →∞ is found to be
∂ξΥ˜± ∼ − (q± ∓ a˙±θ±)
θ4±
ln(eξ), (27)
from which we can write the corresponding asymptotic behavior for the inner slopes in terms of the original variables,
∓∂xhin ∼ θ± ±
(
a˙±θ± ∓ q±
θ3±
)
ln
[
eθ±
∓(x− a±)
λ
]
as
x− a±
λ
→ ∓∞. (28)
C. Matching
As in most problems considering the asymptotics of contact lines, we find that the x-dependent logarithmic terms of
the outer (21) and inner (28) solutions cannot directly match. In many instances, matching is possible by considering
the cubes of the slopes, which is justified through the presence of intermediate regions between the respective inner
and outer regions [45, 55, 56]. For the current problem, this approach fails to work due to the presence of q± in
the singular terms of Eqs. (21) and (28). However, matching is still possible, albeit through a much more elaborate
analysis, like the one introduced by Lacey for homogeneous substrates without mass transfer [46], and its extension
by Oliver et al. to problems with constant q [43]. Alternatively, a recent problem-independent generalization offered
by Sibley et al. allows us to circumvent the effort required through an integral which gives the functional forms of
the inner and outer slopes that directly match within their respective overlap regions [57]. Referring the interested
reader to Ref. [57] for details, matching for the right/left contact points require a different function of ∂xh, denoted
by G±, respectively. These functions are given by
G± (φ) = ±
∫ φ
0
y3a˙±
a˙±y ∓ q± dy = ±
φ3
3
+
φ2q±
2a˙±
± φq
2
±
a˙2±
+
q3±
a˙3±
ln
[∓(a˙±φ∓ q±)
q±
]
. (29)
The integrand in Eq. (29) is essentially the product of a˙± with the reciprocal of the coefficient multiplying the loga-
rithmically diverging term in (21) and substituting ϑ with the integration variable y. Then, we find that G±(∂xhout)
7matches directly with G±(∂xhin) near the right/left contact points, respectively (for the special case when q± = 0,
G±(φ) = ±φ3/3 and the usual matching-of-the cubes argument follows). After some algebra, we obtain the following
transcendental equations that govern the motion of the two contact points
± ϑ
3 − θ3±
3
+
q±
(
ϑ2 − θ2±
)
2a˙±
± q
2
± (ϑ− θ±)
a˙2±
+
q3±
a˙3±
ln
(
a˙±ϑ∓ q±
a˙±θ± ∓ q±
)
= a˙± ln
(
2deθ±
λ
)
− ϑa˙±
ϑa˙± ∓ q±
(
2a˙± − a˙∓ ∓ 3v˙
2dϑ
+
I±
ϑ
)
, (30)
which is determined with O(1/| lnλ|3) error as λ → 0. Eq. (30) corresponds to a highly non-trivial contact line law.
It is reminiscent of the equation obtained by Oliver et al. for constant flux q = v˙/2d with θ(x) = 1, and without the
O(1/| lnλ|2) terms which are included here [43]. Based on the arguments presented in Ref. [43], we anticipate that for
given values of ϑ 6= 0, θ±, v˙, q± and I± we can solve Eq. (30) to uniquely determine the contact point velocities a˙±
even as a˙± → 0. However, simulating the system (30) requires a more involved implementation which we chose not to
undertake here, since our principal aim is uncovering the qualitative features of the dynamics. Instead, as alluded to
previously, we use the explicit expressions for a˙± obtained by requiring that q± = 0 (no mass transfer at x = a±), so
that matching of the cubes of the slopes becomes possible. Although having q vanish at x = a± may be too restrictive
in some cases, e.g. when we have mass loss through evaporation, as q is maximized there [49–51], it is appropriate for
cases where mass flux is localized somewhere within the droplet’s footprint [42, 48]. Thus, setting q± = 0 in Eq. (30)
gives
a˙± = ±
κ± ln
(
2dθ∓
eλ
)
+ κ∓
ln
(
2dθ+
eλ
)
ln
(
2dθ−
eλ
)
− 1
, (31)
where
κ± =
ϑ3 − θ3±
3
± I±
ϑ
− 3v˙
2dϑ
. (32)
The structure of this system of integrodifferential equations (IDEs) is the same as that obtained by Vellingiri et al.
in the absence of mass transfer [56]. The reduced system (31) is arguably easier to solve compared to the full PDE
(3a), especially in the limit λ→ 0 due to the numerical stiffness issues highlighted previously.
Without loss of generality, the flux is prescribed as q = v˙q˜ so that Eq. (3d) reduces to
∫ a+
a−
q˜ dx = 1. In the special
case when q˜ = h/v, namely
q = v˙h/v, (33)
the integrals I± evaluate to I± = ±3v˙/(2d) at the orders we retain. In this case, the last two terms in (32) cancel each
other out, thus reducing Eq. (31) to the same system of ordinary differential equations (ODEs) as in Ref. [56], with
mass transfer effects entering through the dependence of ϑ on v, see Eq. (12). Although, as far as we are aware, this
particular form for q does not correspond to some physically relevant scenario, some of the calculations that follow
in the next section prescribe q according to Eq. (33) to highlight a number of key features of the dynamics, which
do not depend on the particular choice for q. For the corresponding numerical solution to the PDE problem (3), the
form (33) also avoids the use of dense meshes that would be required to accurately capture highly localized fluxes.
We conclude the derivation of the reduced system (31) by acknowledging some caveats surrounding a number subtle
features of the present analysis. The first is that it relies on taking |a˙±|  λ, which is clearly violated as mass transfer
switches from inflow to outflow and vice versa, as it may cause a droplet front to momentarily stop moving while
switching its direction of motion. This issue however is of very brief duration and seldom gives noticeable departures
from the solutions to the full problem (3). The second caveat is that the dynamics for t = O(1), during which
the free surface of the droplet evolves towards its quasi-static shape, is not properly accounted for. This limit is
not analytically tractable and requires, for the most part, a numerical treatment (see, e.g. Ref. [49] for the case of
evaporating droplets). Just as in the first caveat, this relaxation towards quasi-steady dynamics occurs in a short
period without impacting the dynamics appreciably (see also also the beginning of Sec. IV for further remarks). The
final caveat is that a more complete asymptotic procedure possibly requires a separate treatment for a receding droplet
fronts, following, for example, the analysis by Eggers for the case of a receding contact line on a plate withdrawn from
a liquid bath [58]. Given that receding fronts typically attain lower speeds than advancing ones, we chose not to pursue
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FIG. 2. Sample evolutions for v(t) according to Eq. (34) for v¯ = 2, v˜ = 1 and p = 200 and two different values for m.
such analysis because these effects manifest themselves strongly only for sufficiently high recession speeds. Thus to
extend the applicability of the asymptotic analysis and overcome the above-mentioned limitations, the development
of a composite expansion would be required as a means to encapsulate all the pertinent scales present in the problem.
This, however, appears to be a formidable task, the undertaking of which can be deemed unnecessary given the
generally excellent agreement we observe between solutions of (3) and the asymptotic models, which is highlighted in
the following section.
IV. RESULTS
In this section, we offer a qualitative assessment of how well the predictions of the reduced system (31) compare
with those of the full problem (3). To ensure the efficient and accurate numerical solution to the full problem, we
follow the methodologies developed by Savva and co-workers (see, e.g., Refs. [51, 55]), namely we use the mapping (4)
and spectral collocation to discretize the interval s ∈ [−1, 1], in order to densely cluster points near the endpoints for
resolving the boundary layers in ∂xh. In this manner, considerably fewer collocation points are required compared
to, say, a less accurate finite differences scheme on a uniform mesh. Time stepping is performed with the method
of lines, using MATLAB’s ode15s stiff ODE solver. For the initial droplet shape, we chose profiles for given a±(0)
and v(0) that satisfy conditions (3b) and (3c) and closely match the leading-order profile in the outer region (9) (see
also Ref. [51]). By doing so, the transients leading to quasi-static dynamics are significantly reduced, noting that the
relaxation to quasi-static dynamics even for appreciably distorted initial profiles typically occurs within t = O(10−2)
during which the droplet fronts barely move from their initial position. Simulations with the reduced system (31) can
be carried out with any standard ODE solver, where the integrals I±, Eq. (20), are evaluated with the Legendre–Gauss
quadrature to avoid evaluation of the integrand at s = ±1 (see, e.g. §25.4 in Ref. [59]). Unless stated otherwise in the
results that follow, we fix a±(0) = ±1, λ = 10−4 and plot the solutions to the PDE and reduced systems with solid
and dashed lines, respectively.
Whenever periodic variations of the cross sectional area are required, it is prescribed with the p-periodic function
v(t) = v¯ +
v˜
arctanm
arctan
[
m sin(2pit/p)√
1 +m2 cos2(2pit/p)
]
, (34)
which describes oscillations of amplitude v˜ away from the mean value, v¯. For finite values of the parameter m, (34)
is everywhere smooth, tending to v¯ + v˜ sin(2pit/p) in the limit m → 0. In the opposite limit, as m → ∞, v(t) tends
to a piecewise linear p-periodic sawtooth function. Although the jump discontinuities in the first derivative of a
sawtooth function are generally harmless and do not pose additional challenges in simulations, Eq. (34) avoids these
discontinuities altogether while simulating nearly piecewise linear inflow/outflow scenarios for sufficiently large m. In
all simulations performed, we fix m = 20 (see Fig. 2).
A. Hysteresis-like effects
In the first set of examples we assume that q is given by Eq. (33) which, as previously mentioned, reduces Eq. (31)
to a simpler system of ODEs. In these cases we consider heterogeneity profiles that describe alternating patches of
nearly constant wettability, in order to highlight some complex behaviors that arise. These include the pinning of
the droplet fronts, which typically occurs in regions where θ(x) changes abruptly and points to substrate-induced
90
0.2
0.4
0.6
0.8
1.0
1.2
h
0.9
1.0
1.1
1.2
1.3
d
−1.5 −0.5 0.5 1.50.4
0.6
0.8
1.0
1.2
1.4
1.6
x
θ
0 100 200 300 400 500 600
0.7
0.9
1.1
1.3
1.5
1.7
t
ϑ
(a) (b)
(c) (d)
FIG. 3. Alternating constant-angle and constant-radius modes on a substrate of alternating wettability patches with profile
θ(x) = 1 + 0.5 tanh [30 cos(11x)]. The mass flux is prescribed by Eq. (33) and v(t) by (34) with v¯ = 1, v˜ = 0.5 and p = 200. (a)
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FIG. 4. Evolution of the half-width for the heterogeneity profile θ(x) = 1 + 0.5 tanh [30 cos(αx)] and different values of α with
all other parameters as in Fig. 3. (a) α = 9; (b) α = 10; (c) α = 12; (d) α = 13. Compare with Fig. 3(b) for which α = 11.
hysteresis-like effects, as well as the constant-radius and constant-angle modes, previously discussed in Sec. I. Indeed,
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Eq. (33) and v(t) by Eq. (34) with v¯ = 4, v˜ = 0.75 and p = 300. (a) Droplet profiles separated by 25 time units, over a period of
liquid inflow/outflow. (b) Evolution of the droplet half-width, in which the contact points appears stationary macroscopically,
but undergoes movements at the microscale (see inset).
for area changes following Eq. (34) and suitably chosen parameters v¯, v˜, p and profiles θ(x), the dynamics can be
made to alternate between these two modes as shown in Fig. 3, noting also the excellent agreement between the full
(3) and reduced systems (31).
On the other hand, it is important to emphasize that this behavior is not particularly robust and is sensitive to the
system parameters. To demonstrate this, the calculation of Fig. 3 is repeated in Fig. 4, only changing the wavenumber
of the heterogeneities and showing the evolution of the half-width d(t) over a period after the fronts appear to settle
to a periodic state. We observe that a different wavenumber can ultimately detune the dynamics of d(t) shown in
Fig. 3(b) and the system is able to exhibit markedly different behaviors (from nearly complete pinning, Fig. 4(b), to
enhanced spreading, Fig. 4(c)). However, in principle, one can retune to the same qualitative dynamics by modifying
other system parameters accordingly, e.g. the manner mass transfer occurs.
A manifestation of contact angle hysteresis in experiments is that the fronts remain pinned whenever the apparent
contact angle falls between the values of the so-called receding and advancing contact angles [8]. The combined effects
of surface heterogeneities and mass transfer are able to capture such behaviors as well, without imposing a priori
contact angle hysteresis. This is demonstrated in Fig. 5 for a substrate of alternating wettability patches. The droplet
fronts appear to be macroscopically pinned where the static angle transitions abruptly between the minimum and
maximum contact angles, with the apparent contact angle varying approximately between these values. However,
by zooming into the evolution of the half-width we observe that the fronts always exhibit movement, albeit at the
microscale (for a millimeter-sized droplet, this would correspond to sub-micrometer motions along the substrate), a
feature which is very accurately captured by the lower-dimensional system (31) (see inset of Fig. 5(b)). This use of
heterogeneities as a plausible mechanism for hysteresis has also been invoked in the context of droplet motion on
inclined surfaces to explain the pinning of the fronts as the inclination angle increased and the existence of a critical
angle beyond which the substrate can no longer support the droplet at equilibrium [60].
B. Localized mass flux
The simple flux distribution (33) used previously revealed some of the qualitative features of the dynamics. For
arbitrary spatiotemporal flux variations, the motion of the moving fronts is captured by Eq. (31) through the presence
of I± terms, Eq. (20). In this section, the effects of localized mass transfer are explored, by representing q with the
scaled Gaussian
q =
2v˙
√
Se−S(x−x0)
2
√
pi
{
erf
[√
S (a+ − x0)
]
− erf
[√
S (a− − x0)
]} , (35)
whose peak is located inside the droplet footprint at x0 and the prefactor is chosen to satisfy Eq. (3d) (here ‘erf’
denotes the error function). When S > 0 is sufficiently large, we can use Eq. (35) with a−(t) < x0 < a+(t) to argue
that q± ≈ 0, so that we may use the reduced system (31) instead of the more complete system (30). As mentioned
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FIG. 7. Effect of changing the position of the flux in over the substrate with profile θ(x) = 1 + 0.1 tanh [5 cos(pix)]. The mass
flux is given by Eq. (35) with S = 20 and v(t) is prescribed by Eq. (34) with v¯ = 3, v˜ = 1.25 and p = 250. (a) and (b) evolution
of the droplet midpoint and half-width for differently positioned fluxes.
previously, the full problem (3) requires a considerably denser mesh to resolve the spatial variations of q prescribed
according to Eq. (35). For this reason, we used only moderate values for S to achieve a satisfactory compromise
between a fast decay of q towards zero, and computational efficiency.
It is worth noting that localized fluxes may lead to droplet breakup when |v˙|  |a˙±|, which is beyond the quasistatic
limit of applicability of our theory. In such cases, the full PDE needs to be considered. Such an example is shown
in Fig. 6 where we observe that the rapidly changing localized flux creates a neck region in the vicinity of the fluid
inlet/outlet, which progressively becomes thinner and ultimately leads to breakup. In this example, the calculation
was terminated just before the droplet height vanished at some point between the two contact points, thus avoiding
the development of schemes to deal with the actual breakup and the resulting dynamics after it occurs.
Many of the interesting features reported previously for fluxes of the form (33) also pertain for the localized fluxes
as well. However, if the mass flux is localized, more control may be exercised on how the droplets move on surfaces.
If mass transfer occurs sufficiently slowly, it causes the droplet to move, to the extent permitted by heterogeneities, so
as to center around the inlet/outlet point. This, however, may require more time for the droplet to settle to periodic
motion. This effect is highlighted in Fig. 7, showing that the droplet midpoint defined as ` = (a++a−)/2 evolves very
differently depending on where the inlet/outlet is located. Importantly, the excellent agreement of the reduced model
with the full equations demonstrates the importance of including the O(v˙/| lnλ|) terms in Eq. (31), which merely
correspond to higher-order contributions to the leading-order O(1/| lnλ|) terms.
In the limit S → ∞, Eq. (35) reduces to the a Dirac delta function distribution, namely q = v˙δ(x − x0), which
allows us to evaluate the integral I± in Eq. (20) giving
I± = v˙
[
1
2d
ln
(
x0 − a−
a+ − x0
)
+
1
a± − x0
]
, (36)
that is valid when x0 6= a±(t). Eq. (31) reduces to a system of ordinary differential equations, whose implementation
is rather straightforward; for the full equations, we consider numerically an integrated form of Eq. (3a) over the spatial
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is given by Eq. (37). The area fluctuations using Eq. (34) with v¯ = 2, v˜ = 1 and t replaced by t − p/4. (a) Space–time plot
showing the droplet footprint when p = 100, demarcated by the black solid curves x = a±(t). Dark/light patches correspond
to fluid outflow/inflow stages. The solid and dashed white lines show the positions at which fluid is injected and removed,
respectively. (b) the evolution of the droplet midpoint, `(t) corresponding to the plot of (a). (c) `(1000) as a function of the
flow period, p.
variable. Fig. 8 shows a sample calculation in the case when θ(x) = 1. Here the droplet is initially at an equilibrium
corresponding to v(0) = 1, a±(0) = ±
√
3/2. We periodically inject/extract fluid with period p using Eq. (34) with t
replaced by t− p/4. During the first half of the period we inject fluid, which is then removed during the second half
of the period. At the same time, we move the corresponding injection/extraction point in such a manner to induce
directed droplet transport to the right. Specifically, during the n-th cycle, n ≥ 1, we use q = v˙δ(x − x0(t)), where
sources/sinks are activated according to
x0(t) =

3
5
+
2n
5
(n− 1)p ≤ t < (n− 1/2)p (source)
−1 + 2n
5
(n− 1/2)p ≤ t < np (sink)
. (37)
This means that injection/extraction points are located at x = 2k/5− 1, where k is a positive integer (the dynamics
show that all points with k ≥ 5 can act both as sources and sinks). The way transport is induced is by injecting fluid
from a point close to the right contact point and removing it from a point close to the left contact point. It turns
out that the efficiency of droplet transport, as measured in terms of the distance travelled for fixed p, increases as the
injection/extraction points tend towards the right/left contact points. However, this violates our original assertion
that there is no mass flux through the contact lines. Although a more detailed parametric investigation is beyond the
scope of the present work, it is worth remarking that an alternative approach to promote transport is by lowering the
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period p (see Fig. 8c).
C. Transition to periodic dynamics
The previous examples demonstrate that the dynamics becomes periodic in the long-time limit if mass changes are
also periodic. Apart from the cases shown in Fig. 7, we observe that the transition to periodic motion occurs around
the first two periods of inflow and outflow, but it may be significantly prolonged depending on the heterogeneity
profile. When θ(x) is suitably chosen it may allow for longer excursions away from the initial droplet position, which
may violate the assumption for the flux to be localized somewhere between the two contact points for Eq. (31) to
hold. A remedy for this issue is to allow the location of the inlet/outlet to follow the droplet as time progresses.
However, for studying these transitions, it suffices to just represent q by Eq. (33).
Such a calculation is depicted in Fig. 9, where a shorter period of mass transfer and a combination of harmonics
for θ(x) is used, plotting how the half-width d and midpoint ` evolve with the droplet area v(t). We readily observe
that the droplet requires several more cycles to settle to a periodic motion, where, once more, the reduced model (31)
excellently captures the dynamics predicted by the full model (3). For this choice of θ(x) the wettability contrasts
are not as pronounced compared to, say, those of Fig. 3, which allows the droplet fronts to move more freely. As a
result, the pinning effects are weaker, which appear to prolong the transition to periodic dynamics.
Hence, it is important to acknowledge that the dynamics is strongly influenced by the interplay between mass flux
and substrate features. In Fig. 10, we compare the mid-point dynamics for two different periods of inflow/outflow
using Eq. (33) for a droplet moving over a substrate with θ(x) = 1 + 0.1 cos(8pix/5) + 0.3 sin(10pix/3). For the shorter
period (p = 200), the droplet settles to a periodic state within the first period of inflow/outflow (Fig. 10(a)); for the
longer period (p = 400) the droplet undergoes multiple mass flux cycles before settling to the periodic state, while it
is being shifted an order unity distance to a different region of the substrate (Fig. 10(b)). This example highlights
that more slowly varying mass fluxes are more strongly influenced by substrate heterogeneities, thus suggesting that
the effects of surface heterogeneities can be mitigated by increasing the mass flux rates, and that we can afford more
control on droplet motion by coupling slowly varying fluxes with appropriately tuned surface heterogeneities.
D. Snapping droplets
We have seen thus far that stick-slip events occur on typically fast time scales if the contact line is temporarily
trapped on sharp wettability contrasts. In a recent study, Wells et al. reported that for a sufficiently slowly evaporating
droplet a different mode can be observed, which is marked by a series of distinct snapping events, during which the
droplets shift towards a different location on the substrate [41]. Specifically, Wells et al. considered sinusoidal surface
topographies both experimentally and numerically, and observed that droplets can break the left-right symmetry as
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FIG. 11. Snapping mode dynamics using Eq. (33) for the mass flux and linear mass loss according to v(t) = 2−wt (a) Droplet
profiles when w = 0.005 plotted at times t = 50 to t = 300 in increments of 50 time units with the last profile at t = 395. (b)
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(c) The realization of the heterogeneity profile which is used in simulations (solid curve) and its noise-free counterpart given
by θ(x) = 1 − 0.2 tanh [50 cos(pix)] (dashed curve). (d) Evolution of the mid-point as a function of the normalized time t/tf ,
where tf = 79 for w = 0.025, tf = 399 for w = 0.005, and tf = 1999 for w = 0.001.
their contact line retracts due to evaporation, allowing them to move as a whole to a new location but at a slower
time-scale than typical stick-slip jumps. Similar effects may be observed with chemically heterogeneous surfaces as
well. This is depicted in Fig. 11 for droplets of linearly decreasing mass and a substrate with heterogeneities prescribed
according to
θ(x) = 1− 1
5
tanh [50 cos(pix)] + θ˜(x), (38)
15
−0.4 −0.2
0
0.2
0.4
1.0
1.2
1.4
1.6
1.8
2
3
4
5
(a)
`
d
E
−0.4 −0.2
0
0.2
0.4
1.0
1.2
1.4
1.6
1.8
2
3
4
5
(b)
`
d
E
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where θ˜(x) corresponds to band limited white noise represented by a superposition of harmonics with wavenumbers
up to 10pi, whose amplitudes are normally distributed with zero mean and standard deviation 0.005. This profile has
a lower wettability contrast to that of Fig. 3, whereas the low amplitude random features introduced by θ˜(x) promote
the breaking of symmetry (see Fig. 11(c)). A comparison of Figs. 11(a) and 11(b) shows that the rate at which mass
is lost plays a key role in the underlying motion. In both cases we initially have symmetrically receding fronts, until a
snapping event occurs which shifts both droplets to the right. Depending on the rate of mass loss, Fig. 11 shows that
other snapping events may occur prior to extinction, pushing the droplet to the left (faster mass loss, Fig. 11(a)) or
to the right (slower mass loss, Fig. 11(b)). Fig. 11(d) shows the evolution of the droplet mid-point in normalized time
units and clearly demonstrates that the faster rate of mass loss completely suppresses snapping events. This further
corroborates our earlier assertion that, for heterogeneities to play a more predominant role, the rate at which fluid
inflow/outflow occurs needs to be sufficiently slow. Similar observations can also be made with dynamics of mass gain
as well, or even if mass transfer occurs periodically.
V. BIFURCATION STRUCTURE
To better understand the mechanisms for the behaviors observed as the system parameters vary, an alternative
approach involves investigating the bifurcation structure of the equilibria of the system for fixed values of v. Hence,
by treating v as a bifurcation parameter, we trace how the location, nature and stability of these equilibria vary,
which can then be contrasted with time-dependent simulations. For fixed v, the equilibria and their nature can be
determined from the interfacial energy of the system, defined in dimensionless long-wave form as (see Ref. [56])
E(`, d) =
∫ `+d
`−d
[
(∂xh0)
2
+ θ(x)2
]
dx. (39)
The extrema of E correspond to the equilibria of the system, whose nature and stability can be assessed straight-
forwardly from the determinant of the Hessian matrix of E(`, d). Fig. 12 shows such an example for a specific
heterogeneity profile and two nearby values of v. The figure also shows the equilibria projected on the ` − d plane
together with the stable and unstable manifolds of the saddle points, which were computed from the IDE system (31)
for q ≡ 0 and demarcate the basins of attraction of the stable equilibria. We see that changes in v result into bifurca-
tions that alter the structure of the corresponding phase plane. By comparing Figs. 12(a) and 12(b), we observe the
formation and destruction of equilibria, which ultimately reveal that dynamic changes in v can lead to appreciable
changes in the motion of the fronts. For example, compare the two phase portraits in Fig. 12 in the close vicinity
of the line ` = 0; equilibria disappear when they collide as v is increased (for d ≈ 1.7), or new equilibria form when
previously non-intersecting manifolds meet (when d ≈ 1). When such topological changes/bifurcations occur for
sufficiently slow variations in v, the droplet responds to these changes by appreciably altering its motion. In other
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FIG. 13. (a) Bifurcation diagram projected on the v − d plane when θ(x) = 1 + 0.2 tanh [20 cos(8pix)] with overlaid dynamic
simulations. Gray solid, dashed and dotted curves correspond to stable, saddle and unstable branches of the bifurcation
diagram, respectively. Black curves are solutions to the reduced system (31), obtained with the same parameters as in Fig. 5
but with different values for v¯: (i) v¯ = 4; (same as in Fig. 5) (ii) v¯ = 2.75 and (iii) v¯ = 1.5. (b) and (c) evolution of the droplet
half-width corresponding to curves (ii) and (iii) in (a), respectively, as obtained from the full (3) (solid curves) and reduced
(31) systems (dashed curves).
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FIG. 14. (a) Bifurcation structure for the substrate defined by θ(x) = 1 + 0.15 cos(8pix/3) in the v − `− d plane (gray curves)
with two overlaid calculations of the reduced system (black curves labelled (i) and (ii)). The styles of the gray curves are as in
Fig. 13(a). Curves (i) and (ii) are obtained from Eqs. (31) and (33); v is given by Eq. (34) with v¯ = 2, v˜ = 1.5 and p = 250,
using a±(0) = ±1 for curve (i) and a+(0) = 0.5 and a−(0) = −1.5 for curve (ii). (b) and (c) slices of the bifurcation diagram
in (a) showing, respectively, curves (i) and (ii) projected on the v − d plane.
words, the droplet fronts are expected to closely trace how the corresponding equilibria evolve had v been treated as
a bifurcation parameter, and the observed de-pinning events, such as stick-slip, the snapping mode or the transition
from the constant-radius to the constant-angle modes are merely manifestations of the dynamics that arise due to the
topological changes in the basins of attraction of nearby equilibria.
Similar work has been undertaken by Pradas et al. using diffuse interface simulations in 2D [48]. Unlike the work in
Ref. [48], our work is limited to small contact angles, but our asymptotic analysis allows for a more efficient exploration
of the parameter space, as well as a longer simulation of the system over many cycles of mass gain and loss to capture
the transition to periodic motion. The remainder of this section is devoted to uncovering these bifurcation structures
in the 3D space spanned by `, d and v. The equilibrium branches were obtained by pseudo arc-length numerical
continuation techniques for carefully chosen conditions to trace each branch [61].
One of the most interesting features shown in this work, which is not discussed in Ref. [48] and is worthy of further
investigation is the apparent contact angle hysteresis in Fig. 5, namely that the droplet appears to be pinned as liquid
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is pumped in and out of the droplet, but moves at smaller spatial scales. Fig. 13(a) shows an overlay of the data in
Fig. 5 (plot (i)) and the bifurcation diagram projected on the v−d plane. For this example, v varies between 3.25 and
4.75, and is able to trace one of the stable branches of the bifurcation diagram for which d is nearly constant. Had
v oscillated with a sufficiently larger amplitude beyond the span of the stable branch, de-pinning of the fronts and a
transition to another stable branch with different d would have occurred. This is shown by plotting the evolution of
the half-width for droplets of smaller mean size in Fig. 13(b) (plot (ii) in (a)) and Fig. 13(c) (plot (iii) in (a)), where
the corresponding pinning/de-pinning events are clearly distinguished.
When substrates are decorated with strong wettability contrasts, the dynamics described above undergo abrupt
transitions as the stable branches of the bifurcation diagram are traversed (see Fig. 13). In reality, the moving fronts
only remain close to the bifurcation branches, but do not exactly trace them. This is a consequence of the fact
that the bifurcation diagrams describe droplet equilibria for fixed values of v, whereas simulations describe dynamic
phenomena and it is the quasi-steady character of the dynamics that allows us to make meaningful visual comparisons
between dynamic behaviors and these diagrams. If the heterogeneity features are represented by a single harmonic,
the resulting equilibrium branches will contain more readily identifiable pitchfork bifurcations, as shown in Fig. 14.
Like before, the droplet dynamics closely follows the stable branches of the system away from bifurcation points. Close
to a bifurcation point, where typically a stable branch becomes unstable as v is varied, the dynamics of the system is
slower to respond to this change and tends to overshoot away from the bifurcation points before approaching a nearby
stable branch shortly afterwards. This overshooting, which has also been observed in Ref. [48], and, more generally,
the departure of the actual dynamics away from the bifurcation curves becomes more pronounced if the contact lines
become more mobile, which may also result from more rapidly changing mass fluxes and stronger slip effects.
A more realistic representation of the heterogeneities of an actual substrate is expected to consist of many more
harmonics than the simple profile considered in Fig. 14 due to typically unavoidable randomness in its features [62].
Such representations, however, make the investigation of the corresponding bifurcation structures unwieldy. To
demonstrate this, Fig. 15 shows how the complexity of the bifurcation structure of Fig. 14 increases with the inclusion
of an additional, low-amplitude harmonic in the heterogeneity profile of Fig. 14. For such a profile and depending on
the initial state of the system, we can anticipate delayed transitions to periodic motion as the droplet fronts navigate
the space of nearby quasi-steady states until they reach a limit cycle in the long-time limit (see, e.g., the overlaid
trajectory in Fig. 15).
VI. CONCLUDING REMARKS
Understanding the effects of mass transfer on droplet spreading is of high importance for a variety of industrial
applications, and, utilising predictive models to simulate contact line spreading can facilitate the development and
improvement of these technologies, as well as enhance our understanding of the natural world. However, the study
of the underlying dynamics is inherently complex due to the multi-scale nature of the problem. Therefore, in this
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exploratory work we considered the 2D geometry to elucidate some of the key observed behaviors, as well as to gain
new perspectives and insights into unravelling the dynamics of the arguably more complex 3D problem. Specifically,
the method of matched asymptotic analysis was leveraged to derive a set of simplified models which approximate the
solution of the governing PDE in the limit of vanishingly small slip lengths and slow contact line velocities, which in
all cases considered, predict the dynamics of the full problem with remarkable accuracy, at least within the domain
of applicability of the theory.
The analysis undertaken holds for any spatiotemporal dependence for the flux term and pertains in the distinguished
limit when v˙ and a˙± are bothO(1/| lnλ|), so that changes occur sufficiently slowly. In this limit, a quasistatic expansion
is applicable so that the contact line velocities and the mass transfer terms are considered in the next-to-leading-order
terms in the asymptotic expansion. Although the evolution equations we obtained apply for arbitrary mass fluxes, we
opted to limit our discussion to cases where it vanishes at the contact points, primarily to avoid any implementation
difficulties that would have arisen had we solved for the evolution of the droplet fronts using the transcendental
equations (30). In this particular limit, the simpler set of IDEs (31) was obtained, which can essentially be viewed as
an augmented Cox–Voinov law that accounts for mass transfer effects.
Although these models are, strictly, speaking not valid at early times or when a˙± → 0, the results presented
suggest that we may confidently use them at all times, without compromising the generally excellent agreement with
the predictions of the full PDE. To investigate some of the generic features of the dynamics in further detail, we
considered two kinds of distributions for the liquid flux, namely one that scales with the droplet thickness according
to Eq. (33) and one that mimics a more localized flux distribution, as described by Eq. (35). While the former does
not correspond to a physically motivated flux distribution, it allows for a further simplification of the IDE system (31)
that is nearly identical to the system obtained for the case of constant mass [56]. For more general flux distributions,
the spatial dependence of q enters Eq. (31) through the integral terms, I±. Although they appear as higher-order
corrections in the analysis, their presence is needed in order to accurately capture the dynamics.
With a number of representative cases, we highlighted the intricate interplay among the various effects, demon-
strating how droplet behavior can drastically change even if small changes are introduced to either the chemical
heterogeneity or fluid flow properties. Crucially, some of the key contributions of the present work include comple-
menting related works undertaken in 2D [43, 48, 56], showing that it is indeed possible to observe hysteresis-like effects
without explicitly assuming a priori the presence of hysteresis (see, e.g. Figs. 3 and 5), as well as demonstrating how
the various modes observed for evaporating droplets naturally emerge if the presence of heterogeneities is accounted
for. In all simulations performed, periodic mass fluxes led to periodic dynamics in the long-time limit, although the
time required for the fronts to settle to periodic motion is highly dependent on the structure of the heterogeneities as
well as the choice of the initial conditions (see Fig. 10(b)).
Although the outcomes of a 2D model cannot be straightforwardly scrutinized by experiments, the combined
analytical and computational work we have undertaken made looking into the complex bifurcation structure of the
dynamics possible; gaining further insights into how hysteresis-like effects and transients to periodic motion occur by
following the topological changes that take place as the nature and stability of droplet equilibria evolve with changing
the droplet area. Importantly, the outcomes of this work are to be combined with the recent developments presented
by Savva et al. on 3D droplet motion over chemically heterogeneous surfaces [63], to offer a novel extension to the
fully 3D geometry, which is the subject of the second part of the present study [47].
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