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Abstract
In recent years, substantial work has been
done on language tagging of code-mixed
data, but most of them use large amounts
of data to build their models. In this ar-
ticle, we present three strategies to build
a word level language tagger for code-
mixed data using very low resources. Each
of them secured an accuracy higher than
our baseline model, and the best per-
forming system got an accuracy around
91%. Combining all, the ensemble system
achieved an accuracy of around 92.6%.
1 Introduction
On social media, we can often see bilinguals
switching back and forth between two languages,
a phenomenon commonly referred to as code-
switching or code-mixing (Sridhar and Sridhar,
1980). For processing such type of textual data,
we see that traditional approaches perform quite
poorly, especially due to mixing of different rules
of grammar, ambiguity, typing variances, as well
as other types of noises contributed by informality
of the social media aspect. Two types of code-
mixing can be commonly seen, one where both
the languages share a similar mother script, like
English and Spanish. The other being where the
mother scripts of both the languages being mixed
are different, for example English and Hindi. In
the first case, typing is done in the respective na-
tive scripts, while in the latter, one of the lan-
guages is typed in its transliterated form, so as to
maintain homogeneity as well as increase ease of
typing. Though there are some standard transliter-
ation rules, for example ISO 1, ITRANS 2, it’s al-
most impossible to follow them in real life. Thus,
1https://en.wikipedia.org/wiki/ISO 9
2https://en.wikipedia.org/wiki/ITRANS
we see variances in transliteration typing, con-
tributed by different phonetic judgments, dialects,
informality, etc. which increases the challenges of
processing such data even more. Thus, for making
any systems for such data, it is extremely impor-
tant to develop a good language tagger as this will
greatly affect the successive modules.
In this article, we present three methods for
building language taggers when the amount of
code-mixed data available is relatively low. These
include usage of convolutional neural networks,
data augmentation prior to training, and use of
siamese networks. At the end, we have also
built an ensemble classifier combining all these 3
methods. The language pairs we worked on are
Bengali-English (Bn-En) & Hindi-English (Hi-
En) code-mixed data. Both are Indic languages,
having Eastern Nagari Script 3 and Devnagari
Script 4 as their native scripts respectively. Thus,
the Bn/Hi tokens are in their phonetically translit-
erated form in Roman.
2 Related Work
In the earlier days, two major strategies were used,
n-grams (Cavnar et al., 1994) and dictionary look
up (Rehurek and Kolkus, 2009). Several research
work has been done in the recent past in order
to improve such taggers. Nguyen and Dog˘ruo¨z
(2013) used linear chain CRFs with context in-
formation limited to bigrams. Das and Gamba¨ck
(2014) utilized multiple features like word level
context, dictionary, n-gram, edit distance as fea-
tures for their classifier. Jhamtani et al. (2014)
created an ensemble model. The first classifier
uses edit distance, character n-grams and word fre-
quency, while the second classifier takes output
from the first one for current word, along with
3https://en.wikipedia.org/wiki/Eastern Nagari script
4https://en.wikipedia.org/wiki/Devanagari
POS tags of the neighboring tokens. Vyas et al.
(2014) proposed a method which uses logistic re-
gression and code-switching probability. In the
first shared task of code-mixed language identi-
fication (Solorio et al., 2014), the most popular
systems used char n-grams combined with rules,
as well as CRFs and HMMs. Piergallini et al.
(2016) used capitalization along with character n-
grams. For arbitrary set of languages, a general-
ized architecture based on HMM was developed
by Rijhwani et al. (2017). Choudhury et al. (2017)
created a model which concatenates character and
word embeddings for learning. They also experi-
mented with several curriculum, or order in which
the data is presented while training. Mandal et al.
(2018a) trained character and phonetic embedding
models and then combined them to create an en-
semble model. To the best of our knowledge, no
work has been done where the amount of data used
for building the supervised models is low.
3 Data Sets
We collected Bengali (Bn) words from the code-
mixed data prepared in Mandal et al. (2018b)
while Hindi (Hi) words were collected from
the data released in ICON 17, tools contest
(Patra et al., 2018). The number of unique tokens
collected for both Bn and Hi each was 6000. As
the goal is to train our models using low resource,
we decided to set the size of our training data at
1000 unique tokens. To have convincing conclu-
sions, as one may argue that the models depend
highly on the selected low amount of words, we
decided to train multiple models on batches of size
1000 and take the average of the results on our
testing data.
Lang Train Dev Test
En 4x1000 1000 1000
Bn 4x1000 1000 1000
Hi 4x1000 1000 1000
Table 1: Data distribution.
All the experiments in the following sections were
performed individually on 8 sets of data, Bn-En
(4) + Hi-En (4), and then average was taken. Also,
since testing the final models at instance level is
more logical, we extracted random 1000 instances
of Bn-En and Hn-En type each for final testing.
The mean code-mixing index (Das and Gamba¨ck,
2014) were 21.4 and 18.7 respectively.
4 Baseline System
As a baseline, we decided to use the charac-
ter embedding based architecture described in
Mandal et al. (2018a), which uses stacked LSTMs
(Hochreiter and Schmidhuber, 1997) of sizes 15-
35-15-1, where 15 is the size of input layer, 1 is
the size of output layer, and 35, 25 are the sizes
of the hidden layers. Batch size was kept at 64
and epochs were set to 100. Optimizer used was
Adam (Kingma and Ba, 2014), loss function was
binary cross-entropy and activation function for
output cell was sigmoid. Bn/Hi was labeled 0 and
En as 1. On a whole 8 models were trained (4 for
Bn-En and 4 for Hi-En) using distribution shown
in Table 1, tuned using threshold on development
data, and tested. Tuning is a simple method used
to convert the sigmoid output into a classification,
maximizing the accuracy on the development data
by altering the threshold using brute force. For ex-
ample, if sigmoid out ≥ θ, output 1 (En), else 0
(Bn/Hi). The detailed results along with the aver-
age is shown in Table 2.
Bn-En
Model θ Acc Rec Prec F1
1 0.87 80.25 78.83 82.70 80.23
2 0.89 79.05 77.17 82.50 79.02
3 0.87 82.10 81.10 83.70 82.09
4 0.86 81.60 80.73 83.00 81.59
avg 0.87 80.75 79.45 82.97 80.73
Hi-En
Model θ Acc Rec Prec F1
1 0.84 80.00 76.50 86.60 79.91
2 0.83 80.40 76.61 87.50 80.30
3 0.83 80.15 75.62 86.40 80.10
4 0.84 80.65 77.14 86.45 80.45
avg 0.83 80.30 76.46 86.73 80.19
Table 2: Results of baseline system.
We can see that the average accuracy achieved for
Bn-En is 80.75% while that for Hi-En is 80.3%.
5 Convolutional 1D Network
Convolutional neural networks (LeCun et al.,
1999) have been rapidly gaining popularity in the
NLP world, especially as it gives quite satisfac-
tory results, but yet is much faster than recur-
rent units. In the recent years, CNNs have shown
amazing results for text classification problems
(Johnson and Zhang (2014), Johnson and Zhang
(2015)). For our experiments, we used the Con-
volutional 1D variant of CNNs, which is ideal for
text. The texts can be thought as images of length
15 (embedding size) and height 1. Thus, n-gram
features can be captured using a kernel of size n.
5.1 Training
For implementation we used the Keras
(Chollet et al., 2015) API. The architecture
that we employed for training had layers 15-
CNN-D(0.2)-CNN-D(0.2)-1. That is, the input
layer size is 15, and the output layer size is 1. The
hidden layers are CNN units in order, and had
filters of size 32. Filters are essentially vectors
of weights using which the input is convolved,
it provides a measure for how close a patch of
input resembles a feature. D(0.2) is the dropout
layer, and 0.2 is the dropout rate. This reduces
computation cost even further, as well as chances
of overfitting. The first CNN unit had kernel
size 2 and stride 1 (capturing bigrams), while
the second CNN had kernel size 3 and stride 1
(capturing trigrams). Loss function used was
binary crossentropy, optimizer used was nadam
(Sutskever et al., 2013), and activation function
for output unit was sigmoid. Batch size was kept
at 64 while number of epochs was set to 100
(identical to baseline). Post training, in order to
convert the sigmoid outputs to classification, a
similar brute force as discussed in baseline system
was used.
5.2 Evaluation
The results obtained using stacked CNNs are
shown below in Table 3.
Bn-En
Model θ Acc Rec Prec F1
1 0.89 84.90 89.12 79.50 84.85
2 0.89 84.85 89.11 79.40 84.80
3 0.89 84.70 88.90 79.30 84.65
4 0.88 84.85 88.93 79.60 84.80
avg 0.89 84.83 89.02 79.45 84.78
Hi-En
Model θ Acc Rec Prec F1
1 0.88 84.30 88.28 79.10 84.25
2 0.87 83.75 87.71 78.50 83.71
3 0.89 84.15 88.15 78.90 84.11
4 0.88 83.80 87.80 78.50 83.75
avg 0.88 84.00 87.98 78.75 83.96
Table 3: Results using stacked Conv1D.
A modest improvement can be seen compared to
the baseline (about 4%), which translates to ≈ 80
more correct predictions.
6 Data Augmentation
Data augmentation has proven to be a useful strat-
egy when data is limited but supervised mod-
els are required to be made (Ragni et al. (2014),
Fadaee et al. (2017)). The idea we will be em-
ploying is to increase the amount of data using
probabilistic and neural models which will lead to
an increase of feature points. Such augmentation
has high chances of extracting new features and
essential ones which can boost up the system per-
formance. Two methods were tested for augment-
ing words in order to increase dataset size, one is
a simple n-gram based probabilistic generator, an-
other is a neural generator using LSTM. Both the
generator models take two parameters, seed and
generation length. The seed is the string which
the generator takes as the input in order to gen-
erate following characters in order to produce the
final word. The generation length is the length of
the string the generator is asked to generate.
6.1 N-Gram Generator
For building the n-gram generator, the classic lan-
guage modeling approach was taken (Ney et al.,
1994), based on Markov assumption. For prepar-
ing the data for modeling, the tokens were simply
split character wise and stored in an array. Then,
the n-gram probabilities were estimated. This is
essentially P(ci+1|ci, ci-1) = C(ci+1, ci, ci-1)/C(ci,
ci-1), where C(.) counts the number of times the
given n-gram occurs. We considered character
level unigrams, bigrams and trigrams for model-
ing words, i.e. 3 generators (each for Bn and Hi).
For example, the trigram model can be represented
as P(c1, c2, ..., cn) ≈ P(c1)P(c2|c1)
∏
n
i=3
P(ci|ci-1,
ci-2). A random function is used to switch ran-
domly between unigram, bigram and trigram. Our
n-gram generator had one extra parameter which
would control whether the argmax character is
outputted or the argsecondmax, it was determined
using a random function. This was done in order
to increase variance in generated strings.
6.2 LSTM Generator
In order to increase variance in our augmented
data, we decided to make a LSTM based gener-
ator. For data preparation, a simple character wise
split was done of the existing 1000 tokens. Each
word is treated as a separate time series entity.
These instances were then numerically mapped
with an integer, to create embeddings. Now, sim-
ply for preparing the training data, the target is set
just by shifting the input sequence by n steps. We
created 3 generators (each for Bn and Hi), by tak-
ing n ranging from (1, 3). These generators are
essentially learning character based word model-
ing. Mathematically, given a training sequence
(x1, x2, ..., xn), the LSTM uses a sequence of out-
put vectors (o1, o2, ..., on) to learn a sequence of
predictive distributions P(xt+1|x≤t) = softmax(ot).
The softmax is expressed as P(softmax(ot = j) =
exp(ot
(j))/
∑
kexp(ot
(k)). Objective of learning is to
maximize the total log probability of the training
sequence
∑
T−1
t=0
log P(xt+1|x≤t). Sampling from
this conditional distribution, the next character
is generated and is also fed back to the LSTM
(Sutskever et al., 2011). Our models were imple-
mented using the Keras (Chollet et al., 2015) API.
The layer sizes of our LSTM generator was 26-
200-26. Activation function used was softmax,
loss was categorical cross-entropy, and optimizer
used was rmsprop with a learning rate of 0.001.
All other parameters were kept at default. Batch
size was kept at 32 and number of epochs was set
to 50.
6.3 Augmentation
Before augmentation, we needed to create a list
of seeds using which the generators would model
words and augment data. For this, we simply
extracted 1000 substrings, bigram (100), trigram
(300), quadgram (600) from training data having
highest frequencies. The generation length which
we decided upon ranged from (3, 16). This value
was passed to the generator functions using a ran-
dom function generating a value between (3, 16).
Using these, 1500 tokens was generated by n-gram
and LSTM generator each, i.e. a total of 3000
augmented tokens. Combining this with the 1000
training tokens, the number of tokens in the final
training data was 4000 for each language.
6.4 Training
The architecture and hyperparameters used for
training was identical to that of the baseline sys-
tem. This was done to keep parity, and make the
results obtained post augmentation comparable to
that of the baseline system. As neural networks are
very parameter sensitive, a change in batch size, or
any learning functions will force a very different
learning making the results incomparable.
6.5 Evaluation
The results of the models trained on augmented
data is shown below in Table 4.
Bn-En
Model θ Acc Rec Prec F1
1 0.93 88.45 87.30 89.35 88.44
2 0.93 88.55 87.60 89.29 88.54
3 0.94 88.40 87.70 88.94 88.39
4 0.93 88.50 87.90 88.97 88.49
avg 0.93 88.48 87.63 89.14 88.47
Hi-En
Model θ Acc Rec Prec F1
1 0.92 88.20 87.20 88.98 88.20
2 0.93 88.15 87.00 89.05 88.15
3 0.93 88.05 87.00 88.87 88.05
4 0.92 87.90 86.80 88.75 87.89
avg 0.93 88.08 87.00 88.91 88.07
Table 4: Results using data augmentation.
We can see that augmentation has improved the
accuracy by a fair amount (about 8%), which
translates to ≈ 160 more correctly predicted to-
kens.
7 Siamese Network
Siamese networks (Bromley et al., 1994) are
neural networks whose architecture contains two
identical sub-networks, which are joined at a sin-
gle point, and hence the name. The sub-networks
have identical configuration, parameters and
weights. In such a network, back-propagation and
updating is mirrored across both the networks.
A unique property of such networks is that even
though it takes two inputs, the order doesn’t
matter (i.e symmetry). This architecture performs
quite well on low resource problems or even
one-shot tasks (Koch et al. (2015), Vinyals et al.
(2016)). This is because sharing weights across
sub-networks results in requirement of fewer
parameters to train, which reduces chances of
overfitting. They are quite good, and thus popular
where finding similarity or relationship between
two comparable things is a concern. In the recent
past, it has become popular for finding textual
similarity as well (Mueller and Thyagarajan
(2016), Neculoiu et al. (2016), Mou et al. (2016)).
The siamese network is built around learning
a distance metric dis between two vectors x1 and
x2 (each coming from one sub-network), thus the
order doesn’t matter, as dis(x1, x2) should be same
as dis(x2, x1). This key feature is critical to our
algorithm. The idea is to consider 1000 Bn/Hi
tokens as belonging to one class, and 1000 En
tokens belonging to another class. Distance dis is
assigned following the equation below.
dis(x1, x2) =
{
0, x1, x2 ∈ sameclass
1, x1, x2 /∈ sameclass
As a siamese network is trained pair wise, i.e. each
vector is paired with every other vector once, with
respective targets following the dis function, the
total training data size increases quadratically. For
Z members each of C classes, which is Z·C vectors
on a whole, the total number of possible pairs is
given by
Npairs =
(
Z · C
2
)
=
(Z · C)!
2!(Z · C− 2)!
In our case, Z = 1000, C = 2, which results in a to-
tal of 19,99,000 vector pairs for our training data.
Thus, we can see a huge increment in the size of
training data, thus reducing the chances of overfit-
ting, which is a big problem for neural networks,
especially when amount of data is low like in our
case.
7.1 Architecture
For each of the sub-networks of our siamese net-
work, the layer sizes were 15-128-128-64-D(0.1)-
32-D(0.1)-16. Here, 15 is the size of the input
layer, while 16 is the size of the output layer. 128-
128-64-32 are the sizes of the hidden layers in
order. The layers of sizes 128 were GRU cells
(Cho et al., 2014), while 64-32 were dense net-
works with feed forward cells. D(0.1) is a dropout
layer with rate 0.1 added in between the layers 64-
32 and 32-16, in order to reduce overfitting further
more, which additionally reduces computing cost
as well. The two tensors of sizes (1, 16) from each
of the subnetworks are then concatenated, and sent
to the output cell. This model was implemented
using Tensorflow (Abadi et al., 2016).
7.2 Training
The whole model was trained to minimize con-
trastive loss which is given by the equation below
(1− Y)
1
2
(Dw)
2 + (Y)
1
2
{max(0, m − (Dw)}
2
Where Dw is defined as the euclidean distance
between the outputs from the two sub-networks,
which mathematically can be represented as the
equation below. λ denotes a very small value,
which in our case was 10-6.
Dw =
√
{Gw(X1)− Gw(X2)}2 + λ
An L2 weight decay (van Laarhoven, 2017) term
was also used in the loss to encourage the network
to learn less noisy weights and improve general-
ization. The activation function used for the output
cell was sigmoid, and optimizer used was rmsprop
with a learning rate of 0.0001 (other values kept at
default). Batch size was kept at 128, and number
of epochs was set to 10.
7.3 Tuning
Since our siamese model gives a sigmoid out as
well, thus, to convert it into a classifier we had to
find a threshold for which the accuracy is maxi-
mum. This was done using the development data.
A random selection of 100 tokens was done from
training data (Bn/Hi) to create our support set.
Support set is the data with which the network
compares the inputs to give a similarity score. Our
algorithm essentially takes an input token, com-
pares it with tokens in our support set, and stores
the similarity scores in an array. The sum of this
array is considered as the final similarity score. As
our classifiers output is sigmoid, the range of the
sum of this array is (0, 100). This process was
done for 2x1000 tokens of our development data.
Finally, using a similar brute force technique used
for the other models, the θ for which the accuracy
was maximum on the development was calculated
(shown in Table 5).
7.4 Evaluation
For evaluation on our testing data, the algorithm
that was used is described below.
Algorithm 1: Siamese language tagger
Data: token to be tagged (token)
Result: language tag
similarities = [], similarity = 0
for support in support set do
similarity = siamese(support, token);
similarities.append(similarity);
end
if sum(similarities) ≤ θ then
return 0;
else
return 1;
end
Using the above algorithm, the results on our test-
ing data is shown in Table 5.
Bn-En
Model θ Acc Rec Prec F1
1 22.7 89.45 87.80 90.79 89.45
2 22.8 89.55 87.90 90.89 89.55
3 22.8 89.85 88.10 91.29 89.85
4 22.7 89.45 88.10 90.54 89.45
avg 22.8 89.58 87.98 90.88 89.56
Hi-En
Model θ Acc Rec Prec F1
1 22.6 89.50 88.00 90.72 89.49
2 22.6 89.35 87.80 90.61 89.35
3 22.7 89.65 88.30 90.75 89.65
4 22.6 89.50 88.10 90.64 89.49
avg 22.6 89.50 88.05 90.68 89.50
Table 5: Results using siamese network.
We can see that the siamese architecture has per-
formed quite well as expected, and have achieved
accuracies above 89% for both Bn-En and Hi-En.
This is an improvement of 9% from our baseline
system, i.e. it has correctly predicted ≈ 180 tokens
more. Also, unlike the other systems, here the ac-
curacy difference between the Bn-En and Hi-En
has reduced quite a bit (0.03%). This is probably
due to the fact that the threshold was calculated
over 100 instances, which normalizes variances to
quite an extent.
8 Ensemble Model
As we had created multiple systems for lan-
guage tagging, we decided to ensemble them us-
ing simple weighted voting technique. It’s basi-
cally bootstrap aggregating (Hothorn and Lausen,
2003) with different weights, based on their ac-
curacies. Weight wn associated with classifier
cn can be calculated as an/
∑
n
i=0
ai, where an is
the respective accuracies on testing data. Thus,∑
n
i=0
wi = 1. The class having the greater weight
is given as the final output. Using this method, and
averaging over all the four data sets, the results ob-
tained are shown in Table 6.
Lang Acc Rec Prec F1
Bn-En 89.95 88.90 90.80 89.95
Hi-En 89.80 88.50 90.86 89.79
Table 6: Averaged ensemble results.
A slight improvement in accuracy can bee seen,
but is still quite important as the tokens are all
unique. The accuracy scores achieved, 89.95%
and 89.80% are very close to that of Mandal et al.
(2018a), which reports an accuracy of 91.71% us-
ing character embedding, where ≈ 6.6k tokens
were utilized for training (6.6x times data used for
building our models). Also, recall and precision
both have close values, suggesting the model is not
biased towards a single language. This is unlike
the individual systems, and is quite a good aspect.
9 Instance Level Testing
To get an estimate on how our trained models will
perform in real applications, we tested our trained
and tuned models at instance level. This is also
important as it maybe the case that the model has
failed to learn very commonly used tokens for a
certain language, for example articles like ’the’,
’an’, etc which will result in a much reduced ac-
curacy when tested at instance level. The best per-
forming classifiers from each of the methods were
chosen for testing. The results obtained are shown
below in Table 7.
Bn-En
Method Acc Rec Prec F1
Conv1D 88.15 85.80 90.03 88.14
Augment 90.85 89.60 91.89 90.85
Siamese 91.00 90.99 92.53 90.99
Ensemble 92.65 91.90 93.29 92.65
Hi-En
Method Acc Rec Prec F1
Conv1D 88.10 85.90 89.85 88.09
Augment 90.25 88.40 91.79 90.25
Siamese 91.05 89.20 92.62 91.05
Ensemble 92.60 91.20 93.83 92.59
Table 7: Results on instance level testing.
From the table, we can see that the all the three
models have performed quite well at instance level
as well, proving their effectiveness. Here, the im-
pact of the ensemble model is more visible as well,
as it as achieved the highest accuracy by > 1%
margin.
10 Summary & Discussion
All the three methods that have been demon-
strated, have their own sets of advantages and dis-
advantages. Though the siamese network has got
the overall best scores, the classifier is relatively
slow, having a tag time of ≈ 1 sec per 5 token.
The Conv1D has the fastest tagging time, but is
relatively inferior in terms of performance. Aug-
mentation method performs almost as good as the
siamese method, plus is faster, but creating two
5i5-6300HQ (2.8 GHz) + 16GB RAM
generators for augmentation is a slightly tedious
work. One interesting thing that can be noticed
from all the experiments is that for all 4x2 datasets,
the results are quite close, suggesting that above
a certain amount, the weights learned by the net-
work are quite similar. Recall and precision values
are also pretty close to each other, which tells us
the architectures doesn’t create very biased mod-
els. Also, other than Conv1D, in the other meth-
ods (including baseline), we can see precision >
recall. This suggests that the models generalized
the Indic character patterns quite well, which re-
sults in higher number of true positives.
11 Conclusion & Future Work
In this article, we present experimental results
from our ongoing work on building word level
language taggers for code-mixed data when the
amount of resources is quite low, which is actu-
ally the case many a times. We present three effec-
tive methods for this, which are Conv1D networks,
data augmentation and siamese. Over all, siamese
networks gave the best results with an accuracy of
91%. Conv1D and data augmentation performed
quite satisfactorily as well and gave accuracies of
88% and 90% respectively. We also create an en-
semble classifier combining these, which achieves
an accuracy of 92.6%. In future, we would like to
explore more methods, especially using memory
augmented neural networks (Santoro et al., 2016).
Using transfer learning (Pratt (1993), Do and Ng
(2006)) may prove to be an effective solution as
well.
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