Ambient observations have indicated that high concentrations of ozone observed in the Houston/Galveston area are associated with plumes of highly reactive hydrocarbons, mixed with NO x , from industrial facilities. Ambient observations and industrial process data, such as mass flow rates for industrial flares, indicate that the VOCs associated with these industrial emissions can have significant temporal variability. To characterize the effect of this variability in emissions on ozone formation in Houston, data were collected on the temporal variability of industrial emissions or emission surrogates (e.g., mass flow rates to flares). The observed emissions variability was then used to construct region-wide emission inventories with variable industrial emissions, and the impacts of the variability on ozone formation were examined for two types of meteorological conditions, both of which lead to high ozone concentrations in Houston. The air quality simulations indicate that variability in industrial emissions has the 1 potential to cause increases and decreases of 10-52 ppb (13-316%), or more, in ozone concentration. The largest of these differences are restricted to regions of 10-20 km 2 , but the variability also has the potential to increase region wide maxima in ozone concentrations by up to 12 ppb.
Introduction
Ambient observations have indicated that ozone formation in the Houston/Galveston (HG) area is faster and more efficient, with respect to NO x consumed, than other urban areas in the United States. This results in highly localized but extreme ozone events, frequently in excess of the National Ambient Air Quality Standards (NAAQSs) for ozone. It is believed that these unique characteristics of ozone formation in the Houston metropolitan area are associated with plumes of highly reactive hydrocarbons, which have been observed in airborne measurements (Kleinman et al., 2003; Ryerson et al., 2003) over or near the industrial Houston Ship Channel area. Thus, accurate quantification of industrial emissions, particularly of reactive hydrocarbons, is critical to effectively address the rapid ozone formation and the consequent high ozone events in the Houston metropolitan area.
Industrial emissions of hydrocarbons, from non-electricity generating units (NEGUs), have traditionally been assumed to be continuous at constant levels for the State Implementation Plan (SIP) development and photochemical modeling purposes. However, observational data collected during the Texas Air Quality Study in 2000 showed that industrial emissions of hydrocarbons from NEGUs have significant temporal variability (Murphy and Allen, 2005; Vizuete, 2005) .
Variability in industrial emissions of hydrocarbons can be ascribed to the occurrence of both episodic emission events and variable continuous emissions. Murphy and Allen (2005) have investigated characteristics of emission events in the HG area with a focus on highly reactive volatile organic compounds (HRVOCs; defined in Texas air quality regulation as ethylene, propylene, isomers of butene and 1,3-butadiene); characteristics of emission events examined included event magnitude, event duration and source types. These emissions events are discrete non-routine emissions events, of more than permitted amounts, with reporting required under Texas law. Since 2003, reporting is required of emissions events of over 100 lbs.
of a specific compound, or over 5000 lbs of VOCs if composed of less than 2% of individual highly reactive species. Murphy and Allen (2005) showed that depending on the time, location, and magnitude of the emission event, ozone concentrations can be increased by as much as 100 ppb. Nam et al (2006) performed additional analysis using a subdomain model, and showed that 1.5% of emission events would produce an additional 10 ppb of ozone, and 0.5% of events would produce more than 70 ppb of additional ozone.
Vizuete (2005) investigated the physical and chemical processes of ozone formation and accumulation in the HG area during a small number of large magnitude emission events. Nam et al. (2006) developed computationally efficient photochemical models and examined the impact, on ozone formation in the HG area, of emission events using a stochastic characterization of the emission events described by Murphy and Allen (2005) . While the previous studies provided important information on impacts of emission variability on ozone formation in the HG area, they are limited in the sense that the episodic emission events account for just a part of emission variability and contribute to just 10% of the mass of annual HRVOC emissions. As described in later sections of this paper, data from emissions monitors for several industrial sources show that there is considerable variability in routine emissions that is not high enough to require reporting as an event, but may significantly impact ozone formation. If so, representing this variability may be critical in developing ozone control strategies, since different strategies will target different parts of the probability distribution of emissions.
The overall goal of this work is to estimate potential changes in ozone formation and accumulation in the HG area due to variability in continuous hydrocarbon emissions. Because the variability may be an important consideration in developing control strategies, this study focuses on establishing the methodology and the importance of emissions variability on ozone formation. The impact on control strategies is explored in a subsequent study. Variability in VOC emissions will be simulated based on observations of emission variability from a group of industrial sources in the HG area, and a stochastic emission inventory generator, described in the Methods section. The characterization of VOC emissions variability and the impacts of the variability on ozone formation in the Houston area are described in the Results.
Methods

The stochastic emissions inventory generator
Observations from various emission sources and ambient measurements indicate that industrial emissions of VOC have significant temporal variability. For example, Figure 1 shows the hourly measurements of the mass flow rate to a typical flare at an industrial facility in the Houston area over the course of a year. Variability in mass flow to a flare represents the variability in emissions if combustion efficiency is constant and likely represents a lower bound on emission variability if combustion efficiency decreases at high or low flows. Although the annual average mass flow rate (blue horizontal line at 2.93 kilo-lb/hr) is below the permitted annual average mass flow rate (purple line at 3.43 kilo-lb/hr), the significant temporal variability in mass flow leads to frequent exceedances of the annual average emission rate. While temporal variability is large compared to the mean, this variability does not necessarily result in a reportable emission event. The maximum allowable flow to the flare of Figure 1 , when averaged on a daily basis, is 34,700 lb/hr. Only a few of the instances of high flow rates exceed this amount and are reportable as emission events. Data from other emission sources also exhibit high variability, with different temporal patterns.
The motivating question for this study is: does the variability in VOC emissions from point sources contribute to ozone exceedences in Houston-Galveston? If, for example, the occasional spikes of extremely high VOC emissions as seen in Figure 1 are a major cause for ozone exceedences, then this has a strong implication for control strategies. Rather than lower the annual average of VOC emissions, it may be much more effective to eliminate the high emissions spikes. Before this can be explored, however, a method for representing the stochastic emissions process must be developed.
A probabilistic model of the stochastic emissions generating process was constructed. To simulate the observed temporal patterns, sampling from a simple probability density function (PDF) is not sufficient; samples from a single PDF cannot characterize the flare flow. Standard time series methods are similarly unable to capture the characteristic patterns in the VOC emissions. For example, in Figure 2 , the cumulative distribution function (CDF) is shown for the observations from Flare 1 and for a simulation of an auto-regressive moving-average (ARMA) with all significant terms. While the ARMA fit approximates the mean, it does not reproduce the standard deviation or the tails of the observations. Another application area where standard time series approaches have proven insufficient is in forecasting electricity prices in deregulated markets. Time series of electricity prices show similar volatility and extreme jumps with low frequency. Recent work in that area (Johnson & Barz, 1999; Knittel and Roberts, 2001 ) has shown jump-diffusion and markov process models to be superior, and a similar approach is used here.
Mass flows to the flare in Figure 1 are composed of various components in magnitude, including nearly constant, routinely variable, and allowable episodic mass flow rates (Figure 3 ).
Therefore a more appropriate model for this process is a mixture of multiple PDFs (Cornell, 2002) , each accounting for one of the components of the mass flow variability. To determine the form of the PDF (normal or log-normal) that should be used for the nearly constant, routinely variable and allowable episodic mass flows, normal probability plots are used (Figure 4) . A normal probability plot (Hogg and Ledolter, 1992, p. 137) graphs the quantiles of the observations against the standardized normal scores, defined as
. Y is the mean emission rate and s is the standard deviation of the normal function that best fits the emission rate. If the observations are normally distributed, the plot will form a straight line with a slope of 1/s and will intersect the point (Y , 0). In addition, the log of the sorted observations are plotted against the standardized normal scores; if the relationship is linear between the inverse normal and the logarithm of the mass flow rate, it is reasonable to assume that the mass flows are
lognormal. An alternative would be to graph the sorted observations against the quantiles of an assumed distribution, known as a "q-q plot". The advantage of the normal probability plot used here is in identifying breaks between different components, each with different means and variances. The q-q plot, by contrast, is best suited to assessing whether the data is drawn from a single theoretical distribution. When these distributions of mass flows are used for other flares in the HG area, the distributions are scaled such that the mean of the distribution exactly equals the deterministic value for hourly emissions, and that the coefficient of variation, defined as the standard deviation normalized by the mean, is preserved.
Once PDFs for each emission mode are calculated, the duration of emissions in one mode, before transition to another mode, is simulated using an exponential distribution function.
Exponential distributions are probability distributions widely used to model the time between events. Each hour's emissions is identified as belonging to one of the three component PDFs Overall, the algorithm for generating emission samples is to (1) randomly sample the mode of emissions using the proportions of each emission mode, (2) randomly sample the number of hours to remain in the current mode using the exponential distributions for the selected emission mode, and (3) randomly sample the emission rate for each hour based on the PDF of emission rates for the current mode. In sampling emissions in step (3), an autocorrelation of 0.99 with the emission rate of the previous hour is imposed. Hourly emissions from a source are sampled as a random draw from a standard normal distribution, and then transformed to a sample from the current component normal or lognormal distribution. The emissions from each source for each hour is sampled by imposing correlation with the previous hour's emissions from that source, using a standard algorithm for sampling correlated normal variates (Press et al, 1992) . The autocorrelation of 0.99 was estimated from the observations, and is a reasonable model of a continuous industrial process, since the best predictor of one hour's activity level and operating conditions is the previous hour's. Based on the number of hours selected in step (2), step (3) is repeated. For example, if the first component, nearly constant, was selected in step (1) and two-hour duration was selected in step (2), then emission rates would be randomly sampled from the PDF of the first component for two hours before randomly selecting the next component. This method produces samples of emissions that closely match the cumulative distribution properties of the observations. Note that this model of emissions includes only permit allowable emission rates. Emission events above permitted levels are not included. The nature and impacts of these emission events have been described by Murphy and Allen (2005) and Nam, et al. (2006) .
Application of stochastic emission inventory to the HG area
A set of observations similar to that shown in Figure 1 were obtained from various flares and cooling towers in the HG area. The models to simulate emission variability were developed using the process described in the previous section. Table 1 summarizes these observations and parameters for the models developed. Emissions from different sources exhibit different patterns of variability, but only limited data on that variability is available. For this study, therefore, individual flares, cooling towers and other point sources in the HG area were assigned one of the unit operation models developed and overall time-varying emissions from the point sources were simulated with the model. Because of the limited data available, we randomly assign a variability pattern to each source in the emissions inventory. Cooling towers were randomly assigned one of the cooling tower models. Flares were randomly assigned one of the flare models. Stack and fugitive emissions were assumed to be lognormally distributed, as shown in Table 1 . The mean of the selected model for simulating emissions is scaled to be equal to the average emission rates in the inventory for each emission source. In addition, the standard deviation of the models was scaled to preserve the coefficient of variation (the ratio of the standard deviation to the mean) shown in Table 1 . For emission sources other than flares, all emissions except VOCs were kept intact throughout the simulation. For flares, both VOC and NO x emissions were assumed to scale with flow rate, so for flares, the same pattern of variability was assumed for both VOC and NO x emissions. The composition of the emissions from all sources was assumed to be constant, with only the temporal variability in the magnitude of emissions changing.
Because so few emissions sources had hourly emissions monitoring data available, it is not clear whether the variability of emissions in the region as a whole is over-or underestimated.
As a first study of the importance of this variability, the available data and random assignment have been used as a type of bootstrapping. However, there are reasons to believe that this may be a reasonable first-order estimate: the sample emissions data come from among the largest sources in the HG area, and it has been shown (UNC, 2004) that the largest few sources dominate the VOC emissions. For example, the top 20 flares are responsible for 45% of all flare VOC emissions. Nevertheless, data from more point sources are needed to better characterize the variability, and this is one area that future analysis could focus. Table 2 compares the mean, standard deviation, and several fractiles of the observations with simulations of 10,000 hours of the corresponding stochastic emission model. Figure 7 compares the cumulative distribution function (CDF) of the observations with the CDF of emissions for four of the flares.
Air quality modeling
The impact of industrial point source variability on ozone formation was assessed using the Comprehensive Air Quality Model with extensions (CAMx) (Environ, 2004) . In this work, a computationally efficient version of CAMx, referred to as a sub-domain model and described by Nam, et al (2006) , was used. The overall strategy in developing the sub-domain model was to
(1) identify a geographical region (sub-domain), from a full, 3-D photochemical model, (2) create a computationally efficient photochemical model of the sub-domain, and (3) analyze many scenarios or snapshots of variable emissions using the sub-domain model. Steps 1 and 2 in the development of the model are analogous to the methods used by Nam, et al (2006) and are only summarized here.
Step 3 is described in the results section.
The geographical region (sub-domain) to be modeled is the HG 1 km domain, shown as the region in red in Figure 8 . CAMx simulations using the full domain, shown in These two days were selected because there was rapid ozone formation on both days and distinctly different meteorological conditions on the two days had the potential to lead to different processes for ozone formation and accumulation. Details of the meteorological conditions on these two days have been reported by Nam, et al (2006) .
Results and Discussion
The Results and Discussion will be presented in two parts. The first part summarizes the stochastic emission inventories; the second part describes the air quality modeling based on those inventories. Figure 9 shows probability distributions for 500 random realizations of one day's emissions (12,000 samples of hourly emissions), and numerical values of the mean, standard deviation, and selected percentiles are given in Table 3 . Note that the total of all VOC emissions from the industrial point sources show relatively little variation in any given hour. This is a consequence of the Law of Large Numbers: the variance of a sum is significantly smaller than the variance of any individual component. Similarly, the sum of all hydrocarbon flares in Houston Galveston shows a relatively small variance. The mean of these distributions is virtually equal to the values from the deterministic emissions inventory.
Stochastic emission inventories
As the area and the time period over which emissions are reported decrease, however, emission variability becomes more evident. The VOC emissions from two 1-km by 1-km grid cells near the Ship Channel, where significant VOC sources are concentrated, have 95% probability bounds that span more than a factor of two ( Figure 9c ; Table 3) . A third grid cell near downtown Houston has 95% bounds that span a factor of 1.6. The three largest flares in the Houston Galveston region have 95% probability bounds that span factors of 9, 4, and 16, respectively (Table 3 ).
In addition to variability of any individual source, which can be quite large, it is important to explore other statistical properties of the combination of point sources. Figure 10 shows the probability, in any given hour, that at least N sources have emissions greater than or equal to a factor of 2, 5, and 10 times its annual average emissions, examining N over the range from 1 to 9. Only the 50 largest point sources, in terms of annual average emission rates, are considered. These sources comprise 20% of the total VOC emissions. For example, there is a 40% chance in any one hour that 8 or more of these large sources are emitting at greater than twice their average value. There is an 8.6% chance that at least 2 sources will emit more than five times their average in the same hour, and there is a 12% chance that in any hour, one of these sources will be emitting 10 times their average rate.
Impacts of VOC emission variability on ozone formation
A total of 50 sets of stochastic emission inventories were randomly generated with the models described in the Methods section and simulations representing 25 August and 30 August, 2000 were performed using these inventories, for a total of 100 simulations. Figure 11 shows the differences in ozone concentration on 25 August between using the 45 th stochastic inventory and the deterministic imputed inventory. The 45 th stochastic inventory showed the largest increase in ozone concentration for the August 25 meteorology, as shown in Figure 12 . Since the stochastic inventory has both higher and lower VOC emissions across the HG area over the course of the day, ozone concentrations using the stochastic inventory are both higher and lower than using the imputed inventory without VOC emission variability depending on time of day and location. At conditions that lead to maximum difference in ozone concentration, ozone concentrations predicted using the stochastic inventory are approximately 82 ppb higher than using the imputed inventory without variable VOC emissions. Ozone concentrations are also up to 6 ppb lower using the stochastic inventory than using the imputed inventory with constant industrial emissions. Figure 12 summarizes the maximum changes in ozone concentrations that were observed, both positive and negative, when all 50 stochastic emission inventories were used for simulations on 25 August and 30 August, 2000. Specifically, the quantity presented is the maximum difference in ozone concentration between using the stochastic inventory and the deterministic inventory. On the top and bottom of each column, the ozone concentration for the stochastic inventory, at the time when the maximum difference occurred, is indicated in ppb. In the simulations of 25 August, the maximum difference in ozone concentration is largest when the 45 th stochastic emission inventory was used; the ozone concentrations are 24 ppb and 106 ppb when the deterministic and the stochastic inventory were used, respectively, at conditions that lead to the maximum increase in ozone concentration. In the simulations of 30 August, the largest maximum difference in ozone concentration occurred when the 48 th stochastic inventory was used; a 43 ppb decrease in ozone concentration was predicted, relative to the deterministic imputed inventory. The probability distributions of maximum difference in ozone concentration for both days are shown in Figure 13 . The maximum increase in ozone concentration at any hour and location from including the variability in VOC point-source emissions has 90% bounds of 11-52 ppb for the August 25 meteorology and 10-23 ppb for the August 30 meteorology. In percentage terms, the maximum difference in ozone concentration between the stochastic and deterministic version had a 90% probability of being between 13% and 316% for August 25, and between 10% and 85% on August 30. In order to give a sense of the range of uncertainty, Figure   14 shows the hourly spread of ozone concentrations for two grid cells discussed above, (39, 55) and (40, 43) . Note that for (39, 55), the uncertainty is large enough to affect whether or not ozone exceeds the one-hour standard of 120 ppb. The early morning peak in Figure 14b is a result of the meteorology for August 25, when there was a period of stagnation from 6am to 11am, and a low mixing height. Then winds increased and advected the high ozone to the west. This is a typical meteorology pattern for Houston, and is the most common pattern for extreme ozone exceedence days.
Simulations of the two episode days exhibit different responses of ozone formation due to variable point source emissions. For example, the 45 th stochastic inventory led to a maximum difference in ozone concentration of 82 ppb in a grid cell which is the 40 th to the east and the 54 th to the north from the southwest corner of the region in red, shown in Figure 11 , at 7am 25
August. At the same time of day and location on 30 August, the ozone concentration was not affected by variable point source emissions. Distinctly different meteorological conditions on the two days led to these different behaviors of ozone formation for the same stochastic emission inventory.
This change in ozone concentration did not always increase the peak ozone concentration in the 1-km domain over the course of the day. For example, on 25 August the daily maximum ozone concentration using the stochastic inventory is up to 11.9 ppb higher and up to 6 ppb lower than when the non-stochastic imputed inventory was used, depending on the stochastic inventory used. The average and standard deviations for the increases and decreases in the sub-domain wide daily maximum ozone concentrations were 3.3±2.9 and 2.4±1.7, respectively. These results can be contrasted with a maximum increase of 82 ppb and a maximum decrease of 56 ppb, shown in Figure 12 , and average increases and decreases of 24±15 and 17±14, respectively. A total of 31 out of the 50 sets of stochastic inventories led to increases in daily maximum ozone concentration in the sub-domain. For 30 August, the daily maximum ozone concentration increased for 37 sets of stochastic inventories. The maximum increase in the peak ozone concentration in the 1-km domain was approximately 10.7 ppb and maximum decrease was approximately 4.5 ppb.
In summary, variability in continuous industrial emissions has the potential to have a significant impact on ozone formation in the Houston-Galveston area. Increases and decreases of 10-52 ppb or more in ozone concentration are possible as a result of emission variability. The largest of these differences are restricted to regions of 10-20 km 2 (see Figure 11 ), but the variability also has the potential to increase region wide maxima in ozone concentrations by to 12 ppb.
These results raise important questions about effective ozone control strategies for ozone in the Houston Galveston region, and perhaps other regions with significant petrochemical industrial facilities such as Baton Rouge or New Jersey. If some of the high ozone episodes are the result of less frequent higher than average emission rates, rather than the mean emissions, control strategies that lower the annual average may prove ineffective at reducing ozone exceedances. Further, strategies that target the upper tails of the distribution may have very different, perhaps lower, compliance costs than traditional approaches. This is an important area for future inquiry. 
