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Abstract: A control chart monitoring the process capability index (PCI) using median absolute
deviation (MAD) is proposed to analyze the industrial process performance. Extensive simulation
studies were carried out to evaluate the performance of MAD-based PCI control charts under the
low, moderate, and high asymmetric conditions when the process characteristic follows Weibull,
log-normal, and gamma distributions. The performance of the proposed control charts was evaluated
based on the average run lengths. The practical implementation of the proposed charts was also
illustrated with industrial data.
Keywords: process capability index; median absolute deviation (MAD); control chart; average run
length; non-normal distribution
1. Introduction
A control chart is an important tool of statistical process control for monitoring the process mean,
dispersion or both to enhance customer trust and the quality of the production process. The combined
study of the process means, process dispersion, and process target can be numerically examined by the
application of the commonly known technique of process capability indices. Several process capability
indices have been developed in the quality control literature, but the most commonly applied indices
are Cp, Cpk, Cpm and Cpmk [1–4]. Many other process capability indices have been derived from these
four basic indices [5]. These four indices can be derived from a single formula developed by [6] using
two non-negative parameters. Any production process can be best monitored and evaluated using these
indices with the assumption that it follows a normal distribution [7], which in many cases is doubtful
because either the distribution of interested quality characteristic is unknown or it does not follow a
normal distribution [8]. Further, the estimation of the mean and variance becomes suspicious because
of the unexpected variation in the error of the estimated parameters [9,10]. Hosseinifard et al. [11]
claimed that the study of process capability indices for non-normal data may lead to erroneous results.
Therefore, the study of non-normal data has long been a great challenge for researchers [7–10,12,13].
Clements [14] proposed a quantile approach for the parameter estimation of non-normal data,
which is the most commonly employed approach among many others for this purpose. It has been
shown in the literature that the use of process capability indices for a heavily skewed distribution
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provides misleading estimates [15]. The researchers [16–20] claimed that the use of median absolute
deviation (MAD) is the best alternative to the standard deviation for non-normal data. The use of MAD
in the quality control literature has been studied by many researchers, including the authors of [17,20].
The performance evaluation of the proposed control chart can be studied using the average
run length (ARL), which is defined as the average number of samples before the process indicates
the out-of-control signal. The ARL when the process is in control is denoted by ARL0 [21]. It is
considered that the value of ARL0 should be larger, as it indicates the process is in the form of in control.
The expected number of samples from the out-of-control process should be smaller, as it indicates the
out-of-control process as quickly as possible, which is denoted by ARL1. References [21,22] used a
martingale approach for the derivation of the ARL formula for the normal as well as for the non-normal
distributions. A numerical integration approach was applied by [23] to evaluate the performance of
the proposed control chart. Several basic and commonly used methods for the calculation of the ARL
for the exponentially weighted moving average (EWMA) and cumulative sum (CUSUM) charts were
reviewed by [24]. Many researchers of quality control charts have used the ARL for the performance
evaluation of the proposed charts, including [22,25–34].
The objective of this paper is to develop a monitoring scheme for the production process using the
process capability index with MAD. The rest of the paper is organized as follows: Process capability
indices using MAD is explained in Section 2. In Section 3, the design of MAD control charts for
non-normal distributions is developed. An example of the practical implementation of the proposed
scheme is included in Section 4. The conclusion is given in the last section.
2. Process Capability Indices (PCIs) Using Median Absolute Deviation
A process capability index (PCI) is a unit-free quantitative measure that compares the behavior
of manufactured process characteristics. Process capability indices have been used extensively in
many fields for the purpose of process measurement and enhancement. More notably, using process
capability indices, quality engineers specify what is going on in the production process at ground
level with a single measurement value and the necessary steps for product improvement. The process






where d = (USL− LSL)/2, m = (USL + LSL)/2, µ and σ2 represent the mean and variance of the
process, respectively. Here, USL is upper specification limit and LSL lower specification limit.
This PCI can be interpreted accurately when the process follows a normal distribution.
For non-normal data, the median absolute deviation (MAD) is a good robust estimator of the
standard deviation (σ) in case of a non-normal distribution [16–20].
Suppose that the sample median (SM) is computed from a random sample (x1, x2, . . . . . . , xn).
Then, MAD from the SM (MMAD) is defined as [18,35,36]:
MMAD = b×MAD, (1)
where MAD = median{|xi −M|}.
The value of constant b in (2) is used to make the parameter of interest a consistent estimator.
In the case of an unbiased estimator of σ, we need to set b = 1.4826 if a random sample is taken from a
normal distribution. For a non-normal distribution, this value changes to b = 1/Q(0.75), where Q(0.75)
is the 0.75 quantile of the underlying distribution. In case of normality, 1/Q(0.75) = 1.4826 [37]. Thus,
the unbiased estimator of σ is:
σˆ = 1.4826(MAD).
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where M is median. According to Aslam et al. (2017), for non-normal distributions based on waiting
times, which gives a positive value, the LSL should be considered as 0. Meanwhile, Park [38] suggested,
for obtaining the LSL and USL values for skewed distributions, using the procedure LSL = F(0.005)
and USL = F(0.995), where F(.) is a cumulative distribution function of corresponding distribution.
3. Design of MAD Control Charts for Non-Normal Distributions
In this section, we study the MAD control chart for process capability Cˆpk, given in Equation (3)
for non-normal distributions like Weibull, gamma, and log-normal distributions, which is sorted as
low, moderate, and high asymmetric level skewness; for more details, see Kashif et al. [39].
Let X represent a random variable taken from Weibull distribution with shape parameter γ and
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xλ−1 exp(−x/β); x ≥ 0. (5)
The proposed MAD control chart plots the values of Cˆpk for each subgroup of size n, and the
process is said to be out of control if the plotted statistic Cˆpk is outside the upper control limit (UCL) and
lower control limit (LCL). The proposed MAD control chart when the process characteristic follows
Weibull, log-normal, and gamma distributions can be obtained with the following steps:
Step 1: Select a random sample of size n from the production process and measure the quality
variable X.
Step 2: Compute the sample median M and the MAD from Equation (2). Here, b = 1/Q(0.75),
where Q(0.75) is the 0.75 quantile of the underlying distribution.









where M is the sample median of the sample data.
Step 3: State the process capability index as out of control if Cˆpk ≤ LCL.
Let Cpk and SCpk be the mean and standard deviation, respectively, for Cˆpk, which should be
obtained from subgroup data when a process is in control. The LCL for the proposed chart is in the
following form:
LCL = Cpk − kSCpk , (7)
where k is a control chart coefficient to be obtained.
The performance of the proposed control chart can be studied using average run length (ARL).
There are two types of ARLs available in the literature to study the performance of control charts,
that is, in-control ARL (ARL0) and out-of-control ARL (ARL1). ARL0 is the average number of samples
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that triggers a control chart signals, when the process is in control. ARL0 should be as large as possible,
since the process is in control. ARL1 is the average number of samples until a control chart signals when
the process is out of control. The performance of the control chart is assessed by ARL1, with smaller
values of ARL1 indicating the supremacy of the chart.





When the process is in control at θ = θ0, P0out can be computed as follows:
P0out = P
(
Cˆpk < LCL|θ = θ0
)
. (9)
Assume that there is a change in the scale parameter (θ) of the Weibull, log-normal, and gamma
distributions when the shape parameter remains unchanged. The scale parameter (θ) of the Weibull,
log-normal, and gamma distributions is assumed to be shifted to θ1 = θ0 − c, where c is shift-constant.












The performance of the proposed control chart is studied using Monte Carlo simulation.
The simulation is applied to obtain the values of ARL0, ARL1, and control chart coefficient k. Suppose
that r0 represents the specified in-control ARL0. The summary of an algorithm is as follows:
Step 1: Generate each subgroup random sample of size n from Weibull or log-normal or gamma
distribution with the specified in-control process. Generate such N subgroups.
Step2: Compute Cˆpk for each subgroup and then compute mean and standard deviation from
N subgroups.
Step 3: Fix the in-control ARL, say, r0.
Step 4: Determine the value of control chart coefficient k such that ARL0 ≥ r0.
Step 5: Obtain the out-of-control ARLs for various shifts values c.
Tables 1–18 present specified r0 = 370, 300, 250, and 200; n = 25, 50 for three non-normal
distributions. The following are observations noticed from the tables for the proposed control chart.
1. The ARL value decreases as n increases when other parameters are fixed.
2. The ARL value increases as the shape parameter increases for three distributions when other
parameters are fixed.
3. The ARL value decreases as c increases when other parameters are fixed.
4. Between the nature of the distributions, the ARL values increase from low to high asymmetry
estimators. The same trend is observed for the three non-normal distributions considered in this study.
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Table 1. The average run lengths (ARLs) for the proposed chart when n = 25, WD(2.8,3.5), upper
specification limit (USL) = 6.3488, and lower specification limit (LSL) = 0.5280.
LCL 1.4553 1.4755 1.4947 1.5207
c ARL0 = 370 ARL0 = 300 ARL0 = 250 ARL0 = 200
0.0 370.78 300.28 250.18 200.14
0.1 223.91 186.82 156.87 125.04
0.2 136.13 114.78 97.39 78.75
0.3 83.33 71.67 61.72 51.22
0.4 53.12 45.53 39.49 33.28
0.5 33.89 29.66 26.00 22.11
0.6 22.12 19.67 17.48 15.11
0.7 14.93 13.40 12.07 10.40
0.8 10.17 9.15 8.36 7.47
0.9 7.26 6.65 6.12 5.54
1.0 5.29 4.87 4.55 4.17
Table 2. The ARLs for the proposed chart when n = 50, WD(2.8,3.5), USL = 6.3488, and LSL = 0.5280.
LCL 1.7175 1.7364 1.7526 1.7729
c ARL0 = 370 ARL0 = 300 ARL0 = 250 ARL0 = 200
0.0 370.60 300.72 250.33 200.09
0.1 187.45 154.39 129.15 106.36
0.2 97.57 80.81 68.88 58.18
0.3 51.82 44.05 38.34 32.26
0.4 28.88 25.04 22.25 19.33
0.5 17.06 15.03 13.45 11.81
0.6 10.35 9.22 8.39 7.49
0.7 6.63 5.97 5.52 5.01
0.8 4.44 4.08 3.81 3.53
0.9 3.18 3.00 2.84 2.66
1.0 2.38 2.26 2.16 2.04
Table 3. The ARLs for the proposed chart when n = 25, WD(1.8,2.0), USL = 5.0504, and LSL = 0.1055.
LCL 0.69859 0.70748 0.71529 0.72491
c ARL0 = 370 ARL0 = 300 ARL0 = 250 ARL0 = 200
0.0 370.36 300.49 250.21 200.39
0.1 149.43 122.68 105.38 87.26
0.2 65.43 55.67 47.95 40.50
0.3 29.45 25.56 22.68 19.97
0.4 15.01 13.33 12.07 10.66
0.5 8.14 7.44 6.86 6.24
0.6 4.83 4.53 4.26 3.93
0.7 3.16 2.99 2.84 2.69
0.8 2.20 2.12 2.04 1.95
0.9 1.64 1.59 1.55 1.51
1.0 1.33 1.31 1.29 1.27
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Table 4. The ARLs for the proposed chart when n = 50, WD(1.8,2.0), USL = 5.0504, and LSL = 0.1055.
LCL 0.80405 0.81194 0.81829 0.82695
c ARL0 = 370 ARL0 = 300 ARL0 = 250 ARL0 = 200
0.0 370.35 300.15 250.19 200.23
0.1 113.80 93.09 80.28 66.39
0.2 40.16 34.11 29.98 25.61
0.3 16.07 14.18 12.84 11.26
0.4 7.33 6.64 6.17 5.51
0.5 3.81 3.55 3.37 3.19
0.6 2.38 2.25 2.15 2.04
0.7 1.62 1.57 1.53 1.48
0.8 1.27 1.24 1.22 1.20
0.9 1.11 1.10 1.10 1.09
1.0 1.04 1.03 1.03 1.02
Table 5. The ARLs for the proposed chart when n = 25, WD(1.0,1.3), USL = 6.8878, and LSL = 0.0065.
LCL 0.41605 0.41785 0.41785 0.4216
c ARL0 = 370 ARL0 = 300 ARL0 = 250 ARL0 = 200
0.0 370.19 300.56 251.14 200.65
0.1 30.52 27.65 25.69 23.34
0.2 7.99 7.61 7.29 6.94
0.3 3.47 3.37 3.28 3.18
0.4 2.00 1.96 1.93 1.89
0.5 1.40 1.38 1.37 1.36
0.6 1.15 1.15 1.15 1.14
0.7 1.05 1.05 1.04 1.04
0.8 1.01 1.01 1.01 1.01
0.9 1.00 1.00 1.00 1.00
1.0 1.00 1.00 1.00 1.00
Table 6. The ARLs for the proposed chart when n = 50, WD(1.0,1.3), USL = 6.8878, and LSL = 0.0065.
LCL 0.44240 0.44479 0.44679 0.44938
c ARL0 = 370 ARL0 = 300 ARL0 = 250 ARL0 = 200
0.0 370.35 300.49 300.49 250.17
0.1 28.01 24.83 24.83 22.58
0.2 5.77 5.38 5.38 5.07
0.3 2.30 2.22 2.22 2.14
0.4 1.38 1.36 1.36 1.34
0.5 1.10 1.10 1.10 1.09
0.6 1.02 1.02 1.02 1.02
0.7 1.00 1.00 1.00 1.00
0.8 1.00 1.00 1.00 1.00
0.9 1.00 1.00 1.00 1.00
1.0 1.00 1.00 1.00 1.00
Processes 2019, 7, 287 7 of 15
Table 7. The ARLs for the proposed chart when n = 25, GD(9.0,0.45), USL = 8.3602, and LSL = 1.4096.
LCL 1.75078 1.77519 1.79798 1.82517
c ARL0 = 370 ARL0 = 300 ARL0 = 250 ARL0 = 200
0.00 370.93 300.11 250.02 200.23
0.05 28.23 24.42 21.70 18.68
0.10 4.17 3.87 3.63 3.38
0.15 1.46 1.42 1.39 1.36
0.20 1.03 1.03 1.03 1.02
0.25 1.00 1.00 1.00 1.00
0.30 1.00 1.00 1.00 1.00
0.35 1.00 1.00 1.00 1.00
0.40 1.00 1.00 1.00 1.00
Table 8. The ARLs for the proposed chart when n = 50, GD(9.0,0.45), USL = 8.3602, and LSL = 1.4096.
LCL 2.04145 2.06135 2.08025 2.10258
c ARL0 = 370 ARL0 = 300 ARL0 = 250 ARL0 = 200
0.00 370.93 300.32 250.19 200.47
0.05 28.23 12.49 11.20 9.86
0.10 4.17 1.93 1.86 1.77
0.15 1.46 1.06 1.05 1.05
0.20 1.03 1.00 1.00 1.00
0.25 1.00 1.00 1.00 1.00
0.30 1.00 1.00 1.00 1.00
0.35 1.00 1.00 1.00 1.00
0.40 1.00 1.00 1.00 1.00
Table 9. The ARLs for the proposed chart when n = 25, GD(3.0,0.75), USL = 6.9553, and LSL = 0.2534.
LCL 0.86988 0.88014 0.88914 0.90178
c ARL0 = 370 ARL0 = 300 ARL0 = 250 ARL0 = 200
0.00 370.76 300.08 250.40 200.10
0.05 100.36 83.44 72.36 59.28
0.10 30.83 26.95 24.03 20.64
0.15 11.09 10.04 9.27 8.24
0.20 4.89 4.52 4.27 3.89
0.25 2.60 2.47 2.36 2.24
0.30 1.68 1.63 1.60 1.55
0.35 1.26 1.24 1.23 1.21
0.40 1.08 1.08 1.07 1.06
0.45 1.02 1.02 1.01 1.01
0.50 1.00 1.00 1.00 1.00
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Table 10. The ARLs for the proposed chart when n = 50, GD(3.0,0.75), USL = 6.9553, and LSL = 0.2534.
LCL 0.99658 1.00516 1.01279 1.02297
c ARL0 = 370 ARL0 = 300 ARL0 = 250 ARL0 = 200
0.00 370.29 300.27 250.02 200.65
0.05 65.99 55.71 48.96 40.57
0.10 15.76 13.92 12.69 11.32
0.15 5.25 4.90 4.57 4.16
0.20 2.36 2.25 2.16 2.05
0.25 1.47 1.43 1.40 1.36
0.30 1.13 1.12 1.11 1.10
0.35 1.03 1.02 1.02 1.02
0.40 1.00 1.00 1.00 1.00
0.45 1.00 1.00 1.00 1.00
0.50 1.00 1.00 1.00 1.00
Table 11. The ARLs for the proposed chart when n = 25, GD(0.5,1.00), USL = 3.9397, and LSL = 0.0100.
LCL 0.12151 0.12293 0.124032 0.125462
c ARL0 = 370 ARL0 = 300 ARL0 = 250 ARL0 = 200
0.00 370.28 300.29 250.09 200.07
0.05 109.93 86.44 71.08 54.67
0.10 26.35 20.01 15.66 11.47
0.15 5.69 4.53 3.86 3.29
0.20 2.36 2.16 2.02 1.88
0.25 1.59 1.52 1.47 1.42
0.30 1.28 1.25 1.23 1.21
0.35 1.14 1.13 1.12 1.10
0.40 1.06 1.06 1.06 1.05
0.45 1.03 1.03 1.03 1.02
0.50 1.01 1.01 1.01 1.01
Table 12. The ARLs for the proposed chart when n = 50, GD(0.5,1.00), USL = 3.9397, and LSL = 0.0100.
LCL 0.133825 0.134377 0.134881 0.135491
c ARL0 = 370 ARL0 = 300 ARL0 = 250 ARL0 = 200
0.00 370.02 300.43 250.56 200.24
0.05 22.95 19.07 16.14 13.25
0.10 3.53 3.27 3.07 2.84
0.15 1.71 1.66 1.62 1.58
0.20 1.25 1.23 1.21 1.20
0.25 1.09 1.08 1.08 1.08
0.30 1.03 1.03 1.03 1.02
0.35 1.01 1.01 1.01 1.01
0.40 1.00 1.00 1.00 1.00
0.45 1.00 1.00 1.00 1.00
0.50 1.00 1.00 1.00 1.00
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Table 13. The ARLs for the proposed chart when n = 25, LND(0.45,1.50), USL = 74.7197,
and LSL = 0.0329.
LCL 0.97622 0.97914 0.98198 0.985647
c ARL0 = 370 ARL0 = 300 ARL0 = 250 ARL0 = 200
0.00 370.32 300.13 250.23 200.42
0.05 30.25 27.39 25.08 22.50
0.10 8.34 7.90 7.45 6.97
0.15 3.95 3.82 3.71 3.57
0.20 2.46 2.41 2.36 2.31
0.25 1.81 1.79 1.77 1.75
0.30 1.50 1.48 1.48 1.46
0.35 1.31 1.31 1.30 1.29
0.40 1.20 1.20 1.19 1.19
Table 14. The ARLs for the proposed chart when n = 50, LND(0.45,1.50), USL = 74.7197,
and LSL = 0.0329.
LCL 1.01494 1.01788 1.020871 1.02412
c ARL0 = 370 ARL0 = 300 ARL0 = 250 ARL0 = 200
0.00 370.37 300.28 250.39 200.74
0.05 25.34 22.81 20.54 18.31
0.10 5.99 5.67 5.35 5.00
0.15 2.67 2.58 2.50 2.42
0.20 1.71 1.68 1.65 1.61
0.25 1.33 1.31 1.30 1.29
0.30 1.16 1.15 1.15 1.14
0.35 1.08 1.07 1.07 1.07
0.40 1.04 1.03 1.03 1.03
Table 15. The ARLs for the proposed chart when n = 25, LND(0.50,1.00), USL = 21.6678,
and LSL = 0.1255.
LCL 0.782699 0.79418 0.79418 0.80091
c ARL0 = 370 ARL0 = 300 ARL0 = 250 ARL0 = 200
0.00 370.09 300.25 250.16 200.07
0.05 87.76 75.80 63.66 52.91
0.10 28.65 25.39 22.72 19.74
0.15 12.44 11.41 10.33 9.32
0.20 6.64 6.22 5.74 5.29
0.25 4.02 3.79 3.59 3.38
0.30 2.75 2.62 2.50 2.40
0.35 2.07 2.02 1.95 1.89
0.40 1.70 1.67 1.63 1.59
0.45 1.45 1.43 1.40 1.38
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Table 16. The ARLs for the proposed chart when n = 50, LND(0.50,1.00), USL = 21.6678,
and LSL = 0.1255.
LCL 0.85217 0.85708 0.861658 0.866851
c ARL0 = 370 ARL0 = 300 ARL0 = 250 ARL0 = 200
0.00 370.42 300.10 250.15 200.19
0.05 64.64 55.22 48.30 41.41
0.10 17.78 15.83 14.33 12.80
0.15 7.03 6.45 6.01 5.56
0.20 3.56 3.38 3.20 3.03
0.25 2.19 2.11 2.04 1.97
0.30 1.62 1.58 1.55 1.51
0.35 1.33 1.31 1.29 1.27
0.40 1.17 1.16 1.15 1.14
0.45 1.09 1.08 1.08 1.07
Table 17. The ARLs for the proposed chart when n = 25, LND(0.95,0.40), USL = 7.2452, and LSL = 0.9228.
LCL 1.08958 1.10396 1.11754 1.13415
c ARL0 = 370 ARL0 = 300 ARL0 = 250 ARL0 = 200
0.00 370.45 300.50 250.14 200.29
0.05 102.92 86.53 71.75 59.16
0.10 34.52 29.03 25.59 21.93
0.15 13.71 12.10 10.91 9.62
0.20 6.53 5.98 5.50 4.93
0.25 3.66 3.42 3.24 3.03
0.30 2.39 2.28 2.19 2.10
0.35 1.78 1.72 1.67 1.62
0.40 1.42 1.39 1.37 1.33
0.45 1.22 1.20 1.19 1.17
0.50 1.11 1.10 1.09 1.08
Table 18. The ARLs for the proposed chart when n = 50, LND(0.95,0.40), USL = 7.2452, and LSL = 0.9228.
LCL 1.25597 1.26777 1.27836 1.29156
c ARL0 = 370 ARL0 = 300 ARL0 = 250 ARL0 = 200
0.00 370.24 300.17 250.52 200.20
0.05 67.86 57.26 49.22 41.82
0.10 18.08 15.95 14.14 12.61
0.15 6.47 5.91 5.45 4.98
0.20 3.09 2.89 2.73 2.55
0.25 1.87 1.81 1.75 1.68
0.30 1.36 1.32 1.30 1.27
0.35 1.15 1.14 1.13 1.12
0.40 1.05 1.05 1.04 1.04
0.45 1.01 1.01 1.01 1.01
0.50 1.00 1.00 1.00 1.00
4. Example
In this section, we give the presentation of the proposed control chart using simulated data.
The following procedure is used for generating data and constructing the control charts:
Step 1: Choose a random sample of size n.
Step 2: Generate Weibull/gamma/log-normal random variables X of size n with different
parametric combinations.
Step 3: Obtain the chart statistic Cˆpk.
Step 4: Repeat steps 1 to 3 until the desired number of sample groups (m) is attained.
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Step 5: Construct the control limits described in Section 3.
Step 6: Plot all statistics Cˆpk against their sample groups.
Simulation Results for Weibull Distribution
For this design, the first 30 samples of subgroup size 25 were generated from the Weibull
distribution with in-control shape parameters = 1.8 and scale parameter = 2.0, and the second set
of the 30 samples of subgroup size 25 is from the Weibull distribution with shape = 1.8 and scale
= 1.7 (i.e., out-of-control situation having a shift of c = 0.30). In Table 3, when ARL0 at 370 and the
specific in-control shape = 1.8 and scale = 2.0, we found the control chart lower limit LCL = 0.69859
for the proposed chart at n = 25. The lists of the Cˆpk values for these 60 simulations are given below.
The graphical display of the proposed control chart is presented in Figure 1.
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In this design, the first 31 samples of subgroup size 25 were generated from the gamma 
distribution with in-control shape parameters = 3 and scale parameter = 0.75, and the second set of 
the 31 samples of subgroup size 25 is from the gamma distribution with shape = 3 and scale = 0.65 
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Figure 1. Proposed Weibull median absolute deviation (MAD) control chart for simulated data.
From Figure 1, we can see that the proposed chart quickly detects the shift in the process at the
33rd sample, which is the 3rd subgroup after the true s ift. Thus, we conclude that there is a downward
shift in the rocess, indicating that the process is in an out-of-control state.
Weibull simulated Cˆpk data: 1.7886, 1.1817, 0.8427, 1.5540, 1.4526, 1.2016, 1.7546, 1.8425, 0.9932,
1.4401, 1.8570, 1.6092, 1.4756, 0.9869, 1.5183, 1.1506, 0.9684, 0.8683, 0.9448, 0.8343,1.6586, 0.9018, 1.0434,
1.6131, 1.2689, 0.8746, 1.1569, 1.6030, 0.9482, 1.0952, 1.0030, 1.1647, 0.9655, 1.1297, 0.7988, 1.1692, 1.1478,
0.8632, 0.9196, 0.9275, 1.1781, 0.9890, 0.6099, 0.7721, 0.3010, 0.4950, 0.3593, 0.7296, 0.4734, 0.8798, 0.9212,
0.1809, 0.8667, 0.4174, 1.0061, 0.3918, 1.0317, 0.8172, 0.7130, 0.7036.
Simulation Results for Gamma Distribution
In this design, the first 31 samples of subgroup size 25 were generated from the gamma distribution
with in-control shape parameters = 3 and scale parameter = 0.75, and the second set of the 31 samples
of subgroup size 25 is from the gamma distribution with shape = 3 and scale = 0.65 (i.e., out-of-control
situation having a shift of c = 0.10). In Table 9, when ARL0 at 370 and the specific in-control shape
= 3 and scale = 0.75, we found LCL = 0.86988 for the proposed chart at n = 25. The lists of the Cˆpk
values for these 62 simulations are given below. The graphical display of the proposed control chart is
presented in Figure 2.
Processes 2019, 7, 287 12 of 15
Processes 2019, 7, x FOR PEER REVIEW 13 of 16 
 
lists of the ˆ pkC  values for these 62 simulations are given below. The graphical display of the 
proposed control chart is presented in Figure 2.  
From Figure 2, we can see that the proposed chart quickly detects the shift in the process at the 
39th sample, which is the 7th subgroup after the true shift. Thus, we conclude that the process is in 
an out-of-control state.  
Gamma simulated ˆ pkC  data: 1.4367, 2.1233, 1.4984, 0.9290, 1.4843, 1.9834, 1.9983, 2.1801, 2.1520, 
2.2172, 1.5942, 1.5054, 1.7511, 2.3804, 2.0640, 2.0678,0.8804, 1.5343, 1.3319, 1.1727, 2.3253, 1.8682, 
1.7044, 1.2893, 1.4973, 2.0875, 1.5482, 1.1785,1.8909, 0.9298, 0.9656, 1.6618, 1.2472, 1.3836, 0.9271, 
0.9638, 1.1434, 1.0847, 0.4415, 1.0789, 0.9573, 0.4464,  0.6148, 1.3356, 1.5011, 0.9733, 1.0705, 0.8874, 




Figure 2. Proposed gamma MAD control chart for simulated data. 
Simulation Results for Log-Normal Distribution 
In this design, the first 29 samples of subgroup size 25 were generated from the log-normal 
distribution with in-control mean = 0.5 and standard deviation = 1.00, and the second set of the 29 
samples of subgroup size 25 is from the log-normal distribution with mean = 0.4 and standard 
deviation = 1.00 (i.e., out-of-control situation having a shift of c = 0.10). In Table 15, when ARL0 at 370 
and the specific in-control mean = 0.5 and standard deviation = 1.00, we found LCL = 0.782699 for the 
proposed chart at 25n = . The lists of the ˆ pkC  values for these 58 simulations are given below. 
The graphical display of the proposed control chart is presented in Figure 3.  
From Figure 3, we can see that the proposed chart quickly detects the shift in the process at the 
34th sample, which is the 6th subgroup after the true shift. Thus, we conclude that there is a 
downward shift in the process, indicating that the process is in an out-of-control state. 
Log-normal simulated ˆ pkC data: 0.8408, 0.9910, 0.8576, 1.8336, 1.5079, 1.7591, 1.1089, 1.3588, 
0.9609, 1.4330, 1.7608, 0.8624, 0.9404, 0.8923, 1.1141, 1.1059, 1.0810, 1.0956, 1.4138, 1.7512, 1.3910, 
1.0702, 0.9856, 1.1715, 1.4992, 1.5478, 1.6865, 0.8602, 0.8312, 0.9903, 1.3583, 0.9777, 0.8892, 0.7416, 
1.1836, 1.2369, 0.8918, 0.7719, 0.5765, 1.8737, 0.8675, 0.7878, 0.4639, 0.9297, 0.5545, 0.4538, 0.7519, 
0.9452, 1.2168, 0.9186, 0.6568, 0.7695, 0.4347, 0.3557, 0.8512, 0.8131, 0.6281, 0.9185. 
Figure 2. Proposed gamma MAD control chart for simulated data.
From Figure 2, we can see that the proposed chart quickly detects the shift in the process at the
39th sample, which is the 7th subgroup after the true shift. Thus, we conclude that the process is in an
out-of-control state.
Gamma simulated Cˆpk data: 1.4367, 2.1233, 1.4984, 0.9290, 1.4843, 1.9834, 1.9983, 2.1801, 2.1520,
2.2172, 1.5942, 1.5054, 1.7511, 2.3804, 2.0640, 2.0678,0.8804, 1.5343, 1.3319, 1.1727, 2.3253, 1.8682, 1.7044,
1.2893, 1.4973, 2.0875, 1.5482, 1.1785,1.8909, 0.9298, 0.9656, 1.6618, 1.2472, 1.3836, 0.9271, 0.9638, 1.1434,
1.0847, 0.4415, 1.0789, 0.9573, 0.4464, 0.6148, 1.3356, 1.5011, 0.9733, 1.0705, 0.8874, 1.0127, 0.7991, 0.5731,
1.0733, 1.1819, 0.3897, 0.7396, 1.1123, 1.4479, 0.9587, 0.6478, 0.8251, 0.5678, 0.7008.
Simulation Results for Log-No mal Distribution
In this design, the first 29 samples of subgroup size 25 were generated from the log-normal
distribution with in-control mean = 0.5 and standard deviation = 1.00, and the second set of the
29 samples of subgroup size 25 is from the log-normal distribution with mean = 0.4 and standard
deviation = 1.00 (i.e., out-of-control situation having a shift of c = 0.10). In Table 15, when ARL0 at
370 and the specific in-control mean = 0.5 and standard deviation = 1.00, we found LCL = 0.7826 9
for the proposed chart at n = 5. The lists of the Cˆpk values for these 58 simulations are given below.
The graphical display of the proposed control chart is presented in Figure 3.
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From Figure 3, we can see that the proposed chart quickly detects the shift in the process at the
34th sampl , which is the 6th subgroup after the true shift. Thus, we conclude that there is a d wnward
shift in the process, i dicating that the process is in an out-of-cont ol stat .
Log-normal simulated Cˆpk data: 0.8408, 0.9910, 0.8576, 1.8336, 1.5079, 1.7591, 1.1089, 1.3588, 0.9609,
1.4330, 1.7608, 0.8624, 0.9404, 0.8923, 1.1141, 1.1059, 1.0810, 1.0956, 1.4138, 1.7512, 1.3910, 1.0702, 0.9856,
1.1715, 1.4992, 1.5478, 1.6865, 0.8602, 0.8312, 0.9903, 1.3583, 0.9777, 0.8892, 0.7416, 1.1836, 1.2369, 0.8918,
0.7719, 0.5765, 1.8737, 0.8675, 0.7878, 0.4639, 0.9297, 0.5545, 0.4538, 0.7519, 0.9452, 1.2168, 0.9186, 0.6568,
0.7695, 0.4347, 0.3557, 0.8512, 0.8131, 0.6281, 0.9185.
Moreover, when we compared the performance between three distributions, it was noticed that
gamma distribution performed well with respect to ARLs. For different samples, sizes, and shift
constants considered in this study, ARL values were smaller than for the other two distributions,
whereas log-normal distribution showed a very close performance to gamma distribution. Furthermore,
we noticed from Figure 1, Figure 2, and Figure 3 that gamma distribution performed well as compared
to Weibull and log-normal distribution.
5. Conclusions
In this article, a control chart was developed for the process capability indices Cpk using median
absolute deviation for non-normal distributions like Weibull, gamma, and log-normal distribution,
which were classified as low, moderate, and high asymmetric levels of skewness. The control chart
constants were obtained for different process parameters and average run lengths for various shift
levels using a simulation technique. The article also furnished a detailed procedure for the design
and extensive tables of ARL for the out-of-control process for different shifts in scale parameters.
The methodology of the proposed control charts has been included in this paper using simulated
data. It was observed that the proposed control chart design is effective in the quick detection of
the out-of-control process. Between the nature of the distributions, ARL values increase from low to
high asymmetry estimators. The same trend was observed for the three non-normal distributions
considered in this tudy.
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