Abstract. Applying the Klein model D 2 of the hyperbolic plane and identifying the geodesics in D 2 with their poles in the projective plane, the author develops a method of determining infinite binary trees in the Markov spectrum for a Fuchsian group. The method is applied to a maximal group commensurable with the modular group and other Fuchsian groups.
Introduction
Let f x (u) = f x (u 1 , u 2 ) = x 0 u This result is closely related with the subject of Diophantine approximations (see e.g. [4] or [9] ). Another development, started by Frobenius (1913) and Remak (1924) , led to a new proof of Markov's theorem using the properties of quadratic forms [4] . See [17] , [12] , [23] , [21] , [26] for other proofs of the original Markov theorem and its generalization. See also [19] and [9] for the history of the problem and for the known results on the structure of the Markov spectrum M below 1/3.
Since |f x (u 1 , u 2 )|Q(x) −1/2 = |θ − θ | −1 , to study the Markov spectrum we can associate with real numerical multiples of an indefinite quadratic form f x as above the geodesic γ in the hyperbolic plane H 2 = {z ∈ C : Im z > 0} whose endpoints θ and θ lie in R. This more recent point of view led to many generalizations and extensions of the original Markov theorem. The most spectacular of these is related to the parametrization of the set of simple closed geodesics on some coverings of the modular surface H 2 /SL 2 (Z) by the Markov spectrum above 1/3 (see [6] , [7] , [3] , [13] , [14] , [15] , [18] ).
In this paper, we shall use the Klein model of the hyperbolic plane. In particular, we identify the form f x with the point x = (x 0 , x 1 , x 2 ) in the projective plane P 2 . Then the interior of the conic Q(x) = 0 can be considered as a model D 2 of the hyperbolic plane. If f x is indefinite, then the intersection of the polar of x (see the definition below) with D 2 is a geodesic in D 2 . The main emphasis will be on determination of the reduction region R which is the set of extremal points x ∈ P 2 (x is extremal if |f x (u 1 , u 2 )| ≥ |x 0 | for all (u 1 , u 2 ) ∈ Z 2 /(0, 0)). For any x ∈ R, ν(x) = |x 0 Q(x) −1/2 |. Thus, it is easy to find the spectrum M if R is known. On the other hand, R is two-dimensional and its "projection" M is one-dimensional, and many structural features of the spectrum which are hidden in M can be revealed in R. In particular, it will be shown in this paper that an infinite binary tree whose limit set lies on a certain conic in P 2 is one of the basic structures of R outside D 2 . We first give the necessary definitions, state the problem in general for an (n + 1)-dimensional quadratic space, and give the known examples of its solution. In the rest of the paper only the case of n = 2 (the Klein model of the hyperbolic plane) will be discussed. Readers interested only in that case may skip the following definitions, statement of the problem in general, and Examples 1-4 below, and read [39] , pages 12-13, instead.
Let V be an (n + 1)-dimensional vector space over R. Let Q : V → R be a regular quadratic form with associated symmetric bilinear form ⊥ . In that case we have the "Pythagorean theorem" Q(v) = Q(v 1 ) + Q(v 2 ), and we say that x 1 = x U is the projection of x into U (see e.g. [5] ).
We shall say that a subspace U of V is regular if the restriction Q U of Q to U is, and that the signature of U ⊂ V is (s, t) if the signature of Q U is (s, t). There are finitely many O(V )-orbits of regular subspaces U ⊂ V (such orbits are called the Grassmanians of V ). Any such orbit is uniquely determined by the signature (s, t), s+ t = dim U . In that case the signature of Q U ⊥ is (p − s, q − t), where (p, q) is the signature of Q and p + q = n + 1. This paper mainly concerns the classification of the regular subspaces of V modulo the action of a discrete subgroup of O(V ). An important example of a discrete subgroup G of O(V ) is the group O(L), which is defined as follows. A lattice L ⊂ V is said to be Q-integral if (L, L) ⊂ Z. If e 0 , . . . , e n is a basis of an integral lattice L, then Q(x 0 , . . . , x n ) = Q(x 0 e 0 + . . . + x n e n ) has integral coefficients. The group
O(L) = (g ∈ O(V ) : g(L) = L) is a discrete cofinite subgroup of O(V ).
Let G be a discrete subgroup of O(V ). Let w ∈ V be a fixed nonzero vector. For a subspace U of V we define ν(U ) = ν(w, U ) = inf |Q(x U )|, (1) the infimum being taken over all x ∈ Gw, and
the infimum being taken over all x ∈ Gw such that Q(x U ) = 0. It is clear that
In particular, when k = 1,
Let U be a hyperbolic plane, i.e. the signature of U is (1, 1) . Let e 1 , e 2 be a basis of U such that Q(e 1 ) = Q(e 2 ) = 0. For x ∈ U , we have Hence, for x ∈ V ,
In the sequel, we shall identify the 1-dimensional subspaces in V with points in n-dimensional projective space P n .
Example 1.
Let Q have signature (n, 1). The interior of the quadric Q(x) = 0 in the projective space P n can be identified with n-dimensional hyperbolic space D n . (This model is called the projective (or Klein) model of hyperbolic space). It is known that the distance d(x, y) between x, y ∈ D n can be found from
where
for all g ∈ G. If w is not a fixed point of G, then it follows from (5) that the w-reduction region is the Dirichlet polyhedron of G in D n with center at wthat is, the set of [1] ). Thus, by (6), the w-reduction region is bounded by the planes (x, gw − w) = 0, g ∈ G (cf. Sec. 2 below).
Example 2.
Let q(z), z = (x 1 , . . . , x n−1 ), be a regular quadratic form with signature (q , p ). Let V be the linear space of Hermitian 2 × 2-matrices x = x 0 z z x n , where the bar denotes conjugation in the Clifford algebra C n−1 (see e.g. [34] ). We shall abbreviate
The signature of Q is (p + 1, q + 1). The action of the Vahlen group SV n−1 (see [34] ) on the quadratic space (V, Q) is defined as follows:
We say that x ∈ V is definite if q(z) is negative definite and det(x) = Q(x) > 0. Otherwise, x is indefinite. We denote the sets of definite and indefinite Hermitian matrices in V by V + and V − respectively. Let G be a discrete subgroup of SV n−1 and let w = (0, 0, 1). Suppose that U is a 1-dimensional subspace of V spanned by an anisotropic vector e 1 and let
Hence
4| det e 1 | , the infimum being taken over all g ∈ G such that x 0 = 0. For certain groups G and integral forms q, it is shown in [34] that the spectra of nonzero minima 
for all x ∈ V + and g ∈ SV n−1 (see [11] , p. 250). The set V + consists of subspaces of signature (1, 0) in the quadratic space (V, Q). Let w ∈ V + , and let R = R w (1, 0) be the w-reduction region of subspaces in V + . It follows from Example 2 that Φ(R) is the Dirichlet polyhedron with center at Φ(w) in H n provided w is not a fixed point of G. Let w = (0, 0, 1) ∈ V . Let U be the subspace of V which is orthogonal to
The signature of U is (n−1, 1), and S = Φ(U ) is a hemisphere in H n with center at −z/x 0 and radius
We choose an orthogonal basis e 1 , . . . , e n−k in U ⊥ so that x 0 (e 1 ) = 0 and x 0 (e i ) = 0, i = 2, . . . , n−k. Let U i be the subspace in V which is orthogonal to e i , i = 1, . . . , n− k. Then the k-dimensional hemisphere S = Φ(U ) in H n is the intersection of mutually orthogonal vertical planes Φ(U i ), i = 2, . . . , n − k, and the hemisphere S 1 = Φ(U 1 ). Hence the radius of S is equal to |Q(w U )| −1/2 /2, the radius of S 1 . In particular, when k = 1, and the endpoints of the geodesic
holds for infinitely many cosets of
, and k(L) is the best constant possible. Here r(g) is the radius of the isometric sphere
Thus, the spectrum of (1, 1)-minima with respect to w is
Here M(G) is the Markov spectrum of G (see [36] , [38] ). Let n > 2. Let G be an arithmetic subgroup of SV n−1 . For w = (1, 0, 0), the w-reduction region of subspaces of signature (n− 1, 1) is found in [36] . It is discrete. When n = 3 and G is a Bianchi group, the region R w (2, 1) is found in [32] and [33] . The elements of R w (2, 1) parametrize the conjugacy classes of maximal Fuchsian subgroups of G. 
In 1947 H. Davenport and H. Heilbronn [10] showed that the first three minima in the spectrum M w (1, 1), which are attained at the w-extremal hyperbolic planes with (θ, θ ) = (
2 ), (
and that the last one is an accumulation point in the spectrum.
If instead of w = I, the isotropic vector u = 1 0 1 0 is chosen, then
It follows that M u (1, 1) is the Markov spectrum (see [4] ). Thus, only the first two u-extremal hyperbolic planes remain extremal upon replacement of u by w.
Example 5. Here a Klein model of the hyperbolic plane is introduced. It will be used in Section 7.
(10) (cf. [5] , p. 301). Two forms f x and f y are said to be equivalent if there is a
2 , the line L = {y ∈ P 2 : (y, x) = 0} is said to be the polar of x and x the pole of L (see e.g. [8] ). In the model D 2 , indefinite quadratic forms f x (u) are associated with the points x ∈ P 2 with Q(x) > 0. x is the pole of the line in
Thus, such a point x (and the form f x (u)) is associated with the hyperbolic plane U ⊂ V spanned by e 1 and e 2 , and by (7) or (8) we get
the infimum being taken over all (a, b) ∈ Z 2 /(0, 0). The following definition is well known (see e.g. [4] ): The set of nonnegative numbers M = {ν w (x) : x ∈ P 2 , Q(x) > 0} is called the Markov spectrum.
Definitions and summary of results.
In the sequel, for g ∈ GL 2 (R), instead of saying that φ(g) in (11) acts in P 2 , we say that g acts in P
2 . This should not cause any confusion. An infinite discrete subgroup of the group of isometries of D 2 whose limit set contains more than two points is said to be a non-elementary Fuchsian group. Let H be such a group. Let F 2 , F 1 ∈ H be hyperbolic and let G be the subgroup of H generated by F 2 and F 1 . Assume that there is an involution S such that F 2 = S 1 S and F 2 = SS 2 , where S 1 and S 2 are involutions. Let G be the group generated by the involutions S 1 , S, S 2 . Then [G : G ] = 2. (Note that the involutions S 1 , S and S 2 do not necessarily belong to H).
Let T = S 1 SS 2 . Define the tree Ψ(T ) of triples of involutions generated by (S 1 , S, S 2 ) as follows.
2 we obtain the tree of indefinite points F (T ) associated with Ψ(T ). (We say that a point x ∈ P 2 is definite, isotropic or indefinite if Q(x) < 0, = 0 or > 0 respectively.) Denote by C T the conic in P 2 with equation (T x + x, x) = 0. The limit set of the tree F (T ) lies on C T (Theorem 17).
Let w ∈ P 2 and let G be a subgroup of a Fuchsian group H. Let D T ⊂ P 2 be the closed region bounded by C T and the axes of the involutions of S 1 and S 2 (see Fig. 6 , below). We shall say that (1) the tree Denote A 2 = {x ∈ P 2 : (x, w) = 0}. The points in A 2 can be normalized by the condition (x, w) = 1. Let t be the fixed point of T . When w = t, the equation of
In [12] , the case when T is elliptic or parabolic was studied and a complete description of the discrete part of M(G) was obtained. In [23] , these results were obtained only for parabolic T . In [15] , the problem was solved for any T and the spectrum was identified with the set of simple closed geodesics on M .
In [26] , the discrete part of the spectrum was found when H is the Hecke group G 5 , T is hyperbolic and w = t. It was shown that all the points in the spectrum correspond to simple closed geodesics on some Riemann surface; however, there are other simple closed geodesics on the surface.
The main purpose of this paper is to study the w-reduction regions for (0, 1)-and (1, 0)-subspaces in (V, Q) for a regular quadratic form Q with signature (2, 1).
is the Dirichlet polygon of G with center at w. The sets R w (0, 1) and R w (1, 0) both belong to the projective plane P 2 , and we set R w = R w (0, 1) ∪ R w (1, 0). The method for completely describing R w inside D T developed in this paper is applicable to many Fuchsian groups. Here it is applied to the groups generated by three involutions (Theorem 21) and to some maximal subgroups of GL 2 (R) commensurable with the modular group (Examples 30 and 31). In [39] , the method is applied to the Hecke groups.
In Section 3, we prove general criteria for w-extremality of an indefinite fixed point of a hyperbolic element in a Fuchsian group. In Sections 4 and 5, they are applied to show that, under a very mild restriction on the position of w, if f 1 and f 2 , the indefinite fixed points of F 1 and F 2 , are w-extremal, then the whole tree F (T ) is w-extremal (Theorem 18).
In Section 5, we first consider the case when H = G and w = t, and, for any T , we prove that the tree F (T ) is unique in the region D T (Theorem 21). Here our approach is close to that of [4] . Applications of this result are given in Examples 25 and 26. In Example 25, it is applied to the Fuchsian group which is the stabilizer of the line ωR ⊂ C,
, where O 19 is the ring of integers of the field Q( √ −19). It turns out that the discrete part of the Markov spectrum of this Fuchsian group lies above 1/ √ 5, and it can be described in terms of the positive integer solutions of the Diophintine equation
It follows that 1/ √ 5 is a limit point of the Markov spectrum of B 19 . In Example 26, Theorem 21 is applied to the compact triangle groups (2, q, m), q = 3 or 4. Then, for an isotropic w = t, we prove Theorem 29, which can be used to solve the problem of uniqueness of the tree F (T ) in D T for general zonal Fuchsian groups. In particular, it is shown in Section 7 how it can be applied to maximal Fuchsian groups G(m) commensurable with the modular group. The Markov spectra for these groups coincide with the Markov spectra M m on the sublattices of index m, and they are subsets of the classical spectrum M = M 1 . For m = 2, 5, 6, the only cases, except m = 1, when T is parabolic, the discrete part of M m was first found in [27] , [29] , [30] respectively, and for m = 3, in [24] . In Example 30, we consider the case m = 3. In that case, the group G = G(3) is conjugate to the Hecke group G 6 and, as it is shown in [39] , there are two trees F (T 2 ) and F (T 3 ) of extremal indefinite points, both of them are simple on D 2 /G S , and F (T 3 ) is unique in D T3 . Here G S is the subgroup of G generated by its involutions.
In Example 31, where G = G(13), we find the extremal tree F (T ), show that it is unique inside C T , and give a complete description of the discrete part of the Markov spectrum on the sublattice of index 13 (Theorem 32). It leads to the description of a subset of the classical Markov spectrum M whose limit set is a Cantor set in the interval [0.303983697, 0.303986571]. Note that this subset belongs to the interval (12 −1/2 , 1/3), where not too much is known about the structure of the spectrum M (see [9] ).
In Section 8, a simple proof of the simplicity of the tree F (T ) for the group G generated by three involutions is given. This result was first obtained in [13] and [18] .
In [39] , the results of this paper are applied to the Fuchsian group generated by the reflections in the sides of a right triangle. The intersection of this group with SL 2 (R) is generated by two elements S and A such that S 2 = A q = id. We choose w to be the fixed point of AS in P 2 (for q = 3 or 4, see Example 26 below). For this group we find [(q − 1)/2] distinct trees of extremal indefinite points and show that all of them are simple on the Reimann surface M = D 2 /G S , where G S is the group generated by the involutions in G q . For the Hecke groups G q , q ≥ 5, we show the uniqueness of one of the trees, which leads to the complete description of the discrete part of the Markov spectrum for G q . In particular, for even q, the first accumulation point in the spectrum is (cos(π/q))/2. For q = 5, the spectrum was found in [26] .
The author thanks the referee for useful suggestions which led to an improvement of this work.
g-strips and their properties
Let the signature of Q(x), x ∈ P 2 , be (2, 1). A point x belongs to D 2 if and only if Q(x) < 0. Denote
respectively. A hyperbolic F ∈ G has three fixed points in P 2 ; two of them are isotropic and one, f , indefinite. In the sequel, we shall sometimes refer to f as the fixed point of F in P 2 . The w-minimum of x ∈ P 2 will be denoted by ν(x) instead of ν(U ) as in (1) .
Let w ∈ P 2 be fixed. For every g ∈ G/G w , we define the g-strip to be the set
The g-strip will be denoted by p(w, g) or simply by p(g). If h ∈ G w , then the gh-strip coincides with the g-strip. If x belongs to a g-strip, then x is not w-extremal and, by definition, 
Thus, the Dirichlet polyhedron for G with center at w is bounded by the lines L + (g), g ∈ G (see Example 1). In the sequel, we assume that w ∈ D * . Then
Lemma 6. Let x ∈ P 2 be the fixed point of g ∈ G corresponding to the eigenvalue 
The following result can also be useful. 
Recall that A 2 = {x ∈ P 2 : (x, w) = 0}. We shall normalize x ∈ A 2 by the condition
Assume that for any w-extremal point x ∈ R the following dichotomy occurs:
2 for all g ∈ G, i.e. w is x-extremal. In the sequel, this statement will be called the duality principle.
Extremality criteria
In this paper, we are mainly concerned with finding the w-reduction regions for maximal discrete groups G. This is partially justified by the simple fact that the w-extremality of f ∈ P 2 with respect to G implies the w-extremality of f with respect to any subgroup of G.
Let g ∈ G. The boundary of p(g) consists of two lines (x, gw ± w) = 0. Since
is the exterior of the strip p(g −1 ) and vice versa. Thus,
.
Assume that G x , the stabilizer of x in G, is a cyclic group generated by h ∈ G. It follows that the fundamental domain of G x is bounded by the lines
, which meet at x. The following simple criterion of extremality is proved in [36] (see also [38] ).
Denote by K x the intersection of a fundamental domain of G x in D * with the orbit Gw. The following statement is evident.
Lemma 9.
Suppose that the points f 1 , . . . , f r ∈ A 2 are w-extremal. For f ∈ A 2 , denote
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Let w-extremal indefinite points f 1 , f 2 ∈ A 2 be the fixed points of hyperbolic
Assume that the line L 3 through f 1 and f 2 does not cut C. Let S ∈ O(V ) be the involution whose fixed point s ∈ D 2 is the pole of L 3 . Note that S fixes L 3 pointwise and that Sx = −x for every x ∈ L 3 . There are unique involutions S 1 , S 2 ∈ O(V ) such that
Denote by s k ∈ D 2 the fixed point S k and by L k the polar of s k , k = 1, 2. Let
and let f ∈ A 2 be the indefinite fixed point of (14) is bounded by two lines: Proof. It is clear that the region in D * bounded by the lines S 1 (L) and S 2 (L), where L is defined by (15) , is a fundamental domain Φ of the cyclic group generated by F ∈ G. Denote the parts of Φ between the lines L and S 1 (L) and between L and S 2 (L) by Φ 2 and Φ 1 respectively.
Assume first that w is an isotropic point. Figure 2 , two lines through w and s 2 and through S(w) and s 2 are used to construct the line S 2 (L). As in Figure 1 , the region R 1 is bounded by the lines through w and s 2 and through u and s 2 .) Thus, by Lemma 9, f is w-extremal. Now let w be an indefinite point. Then the triangle with vertices at w, s 1 , and s 2 does not contain any gw, id = g ∈ G. As above, it follows that f is w-extremal.
Three elliptic elements of order two
Let G be a group generated by three involutions S 1 , S 2 , S fixing the points s 1 , s 2 , s in D 2 , which are not collinear. In this section, we abbreviate tr(F ) = tr(φ −1 F ), where φ :
Then the lengths a 1 , a and a 2 of the sides of the triangle with vertices s 1 , s and s 2 can be found from
Let α 1 , α, α 2 be the angles of the triangle (see Fig. 3 ). Let where, by the Cosine Rule I (see [2] , p. 148),
(For example, the first formula follows from m 1 = mm 2 − sinh a sinh a 2 cos α 1 and m 1 = mm 2 + sinh a sinh a 2 cos α 1 (see Fig. 3) ). Denote
The associated triples of involutions are
each of which satisfies (16) . We shall say that these three triples of involutions are neighbors of the original one.
We define the height of the solution (m 1 , m, m 2 ) (and of the triple (S 1 , S, S 2 ), and of the triangle in P 2 with vertices s 1 , s, s 2 ) to be the positive number ht(m 1 , m, m 2 ) = m 1 + m + m 2 . By (19) , if the triangle with vertices s 1 , s and s 2 is obtuse then two of its neighbors have larger heights, one has a smaller height, and the triangles with larger heights both are obtuse. Thus there is a solution (and the triple of involutions) of the smallest height, which is said to be singular. If (S 1 , S, S 2 ) is singular, then the triangle with vertices s 1 , s and s 2 is either acute or right (cf. [25] ). 
Lemma 11. Let G be the group generated by involutions S 1 , S 2 and S. Let T = S 1 SS 2 and let t be the fixed point of T in

Proof. Let t ∈ A
2 be the fixed point of T . Denote t = S 1 t, t = St . Then t = S 2 t , and the triangle ∆ with vertices t, t , and t is a fundamental domain of G (see Fig. 4 ). The triangle ∆ covers the convex quadrilateral with vertices at w, s 1 , s, and s 2 . Hence the union of R 1 , R 2 , and ∆ cover K(f ), and by Lemma 9 f is w-extremal.
Lemma 12. The common perpendicular to the axis of F and the line L through t and t passes through s.
Proof. We have to show that the points f, s, and d, the pole of L, are collinear.
It is clear that s and d lie on the line (x, t ) = (x, t ). By definition, t = ST St
= S 1 S 2 St = S 1 S 2 t . Hence (f, t ) = (f, t ), as required.
Corollary 13. The points t, w and s 1 are collinear in P 2 if and only if
Proof. By Lemma 12, the line L + (S 1 ) is orthogonal to both the polar of f 1 and the line through t and s 1 . But it is also perpendicular to the line through w and s 1 = S 1 w + w (see Sec. 2). Hence t, w and s 1 are collinear.
Let u ∈ D 2 be the point of intersection of the heights of the triangle with vertices s 1 , s and s 2 (see Fig. 4 ). By Lemma 12, (u, t) = (u, t ) = (u, t ). Let w = u. Then (Su − u, t ) = (u, t ) − (u, t ) = 0. Hence d = Su − u and t , t , s ∈ L + (S). Similarly, t , t, s 1 ∈ L + (S 1 ) and t , t, s 2 ∈ L + (S 2 ). Assume that the triangle with vertices s 1 , s and s 2 is singular. By Lemma 12, if the triangle is acute then u is an 
Corollary 15. The vertices of D * (t) are the points u, u = S 1 (u), u = S 2 (u) and their images under the action of the cyclic group T .
Proof. By Lemma 14, t is u-extremal. The duality principle implies that u is textremal.
Let the involutions S and S be defined by (18) . Let S 2 = S 1 S 2 S 1 and S 1 = S 2 S 1 S 2 . It is easily seen that the triples (S , S 2 , S 1 ), (S 1 , S, S 2 ), (S 2 , S 1 , S ) and their conjugates by the elements in T are singular. Each pair of adjacent singular triples has a common nonsingular neighbor.
Thus a nonsingular triple (S , S 1 , S 2 ) is a common neighbor of (S , S 2 , S 1 ) and (S 1 , S, S 2 ), a nonsingular triple (S 1 , S 2 , S ) is a common neighbor of (S 1 , S, S 2 ) and (S 2 , S 1 , S ), etc. (see Fig. 5 ).
The 
Proof. The region
, the lemma follows from the duality principle.
Trees of w-extremal indefinite points
As above, let G be the group generated by three involutions S 1 , S, and S 2 , and T = S 1 SS 2 . Given a triple of involutions (S 1 , S, S 2 ), denote
Then T = S 1 S S 2 = S 1 S S 2 . Two neighbors (S 1 , S , S 2 ) and (S 1 , S , S 2 ) (20) of (S 1 , S, S 2 ) are nonsingular, i.e. their triangles are obtuse, and their heights are larger than the height of (S 1 , S, S 2 ). By taking neighbors with larger height successively we obtain an infinite binary tree of triples of involutions Ψ(T ). By associating to each (S 1 , S, S 2 ) ∈ Ψ(T ) the indefinite fixed point of F = S 1 S 2 we obtain the associated tree of indefinite points F (T ).
Assume that w belongs to the intersection of the triangles with vertices at t, s 1 , s 2 , at t, s 1 , s 2 , and at t, s 1 , s 2 . Assume that f 1 and f 2 are w-extremal. Then by Lemma 11 the indefinite point f as well as the points f and f , the fixed points of S 1 S 2 and S 1 S 2 , are w-extremal. Denote by P T the intersection of all such triangles taken over all the triples of involutions in Ψ(T ). Then all the points in the tree F (T ) are w-extremal provided w ∈ P T .
The limit w-extremal indefinite points.
Consider all the triples (U n , U n+1 , U) ∈ Ψ(T ), n = 0, 1, . . . , with the involution U fixed. Then U n+1 = U n U n−1 U n . Let y be the fixed indefinite point of Y = U 0 U 1 = U n U n+1 . Then U n y = −y. Let θ ∈ C be the point of tangency of the tangent line L to C through y. Let x n ∈ F(T ) be the fixed indefinite point of U n U .
By (21), the limit points of the tree F (T ) lie on the curve C T . We shall derive the equation of C T . Let x ∈ C T . From (21) , θ = ax + bT x for some real numbers a and b, and
It follows that a 2 = b 2 . Let t be the fixed point of T . If a = −b, then (θ, t) = 0 for any θ ∈ C, which is impossible. Thus, a = b, and θ = x + T x in P 2 . By (22), C T is the conic with equation
Let G be the group generated by three involutions S 1 , S, S 2 . Let Ψ(T ), T = S 1 SS 2 , be the tree of triples of involutions generated by (S 1 , S, S 2 ), and let F (T ) be the corresponding tree of indefinite points in P 2 . Denote by ∆ F the limit set of the tree F (T ). Let f 1 and f 2 be the fixed points of SS 2 and S 1 S. Let L 1 and L 2 be the two tangent lines to C through f 1 and f 2 respectively which do not meet inside C T (see Fig. 6 ). Let u i be the point of intersection of L i with C T (i = 1, 2). Then ∆ F belongs to the arc of C T with endpoints u 1 and u 2 . We have obtained the following.
Theorem 17. The limit set ∆ F of the tree F (T ) is the closure a) of the set of intersection of the axes of all the involutions which appear in the tree Ψ(T ) with C T ; or b) of the set of intersection of C T with all the tangent lines to the absolute C through all the points in the tree F (T ).
Figure 6.
Since T C T = C T , the conic C T belongs to the pencil P T of conics generated by C and (x, t) 2 = 0, the polar of the fixed point t of T . Thus, the equation of C T can also be written in the form
Denote by C T the dual conic for C T in P T . When T is hyperbolic, the hypercycle C T and the point w belong to the different connected components into which the axis of T divides D * (w). (Recall that C T is the envelope of the polars of points of C T .) Thus C T ⊂ D 2 , and C T is a circle with center at t, a horocycle with base at t, or a hypercycle which has the same end-points as the axis of T , if T is elliptic, parabolic, or hyperbolic respectively (see [2] , p. 168). Let B T ⊂ D 2 be the interior of C T if T is elliptic or parabolic, or the part of D * (t) which is bounded by C T and contains the axis of T if T is hyperbolic. Recall that ∆ is the triangle with vertices t, S 1 t, S 2 t. Thus, ∆ ∩B T ⊂ P T , and, by Lemmas 10 and 11, we have obtained the following. H, a triangle group (2, q, m) , and w, the fixed elliptic point of order m. It is shown there that this quadrilateral does not contain an element of the orbit Hw other than w for any (S 1 , S, S 2 ) ∈ Ψ(T ).
2. If w / ∈ P T , the structure of the tree of w-extremal indefinite points can be destroyed. Let G = SL 2 (Z). When w = u, ν(f 1 ) = ν(f 2 ) is the Hurwitz constant for G and it is not isolated in the Markov spectrum M u (1, 1) (see Example 5 in [37] ). Now we shall find ν ∞ in terms of the invariants of T . Let y = θ + T θ. Then by (22) (x, y) = 0, the points t, y, and x lie on the line (θ, z) = (T θ, z), and y ∈ C T . We have y = c(x − (Q(x)/(x, t))t), where c is a nonzero number. Denote
Let T ∈ O(V ) be a square matrix of order 3 (see Example 5) . Assume first that T is not parabolic, i.e. λ = 1. Let µ and µ −1 be the eigenvalues of φ −1 (T ), so that 2λ = µ + µ −1 . Let v, v ∈ C be the eigenvectors of T . Then (see (11))
then there are numbers a and b such that
Now we can find the value of ν ∞ in terms of λ. Let x ∈ C T . There are numbers a and b such that x = at + br, (t, r) = 0, and T x = at + bT r. We have (
2 /(t, t). Hence the equation of C T can be written as follows:
and from (24) we find that
which is true for any λ. Now from (26) we obtain the equation of C T :
Let L be a line in D 2 through the point t in P 2 . If T is elliptic and 2α is the angle between L and T (L), then λ = cos α and
If T is hyperbolic and 2ρ is the distance between L and T (L), then λ = cosh ρ and
Now let φ −1 (T ) = 1 n 0 1 . Let t = (0, 0, 1). Then T t = t and by (8) 
Uniqueness
Let G be generated by three involutions S 1 , S, S 2 . Suppose that (S 1 , S, S 2 ) is a singular triple-that is, the triangle with vertices s 1 , s, and s 2 is not obtuse. Let T = S 1 SS 2 . Let f 1 and f 2 be the fixed points of F 1 = SS 2 and F 2 = S 1 S respectively. Denote by D T the closed region in A 2 bounded by C, C T and two lines through w and f 2 and through w and f 1 . Assume that the normalization condition (13) holds. Let
First we shall prove the following.
Theorem 21. Let f be a t-extremal indefinite point in
For any w-extremal x ∈ A 2 and any g ∈ G, only one of the following holds:
Let w = t. The following statement is analogous to the corollary on p. 32 of [4] .
Denote by R T the the interior of C T . The following statement is analogous to Lemma 12 on p. 36 of [4] .
Proof. Let y be the point of intersection of L − (S ) and L − (S ). Then f and y lie on the line L = {x ∈ A 2 : (x, S t) = (x, S t)}. It is enough to show that y / ∈ R T . Let θ be the point of intersection of M (S ) with C. Since s = T −1 s , the point of intersection of M (S ) with C is T −1 θ. It is clear that the point z of intersection of the tangent lines to C at θ and T −1 θ lies on L. On the other hand, by definition z ∈ C T . The lemma follows from the fact that z lies on L between f and y.
Let (S 1 , S, S 2 ) be one of the singular triples of involutions. Let S = S 1 SS 1 and S = S 2 SS 2 . It was shown in Sec. 4 that the fixed points s , s 1 , s 2 , of these involutions belong to the boundary of D * (t). By Lemma 8 f 2 , f, f 1 , the fixed points of F 2 , F, F 1 , as well as f 1 and f 2 , the fixed points of F 1 = S S 2 and F 2 = S 1 S , are t-extremal. The triple (S , S 1 , S 2 ) is a nonsingular neighbor of (S 1 , S, S 2 ) (see Fig. 5 ).
Denote by R = R(f 2 , f) the region in D T − D * (t) bounded by two lines through f and s and through f 2 and s 2 , the fixed point of S 2 = S 1 S 2 S 1 . By Lemma 12, u and u = S 1 u are vertices of R ; hence [ 
is a common side of R and D * (t). Thus, any indefinite t-extremal x ∈ R satisfies N (S 1 ). Similarly, let R = R(f, f 1 ) be the region in D T − D * (t) bounded by two lines through f 1 and s 1 , the fixed point of S 2 S 1 S 2 , and through f and s. Then any indefinite t- (27) hold simultaneously. Hence x ∈ D T . Now Theorem 21 follows from Lemma 24 below, which is analogous to Lemma 13 on p. 36 of [4] .
Lemma 24. Assume that x ∈ D T . If x is t-extremal, then x ∈ F(T ).
Proof. The triples (S , S 1 , S 2 ) and (S 1 , S 2 , S ), where S = S 1 SS 1 and S = S 2 SS 2 , are the nonsingular neighbors of (S 1 , S, S 2 ) (see Fig. 5 ). If
hold simultaneously, then x = f by Lemma 22. Otherwise, either
hold simultaneously or N (S ) and N (S 1 ) hold simultaneously, which are (27) for the triples (S , S 1 , S 2 ) and (S 1 , S 2 , S ) respectively. It is clear now that the proof can be completed by induction. It is shown in [38] that when d = 3, 7 or 11 the stabilizer of the line ωR ⊂ C in GL 2 (O d ) is isometric to the Hecke group G q , q = 3, 4 or 6, respectively. When d = 19, the stabilizer of ωR is isometric to the group G generated by reflections
in the sides of the quadrangle with vertices at ∞ and at the centers of involutions S 1 = σσ 0 , S = σ 0 σ 2 , and S 2 = σ 2 σ 1 . Thus,
By Lemma 8 f 2 and f 1 , the fixed points of F 2 = S 1 S and F 1 = SS 2 , are w-
, be the tree of triples of involutions generated by the triple (S 1 , S, S 2 ). Thus w = t and λ = 1. The tree of indefinite points F (T ) associated with Ψ(T ) is extremal. By Theorem 21, (17) , then it is reduced to the equation x was used to describe the discrete part of the Markov spectrum on the sublattice of index 5 (see also [19] ). Moreover the Markov spectrum for G above 5 −1/2 , the first accumulation point of the spectrum, can be also described in terms of the solutions of this equation. In particular the first two minima are 1 and 1/2. It follows from results obtained in [28] that the Markov spectrum for G is a subset of the Markov spectrum for GL 2 (O 19 ). Thus 5 −1/2 is an accumulation point in the spectrum. Note that 1 is the approximation constant for the imaginary quadratic field with discriminant −19 (see e.g. [35] [27] . It can be used to obtain the complete description of the discrete part of the Markov spectrum on the sublattice of index 2 (see [19] ).
Example 26.
(see [39] ). Suppose that G is generated by the reflections σ 0 , σ 1 and σ across the sides sv, vw and sw of the triangle with vertices s, v and w. Let
and S 2 = A q = B m = id, where q = 3 or 4. Thus, w = Bw is an elliptic fixed point of the subgroup G of G generated by S and A. G is called the triangle group (2, q, m) (see e.g. [2] ).
Let
is also an involution. Let U = SU S. If q = 4, let T = S 1 SU and let Ψ(T ) be the tree of involutions generated by the triple (S 1 , S, U ). For q = 3, T = S 1 SS 2 and Ψ(T ) is the tree generated by the triple (S 1 , S, S 2 ). Then T = B q−6 , (q = 3, 4), w is the fixed point of T and, therefore, the equation of C T in A 2 is Q(x) = const. It is shown in [39] that the corresponding tree F (T ) of indefinite points in P 2 is unique in D T .
Let H be a Fuchsian group and let G be its subgroup generated by three involutions S 1 , S and S 2 . Let (S 1 , S, S 2 ) be a nonsingular triple. Let T = S 1 SS 2 . If w = t then, in general, the g-strip and gT n -strip do not coincide. Arguing as in the proof of Theorem 21, we obtain the following.
Lemma 27. Assume that for any triple
where f (θ, 1) = f (θ , 1) = 0 and
+ (g ). For indefinite f ∈ P 2 and a real number z, we temporarily abbreviate
Lemma 28.
The indefinite points h i , i = 1, 2, . . . , lie on the hyperbola
where |Φ| = det Φ.
The sequence Q(h i ), i = 1, 2, . . . , is increasing. 
Remark. It is clear that Lemma 28 holds in the case when
Let m T = sup Q(f ), the supremum being taken over all f ∈ D T . Denote
The following theorem is very important for applications, because it reduces the problem of uniqueness of the tree F (T ) in D T to the verification of existence of only two compound strips in D T .
Theorem 29. Let w ∈ C. Assume that there exist compound (S
Proof. By Lemma 27 it is enough to show that for any triple of involutions (S 1 , S, S 2 ) ∈ Ψ(T ) the compound (S , S T )-and (S , S T −1 )-strips in D T exist provided that the compound (S 2 , S 2 T −1 )-and (S 1 , S 1 T )-strips in D T exist. The triples (S , S 1 , S 2 ) and (S 1 , S 2 , S ) are the neighbors of (S 1 , S, S 2 ) in Ψ(T ) with larger height. Here S = F 2 S 1 = S 1 SS 1 and S = F −1
. Now the proof can be completed by induction.
Markov spectrum on sublattices
Let m be a positive integer. Denote by F m the set of indefinite binary quadratic forms f satisfying the following condition:
where µ(f ) = inf |f (x, y)|, the infimum being taken over all (
of the classical Markov spectrum M (see Example 5) is called the Markov spectrum on the sublattice of index m (see [19] ). For m = 2, 5, 6, the discrete part of that spectrum was found in [27] , [29] , [30] respectively, and for m = 3, in [24] (see also Example 30 below). Let m be square-free and
where t is the number of prime divisors of m (see [16] ). It follows from the definition of G (m) that gcd(a, m) = det g. (29) In what follows, we employ the usual abuse of language and refer to the elements of G as matrices by setting
Remark. Let G q be the Hecke group. Let τ = √ m 0 0 1 . It can be easily verified that, for m = 2 and 3, G(m) = τG 2m τ −1 . In [39] , the discrete parts of the Markov spectra for the Hecke groups G q , q ≥ 5, are found. These results can be used to describe the spectrum on the sublattice of index m = 3 (see Example 30) . (29) and (30), these conditions are equivalent to following: for any integers x and y,
Thus the Markov spectrum of G(m) coincides with the Markov spectrum on the sublattice of index m for the forms f with attainable minimum (see [19] ).
Let S 1 , S, S 2 ∈ G (m) be involutions. Let k 1 = det S 1 , k = det S. It can easily be shown that
where tr(S 1 S) ≡ 0 (mod kk 1 ). Let F 2 = S 1 S = T S 2 . Assume that T is parabolic. Then tr(S 1 S) ≡ 0 (mod kk 1 c(S 2 )). Hence
for some integer n. It is proved in [31] (see also [22] ) that, up to permutation of k and k 1 , this Diophantine equation has a solution in integers (c(S 2 ), c(S), c(S 1 )) = (0, 0, 0) only for (n, k, k 1 ) = (3, 1, 1), (2, 2, 1), (1, 2, 2), (1, 2, 3), (1, 1, 5), (1, 1, 1), (1, 2, 1). It follows that there is a tree of involutions Ψ(T ) with parabolic T only for m = 1, 2, 5 and 6. As was mentioned above, for m = 2, 5 and 6, the discrete part of the Markov spectrum M m was found in [27] , [29] , [30] . For any other value of m, T can only be hyperbolic. The results obtained in the preceding sections can be used to find the discrete part of M m in those cases. In the examples below, we shall identify the elements of G = P G (m) with the corresponding elements in G (m). Let
Example 30. Let m = 3. As was mentioned above, the group G is conjugate in . The points f k are extremal (see [39] ). Let Ψ(T 2 ) and Ψ(T 3 ) be the trees of triples of involutions generated by the triples (S 1 , S, S 2 ) and (S 2 , S, U ), T 2 = S 1 SS 2 , T 3 = S 2 SU , and let F (T 2 ) and F (T 3 ) be the corresponding trees of extremal points. It is shown in [39] that:
1) The tree F (T 3 ) is unique in the region D 3 bounded by the axes of involutions U and S 2 and the hyperbola C T with equation (T 3 x + x, x) = 0 in P 2 ; that is, if an extremal f ∈ D 3 , then f ∈ F(T 3 ).
2) Let G S be the subgroup of G generated by S k , k = 0, 1, 2, and U . Then the trees F (T 2 ) and F (T 3 ) both are simple on M = D 2 /G S ; that is, the projections of the polars of points in these trees into M are simple closed geodesics on M .
3) The first limit point in the Markov spectrum of G is 1/4 and the discrete part of the spectrum if found (cf. [24] ). The first limit point of F (T 2 ) in the spectrum is 1/5. 1, 2, 2, 1, 2, 1, 1) ). Note that σ 0 f 2 = f 2 and σ 2 f 1 = f 1 . By Theorem 18, all the indefinite points in the tree F (T ) are extremal and all its limit points lie on the hyperbola C T with equation (23). Now we shall prove that, inside C T , the tree obtained is unique. Remark. By the isolation theorem (see [4] , p. 25), which holds for any zonal Fuchsian group, all the f ∈ F(T ) are locally isolated; that is, there is a constant > 0 such that ν w (f ) − > ν w (f ) for any f ∈ A 2 which is sufficiently close to f . This theorem can be also applied to show that the results obtained hold for the indefinite forms with unattainable minimum as well (see [4] , p. 40).
