Abstract. Dynamic texture is an extension of texture to the temporal domain. Description and recognition of dynamic textures has attracted growing attention. In this paper, a new method for recognizing dynamic textures is proposed. The textures are modeled with volume local binary patterns (VLBP), which are an extension of the LBP operator widely used in still texture analysis, combining the motion and appearance together. A rotation invariant VLBP is also proposed. Our approach has many advantages compared with the earlier approaches, providing a better performance for two test databases. Due to its rotation invariance and robustness to gray-scale variations, the method is very promising for practical applications.
Introduction
Dynamic textures or temporal textures are textures with motion [1] . Dynamic textures (DT) encompass the class of video sequences that exhibit some stationary properties in time [2] . There are lots of dynamic textures in real world, including sea-waves, smoke, foliage, fire, shower and whirlwind. Description and recognition of DT is needed, for example, in video retrieval systems, which have attracted growing attention. Because of their unknown spatial and temporal extend, the recognition of DT is a challenging problem compared with the static case [3] .
Polana and Nelson classify visual motion into activities, motion events and dynamic textures [4] . Recently, a brief survey of DT description and recognition of dynamic texture was given by Chetverikov and Péteri [5] . In their paper, the existing approaches to temporal texture recognition are classified into five classes: methods based on optic flow, methods computing geometric properties in the spatiotemporal domain, methods based on local spatiotemporal filtering, methods using global spatiotemporal transforms and, finally, model-based methods that use estimated model parameters as features. Methods based on optic flow [3, 4, [6] [7] [8] [9] [10] [11] [12] [13] are currently the most popular ones [5] , because optic flow estimation is a computationally efficient and natural way to characterize the local dynamics of a temporal texture. Péteri and Chetverikov [3] proposed a method that combines normal flow features with periodicity features, in an attempt to explicitly characterize motion magnitude, directionality and periodicity. Their features are rotation-invariant, and the results are promising. But they did not consider the multi-scale properties of DT. Lu et al. proposed a new method using spatio-temporal multi-resolution histograms based on velocity and acceleration fields [10] . Velocity and acceleration fields of different spatio-temporal resolution image sequences are accurately estimated by the structure tensor method. Their method is also rotation-invariant and provides local directionality information. Fazekas and Chetverikov compared normal flow features and regularized complete flow features in DT classification [14] . They conclude that normal flow contains information on both dynamics and shape. Saisan et al. [15] applied a dynamic texture model [1] to the recognition of 50 different temporal textures. Despite this success, their method assumes stationary DTs well-segmented in space and time, and the accuracy drops drastically if they are not. Fujita and Nayar [16] modified the approach [15] by using impulse responses of state variables to identify model and texture. Their approach shows less sensitivity to non-stationarity. However, the problem of heavy computational load and the issues of scalability and invariance remain open. Fablet and Bouthemy introduced temporal co-occurrence [8, 9] that measures the probability of co-occurrence in the same image location of two normal velocities (normal flow magnitudes) separated by certain temporal intervals. Recently, Smith et al. dealt with video texture indexing using spatiotemporal wavelets [17] . Spatiotemporal wavelets can decompose motion into local and global, according to the desired degree of detail. Otsuka et al. [18] assume that DTs can be represented by moving contours whose motion trajectories can be tracked. They consider trajectory surfaces within 3D spatiotemporal volume data and extract temporal and spatial features based on the tangent plane distribution. The latter is obtained using 3D Hough transform. Two groups of features, spatial and temporal, are then calculated. The spatial features include the directionality of contour arrangement and the scattering of contour placement. The temporal features characterize the uniformity of velocity components, the ash motion ratio and the occlusion ratio. The features were used to classify four DTs. Zhong and Sclaro [19] modified [18] and used 3D edges in spatiotemporal domain. Their DT features are computed for voxels taking into account the spatiotemporal gradient.
Two key problems of dynamic texture recognition are: 1) how to combine motion features with appearance features, and 2) how to define features with robustness to affine transformations and insensitivity to illumination variations. To address these issues, we propose a novel, theoretically and computationally simple approach in which dynamic textures are modeled with volume local binary patterns. The local binary pattern (LBP) histogram model developed for ordinary texture [20, 21] is extended to a volume model. The sequence is thought as a 3d volume in X Y T − − space. A new volume LBP is defined for the sequence. The texture features extracted in a small local neighborhood of the volume are not only insensitive with respect to translation and rotation, but also robust with respect to illumination changes.
Volume Local Binary Patterns
The main difference between a dynamic texture and ordinary texture is that the notion of self-similarity central to conventional image texture is extended to the spatiotemporal domain [5] . Therefore, combining motion and appearance together to analyze DT is well justified. Varying lighting conditions greatly affect the gray scale properties of dynamic texture. At the same time, the textures may also be arbitrarily oriented, which suggests using rotation-invariant features. Therefore, it is important to define features, which are robust with respect to gray scale changes, rotations and translation. So we propose the volume local binary patterns (VLBP) to address these problems.
The basic LBP operator was first introduced as a complementary measure for local image contrast [20] . It is a gray-scale invariant texture primitive statistic, which has shown excellent performance in the classification of various kinds of textures [21] . For each pixel in an image, a binary code is produced by thresholding its neighborhood with the value of the center of pixel. A histogram is created to collect up the occurrences of different binary patterns. The definition of neighbors can be extended to include all circular neighborhoods with any number of pixels. In this way, one can collect larger-scale texture primitives.
Basic Volume LBP
To extend LBP to DT analysis, we define dynamic texture V in a local neighborhood of a monochrome dynamic texture sequence as the joint distribution of the gray levels of 3 3(
where gray value , illustrates circularly symmetric volume neighbor sets for ( ) To get gray-scale invariance, the distribution is thresholded similar to [21] . The gray value of the volume center pixel ( , 
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This is a highly discriminative texture operator. It records the occurrences of various patterns in the neighborhood of each pixel in a ( 2( 1)
We achieve invariance with respect to the scaling of the gray scale by considering just the signs of the differences instead of their exact values: 
where
To simplify the expression of V , we use VLBP . Firstly, sampling neighboring points in the volume (Purple points), then thresholding its neighborhood with the value of the center pixel to get a binary value, and finally the VLBP code is produced by multiplying the thresholded values with weights given to the corresponding pixel and summing up the result. Let us assume we are given a
In calculating , , L P R VLBP distribution for this DT, the central part is only considered because a sufficiently large neighborhood can not be used on the borders in this 3D space. The basic VLBP code is calculated for each pixel in the cropped portion of the DT, and the distribution of the codes is used as a feature vector, denoted by D : So the time complexity is O(XYT). Because the dynamic texture is looked as sets of volumes and their features are extracted on the basis of those volume textons, the VLBP combines the motion and appearance together to describe dynamic textures.
Rotation Invariant VLBP
Dynamic textures may also be arbitrarily oriented, and DT also often rotates. The most important difference between rotation in a still texture image and DT is that the whole sequence of the DT rotates round one axis or multi-axes (if the camera rotates during capturing), while the still texture rotates round one point. Therefore, we cannot deal with VLBP as a whole to get rotation invariant code as in [21] which assumed rotation round the center pixel in the static case. We first divide the whole VLBP code from (4) into 5 parts: 
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where ( , ) ROR x i performs a circular bit-wise right shift on the P -bit number x i times [21] . In terms of image pixels, formula (8) simply corresponds to rotating the neighbor set in one frame clockwise so many times that a maximum number of the most significant bits, starting from , 1 t P g − , is 0. After getting the respective rotation variant LBP code , , , vary greatly and may not provide very good discrimination, as concluded in [21] . So to reduce the feature vector length and get compact features, we borrow the idea of "uniform" patterns from [21] and compute the rotation invariant uniform VLBP code which is denoted as 
where, 
Experiments
To evaluate the performance of VLBP, two databases were selected for the experiments. The first one is the MIT dataset, which is the most frequently used collection of dynamic textures so far [1] . The second one is DynTex, which is a new large database.
VLBP histograms are used as texture models. The histograms are normalized with respect to volume size variations by setting the sum of their bins to unity. In classification, the dissimilarity between a sample and a model VLBP distribution is measured using the log-likelihood statistic:
where, B is the number of bins and b S and b M correspond to the sample and model probabilities at bin b , respectively. Other dissimilarity measures like histogram intersection or Chi square distance could also be used. After obtaining the VLBP features on the basis of different parameters of L , P and R , a leave-one-group-out classification test was carried out based on the nearest class. If one DT includes m samples, we separate all DT samples into m groups, evaluate performance by letting each sample group be unknown and training on the rest 1 m − samples groups. The mean VLBP features of all 1 m − samples are computed as the feature for the class. The omitted sample is classified or verified according to its difference with respect to the class. The k-nearest neighbor method (k=1) is used for classification.
Experiments on MIT Dataset
Fourteen classes from the MIT database were used for evaluation. To the convenience of comparison, each sequence was divided into 8 non-overlapping subsets or samples, half in X , Y and T in the same way as in [3] , as Figs. 3 and 4 show. Fig.5 lists all the 14 classes and the different parts we used. Each column represents a class of dynamic texture and contains different samples of this class. First row is the top left, second row is the bottom left, third row is the top right, and last row is the bottom right of the original image. Classification results for the 14 MIT DT classes using rotation invariant uniform patterns are shown in Table 1 . The best result of 100% was achieved, however, using the basic rotation invariant 1,4 ,1 VLBP (not shown in the table). Peteri and Chetverikov experimented on 10 classes achieving 93.8% [3] . Fazekas and Chetverikov obtained 95.4% on the same dataset [14] . Rahman and Murshed [22] used 9 classes of the MIT dataset and their classification rate was 98%, and they also gave results for 10 classes obtaining 86% [23] . Szummer and Picard [1] classified the MIT data based on the top 
Experiments on DynTex Dataset
The DynTex dataset (http://www.cwi.nl/projects/dyntex/) is a large and varied database of dynamic textures. The quality of the sequences is much better than that of the MIT data. Fig.6 shows example DTs from this dataset. The image size is 400 300 × . Table 3 shows detailed results of all datasets in terms of rank order statistic [24] , defined as the (cumulative) probability that the actual class of a test measurement is among its k top matches; k is called the rank. It should be mentioned that the CCR (Correct Classification Rate) is equivalent to the top 1. We can see that in the first four datasets: A_S, A_L, TL_S, and TL_L, a 100% accuracy is achieved. In the top five ranking, all the datasets are recognized correctly. This is very promising considering practical applications of DT recognition. In [14] , a classification rate of 98.1% was reported for 26 classes. However, their test and training samples were only different in the length of the sequence, but the spatial variation was not considered. This means that their experimental setup was much simpler. When we experimented using all 35 classes with samples having the original image size and only different in sequence length, a 100% classification rate was obtained with the 
Discussion
A novel approach to dynamic texture recognition was proposed, in which volume LBP operators are used to combine the motion and appearance together. Experiments on two databases with a comparison to the state-of-the-art results showed that our method is efficient for DT recognition. Classification rates of 100% and 92% were obtained for the MIT and DynTex databases, respectively, using more difficult experimental setups than in the earlier studies. Our approach is robust in terms of grayscale and rotation variations, making it very promising for real application problems.
There are parameters L , P and R , that can be chosen to optimize the performance of the proposed algorithm. P determines the number of features. A large P produces a long histogram and thus calculating the distance matrix gets slower. Using a small P makes the feature vector shorter but also means losing more information. A small radius R and time interval L make the information encoded in the histogram more local in the spatial and temporal domain, respectively.
Results for two DT databases and comparison with the state-of-the-art show that our approach is very powerful. A topic for future research is to study in more detail how to reduce the long feature vectors of operators with many sampling points. The parameter P determines the number of features and a large value of P could produce a long histogram. Sampling in specific planes from volume will be considered to shorten the feature vector. Moreover, multiscale extensions of the method will be considered, as well as ways of computing VLBP features on the basis of blocks in order to focus on local region characteristics. Applications to other dynamic events, such as facial expression recognition, will also be investigated.
