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Abstract
In this work a class of nonlinear Duffing equations with a deviating argument are considered. Some sufficient conditions for the
existence of almost periodic solutions are established, which are new and complement previously known results.
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1. Introduction
Consider the following model for a nonlinear Duffing equation with a deviating argument:
x ′′(t)− ax(t)+ bxm(t − τ(t)) = p(t), (1.1)
where τ(t) and p(t) are almost periodic functions on R, m > 1 is an integer, a > 0 and b 6= 0 are constants.
In recent years, the dynamic behaviors of nonlinear Duffing equations have been widely investigated in [1–4] due
to the application in many fields such as physics, mechanics and the engineering technique fields. In such applications,
it is important to know of the existence of almost periodic solutions for nonlinear Duffing equations and some results
on the existence of the almost periodic solutions were obtained in the literature. We refer the reader to [5–7] and the
references cited therein. Suppose that the following condition:
(H0) a = b = 1, τ is a constant, and
sup
t∈R
|p(t)| ≤
(
1
m
) 1
m−1 (
1− 1
m
)
(1.2)
is satisfied. The authors of [6,7] obtained some sufficient conditions ensuring the existence of almost periodic solutions
for Eq. (1.1). However, to the best of our knowledge, few authors have considered the problem of almost periodic
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solutions for Eq. (1.1) without the assumption (H0). Thus, it is worthwhile to continue to investigate the existence of
almost periodic solutions of Eq. (1.1) in this case.
The main purpose of this work is to give new criteria for the existence of almost periodic solutions for Eq. (1.1). By
applying some new mathematical analysis techniques, without assuming (H0), we derive some sufficient conditions
ensuring the existence of almost periodic solutions for Eq. (1.1), which are new and complement previously known
results. Moreover, an example is also provided to illustrate the effectiveness of our results.
Define
y = dx
dt
+ δx, (1.3)
where δ > 1 is a constant; we can transform (1.1) into the following system:
dx(t)
dt
= −δx(t)+ y(t),
dy(t)
dt
= δy(t)+ (a − δ2)x(t)− bxm(t − τ(t))+ p(t).
(1.4)
For convenience, we introduce some notation. We will use X = (x1, x2)T ∈ R2 to denote a column vector, in
which the symbol (T) denotes the transpose of a vector. We let |X | denote the absolute-value vector given by |X | =
(|x1|, |x2|)T, and define ‖X‖ = max1≤i≤2 |xi |. A vector X ≥ 0 means that all entries of x are greater than or equal to
zero. X > 0 is defined similarly. For vectors X and Y , X ≥ Y (resp. X > Y ) means that X−Y ≥ 0 (resp. X−Y > 0).
Throughout this work, we set
B = {ϕ|ϕ = (ϕ1(t), ϕ2(t))T},
where ϕ is an almost periodic function on R. For ∀ϕ ∈ B, we define the induced modulus ‖ϕ‖B = supt∈R ‖ϕ(t)‖;
then B is a Banach space.
Definition 1 (See [8,9]). Let u(t) : R −→ Rn be continuous in t . u(t) is said to be almost periodic on R if, for any
ε > 0, the set T (u, ε) = {δ : ‖u(t + δ)− u(t)‖ < ε,∀t ∈ R} is relatively dense, i.e., for ∀ε > 0, it is possible to find
a real number l = l(ε) > 0 where, for any interval with length l(ε), there exists a number δ = δ(ε) in this interval
such that ‖u(t + δ)− u(t)‖ < ε,∀t ∈ R.
Definition 2 (See [8,9]). Let x ∈ Rn and Q(t) be an n × n continuous matrix defined on R. The linear system
x ′(t) = Q(t)x(t) (1.5)
is said to admit an exponential dichotomy on R if there exist positive constants k, α, projection P and the fundamental
solution matrix X (t) of (1.5) satisfying
‖X (t)P X−1(s)‖ ≤ ke−α(t−s) for t ≥ s,
‖X (t)(I − P)X−1(s)‖ ≤ ke−α(s−t) for t ≤ s.
Lemma 1.1 (See [8,9]). If the linear system (1.5) admits an exponential dichotomy, then the almost periodic system
x ′(t) = Q(t)x + g(t) (1.6)
has a unique almost periodic solution x(t), and
x(t) =
∫ t
−∞
X (t)P X−1(s)g(s)ds −
∫ +∞
t
X (t)(I − P)X−1(s)g(s)ds. (1.7)
Lemma 1.2 (See [8,9]). Let Q(t) = (qi j ) be an n × n almost periodic matrix defined on R, and let there exist a
positive constant ν such that
|qi i (t)| −
n∑
j=1, j 6=i
|qi j (t)| ≥ ν, i = 1, 2, . . . , n.
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Then the linear system (1.5) admits an exponential dichotomy on R.
The remaining part of this work is organized as follows. In Section 2, we shall derive some new sufficient conditions
for checking the existence of almost periodic solutions of (1.1). In Section 3, we shall give some examples and remarks
to illustrate our results obtained in the previous sections.
2. Existence of almost periodic solutions
Theorem 2.1. If δ > 1 defined in the Eq. (1.3) is a constant for which there exist positive constants L , θ and q such
that
θ < 1,
L
1− θ < 1, q < 1, (2.1)
where
L =
sup
t∈R
|p(t)|
δ
, θ = max
{
1
δ
,
|a − δ2| + |b|
δ
}
, q = max
{
1
δ
,
|a − δ2| + |b|m(2 L1−θ )m−1
δ
}
. (2.2)
Then, there exists a unique almost periodic solution of system (1.4) in the region B∗ = {ϕ|ϕ ∈ B, ‖ϕ−ϕ0‖B ≤ θL1−θ },
where
ϕ0(t) =
(
0,−
∫ +∞
t
e−δ(s−t) p(s)ds
)T
.
Proof. For ∀ϕ ∈ B, we consider the almost periodic solution xϕ(t) of the nonlinear almost periodic differential
equations(
x ′(t)
y′(t)
)
=
(−δx(t)+ ϕ2(t)
δy(t)+ (a − δ2)ϕ1(t)− bϕm1 (t − τ(t))+ p(t)
)
. (2.3)
Define projection P by setting
P =
(
1 0
0 0
)
.
Then, notice that the linear system(
x ′(t)
y′(t)
)
=
(−δx(t)
δy(t)
)
, (2.4)
admits an exponential dichotomy on R. Thus, by Lemma 1.1, we obtain that the system (2.3) has exactly one almost
periodic solution:
(
xϕ(t)
yϕ(t)
)
=

∫ t
−∞
e−δ(t−s)ϕ2(s)ds,
−
∫ +∞
t
e−δ(s−t)[(a − δ2)ϕ1(s)− bϕm1 (s − τ(s))+ p(s)]ds
 .
Now, we define a mapping T : B → B by setting
T (ϕ)(t) =
(
xϕ(t)
yϕ(t)
)
, ∀ϕ ∈ B.
Since B∗ = {ϕ|ϕ ∈ B, ‖ϕ − ϕ0‖B ≤ θL1−θ }, it is easy to see that B∗ is a closed convex subset of B. According to the
definition of the norm of Banach space B, we get
‖ϕ0‖B = sup
t∈R
{∣∣∣∣∫ +∞
t
e−δ(s−t) p(s)ds
∣∣∣∣} ≤ supt∈R |p(t)|δ = L . (2.5)
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Therefore, for ∀ϕ ∈ B∗, we have
‖ϕ‖B ≤ ‖ϕ − ϕ0‖B + ‖ϕ0‖B ≤ θL1− θ + L =
L
1− θ < 1. (2.6)
Now, we prove that the mapping T is a self-mapping from B∗ to B∗. In fact, for ∀ϕ ∈ B∗, combining with (2.6), we
obtain
‖Tϕ − ϕ0‖B = sup
t∈R
max
{∣∣∣∣∫ t−∞ e−δ(t−s)ϕ2(s)ds
∣∣∣∣ , ∣∣∣∣∫ +∞
t
e−δ(s−t)[(a − δ2)ϕ1(s)− bϕm1 (s − τ(s))]ds
∣∣∣∣}
≤ sup
t∈R
max
{∫ t
−∞
e−δ(t−s)ds‖ϕ‖B,
∫ +∞
t
e−δ(s−t)[|a − δ2|‖ϕ‖B + |b|‖ϕ‖mB ]ds
}
≤ max
{∫ t
−∞
e−δ(t−s)ds,
∫ +∞
t
e−δ(s−t)[|a − δ2| + |b|]ds
}
‖ϕ‖B
≤ max
{
1
δ
,
|a − δ2| + |b|
δ
}
‖ϕ‖B
= θ‖ϕ‖B ≤ θL1− θ ,
where θ = max{ 1
δ
,
|a−δ2|+|b|
δ
}; this implies that T (ϕ)(t) ∈ B∗. So, the mapping T is a self-mapping from B∗ to B∗.
Next, we prove that the mapping T is a contraction mapping of the B∗. In fact, in view of (2.1), (2.2) and (2.6), for
∀ϕ,ψ ∈ B∗, we have
|T (ϕ(t))− T (ψ(t))|
= (|(T (ϕ(t))− T (ψ(t)))1|, |(T (ϕ(t))− T (ψ(t)))2|)T
=
(∣∣∣∣∫ t−∞ e−δ(t−s)[ϕ2(s)− ψ2(s)]ds
∣∣∣∣ , ∣∣∣∣∫ +∞
t
e−δ(s−t)[(a − δ2)(ϕ1(s)− ψ1(s))
−b(ϕm1 (s − τ(s))− ψm1 (s − τ(s)))]ds
∣∣∣∣ )T
=
(∣∣∣∣∫ t−∞ e−δ(t−s)[ϕ2(s)− ψ2(s)]ds
∣∣∣∣ , ∣∣∣∣∫ +∞
t
e−δ(s−t)[(a − δ2)(ϕ1(s)− ψ1(s))− bm(ψ1(s − τ(s))
+ h(s)(ϕ1(s − τ(s))− ψ1(s − τ(s))))m−1 · (ϕ1(s − τ(s))− ψ1(s − τ(s)))]ds
∣∣∣∣ )T
=
(∣∣∣∣∫ t−∞ e−δ(t−s)[ϕ2(s)− ψ2(s)]ds
∣∣∣∣ , ∣∣∣∣∫ +∞
t
e−δ(s−t)[(a − δ2)(ϕ1(s)− ψ1(s))− bm((1− h(s))ψ1
× (s − τ(s))+ h(s)ϕ1(s − τ(s)))m−1 · (ϕ1(s − τ(s))− ψ1(s − τ(s)))]ds
∣∣∣∣ )T ,
where 0 ≤ h(s) ≤ 1. It follows that
|T (ϕ(t))− T (ψ(t))| ≤
( ∣∣∣∣∣
∫ t
−∞
e−δ(t−s)ds sup
t∈R
|ϕ2(t)− ψ2(t)|,
∫ +∞
t
e−δ(s−t)
[
|a − δ2| sup
t∈R
|ϕ1(t)− ψ1(t)|
+ |b|m
(
2
L
1− θ
)m−1
sup
t∈R
|ϕ1(t)− ψ1(t)|
]
ds
∣∣∣∣∣
)T
,
which implies that
‖T (ϕ)− T (ψ)‖B ≤ max
{
1
δ
,
|a − δ2| + |b|m(2 L1−θ )m−1
δ
}
‖ϕ − ψ‖B = q‖ϕ − ψ‖B .
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Noticing that
q = max
{
1
δ
,
|a − δ2| + |b|m(2 L1−θ )m−1
δ
}
< 1,
it is clear that the mapping T is a contraction. Therefore the mapping T possesses a unique fixed point Z∗ =
(x∗(t), y∗(t))T ∈ B∗, T Z∗ = Z∗. By (2.3), Z∗ satisfies (1.4). So Z∗ is an almost periodic solution of system
(1.4) in B∗. Thus, x∗(t) is an unique almost periodic solution of Eq. (1.1) such that
max{sup
t∈R
|x∗(t)|, sup
t∈R
|(x∗(t))′ + δx∗(t)|} < θL
1− θ .
The proof of Theorem 2.1 is now completed. 
3. An example
Example 3.1. The nonlinear Duffing equation with a deviating argument
x ′′(t)− 256x(t)+ 2x3(t − sin(t)) = cos 13 √2(t)+ sin√2(t), (3.1)
has exactly one almost periodic solution x∗(t) such that
max{sup
t∈R
|x∗(t)|, sup
t∈R
|(x∗(t))′ + 16x∗(t)|} < 1
56
.
Proof. Setting
δ = 16, y = dx
dt
+ 16x, (3.2)
we can transform (3.1) into the following system:
dx(t)
dt
= −16x(t)+ y(t),
dy(t)
dt
= 16y(t)− 2x3(t − sin(t))+ cos 13 √2(t)+ sin√2(t).
(3.3)
Since a = 256, b = 2,m = 3, δ = 16, then
L =
sup
t∈R
|p(t)|
δ
=
sup
t∈R
| cos 13 √2(t)+ sin√2(t)|
δ
= 0.10376529,
θ = max
{
1
δ
,
|a − δ2| + |b|
δ
}
= 1
8
, q = max
{
1
δ
,
|a − δ2| + |b|m(2 L1−θ )m−1
δ
}
= 1
16
.
It is straightforward to check that all assumptions needed in Theorem 2.1 are satisfied. Hence, Eq. (3.1) has exactly
one almost periodic solution x∗(t) such that
max{sup
t∈R
|x∗(t)|, sup
t∈R
|(x∗(t))′ + 16x∗(t)|} < θL
1− θ = 0.01482361. 
Remark 3.1. Since a = 256, b = 2,m = 3, τ (t) = sin t, p(t) = cos 13 √2(t)+sin√2(t), it is clear that the condition
(H0) is not satisfied. Therefore, all the results in [1–7] and the references therein are inapplicable for proving the
existence of almost periodic solutions for nonlinear Duffing equation (3.1). This implies that the results of this work
are essentially new.
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