Abstract. We give conditions that characterize the existence of an absolutely continuous invariant probability measure for a degree one C 2 endomorphism of the circle which is bimodal, such that all its periodic orbits are repelling, and such that both boundaries of its rotation interval are irrational numbers. Those conditions are satisfied when the boundary points of the rotation interval belong to a Diophantine class. In particular they hold for Lebesgue almost every rotation interval. By standard results, the measure obtained is a global physical measure and it is hyperbolic.
Introduction
Let f be a C r map of a compact interval (or the unit circle) to itself, for some r ≥ 1. Such a map is called uniformly hyperbolic (or Axiom A) if it has a finite number of hyperbolic periodic attractors 1 and the complement of the union of its basins of attraction, usually denoted by Σ(f ), is expanding 2 . The most tame examples of uniformly hyperbolic maps are the so-called Morse-Smale diffeomorphisms, where Σ(f ) is just a finite union of repelling periodic orbits. On the other hand, Σ(f ) may be a Cantor set or even the whole phase-space (take, for instance, z → z n in the unit circle with n ≥ 2).
Any Axiom A map for which all its critical points (if they exist) are nondegenerate and have disjoint orbits is structurally stable: any C r -nearby map is conjugate to it [23, Section III.2, Theorem 2.5].
A major result in real one-dimensional dynamics states that uniformly hyperbolic dynamics are (open and) dense in the space of C r maps of any given compact interval into itself, and for any given r = 1, 2, ..., ∞, ω (see [16] and the references therein). Actually even more is true: any real polynomial can be approximated by hyperbolic real polynomials of the same degree [16, Theorem 1] .
From the topological viewpoint, therefore, most one-dimensional dynamical systems are uniformly hyperbolic. By considering families parametrized by finite dimensional manifolds, one can ask about most dynamical systems from a probabilistic viewpoint, with respect to Lebesgue measure on parameter space (see also the recent global probabilistic approach for circle diffeomorphisms considered in [27] ). With this purpose, we say that an interval map is stochastic if it admits an invariant Borel probability measure which is absolutely continuous with respect to the Lebesgue measure.
It is not difficult to prove that if f has critical points, is C 1+α and Axiom A, then its corresponding set Σ(f ) has zero Lebesgue measure ([23, Section III.2, Theorem 2.6], see also Proposition 3.4 in this paper). In this case, the support of any invariant 2010 Mathematics Subject Classification. Primary . 1 A periodic point p of period n is called a hyperbolic attractor if Df n (p) ∈ (0, 1). 2 We say that Σ(f ) is expanding under f if there exist two constants C > 0 and α > 1 such that Df n (x) > Cα n for all x ∈ Σ(f ) and n ∈ N.
Borel probability measure has zero Lebesgue measure and in particular no invariant measure of an Axiom A map with critical points can be absolutely continuous with respect to Lebesgue.
Let us illustrate this discussion with a classical example: for each t ∈ (0, 4) consider the quadratic polynomial f t : [0, 1] → [0, 1] given by f t (x) = t x (1 − x). This one-parameter family, the so-called quadratic family, was introduced by R. May in 1976 [22] as a model for the growth, or fluctuation, of biological populations. As explained above, there exists an open and dense set of parameters t ∈ (0, 4) such that the corresponding polynomials f t are Axiom A. For those maps, Lebesgue almost every point converges to a unique attracting periodic orbit (this includes the critical point).
However, in the early eighties, Jakobson [15] proved the existence of a positive measure set of parameters t ∈ (0, 4) such that the corresponding maps are stochastic. Therefore, at least from the probabilistic viewpoint, stochastic dynamics are not negligible. Later, Lyubich proved that f t is either Axiom A or stochastic for a full Lebesgue measure set of parameters t ∈ (0, 4) [18] . Under suitable conditions, the same dichotomy holds for generic one-parameter families of real analytic unimodal maps [2] .
After Jakobson result, metric conditions were shown to be sufficient for a smooth interval map to be stochastic (many papers have addressed this problem, see [9] , [3] , [4] , [25] , [21] , [7] and also [23, Chapter V] and the references therein). Those conditions are usually related to the growth of the derivative along the critical orbit (see Remark 1.6 below). In this paper we look for more combinatorial conditions, instead of metric ones (see Theorem A and Theorem B below). With our approach we are able to give not only sufficient but also necessary conditions (see conditions (C − ) and (C + ) in Section 1.3 below) for a bimodal degree one circle endomorphism, such that all its periodic orbits are repelling and with irrational combinatorics of both critical points, to be stochastic (Theorem A). Moreover, we provide a big class of maps satisfying those conditions (Theorem B).
Before to explain our results formally we briefly review some basic definitions and statements. We refer to the book of de Melo and van Strien [23] for general background in one-dimensional dynamics.
1.1. Our setting. Let T 1 be the circle and π : R → T 1 its universal covering. The Lebesgue measure on R and T 1 (the Haar measure) will be denoted by λ, and the usual distance on the circle by d. A map f : T 1 → T 1 is an endomorphism of the circle if there exists a liftf : R → R which is continuous and satisfies:
• for any x ∈ R,f (x + 1) =f (x) + 1.
Tof is associated a rotation set R(f ), which is a compact subinterval [ρ − , ρ + ] of R (see [8, 24] ). (A2): The rotation numbers ρ − and ρ + are irrational. (A3): All periodic orbits of f are hyperbolic repelling:
One specifies also the subsets Bimod( − , + ) when the constants − , + that appear in (A1) have to be fixed. Let us remark also that both − > 1 and + > 1 are real numbers, not necessarily integers. Figure 1 . Maps in Bimod are degree one branched coverings of the circle. They all have rich topological dynamics: they present periodic orbits of arbitrarily large period, they are topologically mixing in the whole circle (see Proposition A.1 in Appendix A), they have positive topological entropy and they exhibit sensitive dependence to initial conditions. Example 1.2. We give now some examples of maps belonging to the class Bimod. Let f be a bimodal map satisfying condition (A1) above. Suppose that f is C 3 and that its Schwarzian derivative
is strictly negative on T 1 \ {c + , c − }. A classical result of Singer (see [23 , Section II.6, Theorem 6.1]) implies in this case that any non-repelling periodic orbit of f has to be topologically attracting and, moreover, its immediate basin of attraction contains a critical point of f . However, if ρ − and ρ + are irrational numbers, the critical orbits cannot accumulate on any periodic orbit. Therefore the negative Schwarzian condition combined with conditions (A1) and (A2) imply condition (A3) in the C 3 category. For example, condition (A1) and the negative Schwarzian condition hold for the Arnol'd family (see [1] ):
In this case both critical points are non-degenerate ( − = + = 2). Moreover, any compact interval [ρ − , ρ + ] with non-empty interior is realized as the rotation interval off a,ω for some parameter (a, ω) (and (a, ω) is unique if ρ + − ρ − > 2 and ρ + , ρ − ∈ Q, see [10] , Section 2.1).
1.2. Basic definitions. The aim of this paper is to study invariant measures for functions f ∈ Bimod. Definition 1.
3. An f -invariant borelian probability measure µ is a global physical measure for f if for Lebesgue almost every x ∈ T 1 we have:
φ dµ for any continuous function φ :
4. An ergodic f -invariant borelian probability measure µ is hyperbolic if its Lyapunov exponent T 1 log |Df | dµ is strictly positive. Definition 1.5. A real number ρ is diophantine with exponent β > 0 if there exists a constant C > 0 such that for any rational number p q , |qρ − p| ≥ Cq −(1+β) .
Statements of the main results.
We fix a function f ∈ Bimod with rotation
Let us consider the rational approximations (
) and (
and ρ + given by the continued fraction expansions. We will only use q and their precise definition will be recalled at Section 2.3. However it is important here to note that with our definitions, for any k ∈ N,
, and p
.
We introduce two conditions on f :
The aim of this paper is to show that conditions (C − ) and (C + ) characterize stochastic dynamics in the class Bimod. Indeed, our first main result is the following:
Theorem A. An endomorphism f ∈ Bimod preserves a probability measure µ which is absolutely continuous with respect to the Lebesgue measure λ if and only if conditions (C − ) and (C + ) are both satisfied. When such an absolutely continuous measure µ exists, it is unique, equivalent to λ and ergodic. In particular µ is a global physical measure for f . Moreover, µ is hyperbolic and has positive metric entropy.
From the proof of Theorem A it will be clear however (see Section 6.1) that any map in Bimod preserves a σ-finite measure which is equivalent to the Lebesgue measure λ. Conditions (C − ) and (C + ) assert that this measure is finite. As already mentioned in the abstract, the facts that the measure µ is a global physical measure and it is hyperbolic, follow at once after existence of µ is established (see Section 6.1 for more details and the corresponding references).
Note, finally, that both conditions (C − ) and (C + ) are quantitative. In general it is not possible to give a topological condition equivalent to the existence of an absolutely continuous invariant probability measure. Indeed, as Arnol'd showed in the early sixties ( [1] , see also [23, Section I.5]), there exist real analytic circle diffeomorphisms topologically conjugate to a rotation, which do not preserve any absolutely continuous invariant measure (see [6] for examples in the class of unimodal maps).
J. Graczyk has given in [11] precise estimates on the distances d(f
. We will show that, together with Theorem A, Graczyk's estimates imply that any bimodal endomorphism whose rotation interval satisfies a diophantine condition preserves an absolutely continuous probability measure. More precisely, our second main result is the following:
Theorem B. For any constants − , + > 1 there exists β = β( − , + ) > 0 with the following property: if f ∈ Bimod( − , + ) is an endomorphism with rotation interval [ρ − , ρ + ] such that both ρ − and ρ + are Diophantine with exponent β, then f preserves a probability measure which is absolutely continuous with respect to λ.
On the other hand, there exist Liouvillian numbers ρ
, then f does not preserve any probability measure which is absolutely continuous with respect to λ.
We do not give an optimal arithmetic condition on ρ − and ρ + . Note that the finer descriptions one could get are not symmetric with respect to the coefficients of the continued fraction representations of ρ − and ρ + . Theorem A and Theorem B describe the dynamics of bimodal circle endomorphisms for almost any rotation interval (recall that the set of Diophantine rotation numbers with exponent β has full Lebesgue measure in [0, 1] for any β > 0). However,Światek has proved in [26] that in the Arnol'd-like families the corresponding parameters (a, ω) have zero Lebesgue measure in R 2 . In some way, our results can be compared to linearization theorems: for any smooth enough diffeomorphism of the circle with diophantine rotation number, M. Herman proved in [14] that the conjugacy h to the rotation is a diffeomorphism. By pulling back the Lebesgue measure by h one gets also an invariant probability measure which is equivalent to the Lebesgue measure. Remark 1.6. As already mentioned, one of the first results that showed existence of absolutely continuous invariant measure for smooth one-dimensional maps with some recurrent critical point is certainly Jakobson's theorem in [15] . In any proof one needs to avoid strong recurrence of the critical orbits near the critical points. This control is obtained here thanks to the combinatorics of the rotations with angles ρ − and ρ + which describe the forward orbits of c − and c + respectively. More precisely, in [7] it has been proved that if lim n→+∞ Df n f (c + ) = +∞ and lim
then f ∈ Bimod admits an absolutely continuous invariant probability measure. We do not know whether those large derivatives conditions follow from conditions (C − ) and (C + ) in the Bimod class (recall that the existence of an absolutely continuous invariant probability measure does not imply positive Lyapunov exponent at the critical value, see [19] ).
The proof of Theorem A relies on a classical method of inducing, developed during the sixties and seventies by Adler, Weiss, Bowen, Jakobson and Sinai among others (see [23, Section V.3] and the references therein): given f ∈ Bimod we will consider the maximal closed interval I where f is decreasing (see Figure 2 ). We will prove in Section 5 that Lebesgue almost every point of T 1 enters I under the action of f , and that this first entry map is a Markov map (see Definition 5.1 in Section 5). A classical result in one-dimensional dynamics (the folklore theorem) assures that this Markov map preserves a probability measure which is equivalent to Lebesgue, ergodic and hyperbolic (see Theorem 6.1). This Markovian structure holds for any map in Bimod. We will prove in Section 6 that one can lift this Markov measure to a finite invariant measure for f if and only if conditions (C − ) and (C + ) hold. The proof of Theorem B is given in Section 6.3, and relies on precise estimates on
, see Theorem 2.5.
1.4.
Organization of the paper. Basic constructions, combinatorics of rotation, upper maps and extended upper maps are described in Section 2. Section 3 contains the definition of first return maps to different intervals and Section 4 its distortion properties. In Section 5 we prove that the first return map to the interval where the function is decreasing is a Markov map and that conditions (C − ) and (C + ) imply that the return time is summable (Section 5.2). We prove the main theorems in Section 6.
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Preliminaries
2.1. Notations and Definitions. We introduce some basic notation used along this paper.
• For any topological space X, the interior, closure and boundary of a subset Y ⊂ X will be denoted by Int(Y ), Cl(Y ) and Bd(Y ).
• The rotation by ρ on T 1 is denoted by R ρ .
• Let x and y be two points on T 1 . One can find some liftsx andỹ in R with x ≤ỹ ≤x + 1. Then, one defines the interval [x, y] as the interval π([x,ỹ]). It does not depends on the choice of the liftsx andỹ. In the same way, one defines the intervals (x, y), [x, y) and (x, y]. Definition 2.1.
(i) An interval I of T 1 is a connected subset of T 1 . We denote by |I| its length, i.e. its measure with respect to the Lebesgue measure λ. 
(v) For any two disjoint sets X and Y contained in R (or contained in a same interval I T 1 that has to be specified), the notation X < Y will stand for:
∀x ∈ X, ∀y ∈ Y, x < y.
(vi) On any interval I of T 1 which is not the full circle T 1 , one defines an order in the following way: one chooses any liftĨ, i.e. an interval in R such that π :Ĩ → I is an homeomorphism. The order on I is obtained by identification with the usual order onĨ. It does not depends on the choice of the liftĨ.
2.2.
Upper maps. Let f ∈ Bimod. We refer to the notation introduced in Subsection 1.1 and we set: Many authors [5, 8, 24] have shown that the upper rotation number ρ + off is equal to the rotation number of an endomorphism, the upper mapf + , defined by: Figure 3 . The rotation number of the upper map f + equals ρ + .
2.2.1. We get a continuous endomorphism f + on T 1 (see Figure 3 ). It is constant on the interval I + . Since the rotation number ρ + is irrational, all the iterates f n
for n ∈ Z are disjoint. The mapf + is non-decreasing and the orbit of the interval I + byf + is ordered as the orbits of the rotation with angle ρ + : 
One associates to ρ
+ its approximations
. The numbers (q + k ) are defined by the following recurrence relations:
For any orbit of the rotation R ρ + , the integers q + k , k ≥ 1 are the times when the orbit makes the closest return so far to the starting point. Since the map f + is semi-conjugated to the rotation R + = R ρ + by an increasing endomorphism of the circle, the same property holds for f + .
Notation. On the remainder of this paper, when there is no chance of confusion, we will omit the symbol + for the sequences (a + k ) k∈N and
. We will simply denote them by (a k ) k∈N and
Proposition 2.2 (see [14] , Section V.8). For any k ≥ 0, let I be the interval (f
k+1 . Proof of Corollary 2.3. One considers the rotation R + , whose orbits are ordered as for those of f + . The interval of length |q k α − p k | bounded by 0 and R q k (0) is disjoint from its q k+1 −1 first iterates from the Proposition 2.2. This concludes.
2.3.3. Sometimes we will be mainly interested in the closest returns to the left (or to the right) of c + : they are obtained for times
The closest returns to the left (resp. to the right) for the backward iterates are obtained for times of the form (2.3) (resp. (2.2)). More precisely, Proposition 2.4. Let t < t be two successive times of the form given by (2.3) (resp. (2.2)). Then for any 0 < n < t , the point f
Proof. As above it is sufficient to prove the proposition for the rotation R + . Let us fix some k ∈ N and let T be the interval [0, R
This shows that in [R
(And this is true again in the case a 2k+2 = 1.) This is now enough to prove that for any 0 ≤ l < a 2k+2 and 0 < m < q 2k+1 ,
Proposition 2.2 shows for the rotation
Pulling back by R q 2k +lq 2k+1 + for 0 ≤ l < a 2k+2 , one gets
All the previous discussion can be obviously repeated for the lower mapf − having rotation number ρ − .
Geometrical estimates.
The key estimates for our constructions have been proved by J. Graczyk in [11] , where the dynamics of upper maps is studied.
Theorem 2.5 (J. Graczyk). Let f + be the upper map for some endomorphism f which satisfies (A1) and (A2). Then there exists C > 0 such that:
where + is the order associated to c + that appears in (A2).
The estimates above, given for f + , also hold for f (since f and f + coincide along the orbit of c + ).
Remark 2.6. In the same paper, J. Graczyk gives the following estimate:
log |f
Of course similar statements deal with lower maps.
Extended upper map.
In addition to the upper map f + , we will also use another upper map which is no more continuous, the extended upper map g + (or simply g, see Figure 4 ).
The following intervals have to be considered as a basis for the left neighborhoods of the point c + :
Recall that the mapf is strictly increasing on [f
by the condition:
By π, we get on T 1 an homeomorphism Ψ between some left neighborhoods of c + and d + respectively.
Let us now approximate the orbit of c + by a periodic orbit:
Lemma 2.7. There exists a q 2M0 -periodic point a
Remark 2.8. This gives a
is ordered as the orbits of the rotation with angle
We will denote
For M 0 large enough, one can assume
One also sets
More generally we will consider the intervals
The extended upper map g + is defined by Figure 4 . The extended upper map g + is discontinuous at the point b + , which is a periodic point for f with period q + 2M0 (see Lemma 2.7).
In the same way, one defines intervals
and an extended lower map g − . One also define
is large enough, this is a proper interval which contains I. Finally, one chooses a closed intervalÂ =Î whose interior contains A, and such that the connected components ofÂ \ I are contained in I + and I − respectively. Figure 5 . Notation for Sections 3 to 5.
3. Induced maps 3.1. We begin with a general situation:
such that I ⊂ Int(Î) and which satisfy for every integer n ≥ 1:
For any point x ∈ T 1 \I one defines (when it exists) the smallest integer
In the other case, one sets N (x) = ∞.
Proposition 3.1. Let I andÎ be as above. For any x ∈ T 1 \ I such that N = N (x) < ∞, there exist some compact intervals J ⊂Ĵ containing x such that:
(
N is a homeomorphism from J (respĴ) onto I (resp.Î). Moreover, for any y ∈ J, N (y) = N (x).
Such an interval J will be called a return interval with extensionĴ and order N .
Proof of Proposition 3.1. Let x ∈ T 1 \ I and let [x 1 , x 2 ] be the maximal compact interval containing x where f N is monotone. As f m (x) ∈ I for any 0 ≤ m < N , the maps f n for 0 ≤ n ≤ N are strictly increasing on [
Thus, by assumption,
One deduces f N −n1 (x 1 ) = c − and in a same way f N −n2 (x 2 ) = c + .
, the claim follows immediately. Let us suppose by contradiction the first inclusion does not hold (the other case is similar). By assumption,
On the other hand
Hence what we get contradicts the assumptions:
From the claim and f N (x) ∈ I, one deduces that there are some compact intervals J ⊂Ĵ that contain x and are mapped onto I andÎ respectively. If one assumes that f n (J) intersects I for some 0 ≤ n < N , since f n (x) ∈ I one would deduce ei-
. This is impossible so that
Using the previous general setting and Proposition 3.1 we give now the definition of first entry map to different intervals which will play a main role in the proof of our results.
3.2.
First return map to I. Section 3.1 applies with I = I andÎ =Î (defined in Section 2.5.5). Because of the hypothesis that ρ + and ρ − are irrational, conditions (i), (ii), (iii) and (iv) of Subsection 3.1 are satisfied. As a consequence, Proposition 3.1 applies. Note that the result extends also for points x ∈ I = I with the same proof. (However for any 0 < m ≤ N (x), the map f m is strictly decreasing and
< ∞ is called the first entry map or the first return map when it is restricted to T 1 \ I or to I respectively.
The set of points x ∈ T 1 such that N 0 (x) is finite is a union of disjoint compact intervals with non-empty interior. Thus, one gets a family N of intervals of T 1 and a map N 0 : N → N defined as N 0 (I) = N 0 (x) with x ∈ I ∈ N . By Proposition 3.1 the function N 0 is well defined.
Observe that an interval I ∈ N is either contained in I or T 1 \ I. The set of intervals I ∈ N contained in I will be denoted by N 0 . 
It is also the first entry map to A + for the dynamics induced by g + . As before we generate a family of intervals M + .
Remark 3.3. Consider in Proposition 3.1 the interval J such that J ⊂ J ⊂Ĵ and f
+ . This is due to the fact that in this case, z L = c + .
In the same way, one will consider on T 1 \ A − the first entry map T − to A − for f or g − . It is defined on a family of intervals M − with return time
3.4.
First entry map to A. The last induced map we will use is the first entry map to A with I = A andÎ =Â, see Subsection 2.5.5 . As before, conditions (i), (ii), (iii) and (iv) of Subsection 3.1 are satisfied and Proposition 3.1 applies (Recall how the orbits of c − and c + are ordered on T 1 , see (2.1) at Section 2.2.1.) We will denote by N A (x) the integer N (x) and T A the first entry map to A. The set of points x ∈ T 1 \ A where N A (x) < ∞ decomposes as a union of disjoint compact intervals over a family S. The set of point x with
. By a well-known result of Mañé [20] , K is hyperbolic. A classical result for C 2 -maps (see [23] , Chapter III, Theorem 2.6) shows that K has zero-Lebesgue measure. More precisely: Proposition 3.4. There exist C > 0 and κ > 1 such that for any n ∈ N,
In particular, S is a measurable partition and for Lebesgue-almost every x ∈ T 1 \ A, N A (x) is finite and the map N A : S → N is summable.
In the following we will discuss general properties of the first return maps. Being the specific interval of definition irrelevant, we will call the first return map to any interval simply induced map.
Distortion properties of the induced maps
In order to control the distortion of the induced maps introduced in Section 3, we state some classical results: 4.1. Koebe principle. For any non-empty intervals J andĴ which are strictly contained in T 1 and such that Cl(J) ⊂ Int(Ĵ), we define
where dist(J, Bd(Ĵ)) denotes the length of the smallest component ofĴ \ Cl(J). The Koebe principle for interval maps proved in [13] , Proposition 1 (see also [12] ) remains true for circle maps. We get for the endomorphism f the following control on the distortion: Theorem 4.1 (Koebe principle, [13] ). There is a constant δ 0 > 0 which satisfies the following property: for any non-empty intervals J,Ĵ T 1 such that Cl(J) ⊂ Int(Ĵ) and for any N ∈ N such that f N in restriction to Int(Ĵ) is a diffeomorphism, we have,
4.2. Hyperbolicity. We will need to show that some maps are hyperbolic. This was proved by R. Mañé in [20] for one-dimensional C 2 -maps. We state and prove here (Appendix B) an analogous result for induced maps. 
Then, T is hyperbolic: there exist some constants C > 0 and κ > 1 such that for
Distortion of the induced maps.
4.3.1. Let us consider ε > 0 small and an induced map T ∈ {T 0 , T − , T + , T A } for the intervals I ⊂Î. For any return interval J of T with order N and extensionĴ, we defineĴ ⊂Ĵ to be the unique compact interval contained inĴ such that both components of T (Ĵ \ J) have length ε|I|. Proposition 4.3. If ε > 0 is small enough, there exists some constant D 1 > 0 such that: for any induced map T ∈ {T 0 , T − , T + , T A } and any return interval J associated to T with order N , we have,
Proof. We note D m the maximum over (see Section 4.1):
Then, one defines (see Section 4.1)
. By shrinking ε again, one may assume
We prove inductively that for any 0 ≤ n ≤ N ,
Those properties are obvious for n = 0 by definition ofĴ. Let us assume that 2) has been proved for any n ≤ n 0 . We first remark that 1) is a direct consequence of 2): we get from Koebe Theorem 4.1 and (4.1),
Let us assume that n 0 ≤ N − 1. We now prove 2) for n 0 + 1. The sum
Hence, Koebe Theorem 4.1 gives the announced bound (recall how K has been defined).
We take now some interval [x, y] ⊂Ĵ. By 2), we get
This gives the following estimate:
for some new uniform constant D 1 > 0.
The distortion is also bounded when induced maps are composed:
Proposition 4.4. There exists D 2 > 0 which satisfies: let T 0 , · · · , T n be a sequence of induced maps in {T 0 , T − , T + , T A } and for any 0 ≤ k ≤ n a return interval J k associated to T k with order N k . One assumes furthermore that for any 0 ≤ k < n,
Proof. For M 0 large enough,
By Proposition 4.3, for k ≥ 0, x ∈ J k the derivative DT k (x) is bounded from below:
Since J k+1 ∩ Int(I) = ∅, the return map T 0 may only appear for T n . By definition, T A can not appear for two consecutive times. One deduces DT k+1 • T k ≥ 4 for any 0 ≤ k < n − 1. Consequently, |J| decreases exponentially with n and for x, y ∈ J:
4.3.3. We will precise the previous proposition in the case all the maps we compose are T 0 :
Proposition 4.5. There exists a constant D 3 such that for any sequence of return 
Markov properties of the first return map
We will prove in this section that the maps constructed before are Markov maps: (ii) For any I m ∈ N , the map T is a C 1 -diffeomorphism from Int(I m ) onto Int(I); (iii) The distortion is bounded: for some D 0 > 0, any n ∈ N, and any interval J ⊂ Int(I) such that for all 1 ≤ j ≤ n, T j (J) is contained in some interval of N , one has
One can find more general definitions of Markov maps. However, Definition 5.1 is enough for our purposes in this paper.
The aim of this section is to prove two propositions which will play a key role in the proof of our main theorems. Using the notation introduced in 3.2, we claim: We recall that the definition of summable was given in Section 2 (Definition 2.1). The proof of Proposition 5.2 and Proposition 5.3 will be divided into different subsections. All of them will contain in the beginning a short overview on its content.
5.1.
+ and
for some number m ∈ N, then the interval J is a gap.
• If J is closed and g From this definition, the integer N is uniquely defined and will be called the order of J and denoted by N (J).
In any case on J the map g
is an homeomorphism onto its image. Note also that if J is a regular interval, its iterates J, · · · , f N (J) are disjoint. Distortion on regular intervals and gaps can be controlled thanks to Proposition 4.3.
5.1.2.
The following proposition is a direct consequence of Section 3.3 and Remark 3.3. The constant η can be chosen arbitrarily small if M 0 is large enough, see subsection 2.5.1.
Proof. To prove this lemma, we first remark that on T ∪ J the distortion of f
is bounded by D 1 (Proposition 4.3) . Consequently,
One chooses η small by taking |A + L | small. 5.1.4. We are now able to give the definition of decompositions:
(i) any interval J ∈ P is either a gap, a rough or a regular interval of A + L ; (ii) outside any neighbourhood of c + , the partition P is finite. (iii) for any J, J ∈ P, J < J (for the order on A
A decomposition is regular if it does not contain any rough interval. A decomposition is summable if the sum J∈P N (J)|J| is finite.
Remarks 5.8.
(1) From the definition we get that for any partition P there is an open interval in P whose boundary contains a + , the left endpoint of A + L . Any interval J in P is adjacent to an other interval J ∈ P with J < J . If Bd(J) does not contain a + , J is also adjacent to an interval J ∈ P with J < J. Step 1: We define a first decomposition P 0 of A + L , called the primary decomposition.
Step 2: For each decomposition P, we construct a refined decomposition P .
Step 3: By successive refinements of P 0 we get a regular decomposition P + , and prove that M + gives a measurable partition of A + L . The same arguments apply for the partition M − .
5.1.5.
Step 1. The primary decomposition. We will build a partition of Int(A + L ) that does not contain any regular interval. We have introduced in 2.5.1 the compact intervals I 
5.1.6.
Step 2. Decomposition's refinement. Let P be a decomposition. Our aim here is to give a construction that associates to P a "finer decomposition", P . Some intervals of P remain unchanged:
• the (unique) gap T ∈ P whose boundary contains a + remains in P ; • let J and T be two adjacent intervals of P with J < T and assume that J is a regular interval and T a gap. Then J and T remain in P . In the following we consider two adjacent intervals J and T of P with J < T and assume that J is a rough interval and T a gap. We will explain how to decompose J ∪ T in intervals that will belong to P . 5.1.7. We introduce some rough interval J adjacent to T with T < J : letJ be the interval in P that is adjacent to T with T <J. EitherJ is a rough interval and J =J orJ is a regular interval and J is the rough interval associated toJ. Recall that by definition of decompositions, N (J ) = N (T ) > N (J). Proof. Let us consider the interval I = T ∪ J . By assumption the intervals f n (I) for 0 ≤ n < N (J ) do not meet A + . Thus the restriction of the maps f n for 0 ≤ n ≤ N (J ) on I are increasing homeomorphisms.
The left endpoint of f N (J) (I) (which also belongs to f N (J) (J )) is d + . Its iterates f n (d + ) for n ≥ 1 never meet I + . This shows that the intervals f n (I) for N (J) ≤ n < N (J ) do not meet I + . As f N (J ) (J ) = I + , one gets in particular the first part of the proposition.
It implies also that f −n
Since f N (J) (T ) is adjacent to f N (J)−N (J ) +
(I + ), by Proposition 2.4, there exist some integers k ≥ 0 and 0 < l ≤ a 2k+1 such that
As T is a gap, we get f
Note also that since a + ∈ f −q 2M 0 +q 2M 0 −1 + (I + ) (see Section 2.5.3),
Consequently the smallest possible value for N (J ) − N (J) is q 2M0−1 . In the other cases k ≥ M 0 . 
. Then, we consider the partition with the following intervals:
• the interval A + , • the primary intervals of I + with order less or equal to q 2k (recall Section 5.1.5 for the definition of primary intervals of I + ),
By pulling back by h this partition on J ∪ T , we define the new intervals of the decomposition P :
• the interval h −1 (A + ) is a regular interval; • the pulling back by h of the primary intervals of I + are gaps or rough intervals with order strictly between N (J) and N (J );
• the interval T has been extended to
). 5.1.9. We have defined the new partition P . Now we prove:
Proposition 5.12. The partition P is a decomposition of A + L . Proof. We consider the situation described in Sections 5.1.7 to 5.1.8 and show that T is a gap (with order N (J )). The other parts of Definition 5.7 will then be easily satisfied. In the particular case N (J ) − N (J) = q 2M0−1 , one gets immediately that the intervals g n + (A + R ) for 1 ≤ n ≤ q 2M0+1 do not meet I + (see Section 2.5.3). Since a + is q 2M0 -periodic, we have f 
and as T is a gap we only consider the intervals g
(J ) and J ∈ M k+1 . Either J is a gap (and one checks easily that J is a gap) or J is a regular interval. In this second case, we consider (x 1 , c
Hence, for any n ∈ N, f n (x 1 ) ∈ Int(A + ). As J returns to A + homeomorphically, one gets x 1 ∈ Int(J ) and J ⊂ f N (J) (J). Consequently, J is regular. Since f N (J) is a diffeomorphism for any gap J ∈ M k , and since M 0 is a measurable partition, the collection M k+1 is a measurable partition of A + L . Any J ∈ M k decomposes into regular intervals and gaps of M k+1 . Lemma 5.6 gives
One can assume that η is small and η(1 + D 1 ) < 1. This implies that
This ends the proof. 
5.2.
The summability conditions. We assume in this subsection that Condition (C + ) is satisfied and we prove into three steps that the measurable partition M
Step 1: The primary decomposition as defined at 5.1.5 is summable.
Step 2: The summability is preserved by refinement.
Step 3: The measurable partition M + of A + L is summable. The same arguments apply for the lower map g − and the partition M − .
Step 1. Summability of the primary decomposition. Let us start with a Lemma
Lemma 5.15. There exists a constant γ > 1 such that for all small and for k large enough
Proof. We consider the map F = f
On one hand, we remind that nearc + we havef =f (c + ) − |ψ + | + (from assumption (A1)). On the other hand, from Koebe Theorem 4.1, the distortion of f
on the interval f (U ) is arbitrarily small if k is large enough: by Proposition 2.3, the iterates f k (U ) for 0 ≤ k ≤ q 2k+1 − 1 are disjoint; there exists also an interval I ⊃ f (U ) that is sent homeomorphically by f q 2k+1 −1 ontoÂ + (Î is the extension of the interval f
Let γ > 1 such that γ/ + < 1. Hence, for any small constant ε > 0 and k large enough, there exist two constants
Let us consider now the point y ∈ [f
By definition of y, | DF (y)| ≤ γ and from the combinatorics of F on U (see Proposition 2.3) F (y) ∈ [y, c + ]. This implies that:
One gets some constant C 1 > 0 such that
Let us consider the intervals I + k,l for 1 ≤ l ≤ a 2k+2 (see Section 2.5.1). We note that
, y) and:
. One gets:
Proposition 5. 16 . Under (C + ), the primary decomposition P 0 is summable.
Proof of Proposition 5.16. From Graczyk's estimates at Remark 2.6, there are constants C 2 , C 3 > 0 such that:
Therefore:
Combining Lemma 5.15 and (5.3) we obtain with some uniform constant C 4 > 0,
Consequently, (C + ) implies that the sum k≥0 a 2k+2 −1 l=0 
Consequently,

J∈P, J⊂I
We now consider the case l = 0. The interval
) is a gap adjacent to I k,1 . By Lemma 5.6, it has length smaller than η|I + k,1 |. Since f 2q 2k (z k ) = c + , and since the order of a decomposition is monotone, for any decomposition, the order on (f
One concludes using Proposition 5.16:
5.2.3.
Step 3. Summability of the measurable partition M + .
Proposition 5.18. Under (C + ), the measurable partition M + of A + L is summable. Proof. This is a consequence of Proposition 5.17 and of the proof of Proposition 5.14: we consider again the sequence (M k ). From Proposition 5.17, M 0 is summable. Let J be a gap of M k for some k ∈ N. From Lemma 4.3, we get,
|J | is arbitrarily small by taking M 0 large enough. One deduces using inequality (5.2),
We proved that, being M 0 summable, the partition M k is summable for any k. (1) ∀0 ≤ n ≤ N − 1, f n (J) ∩ I = ∅; (2) there exists an intervalĴ ⊃ J (called the extension of J) such that f N in restriction toĴ is an homeomorphism and one of these cases occurs:
The integer N is uniquely defined, called the order of J and denoted by N (J).
5.3.1. We now introduce a family R of regular intervals of f such that:
(1) R is a measurable partition of T 1 \ I; (2) if conditions (C − ) and (C + ) are satisfied, the order N : R → N is summable. The strategy of the proof is to refine the measurable partition R in order to prove that N is a measurable partition of T 1 \ I. For the second claim, the summability conditions proven in the previous Section for R will be used. The result will be then extended to I by pulling back the measurable partition of T 1 \ I by the map f which is a local diffeomorphism on Int(I).
We start with introducing refining partitions and we continue proving some thecnical lemmas.
5.3.3. We got from Section 5.3.1 a measurable partition Q 0 = R of T 1 \ I. By refining inductively Q 0 , we build a sequence (Q k ) of measurable partitions of T 1 \ I which satisfies:
(P): For k ∈ N, any J ∈ Q k either belongs to N or is a regular interval of f .
Let us fix k ∈ N and consider J ∈ Q k .
• In the case J ∈ N , we set J ∈ Q k+1 .
• In the case J ∈ N , we get f N (J) (J) ∈ {A − , A + , A}. One refines J by introducing for any J ∈ R ∪ {I},
If J is not empty, we set J ∈ Q k+1 .
Note that since f N (J) is a diffeomorphism and R ∪ {I} a measurable partition of the circle, Q k+1 is a measurable partition of T 1 \ I.
Lemma 5.21. Q k+1 satisfies (P).
Proof. If J = I, for any x ∈ J we get N 0 (x) = N (J) so that J ∈ N . If J ∈ R, the interval J is a regular interval and there exists an extensionĴ which satisfies Definition 5.19. Let us assume f
In particular, J contains an intervalJ which is mapped on I by f N (J)+N (J ) and whose N (J) + N (J ) − 1 first iterates are disjoint from I. One can thus apply the Proposition 3.1 to I := I and tô I := f N (J ) (Ĵ ) (which is one of the intervalsÂ + ,Â − orÂ). Hence, there existŝ J which containsJ and which is mapped homeomorphically on f N (J ) (Ĵ ) by f N (J)+N (J ) . In particular,Ĵ contains J , which is mapped on f N (J) (Ĵ). One deduces that J is regular for f and that Q k+1 satisfies the Property (P).
Lemma 5.22. There exist some new constants C > 0 and κ > 1 such that
Proof. By Proposition 4.4, there exists a constant D 2 > 0 that bounds the distortion of f N (J) on any interval J ∈ Q k \ N , for any k ∈ N. One deduces for some constant C > 0,
Proposition 4.4 implies that J contains a large interval J ∈ Q k+1 ∩ N :
Consequently for some constant κ
From both estimates (5.8) and (5.9), we get
This gives (5.7). We get also from (5.10),
By summing over J, one gets (5.6):
Lemma 5.23. Let us consider
Then N is a measurable partition and N = N \ N 0 .
Proof. Observe that there exists some constant κ > 1 such that
The proof of (5.11) is very similar but easier than the proof of (5.7). One deduces from (5.11) that for some C > 0,
By construction, N ⊂ N \ N 0 and Q k \ N = Q k \ N so that by (5.12),
Proof. In case (C − ) and (C + ) are satisfied, Q 0 = R is summable (Section 5.3.1) and From (5.6), each Q k is summable. Note that for k large enough and J ∈ Q k \ N , the order N (J) is large so that κ −2 N (J) + C ≤ κ −1 N (J). One deduces from (5.7) that for some C > 0, 
By Remark 2.6, for k large enough,
Consequently, d(f
). This shows that (C + ) is satisfied. The same holds for (C − ).
Proof of Theorem A and Theorem B
In this final section, as usual, φ * µ denotes the push-forward of a Borel measure µ under a Borel map φ, that is, φ * µ(A) = µ φ −1 (A) for any Borel set A ⊂ T 1 . Also, given an interval J we denote by χ J its characteristic function, and by µ | J the Borel measure given by µ | J (A) = µ(A ∩ J) for any Borel set A. The key tool in order to build invariant measures that are absolutely continuous with respect to λ is the following folklore theorem.
Theorem 6.1 (see [23] , Chapter V, Theorem 2.2). Let T be a Markov map of Int(I). Then there exists a T -invariant probability measure µ * which is equivalent to the Lebesgue measure λ on Int(I). Moreover,
d λ is uniformly bounded from above and from below; (ii) µ * is ergodic; (iii) the Lyapunov exponent log | DT | d µ * of µ * is strictly positive.
Assertion (iii) is not stated in [23] but follows easily from the definitions. Indeed:
Proof of Theorem 6.1, assertion (iii). We note that for any integer n ≥ 1, T n is a Markov map and the constant D 0 remains the same. The partition N has to be refined and replaced by a partition N n . By bounded distortion (Definition 5.1.(iii)), if n is large enough, the intervals J ∈ N n can be assumed arbitrarily small so that
One deduces that for any J ∈ N n and x ∈ J, | DT n (x)| > 2. Thus one gets log | DT n | dµ * > log(2). As µ * is T -invariant, one deduces log | DT | dµ * > log(2) n > 0. .
one obtains f * μ =μ, that is, the measureμ is f -invariant. It is also clear thatμ is absolutely continuous with respect to the Lebesgue measure (since µ * itself is absolutely continuous and f is smooth). The restrictions ofμ and λ to I are equivalent. The same holds on T 1 , from the invariance and the following lemma:
Proof of Lemma 6.2. Since the mapsf − ≤f + are distinct, the irrational rotation numbers ρ − , ρ + are distinct. Since the orbits ofc + (resp.c − ) have rotation number ρ + (resp. ρ − ), for n ≥ 1 large enough the image f n ([c + ,c − ]) has length larger than 1.
Therefore, as pointed out in the introduction, any map in Bimod preserves a σ-finite measure which is equivalent to the Lebesgue measure. The proof of Theorem A has now three steps.
(i) We claim first that if the summability conditions (C − ) and (C + ) are satisfied,μ is finite. Indeed, note first that:
Therefore, to prove thatμ is a finite measure we need to prove that the series 
is finite, as claimed. Therefore, after normalization, f preserves a probability measure µ which is absolutely continuous with respect to the Lebesgue measure. Namely:
Since the system (T 0 , µ * ) is ergodic, the same is true for (f, µ). Finally, note that:
From Assertion (iii) of Theorem 6.1 we know that (T 0 , µ * ) has a Lyapunov exponent which is strictly positive, and therefore this is also true for (f,μ), and then for (f, µ).
(ii) Reciprocally, we show in the next section that if f preserves a probability measure ν which is absolutely continuous with respect to the Lebesgue measure, the summability conditions (C − ) and (C + ) are satisfied. (iii) One ends by proving Theorem A as a direct consequence of Steps (i) and (ii):
let us assume that f preserves a probability measure ν which is absolutely continuous with respect to the Lebesgue measure λ. From Step (ii), one gets the summability conditions (C − ) and (C + ). From
Step (i), f preserves a probability measure µ which is ergodic and equivalent to the Lebesgue measure. In particular ν µ and then ν = µ by the ergodicity of µ. Again from Step (i) we already know that µ has a strictly positive Lyapunov exponent, and this implies that µ has positive metric entropy (see for instance [17] ). Finally, the fact that µ is a global physical measure for f (see Definition 1.3) follows from Birkhoff's Ergodic Theorem, since µ is ergodic and equivalent to the Lebesgue measure.
It remains to prove Step (ii), that is, the fact that both conditions (C − ) and (C + ) are necessary for an element in Bimod to leave invariant an absolutely continuous probability measure (recall that, as we saw in Section 6.1, any map in Bimod preserves a σ-finite measure which is equivalent to Lebesgue).
6.2. Existence =⇒ summability conditions (C − ) and (C + ). Let ν be an f -invariant Borel probability measure in T 1 , which is absolutely continuous with respect to Lebesgue. 6.2.1. We claim first that ν(I) > 0. Indeed, from Proposition 5.20 we know that Lebesgue-almost every point returns to I, that is:
Since ν is absolutely continuous with respect to Lebesgue, we get from (6.1) that ν ∪ n≥1 f −n (I) = 1, that is, ν-almost every point returns to I. This implies at once that ν(I) > 0, since ν is f -invariant.
We consider now the Birkhoff averages for the characteristic function χ I of I under the action of f , that is, for any n ∈ N and x ∈ T 1 , we denote:
Indeed, by Birkhoff's Ergodic Theorem the sequence S n (x) converges for ν-almost every point x to some non-negative real number h(x) ≥ 0. The measurable function h : T 1 → R is f -invariant and has a strictly positive integral under ν:
In particular h(x) > 0 for x in a subset of T 1 with positive ν-measure. Since h and ν are invariant, and using (6.1), one gets ν(A 0 ) > 0. This proves the claim, since ν is absolutely continuous with respect to Lebesgue. 6.2.2. Let us consider now the Markov system (T 0 , µ * ) and the Birkhoff averages of the return time N 0 : for any m ∈ N and λ-almost any x ∈ I, we denote:
Lemma 6.3. There exists a Borel set A ⊂ I with µ * (A) > 0 such that for all x ∈ A we have lim
Proof of Lemma 6.3. From Theorem 6.1 we know that µ * is ergodic under the action of T 0 , and that it is equivalent to Lebesgue. Birkhoff's Ergodic Theorem implies then that there exists a Borel set A 1 ⊂ I such that λ(I \ A 1 ) = 0 and such that for all x ∈ A 1 the sequence R m (x) converges as m goes to infinity.
Let A = A 0 ∩ A 1 , where A 0 ⊂ I was obtained in 6.2.1, and note that µ * (A) > 0 since λ(A) > 0. We fix x ∈ A and for each m ∈ N let n = n(m) ∈ N be given by n = m R m (x), that is:
By definition of T 0 and N 0 , we know that between iterates 0 to n − 1 the forbit of x falls precisely m times in I, that is, m = n−1 k=0 χ I (f k (x)) = n S n (x). In particular:
Since x ∈ A ⊂ A 0 we know from 6.2.1 that lim n→+∞ S n (x) > 0, and then we obtain from (6.2) that lim
6.2.3. From Birkhoff's Ergodic Theorem we know that for µ * almost every x ∈ I the sequence R m (x) converges to I N 0 dµ * as m goes to infinity, and therefore we obtain from Lemma 6.3 the finiteness condition I N 0 dµ * < ∞. As remarked at Section 6.1, Assertion (i) of Theorem 6.1 implies that this finiteness condition is equivalent to the fact that the family N 0 is summable. By Proposition 5.3, the latter is equivalent to the fact that both conditions (C − ) and (C + ) hold. This concludes the proof of Step (ii) (and the proof of Theorem A). , and from this fact we will deduce in this section that both (C − ) and (C + ) hold under a suitable Diophantine condition.
The proof goes by elementary calculus: let l = max − , + > 1 and fix some constant β = β(l) determined by 0 < β < 1 + 1/2l − 1 .
Note that:
We assume from now on that both irrational numbers ρ − and ρ + are Diophantine with exponent β. Using Corollary 2.3, this implies that q
β for each n. Hence, there exists C = C(ρ − , ρ + ) > 0 such that for any n ∈ N we have
From [11, First Basic Lemma, page 271] there exists a constant γ ∈ (0, 1) such that for all k ∈ N we have:
We have used that a + 2i+1 ≥ 1 for all i ∈ N. With this at hand we have:
Let k 0 ∈ N be such that:
Then:
With this at hand we obtain that:
which implies condition (C + ) since the ratio:
belongs to (0, 1) and goes to zero as k goes to infinity. Note, finally, that the same arguments hold for (C − ) and f − (the setting is symmetric).
6.3.2. Let us consider the opposite situation. From [11, Second Basic Lemma, page 271] there exists a constant γ ∈ (0, 1) such that for all k ∈ N we have:
As an example, consider an irrational number ρ + such that a + 2k ≥ exp(k k ) and a + 2k+1 = 1 for any integer k. Then we have:
This shows that Condition (C + ) fails.
Appendix A. Topological transitivity
In this appendix we show that maps in the class Bimod (Definition 1.1 in Section 1.1) are topologically mixing in the whole circle. This is done without using conditions (C − ) and (C + ). 
B.2.
Step 1: no wandering interval. Let us consider for any n ∈ N the supremum e n of |I| over all connected components I of ∩ n−1 k=0 T −k (J ). We claim that e n − −−− → n→∞ 0.
One proves this claim by contradiction and assumes that there exists some interval I with non-empty interior such that T n (I) ⊂ J for any n ∈ N. One can suppose that I is maximal with respect to the inclusion for this property. Note that for any interval U ⊂ J , Cl(U ) is contained in J . Thus, I is also compact. The sequence (T n (I)) is not preperiodic, otherwise for some large n, T n (I) would contain a periodic point which is not both hyperbolic and repulsive. The Markov properties of T imply then that all the intervals T n (I) are disjoint. Let us fix η 0 = (2(1 + D d )) −1 . Since any J ∈ N 0 is a compact subinterval of the open interval (0, 1), there exists 0 < η 1 < η 0 such that for any J ∈ N 0 ,
• either J ⊂ (0, η 0 ) ∪ (1 − η 0 , 1), • or J ⊂ (η 1 , 1 − η 1 ). For J ∈ N 0 contained in (0, η 0 ) ∪ (1 − η 0 , 1), the derivative of T on J is greater than 2. If for any n larger than some integer n 0 , the interval J ∈ N 0 that contains T n (I) is included in (0, η 0 ) ∪ (1 − η 0 , 1), the derivative of T k on T n0 (I) is larger than 2 k for any k ∈ N. This implies |T n0 (I)| = 0 and this is a contradiction. Consequently, there exists an infinite sequence n 1 < n 2 < · · · such that for any i ∈ N the interval J ni ∈ N 0 containing T ni (I) is included in (η 1 , 1 − η 1 ). Since the intervals T n (I) are disjoint, on I the distortion of T k for any k ∈ N is bounded by exp(D d ) (Step 0). For ε > 0 and any i, we introduce the interval U ni,ε containing T ni (I) such that both components of U ni,ε \ T ni (I) have length ε|T ni (I)|. If ε > 0 is small enough, U ni,ε is included in [0, 1].
Let I(n i , ε) be the interval containing I that is mapped onto U ni,ε by T ni . By the same argument as in Proposition 4.3, if ε > 0 is small, the distortion of is an interval larger than I and that all its iterates are contained in J . This contradicts the maximality of I.
B.3.
Step 2: growth of derivatives, the periodic case.
Lemma B.1. There exists a constant C d > 0 such that for any periodic orbit x 0 , · · · , x q = x 0 of T with minimal period q,
Proof. Let x 0 , · · · , x q = x 0 be any periodic orbit O of T in J with minimal period q ≥ 1 (one will also note x k = x k+q for −q ≤ k < 0). Recall that we have introduced at
Step 1 some constants η 0 and η 1 . For J ∈ N 0 contained in (0, η 0 )∪(1−η 0 , 1), the derivative of T on J is greater than 2. Hence, if one assumes that O∩(η 1 , 1−η 1 ) = ∅, one gets | DT q (x 0 )| ≥ 2 q .
From now on, one consider the opposite case and one can suppose that One defines for any s − q ≤ k ≤ s the interval I k as the unique interval mapped homeomorphically onto I s by T s−k which contains x k in its boundary. On I k , for 0 < k < s, the derivative of T is larger than 2 so that
The intervals I k for s − q < k ≤ 0 are disjoint: if one supposes I k ∩ I l = ∅ for s − q < k < l ≤ 0 then I k−l ∩ I 0 = ∅. Recall that I k−l ⊂ J 0 and that x k−l ∈ (0, x 0 ) ∩ J 0 . This implies x 0 ∈ I k−l . Hence, x l−k ∈ I 0 which is a contradiction. Consequently, 
This implies by Step 0 that the distortion of T q on I s−q is bounded:
Corollary B.2. There exists n 0 ≥ 1 and a constant κ 0 > 1 such that for any periodic orbit x 0 , · · · , x q = x 0 of T and any interval I containing x 0 such that I, T (I), · · · , T q+n0 (I) are contained in J and I, T (I), · · · , T q (I) are disjoint, then, ∀x ∈ I, |DT q (x)| ≥ κ 0 .
Proof. There exists a constant κ 0 > 1, such that for any periodic orbit x 0 ,. . . , x q = x 0 with minimal period q, | DT q (x 0 )| > κ 2 0 : this is obvious if q is large by Lemma B.1; for small values of q, if x 0 belongs to a small interval J ∈ N 0 , this is true again by control of the distortion. By hyperbolicity, only a finite number of periodic orbits do not fall in one of the two previous cases. Hence, the modulus of their derivatives is bounded from below by finiteness.
Let I be an interval such that I, T (I), · · · T q−1 (I) are disjoint and contained in J . If |DT q (x 0 )| is large enough, | DT q | is large again on I by Step 0. There are only a finite number of periodic orbits such that |DT q (x 0 )| is not large. In this case, assuming that n 0 is large enough and that I, T (I), · · · , T q−1 (I) are contained in J , then |I| < e n0 is small (Step 1) so that by continuity, | DT q | is greater than κ 0 on I.
B.4.
Step 3: growth of derivatives, the general case. We now prove the theorem. Let x 0 , · · · , x n be an orbit of T in J and for any 0 ≤ k ≤ n let I k be the compact interval which contains x k and is sent homeomorphically onto [0, 1] by T n−k . One claims that there is a uniform constant L that bounds 0≤k≤n |I k |. One deduces by Step 0 that for any x, y in I 0 ,
This implies
which concludes the proof with Step 1. It remains to prove the claim. One considers the intervals I k for 0 ≤ k ≤ n − n 0 . Note that for any 0 ≤ k ≤ l ≤ n − n 0 either I k and I l are disjoint or I k ⊂ I l . Consequently, there exists some indices 0 ≤ i 1 < i 2 < · · · < i s ≤ n − n 0 such that any two distinct intervals I im and I i m are disjoint and any interval I k for 0 ≤ k ≤ n − n 0 is contained in some I im . Let us consider I k , I l ⊂ I im with 0 ≤ k < l ≤ i m . One shows first that κ 0 |I k | ≤ |I l | with the constant κ 0 of Corollary B.2. Note that it is sufficient to assume that l is minimal for the inclusion with those properties. There exists a point z ∈ I k whose orbit is periodic with minimal period l − k and an interval I ⊂ I im that is sent homeomorphically onto I im by T and contains I k . By the minimality of l, the iterates I, · · · , T l−k−1 (I) are disjoint. Hence, using Corollary B.2, κ 0 |I k | ≤ |I l |. One deduces immediately that 0≤k≤n |I k | is bounded by
