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RESUMEN 
Publicación No. 
Sergio Isidro Pérez Ruiz, M.C. en Ingeniería Eléctrica 
Universidad Autónoma de Nuevo León, 2003 
Profesor Asesor: Dr. Florencio Aboytes García 
El objetivo principal de la tesis es analizar el efecto de incluir mediciones 
fasoriales sincronizadas en el proceso de estimación de las variables de estado en un 
sistema eléctrico de potencia. 
El proceso está definido por tres pasos principales: estimación de variables de 
estado, prueba de detección de errores anormales así como la identificación y 
eliminación de mediciones con errores anormales. 
Una situación que se presenta en los algoritmos de estimación de estado es la 
posible combinación de mediciones convencionales con mediciones precisas 
(inyecciones cero y mediciones fasoriales). Esta condición podría producir problemas 
de convergencia en los algoritmos convencionales de estimación de estado. 
Los algoritmos de estimación de estado evaluados se basaron en la técnica de 
mínimos cuadrados ponderados (WLS) empleando el método de Newton-Raphson y 
el método Desacoplado Rápido. 
Para evitar problemas de convergencia cuando se incluyen mediciones precisas 
(inyecciones cero y mediciones fasoriales) se aplicó una técnica de descomposición 
ortogonal en el proceso de estimación de variables de estado. 
Se demuestra mediante casos de estudio que el algoritmo de estimación de estado 
con descomposición ortogonal presenta mejores características de convergencia que 
el algoritmo de estimación de estado convencional para condiciones especiales que se 
presentan en un sistema eléctrico de potencia. 
En el desarrollo del trabajo se ilustra la aplicación de la prueba de detección e 
identificación de errores anormales para el caso general con mediciones 
convencionales y mediciones precisas. 
De las pruebas realizadas se concluye que cuando se incluyen mediciones 
fasoriales sincronizadas en el proceso de estimación siempre se mejora la estimación 
de las variables de estado. En la tesis se presenta un nuevo criterio para la aceptación 
o rechazo del estimado. Este nuevo criterio cambia lo establecido en las pruebas de 
hipótesis tradicionales. 
Se presenta la formulación de un algoritmo de estimación de estado lineal para el 
caso donde se dispone de mediciones fasoriales en todos los nodos de la red, el 
algoritmo es simple y rápido en su ejecución. 
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En la operación de un sistema eléctrico de potencia se realizan diversos estudios para 
evaluar las condiciones de operación del sistema y el impacto de contingencias, así 
como el despacho económico de la generación. La estimación de estado es una técnica 
que se utiliza para validar la información del sistema [l], esta herramienta es usada 
desde hace 20-25 años en los centros de control de los sistemas eléctricos de potencia 
para presentar a los operadores de las redes eléctricas condiciones operativas validadas. 
La técnica de estimación de estado emplea las mediciones presentes en un sistema 
eléctrico de potencia para determinar las variables de estado utilizando un procesamiento 
donde se modela la incertidumbre de la medición. En el estudio las variables de estado 
utilizadas son las magnitudes del voltaje y los ángulos de fase de los voltajes nodales del 
sistema El problema fundamental de la estimación de estado es estimar los 
valores de los voltajes nodales complejos que describen la condición operativa 
real del sistema eléctrico, utilizando las mediciones de potencia activa y potencia 
reactiva de los flujos en líneas y transformadores, las inyecciones de potencia activa y 
reactiva de generación y carga y las magnitudes de voltaje en diversos puntos del 
sistema, en todos los casos se incluyen errores en las mediciones que deben ser 
modelados en el proceso de estimación de estado. 
Tradicionalmente la estimación de estado se ha aplicado utilizando diversos tipos de 
mediciones, en todos los casos los dispositivos de medición incluyen un error aleatorio 
que es modelado en el proceso de estimación. Las mediciones se ponderan en el proceso 
de estimación considerando la precisión del equipo de medición. 
En algunos casos la combinación de mediciones con alta y baja precisión produce 
problemas de convergencia o resultados anormales en los algoritmos de estimación de 
estado. Un caso típico de medición con alta precisión, son las mediciones en nodos con 
inyección cero, a las cuales se les otorga una ponderación alta debido a su exactitud. En 
este trabajo se analiza este problema y se presentan técnicas para evitarlos. 
Con el desarrollo de tecnología y el diseño de equipos de medición fasorial (PMU 
"Phasor Measuring Unit") es posible obtener fasores (medición de magnitud de voltaje y 
ángulo de fase) muy precisos en diferentes puntos de la red y se vuelve atractivo 
incluirlos en el proceso de estimación de estado, para tener mayor redundancia y una 
mejor estimación. 
Con la aplicación de mediciones fasoriales se tiene nuevamente la combinación de 
mediciones convencionales y de mediciones con alta precisión, lo que hace necesario 
disponer de técnicas para evitar problemas de convergencia. En el problema general se 
debe considerar la posibilidad que la medición precisa sea errónea, esto afecta el 
resultado de la estimación por la alta ponderación que se les da a estas mediciones, por 
lo que se deben emplear técnicas alternas para lograr detectar e identificar los errores en 
estas condiciones. 
El incluir mediciones fasoriales sincronizadas en el algoritmo de estimación de 
estado viene a cambiar el tratamiento e importancia que tiene el índice de 
funcionamiento al momento de decidir si un estimado se acepta o se rechaza, 
dando un enfoque diferente al procedimiento normal utilizado a través de los años, por 
lo que se requiere investigar al respecto. 
1.2 Antecedentes 
La estimación de estado se ha consolidado a través del tiempo y es actualmente la 
técnica principal para validar la información que llega a los centros de control. Un gran 
número de trabajos de análisis y revisión de las diferentes técnicas aplicadas para dar 
solución a este problema se han presentado [5]. 
La estimación de estado convencional contempla solamente equipos de medición 
tradicionales [1,2,6] y obtiene la solución sin considerar características importantes del 
sistema de medición, como son las inyecciones cero, y mediciones con alta precisión que 
dan redundancia al estimador. 
La aparición de problemas de convergencia debido a la combinación de mediciones 
con alta y baja precisión, ha motivado al desarrollo de técnicas que evitan los problemas 
de convergencia. 
En este trabajo se analiza la técnica por descomposición ortogonal y la técnica con 
restricciones de igualdad [7,8,9,10] , cada una con sus características particulares, sobre 
todo en la manera de ponderar a la medición con alta precisión en el proceso de 
estimación. 
El método más utilizado en sistemas de potencia para resolver sistemas de ecuaciones 
no lineales es el Método Newton-Raphson [1,2,3,7,8]. Al ser un método que requiere 
grandes recursos de computo y tiempo de convergencia se han planteado métodos 
alternos más eficientes y rápidos desde el punto de vista computacional. El Método 
Desacoplado Rápido [2,6] se ha convertido en un método muy utilizado, el cual realiza 
En el capítulo 2 se presenta un modelo lineal, el cual incluye simplificaciones que 
facilitan entender el procedimiento de solución para el caso no lineal. Se desarrolla el 
modelo no lineal para la estimación de estado convencional utilizando dos métodos de 
solución: Método Newton-Raphson y Método Desacoplado Rápido. Se presentan 
resultados para ambos modelos y se aplica en el caso no lineal la técnica de detección e 
identificación de errores. 
En el capítulo 3 se describe el problema de combinar mediciones con alta y baja 
precisión en el modelo de estimación de estado convencional. Se presentan dos técnicas 
en problemas lineales: Descomposición Ortogonal y Restricciones de Igualdad. 
Posteriormente se aplica la técnica de descomposición ortogonal en el desarrollo del 
modelo no lineal, y la utilización de la técnica de detección e identificación de errores. 
De igual manera se presentan resultados de estimación empleando el Método Newton-
Raphson y el Método Desacoplado Rápido. 
En el capítulo 4 se presenta el modelo no lineal de estimación de estado por 
descomposición ortogonal para incluir mediciones fasoriales sincronizadas. Se analizan 
las ventajas y desventajas de incluir las mediciones en el proceso de estimación y se 
presenta un nuevo criterio para decidir si la estimación se acepta o se rechaza. Se 
presentan resultados en casos de prueba empleando el Método Newton-Raphson y el 
Método Desacoplado Rápido, la técnica de detección e identificación de errores así 
como el nuevo criterio de aceptación. 
En el capítulo 5 se detallan los conceptos para la detección de errores, se hace énfasis 
en la detección de errores anormales de mediciones precisas. Se detalla el nuevo criterio 
llamado porcentaje fuera del rango ±1.2<r de los residuales, y se realiza un análisis 
comparativo de 3 técnicas para identificar mediciones erróneas. 
Finalmente, en el capítulo 6 se resumen las conclusiones y recomendaciones para 
desarrollar trabajos futuros y la aportación de la tesis. 
CAPITULO II 
ESTIMACION DE ESTADO 
CONVENCIONAL 
2.1 Introducción 
La estimación de estado es el proceso para determinar las variables de estado del 
sistema de potencia basado en mediciones. Generalmente las mediciones contienen 
errores y el proceso de estimación se basa en un criterio estadístico que estima el valor 
verdadero de las variables de estado buscando reducir los errores de medición. 
En el desarrollo del capítulo se analiza la estimación de estado lineal, modelo 
simplificado con solución rápida y eficiente, donde se considera como variables de 
estado a los ángulos de fase de los voltajes nodales (£?), es una alternativa para analizar 
problemas complejos presentes en un modelo no lineal. Posteriormente se plantea la 
estimación de estado no lineal, con un modelo que tiene una representación completa de 
las variables de estado del sistema eléctrico de potencia, empleando magnitudes de 
voltaje y ángulos de fase como variables de estado 
En el modelo no lineal de estimación de estado se presentan las bases conceptuales, 
restricciones, así como las técnicas de detección e identificación de errores y los 
métodos de solución más aplicados. 
2.2 Estimación de estado lineal 
En un modelo lineal generalmente se representa el sistema con simplificaciones, lo 
que facilita la solución del problema, la solución directa sin iteraciones permite analizar 
características complejas de los modelos no lineales. 
El problema específico para el caso lineal considera un soporte de reactivos adecuado 
para mantener perfil de voltajes en el sistema eléctrico, dejando sólo como incógnitas los 
ángulos de fase de los voltajes nodales ( 0 ) . 
2.2.1 Estimador lineal 
El estimador lineal de un sistema eléctrico de potencia desprecia la resistencia y el 
efecto capacitivo de la línea de transmisión, y emplea las mediciones de flujos de 
potencia activa en líneas de transmisión y transformadores, y la medición de inyecciones 
de potencia activa en los nodos de la red (generación y carga). 
El estimador se basa en relaciones matemáticas entre variables de estado y 
mediciones presentes en el sistema. Sea z el conjunto de mediciones, x el vector de 
variables de estado (ángulos de fase), h la relación funcional que relaciona las 
mediciones con las variables de estado y v el vector de error de las mediciones, 
la Ec. (2.1) describe esta relación: 
z = /j(x) + v (2.1) 
Los errores en las mediciones se modelan como variables aleatorias y aplicando el 
método de mínimos cuadrados ponderados se busca minimizar la suma de los cuadrados 
de la diferencia ponderada entre valores medidos y valores estimados, el factor de 




valor estimado de la medición 
<r,2 covariancia de la medición i 
J(x) índice de funcionamiento 
Nm número de mediciones 
z* cantidad medida i . 
2.2.2 Formulación matricial 
Si las funciones (at, , , , ) Son lineales, se pueden expresar en la forma 
siguiente: 
donde: 
[H] matriz de dimensión Nm por Ns que contiene los coeficientes de la función 
Ns número variables de estado. 
y el vector de mediciones: 
hl(x],x2,xi,...,xN)^hl]x],+h¡2x2+hl2x3,+... + hlNx (2.3) 
y en forma matricial: 
(2.4) 
(2.5) 
la forma compacta de la Ec.(2.2) es: 




es conocida como matriz de covariancia de las mediciones, una matriz de ponderación 
que modela los errores en equipos de medición. 
Para el caso lineal la matriz [H] es igual a la matriz de primeras derivadas de [/?] : 
[H]x = 
dh, dh, dh, 
dx] dx2 dxN¡ 
dh, dh, a/2, 
dxx dx2 dxN¡ 
dhK 
dxi dx2 dxN¡ 
(2.7) 
si se sustituye la Ec. (2.7) en Ec. (2.6) se obtiene la función objetivo a minimizar: 
min J(x) = [ z m - HxJ [ t f f ' [ z m - Hx~] (2.8) 
al aplicar las reglas del álgebra lineal resulta la Ec. (2.9) 
min J{x) = zmTR-lzm -xTHTR~'zmT + xTHrR'1 Hx-zmTR~xHx (2.9) 
el mínimo de J(x) se obtiene cuando = 0 , es decir, el gradiente de la función 
dx 
objetivo VJ(x) = 0 . Se aplica este concepto a la Ec. (2.9) y se obtiene la ecuación 
general para estimación de estado lineal. 
VJ( jc ) = -HTR-Xzm + HTR~[HX = 0 (2 .10) 
la estimación de las variables de estado se obtiene al resolver para x la ecuación 
resultante: 
[HTR~lH]x = HTR~1zm (2.11) 
la Ec. (2.11) es válida cuando el sistema es observable y la matriz [ H T R ~ l H ] es no 
singular. 
2.2.3 Análisis y Resultados 
Para visualizar y comprender mejor la estimación de estado lineal se presentan 
resultados de casos típicos y se comentan las ventajas y desventajas que presenta el 
modelo. 
En la tabla 2.1 se presentan los resultados de la simulación para los casos: (1) todas 
las mediciones sin error (caso ideal); (2) todas las mediciones con error dentro del rango 
±3cr; (3) similar a (2) pero con la medición de flujo de potencia 1-2 invertida, para los 
tres casos se muestran los valores estimados de las variables de estado, los flujos entre 
líneas de potencia activa y las inyecciones de potencia activa. 
En el sistema de la Fig. 2.1, se consideran mediciones de flujo de potencia activa en 
líneas y mediciones de inyección de potencia activa en generadores y cargas. 
nod 
nod 
n a 3 
nodo 4 
n d 6 
f OÜQ 
Fig. 2.1.- Sistema de prueba 1 para estimación lineal. 
Tabla 2.1.- Tabla de resultados caso (1), caso (2) y caso (3). 
Caso 1 Caso 2 Caso 2 












1 0.0000 1.0000 1 0.0000 1 . 0 3 6 6 1 0.0000 0 . 8 9 9 5 
2 - 0 . 0 5 0 7 0 . 5 0 0 0 2 - 0 . 0 5 3 6 0 . 4 8 9 3 2 - 0 . 0 4 1 7 0 . 5 6 2 3 
3 - 0 . 0 5 5 3 0 . 6 0 0 0 3 - 0 . 0 5 9 0 0 . 6 0 0 5 3 - 0 . 0 4 4 5 0 . 6 2 7 1 
4 - 0 . 0 8 3 1 - 0 . 7 0 0 0 4 - 0 . 0 8 5 3 - 0 . 7 0 0 4 4 - 0 . 0 7 6 6 - 0 . 6 9 1 7 
5 - 0 . 0 9 9 3 - 0 . 7 0 0 0 5 - 0 . 1 0 2 7 - 0 . 7 1 1 4 5 - 0 . 0 9 2 5 - 0 . 7 1 0 6 
6 - 0 . 1 . 0 0 2 - 0 . 7 0 0 0 6 - 0 . 1 0 4 4 - 0 . 7 1 4 6 6 - 0 . 0 8 9 9 - 0 . 6 8 6 5 
Flujos de potencia Flujos de potencia Flujos de potencia 
1-2 0 . 2 5 3 3 1-2 0 . 2 6 7 9 1-2 0 . 2 0 8 4 
1-4 0 . 4 1 5 7 1-4 0 . 4 2 6 5 1-4 0 . 3 8 2 8 
1-5 0 . 3 3 1 0 1-5 0 . 3 4 2 3 1-5 0 . 3 0 8 3 
2-3 0 . 0 1 8 5 2-3 0 . 0 2 1 8 2-3 0 . 0 1 1 4 
2-4 0 . 3 2 4 8 2-4 0 . 3 1 7 3 2-4 0 . 3 4 8 8 
2-5 0 . 1 6 2 2 2-5 0 . 1 6 3 7 2-5 0 . 1 6 9 4 
2-6 0 . 2 4 7 8 2-6 0 . 2 5 4 4 2-6 0 . 2 4 1 2 
3-5 0 . 1 6 9 3 3-5 0 . 1 6 7 9 3-5 0 . 1 8 4 5 
3-6 0 . 4 4 9 2 3-6 0 . 4 5 4 4 3-6 0 . 4 5 4 0 
4-5 0 . 0 4 0 4 4-5 0 . 0 4 3 4 4-5 0 . 0 3 9 8 
5-6 0 . 0 0 3 0 | 5-6 0 . 0 0 5 9 5-6 - 0 . 0 0 8 6 
Al existir una medición con error anormal (caso (3)) provoca que el estimado sea de 
mala calidad, por lo que es necesario aplicar alguna técnica para detectar la anormalidad 
de la solución que es rápida y por tanto identificar la medición con error anormal. Estas 
características serán tratadas en el punto de estimación de estado no lineal. La desventaja 
del modelo lineal es que no representa de manera completa las variables de estado. 
2.3 Estimación de estado no lineal 
En un sistema eléctrico de potencia se requiere modelar el problema de manera 
completa. La no linealidad del problema está dada por las ecuaciones de potencia activa 
y reactiva en función de las variables de estado. El modelo que se presenta permite 
obtener los voltajes complejos de secuencia positiva de una red eléctrica, y considera 
que el sistema de potencia es balanceado. En este trabajo se utilizará el Método Newton-
Raphson y una variante conocida como Método Desacoplado Rápido. 
2.3.1 Estimador de estado no lineal por método Newton-Raphson 
El modelo no lineal (versión CA) para estimación de estado emplea como variables 
de estado las magnitudes de voltaje y ángulos de fase de los nodos y como 
mediciones los flujos de potencia activa y reactiva en líneas de transmisión y 
transformadores de potencia, las mediciones de inyecciones de potencia activa y reactiva 
(generación y carga), y las mediciones de magnitud de voltaje. En todos los casos se 
incluyen errores en las mediciones, y se incluyen en la Ec. (2.1). 
En el problema no lineal, las funciones h(x) que relacionan las mediciones a las 
variables de estado son no lineales. Para obtener la solución es necesario emplear 
métodos numéricos iterativos. El método más utilizado en sistemas de potencia para la 
solución de problemas no lineales es el Método Newton-Raphson. El algoritmo de 
solución transforma un problema no lineal en una secuencia de problemas lineales, las 
soluciones llevan en forma iterativa a la solución del problema original, cuando el 
proceso es convergente. 
Para transformar la Ec. (2.1) en una ecuación lineal, se utiliza la expansión en series 
A 
de Taylor alrededor de xk , la cual se expresa como: 
d h 
dx .{x - xk) + términos de orden superior (2.12) 
x=xt 
para simplificar las expresiones, se definen: 
Axk=x-xk 
Azk=zm -h 





k contador de iteraciones 
Hk matriz jacobiana de h(x) de dimensión Nm x Ns que relaciona los cambios en las 
mediciones con los cambios en las variables de estado. 
Ahora la Ec. (2.1) se puede expresar como: 
A z k = H k A x k + v (2.13) 
que al aplicar el método de mínimos cuadrados ponderados para minimizar J(x) se 
obtiene: 
min J{Ax) = [Azmk - HkAxk J [i?]"1 [Azmk - HkAxk ] (2.14) 
de donde se obtiene la ecuación general de estimación de estado para el caso no lineal. 
[ H ¡ R - x H k ] A x k = H l R - l A z k (2.15) 
con la estimación de los incrementos Axk se actualiza el valor de las variables de estado: 
xk+i=xk + &xk (2.16) 
la solución iterativa de la Ec. (2.15) lleva a obtener la solución del problema si el 
proceso es convergente. El proceso de solución se detiene cuando los incrementos de la 
Ec. (2.16) son menores a cierta tolerancia especificada. 
La Ec. (2.15) lleva a la solución si el sistema es observable y la matriz 
es no singular. 
La solución al problema de estimación de estado por el Método Newton-Raphson 
requiere en cada iteración la solución de un sistema sobredeterminado de ecuaciones 
lineales. Para esto se requiere valuar el jacobiano y realizar el cálculo de la matriz de 
ganancia [G] = , la cual es necesario factorizar (proceso de triangularización) 
para calcular las correcciones de las variables de estado en cada iteración. Por este 
motivo se han buscado otros métodos que sean confiables en la búsqueda de la solución 
y que sean rápidos y eficientes desde el punto de vista computacional. 
2.3.2 Estimador de estado no lineal por método Desacoplado Rápido 
En los sistemas de potencia reales existe una fuerte dependencia entre la potencia 
activa y los ángulos de fase de los voltajes nodales, y también entre las potencias 
reactivas y las magnitudes de los voltajes. Por lo que se pueden establecer dos conjuntos 
de variables de estado: (i) magnitudes de voltaje (AK) y (ii) ángulos de fase de los 
voltajes (Aé?), de igual manera para las mediciones: (1) flujos e inyecciones de potencia 
activa (z™) y (2) flujos e inyecciones de potencia reactiva y magnitudes de voltaje 
( * ; ) • 
2.3.2.1 Formulación desacoplada 
Para obtener una formulación desacoplada para estimación de estado es necesario 
aplicar las consideraciones anteriores. 
La Ec. (2.15) que se obtuvo por el Método Newton-Raphson se representa en forma 
completa como: 
GAR A 9 





GAA =H'AARAHAA +HRARRHRA 
GRR = H'm RR 1 HRR + HARRA1HAR 
GAR = HM RA 1 HAR + HIARR1 HRR 
y el lado derecho de la ecuación: 
TA = HMRAIAZA + HTRAR~R]AZR 






Se toma como base la Ec.(2.17) y se aplican las simplificaciones, anteriormente 
mencionadas [2]: 
1. Usar perfil plano de voltajes {V = 1.0,0 = 0o) para calcular una matriz de ganancia 
constante. 
2. Desacoplar la matriz de ganancia. 
G^ 0 
0 G RR J 
(2.24) 
3. Desacoplar la matriz jacobiana cuando se calcule la matriz de ganancia. 
h m o 
0 H RR. 
(2.25) 
se ignora la resistencia serie cuando se calcula la matriz H M para el cálculo de la matriz 
de ganancia: 
G a a = H T A A R A H A A (2.26) 
GRX HRRRR ^RR (2.27) 
4. Desacoplar la matriz jacobiana cuando se calcule el lado derecho de la ecuación, 
quedando expresado por: 
Ta = HTAAR'AlAzmA (2.28) 
Tn - (2.29) 
5. Aplicar una transformación a las mediciones de potencia activa y potencia reactiva 
utilizando la magnitud de voltaje correspondiente: 
*4 = R 
'V 





donde VKC es la magnitud de voltaje calculado en el bus k. 
Para obtener la solución estimada iterativa se sigue un procedimiento secuencial, 
establecido por el siguiente procedimiento: 
1. Se obtiene la submatriz \ H m \ y se calcula la submatriz de ganancia GAA para 
potencias activas mediante la Ec. (2.26). 
2. Se obtiene la submatriz [ H ^ ] y se calcula la submatriz de ganancia G ^ para 
potencias reactivas y magnitudes de voltaje mediante la Ec. (2.27). 
3. Se calcula el vector [7^] de potencias activas del lado derecho de la ecuación 
mediante la Ec. (2.28). 
4. Se obtiene la transformación en mediciones de potencia activa mediante la Ec. (2.30) 
5. Se estiman los incrementos a las variables de estado (0) mediante: 
[GM}[KDK\ = [TA\ 
6. Se obtienen los nuevos ángulos estimados mediante: 
e k + i = e k + A 0 k 
7. Con estos ángulos estimados se calcula el vector [7^] de potencias reactivas y 
magnitudes de voltaje del lado derecho de la ecuación mediante la Ec. (2.29). 
8. Se calcula la transformación en mediciones de potencia reactiva y magnitud de 
voltaje mediante la Ec. (2.31). 
9. Se estiman los incrementos a las variables de estado (|F|) mediante: 
[G„]|>|»'L] = Pi] 
10. Se obtienen los nuevos ángulos estimados mediante: 
l F L = l K L + A l K L 
11. Si los incrementos (A0 <tol y A|F| <tol) el procedimiento se detiene, en caso 
contrario se regresa al paso 3, éste es un ciclo que termina cuando los incrementos 
son menores a una tolerancia establecida. 
2.3.3 Análisis y resultados 
Se presentan resultados con el método Newton-Raphson y método Desacoplado 
Rápido para analizar sus características particulares. En cada caso se incluye una 
introducción a la detección e identificación de errores, dejando para él capitulo V, un 
estudio completo de éstas técnicas. 
2.3.3.1 Método Newton-Raphson 
Para el sistema de la Fig. 2.1, se cuenta con mediciones de flujo de potencia activa y 
potencia reactiva en líneas, inyecciones de potencia activa y potencia reactiva en los 
nodos, y mediciones de magnitud de voltaje en los nodos. Se corre el estimador para los 
casos: (1) todas las mediciones sin error (caso ideal); (2) todas las mediciones tienen 
error dentro del rango ± 3 a ; (3) similar a (2) pero con la medición de flujo de potencia 
activa y potencia reactiva de 1-2 invertida; (4) similar a (3) pero la medición invertida de 
1-2 es eliminada. 
Tabla 2.2.- Tabla de resultados caso (1) y caso (2) por Método Newton-Raphson. 
Caso 1 Caso 2 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A P n e Qne N V A P n e Qne 
1 L 0 5 0 0 0 . 0 0 0 0 1 . 0 7 8 8 0 . 1 5 9 6 1 1 . 0 4 6 0 0 . 0 0 0 0 1 . 1 2 0 0 0 . 1 8 7 9 
2 L 0 5 0 0 - 0 . 0 6 4 1 0 . 5 0 0 0 0 . 7 4 3 6 2 1 . 0 4 2 4 - 0 . 0 6 6 9 0 . 4 7 7 0 0 . 7 0 2 4 
3 L 0 7 0 0 -0 . 0 7 4 6 0 . 6 0 0 0 0 . 8 9 6 3 3 1 . 0 6 3 4 - 0 . 0 7 8 2 0 . 5 9 4 3 0 . 8 7 6 1 
4 0 9894 -0 . 0 7 3 2 - 0 . 7 0 0 0 - 0 . 7 0 0 0 4 0 . 9 8 2 7 - 0 . 0 7 5 6 - 0 . 6 9 6 9 - 0 . 6 9 9 9 
5 0 9854 - 0 . 0 9 2 1 - 0 . 7 0 0 0 - 0 . 7 0 0 0 5 0 . 9 7 8 7 - 0 . 0 9 6 6 - 0 . 7 2 3 9 - 0 . 6 9 6 1 
6 1 0 0 4 4 - 0 . 1 0 3 8 - 0 . 7 0 0 0 - 0 . 7 0 0 0 6 0 . 9 9 9 6 - 0 . 1 0 7 7 - 0 . 6 9 0 3 - 0 . 6 5 9 6 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
0 . 0 0 0 0 7 7 . 3 6 3 3 3 9 . 9 7 6 5 7 7 . 3 6 3 3 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1 - 2 0 . 2 8 6 9 - 0 . 2 7 7 9 - 0 . 1 5 4 2 0 . 1282 1 - 2 0 . 3 0 3 7 - 0 . 2 9 4 0 - 0 . 1 4 3 0 0 . 1 1 9 0 
1 - 4 0 . 4 3 5 9 - 0 . 4 2 5 0 0 . 2 0 1 2 - 0 . 1 9 9 3 1 - 4 0 . 4 4 6 7 - 0 . 4 3 5 1 0 . 2 1 1 9 - 0 . 2 0 6 6 
1 - 5 0 . 3 5 6 0 - 0 . 3 4 5 3 0 . 1 1 2 6 - 0 . 1 3 4 5 1 - 5 0 . 3 6 9 6 - 0 . 3 5 7 9 0 . 1 1 9 1 - 0 . 1 3 6 9 
2 - 3 0 . 0 2 9 3 - 0 . 0 2 8 9 - 0 . 1 2 2 7 0 . 0 5 7 3 2 - 3 0 . 0 3 1 7 - 0 . 0 3 1 2 - 0 . 1 2 5 9 0 . 0 6 1 6 
2 - 4 0 . 3 3 0 9 - 0 . 3 1 5 8 0 . 4 6 0 5 - 0 . 4 5 1 2 2 - 4 0 . 3 2 0 8 - 0 . 3 0 6 2 0 . 4 5 1 5 - 0 . 4 4 2 9 
2 - 5 0 . 1 5 5 2 - 0 . 1 5 0 2 0 . 1 5 3 5 - 0 . 1 8 0 1 2 - 5 0 . 1 5 7 8 - 0 . 1 5 2 8 0 . 1 4 8 6 - 0 . 1 7 4 6 
2- 6 0 . 2 6 2 5 - 0 . 2 5 6 7 0 . 1 2 4 0 - 0 . 1 6 0 1 2 - 6 0 . 2 6 0 6 - 0 . 2 5 5 1 0 . 1 0 9 2 - 0 . 1 4 5 4 
3- 5 0 . 1 9 1 2 - 0 . 1 8 0 2 0 . 2 3 1 7 - 0 . 2 6 0 9 3 - 5 0 . 1 9 2 5 - 0 . 1 8 1 5 0 . 2 2 9 8 - 0 . 2 5 8 1 
3- 6 0 . 4 3 7 7 - 0 . 4 2 7 7 0 . 6 0 7 2 - 0 . 5 7 8 6 3 - 6 0 . 4 3 3 0 - 0 . 4 2 3 4 0 . 5 8 4 7 - 0 . 5 5 8 0 
4- 5 0 . 0 4 0 8 - 0 . 0 4 0 5 - 0 . 0 4 9 4 - 0 . 0 2 7 9 4- 5 0 . 0 4 4 5 - 0 . 0 4 4 0 - 0 . 0 5 0 5 - 0 . 0 2 5 6 
5--6 0 . 0 1 6 1 - 0 . 0 1 5 6 - 0 . 0 9 6 6 0 . 0 3 8 7 5 - 6 0 . 0 1 2 4 - 0 . 0 1 1 8 - 0 . 1 0 0 8 0 . 0 4 3 8 
Tabla 2.3.- Tabla de resultados caso (3) y caso (4) por Método Newton-Raphson. 
Caso 3 Caso 4 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A P n e Qne N V A P n e Qne 
1 1 0 4 5 9 0 . 0 0 0 0 0 . 9 9 3 2 0 . 2 2 0 8 1 1 . 0 4 5 8 0 . 0 0 0 0 1 . 1 1 7 9 0 . 1 8 5 6 
2 L 0 4 2 7 - 0 . 0 5 5 1 0 . 5 4 6 1 0 . 6704 2 1 . 0 4 2 5 - 0 . 0 6 6 8 0 . 4 7 8 3 0 . 7 0 3 6 
3 L 0 6 3 1 - 0 . 0 6 4 7 0 . 6 1 3 7 0 . 8 6 5 5 3 1 . 0 6 3 5 - 0 . 0 7 8 1 0 . 5 9 4 7 0 . 8 7 6 3 
4 0 9 8 2 9 - 0 . 0 6 7 1 -- 0 . 6 8 4 4 - 0 . 6982 4 0 . 9 8 2 7 - 0 . 0 7 5 6 - 0 . 6 9 6 8 - 0 . 6 9 9 6 
5 0 9 7 8 6 -0 . 0 8 7 0 -- 0 . 7 2 4 0 - 0 . 6952 5 0 . 9 7 8 7 -•0 . 0 9 6 5 - 0 . 7 2 4 0 - 0 . 6 9 6 1 
6 0 9 9 9 3 - 0 . 0 9 4 1 -- 0 . 6 7 0 2 - 0 . 6 6 9 9 6 0 . 9 9 9 7 -•0 . 1 0 7 6 - 0 . 6 8 9 9 - 0 . 6 5 9 3 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
E ' a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
2 0 7 . 5 6 7 9 7 7 . 3 6 3 3 3 9 . 8 6 8 8 7 4 . 9 1 5 3 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1 - 2 0 . 2 5 0 3 - 0 . 2 4 3 7 - 0 . 1 2 1 8 0 . 0 9 1 4 1 - 2 0 . 3 0 2 7 - 0 . 2 9 3 0 - 0 . 1 4 3 9 0 . 1 1 9 8 
1 - 4 0 . 4 0 4 4 - 0 . 3 9 4 3 0 . 2 1 8 2 - 0 . 2 1 9 0 1 - 4 0 . 4 4 6 1 - 0 . 4 3 4 5 0 . 2 1 1 0 - 0 . 2 0 5 9 
1 - 5 0 . 3 3 8 4 - 0 . 3 2 8 2 0 . 1 2 4 4 - 0 . 1478 1 - 5 0 . 3 6 9 1 - 0 . 3 5 7 4 0 . 1 1 8 4 - 0 . 1 3 6 4 
2 - 3 0 . 0 2 4 4 - 0 . 0 2 4 0 - 0 . 1 2 2 3 0 . 0578 2 - 3 0 . 0 3 1 6 - 0 . 0 3 1 1 - 0 . 1 2 6 0 0 . 0 6 1 7 
2 - 4 0 . 3 4 7 7 - 0 . 3 3 2 8 0 . 4 3 9 4 - 0 . 4 3 0 1 2 - 4 0 . 3 2 1 3 - 0 . 3 0 6 7 0 . 4 5 2 0 - 0 . 4 4 3 3 
2 - 5 0 . 1 6 5 0 - 0 . 1 5 9 8 0 . 1 4 7 6 - 0 . 1 7 3 0 2 - 5 0 . 1 5 7 9 - 0 . 1 5 2 9 0 . 1 4 8 8 - 0 . 1 7 4 8 
2 - 6 0 . 2 5 2 8 - 0 . 2 4 7 4 0 . 1 1 4 4 - 0 . 1 5 1 1 2 - 6 0 . 2 6 0 5 - 0 . 2 5 4 9 0 . 1 0 9 1 - 0 . 1 4 5 3 
3- 5 0 . 2 0 5 5 - 0 . 1 9 4 3 0 . 2 2 3 1 - 0 . 2 5 1 1 3 - 5 0 . 1 9 2 8 - 0 . 1 8 1 8 0 . 2 3 0 0 - 0 . 2 5 8 3 
3- 6 0 . 4 3 2 2 - 0 . 4 2 2 6 0 . 5 8 4 6 - 0 . 5 5 7 9 3 - 6 0 . 4 3 3 0 - 0 . 4234 0 . 5 8 4 7 - 0 . 5 5 8 0 
4- 5 0 . 0 4 2 8 - 0 . 0 4 2 4 - 0 . 0 4 9 1 - 0 . 0 2 7 1 4- S 0 . 0 4 4 4 - 0 . 0 4 4 0 - 0 . 0 5 0 5 - 0 . 0 2 5 6 
5- 6 0 . 0 0 0 7 - 0 . 0 0 0 2 - 0 . 0 9 6 3 0 . 0 3 9 1 5 - 6 0 . 0 1 2 2 - 0 . 0 1 1 6 - 0 . 1 0 1 0 0 . 0 4 4 0 
Para el caso (1) el índice </(*) es cero, debido a que las mediciones que se usan 
dentro del proceso de estimación no contienen error (mediciones exactas), esto indica 
que las variables de estado estimadas también son exactas (caso ideal). Para el caso (2), 
donde las mediciones tienen un error dentro del rango ±3cr, y como resultado el índice 
es mayor que cero, volviéndose necesario contar con técnicas que permitan 
detectar e identificar mediciones con error anormal. El índice J ( x ) permite detectar la 
presencia de mediciones anormales cuando es comparado con el valor de la distribución 
chi-cuadrada x] para el número de grados de libertad del problema y el nivel de 
confianza especificado, si J ( x ) < valor xf el estimado se acepta de lo contrario se 
rechaza. Al tomar en cuenta esta consideración la estimación del caso (2) es aceptada. 
Sin embargo para el caso (3), donde hay presencia de mediciones con error anormal, al 
encontrarse invertida una medición de potencia activa y una medición de potencia 
reactiva, el índice J(x) presenta una desviación muy grande con respecto al caso base 
ideal. En este caso es necesario identificar las mediciones anormales que es necesario 
eliminar del proceso de estimación. Cuando ambas mediciones son eliminadas (caso 
(4)), se observa que el índice J (x) reduce su desviación con respecto al caso base ideal 
por lo que la estimación de las variables de estado se acepta. 
Al analizar los resultados se observa que entre mayor número de mediciones con 
error anormal se encuentren dentro del proceso de estimación mayor será la desviación 
del índice J(x) con respecto al caso base ideal. Por lo que en sistemas de potencia 
reales esta consideración se vuelve muy importante. 
Tabla 2.4.- Tabla de convergencia para el Método Newton-Raphson. 
I t e r a c i o n e s ^Nodales QNoilales 
C a s o 1 3 0 . 0 7 8 8 - 0 . 3 0 0 6 
C a s o 2 3 0 . 0 8 0 2 - 0 . 2 8 9 3 
C a s o 3 3 0 . 0 7 4 4 - 0 . 3 0 6 6 
C a s o 4 3 0 . 0 8 0 2 - 0 . 2 8 9 6 
2.3.3.2 Método Desacoplado Rápido 
De igual manera tomando como base el sistema de la Fig. 2.1, se emplea el Método 
Desacoplado Rápido para resolver el problema de estimación de estado. 
Tabla 2.5.- Tabla de resultados caso (1) y caso (2) por Método Desacoplado Rápido. 
Caso 1 Caso 2 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A P n e Qne 
1 1 . 0 5 0 0 0 . 0 0 0 0 1 . 0 7 8 8 0 . 1 5 9 6 1 1 . 0 4 6 1 0 . 0 0 0 0 1 . 1 2 1 9 0 . 1 8 4 3 
2 1 . 0 5 0 0 - 0 . 0 6 4 1 0 . 5 0 0 0 0 . 7 4 3 6 2 1 . 0 4 2 8 - 0 . 0 6 7 1 0 . 4754 0 . 7 0 5 3 
3 1 0 7 0 0 -0 . 0 7 4 6 0 . 6 0 0 0 0 . 8 9 6 3 3 1 . 0 6 3 6 - 0 . 0 7 8 2 0 . 5 9 5 7 0 . 8 7 3 2 
4 0 9894 - 0 . 0 7 3 2 -- 0 . 7 0 0 0 - 0 . 7 0 0 0 4 0 . 9 8 3 2 - 0 . 0 7 5 8 - 0 . 6983 - 0 . 6 9 8 2 
5 0 9854 - 0 . 0 9 2 1 -- 0 . 7 0 0 0 - 0 . 7 0 0 0 5 0 . 9 7 9 1 - 0 . 0 9 6 7 - 0 . 7 2 3 8 - 0 . 6 9 5 2 
6 L 0044 - 0 . 1 0 3 8 - 0 . 7 0 0 0 - 0 . 7 0 0 0 6 0 . 9 9 9 9 - 0 . 1 0 7 8 - 0 . 6 9 0 7 - 0 . 6 5 9 1 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
0 . 0 0 0 0 77 . 3 6 3 3 4 0 . 0 5 0 0 7 7 . 3 6 3 3 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1 - 2 0 . 2 8 6 9 - 0 . 2 7 7 9 - 0 . 1 5 4 2 0 . 1 2 8 2 1 -•2 0 . 3 0 4 3 - 0 . 2 9 4 5 - 0 . 1 4 4 5 0 . 1 2 0 5 
1 - 4 0 . 4 3 5 9 - 0 . 4 2 5 0 0 . 2 0 1 2 - 0 . 1 9 9 3 1 --4 0 . 4 4 7 8 - 0 . 4 3 6 1 0 . 2 1 0 4 - 0 . 2 0 5 1 
1 - 5 0 . 3 5 6 0 - 0 . 3 4 5 3 0 . 1 1 2 6 - 0 . 1 3 4 5 1 --5 0 . 3 6 9 8 - 0 . 3 5 8 2 0 . 1 1 8 3 - 0 . 1 3 6 1 
2 - 3 0 . 0 2 9 3 - 0 . 0 2 8 9 - 0 . 1 2 2 7 0 . 0 5 7 3 2--3 0 . 0 3 1 0 - 0 . 0 3 0 6 - 0 . 1 2 5 1 0 . 0 6 0 7 
2 - 4 0 . 3 3 0 9 - 0 . 3 1 5 8 0 . 4 6 0 5 - 0 . 4 5 1 2 2-•4 0 . 3 2 1 0 - 0 . 3 0 6 5 0 . 4 5 1 4 - 0 . 4 4 2 8 
2 - 5 0 . 1 5 5 2 - 0 . 1 5 0 2 0 . 1 5 3 5 - 0 . 1 8 0 1 2--5 0 . 1 5 7 5 - 0 . 1 5 2 6 0 . 1 4 8 8 - 0 . 1 7 4 9 
2 - 6 0 . 2 6 2 5 - 0 . 2 5 6 7 0 . 1 2 4 0 - 0 . 1 6 0 1 2--6 0 . 2 6 0 3 - 0 . 2 5 4 8 0 . 1 0 9 7 - 0 . 1 4 6 0 
3- 5 0 . 1 9 1 2 - 0 . 1 8 0 2 0 . 2 3 1 7 - 0 . 2 6 0 9 3--5 0 . 1 9 2 6 - 0 . 1 8 1 6 0 . 2 2 9 1 - 0 . 2 5 7 6 
3-•6 0 . 4 3 7 7 - 0 . 4 2 7 7 0 . 6 0 7 2 - 0 . 5 7 8 6 3--6 0 . 4 3 3 6 - 0 . 4 2 4 1 0 . 5 8 3 4 - 0 . 5 5 6 8 
4-•5 0 . 0 4 0 8 - 0 . 0 4 0 5 - 0 . 0 4 9 4 - 0 . 0 2 7 9 4--5 0 . 0 4 4 3 - 0 . 0 4 3 9 - 0 . 0 5 0 3 - 0 . 0 2 5 9 
5-•6 0 . 0 1 6 1 - 0 . 0 1 5 6 - 0 . 0 9 6 6 0 . 0 3 8 7 5--6 0 . 0 1 2 4 - 0 . 0 1 1 9 - 0 . 1 0 0 7 0 . 0 4 3 7 
Tabla 2.6.- Tabla de resultados caso (3) y caso (4) por Método Desacoplado Rápido. 
Caso 3 Caso 4 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A P n e Qne 
1 1 0 4 6 4 0 . 0 0 0 0 0 . 9 9 9 6 0 . 2 2 5 4 1 1 . 0 4 5 9 0 . 0 0 0 0 1 . 1 1 9 7 0 . 1 8 1 9 
2 1 0 4 2 8 - 0 . 0 5 5 5 0 . 5 4 3 4 0 . 6 7 4 3 2 1 . 0 4 2 9 - 0 . 0 6 7 0 0 . 4 7 6 7 0 . 7 0 6 7 
3 1 0 6 3 1 - 0 . 0 6 5 0 0 . 6 1 4 4 0 . 8 6 4 0 3 1 . 0 6 3 7 - 0 . 0 7 8 1 0 . 5 9 6 0 0 . 8 7 3 5 
4 0 9 8 2 7 - 0 . 0 6 7 4 -- 0 . 6 8 6 8 - 0 . 7 0 3 6 4 0 . 9 8 3 1 - 0 . 0 7 5 8 -0 . 6 9 8 1 - 0 . 6 9 8 1 
5 0 9 7 8 6 - 0 . 0 8 7 3 • - 0 . 7 2 3 8 - 0 . 6 9 7 3 5 0 . 9 7 9 1 - 0 . 0 9 6 6 - 0 . 7 2 3 8 - 0 . 6 9 5 3 
6 0 9994 -0 . 0 9 4 6 -- 0 . 6 7 1 8 - 0 . 6 6 8 1 6 1 . 0 0 0 0 - 0 . 1 0 7 7 - 0 . 6 9 0 4 - 0 . 6 5 8 8 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
2 0 7 . 6 5 0 3 7 7 . 3 6 3 3 3 9 . 8 9 5 4 7 4 . 9 1 5 3 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1 - 2 0 . 2 5 3 1 - 0 . 2 4 6 3 - 0 . 1 2 1 4 0 . 0 9 1 2 1--2 0 . 3 0 3 3 - 0 . 2 9 3 5 - 0 . 1 4 5 4 0 . 1 2 1 3 
1 - 4 0 . 4 0 6 8 - 0 . 3 9 6 5 0 . 2 2 1 1 - 0 . 2 2 1 3 1--4 0 . 4 4 7 0 - 0 . 4 3 5 5 0 . 2 0 9 6 - 0 . 2 0 4 5 
1 - 5 0 . 3 3 9 8 - 0 . 3 2 9 5 0 . 1 2 5 7 - 0 . 1 4 8 8 1--5 0 . 3 6 9 3 - 0 . 3 5 7 7 0 . 1 1 7 7 - 0 . 1 3 5 7 
2- 3 0 . 0 2 4 2 - 0 . 0 2 3 9 - 0 . 1 2 1 9 0 . 0 5 7 3 2--3 0 . 0 3 0 9 - 0 . 0 3 0 5 - 0 . 1 2 5 2 0 . 0 6 0 8 
2-•4 0 . 3 4 7 8 - 0 . 3 3 2 8 0 . 4 4 2 5 - 0 . 4 3 3 0 2--4 0 . 3 2 1 5 - 0 . 3 0 6 9 0 . 4 5 2 0 - 0 . 4 4 3 3 
2-•5 0 . 1 6 4 6 - 0 . 1 5 9 4 0 . 1 4 8 1 - 0 . 1 7 3 6 2-- 5 0 . 1 5 7 6 - 0 . 1 5 2 7 0 . 1 4 9 0 - 0 . 1 7 5 0 
2-•6 0 . 2 5 3 0 - 0 . 2 4 7 6 0 . 1 1 4 3 - 0 . 1 5 1 0 2 - 6 0 . 2 6 0 2 - 0 . 2 5 4 6 0 . 1 0 9 6 - 0 . 1 4 5 9 
Tabla 2.6.- Continuación 
3 - 5 0 . 2 0 5 1 - 0 1 9 3 9 0 . 2 2 3 3 - 0 2 5 1 3 3 - 5 0 . 1 9 2 9 - 0 . 1 8 1 9 0 . 2 2 9 3 - 0 2 5 7 8 
3 - 6 0 . 4 3 3 1 - 0 4 2 3 5 0 . 5 8 3 4 - 0 5 5 6 8 3 - 6 0 . 4 3 3 6 - 0 . 4 2 4 1 0 . 5 8 3 4 - 0 5568 
4- 5 0 . 0 4 2 5 - 0 0 4 2 1 - 0 . 0 4 9 4 - 0 0 2 6 7 4- 5 0 . 0 4 4 3 - 0 . 0 4 3 8 - 0 . 0 5 0 3 - 0 0258 
5 - 6 0 . 0 0 1 2 - 0 0 0 0 7 - 0 . 0 9 6 9 0 0 3 9 6 5 - 6 0 . 0 1 2 2 - 0 . 0 1 1 7 - 0 . 1 0 1 0 0 0 4 3 9 
En el método Desacoplado Rápido también se presenta la desviación del índice J ( x ) 
con respecto al caso base ideal cuando hay presencia de mediciones con error anormal, 
esta desviación sería cero en el caso de emplear mediciones exactas dentro del proceso 
de estimación de estado (caso (1)). El estimado de las variables de estado se acepta una 
vez que las mediciones con error anormal son eliminadas. 
Las soluciones que presentan el método Newton-Raphson y el método Desacoplado 
Rápido son aceptables, aún y cuando los resultados no son idénticos pero si parecidos 
ambos estimadores son confiables para su aplicación práctica 
Tabla 2.7.- Tabla de convergencia para el Método Desacoplado Rápido. 
I t e r a c i o n e s Y p / • Nodales QNodales 
C a s o 1 5 0 . 0 7 8 8 - 0 . 3 0 0 6 
C a s o 2 5 0 . 0 8 0 2 - 0 . 2 8 9 8 
C a s o 3 4 0 . 0 7 4 9 - 0 . 3 0 5 4 
C a s o 4 5 0 . 0 8 0 1 - 0 . 2 9 0 0 
Esto se debe principalmente a la utilización de los modelos activo y reactivo en el 
Método Desacoplado Rápido, al criterio de convergencia en ambos estimadores y al 
desacoplamiento de variables de estado y mediciones que presenta el Método 
Desacoplado Rápido. 
2.4 Estimación de estado con error anormal en parámetros de líneas de 
transmisión y transformadores de potencia 
En esta sección se analiza el problema que causa al estimador de estado convencional 
que utiliza el Método Newton-Raphson o el Método Desacoplado Rápido un error 
anormal en el parámetro de líneas de transmisión. 
2.4.1 Método Newton-Raphsoo 
Para el sistema de la Fig. 2.1, con mediciones de flujo de potencia activa y potencia 
reactiva en líneas, inyecciones de potencia activa y potencia reactiva en los nodos y 
mediciones de magnitud de voltaje en los nodos. Se presenta la estimación para los 
casos: (1) errores aleatorios en mediciones dentro del rango ±3<r y errores en 
parámetros de la línea 1-4 y 3-6 del 50% superior a su valor de impedancia original, 
(2) similar a (1) pero con error del 100% superior a su valor de impedancia, (3) similar a 
(1) pero con error del 50% inferior a su valor de impedancia original, (4) similar a (1) 
pero sólo con error de parámetro en la línea 1-4 del 50% inferior a su valor de 
impedancia original. 
Tabla 2.8.- Tabla de resultados caso (1) y caso (2) por Método Newton-Raphson. 
Caso 1 
V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o 
N V A P n e Qne N V A Pne Qne 
1 1 0 5 3 9 0 0 0 0 0 1. 1 2 0 5 0 1 7 7 3 1 1 0 5 8 5 0 0 0 0 0 1. 1 0 6 4 0 1 6 0 8 
2 1 0 4 1 2 - 0 0 7 5 7 0 . 4 6 9 3 0 6977 2 1 0 4 0 4 - 0 0804 0 . 4 6 6 8 0 6 9 3 9 
3 1 0 7 4 0 - 0 0 8 2 2 0. 6010 0 8934 3 1 0 8 1 9 - 0 0 8 3 6 0 5 9 8 0 0 8 9 3 6 
4 0 9 7 7 3 - 0 0 8 9 2 - 0 6 7 7 0 - 0 6 8 8 5 4 0 9 7 4 2 - 0 0 9 6 5 - 0 6527 - 0 6 8 0 3 
5 0 97 97 - 0 1034 - 0 7 2 0 4 - 0 6 9 3 6 5 0 9 8 0 1 - 0 1 0 7 0 - 0 7 1 9 0 - 0 6 9 3 3 
6 0 9 8 8 1 - 0 1 2 0 8 - 0 6997 - 0 6694 6 0 9 7 9 5 - 0 1 2 8 6 - 0 6974 - 0 6674 
Caso 2 
V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o 
P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 
P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 
5 1 . 3 5 5 9 77 3 6 3 3 9 5 . 5 4 5 1 7 7 . 3 6 3 3 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1 - 2 0 3 6 5 0 - 0 3 5 2 1 - 0 122 3 0 1 0 4 2 1 - 2 0 . 3 9 9 0 - 0 3 8 4 2 - 0 . 1 0 8 5 0 . 0 9 4 2 
1 - 4 0 3 5 4 3 - 0 3 4 3 2 0 1607 - 0 1 7 8 6 1 - 4 0 . 2 8 9 0 - 0 2 7 9 1 0 . 1 1 8 0 - 0 . 1 6 1 5 
1 - 5 0 4 0 1 2 - 0 3 8 7 5 0 . 1 3 8 8 - 0 1 4 9 5 1 - 5 0 . 4 1 8 4 - 0 4 0 3 5 0 . 1 5 1 2 - 0 . 1 5 7 6 
2 - 3 0 0 0 1 6 - 0 0 0 0 7 - 0 . 1 6 9 2 0 . 1 0 6 4 2- 3 - 0 . 0 1 9 4 0 . 0 2 0 8 - 0 . 2 0 1 3 0 . 1 4 0 3 
2 - 4 0 . 3 7 6 0 - 0 3 5 8 9 0 . 4 6 7 4 - 0 . 4537 2 - 4 0 . 4 0 6 5 - 0 . 3 8 7 9 0 . 4 7 6 3 - 0 . 4 5 9 4 
2 - 5 0 . 1 4 9 3 - 0 1447 0 . 1 4 3 5 - 0 . 1 7 0 7 2- 5 0 . 1444 - 0 . 1 4 0 1 0 . 1 4 0 7 - 0 . 1 6 8 5 
2 - 6 0 . 2 9 4 6 - 0 . 2 8 6 9 0 . 1517 - 0 . 1 8 1 3 2- 6 0 . 3 1 9 4 - 0 . 3 1 0 0 0 . 1 8 4 0 - 0 . 2 0 7 9 
3- 5 0 . 2 1 9 5 - 0 . 2 0 5 7 0 . 2 6 0 4 - 0 . 2 8 3 5 3--5 0 . 2 4 0 3 - 0 . 2 2 4 3 0 . 2 8 4 7 - 0 . 3 0 3 3 
3- 6 0 . 3 8 2 2 - 0 . 3 7 0 7 0 . 5 2 6 6 - 0 . 5 0 1 1 3--6 0 . 3 3 6 9 - 0 . 3 2 4 8 0 . 4 6 8 6 - 0 . 4 5 0 4 
4- 5 0 . 0 2 5 1 - 0 . 0 2 4 9 - 0 . 0 5 6 2 - 0 . 0 2 0 0 4--5 0 . 0 1 4 4 - 0 . 0 1 4 2 - 0 . 0 5 9 4 - 0 . 0 1 6 8 
5 --6 0 . 0 4 2 5 - 0 . 0 4 2 1 - 0 . 0 7 0 0 0 . 0 1 3 0 5--6 0 . 0 6 3 1 - 0 . 0 6 2 6 - 0 . 0 4 7 2 - 0 . 0 0 9 0 
En general un error de parámetro en líneas de transmisión o transformadores de 
potencia afecta la estimación de estado. El grado de afectación depende básicamente de 
dos condiciones: (1) la cantidad de flujo que transporta la línea de transmisión o 
transformador de potencia y, (2) de la magnitud del error en el parámetro de la línea de 
transmisión o transformador de potencia. Esto significa que una línea de transmisión que 
transporta poco flujo de potencia no afecta demasiado al índice J(x) como el caso 
donde la línea de transmisión transporta mucho flujo de potencia, para la misma 
magnitud de error de parámetro. El caso más crítico se tiene cuando el error de 
parámetro es grande y el flujo de potencia en la línea o transformadores grande. En 
todos los casos el índice «/(*) se afecta. 
Para un sistema observable con baja redundancia el problema es diferente, si el error 
de parámetro se tiene en una línea o transformador que no tiene medición de flujo de 
potencia activa y potencia reactiva, o en la medición de inyección de potencia o en la 
medición de magnitud de voltaje, no se utilizara en la formación del jacobiano y por lo 
tanto no entra en el proceso de estimación de estado, aunque los nodos que la componen 
si son tomados en cuenta para el proceso. Lo anterior indica que un error de parámetro 
muy grande no afecta al índice J(x) y a la prueba de identificación de errores. Pero si 
afecta al momento de estimar el flujo por esa línea o transformador y en la inyección de 
potencia ya que dará un valor incorrecto provocado por el error de parámetro. 
Tabla 2.9.- Tabla de resultados caso (3) y caso (4) por Método Newton-Raphson. 
Caso 3 Caso 4 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A P n e Qne N V A P n e Qne 
1 1 0 3 2 0 0 . 0 0 0 0 1 . 0 6 1 7 0 . 1 7 4 7 1 1 . 0 3 1 9 0 . 0 0 0 0 1 . 0 6 1 8 0 . 1 7 4 4 
2 1 0 4 4 7 - 0 . 0 4 8 8 0 . 4 9 9 0 0 . 7 0 9 7 2 1 . 0 4 4 4 - 0 . 0 4 9 1 0 . 5 0 0 6 0 . 7 0 7 4 
3 1 0 4 9 9 - 0 . 0 6 7 3 0 . 5 7 1 8 0 . 8 3 0 0 3 1 . 0 6 4 4 - 0 . 0 6 1 0 0 . 6 0 1 2 0 . 8 7 6 2 
4 0 9 9 2 9 - 0 . 0 4 8 7 -- 0 . 6 8 2 0 - 0 . 7 0 7 0 4 0 . 9 9 2 8 - 0 . 0 4 8 8 - 0 . 6 8 2 1 - 0 . 7 0 7 6 
5 0 9 7 7 1 - 0 . 0 8 2 3 -- 0 . 7 3 1 8 - 0 . 7 0 1 3 5 0 . 9 7 7 7 - 0 . 0 8 1 7 - 0 . 7 2 9 7 - 0 . 6 9 4 6 
6 1 0 1 5 0 - 0 . 0 8 4 1 -- 0 . 6 5 8 8 - 0 . 6 2 7 5 6 1 . 0 0 0 7 - 0 . 0 9 0 3 - 0 . 6 8 3 4 - 0 . 6 5 8 3 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
1 2 6 . 4 1 6 5 7 7 . 3 6 3 3 9 7 . 7 1 8 5 7 7 . 3 6 3 3 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1 - 2 0 . 1 8 6 6 - 0 . 1 8 1 1 - 0 . 1 7 4 1 0 . 1 4 1 9 1 --2 0 . 1 8 8 2 - 0 . 1 8 2 7 - 0 . 1 7 3 3 0 . 1 4 1 2 
1 - 4 0 . 5 6 7 4 - 0 . 5 5 8 1 0 . 2 6 2 6 - 0 . 2 4 5 9 1 -•4 0 . 5 6 8 1 - 0 . 5 5 8 8 0 . 2 6 3 3 - 0 . 2 4 6 5 
1 - 5 0 . 3 0 7 7 - 0 . 2 9 9 6 0 . 0 8 6 2 - 0 . 1 1 6 2 1 --5 0 . 3 0 5 5 - 0 . 2 9 7 5 0 . 0 8 4 4 - 0 . 1 1 4 9 
2 - 3 0 . 0 7 4 2 - 0 . 0 7 3 9 - 0 . 0 6 8 3 0 . 0 0 4 0 2--3 0 . 0 3 5 0 - 0 . 0 3 4 6 - 0 . 1 2 3 0 0 . 0 5 8 4 
2 - 4 0 . 2 1 6 0 - 0 . 2 0 5 2 0 . 4 2 2 5 - 0 . 4 2 1 7 2--4 0 . 2 1 3 4 - 0 . 2 0 2 8 0 . 4 2 1 4 - 0 . 4 2 0 8 
2 - 5 0 . 1 7 3 8 - 0 . 1 6 8 0 0 . 1 5 7 8 - 0 . 1 8 1 5 2--5 0 . 1 7 0 2 - 0 . 1 6 4 7 0 . 1 5 5 5 - 0 . 1 7 9 8 
2 - 6 0 . 2 1 6 2 - 0 . 2 1 2 7 0 . 0 5 5 8 - 0 . 0 9 9 1 2--6 0 . 2 6 4 6 - 0 . 2 5 8 9 0 . 1 1 2 4 - 0 . 1 4 8 3 
3- 5 0 . 1 6 0 6 - 0 . 1 5 2 6 0 . 1 9 2 7 - 0 . 2 2 6 6 3-- 5 0 . 2 0 3 8 - 0 . 1 9 2 2 0 . 2 3 3 5 - 0 . 2 6 0 5 
3- 6 0 . 4 8 5 0 - 0 . 4 7 9 2 0 . 6 3 3 3 - 0 . 6 1 4 8 3--6 0 . 4 3 1 9 - 0 . 4 2 2 3 0 . 5 8 4 3 - 0 . 5 5 7 8 
4- 5 0 . 0 8 1 4 - 0 . 0 8 0 0 - 0 . 0 3 9 4 - 0 . 0 3 5 5 4-- 5 0 . 0 7 94 - 0 . 0 7 8 1 - 0 . 0 4 0 3 - 0 . 0 3 4 8 
5 --6 - 0 . 0 3 1 6 0 . 0 3 3 1 - 0 . 1 4 1 5 0 . 0 8 6 3 5-- 6 0 . 0 0 2 8 - 0 . 0 0 2 2 - 0 . 1 0 4 7 0 . 0 4 7 8 
Para el caso (1) solamente se afecta el índice J ( x ) pero el estimado se acepta, en los 
casos (2), (3) y (4) se afecta el índice J ( x ) y la prueba de identificación de errores, esto 
indica que se tienen errores anormales en mediciones cercanas a la línea con error de 
parámetro. 
En el caso (4) se tiene una condición especial, debido a que si se cuenta con una línea 
o transformador con un valor de impedancia inferior a su valor original afecta en mayor 
medida que cuando se tiene un valor de impedancia superior al valor original para el 
mismo porcentaje de error. 
2.4.2 Método Desacoplado Rápido 
Se corre el estimador convencional por el Método Desacoplado Rápido para los casos 
mencionados en el punto anterior, aplicando en cada uno de ellos la prueba de detección 
e identificación de errores anormales en mediciones. 
Tabla 2.10.- Tabla de resultados caso (1) y caso (2) por Método Desacoplado Rápido. 
Caso 1 Caso 2 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A P n e Qne N V A P n e Qne 
1 1 0 5 4 0 0 . 0 0 0 0 1 . 1 2 0 5 0 . 1 7 8 8 1 1 . 0 5 4 9 0 . 0 0 0 0 1 . 0 9 9 4 0 . 1 7 5 3 
2 1 0 4 1 3 - 0 . 0 7 5 8 0 . 4644 0 . 7 0 2 6 2 1 . 0 4 0 8 - 0 . 0 8 4 4 0 . 4 5 7 6 0 . 7 0 5 0 
3 1 0 7 4 1 - 0 . 0 8 1 9 0 . 6 0 2 4 0 . 8 9 2 2 3 1 . 0 8 2 2 - 0 . 0 8 7 0 0 . 5 9 8 2 0 . 8 9 5 3 
4 0 9 7 7 1 - 0 . 0 8 9 1 - 0 . 6 7 7 2 - 0 . 6939 4 C . 9 7 6 3 - 0 . 1 0 2 1 - 0 . 6 5 0 6 - 0 . 7 0 3 5 
5 0 9 7 9 8 - 0 . 1 0 3 3 - 0 . 7 2 0 5 - 0 . 6 9 2 6 5 C . 9 7 9 9 - 0 . 1 1 0 0 -0 . 7 1 9 7 - O . 6 9 2 2 
6 0 9 8 8 2 - 0 . 1 2 0 4 - 0 . 6 9 6 0 - 0 . 6704 6 c . 9 7 9 8 - 0 . 1 3 1 6 - 0 . 6 9 1 1 - 0 . 6 6 8 5 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
5 1 . 4 1 7 9 7 7 . 3 6 3 3 97 . 4 4 = 9 7 7 . 3 6 3 3 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1 - 2 0 . 3 6 5 5 - 0 . 3 5 2 5 - 0 . 1 2 2 3 0 . 1042 1 --2 0 . 4 0 7 6 - 0 . 3 9 1 6 0 . 1 3 2 3 0 . 1 2 0 4 
1 - 4 0 . 3 5 4 2 - 0 . 3 4 3 1 0 . 1 6 2 1 - 0 . 1 7 9 9 1 --4 0 . 2 6 7 7 - 0 . 2 6 6 7 0 . 1 6 9 6 - 0 . 2 1 0 0 
1 - 5 0 . 4 0 0 9 - 0 . 3 8 7 2 0 . 1 3 9 0 - 0 . 1497 1 --5 0 . 4 2 4 1 - 0 . 4 0 9 0 0 . 1 3 8 0 0 . 1 4 3 8 
2 - 3 - 0 . 0 0 0 1 0 . 0 0 0 9 - 0 . 1 6 8 7 0 . 1 0 5 9 2--3 - 0 . 0 2 1 8 0 . 0 2 3 2 - 0 . 2 0 0 5 0 . 1 3 9 5 
2 - 4 0 . 3 7 6 0 - 0 . 3 5 8 8 0 . 4 7 1 2 - 0 . 4 5 7 1 2--4 0 . 4 1 3 5 - 0 . 3 9 5 5 0 . 4 5 6 2 - 0 . 4 4 0 6 
2 - 5 0 . 1 4 8 7 - 0 . 1 4 4 1 0 . 1 4 3 7 - 0 . 1 7 0 9 2 5 0 . 1422 - 0 . 1 3 7 8 0 . 1 4 3 3 - 0 . 1 7 1 0 
2 - 6 0 . 2 9 2 3 - 0 . 2 8 4 7 0 . 1 5 2 3 - 0 . 1 8 2 1 2-•6 0 . 3 1 5 3 - 0 . 3 0 6 0 0 . 1 8 5 6 - 0 . 2 1 0 
3- 5 0 . 2 2 0 0 - 0 . 2 0 6 3 0 . 2 6 0 0 - 0 . 2 8 3 1 3--5 0 . 2 3 9 9 - 0 . 2 2 3 8 0 . 2 8 6 9 - 0 . 3 0 5 2 
3- 6 0 . 3 8 1 5 - 0 . 3 7 0 0 0 . 5 2 6 4 - 0 . 5 0 1 0 3-•6 0 . 3 3 5 1 - 0 . 3 2 3 0 0 . 4 6 8 9 0 . 4 5 0 9 
4- 5 0 . 0 2 4 7 - 0 . 0 2 4 5 - 0 . 0 5 6 9 - 0 . 0 1 9 3 4--5 0 . 0 1 1 6 - 0 . 0 1 1 5 0 . 0 5 2 9 - 0 . 0 2 3 5 
5 - 6 0 . 0 4 1 6 - 0 . 0 4 1 3 - 0 . 0 6 9 7 0 . 0 1 2 7 5--6 0 . 0 6 2 5 - 0 . 0 6 2 1 - 0 . 0 4 8 6 - 0 . 0 0 7 6 
Tabla 2.11.- Tabla de resultados caso (3) y caso (4) por Método Desacoplado Rápido. 
Caso 3 Caso 4 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A Pne Qne 
1 1 . 0 3 2 2 0 . 0 0 0 0 1 . 0 6 4 5 0 . 1 6 5 1 1 1 . 0 3 2 2 0 . 0 0 0 0 1 . 0 6 3 5 0 . 1 6 5 5 
2 1 . 0 4 5 3 - 0 . 0 4 8 9 0 . 5 0 2 7 0 . 7 0 9 1 2 1 . 0 4 5 0 - 0 . 0 4 9 1 0 . 5 0 0 9 0 . 7 0 9 5 
3 1 . 0 5 0 1 - 0 . 0 6 7 5 0 . 5 7 2 0 0 . 8 2 6 5 3 1 . 0 6 4 6 - 0 . 0 6 0 7 0 . 6 0 2 6 0 . 8 7 3 4 
4 0 . 9 9 3 9 - 0 . 0 4 9 1 - 0 . 6 8 6 4 - 0 . 6 9 4 4 4 0 . 9 9 3 7 - 0 . 0 4 9 2 - 0 . 6 8 7 7 -- 0 . 6 9 4 0 
5 0 . 9 7 7 5 - 0 . 0 8 2 3 - 0 . 7 3 0 6 - 0 . 7 0 2 3 5 0 . 9 7 7 9 - 0 . 0 8 1 4 - 0 . 7 2 7 3 -- 0 . 6 9 9 1 
6 1 . 0 1 5 3 - 0 . 0 8 4 3 - 0 . 6 6 2 6 - 0 . 6 2 6 3 6 1 . 0 0 1 1 - 0 . 0 9 0 1 - 0 . 6 8 3 7 • - 0 . 6 5 8 8 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
1 2 6 . 6 2 9 6 7 7 . 3 6 3 3 97 . 9 4 5 6 7 7 . 3 6 3 3 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1 - 2 0 . 1 8 6 4 - 0 . 1 8 0 9 - 0 . 1 7 5 5 0 . 1 4 3 4 1 - 2 0 . 1 8 7 8 - 0 . 1 8 2 3 - 0 . 1 7 4 8 0 . 1 4 2 7 
1 - 4 0 . 5 7 0 3 - 0 . 5 6 1 0 0 . 2 5 5 1 - 0 . 2 3 8 5 1 - 4 0 . 5 7 1 1 - 0 . 5 6 1 7 0 . 2 5 5 7 - 0 . 2 3 9 0 
1 - 5 0 . 3 G 7 9 - 0 . 2 9 9 7 0 . 0 8 5 6 - 0 . 1 1 5 6 1 - 5 0 . 3 0 4 6 - 0 . 2 9 6 6 0 . 0 8 4 6 - 0 . 1 1 5 3 
2 - 3 0 . 0 7 4 9 - 0 . 0 7 4 6 - 0 . 0 6 7 2 0 . 0 0 2 9 2--3 0 . 0 3 4 0 - 0 . 0 3 3 6 - 0 . 1 2 1 3 0 . 0 5 6 6 
2- 4 0 . 2 1 7 2 - 0 . 2 0 6 7 0 . 4 1 8 1 - 0 . 4 1 7 7 2--4 0 . 2 1 5 3 - 0 . 2 0 4 8 0 . 4 1 7 0 - 0 . 4 1 6 8 
2--5 0 . 1 7 3 9 - 0 . 1 6 8 2 0 . 1 5 8 2 - 0 . 1 8 2 0 2--5 0 . 1 6 9 7 - 0 . 1 6 4 1 0 . 1 5 7 0 - 0 . 1 8 1 3 
2--6 0 . 2 1 7 6 - 0 . 2 1 4 1 0 . 0 5 6 6 - 0 . 0 9 9 7 2--6 0 . 2 6 4 1 - 0 . 2 5 8 4 0 . 1 1 4 1 - 0 . 1 5 0 0 
3--5 0 . 1 6 0 0 - 0 . 1 5 1 9 0 . 1 9 2 3 - 0 . 2 2 6 3 3-- 5 0 . 2 0 3 7 - 0 . 1 9 2 1 0 . 2 3 3 5 - 0 . 2 6 0 5 
3--6 0 . 4 8 6 6 - 0 . 4 8 0 8 0 . 6 3 1 3 - 0 . 6 1 2 9 3 - 6 0 . 4 3 2 5 - 0 . 4 2 2 9 0 . 5 8 3 2 - 0 . 5 5 6 9 
4-- 5 0 . 0 8 1 2 - 0 . 0 7 9 9 - 0 . 0 3 8 2 - 0 . 0 3 6 9 4 - 5 0 . 0 7 8 8 - 0 . 0 7 7 5 - 0 . 0 3 8 3 - 0 . 0 3 6 9 
5 - 6 - 0 . O 3 0 9 0 . 0 3 2 3 - 0 . 1 4 1 5 0 . 0 8 6 2 5 - 6 0 . 0 0 3 0 - 0 . 0 0 2 4 - 0 . 1 0 5 1 0 . 0 4 8 2 
El comportamiento del estimador por Método Desacoplado Rápido es similar al 
Método Newton-Raphson, por lo que las condiciones mencionadas en el punto anterior 
son aplicables a éste método. 
En todos los casos que se analizaron se consideró un error de parámetro con valor de 
impedancia superior o inferior al valor original. Y en estos casos el estimador de estado 
convencional y el estimador de estado por descomposición ortogonal presentan una 
solución idéntica que es aceptable, tanto en el método Newton-Raphson como en el 
método Desacoplado Rápido. 
Cuando la impedancia de la línea de transmisión o transformador de potencia se 
considera muy pequeña el estimador convencional tiene problemas para presentar una 
solución de las variables de estado, a diferencia del estimador por descomposición 
ortogonal presenta una solución que no es aceptable en la mayoría de los casos, ya que la 
solución se presenta debido a la transformación ortogonal que tiene el problema. 
Cuando se tienen impedancias con este valor el estimado es de mala calidad en todos 
los casos, por lo que es necesario tener revisión continua en la base de datos que da la 
conectividad y valores de impedancia de la red eléctrica. 
CAPITULO III 
APLICACIÓN DE LA 
DESCOMPOSICION ORTOGONAL 
EN LA ESTIMACION DE ESTADO 
3.1 Introducción 
En la aplicación del método de mínimos cuadrados ponderados en la estimación de 
estado convencional se han detectado dificultades numéricas para resolver algunos casos 
especiales que se presentan en un sistema eléctrico de potencia. Uno de éstos casos es 
combinación de mediciones muy precisas con mediciones convencionales. 
En el desarrollo del capítulo se presentan dos alternativas de solución: 
(i) la aplicación de la descomposición ortogonal y (ii) la formulación del problema de 
estimación de estado con restricciones de igualdad. En éste capítulo el análisis se hace 
con el estimador lineal aplicando ambas técnicas. Posteriormente se aplica la técnica por 
descomposición ortogonal para estimación de estado no lineal, además se presentan sus 
consideraciones y restricciones, técnicas de detección e identificación de errores como 
medio para validar la información, así como los métodos de solución más adecuados y 
eficientes. 
3.1 Estimación de estado por descomposición ortogonal 
El caso de una medición con alta precisión se ilustra en el circuito de la figura 3.1, se 





Figura 3.1.- Sistema con inyección cero. 
La medición de potencia en el nodo l es cero debido a que no cuenta con generación o carga, 
entonces se conoce con certeza que su valor es 0 MW. El error en la medición para este tipo de 
inyecciones es cero. Al realizar la estimación del sistema especificando una variancia para la 
medición MI de <tmi = 10~2, se obtienen los siguientes resultados: 
Se observa que el valor estimado de potencia para el nodo 1 no es cero, sino f|0 = 0.82MW, 
el estimador no ha forzado la inyección del nodo a cero. Esto podría verse como un error 
aceptable, sin embargo, en un sistema con varios nodos con inyección cero el error sería mayor. 
Una posible solución a éste problema es modelar la variancia del error de ésta inyección con 
valor muy pequeño y repetir el proceso de estimación. El problema que se presenta es el 
siguiente: si se asume la variancia del nodo con inyección cero como a M , =10" l°, se esperaría 
tener un mejor ajuste en la inyección al aumentar la ponderación ' 1
 N 
ve r 2 , 
de esta medición. Sin 
embargo, en este caso la matriz de ganancia [G] = \ j l T R resulta ser casi singular, debido a 
que los términos de la matriz [G] están dominados por los términos que son multiplicados por 
<72 = i o ~ 2 0 . 
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Fig. 3.2.- Valores estimados para sistema con inyección cero 
(estimador convencional). 
Las matrices en este caso serían: 
5.0 -5 .0 
0 -4 .0 
7.5 -5 .0 
10" 
10 -4 
\ - 2 Q 
56.25xl020 -37.5xl02 0 
-37.5x1020 25.0xl020 
La solución a éste problema es emplear otro algoritmo para eliminar ésta situación indeseable 
en el proceso de cálculo. 
3.2.1 Estimador lineal por descomposición ortogonal [9,10,11] 
La idea principal del algoritmo por descomposición ortogonal es tomar la Ec. (2.13) 
obtenida aplicando el método de mínimos cuadrados ponderados y transformar la matriz 
\_R~]~\ en dos submatrices: 
[ / r , ] = [ i r , / 2 ] [ j ? - , / 2 ] (3.1) 
donde: 





aplicando la Ec. (3.2) en la matriz de ganancia se tiene: 
[H'R-'H] = [HTR MR-MH] - [ N T H - ] (3.3) 
definiendo: 
(3.4) 
finalmente la Ec. (2.13) tiene la forma: 
[HTH]x = [H"r~\z'" (3.5) 
donde: 
ZM =[R-U2~\Z" (3.6) 
la idea fundamental del algoritmo por descomposición ortogonal es encontrar las 
matrices \Q\ y [í /] tal que: 
[H'] = [Q][U] ( 3 . 7 ) 
donde la matriz [Q] es ortogonal y tiene la siguiente propiedad especial: 
(3.8) 
siendo [ / ] la matriz identidad, y la matriz [£/] es triangular superior en su estructura. 
De esta forma [H] es en general una matriz no cuadrada y [Ü\ deberá ser no cuadrada, 
logrando la estructura: 
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donde: 
[H'] = Matriz de dimensión NmxNs 
\0\ = matriz ortogonal de dimensión Nm x Nm 
[t/] = matriz triangular superior de dimensión Nm x Ns 
si se sustituye [Q][U] por [ / / ' ] en la Ec. (3.5): 
[uTQTQU]x = [uT][QT]zm (3.10) 
y se aplica la Ec. (3.8) en la Ec. (3.10) se obtiene: 
[UT][U]x = [üT]z (3.11) 
donde: 
z = [Qr]zm (3.12) 
los elementos de la matriz [ í í ] que se encuentran arriba de la diagonal principal son 
distintos o igual a cero, y todos sus elementos por debajo de la diagonal principal son 
iguales a cero. Por lo que se pueden eliminar los elementos necesarios debajo de la 
diagonal principal para transformar la estructura de la matriz [U] a una matriz triangular 
superior cuadrada, al transformarla la matriz [_UT~\ tiene inversa, de ésta forma la Ec. 
(3.11) se simplifica y finalmente se obtiene la ecuación general para estimación de 
estado lineal por la técnica de descomposición ortogonal: 
dado que la matriz [U] es triangular superior, el estimado de las variables de estado 
puede resolverse directamente por sustitución regresiva. 
El objetivo de transformar el problema es evitar los problemas de convergencia en el 
algoritmo de estimación de estado convencional al combinar mediciones convencionales 
con mediciones de alta precisión. 
Este problema se evita al dividir la matriz de covariancia en dos submatrices que 
permite no calcular la matriz de ganancia evitando que una pequeña ponderación afecte 
a los demás términos. Al aplicar una transformación sobre la matriz [ / / ' ] y obtener una 
matriz \Q\ ortogonal y [ t / ] triangular superior se da solución a la ecuación de 
estimación de estado. 
3.2.2 Descomposición ortogonal 
Un método aplicado para obtener la matriz \Q\ ortogonal y la matriz [U\ triangular 
superior de la Ec. (3.7) es el Método de Rotación de Givens [4]. 
El principio de rotación de Givens considera dos vectores renglón: 
en cada paso del método de Givens se define una rotación de plano entre w y x así que 
el i-ésimo elemento de x es eliminado. Después de la rotación los vectores renglón 
toman la forma: 
u = [0 0 u, -•• uk ••• w„+1] 
x = [0 ••• 0 x, ••• ••• x „ J 
(3.14) 
w = [ 0 0 u, ••• uk un+l] 
x = [ 0 - 0 0 ••• - o 




donde c 2 + s 2 = l . Los escalares c y s son determinados de los requerimientos que 









esto muestra que una rotación es una transformación ortogonal. 
Este método se aplica para matrices rectangulares y por lo tanto es útil para matrices 
cuadradas, en el Apéndice B se presenta un ejemplo de la transformación. 
3.2.3 Estimador lineal con restricciones de igualdad 
Otra opción para la solución del problema de estimación de estado, cuando se utilizan 
mediciones con alta precisión, como la inyección cero, es formular un problema de 
optimización con restricciones de igualdad. 
La ecuación que relaciona las inyecciones cero con las variables de estado se puede 
expresar mediante: 
SP(X) = 0 (3 .19) 
o bien en forma expandida: 
gP (x,,x2 , . . . , xN¡) = 0 = gpxxx + gP2x2 +... + gPNxN¡ (3.20) 
gF (x) representa las ecuaciones de potencia nodal de los nodos con inyección cero 
presentes en la red, que en el caso general se tiene la expresión matricial: 
~8i W X, 
gp(x) = 
82 W = [G] 
8t> (x)_ 
donde: 
x variables de estado 
[G] matriz de los coeficientes de las funciones de potencia nodal con inyección cero 
P número de nodos con inyección cero 
Ns número de variables de estado. 
Las restricciones de igualdad son incluidas en la Ec. (2.6) y se establece la función 
objetivo a minimizar para obtener la estimación de estado por mínimos cuadrados 
ponderados: 
min J(x, X) = [zm - h(x)J [i? ]"' [ V - A(x)] - 2 XT g (x) (3.22) 
donde X representa el vector de multiplicadores de Lagrange. Se linealiza g( j t ) 
mediante expansión en series de Taylor: 
x - x . + términos de orden superior (3.23) 
se define: 
S = 0 - g ( x t ) (3.24) 
al minimizar la Ec. (3.22) se obtiene el óptimo estimado del vector de las variables de 
estado [x]. 
Para el caso lineal, la matriz [G] que representa los coeficientes de las funciones de 





la Ec. (3.23) puede expresarse como: 
<5g, 
cfr. dx2 
a*, dx2 dxN¡ 
dxk, 
(3.25) 
S = Gx (3.26) 
finalmente para obtener la ecuación para estimación de estado con restricciones de 
igualdad de un sistema lineal se sustituye la Ec. (2.7) y la Ec. (3.25) en la Ec. (3.22): 
minJ(x,Á) = [zm -Hxf[R-l~\[zm -Hx]-2ÁT (S-Gx) (3.27) 
y se obtiene el mínimo cuando el gradiente de la función objetivo V j ( x , A ) = 0. 
Aplicando reglas del álgebra lineal en la Ec. (3.27): 
VJ(x,X) = zmTR~]zm ~xTHTR-]zm +XtHTR~'HX 
-zmTR-'Hx-2ÁTS + 2ÁTBx 
(3.28) 
al obtener las derivadas parciales, con respecto a x y X. se obtiene. 





= 0 = -S + Gx (3.30) 
arreglando las ecuaciones se tiene: 
HTR-'Hx + GTX = HrR-*zm 
S = Gx 
(3.31) 
(3.32) 
y en forma matricial: 
HTR XH GT~ X ~HrR~]zm~ 
G 0 X_ S 
(3.33) 
donde x representa las variables de estado y X los multiplicadores de Lagrange para 
ajustar los nodos con inyección cero. 
La figura 3.3 presenta la solución de estimación de estado con restricciones de 
igualdad del sistema de la figura 3.1 que cuenta con nodos de inyección cero. Se observa 
como la inyección de potencia del nodo 1 se ajusta correctamente a valor cero de 
inyección de potencia. 
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Fig. 3.3.- Valores estimados para sistema con inyección cero 
(estimador con restricciones de igualdad). 
3.2.4 Análisis y resultados 
Para establecer las características de cada uno de los estimadores descritos, se utilizó 
el sistema de la Fig. 3.4 se analiza el estimador lineal que utiliza descomposición 
ortogonal y el estimador lineal que modela las inyecciones cero como restricciones de 
igualdad. 
4 5 
Figura 3.4.- Sistema de prueba 2 para estimación lineal. 
Los datos para cada estimador son las inyecciones nodales de potencia activa y flujos 
de potencia activa en líneas de transmisión, las mediciones incluyen errores aleatorios en 
el rango ±3(7 de error, se utiliza la misma información para ambos estimadores. 
Tabla 3.1.- Comparación de resultados del estimador con restricciones de igualdad y el 
estimador por descomposición ortogonal. 
Restricciones de igualdad Descomposición ortogonal 
A n g u l o s I n y e c c i o n e s d e 
e s t i m a d o s p o t e n c i a 
1 0 . 0 0 0 0 1 . 0 1 2 0 
2 0 . 0 3 7 7 1 . 5 0 6 6 
3 -0.0561 0.0000 
4 0 . 2 1 2 0 0 . 8 0 4 3 
5 - 0 . 2 5 8 4 - 2 . 0 2 2 2 
6 -0.1278 0.0000 
7 0 . 2 0 8 5 1 . 0 0 8 7 
8 - 0 . 3 5 8 7 - 2 . 3 0 9 3 
A n g u l o s I n y e c c i o n e s de 
e s t i m a d o s p o t e n c i a 
1 0 . 0 0 0 0 1 . 0 1 2 0 
2 0 . 0 3 7 7 1 . 5 0 6 6 
3 -0.0561 0.0000 
4 0 . 2 1 2 0 0 . 8 0 4 3 
5 - 0 . 2 5 8 4 - 2 . 0 2 2 2 
6 -0.1278 0.0000 
7 0 . 2 0 8 5 1 . 0 0 8 7 
8 - 0 . 3 5 8 7 - 2 . 3 0 9 3 
Flujos entre lineas Flujos entre lineas 
1 - 2 - 0 . 1 8 8 3 
1 - 3 0 . 5 6 1 4 
1 - 6 0 . 6 3 8 9 
2 - 3 0 . 6 5 6 6 
2 - 6 0 . 6 6 1 7 
3 - 4 - 0 . 8 0 4 3 
3 - 5 2 . 0 2 2 2 
6 - 7 - 1 . 0 0 8 7 
6 - 8 2 . 3 0 9 3 
1 - 2 - 0 . 1 8 8 3 
1 - 3 0 . 5 6 1 4 
1 - 6 0 . 6 3 8 9 
2 - 3 0 . 6 5 6 6 
2 - 6 0 . 6 6 1 7 
3 - 4 - 0 . 8 0 4 3 
3 - 5 2 . 0 2 2 2 
6 - 7 - 1 . 0 0 8 7 
6 - 8 2 . 3 0 9 3 
Los resultados obtenidos son idénticos y sin problemas de convergencia. Se concluye 
que ambos estimadores resuelven el problema de combinar mediciones convencionales 
con mediciones de alta precisión (nodos con inyección cero). 
Sin embargo, una diferencia entre el estimador que utiliza descomposición ortogonal 
y el estimador con restricciones de igualdad, es la manera de modelar el error de la 
medición con alta precisión dentro del proceso de estimación. En el estimador con 
restricciones de igualdad, la medición precisa no requiere un factor de ponderación, el 
ajuste de la inyección en el nodo se da por la restricción de igualdad que se debe cumplir 
en la solución. En cambio, en el estimador por descomposición ortogonal la ponderación 
dada a la medición del nodo con inyección cero es muy alta (dominante), lo que permite 
ajustar el valor de la inyección cero. 
3.3 Estimación de estado no lineal por descomposición ortogonal 
Para extender la aplicación de la técnica de descomposición ortogonal al caso no 
lineal de estimación de estado, es necesario tener una representación completa de las 
La no linealidad del problema dada por las ecuaciones de potencia activa y potencia 
reactiva en el sistema (funciones h(x)) obliga a emplear métodos numéricos iterativos. 
3.3.1 Estimador CA por Método Newton-Raphson 
La idea fundamental del algoritmo por descomposición ortogonal para estimación de 
estado no lineal es tomar la Ec. (2.17) y transformar la matriz en dos submatrices 
(Ec. (3.1)). Al aplicar a la Ec. (2.17) el procedimiento de la Ec. (3.3) a la Ec. (3.13) se 
obtiene la ecuación general para estimación de estado no lineal por descomposición 
ortogonal. 
[(/] = matriz triangular superior de dimensión Nm x Ns 
\Q\ = matriz ortogonal de dimensión Nm x Nm 
una vez que se resuelve la ecuación para los incrementos se actualizan los valores de las 
variables de estado. 
variables de estado del sistema eléctrico de potencia (|F|, 
[£/]Ax = A z (3.34) 
donde: 
xk,i=xk+Axk (3.35) 
la solución se obtiene (si el proceso es convergente) cuando los incrementos de la Ec. 
(3.35) son igual a cero o menor a cierta tolerancia. 
En el método de Newton-Raphson en cada iteración se requiere la solución de un 
sistema sobredeterminado de ecuaciones lineales. Para esto es necesario determinar el 
jacobiano y obtener la Ec. (3.4) para realizar el proceso de ortogonalización, y 
finalmente mediante un algoritmo de sustitución regresiva aplicado a la matriz [U] 
obtener los incrementos de las variables (Ec. (3.34)) y actualizarlas (Ec. (3.35)). 
3.3.2 Estimador CA por método Desacoplado Rápido 
El algoritmo desacoplado para estimación de estado por descomposición ortogonal se 
basa en desacoplar la ecuación completa del método de Newton-Raphson (Ec. (2.19)) y 





Hm =submatriz jacobiana que relaciona las mediciones de flujos e inyecciones de 
potencia activa a los cambios en las variables de estado (0) 
Hrr = submatriz jacobiana que relaciona las mediciones de magnitud de voltajes, flujos 
e inyecciones de potencia reactiva a los cambios en las variables de estado (|K|) 
H AR = submatriz jacobiana que relaciona las mediciones de flujos e inyecciones de 
potencia activa a los cambios en las variables de estado (|F|) 
H,. H LAA AR 
















Hm = submatriz jacobiana que relaciona las mediciones de magnitud de voltajes, flujos 
e inyecciones de potencia reactiva a los cambios en las variables de estado (0) 
zmA = mediciones de flujos e inyecciones de potencia activa 
Zg = mediciones de flujos e inyecciones de potencia reactiva y magnitud de voltajes. 
Al aplicar las simplificaciones del capitulo II (paso 1 al 5) a la Ec. (2.19) se obtiene la 
ecuación desacoplada para estimación de estado, para los ángulos es representada por: 
[ H T M R l H M ] M = HTMR?Azl (3.38) 
con estos incrementos se actualizan los ángulos de fase: 
(3-39) 
y para los voltajes nodales: 
= (3.40) 
con los incrementos calculados se actualizan los voltajes nodales: 
\ v L r \ v i ^ Y \ k (3-4D 
ahora se aplica la transformación ortogonal (procedimiento de Ec. (3.1) a Ec. (3.13)) a la 
Ec. (3.38) y a la Ec. (3.40) para finalmente obtener el algoritmo desacoplado rápido para 
estimación de estado por descomposición ortogonal: 
[UA]A0 = AZ\ (3-42) 
y para los voltajes se tiene: 
[UR]A\V\ = AZR (3.43) 
donde: 
[UA ] = matriz triangular superior para determinar corrección en variables de estado (9) 
[UR ] = matriz triangular superior para determinar corrección en variables de estado 
con los incrementos calculados se actualizan las variables de estado dadas por la Ec. 
(3.39) y la Ec. (3.41). 
En el método de solución se emplea un esquema secuencial, ya que presenta mejores 
características de convergencia que un esquema simultáneo. 
3.4 Análisis y resultados 
Ahora se analiza la aplicación de la estimación de estado por descomposición 
ortogonal utilizando el Método Newton-Raphson y el Método Desacoplado Rápido, con 
el objetivo comparar el desempeño de éstos modelos. 
3.4.1 Método Newton-Raphson 
Para el sistema de la figura 3.5 cuyos datos se presentan en el apéndice C se realiza la 
estimación por descomposición ortogonal para los casos: (1) todas las mediciones sin 
error (caso ideal); (2) se tiene error en todas las mediciones dentro del rango ± 3<r; 
(3) similar a (2) pero con la medición de potencia activa y potencia reactiva de 10-11 
invertida; (4) similar a (3) pero con la medición de potencia activa y potencia reactiva de 
10-11 con error anormal es eliminada. 
Se cuenta con mediciones de flujos de potencia activa y potencia reactiva en líneas, 
inyecciones de potencia activa y potencia reactiva en los nodos, y mediciones de 
magnitud de voltaje en los nodos. 
Figura 3.5.- Sistema de prueba 3 para estimación de estado. 
Tabla 3.2.- Resultados para caso (1) y caso (2) por Método Newton-Raphson. 
Caso 1 Caso 2 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A Pne Qne 
1 1 . 0 2 0 0 0 . 0 0 0 0 1 . 9 4 1 8 0 . 3 9 5 2 1 1 . 0 2 7 3 0 . 0 0 0 0 1 . 9 5 6 7 0 . 3 8 6 6 
2 1 . 0 2 0 0 0 . 0 0 2 3 2 . 0 0 0 0 0 . 3 9 9 7 2 1 . 0 2 7 3 0 . 0 0 2 2 2 . 0 1 4 9 0 . 3 9 1 1 
3 1 . 0 0 7 4 - 0 . 0 7 5 7 - 4 . 6 5 0 0 - 0 . 9 0 0 0 3 1 . 0 1 5 1 - 0 . 0 7 5 1 -4 . 6 4 8 7 -- 0 . 9 1 7 5 
4 1 . 0 0 9 7 - 0 . 1 1 0 9 - 4 . 6 5 0 0 - 0 . 9 0 0 0 4 1 . 0 1 7 9 - 0 . 1 1 1 7 - 4 . 6 3 5 9 -- 0 . 9371 
5 1 . 0 2 0 0 - 0 . 0 7 2 0 1 . 0 0 0 0 0 . 2 8 3 2 5 1 . 0 2 8 4 - 0 . 0 7 3 9 0 . 9886 0 . 2 8 9 7 
6 1 . 0 2 0 0 - 0 . 0 7 2 0 1 . 0 0 0 0 0 . 2 8 3 2 6 1 . 0 2 8 4 - 0 . 0 7 3 9 0 . 9 8 8 6 0 . 2 8 9 7 
7 1 . 0 2 0 0 - 0 . 0 7 2 0 1 . 0 0 0 0 0 . 2 8 3 2 7 1 . 0 2 8 4 - 0 . 0 7 3 9 0 . 9 8 8 6 0 . 2 8 9 7 
8 1 . 0 2 0 0 0 . 3 4 6 1 1 . 2 5 0 0 - 0 . 1552 8 1 . 0 2 9 8 0 . 3 3 4 9 1 . 2 3 2 9 - 0 . 1 5 4 1 
9 1 . 0 2 0 0 0 . 3 4 6 1 1 . 2 5 0 0 - 0 . 1 5 5 2 9 1 . 0 2 9 0 0 . 3 3 5 7 1 . 2 5 2 2 - 0 . 1 7 3 4 
10 1 .0273 0.2984 0 . 0 0 0 0 0 .0000 10 1 .0369 0.2888 0.0000 0.0000 
11 1 .0267 0.1092 0 . 0 0 0 0 0 .0000 11 1 .0365 0.1048 0 . 0 0 0 0 0.0000 
12 1 .0243 0.0916 0.0000 0 .0000 12 1 .0342 0.0864 0.0000 0 . 0 0 0 0 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r Xi2 F a c t o r J V a l o r Xi2 
0 . 0 0 0 0 9 2 . 8 0 2 5 6 7 . 6 6 8 9 9 2 . 8 0 2 5 
P e r P r e Qer Q r e P e r P r e Qer Q r e 
1 - 3 1 . 9 4 1 8 - 1 . 9 4 1 8 0 . 3 9 5 2 - 0 . 2 4 4 2 1 - 3 1 . 9 5 6 7 - 1 . 9 5 6 7 0 . 3 8 6 6 - 0 . 2 3 5 9 
2- 3 2 . 0 0 0 0 - 2 . 0 0 0 0 0 . 3 9 9 7 0 . 2 3 9 7 2 - 3 2 . 0 1 4 9 - 2 . 0 1 4 9 0 . 3 9 1 1 - 0 . 2 3 1 4 
5 - 4 1 . 0 0 0 0 - 1 . 0 0 0 0 0 . 2 8 3 2 0 . 2 4 1 6 5 - 4 0 . 9 8 8 6 - 0 . 9 8 8 6 0 . 2 8 9 7 - 0 . 2 4 9 6 
6- 4 1 . 0 0 0 0 - 1 . 0 0 0 0 0 . 2 8 3 2 0 . 2 4 1 6 6- 4 0 . 9 8 8 6 - 0 . 9 8 8 6 0 . 2 8 9 7 - 0 . 2 4 9 6 
7 - 4 1 . 0 0 0 0 - 1 . 0 0 0 0 0 . 2 8 3 2 0 . 2 4 1 6 7 - 4 0 . 9 8 8 6 - 0 . 9 8 8 6 0 . 2 8 9 7 - 0 . 2 4 9 6 
8- 10 1 . 2 5 0 0 - 1 . 2 5 0 0 - 0 . 1 5 5 2 0 . 2 1 6 2 8 - 10 1 . 2 3 2 9 - 1 . 2 3 2 9 - 0 . 1 5 4 1 0 . 2 1 2 3 
9- 10 1 . 2 5 0 0 - 1 . 2 5 0 0 - 0 . 1 5 5 2 0 . 2 1 6 2 9- 10 1 . 2 5 2 2 - 1 . 2 5 2 2 - 0 . 1 7 3 4 0 . 2 3 3 8 
3- 4 0 . 2 1 1 3 - 0 . 2 1 0 2 - 0 . 2 0 3 8 0 . 1 1 5 0 3- 4 0 . 2 2 2 7 - 0 . 2 2 1 5 - 0 . 2 1 0 3 - 0 . 1 1 2 9 
3--4 0 . 2 1 1 3 - 0 . 2 1 0 2 - 0 . 2 0 3 8 0 . 1 1 5 0 3- 4 0 . 2 2 2 7 - 0 . 2 2 1 5 - 0 . 2 1 0 3 - 0 . 1 1 2 9 
3--11 - 1 . 1 3 0 9 1 . 1 6 1 9 - 0 . 0 0 8 5 0 . 1 1 1 7 3--11 - 1 . 1 2 2 4 1 . 1 5 2 3 - 0 . 0 2 9 5 - 0 . 1 0 3 7 
4 - 12 - 1 . 2 2 9 5 1 . 2 6 6 4 0 . 0 5 4 9 0 . 1 3 4 6 4 - 12 - 1 . 2 2 7 2 1 . 2 6 3 3 0 . 0 3 7 4 - 0 . 1 2 8 9 
10--11 1 . 1 9 4 6 - 1 . 1 6 1 9 - 0 . 2 2 6 6 0 . 1 1 1 7 10--11 1 . 1 8 3 8 - 1 . 1 5 2 3 - 0 . 2 3 3 0 0 . 1 0 3 7 
10--12 1 . 3 0 5 4 - 1 . 2 6 6 4 - 0 . 2 0 5 8 0 . 1 3 4 6 10--12 1 . 3 0 1 3 - 1 . 2 6 3 3 - 0 . 2 1 3 1 0 . 1 2 8 9 
Al detectar la presencia de una medición errónea mediante un índice J ( x ) mayor 
que el valor de la distribución x] se identifica y se elimina, se corre el estimador y se 
espera que los resultados arrojados sean confiables para ser validados y aplicados en 
diferentes aplicaciones. 
Tabla 3.3.- Resultados para caso (3) y caso (4) por Método Newton-Raphson. 
Caso 3 Caso 4 
V a l o i e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A Pne Qne 
1 1 . 0 1 3 5 0 . 0 0 0 0 2 . 0 0 9 2 0 . 3 6 5 2 1 1 0264 0 . 0 0 0 0 1 . 9 5 5 9 0 . 3 8 5 9 
2 1 . 0 1 3 5 0 . 0 0 2 3 2 . 0 6 7 5 0 . 3 6 9 8 2 1 0264 0 . 0 0 2 2 2 . 0 1 4 1 0 . 3 9 0 4 
3 1 . 0 0 2 2 - 0 . 0 7 9 2 - 4 . 4 9 8 6 - 0 . 9991 3 1 0143 - 0 . 0 7 5 2 - 4 . 6 5 1 4 - 0 . 9 2 0 2 
4 1 . 0 0 8 7 - 0 . 1 2 5 8 - 4 . 6 2 7 4 - 0 . 9419 4 1 0172 - 0 . 1 1 1 7 - 4 . 6 3 5 7 - 0 . 9 3 6 4 
5 1 . 0 1 9 3 - 0 . 0 8 7 2 0 . 9 9 1 5 0 . 2 8 9 5 5 1 0278 - 0 . 0 7 3 9 0 . 9 8 8 7 0 . 2 9 0 0 
6 1 . 0 1 9 3 - 0 . 0 8 7 2 0 . 9 9 1 5 0 . 2 8 9 5 6 1 0278 - 0 . 0 7 3 9 0 . 9 8 8 7 0 . 2 9 0 0 
7 1 . 0 1 9 3 - 0 . 0 8 7 2 0 . 9 9 1 5 0 . 2 8 9 5 7 1 0278 - 0 . 0 7 3 9 0 . 9 8 8 7 0 . 2 9 0 0 
8 1 . 0 2 6 7 0 . 2 7 6 6 1 . 0 8 2 5 - 0 . 1698 8 1 0303 0 . 3 3 5 6 1 . 2 3 5 0 - 0 . 1 5 0 2 
9 1 . 0 2 6 0 0 . 2 7 7 3 1 . 1 0 2 4 - 0 . 1892 9 1 0 2 9 5 0 . 3 3 6 4 1 . 2 5 4 4 - 0 . 1 6 9 5 
10 1 .0342 0.2358 0 . 0 0 0 0 0 .0000 10 1 0373 3.2894 0 . 0 0 0 0 0.0000 
11 1 .0329 0.0768 0.0000 0 .0000 11 1 .0361 3.1052 0.0000 0.0000 
12 1 .0321 0.0533 0.0000 0 .0000 12 1 0340 3.0869 0.0000 0.0000 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
2 2 8 9 . 82 9 2 . 8 0 2 5 6 6 . 0 3 3 8 9 2 . 8 0 2 5 
P e r P r e Qer Q r e P e r P r e Qer Q r e 
1 -3 2 . 0 0 9 2 - 2 . 0 0 9 2 0 . 3 6 5 2 - 0 . 2 0 2 8 1 - 3 1 . 9 5 5 9 - 1 . 9 5 5 9 0 . 3 8 5 9 - 0 . 2 3 5 0 
2 -3 2 . 0 6 7 5 - 2 . 0 6 7 5 0 . 3 6 9 8 - 0 . 1 9 8 0 2 - 3 2 . 0 1 4 1 - 2 . 0 1 4 1 0 . 3 9 0 4 - 0 . 2 3 0 6 
5 -4 0 . 9 9 1 5 - 0 . 9 9 1 5 0 . 2 8 9 5 - 0 . 2 4 8 4 5 -4 0 . 9 8 8 7 - 0 . 9 8 8 7 0 . 2 9 0 0 - 0 . 2 4 9 8 
6 -4 0 . 9 9 1 5 - 0 . 9 9 1 5 0 . 2 8 9 5 - 0 . 2 4 8 4 6 -4 0 . 9 8 8 7 - 0 . 9 8 8 7 0 . 2 9 0 0 - 0 . 2 4 9 8 
7 -4 0 . 9 9 1 5 - 0 . 9 9 1 5 0 . 2 8 9 5 - 0 . 2 4 8 4 7 -4 0 . 9 8 8 7 - 0 . 9 8 8 7 0 . 2 9 0 0 - 0 . 2 4 9 8 
8 -10 1 . 0 8 2 5 - 1 . 0 8 2 5 - 0 . 1 6 9 8 0 . 2 1 5 4 8 - 1 0 1 . 2 3 5 0 - 1 . 2 3 5 0 - 0 . 1 5 0 2 0 . 2 0 8 5 
9 - 1 0 1 . 1 0 2 4 - 1 . 1 0 2 4 - 0 . 1 8 9 2 0 . 2 3 6 8 9 - 1 0 1 . 2 5 4 4 - 1 . 2 5 4 4 - 0 . 1 6 9 5 0 . 2 3 0 0 
3 -4 0 . 2 7 4 6 - 0 . 2 7 2 7 - 0 . 2 3 4 4 0 . 0 7 6 7 3 -4 0 . 2 2 1 5 - 0 . 2 2 0 3 - 0 . 2 1 1 5 - 0 . 1 1 1 3 
3 -4 0 . 2 7 4 6 - 0 . 2 7 2 7 - 0 . 2 3 4 4 -0 . 0 7 6 7 3 -4 0 . 2 2 1 5 - 0 . 2 2 0 3 - 0 . 2 1 1 5 - 0 . 1 1 1 3 
3 -11 - 0 . 9 7 1 1 0 . 9 9 3 8 - 0 . 1 2 9 5 -0 . 0 4 7 8 3 -11 - 1 . 1 2 4 4 1 . 1 5 4 5 - 0 . 0 3 1 7 - 0 . 1 0 0 1 
4 - 12 - 1 . 1 0 7 4 1 . 1 3 6 8 - 0 . 0 4 3 3 -0 . 0 8 9 8 4 - 12 - 1 . 2 2 9 1 1 . 2 6 5 3 0 . 0 3 5 8 - 0 . 1 2 6 1 
10 -11 1 . 0 1 7 2 - 0 . 9 9 3 8 - 0 . 2 3 0 5 0 . 0 4 7 8 10 -11 1 . 1 8 6 1 - 1 . 1 5 4 5 - 0 . 2 2 8 8 0 . 1 0 0 1 
10 - 1 2 1 . 1 6 7 6 - 1 . 1 3 6 8 - 0 . 2 2 1 7 0 . 0 8 9 8 10 - 1 2 1 . 3 0 3 4 - 1 . 2 6 5 3 - 0 . 2 0 9 7 0 . 1 2 6 1 
Tabla 3.4.- Tabla de convergencia para el Método Newton-Raphson. 
I t e r a c i o n e s ?Nodales QNodales 
C a s o 1 3 0 . 1 4 1 7 - 0 . 4 6 6 0 
C a s o 2 3 0 . 1 3 7 9 - 0 . 5 3 5 2 
C a s o 3 3 0 . 1 1 0 2 - 0 . 6 9 6 6 
C a s o 4 3 0 . 1 3 8 4 - 0 . 5 2 9 8 
Los resultados muestran que una medición con error anormal desvía el índice J ( x ) 
de valor cero de acuerdo al error de la medición y flujo de la línea de transmisión. 
3.4.2 Método Desacoplado Rápido 
Ahora se realizan los casos mencionados en el punto anterior con el estimador 
desacoplado rápido por descomposición ortogonal, de igual manera se aplica la técnica 
de detección e identificación de errores. 
Tabla 3.5.- Resu l tados para caso (1) y caso (2) por Método Desacop lado Rápido. 
Caso 1 
/ a l o r - s e . ' i ma d o d e l a s 
Caso 2 
Valores estiirrd 15 de l^s 
V a r i a b l e s d e e s t a d o V a t ' a b l e s d i e s t a d o 
N V A P n e Qne N V A P n e Qr.e 
1 1 . o ? 0 0 0 . OCOO 1 9 4 1 8 0 . 3 9 5 2 1 -1 . 02" '0 0 . c 1 . 9 5 5 0 0 . "4 
2 i. . 0 2 0 0 0 . 0 ) 2 3 2 o o c o 0 . 3 ? û 7 2 1 . 0 2 7 0 0 . 0 12?. 2 . C132 o . j 9 1 " 
3 . 0 0 7 4 - 0 . 0 7 5 7 4 6 5 0 0 - 0 . 9 0 ' 0 3 1 . 0 1 4 8 - 0 . 0 7 5 1 4 . 6 4 9 2 - 0 . 9 1 i 8 
4 1 . 0 - 0 . 1 1 0 9 - 4 6 5 0 0 - 0 . 9 0 0 0 4 1 . 0 1 7 4 - 0 . 1 1 1 8 - 4 . <.361 - 3 . 9 3 3 9 
5 ] . 02 i - 0 . Q i 2 Q ] 0 0 0 0 0 . 2 8 3 ? 5 . 0 / 8 0 - 0 . 0 7 4 0 r . 9 o r 8 0 . ? r<0 1 
? 1 . 1?1U 0 . 0 " 2 0 1 0 .00 , 2 M ? e ¡ . 1 2 8C - 0 . 0 7 4 0 'j . 9So 3 0 . 2 9 0 1 
7 1 . J2C > ' . C 2 0 1 n o o o ( . ? "i 7 1 . 0 2 ^ 0 - 0 . 07 ..0 0 . 9 3 6 3 0 . . ^ 0 1 
S 1 . 0 2 00 0 . 34 61 1 2- .00 - 0 H . ) J . 0 2 9 2 0 . 3 3 7 3 . ' 3 6 5 - 0 . -
 r - r 
Q 1 . o2 1 j . 3 4 ó l 1 - 0 . * 3 ¿ 9 ^ . 0 . 84 0 1 . ? r 9 7 - ' 7 -C 
10 1 . 0 2 7 3 0 . 2 9 8 4 0 0 0 0 0 0 . 0 0 0 0 10 1 . 0 3 6 3 0 . 2 9 0 9 0 . 0 0 0 0 0 . 0 0 0 0 
11 1 . 0 2 6 7 0 . 1 0 9 2 0 0 0 0 0 0 . 0 0 0 0 1 1 1 . 0 3 5 8 0 . 1 0 5 9 0 . 0 0 0 0 0 . 0 0 0 0 
12 1 . 0 2 4 3 0 . 0 9 1 6 0 0 0 0 0 0 . 0 0 0 0 12 1 . 0 3 3 4 0 . 0 8 7 5 0 0 0 0 0 0 . 0 0 0 0 
i ¡r .<?b<=. i e H i p ó t e s i s P^ae'1- -j ; e : : ¡ Í - -5 
r'"ic. • O! V a l o r Xi 2 F a c t o c J V 11 o ' / . i , ! 
n . J 0 9 ? . 8 0 2 5 67 . 5C 1 J . V U , 
P e r P r e Q e r 3 r o P e í t - r e " Q - I " Qt f ~ 
~ T -3 1 ¿4 13 - 1 . 9 4]R 0 . 3 9 " r - 0 . 2 4 4 ? 1 - 3 1 9 5 5 0 - 1 . 9 5 5 V 0 . 3 8 7 4 - 0 
- 3 0D 0 - 2 . 0 0 0 0 0 . 3 9 57 0 . 2 < 9 t < 2 C 132 2 . J l 3 1 0 . 3 9 J 9 - 0 . i 
4 1 0« J - 1 . 0 0 0 - . ''L ' • z - 0 9 8 6 8 - 0 . 9 8 - 8 0 . 2 9 ) : - c 
6 -4 1 r e 00 - 1 . 0 0 0 0 . 2 8 3 2 - 0 . , 4 U 6 -4 0 9 8 6 8 - 0 . 9 8 6 8 0 2 9u_ 0 . 2 50'"-
7 -4 i 00 - 1 . 0 c "1 o 0 . 2 3 ? 2 . 4 , Í 7 c 9 8 6 8 - o . V3D» ' ' . 2 1 0 1 - 0 . 25 "O 
8-- 1 0 1 2 5 0 0 - 1 . 2 5 0 0 C . 1 . 5 2 0 . ? 1 6 2 8 - 1 J 1 2 ^ 6 5 - i . 2 3 6 5 ü . 1 5 ' 9 r, . ¿ l u 
1 -1 1 1 2 - 0 0 - 1 . 2 5 0 ! " 0 . 1 5 r 2 0 . 5 " 6 ¿ Q - 1 0 1 2 5 9 7 - i . ¿ 5 9 7 0 . 1 7 2 0 0 . 23.5 ' 
3 4 C 2 x 1 3 - 0 . 2 . 1 1 2 0 . 2 0 38 - ú . 115U ? - 4 0 2 2 3 1 - 0 . 2 2 1 9 0 . 2 1 0 x -G . 1 1 2 S 
? 4 0 ? 1 1 3 - 0 . 2 1 0 2 0 . 2 0 3 Í - 0 . 1 1 5 0 3 -4 0 2 2 3 1 - 0 . 2 2 1 9 0 . 2 1 0 1 - 0 . 1 1 2 8 
3 11 - 1 . 1 i l í ) 1 . 1 6 1 9 0 . 0 0 8 5 0 . 1 1 1 7 3 - 1 1 - 1 1 2 7 2 i . 1 5 7 4 - 0 . 0 2 5 4 - 0 . 1 0 5 3 
1 - 11 - 1 . 2 " 35 1 . 2 6 6 4 0 . 0 5 4 9 - 0 . 1 3 4 6 4 - 12 - 1 2 3 2 1 i . 2 6 8 5 0 . 0 4 1 8 - 0 . 1 l o i 
iG i i 1 . 1S 46 - 1 . 1 6 1 9 0 . 2 ¿ 6 6 M I 17 10 - 1 1 1 1 8 9 3 - i . 1 5 7 4 0 . 2 3 2 0 0 . 1 J 5 3 
Ï i ¿ 1 . , 4 - 1 . 2 6 6 4 0 . 2 0 5 ' ' o . i :• 4 - 10 - 1 2 1 3 0 6 9 - i . 2 "85 0 . 2 1 1 6 0 . 1 3 u 5 
C u a n d o las medic iones se encuentran con un error en el rango de ±3<r , la desviación 
que presenta el índice J ( * ) no es suf ic ientemente grande para rechazar el es l imado. 
Ahora se presenta el caso de medic iones con error anormal y se verá el impacto que se 
tiene en los valores es t imados de las variables de estado y el índice , / ( * ) . 
Caso 3 Caso 4 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A Pne Qne 
1 1 0172 0 . 0 0 0 0 2 . 0 0 9 1 0 3715 1 1 . 0 2 6 1 0 . 0 0 0 0 1 . 9 5 4 4 0 . 3 8 6 4 
2 1 0172 0 . 0 0 2 3 2 . 0 6 7 3 0 3761 2 1 . 0 2 6 1 0 . 0 0 2 2 2 . 0 1 2 6 0 . 3909 
3 1 . 0 0 5 7 - 0 . 0 7 8 6 - 4 . 4 8 8 4 - 0 97 64 3 1 . 0 1 3 9 - 0 . 0 7 5 2 - 4 . 6 5 1 0 - 0 . 9182 
4 1 . 0 0 9 1 - 0 . 1 2 5 0 - 4 . 6 2 4 3 - 0 9635 4 1 . 0 1 6 9 - 0 . 1 1 1 9 - 4 . 6 3 6 3 - 0 . 9 3 3 1 
5 1 . 0 1 9 4 - 0 . 0 8 6 5 0 . 9 9 0 7 0 2815 5 1 . 0 2 7 5 - 0 . 0 7 4 1 0 . 9 8 6 7 0 . 2 9 0 4 
6 1 . 0 1 9 4 -0 . 0 8 6 5 0 . 9 9 0 7 0 2815 6 1 . 0 2 7 5 - 0 . 0 7 4 1 0 . 9 8 6 7 0 . 2 9 0 4 
7 1 . 0 1 9 4 - 0 . 0 8 6 5 0 . 9 9 0 7 0 2 8 1 5 7 1 . 0 2 7 5 - 0 . 0 7 4 1 0 . 9 8 6 7 0 . 2 9 0 4 
8 1 . 0 2 7 7 C . 2 7 4 0 L . 0 7 4 8 - 0 . 1 7 4 7 8 1 . 0 2 9 9 0 . 3 3 7 7 1 . 2 3 8 3 --0 . 1 4 8 1 
9 1 . 0 2 6 9 0 . 2 7 5 0 1 . 0 9 8 1 - 0 . 1 9 4 9 9 1 . 0 2 9 1 0 . 3 3 8 6 1 . 2 6 1 5 --0 . 1682 
10 1 .0354 C .2336 0.0000 0 .0000 10 1 .0368 0.2913 0.0000 0 .0000 
11 1 .0355 0.0758 0.0000 0 .0000 11 1 .0356 0.1061 0.0000 0 .0000 
12 1 .0331 0.0527 0.0000 0 .0000 12 1 .0334 0.0877 0.0000 0 .0000 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r Xi2 
2 2 9 1 . 68 9 2 . 8 0 2 5 6 6 . 2 2 6 5 9 1 . 0 0 0 0 
P e r P r e Qer Qre P e r P r e Qer Q r e 
1--3 2 . 0 0 9 1 - 2 . 0 0 9 1 0 . 3 7 1 5 - 0 . 2 1 0 1 1-•3 1 . 9 5 4 4 - 1 . 9 5 4 4 0 . 3 8 6 4 - 0 . 2 3 5 6 
2--3 2 . 0 6 7 3 - 2 . 0 6 7 3 0 . 3 7 6 1 0 . 2 0 5 4 2--3 2 . 0 1 2 6 - 2 . 0 1 2 6 0 . 3 9 0 9 - 0 . 2 3 1 2 
5--4 0 . 9 9 0 7 - 0 . 9 9 0 7 0 . 2 8 1 5 0 . 2 4 0 7 5--4 0 . 9 8 6 7 - 0 . 9 8 6 7 0 . 2 9 0 4 - 0 . 2 5 0 3 
6--4 0 . 9 9 0 7 - 0 . 9 9 0 7 0 . 2 8 1 5 0 . 2 4 0 7 6--4 0 . 9 8 6 7 - 0 . 9 8 6 7 0 . 2 9 0 4 - 0 . 2 5 0 3 
7--4 0 . 9 9 0 7 - 0 . 9 9 0 7 0 . 2 8 1 5 0 . 2 4 0 7 7--4 0 . 9 8 6 7 - 0 . 9 8 6 7 0 . 2 9 0 4 - 0 . 2 5 0 3 
8 -10 1 . 0 7 4 8 - 1 . 0 7 4 8 - 0 . 1 7 4 7 0 . 2 1 9 6 8 -10 1 . 2 3 8 3 - 1 . 2 3 8 3 - 0 . 1 4 8 1 0 . 2 0 6 7 
9 -10 1 . 0 9 8 1 - 1 . 0 9 8 1 - 0 . 1 9 4 9 0 . 2 4 2 1 9 -10 1 . 2 6 1 5 - 1 . 2 6 1 5 - 0 . 1 6 8 2 0 . 2 2 9 3 
3 -4 0 . 2 7 7 4 - 0 . 2 7 5 5 - 0 . 2 1 6 8 0 . 0 9 5 7 3 -4 0 . 2 2 2 4 - 0 . 2 2 1 2 - 0 . 2 1 1 6 - 0 . 1 1 0 9 
3 -4 0 . 2 7 7 4 - 0 . 2 7 5 5 - 0 . 2 1 6 8 0 . 0 9 5 7 3 -4 0 . 2 2 2 4 - 0 . 2 2 1 2 - 0 . 2 1 1 6 - 0 . 1 1 0 9 
3 - 1 1 - 0 . 9 6 6 8 0 . 9 8 9 1 - 0 . 1 2 7 4 0 . 0 5 4 3 3 - 1 1 - 1 . 1 2 8 8 1 . 1 5 9 1 - 0 . 0 2 8 3 0 . 1 0 1 3 
4 - 12 - 1 . 1 0 1 2 1 . 1 3 0 2 - 0 . 0 5 0 0 - 0 . 0 8 6 1 4 - 12 - 1 . 2 3 3 8 1 . 2 7 0 3 0 . 0 3 9 7 0 . 1 2 7 5 
10 - 1 1 1 . 0 1 2 3 - 0 . 9 8 9 1 - 0 . 2 3 9 9 0 . 0 5 4 3 10 - 1 1 1 . 1 9 1 0 - 1 . 1 5 9 1 - 0 . 2 2 7 8 0 . 1 0 1 3 
10 - 1 2 1 . 1 6 0 6 - 1 . 1 3 0 2 - 0 . 2 2 1 8 0 . 0 8 6 1 10 - 1 2 1 . 3 0 8 7 - 1 . 2 7 0 3 - 0 . 2 0 8 3 0 . 1 2 7 5 
Se observa que el nodo con inyección cero se ajusta correctamente a valor cero de 
inyección de potencia activa y potencia reactiva. 
Tabla 3.7.- Tabla de convergencia para el Método Desacoplado Rápido. 
I t e r a c i o n e s V p / 2 Nodales QNodales 
C a s o 1 4 0 . 1 4 1 7 - 0 . 4 6 6 0 
C a s o 2 4 0 . 1 3 9 3 - 0 . 5 2 3 0 
C a s o 3 4 0 . 1 0 8 7 - 0 . 7 1 7 5 
C a s o 4 4 0 . 1 3 9 6 - 0 . 5 1 9 1 
Las características de convergencia son parecidas entre ambos estimadores aún 
cuando los resultados no resultan ser idénticos pero sí muy parecidos. 
Tabla 3.8.- Tabla de ajuste de inyección de potencia, en nodo con inyección cero caso 
(2) por el Método Newton-Raphson. 
P o t e n c i a A c t i v a P o t e n c i a R e a c t i v a 
I t e r a c i ó n Nodo 10 Nodo 1 1 Nodo 12 Nodo 10 Nodo 11 Nodo 12 
1 0 . 0 7 8 4 9 - 0 . 0 1 7 3 0 - 0 . 0 1 5 2 4 0 . 3 3 3 4 3 0 . 2 5 2 6 1 0 . 3 0 0 3 8 
2 0 . 0 0 1 6 8 - 0 . 0 0 1 0 2 - 0 . 0 0 1 2 8 - 0 . 0 0 0 1 5 0 . 0 0 1 2 3 0 . 0 0 1 9 8 
3 - 0 . 0 0 0 0 0 0 . 0 0 0 0 0 0 . 0 0 0 0 0 0 . 0 0 0 0 0 - 0 . 0 0 0 0 0 - 0 . 0 0 0 0 0 
Tabla 3.9.- Tabla de ajuste de inyección de potencia, en nodo con inyección cero caso 
(2) por el Método Desacoplado Rápido. 
P o t e n c i a A c t i v a P o t e n c i a R e a c t i v a 
I t e r a c i ó n Nodo 10 Nodo 11 Nodo 12 Nodo 10 Nodo 1 1 Nodo 12 
1 - 0 . 0 1 5 6 1 0 . 0 2 8 0 6 0 . 0 2 9 5 6 0 . 0 0 9 9 6 0 . 0 2 1 5 1 0 . 0 2 2 0 5 
2 0 . 0 0 0 4 6 - 0 . 0 0 2 4 7 - 0 . 0 0 3 1 7 0 . 0 0 0 0 3 - 0 . 0 0 0 1 2 - 0 . 0 0 0 1 2 
3 - 0 . 0 0 0 0 0 - 0 . 0 0 0 0 2 - 0 . 0 0 0 0 0 0 . 0 0 0 0 0 0 . 0 0 0 0 1 0 . 0 0 0 0 1 
4 0 . 0 0 0 0 0 - 0 . 0 0 0 0 0 - 0 . 0 0 0 0 0 0 . 0 0 0 0 0 0 . 0 0 0 0 0 -O.OOOOO 
En las tablas anteriores se observa cómo se va ajustando a cero la inyección de 
potencia activa y reactiva en el nodo con inyección cero. Provocado por la ponderación 
tan pequeña que se otorga a la medición con alta precisión del nodo. 
3.5 Estimación de estado convencional en sistemas con inyección cero. 
Un problema que presenta la estimación de estado convencional cuando en el sistema 
hay presentes nodos con inyección cero es la mala estimación y problemas de 
convergencia, debido a la incorrecta modelación del error de las mediciones de este tipo 
de nodos que se consideran como precisas. 
Se emplea el sistema de la figura 3.5 para correr el estimador convencional por 
Método Newton-Raphson y Método Desacoplado Rápido, que cuenta con un nodo con 
inyección cero (nodo 10,11,12) y se otorga una ponderación de a 1 0 = 0 . 0 5 para la 
medición de potencia activa y potencia reactiva 
Se cuenta con mediciones de flujos de potencia activa y potencia reactiva en líneas de 
transmisión y transformadores, mediciones de inyección de potencia activa y potencia 
reactiva y mediciones de magnitud de voltaje en los nodos. Todas las mediciones 
cuentan con un error dentro del rango ±3G . Y se aplica la prueba de detección e 
identificación de errores. 
Tabla 3.10.- Resultados estimación convencional para sistema con inyección cero. 
Método Newton-Raphson Método Desacoplado Rápido 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A Pne Qne 
]. 1 0 2 7 6 0 . 0 0 0 0 1 . 9 6 0 8 0 3854 1 1 0270 0 . 0 0 0 0 1 . 9 5 8 4 0 3 8 5 9 
2 1 0276 0 . 0 0 2 2 2 . 0 1 9 0 0 3899 2 1 0270 0 . 0 0 2 2 2 . 0 1 6 6 0 . 3 9 0 4 
3 1 0 1 5 5 - 0 . 0 7 5 2 - 4 . 6 3 6 9 - 0 9216 3 1 0148 - 0 . 0 7 5 2 - 4 . 6 3 9 2 - 0 . 9196 
4 1 0 1 8 1 - 0 . 1 1 1 7 - 4 . 6 2 5 7 - 0 9397 4 1 0174 - 0 . 1 1 1 8 - 1 . 6 2 7 6 - 0 . 9374 
5 1 0286 - 0 . 0 7 3 8 0 . 9 9 2 1 0 2 8 8 9 5 1 . 0 2 7 9 - 0 . 0 7 3 9 0 . 9 8 9 6 0 . 2 8 9 0 
6 1 0 2 8 6 - 0 . 0 7 3 8 0 . 9 9 2 1 0 2 8 8 9 6 1 . 0 2 7 9 - 0 . 0 7 3 9 0 . 9 8 9 6 0 . 2 8 9 0 
7 1 0286 - 0 . 0 7 3 8 0 . 9 9 2 1 0 2889 7 1 . 0 2 7 9 - 0 . 0 7 3 9 0 . 9 8 9 6 0 . 2 8 9 0 
8 1 0290 0 . 3 3 2 7 1 . 2 4 8 2 - 0 . 1 4 9 1 8 1 . 0 2 8 3 0 . 3 3 6 2 1 . 2 4 6 4 - 0 . 1487 
9 1 . 0 2 8 2 0 . 3335 L. 2 6 7 5 - 0 . 1 6 8 5 9 1 . 0 2 7 5 0 . 3 3 7 1 1 . 2 6 9 6 - 0 . 1 6 8 8 
10 1 .0359 0 .2859 -0.0266 -0 .0200 10 1 .0353 0.2894 -0.0044 • •0 .0190 
11 1 .0370 0.1009 -0.0267 0 .0104 11 1 .0364 0.1025 -0.0281 0 .0160 
12 1 .0341 C .0833 -0.0197 0 .0020 12 1 .0335 0.0847 -0.0223 0 .0083 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
6 5 . 9 7 9 0 9 2 . 8 0 2 5 6 6 . 3 9 1 8 9 2 . 8 0 2 5 
P e r P r e Qer Q r e P e r P r e Qer Q r e 
1 - 3 1 . 9 6 0 8 - 1 . 9 6 0 8 0 . 3854 0 . 2 3 4 2 1 - 3 1 . 9 5 8 4 - 1 . 9 5 8 4 0 . 3 8 5 9 - 0 . 2 3 4 8 
2- 3 2 . 0 1 9 0 - 2 . 0 1 9 0 0 . 3 8 9 9 0 . 2 2 9 7 2 - 3 2 . 0 1 6 6 - 2 . 0 1 6 6 0 . 3 9 0 4 - 0 . 2 3 0 4 
5--4 0 . 9 9 2 1 - 0 . 9 9 2 1 0 . 2 8 8 9 0 . 2 4 8 5 5- 4 0 . 9 8 9 6 - 0 . 9 8 9 6 0 . 2 8 9 0 - 0 . 2 4 8 8 
6--4 0 . 9 9 2 1 - 0 . 9 9 2 1 0 . 2 8 8 9 0 . 2 4 8 5 6- 4 0 . 9 8 9 6 - 0 . 9 8 9 6 0 . 2 8 9 0 - 0 . 2 4 8 8 
7--4 0 . 9 9 2 1 - 0 . 9 9 2 1 0 . 2 8 8 9 0 . 2 4 8 5 7-•4 0 . 9 8 9 6 - 0 . 9 8 9 6 0 . 2 8 9 0 -0 . 2 4 8 8 
8--10 1 . 2 4 8 2 - 1 . 2 4 8 2 - 0 . 1 4 9 1 0 . 2 0 8 8 8-•10 1 . 2 4 6 4 - 1 . 2 4 6 4 - 0 . 1 4 8 7 0 . 2 0 8 3 
9--10 1 . 2 6 7 5 - 1 . 2 6 7 5 - 0 . 1 6 8 5 0 . 2 3 0 4 9--10 1 . 2 6 9 6 - 1 . 2 6 9 6 - 0 . 1 6 8 8 0 . 2 3 1 0 
3 -4 0 . 2 2 1 9 - 0 . 2 2 0 7 - 0 . 2 1 0 0 - 0 . 1 1 3 5 3--4 0 . 2 2 2 5 - 0 . 2 2 1 3 - 0 . 2 0 9 6 0 . 1 1 3 3 
3 -4 0 . 2 2 1 9 - 0 . 2 2 0 7 - 0 . 2 1 0 0 - 0 . 1 1 3 5 3--4 0 . 2 2 2 5 - 0 . 2 2 1 3 - 0 . 2 0 9 6 0 . 1 1 3 3 
3 - 1 1 - 1 . 1 0 0 9 1 . 1 2 9 6 - 0 . 0 3 7 7 - 0 . 1 0 3 9 3 - 1 1 - 1 . 1 0 9 2 1 . 1 3 8 5 - 0 . 0 3 5 1 0 . 1 0 2 7 
4 - 12 - 1 . 2 0 8 1 1 . 2 4 3 0 0 . 0 3 3 0 - 0 . 1 3 2 4 4 - 12 - 1 . 2 1 6 1 1 . 2 5 1 5 0 . 0 3 5 6 - 0 . 1 3 1 0 
10 - 1 1 1.1882 - 1 . 1 5 6 4 - 0 . 2 4 1 3 0 . 1 1 4 3 10 - 1 1 1 . 1 9 9 0 - 1 . 1 6 6 6 - 0 . 2 4 1 0 0 . 1 1 8 7 
10 - 1 2 1 . 3 0 0 8 - 1 . 2 6 2 8 - 0 . 2 1 7 9 0 . 1 3 4 4 10 - 1 2 1 . 3 1 2 6 - 1 . 2 7 3 7 - 0 . 2 1 7 2 0 . 1 3 9 3 
Se observa en los resultados que el nodo con inyección cero no se ajusta a valor cero 
de inyección de potencia, esto se debe a la ponderación grande que se otorga a una 
medición con alta precisión. 
í 1 Si en este caso se otorga una ponderación muy pequeña — = 1 x 108 para ajustar al 
\<r ) 
nodo con inyección cero a valor cero de inyección de potencia el estimador 
convencional por el Método Newton-Raphson y el Método Desacoplado Rápido no 
convergen, debido a que esta ponderación afecta a los demás términos de la matriz de 
ganancia y la vuelve casi singular. 
CAPITULO IV 




En la actualidad existen equipos de medición fasorial (PMU "Phasor Measuring 
Unit") capaces de obtener fasores (medición de ángulo de fase y magnitud de voltaje), 
en diferentes puntos de la red, éstas mediciones pueden ser sincronizadas y son de alta 
precisión. Debido a la alta calidad de estas mediciones es atractivo incluirlas en el 
proceso de estimación de estado para incrementar la redundancia y lograr una mejor 
estimación. 
En este capítulo se presentarán los conceptos básicos de las mediciones fasoriales, se 
describen las técnicas para obtener el fasor, la sincronización de mediciones y el 
esquema de una unidad de medición fasorial sincronizada. 
En el capítulo anterior se analizó el problema de combinar las mediciones 
convencionales con mediciones de alta precisión (nodos con inyección cero), se 
presentaron casos de estudio y se analizaron los métodos de solución más eficientes. En 
el desarrollo de este capítulo se empleará un estimador con descomposición ortogonal 
convencional deberán tener una ponderación menor a 
problema de convergencia. 
- = lxlO s 
<7 
para no tener el 
1 4 8 5 6 0 
utilizando mediciones fasoriales sincronizadas, y dos métodos de solución: Método 
Newton-Raphson y Método Desacoplado Rápido. 
También, se considera la posibilidad que la medición fasorial tenga errores 
anormales, se analiza el efecto de la alta ponderación en estas mediciones en la 
estimación de estado. 
4.2 Mediciones Fasoriales Sincronizadas 
Los fasores son una herramienta básica en el análisis de circuitos eléctricos de 
corriente alterna (CA) [5], se utilizan para representar las señales senoidales de voltaje y 
corriente en estado estable. Aún y cuando el sistema de potencia nunca está totalmente 
en estado estable, los fasores son frecuentemente usados en análisis de flujos de 
potencia. 
Si se considera la forma de onda en estado estable de una señal de voltaje senoidal de 
frecuencia nominal, como se muestra en la Figura 4.1, y se inicia una observación de 
ésta forma de onda en un instante (r = 0) , la forma de onda en estado estable se puede 
representar por un número complejo con una magnitud igual al valor RMS de la señal y 
con un ángulo de fase igual al ángulo (0 ) , el fasor es una representación compacta de 
las variables en función de la magnitud y ángulo de fase de la señal de corriente alterna 
(CA), y se define como una magnitud \X\ que mantiene un ángulo <f> con respecto a una 
referencia que gira a la velocidad angular de la señal senoidal. 
t 0 
Figura 4.1.- Representación fasorial de una forma de onda sinusoidal 
En un sistema de medición digital, las muestras de la señal para un periodo se 
obtienen empezando en (f = 0), y la componente de frecuencia fundamental de la 
Transformada Discreta de Fourier es calculada de acuerdo a la relación: 
donde: 
N = el número de muestras en un periodo 
X = el fasor 
xk = muestras de la forma de onda. 
Para las señales de voltaje que se muestran en la figura 4.2 se obtiene el fasor 
aplicando la Ec. (4.1), se utilizó una onda sinusoidal pura con ventana de datos de un 
ciclo y 16 muestras de la forma de onda. 
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Figura 4.2.- Señales de voltaje. 
Tabla 4.1.- Fasores calculados para las señales de voltaje. 
Señal Fasor Magnitud de Voltaje Angulo 
103.923+j 60.000 IV¡=120.000 (J)=30.000° 
33 . 808 +j115.139 1V|=120.000 a=73. 636° 
60.000-3103.923 IV|=120.000 Ô=-60.000° 
Esta definición de fasor de la forma de onda es la representación correcta de la 
componente de frecuencia fundamental, cuando no existen componentes transitorias en 
la señal. Cuando hay frecuencias en la señal de entrada diferentes a la frecuencia 
nominal un error es introducido en la magnitud y ángulo de fase del fasor. Este error 
puede ser usado para determinar la frecuencia de la señal de entrada. Con el fin de 
eliminar los errores aliasing en el cálculo de la DFT descrita, la señal no deberá contener 
NQ 
frecuencias arriba del rango de Nyquist: — ~ , donde Q0 = frecuencia fundamental de 
la señal de entrada. 
Cuando la señal de entrada contiene componentes que no son armónicas de la 
frecuencia fundamental, el fasor calculado contiene un error que puede ser considerable 
dependiendo de la posición frecuencial de esas componentes. Considerando las 
componentes no armónicas extrañas como un ruido en la señal de entrada, el fasor 
calculado tiene una incertidumbre asociada con este error, como se muestra en la Figura 
4.3. El círculo de incertidumbre depende del tipo de ruido y de su ubicación espectral. 
Para el desarrollo de nuestro estudio las muestras se toman en condiciones de estado 
estable para el cálculo del fasor y cualquier filtro empleado es adecuado en el estimado 
del fasor. 
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Figura 4.3.- Ventana de datos e incertidumbre en la estimación del fasor 
Considerando que el sistema de potencia es balanceado el fasor de secuencia positiva 
puede ser utilizado. Los fasores pueden ser medidos para cada una de las fases, y el fasor 
de secuencia positiva útil para el caso de estudio es calculado de acuerdo a la definición: 
^ = \ { V A + a V B + a X ) (4.2) 
donde: 
j 2x 
a = e 3 
Los sistemas de medición usando computadoras digitales se introdujeron en la 
industria hace varios años. Sin embargo, el problema ha sido encontrar una fuente 
confiable de tiempo de sincronización para las mediciones. Con el reciente desarrollo de 
las técnicas de sincronización de tiempo, acopladas con las técnicas de medición asistida 
por computadora, se han abierto opciones para medir fasores y diferencias de ángulos de 
fase en tiempo real de un sistema de potencia. 
En años recientes la tecnología ha permitido llegar a una plataforma donde es posible 
sincronizar el proceso de muestreo de señales en distintas subestaciones del sistema [6], 
y con un error menor a 1 microsegundo. Un error de un microsegundo se traduce en un 
error en el ángulo de fase de 0.021° para un sistema de 60 Hz. 
Las fuentes de sincronización utilizadas anteriormente como, líneas, microondas, 
ondas de radio AM, etc. No ofrecen la exactitud debida para su aplicación práctica. Un 
canal de fibra óptica empleado solamente para este propósito puede proporcionar una 
alta precisión de señal de sincronización. Sin embargo si el canal de fibra óptica es 
multiplexado, los errores de sincronización son del orden de 100 microsegundos, lo que 
no es aceptable para un sistema de medición de un sistema de potencia, además de los 
problemas que presentaría por las grandes distancias entre las subestaciones y costos de 
mantenimiento. 
La tecnología moderna para la sincronización de señales utiliza el sistema de 
posicionamiento usando señales satelitales (GPS "Global Positioning System") [5]. Este 
sistema fue diseñado para propósitos de navegación, y genera un pulso con un tiempo de 
acceso común de 1 microsegundo en cualquier punto de la tierra. El sistema usa la 
transmisión de señales de una constelación de satélites en órbitas no estacionarias a 
aproximadamente 10,000 millas sobre la tierra [7]. Para lograr la exactitud descrita, sólo 
un satélite necesita ser visible por la antena, la cual es pequeña y puede ser fácilmente 
montada en el cuarto de control de la subestación. 
Las unidades de medición fasorial (PMU) usando señales de sincronización del 
sistema satelital (GPS) han evolucionado y en la actualidad están siendo manufacturados 




Figura 4.4.- Unidad de Medición Fasorial. 
4.3 Resultados de estimación de estado con MFS 
La característica relevante de la Medición Fasorial Sincronizada (MFS) es la alta 
precisión de la medición, lo que hace atractivo utilizarla en el proceso de estimación de 
estado. En este trabajo los estudios de estimación de estado son en estado estable y la 
medición fasorial para este caso en particular no presenta problemas, como es el caso del 
estado transitorio o dinámico de un sistema de potencia. 
Para analizar el impacto de la MFS en el proceso de estimación de estado es 
necesario evaluar casos de estudio para presentar ventajas y desventajas, tanto para el 
algoritmo de estimación de estado convencional como en la estimación de estado que 
utiliza descomposición ortogonal. 
4.3.1 Estimación de estado convencional con MFS 
Se presentan resultados del estimador de estado convencional por el Método Newton-
Raphson y el Método Desacoplado Rápido, 
4.3.1.1 Resultados del Método de Newton-Raphson 
En el sistema de la Fig. 2.1 se cuenta con mediciones de flujo de potencia activa y 
potencia reactiva en líneas, inyecciones de potencia activa y potencia reactiva en nodos, 
y mediciones de magnitud de voltaje en los nodos. Se presentan resultados del estimador 
para los casos siguientes: (1) mediciones convencionales con un error aleatorio dentro 
del rango ±3<r, se cuenta con medición fasorial en los nodos 3 y 5; (2) similar a (1) pero 
con la medición de flujo de potencia activa y potencia reactiva de 3-5 invertida; 
(3) similar a (1) pero con error en la medición de flujo de potencia activa y potencia 
reactiva de 1-4 fuera del rango de ±3<r; (4) similar a (1) pero con medición fasorial en 
todos los nodos. Se considera que la medición fasorial no contiene error. 
Tabla 4.2.- Resultados del caso (1) y caso (2) con el Método de Newton-Raphson. 
Caso 1 
V a l o r e s e s t i m a d o s de l a s 
V a r i a b l e s de e s t a d o 
V 
1 . 0 5 2 1 
1 . 0 4 8 7 
1.0700 
0 . 9 8 9 1 
0.9854 
1 . 0 0 6 5 
A 
0.0000 
- 0 . 0 6 4 4 
-0.0746 
- 0 . 0 7 3 5 
-0.0921 
- 0 . 1 0 3 7 
Pne 
1 . 0 9 5 4 
0 . 4 7 3 2 
0.5985 
- 0 . 7 0 0 9 
-0.7011 
- 0 . 6 8 7 2 
Qne 
0 . 1 9 1 4 
0 . 6 9 8 4 
0 . 8 8 0 2 




V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o 
V 
1 . 0 5 2 1 
1 . 0 4 8 7 
1.0700 
0 . 9 8 9 1 
0.9854 
1 . 0 0 6 5 
A 
0.0000 
- 0 . 0 6 4 4 
-0.0746 
- 0 . 0 7 3 5 
-0.0921 
- 0 . 1 0 3 7 
Pne 
1 . 0 9 5 4 
0 . 4 7 3 2 
0.5985 
- 0 . 7 0 0 9 
-0.7011 
- 0 . 6 8 7 2 
Qne 
0 . 1 9 1 4 
0 . 6 9 8 4 
0.8802 
- 0 . 7 0 2 4 
-0.7088 
- 0 . 6 6 2 0 
P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r Xi2 
4 0 . 1 6 1 6 7 9 . 8 0 5 2 
P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 
1 8 2 . 9 1 9 3 7 9 . 8 0 5 2 
P o r c e n t a j e de l a 
y e s t i m a d o s f u e r a 
d i f e r e n c i a d e m e d i d o s 
d e 1 . 2 a 1 4 . 0 6 2 5 1 
P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s 
y e s t i m a d o s f u e r a d e 1 . 2 o 17 .1875% 
P e r P r e Qer Q r e P e r P r e Q e r Q r e 
1--2 0 2 9 5 8 - 0 2867 - 0 1410 0 1152 1--2 0 2 9 5 8 - 0 2867 - 0 1410 0. 1 1 5 2 
1--4 0 4410 - 0 4297 0 2128 - 0 2094 1--4 0 4410 - 0 4297 0 2 1 2 8 - 0 2094 
1-•5 0 3 5 8 5 - 0 3476 0 1195 - 0 1407 1--5 0 . 3 5 8 5 - 0 3476 0 1195 - 0 1407 
2-•3 0 . 0 2 6 7 - 0 0 2 6 2 - 0 1273 0 0 6 2 1 2-•3 0 . 0 2 6 7 - 0 0262 - 0 1273 0 0 6 2 1 
2--4 0 . 3 2 5 7 - 0 3 1 1 1 0 4517 - 0 4434 2--4 0 . 3 2 5 7 - 0 3 1 1 1 0 4517 - 0 4434 
2--5 0 . 1 5 2 5 - 0 1477 0 1498 - 0 . 1 7 6 8 2--5 0 . 1 5 2 5 - 0 1477 0 1498 - 0 1768 
2--6 0 . 2 5 5 1 - 0 2498 0 1090 - 0 . 1 4 6 6 2--6 0 . 2 5 5 1 - 0 . 2 4 9 8 0 1090 - 0 1466 
3--5 0 . 1912 - 0 1802 0 2317 - 0 . 2 6 1 0 3--5 0 . 1912 - 0 . 1 8 0 2 0 2317 - 0 2610 
3-- 6 0 . 4 3 3 5 - 0 . 4 2 4 0 0 5863 - 0 . 5603 3--6 0 . 4 3 3 5 - 0 . 4240 0 5863 - 0 5 6 0 3 
4-- 5 0 . 0 4 0 0 - 0 . 0 3 9 6 - 0 0496 - 0 . 0277 4--5 0 . 0400 - 0 . 0 3 9 6 - 0 0496 - 0 0277 
5 - 6 0 . 0 1 4 0 - 0 . 0 1 3 4 - 0 . 1 0 2 6 0 . 0 4 4 8 5 - 6 0 . 0 1 4 0 - 0 . 0 1 3 4 - 0 1026 0 0448 
El estimador de estado no presenta problemas de convergencia con la adición de la 
medición fasorial en el proceso de estimación. Los resultados son aceptables y la prueba 
de detección e identificación de errores no presenta problemas para detectar e identificar 
errores en mediciones convencionales y en mediciones fasoriales. 
Los problemas de convergencia no se presentan debido a lo siguiente: 
(1) La ponderación que se otorga a la medición de ángulo y a la medición de 
magnitud de voltaje de la medición fasorial (cr = lxlO - 5 y <j = lx 10~7) respectivamente, 
no es lo suficientemente pequeña para hacer singular la matriz de ganancia, ya que la 
ponderación debe tomar en cuenta el error en la medición de ángulo provocado por el 
tiempo de sincronización en mediciones fasoriales. En cambio, la medición de magnitud 
de voltaje es más precisa porque en estado estable no depende de una referencia 
temporal, sino de las muestras de la señal de voltaje que se estén tomando en ese instante 
de tiempo. 
(2) Las derivadas parciales de las mediciones de ángulo y magnitud de voltaje en un 
nodo son cero con respecto a todas las demás variables de estado. Esta situación provoca 
que una ponderación muy pequeña no afecte a los demás términos de la matriz de 
ganancia evitando la singularidad de ésta matriz. La ponderación afecta solamente a la 
medición de ángulo y magnitud de voltaje y no a las demás mediciones, como sucede 
con la ponderación de las mediciones de potencia en nodos con inyección cero. 
En los casos de estudio se consideró un sistema que no tiene nodos con inyección 
cero, medición que es exacta, por lo que su ponderación debe ser mayor. Para el 
estimador de estado convencional una ponderación menor a <7 = lxl0~7 provoca 
problemas graves de convergencia o el estimador no converge. Para evitar problemas de 
convergencia se podría aplicar una ponderación mayor a la medición de un nodo con 
inyección cero en el estimador convencional. El ajuste a valor cero de inyección de 
potencia es bueno con una ponderación en el rango (l x 10~5 < <r < 1 x 10"7), limitando al 
estimador en la ponderación que se puede otorgar a una medición. Sin embargo, la 
estabilidad numérica que tiene el estimador por descomposición ortogonal para esta y 
otras condiciones que se presentan en un sistema eléctrico de potencia es mejor que el 
del estimador convencional. 
Caso 3 
V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o 
V 
1 . 0 5 0 4 
1 . 0 4 8 0 
1.0700 
0 . 9 8 8 1 
0.9854 
1 . 0 0 6 4 
A 
0.0000 
- 0 . 0 6 4 5 
-0.0746 
- 0 . 0 7 3 7 
-0.0921 
- 0 . 1 0 3 8 
Pne 
1 . 0 8 9 9 
0 . 4 7 3 0 
0.5998 




0 . 1 7 8 6 
0 . 6 9 7 0 
0.8835 
- 0 . 7 0 3 5 
-0.6996 
- 0 . 6 5 9 8 
Caso 4 
V a l o r e s e s t i m a d o s d e l a s 





























P r u e b a 
F a c t o r J 
4 8 . 0 3 2 8 
de H i p ó t e s i s 
V a l o r Xi2 
7 9 . 8 0 5 2 
P r u e b a de H i p ó t e s i s 
F a c t o r J V a l o r X i 2 
4 1 . 4 8 7 6 8 4 . 5 5 4 0 
P o r c e n t a j e d e l a 
y e s t i m a d o s f u e r a 
d i f e r e n c i a de 
d e 1 . 2 a 1 7 . 1 8 7 
m e d i d o s 
5% 
P o r c e n t a j e d e l a 
y e s t i m a d o s f u e r a 
d i f e r e n c i a d e 
d e 1 . 2 o 1 6 . 1 7 
m e d i d o s 
65% 
P e r P r e Qer Q r e P e r P r e Q e r Q r e 
1 - 2 0 2 9 3 6 - 0 2844 - 0 1449 0 . 1 1 9 2 1 - 2 0 2 8 6 9 - 0 2 7 7 8 - 0 1542 0 . 1282 
1- 4 0 4398 - 0 4286 0 2 0 9 5 - 0 . 2 0 6 3 1--4 0 4 3 5 8 - 0 4250 0 . 2 0 1 2 - 0 . 1993 
1--5 0 3 5 6 5 - 0 . 3 4 5 7 0 1139 - 0 . 1 3 5 7 1--5 0 3560 - 0 3 4 5 3 0 . 1 1 2 5 - 0 . 1 3 4 5 
2--3 0 0256 - 0 . 0 2 5 2 - 0 1300 0 . 0 6 5 0 2--3 0 0 2 9 3 - 0 0 2 8 9 - 0 . 1 2 2 7 0 . 0 5 7 3 
2--4 0 3 2 7 1 - 0 . 3 1 2 3 0 . 4543 - 0 . 4 4 5 6 2--4 0 . 3 3 0 9 - 0 3 1 5 9 0 . 4605 - 0 . 4513 
2-•5 0 1513 - 0 . 1466 0 . 1 4 7 5 - 0 . 1 7 4 8 2--5 0 . 1 5 5 1 - 0 . 1 5 0 2 0 . 1 5 3 5 - 0 . 1 8 0 1 
2--6 0 . 2 5 3 4 - 0 . 2 4 8 2 0 . 1 0 5 9 - 0 . 1 4 3 8 2--6 0 . 2 6 2 5 - 0 . 2 5 6 7 0 . 1 2 4 0 - 0 1601 
3-•5 0 . 1 9 1 2 - 0 . 1 8 0 2 0 . 2 3 1 7 - 0 . 2 6 1 0 3--5 0 . 1912 - 0 . 1802 0 . 2 3 1 7 - 0 2610 
3--6 0 . 4338 - 0 . 4 2 4 2 0 . 5 8 6 8 - 0 . 5 6 0 7 3--6 0 . 4377 - 0 . 4 2 7 7 0 . 6072 - 0 5786 
4 -5 0 . 0386 - 0 . 0 3 8 3 - 0 . 0 5 1 5 - 0 . 0 2 5 7 4--5 0 . 0408 - 0 . 0 4 0 5 - 0 . 0 4 9 4 - 0 0279 
5--6 0 . 0 1 4 1 - 0 . 0 1 3 5 - 0 . 1 0 2 5 0 . 0 4 4 7 5--6 0 . 0 1 6 1 - 0 . 0 1 5 6 - 0 . 0966 0 0387 
Incluso teniendo mediciones fasoriales en todos los nodos del sistema se tiene una 
buena estimación y no se presentan problemas de convergencia. Más adelante se analiza 
la ventaja de contar con mediciones fasoriales en todos los nodos de la red. 
4.3.1.2 Resultados por Método Desacoplado Rápido 
De igual manera tomando como base el sistema de la Fig. 2.1, considerando los casos 
mencionados en el punto anterior se emplea el Método Desacoplado Rápido para 
resolver la ecuación de estimación de estado incluyendo mediciones fasoriales. 
Las características de convergencia del Método Desacoplado Rápido son muy parecidas 
al Método Newton-Raphson. No presenta problemas al combinar las mediciones 
fasoriales con ponderación pequeña con mediciones convencionales, las condiciones 
mencionadas en los puntos referente a la convergencia del algoritmo cuando hay 
mediciones fasoriales se aplican de igual manera a este método. 
Caso 1 Caso 2 
V a l o r e s e s t i m a d o s de l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A Pne Qne 
1 1 . 0 5 0 4 0 . 0 0 0 0 1 . 0 9 0 3 0 . 1 7 7 1 1 1 . 0 5 0 4 0 . 0 0 0 0 1 . 0 9 0 3 0 . 1 7 7 1 
2 1 . 0 4 8 2 - 0 . 0 6 4 7 0 . 4 7 1 3 0 . 7 0 0 3 2 1 . 0 4 8 2 - 0 . 0 6 4 7 0 . 4 7 1 3 0 . 7 0 0 3 
3 1 .0700 -0.0746 0.6006 0.8819 3 1 .0700 -0.0746 0.6006 0.8819 
4 0 . 9 8 8 2 - 0 . 0 7 3 7 -0 . 7 0 1 6 - 0 . 7 0 3 2 4 0 . 9 8 8 2 - 0 . 0 7 3 7 - 0 . 7 0 1 6 - 0 . 7 0 3 2 
5 0 .9854 -0.0921 -0.6965 -0.7008 5 0 .9854 -0.0921 -0.6965 -0.7008 
6 1 . 0 0 6 5 - 0 . 1 0 3 8 -0 . 6 8 6 4 - 0 . 6 5 9 1 6 1 . 0 0 6 5 - 0 . 1 0 3 8 -0 . 6 8 6 4 - 0 . 6 5 9 1 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r Xi2 F a c t o r J V a l o r Xi2 
4 0 . 3 9 9 8 7 9 . 8 0 5 2 1 8 3 . 1 5 7 7 7 9 . 8 0 5 2 
P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s 
y e s t i m a d o s f u e r a d e 1 . 2o 15 .6250% y e s t i m a d o s f u e r a d e 1 . 2a 18 .7500% 
P e r P r e Qer Q r e P e r P r e Qer Q r e 
1-•2 0 . 2 9 3 9 - 0 . 2 8 4 7 - 0 . 1 4 5 7 0 . 1 2 0 1 1-•2 0 . 2 9 3 9 - 0 . 2 8 4 7 - 0 . 1 4 5 7 0 . 1 2 0 1 
1-•4 0 . 4398 - 0 . 4 2 8 7 0 . 2 0 8 9 - 0 . 2 0 5 8 1--4 0 . 4398 - 0 . 4 2 8 7 0 . 2 0 8 9 - 0 . 2 0 5 8 
1-•5 0 . 3 5 6 5 - 0 . 3 4 5 7 0 . 1 1 4 0 - 0 . 1 3 5 8 1--5 0 . 3 5 6 5 - 0 . 3 4 5 7 0 . 1 1 4 0 - 0 . 1 3 5 8 
2--3 0 . 0 2 5 2 - 0 . 0 2 4 8 - 0 . 1 2 9 3 0 . 0 6 4 2 2--3 0 . 0 2 5 2 - 0 . 0 2 4 8 - 0 . 1 2 9 3 0 . 0 6 4 2 
2--4 0 . 3 2 6 4 - 0 . 3 1 1 7 0 . 4 5 5 0 - 0 . 4 4 6 2 2--4 0 . 3 2 6 4 - 0 . 3 1 1 7 0 . 4 5 5 0 - 0 . 4 4 6 2 
2--5 0 . 1 5 1 1 - 0 . 1 4 6 4 0 . 1 4 8 1 - 0 . 1 7 5 4 2--5 0 . 1 5 1 1 - 0 . 1 4 6 4 0 . 1 4 8 1 - 0 . 1 7 5 4 
2--6 0 . 2 5 3 3 - 0 . 2 4 8 1 0 . 1 0 6 4 - 0 . 1 4 4 2 2--6 0 . 2 5 3 3 - 0 . 2 4 8 1 0 . 1 0 6 4 - 0 . 1 4 4 2 
3--5 0 . 1 9 1 2 - 0 . 1 8 0 2 0 . 2 3 1 7 - 0 . 2 6 1 0 3--5 0 . 1 9 1 2 - 0 . 1 8 0 2 0 . 2 3 1 7 - 0 . 2 6 1 0 
3 -6 0 . 4 3 4 2 - 0 . 4 2 4 7 0 . 5 8 5 9 - 0 . 5 5 9 9 3--6 0 . 4 3 4 2 - 0 . 4 2 4 7 0 . 5 8 5 9 - 0 . 5 5 9 9 
4 -5 0 . 0 3 8 7 - 0 . 0 3 8 4 - 0 . 0 5 1 2 - 0 . 0 2 6 0 4--5 0 . 0 3 8 7 - 0 . 0 3 8 4 - 0 . 0 5 1 2 - 0 . 0 2 6 0 
1 5 - 6 0 . 0 1 4 2 - 0 . 0 1 3 6 - 0 . 1 0 2 8 0 . 0 4 5 0 5--6 0 . 0 1 4 2 - 0 . 0 1 3 6 - 0 . 1 0 2 8 0 . 0 4 5 0 
Cuando se incluye en estimación de estado con el Método Desacoplado Rápido las 
mediciones de nodos con inyección cero, la ponderación debe estar en el rango 
( lx 10~5 < < 7 < l x l ( r 7 ) para tener un buen ajuste de inyección de potencia cero en el 
nodo y evitar los problemas de convergencia, sin embargo también está limitado el 
algoritmo a tener una ponderación en mediciones menor a a = 1 x 10-8. 
Tabla 4.5.- Resultados caso (3) y caso (4) por Método Desacoplado Rápido. 
Caso 3 Caso 4 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A Pne Qne 
1 1 0 4 9 1 0 . 0 0 0 0 1 . 0 8 5 7 0 . 1 6 6 8 1 1 . 0 5 0 0 o . o o o o 1 . 0 7 8 7 0 . 1596 
2 1 0476 - 0 . 0 6 4 8 0 . 4 7 0 8 0 . 6 9 9 6 2 1 . 0 5 0 0 - 0 . 0 6 4 1 0 . 5 0 0 0 0 . 7 4 3 6 
3 1 0 7 0 0 - 0 . 0 7 4 6 0 . 6 0 1 8 0 . 8 8 4 5 3 1.0700 - 0 . 0 7 4 6 0 . 6 0 0 0 0. 8963 
4 0 9873 - 0 . 0 7 3 8 - 0 . 7 0 2 2 - 0 . 7 0 4 2 4 0.9894 -0.0732 --0.7000 • • 0 . 7000 
5 0 9854 - 0 . 0 9 2 1 - 0 . 6 9 3 1 - 0 . 6 9 3 6 5 0 . 9 8 5 4 - 0 . 0 9 2 1 -- 0 . 7 0 0 0 • -0 7000 
6 1 0064 - 0 . 1 0 3 8 - 0 . 6 8 5 6 - 0 . 6 5 7 3 6 1 . 0 0 4 4 - 0 . 1 0 3 8 -- 0 . 7 0 0 0 • -0 7000 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r Xi2 F a c t o r J V a l o r X i 2 
48 . 1932 7 9 . 8 0 5 2 41 . 4876 8 4 . 5 5 4 0 
P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s 
y e s t i m a d o s f u e r a de 1 . 2 o 17 .1875% y e s t i m a d o s f u e r a d e 1 2 a 1 6 . 1 7 6 5 1 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1 - 2 0 2 9 2 1 - 0 2 8 2 9 - 0 . 1 4 8 9 0 1234 1 - 2 0 . 2 8 6 9 - 0 2 7 7 8 - 0 . 1 5 4 2 0 . 1 2 8 2 
1 - 4 0 4387 - 0 4 2 7 6 0 . 2 0 6 2 - 0 2 0 3 3 1 - 4 0 . 4 3 5 8 - 0 . 4 2 5 0 0 . 2 0 1 2 - 0 . 1 9 9 3 
1 --5 0 3 5 4 9 - 0 3 4 4 3 0 . 1 0 9 5 - 0 1317 1 -•5 0 . 3 5 6 0 - 0 . 3 4 5 3 0 . 1 1 2 5 - 0 . 1 3 4 5 
2--3 0 0 2 4 4 - 0 0 2 3 9 - 0 . 1 3 1 4 0 0 6 6 5 2--3 0 . 0 2 9 3 - 0 . 0 2 8 9 - 0 . 1 2 2 7 0 . 0 5 7 3 
2--4 0 3 2 7 2 - 0 3 1 2 3 0 . 4 5 7 2 - 0 4 4 8 2 2-•4 0 . 3 3 0 9 - 0 . 3 1 5 9 0 . 4 6 0 5 - 0 , 4 5 1 3 
2--5 0 1 5 0 2 - 0 1 4 5 5 0 . 1 4 6 4 - 0 . 1 7 3 8 2-•5 0 . 1 5 5 1 - 0 . 1 5 0 2 0 . 1 5 3 5 - 0 . 1 8 0 1 
2--6 0 2 5 2 0 - 0 2 4 6 9 0 . 1 0 4 0 - 0 . 1 4 2 1 2--6 0 . 2 6 2 5 - 0 . 2 5 6 7 0 . 1 2 4 0 - 0 . 1 6 0 1 
3--5 0 1 9 1 2 - 0 1 8 0 2 0 . 2 3 1 7 - 0 . 2 6 1 0 3--5 0 . 1 9 1 2 - 0 . 1 8 0 2 0 . 2 3 1 7 - 0 . 2 6 1 0 
3--6 0 . 4 3 4 6 - 0 . 4 2 5 0 0 . 5 8 6 3 - 0 . 5602 3--6 0 . 4 3 7 7 - 0 . 4277 0 . 6 0 7 2 - 0 . 5 7 8 6 
4--5 0 . 0 3 7 7 - 0 . 0 3 7 4 - 0 . 0 5 2 8 - 0 . 0244 4-- 5 0 . 0 4 0 8 - 0 . 0 4 0 5 - 0 . 0 4 9 4 - 0 . 0 2 7 9 
5--6 0 . 0 1 4 3 - 0 . 0 1 3 8 - 0 . 1 0 2 7 0 . 0 4 4 9 5--6 0 . 0 1 6 1 - 0 . 0 1 5 6 - 0 . 0 9 6 6 0 . 0 3 8 7 
Las ventajas y posibles desventajas que presenta incluir mediciones fasoriales 
sincronizadas en el proceso de estimación y contar con un sistema que tiene nodos con 
inyección cero se analizarán en el punto siguiente. 
Tabla 4.6.- Tabla de comparación entre Método Newton-Raphson y Método 
Desacoplado Rápido. 
N e w t o n - R a p h s o n D e s a c o p l a d o R á p i d o 
I t e r a c i o n e s y i ^Nodales y . Qmdoles I t e r a c i o n e s ^Nodales y . QNodales 
C a s o 1 3 0 . 0 7 7 9 - 0 . 3 0 3 2 4 0 . 0 7 7 7 - 0 . 3 0 3 9 
C a s o 2 3 0 . 0 7 7 9 - 0 . 3 0 3 2 4 0 . 0 7 7 7 - 0 . 3 0 3 9 
C a s o 3 3 0 . 0 7 7 7 - 0 . 3 0 3 8 4 0 . 0 7 7 5 - 0 . 3 0 4 4 
C a s o 4 2 0 . 0 7 8 8 - 0 . 3 0 0 6 2 0 . 0 7 8 8 - 0 . 3 0 0 6 
Los métodos aplicados presentan características de convergencia similares, son 
aceptables para presentar una solución a la ecuación de estimación con las restricciones 
consideradas. Los dos métodos son eficientes y confiables para ser aplicados de manera 
práctica. La desventaja del método de Newton-Raphson es el mayor tiempo de ejecución 
del algoritmo con respecto al método Desacoplado Rápido. Y la desventaja del método 
Desacoplado Rápido es que la estabilidad numérica es inferior al método de Newton-
Raphson. 
4.3.2 Estimación de estado por descomposición ortogonal con MFS 
Se presentan resultados del estimador que utiliza descomposición ortogonal con el 
Método Newton-Raphson y el Método Desacoplado Rápido. 
Para el sistema de la figura 4.5 se realiza la estimación de estado por descomposición 
ortogonal para los casos: (1) se tiene error aleatorio en todas las mediciones dentro del 
rango ± 3 c ; (2) similar a (1) pero con la medición de potencia activa y potencia reactiva 
del nodo 3-4 invertida; (3) similar a (2) pero con la medición de potencia activa y 
reactiva del nodo 3-4 eliminadas; (4) similar a (1) pero con la medición de potencia 
activa y potencia reactiva de 11-3 fuera del rango de ±3o\ Para los 4 casos se cuenta 
con medición fasorial en los nodos 1, 11 y 12, se considera que no tienen error, y sus 
valores se tomaron del caso base de flujos. 
Figura 4.5.- Sistema de prueba 4 para estimación de estado. 
Tabla 4.7.- Resultados para caso (1) y caso (2) por Método Newton-Raphson. 
Caso 1 Caso 2 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s i e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A Pne Qne 
1 1 0 2 0 0 o . o o o o 2 . 0 3 2 7 0 1360 1 1. 0200 0 . 0 0 0 0 1 . 9 9 0 8 0 1 4 9 0 
2 1 0200 - 0 . 0 0 0 9 2 . 0 1 0 2 0 1352 2 1. 0194 - 0 . 0 0 2 3 1 . 9 3 0 8 0 1 2 8 8 
3 1 0 1 7 8 - 0 . 0 7 8 4 - 0 . 3 1 1 0 - 0 1012 3 1. 0172 - 0 . 0 7 6 8 - 0 . 5 5 0 9 -•0 1 0 8 9 
4 1 0 0 5 9 - 0 . 2 8 0 7 - 4 . 4 8 3 8 - 0 7714 4 1. 0024 - 0 . 2 4 9 3 - 4 . 2 2 6 6 -•0 8 5 1 5 
5 1 0 2 1 5 - 0 . 2 4 2 2 0 . 9 8 9 0 0 4158 5 1. 0169 - 0 . 2 0 7 1 1 . 0 7 6 3 0 3 9 2 3 
6 1 0 2 1 5 - 0 . 2 4 2 2 0 . 9 8 9 0 0 4158 6 1. 0 1 6 9 - 0 . 2 0 7 1 1 . 0 7 6 3 0 3 9 2 3 
7 1 0 2 1 5 - 0 . 2 4 2 2 0 . 9 8 9 0 0 4158 7 1 0 1 6 9 - 0 . 2 0 7 1 1 . 0 7 6 3 0 3 9 2 3 
8 1 0 2 0 8 - 0 . 0 9 9 9 1 . 2 3 4 2 0 2 710 8 1 0217 - 0 . 1 0 3 5 1 . 2 1 9 2 0 2 7 3 2 
9 1 0 2 0 0 - 0 . 0 9 9 1 1 . 2 5 3 5 0 2 5 0 1 9 1 0208 - 0 . 1 0 2 7 1 . 2 3 8 6 0 2 5 2 3 
10 1 0 1 1 3 - 0 . 1 4 7 7 0 . 0 0 0 0 0 0000 10 1 0 1 2 1 - 0 . 1 5 0 7 0 . 0 0 0 0 0 0 0 0 0 
11 0 9564 - 0 . 2 8 0 4 - 1 . 9 9 1 9 --0 . 5 0 5 3 1 1 0 9564 - 0 . 2 8 0 4 • • 1 . 9 8 4 3 -0 5 0 7 6 
12 0 . 9 3 4 6 -0.4316 - 2 . 4 8 9 3 • -0 .4617 12 0 9346 -0.4316 - 2 . 6 3 8 0 -0 3995 
P r u e b a d e 
F a c t o r J 
7 2 . 5 0 9 5 
H i p ó t e s i s 
V a l o r Xi2 
9 5 . 0 4 2 5 
P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r Xi2 
2 4 5 6 . 3 7 7 5 9 5 . 0 4 2 5 
P o r c e n t a j e de l a d i f e r e n c i a d e m e d i d o s P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s 
y e s t i m a d o s f u e r a d e 1 . 2o 18 .6813% y e s t i m a d o s f u e r a d e 1 . 2 o 3 6 . 2637% 
P e r P r e Qer Qre P e r P r e Q e r Q r e 
1 - 3 2 . 0 3 2 7 - 2 . 0 3 2 7 0 . 1 3 6 0 0 . 0 2 3 5 1 - 3 1 . 9 9 0 8 - 1 . 9 9 0 8 0 . 1 4 9 0 0 . 0 0 4 2 
2 - 3 2 . 0 1 0 2 - 2 . 0 1 0 2 0 . 1 3 5 2 0 . 0 2 0 8 2 - 3 1 . 9 3 0 8 - 1 . 9 3 0 8 0 . 1 2 8 8 0 . 0 1 5 4 
5 - 4 0 . 9 8 9 0 - 0 . 9 8 9 0 0 . 4 1 5 8 - 0 . 3 7 1 7 5 - 4 1 . 0 7 6 3 - 1 . 0 7 6 3 0 . 3 9 2 3 - 0 . 3 4 1 5 
6 - 4 0 . 9 8 9 0 - 0 . 9 8 9 0 0 . 4 1 5 8 - 0 . 3 7 1 7 6 - 4 1 . 0 7 6 3 - 1 . 0 7 6 3 0 . 3 9 2 3 - 0 . 3 4 1 5 
7 - 4 0 . 9 8 9 0 - 0 . 9 8 9 0 0 . 4 1 5 8 - 0 . 3 7 1 7 7 - 4 1 . 0 7 6 3 - 1 . 0 7 6 3 0 . 3 9 2 3 - 0 . 3 4 1 5 
8 - 1 0 1 . 2 3 4 2 - 1 . 2 3 4 2 0 . 2 7 1 0 - 0 . 2 0 9 7 8 - 1 0 1 . 2 1 9 2 - 1 . 2 1 9 2 0 . 2 7 3 2 - 0 . 2 1 3 4 
9 - 1 0 1 . 2 5 3 5 - 1 . 2 5 3 5 0 . 2 5 0 1 - 0 . 1 8 7 3 9 - 1 0 1 . 2 3 8 6 - 1 . 2 3 8 6 0 . 2 5 2 3 - 0 . 1 9 0 9 
3 - 4 1 . 2 5 0 2 - 1 . 2 1 3 8 - 0 . 1 4 9 2 0 . 0 6 9 5 3 - 4 1 . 0 6 5 7 - 1 . 0 3 9 2 - 0 . 1 3 9 0 - 0 . 0 0 7 1 
3 - 4 1 . 2 5 0 2 - 1 . 2 1 3 8 - 0 . 1 4 9 2 0 . 0 6 9 5 3 - 4 1 . 0 6 5 7 - 1 . 0 3 9 2 - 0 . 1 3 9 0 - 0 . 0 0 7 1 
3 - 1 1 1 . 2 3 1 5 - 1 . 1 9 3 8 0 . 1 5 2 8 - 0 . 2 0 8 1 3 - 1 1 1 . 2 3 9 3 - 1 . 2 0 1 2 0 . 1 4 9 5 - 0 . 2 0 1 6 
4 - 1 2 0 . 9 1 0 9 - 0 . 8 8 7 9 0 . 2 0 4 7 - 0 . 3 5 0 0 4 - 1 2 1 . 0 8 0 8 - 1 . 0 4 9 8 0 . 1 8 7 3 - 0 . 2 7 7 O 
1 0 - 1 1 0 . 8 1 5 5 - 0 . 7 9 8 1 0 . 1 0 5 2 - 0 . 2 9 7 1 1 0 - 1 1 0 . 8 0 0 0 - 0 . 7 8 3 1 0 . 1 1 0 1 - 0 . 3 0 6 0 
1 0 - 1 2 1 . 6 7 2 2 - 1 . 6 0 1 4 0 . 2 9 1 7 - 0 . 1 1 1 7 1 0 - 1 2 1 . 6 5 7 8 - 1 . 5 8 8 2 0 . 2 9 4 2 - 0 . 1 2 2 5 
En el caso (1) se observa que las mediciones fasoriales ayudan a mejorar el estimado, 
sin embargo para el caso (2) la estimación no es buena ya que se cuenta con 2 
mediciones con error anormal lejos de los nodos donde hay presencia de mediciones 
fasoriales sincronizadas. 
En este caso es necesario identificar y eliminar las mediciones con error anormal, 
correr el estimador y esperar que el estimado cumpla los requerimientos de validación de 
la información para ser aplicada por los operadores en los centros de control en 
diferentes estudios de interés. 
Tabla 4.8.- Resultados para caso (3) y caso (4) por Método Newton-Raphson. 
Caso 3 Caso 4 
V a l o r e s e s t i m a d o s de l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s de e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A Pne Qne 
1 1 0200 0.0000 2.0332 0 1367 1 1 . 0200 0.0000 2.0375 0 . 1491 
2 1 . 0 2 0 1 - 0 . 0 0 0 8 2 . 0 1 1 5 0 1375 2 1 . 0194 - 0 . 0 0 1 1 2 . 0 0 8 7 0 . 1317 
3 1 0178 - 0 . 0 7 8 4 - 0 . 3 0 6 4 - 0 0947 3 1 . 0173 - 0 . 0 7 8 6 - 0 . 3 1 6 5 -- 0 . 1117 
4 1 0 0 5 2 - 0 . 2 8 1 3 - 4 . 4 8 9 4 - 0 7 7 7 1 4 1 . 0054 - 0 . 2 8 1 1 - 4 . 4 8 5 7 -- 0 . 7733 
5 1 0 2 0 6 - 0 . 2 4 2 8 0 . 9 8 7 3 0 4140 5 1 . 0 2 0 9 - 0 . 2 4 2 6 0 . 9 8 8 4 0 . 4153 
6 1 0206 - 0 . 2 4 2 8 0 . 9 8 7 3 0 4140 6 1 . 0 2 0 9 - 0 . 2 4 2 6 0 . 9 8 8 4 0 . 4153 
7 1 0 2 0 6 - 0 . 2 4 2 8 0 . 9873 0 4140 7 1 0 2 0 9 - 0 . 2 4 2 6 0 . 9 8 8 4 0 . 4153 
8 1 0 2 0 9 - 0 . 0 9 9 9 1 . 2 3 4 5 0 2713 8 1 0 2 0 9 - O . 0 9 9 9 1 . 2 3 4 5 0 2714 
9 1 0200 - 0 . 0 9 9 1 1 . 2 5 3 7 0 2504 9 1 0200 - 0 . 0 9 9 1 1 . 2 5 3 8 0 2505 
10 1 0114 -0.1477 0.0000 0 0000 10 1 0114 -0.1477 • •0.0000 0 0000 
11 0 9564 -0.2804 -1.9920 --0 .5054 11 0 9564 -0.2804 • -1.9900 -0 5033 
12 0 9346 -0.4316 -2.4851 • -0 .4588 12 0 9346 -0.4316 • -2.4863 -0 4597 
P r u e b a d e 
F a c t o r J 
7 0 . 3 8 3 4 
H i p ó t e s i s 
V a l o r Xi2 
9 3 . 6 0 7 5 
P r u e b a de H i p ó t e s i s 
F a c t o r J V a l o r X i 2 
8 8 . 1 7 3 5 9 5 . 0 4 2 5 
P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s 
y e s t i m a d o s f u e r a d e 1 . 2 o 17 .9775% y e s t i m a d o s f u e r a d e 1 . 2 o 2 0 . 8791% 
P e r P r e Qer Q r e P e r P r e Q e r Q r e 
1 - 3 2 . 0 3 3 2 - 2 0 3 3 2 0 . 1 3 6 7 0 . 0 2 3 0 1 - 3 2 . 0 3 7 5 - 2 . 0 3 7 5 0 . 1 4 9 1 0 . 0 1 1 3 
2 - 3 2 . 0 1 1 5 - 2 0 1 1 5 0 . 1 3 7 5 0 . 0 1 8 8 2 - 3 2 . 0 0 8 7 - 2 . 0 0 8 7 0 . 1 3 1 7 0 . 0 2 4 2 
5 - 4 0 . 9 8 7 3 - 0 9 8 7 3 0 . 4140 - 0 . 3 7 0 0 5 - 4 0 . 9 8 8 4 - 0 . 9 8 8 4 0 . 4 1 5 3 - 0 . 3 7 1 2 
6 - 4 0 . 9 8 7 3 - 0 9873 0 . 4140 - 0 . 3 7 0 0 6 - 4 0 . 9884 - 0 . 9 8 8 4 0 . 4 1 5 3 - 0 . 3 7 1 2 
7 - 4 0 . 9 8 7 3 - 0 9873 0 . 4 1 4 0 - 0 . 3 7 0 0 7 - 4 0 . 9 8 8 4 - 0 . 9 8 8 4 0 . 4 1 5 3 - 0 . 3 7 1 2 
8 - 1 0 1 . 2 3 4 5 - 1 2 3 4 5 0 . 2 7 1 3 - 0 . 2 1 0 0 8 - 1 0 1 . 2 3 4 5 - 1 . 2 3 4 5 0 . 2 7 1 4 - 0 . 2 1 0 1 
9 - 1 0 1 . 2 5 3 7 - 1 2 5 3 7 0 . 2 5 0 4 - 0 . 1 8 7 5 9 - 1 0 1 . 2 5 3 8 - 1 . 2 5 3 8 0 . 2 5 0 5 - 0 . 1 8 7 6 
3 - 4 1 . 2 5 3 5 - 1 2 1 6 9 - 0 . 1 4 4 5 0 . 0 6 6 4 3 - 4 1 . 2 5 0 3 - 1 . 2 1 3 9 - 0 . 1 4 8 5 0 . 0 6 9 4 
3 - 4 1 . 2 5 3 5 - 1 . 2 1 6 9 - 0 . 1 4 4 5 0 . 0 6 6 4 3 - 4 1 . 2 5 0 3 - 1 . 2 1 3 9 - 0 . 1 4 8 5 0 . 0 6 9 4 
3 - 1 1 1 . 2 3 1 3 - 1 . 1 9 3 6 0 . 1 5 2 6 - 0 . 2 0 8 1 3 - 1 1 1 . 2 2 9 1 - 1 . 1 9 1 6 0 . 1 4 9 7 - 0 . 2 0 5 9 
4 - 1 2 0 . 9 C 6 2 - 0 . 8 8 3 5 0 . 2 0 0 2 - 0 . 3 4 6 9 4 - 1 2 0 . 9 0 7 4 - 0 . 8 8 4 6 0 . 2 0 ] 3 - 0 . 3 4 7 7 
1 0 - 1 1 0 . 8 1 5 8 - 0 . 7 9 8 4 0 . 1 0 5 5 - 0 . 2 9 7 3 1 0 - 1 1 0 . 8 1 5 8 - 0 . 7 9 8 4 0 . 1 0 5 6 - 0 . 2 9 7 4 
1 0 - 1 2 1 . 6 7 2 5 - 1 . 6 0 1 6 0 . 2 9 2 0 - 0 . 1 1 1 9 1 0 - 1 2 1 . 6 7 2 5 - 1 . 6 0 1 7 0 . 2 9 2 1 - 0 . 1 1 2 0 
El estimador no presentó problemas de convergencia en los casos presentados. Sin 
embargo, una característica importante que se debe observar es que el índice J ( x ) , con 
la presencia de mediciones fasoriales muy precisas no necesariamente debe reducirse, 
incluso se encontró que el índice puede ser un poco mayor, lo que pareciera indicar que 
la estimación es mala. Pero en realidad la estimación obtenida es mejor si se comparan 
los resultados con respecto al caso base ideal (mediciones sin error). 
Los resultados también muestran que las mediciones fasoriales ayudan al estimado en 
menor medida cuando éstas no se ubican en nodos donde existen mediciones 
convencionales con errores anormales. Esta es la situación del caso 2 donde con la 
medición invertida del flujo entre los nodos 3-4, la estimación es mala y es necesario 
eliminar mediciones del proceso de estimación. También en el caso 4, con dos 
mediciones convencionales con error superior a ±5<r las mediciones necesitan ser 
eliminadas para aceptar el estimado. 
Ahora se analiza el caso donde la medición convencional errónea se encuentra entre 
nodos donde hay mediciones fasoriales sincronizadas. En el caso (5) existen errores 
aleatorios en todas las mediciones dentro del rango ± 3<r y la medición de potencia 
activa y potencia reactiva de 3-4 está invertida, el caso (6) similar a (5) pero con las 
mediciones de potencia activa y potencia reactiva de 3-4 eliminadas. 
Caso 5 Caso 6 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A Pne Qne 
1 1 . 0 2 0 0 0 . 0 0 0 0 2 . 0 2 2 1 0 . 1 3 8 7 1 1 . 0 2 0 0 0 . 0 0 0 0 2 . 0 2 2 1 0 . 1 3 8 7 
2 1 . 0 1 9 7 - 0 . 0 0 0 5 2 . 0 0 9 8 0 1 3 1 1 2 1 . 0 1 9 7 - 0 . 0 0 0 5 2 . 0 0 9 8 0 . 1 3 1 1 
3 1 . 0 1 7 7 - 0 . 0 7 8 0 - D . 3 1 3 6 -0 . 1 1 3 7 3 1 . 0 1 7 7 - 0 . 0 7 8 0 -0 . 3 1 3 6 • - 0 . 1 1 3 7 
4 1 . 0 0 5 0 - 0 . 2 7 9 4 - 4 . 4 8 2 4 -0 . 7 9 1 2 4 1 . 0 0 5 0 - 0 . 2 7 9 4 -4 . 4 8 2 4 • - 0 . 7 9 1 2 
5 1 . 0 2 0 3 -C . 2 4 0 8 0 . 9 8 9 8 0 . 4 0 9 5 5 1 . 0 2 0 3 - 0 . 2 4 0 8 0 . 9 8 9 8 0 . 4 0 9 5 
6 1 . 0 2 0 3 - 0 . 2 4 0 8 D .9898 0 . 4 0 9 5 6 1 . 0 2 0 3 - 0 . 2 4 0 8 0 . 9 8 9 8 0 . 4 0 9 5 
7 1 . 0 2 0 3 - 0 . 2 4 0 8 0 . 9 8 9 8 0 . 4 0 9 5 7 1 . 0 2 0 3 - 0 . 2 4 0 8 0 . 9 8 9 8 0 . 4 0 9 5 
8 1 . 0 2 4 3 - 0 . 1 0 0 2 1 . 2 3 4 2 0 . 2 7 1 0 8 1 . 0 2 4 3 - 0 . 1 0 0 2 1 . 2 3 4 2 0 . 2 7 1 0 
9 1 . 0 2 3 5 - 0 . 0 9 9 4 1 . 2 5 3 5 0 . 2 5 0 1 9 1 . 0 2 3 5 - 0 . 0 9 9 4 1 . 2 5 3 5 0 . 2 5 0 1 
10 1 . 0 1 4 9 - 0 . 1 4 7 7 0 . 0 0 0 0 0 . 0 0 0 0 10 1 . 0 1 4 9 - 0 . 1 4 7 7 0 . 0 0 0 0 0 . 0 0 0 0 
11 0 . 9 5 9 8 - 0 . 2 7 9 6 - 1 . 9 9 1 7 - 0 . 4 9 0 3 11 0 . 9 5 9 8 - 0 . 2 7 9 6 - 1 . 9 9 1 7 -- 0 . 4 9 0 3 
12 0 . 9 3 7 8 - 0 . 4 2 9 3 - 2 . 4 8 2 1 - 0 . 4 4 8 1 12 0 . 9 3 7 8 - 0 . 4 2 9 3 -2 . 4 8 2 1 - 0 . 4 4 8 1 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
2 6 2 6 . 3 8 4 9 9 5 . 0 4 2 5 6 9 . 0 7 3 5 9 3 . 6 0 7 5 
P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s 
y e s t i m a d o s f u e r a d e 1 . 2 a 16 .4835% y e s t i m a d o s f u e r a d e 1 . 2 o 1 4 . 6067% 
P e r P r e Qer Q r e P e r P r e Q e r Q r e 
1--3 2 . 0 2 2 1 - 2 . 0 2 2 1 0 . 1 3 8 7 0 . 0 1 9 3 1 - 3 2 . 0 2 2 1 - 2 . 0 2 2 1 0 . 1 3 8 7 0 . 0 1 9 3 
2--3 2 . 0 0 9 8 - 2 . 0 0 9 8 0 . 1 3 1 1 0 . 0 2 5 0 2 - 3 2 . 0 0 9 8 - 2 . 0 0 9 8 0 . 1 3 1 1 0 . 0 2 5 0 
5--4 0 . 9 8 9 8 - 0 . 9 8 9 8 0 . 4 0 9 5 0 . 3 6 5 4 5 -4 0 . 9 8 9 8 - 0 . 9 8 9 8 0 . 4 0 9 5 - 0 . 3 6 5 4 
6 -4 0 . 9 8 9 8 - 0 . 9 8 9 8 0 . 4 0 9 5 0 . 3 6 5 4 6 -4 0 . 9 8 9 8 - 0 . 9 8 9 8 0 . 4 0 9 5 - 0 . 3 6 5 4 
7 -4 0 . 9 8 9 8 - 0 . 9 8 9 8 0 . 4 0 9 5 0 . 3 6 5 4 7 -4 0 . 9 8 9 8 - 0 . 9 8 9 8 0 . 4 0 9 5 - 0 . 3 6 5 4 
8 - 1 0 1 . 2 3 4 2 - 1 . 2 3 4 2 0 . 2 7 1 0 0 . 2 1 0 1 8 - 1 0 1 . 2 3 4 2 - 1 . 2 3 4 2 0 . 2 7 1 0 - 0 . 2 1 0 1 
9 - 1 0 1 . 2 5 3 5 - 1 . 2 5 3 5 0 . 2 5 0 1 0 . 1 8 7 7 9 - 1 0 1 . 2 5 3 5 - 1 . 2 5 3 5 0 . 2 5 0 1 - 0 . 1 8 7 7 
3 -4 1 . 2 4 4 3 - 1 . 2 0 8 2 - 0 . 1 4 4 4 0 . 0 6 2 8 3 - 4 1 . 2 4 4 3 - 1 . 2 0 8 2 - 0 . 1 4 4 4 0 . 0 6 2 8 
3 - 4 1 . 2 4 4 3 - 1 . 2 0 8 2 - 0 . 1 4 4 4 0 . 0 6 2 8 3 - 4 1 . 2 4 4 3 - 1 . 2 0 8 2 - 0 . 1 4 4 4 0 . 0 6 2 8 
3 - 1 1 1 . 2 2 9 8 - 1 . 1 9 2 5 0 . 1 3 1 0 0 . 1 9 0 1 3 - 1 1 1 . 2 2 9 8 - 1 . 1 9 2 5 0 . 1 3 1 0 - 0 . 1 9 0 1 
4 - 12 0 . 9 0 3 5 - 0 . 8 8 1 2 0 . 1 7 9 3 0 . 3 3 0 1 4 - 12 0 . 9 0 3 5 - 0 . 8 8 1 2 0 . 1 7 9 3 - 0 . 3 3 0 1 
10 - 1 1 0 . 8 1 6 5 - 0 . 7 9 9 2 0 . 1 0 5 7 - 0 . 3 0 0 2 10 - 1 1 0 . 8 1 6 5 - 0 . 7 9 9 2 0 . 1 0 5 7 - 0 . 3 0 0 2 
110 - 1 2 1 1 . 6 7 1 1 - 1 . 6 0 0 8 0 . 2 9 2 1 -- 0 . 1 1 8 0 10 - 1 2 1 . 6 7 1 1 - 1 . 6 0 0 8 0 . 2 9 2 1 - 0 . 1 1 8 0 
Como se comentó anteriormente el índice J{x) al utilizar mediciones fasoriales muy 
precisas cambia su significado respecto a lo que se ha venido aplicando a través de los 
años. En el caso 5 se observa que el índice . / (x) es muy grande, sin embargo al 
momento de eliminar la medición errónea, el estimado obtenido no cambia, es 
exactamente el mismo, por lo que para este caso es innecesario el proceso de detección, 
identificación y eliminación de la medición con error anormal. Además se observa en los 
porcentajes entre valores medidos y estimados fuera del rango ± 1 . 2 a , que estos dan 
normales de acuerdo a los errores obtenidos con mediciones convencionales. En los 
casos 5 y 6 los porcentajes son parecidos excepto que en el caso 6 ya no se toma en 
cuenta las mediciones eliminadas. Incluso si se toma las dos mediciones de potencia 
activa y las dos mediciones de potencia reactiva que van del nodo 3-4 invertidas, el 
estimado da exactamente el mismo. 
De esta forma se establece que el estimado se acepta, aún y cuando una medición 
convencional de muy mala calidad (error anormal) se encuentra entre nodos que cuentan 
con medición fasorial, sin importar que el índice J ( x ) sea mayor que el valor de la 
distribución x,2. Por lo que es necesario utilizar otro criterio de aceptación de la 
estimación, que en el caso de estudio se aplica el porcentaje fuera del rango ± 1 2 a . 
4.3.2.2 Resultados con el Método Desacoplado Rápido 
Ahora se realizan los casos que se plantean en el punto anterior utilizando el Método 
Desacoplado Rápido por descomposición ortogonal, para analizar y establecer el 
impacto que tienen las mediciones fasoriales sincronizadas dentro del proceso de 
estimación de estado. 
Tabla 4.10.- Resultados para caso (1) y caso (2) por Método Desacoplado Rápido. 
Caso 1 Caso 2 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s ie e s t a d o V a r i a b l e s d e e s t a d o 
N V A P n e Qne N V A P n e Qne 
1 1 0 2 0 0 0 . 0 0 0 0 2 . 0 2 6 6 0 1 3 4 8 1 1 . 0 2 0 0 C . 0 0 0 0 1 . 9 9 0 3 0 . 1 1 9 3 
2 1 0 2 0 1 - 0 . 0 0 0 6 2 . 0 1 1 6 0 1352 2 1 . 0 2 0 4 - 0 . 0 0 2 6 1 . 9 2 3 5 0 . 1 2 5 5 
3 1 0 1 7 8 - 0 . 0 7 8 2 - 0 . 3 0 4 6 - 0 1 0 1 5 3 1 . 0 1 8 3 - 0 . 0 7 6 7 - 0 . 5 6 8 9 - 0 . 1 1 7 0 
4 1 0 0 6 0 - 0 . 2 8 0 4 - 4 . 4 8 0 7 - 0 7694 4 1 . 0 0 7 2 - 0 . 2 4 6 4 - 4 . 1 9 6 5 - 0 . 3 1 7 6 
5 1 . 0 2 1 6 - 0 . 2 4 2 0 0 . 9 8 8 4 0 4 1 5 7 5 1 . 0 2 2 0 - 0 . 2 0 4 2 1 . 0 8 4 1 0 . 4 0 1 8 
6 1 . 0 2 1 6 - 0 . 2 4 2 0 0 . 9 8 8 4 0 . 4 1 5 7 6 1 . 0 2 2 0 - 0 . 2 0 4 2 1 . 0 8 4 1 0 . 4 0 1 8 
7 1 . 0 2 1 6 - c . 2 4 2 0 0 . 9 8 8 4 0 . 4 1 5 7 7 1 . 0 2 2 0 - 0 . 2 0 4 2 1 . 0 8 4 1 0 . 4 0 1 8 
8 1 . 0 2 1 1 - 0 . 0 9 9 1 1 . 2 3 6 7 0 . 2 7 2 4 8 1 . 0 2 1 7 - 0 . 1 0 3 1 1 . 2 1 9 2 0 . 2 7 3 3 
9 1 . 0 2 0 3 - 0 . 0 9 8 2 1 . 2 6 0 2 0 . 2 5 2 8 9 1 . 0 2 0 9 - 0 . 1 0 2 2 1 . 2 4 2 8 0 . 2 5 3 6 
10 1 . 0 1 1 6 - 0 . 1 4 7 0 0 . 0 0 0 0 0 . 0 0 0 0 10 1 . 0 1 2 2 - 0 . 1 5 0 3 -0 . 0 0 0 0 • - 0 . 0 0 0 0 
1 1 0 . 9 5 6 4 - 0 . 2 8 0 4 1 . 9 9 7 7 -0 . 5 0 5 1 1 1 0 . 9 5 6 4 - 0 . 2 8 0 4 -1 . 9 8 9 2 • - 0 . 5 1 3 4 
12 0 . 9 3 4 6 - 0 . 4 3 1 6 2 . 4 9 5 0 - 0 . 4 6 1 4 12 0 . 9 3 4 6 - 0 . 4 3 1 6 -2 . 6 6 4 4 - 0 . 4 1 9 2 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
72 7 1 6 0 9 5 . 0 4 2 5 2 4 6 1 . 8 7 2 4 9 5 . 0 4 2 5 
P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s 
y e s t i m a d o s f u e r a d e 1 . 2 o 1 6 . 4835% y e s t i m a d o s f u e r a d e 1 . 2 a 3 1 . 8681% 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1 - 3 2 . 0 2 6 6 - 2 . 0 2 66 0 . 1 3 4 8 0 . 0 2 3 8 1 - 3 1 . 9 9 0 3 - 1 . 9 9 0 3 0 . 1 1 9 3 0 . 0 3 3 5 
2 - 3 2 . 0 1 1 6 - 2 . 0 1 1 6 0 . 1 3 5 2 0 . 0 2 1 0 2 - 3 1 . 9 2 3 5 - 1 . 9 2 3 5 0 . 1 2 5 5 0 . 0 1 7 2 
5 - 4 0 . 9 8 8 4 - 0 . 98 84 0 . 4 1 5 7 0 . 3 7 1 6 5 - 4 1 . 0 8 4 1 - 1 . 0 8 4 1 0 . 4 0 1 8 - 0 . 3 5 0 6 
6 - 4 0 . 9 8 8 4 - 0 . 9 8 8 4 0 . 4 1 5 7 0 . 3 7 1 6 6 - 4 1 . 0 8 4 1 - 1 . 0 8 4 1 0 . 4 0 1 8 - 0 . 3 5 0 6 
1 1 - 4 0 . 9 8 8 4 - 0 . 9884 0 . 4 1 5 7 0 . 3 7 1 6 7 - 4 1 . 0 8 4 1 - 1 . 0 8 4 1 0 . 4 0 1 8 - 0 . 3 5 0 6 
8-- 1 0 1 2 3 6 7 - 1 2 3 6 7 0 2724 - 0 2 1 0 9 8-- 1 0 1 2 1 9 2 - 1 . 2 1 9 2 0 . 2 7 3 3 - 0 . 2134 
9-- 1 0 1 2 6 0 2 - 1 2 6 0 2 0 2 5 2 8 - 0 1 8 9 3 9-- 1 0 1 2 4 2 8 - 1 . 2 4 2 8 0 . 2 5 3 6 - 0 . 1 9 1 9 
3 -4 1 2 5 0 4 - 1 2 1 4 0 - 0 1497 0 0 7 0 0 3 -4 1 0 5 1 2 - 1 . 0 2 5 5 - 0 . 1 6 2 1 0 . 0 0 8 7 
3 -4 1 2 5 0 4 - 1 2 1 4 0 - 0 1497 0 0 7 0 0 3 -4 1 0 5 1 2 - 1 . 0 2 5 5 - 0 . 1 6 2 1 0 . 0087 
3 - 1 1 1 2 3 2 9 - 1 1 9 5 1 0 1530 - 0 2 0 7 8 3 - 1 1 1 2 4 2 4 - 1 . 2 0 4 0 0 . 1 5 6 5 - 0 . 2 0 7 6 
4 - 12 0 9124 - 0 8 8 9 4 0 2054 - 0 3 5 0 2 4 - 12 1 1 0 6 9 - 1 . 0 7 4 3 0 . 2 1 6 8 - 0 2 9 7 1 
10 - 1 1 0 8 2 0 1 - 0 8 0 2 5 0 1 0 6 5 - 0 2 9 7 2 10 - 1 1 0 8 0 2 1 - 0 7 8 5 1 0 . 1 1 0 4 - 0 3 0 5 8 
10 - 1 2 1 6 7 6 8 - 1 6 0 5 6 0 2937 - 0 1 1 1 2 10 - 1 2 1 6 5 9 9 - 1 5 9 0 1 0 . 2 9 4 9 - 0 1 2 2 1 
Las características de convergencia del Método Desacoplado Rápido son similares al 
Método de Newton-Raphson, aunque los resultados no resultan ser idénticos. El 
comportamiento del estimador desacoplado con la presencia de mediciones fasoriales es 
igual al estimador de Newton-Raphson, de nuevo se observa que la medición fasorial 
ayuda al proceso de estimación. 
Tabla 4.11.- Resultados para caso (3) y caso (4) por Método Desacoplado Rápido. 
Caso 3 Caso 4 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A P n e Qne N V A P n e Qne 
1 1 0 2 0 0 0 . 0 0 0 0 2 . 0 2 6 7 0 1 3 5 8 1 1 . 0 2 0 0 0 . 0 0 0 0 2 . 0 3 6 0 0 . 1 4 6 9 
2 1 0 2 0 1 - 0 . 0 0 0 5 2 . 0 1 2 8 0 1 3 7 4 2 1 . 0 1 9 5 -C . 0 0 1 0 2 . 0 0 8 1 0 . 1 3 2 1 
3 1 0 1 7 8 - 0 . 0 7 8 2 - 0 . 3 0 1 1 - 0 0 9 5 1 3 1 . 0 1 7 4 - 0 . 0 7 8 6 - D. 3 1 5 2 - 0 . 1 1 0 8 
4 1 0 0 5 2 - 0 . 2 8 0 9 - 4 . 4 8 5 1 -0 . 7 7 5 6 4 1 . 0 0 5 5 - 0 . 2 8 0 9 - 4 . 4 8 1 7 - 0 . 7 7 1 5 
5 1 0 2 0 7 - 0 . 2 4 2 4 0 . 9 8 6 9 0 . 4 1 3 7 5 1 . 0 2 1 0 - 0 . 2 4 2 4 0 . 9 8 8 0 0 . 4 1 5 0 
6 1 0 2 0 7 - 0 . 2 4 2 4 0 . 9 8 6 9 0 . 4137 6 1 . 0 2 1 0 - 0 . 2 4 2 4 0 . 9 8 8 0 0 . 4 1 5 0 
7 1 . 0 2 0 7 - 0 . 2 4 2 4 0 . 9 8 6 9 0 . 4137 7 1 . 0 2 1 0 - 0 . 2 4 2 4 0 . 9 8 8 0 0 . 4 1 5 0 
8 1 . 0 2 1 1 - 0 . 0 9 9 1 1 . 2 3 7 1 0 . 2 7 2 8 8 1 . 0 2 1 2 - 0 . 0 9 9 0 1 . 2 3 7 3 0 . 2 7 2 9 
9 1 . 0 2 0 3 - 0 . 0 9 8 1 1 . 2 6 0 6 0 . 2 5 3 2 9 1 . 0 2 0 3 - 0 . 0 9 8 1 1 . 2 6 0 8 0 . 2 5 3 2 
10 1 . 0 1 1 6 - 0 . 1 4 7 0 - 0 . 0 0 0 0 -0 . 0 0 0 0 10 1 . 0 1 1 6 - 0 . 1 4 6 9 -0 . 0 0 0 0 -- 0 . 0 0 0 0 
11 0 . 9 5 6 4 - 0 . 2 8 0 4 - 1 . 9 9 7 9 -0 . 5 0 5 1 1 1 0 . 9 5 6 4 - 0 . 2 8 0 4 -1 . 9 9 5 1 -- 0 . 5 0 3 6 
12 0 . 9 3 4 6 - 0 . 4 3 1 6 - 2 . 4 9 1 5 -0 . 4 5 8 0 12 0 . 9 3 4 6 - 0 . 4 3 1 6 -2 . 4 9 2 2 -- 0 . 4 5 9 5 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
7 0 . 6 0 2 5 9 3 . 6 0 7 5 8 8 . 3 3 4 9 9 5 . 0 4 2 5 
P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s 
y e s t i m a d o s f u e r a d e 1 . 2o 1 7 . 9 7 7 5 % y e s t i m a d o s f u e r a d e 1 . 2 a 2 0 . 8791% 
P e r P r e Qer Q r e P e r P r e Q e r Q r e 
1 --3 2 . 0 2 6 7 - 2 . 0 2 6 7 0 . 1 3 5 8 0 . 0 2 2 8 1 --3 2 . 0 3 6 0 - 2 . 0 3 6 0 0 . 1 4 6 9 0 . 0 1 3 3 
2--3 2 . 0 1 2 8 - 2 . 0 1 2 8 0 . 1 3 7 4 0 . 0 1 9 0 2--3 2 . 0 0 8 1 - 2 . 0 0 8 1 0 . 1 3 2 1 0 . 0 2 3 8 
5--4 0 . 9 8 6 9 - 0 . 9 8 6 9 0 . 4 1 3 7 0 . 3 6 9 7 5--4 0 . 9 8 8 0 - 0 . 9 8 8 0 0 . 4 1 5 0 - 0 . 3 7 1 0 
6--4 0 . 9 8 6 9 - 0 . 9 8 6 9 0 . 4 1 3 7 0 . 3 6 9 7 6--4 0 . 9 8 8 0 - 0 . 9 8 8 0 0 . 4 1 5 0 - 0 . 3 7 1 0 
7--4 0 . 9 8 6 9 - 0 . 9 8 6 9 0 . 4 1 3 7 0 . 3 6 9 7 7--4 0 . 9 8 8 0 - 0 . 9 8 8 0 0 . 4 1 5 0 - 0 . 3 7 1 0 
8-- 1 0 1 . 2 3 7 1 - 1 . 2 3 7 1 0 . 2 7 2 8 0 . 2 1 1 3 8--10 1 . 2 3 7 3 - 1 . 2 3 7 3 0 . 2 7 2 9 - 0 . 2 1 1 3 
9 - 1 0 1 . 2 6 0 6 - 1 . 2 6 0 6 0 . 2 5 3 2 - 0 . 1 8 9 7 9-- 1 0 1 . 2 6 0 8 - 1 . 2 6 0 8 0 . 2 5 3 2 - 0 . 1 8 9 7 
3 -4 1 . 2 5 2 8 - 1 . 2 1 6 3 - 0 . 1 4 4 8 0 . 0 6 6 5 3 -4 1 . 2 4 9 7 - 1 . 2 1 3 3 - 0 . 1 4 9 0 0 . 0 6 9 6 
3 -4 1 . 2 5 2 8 - 1 . 2 1 6 3 - 0 . 1 4 4 8 0 . 0 6 6 5 3 -4 1 . 2 4 9 7 - 1 . 2 1 3 3 - 0 . 1 4 9 0 0 . 0 6 9 6 
3 -11 1 . 2 3 2 8 - 1 . 1 9 5 0 0 . 1 5 2 8 - 0 . 2 0 7 6 3 - 1 1 1 . 2 2 9 6 - 1 . 1 9 2 1 0 . 1 5 0 2 - 0 . 2 0 6 2 
4 - 12 0 . 9 0 8 3 - 0 . 8 8 5 5 0 . 2 0 0 5 - 0 . 3 4 6 7 4 - 12 0 . 9 0 8 9 - 0 . 8 8 6 0 0 . 2 0 2 2 - 0 . 3 4 8 2 
10 - 1 1 0 . 8 2 0 4 - 0 . 8 0 2 8 0 . 1 0 6 9 - 0 . 2 9 7 5 10 - 1 1 0 . 8 2 0 7 - 0 . 8 0 3 0 0 . 1 0 6 8 - 0 . 2 9 7 4 
10 - 1 2 1 . 6 7 7 2 - 1 . 6 0 6 0 0 . 2 9 4 1 - 0 . 1 1 1 4 10 - 1 2 1 . 6 7 7 4 - 1 . 6 0 6 2 0 . 2 9 4 1 - 0 . 1 1 1 3 
En el caso (1) mejora la estimación la presencia de mediciones fasoriales. Sin 
embargo para el caso (2) las mediciones fasoriales sincronizadas no ayudan a mejorar la 
estimación ya que se cuenta con dos mediciones de flujo de potencia con alto error en 
nodos donde no hay presencia de mediciones fasoriales, por lo que es necesario 
eliminarlas del proceso de estimación (caso (3)). En el caso (4) aunque la estimación 
pareciera no ser buena, la estimación es mejor que si no se contara con mediciones 
fasoriales sincronizadas y se compararan los resultados con respecto al caso base ideal 
(mediciones sin error). El contar con dos mediciones convencionales con error superior a 
± 5 a afecta la estimación de estado por lo que deben ser eliminadas para aceptar el 
estimado. 
Enseguida se presentan los resultados para los casos (5) y (6) del punto anterior, con 
el Método Desacoplado Rápido. Se analiza la ventaja de contar con mediciones 
fasoriales y que entre sus nodos existan mediciones convencionales con alto error, y 
vemos su impacto en el índice y se presenta la prueba de detección e 
identificación de errores, así como el criterio del porcentaje fuera del rango ±1.2cr. 
Tabla 4.12.- Resultados para caso (5) y caso (6) por Método Desacoplado Rápido. 
Caso 5 Caso 6 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Que N V A P n e Qne 
1 1 . 0 2 0 0 0 . 0 0 0 0 2 . 0 2 2 1 0 1 3 8 7 1 1 . 0 2 0 0 0 . 0 0 0 0 2 . 0 2 2 1 0 . 1 3 8 7 
2 1 . 0 1 9 8 - 0 . 0004 2 . 0 1 0 7 0 1 3 2 8 2 1 . 0 1 9 8 - 0 . 0 0 0 4 2 . 0 1 0 7 0 . 1 3 2 8 
3 1 . 0 1 7 7 - 0 . 0 7 8 0 - 0 . 3 0 7 6 -0 1 0 8 7 3 1 . 0 1 7 7 - 0 . 0 7 8 0 -0 . 3 0 7 6 • • 0 . 1 0 8 7 
4 1 . 0 0 5 0 - 0 . 2 7 9 4 - 4 . 4 7 5 0 -0 . 7 8 5 9 4 1 . 0 0 5 0 - 0 . 2 7 9 4 -4 . 4 7 5 0 • • 0 . 7 8 5 9 
5 1 . 0 2 0 3 - 0 . 2 4 0 8 0 . 9 9 0 4 0 . 4 1 0 3 5 1 . 0 2 0 3 - 0 . 2 4 0 8 0 . 9 9 0 4 0 . 4 1 0 3 
6 1 . 0 2 0 3 - 0 . 2 4 0 8 0 . 9 9 0 4 0 . 4 1 0 3 6 1 . 0 2 0 3 - 0 . 2 4 0 8 0 . 9 9 0 4 0 . 4 1 0 3 
7 1 . 0 2 0 3 - 0 . 2 4 0 8 0 . 9 9 0 4 0 . 4 1 0 3 7 1 . 0 2 0 3 - 0 . 2 4 0 8 0 . 9 9 0 4 0 . 4 1 0 3 
8 1 . 0 2 3 5 - 0 . 1 0 0 3 1 . 2 3 6 3 0 . 2 7 2 9 8 1 . 0 2 3 5 - 0 . 1 0 0 3 1 . 2 3 6 3 0 . 2 7 2 9 
9 1 . 0 2 2 7 - 0 . 0 9 9 4 1 . 2 5 9 8 0 . 2 5 3 2 9 1 . 0 2 2 7 - 0 . 0 9 9 4 1 . 2 5 9 8 0 . 2 5 3 2 
10 1 . 0 1 4 0 - 0 . 1 4 8 0 0 . 0 0 0 0 0 . 0 0 0 0 10 1 . 0 1 4 0 - 0 . 1 4 8 0 0 . 0 0 0 0 0 . 0 0 0 0 
11 0 . 9 5 8 8 - 0 . 2 8 0 8 -2 . 0 0 2 1 - 0 . 4 9 2 1 11 0 . 9 5 8 8 - 0 . 2 8 0 8 -2 . 0 0 2 1 - 0 . 4 9 2 1 
12 0 . 9 3 6 6 - 0 . 4 3 0 9 -2 . 4 9 4 5 - 0 . 4 5 0 6 12 0 . 9 3 6 6 - 0 . 4 3 0 9 -2 . 4 9 4 5 - 0 . 4 5 0 6 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
2 6 2 6 . 8 2 0 2 9 5 . 0 4 2 5 69 5 1 5 6 9 3 . 6 0 7 5 
P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s 
y e s t i m a d o s f u e r a d e 1 . 2a 1 5 . 3 8 4 6 % V e s t i m a d o s f u e r a d e 1 . 2 a 1 3 . 4831% 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1 - 3 2 . 0 2 2 1 - 2 . 0 2 2 1 0 . 1 3 8 7 0 . 0 1 9 3 1 - 3 2 . 0 2 2 1 - 2 . 0 2 2 1 0 . 1 3 8 7 0 . 0 1 9 3 
2 - 3 2 . 0 1 0 7 - 2 . 0 1 0 7 0 . 1 3 2 8 0 . 0 2 3 3 2 - 3 2 . 0 1 0 7 - 2 . 0 1 0 7 0 . 1 3 2 8 0 . 0 2 3 3 
5 - 4 0 . 9 9 0 4 - 0 . 9 9 0 4 0 . 410 3 0 . 3 6 6 5 - 4 0 . 9 9 0 4 - 0 . 9 9 0 4 0 . 4 1 0 3 - 0 . 3 6 6 1 
6--4 0 . 9904 - 0 9904 0 . 4 1 0 3 - 0 3661 6--4 0 . 9 9 0 4 - 0 . 9 9 0 4 0 . 4 1 0 3 - 0 . 3 6 6 1 
7 -4 0 . 9 9 0 4 - 0 9904 0 4 1 0 3 - 0 3 6 6 1 7 -4 0 . 9 9 0 4 - 0 . 9904 0 4 1 0 3 - 0 . 3 6 6 1 
8 - 1 0 1 . 2 3 6 3 - 1 2 3 6 3 0 2 7 2 9 - 0 2117 8 - 1 0 1 . 2 3 6 3 - 1 . 2 3 6 3 0 . 2 7 2 9 - 0 2 1 1 7 
9 - 1 0 1 . 2 5 9 8 - 1 2 5 9 8 0 2 5 3 2 - 0 1 9 0 1 9 - 1 0 1 . 2 5 9 8 - 1 . 2 5 9 8 0 . 2 5 3 2 - 0 1 9 0 1 
3 -4 1 . 2 4 4 3 - 1 2 0 8 2 - 0 1444 0 0628 3 -4 1 . 2 4 4 3 - 1 . 2 0 8 2 - 0 . 1444 0 0 6 2 8 
3 -4 1 . 2 4 4 3 - 1 2 0 8 2 - 0 . 1 4 4 4 0 0628 3 -4 1 . 2 4 4 3 - 1 . 2 0 8 2 - 0 . 1 4 4 4 0 0 6 2 8 
3 - 1 1 1 . 2 3 6 7 - 1 1 9 9 0 0 . 1 3 7 6 - 0 1930 3 - 1 1 1 . 2 3 6 7 - 1 199U 0 . 1 3 7 6 - 0 1 9 3 0 
4 - 12 0 . 9127 - 0 8 8 9 9 0 . 1 8 6 9 - 0 3337 4 - 12 0 . 9 1 2 7 - 0 8 8 9 9 0 . 1 8 6 9 - 0 3337 
10 - 1 1 0 . 8 2 0 7 - 0 8 0 3 1 0 . 1 0 6 5 - 0 2 9 9 1 10 - 1 1 0 . 8 2 0 7 - 0 8 0 3 1 0 . 1 0 6 5 - 0 2 9 9 1 
10 - 1 2 1 . 6754 - 1 6 0 4 6 0 . 2 9 5 3 - 0 1 1 6 9 10 - 1 2 1 . 6 7 5 4 - 1 6 0 4 6 0 . 2 9 5 3 - 0 1 1 6 9 
El impacto que tiene una medición convencional con error anormal sobre el índice 
j(x) depende generalmente de dos condiciones: (1) si el error es grande el impacto será 
grande y (2) si la línea de transmisión o transformador transporta mucho flujo de 
potencia el impacto será mayor que cuando transporte poco flujo. 
Para el caso 5, la presencia de mediciones fasoriales sincronizadas no evita que el 
índice •/(*) sea menor, aunque el estimado resulte idéntico después de realizar el 
proceso de detección, identificación y eliminación de las mediciones convencionales con 
error anormal y se corra de nuevo el estimador. 
Esta condición justifica el nuevo criterio de aceptación del estimado, el porcentaje de 
mediciones fuera del rango ±1.2<r, entre valor medido menos valor estimado. Se 
observa en los resultados que una medición con error anormal tiene impacto sobre sus 
mediciones cercanas, sacándolas de este rango. 
La medición fasorial evita este efecto, un grado que depende del error de la medición 
convencional y la lejanía del nodo donde está presente una medición fasorial. El mejor 
efecto se logra cuando entre dos mediciones fasoriales se encuentra la medición 
convencional errónea, y aunque sea de muy mala calidad (error grande), el estimado es 
bueno sin importar el índice J ( x ) que se obtenga al final del proceso de estimación. 
Tabla 4.13.- Tabla de comparación entre Método Newton-Raphson y Método 
Desacoplado Rápido. 
N e w t o n - R a p h s o n D e s a c o p l a d o R á p i d o 
I t e r a c i o n e s V p Nodales ^ QNodales I t e r a c i o n e s ^Nodales QNodales 
Caso 1 3 0 . 2 2 1 7 0 . 2 0 0 2 4 0 . 2 2 2 4 0 . 2 0 4 9 
C a s o 2 3 0 . 2 0 8 6 0 . 1 1 2 6 4 0 . 2 0 9 0 0 . 1 0 9 9 
C a s o 3 3 0 . 2 2 1 9 0 . 2 0 1 9 4 0 . 2 2 2 5 0 . 2 0 6 4 
Caso 4 3 0 . 2 2 1 5 0 . 2 0 0 6 4 0 . 2 2 2 1 0 . 2 0 4 8 
Caso 5 3 0 . 2 1 9 3 0 . 1 7 5 9 5 0 . 2 2 1 1 0 . 1 9 1 2 
C a s o 6 3 0 . 2 1 9 3 0 . 1 7 5 9 5 0 . 2 2 1 1 0 . 1 9 1 2 
4.4 Sistema de potencia con MFS en todos los nodos 
Ahora se presentan los resultados del estimador que utiliza descomposición ortogonal 
empleando mediciones fasoriales en todos los nodos y mediciones convencionales de 
flujo e inyección de potencia activa y reactiva y magnitudes de voltaje. Para este caso de 
estudio se aplica el modelo no lineal de estimación de estado con el método de Newton-
Raphson y el método Desacoplado Rápido. 
La estimación de estado considerando mediciones fasoriales en todos los nodos 
presenta la posibilidad de acercarse más al valor verdadero de flujo e inyección de 
potencia que se tiene en el sistema eléctrico. 
Tabla 4.14.- Resultados para caso con MFS en todos los nodos. 
Newton-Raphson Desacoplado Rápido 
Valores estimados de las Valores estimados de las 
Variables de estado Variables de estado 
N V A Pne Qne N V A Pne Qne 
1 1 0200 0.0000 2.0221 0 1387 1 1 . 0200 0.0000 2.0221 0 1387 
2 1 0200 -0.0009 2.0000 0 1370 2 1 0200 -0.0009 2.0000 0 1370 
3 1 0177 -0.0780 -0.3000 -0 1000 3 1 0177 -0.0780 -0.3000 -0 1000 
4 1 0050 -0.2794 -4.5000 -0 7500 4 1 0050 -0.2794 -4.5000 -0 7500 
5 1 0200 -0.2404 1.0000 0 4029 5 1 0200 -0.2404 1 . 0 0 0 0 0 4029 
6 1 0200 -0.2404 1.0000 0 4029 6 1 0200 -0.2404 1 . 0 0 0 0 0 4029 
7 1 0200 -0.2404 1 . 0 0 0 0 0 4029 7 1 0200 -0.2404 1.0000 0 4029 
8 1 0200 -0.0980 1.2500 0 2596 8 1 0200 -0.0980 1.2500 0 2596 
9 1 0200 -0.0980 1.2500 0 2596 9 1 0200 -0.0980 1.2500 0 .2596 
10 1 0110 -0.1466 -0.0000 0 0000 10 1 0110 -0.1466 -0.0000 0 .0000 
11 0 9564 -0.2804 -2.0000 --0 5000 11 0 9564 -0.2804 -2.0000 -0 .5000 
12 0 9346 -0.4316 -2.5000 --0 .4500 12 0 9346 -0.4316 -2.5000 -0 .4500 
Prueba de Hipótesis Prueba de rtipótesis 
F a c t o r J Valor X i2 Factor J Valor X i 2 
70 . 5303 9 8 . 5 2 5 0 70 . 5 6 8 4 9 8 . 5 2 5 0 
Porcentaje de la diferencia de medidos Porcentaje de la diferencia de medidos 
y estimados fuera de 1 . 2 o 1 4 . 0 0 0 0 1 y estimados fuera de 1 . 2 o 14 0000% 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1--3 2 0 2 2 1 - 2 0 2 2 1 0 1387 0 0 1 9 3 1-•3 2 0 2 2 1 - 2 0 2 2 1 0 . 1 3 8 7 0 0 1 9 3 
2-- 3 2 0 0 0 0 - 2 0 0 0 0 0 1370 0 0 1 7 5 2--3 2 0 0 0 0 - 2 . 0 0 0 0 0 . 1 3 7 0 0 0 1 7 5 
5--4 1 0 0 0 0 - 1 0 0 0 0 0 4 0 2 9 - 0 3582 5--4 1 0 0 0 0 - 1 . 0 0 0 0 0 . 4 0 2 9 - 0 3 5 8 2 
6--4 1 0 0 0 0 - 1 . 0 0 0 0 0 4 0 2 9 - 0 3582 6--4 1 0 0 0 0 - 1 . 0 0 0 0 0 . 4 0 2 9 - 0 3 5 8 2 
7 -4 1 OOOO - 1 . 0 0 0 0 0 4029 - 0 3 5 8 2 7--4 1 . 0 0 0 0 - 1 . 0 0 0 0 0 . 4 0 2 9 - 0 3 5 8 2 
8 - 1 0 1 2 5 0 0 - 1 . 2 5 0 0 0 . 2 5 9 6 - 0 1 9 6 9 8-- 1 0 1 . 2 5 0 0 - 1 . 2 5 0 0 0 . 2 5 9 6 - 0 1 9 6 9 
9 - 1 0 Ì . 2 5 0 0 - 1 . 2 5 0 0 0 . 2 5 9 6 - 0 1 9 6 9 9-- 1 0 1 . 2 5 0 0 - 1 . 2 5 0 0 0 . 2 5 9 6 - 0 1 9 6 9 
3 -4 1 . 2 4 4 3 - 1 . 2 0 8 2 - 0 . 1 4 4 4 0 0 6 2 8 3 -4 1 . 2 4 4 3 - 1 . 2 0 8 2 - 0 . 1444 0 0 6 2 8 
3 -4 1 . 2 4 4 3 - 1 . 2 0 8 2 - 0 . 1444 0 0 6 2 8 3 -4 1 . 2 4 4 3 - 1 . 2 0 8 2 - 0 . 1 4 4 4 0 0 6 2 8 
3 - 1 1 1 . 2 3 3 5 - 1 . 1957 0 . 1 5 2 1 - 0 2 0 6 6 3 - 1 1 1 . 2 3 3 5 - 1 . 1 9 5 7 0 1 5 2 1 - 0 2 0 6 6 
4 - 12 0 . 9 1 6 4 - 0 . 8 9 3 2 0 . 1 9 9 0 - 0 . 3428 4 - 12 0 . 9164 - 0 . 8 9 3 2 0 1 9 9 0 - 0 3 4 2 8 
10 - 1 1 0 . 8 2 1 9 - 0 . 8 0 4 3 0 . 1032 - 0 . 2 9 3 4 10 " 1 1 . 0 . 8 2 1 9 - 0 . 8 0 4 3 0 1 0 3 2 - 0 2 9 3 4 
10 - 1 2 1 . 6 7 8 1 - 1 . 6068 0 . 2 9 0 6 - 0 . 1072 10 - 1 2 1 . 6 7 8 1 - 1 . 6 0 6 8 0 2 9 0 6 - 0 1 0 7 2 
Al contar con mediciones fasoriales en todos los nodos de la red se tiene la 
posibilidad de diseñar un algoritmo de estimación de estado con una formulación lineal, 
donde se multiplica una matriz constante por el vector de mediciones obteniendo las 
variables de estado de manera muy rápida. 
En todos los casos no se aplican como mediciones diferencias angulares de 
mediciones fasoriales entre nodos. 
4.4.1 Formulación lineal con MFS en todos los nodos 
El objetivo de la técnica de estimación de estado es estimar las variables de estado de 
un sistema eléctrico de potencia ( |K| ,0) , y en base a pruebas estadísticas detectar e 
identificar si alguna medición tiene un error anormal. El contar con mediciones 
fasoriales en todos los nodos de la red presenta un caso ideal dentro del sistema de 
potencia. Esta condición indica que las variables de estado estimadas van a ser los 
valores de las mediciones fasoriales. 
Sin embargo, se debe contar con la posibilidad de que las mediciones fasoriales 
emitan una señal con error anormal. Si solamente se utilizan las ecuaciones de las 
mediciones fasoriales resulta una matriz cuadrada unitaria, lo que ajusta el valor 
de las variables de estado al valor de las mediciones fasoriales y no se tiene la 
posibilidad de identificar si una o más mediciones fasoriales tienen error anormal. 
El problema de redundancia evita identificar un error anormal en las mediciones 
fasoriales. Al aplicar como mediciones diferencias angulares se tiene redundancia en el 
estimador y éste permite identificar errores anormales en ángulos de fase. 
Las derivadas de las diferencias angulares con respecto a todas las demás variables 
son cero y uno con respecto a ellas. Por lo que la matriz jacobiana resulta en una matriz 
rectangular de ceros y unos, siendo una matriz constante obteniendo así una solución 
lineal. 
Para aplicar esta formulación lineal es necesario contar con mediciones fasoriales en 
todos los nodos y utilizar como mediciones las diferencias angulares, de lo contrario es 
necesario aplicar la formulación no lineal ya que no se tendría la posibilidad de detectar 
errores anormales en las mediciones fasoriales. 
Se aplica la formulación lineal al sistema de la figura 2.1 para los casos: (1) se tienen 
mediciones fasoriales en todos los nodos sin error anormal; (2) se tiene error anormal en 
la medición de magnitud de voltaje del nodo 4 y ángulo de fase del nodo 3. 
Tabla 4.15.- Resultados para caso (1) y caso (2). 
Caso 1 
V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A P n e Qne 
1 1. 0 5 0 0 0. 0 0 0 0 1 0787 0. 1 5 9 6 1 1. 0 4 8 9 0.0000 1 . 0 7 7 0 0 . 1 6 5 9 
2 1. 0 5 0 0 - 0 0 6 4 1 0 5 0 0 0 0. 7 4 3 6 2 1. 0 4 9 0 - 0 . 0 6 4 0 0 . 5 0 5 2 0 . 7 5 3 4 
3 1. 0 7 0 0 - 0 0 7 4 6 0 6 0 0 0 0. 8 9 6 3 3 1 0 6 9 3 - 0 . 0 7 4 4 0 . 6 0 1 7 0 , 8 9 7 9 
4 0. 9894 - 0 0 7 3 2 0 7 0 0 0 - 0 . 7 0 0 0 4 0. 9 8 6 8 - 0 . 0 7 3 2 - 0 . 7 0 7 1 - 0 . 7 1 9 7 
5 0. 9854 - 0 0 9 2 1 0 7 0 0 0 - 0 . 7 0 0 0 5 0 9844 - 0 . 0 9 2 0 - 0 . 6 9 8 1 - 0 . 6 9 7 8 
6 1. 0044 - 0 1 0 3 8 0 7 0 0 0 -0. 7 0 0 0 6 1 0 0 3 8 - 0 . 1 0 3 7 - 0 . 6 9 9 0 - 0 . 6 9 7 0 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1 -2 0. 2 8 6 9 - 0 . 2 7 7 8 0 . 1 5 4 2 0 . 1 2 8 2 1--2 0 . 2 8 5 8 - 0 . 2 7 6 8 - 0 . 1 5 4 3 0 . 1 2 8 4 
1 -4 0. 4 3 5 8 - 0 . 4 2 5 0 0 . 2 0 1 2 - 0 . 1 9 9 3 1--4 0. 4 3 6 1 - 0 . 4 2 5 0 0 . 2 0 8 1 - 0 . 2 0 5 4 
1 - 5 0. 3 5 6 0 - 0 . 3 4 5 3 0 . 1 1 2 5 - 0 . 1 3 4 5 1-- 5 0. 3 5 5 1 - 0 . 3 4 4 4 0 . 1 1 2 1 - 0 . 1 3 4 1 
2 - 3 0 0 2 9 3 - 0 . 0 2 8 9 0 . 1 2 2 7 0 . 0 5 7 3 2-- 3 0. 0 2 8 6 - 0 . 0 2 8 2 - 0 . 1 2 3 8 0 . 0 5 8 5 
2 -4 0 3 3 0 9 - 0 . 3 1 5 9 0 . 4 6 0 5 - 0 . 4 5 1 3 2 -4 0. 3 3 7 0 - 0 . 3 2 1 2 0 . 4 7 3 0 - 0 . 4 6 2 1 
2 - 5 0 1 5 5 1 - 0 . 1 5 0 2 0 . 1 5 3 5 - 0 . 1 8 0 1 2 - 5 0. 1 5 4 9 - 0 . 1 4 9 9 0 . 1 5 3 4 - 0 . 1 7 9 9 
2 - 6 0 2 6 2 5 - 0 . 2 5 6 7 0 . 1 2 4 0 - 0 . 1 6 0 1 2 - 6 0. 2 6 1 5 - 0 . 2 5 5 7 0 . 1 2 2 4 - 0 . 1 5 8 6 
3 - 5 0 1 9 1 2 - 0 . 1 8 0 2 0 . 2 3 1 7 - 0 . 2 6 1 0 3 - 5 0. 1 9 1 8 - 0 . 1 8 0 8 0 . 2 3 2 6 - 0 . 2 6 1 6 
3 - 6 0 4 3 7 7 - 0 . 4 2 7 7 0 . 6 0 7 2 - 0 . 5 7 8 6 3 - 6 0. 4 3 8 1 - 0 . 4 2 8 0 0 . 6 0 6 8 - 0 . 5 7 8 1 
4 - 5 0 0 4 0 8 - 0 . 0 4 0 5 - 0 . 0 4 9 4 - 0 . 0 2 7 9 4 - 5 0. 0 3 9 1 - 0 . 0 3 8 8 - 0 . 0 5 2 2 - 0 . 0 2 4 8 
5 - 6 0 0 1 6 1 - 0 . 0 1 5 6 - 0 . 0 9 6 6 0 . 0 3 8 7 5 - 6 0 0 1 5 7 - 0 . 0 1 5 2 - 0 . 0 9 7 5 0 . 0 3 9 7 
Caso 2 
V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o 
En el caso 1 la estimación es buena, ya que la prueba de identificación de errores no 
indica que alguna medición fasorial contenga un error anormal, sin embargo, para el 
caso 2 se detecta un error y la prueba de identificación de errores identifica 
correctamente que la medición de magnitud de voltaje del nodo 4 y la medición de 
ángulo de fase del nodo 3 tienen un error anormal. 
Debido a que la solución que se presenta es una formulación lineal se aplica 
solamente cuando hay mediciones fasoriales en todos los nodos. Al eliminar algunas 
mediciones fasoriales del proceso por tener un error anormal es necesario aplicar la 
estimación de estado no lineal. 
Otra alternativa para dar redundancia a la formulación lineal en la estimación de las 
variables de estado es utilizar doble medición fasorial en cada nodo de la red. Así se 
podrá identificar un error anormal en las mediciones fasoriales y en el caso de eliminar 
alguna, se tiene una medición fasorial de respaldo. Lo que permite aplicar la formulación 
lineal. 
CAPITULO V 
DETECCION E IDENTIFICACION 
DE ERRORES ANORMALES 
5.1 Introducción 
Para validar la información mediante el proceso de estimación de estado es vital 
contar con herramientas que tengan la habilidad de detectar e identificar mediciones con 
errores anormales. Esta validación de la información permite aplicar los resultados del 
estimador en diferentes estudios, que se realizan en la operación de un sistema de 
potencia. 
Siguiendo el proceso de estimación, cuando el estimador obtiene una solución, la 
primera prueba a realizar es la detección de errores, mediante la comparación del índice 
J(x) con el valor límite de la distribución chi-cuadrada %], para los grados de libertad 
del problema y el nivel de confianza especificado. Si no se detectan errores en la prueba 
el proceso de estimación finaliza, en caso contrario, el siguiente paso es la prueba para la 
identificación de la medición con error anormal para posteriormente eliminarla. Este 
procedimiento es un ciclo que termina cuando el índice J { x ) es menor que el valor 
límite de la distribución chi-cuadrada^2 . 
En este capítulo se presentan los conceptos básicos del proceso de detección e 
identificación de errores, presentando un nuevo criterio para la aceptación de la 
estimación. 
Al incluir mediciones fasoriales sincronizadas en el proceso de validación, el 
estimador debe ser capaz también de detectar e identificar si éstas mediciones contienen 
errores anormales. En el desarrollo del capítulo se analizará el caso de estimación con 
mediciones fasoriales sincronizadas con error anormal y se evaluará el procedimiento 
para la detección e identificación de errores. También se evaluará el impacto que 
produce la medición fasorial errónea sobre el índice y el porcentaje de mediciones 
fuera de un rango de ±1.2cr . 
5.2 Detección de errores 
En general en un sistema de potencia existen múltiples mediciones, y es difícil que 
todas sean correctas (con errores aleatorios normales). Las mediciones que incluyen 
errores anormales se deben a la mala calibración, errores de transductores, fallas de 
equipos, y a otros problemas. La modelación de mediciones y la localización de las 
mismas son aspectos muy importantes en la validación de información en un centro de 
control. 
El proceso para detectar errores anormales en mediciones dependerá de la 
configuración del sistema eléctrico y del sistema de mediciones, el residual J ( x ) será 
pequeño si no hay mediciones con error anormal. En el caso contrario, el estimador 
puede obtener resultados, pero el índice J ( x ) tendrá un valor alto. 
La pregunta importante es, ¿Qué magnitud del índice J ( x ) permite detectar 
mediciones con error anormal? 
variable aleatoria. Si se asume que todos los errores de medición son descritos por 
funciones de densidad de probabilidad normal o Gaussiana, entonces se puede demostrar 
que «/(*) tiene una función de densidad de probabilidad conocida como distribución 
chi-cuadrada ( £ ) ) [24], donde el parámetro K representa los grados de libertad de 
la distribución, que se defme como la diferencia entre el número de mediciones y el 
número de variables de estado por estimar. 
Cuando una medición es anormal, su error está fuera del rango ±3a . Aún bajo 
circunstancias normales (todas las mediciones dentro del rango ±3<r) el ínidce J ( x ) 
puede ser grande, aunque la probabilidad de que esto ocurra es pequeña. Al establecer 
un umbral para J(x), el cual se llamará t¡, se dice que es probable que existan 
mediciones anormales cuando J ( x ) > , y pueden existir dos casos. Si el umbral t} es 
bajo, se tendrán algunas falsas alarmas, es decir, se detecta la presencia de mediciones 
anormales cuando de hecho no existe ninguna. Y al tomar t un valor alto, la prueba 
indicará que "todo está correcto", cuando en realidad hay mediciones anormales 
presentes. De esta forma el valor de t se asociará con un nivel de significancia en la 
prueba. 
prob^J(x) > con distribución chi-cuadradaj = cts 
con K grados de libertad 
la ecuación dice que la probabilidad que J ( x ) sea mayor que t es igual a a s . 
Del teorema de limite central [24], la suma de un gran número de variables aleatorias 
que sigue cualquier distribución, con variancia delimitada, se aproxima a una 
Al procedimiento descrito se le conoce como prueba de hipótesis, donde el parámetro 
as es llamado nivel de confianza de la prueba. Al seleccionar el valor as y valuar la 
distribución se obtiene el valor t] que va a ser comparado contra el índice J(x). 
Por ejemplo si se establece un a x = 0.01, se dirá que las falsas alarmas ocurrirán en solo 
1 % de las pruebas realizadas. 
5.2.1 Distribución %] chi-cuadrada. 
La distribución x l e s ^ c a s 0 especial de la distribución gamma. A su vez la 
distribución gamma utiliza la función gamma, empleada en diferentes aplicaciones 
matemáticas: 
al aplicarse en la definición de la distribución gamma, con parámetros a y p, su función 
de densidad de probabilidad es: 






f ( x ) = \/rr(a) 
xa~]e ß x>0 
(5-3) 
0 en cualquier otro caso 
con a > 0 y ß > 0 
La distribución es la distribución gamma valuada en: a = — y p = 2 , con K 
grados de libertad, y está definida: 
i [KAhe-A x > 0 
2 1 ( 5 4 ) (5-4) 
O en cualquier otro caso 
Para obtener un valor / se integra mediante métodos numéricos y se detiene cuando 
se cumple la condición para el valor de x dado: 
J/(*) = l-a, (5-5) 
5.2.2 Porcentaje de residuales ponderados fuera del rango ±1.2cr 
Las pruebas que se aplican a medidores para establecer su precisión se fundamentan 
en técnicas estadísticas, definiendo el parámetro conocido como desviación estandar: 
donde: 
x = valor medio 
xt = valor medido 






Figura 5.1.- Función de distribución de probabilidad normal. 
La desviación estándar es una medida cuantitativa de la precisión del medidor, para 
una distribución Gaussiana la probabilidad que los valores medidos se encuentren en el 
intervalo x±<r es 68%, 95% en el intervalo x ± 2 c r , y 99% en el intervalo x ± 3 a , 
donde x es el valor medio del espacio muestral. Esto indica que el valor medido deberá 
estar en el intervalo x ± 3<r con una probabilidad del 99%. 
Tabla 5.1.- Valores de área bajo la curva de una distribución normal para diferentes <J 
V a l o r d e <T P r o b a b i l i d a d 
±4 0 . 9 9 9 9 3 6 
±3 0 . 9 9 7 3 0 0 
±2 0 . 9 5 4 4 9 9 
± 1 . 2 0 . 7 6 9 8 6 0 
± 1 0 . 6 8 2 6 8 9 
En estimación de estado se modelan las mediciones con éstas características para 
obtener un buen estimado del sistema. Sin embargo, las mediciones pueden presentar 
errores mayores a los casos descritos con anterioridad, dando lugar a un error anormal 
(fuera de lo esperado). 
En la detección de errores generalmente se compara el índice J(x) con el valor t¡, si 
el índice J(x) es menor que t} se acepta el estimado, en el caso contrario se inicia el 
proceso de identificación y eliminación de las mediciones anormales, hasta que se 
cumpla dicha condición. La técnica común [1,2,22,23] aplica un criterio de aceptación, 
ya sea el índice J (x) contra el valor t} o la técnica llamada r" [22], aunque la segunda 
técnica detecta e identifica los errores. Las dos técnicas son eficientes con sus 
características particulares, sin embargo es solamente un criterio para decidir si el 
estimado se acepta o se rechaza. 
5.3 Detección de errores en sistemas con medición fasorial 
Con el desarrollo de mediciones fasoriales sincronizadas en los sistemas de potencia, 
su aplicación en estimación de estado es atractiva debido a su alta precisión y 
confiabilidad, ya que dan redundancia al estimador y pueden mejorar la estimación, aún 
ante la presencia de mediciones con errores fuera del intervalo x±3<r. 
Para analizar estas condiciones se emplea el sistema de la figura 2.1 presentando los 
siguientes casos de estudio: (1) las mediciones convencionales sin error (caso ideal); 
(2) mediciones convencionales con error aleatorio dentro del rango ±3a y la medición 
de potencia activa y potencia reactiva de 2-6 con un error de ±4.5<r; (3) similar a (2) 
pero con mediciones fasoriales en los nodos 3 y 5; (4) similar a (3) pero con las 
mediciones de potencia activa y potencia reactiva de 2-6 eliminadas. 
Tabla 5.2.- Tabla de resultados para caso (1) y caso (2). 
Caso 1 Caso 2 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A P n e Qne 
1 1 0 5 0 0 0 . 0 0 0 0 1 . 0 7 8 8 0 . 1 5 9 6 1 1 . 0 4 3 8 0 . 0 0 0 0 1 . 1 1 4 0 0 . 1 7 7 9 
2 1 0 5 0 0 -0 . 0 6 4 1 0 . 5 0 0 0 0 . 7 4 3 6 2 1 . 0 4 1 0 - 0 . 0 6 7 1 0 . 4 5 0 7 0 . 6 7 0 5 
3 1 0 7 0 0 -0 . 0 7 4 6 0 . 6 0 0 0 0 . 8 9 6 3 3 1 . 0 6 6 1 - 0 . 0 7 6 8 0 . 6 0 5 1 0 . 8 8 8 1 
4 0 9894 - 0 . 0 7 3 2 -• 0 . 7 0 0 0 - 0 . 7 0 0 0 4 0 . 9 8 0 3 - 0 . 0 7 6 0 -0 . 7 0 7 0 -- 0 . 7 1 1 7 
5 0 9854 - 0 . 0 9 2 1 -- 0 . 7 0 0 0 - 0 . 7 0 0 0 5 0 . 9 7 9 2 - 0 . 0 9 6 0 -0 . 7 2 3 6 -- 0 . 6 9 5 2 
6 1 . 0 0 4 4 - 0 . 1 0 3 8 -- 0 . 7 0 0 0 - 0 . 7 0 0 0 6 1 . 0 0 3 6 - 0 . 1 0 5 8 - 0 , 6 5 9 4 -- 0 . 6 2 2 1 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
0 . 0 0 0 0 7 7 . 3 6 3 3 6 8 . 9 2 5 4 7 7 . 3 6 3 3 
P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s 
V e s t i m a d o s f u e r a d e 1 . 2 c 0 . 0000% y e s t i m a d o s f u e r a d e 1 . 2 o 1 9 . 3548% 
P e r P r e Qer Q r e P e r P r e Q e r Q r e 
1 - 2 0 . 2 8 6 9 - 0 . 2 7 7 9 - 0 . 1 5 4 2 0 . 1 2 8 2 1 -2 0 . 3 0 2 1 - 0 . 2 9 2 3 - 0 . 1 4 5 9 0 . 1 2 2 0 
1 - 4 0 . 4 3 5 9 - 0 . 4 2 5 0 0 . 2 0 1 2 - 0 . 1 9 9 3 1 -4 0 . 4 4 7 2 - 0 . 4 3 5 5 0 . 2 1 3 1 - 0 . 2 0 7 2 
1 - 5 0 . 3 5 6 0 - 0 . 3 4 5 3 0 . 1 1 2 6 - 0 . 1 3 4 5 1 - 5 0 . 3 6 4 7 - 0 . 3 5 3 4 0 . 1 1 0 8 - 0 . 1 3 0 0 
2--3 0 . 0 2 9 3 - 0 . 0 2 8 9 - 0 . 1 2 2 7 0 . 0 5 7 3 2 - 3 0 . 0 2 1 6 - 0 . 0 2 1 0 - 0 . 1 4 1 0 0 . 0 7 7 2 
2-•4 0 . 3 3 0 9 - 0 . 3 1 5 8 0 . 4 6 0 5 - 0 . 4 5 1 2 2 - 4 0 . 3 2 6 2 - 0 . 3 1 1 1 0 . 4 5 9 2 - 0 . 4 4 9 4 
2-•5 0 . 1 5 5 2 - 0 . 1 5 0 2 0 . 1 5 3 5 - 0 . 1 8 0 1 2 - 5 0 . 1 5 3 2 - 0 . 1 4 8 5 0 . 1 4 3 4 - 0 . 1 7 0 2 
2--6 0 . 2 6 2 5 - 0 . 2 5 6 7 0 . 1 2 4 0 - 0 . 1 6 0 1 2 - 6 0 . 2 4 2 1 - 0 . 2 3 7 4 0 . 0 8 6 9 - 0 . 1 2 6 0 
3--5 0 . 1 9 1 2 - 0 . 1 8 0 2 0 . 2 3 1 7 - 0 . 2 6 0 9 3 - 5 0 . 1 9 9 2 - 0 . 1 8 7 6 0 . 2 3 6 8 - 0 . 2 6 4 0 
3--6 0 . 4 3 7 7 - 0 . 4 2 7 7 0 . 6 0 7 2 - 0 . 5 7 8 6 3 - 6 0 . 4 2 6 9 - 0 . 4 1 7 6 0 . 5 7 4 1 - 0 . 5 4 9 3 
4-- 5 0 . 0 4 0 8 - 0 . 0 4 0 5 - 0 . 0 4 9 4 - 0 . 0 2 7 9 4 - 5 0 . 0 3 9 6 - 0 . 0 3 9 2 - 0 . 0 5 5 1 - 0 . 0 2 1 0 
5--6 0 . 0 1 6 1 - 0 . 0 1 5 6 - 0 . 0 9 6 6 0 . 0 3 8 7 5 - 6 0 . 0 0 5 1 - 0 . 0 0 4 4 - 0 . 1 1 0 1 0 . 0 5 3 2 
En el caso (2) se observa que el índice J(jc) y el porcentaje de residuales fuera del 
rango ±1.2<r están cerca de violar los criterios de aceptación. En el caso 3 se observa 
que las mediciones fasoriales no ayudan a mejorar la estimación de las variables de 
estado, ya que las mediciones convencionales con error anormal se encuentran en nodos 
alejados de los nodos que tienen mediciones fasoriales. Por lo que es necesario eliminar 
las mediciones convencionales con error anormal y repetir el proceso de estimación de 
estado (caso (4)). 
Tabla 5.3.- Tabla de resultados para caso (3) y caso (4). 
Caso 3 Caso 4 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A P n e Qne 
1 1 0 4 9 2 0.0000 1 . 0 9 6 2 0 . 1 8 2 4 1 1 . 0 5 1 9 0 . 0 0 0 0 1 . 0 9 2 8 0 . 1 9 1 8 
2 1 0 4 5 9 - 0 . 0 6 5 3 0 . 4 4 7 1 0 . 6 6 7 6 2 1 . 0 4 8 5 - 0 . 0 6 4 2 0 . 4 7 7 2 0 . 6 9 2 8 
3 1 0 7 0 0 -0 . 0 7 4 6 0 . 5 9 5 9 0 . 8 7 6 5 3 1 . 0 7 0 0 - 0 . 0 7 4 6 0 . 5 9 9 8 0 . 8 7 9 3 
4 0 9 8 5 6 - 0 . 0 7 4 4 -• 0 . 7 0 9 7 - 0 . 7 1 3 3 4 0 . 9 8 8 8 - 0 . 0 7 3 3 - 0 . 6 9 9 7 -- 0 . 7 0 3 9 
5 0 9 8 5 4 -0 . 0 9 2 1 • - 0 . 6 9 0 2 - 0 . 6 9 0 5 5 0 . 9 8 5 4 - 0 . 0 9 2 1 -0 . 7 0 0 9 - 0 . 7 0 7 0 
6 1 0 0 8 0 - 0 . 1 0 3 2 -- 0 . 6 6 2 5 - 0 . 6 2 9 0 6 1 . 0 0 6 6 - 0 . 1 0 4 0 - 0 . 6 9 1 3 - 0 . 6 5 6 4 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
6 8 . 9 1 6 8 7 9 . 8 0 5 2 3 9 . 0 1 2 9 7 7 . 3 6 3 3 
P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s 
y e s t i m a d o s f u e r a d e 1 . 2 a 20 3 1 2 5 1 y e s t i m a d o s f u e r a d e 1 . 2 a 1 4 . 5161% 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1--2 0 . 2 9 7 8 - 0 . 2 8 8 4 - 0 . 1 4 2 2 0 . 1 1 7 0 1 -2 0 . 2 9 4 7 - 0 . 2 8 5 6 - 0 . 1 4 0 3 0 . 1 1 4 5 
1--4 0 . 4 4 3 4 - 0 . 4 3 1 9 0 . 2 1 4 9 - 0 . 2 1 0 4 1 -4 0 . 4 3 9 8 - 0 . 4 2 8 6 0 . 2 1 3 4 - 0 . 2 1 0 1 
1 - 5 0 . 3 5 5 0 - 0 . 3 4 4 3 0 . 1 0 9 7 - 0 . 1 3 2 0 1 - 5 0 . 3 5 8 3 - 0 . 3 4 7 3 0 . 1 1 8 8 - 0 . 1 4 0 0 
2 - 3 0 . 0 2 0 7 - 0 . 0 2 0 2 - 0 . 1 3 7 6 0 . 0 7 3 0 2 - 3 0 . 0 2 7 4 - 0 . 0 2 7 0 - 0 . 1 2 8 5 0 . 0 6 3 4 
2 -4 0 . 3 2 7 4 - 0 . 3 1 2 6 0 . 4 5 6 5 - 0 . 4 4 7 4 2 - 4 0 . 3 2 5 8 - 0 . 3 1 1 3 0 . 4 5 1 9 - 0 . 4 4 3 5 
2 - 5 0 . 1 4 6 5 - 0 . 1 4 2 1 0 . 1 4 1 3 - 0 . 1 6 9 4 2 - 5 0 . 1 5 2 9 - 0 . 1 4 8 1 0 . 1 4 8 7 - 0 . 1 7 5 8 
2 - 6 0 . 2 4 0 9 - 0 . 2 3 6 3 0 . 0 9 0 4 - 0 . 1 3 0 0 2 - 6 0 . 2 5 6 6 - 0 . 2 5 1 3 0 . 1 0 6 3 - 0 . 1 4 3 8 
3 - 5 0 . 1 9 1 2 - 0 . 1 8 0 2 0 . 2 3 1 7 - 0 . 2 6 1 0 3 - 5 0 . 1 9 1 2 - 0 . 1 8 0 2 0 . 2 3 1 7 - 0 . 2 6 1 0 
3 -6 0 . 4 2 5 0 - 0 . 4 1 5 9 0 . 5 7 1 7 - 0 . 5 4 7 8 3 - 6 0 . 4 3 5 6 - 0 . 4 2 6 1 0 . 5 8 4 1 - 0 . 5 5 8 2 
4 - 5 0 . 0 3 4 7 - 0 . 0 3 4 4 - 0 . 0 5 5 5 - 0 . 0 2 1 6 4 - 5 0 . 0 4 0 1 - 0 . 0 3 9 8 - 0 . 0 5 0 4 - 0 . 0 2 6 9 
5 - 6 0 . 0 1 0 9 - 0 . 0 1 0 3 - 0 . 1 0 6 5 0 . 0 4 8 8 5 - 6 0 . 0 1 4 5 - 0 . 0 1 4 0 - 0 . 1 0 3 3 0 . 0 4 5 6 
La técnica utilizada en este trabajo y que se empleó para determinar la aceptación o 
rechazo del estimado, bajo las condiciones de tener error en mediciones convencionales 
fuera del intervalo x±3cr se detalla a continuación. 
Si se cuenta con mediciones fasoriales sincronizadas correctas en el sistema y en 
todos los casos J(x) es menor que t , el estimado se acepta y no presenta problemas 
para determinar el criterio de aceptación. 
Sin embargo, el proceso de estimación debe contar con un alto porcentaje de 
mediciones dentro del intervalo x ± 2 a para obtener un buen estimado. Esto provoca 
que un alto porcentaje (77% o mayor), de los residuales se encuentren en el rango 
x ±1.2(7 con respecto a su medición correspondiente, y esta condición es un indicativo 
que la estimación es correcta. 
Cuando en el sistema existen mediciones convencionales con errores muy grandes, 
éstas perturban la estimación de variables de estado cercanas, sin embargo el contar con 
mediciones fasoriales sincronizadas, con una alta ponderación por su precisión, se puede 
reducir o evitar la contaminación de la estimación. 
Este efecto es más notable cuando la medición convencional con error anormal se 
encuentra conectada a un nodo con medición fasorial, y el efecto es menor cuando se 
encuentra alejada del nodo con información precisa. El mejor efecto se logra cuando la 
medición convencional con error anormal se encuentra entre nodos que tienen medición 
fasorial. 
Esta condición descrita indica que la estimación de variables de estado se puede 
aceptar aún cuando J ( x ) > / , que contradice la teoría clásica en pruebas de hipótesis. 
Cuando hay mediciones fasoriales en el sistema de medición se debe combinar la 
prueba de hipótesis y el porcentaje de residuales fuera del rango ±1 .2a para decidir si la 
estimación se acepta o se rechaza. Si el índice J ( x ) < t ¡ la estimación se acepta. Si 
J{x)>t y el porcentaje de residuales fuera del rango ±1.2(7 es mayor al 77% la 
estimación se acepta, y solamente se elimina la medición con error anormal sin 
necesidad de estimar nuevamente las variables de estado, ahorrando tiempo y esfuerzo 
computacional. 
Inclusive se puede presentar el caso donde el índice « / (*)</ y que el porcentaje de 
residuales fuera del rango ±1.2¿r sea menor al 77%. Indicando que hay varias 
mediciones con error normal cercano al ±3<r que contamina las variables de estado pero 
no lo suficiente para rechazar el estimado. Por lo que el porcentaje al ser menor al 77% 
indicaría que hay presencia de mediciones con error grande, siendo este un criterio más 
para aceptar o rechazar la estimación. 
Para ilustrar los efectos descritos arriba se emplea el sistema de la figura 2.1, y se 
presentan los casos: (1) mediciones convencionales sin error (caso ideal); (2) mediciones 
convencionales con error aleatorio y medición de potencia activa y potencia reactiva de 
1-2 invertidas; (3) similar a (2) pero con medición fasorial en nodos 1 y 2; (4) similar a 
(3) con mediciones de potencia activa y potencia reactiva con error anormal eliminadas. 
Tabla 5.4.- Tabla de resultados para caso (1) y caso (2). 
Caso 1 Caso 2 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V a Pne Qne N V A P n e Qne 
1 1 0 5 0 0 0 .0000 1 . 0 7 8 8 0 . 1 5 9 6 1 1 . 0 4 5 9 O.OOOO 0 . 9 9 3 2 0 . 2 2 0 8 
2 1 0 5 0 0 - 0 . 0 6 4 1 0 . 5 0 0 0 0 . 7 4 3 6 2 1 . 0 4 2 7 - 0 . 0 5 5 1 0 . 5 4 6 1 0 . 6 7 0 4 
3 1 0 7 0 0 -0 . 0 7 4 6 0 . 6 0 0 0 0 . 8 9 6 3 3 1 . 0 6 3 1 - 0 . 0 6 4 7 0 . 6 1 3 7 0 . 8 6 5 5 
4 0 9894 - 0 . 0 7 3 2 - 0 . 7 0 0 0 - 0 . 7 0 0 0 4 0 . 9 8 2 9 - 0 . 0 6 7 1 - 0 . 6 8 4 4 -- 0 . 6 9 8 2 
5 0 9 8 5 4 - 0 . 0 9 2 1 -- 0 . 7 0 0 0 - 0 . 7 0 0 0 5 0 . 9 7 8 6 - 0 . 0 8 7 0 - 0 . 7 2 4 0 -- 0 . 6 9 5 2 
6 1 0 0 4 4 -0 . 1 0 3 8 -• 0 . 7 0 0 0 - 0 . 7 0 0 0 6 0 . 9 9 9 3 - 0 . 0 9 4 1 - 0 . 6 7 0 2 • - 0 . 6 6 9 9 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
0 . 0 0 0 0 7 7 . 3 6 3 3 2 0 7 . 5 6 7 8 7 7 . 3 6 3 3 
P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s 
y e s t i m a d o s f u e r a d e 1 . 2 o 0 . 0000% y e s t i m a d o s f u e r a d e 1 . 2 c 2 2 . 5806% 
pe r P r e Qer Q r e P e r P r e Q e r Q r e 
1--2 0 . 2 8 6 9 - 0 . 2 7 7 9 - 0 . 1 5 4 2 0 . 1 2 8 2 1--2 0 . 2 5 0 3 - 0 . 2 4 3 7 - 0 . 1 2 1 8 0 . 0 9 1 4 
1--4 0 . 4 3 5 9 - 0 . 4 2 5 0 0 . 2 0 1 2 - 0 . 1 9 9 3 1 -4 0 . 4 0 4 4 - 0 . 3 9 4 3 0 . 2 1 8 2 - 0 . 2 1 9 0 
1--5 0 . 3 5 6 0 - 0 . 3 4 5 3 0 . 1 1 2 6 - 0 . 1 3 4 5 1 - 5 0 . 3 3 8 4 - 0 . 3 2 8 2 0 . 1 2 4 4 - 0 . 1 4 7 8 
2--3 0 . 0 2 9 3 - 0 . 0 2 8 9 - 0 . 1 2 2 7 0 . 0 5 7 3 2 - 3 0 . 0 2 4 4 - 0 . 0 2 4 0 - 0 . 1 2 2 3 0 . 0 5 7 8 
2--4 0 . 3 3 0 9 - 0 . 3 1 5 8 0 . 4 6 0 5 - 0 . 4 5 1 2 2 -4 0 . 3 4 7 7 - 0 . 3 3 2 8 0 . 4 3 9 4 - 0 , 4 3 0 1 
2--5 0 . 1 5 5 2 - 0 . 1 5 0 2 0 . 1 5 3 5 - 0 . 1 8 0 1 2 - 5 0 . 1 6 5 0 - 0 . 1 5 9 8 0 . 1 4 7 6 - 0 . 1 7 3 0 
2--6 0 . 2 6 2 5 - 0 . 2 5 6 7 0 . 1 2 4 0 - 0 . 1 6 0 1 2 - 6 0 . 2 5 2 8 - 0 . 2 4 7 4 0 . 1 1 4 4 - 0 . 1 5 1 1 
3 - 5 0 . 1 9 1 2 - 0 . 1 8 0 2 0 . 2 3 1 7 - 0 . 2 6 0 9 3 - 5 0 . 2 0 5 5 - 0 . 1 9 4 3 0 . 2 2 3 1 - 0 . 2 5 1 1 
3 -6 0 . 4 3 7 7 - 0 . 4 2 7 7 0 . 6 0 7 2 - 0 . 5 7 8 6 3 - 6 0 . 4 3 2 2 - 0 . 4 2 2 6 0 . 5 8 4 6 - 0 . 5 5 7 9 
4 - 5 0 . 0 4 0 8 - 0 . 0 4 0 5 - 0 . 0 4 9 4 - 0 . 0 2 7 9 4 - 5 0 . 0 4 2 8 - 0 . 0 4 2 4 - 0 . 0 4 9 1 - 0 . 0 2 7 1 
1 5 - 6 0 . 0 1 6 1 - 0 . 0 1 5 6 - 0 . 0 9 6 6 0 . 0 3 8 7 5 - 6 0 . 0 0 0 7 - 0 . 0 0 0 2 - 0 . 0 9 6 3 0 . 0 3 9 1 
Tabla 5.5.- Tabla de resultados para caso (3) y caso (4). 
Caso 3 Caso 4 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A P n e Qne 
1 1 0 5 0 0 0 . 0 0 0 0 1 . 0 7 8 2 0 1 5 8 1 1 1 0 5 0 0 0 . 0 0 0 0 1 . 0 7 8 2 0 1 5 8 1 
2 1 0 5 0 0 - 0 . 0 6 3 5 0 . 5 0 3 8 0 7 2 0 2 2 1 0 5 0 0 - 0 . 0 6 3 5 0 . 5 0 3 8 0 7 2 0 2 
3 1 0 7 0 6 - 0 . 0 7 4 2 0 . 6 0 1 0 0 8747 3 1 0 7 0 6 - 0 . 0 7 4 2 0 . 6 0 1 0 0 8747 
4 0 9897 - 0 . 0 7 2 9 - 0 . 6 9 5 4 --0 6969 4 0 9897 - 0 . 0 7 2 9 - 0 . 6 9 5 4 --0 6 9 6 9 
5 0 9 8 5 6 - 0 . 0 9 3 3 -- 0 . 7 2 6 0 --0 7 0 0 3 5 0 9 8 5 6 - 0 . 0 9 3 3 - 0 . 7 2 6 0 --0 7 0 0 3 
6 1 0 0 7 4 - 0 . 1 0 3 3 -- 0 . 6 8 3 7 --0 6602 6 1 0074 - 0 . 1 0 3 3 - 0 . 6 8 3 7 -0 . 6 6 0 2 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
2 1 7 . 4 4 9 7 7 9 . 8 0 5 2 4 1 . 1 8 9 0 7 7 . 3 6 3 3 
P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s 
y e s t i m a d o s f u e r a d e 1 . 2 c 1 5 . 6250% y e s t i m a d o s f u e r a d e 1 . 2 a 1 2 . 9032% 
P e r P r e Qer Q r e P e r P r e Q e r Q r e 
1 - 2 0 . 2 8 4 4 - 0 . 2 7 5 6 - 0 . 1 5 3 2 0 . 1 2 6 8 1 - 2 0 . 2 8 4 4 - 0 . 2 7 5 6 - 0 . 1 5 3 2 0 . 1 2 6 8 
1 - 4 0 . 4 3 3 9 - 0 . 4 2 3 1 0 . 1 9 9 9 - 0 . 1 9 8 4 1 - 4 0 . 4 3 3 9 - 0 . 4 2 3 1 0 . 1 9 9 9 - 0 . 1 9 8 4 
1 - 5 0 . 3 5 9 9 - 0 . 3 4 9 0 0 . 1 1 1 4 - 0 . 1 3 2 7 1 - 5 0 . 3 5 9 9 - 0 . 3 4 9 0 0 . 1 1 1 4 - 0 . 1 3 2 7 
2 - 3 0 . 0 2 9 4 - 0 . 0 2 9 0 - 0 . 1 2 5 2 0 . 0 5 9 9 2 - 3 0 . 0 2 9 4 - 0 . 0 2 9 0 - 0 . 1 2 5 2 0 . 0 5 9 9 
2 - 4 0 . 3 3 1 2 - 0 . 3 1 6 3 0 . 4 5 7 0 - 0 . 4 4 8 0 2 - 4 0 . 3 3 1 2 - 0 . 3 1 6 3 0 . 4 5 7 0 - 0 . 4 4 8 0 
2 - 5 0 . 1 6 0 5 - 0 . 1 5 5 4 0 . 1 5 1 5 - 0 . 1 7 7 7 2 - 5 0 . 1 6 0 5 - 0 . 1 5 5 4 0 . 1 5 1 5 - 0 . 1 7 7 7 
2 - 6 0 . 2 5 8 2 - 0 . 2 5 2 8 0 . 1 1 0 1 - 0 . 1 4 7 5 2 - 6 0 . 2 5 8 2 - 0 . 2 5 2 8 0 . 1 1 0 1 - 0 . 1 4 7 5 
3 - 5 0 . 1 9 7 4 - 0 . 1 8 6 3 0 . 2 3 1 1 - 0 . 2 5 9 9 3 - 5 0 . 1 9 7 4 - 0 . 1 8 6 3 0 . 2 3 1 1 - 0 . 2 5 9 9 
3 - 6 0 . 4 3 2 6 - 0 . 4 2 3 2 0 . 5 8 3 7 - 0 . 5 5 8 1 3 - 6 0 . 4 3 2 6 - 0 . 4 2 3 2 0 . 5 8 3 7 - 0 . 5 5 8 1 
4 - 5 0 . 0 4 4 1 - 0 . 0 4 3 6 - 0 . 0 5 0 5 - 0 . 0 2 6 7 4 - 5 0 . 0 4 4 1 - 0 . 0 4 3 6 - 0 . 0 5 0 5 - 0 . 0 2 6 7 
5 - 6 0 . 0 0 8 3 - 0 . 0 0 7 7 - 0 . 1 0 3 3 0 . 0 4 5 4 5 - 6 0 . 0 0 8 3 - 0 . 0 0 7 7 - 0 . 1 0 3 3 0 . 0 4 5 4 
Se observa que en el caso (2) el índice «/(*) y el porcentaje de mediciones fuera del 
rango x±\.2a queda fuera de los límites establecidos para aceptar la estimación de las 
variables de estado. 
En el caso (3) el índice J(x) es mayor que el valor r , lo que indicaría que la 
estimación se rechaza, sin embargo, al contar con mediciones fasoriales sincronizadas el 
porcentaje fuera del rango x±\2o es menor que el 23%, lo que indica que la 
estimación se acepta, ya que al eliminar las mediciones convencionales de potencia 
activa y potencia reactiva (caso (4)) la estimación es exactamente la misma. 
En todos los casos cuando se cuenta con mediciones fasoriales sincronizadas 
correctas la estimación de las variables de estado se mejora. 
5.4 Identificación de errores 
En el desarrollo de éste trabajo se ha establecido la importancia de emplear técnicas 
que permitan identificar la medición errónea, eliminarla del proceso de estimación y 
repetir el proceso de estimación hasta cumplir con las condiciones para aceptar el 
estimado. 
A continuación se resumen las técnicas de identificación que se han venido aplicando 
a través de los años en el proceso de estimación. 
5.4.1 Residuales 
En la figura 5.2 se tiene la función de densidad de probabilidad de la medición z(, se 
asumirá que el error de z( es normalmente distribuido con valor esperado cero. La 
función de densidad de probabilidad está centrada en el valor verdadero de z,, y los 
errores de todas las mediciones se suponen con distribución normal [l l] . 
•val©' 
tertefero méddo 2 
Figura 5.2.- Función de distribución normal de la medición z,. 
Además se supondrá que las variables de estado x son normalmente distribuidas y 
que cualquier función lineal de x tiene una distribución normal. En la figura 5.3 se 
muestra la función de densidad de probabilidad del valor estimado de la medición z,, 
que se denota / , y tiene una variancia menor que la establecida para la medición z,, 
debido a la redundancia de mediciones, de esta forma el estimado está más cerca del 
valor verdadero que el valor medido. 
PDF 
M 
Figura 5.3.- Función de distribución normal del estimado / i ' 
A la diferencia entre valor medido z, y el valor estimado / se le llama residual y se 
denota como r{. La función de densidad de probabilidad normal para rt se muestra en la 
figura 5.4, la cual está centrada en el valor cero y con variancia <j r . 
En condiciones normales el residual para la medición zt debe estar en el rango ±3a, 
debido a su función de densidad de probabilidad normal, si el residual está fuera de éste 
rango se tendrá una buena razón para sospechar que la medición z. es incorrecta. 
A cada una de las mediciones se aplica éste procedimiento y se obtiene el vector de 
residuales. Cada residual es comparado con su variancia o r respectiva, de ésta manera 
se identificarían probables mediciones erróneas. 
(5.7) 
2 
Figura 5.4.- Función de distribución normal del residual rt. 
5.4.2 Residuales ponderados 
Aplicando los conceptos anteriores y dividiendo la diferencia entre el valor medido 
zt y el valor estimado ft por su respectiva variancia cr, se obtendrá el residual 
ponderado, cuyo residual es designado por r", su función de densidad de probabilidad 
normal se muestra en la figura 5.5. Así se llega a establecer que si el valor absoluto de 
r" es mayor que 3 existe una alta probabilidad para considerar que la medición z, tiene 
un error anormal. 
Figura 5.5.- Función de distribución normal para residual ponderado. 
Una desventaja de aplicar éstas dos técnicas en el proceso de estimación se presenta 
cuando se emplean mediciones de alta precisión, ya sea con inyección cero o el caso de 
mediciones fasoriales. Por ser de muy alta precisión el valor medido y el valor estimado 
son casi idénticos, esto implica que el residual es cero y que el residual ponderado 
también es cero, siendo prácticamente imposible detectar si son correctas o contienen un 
error que afecta el estimado. 
Con el fin de corregir este problema se desarrolló una técnica capaz de identificar la 
medición que es realmente errónea en sistemas de medición que contienen mediciones 
convencionales y mediciones de alta precisión. A ésta técnica se le conoce como 
residuales normalizados o r" [12]. 
5.4.3 Residuales normalizados 
Se aplican conceptos de matrices de covariancia a ecuaciones del capítulo III y se 
obtiene una matriz de covariancia del vector x de estados estimados [12]: 
(5.8) 
se simplifica y se obtiene: 
(5.9) 
la matriz de covariancia del vector de mediciones estimadas 2a" está dada por: 
R¡RA = HRXHT = HG'XH 
T (5.10) 
de igual manera se obtiene la matriz de covariancia del vector de residuales: 
Rr=(l~HG-iHTR-l)R{l-HG~1HTR-])T (5.11) 
reduciendo se obtiene: 
Rr = R-HG~]H 
T (5.12) 
la matriz de covariancia de los residuales resulta de la diferencia entre la matriz de 
covariancia de las mediciones (R) y de la matriz de covariancia de las mediciones 
estimadas ( R ^ ) : 
finalmente los residuales normalizados que se emplean en la identificación de errores 
están dados por: 
donde diag(Rr) son los elementos de la diagonal de la matriz ( i? r) , y r es el vector de 
residuales. 
5.4.4 Análisis de la prueba de detección e identificación de errores y el porcentaje 
fuera del rango ±1.2(7 
Es importante al momento de aplicar éstas pruebas, considerar la ponderación que se 
otorgó a cada una de las mediciones en el proceso de estimación de estado. 
En el algoritmo de estimación de estado convencional la ponderación debe ser mayor 
R^R-R (5.13) 
(5.14) 
para evitar problemas de convergencia. La ponderación mínima 
= lx l0 7 ^j no afecta la prueba de detección e identificación de errores, así como al 
porcentaje fuera del rango ±1.2<j. 
El estimador por descomposición ortogonal emplea ponderaciones menores a 
cuando se utilizan mediciones muy precisas, como son las mediciones en — < l x l 0 7 
\<j 
nodos con inyección cero y magnitud de voltaje en medición fasorial. Las mediciones 
precisas producen ciertas características en la prueba de detección e identificación de 
errores, así como en el porcentaje de residuales fuera del rango ±1.2<r. En base al 
análisis que se realizó se obtuvieron las siguientes conclusiones: 
a) Detección de errores: Al obtener el índice J ( x ) (Ec. (2.2)) la covariancia que 
depende del cuadrado de la ponderación no afecta el computo del índice J(x), ya que la 
medición precisa se ajusta correctamente al valor de medición. Por lo que el residual es 
pequeño y al multiplicarse por la covariancia resulta un valor bajo que se suma al de 
todas las demás mediciones. 
b) Identificación de errores: La ponderación de las mediciones precisas 
(mediciones fasoriales y nodos con inyección), no afecta la Ec. (5.10) en la técnica de 
residuales normalizados para identificación de errores. 
El punto importante que se debe tomar en cuenta es: (1) la transformación ortogonal 
se aplica solamente a la ecuación de estimación de estado y no a la prueba de detección e 
identificación de errores. Por lo cual se debe tener un manejo especial en la matriz de 
covariancia que se aplica en la prueba de detección e identificación de errores que es 
diferente a la matriz de variancia que se aplica en la transformación ortogonal, y (2) este 
fenómeno generalmente se presenta cuando se utilizan mediciones de inyección cero, ya 
que la ponderación de mediciones fasoriales de ángulo y magnitud de voltaje 
( 1 1 ^ 
— = 1 x 105 y — = 1x107 respectivamente, no afectan esta prueba por ser mayores a la 
<7 a ) 
ponderación de un nodo con inyección cero 1 , ^ 
\ 
- = 1x10" 
\cr 
c) Porcentaje fuera del rango ±1.2(7 : los residuales que se encuentran fuera del 
rango ± 1 2 a se toman en cuenta para calcular este porcentaje. El residual que se obtiene 
de la diferencia entre valor medido y valor estimado de mediciones convencionales no 
presenta ningún problema. Y es fácil establecer que medición se toma o no en cuenta 
para el cálculo del porcentaje. En cambio los residuales de mediciones precisas no son 
fáciles de establecer si se toman en cuenta o no para calcular el porcentaje. Por ejemplo: 
un nodo con inyección cero tiene un valor medido de Sl0 = §MW, con una ponderación 
de — = 1 x 109 I, entonces se espera que el valor estimado este en el rango 
V<7 J 
Sl0 = ± 3 x l 0 9 . Cuando el residual se encuentra en el rango r = ±1.2xl0~9 n o s e t o m a 
en cuenta para calcular el porcentaje. Sin embargo si el residual esta en el rango 
r < 1 x 10"6 se sabe que hay una inyección de l OOwa/tó o menor, considerando que este 
valor está bien estimado. Pero al compararlo con la ponderación correspondiente se toma 
en cuenta para calcular el porcentaje, ya que está fuera del rango. Para evitar este tipo de 
problemas se tomaron las siguientes consideraciones: (1) si el residual de una medición 
precisa es r <\e-6, se considera bien estimado y no se toma en cuenta para el cálculo 
del porcentaje, y (2) si el residual de una medición precisa es r > le - 6, se considera una 
estimación que se debe tomar en cuenta para el cálculo del porcentaje. 
5.5 Estimación de estado con mediciones fasoriales erróneas. 
Ahora se analiza el efecto que tiene una medición fasorial sincronizada errónea en el 
proceso de estimación de estado, en especial el efecto sobre el índice J ( x ) y los 
porcentajes de mediciones fuera del rango ±1.2cr, adicionalmente se avalúan las 
diferentes técnicas para identificar errores anormales en mediciones convencionales y 
mediciones fasoriales. 
Se realizan pruebas con el estimador para el sistema de la figura 2.1 con el método 
Newton-Raphson por descomposición ortogonal para los siguientes casos: (1) con 
mediciones convencionales con error aleatorio dentro del rango ±3a incluyendo 
mediciones fasoriales sincronizadas con errores anormales en los nodos 3 y 5; (2) similar 
a (1) pero con la medición de potencia activa y potencia reactiva de 3-5 invertida; 
(3) similar a (1) pero con error anormal en la medición del ángulo de la medición 
fasorial en los nodos 3 y 5; (4) similar a (1) pero con mediciones fasoriales en los nodos 
3 y 5 correctas. 
Tabla 5.6.- Resultados para caso (1) y caso (2) por Método Newton-Raphson. 
Caso 1 
V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o 
V 
1 . 0 3 1 0 
1 . 0 3 0 5 
1 . 0 5 9 0 
0 . 9 6 8 1 
0 . 9 5 6 5 




- 0 . 0 8 5 5 
- 0 . 0 7 5 7 
- 0 . 0 8 5 0 
- 0 . 1 1 2 7 
P n e 
1 . 0 5 7 1 
0 . 4 7 5 5 
0 . 5 1 8 6 
- 0 . 6 9 7 1 
- 0 . 5 6 3 5 
- 0 . 7 0 3 5 
Qne 
0 . 2 0 2 9 
0 . 7 1 6 8 
1 . 0 2 8 7 
- 0 . 6 8 7 9 
- 0 . 9 2 2 2 
- 0 . 5 9 6 4 
Caso 2 
V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o 
V 
1 . 0 3 1 0 
1 . 0 3 0 5 
1 . 0 5 9 0 
0 . 9 6 8 1 
0 . 9 5 6 5 




- 0 . 0 8 5 5 
- 0 . 0 7 5 7 
- 0 . 0 8 5 0 
- 0 . 1 1 2 7 
P n e 
1 . 0 5 7 1 
0 . 4 7 5 5 
0 . 5 1 8 6 
- 0 . 6 9 7 1 
- 0 . 5 6 3 5 
- 0 . 7 0 3 5 
Qne 
0 . 2 0 2 9 
0 . 7 1 6 8 
1 . 0 2 8 7 
- 0 . 6 8 7 9 
- 0 . 9 2 2 2 
- 0 . 5 9 6 4 
P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 
1 0 3 . 1 0 7 5 7 9 . 8 0 5 2 
P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 
2 6 8 . 8 3 8 7 7 9 . 8 0 5 2 
P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s 
y e s t i m a d o s f u e r a d e 1 . 2 ( 7 2 8 . 1 2 5 0 % 
P o r c e n t a j e d e 
y e s t i m a d o s 
l a d i f e r e n c i a d e m e d i d o s 
f u e r a d e 1 . 2 C 7 2 9 . 6 8 7 5 % 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1 --2 0 2 9 5 0 - 0 2 8 5 1 - 0 1 5 3 9 0 1 3 1 1 1 - 2 0 2 9 5 0 - 0 2 8 5 1 - 0 . 1 5 3 9 0 1 3 1 1 
1--4 0 4 3 4 8 - 0 4 2 3 4 0 2 0 8 3 - 0 2 0 2 8 1 - 4 Û 4 3 4 8 - 0 4 2 3 4 0 . 2 0 8 3 - 0 2 0 2 8 
1--5 0 32 73 - 0 3 1 6 8 0 1 4 8 5 - 0 1 6 8 4 1 - 5 0 3 2 7 3 - 0 3 1 6 8 0 1 4 8 5 - 0 1 6 8 4 
2-•3 0 0 5 0 6 - 0 0 4 9 7 - 0 1 5 9 0 0 0 9 8 0 2 - 3 0 0 5 0 6 - 0 0 4 9 7 - 0 1 5 9 0 0 0 9 8 0 
2--4 0 3 1 8 0 - 0 3 0 2 2 0 4 7 3 1 - 0 4 6 1 5 2 - 4 0 3 1 8 0 - 0 3 0 2 2 0 4 7 3 1 - 0 4 6 1 5 
2--5 0 1 2 6 5 - 0 1 2 0 8 0 1 9 1 0 - 0 2 1 3 3 2 - 5 0 1 2 6 5 - 0 1 2 0 8 0 1 9 1 0 - 0 2 1 3 3 
2-- 6 0 2 6 5 5 - 0 . 2 6 0 1 0 0 8 0 7 - 0 1164 2 - 6 0 2 6 5 5 - 0 2 6 0 1 0 0 8 0 7 - 0 1 1 6 4 
3-- 5 0 . 1 5 7 5 - 0 . 1 4 2 1 0 3 1 6 8 - 0 3344 3- 5 0 1 5 7 5 - 0 . 1 4 2 1 0 3 1 6 8 - 0 3 3 4 4 
3 - 6 0 . 4 1 0 8 - 0 . 4 0 0 8 0 6 1 4 0 - 0 5 8 5 2 3--6 0 4 1 0 8 - 0 . 4 0 0 8 0 6 1 4 0 - 0 . 5 8 5 2 
4 - 5 0 . 0 2 8 6 - 0 . 0 2 8 4 - 0 0 2 3 6 - 0 0 5 0 0 4--5 0 . 0 2 8 6 - 0 . 0 2 8 4 - 0 0 2 3 6 - 0 . 0 5 0 0 
5 - 6 0 . 0 4 4 5 - 0 . 0 4 2 5 - 0 . 1 5 6 1 0 . 1 0 5 2 5-•6 0 . 0 4 4 5 - 0 . 0 4 2 5 - 0 1 5 6 1 0 . 1 0 5 2 
En la tabla 5.6 los resultados son idénticos, lo cual significa que aunque la medición 
fasorial tiene un error anormal, no permite que una medición convencional anormal 
afecte a otras mediciones cercanas al nodo. Sin embargo la estimación se rechaza. En el 
caso (1) se detecta el error en las mediciones fasoriales de los nodos 3 y 5, el caso (2) es 
similar pero la medición con mayor error son los flujos de potencia activa y potencia 
reactiva. 
Tabla 5.7.- Resultados para caso (3) y caso (4) por Método Newton-Raphson. 
Caso 3 
V a l o r e s e s t i m a d o s de l a s 
V a r i a b l e s de e s t a d o 
V 
1 . 0 5 2 3 
1 . 0 4 8 6 
1.0700 
0 . 9 8 9 3 
0.9854 
1 . 0 0 6 4 
A 
0.0000 
- 0 . 0 6 7 1 
-0.0855 
- 0 . 0 7 4 0 
-0.085O 
- 0 . 1 1 1 9 
Pne 
1 . 0 8 7 8 
0 . 4721 
0 .4743 
- 0 . 6 9 7 9 
-0.5298 
- 0 . 7 2 9 0 
Qne 
0 . 1 9 2 7 
0 . 7 0 3 5 
0.9207 
- 0 . 7 0 1 7 
-0.7780 
- 0 . 6 4 2 5 
Caso 4 
V a l o r e s e s t i m a d o s de l a s 
V a r i a b l e s d e e s t a d o 
V 
1 . 0 5 2 1 
1 . 0 4 8 7 
1.0700 
0 . 9 8 9 1 
0.9854 
1 . 0 0 6 5 
A 
0.0000 
- 0 . 0 6 4 4 
-0.0746 
- 0 . 0 7 3 5 
-0.0921 
- 0 . 1 0 3 7 
Pne 
1 . 0 9 5 4 
0 . 4 7 3 2 
0.5985 
- 0 . 7 0 0 9 
-0.7011 
- 0 . 6 8 7 2 
Qne 
0 . 1 9 1 4 
0 . 6 9 8 4 
0 . 8 8 0 2 
- 0 . 7 0 2 4 
-0.7088 
- 0 . 6 6 2 0 
P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r Xi2 
7 4 . 9 6 8 5 7 9 . 8 0 5 2 
P r u e b a de H i p ó t e s i s 
F a c t o r J V a l o r Xi2 
4 0 . 1 6 1 6 7 9 . 8 0 5 2 
P o r c e n t a j e d e l a d i f e r e n c i a de m e d i d o s 
y e s t i m a d o s f u e r a de 1 . 2 O" 23 .4375% 
P o r c e n t a j e d e 
y e s t i m a d o s 
l a d i f e r e n c i a de m e d i d o s 
f u e r a d e 1.2(7 14 .0625% 
P e r P i e Qer Qre P e r P r e Qer Qre 
1 - 2 0 3088 - 0 2988 - 0 . 1 4 4 5 0 . 1 2 0 3 1- 2 0 . 2958 - 0 2867 - 0 . 1 4 1 0 0 1152 
1- 4 0 4434 - 0 4320 0 . 2 1 2 8 - 0 . 2 0 9 1 1-•4 0. 4410 - 0 4297 0 . 2 1 2 8 - 0 2094 
1- 5 0 3357 - 0 3257 0 . 1 2 4 4 - 0 . 1 4 9 5 1- 5 0. 3585 - 0 3476 0 . 1 1 9 5 - 0 1407 
2- 3 0 0622 - 0 . 0 6 1 5 - 0 . 1 3 4 4 0 . 0 7 0 2 2-•3 0 0267 - 0 0262 - 0 . 1 2 7 3 0 0621 
2- 4 0 3057 - 0 . 2 9 1 4 0 . 4 5 8 2 - 0 . 4 5 0 5 2--4 0 3257 - 0 . 3 1 1 1 0 . 4 5 1 7 - 0 4434 
2--5 0 1220 - 0 . 1177 0 . 1 5 8 7 - 0 . 1 8 7 1 2--5 0 1525 - 0 . 1 4 7 7 0 . 1 4 9 8 - 0 1768 
2--6 0 2810 - 0 . 2 7 5 0 0 . 1 0 0 6 - 0 . 1 3 6 1 2--6 0 2 5 5 1 - 0 . 2 4 9 8 0 . 1 0 9 0 - 0 1466 
3-•5 0 1310 - 0 . 1 2 0 5 0 . 2 5 8 9 - 0 . 2 8 9 1 3--5 0 1912 - 0 . 1 8 0 2 0 . 2 3 1 7 - 0 2610 
3--6 0 4049 - 0 . 3 9 5 7 0 . 5 9 1 6 - 0 . 5 6 7 1 3--6 0 4335 - 0 . 4240 0 . 5 8 6 3 - 0 5603 
4--5 0 . 0 2 5 5 - 0 . 0 2 5 4 - 0 . 0 4 2 2 - 0 . 0 3 5 5 4--5 0 0400 - 0 . 0 3 9 6 - 0 . 0 4 9 6 - 0 0277 
5--6 0 . 0 5 9 5 - 0 . 0584 - 0 . 1 1 6 7 0 . 0 6 0 6 5 -6 0 0140 - 0 . 0 1 3 4 - 0 . 1 0 2 6 0 0448 
Para los resultados de la tabla 5.7, el error anormal en la medición del ángulo afecta a 
los porcentajes de residuales fuera del rango de ±1.2<r, pero el índice •/(*) es menor 
que t , sin embargo la prueba de identificación de errores anormales dice que la 
medición de ángulo de la medición fasorial en los nodos 3 y 5 tiene un error anormal, y 
aunque el primer criterio dice que el estimado se acepta, el segundo criterio lo rechaza, 
ya que se tiene un porcentaje mayor del establecido. En los 3 primeros casos se observa 
cómo se afecta el índice J ( x ) y los porcentajes de residuales fuera del rango de ±1.2<t , 
por las mediciones fasoriales erróneas, en el caso 4 el efecto es mucho menor ya que las 
mediciones fasoriales son correctas. 
Ahora se considera un sistema de potencia con baja redundancia. Se considera el 
sistema de la figura 2.1, con las mediciones de flujo de potencia activa y potencia 
reactiva, inyección de potencia activa y potencia reactiva y medición de magnitud de 
voltaje, detalladas en el apéndice C. 
Se analizan los casos: (5) todas las mediciones con un error aleatorio dentro del rango 
de ±3<t y medición fasorial errónea en los nodos 3 y 5 y; (6) similar a (5) pero con 
mediciones fasoriales erróneas en los nodos 1 y 2. Se aplica la prueba de detección e 
identificación de errores así como el porcentaje de residuales fuera del rango ±1.2(7. 
Tabla 5.8.- Resultados para caso (5) y caso (6) por Método Newton-Raphson. 
Caso 5 Caso 6 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A P n e Qne N V A P n e Qne 
1 1 0 3 8 6 0 . 0 0 0 0 1 . 0 9 0 5 0 2197 1 1 . 0 6 1 2 0 . 0 0 0 0 1 . 1 4 5 4 0 . 3 1 1 7 
2 1 0 3 4 8 - 0 . 0 6 6 7 0 . 4 7 0 9 0 7 1 8 4 2 1 . 0 4 2 2 - 0 . 0 6 3 5 0 . 4 6 4 2 0 . 6 6 7 6 
3 1 0 5 9 0 - 0 . 0 8 5 5 0 . 4 0 3 5 1 . 1 1 0 7 3 1 . 0 4 5 8 - 0 . 0 8 9 4 0 . 1 7 8 7 0 . 7 7 6 3 
4 0 9 8 0 0 - 0 . 0 7 9 3 - 0 . 7 2 6 1 - 0 . 5 6 4 7 4 0 . 9 9 2 0 -C . 0 7 2 8 - 0 . 6 7 0 7 - 0 . 6 6 1 5 
5 0 . 9 5 6 5 - 0 . 0 8 5 0 - 0 . 6 1 1 6 -0 . 9 4 9 0 5 0 . 9 8 8 9 - 0 . 0 9 2 7 - 0 . 6 2 1 2 - 0 . 5 4 0 0 
6 0 . 9 8 5 1 - 0 . 1 0 0 9 - 0 . 5 4 1 0 - 0 . 7 9 2 9 6 0 . 9 8 2 5 - 0 . 0 9 5 3 - 0 . 4 2 7 9 - 0 . 8 7 3 6 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
8 . 6 0 5 9 3 0 . 5 8 3 0 1 9 . 5 7 4 4 2 7 . 6 8 9 3 
P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s 
y e s t i m a d o s f u e r a d e 1 . 2 ( 7 11 .5385% y e s t i m a d o s f u e r a d e 1 . 2 a 25 .0000% 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1 - 2 0 . 2 9 9 3 - 0 . 2 8 9 8 - 0 . 1 3 9 4 0 . 1 1 5 6 1 - 2 0 . 3 2 5 8 - 0 . 3 1 6 1 - 0 . 0 7 3 1 0 . 0 4 8 2 
1- 4 0 . 4 5 4 9 - 0 . 4 4 3 3 0 . 1 8 5 1 0 . 1 7 9 6 1 - 4 0 . 4 4 9 9 - 0 . 4 3 7 7 0 . 2 4 6 3 - 0 . 2 3 9 7 
1 - 5 0 . 3 3 6 3 - 0 . 3 2 4 8 0 . 1 7 4 0 0 . 1 9 0 5 1 - 5 0 . 3 6 9 7 - 0 . 3 5 7 9 0 . 1 3 8 5 - 0 . 1 5 7 3 
2- 3 0 . 0 5 9 9 - 0 . 0 5 9 1 - 0 . 1 4 3 8 0 . 0 8 1 8 2 - 3 0 . 1 0 5 8 - 0 . 1 0 5 2 - 0 . 0 6 7 6 0 . 0 0 5 1 
2--4 0 . 3 2 9 2 - 0 . 3 1 6 6 0 . 3 9 2 3 • 0 . 3 8 7 3 2 - 4 0 . 2 8 5 7 - 0 . 2 7 5 3 0 . 3 6 9 6 - 0 . 3 6 9 4 
2--5 0 . 1 3 5 5 - 0 . 1 2 9 1 0 . 2 0 3 8 • 0 . 2 2 4 1 2 - 5 0 . 1 4 6 1 - 0 . 1 4 2 3 0 . 1 1 6 1 - 0 . 1 4 6 3 
2--6 0 . 2 3 6 1 - 0 . 2 3 0 4 0 . 1 5 0 6 - 0 . 1 8 5 3 2- 6 0 . 2 4 2 8 - 0 . 2 3 5 6 0 . 2 0 1 4 - 0 . 2 3 2 2 
3 - 5 0 . 1 5 7 5 - 0 . 1 4 2 1 0 . 3 1 6 8 - 0 . 3 3 4 4 3- 5 0 . 0 9 7 9 - 0 . 0 9 3 1 0 . 1 5 6 6 - 0 . 1 9 8 1 
3 - 6 0 . 3 0 5 2 - 0 . 2 9 4 2 0 . 7 1 2 1 - 0 . 6 7 8 1 3-•6 0 . 1 8 6 0 - 0 . 1 7 8 3 0 . 6 1 4 6 - 0 . 5 9 6 2 
4 - 5 0 . 0 3 3 7 - 0 . 0 3 3 2 0 . 0 0 2 2 - 0 . 0 7 6 0 4--5 0 . 0 4 2 3 - 0 . 0 4 1 9 - 0 . 0 5 2 3 - 0 . 0 2 5 4 
5 - 6 0 . 0 1 7 5 - 0 . 0 1 6 5 - 0 . 1 2 3 9 0 . 0 7 0 5 5--6 0 . 0 1 4 1 - 0 . 0 1 4 0 - 0 . 0 1 3 0 - 0 . O 4 5 2 
En el caso de tener menor redundancia se tiene un efecto similar al caso de error en 
parámetros de líneas de transmisión o transformadores. Cuando hay una medición 
fasorial errónea en un nodo con pocas mediciones convencionales no se afecta tanto el 
estimado, como es el caso cuando hay presentes muchas mediciones convencionales. 
En el caso (5) la estimación es buena y el porcentaje de residuales fuera del rango 
+1.2cr no es afectado por las mediciones fasoriales con error anormal que se encuentran 
en los nodos 3 y 5, esto es debido a que en estos nodos no existen mediciones 
convencionales. Sin embargo en el caso (6) el índice / ( x ) es mayor y el porcentaje 
±1.2<7 excede el valor mínimo, por lo que se rechaza el estimado. 
En el caso (5) la prueba de identificación de errores no logra detectar el error en las 
mediciones fasoriales de los nodos 3 y 5, esto es debido a la baja redundancia en 
mediciones disponibles en el sistema, en cambio en el caso (6) se logra identificar 
correctamente el error en las mediciones fasoriales de los nodos 1 y 2. 
Los resultados que se presentan justifican la necesidad de aplicar otro criterio en la 
prueba de detección de errores para aceptar o rechazar el estimado. 
5.5.2 Resultados con el Método Desacoplado Rápido 
Ahora se utiliza el estimador desacoplado rápido y se analizan los casos que se 
mencionan en el punto anterior. Igualmente se aplica la prueba de detección e 
identificación de errores, así como el porcentaje de residuales fuera del rango ±1.2(7. 
Tabla 5.9.- Resultados para caso (1) y caso (2) por Método Desacoplado Rápido. 
Caso 1 
V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o 
V 
1 . 0 2 5 5 
1 . 0 2 7 9 
1 . 0 5 9 0 
0 . 9 6 4 2 
0 . 9 5 6 5 
0 . 9 9 1 9 
A 
0.0000 
- 0 . 0 6 8 6 
- 0 . 0 8 5 5 
- 0 . 0 7 6 1 
- 0 . 0 8 5 0 
- 0 . 1 1 2 9 
P n e 
1 . 0 4 1 4 
0 . 4 7 0 1 
0 . 5 2 6 7 
- 0 . 7 0 1 1 
- 0 . 5 4 7 7 
- 0 . 7 0 2 8 
Qne 
0 . 1 6 4 7 
0 . 7 1 3 8 
1 . 0 4 5 8 
- 0 . 6 9 5 6 
- 0 . 8 9 0 6 
- 0 . 5 9 6 9 
Caso 2 
V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o 
V 
1 . 0 2 5 5 
1 . 0 2 7 9 
1 . 0 5 9 0 
0 . 9 6 4 2 
0 . 9 5 6 5 
0 . 9 9 1 9 
A 
0.0000 
- 0 . 0 6 8 6 
- 0 . 0 8 5 5 
- 0 . 0 7 6 1 
- 0 . 0 8 5 0 
- 0 . 1 1 2 9 
P n e 
1 . 0 4 1 4 
0 . 4 7 0 1 
0 . 5 2 6 7 
- 0 . 7 0 1 1 
- 0 . 5 4 7 7 
- 0 . 7 0 2 8 
Qne 
0 . 1 6 4 7 
0 . 7 1 3 8 
1 . 0 4 5 8 
- 0 . 6 9 5 6 
- 0 . 8 9 0 6 
- 0 . 5 9 6 9 
P r u e b a d e H i p ó t e s i s 
F a c t o r J v a l o r X i 2 
1 0 5 . 5 3 7 0 7 9 . 8 0 5 2 
P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 
2 7 1 . 2 6 7 8 7 9 . 8 0 5 2 
P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s 
y e s t i m a d o s f u e r a d e 1 . 2 ( 7 2 6 . 5 6 2 5 % 
P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s 
y e s t i m a d o s f u e r a d e 1 . 2 ( 7 2 8 . 1 2 5 0 % 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1 -2 0 2 8 9 2 - 0 2 7 9 3 - 0 . 1 6 5 4 0 . 1 4 3 1 1 - 2 0 2 8 9 2 - 0 2 7 9 3 - 0 . 1 6 5 4 0 . 1 4 3 1 
1 -4 0 4 3 1 2 - 0 4 2 0 1 0 . 1 9 9 7 - 0 . 1 9 4 7 1 - 4 0 . 4 3 1 2 - 0 4 2 0 1 0 . 1 9 9 7 - 0 . 1 9 4 7 
1 - 5 0 . 3 2 0 9 - 0 . 3 1 1 1 0 . 1 3 0 4 - 0 . 1 5 2 5 1 - 5 0 . 3 2 0 9 - 0 3 1 1 1 0 . 1 3 0 4 - 0 . 1 5 2 5 
2 - 3 0 . 0 4 6 0 - 0 . 0 4 5 0 - 0 . 1 6 8 4 0 . 1 0 8 0 2 - 3 0 . 0 4 6 0 - 0 . 0 4 5 0 - 0 . 1 6 8 4 0 . 1 0 8 0 
2 - 4 0 . 3 2 1 4 - 0 . 3 0 4 9 0 . 4 8 3 4 - 0 . 4 7 0 4 2 - 4 0 . 3 2 1 4 - 0 . 3 0 4 9 0 . 4 8 3 4 - 0 . 4 7 0 4 
2 - 5 0 . 1 2 1 9 - 0 . 1 1 6 5 0 . 1 8 3 1 - 0 . 2 0 6 5 2 - 5 0 . 1 2 1 9 - 0 . 1 1 6 5 0 . 1 8 3 1 - 0 . 2 0 6 5 
2 - 6 0 . 2 6 0 1 - 0 . 2 5 5 0 0 . 0 7 2 5 - 0 . 1 0 8 9 2 - 6 0 . 2 6 0 1 - 0 . 2 5 5 0 0 . 0 7 2 5 - 0 . 1 0 8 9 
3--5 0 . 1 5 7 5 - 0 1 4 2 1 0 . 3 1 6 8 - 0 3344 3 - 5 0 . 1 5 7 5 - 0 1 4 2 1 0 . 3 1 6 8 - 0 3 3 4 4 
3-•6 0 . 4 1 4 2 - 0 4 0 4 1 0 . 6 2 1 1 - 0 5912 3- 6 0 . 4 1 4 2 - 0 4 0 4 1 0 . 6 2 1 1 - 0 5 9 1 2 
4--5 0 . 0 2 3 9 - 0 0 2 3 7 - 0 . 0 3 0 5 - 0 0430 4- 5 0 . 0 2 3 9 - 0 0237 - 0 . 0 3 0 5 - 0 0 4 3 0 
5--6 0 . 0 4 5 8 - 0 0 4 3 8 - 0 . 1 5 4 2 0 1032 5--6 0 . 0 4 5 8 - 0 0 4 3 8 - 0 . 1 5 4 2 0 1 0 3 2 
Tabla 5.10.- Resultados para caso (3) y caso (4) por Método Desacoplado Rápido. 
Caso 3 Caso 4 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A P n e Qne 
1 1 0 4 8 8 0 . 0 0 0 0 1 . 0 7 3 4 0 1 6 7 3 1 1 . 0 5 0 4 0 . 0 0 0 0 L. 0 9 0 3 0 . 1 7 7 1 
2 1 0 4 7 0 - 0 . 0 6 7 1 0 . 4 7 3 1 0 6998 2 1 . 0 4 8 2 - 0 . 0 6 4 7 0 . 4 7 1 3 0 . 7 0 0 3 
3 1 0 7 0 0 - 0 . 0 8 5 5 0 . 4 7 3 5 0 9 3 1 4 3 1 . 0 7 0 0 - 0 . 0 7 4 6 0 . 6 0 0 6 0 . 8 8 1 9 
4 0 . 9 8 7 0 - 0 . 0 7 3 8 - 0 . 6 9 7 4 -0 7060 4 0 . 9 8 8 2 - 0 . 0 7 3 7 - 0 . 7 0 1 6 - 0 . 7 0 3 2 
5 0 . 9 8 5 4 - 0 . 0 8 5 0 - 0 . 5 2 2 8 -0 . 7 5 6 7 5 0 . 9 8 5 4 - 0 . 0 9 2 1 - 0 . 6 9 6 5 - 0 . 7 0 0 8 
6 1 . 0 0 6 1 - 0 . 1 1 1 6 - 0 . 7 2 3 0 - 0 . 6424 6 1 . 0 0 6 5 - 0 . 1 0 3 8 - 0 . 6 8 6 4 -- 0 . 6 5 9 1 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r Xi2 F a c t o r J V a l o r X i 2 
7 6 . 0 4 6 9 7 9 . 8 0 5 2 4 0 . 3 9 9 8 7 9 . 8 0 5 2 
P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s 
y e s t i m a d o s f u e r a d e 1 . 2 <7 2 3 . 4 3 7 5% y e s t i m a d o s f u e r a d e 1.2<T 28 .1250% 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1 - 2 0 . 3 0 3 0 - 0 . 2 9 3 1 - 0 . 1 5 1 8 0 . 1 2 7 7 1 - 2 0 . 2 9 3 9 - 0 . 2 8 4 7 - 0 . 1 4 5 7 0 . 1 2 0 1 
1 - 4 0 . 4 3 8 9 - 0 . 4 2 7 8 0 . 2 0 6 6 0 . 2 0 3 6 1 - 4 0 . 4 3 9 8 - 0 . 4 2 8 7 0 . 2 0 8 9 - 0 . 2 0 5 8 
1- 5 0 . 3 3 1 4 - 0 . 3 2 1 9 0 . 1 1 2 5 0 . 1 3 8 9 1 - 5 0 . 3 5 6 5 - 0 . 3 4 5 7 0 . 1 1 4 0 - 0 . 1 3 5 8 
2--3 0 . 0 6 1 0 - 0 . 0 6 0 3 - 0 . 1 4 0 6 0 . 0 7 6 9 2 - 3 0 . 0252 - 0 . 0 2 4 8 - 0 . 1 2 9 3 0 . 0 6 4 2 
2--4 0 . 3 0 7 6 - 0 . 2 9 3 0 0 . 4 6 4 3 0 , 4 5 5 7 2 - 4 0 . 3 2 6 4 - 0 . 3 1 1 7 0 . 4 5 5 0 - 0 . 4 4 6 2 
2--5 0 . 1 2 0 3 - 0 . 1 1 6 2 0 . 1 5 3 4 0 . 1 8 2 4 2- 5 0 . 1 5 1 1 - 0 . 1 4 6 4 0 . 1 4 8 1 - 0 . 1 7 5 4 
2--6 0 . 2 7 7 4 - 0 . 2 7 1 6 0 . 0 9 5 0 0 . 1 3 0 9 2- 6 0 . 2 5 3 3 - 0 . 2 4 8 1 0 . 1 0 6 4 - 0 . 1 4 4 2 
3--5 0 . 1 3 1 0 - 0 . 1 2 0 5 0 . 2 5 8 9 • 0 . 2 8 9 1 3-•5 0 . 1 9 1 2 - 0 . 1 8 0 2 0 . 2 3 1 7 - 0 . 2 6 1 0 
3 -6 0 . 4 0 2 8 - 0 . 3 9 3 5 0 . 5 9 5 6 - 0 . 5 7 0 8 3-•6 0 . 4 3 4 2 - 0 . 4 2 4 7 0 . 5 8 5 9 - 0 . 5 5 9 9 
4 - 5 0 . 0 2 3 4 - 0 . 0 2 3 2 - 0 . 0 4 6 8 - 0 . 0 3 0 8 4-•5 0 . 0 3 8 7 - 0 . 0 3 8 4 - 0 . 0 5 1 2 - 0 . 0 2 6 0 
5 - 6 0 . 0 5 9 0 - 0 . 0 5 7 9 - 0 . 1 1 5 4 0 . 0 5 9 3 5--6 0 . 0 1 4 2 - 0 . 0 1 3 6 - 0 . 1 0 2 8 0 . 0 4 5 0 
Las condiciones y resultados mencionados para el Método Newton-Raphson son 
aplicables al Método Desacoplado Rápido. En la tabla 5.9 los resultados son idénticos, 
sin embargo las mediciones fasoriales contienen un error anormal que afecta la 
estimación de estado, por lo que deben ser eliminadas. 
En la tabla 5.10 se presenta la desventaja de contar con mediciones fasoriales 
erróneas en el proceso de estimación y también se resalta la ventaja que se tiene cuando 
estas mediciones precisas son correctas. 
También se analiza el caso de sistemas con baja redundancia que tienen mediciones 
fasoriales sincronizadas con error anormal. 
Caso 5 Caso 6 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A P n e Qne N V A Pne Qne 
1 1 . 0 3 5 7 0 . 0 0 0 0 1 . 0 8 8 3 0 . 2 0 6 0 1 1 . 0 6 1 2 0 . 0 0 0 0 1 . 1 5 6 0 0 . 3 0 9 4 
2 1 . 0 3 2 6 - - 0 . 0 6 7 4 0 . 4 6 7 7 0 . 7 1 6 7 2 1 . 0 4 2 2 - 0 . 0 6 3 5 0 . 4 6 9 0 0 . 6 6 4 4 
3 1 . 0 5 9 0 - 0 . 0 8 5 5 0 . 4 2 7 4 1 . 1 4 4 7 3 1 . 0 4 5 3 - 0 . 0 8 8 2 0 . 1 9 0 4 0 . 7 6 7 3 
4 0 . 9 7 6 9 - 0 . 0 8 0 0 - 0 . 7 3 4 2 - 0 . 5 7 4 7 4 0 . 9 9 2 5 - 0 . 0 7 4 4 - 0 . 6 9 0 1 -• 0 . 6 4 1 8 
5 0 . 9 5 6 5 - 0 . 0 8 5 0 -0 . 5 9 3 6 - 0 . 9 2 3 1 5 0 . 9 8 8 1 - 0 . 0 9 3 4 - 0 . 6 3 9 0 -- 0 . 5 4 2 4 
6 0 . 9 8 2 3 - 0 . 1 0 2 2 -0 . 5 6 8 7 - 0 . 8 2 2 2 6 0 . 9 8 2 2 - 0 . 0 9 4 2 -0 . 4 1 7 5 -- 0 . 8 7 4 9 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r Xi2 F a c t o r J V a l o r Xi2 
8 . 8 7 8 3 3 0 . 5 8 3 0 1 9 . 8 0 5 7 2 7 . 6 8 9 3 
P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s P o r c e n t a j e d e l a d i f e r e n c i a d e m e d i d o s 
y e s t i m a d o s f u e r a d e 1 . 2(7 11 .5385% y e s t i m a d o s f u e r a d e 1 . 2 ( 7 25 . 0 0 0 0 1 
P e r P r e Qer Q r e P e r P r e Qer Q r e 
1- 2 0 . 2 9 9 4 - 0 . 2 8 9 6 - 0 . 1 4 3 1 0 . 1 1 9 8 1 - 2 0 . 3 2 5 8 - 0 . 3 1 6 1 - 0 . 0 7 3 1 0 . 0 4 8 2 
1-4 0 . 4 5 6 1 - 0 . 4 4 4 4 0 . 1 8 4 9 - 0 . 1 7 8 7 1 - 4 0 . 4 5 7 6 - 0 . 4 4 5 2 0 . 2 4 2 0 - 0 . 2 3 4 6 
1--5 0 . 3 3 2 9 - 0 . 3 2 1 7 0 . 1 6 4 2 - 0 . 1 8 2 0 1 - 5 0 . 3 7 2 6 - 0 . 3 6 0 6 0 . 1 4 0 6 - 0 . 1 5 8 6 
2~ •3 0 . 0 5 5 1 - 0 . 0 5 4 3 - 0 . 1 5 1 5 0 . 0 9 0 0 2 - 3 0 . 1 0 1 0 - 0 . 1 0 0 5 - 0 . 0 6 4 4 0 . 0 0 1 6 
2--4 0 . 3 3 2 1 - 0 . 3 1 9 1 0 . 3 9 8 9 - 0 . 3 9 3 0 2- 4 0 . 2 9 7 0 - 0 . 2 8 6 7 0 . 3 5 8 2 - 0 . 3 5 8 3 
2--5 0 . 1 3 0 9 - 0 . 1 2 4 8 0 . 1 9 7 3 - 0 . 2 1 8 7 2- 5 0 . 1 4 9 1 - 0 . 1 4 5 3 0 . 1 1 7 7 - 0 . 1 4 7 5 
2--6 0 . 2 3 9 2 - 0 . 2 3 3 4 0 . 1 5 2 3 - 0 . 1 8 6 3 2- 6 0 . 2 3 8 0 - 0 . 2 3 0 9 0 . 2 0 4 6 - 0 . 2 3 5 6 
3--5 0 . 1 5 7 5 - 0 . 1 4 2 1 0 . 3 1 6 8 - 0 . 3 3 4 4 3- 5 0 . 1 0 4 6 - 0 . 0 9 9 8 0 . 1 5 4 1 - 0 . 1 9 5 4 
3--6 0 . 3 2 4 2 - 0 . 3 1 2 3 0 . 7 3 8 0 - 0 . 6 9 9 4 3- 6 0 . 1 8 6 3 - 0 . 1 7 8 5 0 . 6 1 1 6 - 0 . 5 9 3 5 
4--5 0 . 0 2 9 3 - 0 . 0 2 8 8 - 0 . 0 0 3 0 - 0 . 0 7 0 9 4--5 0 . 0 4 1 9 - 0 . 0 4 1 5 - 0 . 0 4 9 0 - 0 . 0 2 8 7 
5--6 0 . 0 2 3 9 - 0 . 0 2 3 0 - 0 . 1 1 7 1 0 . 0 6 3 6 5-•6 0 . 0 0 8 1 - 0 . 0 0 8 1 - 0 . 0 1 2 3 - 0 . 0 4 5 9 
De igual manera, en el caso (5) la prueba de identificación de errores no logra 
identificar el error en mediciones fasoriales que se encuentran en los nodos 3 y 5, ya que 
dichos nodos no incluyen mediciones convencionales, provocando que exista baja 
redundancia en el estimador y no se afecten mediciones cercanas. 
En el caso (6) los nodos 1 y 2 cuentan con mediciones convencionales que son 
afectadas, y esto ayuda a detectar el error en mediciones fasoriales. 
La tabla 5.12 muestra un comparativo entre las diferentes técnicas aplicadas para 
identificar la medición fasorial errónea dentro del proceso de estimación de estado. Los 
resultados se obtuvieron del caso (1) y caso (4) por el método Newton-Raphson y el 
método Desacoplado Rápido. 
Método Newton-Raphson Método Desacoplado Rápido 
Caso 1 Caso 1 
Nodo i Nodo 1 
Pa ra V o l t a j e s P a r a V o l t a j e s 
3 0 . 0 0 0 0 0 . 0 0 0 1 4 . 7 4 5 7 3 0 . 0 0 0 0 0 . 0 0 0 2 6 . 4 6 7 5 
5 - 0 . 0 0 0 0 - 0 . 0 0 0 2 - 5 . 3 6 8 8 5 - 0 . 0 0 0 0 - 0 . 0 0 0 2 - 6 . 8 5 0 4 
Pa ra A n q u l o s P a r a A n g u l o s 
3 - 0 . 0 0 0 0 - 0 . 0 1 5 1 - 5 . 0 9 0 2 3 - 0 . 0 0 0 0 - 0 . 0 1 0 1 - 3 . 2 1 7 4 
5 0 . 0 0 0 0 0 . 0 2 2 8 6 . 3 0 3 7 5 0 . 0 0 0 0 0 . 0 1 9 1 4 . 8 6 6 5 
Caso 4 Caso 4 
Nodo r, Nodo i 
P a r a V o l t a j e s P a r a V o l t a j e s 
3 0 . 0 0 0 0 0 . 0 0 0 0 0 . 5 7 1 9 3 0 . 0 0 0 0 0 . 0 0 0 0 0 . 7 3 2 4 
5 - 0 . 0 0 0 0 - 0 . 0 0 0 0 - 0 . 0 8 9 5 5 - 0 . 0 0 0 0 - 0 . 0 0 0 0 - 0 . 1 0 2 9 
P a r a A n q u l o s P a r a A n g u l o s 
3 - 0 . 0 0 0 0 - 0 . 0 0 0 1 - 0 . 0 4 4 5 3 - 0 . 0 0 0 0 - 0 . 0 0 0 0 - 0 . 0 0 6 7 
5 0 . 0 0 0 0 0 . 0 0 2 6 0 . 6 7 6 4 5 0 . 0 0 0 0 0 . 0 0 2 9 0 . 7 3 3 9 
Los resultados muestran que la técnica de residuales y residuales ponderados trabaja 
correctamente cuando solamente se emplean mediciones convencionales en el proceso 
de estimación de estado. La técnica de residuales y residuales ponderados tienen el 
problema de que, cuando se aplican mediciones precisas en el proceso de estimación de 
estado, el valor estimado se ajusta al valor medido por la alta ponderación que se otorga 
a ese tipo de mediciones. Por lo que el residual que se obtiene de la diferencia entre 
valor medido y valor estimado es muy pequeño y no es tan fácil identificar el error. De 
igual manera en la técnica de residuales ponderados, al multiplicarse el residual por 
el valor obtenido en la mayoría de las veces es menor a 1, perdiendo la posibilidad 
de detectar algún error en la medición precisa. 
Cuando hay combinación de mediciones convencionales y mediciones de alta 
precisión, la técnica que mejor trabaja es la de residuales normalizados. Esta técnica al 
relacionar las ponderaciones de todas las mediciones a través de matrices de covariancia 
logra detectar adecuadamente que medición contiene el error anormal, ya sea medición 
convencional o medición precisa. Al ser más exacta que las otras dos técnicas, se 
convierte en la técnica más recomendable para aplicarse de manera práctica. 
Tabla 5.13.- Tabla de comparación entre Método Newton-Raphson y Método 
Desacoplado Rápido. 
N e w t o n - R a p h s o n D e s a c o p l a d o R á p i d o 
I t e r a c i o n e s PNodales y , QNodales I t e r a c i o n e s ^ FNodales QNodales 
C a s o 1 3 0 . 0871 - 0 . 2 5 8 2 4 0 . 0 8 6 5 - 0 . 2 5 8 8 
C a s o 2 3 0 . 0 8 7 1 - 0 . 2 5 8 2 4 0 . 0 8 6 5 - 0 . 2 5 8 8 
C a s o 3 3 0 . 0 7 7 5 - 0 . 3 0 5 4 4 0 . 0 7 6 8 - 0 . 3 0 6 8 
C a s o 4 3 0 . 0 7 7 9 - 0 . 3 0 3 2 4 0 . 0 7 7 7 - 0 . 3 0 3 9 
C a s o 5 3 0 . 0 8 6 3 - 0 . 2 5 7 8 4 0 . 0 8 7 0 - 0 . 2 5 2 6 
Caso 6 3 0 . 0 6 8 5 - 0 . 3 1 9 5 4 0 . 0 6 8 8 - 0 . 3 1 8 1 
5.6 Estimación de estado por descomposición ortogonal con error de 
parámetros en líneas de transmisión y transformadores de potencia 
En esta sección se analiza el problema con un estimador de estado por 
descomposición ortogonal por el Método Newton-Raphson y el Método Desacoplado 
Rápido cuando existe un error en el parámetro de líneas de transmisión o 
transformadores de potencia. Se verá el impacto que tiene sobre el índice J ( x ) y el 
efecto en la prueba de identificación de errores anormales. 
5.6.1 Método Newton-Raphson 
Para el sistema de la Fig. 3.5, se cuenta con mediciones de flujo de potencia activa y 
potencia reactiva en líneas, inyecciones de potencia activa y potencia reactiva en los 
nodos y mediciones de magnitud de voltaje en los nodos. Se corre el estimador para los 
casos: (1) error en mediciones dentro del rango ±3<r y error de parámetro en las líneas 
4-12 y 10-11 del 15% superior a su valor de impedancia original; (2) similar a (1) pero 
con el 30% superior a su valor de impedancia original; (3) similar a (1) pero con el 20% 
inferior a su valor de impedancia original; (4) similar a (1) pero solo con error de 
parámetro en la línea 4-12 del 30% inferior a su valor de impedancia original. En cada 
caso se presenta la prueba de detección e identificación de errores. 
Caso 1 Caso 2 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A P n e Qne 
]. 1 . 0 2 7 8 0 . 0 0 0 0 2 . 0 3 3 5 0 1 2 9 1 1 1 . 0 2 7 1 0 . 0 0 0 0 2 . 0 3 4 1 0 . 1 2 & 1 
2 1 . 0 2 7 8 - 0 . 0 0 0 8 2 . 0 1 1 4 0 1274 2 1 . 0 2 7 1 - 0 . 0 0 0 8 2 . 0 1 2 0 0 . 1 2 6 5 
3 1 . 0 2 5 8 - 0 . 0 7 7 2 - 0 . 3 0 9 5 - 0 1195 3 1 . 0 2 5 1 - 0 . 0 7 7 4 - 0 . 3 0 8 2 - 0 . 1 2 3 0 
4 1 . 0 1 6 4 - 0 . 2 7 2 3 - í . 4899 -0 7 9 5 0 4 1 . 0 1 8 0 - 0 . 2 6 9 3 - 4 . 4 9 5 2 - 0 . 8 0 4 4 
5 1 . 0 3 1 4 - 0 . 2 3 4 6 0 . 9 8 7 4 0 4 0 6 5 5 1 . 0 3 2 9 - 0 . 2 3 1 8 0 . 9 8 5 8 0 . 4 0 3 2 
6 1 . 0 3 1 4 -C . 2 3 4 6 0 . 9 8 7 4 0 . 4065 6 1 . 0 3 2 9 - 0 . 2 3 1 8 0 . 9 8 5 8 0 . 4 0 3 2 
7 1 . 0 3 1 4 - 0 . 2 3 4 6 0 . 9 8 7 4 0 . 4 0 6 5 7 1 . 0 3 2 9 - 0 . 2 3 1 8 0 . 9 8 5 8 0 . 4 0 3 2 
8 1 . 0 2 9 5 - 0 . 0 9 7 1 1 . 2 3 5 4 0 . 2 5 8 7 8 1 . 0 2 8 1 - 0 . 0 9 5 7 1 . 2 3 4 5 0 . 2 5 3 9 
9 1 . 0 2 8 7 - 0 . 0 9 6 3 1 . 2 5 4 8 0 . 2 3 7 8 9 1 . 0 2 7 3 - 0 . 0 9 4 9 1 . 2 5 3 8 0 . 2 3 3 0 
10 1 . 0 2 0 6 - 0 . 1 4 4 2 0.0000 0 . 0 0 0 0 10 1 . 0 1 9 4 - 0 . 1 4 2 8 0.0000 0.0000 
11 0 . 9 6 2 6 - 0 . 2 8 4 9 - 1 . 9 9 0 0 - 0 . 5 1 1 6 11 0 . 9 5 8 6 - 0 . 2 9 2 7 - 1 . 9 8 1 5 -- 0 . 5 1 8 6 
12 0 . 9 4 0 7 - 0 . 4 3 2 5 - 2 . 4 8 4 4 - 0 . 4 6 8 6 12 0 . 9 3 5 6 - 0 . 4 4 0 6 -2 . 4 7 7 5 -- 0 . 4 7 5 8 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r Xi2 F a c t o r J V a l o r X i 2 
8 0 . 7 2 3 8 9 2 . 8 0 2 5 1 1 0 . 4 5 5 4 9 2 . 8 0 2 5 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1--3 2 . 0 3 3 5 - 2 . 0 3 3 5 0 . 1 2 9 1 0 . 0 2 8 1 1--3 2 . 0 3 4 1 - 2 . 0 3 4 1 0 . 1 2 8 1 0 . 0 2 9 4 
2--3 2 . 0 1 1 4 - 2 . 0 1 1 4 0 . 1 2 7 4 0 . 0 2 6 4 2-•3 2 . 0 1 2 0 - 2 . 0 1 2 0 0 . 1 2 6 5 0 . 0 2 7 7 
5--4 0 . 9 8 7 4 - 0 . 9 8 7 4 0 . 4 0 6 5 0 . 3 6 3 7 5-•4 0 . 9 8 5 8 - 0 . 9 8 5 8 0 . 4 0 3 2 - 0 . 3 6 0 6 
6--4 0 . 9 8 7 4 - 0 . 9 8 7 4 0 . 4 0 6 5 0 . 3 6 3 7 6--4 0 . 9 8 5 8 - 0 . 9 8 5 8 0 . 4 0 3 2 - 0 . 3 6 0 6 
7--4 0 . 9 8 7 4 - 0 . 9 8 7 4 0 . 4 0 6 5 0 . 3 6 3 7 7--4 0 . 9 8 5 8 - 0 . 9 8 5 8 0 . 4 0 3 2 - 0 . 3 6 0 6 
8--10 1 . 2 3 5 4 - 1 . 2 3 5 4 0 . 2 5 8 7 0 . 1 9 8 6 8--10 1 . 2 3 4 5 - 1 . 2 3 4 5 0 . 2 5 3 9 - 0 . 1 9 3 8 
9 -10 1 . 2 5 4 8 - 1 . 2 5 4 8 0 . 2 3 7 8 0 . 1 7 6 2 9--10 1 . 2 5 3 8 - 1 . 2 5 3 8 0 . 2 3 3 0 - 0 . 1 7 1 4 
3 -4 1 . 2 2 5 8 - 1 . 1 9 1 4 - 0 . 1 6 9 6 0 . 0 7 0 5 3--4 1 . 2 0 5 7 - 1 . 1 7 2 3 - 0 . 1 8 4 3 0 . 0 7 7 6 
3 -4 1 . 2 2 5 8 - 1 . 1 9 1 4 - 0 . 1 6 9 6 0 . 0 7 0 5 3--4 1 . 2 0 5 7 - 1 . 1 7 2 3 - 0 . 1 8 4 3 0 . 0 7 7 6 
3 - 1 1 1 . 2 8 3 9 - 1 . 2 4 3 6 0 . 1 6 5 2 0 . 2 0 6 9 3 - 1 1 1 . 3 2 6 4 - 1 . 2 8 3 1 0 . 1 8 8 6 - 0 . 2 0 8 6 
4 - 12 0 . 8 5 5 1 - 0 . 8 3 2 3 0 . 1 5 5 0 0 . 3 5 2 7 4 - 12 0 . 8 0 7 0 - 0 . 7 8 3 8 0 . 1 2 2 2 - 0 . 3 6 2 6 
10 - 1 1 0 . 7 6 3 6 - 0 . 7 4 6 4 0 . 0 5 9 3 0 . 3 0 4 7 10 - 1 1 0 . 7 1 5 6 - 0 . 6 9 8 4 0 . 0 1 8 7 - 0 . 3 0 9 9 
10 - 1 2 1 . 7 2 6 6 - 1 . 6 5 2 1 0 . 3 1 5 5 0 . 1 1 5 9 1 10 - 1 2 1 . 7 7 2 7 - 1 . 6 9 3 7 0 . 3 4 6 5 - 0 . 1 1 3 3 
Se observa en la tabla 5.14 que un error de parámetro pequeño es suficiente para 
afectar al índice J ( x ) y a mediciones. El efecto del error de parámetro en la estimación 
de estado es diferente para distintas condiciones de carga en el sistema: carga mínima, 
mediana carga y carga máxima. En las pruebas realizadas se encontró que el efecto 
depende de la cantidad de flujo que transporte la línea de transmisión o el transformador 
de potencia. 
Un error de parámetro es detectado como un error de medición, por lo que se debe 
contar con herramientas alternas que permitan identificar cada uno de los errores que se 
presentan en estimación de estado. Se debe señalar que al eliminar mediciones con error 
normal cuando se tiene un error de parámetro se pierde redundancia en la estimación, 
que puede llegar a causar problemas de observabilidad en el proceso de solución. 
Caso 3 Caso 4 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A P n e Qne 
1 1 . 0 2 8 7 0 . 0 0 0 0 2 . 0 3 2 1 0 1 3 1 1 1 1 . 0 2 5 2 0 . 0 0 0 0 2 . 0 3 1 7 0 . 1332 
2 1 . 0 2 8 7 - 0 . 0 0 0 8 2 . 0 1 0 0 0 1 2 9 5 2 1 . 0 2 5 2 - 0 . 0 0 0 8 2 . 0 0 9 5 0 . 1 3 1 6 
3 1 . 0 2 6 6 - 0 . 0 7 7 0 - 0 . 3 1 3 1 - 0 1127 3 1 . 0 2 3 1 - 0 . 0 7 7 6 - 0 . 3 1 3 9 - 0 . 1 0 8 6 
4 1 . 0 1 0 5 - 0 . 2 8 2 7 - 4 . 4 8 9 8 -0 7 7 8 0 4 1 . 0 0 7 7 - 0 . 2 8 2 5 - 4 . 4 9 0 1 - 0 . 7 7 3 0 
5 1 . 0 2 5 8 - 0 . 2 4 4 6 0 . 9 8 7 2 0 . 4 1 3 0 5 1 . 0 2 3 2 - 0 . 2 4 4 2 0 . 9 8 7 0 0 . 4 1 5 0 
6 1 . 0 2 5 8 - 0 . 2 4 4 6 0 . 9 8 7 2 0 . 4 1 3 0 6 1 . 0 2 3 2 - 0 . 2 4 4 2 0 . 9 8 7 0 0 . 4 1 5 0 
7 1 . 0 2 5 8 - 0 . 2 4 4 6 0 . 9 8 7 2 0 . 4 1 3 0 7 1 . 0 2 3 2 - 0 . 2 4 4 2 0 . 9 8 7 0 0 . 4150 
8 1 . 0 3 2 0 - 0 . 1 0 1 3 1 . 2 3 1 3 0 . 2 6 4 9 8 1 . 0 3 7 6 - 0 . 0 8 1 7 1 . 2 3 6 0 0 . 2 5 6 3 
9 1 . 0 3 1 1 -C . 1 0 0 5 1 . 2 5 0 7 0 . 2440 9 1 . 0 3 6 8 - 0 . 0 8 0 9 1 . 2 5 5 4 0 . 2 3 5 4 
10 1 . 0 2 2 8 - 0 . 1 4 8 0 - D . 0 0 0 0 0 . 0 0 0 0 10 1 . 0 2 8 8 - 0 . 1 2 8 0 - 0 . 0 0 0 0 0 . 0 0 0 0 
11 0 . 9 7 4 8 - 0 . 2 6 0 6 - 1 . 9 9 0 3 - 0 . 4 9 4 1 11 0 . 9 6 9 5 - 0 . 2 6 6 5 - 1 . 9 9 5 9 --0 . 5 0 8 8 
12 0 . 9 5 3 2 - 0 . 4 0 9 9 - 2 . 4 8 5 6 - 0 . 4544 12 0 . 9 5 7 9 - 0 . 3 9 0 7 -2 . 4 8 5 3 --0 . 4 5 7 7 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
97 . 7 8 2 5 9 2 . 8 0 2 5 8 6 . 7 9 3 9 9 2 . 8 0 2 5 
P e r P r e Qer Q r e P e r P r e Q e r Q r e 
1- 3 2 . 0 3 2 1 - 2 . 0 3 2 1 0 . 1 3 1 1 0 . 0 2 5 6 1--3 2 . 0 3 1 7 - 2 . 0 3 1 7 0 . 1 3 3 2 0 . 0 2 4 5 
2--3 2 . 0 1 0 0 - 2 . 0 1 0 0 0 . 1 2 9 5 0 . 0 2 3 9 2--3 2 . 0 0 9 5 - 2 . 0 0 9 5 0 . 1 3 1 6 0 . 0 2 2 8 
5--4 0 . 9 8 7 2 - 0 . 9 8 7 2 0 . 4 1 3 0 0 . 3 6 9 5 5--4 0 . 9 8 7 0 - 0 . 9 8 7 0 0 . 4 1 5 0 - 0 . 3 7 1 2 
6--4 0 . 9 8 7 2 - 0 . 9 8 7 2 0 . 4 1 3 0 0 . 3 6 9 5 6--4 0 . 9 8 7 0 - 0 . 9 8 7 0 0 . 4 1 5 0 - 0 . 3 7 1 2 
7--4 0 . 9 8 7 2 - 0 . 9 8 7 2 0 . 4 1 3 0 0 . 3 6 9 5 7--4 0 . 9 8 7 0 - 0 . 9 8 7 0 0 . 4 1 5 0 - 0 . 3 7 1 2 
8--10 1 . 2 3 1 3 - 1 . 2 3 1 3 0 . 2 6 4 9 0 . 2 0 5 3 8--10 1 . 2 3 6 0 - 1 . 2 3 6 0 0 . 2 5 6 3 - 0 . 1 9 7 1 
9--10 1 . 2 5 0 7 - 1 . 2 5 0 7 0 . 2 4 4 0 0 . 1 8 2 9 9 - 1 0 1 . 2 5 5 4 - 1 . 2 5 5 4 0 . 2 3 5 4 - 0 . 1 7 4 7 
3--4 1 . 2 9 1 5 - 1 . 2 5 3 3 - 0 . 1 2 5 0 0 . 0 5 3 4 3 -4 1 . 2 7 8 8 - 1 . 2 4 1 1 - 0 . 1 2 8 3 0 . 0 5 5 4 
3 -4 1 . 2 9 1 5 - 1 . 2 5 3 3 - 0 . 1 2 5 0 0 . 0 5 3 4 3 -4 1 . 2 7 8 8 - 1 . 2 4 1 1 - 0 . 1 2 8 3 0 . 0 5 5 4 
3 - 1 1 1 . 1 4 5 9 - 1 . 1 1 4 4 0 . 0 8 7 8 - 0 . 1 9 3 5 3 - 1 1 1 . 1 6 9 6 - 1 . 1 3 6 4 0 . 1 0 0 8 0 . 1 9 2 7 
4 - 12 0 . 9 7 8 3 - 0 . 9 5 7 8 0 . 2 2 3 6 - 0 . 3 3 1 4 4 - 12 0 . 9 5 3 1 - 0 . 9 3 6 0 0 . 2 2 9 8 0 . 3 3 0 2 
10 - 1 1 0 . 8 9 2 2 - 0 . 8 7 6 0 0 . 1 5 5 2 - 0 . 3 0 0 5 10 - 1 1 0 . 8 7 9 1 - 0 . 8 5 9 4 0 . 1 2 9 9 0 . 3 1 6 1 
10 - 1 2 1 . 5 8 9 8 - 1 . 5 2 7 8 0 . 2 3 3 0 - 0 . 1 2 3 0 10 - 1 2 1 . 6 1 2 4 - 1 . 5 4 9 3 0 . 2 4 1 8 0 . 1 2 7 5 
Con base en el análisis realizado para diferentes casos de estudio, se concluye que el 
efecto de un error de parámetro en la estimación de estado depende de varios factores, 
entre ellos: redundancia del sistema de medición, conectividad de la red eléctrica, 
condición de carga y la magnitud del error de parámetro. 
5.6.2 Método Desacoplado Rápido 
También se probó el estimador de estado desacoplado rápido por descomposición 
ortogonal para los casos mencionados en el punto anterior. Aplicando en cada uno de 
ellos la prueba de detección e identificación de errores, como medio para validar la 
información del sistema de medición. 
El comportamiento del estimador desacoplado rápido que utiliza la técnica de 
descomposición ortogonal es similar al Método Newton-Raphson. Se concluye que 
ambos estimadores son eficientes para presentar una solución aceptable de la ecuación 
de estimación de estado. 
Tabla 5.16.- Resultados para caso (1) y caso (2) por Método Desacoplado Rápido. 
Caso 1 Caso 2 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A P n e Qne 
1 1 0 2 6 7 0 . 0 0 0 0 2 . 0 2 8 6 0 1 3 0 0 1 1 . 0 2 5 8 0 . 0 0 0 0 2 . 0 2 8 3 0 . 1288 
2 1 . 0 2 6 6 - 0 . 0 0 0 6 2 . 0 1 2 1 0 1287 2 1 . 0 2 5 8 - 0 . 0 0 0 6 2 . 0 1 2 1 0 . 1 2 7 5 
3 1 . 0 2 4 6 - 0 . 0 7 7 2 - 0 . 3 0 3 3 - 0 1168 3 1 . 0 2 3 9 - 0 . 0 7 7 3 - 0 . 3 0 3 3 --0 . 1 2 1 0 
4 1 . 0 1 4 9 - 0 . 2 7 2 4 - 4 . 4 8 2 3 - 0 . 7 9 5 8 4 1 . 0 1 6 2 - 0 . 2 6 9 2 - 4 . 4 8 6 1 --0 . 8 1 0 1 
5 1 . 0 2 9 9 - 0 . 2 3 4 6 0 . 9 8 8 0 0 . 4 0 5 4 5 1 . 0 3 1 0 - 0 . 2 3 1 6 0 . 9 8 6 7 0 . 4 0 0 4 
6 1 . 0 2 9 9 - 0 . 2 3 4 6 0 . 9 8 8 0 0 . 4 0 5 4 6 1 . 0 3 1 0 - 0 . 2 3 1 6 0 . 9 8 6 7 0 . 4004 
7 1 . 0 2 9 9 - 0 . 2 3 4 6 0 . 9 8 8 0 0 . 4054 7 1 . 0 3 1 0 - 0 . 2 3 1 6 0 . 9 8 6 7 0 . 4004 
8 1 . 0 2 9 1 - 0 . 0 9 7 9 1 . 2 3 5 9 0 . 2 6 2 1 8 1 . 0 2 8 8 - 0 . 0 9 7 2 1 . 2 3 4 2 0 . 2 5 8 0 
9 1 . 0 2 8 3 - 0 . 0 9 7 0 1 . 2 5 9 4 0 . 2 4 2 5 9 1 . 0 2 8 0 - 0 . 0 9 6 2 1 . 2 5 7 7 0 . 2 3 8 3 
10 1 . 0 2 0 0 - 0 . 1 4 5 0 - 0.0000 0 . 0 0 0 0 10 1 . 0 1 9 9 - 0 . 1 4 4 2 -0.0000 0 . 0 0 0 0 
11 0 . 9 6 1 5 -C . 2 8 6 3 - 1 . 9 9 7 2 - 0 . 5 0 9 4 11 0 . 9 5 8 1 - 0 . 2 9 4 3 - 1 . 9 8 8 7 -0 . 5 1 5 3 
12 0 . 9 3 9 5 - 0 . 4 3 4 3 - 2 . 4 9 2 1 - 0 .4 654 12 0 . 9 3 5 5 - 0 . 4 4 2 2 -2 . 4 8 4 2 -0 . 4697 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
8 1 . 0 7 0 8 9 2 . 8 0 2 5 1 1 0 . 9 9 1 2 9 2 . 8 0 2 5 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1-•3 2 . 0 2 8 6 - 2 . 0 2 8 6 0 . 1 3 0 0 0 . 0 2 6 8 1--3 2 . 0 2 8 3 - 2 . 0 2 8 3 0 . 1 2 8 8 0 . 0 2 8 2 
2--3 2 . 0 1 2 1 - 2 . 0 1 2 1 0 . 1 2 8 7 0 . 0 2 5 6 2--3 2 . 0 1 2 1 - 2 . 0 1 2 1 0 . 1 2 7 5 0 . 0 2 7 1 
5--4 0 . 9 8 8 0 - 0 . 9 8 8 0 0 . 4 0 5 4 0 . 3 6 2 4 5--4 0 . 9 8 6 7 - 0 . 9 8 6 7 0 . 4 0 0 4 - 0 . 3 5 7 7 
6--4 0 . 9 8 8 0 - 0 . 9880 0 . 4 0 5 4 0 . 3 6 2 4 6--4 0 . 9 8 6 7 - 0 . 9 8 6 7 0 . 4 0 0 4 - 0 . 3 5 7 7 
7--4 0 . 9 8 8 0 - 0 . 9 8 8 0 0 . 4 0 5 4 0 . 3 6 2 4 7 -4 0 . 9 8 6 7 - 0 . 9 8 6 7 0 . 4 0 0 4 - 0 . 3 5 7 7 
8 -10 1 . 2 3 5 9 - 1 . 2 3 5 9 0 . 2 6 2 1 0 . 2 0 1 8 8 - 1 0 1 . 2 3 4 2 - 1 . 2 3 4 2 0 . 2 5 8 0 - 0 . 1 9 7 9 
9 - 1 0 1 . 2 5 9 4 - 1 . 2 5 9 4 0 . 2 4 2 5 0 . 1 8 0 2 9 - 1 0 1 . 2 5 7 7 - 1 . 2 5 7 7 0 . 2 3 8 3 0 . 1 7 6 3 
3 -4 1 . 2 2 4 0 - 1 . 1 8 9 5 - 0 . 1 6 7 2 0 . 0 6 8 8 3 -4 1 . 2 0 2 2 - 1 . 1 6 8 9 - 0 . 1 8 0 5 0 . 0 7 4 0 
3 -4 1 . 2 2 4 0 - 1 . 1 8 9 5 - 0 . 1 6 7 2 0 . 0 6 8 8 3 -4 1 . 2 0 2 2 - 1 . 1 6 8 9 - 0 . 1 8 0 5 0 . 0 7 4 0 
3 - 1 1 1 . 2 8 9 5 - 1 . 2 4 8 7 0 . 1 6 5 3 • 0 . 2 0 3 4 3 - 1 1 1 . 3 3 2 8 - 1 . 2 8 9 0 0 . 1 8 4 8 0 . 2 0 1 3 
4 - 12 0 . 8 6 0 7 - 0 . 8 3 7 5 0 . 1 5 3 7 • 0 . 3 4 8 4 4 - 12 0 . 8 1 1 8 - 0 . 7 8 8 5 0 . 1 1 5 0 0 . 3 5 3 4 
10 - 1 1 0 . 7 658 - 0 . 7 4 8 5 0 . 0 6 2 2 - - 0 . 3 0 6 0 10 - 1 1 0 . 7 1 6 9 - 0 . 6 9 9 7 0 . 0 2 3 4 0 . 3 1 3 9 
10 - 1 2 1 . 7 2 9 4 - 1 . 6 5 4 5 0 . 3 1 9 9 - 0 . 1 1 7 0 10 - 1 2 1 . 7 7 5 0 - 1 . 6 9 5 7 0 . 3 5 0 8 0 . 1 1 6 2 
Como se mencionó en un capítulo anterior un error de parámetro en una línea de 
transmisión o transformador de potencia con impedancia casi cero produce problemas de 
convergencia en el estimador convencional. En este caso, el estimador por 
descomposición ortogonal converge, aunque se detecta error en mediciones y el índice 
J (x) es mayor que el valor de la distribución x2t . 
Caso 3 Caso 4 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A P n e Qne 
1 1 . 0 2 7 7 0 . 0 0 0 0 2 . 0 2 8 1 0 . 1 3 3 0 1 1 . 0 2 4 3 0 . 0 0 0 0 2 . 0 2 7 6 0 . 1348 
2 1 . 0 2 7 7 - 0 . 0 0 0 6 2 . 0 1 2 0 0 . 1 3 1 6 2 1 . 0 2 4 3 - 0 . 0 0 0 6 2 . 0 1 1 6 0 . 1 3 3 4 
3 1 . 0 2 5 6 -C . 0 7 7 0 - 0 . 3 0 3 5 - 0 . 1 0 7 3 3 1 . 0 2 2 1 - 0 . 0 7 7 5 - 0 . 3 0 4 7 --0 . 1 0 4 2 
4 1 . 0 0 9 7 -C . 2 8 3 5 - 4 . 4 8 6 3 - 0 . 7 6 7 0 4 1 . 0 0 6 8 - 0 . 2 8 3 2 - 4 . 4 8 6 7 --0 . 7 6 5 1 
5 1 . 0 2 5 2 - 0 . 2 4 5 3 D . 9 8 6 6 0 . 4 1 5 9 5 1 . 0 2 2 4 - 0 . 2 4 4 9 0 . 9 8 6 5 0 . 4 1 7 0 
6 1 . 0 2 5 2 - 0 . 2 4 5 3 0 . 9 8 6 6 0 . 4 1 5 9 6 1 . 0 2 2 4 - 0 . 2 4 4 9 0 . 9 8 6 5 0 . 4 1 7 0 
7 1 . 0 2 5 2 - 0 . 2 4 5 3 0 . 9 8 6 6 0 . 4 1 5 9 7 1 . 0 2 2 4 - 0 . 2 4 4 9 0 . 9 8 6 5 0 . 4 1 7 0 
8 1 . 0 2 9 2 - 0 . 1 0 0 8 1 . 2 3 2 6 0 . 2 6 4 7 8 1 . 0 3 5 4 - 0 . 0 8 1 5 1 . 2 3 6 2 0 . 2 5 6 2 
9 1 . 0 2 8 4 - 0 . 0 9 9 9 1 . 2 5 6 1 0 . 2 4 5 1 9 1 . 0 3 4 6 - 0 . 0 8 0 6 1 . 2 5 9 7 0 . 2 3 6 6 
10 1 . 0 2 0 0 - 0 . 1 4 7 8 - 0.0000 0 . 0 0 0 0 10 1 . 0 2 6 6 - 0 . 1 2 8 0 -0.0000 0 . 0 0 0 0 
11 0 . 9 7 2 0 - 0 . 2 6 1 6 - 1 . 9 9 6 7 - 0 . 4 9 8 8 11 0 . 9 6 7 3 - 0 . 2 6 7 6 -2 . 0 0 2 0 - 0 . 5 1 1 0 
12 0 . 9 5 0 7 - 0 . 4 1 1 6 - 2 . 4 9 3 5 - 0 . 4 5 8 3 12 0 . 9 5 5 9 - 0 . 3 9 2 1 - 2 . 4 9 1 0 - 0 . 4 6 0 6 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
9 8 . 4 6 2 1 9 2 . 8 0 2 5 8 7 . 2 1 4 5 9 2 . 8 0 2 5 
P e r P r e Qer Q r e P e r P r e Q e r Q r e 
1--3 2 . 0 2 8 1 - 2 . 0 2 8 1 0 . 1 3 3 0 0 . 0 2 3 5 1--3 2 . 0 2 7 6 - 2 . 0 2 7 6 0 . 1 3 4 8 0 . 0 2 2 7 
2--3 2 . 0 1 2 0 - 2 . 0 1 2 0 0 . 1 3 1 6 0 . 0 2 2 4 2--3 2 . 0 1 1 6 - 2 . 0 1 1 6 0 . 1 3 3 4 0 . 0 2 1 6 
5--4 0 . 9 8 6 6 - 0 . 9 8 6 6 0 . 4 1 5 9 - 0 . 3 7 2 3 5--4 0 . 9 8 6 5 - 0 . 9 8 6 5 0 . 4 1 7 0 - 0 . 3 7 3 1 
6--4 0 . 9 8 6 6 - 0 . 9 8 6 6 0 . 4 1 5 9 - 0 . 3 7 23 6--4 0 . 9 8 6 5 - 0 . 9 8 6 5 0 . 4 1 7 0 - 0 . 3 7 3 1 
7 -4 0 . 9 8 6 6 - 0 . 9 8 6 6 0 . 4 1 5 9 - 0 . 3 7 2 3 7 -4 0 . 9 8 6 5 - 0 . 9 8 6 5 0 . 4 1 7 0 - 0 . 3 7 3 1 
8 - 1 0 1 . 2 3 2 6 - 1 . 2 3 2 6 0 . 2 6 4 7 - 0 . 2 0 4 7 8 - 1 0 1 . 2 3 6 2 - 1 . 2 3 6 2 0 . 2 5 6 2 - 0 . 1 9 6 7 
9 - 1 0 1 . 2 5 6 1 - 1 . 2 5 6 1 0 . 2 4 5 1 - 0 . 1 8 3 1 9 - 1 0 1 . 2 5 9 7 - 1 . 2 5 9 7 0 . 2 3 6 6 - 0 . 1 7 5 2 
3 -4 1 . 2 9 3 8 - 1 . 2 5 5 4 - 0 . 1 2 6 1 0 . 0 5 6 4 3 -4 1 . 2 8 0 5 - 1 . 2 4 2 6 - 0 . 1 2 8 6 0 . 0 5 7 4 
3 -4 1 . 2 9 3 8 - 1 . 2 5 5 4 - 0 . 1 2 6 1 0 . 0 5 6 4 3 -4 1 . 2 8 0 5 - 1 . 2 4 2 6 - 0 . 1 2 8 6 0 . 0 5 7 4 
3 - 1 1 1 . 1 4 9 1 - 1 . 1 1 7 1 0 . 0 9 9 0 - 0 . 2 0 1 2 3 - 1 1 1 . 1 7 3 5 - 1 . 1 3 9 9 0 . 1 0 8 8 0 . 1 9 7 1 
4 - 12 0 . 9 8 4 3 - 0 . 9 6 3 4 0 . 2 3 7 0 - 0 . 3 4 0 9 4 - 12 0 . 9 5 7 9 - 0 . 9 4 0 6 0 . 2 3 9 4 0 . 3 3 7 1 
10 - 1 1 0 . 8 9 6 0 - 0 . 8 7 9 6 0 . 1 5 5 2 - 0 . 2 9 7 6 10 - 1 1 0 . 8 8 2 0 - 0 . 8 6 2 1 0 . 1 3 0 4 0 . 3 1 3 8 
10 - 1 2 1 . 5 9 2 6 - 1 . 5 3 0 1 0 . 2 3 2 6 - 0 . 1 1 7 4 10 - 1 2 1 . 6 1 3 9 - 1 . 5 5 0 4 0 . 2 4 1 5 0 . 1 2 3 4 
En la aplicación del estimador con descomposición ortogonal se analizan los casos 
siguientes: (1) error en mediciones dentro del rango ±3<r y error de parámetro en la 
línea 4-12 con una impedancia de [Z = lxl0~13), por el Método Newton-Raphson y el 
Método Desacoplado Rápido. 
En este caso el estimador converge con la transformación ortogonal utilizada en el 
problema. Sin embargo en la prueba de identificación de errores se debe tener cuidado al 
momento de interpretar los resultados, ya que existe una premultiplicación y 
postmultiplicación de la matriz jacobiana sobre la matriz de ganancia 
H t [ h t R " ' H t ] ' h t | , y en esta ecuación no se aplica la transformación y puede 
hacerla casi singular y no se podrá identificar errores en mediciones. 
Método Newton-Raphson Método Desacoplado Rápido 
V a l o r e s e s t i m a d o s d e l a s V a l o r e s e s t i m a d o s d e l a s 
V a r i a b l e s d e e s t a d o V a r i a b l e s d e e s t a d o 
N V A Pne Qne N V A P n e Qne 
1 1 . 0 1 5 4 0 . 0 0 0 0 2 . 0 2 4 9 0 . 1 3 9 0 1 1 . 0 1 4 6 0 . 0 0 0 0 2 . 0 1 5 5 0 . 1 4 0 7 
2 1 . 0 1 5 4 - 0 . 0 0 0 9 2 . 0 0 2 8 0 . 1 3 7 3 2 1 . 0 1 4 6 - 0 . 0 0 0 4 2 . 0 0 5 6 0 . 1 3 9 7 
3 1 . 0 1 3 0 - 0 . 0 7 8 8 - 0 . 3 3 2 7 - 0 . 0 9 6 8 3 1 . 0 1 2 2 - 0 . 0 7 8 6 -0 . 3 2 2 8 • - 0 . 0 9 1 0 
4 0 . 9 9 0 4 - 0 . 3 0 1 4 - 4 . 5 4 4 9 - 0 . 7 5 7 2 4 0 . 9 8 9 3 - 0 . 3 0 1 4 - 4 . 5 4 2 0 • - 0 . 7 5 6 9 
5 1 . 0 0 6 5 - 0 . 2 6 2 5 0 . 9683 0 . 4 2 2 3 5 1 . 0 0 5 4 - 0 . 2 6 2 5 0 . 9 6 7 8 0 . 4 2 2 1 
6 1 . 0 0 6 5 - 0 . 2 6 2 5 0 . 9 6 8 3 0 . 4 2 2 3 6 1 . 0 0 5 4 - 0 . 2 6 2 5 0 . 9 6 7 8 0 . 4 2 2 1 
7 1 . 0 0 6 5 - 0 . 2 6 2 5 0 . 9 6 8 3 0 . 4 2 2 3 7 1 . 0 0 5 4 - 0 . 2 6 2 5 0 . 9 6 7 8 0 . 4 2 2 1 
8 1 . 0 5 5 3 - 0 . 0 3 0 9 1 . 2 4 7 1 0 . 2 4 4 1 8 1 . 0 5 3 4 - 0 . 0 3 0 4 1 . 2 4 6 0 0 . 2 4 1 6 
9 1 . 0 5 4 5 - 0 . 0 3 0 1 1 . 2 6 6 6 0 . 2 2 3 1 9 1 . 0 5 2 6 - 0 . 0 2 9 5 1 . 2 6 9 5 0 . 2 2 2 0 
10 1 . 0 4 7 2 - 0 . 0 7 6 0 - 0 . 0 0 0 0 0 . 0 0 0 0 10 1 . 0 4 5 3 - 0 . 0 7 5 6 - 0 . 0 0 0 0 0 . 0 0 0 0 
11 0 . 9 7 3 5 - 0 . 2 3 9 2 - 1 . 9 9 2 4 - 0 . 5 2 1 6 11 0 . 9 7 1 6 - 0 . 2 4 0 2 - 2 . 0 0 1 7 - 0 . 5 2 2 1 
12 0 . 9 9 0 4 - 0 . 3 0 1 4 - 2 . 3 8 9 3 - 0 . 4 1 5 1 12 0 . 9 8 9 3 - 0 . 3 0 1 4 -2 . 3 8 6 2 - 0 . 4 1 0 0 
P r u e b a d e H i p ó t e s i s P r u e b a d e H i p ó t e s i s 
F a c t o r J V a l o r X i 2 F a c t o r J V a l o r X i 2 
2 9 1 . 8 9 7 4 9 2 . 8 0 2 5 2 9 2 . 5 9 9 1 9 2 . 8 0 2 5 
P e r P r e Q e r Q r e P e r P r e Q e r Q r e 
1 -3 2 . 0 2 4 9 - 2 . 0 2 4 9 0 . 1 3 9 0 0 . 0 2 0 8 1--3 2 . 0 1 5 5 - 2 . 0 1 5 5 0 . 1 4 0 7 0 . 0 1 7 9 
2--3 2 . 0 0 2 8 - 2 . 0 0 2 8 0 . 1 3 7 3 0 . 0 1 9 0 2--3 2 . 0 0 5 6 - 2 . 0 0 5 6 0 . 1 3 9 7 0 . 0 1 7 4 
5 -4 0 . 9 6 8 3 - 0 . 9 6 8 3 0 . 4 2 2 3 - 0 . 3 7 8 2 5--4 0 . 9 6 7 8 - 0 . 9 6 7 8 0 . 4 2 2 1 - 0 . 3 7 8 0 
6 -4 0 . 9 6 8 3 - 0 . 9 6 8 3 0 . 4 2 2 3 0 . 3 7 8 2 6--4 0 . 9678 - 0 . 9 6 7 8 0 . 4 2 2 1 - 0 . 3 7 8 0 
7 -4 0 . 9 6 8 3 - 0 . 9 6 8 3 0 . 4 2 2 3 0 . 3 7 8 2 7 -4 0 . 9 6 7 8 - 0 . 9 6 7 8 0 . 4 2 2 1 - 0 . 3 7 8 0 
8 - 1 0 1 . 2 4 7 1 - 1 . 2 4 7 1 0 . 2 4 4 1 0 . 1 8 6 1 8 - 1 0 1 . 2 4 6 0 - 1 . 2 4 6 0 0 . 2 4 1 6 - 0 . 1 8 3 6 
9 - 1 0 1 . 2 6 6 6 - 1 . 2 6 6 6 0 . 2 2 3 1 0 . 1 6 3 7 9 - 1 0 1 . 2 6 9 5 - 1 . 2 6 9 5 0 . 2 2 2 0 - 0 . 1 6 2 0 
3 -4 1 . 3 5 6 8 - 1 . 3 1 3 3 - 0 . 0 7 4 0 0 . 0 4 9 1 3 -4 1 . 3 5 5 8 - 1 . 3 1 2 3 - 0 . 0 7 2 2 0 . 0 4 8 0 
3 -4 1 . 3 5 6 8 - 1 . 3 1 3 3 - 0 . 0 7 4 0 0 . 0 4 9 1 3 -4 1 . 3 5 5 8 - 1 . 3 1 2 3 - 0 . 0 7 2 2 0 . 0 4 8 0 
3 - 1 1 0 . 9 8 1 4 - 0 . 9 5 8 0 0 . 0 1 1 4 0 . 1 6 8 3 3 - 1 1 0 . 9 8 6 8 - 0 . 9 6 3 1 0 . 0 1 8 1 - 0 . 1 7 1 8 
4 - 12 0 . 9 8 6 7 - 0 . 9 8 6 7 0 . 2 7 9 3 0 . 2 8 1 3 4 - 12 0 . 9 8 6 1 - 0 . 9 8 6 1 0 . 2 8 1 3 - 0 . 2 8 1 3 
10 - 1 1 1 . 0 6 2 7 - 1 . 0 3 4 4 0 . 2 1 8 4 0 . 3 5 3 2 10 - 1 1 1 . 0 6 7 1 - 1 . 0 3 8 6 0 . 2 1 8 9 - 0 . 3 5 0 3 
10 - 1 2 1 . 4 5 0 9 - 1 . 4 0 2 6 0 . 1 3 1 3 0 . 1 3 3 8 10 - 1 2 1 . 4 4 8 4 - 1 . 4 0 0 1 0 . 1 2 6 7 - 0 . 1 2 8 7 
Por lo tanto siempre se deberá verificar la base de datos que da la conectividad de la 
red eléctrica para que no haya presencia de error en parámetros con impedancia igual o 
casi cero. Además se debe contar con herramientas alternas que permitan detectar error 
en parámetros de líneas o transformadores para no depender exclusivamente de las 





El proceso de estimación de estado es una aplicación indispensable para validar la 
información en los centros de control de energía eléctrica. La información validada 
permite a los operadores del sistema determinar con un alto nivel de confiabilidad las 
condiciones de operación del sistema eléctrico de potencia. 
El objetivo de validar los resultados del estimador es disponer de una base de datos 
confiable para el desarrollo de diversos estudios de operación económica y de seguridad 
operativa. 
En la validación es necesario contar con herramientas que permitan detectar e 
identificar errores anormales en mediciones, parámetros y topología de la red. Esta fase 
es la más importante del proceso de estimación de estado. 
6.2 Conclusiones 
Del análisis realizado en este trabajo se obtuvieron las siguientes conclusiones. 
Los algoritmos de estimación de estado generalmente no presentan problemas de 
convergencia cuando se emplean solamente mediciones convencionales con un nivel de 
precisión similar. 
Los métodos de estimación de estado más aplicados en los centros de control son el 
Newton-Raphson y la variante conocida como Desacoplado Rápido. El método 
Desacoplado Rápido es el más eficiente desde el punto de vista computacional por su 
rapidez de ejecución y menores requerimientos computacionales. 
La utilización de inyecciones cero como mediciones en un algoritmo de estimación 
convencional produce problemas de convergencia. Para evitar estos problemas se debe 
reducir la ponderación de estas mediciones, pero al hacerlo se pierde la precisión de las 
mismas. 
Al combinar mediciones convencionales con mediciones fasoriales sincronizadas en 
el estimador de estado convencional no se presentan problemas de convergencia. Lo 
anterior debido a que la ponderación de la medición fasorial no es lo suficientemente 
pequeña para hacer singular la matriz de ganancia ya que afecta solamente al término de 
la diagonal principal del nodo al que está conectada. 
En muchos casos los problemas de convergencia son provocados por la utilización de 
inyecciones cero, ya que éstas mediciones afectan diversos términos de la matriz de 
ganancia, haciéndola singular. 
6.2.2 Estimación de estado con descomposición ortogonal 
Para resolver los problemas de convergencia por la combinación de mediciones 
convencionales con mediciones precisas se analizó una técnica de descomposición 
ortogonal. Con ésta transformación se mantiene la precisión de la medición exacta y no 
hay necesidad de reducir su ponderación, además se elimina el problema de 
convergencia y no se afecta la opción de detectar e identificar errores anormales. 
Los métodos de solución utilizados en éste trabajo para la estimación de estado con 
descomposición ortogonal, permitieron combinar sin problemas mediciones 
convencionales y mediciones con alta precisión (nodos con inyección cero y mediciones 
fasoriales) aunque la ponderación fuera muy pequeña. 
Al aplicar la técnica de estimación de estado con descomposición ortogonal la carga 
computacional crece ya que se realiza una gran cantidad de operaciones para obtener la 
matriz cuadrada [£)] ortogonal y la matriz rectangular [ t / ] en comparación con obtener 
la matriz inversa en los algoritmos de estimación convencional. 
6.2.3 Mediciones fasoriales 
La inclusión de mediciones fasoriales sincronizadas permite aumentar la redundancia 
del sistema de información con mediciones muy precisas de las variables de estado. 
Si se dispone de mediciones fasoriales en todos los nodos sería posible utilizar una 
formulación lineal para la solución del problema, como se muestra en los resultados del 
capítulo IV, en éste caso la estimación de las variables de estado se obtiene al 
multiplicar una matriz constante por el vector de mediciones. 
Para identificar un error anormal en la medición fasorial es necesario utilizar 
mediciones de diferencias angulares nodales para dar redundancia al estimador. De lo 
contrario, el valor estimado se ajusta al valor medido y no hay posibilidad de identificar 
un error anormal en la medición fasorial. 
Con la inclusión de mediciones fasoriales precisas, el proceso de estimación de 
estado siempre se mejora aún ante la presencia de mediciones convencionales 
anormales. Esto significa que un estimado se podría aceptar aún cuando el índice 
> t¡, en la tesis se propone un criterio para la aceptación de la estimación de 
variables de estado. 
Un error anormal de una medición convencional provoca que el índice J ( x ) sea 
grande, y un alto porcentaje de los residuales ponderados están fuera de un rango 
especificado. La medición fasorial precisa no evita que el índice J ( x ) sea grande, pero 
mantiene el porcentaje de los residuales ponderados dentro del rango especificado. 
La medición fasorial es más efectiva cuando se localiza en nodos relacionados con 
una medición convencional anormal. La medición fasorial precisa reduce el efecto de un 
error anormal en una medición convencional en otras mediciones cercanas, debido a su 
alta ponderación en el proceso de estimación. 
Cuando se utilizan únicamente mediciones convencionales en el proceso de 
estimación de estado, las técnicas que se utilizan para identificar una medición anormal, 
residuales ponderados y residuales normalizados son efectivas y trabajan 
satisfactoriamente si existe una redundancia adecuada. 
Cuando se combinan mediciones convencionales con mediciones fasoriales en el 
proceso de estimación, la mejor técnica para identificar las mediciones con error 
anormal (convencionales y fasoriales) es la de residuales normalizados. 
El proceso de identificación de errores anormales en mediciones convencionales y 
fasoriales no presentó modificaciones cuando se utilizó tanto el estimador convencional 
como el estimador con descomposición ortogonal. 
Se recomienda aplicar la metodología utilizada en éste trabajo en el diseño de 
algoritmos de estimación de estado en variables de fase (estimador trifásico). El objetivo 
es extender el estudio al caso desbalanceado y considerar de manera completa las 
características reales de un sistema eléctrico de potencia. 
Incluir en los algoritmos de estimación de estado trifásica mediciones precisas 
(inyecciones cero y mediciones fasoriales) y analizar los problemas que se pudieran 
presentar al momento de combinarlas con mediciones convencionales. 
Analizar técnicas que permitan detectar errores de parámetros en líneas de 
transmisión y transformadores de potencia en los algoritmos de estimación de estado 
trifásica, así como técnicas para detectar posibles errores en el estado de interruptores 
que producen errores de topología en una red eléctrica. 
Para analizar en forma real las ventajas y desventajas que se pudieran presentar en 
estimación de estado se recomienda utilizar el algoritmo de estimación de estado que se 
presenta en este trabajo de tesis con datos de un sistema de potencia real con mediciones 
fasoriales sincronizadas. 
6.4 Aportaciones del trabajo 
Se presentó un análisis completo de aplicación de la descomposición ortogonal en la 
estimación de estado y se probó que ésta técnica es adecuada para la modelación de 
mediciones precisas (mediciones fasoriales e inyecciones cero). 
Se verificó la efectividad del algoritmo de estimación de estado con descomposición 
ortogonal para evitar problemas de convergencia cuando se combinan mediciones 
convencionales y mediciones precisas (mediciones fasoriales e inyecciones cero). 
Se demostró que las mediciones fasoriales siempre ayudan a mejorar la estimación de 
las variables de estado aun en presencia de mediciones convencionales con error 
anormal. 
Se presentó una formulación lineal para la estimación cuando se cuenta con 
mediciones fasoriales en todos los nodos de la red eléctrica. 
Se presentó un nuevo criterio para la aceptación de la estimación y la detección de 
errores anormales cuando se emplean mediciones fasoriales. Este nuevo criterio cambia 
lo establecido en las pruebas de hipótesis tradicionales. 
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APENDICE A 
MODELADO DE ECUACIONES 
El modelo de ecuación de potencia compleja empleada en el algoritmo de estimación 
de estado no lineal se obtiene a partir de la Figura A. 1: 
1 . p C l ' l 
Z e r - R x iXl 
- z ^ 
X 2 2 
Figura A. 1 M o d e l o de la Línea de Transmisión (?r) y Transformador. 
La ecuación de potencia esta dada por: 
S = VÍ (A.l) 




la Ec. (A.2) y la Ec. (A.3) en función de admitancias quedan: 
yer=Ger + jK (A.4) 
ysh=B s er c (A.5) 
donde: 




la corriente que fluye del nodo e al nodo r esta dada por la diferencia de potencial entre 
los nodos multiplicada por su admitancia, quedando expresada por: 
= + [(Ger + jB„ K )]) 
( A . 6 ) 
para obtener la expresión de potencia compleja que va del nodo e al nodo r se aplica la 
Ec. (A.l) y se obtiene: 
s . =(K\e_j)[jBcV^[(G,r +jB.){v.^í-Vr £ . ) ] ) (A.7) 
se expande la ecuación anterior: 
= -jBcVe2 + GerV2 - JBX-GerVeVr\ee-dr+ jBJeV\Ge-et (A.9) 
empleando la identidad de euler dada por: 
a[^ = acos0+yos in^ (A.10) 
se aplica en la Ec. (A.9) y se obtiene: 
K = -jBV? + GX - jBX' -GerKK e o s \ e i Z G L - jGJVr s i n ^ ^^  
+ jB„VeVr eos \0 l Z 0 L + sin 
finalmente la ecuación de potencia activa se obtiene separando la parte real de SeT y 
para la potencia reactiva la parte imaginaria de Ser. 
Per = GeV; - GerVVr eos ^  - BJeVr sin (A. 12) 
Or —(Ber + Bc)V2 - G j y r sin \01~eL + ¿ ^ e o s ( A . 13) 
las dos ecuaciones anteriores se utilizan en el cálculo de valores estimados de flujos de 
potencia entre líneas, transformadores e inyecciones de potencia, tanto activa como 
reactiva, dentro del algoritmo de estimación. 
Pasa su aplicación en la formación del jacobiano es necesario derivar la ecuación de 
potencia activa y potencia reactiva con respecto a cada una de las variables de estado, y 
quedan expresadas por: 
Derivadas parciales de potencia activa con respecto a (0e,0r,Ve,Vr) 
r¡P 
= GerVeVr sin [ 6 ^ - BerVeVr eos (A. 14) 
^ = -GerKK s in \0 l Z 0 L + BtfVtVr cos\ei-eL (A. 15) 
do. 
= 2 GerVe - GerVr eos \d e -0 r - BVr s in \0 e -d r (A. 16) 
= -iGerVe eos ~ W . s i n ( A . 17) 
3K 
Derivadas parciales de potencia reactiva con respecto a (0e,0r>K>K) 
^ = -GerKK cosW^-Z- BerVeVr sin W-0^ (A. 18) 
de, 
^ = G a Vy r c o s l ^ + B j y r s i n ( A . 19) 
80, 
= _2 (B+Bc)Ve-GerVr ún\0t-0r + B j r ios\0e-0r (A.20) 
dV 
= M e y e s inl^ -$r + BerVe c o s l ^ - 0 r (A.21) 
dvr 
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METODO DE ROTACION 
DE GIVENS 
El objetivo principal del método de rotación de Givens es resolver la Ec. (3.7), obtener 
una matriz [Q] que sea ortogonal y una matriz [£/] que sea triangular superior. La 
transformación se da sobre la matriz [ / / ] mediante la Ec. (3.17) y la Ec. (3.18), cuyos 
valores se colocan en la Ec. (3.16) y esta multiplica a [ # ] , teniendo la siguiente relación: 
[ e r ] [ / í ' ] = [ y ] (B.i) 
Considere la matriz A, como ejemplo para presentar el procedimiento de las rotaciones 
de Givens y obtener la matriz \Qt~\ y [t/] 
'2 1 4" 
5 6 3 
A = 
2 4 3 
8 2 5 
se observa en la matriz [A] que son necesarias 6 rotaciones de Givens. 
c s 0 0 " "2 1 4" " 5.385 5.942 4.271 
-s c 0 0 5 6 3 -0.000 1.299 -2.599 
0 0 1 0 2 4 3 2.000 4.000 3.000 
0 0 0 1 _ 8 2 5_ 8.000 2.000 5.000 
donde: 
c - , ^ U ) = a 3 ? 1 4 ^ Afri) = Q . 9 2 8 5 
¿4(U)2+¿(2,1)2 ¿4(U)2 + ¿(2,1)2 
la segunda rotación se define: 
c1 0 s' 0 I" 5.385 5.942 
0 1 0 0 -0.000 1.299 
-s] 0 c1 0 2.000 4.000 
0 0 0 1 8.000 2.000 
4.271" " 5.744 6.963 5.048 
-2.599 -0.000 1.299 -2.599 
3.000 -0.000 1.680 1.325 
5.000 8.000 2.000 5.000 
donde: 
c, = ¿ ' ( U ) s 0 9 3 7 4 ,, = A ^ ) = 0 . 3 4 8 2 
•Ja' (I,I)2 + A' (3,I)2 JA> (1,1 f + A 1 (3,1 f 
la tercera rotación es dada por: 
" 1 0 0 Olf 5.744 6.963 5.048] I" 5.744 6.963 5.048" 
0 c2 s2 0 -0.000 1.299 -2.599 _ -0.000 2.124 -0.541 
0 V c2 0 -0.000 1.680 1.325 ~ 0.000 0.000 2.867 
0 0 0 1 8.000 2.000 5.000 8.000 2.000 5.000 
= - -0.4798 , ^ - 0.8774 
la cuarta rotación se define: 
C3 0 0 J3" " 5.744 6.963 5.048" " 9.848 5.685 7.005" 
0 1 0 0 -0.000 2.124 -0.541 -0.000 2.124 -0.541 
0 0 1 0 0.000 0.000 2.867 0.000 0.000 2.867 
- s 3 0 0 e3 8.000 2.000 5.000 0.000 -4.489 -1.184 
donde: 
C3 = A'(1,1) = 0 5 g 3 3 = ^ ( 4 , 1 ) = 0 . 8 1 2 3 
la quinta rotación esta dada por: 
1 0 0 0 9.848 5.685 7.005 9.848 5.685 7.005 
0 c4 0 54 -0.000 2.124 -0.541 -0.000 4.966 0.838 
0 0 1 0 0.000 0.000 2.867 0.000 0.000 2.867 
0 - V 0 c4 0.000 -4.489 -1.184 -0.000 0.000 -0.996 
donde: 
c4 a ¿'(2,2) a M 2 ? g j4 A4 (4,2) _ Q 9Q39 
y[7(2,2)1 + A4 (4,2)2 JA4 (2,2)3 + A4 (4,2)2 
finalmente la sexta rotación hace cero el elemento ^ 5 (4 ,3) , esa matriz resultante es la 
matriz [(/] triangular superior: 
1 0 0 0 9.848 5.685 7.005 9.848 5.685 7.005 
0 1 0 0 -0.000 4.966 0.838 -0.000 4.966 0.838 
0 0 cs s5 0.000 0.000 2.867 0.000 0.000 3.035 




y¡A5 (3,3)2 + A5 (4,3)] 
= 0.9446 s = 
A>( 4,3) 
y¡AS (3,3)2 + A5 (4,3)2 
= -0.3283 
con este procedimiento se establece como obtener la matriz [í/] triangular superior, 
ahora se muestra el procedimiento para obtener la matriz ] • 
A la matriz que se encuentra multiplicando al lado izquierdo de la Ec.(B.l) definida por 
los valores c y s se le llamará [jV,], y así para cada rotación se nombra una matriz, la 
matriz ] ortogonal se obtiene multiplicando las matrices [iV] y se define: 
para este ejemplo en particular la matriz [QT ] ortogonal es: 
(B.2) 
[ O 
0.203 0.507 0.203 0.812 
-0.031 0.626 0.572 -0.527 
0.857 -0.356 0.361 -0.081 
-0.471 -0.471 0.707 0.235 
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En las siguientes tablas se presentan los datos empleados para cada uno de los sistemas 
de prueba, tanto en estimación de estado lineal como estimación no lineal. 
Tabla C.la.- Mediciones en generación y carga, sistema de prueba 1, caso lineal. 
Nodo I n y e c c i ó n 
1 1 . 0 2 1 2 
2 0 . 4 8 3 4 
3 0 . 6 0 1 5 
4 - 0 . 6975 
5 - 0 . 7 1 2 3 
6 - 0 . 7 2 0 9 
Tabla C.lb.- Conexión y medición entre nodos, sistema de prueba 1, caso lineal. 
Nodo e n v í o Nodo r e c e p c i ó n I m p e d a n c i a M e d i c i ó n 
1 2 0 . 2 0 0 0 Í 0 . 2 8 6 9 
1 4 0 . 2 0 0 0 Í 0 . 4 3 5 8 
1 5 0 . 3 0 0 0 Í 0 . 3 5 6 0 
2 3 0 . 2 5 0 0 1 0 . 0 2 9 3 
2 4 0 . 1 0 0 0 Í 0 . 3 3 0 9 
2 5 0 . 3 0 0 0 Í 0 . 1 5 5 1 
2 6 0 . 2 0 0 0 Í 0 . 2 6 2 5 
3 5 0 . 2 6 0 0 Í 0 . 1 9 1 2 
3 6 0 . 1 0 0 0 Í 0 . 4 3 7 7 
4 5 0 . 4 0 0 0 Í 0 . 0 4 0 8 
5 6 0 . 3 0 0 0 Í 0 . 0 1 6 1 
Nodo P o t e n c i a A c t i v a P o t e n c i a R e a c t i v a 
1 1 . 1 3 1 0 0 . 2 0 2 0 
2 0 . 4 8 4 0 0 . 7 1 9 0 
3 0 . 5 5 1 0 0 . 9 0 6 0 
4 - 0 . 7 1 8 0 - 0 . 7 1 9 0 
5 - 0 . 7 2 0 0 - 0 . 6 7 7 0 
6 - 0 . 7 2 3 0 - 0 . 6 0 9 0 
Tabla C.2b.- Conexión entre nodos, sistema de prueba 1, caso no lineal. 
Nodo e n v i ó Nodo r e c e p c i ó n I m p e d a n c i a Y/2 
1 2 0 1000 + 0 . 2 0 0 0 Í 0 . 0 2 0 0 Í 
1 4 0 0 5 0 0 + 0 . 2 0 0 0 Í 0 . 0 2 0 0 Í 
1 5 0 0800 + 0 . 3 0 0 0 Í 0 . 0 3 0 0 Í 
2 3 0 0500 + 0 . 2 5 0 0 Í 0 . 0 3 0 0 Í 
2 4 0 0500 + O.lOOOi O.OlOOi 
2 5 0 1000 + 0 . 3 0 0 0 Í 0 . 0 2 0 0 Í 
2 6 0 0700 + 0 . 2 0 0 0 Í 0 . 0 2 5 0 Í 
3 5 0 1200 + 0 . 2 6 0 0 Í 0 . 0 2 5 0 Í 
3 6 0 0200 + O.lOOOi O.OlOOi 
4 5 0 2000 + 0 . 4 0 0 0 Í 0 . 0 4 0 0 Í 
5 6 0 1000 + 0 . 3 0 0 0 Í 0 . 0 3 0 0 i 
Tabla C.2c.- Medición entre nodos, sistema de prueba 1, caso no lineal. 
Nodo e Nodo r P e r P r e Q e r Q r e 
1 2 0 . 3 1 5 0 - 0 . 3 4 9 0 - 0 . 1 3 2 0 0 . 0 9 7 0 
1 4 0 . 3 8 9 0 - 0 . 4 0 1 0 0 . 2 1 2 0 - 0 . 1 4 3 0 
1 5 0 . 3 5 7 0 - 0 . 3 6 6 0 0 . 0 9 4 0 - 0 . 1 7 5 0 
2 3 0 . 0 8 6 0 - 0 . 0 2 1 0 - 0 . 1 1 9 0 0 . 1 0 2 0 
2 4 0 . 3 2 8 0 - 0 . 2 9 8 0 0 . 3 8 3 0 - 0 . 4 4 3 0 
2 5 0 . 1 7 4 0 - 0 . 1 1 7 0 0 . 2 2 0 0 - 0 . 2 2 2 0 
2 6 0 . 2 2 3 0 - 0 . 1 9 6 0 0 . 1 5 0 0 - 0 . 2 2 3 0 
3 5 0 . 1 7 7 0 - 0 . 2 5 1 0 0 . 2 3 9 0 - 0 . 2 9 9 0 
3 6 0 . 4 3 3 0 - 0 . 4 6 8 0 0 . 5 8 3 0 - 0 . 5 1 1 0 
4 5 0 . 0 7 0 0 - 0 . 0 2 1 0 - 0 . 1 7 4 0 - 0 . 0 1 5 0 
5 6 - 0 . 0 2 1 0 0 . 0 1 0 0 - 0 . 0 0 8 0 0 . 0 2 9 0 
Tabla C.3a.- Mediciones en generación y carga, sistema de prueba 2, caso lineal. 
Nodo I n y e c c i ó n 
1 1 . 0 3 0 0 
2 1 . 5 2 1 0 
3 0.0000 
4 0 . 7 900 
5 - 2 . 0 3 0 0 
6 0.0000 
7 1 . 0 1 0 0 
8 - 2 . 3 1 0 0 
Nodo e n v í o Nodo r e c e p c i ó n I m p e d a n c i a M e d i c i ó n 
1 2 0 . 2 0 0 0 Í 0 . 1 9 3 0 
1 3 O. lOOOi 0 . 6 4 4 3 
1 6 0 . 2 0 0 0 Í 0 . 6 5 9 0 
2 3 0 . 1 4 2 9 Í - 0 . 5 4 6 0 
2 6 0 . 2 5 0 0 Í - 0 . 8 2 1 0 
3 4 0 . 3 3 3 3 Í 2 . 0 1 2 0 
3 5 O. lOOOi - 0 . 6 3 4 2 
6 7 0 . 3 3 3 3 Í - 1 . 0 2 0 0 
6 8 0 . l O O O i 2 . 2 9 6 0 
Tabla C.4a.- Medición en generación y carga, sistema de prueba 3, caso no lineal. 
Nodo P o t e n c i a A c t i v a P o t e n c i a R e a c t i v a 
1 1 . 9 8 3 8 0 . 3 5 9 2 
2 2 . 0 4 2 0 0 . 3 6 3 7 
3 - 4 . 6 0 8 0 - 0 . 9 3 6 0 
4 - 4 . 6 0 8 0 - 0 . 9 3 6 0 
5 0 . 9 4 9 0 0 . 3 2 1 2 
6 0 . 9 4 90 0 . 3 2 1 2 
7 0 . 9 4 9 0 0 . 3 2 1 2 
8 1 . 1 9 9 0 - 0 . 1 1 7 2 
9 1 . 2 9 7 0 - 0 . 1 8 3 2 
10 0 . 0 0 0 0 0 . 0 0 0 0 
1 1 0 . 0 0 0 0 0 . 0 0 0 0 
12 0 . 0 0 0 0 0 . 0 0 0 0 
Tabla C.4b.- Conexión entre nodos, sistema de prueba 3, caso no lineal. 
Nodo e n v i ó Nodo r e c e p c i ó n I m p e d a n c i a Y / 2 
1 3 0 . 0 0 0 0 + 0 . 0 4 0 0 Í 0.OOOOi 
2 3 0 . 0 0 0 0 + 0 . 0 4 0 0 Í O.OOOOi 
5 4 0 . 0 0 0 0 + 0 . 0 4 0 0 Í 0.OOOOi 
6 4 0 . 0 0 0 0 + 0 . 0 4 0 0 Í O.OOOOi 
7 4 0 . 0 0 0 0 + 0 . 0 4 0 0 Í O.OOOOi 
8 10 0 . 0 0 0 0 + 0 . 0 4 0 0 Í O.OOOOi 
9 10 0 . 0 0 0 0 + 0 . 0 4 0 0 Í O.OOOOi 
3 4 0 . 0 2 4 1 + 0 . 1 6 4 8 Í 0 . 1 6 0 4 Í 
3 4 0 . 0 2 4 1 + 0 . 1 6 4 8 Í 0 , 1 6 0 4 Í 
3 11 0 . 0 2 4 1 + 0 . 1 6 4 8 Í 0 . 1 6 0 4 Í 
4 12 0 . 0 2 4 1 + 0 . 1 6 4 8 Í 0 . 1 6 0 4 Í 
10 11 0 . 0 2 4 1 + 0 . 1 6 4 8 Í 0 . 1 6 0 4 Í 
10 12 0 . 0 2 4 1 + 0 . 1 6 4 8 Í 0 . 1 6 0 4 Í 
Nodo e Nodo r P e r P r e Q e r Q r e 
1 3 2 . 0 2 1 8 - 1 . 9 0 1 8 0 . 4 3 5 2 - 0 . 1 9 3 2 
2 3 2 . 0 8 0 0 - 1 . 9 6 0 0 0 . 4 3 9 7 - 0 . 1 8 8 7 
5 4 1 . 0 8 0 0 - 0 . 9 6 0 0 0 . 3 2 3 2 - 0 . 1 9 0 6 
6 4 1 . 0 8 0 0 - 0 . 9 6 0 0 0 . 3 2 3 2 - 0 . 1 9 0 6 
7 4 1 . 0 8 0 0 - 0 . 9 6 0 0 0 . 3 2 3 2 - 0 . 1 9 0 6 
8 10 1 . 3 3 0 0 - 1 . 2 1 0 0 - 0 . 1 1 5 2 0 . 2 6 7 2 
9 10 1 . 2 2 0 0 - 1 . 2 9 2 0 - 0 . 2 2 0 2 0 . 1 6 6 2 
3 4 0 . 1 8 1 3 - 0 . 2 5 2 2 - 0 . 2 6 8 8 - 0 . 1 6 5 0 
3 4 0 . 1 8 1 3 - 0 . 2 5 2 2 - 0 . 2 6 8 8 - 0 . 1 6 5 0 
3 11 - 1 . 1 6 0 9 1 . 1 1 9 9 - 0 . 0 7 3 5 - 0 . 1 6 1 7 
4 12 - 1 . 2 5 9 5 1 . 2 2 4 4 - 0 . 0 1 0 1 - 0 . 1 8 4 6 
10 1 1 1 . 1 6 4 6 - 1 . 2 0 3 9 - 0 . 2 9 1 6 0 . 0 6 1 7 
10 12 1 . 2 7 5 4 - 1 . 3 0 8 4 - 0 . 2 7 0 7 0 . 0 8 4 6 
Tabla C.5a.- Medición en generación y carga, sistema de prueba 4, caso no lineal. 
Nodo P o t e n c i a A c t i v a P o t e n c i a R e a c t i v a 
1 2 . 0 6 4 1 0 . 1 0 2 7 
2 2 . 0 4 2 0 0 . 1 0 1 0 
3 - 0 . 2 5 8 0 - 0 . 1 3 6 0 
4 - 4 . 4 5 8 0 - 0 . 7 8 6 0 
5 0 . 9 4 90 0 . 4 4 0 9 
6 0 . 9 4 9 0 0 . 4 4 0 9 
7 0 . 9 4 9 0 0 . 4 4 0 9 
8 1 . 1 9 9 0 0 . 2 9 7 6 
9 1 . 2 9 7 0 0 . 2 3 1 6 
10 0.0000 0.0000 
1 1 - 1 . 9 5 3 0 - 0 . 5 2 8 0 
12 - 2 . 4 5 3 0 - 0 . 4 7 8 0 
Tabla C.5b.- Conexión entre nodos, sistema de prueba 4, caso no lineal. 
Nodo e n v i ó Nodo r e c e p c i ó n I r a p e d a n c i a Y / 2 
1 3 0 . 0 0 0 0 + 0 . 0 4 0 0 Í 0 . 0 0 0 0 
2 3 0 . 0 0 0 0 + 0 . 0 4 0 0 Í 0 . 0 0 0 0 
5 4 0 . 0 0 0 0 + 0 . 0 4 0 0 i 0 . 0 0 0 0 
6 4 0 . 0 0 0 0 + 0 . 0 4 0 0 Í 0 . 0 0 0 0 
7 4 0 . 0 0 0 0 + 0 . 0 4 0 0 Í 0 . 0 0 0 0 
8 10 0 . 0 0 0 0 + 0 . 0 4 0 0 Í 0 . 0 0 0 0 
9 10 0 . 0 0 0 0 + 0 . 0 4 0 0 Í 0 . 0 0 0 0 
3 4 0 . 0 2 4 1 + 0 . 1 6 4 8 i 0 . 1 6 0 4 
3 4 0 . 0 2 4 1 + 0 . 1 6 4 8 Í 0 . 1 6 0 4 
3 11 0 . 0 2 4 1 + 0 . 1 6 4 8 Í 0 . 1 6 0 4 
4 12 0 . 0 2 4 1 + 0 . 1 6 4 8 i 0 . 1 6 0 4 
10 11 0 . 0 2 4 1 + 0 . 1 6 4 8 i 0 . 1 6 0 4 
10 12 0 . 0 2 4 1 + 0 . 1 6 4 8 i 0 . 1 6 0 4 
Nodo e Nodo r P e r P r e Q e r Q r e 
1 3 2 . 1 0 2 1 - 1 . 9 8 2 1 0 . 1 7 8 7 0 . 0 7 0 3 
2 3 2 . 0 8 0 0 - 1 . 9 6 0 0 0 . 1 7 7 0 0 . 0 6 8 5 
5 4 1 . 0 8 0 0 - 0 . 9 6 0 0 0 . 4 4 2 9 - 0 . 3 0 7 2 
6 4 1 . 0 8 0 0 - 0 . 9 6 0 0 0 . 4 4 2 9 - 0 . 3 0 7 2 
7 4 1 . 0 8 0 0 - 0 . 9 6 0 0 0 . 4 4 2 9 - 0 . 3 0 7 2 
8 10 1 . 3 3 0 0 - 1 . 2 1 0 0 0 . 2 9 9 6 - 0 . 1 4 5 9 
9 10 1 . 2 2 0 0 - 1 . 2 9 2 0 0 . 1 9 4 6 - 0 . 2 4 6 9 
3 4 1 . 2 1 4 3 - 1 . 2 5 0 2 - 0 . 2 0 9 4 0 . 0 1 2 8 
3 4 1 . 2 1 4 3 - 1 . 2 5 0 2 - 0 . 2 0 9 4 0 . 0 1 2 8 
3 11 1 . 2 0 3 5 - 1 . 2 3 7 7 0 . 0 8 7 1 - 0 . 2 5 6 6 
4 12 0 . 8 8 6 4 - 0 . 9 3 5 2 0 . 1 3 4 0 - 0 . 3 9 2 8 
10 1 1 0 . 8 5 1 9 - 0 . 8 4 6 3 0 . 1 6 8 2 - 0 . 3 4 3 4 
10 12 1 . 6 4 8 1 - 1 . 6 4 8 8 0 . 2 2 5 6 - 0 . 1 5 7 2 
Todos los datos están en valores por unidad (p.u). las variancias utilizadas en la matriz 
de covariancia son: 
Para mediciones de potencia activa y potencia reactiva: 
100 MW escala 
±15MW exactitud 
a = 5MW = 0.05p.u. 
Para mediciones de Voltajes: 
230 KV escala 
±\\ .SKV exactitud 
a = 3.83A/IF = 0.0167/>.w. 

