We propose a novel cross layer scheme to reduce the power consumption of ADCs in OFDM systems. The ADCs in a receiver can consume up to 50% of the total baseband energy. Our scheme is based on resolution-adaptive ADCs and Fountain codes. In a wireless frequency-selective channel some subcarriers have good channel conditions and others are attenuated. The key part of the proposed system is that the dynamic range of ADCs can be reduced by discarding subcarriers that are attenuated by the channel. Correspondingly, the power consumption in ADCs can be decreased. In our approach, each subcarrier carries a Fountain-encoded packet. To protect Fountain-encoded packets against bit errors, an LDPC code has been used. The receiver only decodes subcarriers (i.e., Fountain-encoded packets) with the highest SNR. Others are discarded. For that reason a LDPC code with a relatively high code rate can be used. The new error correction layer does not require perfect channel knowledge, so it can be used in a realistic system where the channel is estimated. With our approach, more than 70% of the energy consumption in the ADCs can be saved compared with the conventional IEEE 802.11a WLAN system under the same channel conditions and throughput. In addition, it requires 7.5 dB less SNR than the 802.11a system. To reduce the overhead of Fountain codes, we apply message passing and Gaussian elimination in the decoder. In this way, the overhead is 3% for a small block size (i.e., 500 packets). Using both methods results in an efficient system with low delay.
Introduction
The wireless channel is a very hostile environment. Therefore, it is a challenge to communicate both reliably and with a high throughput. In this paper, we investigate a novel error-correction layer based on Fountain codes, orthogonal frequency-division multiplexing (OFDM), and adaptive analog-to-digital conversion to mitigate the effects of a wireless channel at a lower power consumption compared to traditional solutions.
OFDM has become a popular scheme for recent WLAN standards which operate at a high bit rate [1] [2] [3] . The main advantage of OFDM over the single-carrier scheme is its ability to eliminate inter-symbol interference (ISI) without complex equalization filters in the receiver [4] . OFDM has a high peak-to-average power Ratio (PAPR), therefore it requires analog-to-digital converters (ADC) with a high dynamic range. These highresolution ADCs can take up to 50% of the baseband power [5] .
In the current generation of WLAN equipment (based on IEEE 802.11a [6] ), the forward error-correction (FEC) layer is based on rate compatible punctured codes (RCPC). These codes have good performance for random bit-errors, but poorer performance for burst bit errors. For that reason, an interleaver is applied to randomize the burst errors of the wireless channel. On the other hand, the wireless channel is changing in time. This means that some packets are received with a "good" channel and others over a "bad" channel. The error-correction layer based on RCPC has been designed in such a way that for most channel realizations the bit-error rate (BER) is zero. For a small part of the channel, bit errors will occur and retransmission is necessary. Although this solution works well in practical systems, it is not energyefficient for two reasons. In this paper we propose a new error-correction layer, which does not have these disadvantages. It is an opportunistic error correction layer because it processes only "good" packets. Also, it is a low power-consumption scheme as the resolution of the ADC is adapted to the minimum for each scenario instead of being designed for worst-case situations.
A further resolution reduction of the ADC can be achieved by discarding those parts of the channel with deep fading. Taking Figure 1 as an example, the dynamic range of the whole channel is around 18.8 dB. From this figure, we can see that deep fading does not happen everywhere and only occurs in the frequency band of −8 ∼ 0 MHz. By discarding this 8 MHz sub-band, the dynamic range of the channel is reduced to around 10.4 dB. The current WLAN standards do not support this approach, as all sub-bands are considered equally important by the FEC layer.
Therefore, we propose a novel FEC layer based on Fountain codes that allows us to discard those parts of the channel with deep fading. In [7] , MacKay describes the encoder of a Fountain code as a metaphorical fountain that produces a stream of encoded packets. Anyone who wishes to receive the encoded file holds a bucket under the fountain and collects enough packets to recover the original data. It does not matter which packets are received, only a minimum amount of packets have to be received correctly [7] . In other words, the Fountain-encoded packets are independent with respect to each other.
To apply Fountain codes in WLAN systems, we divide a block of source bits into a set of packets which are encoded by a Fountain code. A Fountain-encoded packet is transmitted over a subcarrier. Thus, multiple packets are transmitted simultaneously, using frequency division multiplexing. In our system the transmitter generates an abundance of packets and the receiver can discard Fountainencoded packets which are transmitted over the subcarriers with deep fading. Correspondingly, the power consumption in the ADCs decreases.
The proposed method is an opportunistic error correction layer because it does not process all received packets but only processes "good" packets. This error-correction is able to cope with discarding packets because Fountain-encoded packets are independent of each other. Also, less power is consumed as the resolution of the ADC is adapted to the minimum required in each case, compared to using a fixedresolution ADC. Thus, it is a novel cross-layer approach which integrates the error-correction into the physical layer of an OFDM system.
The outline of this paper is as follows. We propose two techniques which together form the new error-correction layer and reduce the power consumption: Fountain codes and a resolution-adaptive ADC. First, Fountain codes are discussed, which is followed by the resolution-adaptive ADC. A practical example is given in this paper considering the IEEE 802.11a system. In Section 4, a description is given of the IEEE 802.11a system model and are included our proposed modifications. Finally, the simulation results are described, which compare the conventional 802.11a system with our modifications. The paper ends with conclusions and future work.
Fountain Codes
The proposed error-correction layer is generic: any Fountain codes (e.g., Luby Transform (LT) codes [8] , Raptor codes [9] , etc.) can be applied in it. In this paper, we use LT codes in the proposed error-correction layer.
Consider a file of size K packets s 1 , s 2 , . . . , s K to be encoded by a Fountain code. A "packet" has m bits and is considered as an elementary unit here. At each clock cycle, indexed by n, the encoder randomly chooses several packets, and computes the bitwise sum (XOR) of these source packets to generate the corresponding transmitted packet. The number of packets used is random, as well as the selection of the packets used. The Fountain code can supply us with a stream of packets based on source packets s 1 , s 2 , . . . , s K . In practical situations, however, only a fixed number of packets N are generated.
At the receiver side enough packets have to be received for successful decoding. The required number of received packets N is slightly larger than the number of source packets K and is defined by
where ε is the percentage of extra-packets and is called the overhead.
After receiving N packets, the receiver can recover the source packet using the message-passing algorithm which has a linear decoding cost. By using message-passing to decode LT codes, the practical block size for LT codes with small ε (e.g., within 5%) is on the order of 10 4 or higher, which prevents the Fountain scheme from efficiently supporting real-time applications (i.e., low delay) [10] . For low failure probability (e.g., 1%), using messaging-passing decoding, the practical overhead for small block size (i.e., on the order of 10 3 ) is much larger than in theory [7] . In [11] , the authors show that the practical overhead of LT codes is 14% when K = 2000, which limits the application of LT codes in practical systems to K ≤ 2000. The practical overhead becomes smaller for a larger number of source packets. Although larger packets decrease the overhead, this also results in more delay. In addition, if the message-passing decoding fails, it does not mean that the source packets are not recoverable. Gaussian elimination can also be used for decoding, if the matrix G can be transformed into an upconverted matrix.
However, Gaussian elimination has higher complexity compared to the message-passing algorithm. The decoding cost of using the message-passing algorithm scales as K log e K and the cost of using the Gaussian elimination algorithm is on the order of K 3 [7] . In [12] , the authors propose a fast Gaussian elimination algorithm over GF (2) with reduced cost O(K 2 ). The message-passing algorithm has lower decoding costs (computational complexity) but requires more overhead (i.e., Fountain-encoded packets) for successful decoding compared to the Gaussian elimination. Therefore, we can combine both methods to give low overhead and a reasonable complexity. Gaussian elimination is applied after the message-passing algorithm. Packets which cannot be retrieved by message-passing will be decoded by Gaussian elimination. By using both methods, the number of source packets can be small and the practical overhead is reduced as shown in Figure 2 . From this figure, we can see that the overhead of using the message-passing plus Gaussian elimination for K = 500 can be reduced from 42% to 3% in comparison to only message-passing decoding. Furthermore, the complexity of this scheme is increased to
2 ), where K 1 is the number of source packets recovered by the message-passing algorithm and K − K 1 is the number of source packets recovered by the Gaussian elimination algorithm. For K = 500, on average around 250 source packets can be decoded by the message-passing algorithm and the rest of the packets can be recovered by Gaussian elimination. In this case, the complexity is around 6 × 10 4 , which is around 25% of the complexity of only using Gaussian elimination algorithm for decoding. However, the overhead by using both methods can be reduced from 42% to 3% compared with the overhead of only using messagepassing.
As mentioned before, Fountain-encoded packets are assumed to be transmitted over the erasure channel, which means that the encoded packet is either received error-free or not received at all. However, wireless channels are not erasure channels. To convert the wireless channel into an erasure channel, error-correction codes are applied to each Fountain-encoded packet in practical systems [7] . Both the Low Density Parity Check (LDPC) codes [13] and Turbo codes [14] are good error-correction codes which allow the transmission data rate close to the Shannon limit, but the complexity of LDPC codes is lower than Turbo codes and the performance of LDPC codes is better than Turbo codes for short-length blocks [15] . Therefore, in this paper LDPC codes are used together with Cyclic Redundancy Check (CRC) to make the wireless channel behave like an erasure channel.
Our FEC encoding scheme is performed as follows. First, a Fountain-encoded packet is created. Then, a CRC is added. . Fountain-encoded packets are transmitted over the erasure channel with the erasure probability of 20%. The dash-dot curve is the overhead of LT codes only using message-passing decoding and the solid curve is the overhead of LT codes using message-passing algorithm and Gaussian elimination together to decode.
Finally, the packet is encoded by an LDPC code to combat bit errors introduced by the channel. At the receiver, each Fountain-encoded packet is first LDPC decoded if its energy is equal to or higher than a threshold (i.e., corresponding to BER ≤ 10 −5 ). The received packet is discarded if its energy is below the threshold. If the LDPC decoding fails, the received packet is discarded as well. If the LDPC decoding succeeds, the CRC is used to identify any errors undetected by the LDPC codes. If the CRC decoder detects an error, the receiver assumes that the whole packet has been lost. Once the receiver gets N surviving Fountain-encoded packets, it starts to recover the source data.
Resolution-Adaptive ADC
Wireless channels in OFDM systems are fading channels and are modeled as frequency-selective channels [4, 16] . An example is depicted in Figure 1 . If a "bad" channel (A "bad" channel means in our definition a large difference in energy between subcarriers, that is, a large dynamic range of the ADC is required.) is encountered, the required dynamic range of the ADC is higher than for a "good" one. (A "good" channel on the other hand is when, e.g., flat fading occurs.) In addition, the ADC power consumption can be almost 50% of the total baseband power consumption [5] . This means that a resolution-adaptive ADC can potentially save power. A CMOS implementation of such an ADC is described in [17] . In this implementation, the power consumption scales linearly with the number of quantization levels.
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Minimum Number of Quantization Levels.
In OFDM receivers, demodulation of the subcarriers is performed in the frequency domain. For that reason, it is not beforehand clear, how many ADC bits are necessary for proper decoding. In [18] , the authors have derived a relation between the quantization noise in the time domain and frequency domain. However, results are shown only for nonfading channels. In this section, we present a scheme to design an optimum low-resolution ADC for frequency-selective channels.
Because the quantization noise depends on the signal, we first analyze the statistical characteristics of the ADC input r n . The channel is supposed to be noiseless, so the output at the nth moment r n is defined as
where L is the number of channel taps, h l the channel taps, and x the transmitted signal. We assume that the quantization noise is dominant, so other noise (e.g., thermal noise) is ignored in this paper. From [18] , we know that x n can be modeled as a complex Gaussian-distributed random variable with zero-mean and a variance of 1. The elements in vector [x 0 , x 1 , . . . , x N−1 ] are mutual independent. According to the central limit theorem [19] , the sum of a sequence of independent, identically distributed random variables tends to be Gaussian-distributed, so the probability density function of r n can be described as
In other words, r n ∼ CN(0, l |h l | 2 ). The ADC output y n is expressed by
where n n is the quantization noise in the time domain.
From [18] , we know that n n is uniformly distributed with zero mean and a variance of Δ 2 /6, where Δ is the uniform quantization step. Due to the additional cyclic prefix in each OFDM symbol, the convolution in (4) can be considered as a cyclic convolution [4] . So, after the OFDM demodulation, we can write Y k as
where N k is the quantization noise in the frequency domain and H k is the fading over the kth subcarrier defined by
In [18] , the authors have shown that N k is a Gaussiandistributed random variable with zero mean and a variance of Δ 2 /6. Thus, for each subcarrier, the variance of the quantization noise is the same, but the signal-to-(quantization)-noise ratio (SNR) is different due to different fading:
Error correcting codes can be applied to mitigate the effects of quantization and each code has a certain SNR threshold to achieve BER at a certain order (e.g., 10
−4 ) or lower. So, the quantization step Δ can be determined once the error correcting code is chosen and the channel is estimated.
In practical systems, the ADC resolution is finite. This means that for the same channel, the required dynamic range of the ADC is larger for higher code rates.
If some clipping is allowed, the number of quantization levels N q is given by [18] 
where C is equal to 3σ rn . Once the channel is fixed, N q is only dependent on Δ. In such a case, Δ depends not only on the applied error-correction codes in the system, but also on how the encoded bits are transmitted. Assume that the Fountainencoded packets are transmitted over a wireless channel as shown in Figure 1 and that a packet is received correctly when SNR ≥ 12 dB. There are two schemes to transmit these Fountain-encoded packets (i) Scheme I is to transmit each packet over all subcarriers like current WLAN systems, which means that the SNR of the worst subcarrier should be at least equal to 12 dB. In this case, the required number of quantization levels N q is 54 for the example in Figure 3 .
(ii) Scheme II is to transmit each packet over one subcarrier. Since each Fountain-encoded packet is independent, it does not matter if we discard some packets which are transmitted over "bad" subcarriers. From Figure 3 , we can see that by discarding 15 subcarriers, N q can be reduced to 38 in comparison to Scheme I.
Power Consumption.
The power consumption of the ADC is proportional to the number of quantization levels N q which is related to the effective number of bits (ENOB) by
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where M c is the number of channel realizations, α i is the percentage of the ith channel realization where useful information is transmitted, N qi is the number of quantization levels used in the ith channel realization, and M is the number of samples per MAC frame. When Scheme II is applied, the power consumption of the ADC can be reduced by discarding "bad" subcarriers. However, discarding transmitted packets over "bad" subcarriers leads to an increase in the number of the transmitted packets. Therefore, there is a tradeoff in the power consumption of the ADC between the number of lost subcarriers and the number of transmitted packets.
So far, we have designed the quantization scheme for OFDM systems over the frequency-selective channels under the assumption of the perfect channel knowledge. However, in practical systems, the channel cannot be perfectly estimated, which affects the design of quantization scheme. We will discuss this influence in the following section.
System Model
As mentioned earlier, our opportunistic error-correction layer is based on Fountain codes and resolution-adaptive ADCs which have been explained in the previous sections. This proposed error-correction layer can be applied in OFDM systems. The IEEE 802.11a system is taken as an example of an OFDM system in this paper.
In this section, the system model of an IEEE 802.11a transceiver is discussed as shown in Figure 4 . It is a simplified model with focus on the (de)modulation and (en/dec)coding of the bit stream. This means that we assume, for example, that there is no adjacent channel interference.
The FEC layer in current IEEE 802.11a system is based on RCPC. RCPC has a good performance for random bit errors. An Interleaver is used to remove the burst errors. Although this solution works well in practical systems, it is not optimal. First, packets that have encountered a "bad" channel condition are still processed by the entire receiver chain. Although the IEEE 802.11a standard uses a form of adaptive modulation, it only consists of 6 modes which is a very coarse form. The transmitter tries continuously to use the highest code rate, but adaptation is relatively slow and each mode is designed for the "average" channel. This means that for most packets, the code rate and hence capacity can be increased. Furthermore, the resolution of the applied ADCs is fixed for a 802.11a system.
In Figure 5 , we show the new error-correction layer that mitigates both problems. The key idea is to generate additional packets by the Fountain encoder. First, the source packets are encoded by the Fountain encoder. Then, a CRC checksum is added to each Fountain-encoded packet and LDPC encoding is applied. The code rate of the LDPC code is chosen relatively high as only packets with high SNR have to be decoded, others are discarded. Each encoded packet is transmitted on one subcarrier of the OFDM system. At the receiver side, we assume that the synchronization is perfect and the channel is estimated by an adaptive ADC with high-resolution. After that, the adaptive ADC can be reduced to the minimum necessary resolution for each channel realization. In the transmitter, more Fountainencoded packets are created than necessary for decoding. The receiver has now the freedom to discard some of the received packets. A further resolution reduction can be achieved by discarding the packets which are transmitted over "bad" subcarriers.
If the SNR of the subcarrier is equal to or above the threshold, the received Fountain-encoded packet will go through LDPC decoding, otherwise it will be discarded. In our implementation, we choose a threshold of 12 dB for the used LDPC code. This means that the receiver is allowed to discard several subcarriers (i.e., packets) to lower the dynamic range of the ADC and hence the power consumption. After the LDPC decoding, the CRC checksum is used to discard erroneous packets. As only packets with a high SNR are processed by the receiver, this will not happen very often.
In practical systems, the channel cannot be perfectly estimated. High-resolution ADCs are applied to estimate the channel and the channel is estimated, for example by the zero forcing algorithm. A set of training symbols defined in [6] is used to estimate the channel, so we have:
where X t is the training symbol, Y t is the received training symbol, H k is the kth subcarrier, and N h is the quantization In the transmitter, first source packets are encoded by Fountain codes then LDPC and CRC are applied to each Fountain-encoded packet; after that each encoded packet is transmitted over a subcarrier. In the receiver, the channel is first estimated by high-resolution ADCs then the resolution of ADCs are adapted to the minimum according to the estimated channel knowledge. Each received packet is decoded by LDPC and CRC if SNR ≥ threshold, otherwise, it will be discarded. When the receiver gets N Fountain-encoded packets, it can recover the source file.
noise from adaptive ADCs with high-resolution. The kth subcarrier can be estimated by
So, we can rewrite the output signal in the frequency domain after quantization defined in (5) as Na . Therefore, with the channel estimation error, the SNR for each subcarrier defined in (7) can be updated as
As we can see, the noise defined in this equation is composed of the quantization noise from high-resolution ADCs for the channel estimation and from resolution-adaptive ADCs for the user data. The channel estimation error will affect the SNR threshold for the correct LDPC decoding, as shown in Figure 6 . From this figure, we can see that the BER degradation can be neglected (within 0.1 dB gap for BER at the order of 10 −5 ), which means the received packets can still go through the LDPC decoder when SNR ≥ 12 dB. Though the channel estimation error does not influence the LDPC decoding too much, the number of quantization levels N q will be affected, as the LDPC decoder needs to know the SNR defined in (14) . How N q is influenced by the channel estimation error depends on the design method of quantization scheme. There are two design methods as follows.
(i) Method I: Assume σ 2 a > σ 2 h and the number of lost subcarriers is fixed, so the quantization step Δ can be derived from (14) and defined as 15) and N q can be determined by (8) .
(ii) Method II: Assume σ 2 a σ 2 h , (14) can be rewritten as
so Δ is defined as:
and N q follows from (8) as well. In this case, we will have smaller N q compared to Method I but we might lose more subcarriers (i.e., packets) since the SNR defined in (14) is smaller than the SNR we assume in (17) .
In order to see the influence of the channel estimation error and the performance of the quantization design Methods I and II, we give an example as shown in Figure 7 . In this example, we only consider 52 active subcarriers defined in [6] and assume that no subcarrier is discarded. In the case of perfect channel estimation, 248 quantization levels are required. When the channel is estimated by the zero forcing algorithm, the required N q using Method I is 396, and using Method II, 216 levels are needed which is less than the case of perfect channel estimation. However, one extra subcarrier is discarded when Method II is applied, because this subcarrier has lower SNR than the threshold (i.e., 12 dB). Obviously, Method II requires smaller N q in comparison with Method I though in this case we might lose more subcarriers than we expect. Method II is chosen to design the quantization scheme in this paper.
As we mentioned before, there is a tradeoff in the power consumption of ADCs between the number of lost subcarriers and the number of transmitted packets. In Figure 8 the relation is depicted between power consumption (dynamic range) and the number of discarded subcarriers with perfect channel knowledge and without. In each case the same amount of information was transmitted and decoded successfully by the receiver. Besides, the subcarriers with the lowest energy are discarded. From this figure, we can also see that the channel estimation error does not really affect the total power consumption. For the perfect channel estimation, the minimum power consumption is reached when 14 subcarriers are discarded. Without perfect channel knowledge, the lowest power consumption can be obtained when 15 subcarriers are discarded.
In the following section, we compare both systems for the same bit rate. 
Performance Analysis
In this section we compare three scenarios. Channel model A is used in all our simulations and we simulate at least 1 million bits per simulation. The first scenario, Scenario I, is a conventional IEEE 802.11a system with 16-QAM modulation and code rate 1/2. This mode has a throughput of 24 Mbit/s (source bits). As the standard allows 10% packet loss [6] , the effective throughput is 0.9 · 24 = 21.6 Mbit/s. Moreover, we assume that conventional ADCs are used, of which the resolution has been designed for 90% of the channel realizations. In Scenario II, the conventional ADCs are replaced by resolution-adaptive ADCs, which are designed to allow 10% packet loss. Finally, in Scenario III, we apply the new opportunistic error-correction layer, which has the same effective throughput as Scenario II.
As discussed before, the channel estimation error can be neglected in case of using high-resolution ADCs. In our simulations, we use the parameters of Table 1 . The "SNR in frequency domain" is the minimal SNR for each subcarrier. If this value is met, the packet error rate (PER) will be less than 10%, as required by the standard [6] . Symbols are transmitted in bursts (i.e., MAC frame) and in 802.11a, 500 OFDM symbols are packed into one burst.
From Figure 8 , one can derive that the minimal power consumption for Scenario III will be reached if about 15 subcarriers can be discarded without perfect channel knowledge. So, the LDPC and CRC checksum have to be chosen in such a way that the total throughput is equal to Scenario I and about 15 subcarriers are discarded by the receiver. We replace the error-correction layer by a 7-bit CRC checksum and an LDPC code (175,255) which has a code rate of 0.66. For the Fountain code part, we use a LT code with parameters c = 0.03 and δ = 0.3. The resulting Fountain code packets are transmitted on separate subcarriers and over multiple MAC frames. On average, 14 subcarriers can be discarded by the receiver, which is close to the optimal value if there is no perfect channel estimation. K since the conventional ADC is designed for worst-case. In Scenario II, the power consumption on average is about 58% of the power consumed in Scenario I. The difference in the power consumption for different K in this scenario is due to the channel randomness. In Scenario III, the power consumption for different K is inversely proportional to the overhead of LT codes. The average power consumption for receiving 1 source bit in Scenario III is about 48% of the average power consumed in Scenario II and about 28% of the average power consumed in scenario I. Furthermore, Figure 9 shows the power consumption with perfect channel knowledge. As we can see, for each Scenario, the consumed power has little difference between the perfect channel estimation and the nonperfect channel estimation. This difference depends on how accurate the channel is estimated. As we know, the zero forcing estimation algorithm assumes no noise in the received symbol which means this algorithm has better performance when SNR is higher. Figure 7 also shows that "good" subcarriers can be more accurately estimated than "bad" subcarriers. In Scenario III we only need to take care of "good" subcarriers but we have to take care of all subcarriers in Scenarios I, and II. From (8), we can see that N q is determined by the quantization step Δ. The threshold of the used LDPC is 12 dB which means Δ depends on the wanted subcarrier with the lowest energy H k as defined in (14) . In a word, N q is determined by H k . |H k | 2 in Scenario III is larger than |H k | 2 in Scenario I and II. So, the difference in N q between the perfect channel knowledge and the nonperfect channel knowledge is smaller in Scenario III than in Scenario I and II, as we can see in Figure 9 . In this figure, in Scenario III both curves overlap but this does not happen in Scenario I and II. Therefore, the new error-correction layer is less sensitive to the channel estimation error compared to the conventional error-correction layer. Thus, the resolution-adaptive ADC can save around 42% power and the novel opportunistic error-correction layer can save an additional 30% power consumption. In total, the new method reduces the power consumption in ADCs by 72% compared to the current 802.11a standard.
From Section 3, we can see that low power consumption means low SNR requirement. Compared to the RCPC codes, LDPC codes have better performance close to the Shannon limit. For that reason, LDPC codes have been adopted by the IEEE 802.11n standard. In order to check how our scheme performs with respect to the required SNR, we compare convolutional codes, LDPC codes from the IEEE 802.11n standard and our opportunistic error correction layer under the condition of the same effective throughput (i.e., 21.6 Mbits/s). Figure 10 shows the simulation results over the noisy channel model A with perfect channel estimation when K = 500. For each simulation point, more than 1 million bits are transmitted. From this figure, we can see that the required SNR for convolutional codes is 23 dB when BER = 2 × 10 −4 . A similar value for this channel model is reported in [20] . Figure 10 shows that LDPC codes have a gain of around 4 dB comparing to convolutional codes. However, the proposed method has a gain of around 7.5 dB.
Conclusions and Future Work
In this paper, we propose a novel cross-layer scheme which integrates the error-correction into the physical layer. This new opportunistic error-correction layer is designed for OFDM systems (e.g., IEEE 802.11a system) based on Fountain codes and resolution-adaptive ADCs. Each Fountainencoded packet is transmitted over a subcarrier. By discarding Fountain-encoded packets that have been transmitted over "bad" subcarriers, the dynamic range of ADCs can be reduced. Correspondingly, the power consumption of ADCs can be lowered as well.
The ADCs in a receiver can consume up to 50% of the total baseband energy, so it is advantageous to lower its power consumption. The resolution-adaptive ADC can save on average around 42% energy consumption comparing to the conventional ADC. Fountain codes together with LDPC plus CRC codes can allow the power consumption in ADC to be decreased by an additional 30%. So, the new opportunistic error-correction layer can reduce the power consumption in ADC by more than 70% compared with the conventional IEEE 802.11a system. In addition, it requires 7.5 dB less SNR than the 802.11a system.
Besides, we have shown that the new error-correction layer is a robust scheme against the channel estimation errors. So, ADCs can also be adapted to the minimum resolution in a realistic system where the channel is estimated. Moreover, by using message-passing algorithm and Gaussian elimination algorithm, the new error-correction scheme can be applied to a small packet size (e.g., K = 500) with low overhead (e.g., 3%) which can make this new scheme efficient.
Here, we assume that there is no adjacent interference which does not happen in the real wireless channels. Further research focuses on the optimization of this new errorcorrection for the wireless channel with adjacent interference.
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Cognitive radio is widely expected to usher in the next wave in wireless communications. In December 2003, the Federal Communications Commission (FCC) of the US government issued authorized cognitive radio techniques for spectrum sharing/reusing and approved the use of fixed and mobile services in TV bands. In October 2008, the FCC further approved the use of mobile white space devices in TV bands, and many governments worldwide have also moved to support this new spectrum usage model. This has been accompanied recently by a significant upsurge in academic research and application initiatives, such as the IEEE 802.22 standard on wireless regional area networks (WRANs) and the Wireless Innovation Alliance including Google and Microsoft as members, which advocates unlocking the potential in the "white space" of television bands.
However, cognitive radio networking is still in the early stages of research and development. To achieve full "cognition" and reliable communication over a wireless network, there are still tremendous technical, economical, and regulatory challenges. Signal processing plays a major role in cognitive radio networks. The aim of this special issue is to present a collection of high-quality research papers in advanced signal processing for cognitive radio including theoretical studies, algorithms, protocol design, as well as architectures, platforms, and prototypes which use advanced signal processing techniques. Topics of interest include, but are not limited to:
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