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ABSTRACT
Gaia-DR2 has provided an unprecedented number of white dwarf candidates of our
Galaxy. In particular, it is estimated that Gaia-DR2 has observed nearly 400 000 of
these objects and close to 18 000 up to 100 pc from the Sun. This large quantity of
data requires a thorough analysis in order to uncover their main Galactic popula-
tion properties, in particular the thin and thick disk and halo components. Taking
advantage of recent developments in artificial intelligence techniques, we make use
of a detailed Random Forest algorithm to analyse an 8-dimensional space (equato-
rial coordinates, parallax, proper motion components and photometric magnitudes)
of accurate data provided by Gaia-DR2 within 100 pc from the Sun. With the aid of
a thorough and robust population synthesis code we simulated the different compo-
nents of the Galactic white dwarf population to optimize the information extracted
from the algorithm for disentangling the different population components. The algo-
rithm is first tested in a known simulated sample achieving an accuracy of 85.3%. Our
methodology is thoroughly compared to standard methods based on kinematic criteria
demonstrating that our algorithm substantially improves previous approaches. Once
trained, the algorithm is then applied to the Gaia-DR2 100 pc white dwarf sample,
identifying 12 227 thin disk, 1410 thick disk and 95 halo white dwarf candidates, which
represent a proportion of 74:25:1, respectively. Hence, the numerical spatial densities
are (3.6 ± 0.4) × 10−3 pc−3, (1.2 ± 0.4) × 10−3 pc−3 and (4.8 ± 0.4) × 10−5 pc−3 for
the thin disk, thick disk and halo components, respectively. The populations thus ob-
tained represent the most complete and volume-limited samples to date of the different
components of the Galactic white dwarf population.
Key words: stars: white dwarfs – Galaxy: stellar content – stars: luminosity function,
mass function
1 INTRODUCTION
White dwarfs are the most common evolutionary remnants
among the stellar population. Considering a standard initial
mass function, nearly 97% of all main sequence stars in the
Galaxy will finish or have already finished their lives as white
dwarfs (e.g. Fontaine et al. 2001). Since nuclear fusion reac-
tions have ceased in the interiors of white dwarfs, electron
degeneracy pressure is the only mechanism working against
gravitational collapse. White dwarfs are hence doomed to
⋆ E-mail: santiago.torres@upc.es
a long and slow cooling process in which potential gravi-
tational energy is released through a thin atmosphere, in
most cases composed of hydrogen and in a smaller num-
ber of cases of helium. From a theoretical point of view,
we can reasonably state that the evolution of white dwarfs
is relatively well understood (see, for instance Mestel 1952;
Althaus et al. 2010).
As long living objects, white dwarfs carry then im-
portant information not only about the evolution of their
progenitors stars, but also on the properties of their par-
ent populations. In this sense, white dwarfs have been
widely used as reliable cosmochronometers, as well as to
c© The Authors
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characterize the ensemble properties of several populations
such as the Galactic thin and thick disk (e.g. Winget et al.
1987; Garcia-Berro et al. 1988; Garc´ıa-Berro et al. 1999;
Torres et al. 2002; Rowell & Hambly 2011; Rowell 2013),
the halo (e.g. Mochkovitch et al. 1990; Isern et al. 1998;
Garc´ıa-Berro et al. 2004; Cojocaru et al. 2015; Kilic et al.
2018), and the bulge (Calamida et al. 2014; Torres et al.
2018), or to carry out precise studies of Galactic open and
globular clusters (e.g. Garc´ıa-Berro et al. 2010; Jeffery et al.
2011; Hansen et al. 2013; Torres et al. 2015). Furthermore,
using white dwarfs as tracers of the Galactic evolution has
played a key role in understanding many capital problems.
For instance, since the MACHO collaboration experiment
for the microlensing detection (e.g. Alcock et al. 2000), halo
white dwarfs have been initially suggested as natural can-
didates to contribute to the dark matter content of the
Galaxy (e.g. Oppenheimer et al. 2001), although later stud-
ies demonstrated that this contribution is rather limited (e.g.
Torres et al. 2002; Flynn et al. 2003; Garc´ıa-Berro et al.
2004; Kilic et al. 2004; Bergeron et al. 2005). In the same
way, the structure and kinematics of the Galactic disk have
been the focus of intense studies. In particular, the struc-
ture and kinematics of the thick disk (e.g. Chiba & Beers
2000; Carollo et al. 2010) is intimately linked to the char-
acterization of high-proper motion thick disk white dwarfs
(e.g. Reid 2005; Fuhrmann et al. 2012). Hence, the motiva-
tion for disentangling the white dwarf Galactic components
is multiple.
It has to be emphasized however that this is not a
straight forward task, as the identification of white dwarfs
belonging to a certain Galactic component suffers from
two major drawbacks. First, due to the large surface grav-
ity acting in white dwarf atmospheres, there is a broad-
ening of Balmer’s spectral lines thus generally imped-
ing accurate radial velocity determinations, unless medium
or high-resolution spectra are available (Pauli et al. 2006;
Anguiano et al. 2017). Second, by the action of this same
high surface gravity, the metal content on these atmospheres
sinks well below the deep interior of these stars. Conse-
quently, most white dwarfs are absent of accurate radial ve-
locity measurements and of metallicity estimates1. We may
add to this non-optimistic situation the fact that many white
dwarfs have been found by high proper motions or by pho-
tometric surveys targeting blue or UV excess objects. Con-
sequently most white dwarfs are absent of parallax mea-
surements too, belonging then to incomplete magnitude-
limited samples. These drawbacks forced the traditional
membership classification procedure to be based generally
on kinematic criteria under the assumption of a zero ra-
dial velocity (in some cases equivalently to a zero perpen-
dicular Galactic velocity, W = 0), an assumption that has
not been exempt from controversy (e.g. Reid et al. 2001;
Koopmans & Blandford 2001) due to the existing overlap
between the kinematic properties of the different Galactic
components. In fact, the kinematic criteria on its own do not
guarantee a proper membership classification and a comple-
1 Note however that the metallicities of the white dwarf pro-
genitors can be obtained from the main sequence companions if
the white dwarfs are in binary systems (Rebassa-Mansergas et al.
2016)
mentary analysis of the cooling time and age estimate of
the white dwarf is also needed (e.g. Hansen 2001; Bergeron
2003).
Nevertheless, the advent of large-scale automated sur-
veys such as the Sloan Digital Sky Survey (York et al.
2000), the Pan-STARRS collaboration (Kaiser et al. 2002),
the RAVE Survey (Zwitter et al. 2008), the LAMOST
(Zhao et al. 2012), and the SuperCosmos Sky Survey
(Hambly et al. 1998), have provided us with an unprece-
dented wealth of information that has allowed deepening our
knowledge of the different stellar populations of the Galaxy.
However, building a complete and volume–limited sample
of the white dwarf population has been restricted to no
more than a few tens of parsecs; an 86% completeness for
the 20 pc sample and no more than 70% for the extended
version up to 25 pc (Holberg et al. 2008, 2016). The Gaia
mission has recently improved notably this situation as it
has provided us with an unprecedented amount of precise
astrometric and photometric data for more than one bil-
lion sources (Gaia Collaboration et al. 2016, 2018a). Within
Gaia DR2, ∼ 260 000 high-confidence white dwarf candi-
dates have been proposed (Gentile Fusillo et al. 2018) and
it has also been shown that Gaia DR2 provides a practically
complete and volume-limited sample of white dwarfs up to
100 pc (Jime´nez-Esteban et al. 2018).
The Gaia mission provides us with an n-dimensional
space of high quality and large quantity of astrometric and
photometric measurements which can be used to predict the
white dwarf membership population. However, this fact de-
mands more sophisticated classification strategies. In this
era of big data mining, automated intelligent artificial algo-
rithms based on machine learning techniques are required.
These techniques are not new and have been widely used
in many fields of astrophysics. For instance, Neural Net-
work algorithms have been successfully used to discrim-
inate stars from galaxies (Bazell & Peng 1998), to clas-
sify galaxies according to their morphology (Naim et al.
1995), or to study the fraction of binaries in star clusters,
(Serra-Ricart et al. 1996). These techniques have also been
successfully used to classify populations in the Hipparcos In-
put Catalogue (Hernandez-Pajares & Floris 1994) or in the
Villanova White Dwarf Catalogue (Torres et al. 1998).
Currently, additionally to Neural Network algorithms,
there is an appreciable number of Machine Learning meth-
ods oriented to automatically classifying large datasets, such
as Support Vector Machines (Joachims 1999), Na¨ıve Bayes
(Witten & Frank 2005), Random Forest (Breiman 2001),
Decision Trees (Quinlan 1986) and Bagged Trees, to cite a
few examples. There is no universal criterion to select which
is the most appropriate for addressing a particular problem.
However, one of the most promising ones because of its suit-
able performance on classifying different kinds of datasets,
its execution time, its simplicity when tuning the initial
free–parameters and its flexibility is the Random Forest al-
gorithm (Caruana & Niculescu-Mizil 2006; Wainberg et al.
2016). Successful applications of the Random Forest algo-
rithm in Astronomy include periodic variable star classifi-
cation from Hipparcos data (Dubath et al. 2011), quasars,
stars and galaxies discrimination (Gao et al. 2009), and star
classification in the Galactic center (Plewa 2018), to cite
some representative examples.
In the present work we aim to disentangle the white
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dwarf population within 100 pc recently observed by the
Gaia DR2 by means of a Random Forest algorithm. In the
learning process we take advantage of our detailed popula-
tion synthesis code, which is able to accurately reproduce an
8-dimensional space of astrometric and photometric proper-
ties for the thin and thick disk and the stellar halo of the
Galaxy.
The paper is structured as follows. In Section 2 we pro-
vide a general description of the Random Forest algorithm.
The synthetic population sample used for training the algo-
rithm is explained in Section 3, while in Section 4 we describe
the Gaia white dwarf sample that we aim to classify. In Sec-
tion 5 we present a testbed of the algorithm providing some
statistics and a thorough comparison with other methods
traditionally applied for classifying the white dwarf sample.
In Section 6 we apply our Random Forest algorithm to the
100 pc Gaia observed sample and derive the main properties
and parameters of the different identified Galactic compo-
nents. Finally, we present our main conclusions in Section 7.
2 THE CLASSIFICATION METHOD: THE
RANDOM FOREST ALGORITHM
A Random Forest algorithm (Breiman 2001) is an Ensemble
Machine Learning method used for classification purposes.
It belongs to the category of supervised methods, that is, an
initial labeled sample (in which the class or group of each of
the elements of the data is known) is needed to train the al-
gorithm. Once the algorithm is trained, it is then applied to
the sample that we aim at classifying. In what follows we ex-
plain the basics concepts of a Decision Tree and the Random
Forest algorithm. A thorough explanation of the method and
references therein can be found in Breiman (2001) and some
examples of Astronomy applications are in Gao et al. (2009),
Dubath et al. (2011), and Plewa (2018).
Random Forest algorithms are based on the principles
of what is called the Decision Tree algorithm (Quinlan 1986).
The Decision Tree algorithm splits the initial labeled sample
into two sub-samples: the training and the testing samples.
As both samples are labeled, the former is used for training
and constructing the model of classification and the latter is
used as a testbed for evaluating the accuracy of that model.
Through evaluating the training sample, the algorithm forms
a rooted tree by means of different combinations of nodes
in different depth levels. Each node splits again the training
sample through numerical conditions depending on the vari-
ables of the sample. That is, each node basically evaluates a
certain entropy function, in our case the Shannon entropy.
According to the criteria used to cut the training sample
in the node, the entropy value will vary. Thus, the goal of
the algorithm is to find the branching that minimizes the
entropy and consequently classifies the data in the best pos-
sible way. An example of this process can be seen in Figure
1, which shows a small decision tree with n-nodes in several
depth levels. Each node splits the sample comparing the fea-
tures or variables of the training sample (X1, X2, . . . , Xn)
with certain values (A1, A2, . . . , An). After the tree is built,
it selects the path (bold line of Fig. 1) where the entropy,
S, is minimum. In the example of Fig. 1 the star would be
finally classified as class 2 out of three possible classes.
The Random Forest algorithm uses several of these de-
cision trees (of the order of hundreds per each object of
the sample) for constructing the classification model. This
fact adds two extra-levels of randomness. First, the algo-
rithm randomly selects a small portion of the training sam-
ple to construct each decision tree. Therefore each tree is
structured according to a different partition of the original
training sample. Secondly, the features or variables used for
splitting the data are randomly selected for each node of the
different trees. Thus the algorithm combines many decision
trees which are evaluated independently and the prediction
will be the mean value (class) of all decision trees. These ex-
tra degrees of randomness introduced by the Random Forest
provide a larger flexibility of the algorithm. This results in
greater tree diversity, which in turn permits to find the best
features for classifying each object. As a consequence, the
algorithm achieves a better overall classification and, at the
same, avoids any possible over-fitting. Finally, once the algo-
rithm is trained and tested, it can be applied to any sample
that we want to classify, within the same variable space as
the initial labeled sample.
As any Machine Learning technique, the implementa-
tion of the Random Forest algorithm requires the definition
of some hyperparameters, i.e. free-parameters that the user
can modify before the algorithm begins the learning process.
The most important ones are max depth and estimators. The
former controls the number of levels in each decision tree
and the latter controls the number of trees in the forest.
In principle, depending on the configuration of these hyper-
parameters, the accuracy of the classification can change.
Therefore, some initial testing is needed in order to find the
optimal set of these hyperparameters. However, the robust-
ness of the algorithm is high enough to guarantee that the
final classification remains unchanged for a wide range of
hyperparameter values.
3 THE SYNTHETIC POPULATION SAMPLE
Our population synthesis code has been widely used in
the study of the white dwarf population of the dif-
ferent Galactic components, as well as in globular and
open clusters (Garc´ıa-Berro et al. 1999; Garc´ıa-Berro et al.
2004, 2010; Torres et al. 2001; Torres et al. 2002, 2015;
Torres & Garc´ıa-Berro 2016, and references there in). In
particular, a comprehensive study of the capabilities of Gaia
and previous estimates on the Galactic white dwarf popu-
lation can be found in Torres et al. (2015), while a recent
analysis of the Gaia-DR2 100 pc white dwarf population is
presented in Jime´nez-Esteban et al. (2018). In what follows
we briefly describe the main ingredients employed in our
simulations and point the reader to Jime´nez-Esteban et al.
(2018) for a detailed description of the code and a full list
of references.
The white dwarf population is simulated according to a
three-component Galactic model (e.g. Chiba & Beers 2000;
Castellani et al. 2002; Reid 2005): thin and thick disk, and
halo or stellar spheroid. In particular, for the thin disc pop-
ulation, we adopt an age of 9.2Gyr (Jime´nez-Esteban et al.
2018) with a constant star formation rate, while the spatial
distribution of the synthetic stars follows a double exponen-
tial profile with a scale height of 250 pc and a scale length
of 2.6 kpc. The thick disc is modeled from a star forma-
MNRAS 000, 1–18 ()
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NODE 1 
X  < A  
NODE 3 
X  < A  
NODE 2 
X  < A  
CLASS 
1 
NODE 4 
X  > A  
CLASS 
1 
C ASS 
2 
CLASS 
1 
NODE n  
Xn > An 
CLASS 
2 
CLASS 
3 
Yes No S = 0.78 S = 0.83 
S = 0.35 S = 0.59 S = 0.67 S = 0.61 
Yes No YesNo 
S = 0.31 S = 0.24 No Yes 
S = 0.06 S = 0.11 
Yes No 
Figure 1. Example of a Decision Tree structure with n-nodes and different levels of depth. The variables X1,X2, . . . , Xn on each node
represent the features on the training sample, and A1, A2, . . . , An depict those values for splitting the data in the nodes. The entropy
function S is evaluated on each splitting branch (the values represented here are only for illustrative purposes). The branch that minimizes
the entropy is marked as a bold black line. In this example, the star would be finally classified as class 2 out of three possible classes.
tion rate peaked at 10Gyr in the past and extended up to
12Gyr. Similarly, the thick disc population follows a dou-
ble exponential spatial distribution with a scale height of
1.5 kpc and a scale length of 3.5 kpc. The birth time for
synthetic stars of the halo population is randomly assigned
within a burst of constant star formation lasting 1Gyr that
happened 13.5Gyr in the past. Besides, halo stars are lo-
cated according to an isothermal distribution. Kinematic
properties of each Galactic component are drawn according
to the standard Schwarzschild ellipsoid with diagonal dis-
persion tensor in the usual UVW Galactic coordinate sys-
tem, with U towards the Galactic center, V in the direction
of the plane rotation and W perpendicular to the Galac-
tic plane pointing and positive towards the North Galactic
Pole. The average values for the velocity components and
their respective dispersions are the observed estimates by
Rowell & Hambly (2011). The peculiar velocity of the Sun
with respect to the Local Standard of Rest (LSR) adopted is
(U⊙, V⊙, W⊙) = (7.90, 11.73, 7.39) km s
−1(Bobylev 2017).
The mass of main-sequence stars are randomly chosen fol-
lowing a Salpeter-like initial mass function with α = −2.35.
Once we determine which stars have become white
dwarfs, we evaluate their cooling evolution by means of an
updated set of white dwarf evolutionary cooling sequences
provided by La Plata Group – see Althaus et al. (2015)
and Camisassa et al. (2016, 2017) and references therein.
These sequences are metallicity dependent and encompass
the full range of white dwarf masses for CO-core and ONe-
core white dwarfs. For the thin disk population we adopt
a solar metallicity value, Z = 0.014, a subsolar Z = 0.001
for the thick disk, and Z = 0.0001 for halo stars. Addi-
tionally, for each of the white dwarfs generated, we consider
hydrogen-rich or hydrogen-deficient atmospheres according
to the canonical distribution of 80% and 20%, respectively.
Colours and magnitudes are then interpolated in the corre-
sponding cooling sequences and calculated in Gaia filters (R.
Rohrmann’s private communication). The simulated syn-
thetic population for the three Galactic components is then
mixed proportionally to 75:20:5 for the thin disc, thick disc,
and halo main-sequence stars, respectively. This ratio re-
sults in a proportion 77:17:6 for the thin disc, thick disc,
and halo white dwarfs, respectively, in good agreement with
the estimates by Rowell & Hambly (2011). The simulated
white dwarf sample is then normalized to the local space
density of white dwarfs of 4.9 × 10−3 pc−3 as estimated by
Jime´nez-Esteban et al. (2018). Finally, and in order to re-
produce the observational uncertainties, we introduce a pho-
tometric and an astrometric error for each of our simulated
objects based on Gaia’s performance2. The final sample thus
contains ≈ 18, 000 white dwarfs.
Finally, it is important to stress here that, as any super-
vised algorithm, the final classification depends on the ini-
2 http://www.cosmos.esa.int/web/gaia/science-performance
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tial prescriptions. For this reason, the characteristics of the
Galactic populations adopted are as standard as possible in
order to avoid any bias in the classification of the observed
Gaia sample. For instance, a model with a too young thin
disk age will automatically classify older objects as thick disk
or halo candidates, regardless of their kinematic properties.
Thus, we follow a strategy that first models the Galactic
components in an overlapping space, and then trains the
algorithm to disentangle each individual object.
4 THE OBSERVED GAIA-DR2 100 PC WHITE
DWARF SAMPLE
Our population synthesis simulator permits us to establish
the region of the Hertzsprung-Russell diagram where we ex-
pect to find the white dwarf population. This strategy has
been used to identify white dwarfs accessible by Gaia within
100 pc (Jime´nez-Esteban et al. 2018). The results derived in
that work indicate that a distance of 100 pc is the largest
for which the Gaia white dwarf sample can be considered
as both complete and volume-limited. Thus, we first delimit
a wide region where all single white dwarfs can be found,
regardless of the Galactic component they belong to. This
region is defined by MG > 2.95× (GBP −GRP) + 10.83 for
(GBP−GRP) < 1.2 and MG > 1.87× (GBP −GRP)+ 12.16
for (GBP−GRP) > 1.2. Additionally, we apply the following
criteria to the Gaia DR2 catalogue3:
• ̟ > 10mas and ̟/σ̟ > 10
• FBP/σFBP > 10 and FRP/σFRP > 10
• phot bp rp excess factor < 1.3 + 0.06× (GBP −GRP)
2
• HG = G+ 5 log µ+ 5 > 3.02 × (GBP −GRP) + 11.95
The first two cuts select objects below 100 pc with pho-
tometric and astrometric relative errors under 10%. The cut
in phot bp rp excess factor prevents against photometric er-
rors in the BP and RP bands, especially significant for faint
sources in crowded areas (Lindegren et al. 2018). In a com-
plementary way to this last cut, we add a cut in reduced
proper motion HG in order to mainly remove low proper
motion contaminants. This limiting criterion is obtained by
extrapolating the cooling track of a 0.6M⊙ DA white dwarf
with a tangential velocity Vtan = 5km s
−1. The tangential
speed adopted represents a trade-off between eliminating as
many contaminants as possible and preserving the selected
sample as complete as possible.
In Figure 2 we plot the reduced proper motion dia-
gram (top panel) for the white dwarfs accessible by Gaia
within 100 pc. Also plotted is the cooling track for a 0.6M⊙
DA white dwarf (Camisassa et al. 2017) with a tangential
velocity Vtan = 5 kms
−1(red solid line) and its extrapo-
lated line (red dashed line). The Hertzsprung-Russel dia-
gram for the selected objects is shown in the bottom panel
of the same figure. The eliminated objects by the reduced
proper motion cut (magenta dots) represent ∼ 8% of the
whole sample and are mainly faint red (GBP − GRP > 1)
(see the bottom panel of Fig. 2). It is worth saying that
in our analysis of the synthetic sample (see Fig. 4) the ex-
pected percentage of eliminated objects is only 2% and that
3 http://gea.esac.esa.int/archive/
Figure 2. Reduced proper motion diagram (top panel) for the
white dwarfs accessible by Gaia within 100 pc. Also plotted is
the cooling track for a 0.6M⊙ DA white dwarf (Camisassa et al.
2016) with a tangential velocity Vtan = 5km s−1(red solid line)
and its extrapolated line (red dashed line). Objects above this line
are eliminated (magenta dots). The corresponding Hertzsprung-
Russell diagram for the selected objects (black dots) and those
eliminated (magenta dots) is presented in the bottom panel.
these targets are not particularly red. Thus, similarly to the
phot bp rp excess factor cut, the reduced proper motion cut
helps to remove faint sources in crowded areas, specifically
those with low motion.
The final selected sample contains a total of 13 732
white dwarf candidates and represents ∼ 60 − 75% of the
total population of white dwarfs within 100 pc, assuming an
estimate for the spatial density of (4.9 ± 0.4) × 10−3 pc−3
(Jime´nez-Esteban et al. 2018). It is worth mentioning that
the Gaia sample under study in this work is an extension of
the 100 pc sample we presented in Jime´nez-Esteban et al.
(2018). This last sample contains 8343 CO-core and 212
ONe-core white dwarf candidates within the range of ef-
fective temperatures of 5000K< Teff <80 000K together
with a detailed analysis of their stellar parameters (lu-
minosity, effective temperature, surface gravity and mass)
that can be gathered from The SVO archive of Gaia white
MNRAS 000, 1–18 ()
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dwarfs at the Spanish Virtual Observatory portal4. The
Jime´nez-Esteban et al. (2018) analysed sample does not in-
clude white dwarfs below 5000K. In the sample adopted here
we do include these cooler white dwarfs since the effective
temperature is not used by our Random Forest algorithm
for the classification.
5 TRAINING AND TESTING THE
ALGORITHM
In this section we present the results of our training and
testing Random Forest algorithm applied to the synthetic
white dwarf population sample described in section 3. Addi-
tionally, we compare the results with other procedures fre-
quently used in the literature to disentangle the Galactic
components. It is worth noting here that for a proper ap-
plication of the Random Forest algorithm a complete and
statistically significant sample for each of the populations to
classify is required. At present, there is no observed sample of
the white dwarf population that meets these requirements.
Hence, the use of a synthetic sample for the training and
testing of the algorithm.
5.1 Learning process
As previously explained in Section 2, our Random Forest al-
gorithm is trained in a known sample, in this case provided
by our population synthesis models. A search of the optimal
hyperparameters used by the Random Forest model is firstly
performed. For our initial labeled sample of≈ 18 000 objects,
a grid analysis of hyperparameter values reveals that a num-
ber of 500 decision trees per object (estimators= 500) and
a maximum number of 10 levels (max depth= 10) per tree,
provide an optimal performance of the algorithm. For larger
values of the hyperparameters the error is only marginally
reduced at expenses of a larger computational cost.
During the learning process the initial labeled sample is
split into training and testing samples. The latter provides a
testbed for the validation of the classification model. In or-
der to avoid over-fitting effects and other statistical artifacts,
we apply the well-known cross-validation technique(Stone
1974). Basically, this technique randomly splits the initial
sample into k -folds (subsets of the data) which are itera-
tively used as training and testing samples. By doing this
all the data of the initial sample is used for both training
and validation. Finally, the k -folds results are averaged to
produce a single estimation that maximizes the performance
of the classification algorithm.
5.1.1 Feature importance
The variables initially used during the learning process, pro-
vided by our population synthesis model, are those which are
also available in the Gaia-DR2 observed sample. In partic-
ular, we have used the equatorial coordinates, α and δ, the
proper motion components, µ∗α ≡ µα cos δ and µδ, the par-
allax, ̟, and the G, GBP, and GRP pass-bands magnitudes.
This set conforms an 8-dimensional space which provides
4 http://svo2.cab.inta-csic.es/vocats/v2/wdw
Figure 3. Feature importance for each of the variables used in
the training sample. A significance threshold of a 5% is marked
as a red dashed line. See the text for details.
a mix of spatial, astrometric, kinematic, and photometric
properties of the white dwarf population.
The importance of a feature or variable indicates how
useful this feature is in the construction of the decision trees
of the classification algorithm. The importance is calculated
for a single decision tree by the amount that each attribute
split point improves the performance measure, weighted by
the number of observations the node is responsible for. The
feature importances are then averaged across all the Deci-
sion Trees within the Random Forest. In short, the more
an attribute is used to make a key decisions within deci-
sion trees, the higher its relative importance. Finally, this
importance is calculated explicitly for each variable of the
sample, allowing variables to be ranked and, eventually, dis-
carded due to their lack of relevance.
In Figure 3 we show the importance percentage for each
of the variables considered by our Random Forest algorithm.
The error bars give us an idea of how these importances
could vary when the training process is repeated with a dif-
ferent subset. In view of Fig.3, it is clear that the proper
motion components are the dominant features during the
classification process. Together, both components represent
nearly 44% of the decisions when classifying white dwarfs
stars. The parallax and the band-passes have approximately
the same importance of ∼10%, while equatorial coordinates
seem to be the less significant features in the classification
process, with a relative importance of ∼ 8% for each co-
ordinate. It is also worth emphasizing here that the use of
other variables that can be constructed as combinations of
the previous ones, e.g. total proper motion, reduced proper
motion, tangential velocity, etc., would not contribute with
more information to the training process (see 5.2 for a com-
parison with other methods). For instance, we may substi-
tute the equatorial proper motion and the G magnitude by
the reduced proper motion HG (see eq. 4). The resulting im-
portance for this new feature would be ≈ 40%. However, the
global performance of the algorithm is reduced, given that
the information contained in the individual variables is lost.
In this sense, the importance analysis also reveals an-
other relevant characteristic of the training process. Al-
though it depends on the number of features and the ty-
MNRAS 000, 1–18 ()
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pology of the data, an importance above ∼ 1 − 5% (e.g.
Rafieferantsoa et al. 2018) is usually adopted as a thresh-
old limit for considering a variable as significant. Even when
adopting a conservative 5% (marked as red dashed line on
Fig. 3), all the variables used in our training process clearly
have a relevant importance. In other words, the algorithm
is using the information contained in all the variables to a
greater or a lesser extent. The kinematic properties are the
dominant in the classification process, as logically expected
for kinematically distinct populations. It has to be stressed
however, that the information contained in the photome-
try is also relevant given that it is related to the different
ages and cooling of the Galactic white dwarf components.
In the same way, the spatial distribution of the disk and the
halo populations is expected to follow different patterns that
should ultimately be reflected in the equatorial coordinate
distributions. Consequently, we consider all the features as
relevant in the classification process.
5.1.2 Confusion matrix analysis of the Random Forest
algorithm
The confusion matrix is a well-used tool to evaluate the per-
formance of a classification algorithm, in particular for su-
pervised algorithms such as the Random Forest. It compares
the true values (rows) with the predicted values (columns)
for the different groups of the classification. The indexes ap-
plied in our case are i = 1, 2, 3 for the thin disk, the thick
disk and the halo, respectively. Thus, C11 stands for the
number of actual thin disk stars classified as thin disk, C12
as the number of actual thin disk stars classified as thick disk
stars, C13 as the number of actual thin disk stars classified
as halo stars, and so on. To simplify the resulting figures of
the confusion matrix we divide each term by the total num-
ber of objects of our simulation, which is of the same order
as the expected number of white dwarfs within 100 pc, i.e.
≈ 18 000 objects. For an ideal classification, where all the
elements are well-identified (with its class), the confusion
matrix should appears as:
Cideal =


0.77 0 0
0 0.17 0
0 0 0.06

 (1)
reflecting the relative proportions of 77:17:6 for the thin disk,
thick disk, and halo white dwarfs, respectively, of our syn-
thetic sample.
The resulting confusion matrix obtained by our Ran-
dom Forest algorithm applied to our synthetic population
sample is as follows:
CRF =


0.753 0.020 0
0.113 0.053 0.002
0.003 0.009 0.047

 (2)
A bunch of valuable information can be extracted from
this matrix. First of all, the accuracy of the method, de-
fined as AccRF = Tr(CRF), represents the probability that
an object of the sample is correctly classified. In our case
AccRF = 0.853 or, in other words, 85.3% of the white dwarfs
are well classified. Secondly, if we look more specifically to
each of the Galactic components, we see that 97% of the thin
disk white dwarfs are correctly classified5. Halo white dwarfs
are also reasonably well classified, with 80% of these objects
properly identified. However, the algorithm has only been
able to identify 32% of the thick disk stars, being the major
part of these stars misclassified as thin disk white dwarfs.
Finally, we can also estimate the contamination6 of a
certain Galactic component. Objects classified as thin disk
white dwarfs result in a clean sample, affected only by a 13%
level of contamination. The contamination of the group of
thick disk stars is slightly higher, 35%. A specially clean
sample results for the halo component, only contaminated
by a small 4% of thick disk white dwarfs.
In view of these results we conclude that our Ran-
dom Forest algorithm succeeds at identifying clean and low-
contaminated white dwarf populations belonging to the thin
disk and the halo population. However, thick disk white
dwarfs are only moderately identified due to their greater
overlap with the thin disk population.
5.2 Comparison with other classification methods
In this section we assess the ability of other methods fre-
quently applied in the literature to disentangle the Galactic
white dwarf components and compare the results to those
obtained by our Random Forest algorithm. Given the lack of
a spectroscopic analysis for a substantial fraction of white
dwarfs, and the impossibility to accurately determine the
metallicity of individual objects, the criteria frequently ap-
plied rely on the kinematic properties of the sample.
5.2.1 Tangential velocity cut
The tangential velocity can be used as a criterion for Galac-
tic component classification in proper motion surveys for
which trigonometric parallaxes, or at least photometric par-
allaxes, are available, joint to the absence of radial velocity
measurements. Usually, a tangential velocity limiting cut in
the range of 150 > Vtan > 250 kms
−1 is applied to distin-
guish among stars belonging to an spheroidal non-rotating
population to those of the rotating disk. Additionally, a low
tangential velocity limiting cut is also included in order to
eliminate low motion contaminants. However, this criteria
does not avoid the overlap between the different Galactic
components in the tangential velocity distribution (see, for
instance, Fig. 16 from Rowell & Hambly 2011).
We estimate the accuracy of this method by deriving the
corresponding confusion matrix, CVtan . We adopt a limiting
cut of 20 < Vtan < 90 kms
−1 to identify thin disk stars, 90 ≤
Vtan ≤ 200 kms
−1 for thick disk, and Vtan > 200 kms
−1 for
halo stars. The resulting confusion matrix is:
CVtan =


0.720 0.022 0
0.128 0.059 < 0.001
0.005 0.019 0.047

 (3)
The accuracy of this procedure is AccVtan = 0.826,
5 The probability, Pk, that the population k is correctly classified
is Pk =
Ckk
Ck1+Ck2+Ck3
.
6 The contamination of population k, Ck , is determined as Ck =∑
i6=k Cik
C1k+C2k+C3k
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Figure 4. Reduced proper motion diagram for our three Galac-
tic components simulated sample. Also shown the cooling track
for a 0.6M⊙ DA white dwarf (Camisassa et al. 2016) with a tan-
gential velocity Vtan = 5km s−1(black solid line) and the cor-
responding extrapolated lines (black dashed lines) with Vtan =
5, 90, 200 km s−1 for identifying the different Galactic popula-
tions.
which is smaller than the Random Forest accuracy. Note
that the inclusion of a low tangential velocity cut slightly
changes the proportion of the three components, specifically,
the percentage of thin disk stars is reduced. The percentage
of thin and thick disk white dwarfs properly classified is 97%
and 32%, respectively, quite similar to the Random Forest
result. However, halo white dwarfs are only identified in 66%
of the cases. The estimated contamination of this last group
is lower than < 1%, a value that is achieved at the cost of
loosing a big portion of the slowly moving objects of the
halo population. On the other hand, the contamination of
the disk groups has increased to 16% for the thin disk and
to a considerable high value of 41% for the thick disk popu-
lation. It is worth mentioning that varying the limits of the
tangential velocity values will change the probability of iden-
tification at the expense of a larger contamination, keeping
the accuracy of the overall procedure more or less the same.
5.2.2 Reduced proper motion diagram
The reduced proper motion, defined as
Hm = m+ 5 log µ+ 5 =M + 5 log Vtan − 3.38, (4)
represents a pseudo-absolute magnitude that has been
widely used as a selection criterion for disentangling
populations with different kinematic characteristics (e.g.
Kalirai et al. 2004; Kilic et al. 2006; Harris et al. 2006;
Jime´nez-Esteban et al. 2011, 2012). The reduced proper mo-
tion diagram, i.e. the reduced proper motion as a function of
a given colour, is thus a widely used tool when parallax es-
timates are not available and white dwarfs cannot easily be
identified in the Hertzsprung-Russell diagram. It allows to
disentangle in a reasonably efficient way the low-speed white
dwarf population from cool main-sequence stars or, in par-
ticular, for high-speed halo subdwarfs. However it is less effi-
cient at differentiating between the Galactic components of
the white dwarf population. For instance, the highest-speed
disk white dwarfs share the locus in the reduced proper mo-
tion diagram with the lowest-speed halo white dwarfs.
In Figure 4, we show the reduced proper motion HG as
a function of the GBP − GRP colour for the three Galactic
components of our synthetic sample (blue, green and red
dots for thin disk, thick disk and halo stars, respectively).
Adopting the cooling track for a 0.6M⊙ DA white dwarf
(Camisassa et al. 2016) with a tangential velocity Vtan =
5kms−1as a reference (black solid line), we determine the
limiting line (black dashed line) for identifying the different
populations. Thus, thin disk white dwarfs are those between
the lines with 5 < Vtan < 90 kms
−1, thick disk stars those
between the lines with 90 ≤ Vtan ≤ 200 kms
−1and Vtan >
200 kms−1for halo stars.
The resulting confusion matrix using this procedure is
CHG =


0.693 0.062 0.003
0.117 0.056 0.004
0.005 0.008 0.053

 (5)
The probabilities to correctly classify an object belong-
ing to the thin disk, thick disk or halo components are 91%,
32% and 80%, respectively, quite similar to that of the Ran-
dom Forest algorithm. However, the contamination percent-
ages, 15%, 56% and 12%, respectively, are larger than those
estimated from our machine learning algorithm. Specially
significant is the percentage of misclassified objects in the
thick disk group which, in the case of the reduced proper mo-
tion criteria, is more than half of the population. As in the
tangential velocity cut method, the inclusion of a low lim-
iting cut reduced the proportion of thin disk stars, slightly
changing the final proportions. The accuracy of the reduced
proper motion method is AccHG = 0.801, smaller than in
previous cases.
5.2.3 Toomre diagram
Finally, we analyze here another way to disentangle the
Galactic components, based on the well known Toomre di-
agram (e.g Scho¨nrich & Binney 2009; Hawkins et al. 2015).
In this diagram the Galactic velocity perpendicular to the
rotational direction is represented as a function of the rota-
tional speed. We employ the usual criterion for the Galactic
velocity components, U towards the Galactic center, V in
the direction of the plane rotation and W perpendicular to
the Galactic plane pointing and positive towards the North
Galactic Pole. UV W Galactic Velocities are expressed with
respect to the Local Standard of Rest.
In the top panel of Figure 5 we show the Toomre di-
agram for our three-component synthetic Galactic popula-
tion projecting the full 3-dimensional kinematic space in the
UVW Galactic velocity system. It is evident that, although
there is a clear overlap between the disk populations (blue
and green dots for the thin and thick disk, respectively), the
non-rotating component of the halo (red dots) seems to lay
away from that of the rotating disk component and would
be eventually identifiable. However, the main drawback of
this procedure resides in the fact that the full 3-velocity
space components are required to be known, a difficult task
if no spectra are available from which one can determine
the radial velocities. The usual procedure hence consists of
projecting the proper motion components assuming a zero
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Figure 5. Top panel: Toomre diagram for a complete 3-
dimensional space velocity for our synthetic white dwarf sample.
Bottom panel: the same but assuming a null radial velocity. The
big squares represents the centroid of each Galactic component,
and the vertical and horizontal lines their 1σ error bars. Also plot-
ted as dashed lines the 3σ and 5σ thin disk contours. See text for
details.
radial velocity (e.g Dehnen & Binney 1998). However, this
fact is not exempt of a moduli reduction of the velocity com-
ponents (Pauli et al. 2006). To exemplify this effect we have
plotted the Toomre diagram of the different synthetic Galac-
tic components in the bottom panel of Fig. 5, under the
assumption of zero radial velocity. To help with the visual-
ization, we plot the centroid (big square) for each Galactic
component along with its 1σ error bars. It is clear that the
null radial velocity assumption implies a reduction of the ve-
locity components, especially significant for the halo popu-
lation. The mean average moduli reduction for the thin disk,
thick disk and halo components are ∆|V | = 8.3, 11.4 and
74 km/s, respectively. In particular, the mean for the halo
Galactic components when the full velocity space is consid-
ered are (U, V,W ) = (−16.9, −203, −5.9) km/s, while the
resulting mean values when a zero radial velocity is assumed
are (U,V,W ) = (−6.9, −130, −1.8) km/s. This fact implies
that the efficiency to disentangle the Galactic populations by
using the Toomre diagram is substantially restricted unless
the full velocity space is used.
Following a standard criteria based on the velocity ellip-
soid (e.g Venn et al. 2004), we select as halo members those
white dwarfs whose velocities in the Toomre diagram de-
part 5σ from a typical disk distribution, while we consider
as thick disk stars those who are in the interval between
3σ and 5σ. Adopting this criteria we evaluate the confusion
matrix for our synthetic population,
CToomre =


0.766 0.007 0
0.127 0.039 0.002
0.008 0.011 0.039

 (6)
The probability to identify thin disk stars, 99%, is ex-
tremely high, although the contamination presented for this
group is moderate, 15%. However, the ability to identify
thick disk white dwarfs is the lowest among all methods an-
alyzed in this work, 23%, with a moderate contamination of
32%. With respect to halo white dwarfs, the Toomre diagram
criterion only permits to recover 67% of the spheroid pop-
ulation, although the contamination in the sample is very
low, 5%. It is worth mentioning here that changing the 5σ
and 3σ criteria will change the capability of the method to
identify each of the Galactic components at the expense of
varying the contamination in each of the groups. In view
of the existing overlap presented by the different Galactic
components (see Fig. 5), a decrease, for instance, of the 5σ
limit for the halo population will increase the percentage of
halo identified white dwarfs but, at the same time, it will
increase the number of disk stars misclassified as halo stars
and, consequently, the contamination of this group will also
increase.
5.2.4 Comparative summary
We finish this section by summarizing the results obtained
by the four classification methods analyzed in this work:
Random Forest algorithm (RF), tangential velocity criterion
(Vtan), reduced proper motion diagram criterion (HG) and
Toomre diagram (Toomre). In Table 1 we show: in columns
2 to 4 the probability of each method to identify a white
dwarf belonging to a particular group, in columns 5 to 7 the
contamination of each group, the accuracy of each method in
column 8, and in the last two columns two global estimators
of the performances of each method (see the definitions and
a discussion below).
In general terms, all the classification procedures suc-
ceed in identifying the thin disk population (with an iden-
tification percentage between 91 ∼ 99%), while the halo
population is moderately identified (66 ∼ 80%). The thick
disk population is hardly identified by any of the meth-
ods (< 33%). In this sense, the Toomre diagram criterion
achieves the poorest result, leading us to discard this method
for the thick disk identification.
The degree of identification and the percentage of con-
tamination can vary significantly from one method to an-
other. On average, the highest percentages of identification
are achieved by the Random Forest algorithm and the re-
duced proper motion criterion, while the lowest contamina-
tion percentages are obtained by the Random Forest and the
Toomre diagram criterion.
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Table 1. Summary of the results obtained by the classification methods studied in this work. Columns 2 to 4 show the probability of
each method to identify a white dwarf belonging to a particular group, while columns 5 to 7 represent the contamination of each group.
The accuracies of each method, Acc, the G−mean, and the Cohen’s κ coefficients are presented in the last three columns, respectively.
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Method % Identification % Contamination Acc G−mean κ
thin thick halo thin thick halo
RF 97 33 80 13 35 4 0.853 0.635 0.528
Vtan 97 32 66 16 41 <1 0.826 0.589 0.495
HG 91 32 80 15 56 12 0.801 0.620 0.444
Toomre 99 23 67 15 32 5 0.844 0.536 0.465
A way to assess the performance of a classifier
is by means of a global estimator or measure (e.g.
Labatut & Cherifi 2011; Tharwat 2018). We recall that the
accuracy, Acc, (see definition in Sec. 5.1.2) represents the
probability to identify a star belonging to a certain group.
The Random Forest algorithm presents the highest accu-
racy, AccRF = 0.853, while the lowest corresponds to the
reduced proper motion criterion, AccHG = 0.801. The dif-
ference, not too large, between the accuracy of the meth-
ods reflects that they all succeed in classifying the thin disk
population, which contains the majority of white dwarfs. An
estimator that is independent of the relative proportions of
the populations would be desirable. Among the many differ-
ent estimators defined in the literature, we will consider two
of them as illustrative examples. The G−mean7 represents
the geometrical mean of the probabilities of identification
and it is independent of the ratio between the different pop-
ulations. The second one is the well known Cohen’s κ8 co-
efficient (Cohen 1960), which is a measure of the agreement
between two raters, in our case the actual and the predicted
data. The κ coefficient is defined in such a way that the
assignment of an object to a certain class due to chance is
factored out. The results obtained by these two measures,
the G −mean and the Cohen’s κ coefficient, are shown in
the last two columns of Table 1, respectively. In both cases,
the Random Forest algorithm achieves the best assessment,
while there is no clear ranking among the other methods.
In view of the results presented in Table 1, we conclude
that the best global performance is obtained by the Ran-
dom Forest algorithm, achieving the maximum percentage
of identified stars with the minimum contamination.
6 CLASSIFYING THE GAIA 100 PC WHITE
DWARF SAMPLE.
In this section we present the result of our classification al-
gorithm applied to our sample of 13 732 white dwarfs within
100 pc. We discuss the main characteristics of the Galac-
tic populations identified and derive their most important
7 G − mean =
(∏3
i=1 Pi
)1/3
, where Pi is the probability to
identify objects of class i.
8 The Cohen’s κ coefficient is defined as κ = Pa−Pǫ
1−Pǫ
, where
Pa is the probability of agreement and Pǫ is the probability
of agreement due to chance. In our case, Pa = Acc and Pǫ =∑3
i=1(
∑
k Cik ·
∑
k′ Ck′i).
properties. Specific studies of each population or individual
objects are left to forthcoming publications.
6.1 General properties
When applied to the observed Gaia 100 pc white dwarf sam-
ple, our Random Forest algorithm finds 12 227 thin disk,
1410 thick disk and 95 halo white dwarf candidates9. These
values represent a proportion of 89%, 10% and 1% for
the respective components. However, these are a posteri-
ori percentages, that is, after applying our classification al-
gorithm. From the information contained in the confusion
matrix (see equation 2), we can inverse the problem and
then evaluate the a priori percentages. The resulting es-
timated ratio is then 74:25:1. Thus, the numerical spatial
density is (3.6 ± 0.4) × 10−3 pc−3, (1.2 ± 0.4) × 10−3 pc−3
and (4.8 ± 0.4) × 10−5 pc−3 for the thin disk, thick disk
and halo components, respectively. The total density for the
100 pc disk white dwarf sample found here, i.e. (4.8± 0.4)×
10−3 pc−3, is in agreement with the recent estimate of the
white dwarf space density for the local 20 pc complete sam-
ple by Hollands et al. (2018), (4.5 ± 0.4) × 10−3 pc−3, and
with the estimate by Jime´nez-Esteban et al. (2018) for a
100 pc sample, (4.9 ± 0.4) × 10−3 pc−3. Analogously, the
space density for halo white dwarfs found here is slightly
higher, but compatible with other estimates for the spheroid
population (e.g Harris et al. 2006 found a space density of
4× 10−5 pc−3).
The corresponding location of the white dwarfs belong-
ing to the three Galactic components in the color-magnitude
diagram is shown in Figure 6, where one can clearly see that
both thick disk and, specially, halo white dwarfs concen-
trate towards the fainter absolute magnitude bins. This fact
is in agreement with our expectation of these two Galac-
tic components being formed mainly by old and cool white
dwarfs. In particular, for absoluteGmagnitudes in the range
15 < MG < 16, the thin disk contribution is reduced to 65%,
while the thick disk and halo percentages increase to 32%
and 3%, respectively. This fact shall be of capital relevance
when analyzing the cut-off of the white dwarf luminosity
function of the disk, given that at least 35% of the objects
at these magnitude bins appear as contaminants from the
9 The complete catalog with their corresponding Galactic com-
ponent classification can be consulted at: http://svo2.cab.inta-
csic.es/vocats/v2/wdw
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Figure 6. Color-magnitude diagram for the 100 pc Gaia sample as resulting after applying our Random Forest classification algorithm.
The three Galactic components have been disentangled, obtaining 12 227, 1410 and 95 white dwarf candidates for the thin and thick
disk, and halo population, respectively.
Figure 7.MG absolute magnitude distributions for our identified
populations of the thin disk, thick disk and halo white dwarfs
(gray, green and red shaded histograms, respectively).
thick disk and halo populations, in agreement with previous
analysis (Reid 2005; Kilic et al. 2017).
Finally, we analyze the absolute magnitude MG distri-
butions for the three identified Galactic components, shown
in Figure 7. These distributions can be considered as first
approximations to the white dwarf luminosity functions of
the three Galactic components. We point out that proper
luminosity functions require bolometric corrections, which
in turn depend on the individual mass, effective temper-
ature and atmospheric composition of each object. Apart
from the typical constant increasing slope clearly visible in
each of the white dwarf luminosity functions and the sharp
cut-offs, Fig. 7 also reveals an extended tail for faint thin disk
objects. These faint objects may be associated to ONe-core
white dwarfs, given their fast cooling evolution. It has to be
emphasised however that a detailed spectroscopic analysis
is required to eliminate possible contaminants for these dim
magnitudes.
6.2 Spatial distribution
The Aitoff projection in Galactic coordinates for each of the
identified white dwarf populations is shown in Figure 8 (thin
disk, top panel gray dots; thick disk, middle panel green dots;
halo, bottom panel red dots). Additionally, we also show the
corresponding Galactic coordinate distributions and, for vi-
sual comparison, a uniform distribution is marked as a red
line. Apparently, all Galactic components present a uniform
spatial distribution within 100 pc, thus discarding any par-
ticular inhomogeneity in the solar neighborhood. A closer
look at the thin and the thick disk populations reveal a
slight lack of objects closer to the Galactic plane (∼ 10%
and ∼ 30%, respectively, in the range −5◦ < b < 5◦), likely
caused by the large number of contaminant objects coming
from these crowded regions of the Galaxy, which interfere in
our selection process. Concerning the halo population, ad-
ditionally to this lack of stars close to the Galactic plane,
there seems to appear an excess of objects at high latitudes,
specially in the northern Galactic hemisphere. However, the
relative low number of these stars prevents us from achieving
any conclusive result.
We also perform a more detailed analysis of the spatial
distribution of the Galactic components regarding the dis-
tribution along the coordinate Z, i.e. perpendicular to the
Galactic plane. To that end we considered a local cylindrical
column centered on the Sun and with a radius in the Galac-
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Figure 8. Aitoff projection and their corresponding histogram
distribution in Galactic coordinates of the identified white dwarf
populations (thin disk, gray dots; thick disk, green dots; halo,
red dots). For visual comparison, a uniform spatial distribution
is marked as a red line.
tic plane of 20 pc. This permits to evaluate the Z distribu-
tion up to nearly 100 pc in height and practically avoiding
any type of boundary bias. In Figure 9 we show the cumu-
lative distribution of objects as a function of the absolute
value of the Z coordinate within our local cylindrical col-
umn for the thin disk (gray shaded histogram) and the thick
disk (green shaded histogram) white dwarf populations. The
halo distribution has been discarded given the poor statis-
tical significance of the sample. For comparative purposes
we also plot the cumulative distributions when a constant
density of objects is considered (red line) for the thin and
thick distributions. The constant density distribution for the
thin disk population has been normalized to the 20 pc den-
Figure 9. Cumulative distribution of objects along the coordi-
nate perpendicular to the Galactic plane Z within a local 20 pc ra-
dius cylindrical column for the thin disk (gray shaded histogram)
and the thick disk (green shaded histogram) white dwarf popula-
tions. The thin disk distribution seems to follow a scale height law
with H = 200 pc (blue solid line). A constant density distribution
is also shown (red line). See text for details.
sity value given by Hollands et al. (2018). As it can be seen
from Fig. 9, the cumulative distribution of our thin disk
candidates clearly departs from the constant density model.
Conversely, assuming an exponential decreasing profile (i.e.
a scale height profile of H=200± 10 pc), we suitably fit the
observed (thin disk) distribution (blue solid line of Fig. 9).
On the other hand, the thick disk distribution resulting from
our selected candidates is compatible with a constant den-
sity distribution, or at least with a scale height larger than
H> 1500 pc.
6.3 Kinematic properties
The corresponding tangential velocity distributions for the
thin and thick disk, and halo populations, obtained by our
algorithm are plotted in Figure 10, clearly showing the over-
lapping tails of the different distributions. Despite this over-
lap, our Random Forest algorithm has been able to disentan-
gle the different Galactic components. High-speed thin disk
objects can be as fast as average thick disk white dwarfs
and, similarly, the fastest thick disk white dwarfs can have
similar tangential velocity values as halo objects.
Our algorithm is able to clearly identify halo white
dwarf candidates as members of a high-speed population,
while the thick disk sample presents intermediate kinematic
characteristics between the halo and thin disk populations.
It is also worth mentioning here that disentangling the dif-
ferent Galactic components would have not been possible us-
ing any other standard kinematic criterion (see Section 5.2).
Hence, the overlap in the tangential velocity distributions
would remain and, consequently, an inherent and substan-
tial contamination would have stayed in the samples. The
use of an 8-dimensional space has permitted our algorithm
to maximize the information contained in it, hence achieving
a more accurate classification of their components.
The corresponding mean values for the Galactic velocity
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Figure 10. Tangential velocity distribution for thin disk (gray
histogram), thick disk (green histogram) and halo (red histogram)
white dwarfs. Our Random Forest algorithm allows unraveling the
different Galactic components even if there is an overlap between
the distribution. The Figure has been truncated to 400 km s−1.
Table 2. Mean Galactic velocity values respect to the LSR and
their dispersions for the different populations. These values are
derived from proper motions and assuming a zero radial velocity
component. Hence, the values should be taken as lower limits.
Component 〈U〉 〈V 〉 〈W 〉 σU σV σW
Thin disk 2.52 -1.45 2.60 22.5 17.4 16.2
Thick disk -18.58 -30.03 1.06 50.4 29.3 33.1
Halo -27.31 -92.29 3.41 100.8 67.4 66.9
components and their dispersions are shown in Table 2. Ve-
locities are relative to the LSR. The peculiar velocity of the
Sun (U⊙, V⊙, W⊙) = (7.90, 11.73, 7.39) kms
−1(Bobylev
2017) has been adopted. Galactic velocity components have
been calculated from proper motions and assuming a zero ra-
dial velocity. We recall here that this procedure significantly
reduces the mean Galactic velocity components (see Section
5.2). Consequently, the mean values presented in Table 2
should be taken as lower limits. Taking this fact into account,
a first glance at Table 2 reveals that the white dwarf thin
disk population is nearly co-moving with the LSR. However,
the thick disk population presents a clear velocity lag and
an average motion towards the Galactic anti-center. These
features are much more accentuated for the halo population,
which clearly exhibits a V−component decoupled from the
disk rotation. Specially unusual are these significant nega-
tive 〈U〉 values, which can not be attributed to the lack of
radial velocities, rather than to inhomogeneities in the local
sample. A detailed analysis of this issue is left for a forth-
coming paper.
In Figure 11 we show the distribution of the three identi-
fied Galactic components in the Toomre diagram. The colour
criteria for the different populations is the same as in our
previous figures and lines of constant (U2 + V 2 + W 2)1/2
are marked as dashed lines in steps of 50 km s−1. As pre-
Figure 11. Toomre diagram for the velocity distribution of thin
disk (blue dots), thick disk (green dots) and halo (red dots) white
dwarf candidates. Also plotted as big squares their respective cen-
troids with their corresponding 1 − σ error bars. Lines of con-
stant (U2 + V 2 +W 2)1/2 are shown as dashed lines in steps of
50 km s−1.
viously stated, our algorithm permits to identify objects
overlapping in the different regions. Objects with speeds be-
low the 150 kms−1 line would not have been classified as
halo members if the usual criterion would have been ap-
plied. However, our algorithm is able to recover a signif-
icant fraction of low-speed halo members. The identified
thick disk population is in agreement with the observed
motion for thick F and G dwarf stars (e.g. Bensby et al.
2014; Gaia Collaboration et al. 2018b). In a more accentu-
ated way, the overlap exists between the thin and thick disk
populations for objects below the 50 km s−1 constant line.
Additional information such as the radial velocities is needed
for properly disentangling the different components.
6.4 Halo white dwarf candidates
Halo white dwarfs play a key role in our understanding of the
Galaxy evolution and has been the focus of interest as a rel-
evant candidate in the dark matter problem, among other
important issues (see Section 1). The lack of a complete
and statistically significant sample for these elusive stars has
hampered decades of subsequent studies. However, the re-
cent observed Gaia-DR2 provides a new opportunity in the
study of the halo white dwarf population (e.g. Kilic et al.
2018). Giving its relevance we devote this section to specifi-
cally analyze our halo white dwarf sample.
Our Random Forest algorithm has identified 95 halo
white dwarf candidates within the observed Gaia-DR2
100 pc sample. A list containing theirGaia-DR2 Source iden-
tification, Name (in equatorial coordinate format), and some
other relevant parameters are provided in Table 3. Besides,
we indicate what objects have been already identified as halo
members in previous works.
Our halo candidate sample has a mean tangential veloc-
ity of 〈Vtan〉 = 197 kms
−1, with a minimum value of V mintan =
114 kms−1 and a maximum of V maxtan = 484 km s
−1, consis-
tent with a high-speed kinematic population (see Fig. 10).
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Table 3. Halo white dwarf candidates within 100 pc identified by our Random Forest algorithm.
Gaia Source ID Name µ∗α µδ d G MG GBP−GRP VTAN Ref.
(mas/yr) (mas/yr) (pc) (mag) (mag) (mag) ( km s−1)
420531621029108608 J001325.85+543807.1 776.76 600.14 32.17 18.02 15.48 1.48 149.76
5006232026455470848 J004521.86-332952.1 1826.61 -1485.17 32.92 18.64 16.05 1.51 367.58 i
367799116372410752 J005516.37+384748.1 -410.60 -233.17 79.05 18.01 13.52 0.90 177.02 i
2583365245917474816 J010617.04+114148.5 475.28 -389.01 58.53 19.62 15.78 1.44 170.48
5042228731477861888 J012950.76-225714.8 394.27 -200.05 84.65 20.18 15.55 1.41 177.48
96095735719745280 J013257.62+194145.6 440.72 69.65 84.54 19.52 14.88 1.15 178.89
5142197118950177280 J014809.05-171231.7 -105.97 -1105.83 77.19 17.56 13.12 0.47 406.68 a, b, i
343356212681211392 J015702.16+393259.6 507.13 -82.71 65.14 19.73 15.66 1.45 158.74
521409549427243904 J015856.83+690410.9 355.17 -37.42 92.80 20.31 15.47 1.14 157.18
2490975272405858048 J020512.60-051748.1 960.22 392.98 32.36 18.14 15.59 1.53 159.23
4616895783694397184 J023737.80-844521.6 759.33 -57.21 58.75 19.62 15.77 1.57 212.17 i
5065611697758431360 J024813.73-300127.8 445.08 323.57 77.37 18.37 13.93 0.72 201.91 d, i
5188044687948351872 J030144.18-004446.7 107.11 -550.39 69.20 19.50 15.30 1.55 184.02 g, h, i
4862884499360563968 J034009.29-330105.2 492.52 -334.73 54.24 19.46 15.79 1.32 153.17
3249657094642979840 J034213.32-034441.3 398.36 -245.52 73.87 19.84 15.50 1.11 163.93
4857106909354185344 J034532.93-361113.2 152.66 -581.56 78.53 19.85 15.38 1.47 223.93 i
66837563803594880 J034647.11+245544.8 520.94 -1157.49 39.67 18.60 15.61 1.51 238.79 h, i
4864861112027378944 J043137.08-381610.9 206.49 -155.74 93.07 20.59 15.75 1.77 114.15
4864752883148064512 J043236.94-390202.8 700.05 721.10 33.33 17.48 14.87 1.25 158.86 i
2989049057626796416 J051850.42-115500.8 149.33 -485.28 78.33 20.17 15.70 1.74 188.61
192454873200555392 J055910.46+424838.2 -63.92 -519.37 94.01 18.33 13.46 0.55 233.30 i
977441274176008192 J071147.81+460734.7 -306.67 -450.93 74.64 19.15 14.79 1.18 193.04 i
5613373001468333696 J073259.02-255825.7 -79.87 366.09 99.77 20.15 15.15 1.29 177.30
874900643675606912 J074509.55+262655.3 529.69 -719.19 39.55 18.75 15.76 1.60 167.54 i
1110759459929880704 J074826.81+714156.4 -67.23 -376.38 70.44 19.99 15.75 1.62 127.72
3144837318276010624 J075014.81+071121.5 211.54 -1782.66 18.20 16.61 15.31 1.41 154.97 i
3144837112117580800 J075015.55+071109.2 209.90 -1790.48 18.14 16.36 15.07 1.25 155.05 i
5726927573083821440 J082219.34-124923.9 865.01 -881.40 61.73 19.50 15.55 1.31 361.54 i
5742629217603133056 J091223.28-095324.0 -315.36 174.01 94.89 20.17 15.29 1.16 162.09
5215833263797633664 J091347.45-755302.8 175.34 480.18 65.40 19.48 15.40 1.39 158.56
3840846114438361984 J092531.22+001814.8 -70.42 -575.11 66.63 19.25 15.13 1.16 183.09 i
1064978578888570496 J094129.71+651131.9 869.35 -793.43 45.62 18.46 15.17 1.36 254.62 i
3836593100382315904 J100514.02+025416.9 -704.41 -4.44 83.31 19.88 15.27 1.30 278.30 i
746045096445123968 J101244.30+323311.9 111.49 -289.18 93.44 20.57 15.72 1.40 137.33
5192296911732427904 J103644.11-822557.4 -485.94 116.41 60.91 19.62 15.70 1.56 144.33
3862858165427681536 J103654.94+073210.7 -680.54 22.02 56.65 19.00 15.23 1.49 182.92 i
1076941716370493696 J103656.52+711051.6 -1857.35 -463.47 17.64 16.63 15.39 1.24 160.12
855361055035055104 J104557.38+590428.6 -1019.19 -1462.53 57.20 17.68 13.89 0.24 483.58 a, b, i
5228861484450843648 J104957.53-740028.4 -1022.30 601.41 42.17 19.22 16.09 1.55 237.20 i
3801499128765222400 J105356.88-030758.1 -295.98 -565.63 67.21 19.53 15.39 1.44 203.47 i
3865951435233552896 J105515.43+081648.7 -315.37 -356.20 67.14 19.61 15.48 1.68 151.48
1055533400343235456 J110114.86+633345.7 -139.95 -577.02 82.83 19.93 15.34 1.44 233.23 i
831946229073235200 J110730.38+485522.1 -730.18 -76.89 48.07 18.61 15.20 1.27 167.36 c, g, h
5348874243767794304 J112345.14-515042.7 -445.38 191.95 76.80 20.03 15.61 1.34 176.63
856513235846126720 J112353.57+574229.5 -30.09 -491.29 95.53 19.65 14.75 0.66 222.98
5224999346778496128 J114730.19-745738.2 -1067.75 1354.64 19.96 17.18 15.68 1.59 163.26 i
3892524535332945280 J115131.13+015952.4 80.04 -522.69 84.37 19.78 15.15 1.25 211.57 i
5377861317357370240 J115941.74-463034.2 -621.47 97.71 62.84 19.18 15.19 1.25 187.49 i
5377861592235273856 J115956.86-462903.5 -621.15 98.04 63.10 17.46 13.46 0.42 188.19 i
1573358945589364608 J120514.45+550213.2 -19.52 -304.92 83.11 20.45 15.85 1.42 120.43 h
3905186270720273152 J121718.79+083040.0 -335.18 -306.25 76.18 20.14 15.73 1.32 164.02
1533950318546008448 J123552.20+410937.8 -510.37 189.73 60.37 19.66 15.75 1.75 155.89
1570514066627694336 J125007.22+544646.6 -278.05 -1253.30 23.78 17.35 15.47 1.59 144.78 i
1531097433767946240 J125506.82+465517.0 -1092.28 -113.19 37.10 18.42 15.58 1.17 193.20 c
1459546263999675264 J130316.92+260315.1 -845.70 106.88 38.02 18.41 15.51 1.45 153.68
6085402414245451520 J131253.16-472808.8 -2165.62 -60.91 16.79 16.71 15.58 1.54 172.53 i
3607725941130742528 J131643.37-153608.6 -219.55 -668.78 55.93 14.86 11.12 -0.19 186.70 f, i
6188655210447329792 J133800.79-274752.8 -387.25 -320.39 80.12 20.23 15.71 1.52 190.96
6165095738576250624 J134200.00-341501.8 -2301.73 1147.25 20.74 16.25 14.66 1.05 252.94 i
3714266139665215488 J134807.87+052746.4 -330.74 -102.41 98.63 20.02 15.05 1.22 161.95
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Table 3 – continued
Gaia Source ID Name µ∗α µδ d G MG GBP−GRP VTAN Ref.
(mas/yr) (mas/yr) (pc) (mag) (mag) (mag) ( km s−1)
1174809276422844160 J144206.55+100310.4 -23.78 -271.57 91.42 20.34 15.53 1.41 118.19
1161215296909017728 J145048.53+073327.0 -813.59 -447.93 75.04 15.53 11.16 -0.16 330.49 a, b, d, e, i
1294793345366747776 J150002.23+360018.0 -692.22 -605.38 78.15 19.12 14.66 1.17 340.84 i
1600259390916467072 J150201.66+540934.9 -290.61 -265.88 78.98 19.83 15.34 1.43 147.54
1612339420228653440 J150301.99+550942.8 -901.29 70.53 74.70 20.13 15.76 1.36 320.28 i
5824436284328653312 J151745.38-664501.8 -402.95 -18.45 78.08 20.47 16.01 1.31 149.37
6007140379167609984 J151811.21-380307.2 -362.82 -343.80 60.99 19.61 15.68 1.56 144.57
1277219369981634432 J152222.97+314600.5 -127.13 -298.47 85.77 20.38 15.72 1.55 131.96
1277232907719022464 J152340.92+315246.9 169.10 -630.36 49.11 19.06 15.60 1.26 152.01
5827557213731539328 J153902.50-612404.7 -209.01 -546.29 59.87 19.11 15.23 1.33 166.06
5817295536128445568 J170753.04-631915.6 -327.90 -506.70 53.90 18.77 15.12 1.41 154.27
5802598780807649920 J171529.74-732353.2 -332.15 -310.63 96.02 20.36 15.45 1.10 207.08 i
1711005951573009792 J174938.35+824717.5 -1436.86 3314.40 16.35 14.23 13.16 0.48 280.12 a, b, i
6363668569344689408 J181251.72-802824.2 100.94 -287.76 99.72 20.61 15.62 1.08 144.22
6653858618815379328 J181454.41-530522.2 14.85 -333.99 93.83 20.57 15.71 1.09 148.77
4484289866726156160 J182458.15+121300.1 -280.65 -1078.60 39.27 18.55 15.58 1.64 207.55 i
2146619161278293248 J185256.02+533356.2 -218.00 221.60 93.90 20.60 15.73 1.40 138.43
6663268308043562112 J192615.74-462738.5 -59.36 -526.78 86.74 19.73 15.04 1.47 218.07 i
6647162730439433984 J193631.30-491308.4 334.40 -427.07 71.88 19.88 15.60 1.51 184.89
2301882675705225472 J194000.62+834851.5 -834.34 -406.05 35.79 18.29 15.52 1.24 157.50 i
2082254987541672960 J200638.18+454451.7 -507.16 -204.21 66.96 19.42 15.29 1.27 173.61 i
6471523921227261056 J204235.76-521820.2 399.80 -828.77 84.88 19.34 14.70 0.94 370.38 i
1737588947276271744 J205256.11+070929.5 -172.08 -894.23 65.70 20.00 15.91 1.57 283.74 i
6580458035746362496 J211724.53-415650.3 516.02 -303.12 58.53 19.00 15.16 1.34 166.11
6580551872194787968 J211724.82-415605.3 516.82 -303.54 59.37 19.22 15.35 1.30 168.76
1783614400935169408 J212742.14+154538.2 -162.27 -504.91 73.91 18.67 14.33 0.84 185.89 i
2687584757658775424 J212930.26-003417.4 1.81 -426.33 97.61 20.34 15.39 1.58 197.36
6465689878168451328 J213946.32-505801.6 181.42 -456.24 76.05 20.28 15.87 1.56 177.09
2205493129867600256 J222549.63+635748.2 1089.87 1344.24 38.03 17.49 14.59 1.09 312.14 i
6357629089412187648 J223035.21-751552.6 409.50 -1827.90 15.03 16.46 15.58 1.55 133.52
2709539840202060800 J223707.27+063611.2 520.79 -298.51 82.43 20.50 15.92 1.58 234.67 i
1941133391670459648 J231402.26+454549.7 -100.99 -321.38 77.56 20.44 15.99 1.43 123.90
2631967439437024384 J231908.88-061314.5 -605.58 -1589.82 36.21 17.87 15.07 1.38 292.18 i
2641576685735609472 J234947.69-012454.4 470.57 -324.34 64.97 19.07 15.01 1.23 176.09
2310942857676734848 J235418.84-363405.5 26.86 -671.96 61.50 15.24 11.30 -0.16 196.13 d, i
aLiebert et al. (1989), bTorres et al. (1998) cHarris et al. (2006), dRowell & Hambly (2011), ePauli et al. (2006), fKawka & Vennes
(2012), gGianninas et al. (2015), hSi et al. (2017),iKilic et al. (2018)
Besides, 7 halo candidates are located at a distance closer
than 20 pc. Among these, 4 objects (J1036+7110, J1312–
4728, J1749+8247 and J2230–7515) were presented in the
analysis of the 20 pc white dwarf sample of Sion et al. (2009).
It is important to note that in the mentioned analysis these
objects were discarded as halo members since they were
not considered old enough, although two of them are ac-
tually older than > 8.5Gyr. In a more recent analysis,
Kilic et al. (2018) classified two of these objects (J1312–
4728 and J1749+8247) as halo members. In particular,
J1749+8247 is a low-mass white dwarf, probably formed in
a binary system. Even though it has a relatively short cool-
ing time, its progenitor evolutionary timescale is uncertain,
hence it may still be consistent with an old population like
the Galactic halo. In any case, these objects deserve further
analysis to ascertain their origin.
In their analysis of the Sloan Sky Survey white dwarf
luminosity function, Harris et al. (2006) reported 32 white
dwarfs with high tangential velocities as halo candidates,
four of them below 100 pc. Only two of these, J1255+4655
and J1107+4855, are included in our Gaia sample and have
been classified as halo members by our algorithm. Analo-
gously, Rowell & Hambly (2011) found 93 white dwarf halo
candidates in the SuperCOSMOS Sky Survey, of which only
four are located at distances below 100 pc. These objects
are included in our sample, 3 of them (J1450+0733, J0248–
3001 and J2354–3634) classified as halo members and one
(J1639+8038) belonging to our thick disk population.
Our halo sample also contains three hot objects with
MG < 11.5 classified as a halo white dwarfs. The star
J1450+0733 (WD1418+07) was proposed as a halo member
due to its high retrograde motion (Pauli et al. 2006) and
it is also present in Rowell & Hambly (2011). The white
dwarf J1316–1536 (NLTT 33503) has a mass estimated
0.51 ± 0.02M⊙ and a likely low-mass progenitor resulting
in a lifespan of ≈ 11Gyr (Kawka & Vennes 2012). Finally,
J2354–3634, is also classified as a halo member due to its
high velocity (Rowell & Hambly 2011).
Additionally, we searched for those cool and ultracool
white dwarfs presented in the literature as halo candidates
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and checked whether or not they are included in our list.
The two objects reported in Gianninas et al. (2015), J0301–
0044 and J1107+4855, with ages and kinematic charac-
teristics of the halo population, are included in our sam-
ple. In Si et al. (2017), ten halo white dwarfs were pro-
posed, of which only four are in our 100 pc sample (the
two previous ones also included in Gianninas et al. 2015
plus J1205+550 and J0346+246), being all four of them
identified as halo members by our algorithm. This last
object is the well-known and intensively studied ultracool
white dwarf WD 0346+246 (J0346+2455) (Hambly et al.
1997; Oppenheimer et al. 2001; Bergeron 2001). In the same
way, the well known cool white dwarf F351–50 (J0045-
333) discovered by (Ibata et al. 2000) is also classified as
halo member by our algorithm. However, the object LHS
3250 (Harris et al. 1999), mainly due to its slow motion,
has been classified as a thin disk member, while the object
J1102+4113 (Hall et al. 2008), which have been associated
to the halo population due to its extremely low luminosities
does not fulfil our photometric excess factor criterion and,
therefore, is not present in our Gaia 100 pc sample.
Finally, in a recent work, Kilic et al. (2018) found 142
halo white dwarf candidates by using Gaia-DR2, out of
which 55 are within 100 pc from the Sun. Our algorithm
has classified 48 of these objects as halo members. For the
remaining seven, four of them (J0544+2602, J0549+2329,
J1240–2317 and J1515+1911) lay out of our limiting re-
gion in the HR-diagram, which was specifically defined to
mainly select single white dwarfs. The other three (J0034–
6849, J0915-2149 and J1045–1906) have been classified by
our algorithm as thick disk objects. Although the kinematic
properties of these objects (for instance, their tangential ve-
locities are 160, 161 and 175 kms−1, respectively) are com-
patible with high speed thick disk white dwarfs, the use of
only pure-hydrogen or pure-helium atmospheres in our anal-
ysis may introduce some error in our photometry assessment.
Assuming that the 51 objects from Kilic et al. (2018) and
those present in our sample are truly halo members, the
three misclassified white dwarfs as thick disk stars would
represent only 6% of the sample. This percentage is even
smaller than our estimate of 15% (see eq. 2) of true halo
members classified as thick disk objects, hence reinforcing
the idea of robustness of our algorithm.
It is worth saying that the goal in Kilic et al. (2018)
was not to classify the Galactic components but rather to
obtain a clean sample of halo white dwarfs. In this sense,
they applied a conservative approach by selecting only the
targets with velocities that are 5σ away from the 5σ dis-
tribution of all stars with significant parallaxes. When this
criterion is applied to our synthetic population, we verify
that the halo sample obtained is practically pure but at
the expense of low completeness (40%). The better perfor-
mance (80% completeness with a minimum contamination of
5%) of the Random Forest as a classification method would
explain the larger number of halo white dwarf candidates
found in our sample (47 more objects) as compared to the
list provided by Kilic et al. (2018), achiving ≈ 80% com-
pletness with a minimum contamination ≈ 5%. As previ-
ously stated (see Section 5.2), one of the major drawbacks
of the Toomre criterion (and similar ones) is that, when the
radial velocities are unknown, the Galactic velocity com-
ponents are reduced and a significant fraction of low-speed
halo members are missed. This fact can be exemplified by
the object J1107+4855 which, classified as a halo member
not only by us but also by other studies (Harris et al. 2006;
Gianninas et al. 2015; Si et al. 2017), is not included in the
Kilic et al. (2018) sample due to its moderately low motion,
Vtan = 167 kms
−1.
In view of the results presented here, we can conclude
that our Random Forest algorithm has succeeded in iden-
tifying practically all white dwarfs previously reported as
halo members and has significantly extended the sample to
those low-speed halo objects that may overlap with thick
disk stars. Definitely, our 100 pc halo white dwarf sample
represents the most complete and volume-limited sample up
to date.
7 CONCLUSIONS
We have identified 12 227 thin disk, 1410 thick disk and 95
halo white dwarf candidates belonging to the Gaia 100 pc
sample by means of an accurate Random Forest algorithm.
The unprecedented wealth of valuable information provided
to the scientific community by the Gaia-DR2 and, in par-
ticular, the quantity and quality of their data related to
the white dwarf population requires the application of novel
artificial intelligence matching learning algorithms in order
to extract the maximum information. To this aim we used
a supervised Random Forest algorithm to disentangle the
different white dwarf Galactic populations given its flexi-
bility and low number of input parameters. The algorithm
has been applied to an 8-dimensional space which include
astrometric as well as photometric values for each object.
With the aid of a thorough population synthesis model we
accurately reproduce the characteristics of a standard three-
component Galactic model. The synthetic population is used
for the training of the classification algorithm as well as a
testbed for assessing its accuracy. Based on the confusion
matrix analysis and on different statistical performance es-
timators we exhaustively compared our Random Forest al-
gorithm with other classification methods widely used in the
literature. For any of the applied tests, the results show that
the performance of the Random Forest algorithm is superior
to other classification methods based on kinematic criteria.
Our Random Forest algorithm achieves an accuracy of 85%,
and it is the method which identified the maximum number
of objects with the minimum contamination. Our analysis
also demonstrates that those methods based on kinematic
criteria, such as the tangential velocity cut, reduced proper
motion diagram or Toomre diagram are unable to efficiently
resolve the overlapping Galactic populations. On the con-
trary, the Random Forest algorithm is able to disentangle
these populations thanks to the use of the 8-dimensional
variable space, resulting all of them relevant in the classifi-
cation process.
Once applied to the 100 pc Gaia DR2 white dwarf sam-
ple, the identification of the Galactic populations yields
a ratio of 74:25:1 for the thin disk, thick disk and halo
white dwarfs, respectively. The corresponding numerical
spatial densities are, respectively, (3.6 ± 0.4) × 10−3 pc−3,
(1.2± 0.4) × 10−3 pc−3 and (4.8± 0.4) × 10−5 pc−3. A first
study of the main properties of the different identified Galac-
tic population has been done and are summarized as follows:
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• Concerning the thin disk population, the performance
of our Random Forest algorithm applied to the simulated
sample shows that 97% of the white dwarfs are correctly
identified and that the contamination (mostly from misclas-
sified thick disk objects) is 13%. The spatial distribution of
the Gaia DR2 classified thin disk population follows a clear
scale height profile of H = 200± 10 pc, while its motion dis-
tribution appears to be co-moving with the LSR. The thin
disk population presents a clear cut-off at MG = 15mag,
although we estimate a contamination of 35% in the range
15 < MG < 16 of non-thin disk stars. We also identify an
extended tail at lower magnitudes, possibly formed by ONe-
core white dwarfs.
• Although our Random Forest algorithm achieves the
highest identification percentage for the thick disk popula-
tion in the simulated sample (33%), this Galactic component
remains as the hardest group to be identified. The exist-
ing overlap in spatial and kinematic distributions and also
in photometric properties between the disk populations re-
quires radial velocity measurements to disentangle this pop-
ulation. Nevertheless, the Gaia DR2 thick disk population
identified here contains older and cooler white dwarfs than
those of a thin disk origin and also reveals a clear lag velocity
distribution of ≈ 30 kms−1 with respect to the LSR. More-
over, the spatial distribution perpendicular to the Galactic
plane is compatible with an uniform distribution (or at least
with an scale height law with H > 1500 pc) for the local
sample within 100 pc.
• Finally, a major effort has been put in the analysis of
the Gaia DR2 halo white dwarf population. The results
show that the capability of our Random Forest algorithm
to identify halo white dwarfs is 80% with a very low con-
tamination of 5%. We thoroughly checked the literature for
already published halo white dwarf candidates below 100 pc
and found that practically all of them are also properly iden-
tified by our algorithm. The halo population thus obtained is
in accordance with an old and high-speed population clearly
decoupled from the Galactic disk rotation. The 95 objects
identified by our algorithm constitute the most complete
and largest volume-limited sample of the halo white dwarf
population to date.
It is expected that forthcoming Gaia Data Releases as
well as next-generation wide field surveys will contribute ra-
dial velocity estimates among other relevant parameters that
may complement our study. In any case, the identification
of the halo white dwarf population, along with the thin and
thick disk populations, represents a necessary step towards a
better understanding of the star formation history, structure
and evolution of our Galaxy.
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