The article is devoted to results relating to the theory of rational approximation of an analytic function. Let f be an analytic function on the disk fz : jzj < g > 1. The rate of decrease of the best approximations n of a function f by the rational functions of order at most n in the uniform metric on the unit disk E with the center z = 0 i s investigated. The theorem connecting the rate of decrease of n with the order 0 o f f in the disk fz : jzj < g is proved. The proof of this results is based on an analysis of behavior of the singular numbers of the Hankel operator constructed from the function f:
INTRODUCTION
Let E = fz : jzj 1g, and f is an analytic function on the disk fz : jzj < g > 1. For any nonnegative i n teger n denote by R n a class of rational functions with complex coe cients of order at most n: For each n = 0 1 2 : : :
we de ne the number n by the next formula: n = n (f E) = inf 
which con rms Gonchar's conjecture. An investigation of behavior of singular numbers of Hankel operator constructed from function to be approximated allows to specify mentioned estimates (1) and (2) for holomorphic functions having the nite order in the disk fz : jzj < g: Theorem 1 . Let f be holomorphic on the open disk fz : jzj < g > 1, a n d let 0 be a n o r der of the function f in fz : jzj < g. 
We give some corollaries. By using the inequalities n n;1 0 , w e get the following upper estimate for lim sup 
INVESTIGATION OF THE HANKEL OPERATOR
In this section we present results needed below from the theory of the Hankel operator.
Let G be the disk of radius r 0 < r < with center z = 0 , and ; is a boundary of G. Denote There exist orthonormal systems of eigenfunctions of the operator (A f A f ) 1=2 corresponding to the sequence of singular numbers fs n g n 0 fq n g f n g such that the following formula for the product of singular numbers is valid:
where the right-hand side is a determinant of order k + 1 .
For any nonnegative i n teger n let M n (G) be the class of functions representable in the form h = p=q, where p 2 E 1 (G) and q is a polynomial of degree at most n q 6 0.
Let n = n (f G) be the best approximation of f in the space L 1 (;) in the class M n (G): 
THE PROOF OF THEOREM 1
Before proving Theorem 1 we remark that we can rewrite the formula (3) for the order of the function f in the disk fz : jzj < g in another form.
Let F = fz : jzj g: Denote by w 1 (z) = ln jzj= ln the solution of the Dirichlet problem in the domain C n (E F) = fz : 1 < jzj < g with respect to boundary data equal to 1 on @Fand to 0 on @E. For 0 < " < 1 we designate 1 (") = fz : w 1 (z) = "g:
It is not hard to see that the following formula for the order of the function f in the domain C n F = fz : jzj < g is valid:
= lim sup
where jjfjj 1(") = m a x z2 1(") jf(z)j.
Let E 1 = f : j j 1g and F 1 = f : j j 1= g be the preimages of E and F under the mapping z = 1 = . Let f 1 ( ) = f(1= ):
We mention that the equality n (f E) = n (f 1 E 1 ) (9) holds for all nonnegative i n teger n, where n (f 1 E 1 ) = inf 
where n = n (f 1 E 1 ): Hence, by ( 9 ) , w e get (4). We i n troduce the necessary notation. Let w(z) be the solution of the Dirichlet problem constructed the domains making up the domain Cn(E 1 F 1 ) = fz : 1= < j j < 1g with respect to boundary data equal to 1 on @F 1 and to 0 o n @E 1 . It will be assumed that w(z) is extended by continuity t o C :
w(z) = 1 for z 2 F 1 , and w(z) = 0 for z 2 E 1 . For an arbitrary number " with 0 < " < 1 l e t (") = fz : w(z) = "g and G(") = fz : w(z) > " g:
Before continuing with the proof of the theorem we note that the capacity C(E 1 F 1 ) of the condenser (E 1 F 1 ) satis es the following relations:
and C( (" 1 ) (" 2 )) = C(E 1 F 1 ) " 1 ; " 2 for 0 < " 2 < " 1 < 1:
Fix an arbitrary number 0 > and 0 < < 1=2. Let " 3 n = " 2 n =2 = =2n n = 1 2 : : :
Here it is assumed that (" 3 n ) is positively oriented with respect to G(" 3 n ).
In this subsection we p r o ve the inequality 
where fs k g s k = s k (f 1 G(" 3 n )), k = 0 1 2 : : : , is the sequence of singular numbers of the Hankel operator A f1 : H 2 (G(" 3 n )) ! H ?
2 (G(" 3 n )), constructed from the function f 1 .
It is not di cult to pass from the estimate (13) to (10), therefore we n o w restrict ourselves to proving the inequality (14).
We c hoose and x a positive i n teger n such that the contour (" 1 n ),
belongs to the domain G(" 2 n ): It will be assumed that (" 1 n ) i s positively oriented with respect to G(" 1 n ). Let us use the formula (6) : (21) Denote by g(z ) t h e Green's function of the domain G(" 2 n ) with singularity a t the point 2 G(" 2 n ). We estimate the product B 1 B 2 in the case when the variables i i = 0 : : : n belong to (" 1 n ). We use (17) and (18) We underscore that the given function is subharmonic in the domain G(" 2 n ) with respect to the variable i i = 0 : : : n when the remaining variables j 2 G(" 2 n ) j 6 = i j 2 f 0 1 : : : n g, are xed.
We use the maximum principle for subharmonic functions successively with respect to each v ariable, together with (21) and (22) ;w n ; n(n + 1 ) C( (" 1 n ) (" 2 n )) + k(n + 1 ) + ( n + 1 ) l n ( n + 1 )
where k > 0 is a positive constant. This, by (12), implies ;w n ;n(n + 1 ) ( " 1 n ; " 2 n ) C(E 1 F 1 ) + k(n + 1 ) + ( n + 1 ) l n ( n + 1 ) : As mentioned above, the relation (13) is thereby obtained. We n o w s h o w h o w to use the estimate (13) to get the inequality ( 1 0 ) .
Fix positive i n teger n. For an arbitrary function h representable in the form h = p=q, where p 2 E 1 (G(" 3 n )) q is a polynomial of degree at most n, with zeros outside (" 3 n ) q 6 0 we h a ve b y the Cauchy formula
where r 0 is the sum of the principal parts of h corresponding to poles of h laying in G(" 3 n ).
We estimate the integral in (27), getting jjf 1 ; f 1 (1) ; r 0 jj E1 C 6 jjf 1 ; hjj 1 
where the positive q u a n tity C 6 is independent o f h, n , and j, a n d jj jj 1 is the norm in the space L 1 ( (" 3 n )).
Using now the de nition of the quantity n and the fact that the rational function r 0 + f 1 (1) belongs to the class R n , w e h a ve from (28) the estimate n C 6 jjf 1 ; hjj 1 = dist(E 1 (" 3 n ))
Next, since h is an arbitrary function in M n (G(" 3 n )) and dist (E 1 (" 3 n )) C=n n C 7 n inf h2Mn(G("3 n )) jjf 1 ; hjj 1 = C 7 n n (f 1 G(" 3 n )):
We n o w use the relation (13) to get 
