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Abstract. In this work we are concerned with the following class of equations
−∆pu− λh(x)|u|
p−2
u = f(x)|u|γ−2u, in RN ,
involving indefinite weight functions. The existence of solution may depend on the parameter
λ. We analyze the extreme value λ∗ and study its relation with the Nehari manifold. Our goal
is to establish the existence of two solutions when λ > λ∗. This work extends and complements
the results obtained by J. Chabrowski and D.G. Costa [Comm. Partial Differential Equations
33 (2008), 1368–1394]
1. Introduction
In this work we study the following class of problems
(1.1)
{
−∆pu− λh(x)|u|
p−2u = f(x)|u|γ−2u in RN ,
u ∈ D1,p(RN ) ∩ Lγ(RN ),
where p ∈ (1,∞), γ ∈ (p, p∗), λ is a real parameter, h ∈ L
N
p (RN )∩L∞(RN ), f ∈ L∞(RN ) and
∆p is the p-Laplacian operator. Moreover, D
1,p(RN ) is the closure of C∞0 (R
N ) with respect to
the norm ‖u‖p
D1,p(RN )
=
∫
|∇u|p. We denote E ≡ D1,p(RN ) ∩ Lγ(RN ) and equip E with the
norm
‖u‖ =
[∫
|∇u|p +
(∫
|u|γ
) p
γ
] 1
p
.
Consider the eigenvalue problem
(1.2)
{
−∆pu = λh|u|
p−2u in Ω
u ∈ D1,p(Ω)
,
where Ω ⊂ RN is an open set. We denote the first eigenvalue of (1.2), when it exists, by λ1.
There is a large literature concerning existence results for several classes of problems related
to (1.1) and we refer to the readers, for example, [1–8,10,13,15] and references therein. In the
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work of Ouyang [15] the author has studied the class of problems
(1.3)
{
−∆pu− λh(x)|u|
p−2u = f(x)g(u) in Ω,
u ∈W 1,p0 (Ω),
in the particular case where p = 2, Ω ⊂ RN is a bounded domain, h(x) = 1 and g(u) = |u|γ−2u.
Ouyang proved the existence of λb > 0 such that problem (1.3) has at least two positive
solutions whenever λ ∈ (λ1, λb), at least one positive solution for λ = λb and does not admit
positive solutions for λ > λb. Later on in Alama-Tarantello [2], that result was generalized by
considering more general hypothesis on g and h(x) = 1. Precisely, it was introduced the notion
of “thickness”. When Ω = RN and p = 2, problem (1.3) was studied in Costa-Tehrani [8] and
they proved the existence of two solutions whenever λ is close to λ1.
In Il’yasov-Silva [13], problem (1.3) was studied when Ω bounded and g(u) = |u|γ−2u. By
following the ideas introduced in [12], the authors were able to provide existence of solutions
only by variational methods, by introducing the so-called extreme parameter λ∗ and ε > 0 for
which problem (1.3) has at least two positive solutions for λ ∈ (λ1, λ
∗+ ε). When Ω = RN and
g(u) = |u|γ−2u problem (1.3) was studied in [6] where the authors proved the existence of two
positive solutions for λ close to λ1.
Motivated by [12] and [13], our main goal is to extend and complement the results of [6], by
showing existence of two positive solutions for λ ∈ (λ1, λ
∗ + ε). As will become clear in the
work, there is a substantial difference when one tries to find solutions in (λ1, λ
∗) or λ ≥ λ∗. In
fact, the main technique employed in [6] to find solutions when λ is close to λ1, can be used to
provide existence of solutions when λ ∈ (λ1, λ
∗), however, it does not apply to the case λ ≥ λ∗.
In order to solve this problem, we borrow some ideas introduced in [13].
Let us introduce our main assumptions. For a function g : RN → R, denote Ω+g = {x ∈
R
N : g(x) > 0}, Ω−g = {x ∈ R
N : g(x) < 0} and Ω0g = {x ∈ R
N : g(x) = 0}. For a bounded
open set U ⊂ RN we denote by (λ1(U), φ1(U)) the first eigenpair associated with the operator
−∆p over U , when it exists, for example when U is a bounded regular domain. We assume the
following hypotheses on h, f :
(F1): Ω
+
f ,Ω
−
f are non empty sets with positive measure;
(F2): if int(Ω
0
f ) 6= ∅ then λ1(int(Ω
+
f ∪ Ω
0
f )) < λ1(int(Ω
0
f ));
(F∞): lim|x|→∞ f(x) = f(∞) < 0;
(Fφ1):
∫
f |φ1|
γ < 0.
Remark 1.
(1) Hypotheses (F1), (F∞) and (Fφ1) were all used in [6].
(2) Hypothesis (F∞) implies that Ω
+
f ,Ω
0
f are bounded sets and hence the eingevalues that
appear in (F2) are well defined.
(3) Hypothesis (F2) is the so-called “thickness” hypothesis (in a more quantitative form).
We need it here to show existence of solutions when λ ≥ λ∗.
In order to study the existence of solutions for problem (1.1) we use an approach based on
Nehari manifold method, see, e.g., [9,11,12]. Associated to Problem (1.1) we have the so-called
extreme value of the Nehari manifold method which is defined by the following minimization
problem
λ∗ = inf
{∫
|∇u|p∫
h|u|p
:
∫
f |u|γ ≥ 0,
∫
h|u|p > 0
}
,
see [12, 15]. The extreme value λ∗ defines a threshold for the applicability of the Nehari
manifold method, in the sense that if λ < λ∗ then the Nehari set is a C1-manifold and
3standard variational techniques may be applied in order to find critical points. In [6], in
order to show existence of two positive solutions for (1.1) when λ is close to λ1, the authors
have used that the Nehari set is in fact a manifold which is not topologically connected. Hence
a minimization argument in different components may be applied in order to find two positive
solutions for Problem (1.1). Since by definition, whenever λ ∈ (λ1, λ
∗) we have that the Nehari
set is a manifold, it follows that the method used in [6] does work for all λ ∈ (λ1, λ
∗). A
natural question arises: Can the same result be obtained when λ ≥ λ∗? In [13], the authors
have answered this question when the problem is defined on a bounded set. Precisely, they
have proved that there exist at least two positive solutions for problem (1.3), provided that
λ ∈ (λ∗,Λ), for some Λ > λ∗. For this purpose, the authors have used a variant of Nehari
manifold method. Our main goal here is to answer the question when Ω = RN . Due to the
lack os compactness, it is necessary to introduce new techniques in the method and assumption
(F∞) plays a very important role in the proof.
Now we are ready to state our main result.
Theorem 1.1. Suppose that (F1), (F2), (F∞) and (Fφ1) hold. Then, λ
∗ > λ1 and there exists
ε > 0 such that problem (1.1) has at least two positive solutions for all λ ∈ (λ1, λ
∗ + ε).
Remark 2. If we define
λ−∗ = sup
{∫
|∇u|p∫
h|u|p
:
∫
f |u|γ = 0,
∫
h|u|p < 0
}
,
then a similar theorem can be proved in the case that λ−∗ has a minimizer and λ < 0.
The paper is organized as follows: In the forthcoming Section we introduce and study the
Nehari sets associated to our problem. In Section 3, we show the existence of two positive
solutions to Problem (1.1), for λ ∈ (λ1, λ
∗]. In Section 4, we prove the existence of one positive
solution to Problem (1.1) when λ > λ∗. In Section 5, we use a Mountain Pass type argument
to obtain the second positive solution when λ > λ∗, which concludes the proof of Theorem 1.1.
Throughout the paper, we assume that all the hypotheses of Theorem 1.1 hold.
2. Finer Estimates Over the Nehari Sets
In this Section we study the so called Nehari sets. In what follows, we use the notation
Hλ(u) =
∫
|∇u|p − λ
∫
h|u|p and F (u) =
∫
f |u|γ , u ∈ E.
For each λ ∈ R, the energy functional associated with problem (1.1) is given by
Φλ(u) =
1
p
Hλ(u)−
1
γ
F (u), u ∈ E.
We say that u ∈ E is a solution to (1.1) if u is a critical point of the C1 functional Φλ. The
Nehari set associated to Φλ is defined as
Nλ :=
{
u ∈ E\{0} : Φ′λ(u)(u) = 0
}
.
Observe that if u ∈ E is a nontrivial critical point of Φλ, then u ∈ Nλ. We split Nλ into three
disjoint subsets:
N+λ :=
{
u ∈ Nλ : Φ
′′
λ(u)(u, u) > 0
}
= {u ∈ Nλ : Hλ(u) < 0, F (u) < 0},
N−λ :=
{
u ∈ Nλ : Φ
′′
λ(u)(u, u) < 0
}
= {u ∈ Nλ : Hλ(u) > 0, F (u) > 0},
N 0λ :=
{
u ∈ Nλ : Φ
′′
λ(u)(u, u) = 0
}
= {u ∈ E \ {0} : Hλ(u) = 0, F (u) = 0}.
By using the Implicit Function Theorem, one can easily prove the following result:
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Lemma 2.1. If N+λ ,N
−
λ are non-empty, then N
+
λ ,N
−
λ are C
1 manifolds of codimension 1 in
E.
The main point in defining the Nehari manifolds N+λ ,N
−
λ is that N
+
λ ∪ N
−
λ is a natural
constraint to our problem as we see in the next proposition.
Proposition 2.2. If u ∈ N+λ ∪N
−
λ is a critical point of Φλ restricted to N
+
λ ∪ N
−
λ , then u is
a critical point of Φλ.
In general the Nehari set N 0λ is not a manifold. Thus, since N
0
λ 6= ∅ implies that
N+λ ∪ N
−
λ ∩ N
0
λ 6= ∅, we must take some care with the set N
0
λ in order to search for critical
points of Φλ restricted to N
+
λ ∪N
−
λ . The study of N
0
λ is related to the extreme value (see [12])
(2.1) λ∗ = inf
{∫
|∇u|p∫
h|u|p
:
∫
f |u|γ ≥ 0,
∫
h|u|p > 0
}
.
Throughout the paper, we eventually study the convergence of minimizing sequences. For this
purpose we introduce some notations. Let (un) ⊂ E be a sequence such that un ⇀ u weakly
in E. Following [6] we define
(2.2) α∞ := lim
R→+∞
lim sup
n→+∞
∫
{|x|>R}
|un|
γ ,
(2.3) β∞ := lim
R→+∞
lim sup
n→+∞
∫
{|x|>R}
|∇un|
p,
where {|x| > R} = {x ∈ RN : |x| > R}. Hence, one has
(2.4)
∫
|u|γ + α∞ = lim sup
n→+∞
∫
|un|
γ ,
(2.5)
∫
f |u|γ + α∞f(∞) = lim sup
n→+∞
∫
f |un|
γ ,
(2.6)
∫
|∇u|p + β∞ = lim sup
n→+∞
∫
|∇un|
p.
Lemma 2.3. There holds λ∗ > λ1. Moreover, there exists a nonnegative function u
∗ ∈ E such
that
λ∗ =
∫
|∇u∗|p∫
h|u∗|p
and
∫
f |u∗|γ = 0.
Proof. Let (un) ⊂ E be a normalized minimizing sequence to λ
∗, that is, ‖un‖ = 1 and
lim
n→+∞
∫
|∇un|
p∫
h|un|p
= λ∗,
∫
f |un|
γ ≥ 0,
∫
h|un|
p > 0.
Notice that un ⇀ u
∗ weakly in E and ‖un‖D1,p → A ≥ 0 as n → +∞. If A = 0, then u
∗ = 0.
Thus, it follows from (2.4) that α∞ = 1. Hence, in view of (2.5) we have
f(∞) = lim sup
n→+∞
∫
f |un|
γ ≥ 0,
which contradicts assumption (F∞). Therefore, A > 0 and
lim
n→+∞
A∫
h|un|p
= λ∗,
∫
f |un|
γ ≥ 0,
∫
h|un|
p > 0.
5Now, we claim that u∗ 6= 0. In fact, if u∗ = 0, then by compactness (see [6]) we have that
limn→+∞ h|un|
p = 0, which is not possible and therefore u∗ 6= 0. From (F∞) and (2.5) one has∫
f |u∗|γ = −α∞f(∞) + lim sup
∫
f |un|
γ ≥ 0.
Thus, we conclude that
0 < ‖u∗‖ ≤ 1,
∫
h|u∗|p > 0 and
∫
f |u∗|γ ≥ 0.
We claim that λ∗ is achieved by u∗. For this purpose, it is suffices to prove that un → u
∗
strongly in D1,p(RN ). Suppose by contradiction that the strong convergence does not hold.
Thus, ‖∇u∗‖p < lim infn→+∞ ‖∇un‖p. Hence, we deduce that∫
|∇u∗|p∫
h|u∗|p
< lim inf
n→+∞
∫
|∇un|
p∫
h|un|p
= λ∗,
which contradicts the definition of λ∗. Therefore, u∗ is a minimizer of λ∗.
Now we claim that λ∗ > λ1. Indeed, it is obvious that λ
∗ ≥ λ1. If λ
∗ = λ1, then u
∗ = φ1
which contradicts the hypothesis (Fφ1). Therefore λ
∗ > λ1.
It remains to prove that
∫
f |u∗|γ = 0. Suppose by contradiction that
∫
f |u∗|γ > 0. Thus,
the set {
u ∈ E :
∫
f |u|γ > 0 and
∫
h|u|p > 0
}
,
is an open subset of E. Taking into account that u∗ is a local minimum, one sees that
p
∫
|∇u∗|p−2∇u∗∇v
∫
h|u∗|p − p
∫
|∇u∗|p
∫
h|u∗|p−2u∗v = 0,
for all v ∈ E. Since u∗ is a minimizer of λ∗ we conclude that∫
|∇u∗|p−2∇u∗∇v − λ∗
∫
h|u∗|p−2u∗v = 0, ∀ v ∈ E.
Once E is dense in D1,p(RN ) and the functional
D1,p(RN ) ∋ v 7−→
∫
h|u∗|p−2u∗v
is completely continuous, we conclude that∫
|∇u∗|p−2∇u∗∇v − λ∗
∫
h|u∗|p−2u∗v = 0, ∀ v ∈ D1,p(RN ).
Thus, λ∗ is an eigenvalue of Problem (1.2). Recall that the unique eigenfunction which does
not change sign is the one associated to λ1. Since λ
∗ > λ1 and u
∗ is non-negative, we get a
contradiction and therefore
∫
f |u∗|γ = 0. 
In view of the preceding Lemma, we obtain the following Corollary:
Corollary 2.4. There holds
λ∗ = inf
{∫
|∇u|p∫
h|u|p
:
∫
f |u|γ = 0,
∫
h|u|p > 0
}
.
In light of Lemma 2.3, we know that the minimization problem λ∗ has a minimizer. The
next result ensures that we can use this minimizer to get a solution of Problem (1.1).
Lemma 2.5. Suppose that u∗ ∈ E is a minimizer of λ∗. Then, there exists a constant t0 > 0
such that t0u
∗ is a solution of Problem (1.1) with λ = λ∗. Moreover t0u
∗ ∈ N 0λ∗.
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Proof. Let u∗ be a minimizer of λ∗. In order to use the Lagrange Multiplier Theorem, we first
prove that the derivative of the function D1,p ∋ u 7→ G(u) ≡ (
∫
h|u|p,
∫
f |u|γ) is surjective at
u∗. In fact, let α, β ∈ R be such that
(2.7) αp
∫
h|u∗|p−2u∗v + βγ
∫
f |u∗|γ−2u∗v = 0, ∀ v ∈ E.
By taking v = u∗ we easily conclude that α = 0. Now, let us suppose by contradiction that
β 6= 0. Thus, we have ∫
f |u∗|γ−2u∗v = 0, ∀ v ∈ E,
which implies that f |u∗|γ−2u∗ = 0 a.e. in RN and supp(u∗) ⊂ Ω0. If int(Ω0f ) = ∅, then we get
a contradiction. Let int(Ω0f ) 6= ∅ and consider
λ1(Ω
0
f ∪Ω
+
f ) = inf
{∫
|∇u|p∫
h|u|p
: u ∈W 1,p0 (Ω
0 ∪ Ω+),
∫
h|u|p > 0
}
.
By using (F2) and the fact that supp(u
∗) ⊂ Ω0 we deduce that
λ∗ ≤ λ1(Ω
0
f ∪ Ω
+
f ) < λ1(Ω
0
f ) = λ
∗,
which is not possible. Therefore, G′(u∗) is surjective and from the Lagrange Multiplier
Theorem, there exists ν ≥ 0 such that
(2.8)
(∫
|∇u∗|p∫
h|u∗|p
)′
· v = νγ
∫
f |u∗|γ−2u∗v, ∀ v ∈ E.
Notice that
(2.9)
(∫
|∇u∗|p∫
h|u∗|p
)′
· v =
p∫
h|u∗|p
(∫
|∇u∗|p−2∇u∗∇v − λ∗
∫
h|u∗|p−2u∗v
)
.
We claim that ν 6= 0. Indeed, if ν = 0, we combine (2.8) with (2.9) to conclude as in the proof
of Lemma 2.3 that λ∗ = λ1, which is a contradiction. Therefore ν 6= 0 and
p
∫
|∇u∗|p−2∇u∗∇v − pλ∗
∫
h|u∗|p−2u∗v = γν
∫
h|u∗|p
∫
f |u∗|γ−2u∗v, ∀ v ∈ E.
Multiplying the last equation by |t|p−2t, where t 6= 0, we obtain that for all v ∈ E, there holds
p
∫
|∇(tu∗)|p−2∇tu∗∇v − pλ∗
∫
h|tu∗|p−2tu∗v = γν|t|p−γ
∫
h|u∗|p
∫
f |tu∗|γ−2u∗v.
By choosing t = t0 such that γν|t0|
p−γ
∫
h|u∗|p = 1, the proof is completed. 
As a consequence of Corollary 2.4 and Lemma 2.5 we obtain our main result in relation to
the Nehari set N 0λ .
Proposition 2.6. If λ ∈ (λ1, λ
∗), then N 0λ = ∅. Moreover, if λ ≥ λ
∗, then N 0λ 6= ∅.
Proof. Indeed, assume that λ ∈ (λ1, λ
∗) and suppose on the contrary that there exists u ∈ N 0λ .
From the definition we have that u 6= 0 and u ∈ N 0λ if, and only if∫
|∇u|p − λ
∫
h|u|p =
∫
f |u|γ = 0.
It follows that ∫
|∇u|p∫
h|u|p
= λ < λ∗,
∫
h|u|p > 0,
∫
f |u|γ = 0,
7which contradicts Corollary 2.4 and therefore N 0λ = ∅ if λ ∈ (λ1, λ
∗). In view of 2.5 we
conclude that N 0λ∗ 6= ∅. In order to prove that N
0
λ 6= ∅ for λ > λ
∗, we note that the functional
R : X → [0,∞) defined by
R(u) :=
∫
|∇u|p∫
h|u|p
, u ∈ X ,
where X = {u ∈ E \{0} :
∫
h|u|p > 0,
∫
f |u|γ = 0} is continuous. Note that if λ = R(u), then∫
|∇u|p − λ
∫
h|u|p =
∫
f |u|γ = 0,
and hence u ∈ N ∗λ . Therefore it is enough to prove that there exists a sequence (un) ⊂ X such
that R(un)→∞ as n→∞. For this purpose note that if
u ∈ X ∩ {u ∈ E : ‖u‖ = 1},
and un → u in E, then R(un) → ∞. Since
∫
h|tu|p = tp
∫
h|u|p and
∫
f |tu|γ = tγ
∫
h|u|γ one
conclude that X ∩ {u ∈ E : ‖u‖ = 1} 6= ∅ and therefore the proof is completed. 
3. Two Solutions For λ ∈ (λ1, λ
∗]
In this section we show the existence of two positive solutions to Problem (1.1) for
λ ∈ (λ1, λ
∗]. We point out that in [6] the existence of two positive solutions was proved
for λ > λ1 and close to λ1. However, we emphasize here that the method employed there does
work for all λ ∈ (λ1, λ
∗). The case λ = λ∗ is more delicate and requires new ideas. Consider
the constrained minimization problems
(3.1) Jˆ−λ := inf{Φλ(u), ∀ u ∈ N
−
λ },
and
(3.2) Jˆ+λ := inf{Φλ(u), ∀ u ∈ N
+
λ }.
Similarly to [6] we introduce the following sets:
L−(λ) :=
{
u ∈ E : ‖u‖D1,p = 1 and
∫
|∇u|p − λ
∫
h|u|p < 0
}
,
B+(λ) :=
{
u ∈ E : ‖u‖D1,p = 1 and
∫
f |u|γ > 0
}
.
As an application of Proposition 2.6 we obtain the following Corollary:
Corollary 3.1. For each λ ∈ (λ1, λ
∗), there holds L−(λ)∩B+(λ) = ∅. For each λ ≥ λ∗, there
holds L−(λ) ∩B+(λ) 6= ∅.
Proof. Indeed, suppose that there exists u ∈ L−(λ) ∩ B+(λ), therefore u ∈ N 0λ and from
Proposition 2.6 λ ≥ λ∗. 
By using Corollary 3.1, J. Chabrowski and D.G. Costa [6], have proved the following
Theorem:
Theorem 3.2. For each λ ∈ (λ1, λ
∗), there exists uλ ∈ N
+
λ and wλ ∈ N
−
λ such that
Jˆ−λ = Φλ(wλ), Jˆ
+
λ = Φλ(uλ) and uλ, wλ are solutions of (1.1).
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Since L−(λ) ∩ B+(λ) 6= ∅ for λ ≥ λ∗ the technique used in [6] no longer applies to prove
existence of solutions, therefore, a new idea has to be introduced in order to study this case.
We start with the case λ = λ∗. Let us introduce the subset of E given by
Θ+λ :=
{
u ∈ E\{0} :
∫
|∇u|p − λ
∫
h|u|p < 0 and
∫
f |u|γ < 0
}
.
By using the Fibering Method of Pohozaev [11,16], we have that for each u ∈ Θ+λ , there exists
a unique s = s+λ (u) > 0 given by
(3.3) s+λ (u) =
[∫
|∇u|p − λ
∫
h|u|p∫
f |u|γ
] 1
γ−p
,
such that su ∈ N+λ . Hence, we have the following characterization
N+λ =
{
su : s = s+λ (u) and u ∈ Θ
+
λ
}
.
With the preceeding parametrization of the Nehari manifold we observe that J+λ := Φλ |N+
λ
:
N+λ → R is given by
(3.4) J+λ (u) =: Φλ(s
+
λ (u)u) = −cp,γ
∣∣∫ |∇u|p − λ ∫ h|u|p∣∣ γγ−p∣∣∫ f |u|γ∣∣ pγ−p , u ∈ Θ+λ ,
where cp,γ = (γ − p)/pγ.
Remark 3. Notice that J+λ (u) is 0-homogeneous on Θ
+
λ , i.e., J
+
λ (tu) = J
+
λ (u), for each t > 0
and u ∈ Θ+λ . For this reason, throughout the paper we consider normalized sequences.
By similar ideas used in [11] we deduce the following technical Lemmas:
Lemma 3.3. If DvJ
+
λ (v)(η) = 0 for all η ∈ E\{0}, then s
+
λ (v)v is a weak solution of Problem
(1.1).
Lemma 3.4. The function (λ1, λ
∗) ∋ λ 7→ Jˆ+λ is decreasing.
Proof. Suppose that λ < λ′ and observe that Θ+λ ⊂ Θ
+
λ′ . Choose vλ ∈ Θ
+
λ (given by Theorem
3.2) such that Jˆλ = Jλ(vλ). It follows that
Jˆλ′ ≤ Jλ′(vλ) < Jλ(vλ) = Jˆλ,
which finishes the proof. 
Lemma 3.5. Under the assumptions of the Lemma 3.6 there holds
Jλ(v) ≤ lim inf
n→+∞
Jλn(vn).
Proof. In view of (2.5) we have that F (v) ≥ lim supn→+∞ F (vn). Thus, −F (v) ≤
lim infn→+∞(−F (vn)). Since F (v), F (vn) < 0 one has |F (v)| ≤ lim infn→+∞ |F (vn)|. Hence,
we have
(3.5) − cγ,p
|Hλ(v)|
γ
γ−p
|F (v)|
p
γ−p
≤ −cγ,p
|Hλ(v)|
γ
γ−p
lim inf
n→+∞
|F (vn)|
p
γ−p
.
Notice that
−cγ,p|Hλ(v)|
γ
γ−p ≤ −cγ,p lim sup
n→+∞
|Hλn(vn)|
γ
γ−p ,
9which together with (3.5) implies that
(3.6) Jλ(v) ≤ −cγ,p
lim sup
n→+∞
|Hλn(vn)|
γ
γ−p
lim inf
n→+∞
|F (vn)|
p
γ−p
= lim inf
n→+∞
Jλn(vn),
and the proof is complete. 
Now, we consider the minimization problem
Jˆ+λ := min
{
J+λ (v) : v ∈ Θ
+
λ ∩ S
}
,
where S := {u ∈ E : ‖u‖ = 1}.
Theorem 3.6. Suppose the assumptions of Theorem 1.1, then there exists a minimizer
vλ∗ ∈ Θ
+
λ∗ of Jˆ
+
λ∗ such that uλ∗ := s(vλ∗)vλ∗ is a weak solution to (1.1).
Proof. Indeed suppose that λn ↑ λ
∗ as n→ +∞. In light of Theorem 3.2, for each n ∈ N there
exists vλn ∈ Θ
+
λn
∩ S such that J+λn(vλn) = Jˆ
+
λn
and
(3.7) −∆pvλn − λnh(x)|vλn |
p−2vλn = s
+
λn
(vλn)
γ−pf(x)|vλn |
γ−2vλn .
Once |vλn | also satisfies J
+
λn
(|vλn |) = Jˆ
+
λn
, we can assume without loss of generality that vλn ≥ 0
for each n. Up to a subsequence, we may assume that vλn ⇀ v weakly in E. Arguing as in
the proof of Lemma 2.3 one can deduce that ‖vλn‖D1,p → B > 0 as n → +∞. Thus, since
vλn ∈ Θ
+
λn
it follows that
0 < B ≤ λ∗
∫
h|v|p,
which implies that v 6= 0.
Now, let us prove that v ∈ Θ+λ∗ . Since vn ∈ Θ
+
λn
one has
(3.8)
∫
|∇v|p − λ∗
∫
h|v|p ≤ lim inf
n→+∞
(∫
|∇vλn |
p − λn
∫
h|vλn |
p
)
≤ 0.
and from the definition of λ∗ we also have that
(3.9)
∫
f |v|γ ≤ 0.
Now, we suppose by contradiction that
∫
f |v|γ = 0. From Corollary 2.4, we conclude that
Hλ∗(v) = 0, that is ∫
|∇v|p − λ∗
∫
h|v|p = 0,
which implies from (3.8) that
(3.10) lim
n→+∞
[∫
|∇vλn |
p − λn
∫
h|vλn |
p
]
= 0.
By using (3.4), the fact that the function (λ1, λ
∗) ∋ λ 7→ Jˆ+λ is decreasing (see Lemma 3.4)
and (3.10), we conclude that
(3.11) lim inf
n→+∞
∫
f |vλn |
γ = 0.
Thus, using (2.5) we deduce that α∞ = 0. Therefore, vλn → v strongly in L
γ(RN ) which
jointly with (3.10) implies that vλn → v strongly in E. In view of (3.7), it follows that
(3.12) −∆pv − λ
∗h(x)|v|p−2v = lim
n→+∞
s+λn(vλn)
γ−pf(x)|vλn |
γ−2vλn , in R
N .
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In view of Lemma 2.5, there exists t0 > 0 such that t0v is a solution of Problem (1.1). Thus,
one has
(3.13) −∆pv − λ
∗h|v|p−2v = tγ−pf |v|γ−2v, in RN .
Combining (3.12) and (3.13) we obtain
lim
n→+∞
s+λn(vλn)
γ−pf(x)|vλn |
γ−2vλn = t
γ−pf |v|γ−2v.
Since vλn → v strongly in L
γ(RN ) we conclude that limn→+∞ s
+
λn
(vλn)
γ−p = tγ−p. Therefore,
s+λ∗ ∈ (0,+∞). Hence, we observe from (3.3) and (3.4) that
0 > J+λn(vλn) = −cp,γs
+
λn
(vλn)
p
∣∣∣∣
∫
|∇vλn |
p − λn
∫
h|vλn |
p
∣∣∣∣ = on(1),
which is not possible once (λ1, λ
∗) ∋ λ 7→ Jˆ+λ is decreasing. Therefore,
∫
f |v|γ < 0.
Finally, if ∫
|∇v|p − λ∗
∫
h|v|p = 0,
then using (2.5) and arguing as in (3.10) and (3.11) we deduce that
0 ≤ −α∞f(∞) =
∫
f |v|γ < 0,
which is not possible. Therefore, v ∈ Θ+λ∗ . In order to prove that vλn → v strongly in E,
suppose by contradiction that the strong convergence does not hold, thus from Lemma 3.5 we
obtain that
J+λ∗(v) < lim infn→∞
J+λn(vn) = lim infn→∞
Jˆ+λn .
Observe that for sufficiently large n there holds vλn ∈ Θ
+
λn
. Moreover one can easily see that
J+λn(v)→ J
+
λ∗(v). It follows that
J+λ∗(v) < lim infn→∞
Jˆ+λn ≤ limn→∞
J+λn(v)→ J
+
λ∗(v),
which is a contradiction and therefore vλn → v strongly in E. We conclude that
(3.14) Jˆ+λn = J
+
λn
(vλn)→ J
+
λ∗(v) ≥ Jˆ
+
λ∗ , as λn ↑ λ
∗.
We claim that J+λ∗(v) = Jˆ
+
λ∗ . Suppose by contradiction that J
+
λ∗(v) > Jˆ
+
λ∗ . Note that
or Jˆ+λ∗ = −∞ or Jˆ
+
λ∗ ∈ (−∞, 0). Let us suppose the case Jˆ
+
λ∗ = −∞, the other one is
studied by a similar argument. In this case, for any η > 0 there exists wη ∈ Θ
+
λ∗ such that
J+λ∗(wη) < J
+
λ∗(v) − η. For given ε > 0 there is n1 ∈ N such that
(3.15) |J+λn(wη)− J
+
λ∗(wη)| < ε, ∀n ≥ n1.
In view of (3.14) there exists n2 ∈ N such that
(3.16) |Jˆ+λn − J
+
λ∗(v)| < ε, ∀n ≥ n2.
Thus, for n ≥ n0 := max{n1, n2}, it follows from (3.15) and (3.16) that
J+λ∗(v)− ε < Jˆ
+
λn
≤ J+λn(wη) < J
+
λ∗(wη) + ε < J
+
λ∗(v) − η + ε.
Since ε and η are arbitrary we get a contradiction. Therefore, J+λ∗(v) = Jˆ
+
λ∗ and if uλ∗ :=
sλ∗(v)v, then from Lemma 3.3 the proof is complete.

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4. First Solution for λ > λ∗
In this section we prove existence of one positive solution to problem (1.1) when λ > λ∗. To
this end we need to provide some estimates concerning the minimizers of Jˆ+λ∗ .
Lemma 4.1. There exists µ0 ∈ (λ1, λ
∗) such that each minimizer vλ∗ ∈ Θ
+
λ∗ of Jˆ
+
λ∗ satisfies∫
|∇vλ∗ |
p − µ0
∫
h|vλ∗ |
p < 0.
Proof. Suppose by contradiction that for each µ ∈ (λ1, λ
∗), there exists vµ ∈ Θ
+
λ∗ ∩S such that
(4.1) Jˆ+λ∗ = J
+
λ∗(vµ) and
∫
|∇vµ|
p − µ
∫
h|vµ|
p ≥ 0.
It follows that there exist sequences µn ↑ λ
∗ and vn ≡ vµn ∈ Θ
+
λ∗ ∩ S satisfying (4.1). Observe
that
|Hλ∗(vn)−Hµn(vn)| =
∣∣∣∣(λ∗ − µn)
∫
h|vn|
p
∣∣∣∣→ 0, as n→∞.
Therefore, Hλ∗(vn)→ 0 as n→∞. We may assume, up to a subsequence, that vn ⇀ v weakly
in E. Arguing as in the proof of Lemma 3.6 we conclude that v 6= 0. Notice that
0 > Jˆ+λ∗ = J
+
λ∗(vn) = −cp,γ
∣∣∫ |∇vn|p − λ∗ ∫ h|vn|p∣∣ γγ−p∣∣∫ f |vn|γ∣∣ pγ−p ,
which implies that
lim
n→+∞
∫
f |vn|
γ = 0.
In view of (2.5) we get ∫
f |v|γ = −α∞f(∞) ≥ 0.
Since v is an admissible function to the minimizing problem (2.1), it follows from Corollary
(2.4) that α∞ = 0. Thus,∫
|∇v|p − λ∗
∫
h|v|p = 0 and
∫
f |v|γ = 0,
and hence vn → v in E. From
−∆pvn − λnh(x)|vn|
p−2vn = s
+
λ∗(vn)
γ−pf(x)|vn|
γ−2vn,∀ n
and Lemma 2.5 we must conclude that s+λ∗(vn)→ s ∈ (0,∞), however, since
0 > Jˆ+λ∗ = J
+
λ∗(vn) = −cp,γs
+
λ∗(vn)
p
∣∣∣∣
∫
|∇vn|
p − λ∗
∫
h|vn|
p
∣∣∣∣ ,
we infer that s+λ∗(vn)→∞, a contradiction. 
The idea behind Lemma 4.1 is to separate the minimizers of Jˆ+λ∗ from N
0
λ∗ . Once we have
such a separation we can prove
Lemma 4.2. For each µ ∈ (λ1, λ
∗), there exists cµ < 0 such that∫
f |v|γ ≤ cµ, ∀v ∈ Θ
+
µ ∩ S.
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Proof. Suppose by contradiction that there exist µ ∈ (λ1, λ
∗) and a sequence (vn) ⊂ Θ
+
µ ∩ S
such that
(4.2) lim
n→+∞
∫
f |vn|
γ = 0.
Since ‖vn‖ = 1 we may assume up to a subsequence that vn ⇀ v weakly in E. It follows from
(F∞), (2.5) and (4.2) that
(4.3)
∫
f |v|γ = −α∞f(∞) ≥ 0.
Arguing as in the proof of Lemma 3.6 we conclude that v 6= 0. Thus, one has∫
|∇v|p − λ∗
∫
h|v|p ≤ lim inf
n→+∞
[∫
|∇vn|
p − λ
∫
h|vn|
p + (µ− λ∗)
∫
h|vn|
p
]
< 0,
which implies that
(4.4)
∫
|∇v|p∫
h|v|p
< λ∗.
Since v 6= 0 and (4.3) holds, it follows that v is an admissible function for the minimization
problem (2.1). Therefore, (4.4) contradicts the definition of λ∗ which finishes the proof. 
For given λ ≥ λ∗ and µ ∈ (λ1, λ
∗) we introduce the following family of constrained
minimization problems
(4.5) Jˆ+λ (µ) := inf
{
J+λ (v) : v ∈ Θ
+
µ ∩ S
}
.
In light of Lemma 4.2 one can conclude that Jˆ+λ (µ) > +∞.
Proposition 4.3. Let λ ≥ λ∗ and µ ∈ (λ1, λ
∗). Then, there exists a minimizer vλ(µ) of (4.5).
Proof. Let (vn) ⊂ Θ
+
µ ∩ S be a minimizing sequence of (4.5), that is, J
+
λ (vn) → Jˆ
+
λ (µ), as
n→ +∞. Arguing as in the proof of Lemma 3.6, there exists v ∈ E, v 6= 0, such that, up to a
subsequence, vn ⇀ v weakly in E. Since (vn) ⊂ Θ
+
µ one has
(4.6)
∫
|∇v|p − µ
∫
h|v|p ≤ lim inf
n→+∞
(∫
|∇vn|
p − µ
∫
h|vn|
p
)
≤ 0.
We claim that
(4.7)
∫
f |v|γ < 0.
In fact, let us suppose by contradiction that
(4.8)
∫
f |v|γ ≥ 0.
In view of (4.6) we have ∫
|∇v|p∫
h|v|p
≤ µ < λ∗.
If (4.8) holds, then v is an admissible function to the minimizing problem (2.1), and we get
a contradiction. Therefore, (4.7) holds. Hence, (4.6) and (4.7) imply that v ∈ Θ
+
µ . It follows
from Proposition 3.5 that
J+λ (v) ≤ lim infn→+∞
J+λ (vn) = Jˆ
+
λ (µ),
which implies that J+λ (v) = Jˆ
+
λ (µ), that is, v := vλ(µ) is a minimizer of (4.5). 
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Let us introduce the following sets:
Sλ(µ) :=
{
v ∈ Θ
+
µ ∩ S : J
+
λ (v) = Jˆ
+
λ (µ)
}
,
S∂λ (µ) :=
{
v ∈ Sλ(µ) :
∫
|∇v|p − µ
∫
h|v|p = 0
}
.
Lemma 4.4. Let λ0 ≥ λ
∗ and µ ∈ (λ1, λ
∗) be such that S∂λ0(µ) = ∅. Then, there exists ε > 0
such that S∂λ (µ) = ∅, for all λ ∈ [λ0, λ0 + ε).
Proof. Arguing by contradiction, let us suppose that for each n ∈ N, there exist λn ≥ λ0 and
vn := v
+
λn
(µ) ∈ S∂λn(µ). Moreover, suppose that λn → λ0 as n → +∞. Arguing as before, we
may assume that, up to a subsequence, vn ⇀ v weakly in E and v 6= 0. Arguing as in the proof
of Proposition 4.3 we conclude that v ∈ Θ
+
µ . By using Poincare´ inequality and Lemma 4.2, we
have that∣∣∣(−J+λ (w))γ−pγ − (−J+λ0(w))γ−pγ
∣∣∣ = cp,γ |λ− λ0|
∣∣∫ h|w|p∣∣∣∣∫ f |w|γ∣∣ pγ ≤ cp,γ
|λ− λ0|
λ1
1
|cµ|
p
γ
,
for all w ∈ Θ¯+µ ∩ S. In view of Proposition 3.5, one has
(4.9) J+λ0(v) ≤ lim infn→+∞
J+λn(vn) =: Jˆ
+ < +∞,
for all w ∈ Θ
+
µ and λ ≥ λ1. Therefore, J
+
λn
→ J+λ0(w) uniformly on w ∈ Θ
+
µ , which implies that
Jˆ+ = Jˆ+λ0(µ). Thus, since v ∈ Θ
+
µ , we conclude that J
+
λ0
(v) = Jˆ+λ0(µ). Hence, v = vλ0(µ) and∫
|∇v|p − µ0
∫
h|v|p = 0.
Therefore, v ∈ S∂λ0(µ) which is a contradiction and finishes the proof. 
Now, we are able to prove the existence of a positive solution to Problem (1.1) for λ > λ∗.
Theorem 4.5. There exists ε > 0 such that for any λ ∈ (λ∗, λ∗ + ε), Problem (1.1) admits a
positive weak solution.
Proof. In view of Lemma 4.1, there exists µ0 ∈ (λ1, λ
∗) such that any minimizer vλ∗ ∈ Θ
+
λ∗ of
Jˆ+λ∗ satisfies Hµ0(vλ∗) < 0. Thus, we have S
∂
λ (µ0) = ∅. Hence, it follows from Lemma 4.4 that
there exists ε > 0 such that S∂λ (µ0) = ∅, for all λ ∈ [λ
∗, λ∗ + ε). In light of Proposition 4.3, for
any λ ∈ (λ∗, λ∗ + ε) there exists a minimizer of (4.5), i.e., there exists vλ(µ0) ∈ Θ
+
µ0
such that
J+λ (vλ(µ0)) = Jˆ
+
λ (µ0). Therefore, Lemma 3.3 implies that uλ := s
+
λ (vλ(µ0))vλ(µ0) is a weak
solution of Problem (1.1) for λ ∈ (λ∗, λ∗ + ε). Since |uλ| ∈ Θ
+
µ0
and J+λ (uλ) = J
+
λ (|uλ|), we
may assume that uλ ≥ 0 in R
N . By using Strong Maximum Principle we conclude that uλ > 0
in RN . This finishes the proof. 
Remark 4. It is worthwhile to mention that the solution obtained in Proposition 4.5 may
depend on the parameter µ ∈ (λ1, λ
∗). A natural question arises: What is the dependence of
the parameter? By similar arguments to [13, Corollary 3.4] one can deduce that at least locally
the set of minimizers Sλ(µ) does not depend on the parameter µ ∈ (λ1, λ
∗).
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5. Second Solution for λ > λ∗
In this Section we complete the proof of Theorem 1.1. To this end we look for a second
solution for Problem (1.1) when λ > λ∗. For this purpose, we adapt the ideas introduced
in [13, Section 4]. In fact, the Mountain Pass geometry is obtained by similar calculations and
we omit the proof. The problem here is the lack of compactness inherit from the unbounded
domain. For this reason, it is necessary to use new techniques in order to show that (P.-S.)
sequences converge strongly to weak solutions. In view of Lemma 4.1, there exists µ0 ∈ (λ1, λ
∗)
such that any minimizer vλ∗ of Jˆ
+
λ∗ satisfies Hµ0(vλ∗) < 0.
Let ε > 0 be the parameter obtained in Proposition 4.5 and λ ∈ (λ∗, λ∗ + ε). We define
µλ := sup
{
µ ∈ (µ0, λ
∗) : Jˆ+λ (µ) = Jˆ
+
λ (µ0)
}
.
Notice that if λ ∈ (λ∗, λ∗ + ε), µ ∈ (λ1, λ
∗) and v ∈ S∂λ (µ
λ), then |v| ∈ S∂λ (µ
λ). For
λ ∈ (λ∗, λ∗ + ε), let vλ ∈ S
∂
λ (µ
λ) be a fixed nonnegative function and let uλ ∈ Θ
+
µ0
be the
positive solution which has been obtained in Proposition 4.5. Let us define
cλ := inf
η∈Γλ
max
t∈[0,1]
Φλ(η(t)),
where
Γλ := {η ∈ C([0, 1], E) : η(0) = uλ, η(1) = vλ} .
By the same ideas used in [13] we can obtain some auxiliary lemmas which imply the mountain
pass geometry. We summarize the results in the following Proposition:
Proposition 5.1. For any λ ∈ (λ∗, λ∗ + ε), the following facts hold:
(i) µ0 < µ
λ < λ∗;
(ii) Jˆ+λ (µ
λ) = Jˆ+λ (µ0) and S
∂
λ (µ
λ) 6= ∅;
(iii) There exists jλ such that Φλ ≥ jλ > Jˆ
+
λ (µ0), for all u ∈ ∂Θ
+
µ0
;
(iv) For any η ∈ Γλ, there exists t0 ∈ (0, 1) such that η(t0) ∈ ∂Θ
+
µ0
;
(v) There exists η¯ ∈ Γλ such that Hλ∗(η¯(t)) < c < 0, for all t ∈ [0, 1];
(vi) Jˆ+λ (µ0) < cλ < 0.
Remark 5. Note that condition (vi) of Proposition 5.1 gives the desired mountain pass
geometry to Φλ with respect to cλ.
We emphasize that the main problem here is to overcome the difficulty imposed by the lack of
compactness. Precisely, it is not clear that the energy functional Φλ satisfies the Palais-Smale
condition at level c ∈ R, i.e., if (P.-S.) sequences admit a strong convergent subsequence. Now,
we prove that if this fact holds then we have the existence of a positive solution with energy
at a mountain pass level.
Theorem 5.2. Let λ ∈ (λ∗, λ∗ + ε) and suppose that Φλ satisfies the (P.-S.) condition at the
level cλ. Then, Problem (1.1) admits a positive weak solution uλ such that Φλ(uλ) = cλ.
Proof. Let (ηn) ⊂ C([0, 1], E) be a sequence of paths such that
lim
n→+∞
max
t∈[0,1]
Φλ(ηn(t)) = cλ.
We may assume without loss of generality that ηn is nonnegative in R
N for all n ∈ N. For any
ǫ > 0 consider the set
ηn,ǫ =
{
u ∈ E : inf
t∈[0,1]
‖u− ηn(t)‖ ≤ ǫ
}
∩Kcλ,2ǫ,
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where
Kcλ,2ǫ = {u ∈ E : |Φλ(u)− cλ| ≤ 2ǫ} .
In view of [14, Theorem E.5], there exists a sequence (un) ⊂ E which satisfies
(5.1) Φλ(un)→ cλ, Φ
′
λ(un)→ 0 and inf
t∈[0,1]
‖un − ηn(t)‖ → 0, as n→ +∞.
By hypothesis, up to a subsequence, un → uλ strongly in E\{0}, Φλ(uλ) = cλ and Φ
′
λ(uλ) = 0.
Moreover, uλ ≥ 0 in R
N . Therefore, Strong Maximum Principle implies that uλ > 0 in R
N ,
which finishes the proof. 
In view of the preceding Proposition, it remains to prove that Φλ satisfies the Palais-Smale
condition. For this purpose, the hypothesis (F∞) plays a very important role in our technique.
Proposition 5.3. Suppose that (un) ⊂ E \ {0} is a (P.-S.) sequence at level c < 0, i.e.
(5.2) Φλ(un)→ c < 0, Φ
′(un)→ 0, n→∞.
Assume that B is an open ball contained in Ω0f . If λ is not an eingenvalue of −∆p over B, then
(un) has a strong convergent subsequence with limit point uλ ∈ E \ {0} satisfying Φλ(uλ) = c
and Φ′λ(uλ) = 0.
Proof. We claim that the sequence (‖un‖) is bounded. Indeed, suppose on the contrary that,
up to a subsequence, we have ‖un‖ → ∞, as n→∞. Write vn = un/‖un‖ and suppose without
loss of generality that vn ⇀ v weakly in E,
∫
h|vn|
p →
∫
h|v|p and vn → v strongly in L
γ
loc(R
N ).
It follows from (5.2) that
(5.3)
Hλ(un)
p
−
F (un)
γ
= c+ o(1),
and
(5.4)
Hλ(un)− F (un)
‖un‖p
= o(1).
We first prove that v 6= 0. In fact, combine (5.3) with (5.4) to obtain
(5.5)
γ − p
pγ
‖un‖
γ−pF (vn) =
c+ o(1)
‖un‖p
.
Since c < 0 we conclude that F (vn) < 0 for n sufficiently large. From (5.4) it follows that∫
|∇vn|
p < λ
∫
h|vn|
p for n sufficiently large. If v = 0 then
∫
|∇vn|
p → 0 as n→∞ and hence∫
|vn|
γ → 1 as n→∞. From (2.4) it follows that α∞ = 1 and from (2.5) we conclude that
lim sup
n→∞
F (vn) = f(∞) < 0,
which contradicts (5.5). Therefore, v 6= 0. Now observe that
(5.6) −∆pvn − λh|vn|
p−2vn − ‖un‖
γ−pf |vn|
γ−2vn = o(1).
Since (vn) is bounded, we obtain from (5.6) that f |vn|
γ−2vn → 0, as n→∞. Thus, the support
of v is contained on Ω \ (Ω+ ∪ Ω−). Once ‖vn − v‖ is bounded, by choosing vn − v as test
function in (5.6), we conclude that
(5.7) lim
n→∞
[
−∆pvn(vn − v)− λh|vn|
p−2vn(vn − v)− ‖un‖
γ−pf |vn|
γ−2vn(vn − v)
]
= 0.
Notice that f |vn|
γ−2vnv = 0, for n ∈ N. Thus, it follows from (5.5) that ‖un‖
γ−pF (vn) = o(1).
In view of (5.7) we have
(5.8) lim
n→∞
−∆pvn(vn − v) = lim
n→∞
[
λh|vn|
p−2vn(vn − v)− ‖un‖
γ−pF (vn)
]
= 0.
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By using the estimates
(5.9) −∆p(vn − v)(vn − v) ≥


cp
∫
|∇vn −∇v|
p, p ≥ 2,
cp
∫
|∇vn −∇v|
2
(|∇vn|+ |∇v|)p−2
, 1 < p < 2,
jointly with (5.8), we conclude that vn → v strongly in D
1,p(RN ). Thus, one has
(5.10) −∆pv − λh|v|
p−2v = lim
n→∞
‖un‖
γ−pf |vn|
γ−2vn.
By taking w ∈ E with compact support contained in B as test function in (5.10), we conclude
that λ is an eigenvalue to −∆p over B, which is not possible. Therefore, (‖un‖) is bounded.
We may assume, without loss of generality, that un ⇀ uλ weakly in E,
∫
h|un|
p →
∫
h|uλ|
p and
un → uλ strongly in L
p
loc(R
N ) and Lγloc(R
N ). If uλ = 0, then from (5.5) we get a contradiction
and hence uλ 6= 0. Hence, for each ϕ ∈ C
∞
0 (R
N ) there holds
lim
n→∞
[
−∆pun(ϕ(un − uλ))− λh|un|
p−2un(ϕ(un − uλ))− f |un|
γ−2un(ϕ(un − uλ))
]
= 0,
which implies that
(5.11) lim
n→∞
−∆pun [ϕ(un − uλ)] = 0, ∀ ϕ ∈ C
∞
0 (R
N ).
Observe that
−∆pun [ϕ(un − uλ)] =
∫
ϕ|∇un|
p−2∇un(∇un −∇uλ) +
∫
|∇un|
p−2∇un∇ϕ(un − uλ).
Thus, one has
(5.12) lim
n→∞
−∆pun(ϕ(un − uλ)) = lim
n→∞
∫
ϕ|∇un|
p−2∇un(∇un −∇uλ), ∀ ϕ ∈ C
∞
0 (R
N ).
We combine (5.9), (5.11) and (5.12) to obtain that |∇un| → |∇uλ| in L
p
loc(R
N ) and hence
Φ′λ(uλ)ϕ = limΦ
′
λ(un)ϕ = 0, ∀ ϕ ∈ C
∞
0 (R
N ).
Since C∞0 (R
N ) is dense in E, we conclude that Φ′λ(uλ) = 0. Now we claim that un → uλ in E.
Indeed, from limn→∞Φ
′
λ(un)un = 0 we conclude from (2.2) and (2.5) that
Hλ(uλ) + β∞ = F (uλ) + α∞f(∞).
Once Φ′λ(uλ) = 0 it follows that β∞ = α∞f(∞). Therefore, β∞ = α∞ = 0 which implies the
strong convergence un → uλ in E and consequently Φλ(uλ) = c. 
Now we prove the main result of this work
Proof of Theorem 1.1. The inequality λ∗ > λ1 follows from Lemma 2.3. The existence of uλ
is a consequence of Theorems 3.2, 3.6 and 4.5. The second solution wλ follows from Theorem
3.2 when λ ∈ (λ1, λ
∗) and from Proposition 5.3 combined with Theorem 5.2 in the case where
λ ∈ (λ∗, λ∗ + ε).

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