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Abstract— Safe and efficient crowd navigation for mobile
robot is a crucial yet challenging task. Previous work has shown
the power of deep reinforcement learning frameworks to train
efficient policies. However, their performance deteriorates when
the crowd size grows. We suggest that this can be addressed
by enabling the network to identify and pay attention to the
humans in the crowd that are most critical to navigation. We
propose a novel network utilizing a graph representation to
learn the policy. We first train a graph convolutional network
based on human gaze data that accurately predicts human
attention to different agents in the crowd. Then we incorporate
the learned attention into a graph-based reinforcement learning
architecture. The proposed attention mechanism enables the
assignment of meaningful weightings to the neighbors of the
robot, and has the additional benefit of interpretability. Exper-
iments on real-world dense pedestrian datasets with various
crowd sizes demonstrate that our model outperforms state-of-
art methods by 18.4% in task accomplishment and by 16.4%
in time efficiency.
I. INTRODUCTION
With the rapid development of artificial intelligence tech-
nologies, mobile robot navigation has many vital applica-
tions in crowded pedestrian environments such as hospitals,
shopping malls, and canteens. In these scenarios with dense
crowds, navigating robots safely and efficiently is a crucial,
yet still challenging, problem [1].
Traditional approaches often treat pedestrians as simple
dynamic obstacles and focus only on the next step [2],
[3]. Since these approaches do not model human behavior,
they result in behavior that can seem unnatural and short-
sighted. To achieve better long-term navigation, many re-
search efforts have included reasoning about human intention
and prediction of human trajectories before planing [4],
[5]. However, doing prediction and planing separately may
cause the freezing robot problem when crowd density grows,
because the planner believes every forward path will cause
collision [6]. To address this problem, a key solution is to
consider the impact of the motion of the robot on the crowds.
Current solutions can be divided into two categories:
model based and learning based. Model-based methods
mainly extend existing multi-agent collision avoidance so-
lutions with explicit models of social interactions [7], [8].
However, the model parameters need to be tuned for different
application scenarios. More recent research has used deep
reinforcement learning (RL) successfully to learn efficient
policies that model the cooperation and interactions implic-
itly [9]–[11].
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Fig. 1: We propose to represent the interactions among hu-
mans and robot as a graph with both nodes and edges varying
over time. We use attention to modulate the adjacency matrix
of a GCN to manage the feature processing and aggregation.
Deep RL methods proposed for crowd navigation have
been model-based. They use reinforcement learning to learn
a deep neural network that estimates the value function
of a given robot-crowd configuration. This value function
is used in conjunction with a state transition function to
perform action selection. To handle varying crowd sizes,
the value estimation is often done by first estimating a
fixed dimensional vector representing the robot-crowd state
that combines information across the humans in the crowd,
and then estimating the value from this fixed dimensional
representation. Previously proposed approaches differ pri-
marily in the structure of the networks used to encode
the robot-crowd state and to estimate the corresponding
value. There are several limitations of current models, which
cause their performance to degrade when the crowd density
increases [9], [10]. First, existing models have considered
only pairwise interactions between the robot and each human
in the crowd. By estimating these pairwise interactions
independently, these approaches do not completely capture
the global and dynamic nature of crowd interactions. Sec-
ond, information about the crowd is obtained by combining
information from these pairwise interactions by pooling [9],
[12], [13], a maximum operation [11] or an LSTM that
combines information sequentially from humans in the crowd
according to their closeness to the robot [10]. This does not
completely capture important structural information about
the geometric configuration of the crowd as a whole and
the robot’s relationship to it.
This work addresses these previous shortcomings in two
ways. First, we use a graph structure to represent the crowd
state. Second, we use gaze data from humans performing
a navigation task to learn a network that assigns different
weights to different agents in the crowd according to their
c© 2019 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or
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importance according to a measure of attention.
As depicted in Fig. 1, for robot navigation in dynamic
crowds, it is natural to use a graph structure, which captures
the relations (edges) between agents (nodes) to represent
the crowd state. Recently, Graph Convolutional Networks
(GCNs) have been successfully applied with arbitrarily struc-
tured graphs in various areas, such as social networks [14]
and citation networks [15]. A GCN takes a feature matrix
that represents attributes of each node as the input, and
efficiently aggregates features from a neighborhood defined
by an adjacency matrix. One advantage of using a GCN to
encode the state is that the interactions between nodes can
be modulated easily by changing the adjacency matrix.
Previous research has shown that many visuomotor tasks
such as driving [16], [17] and video games [18] can benefit
from the guidance of human attention as measured by gaze.
Therefore, it is promising to investigate whether incorporat-
ing information about human attention information can also
benefit mobile robot navigation.
We propose a novel attention-based RL approach to robot
navigation using graph representation. We first train a two-
layer GCN to predict human attention to the surrounding
pedestrians while navigating in a simulator. The learned
attention weights are incorporated into the adjacency matrix
of a second GCN that is used to estimate the robot-crowd
state. Finally, a deep neural net is used to estimate the
corresponding value function.
There are three primary contributions of our work. First,
we train an attention network that accurately predicts human
attention in crowd navigation scenarios. Second, we propose
a novel graph-represented reinforcement learning method for
the crowd navigation task and demonstrate the architecture
has significant benefits in learning an effective policy, which
handles varying numbers of neighbors naturally and exhibits
high extensibility. The architecture can be conveniently ex-
tended to more complex scenarios by adjusting the adjacency
matrix. Third, we show that incorporating learned attention
weights into a graph representation based reinforcement
learning algorithm outperforms the state-of-the-art methods
on real-world pedestrian trajectories data.
II. RELATED WORK
In this section, we first summarize prior work in robot
navigation. Then we introduce related work for graph-based
deep learning. Finally, we review related work about the role
of attention in different visuomotor learning tasks.
A. Robot navigation in crowds
Previous researchers have proposed many methods to solve
the navigation problem. The Social Force Model [19] is
one of the representative methods that has been successfully
applied and extended in different environments [7], [20],
[21]. Reciprocal velocity obstacles (RVO), which consider
communications with other agents, were proposed in multi-
agent navigation scenarios [2]. More recently, ORCA was
proposed in [3]. It enables multiple robots to avoid colli-
sions when navigating in a cluttered workspace. The main
limitations of these model-based methods are that they
require tedious parameter selection and that they may lead
to unnatural robot behaviors, since they do not fully capture
real human behavior.
Alternatively, imitation learning aims to learn optimal poli-
cies from human demonstrations directly. In the context of
robot navigation, previous work has used imitation learning
to obtain policies from raw 2D laser data [22] or depth inputs
[23] in a supervised way. Inverse reinforcement learning has
also been applied to model human cooperative navigation
behavior through a maximum entropy method [24], [25].
Deep reinforcement learning algorithms learn policies
while the robot interacts with the environment through trial-
and-error. For robot navigation, recent work has used rein-
forcement learning methods to learn policies from raw sensor
inputs [26] or agent-level representations of the environment
[9], [10]. Learning from raw sensor representation has the
benefit that static and dynamic obstacles can be considered
together through a single neural network. However, an agent-
level representation can provide a richer high-level represen-
tation of pedestrian intent that is difficult to extract from
raw sensor information. One challenge is the varying crowd
size. Everett et al. [10] converted the state of a variable-
sized crowd to a fixed-length vector using an LSTM module
that processed each pedestrian’s state in descending order of
their distance from the robot. However, the assignment of the
importance according to distance is not always reasonable.
For example, a pedestrian closely following a robot may
be less important than a farther pedestrian in front of it.
A recent work [9] adopted a self-attention module to assign
different relative importances to different parts of the crowd.
In our work, we infer the relative importance of neighboring
humans to the robot by learning attention weights from gaze
data collected from humans performing a crowd navigation
task.
B. Graph representation learning
Graph Convolutional Networks (GCNs) have attracted
much attention for graph representation learning since they
generalize the convolution operation to graph-structured data
efficiently. GCNs have achieved remarkable successes in
various research areas such as citation networks [15], social
networks [14] and material property prediction [27]. In the
training of a GCN, a binary adjacency matrix is commonly
used. However, the adjacency matrix can be weighted for
adaptive and dynamic aggregation of neighbors’ information.
A Graph Attention Network (GAT) [28] is a variant of
a GCN, which adopts a self-attention mechanism allowing
the assignment of different importances to different nodes.
Similarly, the Edge Attention based multi-relational GCN
[29] replaces the adjacency matrix with a real-valued at-
tention matrix, and learns the attention weights to optimize
chemical property prediction. In this work, we modulate the
interactions in the crowds by using attention weights learned
from human gaze data to determine the adjacency matrix.
C. Human attention in visuomotor learning
Human attention has been proved to be beneficial in
learning effective policies for many visuomotor tasks, such
as Atari games [18] and autonomous driving [16], [17].
Liu et al. [16] trained a conditional GAN to predict human
attention and incorporated it into an end-to-end autonomous
driving network. They added the predicted gaze map as
an extra input to the network. Similarly, Zhang et al. [18]
proposed an attention guided imitation learning network,
which also treats the gaze map as additional image input
in the task of eight Atari Games.
Chen et al. proposed a novel form of dropout mod-
ulated by human gaze maps in imitation networks [17].
The proposed gaze-modulated dropout leads to significant
improvements in driving performance.
Here, we explore a novel way to incorporate human
attention into deep reinforcement learning for the robot
navigation task. We demonstrate significant benefits of our
method in navigation performance.
III. METHODOLOGY
As shown in Fig.4, we designed a network to estimate
the value function. The network utilized graph convolution,
where the adjacency matrix is determined by another two-
layer GCN which was learned based on human attention data.
The value function is learned by reinforcement learning.
A. Graph-based crowd representations
Similar to the relations inside social networks, we rep-
resented the interactions among the robot and humans with
graph structures. Each node denotes a human or robot. Edges
denote the connections between them.
Handling the varying numbers and large densities of hu-
mans has always been a problem for crowd robot navigation.
However, with the graph representations, the problem can
be solved neatly. Unlike previous works that required an
additional aggregation step to filter the features from humans
or to combine them sequentially, we took advantage of the
graph convolution layers. The output features of robot node
aggregate information from the human nodes naturally.
A key feature of the graph convolutional layer is to
generate a state embedding that contains information from
related nodes. The layer-wise update rule is given by:
Hl+1 = σ
(
AHlWl
)
(1)
Hl contains the input node features of all nodes in the lth
layer. It has size N × I , where N is the number of nodes in
the graph and I is the input feature length. Hl+1 ∈ RN×O
contains the O output features of each node. Wl ∈ RI×O is
a weight matrix. The adjacency matrix A ∈ RN×N defines
the weights for combining the features from different nodes
in the graph. We normalize it so that the sum of each row
is equal to one. σ(·) denotes the activation function, which
we choose to be the Relu.
The adjacency matrix reflects the topology of the graph
structure. Zero values represent no connections between
Fig. 2: Adjacency matrix of the graph network for robot-
crowd interactions. The red area considers the robot attention
on the humans as well as itself. The green area considers the
visibility of the robot to the human. The blue area considers
the interaction among the crowd. The subscripts ’r’ and ’h’
indicate the robot and human respectively.
corresponding nodes. Higher values represent stronger con-
nections. For the graph of interactions among the robot and
humans, the meaning of the adjacency matrix is shown in
Fig.2. The adjacency matrix is divided into three functional
areas. The red area and green area are related to the human-
robot interactions. Elements in the red area represent the
importance that the robot assigns to the humans and itself,
which can also be interpreted as attention. Elements in the
green area indicate the influence of the robot on the humans.
It may vary from human to human according to their mental
state or concentration. The worst case is the humans not
noticing the robot, which leads to zero values. The blue area
considers the interactions inside the crowd (human-human
interactions). The adjacency matrix can be designed to reflect
different situations conveniently and efficiently.
In this work, we focused on the red area and investigated
a method to set the weights assigned to the robot and the
humans. For the green and blue areas, we set the values as
shown in Equation 2 and Equation 3 respectively.
air = 1/2, i = 1, 2, ...n (2)
aij =
{
0, i 6= j
1/2, i = j
(3)
We propose to utilize learned human attention to mod-
ulate the adjacency values in the red part. The proposed
method is referred to as Gaze modulated GCN based
RL (G-GCNRL). As baselines, we trained models with
distance-related weights (D-GCNRL) and uniform weights
(U-GCNRL). For the D-GCNRL, the adjacency values were
set using the attention weights in Equation 9, described later.
For the U-GCNRL, the adjacency values in the red part were
all equal and summed to one.
B. Graph-based deep V-learning
As mentioned above, the graph representation is beneficial
for aggregating information about the crowd. We utilized the
GCN to extract a representation of the influence of the crowd
state on the robot. Interactions between the robot and humans
were considered. The graph topology is shown in Fig.3. The
input to each node (snav) was designed to incorporate both
robot and node information:
robot
goal
human
x
y
Fig. 3: Topology of graph for crowd feature learning. The
black arrows indicate the moving directions of robot and
humans. The red and green arrows indicate the x and y axes
of the robot-centric coordinates. The blue lines represent the
graph edges.
Algorithm 1: Deep V-learning
/* Imitation learning */
Input: collected state-value pairs (snav, V )
1 for epoch← 1 to num of epochs do
2 Vˆ = F (snav,w)
3 e = MSE (V, Vˆ )
4 w = backprop (e,w)
5 end
/* Reinforcement learning */
6 for episode← 1 to num of episodes do
7 while not reach goal, collide or timeout do
8 sˆt+1nav = propogate (at, s
t
nav)
9 at = argmaxat∈A R (s
t
nav, at) + γ F (ˆs
t+1
nav,w)
10 stnav = update (at, s
t
nav)
11 end
12 Update replay buffer O.
13 Train value network with data from O.
14 end
snav = [sr, sn], (4)
sr = [dg, vpref , θ, rr, vrx , vry ], (5)
sn = [x, y, vnx , vny , rn, dr, rn + rr]. (6)
sr represents the state of the robot, including distance from
the goal, preferred velocity, moving direction, radius of
footprint and velocities. sn represents the state of the node
(robot n = 0, or human n = {1, ..., N}), including positions,
velocities, radius, distance to the robot and sum of the
radii. All the velocities and positions are in a robot-centric
coordinate system where the x axis points in the direction
of the goal.
As shown in the top of Fig.4, the input state of each
node first passes through a multilayer perceptron (MLP) to
increase the feature length to 100 for sufficient expressive
power. The output features {ei}Ni=0 are sent into the GCN,
which has two graph convolutional layers. We extracted the
output features C0 of robot node as the crowd features. The
robot node aggregates information about the humans through
the graph convolutions. After that, the extracted crowd fea-
tures together with the robot status are concatenated and sent
into the value network for V-learning.
One of the key set of parameters in the GCN is the
adjacency matrix, as this captures the influence of the states
of different nodes on their neighbors. Similar to the graph
attention network (GAT) [28], we set the values of the
adjacency matrix based on values of attention, which were
computed by another neural network. However, unlike the
GAT, we used a different network architecture, as described
in the next section, and trained the attention weights to mimic
these estimated from human gaze data, rather than to capture
the concept of self-attention.
As shown in Algorithm 1, the value network learned the
value of a robot state, which guides the action selection of
the robot. We followed the problem formulation and reward
function design in [9] [11]. Given space limitations, some
details are omitted. The learning process of the value network
consists of two stages. At the first stage, the network was
trained with supervision. It learned to imitate the demonstra-
tions of ORCA, which drives the robot through the crowd
to the destination. For data collection, both successful cases
and failure cases were recorded. We collected data in the
simulation environment from the augmented crowd dataset
Students001 [30]. It contains real human trajectories with
high crowd density. We simulated the sequential state update
of humans as the robot navigated inside the crowd.
After initialization by imitation learning, the value network
was trained further by reinforcement learning. We used the
same environment for training. For each episode, we sampled
multiple actions from the action space (A) at every step.
We selected the action with the largest value. States of
the robot and humans were then updated, and the state-
value pairs stored in the replay buffer. We kept a size limit
on the buffer so the old pairs were replaced by new ones
gradually. For imitation learning, we collected 3000 episodes.
For reinforcement learning, we ran 20000 episodes and set
the buffer size to 100000 state-value pairs.
C. GCN to predict human attention
We used a GCN to compute the attention weights. Similar
to the crowd feature extraction, we established graphs having
a star topology with the robot as the central connection
point. Elements likely to affect the attention distribution
of robot directly were considered. Therefore, humans, the
robot and the goal were all included as the graph nodes.
The connections between the robot and humans as well as
between the robot and its goal were the graph edges. We
used a graph representation to extract crowd features, as it
is a meaningful and efficient way for data aggregation. The
problem of learning attention is a node regression problem,
since we must assign an attention weight to every node.
Input features of the robot, humans, and robot goal were
represented as:
satt = [x, y, vx, vy], (7)
where [x, y] and [vx, vy] denote the position and velocity in
the robot-centric coordinate system.
Each node generated an attention weight as its output. The
network contained two GCN layers with output sizes of 128
and 1. The forward model of our attention network follows
[15]:
H2 = softmax
(
AReLU
(
AH0W0
)
W1
)
(8)
150100
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Fig. 4: Framework of graph based V-learning with learned human attention. The upper part and the lower part show the
graph based V-learning and the attention network respectively. They are connected through the adjacency matrix of the
GCN contained in the policy network. Rows of matrix marked with r, g and h indicate robot, goal, and human relevant
content, respectively. Columns of matrix marked with s{r,n,att} have the contents following their definitions accordingly.
The extracted crowd features (marked as c0) are from the output of robot node. The value prediction is marked as Vˆ .
Here, W0 and W1 denote the input-to-hidden and hidden-
to-output weight matrices respectively. H0 and H2 denote
the input and output of the attention network respectively.
The adjacency matrix A had a similar form as in U-GCNRL.
Elements in the first row were all equal.
We used ReLU as the activation function. Dropout was
applied after each graph convolutional layer with a drop
probability of 0.5. The network output went through a
softmax function to ensure that the attention weights summed
to one.
The attention network G was learned with supervision.
The ground truth was generated from human gaze data. Gaze
data collected while subjects attempted to navigate through
the crowd to the goal using a joystick, while viewing the
scene from overhead. We reproduced the scene in the real
world crowd dataset [30]. For training, we used the state-
attention weight pairs collected in Students001 environment.
We collected gaze data for multiple starts with varying crowd
sizes and densities, resulting in around 1700 state and atten-
tion pairs. To generate the ground truth attention weights, we
first created a Gaussian mixture density over space by placing
a Gaussian with standard deviation equals to two degree
of visual angle at each gaze point in a temporal window
from -0.1 to +0.1 seconds around the current time point. We
assigned attention weights to each node by sampling from
the density according to the node location, and normalized
so that the attention weights summed to one. We used the L1
loss function and trained the network for 400 epochs until
convergence.
IV. EXPERIMENTAL RESULTS
In this section, we evaluated our attention network and
our G-GCNRL model. Due to the dynamic nature of the
experiment, we encourage readers to view the video1 for a
1Available from the supplementary files or the website: https://
sites.google.com/view/gazenav
Fig. 5: Learned attention weights from our attention network
are shown by the radius of the purple circle surrounding
each human. Measured gaze trajectory is shown in blue. Red
arrows indicate the instantaneous velocity of each agent.
better understanding.
A. Human attention modelling
Figure 5 compares the estimated attention weights and
the ground truth gaze trajectory for a test crowd scene. The
robot’s path to the goal was blocked by two humans moving
to the left. To avoid them, the human steered the robot so
that it followed the human moving to the right. The learned
attention weights are largest for the humans near the gaze of
the human operator. These correspond to the humans being
avoided and the human being followed. Thus, the learned
attention network can necessarily infer which human in the
crowd are most important.
To evaluate the predicted attention weights quantitatively,
we calculated the similarity between predicted attention
weights and the ground truth weights using two standard
Students001 Students003 NYC-GC Zara2 Hotel ETH
40 /frame 26 /frame 30 /frame 7 /frame 6 /frame 6 /frame
Fig. 6: Dataset for simulation environment setting up. The colorful lines show the trajectories of pedestrians. For better
visualization, the trajectories shown here have gone through ten times down sampling. The black triangles show the starting
positions and goals of the robot, which are 4m away from the center. The average number of humans per frame are shown
below each image. Students001, 003 and Zara2 are from [30]. NYC-GC is from [31]. Hotel and ETH are from [32].
KL-D CC
Predicted attention weights 0.49 0.74
Distance related weights 0.99 0.61
Self-attention weights in [9] 0.92 0.63
TABLE I: Similarity of attention estimates. KL-D denotes
Kullback-Leibler divergence and CC denotes Correlation
Coefficient.
metrics: the Kullback-Leibler divergence (KL) and the Cor-
relation Coefficient (CC). Smaller KL and larger CC denote
better similarity. For comparison, we also consider two
alternate ways to assign attention weights: based on distance
and based on SARL [9]. Intuitively, humans close to the robot
should exert a stronger influence on the robot. Therefore,
we considered assigning attention weights that decayed with
the distance between the human and the robot: as shown in
Equation 9.
aij =
e−d
2
ij/σ
2∑n
j=1 e
−d2ij/σ2
, i = 1, 2, ..n (9)
σ2 was set to 2, which was found empirically by brute
force search to maximize success rate of the D-GCNRL
after imitation learning. The other baseline we chose was the
weights obtained from the self-attention module of SARL.
The attention weights predicted by our network closely
match the ground truth weights. As shown in Table. IV-
A, the KL divergence for the predicted attention weights
is 50.5% smaller than for the distance related weights and
46.7% smaller than for the self-attention weights. Similarly,
the CC for the predicted attention weights is 21.3% larger
than for the distance related weights and 17.5 % larger than
for the self-attention weights.
B. Graph represented reinforcement learning with attention
To verify the performance of the proposed method and
the advantage of our two innovations (the introduction of the
graph structure and the use of attention weights learned from
human gaze), we first compared our G-GCNRL to the state-
of-the-art SARL (Table II). Then we performed additional
ablation studies to validate the performance gains of each of
the two innovations individually and in combination (Tables
III - IV). All tests were conducted in the environments shown
in Fig. 6 with random selection of the starting frames. We
set the robot to start at each black triangle and go to the
opposite one. We collected the results of each model over
2500 trials.
1) Comparing with SARL: Similar to our G-GCNRL
approach, SARL assigns different importances to different
humans. There are two differences: we use a GCN to estimate
the value function and use human gaze data to learn the
attention weights. Therefore, we implemented another model
(SA-GCNRL) to demonstrate the advantages of using the
GCN alone.
SA-GCNRL: We replaced the learned human attention in
G-GCNRL with the self-attention of SARL.
As shown in Table II, SA-GCNRL achieves on average a
7.9% higher success rate and a 6.0% shorter navigation time
than SARL.
The G-GCNRL to SA-GCNRL comparison shows the ad-
vantage of using the learned attention weights learned from
human gaze data. As shown in Table II, G-GCNRL achieves
a 9.7% higher success rate and an 11.1% shorter navigation
time than SA-GCNRL.
Taken together, the results demonstrate the superiority of
both graph-based feature aggregation and of the learned
human attention. Both combined lead to significant im-
provement, 18.4% higher success rate and 16.4% shorter
navigation time.
Fig. 7 shows two examples of trajectories generated by G-
GCNRL and SARL in both a simple environment (Zara2) and
a dense environment (NYC-GC). In the simple environment,
we can see that the robot (green circle) controlled by
SARL almost stopped between 6 and 8 seconds, whereas
the velocity of the robot controlled by G-GCNRL was much
more constant. It reached the final goal in 12.4 s rather than
the 14 s taken by SARL. For the dense environment, the path
taken by the G-GCNRL robot after 6 s is much straighter
than the path taken by SARL robot. The G-GCNRL robot
achieves its goal in 9.2 s, rather than the 10 s taken by the
SARL robot. For both environments, G-GCNRL achieves the
goal faster than SARL. It can be observed that SARL took
more conservative policies. The robot waited somewhere or
changed direction unnecessarily. G-GCNRL drove the robot
more smoothly.
2) Ablation study for learned human attention: To eval-
uate the benefits of the learned attention, we compared the
results of G-GCNRL with two other methods (D-GCNRL and
U-GCNRL). D-GCNRL weights the importance of humans by
the distance from the robot. U-GCNRL set equal attention
weights for all nodes.
Using attention weights learned from human gaze im-
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Fig. 7: Trajectory of robot running in the simulated environments, with both simple case (Zara2) and hard case (NYC-GC)
showed here. The highlighted green lines showed the trajectory of robot and the other colors showed the humans’. The
timestamp of each circle are marked.
Success Rate Navigation Time
Student003 NYC-GC Zara2 Hotel ETH AVG Student003 NYC-GC Zara2 Hotel ETH AVG
SARL 0.692 0.358 0.815 0.581 0.657 0.621 13.1 13.8 12.9 13.4 13.9 13.4
SA-GCNRL 0.616 0.431 0.838 0.683 0.782 0.670 12.0 12.0 13.2 12.8 13.0 12.6
G-GCNRL 0.753 0.453 0.936 0.703 0.831 0.735 11.2 11.8 10.9 11.1 11.1 11.2
TABLE II: Comparison to the state-of-the-art, SARL.
Success Rate Navigation Time
Student003 NYC-GC Zara2 Hotel ETH AVG Student003 NYC-GC Zara2 Hotel ETH AVG
G-GCNRL 0.753 0.453 0.936 0.703 0.831 0.735 11.2 11.8 10.9 11.1 11.1 11.2
SA-GCNRL 0.616 0.431 0.838 0.683 0.782 0.670 12.0 12.0 13.2 12.8 13.0 12.6
D-GCNRL 0.556 0.405 0.876 0.699 0.790 0.665 12.7 13.8 11.5 9.3 10.3 11.5
U-GCNRL 0.671 0.387 0.928 0.687 0.827 0.700 11.2 12.0 10.1 9.3 10.2 10.6
TABLE III: Additional ablation study to show the advantage of the attention weights trained based on human gaze data.
Success Rate Navigation Time
Student003 NYC-GC Zara2 Hotel ETH AVG Student003 NYC-GC Zara2 Hotel ETH AVG
SA-GCNRL 0.616 0.431 0.838 0.683 0.782 0.670 12.0 12.0 13.2 12.8 13.0 12.6
SARL 0.692 0.358 0.815 0.581 0.657 0.621 13.1 13.8 12.9 13.4 13.9 13.4
U-GCNRL 0.671 0.387 0.928 0.687 0.827 0.700 11.2 12.0 10.1 9.3 10.2 10.6
UARL 0.591 0.310 0.816 0.477 0.636 0.566 12.7 13.1 14.0 14.0 15.0 13.8
TABLE IV: Additional ablation study to show the advantage of the graph structure.
proved the success rate significantly. As shown in Table
III, the success rate of G-GCNRL was 10.5% higher than
that of D-GCNRL and 5.0% higher than that of U-GCNRL.
However, if the goal was achieved, the navigation time of G-
GCNRL was not shorter. U-GCNRL generally achieved the
shortest navigation time.
3) Ablation study for graph structure: To evaluate the
benefits using the GCN structure to estimate the crowd state,
we ran two comparisons. Both confirm the advantage of the
graph structure.
First, we compared U-GCNRL, a GCN where all attention
weights were equal with UARL, a SARL-like network where
all of the attention weights were equal. As shown in Table
IV, U-GCNRL achieves 23.7% higher success rate and 23.2%
shorter navigation time.
Second, we compared SA-GCNRL, a GCN with attention
weights determined by SARL, and SARL. As shown in Table
IV, SA-GCNRL achieves 7.9% higher success rate and 6.0%
shorter navigation time.
4) Performance in different environments: Of all the test-
ing environments, NYC-GC is the most complex, with on
average 30 humans per frame. In addition, the humans were
moving in multiple directions. All models obtained the worst
performance in NYC-GC (Table II-IV). The models with
uniform attention (UARL and U-GCNRL) performed much
worse than corresponding models with self attention (SARL)
or learned human attention (G-GCNRL). For crowds with
low densities, the performance of the methods was more
similar. This is expected, since when the crowd size is
small, it is relatively easy to keep track of all the humans.
However, when the crowd size is large, this quickly becomes
overwhelming. Attention becomes critical in enabling the
system to focus on the most important parts of the crowd.
In all environments, the G-GCNRL achieves highest success
rate.
V. CONCLUSION
In this paper, we presented a crowd navigation method for
mobile robots and demonstrated its efficacy on real-world
dense pedestrian data. The proposed method outperforms
the state-of-the-art. There are two key innovations in our
work. The first innovation is the introduction of a graph
convolutional network (GCN) for reinforcement learning to
integrate information about the environmental context of the
robot. The GCN makes our approach natively adaptable
to varying crowd sizes in a principled way. The influence
of different agents can be controlled by changing the ad-
jacency matrix. The second innovation is the introduction
of an attention network trained using human gaze data for
assigning adjacency values. The two innovations enhance
the performance of the network may also be useful in other
applications.
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