Abstract. We study two special cases of the planar least gradient problem. In the first one, the boundary conditions are imposed on a part of the strictly convex domain. In the second case, we impose the Dirichlet data on the boundary of a rectangle, an example of convex but not strictly convex domain. We show the existence of solutions and study their properties for particular cases of data.
Introduction
We are interested in the two-dimensional case of the least gradient problem (1.1) min
where Γ is an open subset of ∂Ω. Here, T Γ u denotes the restriction of the trace Tu to Γ. We establish connections between (1.1) and the following problem appearing in the Free Material Design (FMD), see [4] , [11] , (1.2) inf
where ν is the outer normal to ∂Ω, and p · ν| Γ is a properly defined trace operator. Since u appearing in (1.1) is a scalar function as opposed to a vector field p in (1.2), we may say that (1.1) represents a dimensional reduction of (1.2) . We note at this stage that a regularity assumption on ∂Ω must be made so that the trace is well-defined, see [2] .
In Section 2, we show how to reduce (1.2) to (1.1) when Ω is convex. We discuss there the various definitions of traces and we show how the boundary data f and g are related.
Once this is done, we address the following problems: 1) Boundary data may be specified on a set Γ essentially smaller than ∂Ω, the rest of the boundary remains free. We will study this problem in Section 3 when Ω is strictly convex with C 1 boundary and Γ is an arc. Our existence result, Theorem 3.1, is shown for continuous f having one-sided limits at Γ endpoints. Uniqueness and further properties are studied in Theorem 3.2.
2) Loads at the boundaries in (1.2) may be concentrated at a few points and be zero elsewhere. This corresponds to piecewise constant f in (1.1). This is analyzed in Section 5 also for strictly convex C 1 domains Ω.
3) We relax the strict convexity condition in Section 4, and consider the basic case of 1 Ω being a rectangle. In this case the data f are continuous on ∂Ω. The main result is Theorem 4.1, which is applied to a special case in subsection 4.2.
The opening Section 2 is devoted to establishing a relationship between the two minimization problems. On the way, we have to discuss various notions of traces, which is particularly important when we want to compute the normal trace of vector valued measures, see Definition 2.2 and Remark 2.1. The basic properties of sets of finite perimeter are recalled in paragraph 3.1.
The least gradient problem, (1.1), with Γ = ∂Ω, attracted attention of many authors, [1] , [12] , [15] , [14] , [13] , [17] , [16] , [6] who addressed (1.1), as well as its anisotropic or non-homogeneous generalizations.
We are particularly interested in the result by Sternberg et al., see [17] , who showed existence and uniqueness of solutions of (1.1) when Γ = Ω and the boundary data f are continuous. The authors of [17] showed that solutions to the least gradient problem are less smooth than the boundary data.
The method of proof in [17] is constructive, and it is based on the fundamental result in [1] showing that superlevel sets of solution to (1.1) are minimal surfaces. In Section 3, we extend the method used in [17] , to find solutions to (1.1) when Γ ∂Ω by constructing explicitly their level sets, see paragraph 3.2. We use this approach in Theorem 3.2 to study examples of boundary conditions for which we can establish basic properties of solutions like uniqueness, continuity and presence of level set with positive Lebesgue measure. As opposed to the case when Γ = ∂Ω, solutions to (1.1) with continuous boundary data are not necessarily continuous inΩ.
As we mentioned above, traces are an issue. Here, we will point to one of the aspects. It is well-known that the trace space of BV(Ω) is L 1 (∂Ω). It is also well-known, see [15] , that the functional defined in (1.1) is not lower semicontinuous on {u ∈ BV(Ω) : Tu = f }. This implies that the direct methods of the calculus of variations need not be best suited to solve (1.1). In [15] , by a different method, the authors showed that a solution to (1.1) exists, provided that f ∈ L 1 (∂Ω). However, these solutions need not satisfy the boundary condition in the trace sense. This problem is highlighted in [16] , [6] , where the authors showed there that the space of traces of solutions to (1.1) is smaller than L 1 (∂Ω). The second remark related to the construction in [15] is the lack of uniqueness of solutions, even when f has jump discontinuities in just a few points. These remarks show that we have to be very careful about the following: a) solutions to (1.1) need not exist for the data in the space of traces of BV functions; b) uniqueness of solutions might be lost while relaxing continuity of the data.
In Section 4, we address the issue of existence of solutions to (1.1), when Γ = ∂Ω and Ω is a rectangle, i.e. an example of convex but not strictly convex set. For such sets the general theory in [17] fails. Our method of proof is based on approximation of rectangle Ω by strictly convex sets and on a stability result showed in [13] . In Theorem 4.1, we show existence result provided that the boundary data are monotone on the sides of the set Ω.
A relationship between two minimization problems
In this section, we show relationship between solutions to the following problems,
The fist one, (2.1), is the well-known Least Gradient problem. For Ω with Lipschitz boundary, and f ∈ L 1 (∂Ω), the restriction Tu at the boundary is understood in the sense of trace of BV functions. The second problem, (2.
2), appears in the Free Material Design, where the goal is to find the optimal material distribution of a body to support a load applied to its boundary, p is a field in L 1 and div p is understood in the distribution sense, see definition 2.1. For the normal trace p · ν| ∂Ω to be well defined, with ν the outer unit normal to ∂Ω, the boundary of Ω should belong to a special class of Lipschitz domains called deformable Lipschitz see [3, Definition 3.1] . This class of sets contains convex domains, [2, Remark 2.2], which are studied in this paper.
We define p · ν| ∂Ω so that the Gauss-Green theorem is satisfied, see Definition 2.2. We introduce now the definition of the divergence of a field in L p , 1 ≤ p ≤ ∞, along with the notion of its normal trace. These definitions generalize to the case when the field is a Radon measure.
or F a vector valued Radon measure on Ω ⊆ R n is called a divergence measure field if the distributional divergence div F is a Radon measure and its total variation,
is a divergence measure field, then the normal trace F · ν| ∂Ω is a continuous functional on Lip (∂Ω), the space of Lipschitz continuous functions, defined by the following formula
where φ is the Whitney extension of ϕ to Lip (R n ) preserving the Lipschitz constant, see [ Since space L 1 is not weakly * closed, we do not expect the existence of minimizers of (2.2). However, in this section, we establish a relation between the infimum of (2.2) and solutions to (2.1). This is described in the following theorem. Du is a solution to (2.2) in the following sense
Here, R α denotes a rotation with angle α around the origin, and τ is the tangent such that (ν, τ) is positively oriented. Moreover, q is a divergence measure field, with div q = 0, and q · ν| ∂Ω = g as defined in Remark 2.1.
In order to prove this theorem, we need the following result. Proof. We fix x 0 ∈ Ω, and define the differential form
, ǫ > 0, with ϕ ε a sequence of mollifiers. We define a sequence of mollified differential forms ω ǫ = p ǫ with γ x a line segment joining x 0 to x. Since p ε → p in L 1 (Ω; R 2 ), then we shall see that u ǫ converges in W 1,1 (Ω). In fact,
where η is a unit normal to the interval γ x . We take σ to be tangent to γ x . We switch to another orthogonal coordinate system, such that the first axis is parallel to σ, while the second one is parallel to η. Then, by Fubini Theorem, we change the order of integration and we obtain,
We conclude that u ǫ is a Cauchy sequence in L 1 . We notice that, ∇u ǫ is a Cauchy sequence in L 1 too. Indeed, since div p = 0, then div p ǫ = 0, and
We denote by u the
and
Finally, we study the traces. If φ ∈ Lip (R 2 ), and ϕ is its restriction on ∂Ω, then
Due to smoothness of u ǫ we have R − π 2
Since u ǫ converges to u in W 1,1 , then the traces converge in L 1 (∂Ω), Tu ǫ → Tu. Thus,
Remark 2.2. The above proof fails when p is a measure since the sequence of smooth functions u ǫ will not, in general, converge in BV.
Proof of Theorem 2.1. Let us suppose that u is a solution to (2.1) and P is the value of the infimum of (2.2). We have to show that q := R − π 2
Du satisfies Ω |q| = P and q· ν| ∂Ω = ∂ f ∂τ = g. Let us suppose that p n ∈ L 1 (Ω) is a minimizing sequence, i.e.
By Proposition 2.1, we can find a sequence v n ∈ W 1,1 (Ω), such that
Moreover, we may require Tv n = f . We conclude that
Since p n is a minimizing sequence we infer that P cannot be bigger than Ω |Du|.
Notice that div q = 0. In order to show that q satisfies the desired boundary conditions it suffices to verify identity (2.3). We take a sequence of smooth functions w n in BV(Ω) converging to u in a strict sense, i.e., w n → u in L 1 (Ω) and Ω |∇w n | dx → Ω |Du| and we require that Tw n = f = Tu. Then, there is a subsequence (not relabeled) such that ∇w n converges to Du weakly as measures. Hence, if we setp n = R − π 2 ∇w n , then by Proposition 2.1, we have
We know that Tw n = f , then we have
Since ∇w n * ⇀ Du, thenp n * ⇀ q. If φ ∈ Lip (γ, R 2 ) with γ > 1, then φ has continuous partial derivatives of order 1 and hence,
Subsequently, by (2.3) and div q = 0, we have
where ϕ is the restriction of φ to ∂Ω. Hence, q satisfies the desired boundary conditions.
2.1. Case with load on Γ ∂Ω. In this section, we consider the case when the load is applied only on one part of the boundary. In other words, we assume that Γ Ω is an open set, and consider the following two minimizing problems,
We have to define the trace p · ν on Γ. It is convenient to consider the general framework of Definitions 2.1 and 2.2. We notice that Lip Γ (∂Ω) = {ϕ ∈ Lip (∂Ω) : ϕ| ∂Ω\Γ = 0} is a closed subspace of Lip (∂Ω). We then define p · ν| Γ as a restriction of p · ν| ∂Ω to Lip Γ (∂Ω). Also, T Γ u is the restriction of Tu on the set Γ. Therefore, similarly as in Theorem 2.1 we obtain, the following result, 
3. Analysis of the least gradient problem, when Γ ∂Ω
In this section, we study solutions of the least gradient problem, when the trace is defined only on a part of the boundary. More precisely, we prove existence of minimizers of (2.5) when Γ is open and f is continuous in Γ. Before embarking on the analysis of (2.5), we point out the fact that in the case when the trace is defined over the whole boundary, the question of existence of solutions was studied in the literature from different perspectives. One could try to apply the direct method of the Calculus of Variation to the relaxed functional Ω |Du| to establish existence of minimizers, [14] . However, in this paper, we adapt the method introduced by [17] since it gives use insights about the structure of the solutions. This method requires modification and even with continuous data, uniqueness and continuity of solution might fail.
Sets of finite perimeter.
Before showing the existence of minimizers of (2.5), we recall notions, frequently used in this paper, related to sets of finite perimeter and to the generalized definition of its boundary.
Definition 3.1. For E ⊆ Ω measurable, we say E is a set of finite perimeter in Ω if and only if χ E ∈ BV(Ω). In this case, we define the perimeter of P(E, Ω) of the set E as the total variation of the Radon measure Dχ E .

Definition 3.2. Suppose E is a set of finite perimeter.
• For x ∈ R n , the measure theoretic exterior normal ν(x, E) at x is a unit vector ν such that
(We restrict our attention to the case n = 2.) • The reduced boundary ∂ * E is the set of points x such that ν(x, E) exists.
• The measure theoretic boundary ∂ M E is the set of points x ∈ R n such that
We have that ∂ * E ⊆ ∂ M E ⊆ ∂E, where ∂E is a topological boundary of E. It is a well-known fact that H 1 (∂ M E \ ∂ * E) = 0, and that
Since sets of finite perimeter are defined up to measure zero, then in order to avoid ambiguity, we will use the following convention,
3.2. Sternberg-Williams-Ziemer construction. We present here a version of a construction presented in [17] . We adapt it to deal with the case of the boundary condition on Γ. The justification of the method is based on the observation made in [1] , which is recalled in Lemma 3.1 below. Before we state it, we recall the definition of functions of least gradients.
Definition 3.3. We say u ∈ BV(Ω) is a function of least gradient if
for every compactly supported function w ∈ BV(Ω) with supp w ⊆ Ω.
Lemma 3.1. If u is a solution to (2.5), then ∂{u ≥ t} is a minimal surface for every t ∈ R.
Proof. Indeed, for any v in BV with T Γ v = f we have
Thus, we have shown that u is a function of least gradient, we can then apply the results by [1] to conclude minimality of ∂{u ≥ t}. Now, we are ready to state of the main results of this paper: 
where T Γ u = f is interpreted in the sense of the trace of BV functions.
First, we provide the setup for the existence proof. We can take any region Ω o , with Lipschitz boundary, containing Ω and such that
, recall that Γ is an arc, so I is a compact interval. For every t ∈ I, we define the set
For every t ∈ T, we consider the minimization problem,
By compactness of the embedding
, and the lower semicontinuity of the BV norms imply the existence of minimizers of (3.4). Among minimizers, we select one which is a solution to
The existence of a maximizer follows from the same argument as above. It is easy to see that there is a unique maximizer up to measure 0. In fact, assume E 1 , E 2 are maximizers of (3.5), notice first that E 1 ∪ E 2 \Ω = L t \Ω, and similarly E 1 ∩ E 2 \Ω = L t \Ω, then E 1 ∪ E 2 and E 1 ∩ E 2 are competitors to E 1 and E 2 in (3.4). We know that for A and B of finite perimeters, we have
Therefore, E 1 ∪ E 2 and E 1 ∩ E 2 are minimizers of (3.4). Since E 1 , and E 2 maximize of problem (3.5), then
We deduce that |E 1 △ E 2 | = 0, concluding the proof of the claim. For every t in T, we denote the maximizer of (3.5) by E t . The argument in the proof of [17, Lemma 3.3] is local in its nature, so we obtain similarly the following key property of E t :
∂Ω is open and f : Γ → R is continuous and E t is given by (3.5), then
An important step in the construction is checking the ordering of E t expected for candidates for the level sets. First, we need the following geometrical result, that relies on the fact that ∂Ω \ Γ is smooth and Ω is strictly convex:
Proof. Let x t ∈ ∂E t ∩ Υ • . We know that ∂E t is a minimal surface in R 2 , then γ must be a segment [x t , y t ] ⊆ ∂E t intersecting Υ • at x t . We will show that [x t , y t ] is normal to ∂Ω at x t . Take a ball B(x t , ǫ), such that B(x t , ǫ) ∩ Γ = ∅, and let p t ∈ Ω the intersection of ∂B(x t , ε) and [x t , y t ]. Suppose now, that our claim does not hold, then convexity of B(x t , ǫ) ∩ Ω and the Pythagorean Theorem imply that dist(p t , Υ) < dist(x t , p t ). This implies that we can make P(E t , Ω o ) smaller, contrary to our minimality assumption.
Lemma 3.4. Let s, t ∈ T be such that s < t. If
Proof. We prove first that
We will show that ∂E s ∩∂E t ∩(∂Ω\∂Γ) = ∅. In fact, we have by Lemma 3.2, ∂E s ∩∂E t ∩Γ = ∅, so it is enough to prove that ∂E s ∩ ∂E t ∩ Υ • = ∅. Let us assume otherwise and take x 0 ∈ ∂E t ∩ ∂E s ∩ Υ • . By Lemma 3.3, the connected components of ∂E t and ∂E s , which intersect Υ must both meet Υ orthogonally. Since Υ is smooth, then ∂E t and ∂E s must be contained in the line perpendicular to Υ and passing through x 0 , hence they must coincide. As a result, L s = L t , a contradiction.
It remains to show that ∂E t ∩ ∂E s ∩ Ω = ∅. Indeed, since ∂E t and ∂E s are minimal surfaces in R 2 , then each of their components in Ω is a segment. Hence, if they intersect in Ω, then by [17, Theorem 2.2] they must coincide. Thus, we reached a contradiction.
We set A t := E t ∩ Ω, for every t ∈ T. Following [17] , we define our candidate for a solution to (2.5), by the formula,
We have to make sure that for each x ∈ Ω, there is t ∈ T such that x ∈ A t . Indeed, if
Lemma 3.5. For every t ∈ T, we have
Proof. In order to prove the first inclusion we take x ∈ Γ such that f (x) > t. Then, there exists a neighborhood of x in Ω o \ Ω such that F(x) > t, therefore by the definition of E t , we deduce that x ∈Ē t . By Lemma 3.2, x ∂E t , hence x ∈ E • t . Now, we prove the second inclusion. Let z ∈ E • t ∩ Γ, there exists a neighborhood V z of z such that V z ⊆ E t . Since z ∈ Γ, then there exists a sequence z n ∈ E t ∩ Ω such that z n → z, thus z ∈ A t .
To prove the third inclusion, notice that A t ∩Γ ⊆Ē t ∩Γ. Take
, and hence by continuity f (x) ≥ t.
The following Lemma follows directly from Lemma 3.4, and the definition of A t .
We summarize the main achievement of the construction. Proof. We notice first that
The first set is obviously closed. We will prove that s∈T,s>t A s ∩ Ω is open. Indeed, let us take
Of course B(x 0 , r) ⊂ Ω. We claim that B(x 0 , r) ⊂ s∈T,s>t A s . For any x ∈ B(x 0 , r), we have dist(x, ∂A t ) > 0, so u(x) > t and the claim follows. Hence, the continuity of u in Ω. We shall prove now that for every x 0 ∈ Γ, lim x→x 0 ,x∈Ω u(x) = f (x 0 ). We define t = f (x 0 ) and take any s, s < t. Then, f (x 0 ) > s and by Lemma 3.5,
Thus, we deduce that lim inf z→x 0 u(z) ≥ s for all s < t, hence lim inf z→x 0 u(z) ≥ t. It remains to show that lim sup z→x 0 u(z) ≤ t. Let us assume otherwise and take a = lim sup z→x 0 u(z) > t. Let r ∈ (t, a), then there exists a sequence z n ∈ Ω so that u(z n ) ≥ r. Hence z n ∈ A r ∩ Γ, since A r is closed, we deduce that x 0 ∈ A r ∩ Γ. Thus, by Lemma 3.5, we deduce f (x 0 ) ≥ r > t, thus we reached a contradiction.
Proof of Theorem 3.1. It remains to show that u is a function of least gradient. Let v be a competitor of u, i.e. v ∈ BV(Ω) and T| Γ v = f . We extend v onto Ω o and we call the extension byṽ, we require also thatṽ
Let F t = {v ≥ t}, and ∂ * F t be the reduced boundary of F t . We shall show that for every x ∈ ∂ * F t ∩ Γ, f (x) = t. Let us assume otherwise, i.e. f (x) = t − ε, then
Using the fact that f is the trace ofṽ as a function on Ω o \Ω, we obtain similarly that
Hence,
This contradicts the fact that ∂ * F t ⊆ ∂ M F t . We come to a similar conclusion if we assume f (x) > t, hence f (x) = t. Therefore, H 1 (∂ * F t ∩ Γ) ≤ H 1 ( f −1 (t)) = 0 for all but countable many t. Thus, by (3.1)
Similarly, by Lemma 3.2, H 1 (∂ * E t ∩ Γ) = 0, then
Therefore (3.8), (3.9), and (3.10) yield P(E t , Ω) ≤ P(F t , Ω) which together with the coarea formula conclude the proof of the theorem.
Uniqueness of solution to (2.5).
In this section, we study uniqueness of solutions to (2.5), constructed in Theorem 3.1. For this purpose we keep assumptions of this theorem, i.e. strict convexity of Ω and continuity of f . Our basic tool is based on the observation that a solution is fully specified by its level sets and their 'labeling', see Lemma 3.7 and Lemma 3.8.
Our first observation is concerned with the range of solutions to (2.5). Recall that Notice that the range of v is contained in I. If |{u > M} ∪ {u < m}| > 0, then the inequality above is strict, which is a contradiction, because
We are interested in detecting fat level sets of solutions to (2.5).
Definition 3.4. Let u be a solution to (2.5), and E t = {u ≥ t}. For t ∈ u(Ω), we say that the t-level set of u is fat if s<t
We would like to gain insights into the solutions constructed in Section 3.2. For this purpose, we denote by u 0 the solution obtained by means of the Sternberg-Williams-Ziemer construction in Theorem 3.1, and E 0 t = {x : u 0 (x) ≥ t}. Our goal is to give an explicit description of the sets ∂E 0 t for all t ∈ u 0 (Ω), when f is continuous. Moreover, these sets will be determined only in terms of f , Ω and Γ. In other words, we will show that if f satisfy a monotonicity condition, and u is another solution to (2.5), ∂E t = {u ≥ t}, then
An important step toward a uniqueness proof is showing that (3.11) implies
see Lemma 3.7. From Lemma 3.8 we will then deduce that u 0 = u a.e. This plan is carried out in Theorem 3.2 for a few examples of continuous functions f , but we expect in future research to establish uniqueness results for a larger class of functions. Before we state this theorem, we introduce more notation aiming at capturing the structure of solutions to the least gradient problems. We will describe the geometric aspects of the SWZ construction solutions in terms of solutions to
when x ∈ Γ is given. We notice that since Υ is closed, then there exists a solution to (3.13), but it needs not to be unique. We also define (3.14)
where Υ • denotes the relative interior of Υ. We also split S,
there is a unique solution to (3.13)} and (3.16) D = {x ∈ S : there are at least two solutions to (3.13)}.
In order to study the structure of the set of solutions to(3.13), we define a map Φ :
Proposition 3.3. Let C be a connected component of D, then C is a singleton, and hence D is at most a countable set.
Proof. Assume otherwise, i.e. suppose there exist p and q, distinct points in C. Since C is a one dimensional connected set, then the arc pq must be contained in C.
We take x 1 , x 2 ∈ Φ(p) and y 1 , y 2 ∈ Φ(q) such that
We claim that the arcs x 1 x 2 and y 1 y 2 may not intersect. Let us suppose they do, then we have two possibilities: 1) the intersection point is in the relative interior of the arcs x 1 x 2 and y 1 y 2 ; 2) the intersection point is one endpoint, say x 2 .
In the first case, one endpoint of x 1 x 2 , say x 2 is in the interior of △ qy 1 y 2 , the curvilinear triangle with vertices q, y 1 and y 2 , where y 1 and y 2 are connected by the circle arc centered at q. Notice that, since d(q, Υ • ) = d(q, y 1 ) = d(q, y 2 ), then the disc of center q passing through y 1 , and y 2 contains △ qy 1 y 2 . This implies that
contrary to the definition of y 1 and y 2 .
In the second case, we consider any point s belonging to the arc pq, different from p and q. By our assumption s ∈ C, hence Φ(s) contains at least two different points, z 1 and z 2 and
and the arc z 1 z 2 must intersect the interior of at least one curvilinear triangles, △ px 1 x 2 or △ qy 1 y 2 . Let us suppose that z 2 is in the interior of △ qy 1 y 2 . Then,
This is again contrary to the definition of y 1 and y 2 .
Thus, we proved that if p, q ∈ C, then the corresponding arcs x 1 x 2 and y 1 y 2 , which have positive length, do not intersect. Since the number of elements of C is not countable, we infer that the total length of the corresponding arcs is infinite, thus we reached a contradiction. Now, we are ready to state the main result of this section. 
Moreover, we assume that f restricted to arcs ax m , x m x M , x M b is one-to-one. Then, u 0 is continuous, unique and the f (a)-level set is fat.
Remark 3.1. We can change 'min' to 'max' in this theorem to get a corresponding result. We notice that function f on an arc may be increasing or decreasing depending on a parametrization of arc Γ. The same claim in 3) holds if we require Φ(D) ∩ {a, b} = ∅. One might expect that in case 1), the least gradient function should take value inf ∂Ω f on Υ, but it turns out that forming discontinuities decreases the energy Ω |Du|.
We want to present here different types of behavior of f near the endpoints of Υ. We obtain quite detailed information about solutions u 0 due to the explicit construction of ∂E 0 t , what enables us to study the level sets, E 0 t = {u 0 (x) ≥ t}. The main claim is uniqueness of solutions. Detecting fat level sets is a by-product. We proceed in two stages. Firstly, we discover the structure of ∂E 0 t , which depends only on the geometry of ∂Ω and properties of f . Then, we show that we can reconstruct u 0 and any other solution from this information.
Before we study the special cases in Theorem 3.2, we present a more general uniqueness argument, which will be applicable also in Section 4. 
Proof.
Step 1. Let us first assume that u 0 has no fat level sets, so each x ∈ Ω belongs to ∂E 0 t for an appropriate, unique t. We take any x, which is a density point of E 0 t . Thus, s = u 0 (x) > t and due to continuity of u 0 there exists such a ball B(x, r), that for all points y ∈ B(x, r) we have u 0 (y) > s+t 2 . Subsequently, we notice (3.19) B(x, r) =
This is so, because each x ∈ Ω belongs to some ∂E 0 τ and ∂E t = ∂E 0 t holds for all t. Formula (3.19) also implies that x is the density point of E t . This argument shows that E 0 t ⊆ E t up to a measure zero set. We shall see that for all t, the measure E t \ E 0 t must be zero. Let us suppose otherwise, so there is t 0 such that
s , due to lack of fat level sets through each point of Ω, exactly one segment ∂E 0 s passes. As a result, we have
Since V has a positive measure, the above statement implies that no point in V is a density point of E t 0 . We reached a contradiction, our claim follows.
Step 2. Now, we consider the case, when there is a fat t 0 -level set. Let us suppose that x is a density point of E 0 This implies existence of a sequence x n → x and u 0 (x n ) = s n → t 0 . By continuity of u 0 , we have that u 0 > s n +t 0 2 in a ball B(x n , ρ n ). We conclude E 0 t 0 ⊂ E t 0 . Now, we have to show that E t 0 \ E 0 t 0 = ∅. If this does not happen, then there is x 0 ∈ E t 0 \ E 0 t 0 , this implies that x 0 ∈ E 0 τ for a τ < t. Then, we consider the cases: 1) x 0 ∈ ∂E 0 τ , 2) E 0 τ is fa level set. Using the argument of the first part of the proof, we get a contradiction with u(x 0 ) ≥ t. We conclude that E
The argument above tells us that the fat level sets of u 0 and u are the same.
Lemma 3.8. Let us suppose that v, w ∈ BV(Ω). Then, v = w a.e. if and only if
where A △ B denotes the symmetric difference of sets A and B.
Proof. If v = w a.e. then the superlevel sets must coincide, up to a negligible set. Conversely, let us assume that A := {v ≥ t} \ {w ≥ t} has a positive measure. Then, for all x ∈ A, we have
Thus, v and w differ on a set of positive measure. The same argument shows that {v ≥ t} \ {u ≥ t} = 0.
We would like to establish an analogue of Lemma 3.2, with f and Ω as in the statement of Theorem 3.1, for solutions, which are not necessarily continuous. If u is such a solution to (2.5), then Proposition 3.2 implies that u(
Let us set E t = {u ≥ t}. We know that ∂E t are minimal surfaces. They must intersect ∂Ω, i.e. ∂E t ∩ ∂Ω ∅. A given ∂E t is a sum of intervals and none of their endpoints may belong to Ω. If any of them did, e.g. x t ∈ ∂E t is in Ω, then at this point E t has zero density. But this is impossible due to our convention (3.2).
Lemma 3.9. If u is any solution to (2.5), then
If f (x 0 ) < t were true, then there would exist ρ > 0 such for all x ∈ B(x 0 , ρ) ∩ Γ we have f (x) < t. Hence, we could deduce from existence of the trace that function u assumes values smaller than t in E t ∩B(x 0 , r) for all r > 0, but this is impossible. The same argument makes f (x 0 ) > t impossible too. As a result f (x 0 ) = t.
Introducing a parametrization of Γ is advantageous for further considerations. If we use the convention that [0, L] ∋ s → x(s) is an arc length parametrization of Γ and x(0) = a, x(L) = b, then we define the following sets,
We shall writeS = x −1 (S), where S is defined in (3.14) . Let us set s a = sup B a , s b = inf B b . We notice that s a ∈ B a , and s b ∈ B b . Indeed, let us take s n ∈ B a converging to s a , then after introducing the shorthand x n = x(s n ),
It is obvious from the definition that
We prove a more precise statement, namely equalities hold in (3.20).
Corollary 3.1. Let us suppose that S, defined in (3.14), is not empty, then using the notation introduced above, we have that
Proof. It is sufficient to consider one of inequalities in (3.20) , because the argument is the same in both cases . If s a < s 0 < infS, then d(x(s 0 ), Υ) < d(x(s 0 ), a) . At the same time Remark. Let us stress that due to a possible non-uniqueness of solutions to (3.13), it may also happen that x(sup B a ) ∈ S.
We claim that this τ is the number postulated in the statement of Part 1). In order to check it, let us take any t > τ, where τ is defined in (3.22) , then the assumptions of Lemma 3.6 are satisfied, hence E t ⋐ E τ and ∂E t intersects Γ. If we take a sequence s n > τ converging to τ, then we can deduce that x s n → x τ and y s n → y τ and E s n ⋐ E τ . Therefore,
where H + (x τ , y τ ) is the closed half plane with boundary containing [x τ , y τ ] and
On the other hand, for t < τ, we have
Let us suppose that t n < τ converges to τ. Then,
As a result τ ∈ T Υ . At the same time
where half planes H + (x τ , p τ ) and H + (x τ , q τ ) are so chosen that their intersection does not contain neither a nor b. We see that
This set has positive Lebesgue measure, i.e. the τ-level set is fat. It is also easy to see that there no other fat level sets. Now, we establish uniqueness of solutions. Indeed, if u is any solution and t < τ, then ∂E t = [x t , y t ], where x t ∈ B a , y t ∈ B b . For t > τ, then t ∈ T Γ and again the structure of ∂E t is known. We can see that for each point x in Ω \ {u = τ} there exists a unique ∂E t , such that x ∈ ∂E t . Hence, we can apply Lemma 3.7 and then Lemma 3.8. This ends the proof of Part 1).
Proof of part 3).
We proceed as in the proof of part 1). For a solution u, we set E t = {u ≥ t}. Let us examine ∂E t for t ∈ ( f (a), f (x M )). We know that ∂E t ∩ Γ ⊆ f −1 (t). We have f −1 (t) = {x 1 t , x 2 t }. Actually, we claim that ∂E t ∩ Γ = f −1 (t). If it were otherwise, then ∂E t would have contained a point y from Υ. We notice that (3.18) implies that y = a or y = b. Otherwise ∂E t would intersect E f (a) in Ω, but this is not possible. 
, contrary to minimality of P(E t , Ω o ). This means that the triangle with vertices x 0 , a and b is contained in {u = f (a)}. Hence, the f (a)-level set is fat. We also deduce continuity of u at points belonging to Υ.
Uniqueness follows by the same argument as in Part 1), thus the proof of Part 3) is complete.
Proof of part 2)
Suppose u 0 is given by Theorem 3.1 and E 0 t are its superlevel sets. By Proposition 3.1, ∂E 0 t are minimal surfaces, i.e., intervals ℓ t . They must intersect ∂Ω, so
Obviously, there is . Next, we check that for each x in Ω \ x i ∈D △ x i there is E t such that x ∈ ∂E t . If it were otherwise, then we would have two cases to consider:
The first case implies existence of a ball B(x 0 , r) such that no [x t , y t ] intersects it. Then we would see that B(x 0 , r) is contained in a fat level set, but we are considering Ω with all fat level sets removed, so we reached a contradiction. In the second case there would be a sequence t n converging to t 0 and such that dist(x, ∂E 0 t n ) → 0. There is also a sequence x n converging to x such that u(x n ) = t n . Since u 0 is constructed in Theorem 3.1 is continuous in Ω, we deduce that u 0 (x) = t 0 . Since for all t n t 0 , then we deduce that x ∈ ∂E 0 t 0 contrary to the assumption. We describe the level set structure with the help of B a , B b , S. We observe that f −1 (t) consists of a single point
Since we discovered the structure of the level sets of continuous, then uniqueness of solutions follows in this class of function due to the argument used in the earlier Parts.
Least gradient problem on rectangles
In this section, we consider the least gradient problem, when Ω is a rectangle. Notice that in this case, Ω does not satisfy the assumptions in [17] . We study the case when the data f are continuous strictly monotone on two pieces of the boundary and prove existence of continuous least gradient solution. We next show uniqueness of these solution in the BV setting. Notice that for general boundary data, least gradient solutions might not be continuous nor unique see [15, Example 2.7] . We state the main result of this section in the following theorem:
We are given a continuous function f , such that f | Γ i is strictly monotone with i = 1, 2, Then there exists a unique continuous solution to (4.1) min
where the boundary condition is understood in terms of the trace of BV functions.
Before proving our theorem, we recall the following stability result, proved in [13] . 
Proof of Theorem 4.1.
We proceed in a number of steps.
Step 1. We consider a sequence of auxiliary problems in strictly convex domains. Let Ω n be a region bounded by four properly chosen circle arcs passing trough vertices of Ω and such that the Hausdorff distance between Ω n and Ω is less than 1/n. In other words,
where ν is the outer normal to ∂Ω (except for the corners), γ n is a smooth function (away from the corners) with 0 ≤ γ n ≤ 1/n. We define functions f n on ∂Ω n with f n (x + νγ n (x)) := f (x), x ∈ ∂Ω. By [17] the following problem, where
has a unique continuous solution v n .
Step 2. We set u n = v n χ Ω . Since f n is continuous on ∂Ω n , then by [5, Theorem 3 .33] there exists
In fact, the argument in [5, Theorem 3 .33] works for Lipschitz domains not only for smooth ones. We arrive at the bounds,
with C 0 constant independent of n. By the definition of u n and v n , we get that
Thus, there exists a subsequence, denoted by u n , converging to u in L 1 (Ω) and
Step 3. We prove that u is a function of least gradient with a given trace. Let g n be the trace of u n on ∂Ω. Since v n is continuous onΩ n , and u n = v n χ Ω , then the trace is defined as follow:
By Proposition 4.1, it is enough to show that for every n, u n is a function of least gradient over Ω. For this purpose we will use the following observation. Proof. Suppose that u| Ω 1 is not a function of least gradient in Ω 1 . Explicitly, there exists v ∈ BV(Ω 1 ) such that T ∂Ω 1 u = T ∂Ω 1 v and |Dv|(Ω 1 ) < |Du|(Ω 1 ). Let us define u by the formula
From [8, Section 5.4 ] it follows that the total variation of u equals
which contradicts the fact that u is of least gradient in Ω 2 .
We apply this proposition with Ω 1 = Ω, Ω 2 = Ω n and u equal to v n , while u n is the restriction of v n to Ω. We conclude that u n are minimizers of the following problem Step 4. We show now that u n converges uniformly to a continuous function w. Due to
Step 3, w = u a.e. and w is a least gradient function.
We have that ∂Ω = Γ 1 ∪ Γ 2 , with Γ 1 = h 1 ∪ v 1 , and Γ 2 = h 2 ∪ v 2 and we are given f continuous and strictly monotone on Γ i , i = 1, 2.
For every t ∈ (min f, max f ), we denote by ℓ t the line segment with endpoints x t , y t such that x t ∈ Γ 1 , y t ∈ Γ 2 , and f (x t ) = f (y t ) = t. Notice that by the monotonicity of f , segments ℓ t are disjoint. The lemma below explains that the line segment, ℓ t , fill out region Ω. Lemma 4.1. For every z ∈ Ω there exists a unique ℓ t for t ∈ (min f, max f ) such that z ∈ ℓ t .
Proof. Without loss of generality, we may assume that z is closer to Γ 2 , i.e below the diagonal joining the endpoints of Γ 1 . Let s be the arclength parameter of Γ 1 , its range is (0, 2(L + h)), and let x(s) be the parametrization of Γ 1 such that
For every s, we draw the line ℓ(x(s), z) passing through x(s) and z and we call y(s) its intersection with Γ 2 . We notice that y(s) is continuous and
Due to strict the monotonicity of the function s → f (x(s)) − f (y(s)), there exists a unique s 0 and t such that ℓ t = [x(s 0 ), y(s 0 )], z ∈ ℓ t , and t = f (x(s 0 )) = f (y(s 0 )). The above lemma guarantees that function w on Ω given by the formula below is well-defined:
Lemma 4.2. w is continuous in Ω.
Proof. Let us call by ω the continuity modulus of f . Let that the load is self-equilibrated, see [7] . We notice that since g = Proof. Notice that when t = L and b = h, then f is constant on h 1 , h 2 and strictly monotone on v 1 and v 2 and a similar argument to the proof of Theorem 4.1 can be used to show the existence of solutions to this case. Otherwise, notice that f has the property, which was the basis of the construction in the proof of Theorem 4.1. Namely, each value of f , except for the maximum and minimum is attained at exactly two points. Let us define k ǫ : ∂Ω → R by the following formula, Then, due to Proposition 4.1 our claim follows. We notice that the structure of a solution to (2.5) is simple: ∂{u ≥ t} are intervals connecting appropriate points on T and B. Moreover, the load g, defining f , need not be piecewise constant.
5. An explicit example: a strictly convex domain, piecewise constant data
We present an example of a solution to (2.5) and (2.6), when Ω is strictly convex with smooth boundary. We notice that Definition 2.2 permits g to be a distribution e.g. 3), then [15] guarantees the existence but not uniqueness of solutions. We can show existence differently, by approximating f with continuous data and passing to the limit. Proof. Let us write x i = x(s i ), i = 0, 1, 2, where x(·) parametrization used above. Let us take a sequence f ǫ of continuous functions on ∂Ω such that f = f ǫ on {x ∈ ∂Ω : dist(x, x i ) ≥ ǫ, i = 0, 1, 2} and u ǫ a corresponding sequence of solutions to (5.5) min
We can see that the structure of ∂{u ǫ ≥ f ǫ } does not change if the intersection ∂{u ǫ ≥ f ǫ }∩∂Ω is at a distance greater than ǫ from the points x 0 , x 1 , x 2 . Thus,
As a result, u ǫ → u in L 1 . Moreover, we can see that Tu = f . By the Stability Theorem, see Proposition 4.1, u is a function of least gradient satisfying our boundary conditions, hence u is a solution to (5.4). We notice that we have three distinguished points on ∂Ω, they are However, some choices are excluded.
