Abstract-Reliability of battery energy storage systems (BESS) used for online applications, such as electric vehicles and smart grid, depends heavily on the accuracy and rapidness of the state of charge (SOC) estimation. Moreover, to achieve a robust SOC estimation, the battery model parameter identification process is of significant importance. This paper examines a combination of the adaptive unscented Kalman filter (AUKF) and the fast upper diagonal recursive least square (FUDRLS) for the parameter identification and SOC estimation processes, respectively. The analysis focuses on on-line applications and the results are compared with previous work. Experimental validation based on various setups and load conditions is conducted, whereas the advantages of the proposed combination are highlighted.
I. INTRODUCTION

B
ATTERY energy storage systems (BESS) have recently evolved as a cost-efficient technology to provide various services -often combined with renewables -within the smart grid [1] - [3] . To successfully integrate a BESS within a well performing power system, an efficient model by which the user should be able to track BESS condition, is necessary [4] .
For BESS-based smart grid components e.g., electric vehicles (EVs), characteristics as deep charge/discharge protection and accurate state of charge (SOC) as well as state of health (SOH) estimation need to be considered. Therefore, algorithms to measure and accurately estimate the functional status of the BESS are indispensable for the protection of the battery from hazardous and inefficient operating conditions [5] .
Regarding modeling of Li-ion batteries, the need to define the difference between online and offline states estimation and parameter identification is important. Online estimation refers to a real-time operating system, whose parameters and states need to be identified. That makes the system more complicated, since its parameters have to be updated at each time interval, considering all the factors that affect the overall operation. Conversely, offline estimation refers to offline parameter identification, where the battery parameters and states are estimated by applying curve fitting on experimental data, to extract necessary information. The online battery condition can be diagnosed when SOC and SOH are known [6] .
The most commonly SOC estimation method is the Coulomb counting (CC) [7] . Essentially, the CC method requires the battery current measurement, which is integrated with respect to time t. However, the measurements introduce an error, which depends on the device sensitivity. Moreover, the current signal integration could also introduce a significant error. That is why the CC methods suffers from a long-term drift [8] . Furthermore, the CC makes use of the previously measured capacity to estimate SOC, so in case of capacity fading, additional SOC estimation error can be caused. Lastly, SOC initialization affects the estimation significantly. To overcome all these problems, the SOC value must be recalibrated on a regular basis. More recently, methods that are based on battery equivalent circuit models (ECMs) evolved as a promising alternative for SOC estimation, since both the measured current and voltage signals are utilized to estimate the SOC. In case of ECMs, the output voltage is typically expressed as the sum of an open circuit voltage (OCV) and the voltage drops along the model components. SOC estimation methods that are widely used in literature are Kalman filter (KF) and its extensions [9] , smooth variable structure filter (SVSF) [10] , and various types of observer-based methods as the Luenberger observer [11] , the proportional integral observer [12] and the sliding mode observer [13] .
The scope of this paper is to present a comparison between Recursive Least Squares (RLS) and Fast Upper Diagonal RLS (FUDRLS) algorithms as far as the parameter identification part is concerned and a respective comparison between Linear Kalman Filter (LKF) and Adaptive Unscented Kalman Filter (AUKF) algorithms for the dynamic SOC estimation process. The analysis highlights the advantages of FUDRLS and AUKF against the traditional RLS and LKF, respectively. Moreover, focus is given on AUKF, which is a more stable algorithm, especially for online applications, and the elimination of errors that are related to the CC method.
The contribution of this paper is to provide a clear mathematical formulation of the selected algorithms, a description of the process on how to combine them for use in battery modeling, as well as experimental validation of the algorithms' results. FUDRLS [14] and AUKF [15] are utilized for the parameter identification and SOC estimation, respectively. AUKF is able to both utilize a piecewise linearized OCV-SOC curve and a n th order polynomial expression. In this paper, the former one is used to express the OCV-SOC curve. A good OCV-SOC expression improves the estimation accuracy, since it is used by SOC estimation methods, in order to tune the KF gain parameter, which is presented in the mathematical formulation of KF. Furthermore, AUKF adapts the process noise covariance matrix Q, whereas LKF is based on a constant matrix. This paper describes the use of Kalman filters for the SOC estimation, since they constitute an attractive method to estimate dynamic changes. The advantage of AUKF is that it uses sigma points, which are dependent from the covariance matrix to estimate the final SOC in every sample.
Results on how algorithms respond under several testing conditions including different battery types, different load profiles and different sampling time for the measurements of the terminal voltage and current of the battery are provided. The proposed implementation focuses on the automation of the battery management system (BMS). More specifically, the need for tuning on algorithms parameters, depending on battery operating condition, during its lifetime, is addressed.
In section II the ECM on which the algorithms will be based on, is introduced. Section III presents the algorithms mathematical formulation. Section IV is divided into two subsections, each describing a brief case study for every test that has been executed. Section V presents experimental validation and results, while Section VI concludes the paper.
II. EQUIVALENT CIRCUIT MODEL
ECMs simulate the operation of a battery cell or a battery pack. Because of the need to obtain an accurate SOC estimation, the well-known Thevenin model is inadequate [16] , due to its inability to compensate the transient response of the battery. This led to the proposition of an alternative model that consists of an internal OCV, a series resistance R 0 , which models the battery thermal losses and one RC branch that simulates the transient response [17] . The model can be more accurate if more RC branches are used [18] , [19] but this will make it more complex in order for its parameters to be calculated. The ECM is shown in Fig. 1 . 
A. Parameter Identification
Parameter identification process provides a best estimate of the ECM parameters' values in a regression. The number of parameters is determined by the type of ECM, e.g., in case of an 1RC model the number of parameters are three the R 0 , R 1 and C 1 . Therefore an accurate parameter identification is essential for tracking the State of Health (SOH) of battery.
1) FUDRLS:
Refers to an RLS-based method that can be used for parameter identification. It differs from the RLS, since a variable forgetting factor (VFF) is used. An alternative matrix form of the Bierman's equations is applied by using a matrix triangularization form. As a result the FUDRLS algorithm is considered more numerically stable and faster than the conventional RLS [14] .
The VFF eliminates the low excitation and wind-up problems of the covariance matrix that occurs on dynamically-poor systems [21] . For a small factor, the tracking ability of the algorithm is improved, its sensitivity is reduced. Conversely, for a large factor, the estimation becomes more robust in terms of the noise introduced by inaccurate measurements of the terminal voltage and current. An efficient way to operate the FUDRLS is for the VFF to obtain a small value in case of high estimation error and the opposite for low error.
Assuming that OCV-SOC is expressed by (1):
where b 0 , b 1 are the coefficients of the piecewise linearization of the OCV-SOC curve in every operation point. 10 breakpoints on the OCV-SOC curve are considered to track the increased non-linearity below 0.15 and over 0.9 of SOC. By moving into the discrete time domain, the ECM equation is:
Then the ECM internal parameters are calculated from (3):
where F = exp(−T s /τ ) and τ = R 1 · C 1 is the time constant of the RC branch. C max indicates the battery nominal capacity. Equation (2) can be also modified to (4):
φ T consists of the coefficients of (4), as:
and θ contains the parameters, i.e., θ = [x 2 , x 3 , x 4 , x 5 ] . Applying the FUDLRS algorithm results to the elements of θ to be extracted and be used for the identification of the internal parameters of the ECM. The update of the VFF is based on (5)- (6):
where λ is the VFF, δ is a weighting factor varying between λ min and λ max , e(k) is the prediction error, v(k) is timeaverage expressions of e(k) 2 and σ 2 0 is the mean value of the error variance. N 0 is a constant that represents the system memory that will hold the past values for the model parameters. After θ is calculated, it is converted to the ECM internal parameters. It is important to check whether they are within the predefined values range and then to update the VFF.
2) RLS: RLS is a model-based estimation algorithm [22] . The main drawback with RLS is that a constant exponential forgetting factor (EFF) [21] is used, leading to the wind-up problem. For poor system excitation, the previous information is released, while new information is limited, therefore exponential growth of the covariance matrix is resulted and the estimator becomes sensitive to noise and finally looses its ability to track properly. The RLS algorithm is suitable for dynamically-high systems under low-noise conditions.
B. SOC Estimation
Model-based methods have drawn the attention of researchers the last two decades. Other methods consider a Liion battery as a black box system and estimate SOC based on measurements of the output current/voltage of Li-ion battery, without a need for parameter identification that takes place in model-based methods. In this paper, KF belongs to the former methods, in contrast with AUKF that consider battery as a black box and does not need any ECM to estimate SOC. 1) AUKF: AUKF is based on the CC method. It is based on the sigma points around the predicted SOC and the calibration of the estimated SOC by the adaption of the error covariance [23] . The time-discrete equations describing the battery model are presented in (7)-(8)
where V k and I k are the terminal voltage and current, respectively at time step k, η is the coulombic efficiency, C is the battery nominal capacity, ∆ t is the time sample of the input, while ω k and ν k are the process and measurement noise, respectively and K i is a coefficient that is extracted from the
Steps for SOC Estimation model parameters. Moreover, 3 sigma points are chosen for the SOC estimation, therefore n = 3. For SOC estimation only the input voltage and current are necessary. AUKF has the advantages of fast and low-complex evaluations because of the absence of the battery model as an equivalent circuit [9] . However, the estimation depends on the spread and number of sigma-points and on the inputs sampling time. The analytical form of AUKF algorithm can be found in [15] . In Fig. 2 , the necessary steps for SOC estimation algorithms are indicated.
2) LKF:
A KF that uses a linear time-varying model to approach a non-linear one, for SOC estimation, is called Linear Kalman filter (LKF). Although the fact that the LKF-based SOC estimation might be accurate, the results presented in [20] are quite promising. Its major disadvantage is that the measurement and process noise covariance matrices need to be properly selected. Otherwise, LKF becomes noise-sensitive and a large error is introduced into the SOC estimation.
IV. CASE STUDY ANALYSIS
Tests have been performed at varying temperatures and different current rates. The nominal characteristics of the tested batteries are given above. For the tests the LifeTest SBT0550 battery cell tester from PEC Corporation, which offers a very accurate current measurement at a rate of 1 ms, is used.
A. Test 1
A high energy 20Ah super charge ion battery (SCiB) cell with LTO/Mixed Oxide chemistry has been utilized. The cell is well suited for applications that require high capacity and high power. Sampling time was equal to 0.5 s, voltage varied from 2.0 V to 2.7 V and the experiment referred to a periodical but mainly with high excitation signal. In Figs. 3a and 3b, load profile in terms of current and voltage is shown, respectively. Note that this load type refers to an automotive battery application. 
B. Test 2
A Graphite/LMO-Spinel battery cell with nominal capacity equal to 15.1 Ah has been used. Sampling time was also equal to 0.5 s and voltage varied from 3 V to 4.2 V. Discharge and then charge with low and then high excitation for the first and second half, respectively was studied.
In Figs. 3c and 3d, load profile in terms of terminal current and voltage is shown, respectively. After the complete charge/discharge of the battery at every 10 % of SOC, the load profile is cycling with a 3C charge/discharge current between 80 % and 20 % of battery SOC.
V. RESULTS & EXPERIMENTAL VALIDATION
A. Test 1 1) SOC Tracking: In Fig. 4a , the SOC estimation for both LKF and AUKF algorithms is presented. The two estimators were compared with a reference SOC that is not depicted, since the difference is difficult to stand out. In order to point out the superiority of AUKF for SOC estimation, the SOC estimation error with respect to the reference SOC was calculated and presented in Fig. 4b . As illustrated, AUKF can approach more accurately the SOC than LKF, since the maximum SOC estimation error in case of AUKF reaches 0.8 %, whereas in case of LKF the error exceeds 1.5 %.
In this test, the performance of both algorithms for different values of the process noise covariance matrix Q is compared. Matrix Q depicts the deviations of the measurements of current and voltage from their true values. These deviations are due to the sensors used for the measurements. The selected values for matrix Q are taken equal to 0.00001, 0.001 and 1, respectively. As shown in Figs. 4a, 5a and 5b, the SOC estimation, when AUKF is utilized, remains unchanged regardless of the matrix Q. In parallel, it is evident that for increased process noise covariance Q, a large SOC estimation error was introduced in case of LKF. Therefore, AUKF should be preferred for SOC estimation, especially when the process noise has a large value. Figs. 7a, 7b and 7c, the differences between RLS and FUDRLS in the low and high excitation parts, concerning parameter identification, are indicated. FUDRLS tracks faster and more accurately the changes in the high excitation part, due to the fact that it makes use of the previously discussed VFF. In case of high excitation the VFF of FUDRLS receives smaller values in order to improve its tracking ability. As seen in Fig. 7a , the VFF is important, since FUDRLS is able to observe the changes in resistance R 0 while RLS has a more linear response. Furthermore the adaption of the VFF eliminates the wind-up covariance problem, which appears in the low excitation part. This is evident in Fig. 7b , where in some points in the low excitation part (till approximately 20000s) the resistance R 1 calculated by RLS reaches zero values, in contrast to FUDRLS which tracks with accuracy these steep changes.
Especially in Fig. 7c , large spikes in case of RLS caused by the wind-up problem can be observed, while to the contrary in case of FUDRLS, spikes are eliminated. Finally, in Fig. 6 , the different values of the forgetting factor during Test 2, are given. As it has been mentioned in the low excitation part the VFF receives values close to the unit, in order to reduce the prediction error, caused by the poor input to the system. 2) SOC Tracking: The performance of AUKF and LKF in terms of SOC estimation is also examined for Test 2, as shown in Fig. 8 . SOC estimation with AUKF is more accurate when compared with LKF, since at points of SOC changing the LKF presents a divergence in contrast with AUKF. Fig. 8a is zoomed within a smaller time range and the SOC estimation error is calculated for both algorithms, as shown in Fig. 8b . The improved performance of AUKF is even more evident in Test 2 than in Test 1, since with AUKF the SOC estimation error is in the range of 1 % with an rms error of 0.98 %, while with LKF is reaches even 10 % with an rms error of 5.76 %.
VI. CONCLUSIONS
In this paper, a comparative analysis of different estimation algorithms, considering BESS modeling for online applications is conducted. Accurate battery states estimation is proposed using a combination of existing algorithms. For the parameter identification part, the FUDRLS algorithm is proposed using a VFF in order to face the wind-up problem, which exists in case RLS is utilized for poor excitation systems. Moreover, the VFF improves the tracking ability, as it takes small values when there is a satisfactory excitation.
As for the SOC estimation part, the AUKF algorithm is introduced. The performance of AUKF, especially in cases where the process noise covariance Q is large, is further advantageous. This is because AUKF can adaptively adjust the values of the process noise covariance on the basis of the output voltage residual sequence of the battery model. Consequently, the overall proposed combination of FU-DRLS and AUKF, clearly improves results from previous work [20] that were the reference for this study and is ideal for online applications. For a more complete and accurate model, it is proposed to incorporate the hysteresis effect by adding one more state or further RC branches. However, there is a trade-off between the number of RC branches and the model complexity that needs to be considered, especially for online applications. Another issue is battery capacity fading during its lifetime, so it is crucial to implement an accurate capacity estimation algorithm in order to refresh the remaining capacity that is used as an input in the SOC estimation algorithms.
