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Abstract
The mean-median map enlarges a finite (multi)set of real numbers by adjoining to it a new number
such that the mean of the enlarged set is equal to the median of the original set. An open conjecture
states that, starting with any finite set, the sequence of the new numbers generated by iterating this
map stabilises, i.e., is eventually constant.
We approach this problem from a new perspective, that of a dynamical system over the space of
finite sets of piecewise-affine continuous functions with rational coefficients, defining the map pointwise.
We develop a theory for the dynamics in the neighbourhoods of the local minima of the limit function
—the limit of the generated sequence— establishing its local shapes and symmetries. We also show
that the conjecture can be verified in exponentially many neighbourhoods simultaneously by computing
a single dyadic rational orbit of a variant of the map.
We then study a common pre-stabilisation behaviour of rational orbits, and construct a family
of initial sets for which stabilisation can be delayed arbitrarily.
Finally, using our theory, we extend the existing computational results by over two orders of
magnitude. The results reveal that the total measure of the regular neighbourhoods is far from full,
suggesting the existence of a region with a new, presently unexplained, dynamical behaviour.
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Glossary of notation
Arithmetical mmm
Notation Meaning
x, ξ a real number, a set (finite multiset of real numbers)
|ξ|, S(ξ), M(ξ), λ(ξ) (or simply λ) the size, sum, median, core (1.6) of ξ
M(ξ) the number (|ξ|+ 1)M(ξ)− S(ξ)
M(ξ) the set ξ unionmulti [M(ξ)]
m(ξ), τ(ξ), τˆ(ξ), ρ(ξ) the limit (0.4), transit time (0.3), relative transit time
(1.3), repeat time (1.4) of ξ
xn, ξn, Sn, Mn, λn the n-th orbit point, set, sum, median, core
∆Mn the number Mn −Mn−1
ν2(x) the 2-adic value (page 27) of a rational number x
ν′2 −ν2
κ(n) max {ν′2 (x1) , . . . , ν′2 (xn)}
δ(x) largest odd divisor of a positive integer x
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Functional mmm
Notation Meaning
Y , Ξ a univariate piecewise-affine continuous real function
with rational coefficients and finitely many pieces on
any interval, a bundle (finite multiset of such functions)
|Ξ|, S(Ξ), M(Ξ), Λ(Ξ) (or simply Λ) the size, sum, median, core of Ξ
M(Ξ) the function (|Ξ|+ 1)M(Ξ)− S(Ξ)
M(Ξ) the bundle Ξ unionmulti [M(Ξ)]
m, τ the limit, transit time functions of Ξ
Yn, Ξn, Sn, Mn, Λn the n-th function, bundle, sum, median, core
∆Mn the function Mn −Mn−1
Yi ∨ Yj , Yi ∧ Yj the functions max {Yi, Yj}, min {Yi, Yj}
Ξ ∼ Ξ′ via (µ, f) f (Ξ′(x)) = Ξ(µ(x)) for some Mo¨bius and affine trans-
formations µ and f
p = Yi ./ Yj an X-point p which is a transversal intersection point of
Yi and Yj
Yp the set (3.6) associated to a stabilising monotonic X-
point p in the case of a non-decreasing median sequence
Ω = [Yi, Yj ;Y ] a triad formed of an X-point p = Yi ./ Yj and a function
Y not through p
Ωl the set [Yi ∧ Yj , Yi ∨ Yj , Y ]
Normal form
Notation Meaning
yn, γn, Mn the n-th orbit point, set, median of a normal form orbit
mt, τt the limit, transit time of normal form orbit of order t
Lt, Nt
⌈
−t−2+√5t2−4t−12
4
⌉
− 1, t− 1 + 4
⌈
−t−2+√5t2−4t−12
4
⌉
Miscellaneous
Notation Meaning
N the set of positive integers
Fn the set of fractions with denominator at most n
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CHAPTER 0
Introduction
Start with a finite sequence of real numbers, say
(
1
6 ,
3
4 , 1
)
. Extend this sequence by adjoining to it a
new number x such that the mean of the extended sequence is equal to the median of the original
sequence:
1
6 +
3
4 + 1 + x
4
=
3
4
, i.e., x =
13
12
.
Thus, the sequence becomes
(
1
6 ,
3
4 , 1,
13
12
)
. Repeating this process, we obtain the sequence(
1
6
,
3
4
, 1,
13
12
,
11
8
,
13
8
,
31
24
,
11
8
,
97
48
,
107
48
,
7
4
,
11
6
,
11
8
,
11
8
,
11
8
,
11
8
, . . .
)
(0.1)
which stabilises, i.e., is eventually constant. This phenomenon was first published in 2005 by Schultz
and Shiflett [23] and subsequently studied in [7, 6, 14], the main conjecture being that starting from
any finite sequence of real numbers, the above process generates a stabilising sequence. This, and all
other conjectures to follow, remain open.
Chamberland and Martelli [7] put the problem on a firm basis by introducing the mean-
median map (mmm), which acts over the space of finite sets1 of real numbers, given by [x1, . . . , xn] 7→
[x1, . . . , xn, xn+1], where xn+1 is the unique real number for which
〈x1, . . . , xn, xn+1〉 =M (x1, . . . , xn) . (0.2)
Here,
〈x1, . . . , xn〉 := 1
n
S (x1, . . . , xn) , where S (x1, . . . , xn) :=
n∑
i=1
xi,
1The sets on which the mmm acts allow repetitions of elements (i.e., they are multisets). In this thesis we use square
brackets to distinguish them from ordinary sets.
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and
M (x1, . . . , xn) :=
xjn+12 if n is odd1
2
(
xjn
2
+ xjn
2
+1
)
if n is even,
where k 7→ jk is a permutation of indices {1, . . . , n} for which xj1 6 · · · 6 xjn . The main conjecture is
the following.
Conjecture 0.1 (Strong Terminating Conjecture [23]). The iteration of the mmm generates a
stabilising sequence for every finite real initial set.
In view of this conjecture, we associate to any finite real set ξ the time step at which its mmm
sequence becomes constant,
τ(ξ) :=
min {s > |ξ| : xs+k = xs for every k ∈ N} if the minimum exists∞ otherwise, (0.3)
called the transit time of the set, as well as its limit
m(ξ) := lim
n→∞xn (0.4)
if it exists. The notation |ξ| in (0.3) denotes the cardinality of ξ.
The dynamics of any initial set ξ of size less than three is trivial: a single iteration results in
immediate stabilisation at its mean, i.e., τ(ξ) = |ξ| + 1 and m(ξ) = 〈ξ〉. By contrast, if |ξ| > 3, the
dynamics is surprisingly complicated. Its study presents three main sources of difficulty. First, writing
Mn :=M (x1, . . . , xn) and Sn := S (x1, . . . , xn) , for every n > |ξ|,
we have, from (0.2),
xn+1 = (n+ 1)Mn − Sn, for every n > |ξ|, (0.5)
a recursion whose order grows with the iteration. Moreover, each new element of the set typically results
from the difference of two diverging quantities, which is a distinctive source of instability. Finally, the
dependence of the median on smooth variations of the data is not smooth, adding complexity.
It is known that the median sequence (Mn)∞n=|ξ| is monotonic [7, Theorem 2.1], and stabilises
if and only if the orbit (xn)
∞
n=1 stabilises [7, Theorem 2.3]. Moreover, the convergence of the median
sequence is guaranteed by the appearance of a repeated element in the orbit [7, Theorem 2.4]. In fact,
every stabilising orbit ever computed by the authors of [7] features a repetition before its stabilisation
[7, paragraph preceding Section 3].
The mmm recursion can also be written as
xn+1 = n∆Mn +Mn, where ∆Mn :=Mn −Mn−1, for every n > |ξ|+ 1,
showing that the mmm is increasingly sensitive to the gaps between the central elements of the evolving
set. Two equal consecutive medians clearly imply stabilisation, whereas for a non-stabilising conver-
gence to occur, after a large number of iterations the map must compensate the above sensitivity by
11
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2
2
3
1
2
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4
5
x
m(x)
Figure 0.1. The limit function sampled over fractions with denominator at most 200. Its local minima occur
at a prominent set of rational numbers.
injecting many of its new iterates increasingly close to the median in order to slow it down. The latter
possibility was first pointed out in [7, paragraph preceding Conjecture 2.2] to motivate the following
conjecture.
Conjecture 0.2 (Weak Terminating Conjecture [7]). The iteration of the mmm generates a con-
vergent median sequence for every finite real initial set.
Since the mmm preserves affine-equivalences2 [7, Section 3], the simplest non-trivial initial
sets —those of size three— may be studied in full generality by considering the single-variable initial
set [0, x, 1], with x ∈ [0, 1] referred to as the initial condition. For this initial set, the transit time
and limit functions reduce to single-variable functions τ : [0, 1] → N ∪ {∞} and m : [0, 1] → R of x.
Moreover, it suffices to study initial conditions in the domain
[
1
2 ,
2
3
]
—due to symmetries developed
around its endpoints [7, Section 3]— in which the median sequence is non-decreasing and the limit
function has an intricate, distinctive structure3 sketched in Figure 0.1.
In the dissertation [14], it is conjectured that the single-variable transit time function is un-
bounded [14, Conjecture 2.3]. Proving this conjecture, or indeed, proving the unboundedness of the
general transit time function (0.3) over a family of sets of a fixed size, is a difficult task. However, in
this thesis, we will prove its boundedness over the family [0, x, 1, 1], x ∈ R. More significantly, we will
prove the unboundedness of the relative transit time function τˆ(ξ) := τ(ξ) − |ξ| over the space of
all finite sets.
Also in the dissertation [14], the dynamics of the initial set [0, x, 1] is studied from an arithmetical
perspective for x ∈ Q∩ [ 12 , 23] and for x = √5−12 . In the rational case, since the mmm either leaves the
maximum denominator of the elements of a set unchanged or multiplies it by 2, an orbit lies entirely
in the module 1dZ
[
1
2
]
, where d is the largest odd divisor of the denominator of x. This module can
be visualised as the layered discrete space shown in Figure 0.2, where, for every ` ∈ N, the `-th layer
contains all fractions in the module having 2`−1 as the largest power of 2 dividing their denominators4.
2If [x1, . . . , xn] 7→ [x1, . . . , xn, xn+1] then [ax1 + b, . . . , axn + b] 7→ [ax1 + b, . . . , axn + b, axn+1 + b] for every a, b ∈ R.
3This, however, should not be a reason for one to despair about the definability of the limit function over the entire
domain. Indeed, using the fact that repetition guarantees convergence, one can easily construct a single-variable initial
set with a comparably intricate limit function which converges over the entire domain, e.g., [−99,−99, 0, x, 1, 100, 100].
4In other words, each layer contains elements having the same 2-adic value; more on this in Section 2.1.
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Figure 0.2. The module 1
d
Z
[
1
2
]
as a layered discrete space where, for every ` ∈ N, the `-th layer contains
all fractions having 2`−1 as the largest power of 2 dividing their denominators, and an orbit segment (xn)
8
n=1
whose complexity is measured by the exponent of 2 corresponding to the lowest layer containing a term, namely,
5.
Thus, at each time step n ∈ N, the complexity of the orbit is measured by the largest exponent
κ(n) of 2 in the denominators of the existing points. Computations suggest that, due to sustained
cancellations, the growth of this exponent is so slow that any bounded orbit —which is confined in
a finite space— eventually runs out of space and hence is forced to revisit one of its previous points
[14, Section 2.3].
By contrast, for a quadratic irrational orbit, boundedness does not imply finiteness of space, and
the analogous measure of complexity undergoes a rapid growth [14, Section 3.3], thereby increasing
the likelihood that the orbit does not stabilise. Indeed, the computation of a long initial segment of
the mmm orbit for x =
√
5−1
2 , and, up to stabilisation, for some convergents of the continued fraction
expansion of x, using exact arithmetic in Q
(√
5
)
and Q, respectively, suggests that the transit time
becomes unbounded along the sequence of convergents, that is, the transit time at x could be infinite
[14, Sections 3.1, 3.2].
In the literature we find many discrete systems on discrete spaces whose stability is due to
cancellations slowing down the growth of complexity. For instance, all known orbits of the 3x+ 1 map
[16, equation (1.2)] which typically possess huge fluctuations —hence the alternative name hailstone
sequences— eventually settle down to 1 due to consistent cancellations suppressing the repeated
multiplications by 3. Indeed, assuming that every iterate is independent and has equal probability of
being odd or even, the map can be modelled by a probabilistic system which takes an initial condition
x0 ∈ N and, at each iteration, multiplies 32 half of the time and 12 half of the time (Figure 0.3), so that
its n-th iterate is expected to be
(
3
2
)n
2
(
1
2
)n
2
x0 =
(√
3
2
)n
x0
which vanishes as n→∞ [16, Section 3.2]. Moreover, replacing 3 by 5 results in divergence, and thus,
unsurprisingly, it is conjectured that almost every orbit of the 5x+ 1 map is non-periodic [16, Section
1.2]. In the case of the mmm, the construction of a probabilistic model is less trivial; in this thesis we
will see one which models rational mmm orbits.
Slow growth of complexity has also been a criterion for integrability of rational maps. For such
13
14 17
25
50
75
n
xn
14 21
25
50
75
n
xn
Figure 0.3. Two orbits of the initial condition 19 under the aforementioned probabilistic model of the 3x+ 1
map up to the first time step at which they reach a number not greater than 1 (blue), each displayed with the
orbit of the same initial condition under the actual map up to the first time step at which it reaches 1 (purple).
a map, complexity has been defined as the degree of its iterates [5, 10, 13] and likewise —for a rational
initial condition— as the logarithmic height of the points in a typical orbit [11]. An exponential
growth of the complexity indicates chaos, whereas a polynomial growth —made possible by consistent
polynomial cancellations in the former case, or arithmetical ones in the latter— indicates integrability.
In the case of the mmm, a dyadic height such as the aforementioned exponent κ(n) serves as a suitable
measure of complexity.
Returning to the mmm, the limit function of the initial set [0, x, 1], which is the limit of the
median sequence [7, Figure 1], can also be viewed as the limit of an infinite sum of piecewise-affine
continuous functions with finitely many singularities5:
m = lim
n→∞Mn = limn→∞
[
M3 +
n∑
n=4
(Mn −Mn−1)
]
=M3 +
∞∑
n=4
∆Mn, (0.6)
where, in the domain
[
1
2 ,
2
3
]
, all summands are non-negative. This construction resembles that of
Takagi function [3, 17], which is the function T : [0, 1]→ R defined by
T (x) =
∞∑
n=0
[2nx]
2n
, where [x] := min {|x− n| : n ∈ Z} .
The Takagi function is continuous, is nowhere-differentiable, has no bounded variation points [18,
Subsection 5.3], and has a graph with Hausdorff dimension one [2]. By contrast, very little is known of
the structure of the limit function. It is known that all its singularities are rational [7, Theorem 3.4].
Whether it is continuous, and whether it is affine almost everywhere, remain conjectures.
Conjecture 0.3 (Continuity Conjecture [7]). The limit function m : [0, 1]→ R is continuous.
Conjecture 0.4 (Affine Segments Conjecture [7]). The limit function m : [0, 1] → R is affine
outside a set of measure zero.
5In this thesis, a singularity means a point of non-differentiability.
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2
3
1
2
1
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1
2
9
16
7
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17
27
2
3
1
2
1
x
M10(x)
1
2
1
1
2
x
∑0
n=0
[2nx]
2n
1
2
1
1
2
x
∑1
n=0
[2nx]
2n
1
4
1
2
3
4
1
1
2
x
∑2
n=0
[2nx]
2n
1
8
1
4
3
8
1
2
5
8
3
4
7
8
1
1
2
x
∑3
n=0
[2nx]
2n
Figure 0.4. Some partial sums of the limit function and those of the Takagi function.
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7
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1
1
2
x
T (x)
Figure 0.5. The limit function and the Takagi function.
As seen in Figure 0.4, each of the functions m and T is associated to a distinctive set of rational
numbers, namely, the set of singularities of its partial sums which eventually become its local minima.
For the function T , these rational numbers are well-known: the dyadic rational numbers. By contrast,
for the function m, these rationals are not well understood, and will be a main object of study in
this thesis. It turns out that in a neighbourhood of a local minimum, the limit function has a local
symmetry —a generalisation of the symmetries around the endpoints of the domain
[
1
2 ,
2
3
]
— and its
detailed shape, after a suitable rescaling, depends only on the value of the transit time function at the
local minimum. The latter means that the neighbourhoods of local minima with the same transit times
—the number of which grows exponentially fast— can be treated simultaneously. The development of
this theory is the primary objective of this thesis.
The explicit form of the limit function is currently known only in very small domains. First,
Chamberland and Martelli [7, Theorem 3.3] gave the explicit form in a neighbourhood of r = 12 , namely
m(x) = 3338 x− 32516 for all x ∈
[
1
2 ,
341
666
]
. Cellarosi and Munday then, in [6], proposed a computer-assisted
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Figure 0.6. Fragments of the graph of the limit function (Figure 0.1) as computed in [6], covering only
11.75% of the domain.
proof which extends this result to a larger set of rational values r, namely, the set of all rational numbers
of denominator up to 18 in the interval
[
1
2 ,
2
3
]
. The total measure of the generated neighbourhoods
add up to only 11.75% of the measure of the interval, and the shape of the limit function in these
neighbourhoods is shown in Figure 0.6. At the end of this thesis we will improve this result significantly
using our new theory.
This thesis is divided into four parts whose contents are now outlined. Part I consists of Chapters
1 and 2. Chapter 1 discusses preliminary material: Section 1.1 lists some basic properties of initial
sets, while Section 1.2 gives an alternative formula for the mmm recursion which depends on the parity
of the running index. The core of Part I lies in Chapter 2 where we give a detailed description of the
two main approaches found in the literature, namely the arithmetical approach and the computational
approach, of which the main sources are [14] and [6], respectively. These will be described in two
separate sections, highlighting their respective difficulties. The difficulty of the arithmetical approach
lies in the quantification of the slow growth of the aforementioned exponent κ(n) for a general rational
orbit, which is needed to guarantee the appearance of a repetition as well as stabilisation. The
computational approach is difficult since the algorithm of [6] is incapable of generating the entire limit
function shown in Figure 0.1; a region of positive measure remains inaccessible (Figure 0.7).
0.51412 0.51414 0.51416 0.51418 0.51420 0.51422
1
1.1
1.2
1.3
x
m(x)
Figure 0.7. The limit function in a part of the inaccessible region [6, figure 1 (center)].
To overcome these difficulties, we introduce the functional mmm. While the original mmm
acts on the space of finite sets of real numbers, the functional mmm acts on the space of finite sets of
16
piecewise-affine continuous functions with rational coefficients; we refer to such sets as bundles6.
The functional mmm is studied in part II which begins with Chapter 3. Section 3.1 introduces
bundles and the notion of bundle equivalence which generalises affine-equivalence of two real sets.
In Section 3.2 we introduce X-points, i.e., transversal intersection points of bundle elements. It turns
out that the local minima of the limit function seen in Figure 0.1 are X-points. The primary objective
of this thesis is thus achieved by studying the mmm dynamics in the vicinity of X-points, which will
be done in the next four chapters.
Recall that, for the initial set [0, x, 1], the points 12 and
2
3 are X-points known to possess sym-
metries which allowed the domain restriction. In Chapter 4 we develop the theory of symmetry of a
general X-point. As we shall see, for any two functions forming an X-point and an auxiliary function
—any function not through the X-point— there is a local symmetry which induces a self-equivalence
of the subbundle containing these three functions. Section 4.1 discusses the case where the X-point
is monotonic, i.e., it has a neighbourhood where the median sequence does not change its monotonic-
ity, where the symmetry is a homology (Theorem 4.1) which is harmonic in a significant special case
(Corollary 4.2). The non-monotonic case, where the symmetry is a more general projectivity (Theorem
4.3), is discussed in Section 4.2.
In Chapters 6 and 7 we study in detail the initial bundle [0, x, 1, 1], x ∈ R, introduced in
Chapter 5, for which we succeed in proving that the Strong Terminating Conjecture holds globally
(Theorem 5.3) by computing a single rational orbit. This is made possible by a description of the limit
function on the right-hand side of the X-point 0 which we establish analytically (Lemma 5.2) as well
as the global symmetry of the bundle (Lemma 5.1).
In Chapter 6, we continue the analysis of local symmetries. We establish a condition under
which such a symmetry, which is determined only by three functions rather than the whole bundle,
becomes a symmetry of the limit function (Theorem 6.4). The key is to observe that the local functional
dynamics eventually depends only on these three functions, rather than on all functions in its previous
history (Lemmas 6.1 and 6.2). The rest of this chapter generalises the dynamics near the X-point 0
of our model bundle [0, x, 1, 1] to an arbitrary X-point. As a result, we establish the local structure of
the limit function near a general X-point (Theorems 6.5, 6.6, and 6.7) and characterise X-points which
form a hierarchical structure, whereby each of them generates an auxiliary sequence of like points.
Such sequences form the scaffolding of the intricate structure of local minima of the limit function seen
in Figure 0.1.
In the last chapter of part II, namely Chapter 7, we exploit further the weak dependence of the
mmm on its previous history, and construct a simpler version of the mmm which associates to every odd
integer t > 5 an mmm-like dyadic rational sequence —called the normal form orbit of order t—
which is equivalent to the functional mmm orbit near any stabilising X-point with transit time t after
removal of its first t− 1 functions. The construction is explained in Section 7.1. A normal form orbit
is more manageable than an mmm orbit, in that begins with a regular phase, as discussed in Section
7.2, namely an initial phase of determinable length in which every term admits an explicit description
(Lemma 7.3). The discovery of the regular phase then enables us to establish a lower bound for the
limit and the transit time of normal form orbits (Theorem 7.4). Finally, in Section 7.3, we observe
that the orbit points in the regular phase have low arithmetical complexity (Corollary 7.7).
In part III, comprising only Chapter 8, we return to the rational mmm. We begin by observing
6This is unrelated to the standard notion of fibre bundles in topology.
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that many long rational orbits end with a common structure, called the quasi-regular structure,
consisting of arithmetic progressions of increasing length separated by spikes of increasing height. Since
this structure is formed shortly before stabilisation, it is likely to be perturbed by the previous history.
The aim of this chapter is to construct an initial set whose orbit consists only of a perturbation-free
quasi-regular structure of any given length (Theorem 8.1). We achieve this as follows. First, we explain
how an arithmetic progression near the median generates in the orbit a longer version of itself (Theorem
8.2 and Corollary 8.4). Then we explain that a quasi-regular structure is a result of this mechanism
taking place repeatedly (Algorithm 8.6). Finally, we use the algorithm to explicitly construct a set
with the desired property. As we shall see, the transit time of our set grows quadratically with its size.
Part IV comprises the last two chapters of this thesis. In Chapter 9 we exploit our new theory
to perform improved computations on the initial set [0, x, 1]. As a result, we establish the Strong
Terminating Conjecture in specified neighbourhoods of 2791 X-points in the domain
[
1
2 ,
2
3
]
, thereby
extending the results of [6] by over two orders of magnitude. Nevertheless, the measures of these
neighbourhoods add up to only 13.16% of the domain. The extremely small gain of measure supports
our earlier observation (Section 2.2) that the accessible region does not account for the whole measure.
To gain some insight on the inaccessible region (Figure 0.7), we compute the variation of the limit
function in the domain
[
1
2 ,
2
3
]
with respect to two different choices of partition: Farey and dyadic
fractions. In both cases, the variation is observed to grow algebraically with the size of the partition
with comparable exponents, motivating our final conjecture that the graph of the limit function has
a fractional dimension (Conjecture 9.1). Finally, in Chapter 10 we provide concluding remarks and
discuss some possible directions of future research.
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Part I
Arithmetical mmm
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CHAPTER 1
Preliminaries
In this chapter we introduce the basic notation and terminology for the mmm, and establish facts
which will be used in the rest of this thesis. First, we define the mmm as a map over the space of finite
sets of real numbers. We then introduce some properties of initial sets, i.e., sets to which the mmm is
repeatedly applied, and we derive an alternative recursive formula for the mmm.
We shall denote the mmm by M, both in the arithmetical case, which is discussed in this
chapter, and in the functional case. In this and next chapter, by a set we mean a finite (multi)set of
real numbers. For every set ξ we have
M(ξ) = ξ unionmulti [M(ξ)], where M(ξ) = (|ξ|+ 1)M(ξ)− S(ξ), (1.1)
where the union operator unionmulti increases the multiplicity of the number M(ξ) in ξ by 1 to obtain M(ξ),
and |ξ| denotes the number of elements of ξ.
Given an initial set ξn0 = [x1, . . . , xn0 ], n0 ∈ N, iterating the mmm produces a recursive sequence
of sets (ξn)
∞
n=n0
and an orbit (xn)
∞
n=1 given by
ξn = ξn−1 unionmulti [xn] , where xn = nM (ξn−1)− S (ξn−1) , for every n > n0 + 1,
together with the associated median sequence (Mn)∞n=n0 , where Mn := M (ξn) for every n > n0.
Since 〈ξn〉 =M (ξn−1) for every n > n0 + 1, then we have
xn = nMn−1 − (n− 1)Mn−2 = (n− 1) (Mn−1 −Mn−2) +Mn−1, for every n > n0 + 2, (1.2)
from which it follows that the median sequence is monotonic [7, Theorem 2.1], and stabilises if and only
if the sequence (xn)
∞
n=1 stabilises [7, Theorem 2.3]. Due to symmetry —replacing ξn0 by −ξn0 reverses
the monotonicity of the median sequence— we only need to consider monotonically non-decreasing
median sequences.
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1.1 Properties of initial sets
Let us now list some basic properties of initial sets, some of which are recalled from Chapter 0.
i) Limit, transit time, and relative transit time. The limit and the transit time of an initial
set ξ, namely m(ξ) and τ(ξ), are defined by (0.3) and (0.4), respectively. If the latter is finite, then
we say that ξ stabilises (or is stabilising). In addition, the relative transit time of ξ is
τˆ(ξ) := τ(ξ)− |ξ|. (1.3)
ii) Repeat time. In the case of a non-decreasing median sequence, a repetition of terms above the
current median guarantees convergence [7, Theorem 2.4]. For an initial set ξn0 , we call the time at
which the first repetition is present its repeat time, i.e.,
ρ (ξn0) := min
{
n > n0 : the subset of
⌈
n+ 1
2
⌉
largest elements of ξn has a repetition
}
, (1.4)
allowing ∞ as in the definition of transit time1. For example, we have ρ([−2,−1, 0, 0, 1]) = 5 but
ρ([−4, 0, 0, 1, 2]) > 5.
iii) Affine-equivalence. Two sets are affine-equivalent if one can be obtained from the other by
an elementwise application of an affine transformation. The mmm preserves affine-equivalences,
i.e., the images under mmm of any two affine-equivalent sets are affine-equivalent via the same affine
transformation.
iv) Triviality and typicality. An initial set is trivial if its mean and median are equal, or, equiva-
lently, if it stabilises after a single iteration. The repeat time of a trivial initial set may be less than,
equal to, or greater than its transit time. For example, ρ([−3,−1, 0, 2, 2]) = 5 < 6 = τ([−3,−1, 0, 2, 2]),
ρ([−1, 0, 1]) = 4 = τ([−1, 0, 1]) and ρ([−1, 1]) = 4 > 3 = τ([−1, 1]).
Motivated by [7, paragraph preceding Section 3], a stabilising non-trivial initial set ξ is said
to be typical if its limit appears before stabilisation as a repeated value, creating the chronological
equalities
Mτ(ξ)−2 =Mτ(ξ)−1 = xτ(ξ) = m(ξ), (1.5)
implying further that τ(ξ) is odd. For example, the set
[
1
6 ,
3
4 , 1
]
discussed in the beginning of Chapter
0 is typical, since its limit m
([
1
6 ,
3
4 , 1
])
= 118 appears as a repeated value in its orbit (0.1) before
stabilisation occurs as this repeated value is reached by the median sequence. However, the set [0, 1, 2],
which stabilises immediately at m([0, 1, 2]) = 1, is not typical. Notice that if ξ is typical then ρ(ξ) <
τ(ξ).
v) Core and primitivity. The core of a set ξ = [x′1, . . . , x
′
n], n > 2, whose elements are written in
non-decreasing order, i.e., x′1 6 . . . 6 x′n, is the subset containing its two (three, respectively) central
elements if n is even (odd, respectively), i.e.,
λ :=

[
x′n
2
, x′n
2 +1
]
if n is even[
x′n−1
2
, x′n+1
2
, x′n+3
2
]
otherwise.
(1.6)
1Just as m(x) = m([0, x, 1]) and τ(x) = τ([0, x, 1]), we shall also use ρ(x) := ρ([0, x, 1]).
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The core is said to be odd if n is odd, and even if n is even. In the context of ξ being an iterate, i.e.,
when it is written as ξn, where n = |ξ|, we may denote its core by λn.
An initial set is generically primitive, i.e., it is not the image under M of another set. A set
which is not primitive is said to be imprimitive. A necessary and sufficient condition for imprimitivity
is given by the following proposition.
Proposition 1.1. A set ξ is imprimitive if and only if 〈ξ〉 = 〈λ\[z]〉 for some z ∈ λ. Moreover,
the set has at most
⌊
|ξ|
2
⌋
preimages.
Proof:
A set ξ has a preimage if and only if there exists y ∈ ξ such that 〈ξ〉 =M(ξ\[y]). If |ξ| is even, then
λ = [z1, z2], where z1 6 z2, and
M (ξ\[y]) =
z1 = 〈z1〉 = 〈λ\ [z2]〉 if y > z2z2 = 〈z2〉 = 〈λ\ [z1]〉 if y 6 z1.
Since each of the two conditions is satisfied by at most |ξ|2 distinct elements of ξ, then there are at
most |ξ|2 distinct choices for y, each of which gives a different preimage ξ\[y] of ξ.
If |ξ| is odd, then λ = [z1, z2, z3], where z1 6 z2 6 z3, and
M (ξ\[y]) =

〈z1, z2〉 = 〈λ\ [z3]〉 if y > z3
〈z2, z3〉 = 〈λ\ [z1]〉 if y 6 z1
〈z1, z3〉 = 〈λ\ [z2]〉 if y = z2.
In the last case, the set has a unique preimage. In the other two cases, since each condition is satisfied
by at most |ξ|−12 distinct elements of ξ, then there are at most
|ξ|−1
2 distinct choices for y, each of
which gives a different preimage ξ\[y] of ξ.
For example, the set [9, 16, 19, 92] with core [16, 19] is primitive since 〈9, 16, 19, 92〉 = 34 /∈
{16, 19}. On the other hand, the set [0, x, 2x, 6x, 16x], x ∈ R, with core [x, 2x, 6x] is imprimitive if and
only if 〈0, x, 2x, 6x, 16x〉 = 5x ∈ {〈x, 2x〉, 〈x, 6x〉, 〈2x, 6x〉} = { 32x, 72x, 4x}, i.e., if and only if x = 0.
1.2 The mmm as a parity-dependent recursion
We now derive an alternative recursive formula for the mmm which clarifies the important role of core
in the mmm dynamics. We will use this formula extensively.
Let us begin with an observation. Suppose n > n0 + 2 is odd. The identity (1.2) states that the
n-th term xn depends on the medians Mn−1 and Mn−2. If the median sequence is non-decreasing,
then the former is the average of the elements of the core λn−1 = [xi, xj ], xi 6 xj , while the latter is
the smaller element of this core. Notice that
xn = nMn−1 − (n− 1)Mn−2 = n 〈xi, xj〉 − (n− 1)xi =
(n
2
− 1
)
(xj − xi) + xj > xj ,
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which means that any odd-indexed term can not be less than the larger element of the last core (which
is an even core). More precisely, we have the following lemma.
Lemma 1.2. Let n > n0 + 2 be odd, and let i ∈ {1, . . . , n − 2}, j ∈ {1, . . . , n − 1} such that
Mn−1 = 〈xi, xj〉 and Mn−2 = xi. Then xn > xj with equality if and only if xi = xj.
Now let n > n0 + 3. First suppose n is even. Then there are indices i ∈ {1, . . . , n − 3} and
j ∈ {1, . . . , n − 2} for which Mn−3 = xi, Mn−2 = 〈xi, xj〉, and Mn−1 = xj . Notice that the above
lemma guarantees that the median Mn−1 must be the larger element of which the previous median
Mn−2 is the average; we can not have Mn−1 = xn−1 < xj . Moreover, the identity (1.2) gives
xn = nMn−1 − (n− 1)Mn−2 and xn−1 = (n− 1)Mn−2 − (n− 2)Mn−3. (1.7)
After substituting the above median expressions, subtracting these two equations gives
xn − xn−1 =Mn−1 −Mn−3.
Moreover, the second equation in (1.7) is equivalent to
xn−1 − xj = n− 3
2
(xj − xi) .
Since xj > xi, then the last equation implies xn−1 > xj , whereas the second-to-last implies xn > xn−1,
and hence xn > xn−1 > xj > xi. In the special case where xi = xj , the second-to-last equation gives
xn = xn−1, whereas the last one implies xn = xj , meaning that these numbers are all equal.
Now suppose n is odd. Then there are indices i, j ∈ {1, . . . , n − 3} and k ∈ {1, . . . , n − 1} for
which Mn−3 = 〈xi, xj〉, Mn−2 = xj , and Mn−1 = 〈xj , xk〉, where, once again, the above lemma
forbids the case Mn−2 = xn−2 < xj . Substituting these median expressions to (1.7) gives
xn − xn−1 = n
2
(xk − xj)− n− 2
2
(xj − xi) .
Here we notice that xn < xn−1 if and only if the right-hand side of the last equation is negative. We
have therefore proved the following proposition.
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Proposition 1.3. Let n > n0 + 3 be an integer.
i) If n is even, then there exist i ∈ {1, . . . , n− 3} and j ∈ {1, . . . , n− 2} such that Mn−3 = xi,
Mn−2 = 〈xi, xj〉, Mn−1 = xj. Moreover,
xn − xn−1 =Mn−1 −Mn−3,
and xn > xn−1 > xj > xi with equality if and only if xi = xj.
ii) If n is odd, then there exist i, j ∈ {1, . . . , n − 3} and k ∈ {1, . . . , n − 1} such that Mn−3 =
〈xi, xj〉, Mn−2 = xj, Mn−1 = 〈xj , xk〉. Moreover,
xn − xn−1 = n
2
(xk − xj)− n− 2
2
(xj − xi) ,
and xn < xn−1 if and only if
xk − xj
xj − xi < 1−
2
n
. (1.8)
Notice that Proposition 1.3 includes two special cases:
• In i), the case where xn−1 = xj , which, by Lemma 1.2, implies xi = xj , and hence stabilisation.
• In ii), assuming Mn−4 = xi, the case where xn−2 = xj , which, similarly, implies stabilisation.
If k = n − 2, then, by part i), xn−1 > xk. If k = n − 1, then, since xn−2 6 xn−1 by part i), we
must have that xn−2 = xj , again implying stabilisation.
Therefore, for every n > n0 + 2 we have the parity-dependent recursion
xn =
xn−1 + (xj − xi) if n is even and λn−2 = [xi, xj ] , xi 6 xjxn−1 + n2 (xk − xj)− n−22 (xj − xi) if n is odd and λn−2 = [xi, xj , xk] , xi 6 xj 6 xk, (1.9)
from which we see that the n-th iteration (1.2) of the mmm produces the new term xn by translating
the last term xn−1 by a distance which depends on the gaps between the elements of the core λn−2. If n
is even, then this core is even, and the translation distance is merely the gap between its two elements.
If n is odd, then the core is odd and hence consists of three elements forming two gaps whose ratio
determines the translation distance. When n is even, the translation is upwards. Unpredictability
is observed when n is odd, where the translation distance can be negative and is typically larger in
absolute value. Since the sign of the translation distance is determined by the ratio (1.8), we can see
that the non-monotonicity of the mmm orbit comes as a result of the uneven gaps between points in
the evolving set (see Figure 1.1).
Finally, Proposition 1.3 can be used to derive the following alternative necessary and sufficient
condition for stabilisation.
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xn
Figure 1.1. The mmm orbit of
[
0, 5
8
, 1
]
up to stabilisation. The purple segments represent translations from
xn−1 to xn for n even, the blue segments for n odd. The unpredictability of the mmm is more apparent in the
latter.
Corollary 1.4. Let ξn0 be a typical stabilising non-trivial initial set of odd size n0 > 3, and let
N > n0 + 2 be odd. Then N > τ (ξn0) if and only if
N∑
n=n0+2
(−1)n+1xn =Mn0 .
Proof:
Since n0 > 3 and N > n0 + 2 are odd, then, by part i) of Proposition 1.3,
xn0+2 − xn0+3 = Mn0 −Mn0+2
xn0+4 − xn0+5 = Mn0+2 −Mn0+4
...
xN−4 − xN−3 = MN−6 −MN−4
xN−2 − xN−1 = MN−4 −MN−2.
Adding them up gives
N∑
n=n0+2
(−1)n+1xn − xN =Mn0 −MN−2. (1.10)
If N > τ (ξn0) then because ξn0 is typical, by (1.5) we have
xN =MN−2,
so (1.10) simplifies to the desired identity. Otherwise, the fact that the median sequence is monotoni-
cally non-decreasing implies xN >MN−2, so (1.10) gives that
N∑
n=n0+2
(−1)n+1xn =Mn0 + (xN −MN−2) >Mn0 ,
which means that the equality does not hold.
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CHAPTER 2
Previous works
In this chapter we discuss previous works [23, 7, 14, 6] and their difficulties, in order to motivate the
next chapter. In particular, we will discuss the arithmetical approach of [14] and the computer-assisted
proof of [6].
In Section 2.1 we discuss rational initial sets from an arithmetical point of view. We first
recall from [14, Chapter 2] that a sufficient condition for the appearance of a repetition in a bounded
rational mmm orbit is the slow growth of arithmetical complexity. Then, we shall derive a new sufficient
condition for stabilisation. Finally, we shall see that this slow growth of complexity is also evident in
probabilistic mmm-like orbits generated by an algorithm which will be described.
Section 2.2 deals with the initial set [0, x, 1], x ∈ [ 12 , 23]. We begin by summarising the com-
puter algorithm applied in [6] to establish the Strong Terminating Conjecture in a subset of positive
measure of the domain. Further application of the algorithm reveals, firstly, a dramatic increase in
computational complexity which eventually results in ineffectiveness of the algorithm, and secondly,
the presence of two distinct regions in the domain: accessible and inaccessible, so named due to a
significant difference in the growth rate of complexity in each region.
2.1 The mmm over Q
In [14, Chapter 2] the initial set [0, x, 1], where x ∈ Q, is studied from an arithmetical perspective,
giving a sufficient condition for the appearance of a repetition in its orbit, assuming boundedness.
The first aim of this section is to extend this result to a general rational set and derive the analogous
sufficient condition for a repetition [equation (2.1)]. We will then provide a supplementary arithmetical
result which leads to a sufficient condition for stabilisation (Corollary 2.3). These will be the content
of part i). Then, since proving that a general rational orbit satisfies any of these conditions is difficult,
we develop algorithms to generate probabilistic mmm-like orbits. These will be done in part ii).
i) Sufficient conditions for a repetition and stabilisation. Take a general rational initial set
26
ξn0 = [x1, . . . , xn0 ], n0 ∈ N, and write
xi =
ai
bi
, where gcd (ai, bi) = 1 and bi 6= 0, for every i ∈ {1, . . . , n0} .
Let1
d := lcm {δ (b1) , . . . , δ (bn)} ,
where δ(b) denotes the largest odd divisor of b ∈ N. Then the Z [ 12]-module 1dZ [ 12], where Z [ 12]
is the ring of rationals whose denominator is a power of 2, is mmm-invariant. In other words, we
have xn ∈ 1dZ
[
1
2
]
for every n > n0 + 1. Therefore, a measure of arithmetical complexity of the set
ξn = [x1, . . . , xn], n > n0, is the smallest k ∈ N such that all elements of ξn belong to 12kdZ.
This motivates the following definitions. First, we define the 2-adic value2 of an integer a as
ν2(a) :=
0 if a = 0max{k ∈ N0 : 2k | a} otherwise,
and that of a rational number ab , where a, b ∈ Z with b 6= 0, as
ν2
(a
b
)
:= ν2(a)− ν2(b).
Thus, Figure 0.2 is a natural visualisation of the space 1dZ
[
1
2
]
whereby the elements are grouped
according to their 2-adic values.
Next, we define the negative 2-adic valuation ν′2 := −ν2 and associate to the set ξn the n-th
effective exponent
κ(n) := max {ν′2 (x1) , . . . , ν′2 (xn)} , for every n > n0.
Notice that κ(n) is the smallest k ∈ N such that all elements of ξn belong to 12kdZ. Some of these
arithmetical tools will also be used in Chapters 7 and 8.
Now, notice that for every n > n0 we have
ν′2 (Mn) 6
κ(n) if n is oddκ(n) + 1 if n is even,
and hence, by (1.2),
κ(n+ 1) 6
κ(n) if n is oddκ(n) + 1 if n is even.
It follows by an easy induction that for every n > n0,
κ(n) 6 κ (n0) +
⌊
n− n0
2
⌋
, (2.1)
a generalisation of [14, Proposition 2.5].
This linear upper bound is very crude. Due to substantial cancellations, the actual growth is
1Notice that ξn0 is affine-equivalent to dξn0 , i.e., any rational set is affine-equivalent to a dyadic rational set.
2This definition of 2-adic value agrees with [12, page 562], except that we set ν2(0) = 0 rather than ∞.
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Figure 2.1. The growth of the effective exponent of the orbit of
[
0, 71
128
, 1
]
—representing a typical [0, x, 1]-
orbit— up to stabilisation, showing the unhelpfulness of the linear upper bound (2.1).
much slower (Figure 2.1). A more realistic upper bound which grows logarithmically guarantees the
appearance of a repetition on a bounded orbit [14, Conjecture 2.6]. Indeed, if there exist a, b ∈ Z such
that for every n > n0 we have x1, . . . , xn ∈ (a, b] ∩ 12κ(n)dZ, where∣∣∣∣(a, b] ∩ 12κ(n)dZ
∣∣∣∣ = ∣∣∣{ e2κ(n)d : e ∈ {2κ(n)da+ 1, . . . , 2κ(n)db}}∣∣∣ = 2κ(n)d(b− a),
then a repetition is guaranteed if there exists N > n0 such that for every n > N ,
n > 2κ(n)d(b− a), i.e., κ(n) < log2
n
d(b− a) . (2.2)
This bound gives a sufficient condition for the appearance of a repetition in a bounded rational
mmm orbits. Let us now present an arithmetical result which can be used to derive a sufficient condition
for stabilisation. Notice that for every n > n0 + 2 and for every j ∈ {0, . . . , n− 1} we have
xn = nMn−1 − (n− 1)Mn−2
= (n− j) (Mn−1 −Mn−2) + jMn−1 − (j − 1)Mn−2,
implying
Mn−1 −Mn−2 = xn − jMn−1 + (j − 1)Mn−2
n− j
which, as apparent from the left-hand side, belongs to 1
2κ(n)d
Z, and so is equal to k
2κ(n)d
for some k ∈ Z.
We have therefore proved the following proposition.
Proposition 2.1. For every n > n0 + 2 we have
xn ∈
n−1⋂
j=0
{
jMn−1 − (j − 1)Mn−2 + kδ(n− j)
2κ(n)d
: k ∈ Z
}
. (2.3)
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Figure 2.2. Plot of (ln lcm {δ(1), . . . , δ(n)})400n=2 (purple) and the lower bound given by Proposition 2.2 (blue).
The set in (2.3) is the intersection of n one-dimensional lattices with spacings
δ(n)
2κ(n)d
,
δ(n− 1)
2κ(n)d
, . . . ,
δ(1)
2κ(n)d
,
and hence is a one-dimensional lattice with spacing
lcm {δ(1), . . . , δ(n)}
2κ(n)d
.
While the growth rate of the denominator of this quantity remains a conjecture, the numerator grows
almost exponentially fast, in the following sense (Figure 2.2).
Proposition 2.2. For every n > 5,
ln lcm {δ(1), . . . , δ(n)} > n
(
1− 1
lnn
)
.
Proof:
For every n > 2, lcm {δ(1), . . . , δ(n)} is divisible by every odd prime less than n, and hence by the
integer 12
∏
n>p∈P p, where P is the set of primes. Moreover, for every n > 9, it is divisible by 9, and so
lcm {δ(1), . . . , δ(n)}
1
2
∏
n>p∈P p
> 3,
implying
ln lcm {δ(1), . . . , δ(n)} > ϑ(n), (2.4)
where ϑ(n) :=
∑
n>p∈P ln p is the first Chebyshev function [12, equation (22.1.1)]. The inequality
is verified by direct computation for 5 6 n 6 40 and is a consequence of (2.4) and [20, equation (3.16)]
for n > 41.
Using Proposition 2.1, we now derive a sufficient condition for stabilisation of a rational initial
set. The condition requires the monotonicity of the median, but, unlike the earlier ones, does not
assume boundedness; it only requires the orbit to be sufficiently close to the median.
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Corollary 2.3. Suppose the median sequence is non-decreasing, and suppose there exists an integer
n > n0 + 2 such that
xn −Mn−1 ∈ [0, 1) and κ(n) < log2
δ(n− 1)
d
.
Then xn =Mn−1, so ξn0 stabilises with τ (ξn0) 6 n.
Proof:
Let n > n0 + 2 be an integer satisfying the given assumptions. By Proposition 2.1 we have
xn ∈
n−1⋂
j=0
{
jMn−1 − (j − 1)Mn−2 + kδ(n− j)
2κ(n)d
: k ∈ Z
}
⊆
{
Mn−1 + kδ(n− 1)
2κ(n)d
: k ∈ Z
}
.
Moreover, since the median sequence is non-decreasing, then xn >Mn−1, so we can replace Z in the
last set with N0. This means that there exists k ∈ N0 such that
xn −Mn−1 = kδ(n− 1)
2κ(n)d
.
If k > 1, then, since κ(n) < log2 δ(n−1)d ⇔ δ(n− 1) > 2κ(n)d, the expression on the right-hand side is
greater than 1, contradicting xn−Mn−1 ∈ [0, 1). Therefore, we must have k = 0, implying the desired
conclusion.
Therefore, to prove the main conjecture over the rationals, one needs a general argument that
any rational initial set satisfies one of the above sufficient conditions. This difficult task remains
unachieved.
ii) Probabilistic orbits. Based on the parity-dependent recursion (1.9), we can construct probabilistic
algorithms to generate mmm-like orbits. For instance, to generate a probabilistic [0, x, 1]-orbit, where
x ∈ Z [ 12] ∩ [ 12 , 23], we start with the first six terms (xn)6n=1 = (0, x, 1, 3x− 1, 6x− 52 , 8x− 72) and the
cores
(λn)
6
n=3 =

(
[0, x, 1] , [x, 3x− 1] , [x, 3x− 1, 6x− 52] , [3x− 1, 6x− 52]) if 12 6 x 6 712
([0, x, 1] , [x, 3x− 1] , [x, 3x− 1, 1] , [3x− 1, 1]) if 712 < x 6 23 .
For every n > 7, we generate xn as follows. If n is even, we let
xn := xn−1 + (xj − xi) ,
where xi, xj are the elements of the even core λn−2 with xi 6 xj . If n is odd, we let xn be a number
randomly selected from the finite set3
I ∩ 1
2max{ν′2(x):x∈λn−1}+1
Z, (2.5)
3This is a set in which the odd-indexed iterate nMn−1 − Sn−1 of the basic mmm recursion is contained.
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Figure 2.3. Four probabilistic orbits of
[
0, 19
32
, 1
]
with repeat times 10, 19, 31, and 66 (blue), each displayed
with the deterministic orbit (purple) which has repeat time 19.
where
I :=
(xk, xn−1) if
xk−xj
xj−xi < 1− 2n(
xn−1, xn−1 + n2 (xk − xj)
)
otherwise
(2.6)
and xi, xj , xk are the elements of the odd core λn−2 with xi 6 xj 6 xk. Four probabilistic orbits of[
0, 1932 , 1
]
generated with this algorithm up to its repeat time is shown in Figure 2.3.
Clearly, a probabilistic orbit is not guaranteed to have a finite repeat time, i.e., it may not reach a
repetition or takes too long to do so. Referring to a probabilistic orbit which does not reach a repetition
within five seconds of its computation as a failure, we generated 1000 probabilistic [0, x, 1]-orbits for
each initial condition 1932 ,
37
64 ,
71
128 ,
143
256 ∈ Z
[
1
2
] ∩ [ 12 , 23] to obtain the following data.
x 1932
37
64
71
128
143
256
number of failures 17 53 25 82
average repeat time 28.31 37.31 27.19 37.58
actual repeat time 19 27 117 40
(2.7)
Notice in particular that the number of failures for each initial condition is extremely low.
Such a probabilistic algorithm, while capturing the architecture of actual mmm orbits, is lacking
in rigorous justification on at least two important aspects. First, it is not proved that the set (2.5)
is always non-empty. While an iteration at which the set is empty is never encountered in the above
simulations, it appeared after we attempted to refine the algorithm. Second, it may not be justifiable
to always assign the same probability to every element of the set (2.5). Indeed, by examining the
long orbit of
[
0, 6391024 , 1
]
, for instance, we obtain some evidence that the distribution of its odd-indexed
points in I is not uniform (Figure 2.4). In fact, it may be the case that the distribution changes over
time, or depends on the initial condition.
31
0 0.2 0.4 0.6 0.8 1
0
2
4
6
8
0 0.2 0.4 0.6 0.8 1
0
5
10
Figure 2.4. In the orbit of
[
0, 639
1024
, 1
]
, points of odd indices from 7 to the transit time 1205 consist of 218
points belonging to the first case of (2.6) distributed as shown on the left and 382 points belonging to the second
case distributed as shown on the right. Each plot is a relative frequency histogram where the abscissa is rescaled
by the unique affine transformation which maps the endpoints of (2.6) to that of the unit interval.
Finally, with our knowledge of Proposition 2.1, we can modify the probabilistic algorithm by
replacing the lattice 1
2max{ν′2(x):x∈λn−1}+1
Z in (2.5) with
n−1⋂
j=0
{
jMn−1 − (j − 1)Mn−2 + kδ(n− j)
2κ(n−1)+1
: k ∈ Z
}
.
Due to the rapid growth of the modulus of this new lattice, it is not surprising to find in the simulations
that, after several iterations, the set from which the algorithm selects a random number is a singleton.
In fact, for many initial conditions including 1932 and
37
64 (the first two in (2.7)), this happens at every
iteration, which means that the generated probabilistic orbit is the same as the deterministic orbit.
2.2 The computer-assisted proof of Cellarosi & Munday
In this section we describe the algorithm of [6] and our attempt to use it to further enlarge one of the
given neighbourhoods (Figure 0.6), in order to see the computational obstacles. More specifically, we
enlarge the neighbourhood of 712 , namely
[
7381379
12670284 ,
52083521
89164436
]
, in which the limit function is in the form
of a V-shape tipped at 712 : [6, page 440]
m(x) =
−213x+ 5014 if 738137912670284 6 x < 712219x− 5074 if 712 6 x 6 5208352189164436 . (2.8)
After performing the intense computations to enlarge this neighbourhood, we shall see that, as we
depart from the tip of the V-shape, firstly, the computational complexity increases dramatically, and
secondly, there are clear inaccessible regions.
i) The algorithm and the accessible neighbourhood. The idea of this algorithm is as follows.
Suppose the orbit (x∗n)
τ(x∗)
n=1 up to stabilisation of an initial condition x
∗ ∈ [ 12 , 23] is known. Then there
is a permutation k 7→ jk of indices {1, . . . , τ (x∗)} for which x∗j1 6 x∗j2 6 · · · 6 x∗jτ(x∗) , i.e., an ordering
prescription of the terms of the orbit. Now, starting with the initial terms x1 = 0, x2 = x, and x3 = 1,
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Figure 2.5. The sequence (Ii)
∞
i=1 of adjacent combinatorics-retaining intervals on the right-hand side of a
rational number r considered in [6].
where x is a symbol, we compute x4, . . . , xτ(x∗) —as affine expressions in x— using the mmm rule,
where, at each step, the existing points are ordered according to the mentioned prescription. This
produces a symbolic orbit (xn)
τ(x∗)
n=1 along with a chain of inequalities xj1 6 xj2 6 · · · 6 xjτ(x∗) in
x which, after removing duplications, is then solved to obtain an open interval containing all initial
conditions x whose orbits have the same transit time and combinatorics, i.e., an open combinatorics-
retaining interval, where, clearly, the explicit formula of m(x) is determined.
For every rational number r considered in [6], a right neighbourhood of r in which the conjecture
holds is established as follows. First, execute the algorithm with initial condition r +  to produce a
combinatorics-retaining interval I1, where  > 0 is chosen to be sufficiently small that I1 has r as its
left endpoint, repeating the execution with a smaller  if this is not achieved with the first choice of
. Then, we replace r with the right endpoint s of I1 and, after verifying that the conjecture holds at
s by direct computation, repeat the algorithm to produce a combinatorics-retaining interval I2 with
s as its left endpoint, and so on (Figure 2.5). This process generates a sequence (Ii)
∞
i=1 of adjacent
combinatorics-retaining intervals, the union of whose closures is a right neighbourhood of r in which
the Strong Terminating Conjecture holds. In principle, this sequence of intervals need not be finite.
The only reason for intentionally terminating the above process, and thus for producing only finitely
many adjacent combinatorics-retaining intervals, is the fact that a large amount of time and memory
has been consumed. A left neighbourhood of r in which the conjecture holds can be generated similarly.
An application of the above process to produce (2.8) took 11 minutes on our computer, and
the result reveals that the generated neighbourhood
[
7381379
12670284 ,
52083521
89164436
]
of 712 consists of 774 adjacent
combinatorics-retaining intervals: 146 on the left and 628 on the right. Now we shall describe our
attempt to enlarge this neighbourhood. First, we added 4828 adjacent combinatorics-retaining intervals
on the left, shifting the left endpoint from 738137912670284 to
64461935
110650204 and updating the knowledge of the
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explicit description of the limit function on the left of 712 into
m(x) =

−213x+ 5014 if 64461935110650204 6 x < 1983483534046892
− 851853932 x+ 19850867128 if 1983483534046892 6 x < 10231756
8512027
32 x− 19835395128 if 10231756 6 x < 1985142734075372
−213x+ 5014 if 1985142734075372 6 x 6 712 .
In the interval
(
19834835
34046892 ,
19851427
34075372
)
, we notice that the segment −213x + 5014 of the limit function on
the left of 712 deforms into a secondary V-shape tipped at
1023
1756 .
Much more effort was required to extend the right neighbourhood. We added 99947 adjacent
combinatorics-retaining intervals on the right, shifting the right endpoint from 5208352189164436 to r1, a rational
number whose denominator has 65 digits (page 110), and updating the knowledge of the explicit
description of the limit function on the right of 712 into
m(x) =

219x− 5074 if 712 6 x < 1899760732522972
− 812373532 x+ 18981383128 if 1899760732522972 6 x < 9791676
8130951
32 x− 18997943128 if 9791676 6 x < 1898171932495772
219x− 5074 if 1898171932495772 6 x < 6482766879348700111109556704067812284
− 27738917601694900016 x+ 64827668793486100064 if 6482766879348700111109556704067812284 6 x < 26601391806739454552956039608148
8874383726879880871
512 x− 207400165086945915072048 if 26601391806739454552956039608148 6 x < 2074001650869433192335497534907519074972
219x− 5074 if 2074001650869433192335497534907519074972 6 x 6 r1.
In this larger neighbourhood, the segment 219x − 5074 of the limit function deforms into a secondary
V-shape twice, namely in
(
18997607
32522972 ,
18981719
32495772
)
and
(
648276687934870011
1109556704067812284 ,
20740016508694331923
35497534907519074972
)
, forming a
secondary V-shape tipped at 9791676 and
2660139180673945
4552956039608148 , respectively. A crucial problem is, therefore,
to determine
s := sup
{
sup(I) : I is a combinatorics-retaining interval and m(x) = 219x− 507
4
for all x ∈ I
}
and how many deformations into V-shapes take place in
(
7
12 , s
)
.
Before describing our attempt to seek s, let us say a few words on the value of the transit time
function in the neighbourhood obtained so far. Near the abscissa of the tip of any of the secondary
V-shapes, the transit time achieves a local maximum value. This local maximum value is 273, 273,
and 919 for 10231756 ,
979
1676 , and
2660139180673945
4552956039608148 , respectively. In
(
979
1676 ,
2660139180673945
4552956039608148
)
, a local minimum
value of 53 is achieved. In
(
2660139180673945
4552956039608148 , r1
)
, a local minimum value of 119 is achieved.
ii) The inaccessible region. It is worth mentioning that the computation on the right-neighbourhood
of 712 took over 180 hours, and the result does not tell us whether we are close to s. Therefore, instead of
continuing this, we attempt to compute s by applying the procedure from the other end, i.e., from right
to left. We found that in the interval
(
r2,
30130705
51563092
)
which consists of 12152 adjacent combinatorics-
retaining subintervals, where r2 is a rational number whose denominator has 50 digits (page 110), the
limit function is given by m(x) = 4472 x− 10358 and the transit time function decreases from 671 to 75.
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Figure 2.6. The known structure of the limit function near 7
12
. This figure is not drawn to scale.
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Figure 2.7. The limit and transit time function in [r1, r2] sampled over a discrete set of 40 equally-spaced
points.
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The graph of this affine function, if extended, also passes through the tip of the primary V-shape at
7
12 . See Figure 2.6. Therefore, s ∈ [r1, r2], where |r1 − r2| < 10−4.
To obtain some idea of the shape of the limit function in [r1, r2], our first stage of computation
is to sample it over a discrete set of equally-spaced rational points, namely, the arithmetic progression
(ρn)
40
n=1 with first term ρ1 =
876401
1500000 and modulus
1
500000 . The resulting plot, Figure 2.7, suggests
that the limit function experiences some significant deformations in the intervals (ρ4, ρ9) and (ρ31, r2)
in which it might also achieve some local maxima. The plot also suggests that s ∈ [ρ31, ρ32] =[
876491
1500000 ,
438247
750000
]
, where |ρ31 − ρ32| < 10−5. One of the rational points, namely ρ33 = 8764971500000 , has a
particularly high transit time of 58431.
The next stage of the computation is described in Figure 2.8:
• The rational numbers ρ1, ρ2, ρ3, and ρ4 belong to the combinatorics-retaining intervals(
1389731
2378588 ,
618793
1059092
)
,
(
166463
284908 ,
617561
1056980
)
,
(
303973
520260 ,
16220029
27761124
)
, and
(
89460953
153114900 ,
10225197
17500708
)
, respectively,
where the transit times are 57, 57, 65, and 117, respectively. The rational number ρ5, how-
ever, is a tip of a V-shape.
• The computation of the limit function over (ρn)40n=1 displayed in Figure 2.7 took over 3 hours.
Nevertheless, due to inadequate sampling, this plot is nowhere close to the actual plot of the
limit function in [r1, r2]. Indeed, as displayed in Figure 2.8, we have tried to generate adja-
cent combinatorics-retaining subintervals starting from ρ1 to the left and found two secondary
V-shapes in the interval
[
r3,
618793
1059092
]
which consists of 43347 adjacent combinatorics-retaining
subintervals, where r3 is a rational number whose denominator has 63 digits (page 110). In this
interval, the limit function is given by
m(x) =

219x− 5074 if r3 6 x < 106582821789062953182421613650391188
− 3192378238879600001024 x+ 7460797525229210004096 if 106582821789062953182421613650391188 6 x < 3228358628201555254906983436
319370763573101247
1024 x− 7463904412946319474096 if 3228358628201555254906983436 6 x < 7463904412941127791277483054291507964
219x− 5074 if 7463904412941127791277483054291507964 6 x < 10948262991873846844
− 46844769564 x+ 1094793851256 if 10948262991873846844 6 x < 81795139996
468195543
64 x− 1094203939256 if 81795139996 6 x < 10941714911872726108
219x− 5074 if 10941714911872726108 6 x < 6187931059092 ,
whereas the transit time function achieves local maximum values of 451 and 351 near
32283586282015
55254906983436 and near
81795
139996 , respectively, a local minimum value of 57 between them, and
a local minimum value of 121 in
(
r3,
106582821789062953
182421613650391188
)
.
• We have also generated adjacent combinatorics-retaining subintervals starting from ρ4 to the
right to find the exact point in [ρ4, ρ5] at which the first anomalous deformation occurs. Unfor-
tunately, after over 120 hours of computation, no anomaly was found. The only result of this last
computation is that in the interval
[
89460953
153114900 , r4
]
which consists of 36847 adjacent combinatorics-
retaining subintervals, where r4 is a rational number whose denominator has 96 digits (page 110),
the limit function is regular and given by m(x) = 219x− 5074 , whereas the transit time function
increases from 117 to 1603.
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Figure 2.8. The structure of the limit function in
[
r3,
618793
1059092
]
and
[
89460953
153114900
, r4
]
. This figure is not drawn
to scale.
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Figure 2.9. The limit function in [r1, r2], sampled over fractions with denominator at most 15000, showing
the accessible region (r1, ρ4)∪(ρ9, ρ31) (blue) and inaccessible region (ρ4, ρ9)∪(ρ31, r2) (purple). Notice that this
low-resolution image may give the wrong impression that the limit function is affine in the interval (ρ9, ρ31).
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Figure 2.10. The n-th average height Hn and n-th average effective exponent κn associated to orbits of initial
conditions in F15000 and F5000, respectively, in the accessible (blue) and inaccessible (purple) regions. (The
height of a positive rational number in its lowest terms is the maximum of its numerator and denominator.)
We conclude that the explicit description of the limit function in the subintervals (ρ4, ρ9) and
(ρ31, r2) is computationally inaccessible. We can, however, obtain some insight by plotting the limit
function using a finer sampling as shown in Figure 2.9. This plot, while not establishing the Strong
Terminating Conjecture in any region of positive measure, suggests that the interval [r1, r2] consists
of two distinct types of regions4: the inaccessible region comprising the union of the two mentioned
subintervals and the accessible region comprising its complement in which the graph of the limit
function is dominated by segments given by the original affine formula. In the accessible region, as we
have seen, the algorithm eventually reaches a point where the large increase in computational complex-
ity results in an extremely small gain in measure. Thus, the algorithm eventually becomes ineffective
even in the accessible region, let alone in the inaccessible one. See Figure 2.10 for a comparison of the
growth of the average computational complexity in these two regions.
We will come back to computations in Chapter 9 where a refined computation will be performed,
revealing that the accessible region occupies only a small measure of the domain. The inaccessible
region will reappear and motivate our final conjecture that the graph of the limit function is a fractal,
i.e., that it has a non-integer dimension.
4Formal definitions of these regions require further study. However, in Section 9.2 we shall see some evidence that
inaccessibility is characterised by unbounded variation of the limit function.
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Part II
Functional mmm
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CHAPTER 3
Bundles and X-points
Let us now make a shift in our point of view: instead of working with numbers, from now on we
shall work with functions. In this chapter we first introduce bundles1.: finite sets of single-variable
piecewise-affine continuous real functions having rational coefficients. Then we define the functional
mmm which acts on the space of bundles. Then we state some basic properties of a bundle. This will
be the content of Section 3.1.
Figure 3.3 suggests that, in the evolution of a bundle, a transversal intersection point of two
distinct functions plays an important role: it becomes a local minimum of the limit function as the
median sequence reaches it. Such a point will be called an X-point. The precise definition and some
basic properties of an X-point will be discussed in Section 3.2.
In the following four chapters we will then develop a theory of mmm dynamics in the vicinity
of X-points. Specifically, we will discuss: the symmetry near an X-point, the bundle [0, x, 1, 1] which
serves as a model for dynamics near an X-point, a general theory for dynamics near an X-point, and
the normal form of the mmm which simplifies the verification of the Strong Terminating Conjecture
near an X-point.
3.1 Bundles
We define a bundle to be a finite (multi)set of univariate piecewise-affine continuous real functions
having rational coefficients and finitely many pieces on any interval. A bundle is regular if all its
elements are affine, and locally regular if this property holds in an open interval. A subset of a
bundle is called a subbundle.
The sum S(Ξ), arithmetic mean 〈Ξ〉, and medianM(Ξ) of a bundle Ξ = [Y1, . . . , Yn] are defined
pointwise, i.e.,
S(Ξ)(x) := S(Ξ(x)), 〈Ξ〉(x) := 〈Ξ(x)〉, and M(Ξ)(x) :=M(Ξ(x)),
1Once again, by bundles we do not mean fibre bundles in topology.
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where Ξ(x) := [Y1(x), . . . , Yn(x)], for every x ∈ R. One verifies that these are also univariate piecewise-
affine continuous real functions with rational coefficients, and hence so is (cf. (1.1))
M(Ξ) := (|Ξ|+ 1)M(Ξ)− S(Ξ). (3.1)
Consequently, we can define the functional mmm M as a self-map on the space of all bundles via
M(Ξ) := Ξ unionmulti [M(Ξ)]. (3.2)
We shall deal with a sequence of bundles (Ξn)
∞
n=n0
and a functional orbit (Yn)
∞
n=1, where the
initial bundle Ξn0 = [Y1, . . . , Yn0 ], n0 ∈ N, is given, and
Ξn+1 = Ξn unionmulti [Yn+1] , where Yn+1 = M (Ξn) , for every n > n0.
Notice that the leading (constant, respectively) coefficient of every subsequent function belongs to
1
dZ
[
1
2
]
, where d is the least common multiple of the denominators of the leading (constant, respectively)
coefficients of the elements of the initial bundle.
To emphasise the dependence of the mmm dynamics on the initial bundle, we also call an initial
bundle a system. To denote the associated median sequence we shall use the same notation as in the
arithmetical case, namely (Mn)∞n=n0 , where Mn := M (Ξn) for every n > n0, bearing in mind that
this is no longer a sequence of numbers, but a sequence of functions which is piecewise monotonic by
Yn = (n− 1) (Mn−1 −Mn−2) +Mn−1, for every n > n0 + 2, (3.3)
a functional version of (1.2). The core Λn of the bundle Ξn, for every n > n0, is defined pointwise over
R. So also are the transit time τ and the limit function m of the initial bundle, assuming existence.
As we have seen, the latter can be written as the infinite sum (0.6).
Let Ξ and Ξ′ be two bundles of the same size. If there is a Mo¨bius transformation µ with
rational coefficients and an affine transformation f with coefficients in Q(x) such that for all x ∈ R we
have
f (Ξ′(x)) = Ξ(µ(x)), (3.4)
where f acts on a set componentwise without cancellations, then we say that Ξ and Ξ′ are equivalent,
written Ξ ∼ Ξ′, via the pair (µ, f). For example, since2 [0, x, x + 1] − x = [0,−x, 1] for all x ∈ R,
then [0, x, 1] ∼ [0, x, x + 1] via the pair (µ, f) given by µ(x) = −x and f(z) = z − x. If a bundle
equivalence holds only in an open interval, we say that the two bundles are locally equivalent.
Bundle equivalence is a generalisation of affine-equivalence of real sets.
The upper and lower concatenations of two bundle functions Y and Y ′ are the functions
Y ∨ Y ′ := max {Y, Y ′} and Y ∧ Y ′ := min {Y, Y ′} ,
respectively, where the maximum and minimum are defined pointwise. Notice that [Y, Y ′] ∼
[Y ∧ Y ′, Y ∨ Y ′], showing that Ξ ∼ Ξ′ with µ and f both being the identity function does not imply
Ξ = Ξ′.
2We write [a, b, c]± x to mean [a± x, b± x, c± x].
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By (3.2) and the commutation relations
M(f(Ξ(x))) = f(M(Ξ)(x)) and 〈f(Ξ(x))〉 = f(〈Ξ(x)〉)
valid for any bundle Ξ and any x ∈ R, we have
f (M(Ξ)(x)) = M(f(Ξ(x))).
Thus, if Ξ ∼ Ξ′ then
f (M (Ξ′) (x)) = M(Ξ)(µ(x)),
i.e., M(Ξ) ∼ M (Ξ′), from which it follows inductively that Mn(Ξ) ∼ Mn (Ξ′) for every n ∈ N0. In
other words, the functional mmm preserves bundle equivalences. We shall also say that a bundle
equivalence is inherited through the mmm dynamics.
Most bundle equivalences discussed in this thesis are non-trivial local self-equivalences Ξ ∼ Ξ.
Since these are inherited by the orbit of Ξ, they result in a local functional equation for the limit
function m:
f(m(x)) = m(µ(x)). (3.5)
In Chapter 6, we shall see that it is possible to achieve (3.5) only by establishing a self-equivalence
Ω ∼ Ω of an appropriately chosen subbundle Ω, rather than that of the whole Ξ.
The phase space of the mmm is very large, and not all initial bundles deserve full attention. To
minimise redundancies, initial bundles Ξ are to be chosen to satisfy the following properties3:
i) the set {x ∈ R : Ξ(x) is imprimitive} is discrete4,
ii) the set {x ∈ R : Ξ(x) is trivial} is discrete,
iii) not all lines in Ξ are concurrent (including points at infinity).
Condition ii) prevents immediate stabilisation on a positive-measure subdomain, while iii) excludes
bundles which are equivalent to a rational set.
For example, the initial bundles [0, x, 1] and [0, x, 1, 1] satisfy these conditions. The median
sequence of the latter bundle is globally non-decreasing. By contrast, for the former bundle, the real
line may be subdivided into regions where the median sequence is non-increasing and non-decreasing,
separated by isolated points (from ii)) where the mean of the bundle is equal to its median. Since
these two regions are connected by a self-equivalence of the bundle [7, Theorem 3.1], there is no need
to study these two regions separately. In future discussions, whenever there is a need to invoke the
monotonicity of the median, we shall always assume that it is locally non-decreasing.
3.2 X-points
If two functions Yi and Yj intersect transversally at p ∈ Q, meaning that there exists  > 0 such that
(p− , p+ ) ∩ {x ∈ Q : Yi(x) = Yj(x)} = {p},
3See Section 1.1 for the definitions of imprimitive and trivial.
4Contains only isolated points.
42
2 18 34 50 66
0.85
0.9
0.95
1
n
Pn
Figure 3.1. The decay of the proportion Pn of fractions with denominator at most n in the interval
[
1
2
, 2
3
]
which are X-points.
Y1
Y2
Y3 p
Y1
Y2
Y3
Y4 p
Figure 3.2. Origin of a singularity in a regular bundle Ξn, if n is odd (n = 3, left) and if n is even (n = 4,
right). The blue and purple functions are the mean and median of the bundle, respectively. The latter is
singular, due to the presence of the X-point p. In either case, the image function Yn+1 will be singular at p.
then we write p = Yi ./ Yj and refer to p as an X-point
5 (Figure 3.2). Notice that this definition
also includes a transversal intersection of more than two functions, say Yi, Yj , and Yk; such a point is
also an X-point which can be written as p = Yi ./ Yj , p = Yj ./ Yk, or p = Yi ./ Yk. In a geometrical
context, the term X-point and the same notation shall also be used to mean the actual point on the
plane rather than its abscissa. An X-point p is regular if all functions intersecting at it are regular at
p, and is singular otherwise.
In the system [0, x, 1], most low-complexity rationals in
[
1
2 ,
2
3
]
are X-points; the proportion
decreases as complexity increases. This is shown in Figure 3.1, where it is also seen that the smallest
denominator of any non-X-point rational in that interval is 19. It is therefore fitting that the authors of
[6] restricted their computations to rational numbers with denominator at most 18. In their algorithm,
X-points appear as the endpoints of combinatorics-retaining intervals (see Section 2.2). Within such
intervals, the mmm does not exhibit sensitivity to initial conditions. For orbits of two initial conditions
belonging to two adjacent open combinatorics-retaining intervals, there exists an iteration producing
terms which are inserted in the orderings at interchanged positions. If these terms are reached by the
median sequence, their orbits separate.
X-points are the source of singularities. Indeed, if a bundle Ξn is regular then its image bundle
Ξn+1 is singular at p ∈ Q if and only if the median Mn is singular at p, in which case p is an X-point
incident with Mn or with one of the functions of which Mn is the average (Figure 3.2). Figure 3.3
illustrates how such singularities develop gradually in the system [0, x, 1] to become as ubiquitous as
seen in Figure 0.1.
5This definition is local, so Yi ./ Yj denotes a point rather than a set of points.
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Figure 3.3. The early evolution of the initial bundle Ξ3(x) = [0, x, 1]. In each picture, the purple segments
indicate the current median.
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Figure 3.4. The bundle [0, x, 1, 1] in which the origin is an X-point of rank 2 (left) and the bundle
[0, x, 1, Y4(x)], where Y4(x) is equal to 1 for x 6 0 and to x2 + 1 for x > 0, in which it is an X-point of
left-rank 2 and right-rank 1.
An X-point is monotonic if it has a neighbourhood where the median sequence is either non-
decreasing or non-increasing. A monotonic X-point p appearing above (below, respectively) the current
median in the former (latter, respectively) case guarantees the existence of m(p) by [7, Theorem 2.4].
For this reason, the limit function of the system [0, x, 1] exists at every X-point in
[
1
2 ,
2
3
]
.
Next, an X-point p stabilises (or is stabilising) if τ(p) < ∞. The following concepts are all
local. First, a stabilising X-point p = Yi ./ Yj is proper if {Yi, Yj} is the only pair of functions in the
bundle Ξτ(p)−1 which intersect transversally at the point (p, Yi(p)) and Yi, Yj both have multiplicity
1 in the same bundle. If the median sequence is non-decreasing, we associate to every stabilising
monotonic X-point p = Yi ./ Yj in the bundle Ξτ(p)−1 the set6
Yp :=
{
Y ∈ Ξτ(p)−1 : Ξτ(p)−1(p) ∩ (Yi(p), Y (p)) = ∅ and m(p) ∈ [Yi(p), Y (p))
}
. (3.6)
If Yp 6= ∅, then we say that the stabilising X-point p is active7, and as we shall see in Chapter 6, the
function minYp will be of particular importance. On the left-hand side of p, the multiplicity of this
function in the bundle Ξτ(p)−1 is said to be the left-rank of p. Similarly we define the right-rank
of p in its right-hand side. If these two numbers are equal, then the common value is said to be the
rank of p. In the system [0, x, 1], every rational number in
[
1
2 ,
2
3
]
with denominator between 3 and 18
inclusive studied in [6] is an X-point which is regular, monotonic, proper, active, and of rank 1. Two
examples of X-points which are not of rank 1 are presented in Figure 3.4.
A regular stabilising X-point formed by functions whose multiplicities in the bundle Ξτ(p)−1 are
not all 1 has a simpler dynamics, which we shall now present. At such an X-point the limit function
is regular but the transit time function has a jump discontinuity. To lighten up the notation, we
write inequalities of functions (Yi > Yj or Yi > c, with c a constant), to denote pointwise inequalities
(Yi(x) > Yj(x) or Yi(x) > c), valid for all points in the domain under consideration.
6In its proper meaning, i.e., ignoring multiplicities.
7In such a case, we usually have |Yp| = 1, but this is not always the case. For instance, 1323 = Y7 ./ Y9 is an X-point in
the system [0, x, 1] for which we have Y 13
23
= {Y10, Y19}.
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Lemma 3.1. Let p = Yi ./ Yj be a regular stabilising X-point with Yi < Yj if x > p, where the
multiplicities of Yi and Yj in Ξτ(p)−1 are 1 and at least 2, respectively. Also assume that, locally,
Mn = Yi ∧ Yj and Mn+1(x) =
Yj(x) if x < p〈Yi, Yj〉 (x) if x > p, (3.7)
for an odd integer n. Then near p we have m(x) = Yj(x) and
τ(x) =
n+ 2 if x < pn+ 4 if x > p. (3.8)
Proof:
If x < p, then (3.3) easily gives Yn+2 = Yj , and hence m(x) = Yj(x) and τ(x) = n + 2. If x > p, we
use (3.3) to compute Yn+2, Yn+3, and Yn+4. Firstly, Yn+2 =
n
2 (Yj − Yi) + Yj , which lies above Yj
since Yj > Yi. Next, since the median sequence is non-decreasing, then Mn+3 = Mn+2 = Yj , and
so we obtain Yn+3 =
n+2
2 (Yj − Yi) + Yj , which also lies above Yj . Finally, Yn+4 = Yj , and hence
m(x) = Yj(x) and τ(x) = n+ 4, completing the proof.
In this lemma, the limit function is regular but the transit time increases by 2. If instead we
assume that Yi < Yj if x < p, and we modify accordingly equation (3.7), we obtain a mirror version of
(3.8) describing a decrease by 2 of the transit time. We shall use this lemma in Chapter 5.
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CHAPTER 4
Symmetries
We now deal with the symmetry of an X-point. Recall that the restriction of the domain of the system
[0, x, 1] from [0, 1] to
[
1
2 ,
2
3
]
exploits the symmetries known to exist near the endpoints of the restricted
domain. Each of these endpoints is an X-point, and its symmetry makes it possible to obtain the
explicit formula of the limit function on one side of the X-point if that on the other side is known.
Therefore, a natural question is: does every X-point have such a symmetry?
The answer is yes. Every X-point possesses a local symmetry which we shall describe in this
chapter. Specifically, we construct a two-dimensional projectivity determined by an X-point p = Yi ./
Yj and an auxiliary function Y , which is any piecewise-affine function not through p, assuming that
all these functions are locally regular except, possibly, at p. The subbundle containing only these three
functions will be called a triad and denoted by Ω = [Yi, Yj ;Y ]. The projectivity induces a non-trivial
self-equivalence Ω ∼ Ω, i.e.,
f(Ω(x)) = Ω(µ(x)), (4.1)
which holds for all x sufficiently close to p and is specified by a pair (µ, f) of Mo¨bius and affine
transformations. Later in Chapter 6, we shall develop suitable conditions under which such a symmetry
is inherited by the limit function, i.e., under which (4.1) implies (3.5) for all x sufficiently close to p,
for the same pair (µ, f).
We shall use some concepts of projective geometry (for background, see [8]). We identify the
point (x, y) ∈ Q2 with the projective point (x, y, 1) ∈ P2(Q), represented with homogeneous coordi-
nates, and we denote by o∞ := (0, 1, 0) the point at infinity on the ordinate axis (the line (1, 0, 0)).
The symbol Y shall be used to denote both a function and its graph. If Y is locally regular, by the
line Y we mean the graph of the affine extension of Y .
The first type of symmetry, which is constructed in Section 4.1, is a homology, namely a
projective transformation with a line of fixed points (the axis) and an additional fixed point (the
centre) typically not on the axis (Theorem 4.1). As we shall see, this type of symmetry will be useful
for monotonic1 X-points. In the special case where the X-point is also regular, the homology is
1Defined in Section 3.2
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harmonic, and hence associated Mo¨bius transformation µ is involutory (Corollary 4.2). The second
type of symmetry, which is constructed in Section 4.2, is a more general projectivity which is needed
to handle non-monotonic X-points (Theorem 4.3).
4.1 Symmetry of triads
We shall construct a ratio-preserving symmetry for a triad Ω = [Yi, Yj ;Y ] associated to an X-point
p = Yi ./ Yj . After defining the concatenations
U := Yi ∨ Yj and L := Yi ∧ Yj ,
we have [Yi, Yj ;Y ] ∼ [U,L;Y ] (cf. remarks at the beginning of Chapter 1), and we shall use the latter
triad for our analysis. We introduce the regular functions I, J , K, I ′, J ′, K ′ as follows:
Ω(x) = [U,L;Y ] (x) =
[I ′, J ′;K ′] (x) if x < p[I, J ;K] (x) if x > p. (4.2)
On the affine plane, we have J < I < K for x > p and J ′ < I ′ < K ′ for x < p. The symmetry is
described by the following theorem.
Theorem 4.1. The triad Ω given by (4.2) determines a homology λ, with axis po∞ which maps I,
J , K to I ′, J ′, K ′, respectively. This homology induces a self-equivalence of Ω via the pair (µ, f)
given by
µ =
(
K ′ − I ′
K ′ − J ′
)−1
◦ K − I
K − J (4.3)
and
f(z) =
K ′(µ(x))− I ′(µ(x))
K(x)− I(x) z +
K(x) · I ′(µ(x))− I(x) ·K ′(µ(x))
K(x)− I(x) . (4.4)
This self-equivalence is unique up to inversion. The inverse of µ and the corresponding f are
obtained by interchanging all primed and unprimed quantities.
Proof:
With reference to Figure 4.1, we let U be a concatenation of I and I ′, L a concatenation of J and J ′,
and Y a concatenation of K and K ′, with the stipulation that primed (unprimed) quantities represent
the functions to the left (right) of the X-point. We consider the projective collineation λ determined
by the following data:
λ(I) = I ′, λ(J) = J ′, λ(K) = K ′, λ(o∞) = o∞. (4.5)
From (4.2) and the remark following it, λ is not the identity. We have λ(p) = I ′ · J ′ = p, and hence
the line P := po∞ is invariant. The point s := P ·K is also invariant, as λ(s) = P ·K ′ = s, and hence
λ fixes P pointwise. Since p, s, o∞ are distinct, the points
a := I ·K, b := J ·K, c := J · (o∞a), d := I · (o∞b)
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Figure 4.1. Construction of the homology λ determined by the triad [U,L;Y ]. Here U = I∨I ′ and L = J∨J ′.
are vertices of a quadrangle with no vertex on P . The map λ sends this quadrangle to its image
a′b′c′d′, which is also a quadrangle, as λ preserves incidence. Since λ is not the identity, it can fix at
most one of these vertices. If such a fixed vertex exists, then we call it o, and λ is a homology with
axis P and centre o.
If there is no fixed vertex, then we define the following lines:
A := aa′, B := bb′, C := cc′, D := dd′. (4.6)
All these lines are invariant under λ since their intersection with P is a fixed point, and none of these
lines coincides with P . Furthermore, no three of them can coincide; indeed if A = B = C, say, then
a, b, c would be collinear. Thus least two of these lines must be distinct, and we claim that they must
be concurrent at a point, which we shall call o. Indeed if two lines meet at o, a third line not passing
through o would result in two (if o is on P ) or three (if o is not on P ) fixed points of λ lying outside
P , making λ the identity.
If o and P were incident, then, on the affine plane one would have J ′ lying above I ′ on the left
of p, as easily verified, contradicting (4.2). Thus o and P are not incident, and λ is a homology.
Let us now consider the action of λ on lines through o∞. Let X be such a line, and let
x := X ·K, xi := X · I, xj := X · J. (4.7)
Letting x′, x′i, x
′
j be the images of these points under λ, we have
x′ = λ(X) ·K ′, x′i = λ(X) · I ′, x′j = λ(X) · J ′. (4.8)
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Since λ is a homology, then the lines xx′, xix′i, xjx
′
j are concurrent at o, and so(
x′;x′i, x
′
j
)
= (x;xi, xj) . (4.9)
This gives
K ′(µ(x))− I ′(µ(x))
K ′(µ(x))− J ′(µ(x)) =
K(x)− I(x)
K(x)− J(x) , (4.10)
where x and µ(x) are the points obtained by projecting the lines X and λ(X), respectively, from o∞
to the real axis. Solving this for µ(x), one obtains (4.3). Now let
A(x) :=
K ′(µ(x))− I ′(µ(x))
K(x)− I(x) =
K ′(µ(x))− J ′(µ(x))
K(x)− J(x) .
Then
K ′(µ(x))−A(x)K(x) = I ′(µ(x))−A(x)I(x) = J ′(µ(x))−A(x)J(x).
Letting this quantity be B(x), we obtain
K ′ (µ(x)) = f (K(x)) , I ′ (µ(x)) = f (I(x)) , J ′ (µ(x)) = f (J(x)) ,
where
f(z) = A(x)z +B(x)
=
K ′(µ(x))− I ′(µ(x))
K(x)− I(x) z +
[
K ′(µ(x))− K
′(µ(x))− I ′(µ(x))
K(x)− I(x) K(x)
]
=
K ′(µ(x))− I ′(µ(x))
K(x)− I(x) z +
K(x) · I ′(µ(x))− I(x) ·K ′(µ(x))
K(x)− I(x) .
In other words, Ω ∼ Ω via the pair (µ, f) given by (4.3) and (4.4). The proof of Theorem 4.1 is
complete.
The homology λ is harmonic if, for any given point x, the harmonic conjugate of o with respect
to x and its image x′ lies on P , namely xx′ ·P . For an explicit formula, we project from o∞ the points
x, x′, xx′ · P , and o to the real axis R = (0, 1, 0), letting x, µ(x), p, q be the corresponding images.
Since these points form a harmonic set, their cross-ratio is equal to −1 [22, page 38]:
(x, µ(x); p, q) =
(x; p, q)
(µ(x); p, q)
= −1,
from which we obtain
µ(x) =
Tx− 2D
2x− T , where T := p+ q and D := pq, (4.11)
which is indeed an involution since the associated matrix
(
T −2D
2 −T
)
has zero trace [22, page 49].
50
KK ′
J
I
J ′
I ′
o∞
P
Q
p s
Figure 4.2. Construction of the projectivity X 7→ λ(X) near a non-monotonic X-point p. The two branches
K and K′ of the auxiliary function of the pseudotriad do not meet on P .
Letting o = (q, r), the aforementioned collinearity translates to
det
 x I
′(x) 1
µ(x) I(µ(x)) 1
q r 1
 = 0,
which determines the self-equivalence I ′(µ(x)) = f(I(x)), where
f(z) =
µ(x)− q
x− q z +
x− µ(x)
x− q r. (4.12)
The same transformation applies to J and K.
A significant instance of this phenomenon occurs if the X-point is regular, for in this case λ
exchanges I and J , since I ′ = J and J ′ = I. If, in addition, the auxiliary function Y is regular, then
o and Y are incident, so that formulas (4.11) and (4.12) apply with r = Y (q).
Corollary 4.2. If p is regular, then the homology λ is harmonic, and hence the associated function
µ is an involution.
4.2 Symmetry of pseudotriads
The triads considered so far will be relevant for X-points which are monotonic. The construction of an
inheritable symmetry around a non-monotonic X-point —such as the point 12 in the system [0, x, 1]—
requires a variant of the triad construct, a pseudotriad, characterised by the fact that the auxiliary
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function has two distinct components which do not meet on the line po∞. Specifically, one has
Ω(x) =
[I ′, J ′;K ′] (x) if x < p[I, J ;K](x) if x > p. (4.13)
As before, I, J , I ′, J ′ are concurrent at p, and p is not on K or K ′. If the median sequence is
non-decreasing on the right of p and non-increasing on the left, then we have J < I < K for x > p
and K ′ < I ′ < J ′ for x < p. Otherwise, the primed and unprimed functions are exchanged. Our next
result is the analogue of Theorem 4.1 for non-monotonic X-points.
Theorem 4.3. A pseudotriad (4.13) determines a projective collineation which maps the unprimed
components to the corresponding primed ones and fixes o∞. Such a collineation, which is a homology
if and only if the X-point is regular, induces a self-equivalence Ω ∼ Ω via the pair (µ, f) given by (4.3)
and (4.4). This self-equivalence is unique up to inversion. The inverse of µ and the corresponding
f are obtained by interchanging all primed and unprimed quantities.
Proof:
As for triads, the projective collineation λ is uniquely determined by the conditions (4.5). Since p is
fixed, then the line P := po∞ is invariant under λ, but not pointwise; indeed λ(K ·P ) = K ′ ·P 6= K ·P .
First assume that the X-point is regular: I = I ′ and J = J ′. Then three lines through p are invariant,
and hence all lines through p are invariant. Considering the invariant line ps, where s := K ·K ′, we
find that the point s is also fixed, and hence the line Q := so∞ is invariant. Now, at least one of the
fixed points I ·Q or J ·Q is distinct from s (and obviously also from o∞), and hence Q, having three
fixed points, is pointwise invariant. Thus if p is regular, then λ is a homology with axis Q and centre
p.
Now assume that p is not regular. Then the pencil through p has at most two fixed lines: P and
P ′ (possibly with P = P ′). Suppose for a contradiction that there exists a line L fixed by λ pointwise.
If L does not contain p, then all lines through p are fixed, contradicting the fact that p is not regular.
Otherwise, all lines through o∞ are fixed, and so the two triples of points o∞, I ·K, I ′ ·K ′ and o∞,
J ·K, J ′ ·K ′ are both collinear, which happens only if I ′ lie above J ′ on the affine plane, contradicting
the fact that p is non-monotonic.
Thus, λ fixes no line pointwise, and hence is not a homology. Moreover, the pencil through o∞
has at most two fixed lines: P and Q. Then o := P ′ ·Q is the third fixed point of λ which, generically,
is distinct from p and o∞. (The non-generic configurations which result in o coinciding with p or with
o∞ can be characterised using standard algebraic tools. We shall not pursue this matter here.)
To obtain the self-equivalence, let X be a line through o∞, and let the points x, xi, and xj be
given by (4.7). Moreover, let x′, x′i, and x
′
j be the their respective images under λ, i.e., (4.8). Since λ
is projective, it preserves simple ratio, i.e., (4.9) holds. In other words, (4.10) holds, where x and µ(x)
are the points obtained by projecting the lines X and λ(X), respectively, from o∞ to the real axis.
Then one continues by repeating the same algebraic argument as in the proof of Theorem 4.1, giving
the desired self-equivalence.
An example is provided by the regular X-point p = 12 in the system [0, x, 1], where the median
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sequence is non-decreasing (non-increasing) on the right-hand (left-hand) side of p. The pseudotriad
given by I(x) = I ′(x) = 3x−1, J(x) = J ′(x) = x, K(x) = 1, K ′(x) = 0, determines the homology with
centre
(
1
2 ,
1
2
)
and axis the line at infinity. The induced self-equivalence is given by µ(x) = 1 − x and
f(z) = 1−z, where µ is an involution. By contrast, the symmetry of the non-monotonic X-point p = 0
in the system [−2, 0, x, 1] induces the Mo¨bius transformation µ(x) = −2x, which is not an involution.
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CHAPTER 5
The system [0, x, 1, 1]
In this chapter we shall describe a simple model for dynamics near an X-point which is the basis of a
theory for dynamics near a general X-point in the next chapter. The model is the bundle [0, x, 1, 1],
x ∈ R, with its X-point 0 = Y1 ./ Y2.
For this bundle, the Strong Terminating Conjecture will be proved to hold globally (Theorem
5.3). While it would be possible to prove this using the computer algorithm of [6], here we provide a
proof which involves significantly less computer assistance. First, we show that the bundle possesses a
global self-equivalence (Lemma 5.1) which enables us to restrict our attention only to the right-hand
side of the X-point. We next give an analytical description of its dynamics (Figure 5.2) which exposes
a dichotomy: at the X-point the limit function has either a local minimum or a discontinuity (Lemma
5.2). Only then, a computer is used to establish the first possibility by evaluating the limit function
at a single judiciously chosen point.
To begin, let us write Ξˆ(x) := [0, x, 1, 1], where x ∈ R. The bundle Ξˆ possesses the following
global self-equivalence.
Lemma 5.1. The self-equivalence Ξˆ ∼ Ξˆ holds globally via
µ(x) =
x
x− 1 and f(z) =
1
1− xz −
x
1− x. (5.1)
Proof:
For every x ∈ R, we have [
0,
x
x− 1 , 1, 1
]
=
1
1− x [0,−x, 1− x, 1− x]
=
1
1− x ([x, 0, 1, 1]− x)
=
1
1− x [0, x, 1, 1]−
x
1− x,
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and hence the result.
We are now ready to prove that the Strong Terminating Conjecture holds globally for Ξˆ. The
heart of our argument is the following lemma, which characterises the limit function of Ξˆ in the form of
a dichotomy. The proof of this lemma is analytical, providing a complete description of the dynamics
of Ξˆ near the X-point 0 = Y1 ./ Y2 (Figure 5.2). This proof will serve as the basis for the proof of the
more general Theorem 6.5 in the next chapter.
Lemma 5.2. For the initial bundle Ξˆ, exactly one of the following holds:
i) m is continuous at x = 0, and there exist 0 < p∞ < 1 such that
m(x) =

1
2µ(p∞)
x+ 12 if µ(p∞) < x < 0
1
2p∞
x+ 12 if 0 6 x < p∞
1 otherwise;
ii) m is discontinuous at x = 0 and
m(x) =
 12 if x = 01 otherwise.
Proof:
Let Ξ4 := Ξˆ. For every n > 4, let
Yn+1 := M (Ξn) and Ξn+1 := M (Ξn) .
Moreover, for every n > 4, let
pn := max {p ∈ Q ∪ {∞} : Ξn is regular in (0, p)}
and
qn := max {q ∈ Q ∪ {∞} : Λn is regular in (0, q)} ,
where Λn denotes the core of Ξn, so that
Un := (0, pn) and Vn := (0, qn)
are the domains of regularity of the bundle and the core, respectively, at time step n. In addition, let
In := {x > 0 : Yn(x) = 1} , for every n > 5,
and
Hn :=
n⋃
i=5
Ii, for every n > 6.
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Let us now study how Un and Vn shrink as n increases. First, it is clear that p4 =∞ and q4 = 1,
and after direct calculation, p5 = 1 and q5 =
1
3 . In the next step, we take advantage of the fact that
the rational set Ξˆ(0) stabilises immediately at 12 , which means that for every n > 5, the function Yn
passes through the point o :=
(
0, 12
)
.
Now let n > 5. Our aim now is to express pn+1 and qn+1 in terms of pn and qn. For this purpose,
we shall focus our attention to the interval Vn and divide the analysis into two cases according to the
parity of n.
qn pn
1
2
1
Yi
Yj
x
Yn(x)
qnpn
1
2
1
Yi
Yj
Yk
x
Yn(x)
Figure 5.1. Even-to-odd iteration (left) and odd-to-even iteration (right).
• First suppose n is even. Let Λn := [Yi, Yj ], where Yi 6 Yj , as in Figure 5.1 (left). Then
Yi (pn) = Yj (qn) = 1. Moreover, we have Mn = 〈Yi, Yj〉 and Mn−1 = Yi, and so by (3.3),
Yn+1 =
n− 1
2
(Yj − Yi) + Yj .
If Yi = Yj , then Yn+1 =Mn, which means that the functional orbit stabilises, and
pn+1 = qn and qn+1 = qn. (5.2)
If Yi < Yj , then Yn+1 is a new function lying above Yj . Therefore,
pn+1 = qn and qn+1 = max (Hn+1 ∩ Un+1) . (5.3)
• Now suppose n is odd. Let Λn = [Yi, Yj , Yk], where Yi 6 Yj 6 Yk, as in Figure 5.1 (right). Then
Yj (pn) = Yk (qn) = 1. If Yj = Yk, then Mn+1 = Yj =Mn+2, so the functional orbit stabilises,
and
pn+1 = qn and qn+1 = qn. (5.4)
Now let Yj < Yk. Then Mn = Yj and Mn−1 = 〈Yi, Yj〉, and so by (3.3),
Yn+1 =
n
2
(Yj − Yi) + Yj .
If Yi = Yj , then Yn+1 =Mn, which means that the functional orbit stabilises, and
pn+1 = pn and qn+1 = pn. (5.5)
56
From pn, qn to pn+1, qn+1
n even, Λn = [Yi, Yj ], Yi 6 Yj
Yi = Yj pn+1 = qn, qn+1 = qn Stabilisation
Yi < Yj pn+1 = qn, qn+1 = max (Hn+1 ∩ Un+1)
Yn+1 > Yj
n odd, Λn = [Yi, Yj , Yk], Yi 6 Yj 6 Yk
Yj = Yk pn+1 = qn, qn+1 = qn Stabilisation
Yj < Yk
Yi = Yj pn+1 = pn, qn+1 = pn Stabilisation
Yi < Yj
Yn+1 < Yk pn+1 = pn, qn+1 = min In+1
Yn+1 > Yk pn+1 = pn, qn+1 = qn
Yn+1 > Yj
Figure 5.2. The flow chart for computing pn+1, qn+1 from pn, qn.
If Yi < Yj , then Yn+1 is a new function lying above Yj . If Yn+1 < Yk, then
pn+1 = pn and qn+1 = min In+1. (5.6)
If Yn+1 > Yk, then
pn+1 = pn and qn+1 = qn. (5.7)
Therefore, there are six different cases corresponding to six possible pairs of expressions of pn+1 and
qn+1 in terms of pn and qn. These are summarised in Figure 5.2.
We are now ready to determine the limit function of this bundle. By Lemma 5.1, we have that
Ξˆ ∼ Ξˆ via
µ(x) =
x
x− 1 and f(z) =
1
1− xz −
x
1− x.
Here µ is an involution which maps the interval (1, 2) to (2,∞) and the interval (0, 1) to (−∞, 0).
Taking advantage of the former, after straightforward computations we obtain that
m(x) = 1 (5.8)
and
τ(x) =
6 if x 6= 25 if x = 2
for every x ∈ [1,∞).
Since we already know thatm(0) = 12 and τ(0) = 4, it now remains to consider the case x ∈ (0, 1).
Notice that the sequence (pn)
∞
n=5 is non-increasing and bounded below by 0, and therefore it converges,
57
say to p+∞ ∈ [0, 1). Moreover, every term of the sequence (pn)∞n=6 creates a jump discontinuity of the
transit time as described in Lemma 3.1. Now there are two cases (Figure 5.3).
• Suppose p+∞ ∈ (0, 1). In this case the sequence (pn)∞n=5 either stabilises or converges without
stabilising, and so the median sequence either stabilises at or converges without stabilising to
m(x) =
 12p+∞x+ 12 if 0 6 x < p+∞1 if x > p+∞. (5.9)
• Suppose p+∞ = 0. In this case the sequence (pn)∞n=5 converges without stabilising and the median
sequence converges without stabilising to
m(x) =
0 if x = 01 if x > 0. (5.10)
Applying the self-equivalence to (5.9) and (5.10) gives the possible expressions of m(x) for x ∈ (−∞, 0).
Combining these with (5.8) gives the expressions in the lemma, thereby completing the proof.
Now, a single computer-aided evaluation of an mmm orbit shows that, e.g., for x0 = 10
−4, the
rational set Ξˆ (x0) stabilises at m (x0) =
2597
5000 with transit time τ (x0) = 63. Since the point (x0,m (x0))
is not on the auxiliary function, it follows that the first assertion of Lemma 5.2 is true, and hence we
have a bounded transit time as seen in Figure 5.4. Moreover, by computing the abscissa of the point at
which the line through o and (x0,m (x0)) intersects the auxiliary function, one obtains that p
+
∞ =
1
388 .
Finally, we have that p−∞ = µ (p
+
∞) = − 1387 , implying that the explicit formula of the limit function of
Ξˆ is in fact as stated in the following theorem.
Theorem 5.3. The Strong Terminating Conjecture holds globally for the system Ξˆ. Specifically,
for every x ∈ R we have that τ(x) 6 63 and
m(x) = Y63(x) =

1 if x < − 1387
− 3872 x+ 12 if − 1387 6 x < 0
194x+ 12 if 0 6 x <
1
388
1 if x > 1388 .
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Yn(x)
1
13
1
3
1
2
1
x
Yn(x)
U4 = (0,∞) U8 =
(
0, 113
)
1
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2
1
x
Yn(x)
1
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3
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1
x
Yn(x)
U5 = (0, 1) U9 =
(
0, 138
)
1
3
1
1
2
1
x
Yn(x)
1
38
1
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1
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1
x
Yn(x)
U6 =
(
0, 13
)
U10 =
(
0, 138
)
1
13
1
1
2
1
x
Yn(x)
1
48
1
13
1
2
1
x
Yn(x)
U7 =
(
0, 113
)
U11 =
(
0, 148
)
Figure 5.3. An illustration for the proof of Lemma 5.2 in the interval (0, 1). In each picture, the current core
comprises the light blue segments and the current median is the purple dashed function. The sequence of domain
of regularities of the bundle, (Un)
∞
n=4, is a sequence of intervals whose right endpoints (pn)
∞
n=4 converge. Since
its limit is either positive or zero, we have the dichotomy.
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1
38
1
13
1
3
4
7
11
15
63
...
. . .
x
τ(x)
Figure 5.4. The transit time τ(x) of Ξˆ for x > 0. Subintervals corresponding to low transit times are also
apparent in Figure 5.3, namely,
(
1
3
, 1
)
in which τ(x) = 7,
(
1
13
, 1
3
)
in which τ(x) = 9, and
(
1
38
, 1
13
)
in which
τ(x) = 11.
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CHAPTER 6
Dynamics near active X-points
Unlike the symmetries described in the literature, the local symmetries of X-points developed in
Chapter 4 involve only three functions rather than the whole bundle. It is therefore non-trivial why
such a symmetry is useful for the functional dynamics near the X-point. The first goal of this chapter is
to develop suitable conditions under which, near any proper active1 X-point, the functional dynamics
after the X-point stabilises depends only on these three functions rather than on the entire previous
history (Lemmas 6.1 and 6.2), so that the symmetry is inherited through the mmm dynamics to become
a local symmetry of the limit function (Theorem 6.4).
The second goal is to use our knowledge of the system [0, x, 1, 1] to describe the shape of the limit
function near any active X-point, dividing the analysis into two cases according to the rank of the
X-point. Since the X-point 0 in the system [0, x, 1, 1] is of rank 2, we first deal with general X-points of
rank at least 2 (Section 6.2), for which we prove a generalised version of Lemma 5.2, namely Theorem
6.5. Then we extend this to X-points of rank 1 (Section 6.3), proving Theorems 6.6 and 6.7. Finally,
we justify the assumptions of Theorems 6.5 and 6.7 by illustrating various pathologies (Section 6.4).
In Chapter 4, any function not through an X-point could be its auxiliary function. In this
chapter, given an active X-point, we need to choose a specific auxiliary function which will be relevant
to the future dynamics near the X-point. For this purpose, let us define the standard auxiliary
function and the standard triad of an active X-point p = Yi ./ Yj —with a non-decreasing median
sequence in its vicinity— to be minYp and [Yi, Yj ; minYp], respectively, where Yp is defined by (3.6).
Notice that the standard triad depends on Yi and Yj , whereas the standard auxiliary function does
not; this is important if p is not proper.
6.1 Inheritance of symmetries and independence from previous history
In the bundle Ξˆ, the standard triad of the proper active X-point 0 comprises the entire bundle (ignoring
multiplicities), so it is obvious that the triad symmetry given by Lemma 5.1 is inherited by the orbit of
1These terms are defined in Section 3.2.
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the bundle, leading to the functional equation (3.5). In general, however, we work with a triad which
need not be the whole bundle, so whether the symmetry is inherited is not immediately apparent.
To be more precise, consider a neighbourhood of an X-point p of a triad Ω = [Yi, Yj ;Y ] whose
symmetry induces a self-equivalence via the pair (µ, f). Our goal is to establish a sufficient condition
under which (3.5) holds near p for the same pair (µ, f). For this purpose, we will prove two lemmas.
The first lemma characterises functions W which satisfy
W (µ(x)) = f (W (x)) (6.1)
for the same pair (µ, f). It turns out that these are precisely the affine combinations2 of functions
in Ωl := [Yi ∨ Yj , Yi ∧ Yj , Y ].
Lemma 6.1. An affine function W which is regular except, possibly, at p, satisfies (6.1) if and
only if W is an affine combination of functions in Ωl.
Proof:
Write U := Yi ∨ Yj , L := Yi ∧ Yj , and f(z) = A(x)z + B(x) as in the proof of Theorem 4.1. First
suppose W = αU + βL+ γY , where α+ β + γ = 1. Then by Theorem 4.1 we have
W (µ(x)) = αU(µ(x)) + βL(µ(x)) + γY (µ(x))
= αf(U(x)) + βf(L(x)) + γf(Y (x))
= α[A(x)U(x) +B(x)] + β[A(x)L(x) +B(x)] + γ[A(x)Y (x) +B(x)]
= A(x)[αU(x) + βL(x) + γY (x)] +B(x)(α+ β + γ)
= A(x)W (x) +B(x)
= f(W (x)).
Conversely, suppose that W is a piecewise-affine function with
W (µ(x)) = f(W (x))
= A(x)W (x) +B(x) (6.2)
for all x sufficiently close to p. We shall prove that W is an affine combination of U , L, and Y , i.e.,
that there exists (α, β) ∈ R2 such that the functional identity
W = αU + βL+ (1− α− β)Y,
holds in a neighbourhood of p. This identity can be written as{
W (x) = αU(x) + βL(x) + (1− α− β)Y (x)
W (µ(x)) = αU(µ(x)) + βL(µ(x)) + (1− α− β)Y (µ(x)),
2Linear combinations with coefficients adding up to unity [19, page 428].
62
i.e., {
Y (x)−W (x) = [Y (x)− U(x)]α+ [Y (x)− L(x)]β
Y (µ(x))−W (µ(x)) = [Y (µ(x))− U(µ(x))]α+ [Y (µ(x))− L(µ(x))]β. (6.3)
But since near p we have
U(µ(x)) = A(x)U(x) +B(x), L(µ(x)) = A(x)L(x) +B(x), and Y (µ(x)) = A(x)Y (x) +B(x),
which, together with (6.2), imply
Y (µ(x))−W (µ(x)) = A(x)[Y (x)−W (x)],
Y (µ(x))− U(µ(x)) = A(x)[Y (x)− U(x)],
Y (µ(x))− L(µ(x)) = A(x)[Y (x)− L(x)],
then the second equation in (6.3) is redundant (it is a multiple of the first equation), so it remains
to show that the first equation has a solution (α, β) ∈ R2. For this purpose, it suffices to show that
Y − U is not a multiple of Y − L. Suppose for a contradiction that there exists k ∈ Q such that
Y − U = k(Y − L). If k = 1, then U = L, which is a contradiction. Otherwise, we have
Y =
1
1− kU −
k
1− kL,
which means that the auxiliary function is an affine combination of the upper and lower concatenations
of the X-point functions. This is also a contradiction because the auxiliary function does not pass
through the X-point.
Now suppose the X-point p = Yi ./ Yj is proper and active (median sequence being non-
decreasing in its vicinity), and the triad Ω is standard. We prove that, starting at the time step at
which p stabilises, every function generated by the mmm is an affine combination of functions in Ωl,
provided that the first one is. In this sense, the functional dynamics near p now depends only on
functions in Ωl, rather than on all functions in its previous history.
Lemma 6.2. Let p be a proper active X-point with standard triad Ω. If Yτ(p) is an affine combi-
nation of functions in Ωl, then so is the function Yn for every n > τ(p).
Proof:
Let p be a proper active X-point with standard triad Ω. Assume that Yτ(p) is an affine combination
of functions in Ωl. We use strong induction to prove that for every n > τ(p), the function Yn is also
an affine combination of functions in Ωl.
The base case is a part of the assumption. Now let n > τ(p) be such that every function in
the set
[
Yτ(p), . . . , Yn
]
is an affine combination of functions in Ωl. Then, from (3.3) we find that
Yn+1 = (n + 1)Mn − nMn−1 is an affine combination of Mn and Mn−1, each of which is either a
function in the set
[
Yτ(p), . . . , Yn
] unionmulti Ωl or the arithmetic mean of two such functions, and hence is an
affine combination of functions in Ωl. This implies that Yn+1 is an affine combination of functions in
Ωl, as easily verified. Therefore, the induction is complete.
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Remark 6.3. Notice that Lemma 6.2 remains true if Ωl is replaced by Ωl\[Y ], where Y is the standard
auxiliary function of p, in which case m(p) = Yi(p) = Yj(p). We shall use this fact in Section 7.1.
From the above two lemmas, it is clear that if p is proper and active, and Yτ(p) is an affine
combination of functions in Ωl, where Ω is the standard triad of p, then all functions generated after
its stabilisation satisfy the desired equivalence. Therefore we have achieved the goal of this section.
Theorem 6.4. Let p be a proper active X-point with standard triad Ω. If Yτ(p) is an affine combi-
nation of functions in Ωl, then
Yn(µ(x)) = f (Yn(x)) (6.4)
for every n > τ(p), and so (3.5) holds, and
τ(µ(x)) = τ(x), (6.5)
meaning that the functional orbit on the left-hand side stabilises if and only if that on the right-hand
side stabilises.
We now understand why the structures of the limit function of the system [0, x, 1] near every
rational number in
[
1
2 ,
2
3
]
with denominator between 3 and 18 inclusive, as found in [6, Theorem 1.3],
are symmetric. As mentioned in Section 3.2, these numbers are all X-points (Figure 3.1) which are
proper and active. Moreover, they possess local symmetries described by Theorem 4.1 —as well as
Corollary 4.2, since they are regular— which are inherited to become the local symmetries of the limit
function.
6.2 The limit function near an X-point of high rank
In this section we generalise the dynamics near the X-point 0 of rank 2 in the bundle Ξˆ(x) = [0, x, 1, 1]
which was discussed in the proof of Lemma 5.2. More precisely, we will prove a general version of
Lemma 5.2 which holds for active X-points of high rank, i.e., rank at least 2. To achieve this, we first
need to identify a sufficient condition under which the dynamics near such an X-point is the exactly the
same as the one described by Figure 5.2, without any unwanted interaction with earlier functions, i.e.,
those appearing before the X-point stabilises. We will work only on the right-hand side of the X-point
(therefore by rank we mean right-rank), where the median sequence is assumed to be non-decreasing,
and define some terms which can be defined analogously on the left-hand side. In future discussions,
the prefixes right- or left- may be added to each of these terms to avoid ambiguity. An active X-point
p is said to be:
• tractable if there exists an odd integer ` > τ(p) such that the following three conditions are
satisfied:
T1 the median M` meets the standard auxiliary function Y on the right-hand side of the
X-point, say at p∗ ∈ (p,∞), and both M` and Y are regular in the interval T := (p, p∗);
T2 the interval T contains no point Y ./ Y , where Y ∈ Ξτ(p)−1;
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T3 for every n ∈ {τ(p), . . . , `}, the function Yn has no corner below Y in T .
The smallest such number ` and the corresponding interval T are referred to as the tractability
index and tractability domain of the X-point, respectively3.
• dichotomic in a neighbourhood4 [p, p∗) if the limit function m : [p, p∗) → R is known to have
exactly one of the following properties:
i) m is continuous at x = p, and in [p, p∗) we have
m(x) =

Y (p∞)−m(p)
p∞−p x+
p∞m(p)−pY (p∞)
p∞−p if p 6 x < p∞
Y (x) if p∞ 6 x < p∗,
(6.6)
for some p∞ ∈ (p, p∗].
ii) m is discontinuous at x = p, and in [p, p∗) we have
m(x) =
m(p) if x = pY (x) if p < x < p∗. (6.7)
We shall see that the tractability conditions T1, T2, and T3 suffice to guarantee that a rescaled
version of the dynamics described by Figure 5.2 takes place on the right-hand side the active X-point,
resulting in a dichotomy for the limit function as in Lemma 5.2 in the tractability domain. More
precisely, we shall prove the following theorem.
Theorem 6.5. Any tractable X-point of rank at least 2 is dichotomic in its tractability domain.
Proof:
Let p be a tractable X-point of rank at least 2 with index `, domain (p, p∗), and standard auxiliary
function Y . Then every median Mk, k > τ(p) − 1, and every function Yk, k > τ(p), passes through
the point o := (p,m(p)). For every n > `, let
pn := max {p ∈ Q : all functions in Ξn passing through o and not below M` are regular in (p, p)}
and
qn :=
p∗ if n = `max {q ∈ Q : Λn is regular in (p, q)} if n > `+ 1,
where Λn denotes the core of Ξn, so that
Un := (p, pn) and Vn := (p, qn) (6.8)
3For example, Figure 5.3 shows that the X-point 0 in the system [0, x, 1, 1] is tractable with index 5 and domain
(
0, 1
3
)
.
The tractability indices and domains of some X-points in the system [0, x, 1] are seen in Figure 3.3.
4This neighbourhood may also be open, in which case the definition is modified by merely excluding p.
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are the domain of regularity of the participating functions in the bundle and that of the core, respec-
tively, at time step n. In addition, let
In := {x > p : Yn(x) = Y (x)} , for every n > τ(p), (6.9)
and
Hn :=
n⋃
i=τ(p)
Ii, for every n > `+ 1. (6.10)
For every n > `, we express pn+1 and qn+1 in terms of pn and qn by dividing into cases in the
same way as we have done for Ξˆ, namely:
• If n is even, letting Λn = [Yi, Yj ], where Yi 6 Yj , we obtain
Yn+1 =
n− 1
2
(Yj − Yi) + Yj ,
which implies (5.2) if Yi = Yj or (5.3) if Yi < Yj .
• If n is odd, letting Λn = [Yi, Yj , Yk], where Yi 6 Yj 6 Yk, we obtain
Yn+1 =
n
2
(Yj − Yi) + Yj ,
which implies (5.4) if Yj = Yk, (5.5) if Yi = Yj , (5.6) if Yi < Yj and Yn+1 < Yk, or (5.7) if Yi < Yj
and Yn+1 > Yk.
This division into cases is once again summarised by Figure 5.2, where the sets involved are those
defined in (6.8), (6.9), and (6.10).
Since the sequence (pn)
∞
n=` is non-increasing and bounded below by p, then it converges, say to
p∞ ∈ [p, p∗]. Moreover, every term of this sequence creates a jump discontinuity of the transit time
as described in Lemma 3.1. Now there are two cases. If p∞ > p, then the sequence (pn)
∞
n=` either
stabilises or converges without stabilising, and so the median sequence either stabilises at or converges
without stabilising to the function which emanates from o and meets Y at p∞, namely (6.6). If p∞ = p,
then the sequence (pn)
∞
n=` converges without stabilising and the median sequence converges without
stabilising to (6.7). The theorem is proved.
If an active X-point is dichotomic, a simple test adapted from the derivation of Theorem 5.3 is
applicable to ensure that the number p∞ exists, i.e., that the first assertion for the limit function given
in the dichotomy is true. Our next goal is to establish a result similar to Theorem 6.5 for X-points of
rank 1.
6.3 X-points of rank 1 and their auxiliary sequences
In the tractability domain of a tractable X-point of high rank, every subsequent function intersects
the standard auxiliary function at a new regular X-point. Thus, the system generates a sequence
of secondary X-points lying on the standard auxiliary function, which we shall call the auxiliary
sequence. This sequence partitions the domain into adjacent subintervals, within which the dynamics
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has the simple structure prescribed by Lemma 3.1, because the standard auxiliary function has high
multiplicity.
If the X-point is of rank 1, then an auxiliary sequence of secondary X-points is generated in
exactly the same way. However, since the standard auxiliary function has unit multiplicity, between
these secondary X-points the limit function no longer has a trivial form. In fact, since functions of
high multiplicity are rare, each secondary X-point is typically of rank 1, and hence in turn possesses
its own auxiliary sequence of tertiary X-points, each of which is typically of rank 1, and so on. There
is, therefore, a hierarchical organisation5 of X-points of rank 1.
To be more precise, we work on the right-hand side of an X-point p of (right-)rank 1 which is
tractable with index ` and domain (p, p∗), where the median sequence is assumed to be non-decreasing.
Let o := (p,m(p)). The auxiliary sequence of p is the sequence (pn)
∞
n=`, where
pn := max {p ∈ Q : all functions in Ξn passing through o and not below M` are regular in (p, p)} ,
for every n > `. Since p is tractable, the evolution of this sequence, together with that of its partner
sequence (qn)
∞
n=`, where
qn :=
p∗ if n = `max {q ∈ Q ∪ {∞} : Λn is regular in (p, q)} if n > `+ 1,
for every n > `, is described in Figure 5.2, where the sets involved are those defined in (6.8), (6.9),
and (6.10). Therefore, we know the following properties of the auxiliary sequence.
Theorem 6.6. The auxiliary sequence of a tractable X-point of rank 1 has the following properties:
i) The sequence is non-increasing.
ii) The sequence contains either infinitely or finitely many distinct regular X-points, each of
which, except the last one in the latter case, is a local minimum of the limit function.
iii) The transit times of the distinct terms of this sequence form an increasing arithmetic progres-
sion of common difference 2.
iv) The sequence converges to p if and only if the limit function is discontinuous at p.
Proof:
Let p be an X-point of rank 1 which is tractable with index ` and standard auxiliary function Y . Part
i) holds since the auxiliary sequence follows Figure 5.2. We now prove parts ii) and iii).
Since the auxiliary sequence is non-increasing and bounded below by p, it converges. If it sta-
bilises, it contains only finitely many distinct X-points. Otherwise, it contains infinitely many distinct
X-points. Clearly, these X-points are all regular. Now let pn be an arbitrary term of the auxiliary
sequence which is not the term at which it stabilises. In its neighbourhood, the medians Mτ(pn)−2
and Mτ(pn)−1 are the lower concatenation and the average, respectively, of the two regular functions
5Thus, given a system, one would like to construct a tree which contains all its X-points and describes the hierarchy
rigorously. This task is not easy and hence remains open (part i) of Section 10.2).
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p pn+r pn
Y
. . . . . .
x
Yn(x)
Figure 6.1. The mediansMτ(pn)−2 (purple),Mτ(pn)−1 (blue), andMτ(pn) (green), showing that τ (pn+r) =
τ (pn) + 2.
forming the X-point pn. By Lemma 1.2, it follows that Yτ(pn) lies above the upper concatenation of
the X-point functions (except at pn) which therefore becomes Mτ(pn). Since the limit function is at
least the latter median, we have proved that pn is a local minimum of the limit function.
Next, if r is the smallest positive integer for which pn+r < pn, then τ (pn+r) = τ (pn) + 2
(Figure 6.1), and hence the transit times of the distinct terms of (pn)
∞
n=` form an increasing arithmetic
progression of common difference 2. The proof of parts ii) and iii) is complete.
Finally, suppose the auxiliary sequence converges to p∞ ∈ [p, p`]. If p∞ = p, then the limit func-
tion is discontinuous at p. Otherwise, the limit function connects the points (p,m(p)) and (p∞, Y (p∞)),
so it is continuous at p. We have therefore proved part iv).
Now suppose that the auxiliary sequence stabilises6. In this case, the functional orbit near p
stabilises and —assuming no unwanted interactions with earlier functions— its limit lies immediately
above the second-to-last secondary X-point, making it an active high-rank X-point. By identifying its
tractability domain, we can establish the shape of the limit function near p.
Theorem 6.7. Let p be a tractable X-point of rank 1 with standard auxiliary function Y and
a stabilising auxiliary sequence, letting
...
p , p¨, and p˙ be its last three distinct terms, assuming they
exist. Suppose Ξτ(p)−1 is regular in (p,
...
p ) and the number p′ := min
{
x ∈ (p¨, ...p ) : Yτ(p¨)(x) = Y ∗(x)
}
exists, where Y ∗ is the function at which the functional orbit near p stabilises.
i) If for every Y ∈ Ξτ(p)−1\[Y ] we have either Y (p¨) < Y (p¨) or Y (p′) > Y ∗ (p′), then p¨ is a
regular active X-point of high left-rank which is left-dichotomic in [p, p¨) with Y ∗ as its standard
auxiliary function.
ii) If, in addition, in the interval (p¨,
...
p ) we have that p′ < Yτ(...p ) ./ Y ∗, then p¨ is of high right-rank
and is right-dichotomic in [p¨, p′) with Y ∗ as its standard auxiliary function.
Proof:
Let p, p˙, p¨,
...
p , Y , and Y ∗ be as stated. Let t := τ (...p ). Then, by part iii) of Theorem 6.6, we have
6An X-point with a non-stabilising auxiliary sequence, resulting in the limit function being discontinuous at the X-point,
is found in a variant of the mmm (part ii) of Section 10.2) which is left for further study.
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pp¨p˙p p′
Y ∗
Y
Y ∆
Yt+1
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Yt+2
Yt+2
x
Yn(x)
Figure 6.2. The situation in a right-neighbourhood of an X-point p of rank 1 if the functional orbit stabilises.
Theorem 6.7 first describes, in part i), the limit function in [p, p¨). If the extra condition in part ii) holds, then
we can extend the description to [p, p′). The purple, yellow, green, blue, and brown functions are the medians
Mt−2, Mt−1, Mt, Mt+1, and Mt+2, respectively.
τ (p¨) = t+ 2 and τ (p˙) = t+ 4. Let Y ∆ be the function in Ξt−1 for which p¨ = Y ∆ ./ Y .
Suppose the assumption of i) is true. Then it is clear that the X-point p¨ is regular, active, and
has Y ∗ as its standard auxiliary function. Let us now prove that it has high left-rank. In the interval
(p, p˙), the sequence (Mn)t+2n=|Ξ| is strictly increasing and Mt+2 =Mt+3 = Y ∗, so Y ∗ belongs to Ξt+2
with multiplicity at least two. Moreover, since Y ∗ > Y ∆ then Mt+1 =
〈
Y ∗, Y ∆
〉
> Y ∆ =Mt, so by
Lemma 1.2 we have Yt+2 > Y
∗, in particular Yt+2 6= Y ∗, so Y ∗ ∈ Ξt+1 with multiplicity at least two.
In other words, Ξt+1 contains at least two functions Y for which Y (x) = Y
∗(x) for every x ∈ (p, p˙).
Since these functions are all regular in (p, p¨), then we have proved that p¨ has high left-rank. Moreover,
the fact that Mt+2 meets Y ∗ at p˙, together with the assumption, implies that p¨ is left-tractable with
index t + 2 and domain (p˙, p¨), which means, by Theorem 6.5, that p¨ is left-dichotomic in (p˙, p¨). But
in [p, p˙] we have m = Y ∗, so p¨ is left-dichotomic in [p, p¨). Therefore we have proved i).
To prove ii), first notice that, in the open interval (p,
...
p ), the functions Yt and Yt+1 are singular
only at p¨ where we have Yt+1 (p¨) > Yt (p¨) > Y
∆ (p¨) by part i) of Proposition 1.3 and Lemma 1.2,
knowing that Mt−1 (p¨) > Mt−2 (p¨). If the assumption holds, then —since the function Yt+2 is
singular at p˙ where Yt+2 (p˙) > Y
∗ (p˙) by Lemma 1.2, at p¨ where Yt+2 (p˙) = m(p), and at another point
on the right of p′— Yt (p¨) > Y ∗ (p¨), so the situation is as in Figure 6.2, showing in particular that p¨
has high right-rank, since in Ξt+1 contains at least two functions Y for which Y (x) = Y
∗(x) for every
x ∈ (p, p′). Since part i) of Proposition 1.3 guarantees that Yt+3 (p′) > Yt+2 (p′) and then Lemma 1.2
guarantees that Yt+4 (p
′) > Yt+2 (p′), thenMt+4 meets Y ∗ at p′, so that p¨ is right-tractable with index
t+ 4 and domain [p, p′). By Theorem 6.5, it follows that p¨ is right-dichotomic in [p, p′).
Let us apply Theorems 6.6 and 6.7 on the left-hand side of the active X-point 23 = Y3 ./ Y4
of rank 1 in the system [0, x, 1] which has limit 1 and transit time 7. This X-point is left-tractable
with index 9 and domain
(
17
27 ,
2
3
)
(Figure 3.3). Figure 6.3 shows the left auxiliary sequence described
by Theorem 6.6 which stabilises and contains 27 distinct regular X-points, namely, 1727 ,
7
11 , . . .,
626
945 ,
157
237 , in increasing order. By part ii) of the theorem, the first 26 X-points are local minima of the limit
function lying on the standard auxiliary function Y5. Their transit times form an arithmetic sequence of
difference 2, ranging from 11 to 63. Furthermore, the functional orbit stabilises at Y ∗(x) = − 2252 x+76,
and Theorem 6.7 enables us to give a description of the limit function, firstly in
(
626
945 ,
2
3
]
, in the form of
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945
157
237
929
630
Y5
x
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Figure 6.3. The situation in the left-tractability domain of the X-point 2
3
of rank 1 in the system [0, x, 1].
a dichotomy, which is decidable by computing the orbit of a carefully chosen rational number near the
X-point 626945 of rank 2. On the left-hand side of this X-point, we have a similar dichotomy for the limit
function, decidable analogously. This gives the following formula of the limit function in
(
12310
18583 ,
2
3
]
,
which not only improves [6, equation (6)] but also uses significantly less computer assistance:
m(x) =

− 2252 x+ 76 if 1231018583 < x < 5011061075646209
− 75675009256 x+ 25065033128 if 5011061075646209 6 x < 626945
75647841
256 x− 25055657128 if 626945 6 x < 5013077075676641
− 2252 x+ 76 if 5013077075676641 6 x < 23 .
(6.11)
A similar analysis may be performed to improve the description of the limit function near every
X-point of rank 1 in
[
1
2 ,
2
3
]
of denominator between 3 and 18 considered in [6]. For instance, near 712 ,
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Figure 6.4. The bundle [0, x, Y3(x), Y4(x), 1, 1], where Y3 and Y4 are defined in (6.12), and its median
(purple).
Theorem 6.7 gives eight (rather than two) branches of the limit function:
m(x) =

−213x+ 5014 if 4806782508 < x < 1983483534046892
− 851853932 x+ 19850867128 if 1983483534046892 6 x < 10231756
8512027
32 x− 19835395128 if 10231756 6 x < 1985142734075372
−213x+ 5014 if 1985142734075372 6 x < 712
219x− 5074 if 712 6 x < 1899760732522972
− 812373532 x+ 18981383128 if 1899760732522972 6 x < 9791676
8130951
32 x− 18997943128 if 9791676 6 x < 1898171932495772
219x− 5074 if 1898171932495772 6 x < 4599978748 .
In Chapter 9 we will do the same for over 2000 X-points of rank 1 in the system.
6.4 Pathologies
Every monotonic X-point analysed in [6] is well-behaved, in the sense that it is regular, proper, active,
tractable, and the symmetry of its standard triad is inherited. In this section we give some examples of
X-points which are not well-behaved, i.e., pathological ones. Such X-points are rare, and our examples
involve initial bundles constructed specifically to violate conditions which hold almost universally.
i) A non-trivial non-active X-point. Any X-point lying above the limit function is clearly non-
active. An X-point lying below the limit function which is non-active is 0 = Y1 ./ Y2 in the system
Ξ6(x) = [0, x, Y3(x), Y4(x), 1, 1], where
Y3(x) =
 14 if x < 0x+ 14 if x > 0 and Y4(x) =
 34 if x < 0x+ 34 if x > 0, (6.12)
having limit 12 and transit time 7. Notice that Y0 = ∅ since the only function Y ∈ Ξ6 which satisfies
Ξ6(0) ∩ (Y1(0), Y (0)) = ∅ is Y3, but m(0) = 12 > 14 = Y3(0). See Figure 6.4.
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ii) Standard triads whose symmetries are not inherited. We give two examples of an active
X-point for which the function appearing at the time step at which it stabilises does not satisfy the
self-equivalence possessed by its standard triad.
• Consider the X-point 0 = Y2 ./ Y3 in the system [−2, 0, x, 1, 1] having limit 0 and transit time
6. This X-point is regular, monotonic, proper, active, and of rank 2. Its standard triad Ω(x) =
[Y2(x), Y3(x);Y4(x)] = [0, x; 1] is self-equivalent via (5.1). One checks that the function Y6 given
by
Y6(x) =
−x if x < 05x if x > 0
is not self-equivalent via the same pair. However, the triad Ω = [Y6, Y7;Y4] associated to 0 =
Y6 ./ Y7, where
Y7(x) =
− 72x if x < 015x if x > 0 and Y8(x) =
− 92x if x < 019x if x > 0,
is self-equivalent via
µ(x) =
4x
x− 1 and f(z) =
16
1− xz −
4x
1− x. (6.13)
Since
Y8 = −2
5
Y6 +
7
5
Y7 and Y9 = 9M8 − 8M7 = 9 〈Y6, Y7〉 − 8Y6
are affine combinations of functions in Ω
l
, then so is every function Yk, k > 10, because the
median sequence is non-decreasing. Thus, the self-equivalence via (6.13) is inherited and is
satisfied by the limit function.
• Consider the X-point 0 = Y1 ./ Yn+1 in the system7
Ξˆ(n)(x) = [0, 0, . . . , 0︸ ︷︷ ︸
n
, x, 1, 1, . . . , 1︸ ︷︷ ︸
n+1
], where n > 2,
having limit 12 and transit time 2n+ 3. This X-point is regular, monotonic, active, of rank n+ 1,
but not proper. Its standard triad Ω(x) = [Y1(x), Yn+1(x);Yn+2(x)] = [0, x; 1] is self-equivalent
via (5.1). One checks that
Y2n+3(x) =
−x+ 12 if x < 0(n+ 12)x+ 12 if x > 0
is not self-equivalent via the same pair. However, the triad Ω = [Y2n+3, Y2n+4;Yn+1] associated
to 0 = Y2n+3 ./ Y2n+4, where
Y2n+4(x) =
(−2n− 4)x+ 12 if x < 0(2n2 + 4n+ 12)x+ 12 if x > 0,
7For n = 1, this system is [0, x, 1, 1], which is studied in Chapter 5.
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Figure 6.5. The first five functions in the system [0, x,−10x+ 1,−10x+ 1] and their median (purple).
is self-equivalent via
µ(x) =
nx
x− 1 and f(z) =
1
1− xz −
x
1− x. (6.14)
Since M2n+3 = Y2n+3 and the median sequence is non-decreasing, then every function Yk,
k > 2n+ 3, is an affine combination of functions in Ωl, and so the self-equivalence via (6.14) is
inherited and is satisfied by the limit function.
iii) Non-tractability and different tractability indices on different sides of an X-point. An
X-point may be both left-tractable and right-tractable with different indices, or may be tractable only
on one side. From Figure 3.3 we can see that 712 = Y3 ./ Y5 is an X-point in the system [0, x, 1] with
the former property; it is left-tractable with index 9 and right-tractable with index 11. For another
example, consider the X-point 0 = Y1 ./ Y2 in the system [0, x, αx + 1, αx + 1], α ∈ Q, having limit
1
2 and transit time 5. This X-point is regular, monotonic, proper, active, and of rank 2. Its standard
auxiliary function is Y3(x) = Y4(x) = αx+ 1.
• For α = −10, the function Y5 intersects the auxiliary function at the point
(
1
13 ,
3
13
)
only. There-
fore, the medianM5 meets the auxiliary function on the right-hand side of 0, namely at 113 , but
not on the left-hand side (Figure 6.5). Thus, the X-point is right-tractable with index ` = 5.
The next iteration gives the function
Y6(x) =
−11x+ 12 if x < 03
2x+
1
2 if x > 0
which intersects the auxiliary function at the points
(− 12 , 6) and ( 123 , 1323). Since this function
eventually becomes the median M7, the X-point is left-tractable with index ` = 7.
• For α = −388, the X-point is right-tractable but not left-tractable, because on the left of the
X-point the median does not intersect the auxiliary function at all.
iv) Fulfilment of all but one tractability conditions. For an active X-point p to be tractable,
there must exist an odd time step ` > τ(p) such that T1, T2, and T3 are all satisfied. In this
discussion we show that an odd time step ` > τ(p) satisfying T1 can either violate T2 and satisfy T3,
or violate T3 and satisfy T2.
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• Consider the X-point 9991798 = Y12 ./ Y20 in the system [0, x, 1], having limit 46853596 and transit time
25. This X-point is regular, monotonic, proper, active, of rank 1, and its standard auxiliary
function is Y9(x) = 15x− 7. On the right-hand side of this X-point, the median M25 intersects
Y9 at the point
(
1867
3360 ,
2267
1699
)
, and both M25 and Y9 are regular in the interval T =
(
999
1798 ,
1867
3360
)
.
Thus, the time step ` = 25 satisfies T1. It also satisfies T3, since the function Y25 has no corner
below Y9. However,
3991
7183 = Y9 ./ Y23 ∈ T , so ` does not satisfy T2. See Figure 6.6.
999
1798
3991
7183
Y32, Y112
Y20
Y9
Y23
x
Yn(x)
Figure 6.6. A violation of T2 on the right-hand side of the X-point 999
1798
in the system [0, x, 1]. The purple
function is the median M25.
• Consider the X-point 0 = Y4 ./ Y5 in the system [−5,−4,−3, Y4(x), x, 3, 3], where
Y4(x) =
0 if x < 12x− 12 if x > 12 , (6.15)
having limit 0 and transit time 9. This X-point is regular, monotonic, proper, active, and of
rank 2. Its standard auxiliary function is Y6(x) = 3. On the right-hand side of this X-point,
the medianM9 intersects Y6 at the point (3, 3), and bothM9 and Y6 are regular in the interval
T = (0, 3). Thus, the time step ` = 9 satisfies T1. It also satisfies T2, since none of the functions
Y1, . . . , Y8 intersect the auxiliary function at a point in T . However, ` does not satisfy T3, since
the function Y9 has a corner
(
1
2 ,
11
4
)
, which lies below the auxiliary function Y6. See Figure 6.7.
1
2
3 7
2
Y4
Y5
Y6, Y7
Y9
x
Yn(x)
Figure 6.7. A violation of T3 on the right-hand side of the X-point 0 in the system [−5,−4,−3, Y4(x), x, 3, 3],
where Y4 is defined in (6.15). The purple function is the median M9.
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CHAPTER 7
The normal form
In this chapter we shall exploit further the fact that the functional dynamics near any proper active
X-point is independent from most of the functions generated before the X-point stabilises, in order to
simplify the computational verification of the Strong Terminating Conjecture near the such X-points
in the system [0, x, 1]. We construct the normal form of the mmm (Section 7.1), which associates
to every odd integer t > 5 an mmm-like dyadic rational sequence —called the normal form orbit
of order t— which is equivalent to the functional mmm orbit near any proper active X-point with
transit time t in the system (Proposition 7.1). Later, the number of such X-points is observed to grow
exponentially with t (Figure 9.1), so that verifying the stability of a single normal form orbit means
verifying the Strong Terminating Conjecture near exponentially many X-points.
In Section 7.2 we will see that, for every odd t > 5, the normal form orbit of order t has an
initial segment of length Nt ∼ t
√
5 in which every term admits an explicit description; this enables us
to establish a lower bound for its limit and its transit time. The former grows as t
2
4 , the latter as t
√
5.
Finally, in Section 7.3, we observe that the orbit points in the regular phase have low arithmetical
complexity (Corollary 7.7).
7.1 Construction
Given any odd t > 5, we construct the normal form orbit of order t and show that it is equivalent to
the functional orbit near any proper active X-point with transit time t in the system [0, x, 1].
Take an odd number t = 2h+ 3 > 5, and two sets ξ+ =
[
y+1 , . . . , y
+
h
]
and ξ− =
[
y−1 , . . . , y
−
h
]
of
positive and negative rational numbers, respectively, satisfying
S (ξ+)+ S (ξ−) = −1. (7.1)
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For every c > 1, define the rational set1
ξ :=
(
ξ− − c) unionmulti [0, 1] unionmulti (ξ+ + c)
having even size |ξ| = h+ 2 + h = 2h+ 2 = t− 1 and core [0, 1]. By (7.1) we have 〈ξ〉 = 0 which is an
element of the core, so ξ is imprimitive by Proposition 1.1. A preimage can be obtained by removing
any element of ξ+ + c and has zero median, as easily verified.
Therefore,Mt−2 = 0 andMt−1 =M(ξ) = 12 are both independent of c, so that the next iterate
yt = tMt−1 − (t− 1)Mt−2 depends only on t, and not on c or ξ±. Moreover, if c is sufficiently large,
successive iterates will also depend only on t. Letting c→∞, we find that the whole sequence (yn)∞n=t
depends only on t —even if it is unbounded— and we call this sequence the normal form orbit of
order t.
The normal form is thus a one-parameter family of dynamical systems, the parameter being
an odd integer t > 5, which defines the initial data
γt−1 := [0, 1], Mt−2 := 0, Mt−1 := 1
2
and generates a sequence (yn)
∞
n=t, which depends only on t, via the recursion (cf. (3.3))
yn = nMn−1 − (n− 1)Mn−2 and γn = γn−1 unionmulti [yn] , (7.2)
whereMn :=M (γn), for every n > t. Notice that all points in a normal form orbit are dyadic rational
numbers, and the associated median sequence is non-decreasing.
Let us now prove that the functional orbit near any proper active X-point with odd transit time
t > 5 in the system [0, x, 1] is equivalent to the normal form orbit of order t, hence justifying the
significance of the normal form. Clearly, it suffices to work on one side of the X-point.
Proposition 7.1. Let p = Yi ./ Yj ∈
[
1
2 ,
2
3
]
be any proper active X-point in the system Ξ3(x) :=
[0, x, 1] with the property that t := τ(p) > 5. On a side where Yi < Yj we have
Yn(x) = [Yj(x)− Yi(x)] yn + Yi(x) (7.3)
for every n > t. In particular, (Yn)∞n=t stabilises if and only if (yn)
∞
n=t stabilises.
Proof:
Suppose the first sentence of the proposition holds. Consider a side of the X-point where Yi < Yj .
Take an integer n > t. Near the X-point, Yt = tMt−1− (t− 1)Mt−2 = t 〈Yi, Yj〉− (t− 1)Yi is an affine
combination of elements of [Yi, Yj ], and hence by Remark 6.3, so is Yn. Similarly, in the normal form,
yt is an affine combination of elements of [0, 1], and hence so is yn. Now construct the unique affine
transformation under which 0 7→ Yi(x) and 1 7→ Yj(x). This transformation is given by
z 7→ [Yj(x)− Yi(x)] z + Yi(x).
1The set ξ± ± c is the translate of ξ± by ±c.
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Figure 7.1. The normal form orbit of order 55 (purple) and the corresponding median sequence (blue). The
orbit behaves regularly up to n = N55 = 122, by Lemma 7.3, which gives the explicit expressions for all terms
up to this index. The horizontal dashed line indicates the lower bound for the limit given by Theorem 7.4, which
is 740 1
2
.
Since Yn depends only on elements of [Yi, Yj ], yn depends only on elements of [0, 1], and the mmm pre-
serves affine-equivalences, then we have yn 7→ Yn(x) under the same affine transformation. Therefore,
we have the formula (7.3).
Therefore, for every odd t > 5, proving that the normal form orbit of order t stabilises is the
same as proving that any X-point with transit time t in the system [0, x, 1] with the above properties
has a neighbourhood in which the Strong Terminating Conjecture holds. This significant reduction of
computational complexity will be exploited in Chapter 9, where we also observe that the number of
such X-points grows exponentially with t (Figure 9.1). Meanwhile, let us conjecture that all normal
form orbits stabilise.
Conjecture 7.2 (Strong Terminating Conjecture near proper active X-points). For every odd
t > 5, the normal form orbit of order t stabilises.
7.2 The regular phase
Consider the normal form orbit (yn)
∞
n=t of any order t, an odd integer at least 5. Its transit time is
defined as
τt :=
min {s > t : ys+k = ys for every k ∈ N} if the minimum exists∞ otherwise,
and its limit as
mt := lim
n→∞ yn
if it exists. In this section we will derive lower bounds for τt and mt, which depend on t linearly and
quadratically, respectively. This will be achieved by establishing the existence of an initial phase of
the orbit whose length depend linearly on t —the regular phase— in which every term admits an
explicit description (Figure 7.1).
For this purpose, we first note that the terms of the normal form orbit can also be generated
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by a parity-dependent recursion analogous to (1.9) which we shall now write down. Denote by λn the
core of the set γn, for every n > t− 1. Then, for every n > t+ 1, we have
yn =
yn−1 + (yj − yi) if n is even and λn−2 = [yi, yj ] , yi 6 yjyn−1 + n2 (yk − yj)− n−22 (yj − yi) if n is odd and λn−2 = [yi, yj , yk] , yi 6 yj 6 yk. (7.4)
We shall also use the increasing sequence (u`)
∞
`=0 with
u` := `+ 1 +
√
5`2 + 6`+ 5, for every ` ∈ N0.
We are now ready to prove the following lemma which lists the explicit formula of every term in the
regular phase.
Lemma 7.3. Let t > 5 be odd. Then
yt =
t
2
, yt+1 =
t
2
+ 1, yt+2 =
t2
4
, yt+3 =
t2
4
+
t
2
− 1,
with
0 < 1 < yt < yt+1 < yt+2 < yt+3. (7.5)
Moreover, for every ` ∈ N, if t > u` then
yt+4` =
`+ 1
2
t+ `2 + `, yt+4`+2 =
t2
4
+
5
2
`t+ 5`2 − `,
yt+4`+1 =
`+ 1
2
t+ `2 + `+ 1, yt+4`+3 =
t2
4
+
5`+ 1
2
t+ 5`2 + `− 1,
(7.6)
with
yt+4`−3 < yt+4` < yt+4`+1 < yt+2 and yt+4`−1 < yt+4`+2 < yt+4`+3. (7.7)
Proof:
The proof involves straightforward applications of (7.4); we only outline the main steps. To prove the
first assertion, we begin with γt−1 = [0, 1]. Then (7.2) gives yt = t2 and γt =
[
0, 1, t2
]
, and since t > 5,
we find that 0 < 1 < yt. Next we compute yt+1, yt+2, yt+3 recursively, using (7.4); the condition t > 5
ensures that the chain of inequalities (7.5) is satisfied at each stage, as easily verified. This proves the
first assertion.
The second assertion is proved by strong induction on ` ∈ N. The basis for induction is the
statement that if t > 7 then
yt+4 = t+ 2, yt+5 = t+ 3, yt+6 =
t2
4
+
5
2
t+ 4, yt+7 =
t2
4
+ 3t+ 5,
with
yt+1 < yt+4 < yt+5 < yt+2 and yt+3 < yt+6 < yt+7. (7.8)
Starting with γt+3 = [0, 1, yt, yt+1, yt+2, yt+3] and the inequalities (7.5), we now apply (7.4) for n ∈
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{t+ 4, t+ 5, t+ 6, t+ 7}. The condition t > 7 prescribes uniquely the position in the sequence at which
the numbers yt+4 and yt+5 must be inserted, as easily verified. We obtain the set γt+7 whose terms
satisfy the combination of (7.5) and (7.8), namely,
0 < 1 < yt < yt+1 < yt+4 < yt+5 < yt+2 < yt+3 < yt+6 < yt+7. (7.9)
The base case is proved.
Now suppose that the statements (7.6) and (7.7) hold for every ` ∈ {1, 2, . . . , r − 1}, for some
r > 2. We prove that they also holds for ` = r, assuming that t > ur. Since (u`)∞`=0 is increasing, this
implies that t > u` for every ` ∈ {1, 2, . . . , r−1}, and hence our iteration proceeds up to and including
the even-indexed term yt+4r−1, while (7.9) extends to
0 < 1 < yt < yt+1 < yt+4 < yt+5 < · · · < yt+4r−4 < yt+4r−3 < yt+2
< yt+3 < yt+6 < yt+7 < · · · < yt+4r−2 < yt+4r−1.
(7.10)
From the inductive hypothesis, we obtain the term
yt+4r−1 =
t2
4
+
5r − 4
2
t+ 5r2 − 9r + 3
as well as the odd core
Λt+4r−2 = [yt+4r−7, yt+4r−4, yt+4r−3] =
[
r − 1
2
t+ r2 − 3r + 3, r
2
t+ r2 − r, r
2
t+ r2 − r + 1
]
which contains the three central elements in (7.10) before yt+4r−1 appears. Applying (7.4), we obtain
yt+4r =
r + 1
2
t+ r2 + r. (7.11)
Using the above and the even core
Λt+4r−1 = [yt+4r−4, yt+4r−3] =
[r
2
t+ r2 − r, r
2
t+ r2 − r + 1
]
which contains the two central elements in (7.10), a further application of (7.4) yields
yt+4r+1 =
r + 1
2
t+ r2 + r + 1. (7.12)
The elements (7.11) and (7.12) are now inserted into the chain of inequalities (7.10) at the positions
uniquely determined by the assumption t > ur. Finally, we apply (7.4) twice more, to obtain
yt+4r+2 =
t2
4
+
5
2
rt+ 5r2 − r and yt+4r+3 = t
2
4
+
5r + 1
2
t+ 5r2 + r − 1
whose positions in the chain are again determined. Our set now is γt+4r+3 with the corresponding
chain of inequalities
0 < 1 < yt < yt+1 < yt+4 < yt+5 < · · · < yt+4r−4 < yt+4r−3 < yt+4r < yt+4r+1 < yt+2
< yt+3 < yt+6 < yt+7 < · · · < yt+4r−2 < yt+4r−1 < yt+4r+2 < yt+4r+3.
(7.13)
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Figure 7.2. Plots of mt (left) and τt (right) for t ∈ {5, 7, . . . , 95} with the respective lower bounds given by
Theorem 7.4.
which agrees with (7.7) for ` = r. The lemma is proved.
Letting
Lt := max {` ∈ N0 : t > u`} =
⌈
−t− 2 +√5t2 − 4t− 12
4
⌉
− 1,
Lemma 7.3 gives the explicit formula of every term of the orbit up to that of even index
Nt := t+ 4Lt + 3 = t− 1 + 4
⌈
−t− 2 +√5t2 − 4t− 12
4
⌉
∼ t
√
5,
along with the associated chain of inequalities. These terms are all distinct because each inequality is
strict. Since the next two terms yNt+1 and yNt+2 also obey the formulas given in Lemma 7.3, we find
that for every odd integer t > 5,
yNt+1 =
Lt + 2
2
t+ Lt
2 + 3Lt + 2 and yNt+2 =
Lt + 2
2
t+ Lt
2 + 3Lt + 3. (7.14)
Although certainly yNt+1 < yNt+2, we do not make any statement regarding the positions of these two
terms in the chain of inequalities, which may depend on t.
Since stabilisation has not occurred at time step Nt + 2, we have established a lower bound
for the transit time τt. Moreover, from (7.13) we know that ΛNt = [yt+4Lt , yt+4Lt+1], and hence
mt > yt+4Lt+1, since the median sequence is non-decreasing. We have therefore proved the following
theorem.
Theorem 7.4. For every odd t > 5 we have
mt >
Lt + 1
2
t+ Lt
2 + Lt + 1 ∼ t
2
4
τt > Nt + 2 ∼ t
√
5.
In particular, both quantities are unbounded. Thus, the unboundedness of the limit and transit
time functions of the original system [0, x, 1] is now conditional to the existence of an X-point of any
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Figure 7.3. Plot of the median sequence (blue) associated to the normal form orbit of order 227 in the regular
phase, where N227 = 506.
given odd transit time t > 5 which satisfies the conditions of Proposition 7.1. The plots of mt and τt
for t ∈ {5, 7, . . . , 95} with the respective lower bounds are shown in Figure 7.2. All available evidence
suggests that, for sufficiently large t, the limit mt is also bounded above by the value of the largest
term in the regular phase.
Conjecture 7.5. For every odd t > 9 we have mt < yNt .
Finally, it is worth mentioning that
Mt+4`−2 = yt+4`−4 = `2 +
(
t
2
− 1
)
` and Mt+4` = yt+4`−3 = `2 +
(
t
2
− 1
)
`+ 1
for every ` ∈ {1, . . . , Lt}, i.e., we haveMt+n ∼ n216 in the regular phase. In particular, this means that
the graph of the median sequence in the regular phase is convex (Figure 7.3).
7.3 The arithmetic of the normal form
We conclude this section with some remarks on the arithmetic of normal form orbits. Given an odd
integer t > 4, we are interested in the smallest ring K ⊂ R which contains the whole normal form orbit
of order t. As mentioned in Section 7.1, we have K ⊂ Z [ 12]. Moreover, for every n > t, defining the
n-th effective exponent
κ(n) := max {ν′2 (y1) , . . . , ν′2 (yn)}
as in Section 2.1, we see that
{yt, . . . , yn} ⊂ 1
2κ(n)
Z.
Clearly, an exact expression for the effective exponent is available during the regular phase.
More precisely, since t is odd, we can see in Lemma 7.3 and equation (7.14) that the negative 2-adic
value of each element of γNt+2 is the maximum of the negative 2-adic values of the coefficients in its
explicit formula. Since the latter is at most 2, we have the following corollary.
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Figure 7.4. The effective exponent of the normal form orbit of order 9 (purple) and the upper bound given
by Corollary 7.7 and (7.15) (blue).
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Figure 7.5. Plot of ν′2 (mt) versus t for t ∈ {5, 7, . . . , 205}.
Corollary 7.6. For every odd integer t > 7, we have κ (Nt + 2) = 2.
However, starting from the third iterate after the regular phase, the best available upper bound
is the one analogous to (2.1), namely
κ(n) 6
⌊
n−Nt + 1
2
⌋
+ 1 (7.15)
for every n > Nt + 3. As in the original mmm, this upper bound is unrealistic and the actual effective
exponent is much smaller, due to substantial cancellations (Figure 7.4).
Finally, we plot in Figure 7.5 the sequence of the negative 2-adic values of the limits of the
normal form orbits of orders t ∈ {5, 7, . . . , 205}. The plot motivates the following conjecture.
Conjecture 7.7. The sequence of the values of ν′2 (mt), for odd t > 5, has a bounded subsequence
of full density, i.e., there exists M > 0 such that |ν′2 (mt)| 6M for almost every t.
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Part III
Towards a theory of stabilisation
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CHAPTER 8
The quasi-regular phase and arithmetic progressions
As studied in Chapter 7, a distinctive feature of a normal form orbit is that it begins with a regular
phase, during which every point admits an explicit formula, before some of the points in its upper and
lower envelopes interact and create irregularity (Figure 7.1). In this chapter we shall describe another
phase of mmm orbits in which we can also give explicit formulas for most (in the simplest case, all)
points. This phase shall be referred to as the quasi-regular phase and has a characteristic structure
consisting of straight segments of increasing length separated by conspicuous spikes.
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Figure 8.1. Orbits of large transit times featuring quasi-regular phases.
Unlike the regular phase which is a definite feature of every normal form orbit, the quasi-regular
phase is found in both the original and normal form of the mmm orbit less predictably. Indeed, we
have no precise characterisation of initial conditions possessing a quasi-regular phase in their orbits.
In our experiments, however, quasi-regular structures tend to appear in orbits whose transit times are
relatively large compared to those of orbits with initial conditions of comparable complexity. Indeed,
upon examining normal form orbits for t ∈ {5, 7, . . . , 999}, we observed that roughly half of the orbits
with the largest 100 values of the normalised transit time τt〈τ5,τ7,...,τt〉 exhibit such a structure. Such
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Figure 8.2. Some irregularities in the quasi-regular phase of the orbit of
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.
an orbit, one of which is shown in Figure 8.1 (right), is seen to have three distinctive phases: regular,
irregular, and quasi-regular. Similarly, a [0, x, 1]-orbit possessing a quasi-regular phase is shown in
Figure 8.1 (left), showing that it has only the last two of the mentioned phases1. In either form, each
straight segment in the quasi-regular phase is found to contain points forming an increasing arithmetic
progression. We observe some irregularities in both the segments and the spikes; these are due to
perturbations by points from earlier phases (Figure 8.2). The goal of this chapter is to construct a
stabilising initial set whose orbit consists only of a perturbation-free quasi-regular structure of arbitrary
length. More precisely, we will prove the following theorem.
Theorem 8.1. For every integer N > 2, there exists a stabilising initial set ξ = ξ(N) in whose orbit
the points x|ξ|+2, . . . , xτ(ξ)−1 form N increasing arithmetic progressions of lengths 4, . . . , 2N + 2,
where consecutive progressions are separated by two iterates, and hence
τ(ξ) = |ξ|+ 2N+1 + 4N − 2 > |ξ|
2
2
− 8|ξ| log2 (|ξ|+ 3) .
In particular, the relative transit time function over the set of all finite sets is unbounded.
We proceed in several stages. First, we explain a mechanism by which a certain regular structure
near the core of an mmm orbit causes the formation of a similar structure in the orbit during a few
subsequent iterations (Theorem 8.2). As we then specialise to the case in which this structure is an
arithmetic progression (Corollary 8.4), the mechanism becomes the basis of the construction of a quasi-
regular structure. The appearance of a quasi-regular structure, in fact, results from repetitions of this
mechanism; this is presented as Algorithm 8.6. Finally, we use the algorithm to construct explicitly
an initial set which establishes Theorem 8.1.
8.1 Intact and ready subsets
Let us first introduce the notion of an intact and ready subset, and then explain the mechanism by
which such a subset generates in an mmm orbit a similar subset which is roughly twice as large.
1The fraction 112
205
corresponds to one of the left endpoints of the level sets of the graph of max
{
τ(r) : r ∈ Fq ∩
[
1
2
, 2
3
]}
versus q, where Fq is the set of fractions of denominator at most q [14, equation (2.1)].
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As before, we work with rational sets and a non-decreasing median sequence. A subset of a
rational set [x′1, . . . , x
′
n], where x
′
1 6 · · · 6 x′n and n > 3, is intact if it is of the form
[
x′i, . . . , x
′
i+k
]
for
some i ∈ {1, . . . , n} and k ∈ {0, . . . , n − i}, and is ready if n is odd and Mn is equal to its smallest
element. For example, the subset [3, 5, 6] of [1, 2, 3, 4, 5, 6, 7] is not intact, [3, 4, 5] is intact but not
ready, while [4, 5, 6] is intact and ready —hereafter abbreviated as IR. Clearly, an IR subset has size
at most n+12 .
For our purpose, it is convenient to stipulate that the elements of an intact subset are always
indexed according to their ordering on the line. In this context, the expression [u0, . . . , uk] will mean
that the sequence (ui)
k
i=0 is non-decreasing, i.e., that u0 6 · · · 6 uk. By the first difference of this
sequence we mean the sequence (∆ui)
k
i=1 where ∆ui := ui − ui−1 for every i ∈ {1, . . . , k}.
We are now ready to state a theorem which clarifies how an IR subset with a positive and non-
decreasing first difference in an mmm orbit can generate, over a few subsequent iterations, a similar
structure which is roughly twice as long.
Theorem 8.2. Suppose that ψ = [u0, . . . , uk] ⊆ ξn is IR (hence n > 3 is odd) and has a positive
and non-decreasing first difference. If xn+1, xn+2 > uk, then for every j ∈ {2, . . . , 2k + 1} we have
xn+j =
∆u`2 n+ `∆u` + u`−1 if j = 2`, ` ∈ N∆u`
2 n+ `∆u` + u` if j = 2`+ 1, ` ∈ N
(8.1)
and
ν′2 (xn+j) 6 max
{
ν′2
(
ub j2c−1
)
, ν′2
(
ub j2c
)}
+ 1. (8.2)
Proof:
Assume that the first sentence of the theorem and xn+1, xn+2 > uk hold. For every j ∈ {2, . . . , 2k+1},
if (8.1) holds, then
ν′2 (xn+j) = ν
′
2
(
∆ub j2c
2
)
= ν′2
(
ub j2c − ub j2c−1
2
)
6 max
{
ν′2
(
ub j2c−1
)
, ν′2
(
ub j2c
)}
+ 1,
so (8.2) also holds. Now, to complete the proof of the theorem, we will prove by strong induction that:
For every j ∈ {2, . . . , 2k + 1} we have (8.1) and xn+j > uk. (8.3)
For the base case j = 2, (8.3) is true because
xn+2 = (n+ 2)Mn+1 − (n+ 1)Mn = (n+ 2)〈u0, u1〉 − (n+ 1)u0 = ∆u1
2
n+ `∆u1 + u0,
where the condition Mn+1 = 〈u0, u1〉 follows from xn+1 > uk which is a part of our assumption. The
inequality xn+2 > uk is also a part of our assumption.
Now suppose (8.3) holds for every j ∈ {2, . . . , r − 1}, for some r ∈ {3, . . . , 2k + 1}. We shall
show that it also holds for j = r. As a part of our assumption we have xn+1 > uk. Combining this
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with the inductive hypothesis, we have xn+1, . . . , xn+r−1 > uk, so
Mn+r−1 =
〈u`−1, u`〉 if r = 2`, ` ∈ Nu`−1 if r = 2`+ 1, ` ∈ N and Mn+r−2 =
u` if r = 2`, ` ∈ N〈u`−1, u`〉 if r = 2`+ 1, ` ∈ N.
Using these, straightforward applications of (1.2) (or (1.9)) in both cases yield (8.1). Moreover, the
fact that (∆ui)
k
i=1 is positive and non-decreasing implies that xn+r > xn+r−1. Since the latter is at
least uk by inductive hypothesis, the proof is complete.
Example 8.3 (Realising the fastest possible growth of 2-adic value over a finite time interval). The
fastest possible growth of ν′2 (xn) is achieved when ν
′
2 increases by one every second iteration [14,
Proposition 2.5]. Let n > 3 be odd and [u0, . . . , uk] ⊆ ξn be IR, where ui := i − 1 + 12i for every
i ∈ {0, . . . , k}. Assume xn+1, xn+2 > uk. By (8.1), we have that for every j ∈ {2, . . . , 2k + 1},
xn+j =

(
1
2 − 12`+1
)
n+ 2`− 2 + 2−`
2`
if j = 2`, ` ∈ N(
1
2 − 12`+1
)
n+ 2`− 1 + 1−`
2`
if j = 2`+ 1, ` ∈ N
and hence ν′2 (xn+j) =
⌊
j
2
⌋
+ 1, i.e., this quantity grows from 2 to k + 1 over 2k itera-
tions. Notice, however, that this growth is not achieved by the effective exponent, since κ(n) >
max {ν′2 (u0) , . . . , ν′2 (uk)} = max{0, . . . , k} = k. Realising the fastest possible growth of κ(n) is more
difficult; it requires starting with a low-height initial set and forcing the new points to interact control-
lably with the sequence of medians during the regular period.
Let us make some remarks regarding Theorem 8.2.
• The inequality (8.2) implies
ν′2 (xn+j) 6 max {ν′2 (u0) , . . . , ν′2 (uk)}+ 1
for every j ∈ {2, . . . , 2k + 1}, so κ(n+ 2k + 1) is either κ(n) or κ(n) + 1.
• The first difference is required to be non-decreasing to prevent any subsequent point from falling
in between any two consecutive points of ψ, resulting in an unwanted interaction. This condition
makes xn+1, xn+2 > uk sufficient to guarantee that every subsequent point lies above ψ. To
illustrate a violation, consider an IR subset [0, 100, 101, 110] of any ξ9 for which x10 > 110. For
this subset, (∆ui)
4
i=1 is not non-decreasing. As a consequence, we have x11 = 600 > 110 but
x12 = 106 < 110.
• The sequence of generated points (xn+j)2k+1j=2 has a positive but not necessarily non-
decreasing first difference. To see the former, notice that for every j ∈ {3, . . . , 2k + 1}
we have
∆xn+j =

∆u`−∆u`−1
2 n+ ` (∆u` −∆u`−1) + ∆u`−1 if j = 2`, ` ∈ N
∆u` if j = 2`+ 1, ` ∈ N.
(8.4)
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To see the latter, notice that for an IR subset [0, 2, 6] of any ξ9 such that x10 > 6, we have
(x11, x12, x13, x14) = (11, 13, 28, 32) whose first differences form the non-monotonic sequence
(2, 15, 4).
• If ψ is an arithmetic progression of order d (a progression whose n-th term is given by a polynomial
of degree d in n [9, Theorem 6]), then the leading and constant coefficients of xn+j in (8.1) are
polynomials of degrees at most d − 1 and at most d, respectively, whereas those of ∆xn+j in
(8.4) are polynomials of degrees at most d− 2 and d− 1, respectively. For the remainder of this
chapter we are interested only in the case d = 1.
Let us therefore specialise to the case in which ψ is an arithmetic progression. In this case, we
shall prove that the condition xn+2 > uk always holds and the new points given by (8.1) also form an
arithmetic progression with the same common difference, so that Theorem 8.2 can be specialised as
follows.
Corollary 8.4. Suppose that ψ = [u0, . . . , uk] ⊆ ξn is an arithmetic progression of common
difference b > 0 which is IR. If xn+1 > uk, then for every j ∈ {2, . . . , 2k + 1} we have
xn+j = b
(
n
2 + j − 1
)
+ u0 and so
ν′2 (xn+j) 6
ν′2(b) if ν′2(b) + 1 = ν′2 (u0)max {ν′2(b) + 1, ν′2 (u0)} otherwise.
Proof:
If the given conditions hold, thenMn = u0 andMn+1 = 〈u0, u0 + b〉 = u0 + b2 since xn+1 > uk, so by
(1.2) one obtains xn+2 = b
(
n
2 + 1
)
+ u0 > kb + u0 = uk since k 6 n−12 and b > 0. Hence, Theorem
8.2 applies, giving the result.
Example 8.5 (Finding an initial set with a given repeat time2). Given an integer r > 21, we will
find a set ξ with |ξ| 6 r+74 and ρ(ξ) = r. Since r > 21, then there is a unique expression r = 8k + i
for some integers k > 3 and i ∈ {−3,−2,−1, 0, 1, 2, 3, 4}. For the set
ξ = L unionmulti [0, 1, . . . , k]
of size |ξ| = 2k + 1 = r+4−i4 6 r+74 , of which the subset [0, 1, . . . , k] is IR and L is such that
x2k+2 = −S(L)− k(k + 1)
2
> 3k + 4,
Corollary 8.4 gives
[x2k+3, . . . , x4k+2] =
[
k +
3
2
, . . . , 3k +
1
2
]
,
which, after computing x4k+3 = 4k+
9
4 , is found to be IR at time step 4k+3. Since x4k+4 = 4k+
15
4 >
2Defined by (1.4).
88
3k + 12 , then Corollary 8.4 gives
[x4k+5, . . . , x8k+2] = [3k + 4, . . . , 7k + 1] .
Moreover, x8k+3 = 17k +
23
4 and x8k+4 = 17k +
37
4 . Since x2k+2, . . . , x8k+4 are all distinct, then,
by choosing as L the set containing −xr − k(k+1)2 and k − 1 zeros, we have x2k+2 = xr, and hence
ρ(ξ) = r.
As mentioned in the beginning of this chapter, Corollary 8.4 is the basis for the construction
of quasi-regular structures. In the next section we shall see concretely how repeated applications of
this corollary generate the straight segments of the quasi-regular structure of the normal form orbit
for t = 261 seen in Figure 8.1. Then, motivated by this, we derive an algorithm which carries out the
repeated applications for a general set and produces explicit formulas for all the straight segments.
8.2 Generating a quasi-regular structure
To see Corollary 8.4 in action, take the normal form orbit for t = 261 (Figure 8.1 (right)). We
begin with the set γ641 which contains the subset AP0 := [y630, y637, y638] which is an IR arithmetic
progression. Since y642 > y638, then Corollary 8.4 generates (Figure 8.3 (top left))
AP1 := [y643, y644, y645, y646] .
Next, AP1 ⊆ γ647 is IR and y647 > max (AP1), so Corollary 8.4 generates the next arithmetic progres-
sion (Figure 8.3 (top right))
AP2 := [y649, y650, y651, y652, y653, y654] .
The process then continues in the same way. That is, at each iteration, one finds a time step at which
the latest arithmetic progression is IR, and verifies that the next iterate is at least its largest term.
If such a time step exists, Corollary 8.4 generates the next arithmetic progression. Otherwise, the
process stops.
For this particular orbit, the process continues until 10 arithmetic progressions AP1, . . . , AP10
are generated3 (the first six is shown in Figure 8.3 (bottom)), with the sequence of time steps ni at
which APi is IR being (n0, n1, . . . , n9) = (641, 647, 655, 671, 693, 729, 803, 935, 1195, 1715). As apparent
from the corollary, these arithmetic progressions have the same common difference —which is, in this
case, 14— and their lengths grow exponentially fast.
arithmetic progression AP1 AP2 AP3 AP4 AP5 AP6 AP7 AP8 AP9 AP10
first term y643 y649 y657 y673 y695 y731 y805 y937 y1197 y1717
last term y646 y654 y666 y690 y728 y796 y934 y1194 y1710 y2742
length 4 6 10 18 34 66 130 258 514 1026
Let us now generalise the above process and derive the aforementioned algorithm. Just as the
3AP10 = [y1717, . . . , y2742] ⊆ γ2740 is not intact since y1966 < y284 < y1967, hence it never becomes IR.
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AP0 and the first six arithmetic progressions in the quasi-regular phase
Figure 8.3. First few successive arithmetic progressions in the quasi-regular phase of the normal form orbit
of order 261.
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above process, the input of the algorithm will be a set containing an IR arithmetic progression of
length 3. Since the mmm preserves affine-equivalences, we can assume that the arithmetic progression
is [0, 1, 2]. The algorithm consists of a loop. At each iteration, it generates the arithmetic progression
prescribed by Corollary 8.4 and checks whether this progression becomes IR at some future time step.
If so, the next iteration is performed, otherwise the algorithm stops.
Algorithm 8.6 (Generating successive arithmetic progressions). a
INPUT: A set ξn0 , where n0 > 5 is odd, of which AP0 = [0, 1, 2] is an IR subset, with xn0+1 >
max (AP0).
OUTPUT: Sequences (n0, . . . , nN−1) and (AP1, . . . ,APN ) =
([
xni+2, . . . , xni+2|APi|−1
])N−1
i=0
,
where, for every i ∈ {0, . . . , N − 1}, APi ⊆ ξni is IR and generates APi+1 accord-
ing to Corollary 8.4, and N is the largest positive integer i such that APi exists.
1 go-on := true
2 i := 0
3 while go-on do
4 for j ∈ {2, . . . , 2 |APi| − 1} do
5 xni+j := j + i− 1 + 12
∑i
`=0 n`
6 end do
7 APi+1 :=
[
xni+2, . . . , xni+2|APi|−1
]
8 k := ni + 2
9 go-on := false
10 while Mk−1 6=Mk and Mk 6 xni+2 do
11 if APi+1 ⊆ ξk is IR and xk+1 > max (APi+1) then
12 ni+1 := k
13 go-on := true
14 end if
15 k := k + 2
16 end do
17 i := i+ 1
18 end do
19 return ((n0, . . . , nN−1) , (AP1, . . . ,APN ))
Notice that an input set with the prescribed properties exists, e.g., [−3,−3, 0, 1, 2]. We shall
now prove that the algorithm is correct and terminates if the input set stabilises.
Proposition 8.7. Algorithm 8.6 is correct and terminates if the input set stabilises.
Proof:
Let L be the boolean expression
(i = 0) ∨ ((APi−1 ⊆ ξni−1 is ready) ∧ (APi−1 generates APi)) .
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We shall prove that L is a loop invariant for the outer while-loop (lines 3 to 18) of the algorithm.
When this while-loop first starts execution, we have i = 0, so L holds. We next prove that L
holds at the end of every execution of the statement-sequence of the while-loop. Consider such an
execution. We split the proof into two cases:
Case I: At the beginning of the execution we have i = 0. Then the execution computes
AP1 = [xn0+2, . . . , xn0+5] ,
where xn0+j =
n0
2 + j − 1 for every j ∈ {2, 3, 4, 5}. At the end of the execution we have i = 1, so
the first alternative in L does not hold, but the second one holds, namely, AP0 ⊆ ξn0 is ready by the
prescribed properties of ξn0 , and AP0 generates AP1 as easily checked.
Case II: At the beginning of the execution we have i = i′ > 1. At the end of the execution we have
i = i′+ 1 > 2, so the first alternative in L does not hold, and hence we must show that the second one
holds, namely APi′ ⊆ ξni′ is ready and generates APi′+1 according to part i) of Corollary 8.4. Since
i′ > 1 in the beginning of this execution, then this execution is not the first one. In order for this
execution to take place, at the end of the previous execution we must have go-on = true. Therefore, in
the previous execution the algorithm must enter the inner while-loop (lines 10 to 16) and execute the
statement-sequence of the if-structure, which means that APi′ ⊆ ξni′ is ready, proving the first half of
the desired statement. It now remains to prove that APi′+1 agrees with part i) of Corollary 8.4. From
the previous execution we know that
APi′ =
[
xni′−1+2, . . . , xni′−1+2|APi′−1|−1
]
,
where xni′−1+j = j+i
′−2+ 12
∑i′−1
`=0 n` for every j ∈ {2, . . . , 2 |APi′−1| − 1}, is an arithmetic progression
with modulus 1 and first term i′ + 12
∑i′−1
`=0 n`. Therefore, by part i) of Corollary 8.4 (which can be
applied because the first half of the desired statement holds), we obtain
xni′+j = 1 ·
(ni′
2
+ j − 1
)
+
i′ + 1
2
i′−1∑
`=0
n`
 = j + i′ − 1 + 1
2
i′∑
`=0
n`
for every j ∈ {2, . . . , 2 |APi′ | − 1}, which is precisely how the algorithm computes APi′+1 in the
execution being considered.
We therefore have proved that L is a loop invariant.
Let us now show that the algorithm terminates if the input set stabilises. Each time the
statement-sequence of the outer while-loop is executed, the value of k defined on line 8 increases. This
can be seen as follows. The first execution always takes place. Now take any subsequent execution. In
order for this execution to take place, at the end of the previous execution we must have go-on = true.
This means that in this previous execution the algorithm must enter the inner while-loop and execute
the statement-sequence of the if-structure. Consequently, at the end of this previous iteration, the
value of the recently-created variable ni is at least the value of k as defined on line 8 (in this previous
execution). In the current execution, line 8 then defines k to be ni + 2, which is therefore larger than
its value defined on the same line in the previous execution. Since the input set stabilises, then the
algorithm must eventually reach a value of k for which Mk−1 = Mk. In an execution where such
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a value of k is reached, the inner while-loop is not performed, and hence the execution ends with
go-on = false, terminating the algorithm.
Since the algorithm terminates, the integer N stated in the OUTPUT exists. Since the second
alternative in L is proved to hold at the end of every iteration which is not the first one, we have also
proved that the algorithm returns the correct output.
Our next aim, which is the heart of this chapter, is to use Algorithm 8.6 to prove the main
Theorem 8.1. Before doing so, it is useful to derive explicit formulas for quantities involved in the
algorithm.
Notice that |AP0| = 3, and, by Corollary 8.4, |APi| = 2 |APi−1| − 2 for every i ∈ {1, . . . , N}.
Solving this recursion gives
|APi| = 2i + 2 and |AP0|+ |AP1|+ · · ·+ |APi| = 2i+1 + 2i− 2
for every i ∈ {0, . . . , N}.
In the orbit, any two consecutive arithmetic progressions APi and APi+1 produced by the above
algorithm are separated by the terms xni−1+2|APi−1|, . . . , xni+1 which are produced while the median
walks through the gap between the last term of APi−1 and the first term of APi. Although this gap
may contain many points —thereby separating APi and APi+1 by a large number of iterates— in the
simplest scenario this gap contains no point. In this case, APi and APi+1 are separated by only two
iterates, namely xni−1+2|APi−1| = xni and xni+1, and we have that
ni = ni−1 + 2 |APi−1|
for every i ∈ {1, . . . , N − 1}. Solving this recursion gives
ni = n0 + 2
i+1 + 4i− 2
for every i ∈ {1, . . . , N − 1}.
8.3 Proof of Theorem 8.1
Having characterised the shape of the simplest perturbation-free quasi-regular structure, we are now
ready to give a constructive proof for Theorem 8.1, i.e., to construct an initial set exhibiting only such
a structure in its orbit.
Proof of Theorem 8.1:
Fix an integer N > 2. Our aim is to construct an input set ξn0 for which the above algorithm produces
N successive arithmetic progressions, where every two consecutive arithmetic progressions APi and
APi+1 are separated by only two iterates xni and xni+1. Clearly, the size n0 and the elements of ξn0
will depend on N .
First we determine the minimum value of n0 in terms of N . For every i ∈ {1, . . . , N − 1}, since
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ni is odd, we have xni+1 > xni by part ii) of Proposition 1.3, and
xni =
n1 〈2, xn0+2〉 − (n1 − 1) · 2 if i = 1ni 〈xni−2+2|APi−2|−1, xni−1+2〉− (ni − 1)xni−2+2|APi−2|−1 if 2 6 i 6 N − 1
=
n0
2
4
+
(
5
2
i− 5
2
+ 2i−1
)
n0 + (i− 1)2i+1 + 5i2 − 11i+ 5.
Moreover, we have
xni − xni−1 =
(
2i−2 +
5
2
)
n0 +
(
i2i + 10i− 16) > 0
for every i ∈ {2, . . . , N − 1}. Therefore, to allow the above algorithm to produce N succes-
sive arithmetic progressions, let us impose the following condition which suffices to guarantee that
xni , xni+1 > max (APN−1) for every i ∈ {1, . . . , N − 1}:
C1 xn1 > max (APN−1).
Condition C1 gives the minimum value of the size of the input set. Let us assign to n0 this
minimum value, i.e.,
n0 := min
{
n > 5 odd : n
2
4
+ n− 1 > N − 1
2
n+ 2N +N2 − 3N + 2
}
= min
{
n > 5 odd : n
2
4
+
(
3−N
2
)
n− 2N −N2 + 3N − 3 > 0
}
,
where the expression on the left-hand side of the inequality is a convex quadratic polynomial in n
having discriminant(
3−N
2
)2
− 4 · 1
4
(−2N −N2 + 3N − 3) = 2N + 5
4
N2 − 9
2
N +
21
4
> 0,
so it has two distinct real roots. Moreover, the product of these two roots is negative by Vieta’s
theorem, so
n0 = min
{
n > 5 odd : n > N − 3 +
√
2N+2 + 5N2 − 18N + 21
}
, (8.5)
where the expression on the right hand side of the inequality is the larger root of the quadratic
polynomial. The following table presents the exact values of n0 for some given values of N .
N 2 3 4 5 6 7 8 9 10 11 12 13 14 15
n0 5 7 11 17 23 31 41 55 75 101 141 193 269 377
(8.6)
Although C1 already specifies the minimum size of the input set with the desired property,
it does not specify the actual set. Indeed, we also need to require that the earlier terms, i.e., those
that already exist before the formation of AP1, do not lie between any two consecutive arithmetic
progressions. For this purpose, we impose:
C2 xn0+1 > max (APN−1), which is equivalent to −Sn0 > max (APN−1).
C3 Every element of ξn0\[0, 1, 2] is either negative or at least max (APN−1).
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By imposing these two additional conditions, we restrict the elements of ξn0\[0, 1, 2] without specifying
them uniquely, and without specifying the transit time of the set. Nevertheless, together with C1,
they are sufficient to guarantee that the above algorithm forms successively AP1, . . . , APN and every
two consecutive progressions have an empty gap.
Among all sets ξn0 satisfying C1, C2, and C3, there is a class C containing those for which
max (APN−1) ∈ {x > max (APN−1) : x ∈ ξn0\[0, 1, 2]} ∪ {xn0+1} .
Take any ξn0 ∈ C. Notice that the orbit of ξn0 stabilises immediately after the last term
xnN−1+2|APN−1|−1 = xnN−1+|APN |+1 of the last arithmetic progression APN is produced
4. This is
because for such a set, the last term max (APN−1) of APN−1 has a high multiplicity, so that, as it is
reached by the median sequence, we haveMnN−1+|APN |−1 <MnN−1+|APN | =MnN−1+|APN |+1, which
is followed by stabilisation. Therefore, we have
τ (ξn0) = nN−1 + |APN |+ 2 = n0 + 2N+1 + 4N − 2 (8.7)
and an explicit formula for every term of the orbit of ξn0 which can be written as follows, where
ni := n0 + 2
i+1 + 4i− 2 for every i ∈ {1, . . . , N − 1}.
i) The terms produced on the first and the last iterations are xn0+1 = xnN−1+2N+4 =
N−1
2 n0 +
2N +N2 − 3N + 2.
ii) The terms forming arithmetic progressions are as follows. For every i ∈ {0, . . . , N − 1} we have
xni+j = j + i− 1 +
1
2
i∑
`=0
n`, for every j ∈ {2 . . . , 2i+1 + 3}.
iii) The intermediate terms are
xni =
n0
2
4
+
(
5
2
i− 5
2
+ 2i−1
)
n0 + (i− 1)2i+1 + 5i2 − 11i+ 5
and
xni+1 =
n0
2
4
+
(
5
2
i− 2 + 2i−1
)
n0 + (i− 1)2i+1 + 5i2 − 9i+ 2
for every i ∈ {1, . . . , N − 1}.
Moreover, from (8.5) we obtain
n0 6 N − 1 +
√
2N+2 + 5N2 − 18N + 21
6 N − 1 +
√
2N+2 +
√
5N2 − 18N + 21
6 N − 1 + 2N2 +1 + 3N + 1
= 2
N
2 +1 + 4N
which gives
2
N
2 +1 > n0 − 4N, (8.8)
4If ξn0 /∈ C, then the orbit does not stabilise at this time step, so τ (ξn0 ) is strictly greater than the right-hand side of
(8.7).
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Figure 8.4. The values of τ (ξn0) (purple) and the lower bound (8.10) (blue) for values of n0 given in (8.6).
and
n0 > N − 3 +
√
2N+2 + 5N2 − 18N + 21
> 2N2 +1 − 3
which gives
N 6 2 log2 (n0 + 3) , (8.9)
so
τ (ξn0) = n0 + 2
N+1 + 4N − 2
= n0 +
(
2
N
2 +1
)2
2
+ 4N − 2
> n0 +
(n0 − 4N)2
2
+ 4N − 2
=
n0
2
2
− 4n0N + 8N2 + n0 + 4N − 2
> n0
2
2
− 4n0N
> n0
2
2
− 8n0 log2 (n0 + 3) , (8.10)
where the first and last inequalities follow from (8.8) and (8.9), respectively. See Figure 8.4.
Therefore, we have proved that every set in C possesses all the properties required by Theorem
8.1. Finally, C 6= ∅ since it contains, e.g., the set
[−a, . . . ,−a︸ ︷︷ ︸
n0−1
2
, 0, 1, 2, b, . . . , b︸ ︷︷ ︸
n0−5
2
], (8.11)
where
b = max (APN−1) =
N − 1
2
n0 + 2
N +N2 − 3N + 2 (8.12)
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Figure 8.5. The orbit of an input set which generates N = 4 consecutive arithmetic progressions according
to Algorithm 8.6, namely (8.11), where n0 = 11, a = 31.4, and b = 38.5. The input set is shown in dark blue,
the generated arithmetic progressions in purple, the generated non-arithmetic progression terms in light blue,
and the term from which the orbit stabilises in green.
and a is the unique rational number satisfying the equation xn0+1 = b which is equivalent to
−
[
n0 − 1
2
· (−a) + 0 + 1 + 2 + n0 − 5
2
· b
]
= b,
namely
a =
(N − 1)n02 +
(
2N+1 + 2N2 − 9N + 7)n0 − 3 · 2N+1 − 6N2 + 18N
2n0 − 2 . (8.13)
The proof of Theorem 8.1 is complete.
We have achieved the goal of this chapter. For every integer N > 2, we have constructed a set
ξn0 whose orbit consists only of a quasi-regular structure containing N arithmetic progressions. To
sum up, this set is (8.11), where
n0 ∼ 2
N+2
2 , a ∼ 2N , b ∼ 2N , and τ (ξn0) ∼ 2N+1.
Exact formulas for these four quantities are given by (8.5), (8.13), (8.12), and (8.7), respectively. We
display the case N = 4 in Figure 8.5.
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Part IV
Computations and conclusion
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CHAPTER 9
Computations
Recall that, in [6], the Strong Terminating Conjecture was established for the system [0, x, 1] in neigh-
bourhoods of all 18 rational numbers with denominator at most 18 in the domain
[
1
2 ,
2
3
]
. In these
neighbourhoods, whose total measure covers 11.75% of the domain, the limit function is piecewise
affine with finitely many pieces and 26 corners (Figure 0.6).
We are now ready to improve this result using our theory. More precisely, we will consider a set
of over 2000 rational numbers, to each of which we will associate a specified neighbourhood —called
its neighbourhood of quasi-regularity— where the Strong Terminating Conjecture holds (Section
9.1). At the end of the computation we shall see that the total measure of these neighbourhoods covers
only 13.16% of the domain. The extremely small gain, despite the large number of neighbourhoods
supplied, supports our observation in Section 2.2 that there is a positive-measure region with drastically
different dynamical behaviour which is presently inaccessible. For a quantitative assessment of this
behaviour, we compute the variation of the limit function with respect to Farey fractions, and with
respect to dyadic rationals (Section 9.2). In both cases, the variation is observed to grow algebraically
with the size of the partition, with comparable exponents. This motivates our final conjecture that
the graph of the limit function has Hausdorff dimension greater than one (Conjecture 9.1).
9.1 Neighbourhoods of quasi-regularity
By direct computation, we have verified that the normal form orbit of order t stabilises for t ∈
{5, . . . , 999}. This means that every proper active X-point p with transit time less than 1000 in the
system [0, x, 1] has a neighbourhood in which the Strong Terminating Conjecture holds. Continuing
this verification is easy, in the sense that it only involves computations of dyadic rational orbits.
However, this verification does not yield an estimate of the size of the neighbourhoods.
We shall now describe a more extensive computation which associates to every X-point p a
specified neighbourhood Up in which the Strong Terminating Conjecture holds, which we call the
neighbourhood of quasi-regularity of p. Optimal convergence of the total size of these neighbour-
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Figure 9.1. Least-square regression plot associated to (9.1).
hoods Up can be achieved if one orders these X-points p by the decreasing size of Up. However, this
ordering is not available; indeed |Up| has only a tenuous connection with the height1 of p, and with
the transit time τ(p). We have therefore adopted a hybrid approach.
i) Ordering by transit time. We have constructed the set
Xt :=
{
p ∈
[
1
2
,
2
3
]
: p is an X-point with τ(p) = t
}
.
for every odd integer t with 5 6 t 6 25, by computing explicitly the bundle Ξ23 and identifying all its
active X-points. Some of the data are
X9 =
{
7
12
}
, X11 =
{
9
16
,
17
27
}
, and X13 =
{
29
54
,
67
116
,
45
76
,
19
31
,
7
11
}
.
The set
X :=
⋃
96t625
t odd
Xt
has 1176 elements, all of which are proper active X-points of rank 1. The data
t 9 11 13 15 17 19 21 23 25
|Xt| 1 2 5 10 24 54 127 279 674
suggest that |Xt| grows exponentially with t (Figure 9.1), i.e.,
|Xt| ≈ 0.024e0.41t. (9.1)
Given p ∈ X , we specify Up as follows. After generating the required data associated to p, we
check the validity of the following conditions on the right-hand side of p, plus the analogous conditions
on the left-hand side (notation as in Theorem 6.7 and Figure 6.2).
i) For every distinct Y , Y ∈ Ξτ(p)−1 we have Y ./ Y /∈ (p, ...p ).
ii) For every Y ∈ Ξτ(p)−1\[Y ] we have either Y (p¨) < Y (p¨) or Y (p′) > Y ∗ (p′).
1The height of a non-zero rational number is the maximum of the absolute values of its numerator and denominator.
100
iii) In (p¨,
...
p ) we have p′ < Yτ(...p ) ./ Y ∗.
Out of all 1176 X-points in X , 1092 satisfy all three conditions on both sides, and for these
points Theorem 6.7 applies to both sides. For such X-points p, we let Up be the neighbourhood given
by the theorem.
Of the remaining 84 X-points, 52 only violate iii), but on both sides. On each side, Theorem 6.7
enables us to conclude that the Strong Terminating Conjecture holds up to the second-to-last term of
the auxiliary sequence. Therefore, Up can also be specified without difficulty.
None of the remaining 32 X-points violate ii); they violate either i) only, or both i) and iii), on
at least one side. On the right-hand side, if i) is violated, then regardless of whether iii) is violated,
Theorem 6.7 does not apply. However, we know that the Strong Terminating Conjecture holds in the
interval (p, p), where
p := min
{
Y ./ Y ∈ (p, ...p ) : Y , Y ∈ Ξτ(p)−1
}
.
Treating the left-hand side similarly, we obtain Up.
The total measure of these neighbourhoods, namely
∑
p∈X |Up|, covers 3.12% of the interval[
1
2 ,
2
3
]
. Combining this with the result near 12 obtained in [6], which covers 7.29%, and the result
near 23 in (6.11), which covers 2.54%, we conclude that the Strong Terminating Conjecture holds over
12.95% of the domain. These neighbourhoods of 1178 rational numbers contain 7918 corners of the
limit function.
ii) Ordering by height. An exhaustive search of X-points of larger transit time is not feasible.
Considering that some rationals in X have a very large height (the largest being 571460), we have
supplemented the above data with a selected collection of X-points of higher transit time, having
moderate height. Specifically, we have considered the set{
p ∈ F5000 ∩
[
1
2
,
2
3
]
: p is an X-point with τ(p) ∈ {27, 29, 31}
}
,
where F5000 is the set of all fractions with denominator at most 5000. This set contains 1618 active
X-points, all of rank 1. Of those, 1616 satisfy all three conditions i), ii), iii) on both sides, and hence
Theorem 6.7 applies, and we let Up be the neighbourhood given by the theorem. It is worth mentioning
that 3 of these 1616 X-points are not proper. Each of these X-points is a transversal intersection of
three distinct functions appearing before the X-point stabilises, and has neither an inherited symmetry
nor a connection to the normal form. The local stabilisation is thus verified by evaluating mmm orbits
at suitable points (cf. establishment of Theorem 5.3 in the paragraph preceding it). The remaining
two X-points are:
• p = 7081273 with τ(p) = 29, which violates iii) on the right-hand side; Theorem 6.7 only enables us
to conclude that the Strong Terminating Conjecture holds up to the second-to-last term p¨ of the
auxiliary sequence; so the right part of Up is replaced by
(
p, 7225401299143
)
.
• p = 19133452 with τ(p) = 27, which violates ii) on the right-hand side; the function Y25 intersects the
limit function at 2061337196 , and so the right part of Up is replaced by
(
p, 2061337196
)
.
This computation adds 1618 to the number of X-points, 11321 to the number of corners of the limit
function, but only 0.21% to the total measure. In conclusion, we have proved that the Strong Termi-
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Figure 9.2. Log-log plot of variation of the limit function with respect to the Farey partition versus the size
of the partition. The slope of the line is approximately 0.86.
nating Conjecture holds for [0, x, 1] in specified neighbourhoods of 2794 X-points which cover 13.16%
of the domain
[
1
2 ,
2
3
]
and contain 19239 corners of the limit function.
From this result, it seems plain that the neighbourhoods of quasi-regularity associated with
the X-points do not account for the full measure. At the same time, the available evidence strongly
suggests that these neighbourhoods form a dense2 subset of the domain
[
1
2 ,
2
3
]
.
9.2 Total variation of limit function and dimension of its graph
To gain insight on the region outside the neighbourhoods of quasi-regularity, we turn our attention to
the total variation [21, Section 6.3] of the limit function. We have computed the variation V (q) of the
limit function with respect to the Farey partition Fq ∩
[
1
2 ,
2
3
]
—the set of fractions with denominator
at most q in the domain— for q ∈ {3, . . . , 2000}. The data show a steady algebraic growth of V (q)
with the size of the partition, with exponent α ≈ 0.86 (Figure 9.2).
The Farey partition is only approximately uniform. For additional evidence, and to afford a
dimension estimate, we have also computed the variation of the limit function with respect to the
partition 12iZ ∩
[
1
2 ,
2
3
]
for i ∈ {3, . . . , 14}. Consistently, the data show an algebraic growth with a
similar exponent α ≈ 0.85.
To connect variation to dimension, let us consider a uniform partition of the domain into n ∈ N
intervals of length n :=
1
6n , namely {xi}ni=0 with xi := 12 + in for every i ∈ {0, . . . , n}. Letting V ′(n)
be the variation of the limit function with respect to this partition, we find that
V ′(n)
n
=
n∑
i=1
|m (xi)−m (xi−1)|
n
n→∞−−−−→ N (n) ,
where N (n) denotes the minimum number of n-boxes needed to cover the graph
G :=
{
(x,m(x)) : x ∈
[
1
2
,
2
3
]}
,
assuming continuity. Consequently, if V ′(n) ∼ cnα for some c, α > 0, then the box dimension of G is
2Any neighbourhood of any point in the domain intersects this subset.
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given by
dimB(G) = lim
n→∞
lnN (n)
− ln n = limn→∞
ln V
′(n)
n
− ln n = 1 + limn→∞
ln cnα
ln 6n
= 1 + α.
This motivates the following conjecture.
Conjecture 9.1. The Hausdorff dimension of the graph of the limit function of the system [0, x, 1]
is greater than 1.
We believe that the fractional dimension of the limit function originates entirely from the region
outside the neighbourhoods of quasi-regularity. Indeed, the portion of G corresponding to the neigh-
bourhoods of quasi-regularity can be modelled as a family of non-overlapping V-shapes, constructed
recursively in such a way that their number grows exponentially, while their width decreases exponen-
tially. Regardless of the growth of the height of these V-shapes, one finds that the resulting set has
box dimension one.
In addition, we currently have no evidence of multifractal behaviour. Indeed, the computation
of the variation of the limit function in smaller subdomains yields algebraic growths with similar
exponents.
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CHAPTER 10
Conclusions and future research
10.1 Conclusions
We have studied the mmm over the space of bundles —finite sets of piecewise-affine continuous functions
with rational coefficients— near X-points —intersection points of such functions— using as a prototype
the system [0, x, 1, 1] for which the Strong Terminating Conjecture is proved to hold globally. Any X-
point together with an additional function not through it determines a symmetry specified by a pair of
Mo¨bius and affine transformations. If the X-point is stable, the symmetry is likely to be inherited by
all functions appearing after the X-point stabilises, and hence by the limit function. If in addition the
Strong Terminating Conjecture holds near the X-point, then, excluding pathological cases, the limit
function near the X-point has either three or seven singularities. The verification of the conjecture
itself can be done simultaneously for all X-points having the same transit time —the number of which
grows exponentially fast— by verifying the stability of a normal form orbit.
In addition, we have studied a common pre-stabilisation structure of rational orbits and con-
structed a family of initial sets whose orbits contain such a structure in a particularly simple form.
The transit time function for this family of initial sets grows quadratically with the size of the set,
whereby providing a non-trivial instance of unbounded transit time.
Finally, we have verified the Strong Terminating Conjecture for the system [0, x, 1] in specified
neighbourhoods of 2791 X-points, thereby extending the results of [6] by over two orders of magnitude.
The measures of these neighbourhoods add up to only 13.16% of the domain, meaning that the domain
consists not only of these regular regions but also of those which are currently inaccessible. Observing
that the variation of the limit function of this initial set grows algebraically with the size of the
partition, we conjecture that its graph has a fractional Hausdorff dimension.
10.2 Future research
Let us end this thesis by discussing some possible directions of future research.
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i) A hierarchy of the local minima of the limit function. The structure of the limit function
of the system [0, x, 1] outside the neighbourhoods of quasi-regularity is largely unknown. At the
same time, our computation suggests that these neighbourhoods form a dense subset of
[
1
2 ,
2
3
]
. The
establishment of a hierarchy of the local minima of the limit function could advance our understanding
of the structure of the function outside these neighbourhoods. This hierarchy could be constructed
using the concept of auxiliary sequences introduced in Section 6.3. Since both the transit time and
limit function grow monotonically along an auxiliary sequence, this strategy could give insight into the
unboundedness of the transit time function and the nature of the local maxima of the limit function.
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Figure 10.1. The right auxiliary sequence of 1
2
and the left auxiliary sequence of 2
3
.
The fact that each minimum is typically associated to two finite auxiliary sequences, one on each
side (Figure 10.1), calls to mind a tree of rationals having continued fractions with bounded entries
—convergents of badly approximable numbers [4, page 245]— which associates to every rational
[0; a1, . . . , an] = [0; a1, . . . , an − 1, 1] two finite sequences, one on each side, consisting of numbers of
the forms [0; a1, . . . , an, k] and [0; a1, . . . , an−1, 1, k] (Figure 10.2). One would like to have a similar
tree of local minima which gives a way to order them in increasing values of limit and transit time. In
addition, one could also study the natural density of these minima among all rationals.
ii) The irregular phase. As the regular and quasi-regular phases of mmm orbits are understood, it
remains to study the irregular phase.
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Figure 10.2. The rational 1
2
= [0; 2] = [0; 1, 1] associated to the increasing rational sequence ([0; 2, k])5k=1 on
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Figure 10.3. Normal form orbit of order 205.
Unlike the regular and quasi-regular phases where the dynamics is mostly predictable and
perturbation-free, the irregular phase can be described as a deterministic dynamics —similar to the
one in the regular phase— subject to random perturbations by points from the previous history. The
interplay between the two creates the distinctive structure shown in Figure 10.3 which is characterised
by noticeable transitions between subphases, each of which corresponds to a rescaling of the determin-
istic dynamics. To study this more systematically, one could construct a probabilistic model in which
points from the previous history are replaced by points sampled from a suitable distribution.
iii) A variant of the mmm. Given an initial set ξ, modifying the mmm recursion into
xn+1 = nMn − Sn, for every n > |ξ|,
gives a new dynamical system —which we call the Akiyama mmm [1]— which produces an orbit with
a constant effective exponent, thereby eliminating the difficulty of quantifying its slow growth.
The dynamics of a singleton set is straightforward, but this is not the case for sets of size at least
two. However, the monotonicity of the median sequence, as well as the fact that two equal consecutive
medians imply stabilisation, are retained, so that any bounded rational orbit stabilises.
Due to the preservation of affine-equivalences, any two-element initial set is represented by the
bundle [x, 1] with x ∈ [0, 1]. In this domain, the median sequence is non-increasing, and we have that
[x, 1] 7→ [x, 1, 0] 7→ [x, 1, 0, 2x− 1],
where the latter bundle possesses an X-point 12 having a global symmetry (Figure 10.4), so that the
above domain can be restricted from [0, 1] to
[
1
2 , 1
]
, where the transit time and the limit functions
—defined as usual— are sketched in Figure 10.5.
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Figure 10.4. The bundle [x, 1, 0, 2x− 1].
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Figure 10.5. A sketch of the transit time and limit functions of the bundle [x, 1] under the Akiyama mmm
generated by sampling them over the set of all fractions with denominator at most 200 in the interval
[
1
2
, 1
]
.
The plot of the transit time immediately suggests divergence near 1. Indeed, it is possible to
show by strong induction that, if x < 1 is sufficiently close to 1, then Yn(x) = (n − 2)x − (n − 3) for
every n > 4, and hence the local functional orbit does not stabilise. The points where these functions
intersect the horizontal axis —which are rationals whose numerator and denominator differ by 1—
form the auxiliary sequence of the X-point 1 —the basis auxiliary sequence, analogous to that of the
X-point 12 in the original mmm— which is infinite. The transit time of each of these rationals is twice
its denominator, plus 5.
One could also study a wider class of mmm-type maps constructed by replacing the mean with a
weighted arithmetic mean, and the median with a weighted arithmetic mean of any number of central
points (e.g., three or four depending on the parity of the number of existing points). Since the space
of bundles is invariant under such maps, a more general theory involving bundles and X-points can be
developed analogously.
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