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1. INTRODUCTION 
This paper is motivated by an open problem of Professor A. Lasota. In his 
recent joint work with Dr. Wazewska on the survival of red blood cells, the 
following difference-differential equation arises: 
N’(s) = -pN(s) + pe-yN(s-r), s>o, p>o, p>o, r>o, r>O. (1.1) 
Roughly speaking, the variables in (1.1) are related with the model in the 
following way: s is the time; N(s) denotes the number of red blood cells at 
time s; p is the probability (in some sense) of death of a red blood cell: p and y 
are related to the production of red blood cells per unit time; and Y is the time 
required to produce a red blood cell. The change of variables 
CL 
(r=-, 
YP 
h = rpy, 
yields 
u’(t) = -m(t) + e-u’t--h’, t > 0, a > 0, h > 0. (1.2) 
This equation has a trivial periodic solution, namely, the constant function 
u(t) = 01, t 3 0, where 01 is the real root of the transcendental equation 
UA + e-A = 0. (1.3) 
We note that u(t) EE OL is the only real constant solution of (1.2). 
It is known that if cr > (l/e), then LII is asymptotically stable. Moreover, 
for any (T > 0 there exists h, > 0 such that for every h < ho , a is globally 
uniformly asymptotically stable. This can easily be proved by a theorem of 
Kato [l , p. 59-601. In both cases it is possible to say that there does not exist 
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another periodic solution of (1.2). H owever, it turns out that both cases happen 
rarely in the models considered. In fact, computer numerical studies indicate 
that if u < (l/e) and if h is large, then there is another periodic solution of 
(2.1). This is an important observation, for it coincides with the data obtained 
from experiments, It is then conjectured that this is a fact. 
We shall show that this conjecture is true (see Section 5). 
In fact, we are able to give a general theorem (see Section 4) on the existence 
of a nontrivial periodic solution. The main idea in such a theorem is the 
concept of instability of the trivial periodic solution. This concept has also 
been used by Jones [2, p, 41-441. The assumption of instability of the trivial 
periodic solution enables one to use a fixed point theorem of Browder [3] 
to conclude the existence of non-trivial periodic solution. 
This approach to the problem is different from the work of Grafton [4, 51 
in which a fixed point theorem for the truncated cones of Kransnolsel’skii is 
the main tool. It is also different from the phase plane method of Kaplan- 
Yorke [6]. The author has found a recent paper by Nussbaum [7] on the same 
subject in which new fixed point theorems for noncompact maps are proved. 
This should enable one to handle functional differential equations of neutral 
type. 
In Section 6 we shall consider equations of type 
u’(t) = -au(t - l)[l + u(t)], a > rr/2, t > 0. (1.4) 
And we indicate how to prove the existence of a nonconstant periodic solution 
of (1.4) by our general theorem. 
Finally, we shall discuss a problem of Halanay-Yorke [8, p. 671 on the 
existence of periodic solutions of autonomous functional differential equa- 
tions. In particular, we shall prove the existence of a nonconstant periodic 
solution of the equation 
x’(t) = -ux(t - 1 -pi x(t)l)[l - x2(t)], u > 7r/2, p 3 0, t > 0. (1.5) 
2. A FIXED POINT THEOREM 
Let K be an infinite-dimensional closed bounded convex subset of a 
Banach space X and T: K--f K be completely continuous. A fixed point 
x0 E K of T is said to be ejective if there exists an open neighborhood U of x,, 
such that for every x E U - {x,,} there exists a positive integer n = n(x) such 
that T”(x) E K - U. The following theorem can be found in [3]. 
THEOREM 2.1. With the above assumptions on T and K, T always has at 
least one $xed point which is not ejective. 
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3. SOME RESULTS FROM FUNCTIONAL DIFFERENTIAL EQUATIONS 
All the results in this section may be found in [9] unless it is otherwise 
specified. 
Let Rd denote complex Euclidean d-dimensional space. For x E Rd, 1 x / 
denotes its norm. For any finite interval [a, b], we let C[a, 61 denote the 
Banach space of all continuous functions x: [a, b] -+ Rd with the usual 
sup-norm 
1 x j = sup{/ x(t)]: a < t < b}. 
Even though single bars are used to denote norms in different Banach spaces, 
no confusion should arise. Let 0 E R, h > 0 and a > 0. For any x E C[u - h, 
(T + a] and t E [a, (T + a], the symbol xt will denote the element in C[--h, 0] 
defined by the relation 
xt@) = x(t + q, --h<e<o. 
Consider a linear functional differential equation 
x’(t) = -Q,), t 3 0, (3.1) 
where L is a continuous linear mapping from C[--h, 0] into Rd. It follows 
from a well known theorem of Riesz that there exists a d x d matrix T,(O), 
--h < 0 < 0, whose elements have bounded variation such that 
The characteristic equation associated with (3.1) is then defined to be 
det hl- ( c ene W-3) = 0 (3.2) 
where I is the d x d identity matrix. The roots of (3.2) are called the eigen- 
values of (3.1). There are countably many distinct eigenvalues of (3.1) each 
of which has a finite multiplicity. The real parts of the eigenvalues are bounded 
above. 
If h is an eigenvalue of (3.1) with multiplicity K 3 1, then there exists a 
generalized eigenspace P(h) in C[--h, 0] which is generated by precisely k 
linearly independent functions v1 ,..., v’lc . Moreover, if we define the d x k 
matrix function @ by 
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then 
Q(e) = D(O) eAe, --h<O<O (3.3) 
where A is a constant 12 x R matrix whose only eigenvalue is A. 
The formal adjoint of (3.1) is 
Y’(S) = q7 w?*m Yb - 019 s d 0, (3.4) 
where “*” denotes the transpose. For any q~ E C[--h, 0] and z# E CIO, h], we 
define (z,G, y) by the relation 
(3.5) 
We note that (., .) is a continuous bilinear form on C[--h, 0] x CIO, h]. 
Hence, there exists a constant B > 0 such that 
The characteristic equation of (3.4) h as exactly the same roots as (3.2). If h 
is an eigenvalue of (3.4) with multiplicity k > 1, then there exists a generalized 
eigenspace H(A) in CIO, h] which is generated by k linearly independent 
functions #r ,..., z,Gk . Let iy denote the d x k matrix 
9) = M+*v 94cWh O<s<h. 
We have 
T(s) = P(0) e-As, O<s<h, (3.7) 
where A is the matrix in (3.3), and @ and F are so chosen that (p, @) = I. 
We also have 
Where 
C[-h, 0] = P(X) @Q(h). (3.8) 
Q(h) = (tp E C[-h, 01: (‘;p, v) = O}. 
Moreover, the direct decomposition (3.8) has the invariant property that if 
v E P(A) (or Q(h)), then the solution xt(v) of (3.1) through (0, p) remains in 
P(h) (or Q(X)) for all t 3 0. 
THEOREM 3.1. Let /\ be an eigenvalue of (3.1) with multiplicity k > 1, and 
let @ and q be bases for P(A) and P(X), respectively. Assume that (p, @) = I. 
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Then the change of variables 
Xt = 9(t) + Xt > t 3 0, r(t) = <T %> 
applied to the system 
x’(t) = q%) + F(x,) 
(where F: CC-r, 0] -+ Rd is continuous) yields an equivalent system in which 
y(t) satisjes 
r’(t) = AAt) + I* WY(t) + 4 
(where A is a k x k matrix whose only eigenvalue is h). 
4. MAIN THEOREM 
Consider the following equations 
and 
x’(t) = L(xt) + F(x,), t>O 
x’(t) = Jqx,), t > 0. 
(4-I) 
(4.2) 
We shall assume throughout this section the following: 
(Hl) L: C[-h, 0] + Rd is linear and bounded; 
(H2) F: C[-h, 0] -+ Rd is continuous; 
(H3) F maps bounded sets into bounded sets; and 
(H4) for every v E C[-h, 0] there exist a unique solution X$(F) through 
(0, v). x,(p)>, t 3 0, of (4.1) through (0, P). 
We need a lemma from Liapunov theory for ordinary differential equations. 
LEMMA 4.1. If all the eigenvalues of the k x k constant matrix A have 
positive real parts, there exist two constants N > 1 and p > 0, and a Liapunov 
function V = R2 + [0, co) such that 
6) IY I G V(Y) <<IY I,YER'; 
(ii) I V(Y& - VYJI < -V y1 - yz I9 y1 , yz 6 Rk; 
(iii) W 3 PVY), 
where r(y) is the derivative taken along the solutions of the equation 
y’ = Ay (4.3) 
(see [lo] for the dej%tion of r(y) and the proof). 
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If v E C[--h, 01, then (F, T)~ denotes the first component of the K-vector 
(y, v). As usual, “Re” and “Im” stand for the real and imaginary parts of a 
complex number. 
For any M > 0, we define the following closed convex cones in the Banach 
space of all real valued continuous function defined on [--h, 01, 
K,(M) = (v: F = Re q, p) E CL--h, 01, MT, Y>I 2 MI P 12>, (4.4) 
K,(M) = {p: v = Req, p E C[-h, 01, Re<F, yjl 3 Ml v I>. (4.5) 
Sometimes, one will define the cones using Im(F, 91). 
We are now ready to state our main theorem. 
THEOREM 4.1. Let K0 be a closed bounded convex subset in C[-h, 01, 
0 E K, , and Re h > 0. Suppose that there exists a completely continuous map 
T:K,,+K,, T(0) =0, and positive constants a, b and 6, such that for every 
VEKl 
(I) there exists an integer j = j(q) > 1 such that 
( T$ 1 > amax{] x(T$)(t)j: t > -h}; 
(II) if I xt(v>l < m, t 3 0, then 
I @dv))l < bm2; 
(III) if I xt(v,)l < 6,) t 3 0, thm. 
TTv-4 EK,(M) 
where Tip, is the same as in (I) and M > 0 satis$es 
M > 2~’ I y*(O)1 b 
pa2 ’ 
where N and p are from Lemma 4.1. 
Then, there exists a nonzero fixedpoint of T. 
Remarks. (1) In applications, T is usually defined by 
TY = xdd, 
where Q-: K, + [r, co), r > 0, is continuous. Thus, the conclusion of 
Theorem 4.1 implies the existence of a nonzero periodic solution. However, 
this need not be the only reasonable definition of T (see Section 7). 
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(2) Condition (II) in Theorem 4.1 may be replaced by the simpler 
condition that there exists b > 0 such that 
But this will be useful only for equations whose time lag functions are 
independent of the state. 
THEOREM 4.2. Let K, , h, and T be the same as in Theorem 4.1. Suppose 
that there exists positive constants a, 6, and M such that for every v E K,, 
(I)’ there exists an integer j = j(v) > 1 such that 
I Tj(q1)1 3 a max{( x(T$)(t)/: t > O}; 
PI)’ I wP,)I = 4 v I) as I 9J I - 0; 
(III)’ if I x,b)l -=c 4, , thea 
where Tj(q) is the same as in (I). 
Then, there exists a nonzero jixed point of T. 
Proof of Theorems 4.1 and 4.2. Since the proof of Theorem 4.2 is almost 
the same as that of Theorem 4.1, we shall prove only Theorem 4.1. 
In view of Theorem 2.1, it suffices to show that v = 0 is an ejective fixed 
point of T. Hence, it is sufficient to prove that there exists S > 0 such that 
if v E K,, - (0) and 1 v / < 6, then 
max{/ T”(v)/ : n > l} > 6. 
We claim that if 6 > 0 is so chosen that 6 < a&, , where a is the constant 
from condition (I) and 6, is from condition (III), then the above statement is 
true. 
Suppose not, then there exists v E K, - (0) such that 
I T”g, I < 6 for all n = 0, 1, 2, 2 ,... . 
Let this v be fixed. From condition (I), one can find an integer j = j(q) 3 1 
such that 
1 T$ I 3 amax{l x(T+)(t)I: t > -h} 
= am (calling the max, m). 
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Since 6 < aa,, , we have m < 8, . Write x(t) for x(T$)(t). Thus, 1 xt 1 < m 
for all t 3 0. The change of variables 
r(t) = P9 Xt), Xt = @y(t) + Zt , t>O 
applied to the solution xt of (4.1) yields 
r’(t) = AY(4 + bum), t > 0. 
Let V be the Liapunov functions generated by Lemma 4.1. By using an 
inequality in [lo, p. 51, one obtains 
(44 VYW 3 PVYW - Nl F*(o)1 I qxt)l, t 3 0. 
Using condition (II), we have 
(44 WW 3 GWtN - NI ~*(Wbm2, t 3 0. (4.6) 
Moreover, it follows from Lemma 4.1 and condition (III) that 
~(Y(O)) 3 I YW = KY %>I = I@? Tiv>l 
3 I@? T%>l I 3 I Rd? T$), I 
> Ml T$ I2 3 Ma2m2. 
Hence, by condition (III), 
V(y(0)) > &Ma2m2 + Nl ~*(0)lbm2/p. (4.7) 
By a standard differential inequalities argument on (4.6) and (4.7), we have 
VYW 3 4th t 3 0, 
where w(t), t 3 0 is the solution of the initial value problem, 
w’(t) = pw(t) - N / y*(O)/ bm2, 
w(0) = +Ma2m2 + N I fp*(O)l bm2 
CL * 
It is easy to see that w(t) + co as t ---f cc. Thus, by using (3.6) and Lemma 4.1, 
1 Xt I 3 WI F I I@? %>I 
= I r(tWI p I 
3 ~lY(tw~I F I 
2 w(t)/BNl p I. 
Hence, I xt 1 ---f cc as t --f cc. This contradicts the assumption. 
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Remarks. (1) The choice of the closed convex cones K,(M) and K,(M) 
in the above theorems is in no way arbitrary. For, if X is the only eigenvalue of 
the equation x’(t) = L(x,) with positive real part and if all the other eigen- 
values have negative real parts, then the origin has an exponential dichotomy 
(or a saddle point property). It is known [9, p. 1341 that there exists a solution 
of the perturbed equations (4.1) which tends to zero exponentially in a 
direction “tangential to the stable manifold Q(h)“. Hence, if we just have 
M = 0, then it will not be guaranteed that v E 0 is an ejective fixed point 
of T. 
(2) We may also observe that if K, C K,(M) (or K, C K,(M)), then 
Theorems 4.1 and 4.2 can be stated in a simpler way. But, in application this 
is difficult to satisfy. Moreover, we are only interested in some local behavior 
of the equation near the origin, namely, the ejectivity of the trivial fixed point. 
(3) K,(M) and K,(M) are chosen according to the perturbation F(v). 
(4) Suppose that the perturbation F(v) satisfies 
I Q?J)l G I 9) Iy7 b > 0, y > 0. 
Then Theorem 4.1 will still hold true if we replace K,(M) by the cone defined 
by 
K@f) = Iv E C[--h, 01: Im& P> 2 Ml v P’I. 
A similar statement holds true in the case that 1 F(v)1 = o(/ g, IV), y > 0. 
(5) The proof of Theorems 4.1 and 4.2 is quite similar to those given 
by Hale andPore [12] and Grafton [4]. 
5. THE EQUATION u’(t) = -m(t) + e-u(t-h). 
Consider the difference-differential equation 
u’(t) = -au(t) + e-“(t-h), t 3 0, u > 0, h > 0. 
Let 01 be the positive real root of the equation (TOI = e-“. Let 
x(t) = u(t) - 01, t > -h. 
The substitution of (5.2) into (5.1) yields an equivalent equation 
x’(t) = -ax(t) - ecmx(t - h) +f(x(t - h)), 
where 
(5.1) 
(5.2) 
(5.3) 
f(x(t -h)) = e-*[x(t - h)12 f (-1)” ‘x(t ,lh)‘“-’ . 
n=2 
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This is in the form (4.1) in which we have d = 1, F(v) = f(v( A)), and 
L(v) = -q(O) - e-“cp(-h). 
The characteristic equation (3.2) corresponding to (5.3) is 
h + u + e-OrehA = 0. (5.4) 
For convenience, we shall use all the notations introduced in Sections 3 and 4 
to discuss (5.3). 
LEMMA 5.1. For every q~ E CC-h, 01, there exists a unique solution x,(v) of 
(5.3) through (0, p’) dejnedfor all t 3 0. 
LEMMA 5.2. Let u > 0 be fixed and q~ E C[-h, 01. If --01 < ~(0) < l/u 
for all -h < 0 < 0, then ---(II < x(y)(t) < l/afar all t > 0. 
Proof. This is easily done by comparing (5.1) with the following initial 
problems 
w’(t) = -mu(t) + 1, 
O,(w(O) <a+ l/u. 0 
LEMMA 5.3. Let 0 < a < l/e be fixed, Then for any su$&GntZy large 
h > 0 there exists a complex root A, = p0 + iv, of (5.4) such that p0 > 0 and 
0 < v,, < r/h. 
Proof. It is clear that there is no positive real root of (5.4). If A = p + iv 
satisfies (5.4), then 
p = -u - v cot hv (5.5) 
meho = ve-hvCothvlsin hv. (5.6) 
Let the right side of (5.6) be denoted by d(v). Consider d(v) as a function 
defined on the open interval (0, r/h). It is clear that O(v) > 0, A’(V) > 0, 
d(v)-+ c~asv-+n/handd(v)+e- l/h as v -+ 0. Therefore, for h sufficiently 
large, there is exactly one v, say v, , such that A(Q) = UU@. We note that 
v0 = v,,(h) and va -+ 0 as h --f 00. We claim that there exists H > 0 such that 
p. = -u - v,(h) cot hv,(h) > 0, for h 3 H. (5.7) 
Suppose not, then there exists a sequence {h,} such that h, -+ co as n + co 
and 
/.L~ = -u - v,, cot h,v, < 0, n = 1, 2, 3 ,...) 
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where p,, = h(h,) and v, = v,(h,). Since d(v/2h) = +lz, we have, for all 
large n, h,v, > 42 and pn + u > 0. Moreover, substituting (5.5) into (5.6) 
1 V, 1 = mwh+‘eh~“~COt hn 1 sin h,v, 1 
= use m-h,++ 1 sin h,v, 1 > UOI j sin h,v, / > 0. 
Since v, -+ 0 as n -+ cc, we have sin h,v, + 0 as n -+ co. This implies 
h,v, + T as n --f cc. On the other hand, 
0 < -ow-hn~n cos h,v, = -v, cot h,v, < 01. 
But this implies 
(T 2 ---~ae-~+‘~ cos h,pn > uoc(-cos h-p,). 
Hence, by letting n -+ co, u > U(Y. Therefore, we have 1 > 01. But from the 
assumption that 0 < u < 1 /e, we have OL > 1. This is a contradiction. Hence, 
(5.7) is true. 0 
DEFINITION 5. I. Let KC C[-h, 0] denote the closed bounded convex 
subset consisting of all functions q~ such that 0 < ~(0) < l/u, -h < 0 < 0, 
and q(O) = 0. 
LEMMA 5.4. (i) If q~ E K - {0}, then 
--01 < x(cp>(t) < 0 
for all t E [0, h]. 
(ii) Let q~ E K - (0) and 
zi = sup{t: &)(f) < 0,O < t < t} 3 h. 
If z1 < co, then 
a2 = sup{t: x(#) > 0, z, < t < t} > h + z, . 
Proof. (i) Consider vW = Q + 01 and u(v) = x(q) + (Y. It suffices to 
show that u(p),)(t) < OL for 0 < t < h. Suppose not; then there exists 
0 < t, < h such that u(yJ(tJ > 01. In this case, one can find 0 < t, < tl 
such that u(p)u)(Q > 01 and u’(qyJ(tJ > 0. On the other hand, 
0 < u’(cpJ(t.J = --o-u(qJ,)(t2) + emm~(t2-h) < -cm + evU = 0. 
This contradiction proves (i). 
(ii) This can be proved by the method used above. 0 
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LEMMA 5.5. If h > 2/t+ then for any v E K - {0}, 
%(qJ) -==c co, fd z2b) < ah (5.8) 
where q(v) and z2(p) are dejimd as in Lemma 5.4. 
Proof. We will first show that for every y E K - {0), xi(v) is finite. 
Suppose not, then we have 
4?w < 0 for all t 2 0; (5.9) 
4P)W - 0 as t-03; (5.10) 
-+fJ&) 3 0 for all t > h. (5.11) 
Before proceeding to the contradiction, let us consider the real-valued 
function defined on R, 
1 1 1 f&c) = 1 -zx+31xa-41x3+**.. (5.12) 
It is clear that 
xfi(x) = 1 - e-5. (5.13) 
Letting x + 0, we have fi(x) + 1. Let 6, , 0 < 6, < 2, be such that 
i <f&q G 8, if 1 x 1 < 8, < 2. (5.14) 
In view of (5.11) and of the autonomy of (5.3), we may assume without loss of 
generality that 
I +?J)(t)l G 6, for all t > 0. 
Now, from (5.3) we have for all s E [t - h, t] (t > 3h), 
x’(d(t) = --o+W) - uolx(v)(t - 4 + f MW - 4) 
= -44(t) - uhd(t - 4fhW(t - 4) 
3 --a4d(t - 4fd+Nt - 4. 
By using (5.14), 
+p)(t) > ---Bu4v)(t - 4. 
Integrating both sides from t - h to t, 
x(t) - x(t - h) > -&huor f,:, x(s - h) ds 
> -$huolx(t - h). 
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Hence, 
&V(t) > [I - +Jzuhaol] x(t - h). 
But 1 - ~&XX < 0. This implies that x(t) > 0 which contradicts (5.9). The 
other case, 2;(v) < co, can be proved by a similar argument. 0 
LEMMA 5.6. Let tp E K -‘(O) an z, = q(v), z2 = zz(v) be defined us in d 
Lemma 5.4. Then 
(5.15) 
Proof. We will only show that ~‘(p)(zJ > 0. The other case is similar. 
Let a,, = sup{t: x(y)(t) = 0, 0 < t < t}. It is not difficult to see that 
0 < x,, < h and -h + x0 = sup{0 = v(g) = 0, -h ,< 8 < 8}. Since (5.3) 
is autonomous, we may assume without loss of generality that a0 = 0. 
We note that there exists 6, > 0 such that x(p))(t) < 0 for all t E (0, S,]. 
For if not, there exists a sequence {tn}, t, > 0 and t, + 0 as n --f co, such 
that x(p))(t,) = 0. Wh en n, m are sufficiently large, we can find t, E (t, , t,J 
such that x(v)(tk) < 0. Let u(t) = x(p))(t) + 01. Consider the equation (5.1) 
for t E [tk , h]. Since in this case u(t - h) > OL, the comparison of (5.1) with 
the initial value problem 
w’(t) = -m(t) + e-“, tE[tk,hl, 
4hc) = +?J)(tk) + 01 < 01 
(5.16) 
yields the inequality 
4v)(t) < 0 t E Plc, 4. (5.17) 
This inequality contradicts that x(p))(t,) = 0. This proves the existence of 
6, > 0. If we replace t, in both (5.16) and (5.17) by 6,) then we have 
+?w < 0 for all 0 < t < h. 
Let t, = inf{t: x(v)(t) = 0, t 2 h} > h. We have x(p))(t) < 0 for all 
0 < t < t, . Moreover, the function u(t) = x(p))(t) + OL satisfies 
u’(tJ = -uu(t,) + e-“(to-h) 
= --oci+e -r&-o-cd 
> -ax + eP = 0. 
This means x’(~)(z~) > 0. q 
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LEMMA 5.7. Let q~ E K - (0) and x2 = x2(v) be de$ned as in Lemma 5.4. 
Define the mapping T by 
if v E K - (0}, 
if ~ = o* 
Then T: K--f C[-h, 0] is completely continuous. 
Proof. It follows from Lemma 5.6 that T is continuous at every 
‘p E K - (0). To see that T is continuous at 9 = 0, let v E K - (0) be given, 
and let t, E [zi , za] be such that 
I x(p)(tdl = max{l x(d(t)l: 0 < t < 4 = Ml , 
I x(v)(td = maxII x(y)(t)l: x1 < t < 4 = M2 . 
Since x’(F)(tl) = 0, we have from (5.1) that 
0 = +-Ml + a] + e--zl-a, (5.18) 
where xi = x(v)(t, - h). This implies that t, - h E [-h, 01. From (5.18), we 
obtain 
xi = -ln(l - M,/ol). 
It is a simple observation on the graph of the above equation in the x,M,-plane 
to see that there exists a constant a, > 0 which depends only on 01 such that 
Ml < a,x, . Since t, - h E [-h, 01, 
Ml < wl < alI v I. 
A similar argument on t, will give us 
(5.19) 
(5.20) 
for some constant us = az(a) > 0. Since 1 Ty 1 < Mz < alazl v 1, the 
continuity of Tat q~ = 0 is proved. 
The compactness of the closure of T(K) can be proved by a standard 
Ascoli’s type argument. 0 
LEMMA 5.8. With the notation of Lemma 5.7, T(K) C K. 
Proof. From the proof of Lemma 5.6, we have zs - zi > h. This 
together with Lemma 5.2 implies that T(K) C K. 0 
THEOREM 5.1. Let 0 < 0 < l/e be given. Then there exists an H, 
H > 2/oa, such that for every h >, H there exists a nonconstant periodic 
solution of (5.1) of period >2h. 
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Proof. Let H > 2/001 be so large that for every h 3 H, (5.4) has a complex 
root A, = pLo + iv, , puo > 0, 0 < v,, < r/h. The existence of such an H is 
guaranteed by Lemma 5.3. Fix h 3 H. Define the closed bounded convex 
subset K,, C C[-h, 0] as in Definition 5.1. For every p E K0 - {0}, .z2 = za(p)) 
is defined as in Lemma 5.4. Now, define T: K, + C[-h, 0] by 
It follows from Lemmas 5.7 and 5.8 that T: I& -+ K, is completely continuous. 
Since for every ‘p E K,, - (0}, x(p))(t) has countably many simple and 
isolated zeros (see Lemmas 5.4 and 5.5), we can label them in ascending order, 
0 = zo < z1 < z, < qj < *... 
By the uniqueness of the solutions, 
Tncp = xz,,(d, n = 0, 1) 2 ,... . 
If 
Mn = SUP{/ 4~>(t>l: x,-l Q t < s), 
then by using the method of proof of Lemma 5.7 one can show 
M m+l < 4 T%)lv n = 0, 1, 2,... 
and 
M2, d a2M2n-l , n = 1, 2, 3 ,..., 
where a, = al(a, h) > 0 and a2 = ua(o~, h) > 0. The last two inequalities 
yield that for every q E K,, - {0} there exists an integer j = j(v) > 1 such 
that 
I Tj(q~>l 3 a max{l x(W)(t)/: t 2 Oh 
where a = a(Ly, h) > 0. 
Now considerf(x) as defined in (5.3). We have 
Therefore, 
If( d 9, 1x1 <a. 
For the root A, = p,, + iv,, , one can follow the steps in Section 3 to define 
the k x k matrix functions !?r and @. From Theorem 3.1, the transformation 
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xt = e(t) + zt will determine a K x k constant matrix A whose only 
eigenvalue is A, . For this matrix, A, one can find constants N = N(cr, h) > 1 
and p = ~(a, h) as in Lemma 4.1. 
From (3.3) and (3.7), we can assume, without loss of generality, that 
(p, @) = I and 
-Re(F, v), = [e’@‘2 cos v&/2] ~(0) 
s 
0 
- cm -h lp(B) e-“o(s+h’2) cos Yo(B + h/2) de. 
We note that the above expression is in fact equal to 
- Re(e+Aoh/2#, y) 
where #(s) = .+o(~+~), --h < s < 0. In particular 
Re(F, T”v) = ua J:h T”(v)(B) e-“~(‘+~‘~) cos vo(O + h/2) dt9 
since Tn(v)(0) = 0. For f? E [-A, 01, -r/2 < vo(e + h/2) < n/2. This 
enables one to find M > 0 such that 
Define 
m = min{emu0(e+h/2) cos vo(e + h/2): --h G 8 G 0). 
where 
K,(M) = {P E CL--h, 01: R,(~, FL 3 MI v I”} 
M > 2NI ~*(0)l/pa2. 
The above discussions show that all the conditions in Theorem 4.1 are 
satisfied except for condition (III) in the theorem. 
Let 6, > 0 be so small that 
l/(a + UOL) 6, + 6,a > 2M/udiZ. 
Consider r+~ E K. - (0). If 1 x,(v)] < So for all t > 0, then from the equation 
(5.3) we have that 
I x’(t)1 < (0 + 4 6, + so2 = 6, , say, 
where we write x(t) for x(p))(t). For n 2 1, let z > 0 be such that 
T’Yd = xzb) 
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and tr E [zr - h, x,] be such that 
I 4td = w?4. 
Define a piecewise continuous function, r(t), by 
I 
0, z--h<t<t,, 
r(t) = -Mt - t1> + +I>, t, < t d t, , 
0, tz\(t<‘x,, 0 
where 
t, = tl + ~(tl)/~, * 
Since x’(t) > -8, for all t, < t < z, t, < z and x(t) > y(t) for all x - h < 
t < x. Now, 
Re(p, T”p) = m sfh x(x + 0) e-“‘e+h’2) cos v,,(e + h/2) do 
-.i 
0 
= OolM x(z + e) de 
-h 
= +iiiq x(tJl”/S,) 
2 M I T”(dl. 
This shows that T”g, E K,(M). 
We can now apply Theorem 4.1 to obtain the desired result. 
6. FURTHER APPLICATIONS 
I. Consider the difference-differential equation 
x’(t) = --ox(t - l)[l + x(t)], t 3 0, 5 > 0. (6.1) 
This equation has been studied by many authors, e.g., [I, 4-61. If we write (6.1) 
in the following way 
x’(t) = -ux(t - 1) - ox(t - 1) x(t), 
then (6.2) is in the form (4.1) in which we have d = 1, 
%I = -T-l) and F(P) = --ad--l)dO). 
(6.2) 
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If a > rr/2, then there exists a complex eigenvalue X, = CL,, + iv, , p0 > 0, 
0 < v0 < n of the equation x’(t) = -ux(t - I), [9]. Let K,, be the closed 
bounded convex subset in C[--h, 0] consisting of all positive increasing v, 
p)(- 1) = 0 and ~(0) 9 e0 - 1, and K,(M) be defined as in (4.4). It is known 
that if v E K,, - {0), then x(p))(t) has countably many simple and isolated 
zeros. Suppose that ~(9) is the second zero of x(v)(t), t 2 0. Then the map 
T defined by 
Tp, = 
1 
xT(,)+~(d~ 
p,=o 
is a self-mapping of K, . It remains to verify that all the conditions in 
Theorem 4.1 are satisfied for some large M. And then the existence of a 
nonconstant periodic solution of (6.1) can be obtained. The reader may refer 
to [9] for the details of the proof, since they are quite similar. But, we note 
that condition (III) in Theorem 4.1 is verified by the method used in the proof 
of Theorem 5.1. 
2. The change of variables 
Y = W + 4, -l<X<oo 
applied to (6.1) yields 
r’(t) = -.f(r(t - I))> f(y) = 4ev - 11, t > 1. 
This motivates a generalization of (6.1) to equations of the form 
r’(t) = -fJY(t - 1) + 4lYP - 1)l). (6.3) 
With suitable conditions on the right side of (6.3), one can prove the existence 
of a nontrivial periodic solution. (see [6] and [7]). In fact, under the conditions 
stated in [7] we can use the same K,, and T defined as above. However, in place 
of K,(M) one has to consider K,(M) defined as in (4.5). (see also Remarks in 
Section 4). Thus, Theorem 4.2 can be applied. 
3. In view of the result in Section 5, one naturally would consider equations 
of the form 
Y’W = dY(O, r(t - 1))s t > 0. 
However, we are unable to give a theorem for this equation. 
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7. STATE-DEPENDENT DELAYS 
In [8, p. 671, the following simple equation 
x’(t) = -ux(t - I - / x(t)l)[l - 9(t)], u > 0, t 3 0, (7.1) 
was mentioned in connection with a theorem of Grafton [4]. It is known that 
for (J > r/2 there is a nonconstant periodic solution of (7.1). The purpose 
for doing so is as follows. In the theorem of Grafton, it is assumed that there 
exists a convex cone, say K, in C[--h, 0] which is invariant under a certain 
translation operator. In applications, a convenient choice of K in the one 
dimensional case is the convex cone of all positive monotonic increasing 
functions. But, there are no characterizations for K. Thus, one would 
naturally ask: (i) How should K be characterized ? (ii) How should equations 
in which the time lag function involves the state of the system be treated ? 
In [7], the previous questions were answered partially. In fact, it is proved 
that there exists a nonconstant periodic solution of the following equation, 
x’(t) = -ux(t - 1 -p I x(t)l)[l - x”(t)], a > 0, p 3 0, t > 0, 
provided u > n/2 and 0 < p < 1. In the case that a > rr/2 and p > 1 the 
result is still true. But the technical difficulties are increased. Furthermore, 
a new fixed point theorem is used. 
In our opinion the questions of Halanay-Yorke are somewhat answered in 
Theorems 4.1 and 4.2. K is characterized as having nonempty intersection 
with either K,(M) or K,(M) (depending on the perturbations). The condition 
(II) in Theorem 4.1 (or Theorem 4.2) is useful for equations in which the lag 
involves the state. We will illustrate this point by the following. 
Notation. For any absolutely continuous v E C[---h, 01, 
Consider the equation 
x’(t) = -ux(t - 1 -ppl x(t)l)[l - S(t)], t > 0. (7.1) 
We assume throughout this section that (T > 7r/2 andp > 0. Let h = 1 + p. 
It is easy to see that 
FE q--h, 01, Iv/ G 1 * I%b)l G 1. 
Hence, we may restrict ourselves to the case that (7.1) is defined for I x ] < 1. 
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In other words, (7.1) is written as follows: 
x’(t) = L(x,) + F(x,), t 3 1, 
where L, F: C[-h, 0] - R; 
C[-h, 0] = (9’ E C[-h, 01: I p / < I}; 
L(y) = --a+1); 
and 
F(v) = d-1) - ~(-1 -PI dO)l)[l 
By using the mean value theorem, 
I FWI G P* I 9 1; + 0 I P I: - 
- 
(7.2) 
(7.3) 
(7.4) 
- TJ”cN (7.5) 
(7.6) 
LEMMA 7.1. For every absolutely continuous 9 E C[-h, 01, there exists a 
unique solution xt(p) of (7.1) through (0, v). Moreover, for any N > 0 and 
E > 0 there exists 6 = 6(N, c) > 0 such that 
I q~ - 4 II < 6, V, #E C[--h, O] * I %(p)) - xt(#)l < E, for all t E [0, N]. 
Proof. See [I I]. 
LEMMA 7.2. Iftp~ C[-h, 0] andv(O) # 1 or -1 then --I <x(p))(t) < 1 
for all t 3 0. 
Proof. Trivial. q 
LEMMA 7.3. If p E C[-h, 0] and p(O) # 1 or -1, then the zeros of x(v)(t) 
are unbounded. 
Proof. Suppose not, then there exists t,, > 0 such that x(p)(t) is monotone 
for all t 3 to and x(p))(t) ---f 0 as t -+ CO. We may assume without loss of 
generality that x(q)(t) > 0 for all t > t, , and x’(p))(t) < 0 for all t 3 to - h. 
Since x(p))(t) -+ 0 as t + co, we assume that x2(v)(t) < 1 - l/o for all 
t > to - h. Consider t > t, - h. Write x(t) for x(v)(t), we have 
x’(t) x(t - 1) = -x(t - 1) x(t - 1 - pl x(t)i)[l - x”(t)] 
< -x(t - 1) x(t - 1 -pi x(t)/) 
< -xyt - 1). 
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,t,+1 
“(to + 1) - x(t,) = j x’(t) dt 
to 
s 
to <- r(t - 1) ds 
to-1 
< -.x(&J. 
This implies that x(tO + 1) < 0 which is a contradiction. q 
DEFINITION 7.1. Let K be the compact convex subset of e[-A, 0] of all 
q E e[-h, 0] satisfying: 
p(B) >, 0 for all --I2 < 6 < 0; 
v(O) < 1; 
v(--h) = 0; 
I d4) - dQl < cl 4 - 02 I f or all --h < 0, ,0, < 0; and 
y is increasing on [--h, 01. 
For any r+~ E K - {0}, let 
z0 = z,(v) = sup{& (p(0) = 0 for all --h < 19 < O}. 
Clearly, we have --h < .q, < 0. 
LEMMA 7.4. If tp E K - (01, then the xevos of x(p))(t) are simple and 
isolated, i.e., ifx(p))(z) = 0, z > 0, then. x’(p)(z) # 0. 
Proof. Let z,, = z,,(q~) be an in Definition 7.1, and 
zl = q(cp) = sup(t: ~(p)(t) > 0, for all 0 < t < t}. 
From Lemma 7.3, x1 < co. For simplicity, write x(t) for x(p)(l). Hence, 
x’(zl) = -cm(.aj - 1). 
If AZ’(~) = 0, then x(zl - 1) = 0. This implies that 
Consider t E [0, zJ. Since -p%(t) < z, - t, 
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We have x’(t) = -x(t - 1 -pi x(t)l)[l - 9(t)] = 0. Therefore, x’(t) = 0 
for all t E [0, zJ. This means that x(zr) = x(0) = ~(0) > 0. This contradicts 
the definition of xi . We have x’(zJ < 0. 
Let xs = zs(~) = sup{t: x(i) < 0, x1 < t < t}. It is clear that zs > z, 
and x(xs) = 0. Hence, 
x’(xJ = -x(xz - 1). 
If x’(z~) = 0, then ~(zs - 1) = 0. Since zs - 1 > zr - 1 > z,, we have 
x2 - 1 = x1 . By the definition of za one can find a t, z, < t < xs , such that 
x’(t) > 0 and -x(t) > 0. From Eq. (7.1), 
x(t - 1 -$pl x(t)l) < 0. 
Hence, t - 1 - pi x(t)1 > z, = zs - 1. This implies that ---pi x(t)[ > 
za - t > 0. This contradiction yields that x’(zJ # 0. Furthermore, from 
the definition of zs , we have x’(zs) > 0. 
By repeating the above arguments, one can easily show that all the zeros of 
x(t) are simple and isolated. Moreover, if the zeros of x(t) are labelled in 
ascending order, 
we have 
Xl < x2 < x, < ... < x, < **-, 
and 
eh+1) -=c 0, 71 = 0, 1, 2,...; 
X’(%n) > 0, n = 1, 2, 3,...; 
LEMMA 7.5. Let y E K - {0}, z0 = q,(p)) be us in Dejnition 7.1, and 
x1 < x.2 < ... be the consecutive zeros of x(t) = x(v)(t), t 3 0. Then we have 
for each n = 1, 2, 3 ,..., 
G-1 < t - 1 -PI x(t)1 \( %+1 for all z, < t < x,+1 . 
Proof. Let n = 1. Consider the function g(t) = t - 1 - pl x(t)l, 
zi < t < zs . If there exists a t, , zi < t, < zs , such that g(tJ < z, , then 
by the continuity of g(t) and the fact that g(xi) = zi - 1 > za we can 
assume without loss of generality that there exists t, , t, < t, , such that 
g(t) < x0 ? t, < t e t, , 
&J = x0 . 
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This implies that 
tz - 1 - PI x(t2)l > 5 - 1 -PI +)I. 
But x’(t) = --x(g(t))[l - x2(t)] = 0 for all t, < t < t, . Hence, x(tJ = x(tr). 
This implies that t, > t, . This is a contradiction. 
For n = 2. Consider g(t) = t - 1 - $1 x(t)( for z2 < t < z, . Suppose 
that there exists a tr , x2 < t, < x3 , such that g(tJ < zr . Since g(z,) = 
x2 - 1 > xi ) we can assume without loss of generality that there exists t, , 
t, < t, , such that 
‘dt2) = x1 and zo < g(t) < 3 for all t, < t < tl . 
This implies that 
t2 - 1 --PI #2>l > 4 - 1 -A ~(~l>l. 
But x’(t) = --x(g(t))[l - x2(t)] > 0 f or all t, < t < tr . It follows from the 
positivity of x(t), a2 < t < zs , that - ( x(t,)] > - 1 x(t,)(. This implies that 
t, > t, . This is a contradiction. 
It can be seen that for other values of n the lemma can be proved by a 
similar argument. IJ 
LEMMA 7.6. Let y E K - (0) and xl < z2 < x, be the first three con- 
secutive zeros ofz(t) = x(p)(t). Then x(t), z2 < t < z, , has no local minimum. 
Proof. Suppose not, then x(t) achieves a local minimum at t = t, , 
z2 < 4 d x3 * Since x’(tl) = 0, it follows from the previous lemma that 
either tr - 1 - pi = z1 or tl - 1 - px(ti) = x2 . Suppose that 
Then 
t, - 1 - px(tJ = 21 . 
21 = tl - 1 - px(tr) > t, - 1 -$X(t) > t - 1 - px(t), 
where t < tl . This contradicts to Lemma 7.5. Suppose that 
t, - 1 - px(t,) = x2 . 
We have 
(d/dt)[t - 1 - px(t)]&+ = 1. 
Hence, for t > t, and t near t, , t - I - px(t) > za . By Eq. (7.1), x’(t) < 0. 
This contradicts to the local minimality of x(tl). 0 
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COROLLARY 1. LetT,Z2 <T < x3, be the point at which x(t) takes on its 
maximum. Then x(t) is increasing on [zz , r] and is decreasing on [T, z3]. 
COROLLARY 2. Dejine+EK-{O}by 
-(T - ,x2) < e < 0, 
-h < 6’ < -(T - x2). 
Then the two solutions of (7.1) through (0, x,(v)) and (0, $5) are identical for all 
t 3 0. 
Proof. In fact, both solutions are equal to 
X(d(T + t), t > 0. 
Since x(q)(t) is decreasing on [t, zs], the derivative of x(v)(t), T < t < z, 
depends only on the values of x(p))(t) for zs < t < za . Moreover, from 
Lemma 7.5 we can see that x(p))(t), t > zs is independent of its values 
x(v)(t) for t < zs . The corollary follows now from Lemma 7.1. c] 
COROLLARY 3. Let q~ E K - (0) and xl < zz < z3 < ... be the consecutive 
zeros of x(p)(t), t > 0. Then x(y)(t), z,, < t < zZlatl , has no local minimum; 
and x(v)(t), zZndl < t < zZn , has no local maximum. 
LEMMA 7.7. Let q~ E K - {0}, z2 and 7 be as in Corollary 1 of Lemma 7.6, 
then 
I xb)(4 < (e2mh - l)/(ez~‘h + 1). 
Proof. Since x(t) = x(v)(t) satisfies 
s,=;:‘; dx/(l - 9) = -St: ux(x - 1 - p I x(s)l) ds. 
0 
Upon integration, 
ln 1 + 4t> In 1 + 4tlJ _ = - 204s - 1 - x(s)\) ds. 1 p 1 - x(t) 1 - x&J i i: 
Let t,, = zs and t = 7. Since 7 = zs + 1 + pj x(r)1 < zs + h, 
ln(1 + x(T)/( 1 - X(T)) < 2ah, (X(T) > -1). 
By taking the exponential on both sides, we have the estimate on / x(T)~. q 
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DEFINITION 7.2. Let Ks C K be the compact convex subset of all p’s 
such that 
I y I < (eh - l>/(e”“* + 1). 
DEFINITION 7.3. Let q E K, - (0}, z2 and zs be the second and third 
zeros of x(p))(t), and 7, a2 < T < zs , be the point at which x(p)>(t) has its 
maximum. Define 
and T(0) = 0. 
LEMMA 7.8. T: K, + K, is completely continuous. 
Proof. It follows from Lemma 7.7 that T(K,) C K, . Since K, is compact, 
it suffices to show the continuity of T. 
If q E K0 - {0}, then 
This is sufficient to give the continuity of T at v. 
Let v E K, - {0}, z, be the first zero of x(v)(t) and t, , a, < tr < zs , 
be the point at which X(P))(~) has its minimum. The solution x(t) = x(p))(t) 
satisfies the integral equation. 
x(t) = x(q) - St ux(s - 1 --p ] @)I)[1 - X”(S)] ds. 
21 
Thus, 
ds. 
Let t = tr = a1 + 1 + p] I] < z, + h. Then, by using Gronwall’s 
inequality, 
I xtl I < I xzl I Ph. 
Since x(t) is decreasing on [0, zr], 
I XT I G I v I @Oh, 0 < t < 21. 
Similarly, we have 
I x7 I < I xt, I Ph. 
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The last two inequalities yield 
I Tp, I = I xt I d ebohl v I. 
This proves the continuity of T at v = 0. q 
COROLLARY 1. For any ‘p E K, - {0}, there exists an integer n > 1 such 
that 
/ Trip, 1 3 a max{x(Tnv)(t): t 3 0}, 
where a = a(u,p) > 0. 
Proof. By the same method used in the proof of Lemma 7.8, one can 
show that 
I Tmp, I 3 e-20h -4 4#)l: z2m+l < t < 4m+21 
for m = 1,2, 3 ,... . Now, taking a = e-20h/2 and using Corollary 2 of 
Lemma 7.6, we obtain the desired result. 
LEMMA 7.9. There exists a complex root A, of the equation 
X + ue& = 0, (7.7) 
such that A,, = p,, + iv, , CL,, > 0, 0 < v,, < Z-. 
Proof. See [8, p. 1591. 17 
THEOREM 7.1. Consider the equation 
x’(t) = -ux(t - 1 -px(t))[l - X2(t)], u > 0, p > 0, t > 0. 
If u > z-12, then there exists a nonconstant periodic solution of the equation. 
Proof. From Lemma 7.9, we obtain a complex root of (7.7) A,, = ,L+, + iv,, , 
p0 > 0, 0 < v0 < r. Let h, > 0, 1 < h, < h, be given. Since both the 
equations 
x’(t) = -ux(t - 1) and r’(t) = +cYtt + 1) 
can be considered to be defined in C[-h, , 0] and CIO, h,], all the results 
given in Section 3 still hold true in either C[-h, , 0] or C[-I, 01. As in 
Section 3, we have the matrix functions F and Cp both defined on [-h, , 01. 
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We can also assume that (p, @) = I and for any q~ E C[--h, , 0] 
From now on, let h, > 1 be fixed and be such that 
dh < m> @I - 1)/P < 1. 
From Theorem 3. I, we obtain the constant matrix A whose only eigenvalue 
is A0 . By Lemma 4.1, N = N(A) > 1 and p = p(A) > 0 can be found. 
Define 
K,(M) = {P’ ECl-4 , 01: Im(@JT ph 2 MI F 12>, 
M > 2Nl Y*(O)lb/pu2, b = ++J + 1) 
(a = a(o,p) > 0 is from Corollary 1 of Lemma 7.8.) The above is the 
preliminary of our proof. 
Let T be defined as in Definition 7.3. From Lemma 7.8, T: K. -+ K,, is 
completely continuous. If v E KU - (0) is a fixed point of T, then by 
Corollary 2 of Lemma 7.6 we have a nonzero periodic solution of (7.1). Since 
l#K,, and -l$K,,, this periodic solution is not a constant. Thus, it 
suffices to show that 9 = 0 is an ejective fixed point of T. 
Suppose that q~ = 0 is not an ejective fixed point of T. Then there exists a 
6, 0 < 6 <a&,, (1 +p6, <A,) such that 
I T”p I < 6, 12 = 0, 1, 2 ,...) for some v E K, - (0). 
Let this ‘p be fixed. By Corollary 1 of Lemma 7.8, we have 
I T$ I 3 a max{l x( T+)(t)/ : t > 0} = am, say. 
Since a&, > 6, we have m < 6, . 
For this particular solution, X( T$), (7.1) can be considered to be defined 
on C[--h, , 0] and to be a perturbed system of x’(t) = -ux(t - 1). Since 
I F(x,( T$))I G pm2 + om3 < 4 P + l)m2, (6 < 1). 
We see that all the conditions in Theorem 4.1 are satisfied for this solution 
except condition (III). Suppose that condition (III) is verified for this solution. 
Then, the method used in the proof of Theorem 4.1 can be applied to 
q( T$) to obtain a contradiction. Therefore, it is sufficient to show that there 
exists 6, > 0 such that if I q(T$)l < 6, , then Tjp, E K,(M). 
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Let 6, > 0 be so chosen that 
6, < 1, 
1 +ps, <hl, 
and 
~6, + uS,,~ < M/4M * (M = inf{~-““(s+lrl) sin ~~(8 + A,): 442 < 0 < 0)). 
The first two conditions guarantee that T$ is meaningful in the discussions. 
Since 1 xt( T$)i < 6, for all t 3 0, 
I x’(Tjp)(t)l < OS, + aSo3 = 6, , say. 
By the definition of T&p, T$(O) = / Tjp, I. Hence, 
TW’) 3 W>, --h<e<o, 
where 
fj(e) = [y + Tide>9 -e, G e G 0, 
--h, G 0 G 4, 
and 
8 
1 
= Tide) 
26,' 
It is not difficult to see that 4, > -h,/2. Hence, 
O - 3M s q(e) de --h/z 
2 (@/4X1 TW9l”i~d 
2 M I T$ 12. 
Hence, T&p E K,(M). q 
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