Abstract
Introduction
A key element in a successful pervasive computing environment is a personal computing device that enables the user to have continuous access to information [7] . Users' reliance on these devices necessitates that they be secure. One security attack that is unique to battery powered devices is a denial of service attack aimed at draining the battery. These "sleep deprivation torture" or "battery exhaustion" attacks, as called by Stajano and Anderson, prevent devices from entering normal low power idle or sleep states [8] . Consequently, the expected battery life of the devices is greatly reduced and users fail to gain the full utility of the devices.
Battery exhaustion attacks are no longer theoretical. In our previous work, we have identified and implemented three different classes of these attacks [6] : (1) malignant attacks, in which a virus or Trojan horse is used to make the device consume significant power, (2) benign attacks, in which an unmodified program is given pathological data such that the program consumes excessive energy, and (3) service request attacks, a special form of the benign attack in which repeated requests are made to a network service provided by the device. The malignant attacks can be found using currently available virus scanning techniques, but the benign and service attacks cannot be detected with them because they work on unmodified code. In addition to our proof-of-concept implementations, there is already a virus "in the wild" that has the properties of a battery exhaustion attack, although its excessive power consumption appears to have been a side effect rather than the main intent. The Cabir virus was created to illustrate a vulnerability in mobile devices running Symbian OS Series 60 [9] . It transmits itself using the Bluetooth communication protocol between devices. While the goal of this virus writer does not appear to be the creation of a power attack, the operation of the virus causes one to occur. The virus causes the Bluetooth radio on the mobile device to broadcast at frequent intervals, seriously reducing the battery life of the device.
To combat these new attacks, a new line of defense must be developed and put into place. We propose the development of an intrusion detection system designed to detect this new form of attack, subject to the performance, memory, and energy limitations of pervasive computing devices. Section 2 of this paper discusses the design issues in creating such a system. Section 3 discusses the development of one system and its effectiveness while section 4 describes our conclusions and future work.
IDS Framework
The problem of intrusion detection (ID) has been studied for several years with early papers on the subject appearing in the later 1970s and early 1980s [3] . While the definition of an intrusion varies slightly from paper to paper, definitions such as the following are widely accepted: "any set of actions that attempt to compromise the integrity, confidentiality or availability of a resource" [5] . An intrusion detection system (IDS) then is a system which attempts to detect and in some cases react to intrusions, whether on one system, a group of systems, or a computer network.
The constraints placed upon the IDS of battery operated devices are much more severe than those placed on traditionally studied and commercial IDSs in existence today. Compared to a desktop or enterprise computer system, there are a large number of restrictions imposed on any IDS that can be deployed on most mobile devices. These restrictions include limited processor power, memory, and power usage. Whereas a typical desktop system today may have one to two gigabytes of memory, a typical iPAQ has 64 megabytes of main memory available. Likewise, while desktop systems have a large amount of processing power available with processors operating as high as the 3 GHz range, most mobile devices have processors operating at just a few hundred megahertz. A detection system implemented on these mobile devices must have a small footprint and limit the amount of power it consumes. Any solution to the problem of intrusion detection and specifically to the problem of detecting power attacks should not itself incur a large power and performance requirement.
Methods used in commercial IDSs may be difficult, if not impossible to implement. For instance, the extensive audit data, in the form of system logging, collected and analyzed by an IDS may simply not be present or may require too much time and energy to collect. Also, extensive analysis of this data may consume too much power or make a system too unresponsive for a user for it to be worthwhile. Most network IDSs also rely upon the cooperation of several detectors to gather enough information to cover the entire network. Most mobile devices operate independently.
The goal of an IDS that detects power attacks must be to identify attacks that cause the system to consume too much energy. Although it is impossible to prevent the attacks from using any energy, we believe the amount of energy consumed can be mitigated. Consequently, our goal is to try to guarantee a specific percentage of the overall battery life of the system. If a device could operate at idle power for 3 hours under normal usage, our goal might be to guarantee 2 hours of operational life in the face of repeated attacks. Given this goal, it is necessary to know when the system has high power consumption over a long period of time, such that the system is in danger of not meeting the guaranteed battery life. When the time threshold has been exceeded, we then identify which process or processes are responsible for using the most energy over that period of time. Such an IDS is unique in that it can still be successful even if it does not detect all attacks against the system. It allows attacks through that do not cause the system to exceed its energy consumption threshold. In that case, even though the attacks are successful, the goal of guaranteeing a specific battery life is still achieved.
IDS Parameters
The most straightforward way to detect a power attack would be to measure the power on a process-by-process basis, thus determining which processes were responsible for consuming large amounts of energy. Unfortunately, most, if not all, battery powered devices lack a selfcontained, high fidelity power measurement system. If "smart battery" technology is used, rough measurements of power consumption and remaining battery capacity can be obtained, but these power measurements are too coarse to provide energy consumption on a process-by-process basis. Smart battery chips have low sampling rates, on the order of 1 Hz. To increase accuracy in estimating the remaining capacity, some of these chips also only report a value for the current power dissipation rate averaged over tens of seconds. These two properties of smart battery chips make it difficult to use them for accurate power measurements on a process-by-process basis.
Secondly, even if the battery operated devices of interest had high frequency power measurement systems available, use of such a system could leave a user susceptible to a key cracking technique known as power analysis [4] . For devices that perform encryption, the energy consumption can be correlated to bits of the encryption key, allowing an attacker to rapidly find large portions of an encryption key. If detecting battery exhaustion attacks requires a high resolution power measurement system, it could make this attack possible without requiring physical access to the device. Thus, we desire a method of estimating power on a process-byprocess basis that does not have a high enough fidelity to make power analysis attacks feasible.
Barring direct power measurement, it is necessary to measure other indirect indicators of power usage on the system. Earlier work on developing different forms of power attacks have shown several components that can cause significant elevated power consumption on mobile systems [6] . Extended processor usage and repeated wireless transmission both caused extended elevated power levels in the devices tested. Repeated hard disk access or causing the hard disks to spin down and up repeatedly could also cause elevated power levels. As an example, Figure 1 illustrates the close correlation between processor usage and power consumption on an IBM Thinkpad T23 running Windows 2000 Professional. 
A Power Attack IDS

Power Estimation
The correlation between CPU load and power consumption gave rise to the idea of predicting the power consumption of the overall system based on various system metrics, including CPU load, disk read and write accesses, and network transmits and receives, using a linear regression model.
Using the Microsoft Performance Data Counters available in Microsoft Windows NT 4.0 and later operating systems, many of these metrics were measured on the above mentioned system while at the same time measuring the power consumption of the system externally. The power measurement setup used was the same as that used in [6] , using a high-end digital multimeter capable of sampling system current at 10,000 samples per second. The laptop was chosen for this paper because it provided greater flexibility in testing our fundamental ideas than would a more limited platform such as a cell phone, but we believe the method we describe here can be generalized to work for any battery-powered computing system with the appropriate choice of variables for the regression model. The system metrics for the laptop that were chosen to be monitored included the following: percentage of time the processor was busy with non-idle threads; percentage of time spent doing physical disk reads; percentage of time spent doing physical disk writes; the number of bytes per second doing network receives; the number of bytes per second doing network writes; and the number of memory-page faults per second.
Many of the other possible metrics the Performance Data Counters monitored were tied to the operating system itself such as the file system cache and print queue. The selected parameters gave information on physical devices in the system that were suspected of influencing power consumption.
Multiple linear regression was used to find the correlation coefficients for each of the measured metrics. The 0 parameter encompasses the power consumption of devices on the system such as the display, CPU fan, and other device metrics not specifically monitored. Using these coefficients, shown in Table 1 , the following equation was used to calculate the estimated power usage of the system: instants. Averaging the sample would likely reduce this error, but also hinder the ability to estimate large changes in power usage more quickly. Those errors, while undesirable, do not prevent the IDS from using the power estimation. Determining the instantaneous power of the system is not necessary. The IDS must detect and possibly react to elevated power consumption over the threshold discussed above as that level of power will prevent the system from meeting its goal. Over the time period that the IDS monitors, the average error in the estimation is much lower, permitting an accurate estimate of the system's power usage.
Process Identification
With the power estimation, it can be determined when the system has exceeded a given power threshold for an extended period of time and the goal of guaranteeing a certain battery life cannot be achieved. The task is then to determine what processes are causing the increased power consumption. While all the metrics used in estimating the power cannot be easily determined on a per process basis, the amount of processor usage can be. From the linear regression, processor usage proved to be the largest factor in power consumption. So, using the processor usage of each process as a means of determining its affect on overall system power usage is a good starting point. The ratio of a process' processor usage to the overall system usage provides the measure for what that process contributes to the overall system power consumption. Such a method was used to generate the list shown in Figure 4 , which shows a power-ranked list of all the processes running on the system when it is under attack and when it is not. In the top figure, a malignant power attack named "cache" is running on the system, while in the lower figure, the system is operating normally. The attack is clearly distinguishable.
The power estimates for each process are an average of the power each process used over a 5 second window. This window was chosen as a starting point to observe long term process behavior. The size of the time window used could be shortened to make the IDS more sensitive to sudden increased power usage on the part of a process or lengthened to capture longer term power increases. The best choice for the window of time may be dependent on what forms of attack a device is most sensitive. Care must also be taken in selecting a window size that will not trigger the IDS for short term power increases caused by legitimate non-attacking programs, called a false positive. Reducing the false positive rate is one of the top priorities of IDS designers as a high false positive rate hinders the ability to capture actual attacks and may cause users to turn off the IDS system.
Estimating power consumption system wide and on a per process basis as a detection method is well suited for the constrained environment of mobile devices. The computational effort is relatively low, requiring only a few floating point operations on the collected data to make an estimate. This is especially true when compared to other detection methods such as signature detection, which can require a large database of signatures and a large number of comparisons to make a decision. The memory footprint of the IDS, as it is currently implemented, is also very small since it eliminates the need to save large quantities of data. 
Conclusions and Future Work
The proposed IDS proved to be effective in identifying when the system has exceeded the power consumption that would allow it to achieve a guaranteed battery life. Our IDS can also identify those processes that caused the increased load on the system. This allows a user to take a necessary action to stop such processes from continuing to operate. They may also allow the action to continue if it is a process they want to continue to run, such as a virus scanner.
Increasing the accuracy of the power estimation may still be accomplished through measurements of other system metrics. The cache attack program used in [6] showed increased power consumption for cache misses on some platforms while other platforms showed increased power consumption for cache hits. Through mechanisms such as Intel's Pentium performance counters, cache behavior could be recorded and integrated into the power estimation.
As it stands now, the developed IDS is still vulnerable to power attacks that distribute the work of the attack across multiple processes.
An attack that spawns multiple processes where each process contributes to a small portion of an overall attack before ending, would make it difficult to isolate any process as an attack. However, methods of determining what processes spawned other processes are available and would make it possible to classify the behavior of multiple processes acting in concert. Ideally, we would like to make the IDS resistant to this type of attack.
Making the IDS reactive to attacks instead of just identifying them would also improve the effectiveness of the system. In work presented in [1] , system-call delays were used to mitigate the effect of programs that were suspected as anomalous by reducing the rate at which they operated. A similar technique, perhaps in the way the suspected program is scheduled by the operating system, could be used to reduce the power consumption of the system back to a level that would achieve the guaranteed battery life of the system. This method could even be adaptive to allow for more power consumption by the system as the guaranteed battery life is neared.
Furthermore, determining the energy consumed by each process could be used to trigger a more complex IDS. Rather than having a more complex IDS running all the time, and thus consuming precious energy, the process energy estimation could serve as a first line of defense. When the system energy consumption becomes high enough, then the more complex IDS could be used to analyze the system state to determine if the behavior truly indicates an attack or is normal. An open question is whether an IDS based on self-contained power measurement such as we have described here can be used to detect non-battery-related intrusions. Given the power consuming side effects of the Cabir virus [9] and our own experience with viruses on laptop computers, there is good reason to believe that power consumption information can augment existing techniques for intrusion detection, e.g. [2] .
Finally, it is necessary to develop a methodology for determining the parameters used for the linear regression such that power can be estimated adequately for the wide variety of battery-powered systems that we expect will be used in a pervasive computing environment. Our current regression model uses disk accesses, for example, which is not a factor for most PDAs and cell phones. This could become part of the design process of devices, although some allowances should be made for configurations of individual devices (e.g., amount of memory and PCMCIA cards).
