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Nu´mero de pa´ginas: 46.
Objetivos y me´todo de estudio: En la actualidad existen diversos problemas
de “Toma de Decisio´n”, uno de los ma´s importantes tanto por su estructura y su
impacto inmediato para las instituciones pu´blicas y privadas es el “Problema de Car-
tera de Proyectos”. Dicho problema consiste en seleccionar los proyectos que sera´n
apoyados o a los que se le seleccionaran recursos bajo preferencias y restricciones que
el “Tomador de Decisiones” quien es el que seleccionara la decisio´n de gran impacto.
Como ayuda para la solucio´n de este “Problema de Cartera de Proyectos”
se desarrollara un algoritmo de seleccio´n llamado “Hiper-heuristicos” el cual es un
me´todo que “inteligentemente” controla la eleccio´n de heur´ısticas de bajo nivel que
debera´ de aplicar en cada punto de decisio´n.
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Contribuciones y conclusiones: El algoritmo de solucio´n propuesto ayuda de
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dencias se concluye que lo propuesto constituye una herramienta u´til de solucio´n al
problema sujeto a estudio.
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Cap´ıtulo 1
Introduccio´n
La toma de decisiones existe desde el origen del ser humano como por ejemplo,
donde vivir, que comer que carrera estudiar, en donde invertir nuestro dinero, hasta
que camino tomar para cruzar el parque de la colonia. Todo nos lleva a tomar una
decisio´n,incluso en el momento de elegir nuestros alimentos si se compran pechugas
de pollo, carne de res, chuletas de cerdo o atu´n a la hora de elegir en el supermercado
la despensa de la semana, una decisio´n tan ba´sica que hacemos casi a diario que
puede complicarse si le agregamos a esa situacio´n que estamos una dieta baja en
grasa, habr´ıa que tomar la decisio´n basa´ndonos en mas factores como las calor´ıas,
la cantidad y lo permitido en las dietas.
Todos esos factores y condiciones hacen que una decisio´n casi automa´tica que
tenemos cambie a tal grado que nos obliga a tener varias soluciones para tomar una
decisio´n de todas las posibles variantes.
Cambiando de ambienta,pero no de situacio´n, si estamos en una empresa que
se dedica a invertir grandes cantidades de dinero a mircroempresas o diferentes
proyectos ya sea en una misma a´rea o diferente (salud, publica, privada, entre otros),
tambie´n hay que verificar todas las opciones posibles a invertir ya que al elegir
proyectos con mucho beneficio econo´mico puede ser muy caro y riesgo y le quitar´ıa
dinero a invertir a otros proyectos medianos que son mas rentables. Aqu´ı ya parten
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mas opciones como si queremos el ma´ximo total de proyectos elegidos, o el ma´ximo
beneficio[11] o incluso ambas opciones.
Todo es nos lleva a una “Toma de Decisio´n”, y nos dice la Dra. Hilda[18] “es
una actividad cotidiana... en todos estos casos, el objetivo es valorar las condiciones,
para tomar la decisio´n ma´s acertada” y nos plantea cualquier tipo de situacio´n que
nos propone mas de 2 opciones nos hace ser un “Tomador de Decisiones” y nos
queda decidir si la aceptamos o no.
La “Toma de Decisio´n” es uno problemas ma´s importantes tanto por su es-
tructura y su gran impacto inmediato para las instituciones pu´blicas y privadas, ya
que de una u otra forma tienen que invertir ya sea dinero o personal en proyectos
y actividades y lo deben de decidir para tener una ventaja y as´ı cumplir con su
objetivo principal ( o objetivos principales). Esto denomina “Problema de Cartera
de Proyectos”que consiste en seleccionar los proyectos en los cuales se invertira´ una
cierta cantidad de dinero,cada proyecto tiene sus actividades y tanto como todo el
proyecto como sus actividades tienen ciertas preferencias, costo y restricciones[2].
En base a lo mencionado anteriormente, hay diferentes caminos (algoritmos)
de resolver el problema y dar el planteamiento de la decisiones en base al resultado,
cabe destacar que la solucio´n que se encuentre es la mejor del algoritmo seleccionado
pero es el “Tomador de Decisiones” quien decide si lo implementa o no.
En este trabajo se propone un algoritmo para resolver el “Problema de Cartera
de Proyectos” llamado Hı´perheur´ısticos, es ba´sicamente un me´todo usa inteligente
muchos heur´ısticos para el proceso de resolucio´n de un problema[30].Un heuristico
es un algoritmo que encuentra una solucion al problema sin garantizar que sea la
mejor, de una manera sencilla y rapida.
Este concepto nace formalmente en el grupo de investigacio´n ASAP en la Uni-
versidad de Nottingham a mediados del an˜o 2000. El te´rmino h´ıper-heur´ıstica, sin
embargo, tuvo sus primeros usos a mediados de los 60’ por Fisher y Thompson (1961,
1963) y Crowson(1963) enfrentando el problema de Job Shop Scheduling (eleccio´n
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de heur´ısticas en base a probabilidades).
El algoritmo “Hiperheuristico” propuesto trabaja sobre la eleccio´n de heur´ısti-
cas ba´sicas basadas en Bu´squeda Local Iterativa que ira cambiando en forma sis-
tema´tica la vecindad al momento de realizar la bu´squeda de nuevas soluciones, si se
encuentra una mejor, se re-emplaza la solucio´n actual y se empieza otra vez con el
primer esquema de vecindad.
1.1 Objetivos
El objetivo es desarrollar un algoritmo Hı´perheur´ıstico, para resolver un pro-
blema de cartera de proyectos.
Objetivos Espec´ıficos:
1. Disen˜ar un Hı´perheur´ıstico basado en heur´ısticas de bajo nivel (ba´sicas) de
Bu´squeda Local Iterativacon el objetivo de resolver el Problema de Cartera de
Proyectos.
2. Desarrollar la implementacio´n del algoritmo en un software libre para uso
publico
3. Realizar un disen˜o de experimentos que permita el ana´lisis de nuestro algoritmo
asi como a las soluciones que se nos presenten.
1.2 Estructura de la tesis
Se abordara en el capitulo 2 el Marco Teo´rico en el cual se sentaran las bases
de los conceptos, definiciones y ejemplos de todo el contexto de este trabajo. Son los
fundamentos teo´ricos y los resultados mas relevantes respecto al tema.
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En el cap´ıtulo 3 se presentara nuestra propuesta, la cual se explicara a detalle,
tanto la teor´ıa como la implementacio´n del algoritmo Hı´perheur´ıstico.
Los resultados y la experimentacio´n sera´n mostrado en el capitulo 4, donde
contendra´ la explicacio´n de la experimentacio´n , resultados y el ana´lisis de estos.
En el ultimo capitulo contendra´ la conclusio´n de todo este trabajo.
1.3 Justificacio´n
Se centra en los siguientes puntos:
1. Un algoritmo ra´pido y con buen resultado que permitira´ resolver problemas
complejos y grandes como lo es el problema de cartera de proyectos.
2. Lograr el crecimiento del a´rea de las Hı´perheur´ısticos[10] con la finalidad de
contar con herramientas computacionales ma´s robustas y ra´pidas que permitan
resolver el problema de Cartera de Proyectos Sociales de manera ma´s exacta.
3. El impacto en las soluciones obtenidas en el problema de cartera de proyectosel
cual contemplara el resultado del problema desglosado de casa proyecto a in-
vertir dando paso a que el “Tomador de Decisiones” pueda analizar de manera
ra´pida el resultado y as´ı tener un mayos impacto en el beneficio econo´mico,
social o de cualquier otro tipo, segu´n el problema.
1.4 Hipo´tesis
El desarrollo de un Hı´perheur´ıstico, la cual sera implementada con heur´ısticas
ba´sicas basadas en Bu´squeda Local Iterativa, ya que existen muchas Hı´perheur´ısticos,
pero todas ellas llevan algoritmos complejos en su eleccio´n de heur´ısticas, la idea
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es hacer lo complicado, simple. Para ello se abordara la solucio´n del problema de
cartera de proyectos, el cual tambie´n se busca mejorar el desglose de solucio´n de
otros algoritmos en la literatura.
1.5 Contribucio´n Esperada
Las contribuciones esperadas con este trabajo son las siguientes:
1. Proponer y disen˜ar un algoritmo Hı´perheur´ıstico, el cual satisfaga los resulta-
dos esperados del problema a resolver.
2. Una metodolog´ıa de apoyo a la decisio´n para el problema de seleccio´n de car-
teras.
1.6 Alcances y Limitaciones
Se mostraran las limitaciones de este trabajo as´ı como los alcances que pueda
tener:
1. El modelo matema´tico del problema de cartera de proyectos, es el propuesto
en la tesis[2].
1.7 Conclusiones
Es este capitulo se ha planteado la hipo´tesis, justificacio´n y diversos conceptos
que nos dan una primer impresio´n de todo lo que abarcara este trabajo.
Cap´ıtulo 2
Marco Conceptual
2.1 Introduccio´n
En este Capitulo se expondra´n conceptos ba´sicos as´ı como bases teo´ricas, las
cuales sirven de contextualizar para este trabajo. Se explicara´n temas como problema
de Optimizacio´n, Hı´perheur´ıstico, modelado matema´tico, Bu´squeda Local Iterativa,
problema de cartera de proyectos, heur´ısticas y dema´s conceptos.
2.2 Problema de Optimizacio´n
El objetivo fundamental es la obtencio´n de un valor ma´ximo o mı´nimo de una
determinada variable, teniendo en cuenta las restricciones del caso; la obtencio´n de
una estrategia o conjunto de pasos que constituyen la mejor eleccio´n para obtener
determinado fin.[22]
Ejemplo, en la mayor´ıa de los problemas propuestos en la literatura e incluso
en la vida tienen solucio´n, el camino del trabajo a la casa con menor tiempo, el
acomodar muebles y cajas en el camio´n de mudanzas para poder hacer el mı´nimo de
viajes, comprar objetos y hay problemas que pueden tener varias soluciones siendo
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unas mejores que otras, por ejemplo si llegamos a la tienda a comprar frituras y
hay 5 tipos con costos $5, $8, $9, $12, $7, hay varios problemas 1) comprar el
mayor numero de frituras 2) Gastar lo menos posible 3) llevarnos la fritura favorita...
as´ı primero elegimos nuestro objetivo, despue´s hay que ver nuestras variables, una
seria la cantidad de dinero que tenemos, supongamos $15, en ese caso no podemos
llevarnos todas las frituras, otra variable podr´ıa ser el no querer ingerir picante,
ah´ı descartar´ıamos las frituras con Chile, a este tipo de condiciones se les llama
variables de restriccio´n las cuales nos ponen condiciones inquebrantables para llegar
a nuestro objetivo. Deja´ndonos con diferente tipos de soluciones, todas ellas nos
dara´n como resultado comprar frituras, pero unas con mayor dinero gasto, otras con
mayor cantidad de frituras, etc.
Figura 2.1: Ejemplo de un Problema de Optimizacio´n
En la figura 2.1 podemos ver el ejemplo clasico de un problema de optimizacio´n
llamado ”Problema de la Mochila”[6] el cual consiste el llenar la mochila de los
objetos sin exceder el peso de los 15 KG cada objeto que introducen a la mochila te
genera ganancias $.
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2.3 Solucio´n de Problema
Resolver un problema de optimizacio´n es encontrar la mejor solucio´n posible a
un problema formulado en lenguaje matema´tico, donde el criterio que evalu´a la cali-
dad de una solucio´n es cuantitativo, generalmente asociado a un costo y denominado
funcio´n objetivo.[31]
Figura 2.2: 3 tipos de soluciones del problema de la figura 2.1
Nuestra funcio´n objetivo puede ser generar la mayor cantidad de ingresos,
obtener el mayor numero de art´ıculos, reducir la cantidad de merma de cierta pro-
duccio´n, o cualquier meta a querer lograr, todo esto en base a las condiciones de
nuestro problema.
En la figura 2.2 podemos observar 3 soluciones del problema ejemplo de la
seccio´n 2.2, cabe destacar aunque todas este´n correctas , la solucio´n 3 nos genera
una mayor ganancia a pesar de no usar todo el peso de la mochila.
La mejor solucio´n[3] que se puede obtener del problema se le denomina Op-
timo Global quiere decir que ya no hay una mejor solucio´n para ese problema.Si
obtenemos una solucio´n buena pero que no es la mejor se le llama Optimo Local,
lo cual indica que existe una mejor solucio´n a la actual. En las siguientes secciones
veremos por que es casi imposible encontrar un optimo global.
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2.4 Modelo Matema´tico
Un modelo matema´tico[28] describe teo´ricamente un objeto que existe fuera
del campo de las Matema´ticas. Se emplea algu´n tipo de formulismo matema´tico
para expresar relaciones, proposiciones sustantivas de hechos, variables, para´metros,
entidades y relaciones entre variables y/o entidades u operaciones.
Figura 2.3: Nombramos las variables del problema de la figura 2.1
En la figura 2.3, podemos ver como fue la asginacion de nombres de variables
a los objetos. De tal modo que al decir el peso de x1 nos referimos al objeto con
peso 12KG y ganancia $4. Una vez ya con nombre los valores de xn, n = 1, .., 5
solo pueden tomar el valor de 1 si los introducimos a la mochila y 0 caso contrario.
El objetivo es maximizar la ganancia al introducir objetos en la mochila sin
exceder el peso. Nombraremos[15] mas variables: W sera el peso ma´ximo de la
mochila, bn es la ganancia del objeto n y wn el peso en KG del objeto n.
MAX (
5∑
n=1
bn ∗ xn ) (2.1)
sujeto a:
5∑
n=1
wn ∗ xn ≤ W (2.2)
con
xn ∈ {1, 0}, ∀n = 1, ..., 5 (2.3)
Cap´ıtulo 2. Marco Conceptual 10
Estas formulas las podemos desarrollar con los datos de nuestro ejemplo.
MAX ( 4x1 + 2x2 + 3x3 + 1x4 + 10x5 ) (2.4)
sujeto a:
12x1 + 2x2 + 1x3 + 1x4 + 4x5 ≤ 15 (2.5)
con
x1, x2, x3, x4, x5∈{1, 0} (2.6)
En este ejemplo tenemos 5 objetos lo cual nos genera 32 soluciones (La com-
binacio´n entre los 5 objetos, no todas van a ser factibles, ver figura 2.4).El me´todo
exacto de solucio´n busca en todas las soluciones posibles la mejor. En los diversos
problemas que hay en el a´mbito laboral e incluso en la vida cotidiana el nu´mero de
objetos y condiciones o restricciones de estos mismos, son muy grandes[32] lo cual
genera demasiado tiempo en llegar a una solucio´n. Ejemplo si tenemos un problema
con 20 objetos (solo 15 mas que el ejemplo anterior) nos genera una cantidad de
1,048,576 soluciones.
Figura 2.4: Total de soluciones posibles del problema ejemplo
Una solucion n para nuestro ejemplo se puede escribir de la siguiente manera
σn = {x1, x2, x3, x4, x5}, en la figura 2.2 tenemos 3 soluciones las cuales se van a
expresar de la siguiente manera:
Solucion1→ σ1 = {1, 1, 1, 0, 0} (2.7)
Solucion2→ σ2 = {1, 1, 0, 1, 0} (2.8)
Solucion3→ σ3 = {0, 1, 1, 1, 1} (2.9)
Cap´ıtulo 2. Marco Conceptual 11
2.5 Heur´ısticas
Siguiendo la nocio´n de el numero de soluciones que puede tener un problema
(tanto por el tipo de problema, como las variables que involucra), surgen una cla-
sificacio´n de problemas, nos centraremos en los problemas dif´ıciles de resolver”que
cient´ıficamente son los “NP-hard”[23] que se basa en la complejidad algor´ıtmica de
obtener la mejor solucio´n en un tiempo razonable.
Un me´todo heur´ıstico es un procedimiento para resolver un problema de op-
timizacio´n bien definido mediante una aproximacio´n intuitiva (no evalu´a todas las
soluciones que tiene el problema), en la que la estructura del problema se utiliza de
forma inteligente para obtener una buena solucio´n sin garantizar que sea la optima
global.[7]
Las heur´ısticas se pueden clasificar en:
1. Constructivas: Los me´todos constructivos[26] son procedimientos iterativos
que, en cada paso an˜aden un elemento hasta completar una solucio´n. Usual-
mente son me´todos deterministas y esta´n basados en seleccionar, en cada ite-
racio´n, el elemento con mejor evaluacio´n.
a) Heur´ısticos del Vecino ma´s Pro´ximo.
b) Heur´ısticos de Insercio´n
c) Heur´ısticos basados en A´rboles Generadores.
2. Bu´squeda Local: El me´todo[1] se basa en explorar el entorno de una solucio´n
y seleccionar una nueva solucio´n en e´l . Desde la nueva solucio´n se explora su
entorno y se repite el proceso.
3. Combinado: El me´todo combina a los 2 me´todos anteriores para obtener
mejores resultados[23].
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4. Me´todos de Descomposicio´n El problema original se descompone en sub-
problemas[9] ma´s sencillos de resolver, teniendo en cuenta, aunque sea de ma-
nera general, que ambos pertenecen al mismo problema.
5. Me´todos Inductivos La idea de estos me´todos es generalizar de versiones
pequen˜as o ma´s sencillas al caso completo. Propiedades o te´cnicas identifica-
das en estos casos ma´s fa´ciles de analizar pueden ser aplicadas al problema
completo[23].
2.6 Bu´squeda Local
Definicio´n 2.1 Cada solucio´n σ tiene un conjunto de soluciones asociadas (veci-
nas) N(σ), que se denomina entorno de σ
Definicio´n 2.2 Dada una solucio´n σ cada σ′ de su entorno N(σ) puede obtenerse
directamente a partir de σ mediante una operacio´n llamada movimiento.
El me´todo se basa en explorar el entorno de una solucio´n y seleccionar una
nueva solucio´n[19] mejor en ese entorno (i.e. realizar el movimiento asociado). Desde
la nueva solucio´n se explora su entorno y se repite el proceso, hasta encontrar un
optimo local. Necesita comenzar en una solucio´n inicial, y si no se cambia el movi-
miento cada vez que apliquemos el me´todo de Bu´squeda local llegaremos a la misma
solucio´n optima local[20].
Figura 2.5: Gra´fico que muestra visiblemente lo que hace una bu´squeda local[25]
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Losmovimientos de la definicio´n 2.2 pueden ser variados pero mencionaremos
los mas usados:
1. Agregar un Elemento: a tu solucio´n actual σ se le agregan objetos que no este´n
en la solucio´n actual, siempre y cuando sigan cumpliendo con las condiciones
del problema.
2. Intercambio: en tu solucio´n actual σ se quitara una xn que este en la solucion
xn = 1 y le agrega 1 objeto que no este´n en la solucio´n actual, siempre y
cuando sigan cumpliendo con las condiciones del problema.
Si nuestro problema es el de la figura 2.1 y nuestra solucio´n inicial es σ1 = {0, 1, 1, 0, 0}
encontrada de manera completamente aleatoria, para σ1 el peso de la mochila es 3KG
y la ganacia es de $4.
Una vecindad para σ1 con el movimiento de agregar un solo elemento es la
siguiente [15]:
σ1 = {0, 1, 1, 0, 0} Ganancia : $4 Peso : 3KG
σ1
1
= {1, 1, 1, 0, 0} Ganancia : $8 Peso : 15KG
σ2
1
= {0, 1, 1, 1, 0} Ganancia : $5 Peso : 4KG
σ3
1
= {0, 1, 1, 0, 1} Ganancia : $14 Peso : 7KG
⇒ N1(σ1) = {σ
1
1
, σ2
1
, σ3
1
} (2.10)
σn
1
es el vecino numero n de la solucio´n 1 (σ1), con este movimiento se pueden
obtener 3 soluciones vecinas y las tres cumplen con la restriccio´n del peso de la
Mochila ≤ 15, por lo tanto la vecindad de σ1 N1(σ1) en la ecuacio´n 2.10.
En esta vecindad N1(σ1) nuestra solucio´n con mayor ganancia es la σ
3
1
, con una
ganancia de $14 la cual no es la solucio´n optima global, pero si es una optima local
(es la de mejor resultado en la vecindad).
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Si queremos otra vecindad para la misma σ1 pero con un intercambio de objeto
(quitamos una xn de la solucio´n para poner otra xm con n 6= m) es la siguiente :
σ1 = {0, 1, 1, 0, 0} Ganancia : $4 Peso : 3KG
σ1
1
= {1, 0, 1, 0, 0} Ganancia : $6 Peso : 13KG
σ2
1
= {0, 0, 1, 1, 0} Ganancia : $3 Peso : 2KG
σ3
1
= {0, 0, 1, 0, 1} Ganancia : $12 Peso : 5KG
σ4
1
= {1, 1, 0, 0, 0} Ganancia : $6 Peso : 14KG
σ5
1
= {0, 1, 0, 1, 0} Ganancia : $3 Peso : 3KG
σ6
1
= {0, 1, 0, 0, 1} Ganancia : $12 Peso : 12KG
⇒ N2(σ1) = {σ
1
1
, σ2
1
, σ3
1
, σ4
1
, σ5
1
, σ6
1
} (2.11)
Esta vecindad N2(σ1) de la ecuacio´n 2.11 tiene a 6 soluciones como vecinas y la de
mayor ganancia es la σ3 y σ6 en caso de empate tomamos aleatoria mente cualquiera
de las 2 (las 2 son o´ptimos locales de la vecindad N2(σ1) ). El numero de vecinos
entre N2(σ1) y N1(σ1) es el doble pero en magnitud de ganancia la N1(σ1) es la que
tiene la solucio´n con ganancia $14.
As´ı podemos cambiar de movimiento por que sea mas conveniente o fa´cil,
dependiendo de lo que queremos.
Una vez que ya tenemos una vecindad tomamos la mejor solucio´n de la vecindad
que supere a σ1 y la nombramos σ2 que sera nuestra mejor solucio´n hasta el momento.
Si tomamos aN1(σ1) como nuestra vecindad, la nueva sigma sera σ2 = {0, 1, 1, 0, 1}
y sigue volver a sacar la vecindad pero de σ2 (N1(σ2)) con el mismo movimiento de
un solo elemento.
σ2 = {0, 1, 1, 0, 1} Ganancia : $14 Peso : 7KG
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σ1
2
= {1, 1, 1, 0, 1} Ganancia : $18 Peso : 19KG
σ2
2
= {0, 1, 1, 1, 1} Ganancia : $15 Peso : 8KG
⇒ N1(σ2) = {σ
1
2
, σ3
2
} (2.12)
Nuestra (N1(σ2)) de la ecuacio´n ?? solo tuvo 2 vecinos ya que σ
2
2
obtuvo un peso
de 19KG lo cual excede nuestra mochila de peso ma´ximo de 15KG y de las dos
soluciones de (N1(σ2)) la mejor es σ
3
2
con una ganancia de $15 mejoran en una
unidad con respecto al paso anterior de la Vecindad 1.
Este ciclo de obtener al mejor vecino se repite hasta que ya no se encuentre
una σn mejor en la vecindad N(σn).
La bu´squeda local es un me´todo heur´ıstico que por su composicio´n cae en
o´ptimos locales[20] (pozo de atraccio´n) y ya no sale de esas soluciones, creando un
gran problema para obtener una mejor solucio´n
Figura 2.6: Gra´fico donde se ve que la bu´squeda local cae en un optimo local sin
poder salir de ah´ı
2.7 Metaheur´ısticos
Son algoritmos aproximados de propo´sito general consistentes en procedimien-
tos iterativos que gu´ıan una heur´ıstica subordinada combinando de forma inteligente
distintos conceptos para explorar y explotar adecuadamente el espacio de bu´squeda
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Ventajas:
1. Algoritmos de propo´sito general
2. Gran e´xito en la pra´ctica
3. Fa´cilmente implementables
4. Fa´cilmente paralelizables
Inconvenientes:
1. Son algoritmos aproximados, no exactos
2. Son altamente no determin´ısticos (probabil´ısticos)
3. Se disen˜an en base al problema especifico no general y se necesita tener un
buen dominio del problema.
Las Metaheuristicas se pueden clasificar como:
Heur´ısticas constructivas: Parten de una solucio´n inicial vac´ıa y van an˜adie´ndo-
le componentes hasta construir una solucio´n. GRASP, Optimizacio´n Basada en Co-
lonias de Hormigas
Heur´ısticas basadas en trayectorias: Parten de una solucio´n inicial e iterativa-
mente tratan de reemplazarla por otra solucio´n de su vecindario con mejor calidad.
Bu´squeda Local, Enfriamiento Simulado, Bu´squeda Tabu´, BL Iterativa, ...
Heur´ısticas basadas en poblaciones: Evolucionan una poblacio´n de soluciones
iterativamente. Algoritmos Gene´ticos, Scatter Search,
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2.8 Bu´squeda Local Iterativa
El problema con bu´squeda local es que queda atrapada en mı´nimos locales y
volver a empezar desde varios puntos aleatorios no soluciona el problema. La idea
principal de bu´squeda local iterativa[27] es tratar de generar vecinos que no nos
generen pozos de atraccio´n vecinos (o al menos diferentes).
Figura 2.7: Gra´fico donde se ve que la bu´squeda local cae en un optimo local sin
poder salir de ah´ı
Para esto el algoritmo utiliza una accio´n mas en su algoritmo llamado per-
turbacio´n[29], que es hacerle cambios a nuestra solucio´n para as´ı poder salir a una
nueva vecindad y explorar mucho mas soluciones.
1. Perturbaciones grandes nos genera una bu´squeda muy amplia y no contro-
lada lo cual es pra´cticamente buscar todas las soluciones posibles (random
restart)[24] , mientras que perturbaciones pequen˜as no nos sacan del pozo de
atraccio´n.
2. Normalmente bu´squeda local interactiva no es reversible (no regresamos a los
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mismos sub-espacios explorados antes), sin embargo, si se siguen perturbacio-
nes determino´sticas se pueden seguir ciclos cortos.
3. Por lo mismo a las perturbaciones se les deben incluir aspectos aleatorios o ser
adaptivas para evitar ciclarse.
4. El criterio de aceptacio´n se usa para establecer un balance entre explotacio´n
(intensificacio´n) y exploracio´n (diversificacio´n).
Figura 2.8: Podemos observar en el gra´fico la funcio´n de la perturbacio´n
2.9 Optimizacio´n multiobjetivo
Hasta ahora se han explicado varios ejemplos y definiciones de problemas de
Optimizacio´n con un solo objetivo, pero en el mundo real, usualmente son tratados
considerando ma´s de un objetivo [21] o criterio que esta´n en conflicto, por lo que
a diferencia de la optimizacio´n con un objetivo, no es posible obtener una solucio´n
o´ptima, ma´s bien se busca encontrar un conjunto de soluciones que representan casos
aceptables en base al sistema de preferencias particular del tomador de decisiones.
Algunas dificultades se identifican cuando se incrementa el numero de criterios[13]:
Se degrada ra´pidamente la capacidad del algoritmo para encontrar la frontera
de pareto. Se vuelve dif´ıcil o casi imposible para el tomador de decisiones establecer
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juicios va´lidos para comparar soluciones con criterios en conflicto El cardinal de una
porcio´n representativa conocida de la frontera de pareto (ver definicio´n ma´s adelante)
puede ser muy grande.
Formalmente, un problema de optimizacio´n multiobjetivo[12] pude definirse
como
Max o Min (F = [f1(x), f2(x), ..., fn(x)])
x ∈ X
Donde X ⊂ ℜn es una region factible y F el vector de funciones objetivo.[2]
2.10 Frente de Pareto
La optimizacio´n multiobjetivo, como lo es el KP, no se restringe a la bu´squeda
de una u´nica solucio´n, sino de un conjunto de soluciones llamadas soluciones no-
dominadas. Cada solucio´n de este conjunto se dice que es un o´ptimo de Pareto y, al
representarlas en el espacio de los valores de las funciones objetivos, conforman lo
que se conoce como frente de Pareto. El obtener el frente de Pareto es una de las
principales finalidades de los problemas de optimizacio´n multiobjetivo. En la Figura
2.9 se representa, con trazo grueso, el frente de Pareto de una funcio´n con 2 objetivos.
El a´rea T representa la imagen de dicha funcio´n objetivo. Se puede observar que no
existe ningu´n punto perteneciente a T que mejore en el sentido de Pareto, a algu´n
punto del Frente: eligiendo un punto de T de forma arbitraria, por ejemplo p3, se
puede trazar la vertical hasta obtener el punto de corte con el Frente de Pareto,
en este caso p1; dicho punto de corte siempre tendra´ el mismo valor de f1 y un
valor mejor de f2. Tambie´n se puede observar que para 2 puntos cualesquiera del
Frente de Pareto, nunca habra´ uno que mejore de forma simulta´nea los dos objetivos
respecto al otro punto. Tomando por ejemplo los puntos p1 y p2, se observa que
para p1 mejora f2, pero a costa de empeorar f1 (se esta´ considerando un caso de
minimizacio´n). [16]
Cap´ıtulo 2. Marco Conceptual 20
Figura 2.9: Frente de Pareto de una funcio´n con dos objetivos
2.11 H´ıperheur´ıstico
Me´todo que “inteligentemente” controla la eleccio´n de la heur´ıstica (me´todo)
de bajo nivel que debiera ser aplicada en cada punto de decisio´n dependiendo de
las caracter´ısticas de las heur´ısticas y de la regio´n del espacio de solucio´n que se
esta´ explorando (estado del problema). Para ello, la hiperheur´ıstica debiera tener un
mecanismo de aprendizaje.
El te´rmino hiperheur´ıstico fue acun˜ado por primera vez en 1997 por Jo¨rg Den-
zinger, Matthias Fuchs y Marc Fuchs[8]. Ellos usaron el te´rmino para describir un
protocolo que selecciona y combina varios me´todos de Inteligencia Artificial. Tiempo
despue´s en el an˜o 2000, Cowling y Soubeiga usaron el te´rmino de hiper-heur´ıstico[5]
Su objetivo es sino proveer una interfaz uniforme que permita resolver un
amplio rango de problemas. Una “adecuada” eleccio´n de heur´ısticas de bajo nivel es
necesaria. Deben ser diversas y hacer movimientos que le ayuden a la hiperheur´ıstica
a tomar decisiones segu´n su mecanismo de aprendizaje.
Disen˜ar metaheur´ısticas eficientes requiere incorporar conocimiento espec´ıfico
lo que implica un gran esfuerzo en tiempo y recursos.
Consecuencia: Dif´ıciles de reusar o aplicar en otros problemas. Complicadas de en-
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tender.
Estrategia: Optar por usar te´cnicas simples, baratas y razonablemente eficientes.
Algunas hiperheur´ısticas tienen el problema de contener demasiados para´me-
tros, muchos de los cuales son sintonizados. Existen hiperheur´ısticas que asumen que
existe mucha informacio´n que puede ser aprovechada para resolver problemas. Lo
anterior limita su generalidad
No deben tener conocimiento del dominio. Deben proveer una interfaz gene´rica
y comu´n para cada heur´ıstica de bajo nivel. Capaces de tomar decisiones dina´mi-
camente en base al estado actual de la bu´squeda. Caracter´ısticas Que puedan ser
aplicadas a un amplio rango de problemas. Su fin no es vencer a te´cnicas construidas
a la medida, sino demostrar que son competitivas y capaces de generar resultados
de calidad. Que no sean sensibles a perturbaciones del problema y a distintos pro-
blemas.
Figura 2.10: Podemos observar en el gra´fico la funcio´n de la Hiperheuristica[15]
Ba´sicamente funciona igual que la Bu´squeda Local Iterativaen la figura 2.8 la
diferencia es que este se mueve en soluciones mejorando la ganancia de la funcio´n
objetivo y la Hiperheur´ıstica se mueve entre heur´ısticas de bajo nivel para mejorar la
exploracio´n para encontrar una mejor solucio´n, es decir selecciona la mejor heur´ıstica
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desde el punto actual del procedimiento.
2.12 Descripcio´n del problema
Cuando se habla de un problema de cartera de proyectoses hablar como pro-
yecto de un conjunto de actividades que necesitan tiempo, dinero, recursos y dema´s
para que se pueda llevar a cabo.
Cuando las actividades tienen lo que se necesita para realizarlos entonces el
proyecto se podra´ realizar.
Organizaciones, empresas, instituciones, centros de investigacio´n y grupos cor-
porativos son algunos de los agentes econo´micos que pueden tener un intere´s espec´ıfi-
co en apoyar el desarrollo de proyectos en distintas a´reas
El tener varios proyectos a invertir recursos se le llama cartera de proyectos.
La correcta seleccio´n de proyectos para integrar una cartera de proyectos es
uno de los problemas ma´s importantes de decisio´n tanto para instituciones pu´blicas
como privadas. Los principales modelos econo´micos y matema´ticos para el problema
de cartera de proyectos suponen que se tiene un conjunto definido N de proyectos,
cada proyecto perfectamente caracterizado con costos e ingresos, de los cuales la
distribucio´n en el tiempo es conocido.
Los diversos proyectos de la cartera pueden contener actividades en comu´n que
nos generan un beneficio o inclusive una penalizacio´n, si tuvie´ramos 2 proyectos que
requieren la compra de un terreno para cada proyecto, se podr´ıa buscan en lugar
de comprar dos terrenos por separado, uno solo, as´ı ahorrando una considerable
cantidad de dinero por compartir el mismo suelo.
Por ejemplo supongamos que una Institucio´n educativa privada tiene varios
proyectos en puerta.
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Tabla 2.1: Tabla de Proyectos con desglose de actividades
La cantidad a invertir por la Institucio´n es de $2, 900, 000, y exactamente igual
que en el ejemplo de la mochila, tendremos que nombrar a cada proyecto y actividad.
Xn sera el proyecto n
Cn es el costo total del proyecto n
ym
n
es la etapa o subproyecto m del proyecto n
am
n
es el costo la actividad m del proyecto n
n ∈ {1, 2, 3, 4, 5, 6, 7} m ∈ {1, 2, 3, 4}
Proyecto 1:
X1 =


0 si no se invierte en el Proyecto 1
1 si se se va a invertir en el Proyecto 1
C1 = 575, 000
y1
1
= Construccio´n del aula
a1
1
= 150, 000
y2
1
= Equipo de Computo
a2
1
= 250, 000
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y3
1
= Software y Licencias
a3
1
= 150, 000
y4
1
= Otros Gastos...
a4
1
= 25, 000
Proyecto 2:
X2 =


0 si no se invierte en el Proyecto 2
1 si se se va a invertir en el Proyecto 2
C2 = 395, 000
y1
2
= Construccio´n del aula
a1
2
= 95, 000
y2
2
= Equipo de Computo
a2
2
= 200, 000
y3
2
= Software y Licencias
a3
2
= 50, 000
y4
2
= Otros Gastos...
a4
2
= 50, 000
Proyecto 3:
X3 =


0 si no se invierte en el Proyecto 3
1 si se se va a invertir en el Proyecto 3
C3 = 895, 000
y1
3
= Construccio´n del aula
a1
3
= 190, 000
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y2
3
= Equipo de Computo
a2
3
= 450, 000
y3
3
= Software y Licencias
a3
3
= 255, 000
Proyecto 4:
C4 = 405, 000
y1
4
= Construccio´n del aula
a1
4
= 102, 000
y2
4
= Equipo de Computo
a2
4
= a2
2
= 200, 000
y3
4
= Software y Licencias
a3
4
= 33, 000
y4
4
= Otros Gastos...
a4
4
= 70, 000
X4 =


0 si no se invierte en el Proyecto 4
1 si se se va a invertir en el Proyecto 4
Proyecto 5:
X5 =


0 si no se invierte en el Proyecto 5
1 si se se va a invertir en el Proyecto 5
C5 = 650, 000
y1
5
= Construccio´n del aula
a1
5
= 150, 000
y2
5
= Equipo de Computo
a2
5
= 350, 000
Cap´ıtulo 2. Marco Conceptual 26
y3
5
= Software y Licencias
a3
5
= a3
1
= 150, 000
Proyecto 6:
X6 =


0 si no se invierte en el Proyecto 6
1 si se se va a invertir en el Proyecto 6
C6 = 1, 500, 000
y1
6
= Construccio´n del Edificio
a1
6
= 1, 050, 000
y2
6
= Equipo de GYM y Cancha
a2
6
= 450, 000
Proyecto 7:
X7 =


0 si no se invierte en el Proyecto 7
1 si se se va a invertir en el Proyecto 7
C7 = 998, 500
y1
7
= Comprar Equipo Int.
a1
7
= 698, 000
y2
7
= Comprar Cableado
a2
7
= 250, 500
y3
7
= Capacitacio´n de Exp.
a3
7
= 50, 000
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Todas estas variables las vamos usar para ver el modelo matema´tico del pro-
blema de seleccio´n de proyectos
La suma del costo todos los proyectos en los que podemos invertir no puede
ser mas de lo estimado:
7∑
i=1
Ci ∗Xi ≤ 2, 900, 000
Xi =


0 si no se invierte en el Proyecto i
1 si se se va a invertir en el Proyecto i
∀ i ∈ {1, 2, 3, 4, 5, 6, 7}
Cada proyecto tiene m fases o etapas que tienen un costo cada una y que no
puede ser mayor al presupuesto total de proyecto:
m∑
n=1
an
i
∗ yn
i
≤ Ci ∀ i ∈ {1, 2, 3, 4, 5, 6, 7}
Con esto estamos formalizando el problema de seleccio´n de cartera de proyectos
pues la idea ba´sica es seleccionar proyectos con sus diferentes inversiones y cada
proyecto con sus propias fases, con su propio periodo de tiempo con cierto impacto
en objetivos ya establecidos.
Lo que abordaremos en este trabajo el problema de seleccio´n de cartera de
proyectos con beneficios o impacto de cara´cter social.
Lass caracter´ısticas de los proyectos sociales son[2]:
1. Muchas veces tienen repercusio´n econo´mica indudable, pero que se manifiesta
de modo indirecto, a largo plazo, y en forma muy dif´ıcil de cuantificar[4].
2. Generalmente, adema´s de su potencial impacto econo´mico sobre el bienestar
de toda o parte de la sociedad, el proyecto se caracteriza por otros atributos in-
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tangibles, que tambie´n son relevantes y que tomados integralmente determinan
el beneficio esperado.
3. Son importantes las consideraciones de equidad (grado de repercusio´n y grupo
social beneficiado).
4. La seleccio´n de cartera de proyectos sociales formalmente es una actividad pe-
rio´dica que consiste en seleccionar una cartera o conjunto de proyectos con
beneficios o impactos sociales, que compiten por apoyo financiero, buscando
reunir los objetivos fijados por una organizacio´n, sin exceder los recursos dis-
ponibles o violar restricciones establecidas [17].
En carteras de proyectos sociales, un criterio importante es el impacto social, y regu-
larmente no se esperan ganancias ma´s que las generadas por el mismo. En el proceso
de seleccio´n, la organizacio´n es quie´n funge como agente econo´mico destinando una
cantidad espec´ıfica de recursos para financiar proyectos sociales.
Para poder esclarecer los detalles del problema, se presentan sus caracter´ısticas
estructurales[2].
1. Existe un conjunto de propuestas de proyectos que compiten por financia-
miento. Cada una de ellas es revisada por un grupo de evaluadores quienes les
asignan un valor de impacto social.
2. Cada propuesta incluye un estimado de los recursos necesarios.
3. Del anterior, se sugiere por parte de los evaluadores un rango de recursos que
pueden ser asignados a cada proyecto.
4. Cada uno de los proyectos pertenecen a un a´rea espec´ıfica, por ejemplo, su
a´rea de investigacio´n.
5. Existe un presupuesto ma´ximo disponible menor a lo solicitado por todas las
propuestas.
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6. Del presupuesto disponible se asigna una cantidad ma´xima y una cantidad
mı´nima de recursos para cada a´rea, segu´n las pol´ıticas de la organizacio´n.
7. La cantidad solicitada por cada propuesta es desglosada en los recursos necesa-
rios asociados a las actividades que lo componen. Esta´s cantidades regularmen-
te son imprecisas por lo que es preferente al igual que en proyectos, establecer
un rango que indica las cantidades mı´nima y ma´ximo de recursos a asignar a
cada actividad.
8. La decisio´n de financiacio´n es tomada una u´nica vez en un per´ıodo de tiempo.
9. Todos los proyectos esta´n planificados para iniciar y terminar en un mismo
per´ıodo de tiempo.
10. Cada una de las actividades que conforman un proyecto deben iniciar y termi-
nar en el mismo per´ıodo.
11. Se considera la existencia de interdependencias de proyectos o actividades,
produciendo sinergias con efectos de beneficio, de incremento o decremento de
recursos.
12. De acuerdo a algunas especificaciones de la organizacio´n, pueden existir rela-
ciones entre proyectos y/o actividades de manera que se restringe de un grupo
de ellos el nu´mero de los cuales se incluira´n a la cartera, por ejemplo, varias
versiones de proyectos, proyectos que no pueden estar activos simulta´neamente,
etc.
La seleccio´n de proyectos de una cartera de proyectos sociales necesita de un
tratamiento especial por las siguientes razones [14]:
1. La calidad de los proyectos es generalmente descrita por mu´ltiples criterios que
frecuentemente son conflictivos.
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2. Frecuentemente, los requerimientos no son conocidos con exactitud. Muchos
conceptos no tienen un soporte matema´tico por ser de naturaleza totalmente
subjetiva.
3. La heterogeneidad o diferencia entre los posibles proyectos de una misma car-
tera, dificulta compararlos.
Cap´ıtulo 3
Propuesta de Solucio´n
El HiperHeuristico propuesto parte de un algoritmo de busqueda local iterativo
basico, el cual se alimenta de 7 heur´ısticas ba´sicas que encuentran una solucio´n
factible del problema, las cuales tienen como objetivo la exploracion y la explotacion
de las soluciones. Se nombraron heur´ısticas Basicas (HB) y son las siguientes:
1. Cambio Aleatorio: Cambia un proyecto por otro de manera aleatoria.
2. Genera Aleatorio: Genera una nueva solucio´n al azar.
3. Cambio Izquierda: Cambia un proyecto seleccionado al azar por el primer
proyecto que haga factible la solucio´n buscando los proyectos de izquierda a derecha.
4. Cambio Derecha: Cambia un proyecto seleccionado al azar por el primer
proyecto que haga factible la solucio´n empezando buscando de derecha a izquierda.
5. Cambio x Reg´ıon: Saca al azar un proyecto de cada reg´ıon y los sustituye
por otro proyecto de la misma region.
6. Cambio x A´rea: Saca al azar un proyecto de cada a´rea y los sustituye por
otro proyecto de la misma a´rea.
7. Cambio Opuesto: Selecciona cuatro proyectos al azar, si un proyecto esta en
la cartera lo saca, en caso contrario lo mete en la cartera.
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Figura 3.1: Objeto Solucion y sus proyectos activos
Si tomamos una solucion cualquiera de 7 proyectos, para una solucion 1 como
por ejemplo en Figurasol1, obtendremos un vector de proyectos de solucion de la
siguiente manera:
Solucion1→ σ1 = {1, 0, 1, 1, 0, 1, 0}
esto ya es una solucion factible del problema. Lo siguiente es aplicar una heur´ıstica
basica, por ejemplo HB3:
Figura 3.2: La solucion 2 se obtiene de procesar la solucion 1 por la HB3
Esta heur´ıstica basica lo que hace es seleccionar un proyecto activo de la solu-
cion y cambiarlo por el primer proyecto que sea factible de izquierda a derecha. Esto
ya esta programado para que al seleccionar un proyecto de forma aleatoria activo de
la solucion, busque un proyecto a la izquierda que no este activo y realice el cambio.
Las heur´ısticas de Exploracio´n (1,2) permiten generar nuevas soluciones dife-
rentes a las actuales, permitiendo dar grandes saltos en el espacio de bu´squeda de
las soluciones y as´ı explorar nuevas soluciones. Las heur´ısticas de Explotaci´ın (5,6,7)
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Figura 3.3: Se muestra el cambios de proyectos causado por la HB3
Figura 3.4: La solucio´n 2 se obtiene de procesar la solucio´n 1 por la HB3
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permiten buscar soluciones vecinas a las soluciones actuales en bu´squeda de mejores
soluciones en el mismo vecindario. So´lo las heur´ısticas 3 y 4 tienen cierto equilibrio
entre exploracio´n y explotacio´n. En la Tabla 4.4 se muestra la HBN y el tipo de
movimiento que realiza en el espacio de bu´squeda.
Tabla 3.1: Tabla de comparacion entre Heuristicas Basicas.
3.1 H´ıperHeur´ıstico
Se hace una serie de soluciones y heuristicas basicas para crear una cadena de
mejora.
En el proyecto se manejaron taman˜os de 20, 10 y 7 HB por solucion de Hı´per-
heur´ıstico. Esto es la cantidad de heuristicas basicas por las cuales pasa la solucio´n
antes de tener la solucio´n final del Hı´perHeur´ıstico.
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Figura 3.5: Diagrama de como funciona el Hı´perheur´ıstico
Figura 3.6: Datos de entrada al Hı´perheur´ıstico
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Figura 3.7: Ejemplo de datos de entrada al Hı´perheur´ıstico
Figura 3.8: Proceso del Hı´perheur´ıstico
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Figura 3.9: Conjunto de soluciones resultantes del Hı´perheur´ıstico
Cap´ıtulo 4
Resultados y Experimentacio´n
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Cap´ıtulo 5
Conclusiones
Los Hı´perheur´ısticosson algoritmos heur´ısticos relativamente nuevos que cons-
tituye un a´rea abierta a la investigacio´n. En este trabajo se ha observado que pueden
ser la mejor opcio´n para resolver problemas complejos tanto por la sencillez de su
estructura general, la robustez en te´rminos del porcentaje de aciertos o errores, as´ı
como por la rapidez de ejecucio´n. Los resultados de los experimentos realizados con
el h´ıper-heur´ıstico propuesto en este trabajo permiten concluir que en el problema
de Cartera de Proyectos Sociales, el algoritmo propuesto supera a los mejores. El
algoritmo cuneta con siete heur´ısticas de bajo nivel enfocadas a realizar intercambios
en los proyectos que formaran las carteras. El genetico es el heur´ıstico de alto nivel
que selecciona en cada iteracion la mejor forma de aplicar las heursticas de bajo
nivel para llegar paulatinamente a las carteras que satisfagan mejor las preferencias
del tomador de decisiones.
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