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The regulation of miRNAs is critical to the definition of cell identity and behavior in normal physiology and disease. To
date, the dynamics of miRNA degradation and the mechanisms involved in remain largely obscure, in particular, in higher
organisms. Here, we developed a pulse-chase approach based on metabolic RNA labeling to calculate miRNA decay rates at
genome-wide scale in mammalian cells. Our analysis revealed heterogeneous miRNA half-lives, with many species behaving
as stable molecules (T1/2 > 24 h), while others, including passenger miRNAs and a number (25/129) of guide miRNAs, are
quickly turned over (T1/2 = 4–14 h). Decay rates were coupled with other features, including genomic organization, tran-
scription rates, structural heterogeneity (isomiRs), and target abundance, measured through quantitative experimental ap-
proaches. This comprehensive analysis highlighted functional mechanisms that mediate miRNA degradation, as well as the
importance of decay dynamics in the regulation of the miRNA pool under both steady-state conditions and during cell
transitions.
[Supplemental material is available for this article.]
MicroRNAs (miRNAs) are an evolutionary conserved class of short,
single-stranded noncoding RNAs (∼18–22 nt in length) that act in
post-transcriptional regulation of gene expression in higher eu-
karyotes. Each miRNA can potentially target hundreds of genes,
even simultaneously, causing their down-modulation through
multiple mechanisms, including translational repression and/or
mRNA destabilization (Eulalio et al. 2008; Bartel 2009; Jonas and
Izaurralde 2015). Most miRNAs display a tightly regulated expres-
sion pattern that is often tissue specific or even cell type specific,
emphasizing their importance in defining the space, time, and
developmental stage of gene expression (Bushati and Cohen
2007; Gangaraju and Lin 2009; Lujambio and Lowe 2012).
Hence, the regulation of the miRNA pool is a critical event in the
definition of cell identity and behavior, both under steady-state
conditions and during cell transitions.
Overall, the levels of miRNAs in the cell are the result of both
biosynthetic and decay processes. The expression ofmiRNAs starts
with the transcription of a primary RNA (called pri-miRNA), a long
transcript that contains a stem–loop region for each encoded
miRNA, and is dependent on the same transcriptional machinery
and regulatory mechanisms as used by protein coding genes, e.g.,
transcription factors, enhancers, and epigenetic regulators (for re-
view, see Ha and Kim 2014). This pri-miRNA is usually short-lived
and generates mature miRNA molecules through two sequential
processing events. The first processing event occurs in the nucleus
and is mediated by the Microprocessor complex (DROSHA/
DGCR8), which generates a pre-miRNA (70–100 nt long). The
pre-miRNA is then exported to the cytosol, where the second
cleavage event occurs, mediated by the DICER1/TRBP complex,
producing a miRNA duplex (18–22 nt long). MiRNA processing
is followed by loading of the miRNA duplex onto Argonaute pro-
teins (AGO) and retention of just one of the two strands (the
“guide” strand), resulting in the formation of the miRNA-induced
silencing complex (miRISC) that eventually executes gene silenc-
ing (Krol et al. 2010b). Once loaded onto the AGO-based complex-
es, miRNAs are stabilized (Diederichs and Haber 2007) and have
long half-lives (many hours or even days [van Rooij et al. 2007]).
Yet, under physiological or pathological conditions, some
miRNAs are rapidly down-regulated, even in the absence of cell
division, such as upon growth factor or serum stimulation
(Avrahamet al. 2010; Rissland et al. 2011; Zhu et al. 2012). This ob-
servation poses an apparent paradox onhowcells get rid of the pre-
existing pool of such stable molecules.
Insights into themechanisms and relevance of miRNA degra-
dation in physiology are just beginning to emerge. Some reports
suggested that slow turnover might not be a general feature of
miRNAs and, in some instances, miRNA decay could be relatively
fast (few hours), such as for miR-503 in fibroblasts (Rissland et al.
2011), miR-29b during mitosis (Hwang et al. 2007), and several
neuronal miRNAs (Krol et al. 2010a). The degradation dynamics
of miRNAs and the mechanisms involved remain largely obscure,
in particular inmammals, and apparently involve enzymatic activ-
ities able to modifymiRNA ends by adding (“tailing”) or removing
(“trimming”) nucleotides (Ramachandran and Chen 2008;
Chatterjee and Grosshans 2009; Ameres et al. 2010; Kim et al.
2010; Burns et al. 2011; Neilsen et al. 2012; Ruegger and
Grosshans 2012; Lee et al. 2014). A target-dependent mechanism
has also been identified, in which turnover is mediated by the in-
teraction of miRNAs with their mRNA targets, promoting miRNA3These authors contributed equally to this work.
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unloading from AGO and degradation (Baccarini et al. 2011;
Ruegger and Grosshans 2012; De et al. 2013; de la Mata et al.
2015). Onemain reason for this lack of knowledge is the lack of ex-
perimental approaches that allow the analysis of miRNA half-lives
at the global levelwithout perturbing gene transcription ormiRNA
biogenesis (Bail et al. 2010; Gantier et al. 2011; Guo et al. 2015). To
overcome such issues, we exploited metabolic pulse labeling, the
gold standard method used to determine RNA and protein half-
lives, and developed a “pulse-chase” approach optimized for the
analysis of miRNAs. Variants of this approach based on nonradio-
active labels, such as 4-thiouridine (4sU), which is incorporated
into nascent RNA in place of uridine, have been successfully devel-
oped and used to study RNA dynamics in different species (Cleary
et al. 2005; Dolken et al. 2008; Friedel et al. 2009; Schwanhausser
et al. 2011). By combining the 4sU-based “pulse-chase” approach
with high-throughput RNA sequencing, we have now measured
miRNA decay rates and revealed how turnover affects the regula-
tion and the activity of miRNAs in mammalian cells.
Results
Development of an optimized pulse-chase methodology to
determine miRNA degradation rates in mammalian cells
To determine the half-lives ofmiRNAs, withminimal perturbation
to cell physiology, we cultivated 3T9mouse fibroblasts inmedium
supplemented with 4sU; this ribonucleoside analog is incorporat-
ed into nascent RNA, allowing thiol-specific biotinylation and
selective pull-down of newly synthesized RNA from total RNA
(Schwanhausser et al. 2011). Initially, we examined the incorpora-
tion dynamics of continuous 4sU labeling and its effects on cell
physiology (Supplemental Fig. S1A–F; Dolken et al. 2008; Burger
et al. 2013). Administration of 4sU (300 μM) for up to 3 h did
not (1) affect cell proliferation (Supplemental Fig. S1D), (2) induce
nucleolar stress or rRNA degradation (Supplemental Fig. S1E), or
(3) alter global miRNA expression (Supplemental Fig. S1F).
We next checked the labeling of a number of mRNA species
(N = 4), pri-miRNAs (N = 7), and mature miRNAs (N = 18) by RT-
qPCR (Supplemental Fig. S1G–I). As expected, the incorporation
rates (4sU-labeled/total RNA) correlated with the stability of the
RNA species, with unstable mRNAs (Myc and Ccne2) incorporat-
ing 4sU more efficiently than stable mRNAs (Gapdh and Rplp0)
(Supplemental Fig. S1G). Accordingly, pri-miRNAs, which are
short-lived, were efficiently labeled at early time points (15–30
min), reaching a maximal incorporation rate (∼100%) after 1–2
h (Supplemental Fig. S1H), whilematuremiRNAs, which are stable
molecules, were poorly labeled even after 2 h (<8%) (Supplemental
Fig. S1I). We reasoned that a 2- to 3-h pulse might be compatible
with the complete biogenetic process of miRNAs, including the
loading onto AGO2-based complexes, where silencing occurs.
Exploiting a lentiviral inducible expression system (pSLIK-neo),
we performed a time-course induction of two miRNAs: i.e., miR-
34a, which has a low incorporation rate, and miR-182, which
has a high incorporation rate. Mature miRNAs were significantly
induced after 3 h of doxycycline treatment (Supplemental Fig.
S1L). Concomitantly, we observed an increase in the quantity of
miR-34a loaded onto AGO2-based complexes, isolated by RNA im-
munoprecipitation (AGO2-RIP, Supplemental Fig. S1M,N). Based
on these results, we established that 3 h of continuous 4sU treat-
ment (hereafter referred to as the “pulse labeling”method)was suf-
ficient to label mature miRNA molecules, which are immediately
loaded on AGO2.
Usually, pulse labeling of mRNA allows the indirect estima-
tion of the half-life (T1/2) by calculating newly transcribed–over–
total RNA ratios (Dolken et al. 2008). However, the biogenesis of
maturemiRNAs ismore complex and depends on the transcription
of the pri-miRNA plus several maturation steps, including
DROSHA/DICER1 processing, nuclear export, and AGO loading
(for review, see Krol et al. 2010b). Thus, we decided to follow
directly the decay of labeledmature miRNAs, minimizing the con-
tribution of transcription/maturation. We employed a “pulse-
chase” protocol, where 4sU is removed from the medium after
the labeling period (3 h pulse), and labeled RNA is purified at dif-
ferent time points (chasing time) (Fig. 1A) to measure the decay
of labeled molecules. 4sU-RNA could be isolated with high purity
(>97%) (Supplemental Material), and its levels decreased linearly
up to 16 h of chasing (Fig. 1B), reflecting the degradation of total
RNA.Wemeasured the half-lives (T1/2) of several types of RNA spe-
cies (mRNAs, small RNAs, pri-miRNAs,maturemiRNAs) during the
chase period (Fig. 1C–E). For mRNAs and pri-miRNAs, the experi-
mental half-lives were of few hours, which is compatible with pre-
vious observations (Yang et al. 2003) and remarkably in line with
those determined with the pulse labeling method (R2 = 0.98) (Fig.
1F). Conversely, mature miRNAs showed longer half-lives ranging
from 3 to 24 h (Fig. 1E), with a poor correlation with those calcu-
lated with the “pulse” method (R2 = 0.10) (Fig. 1F). For instance,
only with the “pulse-chase” approach was it possible to confirm
the short half-life of miR-503 (T1/2 = 3.2 h), which was previously
described as highly unstable in growing fibroblasts (T1/2 = 3.6 h)
(Rissland et al. 2011). Hence, we concluded that only by using
the “pulse-chase” approach it is possible to accurately determine
miRNA decay rates.
Genome-wide analysis of miRNA degradation rates in growing
fibroblasts
To obtain a global picture of miRNA decay, we performed high-
throughput sequencing (Illumina) of labeled miRNAs along with
the “pulse-chase” experiment. In total, 21 libraries were produced
from 4sU-labeled RNA isolated at seven time points in three inde-
pendent biological repeats. We obtained 125 million reads that
constitute the “decay data set,” which was analyzed with the
IsomiRage tool, a bioinformatics pipeline for the characterization
and analysis of miRNAs and their variants in next-generation se-
quencing data sets (Muller et al. 2014). After data filtering and nor-
malization (Supplemental Fig. S2A–D; Supplemental Material), we
retrieved data for 564 species with a threshold of expression along
the entire time course (more than 10 reads), including 186 canon-
ical miRNAs (Fig. 1G). Importantly, no major biases in miRNA
length or base composition, including the uridine number
(Duffy et al. 2015), were observed as a consequence of the labeling
and purification procedure (see Supplemental Fig. S2A; Supple-
mental Table S1). The half-lives of miRNAs were modeled assum-
ing a one-phase exponential decay, fitting to the average value
at each time point of three independent biological replicas
(T1/2ave) with 95% confidence intervals (T1/2min and T1/2max) for
the best fit (Supplemental Table S1). A simple one-phase exponen-
tial decay model fitted the data better thanmore complex models,
such as a two-phase decay, arguing against the existence of multi-
ple pools of the samemiRNAwith different stabilities in the cell. A
consistent fraction ofmiRNAs (57/186, 30.6%) displayed half-lives
>1 d, consistent with previous reports (Fig. 1H,I; Supplemental
Table S1; Ruegger and Grosshans 2012). Nonetheless, a number
of miRNAs displayed short half-lives (T1/2 < 12 h; N = 61, 32.8%),
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with some of them disappearing relatively quickly (T1/2 < 8 h; N =
28). Mature miRNAs are usually distinguished as “guide” or “pas-
senger” miRNAs, according to whether they are preferentially re-
tained in the miRISC complex after
loading or they are released into the cyto-
sol and quickly degraded, respectively
(Krol et al. 2010b). As expected, “passen-
ger” miRNAs (N = 50) were short lived
and accumulated to levels that were sig-
nificantly lower than their paired
“guide” miRNAs (P-value < 0.001) (Fig.
1J,K). A number of “guide” miRNAs also
decayed rapidly (“fast,” N = 25) in a re-
producible manner (R2 > 0.9), with half-
lives ranging from 4–14 h, as opposed
to “slow” decaying miRNAs (N = 32)
with half-lives of >24 h (Fig. 1J–L;
Supplemental Table S1).
Next, we explored the relationship
betweenmiRNA decay rates and their ge-
nomic organization. The half-lives of
miRNAs were not influenced by the loca-
tion of their genes in intergenic or
intronic regions or by their chromosomal
location (Fig. 2A). In most instances,
miRNAs belonging to the same transcrip-
tional cluster displayed similar half-lives
(25/33 coherent clusters) (Fig. 2B). More-
over, clusters often contained miRNAs
belonging to the same family, which
shared sequence and functional similari-
ties, as well as similar decay rates (10/17
coherent families) (Fig. 2C). As expected,
fast turnover strongly correlated with
4sU incorporation (P < 0.0001) (Fig. 2D,
E). Although we could not precisely cal-
culate miRNA half-lives based on 4sU in-
corporation (see Fig. 1F), a reciprocal
relationship between half-life and incor-
poration was observed (Fig. 2E). MiRNAs
displaying a very high incorporation
rate (first quartile of the distribution)
(Supplemental Table S1) were strongly
enriched in “fast” species, while those
with a very low incorporation rate (last
quartile of the distribution; <3% 4sU)
were enriched for “slow” miRNAs (P <
0.0001) (Fig. 2E,F; Supplemental Table
S1). Hence, incorporation rates (3 h,
4sU pulse) could serve as a proxy to qual-
itatively infer miRNA turnover rates in a
given biological system, as shownby oth-
ers (Duffy et al. 2015). We measured the
incorporation rate ofmiRNAs in two oth-
er human cell lines: BJ (foreskin fibro-
blasts) and HeLa (cervical carcinoma
epithelial cells) (Fig. 2G). Despite the
very different origins of the two human
cell lines, they displayed a good correla-
tion in their 4sU incorporation rates
(Fig. 2H) and a strong overlap in the class
of miRNAs with the highest incorpora-
tion rates (P < 0.0001), which included several members of the
let-7 family (Supplemental Table S1). In addition, the 4sU incorpo-
ration rates of miRNAs were remarkably similar between mouse
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Figure 1. 4sU pulse-chase RNA labeling and miRNA decay rates. (A) The scheme illustrates the exper-
imental strategy of the 4sU pulse-chase approach used to followmiRNA decay dynamics. (B) The yield of
4sU-RNA at the indicated chasing times is reported. Forty micrograms of labeled total RNA was used at
each time point. The dashed line marks the background level (yield of the negative control). (C) The half-
life ofMycwasmeasured by RT-qPCR using the pulse-chase protocol according to a one-phase exponen-
tial fitting (N = 2). Data (log2 scale) were normalized on the levels of Actb, a highly stable gene (Yang et al.
2003). (D,E) Half-lives of mRNAs, pri-miRNAs, small RNAs (D), and mature miRNAs (E) were estimated as
in C. Shown is the average and the SEM of two independent experiments. The miRNA data were normal-
ized to the levels of Snord72, a highly stable short RNA. (F) Half-lives calculated using the pulse-chase ap-
proach (shown in D,E) were compared with those indirectly determined by 4sU pulse labeling, as
described previously (Dolken et al. 2008). A linear correlation was calculated for mRNAs/pri-miRNAs
(red dashed line) or miRNAs (yellow dashed line). Shown also is the coefficient of determination (R2)
of the linear fitting. (G) Canonical miRNA species analyzed in the “decay data sets,” distinguished as
guide or passenger miRNAs according to miRBase and TargetScan databases. (H) Distribution of
miRNA half-lives. The red and blue lines mark boundaries of fast- and slow-decaying species. (I) Half-lives
(mean with confidence interval) are plotted against miRNA expression (copies per cell [CPCs]; log10
scale). (J) Degradation dynamics of fast (N = 25, T1/2 < 14 h) and slow (N = 32, T1/2 > 24 h) guide
miRNAs are shown along the time courses. Data were normalized to miR-92a-3p and reported as log2
fold-change over the 0-h time point. (K ) The frequency of passenger versus guide miRNAs within the de-
cay classes has been analyzed by contingency (χ2 = 6.24, P = 0.042). Ambiguous species were not includ-
ed. (L) Box plot shows the distribution of half-lives for matched guide and passenger species. P-value
(Wilcoxon test) is shown.
Marzi et al.
556 Genome Research
www.genome.org
 Cold Spring Harbor Laboratory Press on March 29, 2017 - Published by genome.cshlp.orgDownloaded from 
and human cells (Fig. 2I), suggesting that decay rates might be
maintained across different cell types and species. We verified
this hypothesis by directly measuring the half-lives of a number
of miRNAs by pulse-chase in human BJ fibroblasts. We confirmed
the fast decay (T1/2 < 14 h) of seven out of eight miRNAs and the
slow decay of one miRNA (Fig. 2J).
Transcription and decay contribute to the regulation
of the miRNA pool
MiRNA levels are dictated by both biosynthetic and decay process-
es, which can be represented by three events—transcription, mat-
uration, and degradation—and by dilution due to cell division
(α; Fig. 3A). At steady state, the genera-
tion and degradation of miRNAs are at
equilibrium and, assuming that matura-
tion is much faster than cell division
(k2 >> α), miRNA amount (µ) can be cal-
culated using just three parameters: the
transcription rate (k1), the degradation
rate (k3, which is ln(2)/T1/2− α), and the
dilution by cell division (α, which is 1/
TD − cell doubling time). We calculated
absolute values of miRNA amounts in
growing fibroblasts (steady state) by com-
bining digital PCR and sequencing (for
details, see Supplemental Material).
Then, we correlated miRNA abundance
expressed as copies per cell (CPC) (Fig.
3B) with decay rates.We observed a trend
(P = 0.0599), for “fast”miRNAs being less
abundant than “slow” miRNAs (Fig. 3B,
C), implying that decay, by itself, con-
tributes partially to miRNA abundance.
Next, we sought to determine tran-
scription rates (k1) of pri-miRNAs by
combining nascent RNA sequencing
data obtained by short “pulse labeling”
(10′ 4sU)with the INSPEcT bioinformatic
tool (de Pretis et al. 2015). We manually
defined genomic boundaries of pri-
miRNAs in growing 3T9 fibroblasts ac-
cording to a combination of 4sU-RNA-
seq and ChIP-seq (POL2 and H3K4me3)
tracks, which mark the transcriptional
unit and the promoter region, respective-
ly (Supplemental Fig. S3A,B; Supplemen-
tal Material). The synthesis rate (k1),
expressed as reads per kilobase per mil-
lion mapped in an hour (RPKM/h), was
converted into an absolute value (CPC/
h) by measuring different pri-miRNAs
(N = 6) with digital PCR (Supplemental
Fig. S3C). Overall, we could calculate
the transcription rate for approximately
100 different miRNA loci (including 82
of the 129 guide miRNAs mentioned in
this study), with values ranging from
0.1–30 CPC/h (Fig. 3D; Supplemental
Table S2). As expected, miRNA tran-
scription highly correlated with miRNA
abundance (Fig. 3E,F). Transcription
and decay appeared as coupled, as previously observed for clus-
tered miRNAs (Fig. 2B). MiRNAs with low synthesis rates (low k1)
were enriched for “fast” decaying species (11/20), and vice versa,
miRNAs that are actively transcribed (high k1) were enriched for
“slow” miRNAs (11/20) (Fig. 3G,H; Supplemental Table S2). We
calculated the theoretical miRNA abundance in cells with experi-
mentally measured k1 and k3. The fitting withmiRNA absolute ex-
pression was good (R2 = 0.47), but only for miRNA loci that are
organized as single (nonclustered) transcriptional units (N = 25)
(Fig. 3I). In contrast, miRNAs that belong to clusters (N = 57) could
not bemodeled properly (Fig. 3J, R2 = 0.12), suggesting that the as-
sumption made about the maturation step (k2 >> α) is not verified
and that processing has to be taken into account to infer absolute
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Figure 2. Correlation of decay dynamics with genomic and functional properties of miRNAs. (A, left)
The distribution of half-lives for intergenic versus intronic guide miRNAs (N = 129) is shown (P =
0.7488, Wilcoxon test). (Right) miRNA half-lives are reported according to chromosomal location of
miRNA loci. (B,C) miRNAs belonging to the same transcriptional unit (cluster) or sequence similarity
group (family), according to miRBase 21, were analyzed. Clusters and families with coherent behavior
(differences in T1/2 < 12 h) are shown. A color code indicates miRNA decay class (red, “fast”; blue,
“slow”). (D–F) 4sU incorporation in miRNAs was correlated with decay. (D) The histogram shows the dis-
tribution of the incorporation rates of guidemiRNAs, while the box-plot compares fast versus slow decay-
ingmiRNAs (P < 0.0001, Wilcoxon test). (E) miRNA half-lives plotted against 4sU incorporation rates. The
curved line highlights the reciprocal relationship between decay and incorporation. The dashed curves
mark 95% confidence intervals. Coefficient of determination (R2) is shown. (F) Guide miRNAs were dis-
tinguished into four classes (quartiles of 4sU incorporation rates). Shown is the distribution of “fast” and
“slow” miRNAs among the four classes by contingency (χ2 = 44.8, P < 0.0001). (G) The box plots show
the distribution of 4sU incorporation rates in the different cell lines. Purple and yellow lines mark areas of
high and low incorporating miRNA species, respectively. (75-PCTL) More than 75th percentile;
(25-PCTL) less than 25th percentile. (H) The scatter plot compares the 4sU incorporation rates in HeLa
and BJ human cells. The dashed line highlights the linear correlation, and the coefficient of determination
(R2) is shown. (I) The scatter plot compares 4sU incorporation rates in human (BJ) and mouse (3T9)
fibroblasts. Only miRNAs that are perfectly conserved between human and mouse were considered in
the analysis (N = 72). (J) Half-lives of nine miRNAs were measured in human BJ cells by the pulse-
chase method and compared with those from mouse 3T9 cells. The dashed line indicates the cut-off
(T1/2 < 14 h) previously used for classifying miRNAs as fast decaying in 3T9 cells. The Pearson correlation
coefficient (r) is shown.
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values of miRNA expression. By use of kinetic parameters (k1, k2,
k3, α) in the range of what was measured experimentally in 3T9
cells, we evaluated the impact of transcription and decay on the
dynamic regulation of miRNAs (Fig. 3K;
Supplemental Table S2; Supplemental
Fig. S3D). While transcription (k1) pri-
marily regulated the magnitude of
miRNA expression changes (copies at
plateau), the decay influenced the dy-
namics of miRNA regulation (Fig. 3L,M;
Supplemental Table S2). In particular,
only fast decaying miRNAs could give
rise to sharp and quick changes in
miRNA levels (i.e., the time to shift
from two different steady levels upon a
change in k1).
Fast decaying miRNAs are associated
with high stoichiometric target:miRNA
ratios
MiRNAs function by silencing the ex-
pression of target genes (TGs) through
various mechanisms (Carthew and Son-
theimer 2009; Jonas and Izaurralde
2015). Conversely, high-affinity TGs
can influence miRNA stability by pro-
moting their unloading from AGO2 (De
et al. 2013) or the generation of miRNA
isoforms (3′-end “tailing” and “trim-
ming”) that are associated with miRNA
degradation (Ameres et al. 2010; Baccar-
ini et al. 2011; Xie et al. 2012; de la
Mata et al. 2015). Collectively, these
mechanisms are referred to the so-called
“target-induced (or target-directed)
miRNA decay” (TIMD or TDMD). We ad-
dressed the interaction of miRNAs with
their target pool by identifyinghigh-con-
fidence targets in 3T9 cells (Fig. 4A). We
computed the total abundance of high-
affinity binding sites (context score, CS
<−0.2; targets with “seed”) and estimat-
ed the target per miRNA ratio (TPM)
(Supplemental Table S3), under the sim-
plest hypothesis that no competition oc-
curs for the same binding site between
different miRNAs. Since the presence of
additional complementary sequences be-
tween targets and the 3′-end of miRNAs
has been shown to promote unloading
and degradation of miRNAs (Ameres
et al. 2010; Xie et al. 2012; de la Mata
et al. 2015), we also stratified targets ac-
cording to the presence of 3′ compensa-
tory regions (CS <−0.1 plus 3′-end
pairing <−0.03 or <−0.05, defined as
3C.03 or 3C.05, respectively) (Fig. 4B).
TPM_seed ranged from a 1:1 ratio to
thousands of binding sites for a single
miRNA molecule, while TPM_3C.03
and TPM_3C.05 reached a maximum of
hundreds or tens of binding sites, respectively (Fig. 4C;
Supplemental Table S3). Of note, “fast”miRNAs displayed higher
TPM with respect to “slow” miRNAs (P < 0.01) (Fig. 4C–E), and
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Figure 3. RegulationofmiRNAexpressionby transcriptionanddecay. (A) The schemedescribes the var-
iations of miRNA (yellow) expression in time according to changes in transcription of pri-miRNA (green).
The regulation ofmiRNAexpression (µ) is dependent on transcription,maturation, anddecay rates (k1, k2,
and k3, respectively) andondilution by cell division (α). Half-life (T1/2) and k3 are related: [T1/2 = ln(2)/(k3 +
α)]. (B,C) The absolute expression of miRNAs in cells (log10 scale) was correlated with miRNA decay. (B)
According to thedistribution ofmiRNAexpression in 3T9 cells (histogramon the left), four expression clas-
ses (quartiles, highlighted in gray scale) could be defined. The box-plot (right) shows the abundance of
miRNAs by decay class. P-values were calculated by Wilcoxon test. (C) The distribution of miRNA decay
rates along the expression classeswas analyzedby contingency (χ2 = 4.7, P = 0.585). (D–F ) The expression
of miRNAs in cells was correlated with miRNA transcription, expressed as copies of pri-miRNA per cell
(CPCs) (which is k1; log10 scale). (D) Distribution of transcription rates of 82 miRNA loci. The color code
defines the four transcription classes (quartiles) in the distribution. (E) The abundance of miRNAs
(CPCs; log10 scale) was correlated with transcription classes as in B. (∗) P < 0.05; (∗∗∗) P < 0.001;
Wilcoxon test. (F) The distribution of miRNA transcription rates among the expression classes was ana-
lyzed by contingency (χ2 = 38.07, P < 0.0001). (G,H) The transcription of miRNAs (CPC/h, log10 scale)
was correlated with the decay of mature miRNAs by contingency test (χ2 = 13.06, P = 0.0421; G) and
by one-way analysis (H). Asterisks mark significant values (P < 0.05). (I,J) The expression of miRNAs at
steady state (“B zone”; A) was inferred using the kinetic parameters (k1 and k3), which were measured
by “pulse labeling” and “pulse-chase” experiments, respectively. Scatter plots show the fitting of exper-
imental (CPCs, log scale) and theoretical (k1/[k3 + α], log scale) copies, for miRNAs transcribed as single
units (I) or clustered units (J). Straight and dashed linesmark linear correlation and 95% confidence inter-
vals, respectively. (K ) Mathematical modeling of accumulation and degradation dynamics of miRNAs
(thick colored line) and pri-miRNAs (thin black line) by defined kinetic parameters and according to dif-
ferent proliferation states (α = 1/TD, doubling time). The dashed vertical line marks when synthesis was
shut off. The blue and red lines highlight the behavior of slow and fast decaying miRNAs, respectively.
(L,M ) Bar graphs show the theoretical values of miRNA abundance at plateau (CPCs; L) or the time re-
quired to reach 90% of the plateau (in hours; M ) inferred by modeling. Values are reported according
to indicated k1 and T1/2 in cells, further distinguished by cell proliferation rates (α, as in K ).
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conversely, miRNAs with very high TPM (High; top 20% distribu-
tion) (Supplemental Fig. S4A) had a significant enrichment of
“fast” species and a shorter half-life compared with those with
very low TPM (Low; bottom 20% distribution) (Fig. 4F). This result
was far more significant than the association of either miRNA
abundance (miRNA CPC) or target abundance (TG CPC) with
half-life (Supplemental Fig. S4B–D). To corroborate this observa-
tion, we also analyzed the ratio of targets and miRNA copies pre-
dicted by the synthesis rate of pri-miRNAs (“virtual copies”). In
thisway,we could verify that highTPMcorrelateswith faster decay
per se and not as a result of reduced miRNA expression due to tar-
get-inducedmiRNAdegradation.MiRNAswith high “virtual TPM”
still displayed shorter half-lives (Fig. 4G), with a much stronger as-
sociation compared with the previously observed association be-
tween synthesis and half-life (see Fig. 3G,H; Supplemental Fig.
S4E). In most cases, we observed a much stronger association be-
tween TPM and miRNA half-lives when
considering targets with 3′ complemen-
tarity (Fig. 4D–F). This observation fur-
ther supports a model in which
unfavorable stoichiometric ratios be-
tween miRNAs and targets with exten-
sive complementarity promote miRNA
degradation (Fig. 4H).
These results suggest that the ratio
between high-affinity targets andmiRNA
abundance plays a role in the rate of
miRNA decay, and supports TIMD as a
general mechanism that promotes
miRNA degradation (Baccarini et al.
2011; De et al. 2013; de la Mata et al.
2015).
Fast decaying miRNAs are enriched
in tailed and trimmed isoforms
MiRNA sequences are quite heteroge-
neous, resulting in the existence of
multiple isoforms (Neilsen et al. 2012),
called “isomiRs” (schematized in Fig.
5A), which appear to be associated with
miRNA degradation and TIMD (Ameres
et al. 2010; Kim et al. 2010; Baccarini
et al. 2011; Wyman et al. 2011; de la
Mata et al. 2015). By exploiting the
IsomiRage tool (Muller et al. 2014), we
analyzed the expression of miRNA iso-
forms in the decay data set (Supplemen-
tal Table S3). Globally, tailing (3′-NT)
and trimming isoforms were signifi-
cantly represented (>25%) (Supplemen-
tal Fig. S5A). Among 3′-NT isomiRs,
adenylation and urydilation were preva-
lent (Supplemental Fig. S5B). On average,
tailing (3′-NT) and trimming isoforms
accounted for 11.9% and 15.1% of all
guide miRNAs, respectively (Fig. 5B, “all
guide”). These proportions were main-
tained in the slow decaying miRNA
subset. Conversely, the “fast” miRNA
subset was significantly enriched in
both tailing and trimming isoforms
(Fig. 5B; P < 0.001), supporting the hypothesis that these isoforms
represent degradation intermediates. Most, but not all, fast decay-
ing miRNAs were represented by tailing isoforms (P = 0.0061) (Fig.
5C, Supplemental Fig. S5C–D), with 19/25 fast miRNAs falling in
the top 50% tailing distribution (P = 0.0235) (Fig. 5D). Among 3′-
NT isomiRs, adenylation was the most enriched modification in
fast decaying species (Supplemental Fig. S5E). Very similar observa-
tions were obtained for trimming isoforms, with high levels of
trimmed isoforms (P = 0.0065) (Fig. 5E; Supplemental Fig. S5F,G)
and a high trimming frequency (P = 0.0069) (Fig. 5F;
Supplemental Fig. S5G) in the “fast”miRNA subset. Co-occurrence
of tailing and trimming isoforms was significantly high (P =
0.0270) (Fig. 5G), suggesting that the two phenomena could be as-
sociated. In this respect, 15/25 (60%) “fast” miRNAs, but only
eight of 32 (25%) “slow” miRNAs, displayed both high tailing
and high trimming (P = 0.005) (Fig. 5G).
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Mature miRNAs could derive from any of the two arms of
the hairpin, called the 3p- and 5p- arms (Fig. 5A), implying that
the 3′-end is generated either in the nucleus by the
Microprocessor (3p miRNAs) or in the cytosol by DICER1 (5p
miRNAs). We did not observe differences in the frequency of trim-
ming between the 5p and 3p miRNAs (Fig. 5H), suggesting that
thismodification likely occurs in the cytosol onmaturemolecules,
as previously shown (Krol et al. 2010b). In contrast, 3′-NT modifi-
cations were more frequent among 3p
miRNAs (P = 0.0012) (Fig. 5H), implying
that some tailing eventsmight also occur
in the nucleus at the level of the pre-
miRNAs. This correlation was almost ex-
clusively restricted to uridylation [“3′NT
(U)”; P = 0.0144] (Fig. 5H) and might,
therefore, be ascribed to the nuclear
terminal uridylyl transferases (TUTases)
(Krol et al. 2010b; Lin and Gregory
2015). Conversely, adenylation, the
most frequent tailing event, was similar
among 5p and 3p miRNAs and likely
occurs in the cytosol, as previously
suggested (Lee et al. 2014). Indeed, tar-
get-induced nontemplated nucleotide
addition (tailing) is believed to occur in
the cytosol, while miRNAs are bound to
AGO2 (De et al. 2013; de la Mata et al.
2015). To corroborate these findings, we
analyzed the abundance and enrichment
of miRNA isoforms at the level of the
RISC complex by performing small RNA
sequencing on AGO2-RIP experiments.
Overall, the abundance of miRNAs on
AGO2 closely resembled the total pool
of cellular miRNAs (“input”; R2 = 0.91)
(Supplemental Fig. S5H), whereas some
specific miRNAs could be differentially
loaded, as recently reported (Flores et al.
2014). IsomiR distribution on AGO2
was very similar to the distribution of to-
tal RNA (input), confirming the enrich-
ment of trimmed and 3′-NT species
among “fast”miRNAs (Fig. 5I) and ruling
out the possibility that these modifica-
tions occur after the unloading of
miRNAs from AGO2. Of note, “fast”
miRNAs did not display a different abun-
dance on AGO2 and were not differently
loaded (AGO2/input ratio) compared
with other decay groups (Fig. 5J; Supple-
mental Fig. S5I), suggesting that the fast
decay is not due to poor loading on the
RISC complex.
Taken together, these results suggest
that enzymatic activities able to modify
miRNA 3′-ends are in place and mediate
miRNA degradation.
miRNA decay rate confers flexibility
to miRNA regulation particularly
in nondividing cells
We sought to verify the interplay between miRNA decay and tran-
scription, target abundance, and 3′-end modification during the
dynamic regulation of the miRNA pool in physiological processes,
such as serum stimulation of quiescent fibroblasts (Supplemental
Fig. S6A). Indeed, in this condition, a consistent change in gene
and miRNA expression occurs without cell division; thus,
miRNA dilution is negligible (α = 0). To minimize the effects of
cell density on miRNA processing (Hwang et al. 2009; Mori et al.
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2014), quiescent and serum-stimulated cells were kept at low den-
sity (<70%). We followed miRNA expression by small RNA se-
quencing for up to 12 h post serum stimulation, when DNA
synthesis starts (Supplemental Fig. S6B,C). We isolated a group
of serum-regulatedmiRNAs (N = 52) (Supplemental Table S5), con-
sistent with previous observations (Bueno et al. 2010; Rissland
et al. 2011), composed of a module of serum-induced miRNAs
(“UP”; N = 39) (Fig. 6A; Supplemental Fig. S6D) and of serum-re-
pressed miRNAs (“DOWN”; N = 13), whose down-regulation was
observed even when data were normalized for the increase in total
RNA levels induced by serum stimulation. Overall, the “DOWN”
group was completely depleted of “slow” miRNAs and signifi-
cantly enriched for “fast” miRNAs (Fig. 6B). This group also dis-
played substantially shorter half-lives (Fig. 6C, P < 0.01),
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Targets were further distinguished according to their complementarity to the miRNA 3′ end, as described in Figure 4, A and B.
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compatible with the kinetics of cell cycle re-entry. For some serum-
regulatedmiRNAs, we alsomeasured decay rates in quiescence and
observed values similar to those determined in growing cells
(Supplemental Fig. S6E,F), suggesting that, in this limited number
of cases, decay was not affected.
As miRNA degradation and “fast” decay are associated with
the accumulation of certain miRNA isoforms, we analyzed
isomiRs upon serum stimulation. We found a dynamic regulation
of tailing and trimming during the time course for serum-regulated
miRNAs, with a relative increase of both tailing and trimming for
“DOWN” miRNAs and a decrease in trimming among “UP”
miRNAs (Fig. 6D,E; Supplemental Fig. S6J). Inmany cases, the fluc-
tuations of tailed and trimmed forms were the mirror image of
miRNA regulation (templated forms) either for down- or up-regu-
lated species (Fig. 6F–I).
Our previous observations (see Fig. 3; Supplemental Fig. S3)
suggest that transcription plus decay mainly regulates changes in
the miRNA pool. We verified this hypothesis by calculating the
synthesis rate of pri-miRNAs along the time course by integrating
RNA-seq data on total and nascent RNA (with a short 4sU pulse of
10 min). Indeed, most of the changes in the miRNA pool could be
ascribed to concomitant coherent variations in the synthesis rate
of pri-miRNAs (Supplemental Fig. S6G,H; Supplemental Table
S5), although in some cases (five of 10), we observed down-regula-
tion with no evidence of a significant reduction in the transcrip-
tion rate (see also miR-30b in Fig. 6F). In the case of miR-155, an
“UP”miRNA, we observed a strong peak of transcriptional activa-
tion at 2 h post stimulation (Fig. 6G, bottom panel); afterward,
miR-155 levels decreased according to its intrinsic stability. Thus,
we could model miR-155 decay from 4 to 12 h, at the end of its
transcriptional activation, calculating a T1/2 of 10.5 h, in very
good agreement with the half-life measured by 4sU pulse-chase
(12.3 h) (Supplemental Table S1). Of interest, miR-155 is a “fast”
decaying miRNA, which our modeling (Fig. 3K; Supplemental
Fig. S3D) predicted would be involved in sharp and quickly regu-
lated mechanisms, such as the early serum response.
Finally, we analyzed the expression of miRNA TGs over the
time course by exploiting RNA-seq data. We observed a general in-
crease of targets with seed along the time course, which is indepen-
dent of the regulation of miRNAs by serum (“seed”) (Fig. 6J;
Supplemental Fig. S6I). However, when considering targets with
3′ compensatory binding, we observed an increase just for targets
of “DOWN” miRNAs (“3C.03” and “3C.05”) (Fig. 6J; Supplemen-
tal Fig. S6I). This was particularly evident for miR-30b and miR-
30c (two “DOWN” miRNAs), leading to a sudden increase in
TPM_3C soon after serum stimulation (Fig. 6K). These two
miRNAs are not transcriptionally repressed (Fig. 6F), supporting
the hypothesis that induction of high-complementary targets
might promote the clearance of certain miRNAs by TIMD.
Discussion
miRNA degradation dynamics are heterogeneous
Exploiting an approach that combines the metabolic labeling of
RNA with high-throughput sequencing, we measured the decay
rates of approximately 200 miRNAs in mammalian cells under
physiological conditions. While most miRNAs are, indeed, stable
molecules, with half-lives >24 h (“slow”miRNAs), as previously re-
ported (Krol et al. 2010b; Ruegger and Grosshans 2012), a consis-
tent number of miRNAs display shorter half-lives (<12 h; “fast”
miRNAs, N = 61). “Fast” miRNAs include not only “passenger”
miRNAs, which are poorly loaded onto AGO and thus quickly de-
graded (Guo et al. 2015), but also many “guide”miRNAs (N = 25),
including the few (i.e., miR-503) that were previously described as
having a rapid turnover (Krol et al. 2010a; Rissland et al. 2011).
Previous attempts to measure globally the degradation rates of
miRNAs relied on the use of inhibitors of miRNA transcription
or processing, which represent nonphysiological conditions under
which the assessment of “fast” turnover rates is arduous.More spe-
cifically, the block/loss of miRNA processing enzymes (i.e.,
DICER1) requires up to 3 d to be effective, a time frame in which
“fast” decaying miRNAs are cleared and just the “slow” species
are retained (Gantier et al. 2011). Conversely, the block of tran-
scription by the use of RNA Polymerase II inhibitors can be main-
tained for only a few hours before inducing toxic effects and, thus,
identifies just those miRNAs that are rapidly disappearing (the
“passenger” miRNAs) (Guo et al. 2015). Nonetheless, among the
“unstable” miRNA species found by such an approach, we found
enrichment of the “fast” species identified here (seven in the top
10% of unstable species) (shown in Supplemental Table S1).
Recently, an improved chemistry for 4sU labeling and isolation
has been developed and used to analyze RNA stability (including
miRNAs) by pulse labeling in HEK293T cells (Duffy et al. 2015).
Of note, two different behaviors of miRNA decay also emerged
by this approach (fast vs. slow), although the precise determina-
tion of miRNA degradation rates still requires more tailored meth-
odologies (i.e., pulse-chase) to minimize the effects of processing
on labeling efficiency (see Fig. 1E).
A more general question is whether miRNA half-lives are an
intrinsic feature or whether they can be regulated according to
the cellular context. We observed limited variations in miRNA
half-lives between quiescent versus proliferating cells and between
human versusmurine fibroblasts. In addition, our decay rates were
similar to thosemeasured by others in different systems (Krol et al.
2010a; Rissland et al. 2011). Nonetheless, we cannot exclude sig-
nificant changes inmiRNA stability in specific physiopathological
contexts, as observed for maternal miRNAs during embryogenesis
(Lee et al. 2014).
Impact of different biogenetic steps on the miRNA pool:
the role of transcription and decay
By use of multiple layers of genome-wide analysis, in particular,
ChIP-seq of histone marks and nascent RNA sequencing, we were
able to accurately define the genomic boundaries of miRNA tran-
scriptional units, an approach that could be applied to other cells
and conditions. Overall, we calculated the synthesis rates of ap-
proximately 100miRNAgenes. Thedynamic rangeof transcription
rates was wide (up to 500-fold) and correlated nicely with miRNA
levels, supporting thehypothesis thatmiRNAexpression is primar-
ily controlled at the transcription step. By considering the synthe-
sis and decay rates, we could reliably predict the abundance of
miRNAs in steady-state conditions. Our theoretical calculation as-
sumes that processing is much faster than cell division (k2 >> α), a
simplification that did not hold for complex miRNA clusters,
where processing efficiency plays an important role in dictating
the levels of each miRNA contained in the cluster. A paradigmatic
example is the miR-17-92 cluster, comprising six individual
miRNAs processedwith different efficiencies, despite being cotran-
scribed due to a particular tertiary structure of the pri-miRNA
(Chakraborty et al. 2012).Wehave to underline that low efficiency
maturation also affects half-life calculations bymetabolic labeling.
Indeed, we supposed a negligible production of mature miRNAs
from labeled precursors during the chase period, an assumption
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that might not be true for miRNAs with very low processing rates.
In such cases, the “apparent” half-life increases, and hence, the ac-
tual miRNA decay is faster than measured. More sophisticated ex-
perimental approaches are needed if we are to quantitatively and
globally measure miRNA maturation in mammalian cells.
Nonetheless, by modeling the kinetic parameters (k1, k2, k3,
and α) in a range compatible with experimental observations, we
highlighted the impact of different biosynthesis and degradation
rates on the regulation of miRNA within the cell. While transcrip-
tion primarily regulates the magnitude of miRNA expression, the
decay influences the dynamics of miRNA regulation: “Slow” de-
caying miRNAs can accumulate to high levels and are subjected
to fewer fluctuations; conversely, miRNAs with “fast” decay rates
can give rise to sharp and quick changes inmiRNA levels. This con-
tention implies that miRNAs with “fast” turnover should be in-
volved in specific physiological processes that require a rapid
change in miRNA levels. In our study, we showed that several of
the miRNAs that are rapidly repressed (<12 h) upon serum stimu-
lation of quiescent fibroblasts have a “fast” turnover. In addition,
miR-155 (another “fast” miRNA) displayed a spike of expression
during the early serum response. Other examples of biological pro-
cesses that require a relatively fast regulation ofmiRNAs can also be
found in the literature, with “fast” miRNAs implicated, such as
during developmental transitions (let-7b/c, miR-99, miR-100)
(Thornton et al. 2014), growth factor response (miR-320, miR-
155) (Avraham et al. 2010), and epithelial-mesenchymal transi-
tion (miR-335, miR-205) (Pencheva and Tavazoie 2013).
High complementary targets and enzymatic activities
are determinants of miRNA decay
Our analyses suggest that the ratio between high-affinity targets
and miRNA abundance (TPM) is an important determinant in
miRNA decay, in line with evidence from other groups claiming
a target-mediated mechanism that promotes miRNA degradation
(TIMD) (Baccarini et al. 2011; De et al. 2013; de la Mata et al.
2015). Such a mechanism has been associated with two condi-
tions: an extensive complementarity between the target and
miRNA, which promotes miRNA unloading (De et al. 2013), and
the induction of 3′-end nontemplated miRNA modifications
(Ameres et al. 2010; Baccarini et al. 2011; de la Mata et al. 2015).
Both of these conditions were found to be associated with “fast”
decaying miRNAs. “Fast” miRNAs were enriched in tailed and
trimmed variants, in particular, in adenylation and uridylation
modified variants (Fig. 5), and when the targets were selected on
the basis of 3′ complementarity (3C.03 or 3C.05), the association
of TPM with half-lives becamemuch stronger (Fig. 4). In addition,
“fast” and “slow”miRNAs displayed a similar number of seed-con-
taining targets (and target copies) in 3T9 cells, but different values
for targets with 3′ complementarity (Fig. 4D). Although these cor-
relations are strong, more direct evidence will be required to dem-
onstrate that the behavior of “fast” miRNAs depends on the level
of their 3′ complementary targets. Of note, several studies pointed
out the existence of a threshold in target repression that depends
on miRNA expression and target abundance (Mukherji et al.
2011; Mullokandov et al. 2012; Bosson et al. 2014), suggesting
that the activity of a miRNA on its target decreases sharply at
high TPM ratios.
A relevant implication of our study is the theoretical possibil-
ity to switch from “high” to “low” TPM and thusmodify the activ-
ity and the decay of miRNAs. However, the number of miRNA
targets is typically very high, and only a few of them are expressed
at hundreds of CPCs. Thus, it is very unlikely that TPM can be con-
sistently affected by altered expression of one or two TGs. Hence, a
better understanding of the role of competing endogenous RNAs
(ceRNAs) in miRNA mechanisms is urgently needed. We predict
such a phenomenon might take place only at high TPM, given
the preferential interaction of a miRNA with high-affinity targets
and the reduction of the effective target pool, as previously ob-
served (Bosson et al. 2014).
Overall, our study provides an integrated framework for the
quantitative analysis of miRNA biology, with ad hoc tools to assess
pri-miRNA transcription rates, miRNA turnover, structural hetero-
geneity (isomiRs), and activity on targets (TPM). By monitoring
simultaneously and quantitatively these intertwined features, we
obtained important insights into the dynamics ofmiRNA function
and regulation. We now need to extend this kind of approach to
other (physiological and pathological) systems and to include
missing regulatory mechanisms (such as processing, subcellular
compartmentalization, enzymatic activities). We expect that
with such an integrated and quantitative framework, we will
achieve a deeper understanding of the regulatory circuitries con-
trolling miRNA concentration and, more importantly, activity.
Methods
4sU labeling
4sU (Sigma catalog no. T4509) was added to culture medium at a
final concentration of 300 μM. Cells were pulsed for 3 h and sub-
sequently chased with 1 mM uridine (Sigma catalog no U3003).
For continuous labeling experiments, cells were treated with 4sU
(300 μM) for increasing lengths of time (15 min, 30 min,
45 min, 60 min, 120 min, 180 min). Total RNA was extracted at
each time point by the miRNeasy mini kit (Qiagen catalog no.
217004), according to the manufacturer’s instructions, including
the recommended DNase I digestion. Separation of 4sU-labeled
newly synthesized RNA from nonlabeled pre-existing RNA was
performed as previously described (Rabani et al. 2011) with minor
modifications (see Supplemental Material).
Determination of miRNA half-lives
For mRNA and pri-miRNAs, half-lives (T1/2) were calculated indi-
rectly by the “pulse labeling” method, measuring the ratio (R) of
newly transcribed RNA (labeled) over total RNA (Dolken et al.
2008), according to the following equation:
T1/2 (h) = Labeling Time(h) × ln(2)ln(1− R) .
For miRNAs, half-lives (T1/2) were calculated by pulse-chase, mea-
suring the decay of labeled RNA species during the chasing time.
For genome-wide analysis of miRNA half-life, three independent
pulse-chase experiments were used (decay data set). The decay
data set (normalized and background subtracted) (Supplemental
Material) was imported in GraphPad Prism 6, and half-lives were
modeled by a one-phase exponential decay, with a plateau fixed
to a constant value of zero and a fitting method based on least
squares. In the fitting, the replicate values at each time point (N
= 3) were averaged. The simple one-phase decay was compared
with a two-phase decay, whichwould imply the existence of differ-
ent miRNA pools with specific decay rates (e.g., miRNA unloaded
and loaded on AGO2). The extra sum-of-squares F-test was used
to select the best model. We preferred the simpler model unless
the P-value was <0.05. “Fast” and “slow” classes were defined as
follows: “fast,” T1/2ave < 14 h with T1/2max < 20 h; “slow,” T1/2ave
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> 24 h with T1/2min > 15 h. Half-lives and confidence intervals are
reported in Supplemental Table S1.
Statistical analysis
Analyses (Oneway, Scatter Plot, Contingency) and statistics were
produced using JMP 10 (SAS) software. Microsoft Excel was used
to generate bar graphs with average and SD of repeated experi-
ments. Thenumber of replicates and the statistical tests used are in-
dicated in the figure legends. Heat-maps were generated by Java
TreeView software (http://jtreeview.sourceforge.net) for Mac OSX.
Data access
The small-RNA-seq data sets from this study have been submitted
to the NCBI Gene Expression Omnibus (GEO; http://www.ncbi.
nlm.nih.gov/geo/) under accession numberGSE72656 for the “de-
cay data set” and under accession number GSE72655 for the “se-
rum-stimulation data set.”
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