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ON ORDERED RAMSEY NUMBERS OF
BOUNDED-DEGREE GRAPHS
MARTIN BALKO, VÍT JELÍNEK, AND PAVEL VALTR
Abstract. An ordered graph is a pair G = (G,≺) where G is a graph and ≺ is a total
ordering of its vertices. The ordered Ramsey number R(G) is the minimum number N such
that every 2-coloring of the edges of the ordered complete graph on N vertices contains a
monochromatic copy of G.
We show that for every integer d ≥ 3, almost every d-regular graph G satisfies R(G) ≥
n3/2−1/d
4 logn log logn for every ordering G of G. In particular, there are 3-regular graphs G on n
vertices for which the numbers R(G) are superlinear in n, regardless of the ordering G of G.
This solves a problem of Conlon, Fox, Lee, and Sudakov.
On the other hand, we prove that every graph G on n vertices with maximum degree 2
admits an ordering G of G such that R(G) is linear in n.
We also show that almost every ordered matchingM with n vertices and with interval
chromatic number two satisfies R(M) ≥ cn2/ log2 n for some absolute constant c.
1. Introduction
Let G be a graph and let V (G) and E(G) be the set of vertices and edges of G, respectively.
The Ramsey number of a graph G, denoted by R(G), is the minimum integer N such that every
2-coloring of the edges of the complete graph KN on N vertices contains a monochromatic
copy of G as a subgraph. By Ramsey’s theorem [10], the number R(G) is finite for every graph
G.
An ordered graph is a pair G = (G,≺) where ≺ is a total ordering of V (G). We call G an
ordering of G. The vertices of G are vertices of G and, similarly, the edges of G are edges of G.
We say that two ordered graphs G = (G,≺1) and H = (H,≺2) are isomorphic if the graphs G
and H are isomorphic via a one-to-one correspondence g : V (G)→ V (H) that preserves the
orderings. That is, we have u ≺1 v ⇔ g(u) ≺2 g(v) for all u, v ∈ V (G). Note that, for every
positive integer n, there is only one ordered complete graph on n vertices up to isomorphism.
We use Kn to denote such ordered complete graph. An ordered graph G = (G,≺1) is an
ordered subgraph of an ordered graph H = (H,≺2), written G ⊆ H, if G is a subgraph of H
and ≺1 is a suborder of ≺2.
Recently, an analogue of Ramsey numbers for general ordered graphs has been introduced [1,
2, 5] (see also Section 3.7 in [6]). The ordered Ramsey number R(G) of G is the minimum
integer N such that every 2-coloring of the edges of KN contains a monochromatic ordered
subgraph that is isomorphic to G. In this paper, we use the shorter term coloring of an ordered
graph G = (G,≺) to denote a 2-coloring of the edges of G.
Obviously, we have R(G) ≤ R(G) for every ordering G of G and R(Kn) = R(Kn) for every
positive integer n. Since every ordered graph G on n vertices is an ordered subgraph of Kn, we
have R(G) ≤ R(Kn). It follows that the number R(G) is finite for every ordered graph G. A
classical result of Erdős [7] gives R(Kn) ≤ 22n. Thus the number R(G) is at most exponential
in n for every ordered graph G on n vertices.
In the following, we omit the ceiling and floor signs whenever they are not crucial. All
logarithms in this paper are base 2.
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2. Previous results
For a graph G and its ordering G, there might be a substantial difference between R(G)
and R(G). For a graph G, we define
min R(G) := min{R(G) : G is an ordering of G},
max R(G) := max{R(G) : G is an ordering of G}.
By the definitions, for every graph G on n vertices and for every ordering G of G,
R(G) ≤ min R(G) ≤ R(G) ≤ max R(G) ≤ R(Kn) = R(Kn).
In the 1980s, Chvátal, Rödl, Szemerédi, and Trotter [4] showed that the Ramsey number
R(G) of every n-vertex graph G of constant maximum degree is linear in n. In contrast, Balko,
Cibulka, Král, and Kynčl [1] and, independently, Conlon, Fox, Lee, and Sudakov [5] recently
showed that there are ordered matchingsMn on n vertices with R(Mn) superpolynomial in n.
Theorem 2.1 ([1, 5]). There is a constant C > 0 such that for every even n ≥ 4,
max R(Mn) ≥ nlogn/C log logn,
where Mn is a perfect matching (that is, a 1-regular graph) on n vertices.
In fact, Conlon et al. [5] showed that this lower bound is true for almost every ordered
matching on n vertices.
A subset I of vertices of an ordered graph G = (G,≺) is an interval if for every pair u, v
of vertices of I with u ≺ v, every vertex w of G satisfying u ≺ w ≺ v is contained in I. The
following notion is strongly related to the growth rate of ordered Ramsey numbers, as we will
see later. The interval chromatic number of an ordered graph G is the minimum number of
intervals the vertex set of G can be partitioned into such that there is no edge between vertices
of the same interval.
We say that a sequence of pairwise disjoint intervals (I1, . . . , Im) in G is order-obeying, if
u ≺ v for all u ∈ Ii, v ∈ Ii+1, and i ∈ [m − 1]. That is, Ii is to the left of Ii+1 for every
i ∈ [m− 1].
Balko et al. [1] and Conlon et al. [5] independently showed that for every n-vertex or-
dered graph G of bounded degeneracy and bounded interval chromatic number the ordered
Ramsey number R(G) is at most polynomial in the number of vertices of G. The bound by
Conlon et al. [5] is stronger and we state it as the following theorem.
Theorem 2.2 ([5]). Every d-degenerate ordered graph G with n vertices and with the interval
chromatic number χ satisfies
R(G) ≤ n32d logχ.
The following result of Conlon et al. [5] shows that restricting the interval chromatic number
does not necessarily force the ordered Ramsey numbers to be linear in the number of vertices.
Theorem 2.3 ([5]). There is a constant C > 0 such that for all n there is an ordered matching
M2n of interval chromatic number two with 2n vertices satisfying
R(M2n) ≥ Cn
2
log2 n log logn
.
Conlon et al. [5] proved this result using the well-known Van der Corput sequence. Some
applications of this sequence appear in the discrepancy theory [9].
Using an elementary argument (see [5]), it can be shown that every ordered matching
M2n with 2n vertices and with interval chromatic number two satisfies R(M2n) ≤ 2n2.
Asymptotically, this is the best known upper bound on R(M2n). It would be interesting to
close this gap [5, Problem 6.3].
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By the result of Conlon et al. [5] mentioned below Theorem 2.1, the ordered Ramsey number
of almost every ordered matching is superpolynomial in the number of vertices. In contrast,
it is not difficult to find an ordered matchingM on 2n vertices with R(M) only linear in n.
An example is the ordered matchingM2n on [2n] := {1, . . . , 2n} with edges {i, 2n+ 1− i} for
i = 1, . . . , n; see part a) of Figure 1. Another example is the ordered matchingM′2n sketched
in part b) of Figure 1. The simple fact that R(M2n),R(M′2n) ≤ 4n− 2 can be proved easily
using the pigeonhole principle.
b)a)
. . .
M′2n
. . . . . .
M2n
Figure 1. Two orderings of 1-regular graphs with the ordered Ramsey number
linear in the number of vertices.
In particular, it follows that every graph G with maximum degree 1 satisfies min R(G) ≤
4n− 2. It is a natural question whether for every fixed positive integer ∆ there is a constant
c∆ such that min R(G) ≤ c∆n holds for every graph G on n vertices with maximum degree ∆.
Conlon et al. [5] consider this to be unlikely and pose the following problem.
Problem 2.4 ([5, Problem 6.7]). Do random 3-regular graphs have superlinear ordered Ramsey
numbers for all orderings?
3. Our results
As our first main result, we give an affirmative answer to Problem 2.4. In fact, we solve the
problem in a slightly more general setting, by extending the concept of d-regular graphs to
non-integral values of d. For a real number ρ > 0 and a positive integer n with dρne even, we
say that a graph G on n vertices is ρ-regular, if every vertex of G has degree bρc or dρe and
the total number of edges of G is dρne/2.
Note that when ρ is an integer, the above definition coincides exactly with the standard
notion of regular graphs. We let G(ρ, n) denote the random ρ-regular graph on n vertices
drawn uniformly and independently from the set of all ρ-regular graphs on the vertex set [n].
The graph G(ρ, n) satisfies an event A asymptotically almost surely if the probability that
A holds tends to 1 as n goes to infinity.
We may now state our first main result. Part (i) in it shows that random ρ-regular graphs
have superlinear minimum ordered numbers for any fixed real number ρ > 2, and part (ii) in
it shows that there are actually “almost 2-regular” graphs with superlinear minimum ordered
Ramsey numbers.
Theorem 3.1.
(i) For every fixed real number ρ > 2, asymptotically almost surely
min R(G(ρ, n)) ≥ n
3/2−1/ρ
4 logn log logn.
In particular, almost every 3-regular n-vertex graph G satisfies
min R(G) ≥ n7/6/(4 logn log logn),
(ii) Asymptotically almost surely,
min R
(
G
(
2 + 9 log lognlogn , n
))
≥ n logn2 log logn.
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In contrast to this result, we show that the trivial linear lower bound is asymptotically the
best possible for graphs of maximum degree two.
Theorem 3.2. There is an absolute constant C such that for every graph G on n vertices
with maximum degree 2, min R(G) ≤ Cn.
In fact, the following stronger Turán-type statement is true when G is bipartite.
Theorem 3.3. For every real ε > 0, there is a constant C(ε) such that, for every integer n,
every bipartite graph G on n vertices with maximum degree 2 admits an ordering G of G that
is contained in every ordered graph with N := C(ε)n vertices and with at least εN2 edges.
We note that no such Turán-type statement is true for a 2-regular graph G that is not
bipartite, since then G contains an odd cycle and thus no ordering of such a graph is contained
in any ordering of the complete bipartite graph KN/2,N/2 with N2/4 edges.
For the multi-colored case, perhaps the following result, which is in similar spirit as
Theorem 3.3, might be true. For every graph G on n vertices with maximum degree 2 and
for every ε > 0, there is a constant C(ε) > 0 such that every ordered graph on N := C(ε)n
vertices with at least εN3 copies of K3 contains some ordering of G as an ordered subgraph.
If true, such a statement would immediately imply a version of Theorem 3.2 for any bounded
number of colors.
For the upper bounds in the case of larger maximum degree, a simple corollary of Theorem 2.2,
states that every graph G on n vertices with constant maximum degree ∆ admits an ordering
G with R(G) polynomial in n. To obtain such a bound, it suffices to consider a proper coloring
of V (G) with ∆ + 1 colors and order G by placing the ∆ + 1 color classes as ∆ + 1 disjoint
intervals. The interval chromatic number of the resulting ordering is then ∆ + 1 and we obtain
the following bound from Theorem 3.1 in [5].
Corollary 3.4. For a positive integer ∆, every graph G with n vertices and with maximum
degree ∆ satisfies min R(G) ≤ O(n(∆+1)dlog(∆+1)e+1).
Note that the gap between the upper bounds from Corollary 3.4 and the lower bounds from
Theorem 3.1 is rather large. It would be interesting to close it at least for ∆ = 3.
For a positive integer n, the random n-permutation is a permutation of the set [n] chosen
independently uniformly at random from the set of all n! permutations of the set [n].
For a positive integer n and the random n-permutation pi, the random ordered n-matching
M(pi) is the ordered matching with the vertex set [2n] and with edges {i, n+ pi(i)} for every
i ∈ [n]. Note that the interval chromatic number of every random ordered n-matching is two.
The random ordered n-matching satisfies an event A asymptotically almost surely if the
probability that A holds tends to 1 as n goes to infinity.
As our last main result, we show an improved lower bound on ordered Ramsey numbers of
ordered matchings with interval chromatic number two, which is a step towards answering
Problem 6.3 in [5]. We improve the bound of Conlon et al. [5] from Theorem 2.3 by eliminating
the (log logn)-factor in the denominator.
Theorem 3.5. There is a constant C > 0 such that the random ordered n-matching M(pi)
asymptotically almost surely satisfies
R(M(pi)) ≥ C
(
n
logn
)2
.
This result has an immediate corollary to a certain Ramsey-type problem for {0, 1}-matrices.
A {0, 1}-matrix B is contained in a {0, 1}-matrix A if B can be obtained from A by deleting
some rows and columns and by replacing some 1-entries by 0. For a {0, 1}-matrix A, we let A
denote the matrix obtained from A by replacing 1-entries by 0 and 0-entries by 1.
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Theorem 3.5 implies that there is an n×n permutation matrix P and a matrix A ∈ {0, 1}N×N
with N := Ω(n2/ log2 n) such that neither A nor A contains P . Using a similar argument
as for ordered matchings [5], it is possible to show that every n × n permutation matrix is
contained in A or A for every n2 × n2 {0, 1}-matrix A.
4. Large ordered Ramsey numbers for all orderings of regular graphs
Here we prove Theorem 3.1 by showing that, asymptotically almost surely, random ρ-regular
graphs have superlinear ordered Ramsey numbers for all orderings. The main ingredient of
the proof is the following technical result.
Theorem 4.1. Let {εn}n≥1, {ζn}n≥1, and {ρn}n≥1 be sequences of real numbers satisfying
these constraints:
• 0 < εn and 0 < ζn = o(1) for every n large enough,
• there is a constant C such that 1 ≤ ρn ≤ C for all n,
• limn→∞
(
( 12 − εn)ρn − ζn − 1
)
n logn =∞.
Then asymptotically almost surely,
min R(G(ρn, n)) ≥ ζnn
1+εn
2 log (1/ζn)
.
We first show how Theorem 3.1 follows from Theorem 4.1. (i) For every n ≥ 2, let ρn := ρ,
εn := 1/2− 1/ρ− 1/ logn, and ζn := 1/ logn. Since ρ > 2, we have 0 < εn for n large enough,
and the remaining assumptions of Theorem 4.1 are satisfied as well. Part (i) then follows
directly from Theorem 4.1.
(ii) It suffices to set ρn := 2+ 9 log lognlogn , εn :=
2 log logn
logn , and ζn :=
1
logn and apply Theorem 4.1.
The assumptions of Theorem 4.1 are satisfied, since
(1/2− εn)ρn − ζn − 1 = 9 log logn2 logn −
4 log logn
logn − 18
(
log logn
logn
)2
− 1logn
= log logn2 logn −O
(
1
logn
)
.
Part (ii) follows.
In the rest of the section, we prove Theorem 4.1. If A and B are subsets of the vertex set
of a graph G, then we use eG(A,B) to denote the number of edges that have one vertex in
A and one vertex in B. In particular, eG(A,A) is the number of edges of the subgraph G[A]
of G induced by A. A similar notation, eG(A,B) = eG(A,B), is used for an ordered graph
G = (G,≺) and two subsets A and B of its vertices.
Lemma 4.2. Let M,n, s, t be positive integers with M ≤ (t2)+ t and let ρ > 0 and δ > 0 be
real numbers such that dρne is even and
(1) tn ·
(
t2
M
)
·
(
s2M
dρne/2
)
< δD
where D is the number of ρ-regular graphs on [n]. Then, with probability at least 1− δ, the
graph G(ρ, n) satisfies the following statement: for every partition of V (G(ρ, n)) into sets
X1, . . . , Xt, each of size at most s, there are more than M pairs (Xi, Xj) with 1 ≤ i ≤ j ≤ t
and eG(ρ,n)(Xi, Xj) > 0.
Proof. Let X1, . . . , Xt be a partition of the set [n] such that Xi contains at most s elements
for every 1 ≤ i ≤ t. Let S be a set of M pairs (Xi, Xj) for some 1 ≤ i ≤ j ≤ t. We let h
denote the number of graphs H on [n] with dρne/2 edges such that eH(Xi, Xj) = 0 for every
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pair (Xi, Xj) with 1 ≤ i ≤ j ≤ t that is not contained in S. Since the size of every Xi is at
most s, we have
h ≤
(
s2M
dρne/2
)
.
Since every ρ-regular graph on n vertices contains dρne/2 edges, the probability that there are
no edges of G(ρ, n) between Xi and Xj for every (Xi, Xj) /∈ S is at most h/D.
The number of partitions X1, . . . , Xt of [n] is at most tn. The number of choices for the
set S is at most
((t2)+t
M
) ≤ (t2M). Altogether, the expected number of partitions of [n] into
sets X1, . . . , Xt of size at most s with at most M pairs (Xi, Xj), 1 ≤ i ≤ j ≤ t, that satisfy
eG(ρ,n)(Xi, Xj) > 0 is at most
tn
D
·
(
t2
M
)
·
(
s2M
dρne/2
)
.
By our assumption this term is bounded from above by δ. By Markov’s inequality, the
probability that G(ρ, n) satisfies the statement from the lemma is at least 1− δ. 
Bender and Canfield [3] and independently Wormald [13] showed that the number D of
d-regular graphs on n vertices satisfies
D = (1 + o(1)) (dn)!
2 dn2
(
dn
2
)
!(d!)n
exp
(
1− d2
4
)
for a fixed integer d and a sufficiently large n such that dn is even. Bender and Canfield [3] also
proved an asymptotic formula for the number of labeled graphs with a given degree sequence.
In the case of ρ-regular graphs, their result gives the following estimate.
Corollary 4.3 ([3, Theorems 1 and 2]). For a real number ρ ≥ 2 with dρne even, the number
of ρ-regular graphs with the vertex set [n], for n sufficiently large, is at least
dρne!
2dρne/2
(
dρne
2
)
!(d!)n(d+ 1)dγneed2
,
where d := bρc and γ := ρ− d ∈ [0, 1).
Proof of Theorem 4.1. Let εn, ζn, and ρn be sequences satisfying the assumptions of the
theorem. Note that these assumptions imply εn < 1/2 for a sufficiently large n. We may also
assume ζn = ω(1/nn), as otherwise the statement is trivial. We set m := dρnne. That is, m
is the sum of degrees of every ρn-regular graph on n vertices.
We set M := ζnn, s := nεn , t := ζnn2 log (1/ζn) , and δ := 2
(ρn(εn−1/2)+1+ζn)n logn. Note that by
our assumptions on εn, ζn, and ρn, the value of δ tends to zero as n goes to infinity. We show
that the parameters δ,M, n, s, t satisfy (1).
By Corollary 4.3, the number D of ρn-regular graphs on n vertices is asymptotically at least
m!
2m2
(
m
2
)
!(dn!)n(dn + 1)dγnneed2n
,
where dn := bρnc and γn := ρn − dn.
Recalling that the sequence dn is bounded, and using the estimate (k/e)k ≤ k! ≤ kk for a
positive integer k, we obtain that D is at least(
m
e
)m
2m/2
(
m
2
)m/2
ddnnn (dn + 1)dγnneed2n
>
mm/2
2O(n) .
By the choice of M, s, t and by D > mm/22O(n) , the left side of (1) divided by D is at most
2O(n)
mm/2
(
ζnn
2 log (1/ζn)
)n
·
(( ζnn
2 log (1/ζn)
)2
ζnn
)
·
(
ζnn
2εn+1
m/2
)
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for n sufficiently large. Applying the estimates ζn = o(1) and
(
a
b
) ≤ ( eab )b, we bound this term
from above by
1
mm/2
· nn ·
(
eζnn
4 log2 (1/ζn)
)ζnn
·
(
2eζnn2εn+1
m
)m/2
for n sufficiently large. Using elementary calculations, we see that for n large enough, this is
less than
n−m/2+n+ζnn+(2εn+1)m/2−m/2 ≤ 2(−ρn+1+ζn+(εn+1/2)ρn)n logn
= 2(ρn(εn−1/2)+1+ζn)n logn
= δ.
The inequality follows from m = dρnne and εn < 1/2. We also have M ≤
(
t
2
)
+ t due to
ζn = ω(1/nn) and n < 1/2. That is, the assumptions of Lemma 4.2 are satisfied. Since δ
tends to zero as n goes to infinity, the statement of the lemma holds asymptotically almost
surely for this choice of δ, M , s, t.
Let R be the ordered complete graph with loops and with the vertex set [t]. Let χ be a
coloring of R that assigns either a red or a blue color to every edge of R independently at
random with probability 1/2. Let (I1, . . . , It) be a partition of the vertex set of Kst into an
order-obeying collection intervals, each of size s. We define the coloring χ′ of Kst such that
the color χ′(e) of an edge e of Kst is χ({i, j}) if one vertex of e lies in Ii and the other one in
Ij . Note that, since R contains loops, every edge of Kst receives some color via χ′.
By Lemma 4.2, asymptotically almost surely, there are more than M pairs (Xi, Xj) with
1 ≤ i ≤ j ≤ t and eG(ρn,n)(Xi, Xj) > 0 in every partition of V (G(ρn, n)) into sets X1, . . . , Xt
of size at most s. We show that if G(ρn, n) satisfies this condition, then we have R(G) ≥ st for
every ordering G of G(ρn, n).
Let G be an arbitrary ordering of G(ρn, n). We show that the probability that there is a
red copy of G in χ′ is less than 1/2. Suppose there is a red copy G0 of G in χ′. For i = 1, . . . , t,
let Ji := V (G0) ∩ Ii. Then J1, . . . , Jt induces a partition of the vertices of G into t (possibly
empty) intervals of size at most s. The number of such partitions of G is at most(
n+ t− 1
t− 1
)
≤
(
e(n+ t− 1)
t− 1
)t−1
≤
(
3n
t
)t
=
(
6 log (1/ζn)
ζn
)t
< 22t log (1/ζn),
where the last inequality follows from ζn = o(1), as then 6 log (1/ζn) < 1/ζn.
By Lemma 4.2, there are more than M pairs (Ji, Jj) with 1 ≤ i ≤ j ≤ t and eG0(Ji, Jj) > 0.
From the choice of χ′, the red copy G0 corresponds to an ordered subgraph H of R with more
than M edges that are all red in χ. Such ordered graph H appears in R with probability at
most 2−M−1.
The edges of H are determined by the partition J1, . . . , Jt of G. Thus, by the union bound,
the probability that there is a red copy of G in χ′ is less than
22t log (1/ζn) · 2−M−1 = 2ζnn−ζnn−1 = 1/2.
From symmetry, the probability that there is a blue copy of G in χ′ is less than 1/2. Thus
the probability that χ′ contains no monochromatic copy of G is positive. It follows that there
is a coloring of Kst with no monochromatic copy of G and we have R(G) ≥ st.
Since G is an arbitrary ordering of G(ρn, n), we obtain that asymptotically almost surely
the graph G(ρn, n) satisfies min R(G(ρn, n)) ≥ st. 
5. A linear upper bound for graphs of maximum degree two
In this section, we prove Theorem 3.2, which says that every graph on n vertices with
maximum degree 2 can be ordered in such a way that the corresponding ordered Ramsey
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number is linear in n. We also prove a stronger Turán-type statement, Theorem 3.3, for
bipartite graphs of maximum degree 2. Since every graph of maximum degree two is a union of
vertex disjoint paths, cycles, and isolated vertices, it suffices to prove these results for 2-regular
graphs. We make no serious effort to optimize the constants.
Every 2-regular graph G is a union of pairwise vertex disjoint cycles. Thus a first idea
how to prove Theorem 3.2 might be to find an ordering of every cycle Ck with the ordered
Ramsey number linear in k and then place these ordered cycles next to each other into disjoint
intervals. However, this attempt fails in general, as shown by the following example.
Let G be such ordering of a 2-regular graph that consists of the cycle Cn/3 and 2n/9 copies
of C3. Let N := (n/3− 1)4n/9 and let χ be the following coloring of KN . Partition the vertex
set of KN into intervals I1, . . . , I4n/9 of size n/3− 1 and color all edges between vertices from
the same interval Ii blue. Then color all remaining edges red. The coloring χ contains no blue
copy of G, as the longest cycle Cn/3 has more vertices than any interval Ii. There is also no
red copy of G in χ, as no two vertices of any red ordered 3-cycle are in the same interval Ii.
Altogether, we have R(G) ≥ Ω(n2).
Our approach in the proofs of Theorems 3.2 and 3.3 is based on so-called alternating paths.
Let v1, . . . , vn be the vertices of the n-vertex path Pn in the order as they appear along the path.
The alternating path Pn = (Pn,≺) is the ordering of Pn where v1 ≺ v3 ≺ v5 ≺ · · · ≺ vn ≺
vn−1 ≺ vn−3 ≺ · · · ≺ v2 for n odd and v1 ≺ v3 ≺ v5 ≺ · · · ≺ vn−1 ≺ vn ≺ vn−2 ≺ · · · ≺ v2 for
n even. See part a) of Figure 2.
a) b)
Figure 2. a) The alternating path P7. b) The ordered graph K4,3.
This ordering of a path is a key ingredient in the proofs of Theorems 3.2 and 3.3.
Balko et al. [1] showed that the ordered Ramsey number of the alternating path Pn is
linear in n. Here we prove the following stronger Turán-type result.
Lemma 5.1. Let ε > 0 be a real constant. Then, for every integer n, every ordered graph on
N ≥ n/ε vertices with at least εN2 edges contains Pn as an ordered subgraph.
Proof. For a given ε > 0, let H = (H,≺) be an ordered graph on N ≥ n/ε vertices with at
least εN2 edges. Without loss of generality, we assume that the vertex set of H is [N ].
For a vertex v of H, the leftmost neighbor of v in H is the minimum from {u ∈ V (H) : u ≺
v, {u, v} ∈ E(H)}, if it exists. The rightmost neighbor of v in H is the maximum from
{u ∈ V (H) : v ≺ u, {u, v} ∈ E(H)}, if it exists.
We consider the following process of removing edges of H that proceeds in steps 1, . . . , n− 2.
In every odd step of the process, we remove edges {u, v} for every vertex v of H such that u is
the leftmost neighbor of v (if it exists). In every even step, we remove edges {u, v} for every
vertex v of H such that u is the rightmost neighbor of v (if it exists). Clearly, we remove at
most N edges of H in every step. In total, we remove at most (n− 2)N edges of H once the
process is finished.
From the choice of N , we have εN2 ≥ nN > (n− 2)N and thus there is at least one edge
{vn−1, vn} of H that we did not remove. Without loss of generality we assume that vn ≺ vn−1
for n odd and vn−1 ≺ vn for n even.
We now follow the process of removing the edges of H backwards and we construct the
alternating path Pn on vertices v1, . . . , vn. For i = n− 2, . . . , 1, we let vi be the vertex that
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was removed in the ith step of the removing process as a neighbor of vi+1. If there is no
such vertex vi, then we would remove the edge {vi+1, vi+2} in the ith step of the removing
process, which is impossible. Consequently, the construction of Pn stops at v1 and we obtain
an alternating path on n vertices as an ordered subgraph of H. 
Corollary 5.2. Let ε > 0 be a real constant. Then, for every integer n, every ordered graph
on N ≥ 2n/ε vertices with at least εN2 edges containsM2n as an ordered subgraph.
Proof. This follows easily from Lemma 5.1, asM2n is an ordered subgraph of P2n. 
For positive integers r and s, let Kr,s be the (unique up to isomorphism) ordering of Kr,s,
in which the color classes of Kr,s form two disjoint intervals such that the interval of size r is
to the left of the interval of size s. See part b) of Figure 2.
For positive integers k and n, we use Pkn to denote the ordered graph that is obtained from
the alternating path on n vertices by replacing every edge with a copy of Kk,k. Formally, let
Pn be the alternating path with the vertex set [n] and let (B1, . . . , Bn) be a sequence of n
intervals of size k listed from left to right. Then ∪ki=1Bi is the vertex set of Pkn and a pair
{u, v} with u ∈ Bi and v ∈ Bj is an edge of Pkn if and only if {i, j} is an edge of Pn. See
Figure 3 for an illustration. We call the ordered graph Pkn the k-blow-up of Pn and the intervals
B1, . . . , Bn are called the blocks of Pkn. Note that Pkn has kn vertices and that P1n = Pn.
P25
B1 B2 B3 B4 B5
Figure 3. The 2-blow-up P25 of P5.
If H is an ordered graph with the vertex set partitioned into an order-obeying sequence of
intervals I1, . . . , Im, then we say that Pkn is an ordered subgraph of H respecting the partitioning
I1, . . . , Im if Pkn ⊆ H, every block of Pkn is contained in some interval Ii, and no two blocks of
Pkn are contained in the same interval Ii.
The following result is a variant of Lemma 5.1 for k-blow-ups of Pn.
Lemma 5.3. Let ε > 0 be a real constant and let k and d ≥ k(2/ε)k be positive integers.
Then, for every integer n, every ordered graph H with N ≥ 2d2k+1ε−1n vertices partitioned
into an order-obeying sequence of intervals I1, . . . , IN/d, each of size d, and with at least εN2
edges contains Pkn as an ordered subgraph respecting the partitioning I1, . . . , IN/d.
Proof. For integers k and m ≥ k, the Kővári–Sós–Turán Theorem [8] says that every bipartite
graph with color classes of size m, which contains no Kk,k as a subgraph, has fewer than
k1/km2−1/k + km ≤ 2k1/km2−1/k edges. Since the ordering Km,m of Km,m is uniquely
determined up to isomorphism, we see that the Kővári–Sós–Turán theorem is true in the
ordered setting. That is, every ordered graph, which is contained in Km,m and which contains
no Kk,k as an ordered subgraph, has fewer than 2k1/km2−1/k edges.
Let H be an ordered graph on N ≥ 2d2k+1ε−1n vertices partitioned into an order-obeying
sequence of intervals (I1, . . . , IN/d), each of size d, and with at least εN2 edges.
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There are at least εN22d2 pairs {i, j} ∈
([N/d]
2
)
with eH(Ii, Ij) ≥ 2k1/kd2−1/k. Otherwise there
are fewer than
N
d
(
d
2
)
+ (1− ε)
(
N/d
2
)
· 2k1/kd2−1/k + εN
2
2d2 · d
2
≤ N
2
2d2 · 2k
1/kd2−1/k + εN
2
2d2 · d
2 = εN2
(
1
ε
(
k
d
)1/k
+ 12
)
≤ εN2
edges in H, which contradicts our assumptions. The last inequality follows from d ≥ k(2/ε)k.
By the Kővári–Sós–Turán Theorem, there are at least εN22d2 pairs {Ii, Ij} that induce a copy of
Kk,k in H.
Let R be an ordered graph with the vertex set [N/d] such that {i, j} is an edge of R if and
only if there is a copy of Kk,k in H with one part in Ii and the other one in Ij . For every edge
{i, j} of R, we fix one such copy K of Kk,k and say that K represents the edge {i, j}. The type
of the left color class of K is the image of the left color class of K via the bijective mapping
Ii → [d] that preserves the ordering of Ii. Similarly, the type of the right color class of K is the
image of the right color class via the bijective mapping Ij → [d] that preserves the ordering
of Ij .
We know that R contains at least εN22d2 edges. Let T be a set of all pairs (A,B) of k-tuples
A,B ∈ ([d]k ). Note that the size of T is (dk)2 ≤ d2k. We assign a pair (A,B) to every edge
{i, j} of R if the type of the left and the right color class of the copy of Kk,k that represents
{i, j} is A and B, respectively. By the pigeonhole principle there are at least εN22d2k+2 edges of
R with the same pair (A0, B0).
Let R′ be the ordered subgraph of R consisting of edges that were assigned the pair
(A0, B0). By our observations, R′ contains N/d vertices and at least ε2d2k (Nd )2 edges. Since
N/d ≥ 2d2kε−1n, Lemma 5.1 implies that Pn is an ordered subgraph of R′. This alternating
path corresponds to a monochromatic copy of Pn in R. It follows from the construction of R
that Pkn is an ordered subgraph of H respecting the partitioning I1, . . . , IN/d. 
We now introduce orderings of cycles that we use in the proofs of Theorems 3.2 and 3.3.
The final ordering of a given 2-regular graph will be obtained by constructing a union of these
ordered cycles. For a positive integer n, let Pn = (Pn,≺) be the alternating path on vertices
u1 ≺ · · · ≺ un.
For n ≥ 3, the even alternating cycle C2n−2 = (C2n−2, <) is obtained from Pn as follows.
First, for every i ∈ [n] \ {1, dn+12 e}, we replace each vertex ui with two vertices vi < wi.
For i ∈ {1, dn+12 e}, we set vi := ui and wi := ui. Then, for every edge {ui, uj} of Pn, we
place edges {vi, wj} and {wi, vj} into C2n−2. The blocks of C2n−2 are the sets {vi, wi} for
i = 1, . . . , n. The edge that contains the (n− 1)th and the nth vertex of C2n−2 is the inner
edge of C2n−2. See part a) of Figure 4.
For n ≥ 1, the odd alternating cycle C2n+1 = (C2n+1, <) is constructed similarly. For every
i ∈ [n] \ {dn+12 e}, we replace each vertex ui with two vertices vi < wi. For i = dn+12 e we set
vi := ui and wi := ui. Then we place edges {vi, wj} and {wi, vj} for every edge {ui, uj} of Pn.
Additionally, we insert two new vertices v0 < w0 to the left of v1 and add edges {v0, w0},
{v0, w1}, and {w0, v1} into C2n+1. The blocks of C2n+1 are the sets {vi, wi} for i = 1, . . . , n.
The edge that contains the (n+ 2)th and the (n+ 3)th vertex of C2n+1 is the inner edge of
C2n+1 and the edge {v0, w0} is the outer edge of C2n+1. See part b) of Figure 4.
Using Lemma 5.3, we can now easily prove Theorem 3.3. We note that no such Turán-type
result holds when the given graph is not bipartite. For example, the ordered graph KN/2,N/2
contains N2/4 edges, while no ordered odd cycle is an ordered subgraph of KN/2,N/2.
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C8 C9
a) b)
Figure 4. a) The alternating cycle C8. b) The alternating cycle C9.
Proof of Theorem 3.3. It is sufficient to prove the statement for 2-regular graphs, as every
bipartite graph on n vertices with maximum degree 2 is a subgraph of a bipartite 2-regular
graph on at most 4n vertices.
Let G be a given bipartite 2-regular graph partitioned into even cycles Cn1 , . . . , Cnm with
n1, . . . , nm ≥ 4 and n1 + · · · + nm = n. First, we order each cycle Cni as the alternating
cycle Cni . The ordering G of G is then constructed by placing the vertex set of Cni between
the vertices of the inner edge of Cni−1 for every i = 2, . . . ,m; see Figure 5.
Let H be a given ordered graph with N ≥ 216ε−11n vertices and with at least εN2 edges.
We show that G is an ordered subgraph of H.
We apply Lemma 5.3 for k := 2, d := 2(2/ε)2, and H that is partitioned into an order-
obeying sequence of intervals I1, . . . , IN/d, each of size d. Since N ≥ 2d2k+1ε−1n, this gives
us a copy of P2n in H. To finish the proof, we observe that G is an ordered subgraph of P2n.
It suffices to greedily map the vertices of G into blocks of P2n such that every block of Cni is
contained in a block of P2n. Again, see Figure 5 for an illustration. Note that we might not
use all blocks of P2n in the process. 
P26 G
Figure 5. The ordering G of a 2-regular graph consisting of C6 and C4 is an
ordered subgraph of P26 .
For the rest of the section, we deal with the case when G is not bipartite. To do so, we first
introduce an auxiliary ordered graph.
For integers k and n, let (B1, . . . , Bn) be a sequence of order-obeying intervals, each of size
k. Consider the ordered matchingM2n = (M2n,≺) and let u1 ≺ · · · ≺ un and v1 ≺ · · · ≺ vn
be the vertices of the left and the right color class ofM2n, respectively. We placeM2n to the
left of B1. For every i ∈ [n], we then add the edges {ui, w} and {vn+1−i, w} for every vertex
w ∈ Bi and use T kn to denote the resulting ordered graph on (k + 2)n vertices; see part a) of
Figure 6.
The intervals B1, . . . , Bn are the blocks of T kn . Let H be an ordered graph with the vertex
set partitioned into a sequence of order-obeying intervals I1, . . . , Im. We say that T kn is an
ordered subgraph of H respecting the partitioning I1, . . . , Im if T kn ⊆ H, every block of T kn is
contained in some interval Ii and no two blocks of T kn are contained in the same interval Ii.
Lemma 5.4. Let ε > 0 be a real constant and let k and d ≥ 8ε−2k be positive integers. Then,
for every integer n, every ordered graph H with N ≥ 214ε−8dn vertices partitioned into a
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B1 B2 B3
T 23 F23
a) b)
v1 v2 v3u1 u2 u3 B1 B2 B3
Figure 6. a) The ordered graph T 23 . b) The ordered graph F23 .
sequence of order-obeying intervals I1, . . . , IN/d, each of size d, and with at least εN3 copies
of K3 contains T kn as an ordered subgraph respecting the partitioning I1, . . . , IN/d.
Proof. We assume that the set [N ] is the vertex set of H. A copy of K3 is called a triangle.
Let u < v < w ∈ [N ] be the vertices of a triangle K in H. The vertex u is the leftmost vertex
of K and w is the rightmost vertex of K. We call the edges {u, v} and {v, w} the left leg and
the right leg of K, respectively. The length of an edge {u, v} of H equals |u− v|.
First, there is a set T of at least εN3/2 triangles from H with the right leg of length at
least εN/2. Otherwise the total number of copies of K3 in H is less than
εN3
2 +
εN2
2 ·N = εN
3,
as there are at most εN2/2 edges of length smaller than εN/2 in H and for each such edge
there are at most N choices for the leftmost vertex of a triangle in H.
For i = 2, . . . , N − 1, let Ti be the set of triangles from T with the rightmost vertex in
{i+ 1, . . . , N} and with the remaining two vertices in {1, . . . , i}. Then we have
ε2N4
4 ≤
εN
2 |T | ≤ |{(i,K) : K ∈ Ti, i = 2, . . . , N − 1)}| =
N−1∑
i=2
|Ti|,
where the second inequality follows from the fact that every K ∈ T is contained in at least
εN/2 sets Ti. It follows that there is a set Tj of size at least ε2N3/4.
We let A := {1, . . . , j} and B := {j + 1, . . . , N}. Every left leg of a triangle from Tj is an
edge of H[A]. There is a set S of at least ε2N2/8 edges of H[A] such each edge from S is the
left leg of at least ε2N/4 triangles from Tj . Otherwise the total number of triangles in Tj is
less than
ε2N2
8 ·N +
N2
2 ·
ε2N
4 =
ε2N3
4 .
Let R be the ordered graph with the vertex set A and with the edge set S. We know that
R contains |A| vertices and at least ε2N2/8 ≥ ε2|A|2/8 edges. Corollary 5.2 implies that R
contains a copyM ofM2N ′ for an integer N ′ := ε2|A|/16. Since
(|A|
2
) ≥ ε2N2/8, we obtain
|A| ≥ εN/2 and N ′ ≥ ε3N/25.
We use u1 < · · · < uN ′ and v1 < · · · < vN ′ to denote the vertices of the left and the right
color class of M, respectively. Let B′ be the set {d · i : i ∈ [N/d], Ii ∩ B 6= ∅}. The set B′
contains at most d|B|/de ≤ N/d elements and is disjoint with A.
Let R′ be the ordered graph with the vertex set {v1, . . . , vN ′} ∪ B′ and place an edge
{vi, d · l} in R′ if there are at least k triangles in H with the vertex set {ui, vi, w} for some
w ∈ Il ∩B.
Since every edge {ui, vi} of M is the left leg of at least ε2N/4 triangles from Tj , every
vertex vi of R′ has degree at least(
ε2N
4 − k|B
′|
)
1
d
≥
(
ε2N
4 −
kN
d
)
1
d
≥ ε
2N
8d
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in R′. The last inequality follows from d ≥ 8ε−2k.
The number |V (R′)| of vertices of R′ trivially satisfies ε3N/25 ≤ N ′ ≤ |V (R′)| ≤ N . Thus
R′ contains at least
ε3N
25 ·
ε2N
8d =
ε5N2
28d ≥
ε5
28d |V (R
′)|2
edges. By Corollary 5.2, there is a copy M′ of M2n in R′, since |V (R′)| ≥ ε3N/25 ≥
2n/(ε5/28d). It follows from the constructions of R and R′ that there is a copy of T kn in H as
an ordered subgraph respecting the partitioning I1, . . . , IN/d. 
Let k and n be positive integers. By combining the ordered graphs Pkn and T kn , we obtain
an ordered graph that is used later to embed orderings of 2-regular graphs.
Let B1, . . . , Bn be the blocks of T kn and let Pkn be the k-blow-up of Pn with blocks B1, . . . , Bn.
The ordered graph Fkn is the union of T kn and Pkn; see part b) of Figure 6. The intervals
B1, . . . , Bn are the blocks of Fkn . Observe that we have Fkn ⊆ Fk
′
n′ for every k ≤ k′ and n ≤ n′.
Lemma 5.5. For every ε > 0, there is a constant δ = δ(ε) > 0 such that every ordered graph
with n vertices and with at least (1/4 + ε)n2 edges contains at least δn3 copies of K3.
Proof. The Triangle Removal Lemma [11] states that for every ε′ > 0 there is a δ′ = δ′(ε′) > 0
such that every graph on n vertices with at most δ′n3 copies of K3 can be made K3-free by
removing at most ε′n2 edges.
For a given ε > 0, let δ > 0 be the parameter δ′(ε). Let H be the underlying graph in the
given ordered graph on n vertices with at least (1/4 + ε)n2 edges. Suppose for contradiction
that H contains fewer than δn3 copies of K3. By the Triangle Removal Lemma, we delete fewer
than εn2 edges of H and obtain a K3-free graph with more than (1/4 + ε)n2 − εn2 = n2/4
edges. However, this contradicts Turán’s theorem [12].
Thus H contains at least δn3 copies of K3. Since all orderings of complete graphs are
isomorphic, the statement follows. 
Having all auxiliary results, we can now prove Theorem 3.2.
Proof of Theorem 3.2. Again, it is sufficient to prove the statement for 2-regular graphs, as
every graph on n vertices with maximum degree 2 is a subgraph of a 2-regular graph on at
most 3n vertices.
Let G be a given 2-regular graph consisting of cycles Cn1 , . . . , Cnm with n1, . . . , nm ≥ 3
and n1 + · · ·+ nm = n. First, we order each cycle Cni as the alternating cycle Cni . For every
i = 1, . . . ,m, let vi1, . . . , vini be the vertices of Cni in this order.
For i = 2, . . . ,m, the ordering G of G is then constructed iteratively as follows. For ni even,
we place the vertex set of Cni between the vertices of the inner edge of Cni−1 (if ni−1 = 3, then
we place the vertex set of Cni to the right of Cni−1). For ni odd, we place the outer edge of
Cni between the vertices of the outer edge of a previous odd cycle Cnj . If Cni is the first odd
cycle in the process, then we let vi1 and vi2 be the first two vertices in the ordering. Then we
place the vertices vi3, . . . , vini between the vertices of the inner edge of Cni−1 (if ni−1 = 3, then
we place vi3, . . . , vini to the right of Cni−1); see Figure 7, for an illustration.
G
Figure 7. The iterative construction of the ordering G of a 2-regular graph
G with parameters m = 3, n1 = 3, n2 = 4, and n3 = 5.
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The ordering G of G is an ordered subgraph of F2n. For i = 1, . . . ,m, it suffices to greedily
map vi1, . . . , vini for ni even and v
i
3, . . . , v
i
ni for ni odd into blocks of F2n such that every block
of Cni is contained in a block of F2n. Then, for every odd ni, we map vi1 and vi2 to an edge
{j, n+ 1− j} of F2n such that j and n+ 1− j are adjacent to vertices of the block of F2n that
contains the first block of Cni . Note that we might not even use all the blocks of F2n in the
process; see Figure 8 for an illustration.
F23 G
Figure 8. The ordered graph F23 contains the ordering G of a 2-regular graph
consisting of C3 and C4.
Let δ ∈ (0, 1) be the parameter δ(1/8) from Lemma 5.5. Let N := 2163δ−10n and let χ be a
coloring of KN . We show that χ contains a monochromatic copy of F2n. The rest then follows,
as G is an ordered subgraph of F2n.
Since R(K3) = 6, every six-tuple of vertices of KN induces a coloring of K6 that contains
a monochromatic copy of K3. Every such copy is contained in
(
N−3
3
)
six-tuples of vertices
of KN . This gives us at least
(
N
6
)
/
(
N−3
3
)
= N(N−1)(N−2)120 monochromatic copies of K3 in χ.
Without loss of generality, we assume that at least half of them are red. Therefore we have at
least N(N−1)(N−2)240 > N3/28 red copies of K3 in χ.
We let N1 := 254δ−8n, ε1 := 1/28, k1 := 212δ−2, and d1 := 231δ−2 and apply Lemma 5.4
with parameters ε1, k1, and d1 for the ordered subgraph of KN that is formed by red edges
in χ. Since there are at least ε1N3 red copies of K3 in χ, d1 ≥ 8ε−21 k1, and N ≥ 214ε−81 d1N1,
this gives a red copy of T k1N1 in χ. Let B1, . . . , BN1 be the blocks of this red copy of T k1N1 and
let H be the induced ordered subgraph KN [B1 ∪ · · · ∪BN1 ] of KN with the red-blue coloring
induced by χ. Note that the sets B1, . . . , BN1 form an order-obeying sequence of intervals of
size k1 that partition the vertex set of H. In particular, H has k1N1 vertices.
Now we distinguish two cases. First, we assume that at least
(
k1N1
2
)− 3k21N21 /8 > k21N21 /24
edges of H are red in χ. Then we apply Lemma 5.3 with ε2 := 1/24, k2 := 2, and d2 := k1 for
the red ordered subgraph of H that is partitioned into B1, . . . , BN1 . Since d2 = k1 = 212δ−2 >
k2(2/ε2)k2 , k1N1 = 266δ−10n > 2d2k2+12 ε−12 n, and H has at least ε2(k1N1)2 edges, we obtain a
red copy of P2n as an ordered subgraph of H respecting the partitioning B1, . . . , BN1 . Together
with the red copy of T k1N1 in χ, this gives a red copy of F2n in H.
Otherwise there are more than 3k21N21 /8 blue edges of H in χ. By Lemma 5.5, the ordered
graph H contains at least δk31N31 blue copies of K3. We apply Lemma 5.4 with ε3 := δ,
k3 := 29, d3 := k1, and N3 := 240n for the blue ordered subgraph of H that is partitioned
into B1, . . . , BN1 . Since d3 = k1 ≥ 8ε−23 k3 and k1N1 = 266δ−10 ≥ 214ε−83 d3N3, this gives
us a blue copy of T k3N3 as an ordered subgraph of H respecting the partitioning B1, . . . , BN1 .
Let B′1, . . . , B′N3 be the blocks of this copy of T k3d3 and let H′ be the ordered graph with the
vertex set B′1 ∪ · · · ∪ B′N3 formed by edges of the more frequent color in the coloring χ of
H[B′1 ∪ · · · ∪B′N3 ]. Again, observe that B′1, . . . , B′N3 is an order-obeying sequence of intervals
of size k3 that partition the vertex set of H′.
The ordered graph H′ has k3N3 vertices and at least
(
k3N3
2
)
/2 > k23N23 /8 edges. As the last
step, we apply Lemma 5.3 with ε4 := 1/8, k4 := 2, d4 := k3 for H′ partitioned into B′1, . . . , B′N3 .
Since d4 = k3 = 29 = k4(2/ε4)k4 and k3N3 = 249n ≥ 2d2k4+14 ε−14 n, we obtain a monochromatic
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copy of P2n as an ordered subgraph of H′ respecting the partitioning B′1, . . . , B′N3 . Together
with either the red copy T k1N1 of or with the blue copy of T k3N3 , we obtain a monochromatic copy
of F2n in χ. 
6. A lower bound for ordered matchings with interval chromatic number two
Here we prove Theorem 3.5. That is, we show an improved lower bound on the ordered
Ramsey numbers of ordered matchings with interval chromatic number two.
Let n be a positive integer and let pi be a permutation chosen independently uniformly at
random from the set of all permutations of [n]. We recall that the random ordered n-matching
M(pi) is the ordered matching with the vertex set [2n] and with edges {i, n+ pi(i)} for every
i ∈ [n].
Lemma 6.1. Let d, n, r, S be positive integers and let X1, . . . , Xd ⊆ [n] and Y1, . . . , Yd ⊆
[2n]\[n] be two collections of pairwise disjoint sets such that |X1| ≥ · · · ≥ |Xd|, |Y1| ≥ · · · ≥ |Yd|,
and |Xd||Yd| ≥ S. Let T be a set of r pairs (Xi, Yj) with 1 ≤ i, j ≤ d. Then the probability
that we have eM(pi)(Xi, Yj) = 0 for every (Xi, Yj) ∈ T is less than
e−
S
nb(3d−√9d2−8r)/4c2 .
Proof. We may assume without loss of generality that |X1| = · · · = |Xd| and |Y1| = · · · = |Yd|,
since removing elements from the sets Xi and Yj does not decrease the probability. Let
x := |X1| = · · · = |Xd| and y := |Y1| = · · · = |Yd|. From symmetry, we may assume x ≤ y.
We estimate the probability P that the random n-permutation pi maps no element e from
[n] to pi(e) such that (e, n+ pi(e)) ∈ (Xi, Yj) for (Xi, Yj) ∈ T . Assume that the elements of [n]
are in some total order e1, . . . , en in which the values pi(e1), . . . , pi(en) ∈ [n] are assigned. The
probability P is then at most
∏n
k=1 min{
n−|Fek |
n−k+1 , 1}, where Fek ⊆ [2n] \ [n] is a set of elements
f such that ek ∈ Xi, f ∈ Yj for (Xi, Yj) ∈ T .
There is a set Z of z := b(3d −√9d2 − 8r)/4c indices from [d] such that for every i ∈ Z
there are at least 2z sets Yj with (Xi, Yj) ∈ T . Otherwise z < b(3d−
√
9d2 − 8r)/4c and there
are fewer than zd+ (d− z)2z ≤ r pairs in T . Let i1, . . . , iz be the elements of Z.
For every k = 1, . . . , z, let Nk be the set of indices j from [d] such that (Xik , Yj) ∈ T . Since
∪j∈NkYj = Fe for every e ∈ Xik , the probability P is at most
z∏
k=1
(
n−∑j∈Nk |Yj |
n−∑kl=1 |Xil |
)|Xik |
=
z∏
k=1
(
n− |Nk|y
n− kx
)x
.
The denominators are positive, as x ≤ n/d and z < d.
Since x ≤ y and |Nk| ≥ 2z for every k ∈ [z], the last term is at most(
n− 2zy
n− zy
)zx
≤
(
n− zy
n
)zx
=
(
1− zy
n
)zx
< e−xyz
2/n.
Since xy ≥ S, the probability P is less than
e−Sz
2/n = e−Snb(3d−
√
9d2−8r)/4c2 . 
In the rest of the section, we set d := 3 logn, S := 2 · 104n, and r := log2 n/4.
Lemma 6.2. The random ordered n-matchingM(pi) satisfies the following statement asymp-
totically almost surely: for all collections I1, . . . , Id ⊆ [n] and J1, . . . , Jd ⊆ [2n] \ [n] of pairwise
disjoint intervals satisfying |I1| ≥ · · · ≥ |Id|, |J1| ≥ · · · ≥ |Jd|, and |Id||Jd| ≥ S, the number of
pairs (Ii, Jj) with 1 ≤ i, j ≤ d and eM(pi)(Ii, Jj) > 0 is larger than d2 − r.
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Proof. LetM(pi) be the random ordered n-matching. Let X be a random variable expressing
the number of collections I1, . . . , Id and J1, . . . , Jd of intervals from the statement of the lemma
with r pairs (Ii, Jj), 1 ≤ i, j ≤ d, that satisfy eM(pi)(Ii, Jj) = 0. We show that the expected
value of X tends to zero as n goes to infinity. The rest then easily follows from Markov’s
inequality.
The number of collections I1, . . . , Id ⊆ [n] and J1, . . . , Jd ⊆ [2n] \ [n] of pairwise disjoint
intervals is at most (
n+ 2d
2d
)2
≤
(
e(n+ 2d)
2d
)4d
< 24d logn.
The number of choices of r elements from a set of d2 elements is(
d2
r
)
≤
(
ed2
r
)r
< 27r,
where the last inequality follows from the expression of d and r.
We fix collections I1, . . . , Id and J1, . . . , Jd and r pairs (Ii, Jj) with 1 ≤ i, j ≤ d. By
Lemma 6.1, the probability thatM(pi) has no edge between Ii and Jj , where (Ii, Jj) is among
r chosen pairs, is less than e−Snb(3d−
√
9d2−8r)/4c2 .
Altogether, the expected value of X is bounded from above by
24d logn · 27r · e−Snb(3d−
√
9d2−8r)/4c2 < 212 log2 n+ 74 log2 n− 604 log2 n = 2− 54 log2 n.
Thus the expected value of X tends to zero as n goes to infinity, which concludes the proof. 
In the rest of the section, we set M := n log logn8 logn , s :=
n
8 logn , and t :=
n
20 logn .
Lemma 6.3. The random ordered n-matchingM(pi) satisfies the following statement asympto-
tically almost surely: for every k with 1 ≤ k ≤ t and for all partitions I1, . . . , Ik of [n] and
Jk, . . . , Jt of [2n] \ [n] into an order-obeying sequence of intervals of sizes at most s such that
|Ii1 | ≥ · · · ≥ |Iik |, |Jj1 | ≥ · · · ≥ |Jjt−k+1 |, and |Iid+1 ||Jjd+1 | < S, there are more than M pairs
(Iil , Jjl′ ) with l, l′ > d and eM(pi)(Iil , Jjl′ ) > 0.
We note that some of the intervals from I1, . . . , Ik, Jk, . . . , Jt might be empty. Note that
it follows from the choice of s that the number of intervals I1, . . . , Ik is at least 8 logn and,
similarly, the number of intervals Jk, . . . , Jt is at least 8 logn.
Proof. We assume that n is sufficiently large. The number of partitions I1, . . . , Ik, Jk, . . . , Jt
from the statement is at most(
2n+ t
t
)
≤
(
e(2n+ t)
t
)t
< (120 logn)n/(20 logn) < 2n log logn/(19 logn).
For such fixed partition I1, . . . , Ik, Jk, . . . , Jt of [2n], the number of choices of M pairs
(Iil , Jjl′ ) with l, l′ > d is at most(
t2
M
)
≤
(
et2
M
)M
< 2n log logn/8.
Since every interval of the partition has size at most s, there are at most 2ds edges with
one endpoint in Ii1 ∪ · · · ∪ Iid ∪ Jj1 ∪ · · · ∪ Jjd . Thus the number of edges ofM(pi) between
intervals Iil and Jjl′ with l, l′ > d is at least n/4, as we have n− 2ds = n− 3n/4 = n/4.
Let P be the probability that for a fixed partition I1, . . . , Ik, Jk, . . . , Jt and for a fixed set T
of M pairs (Iil , Jjl′ ) with l, l′ > d the random n-matchingM(pi) satisfies eM(pi)(Iil , Jjl′ ) = 0
for every pair (Iil , Jjl′ ) with l, l′ > d that is not contained in T . We show that the probability
P is less than
max
α∈[1/4,1]
(
MS
αn
)
(αn)! .
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We fix an ordered matchingM that is formed by edges incident to a vertex in Ii1 ∪ · · · ∪
Iid ∪ Jj1 ∪ · · · ∪ Jjd . Let nM be the number of edges inM and let PM be the probability that
M is inM(pi). Then there are n− nM ≥ n/4 edges ofM(pi) that are not inM. These edges
are contained in pairs from T with probability less than
(
MS
n−nM
)
/((n− nM)!), as |Ii||Jj | < S
for every pair (Ii, Jj) ∈ T . Taking the maximum of
(
MS
αn
)
/(αn)! over α ∈ [1/4, 1], we have
P <
∑
M
PM
(
MS
n−nM
)
(n− nM)! ≤ maxα∈[1/4,1]
(
MS
αn
)
(αn)!
∑
M
PM = max
α∈[1/4,1]
(
MS
αn
)
(αn)! ,
where the summation goes over all ordered matchingsM that are formed by edges incident to
a vertex in Ii1 ∪ · · · ∪ Iid ∪ Jj1 ∪ · · · ∪ Jjd .
Using the standard estimates (a/e)a ≤ a! and (ab) ≤ ( eab )b for positive integers a and b, we
bound
(
MS
αn
)
/(αn)! from above by(
eMS/(αn)
αn/e
)αn
=
(
e2MS
(αn)2
)αn
=
(
2 · 104e2 log logn
8α2 logn
)αn
< (logn)−4αn/7 ≤ 2−n log logn/7
for a sufficiently large n.
Let X be the random variable expressing the number of partitions I1, . . . , Ik, Jk, . . . , Jt
of [2n] from the statement of the lemma such that the number of pairs (Iil , Jjl′ ) satisfying
l, l′ > d and eM(pi)(Iil , Jjl′ ) > 0 is at most M . It follows from our observations that, for a
sufficiently large n, the expected value of X is at most
2n log logn/(19 logn) · 2n log logn/8 · 2−n log logn/7.
Thus we see that the expected value of X tends to zero as n goes to infinity. The rest of the
statement then follows from Markov’s inequality. 
We now prove Theorem 3.5. The main idea of the proof is similar to the one used by Conlon
et al. [5] in the proof of Theorem 2.3.
Proof of Theorem 3.5. LetM be an ordered matching of interval chromatic number two and
with the color classes of size n that satisfies the statements from Lemma 6.2 and Lemma 6.3.
We know that the random n-matching satisfies both statements asymptotically almost surely.
Let R be the ordered complete graph with loops on the vertex set [t]. Let χ be the coloring
of R that assigns either a red or a blue color to each edge of R independently at random with
probability 1/2. Let A1, . . . , At be the partition of the vertex set of Kst into an order-obeying
sequence of t intervals of size s. We define a coloring χ′ of Kst as follows. The color χ′(e) of
an edge e of Kst is χ({i, j}) if one endvertex of e is in Ai and the other one is in Aj .
We show that the probability that there is a red copy ofM in χ′ is less than 1/2. LetM0
be a red copy ofM in χ′ and let I and J be the color classes ofM0 in this order.
For i = 1, . . . , t, we set Ii := Ai ∩ I. Let k ≤ t be the maximum i such that Ii is nonempty.
For j = k, . . . , t, we set Jj := Aj ∩ J . This gives us partitions I1, . . . , Ik and Jk, . . . , Jt of
I and J , respectively, into order-obeying sequences of intervals, each of size at most s. We
consider the orderings Ii1 , . . . , Iik and Jj1 , . . . , Jjt−k+1 of I1, . . . , Ik and Jk, . . . , Jt, respectively,
such that |Ii1 | ≥ · · · ≥ |Iik | and |Jj1 | ≥ · · · ≥ |Jjt−k+1 |.
First, we assume that |Iid ||Jjd | ≥ S. SinceM satisfies the statement from Lemma 6.2, there
are at least d2 − r pairs (Ii, Jj) with i ∈ {i1, . . . , id}, j ∈ {j1, . . . , jd}, and eM0(Ii, Jj) > 0.
From the choice of χ′, the red copyM0 thus corresponds to a red ordered subgraph of R in χ
with 2d or 2d− 1 vertices and with at least d2 − r edges, one of which might be a loop. By
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the union bound, the probability that there is such an ordered graph in R is at most((
t
2d
)
+
(
t
2d− 1
))(
d2
r
)
2−d
2+r ≤ 2
(
et
2d
)2d(
ed2
r
)r
2−d
2+r
< 26 log
2 n · 22 log2 n · 2−9 log2 n+log2 n/4 = 2− 34 log2 n,
where the last inequality follows from the choice d = 3 logn, t = n20 logn , and r = log
2 n/4. For
a sufficiently large n, this expression is less than 1/4.
Now, we assume that |Iid ||Jjd | < S. The matchingM satisfies the statement from Lemma 6.3
and thus there are more than M pairs (Iil , Jjl′ ) with l, l′ > d and eM(pi)(Iil , Jjl′ ) > 0. From
the choice of χ′, the red copyM0 corresponds to a red ordered subgraph of R in χ with at
least M edges that are determined by the partition I1, . . . , Ik, Jk, . . . , Jt of [2n]. By the union
bound, the probability that there is such ordered graph in χ is at most(
2n+ t
t
)
2−M ≤
(
e(2n+ t)
t
)t
2−M < 2
n log logn
19 logn · 2−n log logn8 logn = 2− 11n log logn152 logn .
If n is sufficiently large, then this term is less than 1/4.
In total, the probability that there is a red copy ofM in χ′ is less than 1/4 + 1/4 = 1/2.
From symmetry, a blue copy ofM appears in χ′ with probability less than 1/2. Altogether,
the probability that there is no monochromatic copy ofM in χ′ is positive. In other words,
we have R(M) ≥ st = 1160
(
n
logn
)2
. 
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