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ANALISA DAN PERANCANGAN 
Tahap analisa dan perancangan adalah sebuah tahapan yang penting saat 
melakukan penelitian. Tahap analisa bertujuan untuk menjelaskan secara lebih rinci 
mengenai pokok permasalahan sehingga dapat mempermudah dalam memahami 
aplikasi yang akan dikerjakan. Saat memulai menganalisa suatu aplikasi dibutuhkan 
data input. Data yang dikumpulkan pada penelitian ini merupakan data sekunder 
dari penelitian sebelumnya yang dilakukan oleh Indah Anjela. Data ini diambil pada 
tahun 2019, dan diambil oleh penulis pada tanggal 07 November 2019. Jumlah 
keseluruhan data adalah 138 pasien yang mengidap Attention Deficit Hyperactivity 
Disorder (ADHD). Penelitian sebelumnya mengumpulkan data dengan cara 
melakukan penelitian di Rumah Sakit Jiwa Tampan, Panam, Pekanbaru, Riau. 
Setelah mendapatkan rekapitulasi data pasien yang mengidap Attention Deficit 
Hyperactivity Disorder dan mewawancarai dokter RSJ sebagai narasumber serta 
melakukan observasi pengamatan dan pemahaman serta mencatat hal-hal 
terpenting dalam mengumpulkan data pasien yang mengidap Attention Deficit 
Hyperactivity Disorder lalu melalui penyebaran kuesioner di RSJ Tampan dan diisi 
oleh orang tua/wali yang mengalami ADHD. Tahap perancangan adalah tahapan 
yang dilakukan setelah tahap analisa selesai. Pada tahap ini akan dilakukan suatu 
rancangan aplikasi yang akan dibuat. 
4.1 Analisa Proses 
Analisa proses adalah analisa tahapan dari semua proses pada penerapan 
metode backpropagation momentum untuk mendeteksi Attention Deficit 
Hyperactivity Disorder (ADHD). Analisa proses yang harus dilakukan diantaranya 
data masukan, normalisasi data, dan metode backpropagation momentum. 
4.1.1  Data Masukan 
Analisa proses yang dilakukan pada data masukan adalah menentukan 
variabel data masukan berdasarkan data yang telah  diperoleh. Analisa proses data 
masukan bertujuan untuk mendapatkan pemahaman aplikasi secara menyeluruh 





kebutuhan user (pengguna) dapat terpenuhi dengan baik. Variabel data masukan 
yang digunakan untuk proses analisa penelitian ini dapat dilihat pada tabel 4.1. 
Tabel 4. 1 Keterangan Variabel Data Masukan 
Variabel Keterangan Satuan Nilai 
Umur Umur Nilai Umur 
Jk Jenis Kelamin (1)Lk 
(0)Pr 
X1 Sering gagal dalam memberikan perhatian 
secara mendetail  
(1)Selalu 
(0.5)Kadang-kadang 
(0)Tidak pernah  
X2 Sering mengalami kesulitan dalam 





X3 Sering tampak tidak memperhatikan jika 









X5 Sering menolak dan tidak menyukai tugas 














X8 Sering lupa dalam aktivitas sehati-hari (1)Selalu 
(0.5)Kadang-kadang 
(0)Tidak pernah 





Variabel Keterangan Satuan Nilai 
(0.5)Kadang-kadang 
(0)Tidak pernah 





X11 Sering lari-lari atau memanjat pada 




X12 Sering mengalami kesulitan dalam 










X14 Sering berbicara secara berlebihan (1)Selalu 
(0.5)Kadang-kadang 
(0)Tidak pernah 
X15 Sering berkata tanpa berpikir dalam 














Pada metode backpropagation momentum, selain variabel data masukan 
juga terdapat data target atau kelas. Target atau kelas tersebut harus sudah 









Tabel 4. 2 Keterangan Target atau Kelas ADHD 
Keterangan Satuan Nilai Target  
Predominan inatentif 1 
Predominan Hiperaktif-Impulsif 2 
Kombinasi 3 
4.1.2 Tranformasi Data 
Pada tahap tranformasi data merupakan tahapan merubah nilai data gejala 
menjadi bentuk skala angka 0, 0.5 dan 1 sehingga dapat dianalisa. Pada variabel 
yang digunakan yaitu memiliki jawaban SELALU, KADANG-KADANG, dan 
TIDAK PERNAH data yang ditranformasi yaitu variabel gejala Berikut tranformasi 
data untuk keterangan yang dilakukan dapat dilihat pada tabel 4.3. 
Tabel 4.3 Tranformasi Data untuk keterangan 
Keterangan Tranformasi Data 
SELALU 1 
KADANG-KADANG 0,5 
TIDAK PERNAH 0 
Setelah melakukan proses tranformasi data pada tabel 4.3 diatas, selanjutnya akan 
dilakukan proses tranformasi data pada variabel atau gejala pada data pasien yang 
mengidap Attention Deficit Hyperactivity Disorder (ADHD) pada penelitian ini. 
Berikut adalah hasil tranformasi data dapat dilihat pada tabel 4.4. 
Tabel 4.4 Data Pasien ADHD 
No Umur JK X1 X2 X3 X4 X5 X6 … X17 Output 
1 6 L T T T K K K … S PH 
2 10 L S K K K K K … K PI 
3 6 L K K K K K K … T PI 
4 7 L K K K K K K … T PI 
5 8 L K S K S S T … T PI 





No Umur JK X1 X2 X3 X4 X5 X6 … X17 Output 
7 7 P K K T K S K … T PI 
8 8 P S S S K K S … T PI 
… … … … … … … … … … … … 
138 9 L S K T T K T … S PH 
Keterangan : 
S = SELALU   PI = PREDOMINAN INATENTIF 
K = KADANG-KADANG PH = PREDOMINAN HYPERACTIVITY 
T = TIDAK PERNAH KM = KOMBINASI 
proses normalisasi untuk data inputan umur pada anak ADHD. Contoh 
normalisasi untuk data masukan umur pada anak ADHD: 
Nilai X untuk data pertama = 13 
Nilai min(X) untuk umur = 5 
Nilai max(X) untuk umur = 13 







Tabel 4.5 Hasil Trasnformasi Data Pasien ADHD 
No Umur JK X1 X2 X3 X4 X5 X6 … X17 Output 
1 
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Hasil tranformasi data pasien lengkap dapat dilihat pada Lampiran A. 
Untuk variabel gejala ADHD digunakan normalisasi perangkingan 
(persamaan 2.16). Normalisasi perankingan digunakan karena angka yang 
diberikan mengandung rangking (tingkat) yang digunakan untuk mengurutkan 
objek dari yang tinggi menuju yang rendah. Normalisasi perankingan menggunakan 
persamaan (2.16) sebagai berikut 
Hasil tranformasi data pasien lengkap dapat dilihat pada Lampiran A. 
Setelah menentukan hasil data yang sudah ditranformasi, selanjutnya 
membuat kombinasi binner untuk mewakili 3 kelas variabel output  Attention 
Deficit Hyperactivity Disorder (ADHD). Variabel output Attention Deficit 
Hyperactivity Disorder (ADHD) dapat dilihat pada tabel 4.5. 
Tabel 4.5 Variabel Output berupa kelas 
Keterangan Y0 Y1 Satuan Nilai Target  
Predominan inatentif 0 0 1 
Predominan Hiperaktif-Impulsif 0 1 2 
Kombinasi 1 1 3 
4.1.3 Pembagian Data 
Pada tahap pembagian data merupakan tahapan untuk membagi data 
menjadi data latih (training) dan data uji (testing). Jumlah keseluruh data yang 
digunakan berjumlah 138 data pasien yang mengidap Attention Deficit 
Hyperactivity Disorder (ADHD). 
4.1.3.1 Data Latih dan Data Uji 
Data latih (training) merupakan data yang digunakan untuk melatih aplikasi 
Jaringan Syaraf Tiruan yang telah dibangun. Sedangkan data uji (testing) digunakan 
untuk melakukan proses pengujian pada aplikasi yang telah melakukan proses 
pelatihan. Pembagian data dalam penelitian ini adalah 70:30, 80:20, dan 90:10.  







Tabel 4.6 Pembagian Data Latih dan Data Uji 




4.1.4 Analisa Metode Backpropagation Momentum (BPM) 
Analisa metode backpropagation momentum (BPM) Proses yang dilakukan 
dimulai dari tahap pelatihan (training) hingga pengujian (testing) menggunakan 
metode Backpropagation Momentum. Berikut adalah gambar arsitektur 
backpropagation momentum pada gambar 4.1. 
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Gambar  4.1 Arsitektur Backporpagation Momentum untuk Diagnosa ADHD 
Keterangan gambar 4.1 diatas merupakan gambar arsitektur 
backpropagation momentum untuk diagnosa Attention Deficit Hyperactivity 





merupakan gejala-gejala dari Attention Deficit Hyperactivity Disorder (ADHD). 
Jaringan terdiri dari 16 unit (neuron) yaitu Z1 – Z17  pada lapisan tersembunyi 
(hidden layer) serta terdapat 3 unit keluaran yaitu Y0 dan Y1 pada lapisan keluaran 
(output layer). Kemudian bobot yang menghubungkan antara X1 – X17 dengan 
lapisan tersembunyi (hidden layer) adalah V11, V21, ……. dan V171. Vij adalah bobot 
yang menghubungkan antara masukan (neuron input) ke-i menuju ke neuron ke-j 
pada lapisan tersembunyi (hidden layer). V01, V02,…… V017, adalah bobot bias 
yang akan menghubungkan pertama menuji neuron kedua pada lapisan tersembunyi 
(hidden layer). Sedangkan untuk bobot Z1, Z2,.....Z17 dengan neuron pada lapisan 
keluaran (output layer) Y0 adalah Wj0, Y1 adalah Wj1  , bobot bias yang 
menghubungkan pada lapisan tersembunyi menuju lapisan keluaran (output layer) 
adalah W00 untuk keluaran Y0 dan W01 untuk keluaran Y1 Fungsi aktivasi yang 
digunakan antara lapisan masukan (input layer) dan lapisan keluaran (output layer) 
adalah fungsi aktivasi sigmoid biner. 
Pada tahapan analisa ini yang dilakukan pada metode jaringan syaraf tiruan 
dengan menggunakan metode Backpropagation Momentum untuk mendiagnosa 
Attention Deficit Hyperactivity Disorder (ADHD). Tahapan yang digunakan dalam 
metode Bapropagation Momentum ini terdiri dari 2 tahap yaitu: tahapan untuk 
pelatihan (training) dan tahapan untuk pengujian (testing). Tahapan pelatihan 
(training)  terdiri dari 3 (tiga) fase. Fase I adalah fase propagasi maju (feedforward 
propagation). Pada fase 1 pola masukan (X1, X2,…. X17,) dihitung maju mulai dari 
lapisan masukan hingga lapisan keluaran dengan menggunakan fungsi aktivasi 
sigmoid biner. Fase II adalah fase propagasi mundur (backpropagation), dan fase 
III adalah tahap penyesuaian bobot dengan momentum. Sedangkan tahapan 
pengujian (testing) hanya menggunakan tahapan Fase 1 yaitu fase propagasi maju 
(feedforward propagation). 
4.1.2.1 Tahap Pelatihan (Training) 
Perhitungan manual pada tahap pelatihan (training) terdiri dari 3 fase yaitu 
fase 1 propagasi maju, fase 2 propagasi mundur dan fase 3 perubahan bobot pada 







a. Inisialisasi Bobot 
Inisialisasi nilai bobot awal dan bias awal dengan nilai acak yang kecil dengan 
range antara  0 sampai 1.  
Bobot awal pada input ke hidden layer dapat dilihat pada tabel 4.7. 
Tabel 4.7 Bobot Awal Input ke Hidden Layer 
V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 
0.5 0.6 0.1 0.2 0.2 0.1 0.3 0.2 0.2 0.3 
V11 V12 V13 V14 V15 V16 V17 
0.1 0.2 0.6 0.1 0.8 0.99 0.2 
Bobot awal hidden layer ke output layer dapat dilihat pada tabel 4.8. 
Tabel 4.8 Bobot Awal Hidden layer ke Output Layer. 
W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 
0.1 0.2 0.1 0.2 0.3 0.2 0.1 0.2 0.3 0.1 
W11 W12 W13 W14 W15 W16 W17 
0.2 0.3 0.2 0.1 0.2 0.1 0.3 
Untuk kebutuhan pada tahap palatihan menetapkan maksimum epoch, target error, 
learning rate dan momentum. Inisialisasi Maksimum epoch =1000, learning rate 
(α) =  0.01, Momentum (µ) = 0.25, Target error 0.001. 
b. Epoch ke-1 
Epoch merupakan perulangan pada semua data latih, epoch atau iterasi 
dilakukan wsebanyak maksimal epoch yang telah ditentukan yaitu maksimal epoch 
= 1000, iterasi akan berhenti apabila nilai error < 0.001 (target error). 
1. Data ke-1 
Masukan data latih berupa variabel (X1 – X17) yang sudah ditranformasi 
menjadi 0 atau 1 dan target data latih (T0, T1 dan T2), data latih ke-1 diperoleh 
berdasarkan tabel 4.4 dengan merujuk ke no 1: 
(X1=0, X2=0, X3=0, X4=0,5, X5=0,5, X6=0,5, X7=0, X8=0, X9=1, X10=1, X11=1, 
X12=0,5, X13=1, X14=1 X15=0,5, X16=1, X17=0,5, Target T0=0, T1=0) 
Fase 1 : Propagasi Maju (Feedforward) 





Data ke-1 diperoleh berdasarkan tabel 4.4 (X1 – X17) dan bobot awal diperoleh 
berdasarkan tabel 4.7 (V1 – V17). Menentukan bobot awal bias ke hidden layer (V01 
= 0.5), 
Hitung operasi pada hidden layer (Persamaan 2.6): 






Hasil dari operasi pada hidden layer Z_net1 sampai Z_net17 dapat dilihat pada tabel 
4.9 berikut: 
Tabel 4.9 Operasi pada Hidden Layer 
Z_net1 Z_net2 Z_net3 Z_net4 Z_net5 Z_net6 ……… Z_net17 
3.84 2.6 2.1 2.15 3.75 4.5 ……… 2.55 
Fungsi aktivasi pada hidden layer (Persamaan 2.7): 








Hasil fungsi aktivasi  pada hidden layer Z1 sampai Z17 dapat dilihat pada tabel 4.10. 
Tabel 4.10 Fungsi Aktivasi pada Hidden Layer 
Z1 Z2 Z3 Z4 Z5 …… Z17 
0.978959 0.930862 0.890903 0.895669 0.977023 …… 0.927574 
Operasi pada output layer. 
Hasil dari Z1 – Z17 diperoleh berdasarkan tabel 4.10, bobot awal hidden layer ke 
output layer (W1 –W17) diperoleh berdasarkan tabel 4.4 dan inisialisasi bobot awal 
bias ke output layer (W0 = 0.5). 
Hitung operasi pada output layer (Persamaan 2.8): 











Hasil hitung pada operasi pada output layer Y_net0 dan Y_net1 dapat dilihat pada 
tabel 4.11. 
Tabel 4.11 Operasi pada Output Layer 
Y_net0 Y_net1 
3.561515 4.100665 
Fungsi aktivasi pada output layer (Persamaan 2.9) 









Hasil fungsi aktivasi pada output layer Y0 dan Y1 dapat dilihat pada tabel 4.12. 
Tabel 4.12 Fungsi Aktivasi pada Output Layer 
Y0 Y1 
1.0269 1.0149 
Check error (iterasi berhenti bila error < 0.001), Target (Tk) atau kelas pada data 
ke-1 berdasarkan tabel 4.4 target atau kelas = 1 dengan kombinasi binner 
berdasarkan pada tabel 4.5 kelas 1 = (T0=0 T1=0) dan Y0 diperoleh berdasarkan 
tabel 4.12. 
Error = Tk - Yk = T0 – Y0 = 0 –1.0269= –1.0269 
Jumlah Kuadrad Error = (–1.0269)2 = 1.054523 
Fase 2 : Propagasi Mundur 
Setiap unit output menerima target yang akan dibandingkan dengan output yang 
dihasilkan. Target (Tk) atau kelas pada data ke-1 berdasarkan tabel 4.4 target atau 
kelas = 1 dengan kombinasi binner berdasarkan pada tabel 4.5 kelas 1 = (T0=0 T1=0 
T2=0) dan Y0 diperoleh berdasarkan tabel 4.12.  





δk  = (Tk − Yk)f′(Y_netk) = (tk − yk)yk(1 − yk)  
δ0 = (T0-Y0)Y0(1-Y0) 
 = (0–1.0269)* 1.0269*(1–1.0269) 
 = –1.0269.* 1.0269*0.0269 
 = -0.02835851 
Hitung nilai korelasi nilai bobot (Persamaan 2.11). 
Berdasarkan tabel 4.10 diperoleh Z1 – Z17 dan δk diperoleh dari nilai error pada 
output layer. 
∆Wkj = α* δk*Zj  α =  0.01 
∆W01 = 0.01* -0.02835851*0.978959 
∆W01 = -0.0002776181 
Hasil hitung korelasi nilai bobot pada T0 dari ∆W02 sampai ∆W017  dapat dilihat pada 
tabel 4.13. 
Tabel 4.13 Korelasi Bobot pada T0 
∆W01 ∆W02 ∆W03 ∆W04 ………… ∆W017 
-0.000277 -0.000263 -0.000252 -0.000253 ………… -0.000263 
Hitung korelasi bias (Persamaan 2.12). δk diperoleh berdasarkan dari nilai error 
pada output layer 
∆Wj = αδk = αδ  α =  0.01 
∆W0 = 0.01*-0.02835851 
∆W0 = -0.0002776181 
Hitung faktor δ hidden layer berdasarkan error disetiap hidden layer (Persamaan 
2.13). δk diperoleh berdasarkan dari nilai error pada output layer dan Wj diperoleh  
berdasarkan tabel 4.8. 
δ_netj = δk*Wj 
δ_net1 = -0.02835851*0.1  
δ_net1 = -0.002835851 
Hasil selanjutnya dari factor δ hidden layer pada T0 dari δ_net2 sampai δ_net17 dapat 





Tabel 4.14 Faktor δ Hidden Layer pada T0 
δ_net1 δ_net2 δ_net3 δ_net4 ………… δ_net17 
-0.00283 -0.00567 -0.00283 -0.00567 ………… -0.00850 
Hitung faktor δ hidden layer berdasarkan error disetiap hidden layer (Persamaan 
2.14). Berdasarkan tabel 4.14 diperoleh δ_net1 – δ_net17 dan berdasarkan tabel 4.10 
diperoleh Z1 – Z17. 
𝛿𝑗 = 𝛿_𝑛𝑒𝑡𝑗 ∗ 𝑧𝑗 ∗ (1 − 𝑧𝑗) 
δ1 = -0.002835851* 0.978959*(1- 0.978959) 
δ1 = -0.0004164794* 0.960834* 0.021041 
δ1 = -0.000058 
Hasil selanjutnya dari hitung informasi kesalahan error unit j pada T0 dari δ1 sampai 
δ17 dapat dilihat pada tabel 4.15. 
Tabel 4.15 Informasi Error Unit J pada T0 
δ1 δ2 δ2 δ3 ……… δ 17 
-0.000058 -0.000365 -0.000041 -0.00052 ……… -0.00057 
Hitung korelasi bobot masukan (Persamaan 2.15) 
Berdasarkan tabel 4.16 diperoleh δ1 sampai δ17 dan berdasarkan tabel 4.4 
diperoleh X1. 
∆𝑣𝑖𝑗  = 𝛼𝛿𝑗𝑥𝑖   α =  0.01 
∆𝑣11 = 0.01*-0.000058*0 
∆𝑣11 = 0 
Hasil selanjutnya dari korelasi bobot masukan pada T0 dari ∆𝑣11 sampai ∆𝑣117 
dapat dilihat pada tabel 4.16. 
Tabel 4.16 Korelasi Bobot Masukan T0 
No. 1 2 3 … 17 
∆𝒗𝟏 0 0 0 … 0 
∆𝒗𝟐 0 0 0 … 0 





No. 1 2 3 … 17 
∆𝒗𝟏𝟕 -0.00000015 -0.00000041 -0.00000013 … -0.00000029 
Hitung korelasi bias (Persamaan 2.16). 
Berdasarkan tabel 4.16 diperoleh δ1 sampai δ17 
∆𝑣𝑖𝑗 = 𝛼𝛿𝑗  α =  0.01 
∆𝑣01 = 0.01*-0.000058 = -0.00000058 
Hasil selanjutnya dari korelasi bias T0 dari ∆𝑣01sampai ∆𝑣017 dapat dilihat pada 
tabel 4.17. 
Tabel 4.17 Korelasi Bias pada T0  
∆𝒗𝟎𝟏 ∆𝒗𝟎𝟐 ∆𝒗𝟎𝟑 ∆𝒗𝟎𝟒 … ∆𝒗𝟎𝟏𝟕 
-0.00000058 -0.00000365 -0.00000275 -0.00000053 … -0.00000057 
Fase 3 : Perubahan Bobot 
Hitung bobot baru hidden layer dengan penambahkan parameter momentum (µ) 
dengan range nilai dari 0 sampai 1 (Persamaan 2.18). 
Berdasarkan tabel 4.7 diperoleh Vjk(Lama) dan berdasarkan tabel 4.17 diperoleh 
∆Vjk(Tk). 
µ = 0.25 
Vjk (baru) = Vjk (Lama) + ( μ * ∆Vjk(T0)) + (μ * ∆Vjk(T1))) 
V11 (baru) = 0.5 + (0.25 * -0.00000058) + (0.25 * -0.000000011) = 0.5 
Hasil hitung bobot baru selanjutnya pada hidden layer dari V11 samapai V17 dapat 
dilihat pada tabel 4.18. 
Tabel 4.18 Bobot Baru pada Hidden Layer 
No 1 2 3 … 17 
V1 0.50000015 0.60000091 0.10000069 … 0.10000143 
V2 0.20000015 0.10000009 0.20000006 … 0.20000014 
V3 0.20000015 0.10000091 0.70000069 … 0.10000143 





… … … … … … 
V17 0.50000015 0.40000091 0.30000069 … 0.40000143 
Hitung bobot bias baru pada hudden layer (Persamaan 2.18) 
V01 (lama) atau bias lama diperoleh pada tahap menentukan bias pada hidden layer 
pada fase 1 dan berdasarkan tabel 4.17 diperoleh ∆Vjk(Tk). 
V01 (baru) = V01(lama) + µ * ΔV01(T0) + µ * ΔV01(T1) + µ * ΔV01(T2) 
V01 (baru) = 0.5 + (0.25*-0.0000005841)+( 0.25*-0.0000000116) = 0.50000015 
Hasil hitung bias baru pada hidden layer dari V02 (baru) sampai V017 (baru) dapat 
dilihat pada tabel 4.19. 
Tabel 4.19 Bias Baru Pada Hidden Layer 
V01 (baru) V02 (baru) V03 (baru) … V017 (baru) 
0.50000015 0.40000091 0.30000069 … 0.40000143 
Hitung bobot baru pada dari hidden layer ke output layer (Persamaan 2.17) 
Berdasarkan tabel 4.8 diperoleh W11 (Lama) dan berdasarkan tabel 4.13 diperoleh 
ΔW11. 
W11(baru) T0 = W11 (lama) + (µ*ΔW11) 
  = 0.1+0.25*-0.0002776181 = 0.09999 
W21(baru) T1 = W21 (lama) + (µ*ΔW21)  
= 0.2+0.25* -0.0001506971= 0.200037674 
Hasil hitung bobot baru selanjutnya pada hidden layer ke output layer dari W1 
sampai W17 dapat dilihat pada tabel 4.20. 
Tabel 4.20 Bobot Baru pada Hidden Layer ke Output Layer 
 W1(baru) W2 (baru) W3 (baru) … W17 (baru) 
Y0 0.09999 0.19999 0.09999 … 0.29999 
Y1 0.200037674 0.100035823 0.200034286 … 0.300035697 
Hitung bobot bias baru pada hudden layer ke output layer (Persamaan 2.17) 
W01 (lama) atau bias lama diperoleh pada tahap menentukan bias pada hidden layer 






W01 (baru) = W01(lama) + µ * ΔW01 
W01 (baru) = 0.5 + (0.25* -0.0002776181) = 0.09999 
Hasil hitung bias baru pada hidden layer ke output layer dari W01 (baru) sampai W02 
(baru) dapat dilihat pada tabel 4.21. 
Tabel 4.21 Bias Baru pada Hidden Layer ke Output Layer 
W01 (baru) W02 (baru) 
0.09999 0.200037674 
Selanjutnya untuk data ke-2 dilakukan dengan operasi data pertama, hanya saja 
nilai-nilai bobot dan bias yang digunakan adalah nilai-nilai bobot dan bias baru 
hasil fase 3 (perubahan bobot) pada data ke-1. 
2. Data ke-2 
Masukan data latih berupa variabel (X1 – X17) yang sudah ditranformasi 
menjadi 0 atau 1 dan target data latih (T0, T1 dan T2), data latih ke-2 diperoleh 
berdasarkan tabel 4.4 dengan merujuk ke no 2: 
(X1=1, X2=0,5, X3=0,5, X4=0,5, X5=0,5, X6=0,5, X7=0,5, X8=0,5, X9=0, X10=0, 
X11=0, X12=0,5, X13=0,5, X14=0 X15=0, X16=0,5, X17=0,5, Target T0=0, T1=0) 
Fase 1 : Propagasi Maju (Feedforward) 
Operasi pada hidden layer. 
Data ke-1 diperoleh berdasarkan tabel 4.4 (X1 – X17) dan bobot awal diperoleh 
berdasarkan tabel 4.18 (V1 – V17). bobot awal bias ke hidden layer diperoleh 
berdasarkan tabel 4.19 (V01 = 0.50000015). 
Hitung operasi pada hidden layer (Persamaan 2.6): 
Z_netj  =  V01+X1*V1+X2*V2+X3*V3+X4*V4+X5*V5+X6*V6+X7*V7+X8* 
V8+X9*V9+X10*V10+X11*V11+X12*V12+X13*V13+X14*V14+X15* 
V15+X16*V16+X17+V17 










Hasil dari operasi pada hidden layer Z_net1 sampai Z_net17 dapat dilihat pada tabel 
4.22 berikut: 
Tabel 4.22 Operasi pada Hidden Layer 
Z_net1 Z_net2 Z_net3 Z_net4 ……… Z_net17 
3,04 1,65 2,3 3,05 ……… 2,25 
Fungsi aktivasi pada hidden layer (Persamaan 2.7): 








Hasil fungsi aktivasi  pada hidden layer Z1 sampai Z17 dapat dilihat pada tabel 4.23. 
Tabel 4.23 Fungsi Aktivasi pada Hidden Layer 
Z1 Z2 Z3 Z4 Z5 …… Z17 
0.954566 0.864128 0.885948 0.930862 0.954783 …… 0.904651 
Operasi pada output layer. 
Hasil dari Z1 – Z17 diperoleh berdasarkan tabel 4.23, bobot awal hidden layer ke 
output layer (W1 –W17) diperoleh berdasarkan tabel 4.20 dan bobot awal bias ke 
output layer diperoleh berdasarkan tabel 4.21 (W0 = 0.5000709). 
Hitung operasi pada output layer (Persamaan 2.8): 
Y_net0 = W0+Z1*W1+Z2*W2+Z3*W3+Z4*W4+Z5*W5+Z6*W6+Z7*W7+Z8 
*W8+Z9*W9+Z10*W10+Z11*W11+Z12*W12+Z13*W13+Z14*W14+Z
15*W15+Z16*W16+Z17*W17 












Tabel 4.24 Operasi pada Output Layer 
Y_net0 Y_net1 
3.433769 4.003056 
Fungsi aktivasi pada output layer (Persamaan 2.9) 









Hasil fungsi aktivasi pada output layer Y0, Y1 dan Y2 dapat dilihat pada tabel 4.25. 
Tabel 4.25 Fungsi Aktivasi pada Output Layer 
Y0 Y1 
1.0031 1.0017 
Check error (iterasi berhenti bila error < 0.001), Target (Tk) atau kelas pada data 
ke-2 berdasarkan tabel 4.4 target atau kelas = 1 dengan kombinasi binner 
berdasarkan pada tabel 4.5 kelas 1 = (T0=0 T1=0) dan Y0 diperoleh berdasarkan 
tabel 4.25. 
Error = Tk - Yk = T0 – Y0 = 0 – 1.0031 = –1.0031 
Jumlah Kuadrad Error = (–1.0031)2 = 1.0062 
Fase 2 : Propagasi Mundur 
Setiap unit output menerima target yang akan dibandingkan dengan output yang 
dihasilkan. Target (Tk) atau kelas pada data ke-2 berdasarkan tabel 4.4 target atau 
kelas = 1 dengan kombinasi binner berdasarkan pada tabel 4.5 kelas 1 = (T0=0 T1=0) 
dan Y0 diperoleh berdasarkan tabel 4.25.  
Hitung nilai error pada output layer untuk T0 (Persamaan 2.10) 
δk  = (Tk − Yk)f′(Y_netk) = (tk − yk)yk(1 − yk)  
δ0 = (T0-Y0)Y0(1-Y0) 
 = (0–1.0031)* –1.0031*(1-1.0031) 
 = -0.00311925 





Berdasarkan tabel 4.23 diperoleh Z1 – Z17 dan δk diperoleh dari nilai error pada 
output layer. 
∆Wkj = α* δk*Zj  α =  0.01 
∆W01 = 0.01* -0.00311925*0.954566= -0.0000297753 
Hasil hitung korelasi nilai bobot pada T0 dari ∆W02 sampai ∆W017 dapat dilihat pada 
tabel 4.26. 
Tabel 4.26 Korelasi Bobot pada T0 
∆W01 ∆W02 ∆W03 ∆W04 ………… ∆W017 
-0.000029 -0.000026 -0.000027 -0.000029 ………… -0.000028 
Hitung korelasi bias (Persamaan 2.12). 
δk diperoleh berdasarkan dari nilai error pada output layer 
∆Wj = αδk = αδ  α =  0.01 
∆W0 = 0.01*-0.00311925 
∆W0 = -0.0000311925 
Hitung faktor δ hidden layer berdasarkan error disetiap hidden layer (Persamaan 
2.13). δk diperoleh berdasarkan dari nilai error pada output layer dan Wj diperoleh  
berdasarkan tabel 4.20. 
δ_netj = δk*Wj 
δ_net1 = -0.00311925*0.0999989996 
δ_net1 = -0.00003118938 
Hasil selanjutnya dari factor δ hidden layer pada T0 dari δ_net2 sampai δ_net17 dapat 
dilihat pada tabel 4.27. 
Tabel 4.27 Faktor δ Hidden Layer pada T0 
δ_net1 δ_net2 δ_net3 δ_net4 ………… δ_net17 
-0.00031 -0.00062 -0.00031 -0.00062 ………… -0.00093 
Hitung faktor δ hidden layer berdasarkan error disetiap hidden layer (Persamaan 
2.14). Berdasarkan tabel 4.27 diperoleh δ_net1 – δ_net17 dan berdasarkan tabel 4.23 
diperoleh Z1 – Z17. 
𝛿𝑗 = 𝛿_𝑛𝑒𝑡𝑗 ∗ 𝑧𝑗 ∗ (1 − 𝑧𝑗) 





δ1 = -0.000013 
Hasil selanjutnya dari hitung informasi kesalahan error unit j pada T0 dari δ1 sampai 
δ17 dapat dilihat pada tabel 4.28. 
 
Tabel 4.28 Informasi Error Unit J pada T0 
δ1 δ2 δ3 δ4 ……… δ 17 
-0.000013 -0.000073 -0.000031 -0.000040 ……… -0.000080 
Hitung korelasi bobot masukan (Persamaan 2.15) 
Berdasarkan tabel 4.28 diperoleh δ1 sampai δ17 dan berdasarkan tabel 4.4 
diperoleh X1 yang merujuk pada data kedua. 
∆𝑣𝑖𝑗  = 𝛼𝛿𝑗𝑥𝑖   α =  0.01 
∆𝑣11 = 0.01*-0.000013*1 
∆𝑣11 = -0.00000013 
Hasil selanjutnya dari korelasi bobot masukan pada T0 dari ∆𝑣11 sampai ∆𝑣117 
dapat dilihat pada tabel 4.29. 
Tabel 4.29 Korelasi Bobot Masukan T0 
No 1 2 3 … 17 
∆𝒗𝟏 -0.00000013 -0.00000073 -0.00000031 … -0.00000080 
∆𝒗𝟐 -0.00000006 -0.00000036 -0.00000015 … -0.00000040 
… … … … … … 
∆𝒗𝟏𝟕 0.00000007 0.00000020 0.00000006 … 0.00000014 
Hitung korelasi bias (Persamaan 2.16). 
Berdasarkan tabel 4.28 diperoleh δ1 sampai δ17 
∆𝑣𝑖𝑗 = 𝛼𝛿𝑗  α =  0.01 
∆𝑣01 = 0.01*-0.000009 = -0.00000009 






Tabel 4.30 Korelasi Bias pada T0  
∆𝒗𝟎𝟏 ∆𝒗𝟎𝟐 ∆𝒗𝟎𝟑 ∆𝒗𝟎𝟒 … ∆𝒗𝟎𝟏𝟕 
-0.00000009 -0.00000002 -0.00000012 -0.00000016 … -0.00000028 
Fase 3 : Perubahan Bobot 
Hitung bobot baru hidden layer dengan penambahkan parameter momentum (µ) 
dengan range nilai dari 0 sampai 1 (Persamaan 2.18). 
Berdasarkan tabel 4.18 diperoleh Vjk(Lama) dan berdasarkan tabel 4.29 diperoleh 
∆Vjk(Tk). 
µ = 0.25 
Vjk (baru) = Vjk (Lama) + ( μ * ∆Vjk(T0)) + (μ * ∆Vjk(T1) + (μ * ∆Vjk(T2)) 
V11 (baru) = 0.49999991 + (0.25 * -0.0000000009) + (0.25 * -0.0000000012) 
+ (0.25 *0.0000002025) = 0.499999861 
Hasil hitung bobot baru selanjutnya pada hidden layer dari V11 samapai V17 dapat 
dilihat pada tabel 4.31. 
Tabel 4.31 Bobot Baru pada Hidden Layer 
No. 1 2 3 … 17 
V1 0.499999861 0.599999221 0.099999911 … 0.299999951 
V2 0.199999941 0.099999872 0.699999941 … 0.399999921 
V3 0.399999911 0.499999873 0.299999944 … 0.199999923 
V4 0.599999921 0.299999872 0.299999934 … 0.399999921 
… … … … … … 
V17 0.200000000 0.300000000 0.400000000 … 0.400000000 
Hitung bobot bias baru pada hudden layer (Persamaan 2.18) 
V01 (lama) atau bias lama diperoleh berdasarkan tabel 4.19 dan berdasarkan tabel 
4.30 diperoleh ∆Vjk(Tk). 
V01 (baru) = V01(lama) + µ * ΔV01(T0) + µ * ΔV01(T1) + µ * ΔV01(T2) 
V01 (baru) = 0.49999991 + (0.25*-0.00000009)+( 0.25*-0.000000001)+( 0.25* 





Hasil hitung bias baru pada hidden layer dari V02 (baru) sampai V017 (baru) dapat 
dilihat pada tabel 4.32. 
 
 
Tabel 4.32 Bias Baru Pada Hidden Layer 
V01 (baru) V02 (baru) V03 (baru) … V017 (baru) 
0.499999837 0.399999821 0.299999924 … 0.099999912 
Hitung bobot baru pada dari hidden layer ke output layer (Persamaan 2.17) 
Berdasarkan tabel 4.20 diperoleh W11 (Lama) dan berdasarkan tabel 4.26 diperoleh 
ΔW11. 
W11(baru) T0 = W11 (lama) + (µ*ΔW11) 
  = 0.099989996+0.25*-0.000028 = 0.099982996 
W21(baru) T1 = W21 (lama) + (µ*ΔW21)  
= 0.199996169+0.25* -0.00003212 = 0.199988139 
W31(baru) T2 = W31 (lama) + (µ*ΔW31)  
= 0.2999957+0.25*-0.00001123 = 0.299992893 
Hasil hitung bobot baru selanjutnya pada hidden layer ke output layer dari W1 
sampai W17 dapat dilihat pada tabel 4.33. 
Tabel 4.33 Bobot Baru pada Hidden Layer ke Output Layer 
 W1(baru) W2 (baru) W3 (baru) … W17 (baru) 
Y0 0.099982996 0.199990132 0.099989922 … 0.099990083 
Y1 0.199988139 0.099996221 0.1999961121 … 0.099996201 
Y2 0.299992893 0.09999572 0.19999572 … 0.09999575 
Hitung bobot bias baru pada hudden layer ke output layer (Persamaan 2.17) 
W01 (lama) atau bias lama diperoleh berdasarkan tabel 4.21 dan berdasarkan hitung 
korelasi bias pada fase 2 diperoleh ∆W01. 
W01 (baru) = W01(lama) + µ * ΔW01 





Hasil hitung bias baru pada hidden layer ke output layer dari W01 (baru) sampai 
W02(baru) dapat dilihat pada tabel 4.34. 
 
 
Tabel 4.34 Bias Baru pada Hidden Layer ke Output Layer 
W01 (baru) W02 (baru) 
0.49999255 0.49999212 
Selanjutnya untuk semua data latih dilakukan dengan operasi yang sama pada data 
pertama dan kedua, hanya saja nilai-nilai bobot dan bias yang digunakan adalah 
nilai-nilai bobot dan bias baru hasil fase 3 (perubahan bobot) pada data kedua. 
Demikian seterusnya sampai data latih terakhir = 138 data latih (1 epoch). Proses 
ini diteruskan hingga maksimum epoch = 1000 atau error < 0.001 (target error) 
epoch berhenti. 
3. Data ke-138 
Data ke-138 adalah data terakhir pada proses pelatihan, setelah akhir dari proses 
pelatihan fase 1 dan 2 diperoleh bobot baru pada fase 3 perubahan bobot yang akan 
digunakan pada tahapan pengujian. Berikut adalah bobot baru pada fase 3 
perubahan bobot yang diperoleh setelah melakukan perhitungan fase 1 propagasi 
maju dan 2 propagasi mundur pada proses pelatihan. 
Misalkan setelah akhir iterasi dan setelah melakukan perhitungan pada fase 1 dan 2 
diperoleh  bobot baru pada fase 3 perubahan bobot berikut: 
Fase 3 : Perubahan Bobot 
Hitung bobot baru hidden layer dengan penambahkan parameter momentum (µ) 
dengan range nilai dari 0 sampai 1 (Persamaan 2.18). 
Berdasarkan tabel 4.7 diperoleh Vjk(Lama) dan berdasarkan tabel 4.17 diperoleh 
∆Vjk(Tk). µ (Momentum) = 0.25 
Vjk (baru) = Vjk (Lama) + ( μ * ∆Vjk(T0)) + (μ * ∆Vjk(T1) + (μ * ∆Vjk(T2)) 
V11 (baru) = 0.5 + (0.25 * -0.0000001567) + (0.25 * -0.0000000012) + (0.25 
*0.0000002025) = 0.5 
Hasil hitung bobot baru selanjutnya pada hidden layer dari V11 samapai V17 dapat 





Tabel 4.35 Bobot Baru pada Hidden Layer 
No 1 2 3 … 17 
V1 0.49999991 0.59999987 0.09999994 … 0.29999993 
V2 0.19999991 0.09999987 0.69999994 … 0.39999993 
V3 0.39999991 0.49999987 0.29999994 … 0.19999993 
V4 0.59999991 0.29999987 0.29999994 … 0.39999993 
… … … … … … 
V17 0.20000000 0.30000000 0.40000000 … 0.40000000 
Hitung bobot bias baru pada hudden layer (Persamaan 2.18) 
V01 (lama) atau bias lama diperoleh pada tahap menentukan bias pada hidden layer 
pada fase 1 dan berdasarkan tabel 4.17 diperoleh ∆Vjk(Tk). 
V01 (baru) = V01(lama) + µ * ΔV01(T0) + µ * ΔV01(T1) + µ * ΔV01(T2) 
V01 (baru) = 0.5 + (0.25*-0.0000001567)+( 0.25*-0.0000000012)+( 0.25* 
     -0.0000002025)  = 0.49999991 
Hasil hitung bias baru pada hidden layer dari V02 (baru) sampai V017 (baru) dapat 
dilihat pada tabel 4.36. 
Tabel 4.36 Bias Baru Pada Hidden Layer 
V01 (baru) V02 (baru) V03 (baru) … V017 (baru) 
0.49999991 0.39999987 0.29999994 … 0.09999993 
Hitung bobot baru pada dari hidden layer ke output layer (Persamaan 2.17) 
Berdasarkan tabel 4.8 diperoleh W11 (Lama) dan berdasarkan tabel 4.13 diperoleh 
ΔW11. 
W11(baru) T0 = W11 (lama) + (µ*ΔW11) 
  = 0.1+0.25*-0.0000400168 = 0.099989996 
W21(baru) T1 = W21 (lama) + (µ*ΔW21)  
= 0.2+0.25* -0.0000153242 = 0.199996169 
Hasil hitung bobot baru selanjutnya pada hidden layer ke output layer dari W1 





Tabel 4.37 Bobot Baru pada Hidden Layer ke Output Layer 
 W1(baru) W2 (baru) W3 (baru) … W17 (baru) 
Y0 0.099989996 0.199990131 0.099989924 … 0.099990082 
Y1 0.199996169 0.099996221 0.199996142 … 0.099996202 
Y2 0.2999957 0.0999957 0.1999957 … 0.0999957 
Hitung bobot bias baru pada hudden layer ke output layer (Persamaan 2.17) 
W01 (lama) atau bias lama diperoleh pada tahap menentukan bias pada hidden layer 
ke output layer pada fase 1 dan berdasarkan hitung korelasi bias pada fase 2 
diperoleh ∆W01. 
W01 (baru) = W01(lama) + µ * ΔW01 
W01 (baru) = 0.5 + (0.25* -0.0000416479) = 0.499989588 
Hasil hitung bias baru pada hidden layer ke output layer dari W01 (baru) sampai W02 
(baru) dapat dilihat pada tabel 4.38. 
Tabel 4.38 Bias Baru pada Hidden Layer ke Output Layer 
W01 (baru) W02 (baru) 
0.49999991 0.5 
Selanjutnya bobot akhir pada tahap pelatihan fase 3 (perubahan bobot ) operasi pada 
data ke-138 akan digunakan menjadi bobot awal pada tahap pengujian.  
4.1.2.2 Tahap Pengujian (Testing) 
Masukan data uji berupa variabel (X1 – X17) yang sudah ditranformasi 
menjadi 0 atau 1, data uji diperoleh berdasarkan tabel 4.4 dengan merujuk ke no 2: 
(X1=1, X2=1, X3=1, X4=1, X5=1, X6=1, X7=1, X8=0, X9=1, X10=1, X11=0, X12=0, 
X13=0, X14=0 X15=0, X16=0, X17=0) 
Fase 1 : Propagasi Maju (Feedforward) 
Operasi pada hidden layer. 
Data uji diperoleh berdasarkan tabel 4.4 (X1 – X17) yang merujuk ke no 2 dan bobot 
awal diperoleh berdasarkan tabel 4.35 (V1 – V17). bobot awal bias ke hidden layer 
diperoleh berdasarkan tabel 4.36 (V01 = 0.49999991). 





Z_netj  =  V01+X1*V1+X2*V2+X3*V3+X4*V4+X5*V5+X6*V6+X7*V7+X8* 
V8+X9*V9+X10*V10+X11*V11+X12*V12+X13*V13+X14*V14+X15* 
V15+X16*V16+X17+V17 





Hasil dari operasi pada hidden layer Z_net1 sampai Z_net17 dapat dilihat pada tabel 
4.39 berikut: 
Tabel 4.39 Operasi pada Hidden Layer 
Z_net1 Z_net2 Z_net3 Z_net4 ……… Z_net17 
2.99999930 2.59999926 2.79999933 3.29999932 ……… 2.79999993 
Fungsi aktivasi pada hidden layer (Persamaan 2.7): 








Hasil fungsi aktivasi  pada hidden layer Z1 sampai Z17 dapat dilihat pada tabel 4.40. 
Tabel 4.40 Fungsi Aktivasi pada Hidden Layer 
Z1 Z2 Z3 Z4 Z5 …… Z17 
0.952574 0.930861 0.942675 0.964428 0.983697 …… 0.942676 
Operasi pada output layer. 
Hasil dari Z1 – Z17 diperoleh berdasarkan tabel 4.40, bobot awal hidden layer ke 
output layer (W1 –W17) diperoleh berdasarkan tabel 4.37 dan bobot awal bias ke 
output layer diperoleh berdasarkan tabel 4.38 (W0 = 0.499989588). 
Hitung operasi pada output layer (Persamaan 2.8): 
Y_net0 = W0+Z1*W1+Z2*W2+Z3*W3+Z4*W4+Z5*W5+Z6*W6+Z7*W7+Z8 
*W8+Z9*W9+Z10*W10+Z11*W11+Z12*W12+Z13*W13+Z14*W14+Z
15*W15+Z16*W16+Z17*W17 










Hasil hitung pada operasi pada output layer Y_net0, Y_net1 dan Y_net2 dapat dilihat 
pada tabel 4.41. 
Tabel 4.41 Operasi pada Output Layer 
Y_net0 Y_net1 
5.789627 6.370687 
Fungsi aktivasi pada output layer (Persamaan 2.9) 









Hasil fungsi aktivasi pada output layer Y0, Y1 dan Y2 dapat dilihat pada tabel 4.42. 
Tabel 4.42 Fungsi Aktivasi pada Output Layer 
Y0 Y1 
𝟎. 𝟗𝟗𝟕𝟎 𝟎. 𝟗𝟗𝟖𝟑 
Y0 Y1  
 Kelas 1 0 0  
Fungsi aktivasi:  Kelas 2 0 1  
    Kelas 3  1 1  
  
Keterangan :  Jika YK < 0.5, maka nilai Yk = 0 
Jika YK ≥ 0.5, maka nilai Yk = 1 
Y0 = 0.9970 = 1 





Hasil dari data pengujian baru ini berdasarkan tabel 4.5 mendapatkan nilai Y0 = 1 
Y1 = 1 Y2 = 1 maka data uji yang baru termasuk kedalam kelas 5 (Gangguan Stres 
Pascatrauma). 
1.2 Perancangan Antar Muka (Interface) 
Perancangan interface atau perancangan antar muka digunakan untuk 
menghubungkan antar user kepada aplikasi yang telah dibangun sehingga user 
dapat berintraksi kepada apkasi dengan mudah. Perancangan interface pada 
penelitian ini  menggunakan GUI (Graphical User Interface) yang ada pada matlab. 
4.2.1 Desain Tampilan Halaman Depan 
Tampilan halaman depan adalah halaman pertama yang terdiri dari 3 pilihan 
menu pada aplikasi yang akan dibangun oleh peneliti. Berikut adalah desain 










Gambar  4.2 Desain Halaman Depan 
4.2.2 Desain Tampilan Pelatihan 
Tampilan pelatihan adalah tampilan untuk melakukan proses pelatihan dan 
tampilan untuk memasukan nilai dari variabel Attention Deficit Hyperactivity 
Disorder (ADHD) maksimum epoch, target error, learning rate, jumlah neuron 
hidden layer dan momentum. Desain tampilan pelatihan dapat dilihat pada gambar 
















Gambar  4.3 Desain Tampilan Pelatihan 
4.2.3 Desain Tampilan Pengujian 
Tampilan pengujian adalah tampilan untuk melakukan proses pengujian 
serta menampilkan tabel data uji dan tabel hasil pengujian dan terdapat tombol 
untuk melakukan pengujian akurasi yang menggunakan confusion matrix. Desain 









Tabel Kelas Hasil Pengujian
Comfusion Matrix Test Individu
 
Gambar  4.4 Desain Tampilan Pengujian 
4.2.4 Desain Tampilan Test Individu 
 Tampilan test individu adalah tampilan yang menampilkan variabel gejala-
gejala Attention  serta hasil dari diagnosa pada simulasi aplikasi penelitian ini. 












































BAB V  
IMPLEMENTASI DAN PENGUJIAN 
Implementasi dan pengujian merupakan tahap yang sangat penting dan 
tahap terakhir pada penelitian ini. Tahapan ini merupakan mengimplementasi hasil 
analisa dan perancangan yang telah dilakukan pada BAB IV sebelumnya. 
5.1 Implementasi 
Tahap implementasi merupakan tahapan yang melakukan coding atau 
menulis script pemprograman sesuai dengan analisa dan perancangan yang telah 
dilakukan. Tahapan ini dilakukan agar seusai dengan perancangan yang telah 
dibuat. Implementasi yang dilakukan yaitu implementasi metode Backpropagation 
Momentum untuk melakukan diagnosa Attention Deficit Hyperactivity Disorder. 
5.1.1 Ruang Lingkup Implementasi 
Ruang lingkup implementasi sistem ini membutuhkan perangkat keras dan 
perangkat lunak yang dapat menjadi perangkat pendukung. 
1. Ruang lingkup perangkat keras 
Spesifikasi perangkat keras yang digunakan yaitu: 
1. Processor : AMD A8-6410 APU 
2. Memori : 2 GB  
3. Harddisk : 500 GB HDD 
4. VGA : AMD Radeon R5 Graphics 
2. Ruang lingkup perangkat Lunak 
Spesifikasi perangkat lunak yang digunakan 
1. Sistem Operasi  : Windows 7 
2. BahasaPemrograman : Matblab 
3. Tools : Matlab R2016a 
5.1.2 Batasan Implementasi 
Batasan implementasi pada penelitian ini memiliki batasan yang sesuai 
dengan hasil analisa dan perancangan. Batasan implementasi yaitu: perancangan 





5.1.3 Implementasi Antar Muka (Interface) 
Implementasi antarmuka (interface) adalah tahapan untuk peroses 
mengimplementasikan perancangan sebelumnya yang sudah dilakukan oleh 
peneliti. Proses implementasi diantaranya proses pelatihan, proses pengujian dan 
test individu. 
5.1.3.1 Interface Halaman Depan 
Interface halaman depan adalah halaman pertama yang tampil pada saat 
menjalankan aplikasi yang terdiri dari 3 pilihan menu yaitu: proses pelatihan, 
pengujian data dan test individu. Berikut adalah Interface tampilan halaman depan 
dapat dilihat pada gambar 5.1 dibawah ini: 
 
Gambar 5.1 Halaman Depan 
5.1.3.2 Interface Halaman Pelatihan 
Interface tampilan pelatihan adalah tampilan untuk melakukan proses 
pelatihan dan tampilan untuk memasukan nilai dari variabel maksimum epoch, 
target error, learning rate, jumlah neuron hidden layer dan momentum. Interface 






Gambar 5.2 Halaman Pelatihan 
Pada halaman pelatihan ini user memasukan nilai variabel pelatihan seperti 
maksimum epoch, target error, learning rate, jumlah neuron hidden layer dan 
momentum pada form input yang tersedia di tampilan. Setelah itu user menekan 
tombol latih data untuk melakukan proses pelatihan. Proses pelatihan dapat dilihat 
pada gambar 5.3 dibawah ini: 
 





5.1.3.3 Interface Halaman Pengujian 
Interface tampilan pengujian adalah tampilan untuk melakukan proses 
pengujian serta menampilkan tabel data uji, tabel hasil Y0 Y1, tabel hasil pengujian 
dan terdapat tombol untuk melakukan pengujian akurasi yang menggunakan 
confusion matrin. Interface tampilan pengujian dapat dilihat pada  gambar 5.4 
dibawah ini: 
 
Gambar 5.4 Halaman Pengujian 
Pada halaman  terdapat tombol untuk melihat akurasi dengan confusion matrix, 
untuk melihat akurasi user  menekan tombol tersebut. Tampilan confusion matrix 






Gambar 5.5 Tampilan Confusion Matrix 
5.1.3.4 Interface Halaman Test Individu 
Interface tampilan test individu adalah tampilan yang menampilkan variabel 
gejala-gejala anxiety disorder serta hasil dari diagnosa pada simulasi aplikasi 







Gambar 5.6 Halaman Test Individu 
5.2 Pengujian 
Setelah peneliti melakukan implementasi, tahapan selanjutnya yang 
dilakukan yaitu pengunjian. Pengujian merupakan tahap untuk mengetahui apakah 
aplikasi yang sudah diimplementasikan berjalan dengan baik atau tidak dan untuk 
mengetahui kesalahan yang terjadi pada aplikasi yang sudah dibangun. Pengujian 
juga bertujuan untuk mengetahui hasil akurasi yang dicapai pada aplikasi pada 
penelitian ini. 
5.2.1 Rancangan Pengujian 
Tahapan pengujian akan berjalan sesuai dengan rancangan pengujian 
berikut ini: 
1. Pengujian yang dilakukan yaitu melakukan diagnosa Attention Deficit 
Hyperactivity Disorder menjadi 3 tipe yaitu: Predominan Inatentif, 
Predominan Hiperaktif-Impulsif dan Kombinasi  
2. Pelatihan dengan pilihan learning rate 0.01, 0.1 dan 0.2. Maksimum epoch 





0.7 dan 0.75. Dengan pembagian data latih dan data uji 70:30 (data latih 97 
dan data uji 41), 80:20 (data latih 110 dan data uji 28) 90:10 (data latih 124, 
14). 
3. Pengujian yang dilakukan oleh peneliti untuk algoritma menggunakan white 
box, pengujian tingkat akurasi (confusion matrix) dan parameter 
Backpropagation Momentum. 
5.2.2 Pengujian White Box 
Pengujian white box yang dilakukan untuk mengetahui hasil tahapan 
pelatihan dan pengujian apakah algoritma Backpropagation Momentum sudah 
berjalan dengan baik atau tidak pada aplikasi yang sudah dibangun. Pengujian white 
box pada algoritma Backpropagation Momentum yang dilakukan terdapat beberapa 
bagian diantaranya sebagai berikut: 
5.2.2.1 Pelatihan Backpropagation Momentum 
Pengujian pelatihan Backpropagation Momentum dengan white box dapat 
dilihat pada tabel 5.1 berikut: 




Hasil Uji Keterangan 























































Hasil Uji Keterangan 
bias_keluaran = 
net.b{2,1}; 













Berdasarkan tabel 5.1 diatas, proses pelatihan dengan Backpropagation Momentum 
pada aplikasi berjalan dengan baik dan sesuai dengan tujuan. 
5.2.2.2 Penggujian Backpropagation Momentum 
Pengujian pengujian Backpropagation Momentum dengan white box dapat 
dilihat pada tabel 5.2 berikut: 










dan bobot hasil 
dari pelatihan 
Pengambilan 















3 kelas(a)=3;  


























Berdasarkan tabel 5.2 diatas, proses pengujian dengan Backpropagation 
Momentum pada aplikasi berjalan dengan baik dengan hasil yang sesuai. 
5.2.2.3 Pengujian Test Individu Backpropagation Momentum 
Pengujian test individu Backpropagation Momentum dengan white box 
dapat dilihat pada tabel 5.3 berikut: 




Hasil Uji Keterangan 
1 load('bobotjst.mat') Pegambilan data 










2 pola=[x1, x2, x3, x4, x5, 
x6, x7, x8, x9, x10, x11, 
x12, x13, x14, x15, x16, 
x17]; 
Membuat pola 



















4 if((y(1, a)<0.5) && (y(2, 


















Berdasarkan tabel 5.3 diatas, proses test individu dengan Backpropagation 
Momentum pada aplikasi berjalan dengan baik dan dapat memberikan hasil 
diagnosa. 
5.2.3 Pengujian Parameter pada Backpropagation Momentum (BPM) 
Pengujian parameter yang dilakukan pada penelitian ini merupakan 





jumlah hidden layer, dan momentum. Nilai-nilai parameter akan diuji berbagai 
variasi nilai sehingga mendapatkan akurasi tertinggi. 
5.2.3.1 Pengujian dengan Perbandingan Data Latih dan Data Uji 
Pengujian ini menggunakan data dengan perbandingan 70:30 (data latih 97 
dan data uji 41), 80:20 (data latih 120 dan data uji 28) 90:10 (data latih 124 dan data 
uji 14). Pada pengujian ini menggunakan 1000 epoch dan target error 0.001. 
A. Pengujian Berdasarkan Nilai Lerning Rate (α) 
a. Learning Rate 0.01 
1. Pengujian dengan learning rate 0.01, jumlah neuron hidden leyer 17 dan 
momentum 0.25 dapat dilihat pada tebel 5.4 berikut ini: 
Tabel 5.4 Rincian Hasil Pengujian dengan Learning Rate 0.01, Jumlah 
Neuron Hidden Layer 17 dan Momentum 0.25 (90:10) 
Data Ke Kelas Sebenarnya Hasil Pengujian ADHD 
1 2 2 
2 3 3 
3 3 2 
4 1 2 
5 2 1 
6 2 2 
7 1 1 
8 1 1 
9 3 3 
10 3 2 
11 2 1 
12 2 2 
13 1 1 
14 1 1 
Keterangan: 
 = Hasil tidak sesuai target 





Hasil confusion matrix dengan menggunakan learning rate 0.01, neuron 
hidden layer 17 dan momentum 0.25 dapat dilihat pada tabel 5.5 berikut ini: 
Tabel 5.5  Pengujian Confusion Matrix dengan Learning Rate 0.01, Neuron 
Hidden Layer 17 dan Momentum 0.25 (90:10) 
 Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 
Kelas 
Sebenarnya 
Kelas 1 4 2 0 
Kelas 2 1 3 2 
Kelas 3 0 0 2 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 




𝑥 100 = 64.3% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.01, neuron hidden layer 17 dan momentum 
0.25. Hasil pengujian dari pembagian data dapat dilihat pada  tabel 5.6 berikut ini: 
Tabel 5.6 Hasil Pengujian dengan Learning rate 0.01, Neuron Hidden Layer 
17 dan Momentum 0.25 
No Jumlah Data Latih Jumlah Data Uji Akurasi 
1 124 14 64.3% 
2 120 28 42.9% 
3 97 41 29.3% 
2. Pengujian dengan learning rate 0.01 , jumlah neuron hidden leyer 17 dan 





Tabel 5.7 Rincian Hasil Pengujian dengan Learning Rate 0.01, Jumlah 
Neuron Hidden Layer 17 dan Momentum 0.4 (90:10) 
Data Ke Kelas Sebenarnya Hasil Pengujian ADHD 
1 2 2 
2 3 2 
3 3 1 
4 1 3 
5 2 2 
6 2 2 
7 1 1 
8 1 1 
9 3 2 
10 3 1 
11 2 2 
12 2 2 
13 1 3 
14 1 1 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.01, neuron 
hidden layer 17 dan momentum 0.4 dapat dilihat pada tabel 5.8 berikut ini: 
Tabel 5.8  Pengujian Confusion Matrix dengan Learning Rate 0.01, Neuron 
Hidden Layer 17 dan Momentum 0.4 (90:10) 
 Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 
Kelas 
Sebenarnya 
Kelas 1 3 0 2 
Kelas 2 0 5 2 






 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 




𝑥 100 = 57.1% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.01, neuron hidden layer 17 dan momentum 
0.1. Hasil pengujian dari pembagian data dapat dilihat pada  tabel 5.9 berikut ini: 
Tabel 5.9 Hasil Pengujian dengan Learning Rate 0.01, Neuron Hidden Layer 
17 dan Momentum 0.4 
No Jumlah Data Latih Jumlah Data Uji Akurasi 
1 124 14 57.1% 
2 110 28 35.7% 
3 97 41 29.3% 
3. Pengujian dengan learning rate 0.01, jumlah neuron hidden leyer 17 dan 
momentum 0.75 dapat dilihat pada tebel 5.10 berikut ini: 
Tabel 5. 10 Rincian Hasil Pengujian dengan Learning Rate 0.01, Jumlah 
Neuron Hidden Layer 17 dan Momentum 0.75 (90:10) 
Data Ke Kelas Sebenarnya Hasil Pengujian ADHD 
1 2 3 
2 3 3 
3 3 3 
4 1 3 
5 2 3 
6 2 3 
7 1 3 
8 1 3 





Data Ke Kelas Sebenarnya Hasil Pengujian ADHD 
10 3 3 
11 2 3 
12 2 3 
13 1 3 
14 1 3 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.01, neuron 
hidden layer 17 dan momentum 0.75 dapat dilihat pada tabel 5.11 berikut ini: 
Tabel 5.11  Pengujian Confusion Matrix dengan Learning Rate 0.01, Neuron 
Hidden Layer 17 dan Momentum 0.75 (90:10) 
 Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 
Kelas 
Sebenarnya 
Kelas 1 0 0 0 
Kelas 2 0 0 0 
Kelas 3 5 5 4 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 




𝑥 100 = 28.6% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.01, neuron hidden layer 17 dan momentum 





Tabel 5.12 Hasil Pengujian dengan Learning Rate 0.01, Neuron Hidden Layer 
17 dan Momentum 0.75 
No Jumlah Data Latih Jumlah Data Uji Akurasi 
1 124 14 28.6% 
2 110 24 17.9% 
3 97 41 53.7% 
b. Learning Rate 0.1 
1. Pengujian dengan learning rate 0.1, jumlah neuron hidden leyer 17 dan 
momentum 0.25 dapat dilihat pada tebel 5.13 berikut ini: 
Tabel 5.13 Rincian Hasil Pengujian dengan Learning Rate 0.1, Jumlah 
Neuron Hidden Layer 17 dan Momentum 0.25 (90:10) 
Data Ke Kelas Sebenarnya Hasil Pengujian ADHD 
1 2 3 
2 3 3 
3 3 2 
4 1 1 
5 2 3 
6 2 3 
7 1 1 
8 1 1 
9 3 3 
10 3 2 
11 2 3 
12 2 3 
13 1 1 
14 1 1 
Keterangan: 
 = Hasil tidak sesuai target 





= Hasil sesuai target 
Hasil confusion matrix dengan menggunakan learning rate 0.1, neuron 
hidden layer 17 dan momentum 0.25 dapat dilihat pada tabel 5.14 berikut ini: 
Tabel 5.14  Pengujian Confusion Matrix dengan Learning Rate 0.1, Neuron 
Hidden Layer 17 dan Momentum 0.25 (90:10) 
 Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 
Kelas 
Sebenarnya 
Kelas 1 5 0 0 
Kelas 2 0 0 2 
Kelas 3 0 5 2 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 




𝑥 100 = 50% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.1, neuron hidden layer 17 dan momentum 
0.25. Hasil pengujian dari pembagian data dapat dilihat pada  tabel 5.15 berikut ini: 
Tabel 5.15 Hasil Pengujian dengan Learning rate 0.1, Neuron Hidden Layer 
17 dan Momentum 0.25 
No Jumlah Data Latih Jumlah Data Uji Akurasi 
1 124 14 50% 
2 110 28 53.6% 
3 97 41 41.5% 
2. Pengujian dengan learning rate 0.1, jumlah neuron hidden leyer 17 dan 





Tabel 5.16 Rincian Hasil Pengujian dengan Learning Rate 0.1, Jumlah 
Neuron Hidden Layer 17 dan Momentum 0.4 (90:10) 
Data Ke Kelas Sebenarnya Hasil Pengujian ADHD 
1 2 2 
2 3 3 
3 3 3 
4 1 1 
5 2 2 
6 2 2 
7 1 1 
8 1 1 
9 3 3 
10 3 3 
11 2 2 
12 2 2 
13 1 1 
14 1 1 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil pengujian confusion matrix dengan menggunakan learning rate 0.1, 
neuron hidden layer 17 dan momentum 0.1 dapat dilihat pada tabel 5.17 berikut ini: 
Tabel 5.17  Pengujian Confusion Matrix dengan Learning Rate 0.1, Neuron 
Hidden Layer 17 dan Momentum 0.4 (90:10) 
 Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 
Kelas 
Sebenarnya 
Kelas 1 5 0 0 
Kelas 2 0 5 0 






 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 




𝑥 100 = 100% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.1, neuron hidden layer 17 dan momentum 0.4. 
Hasil pengujian dari pembagian data dapat dilihat pada  tabel 5.18 berikut ini: 
Tabel 5.18 Hasil Pengujian dengan Learning Rate 0.1, Neuron Hidden Layer 
17 dan Momentum 0.4 
No Jumlah Data Latih Jumlah Data Uji Akurasi 
1 124 14 100% 
2 110 28 50% 
3 97 41 56.1% 
3. Pengujian dengan learning rate 0.1, jumlah neuron hidden leyer 17 dan 
momentum 0.5 dapat dilihat pada tebel 5.19 berikut ini: 
Tabel 5.19 Rincian Hasil Pengujian dengan Learning Rate 0.1, Jumlah 
Neuron Hidden Layer 17 dan Momentum 0.75 (90:10) 
Data Ke Kelas Sebenarnya Hasil Pengujian ADHD 
1 2 2 
2 3 3 
3 3 3 
4 1 2 
5 2 2 
6 2 2 
7 1 1 
8 1 1 





Data Ke Kelas Sebenarnya Hasil Pengujian ADHD 
10 3 3 
11 2 2 
12 2 2 
13 1 1 
14 1 1 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.1, neuron 
hidden layer 17 dan momentum 0.5 dapat dilihat pada tabel 5.20 berikut ini: 
Tabel 5.20  Pengujian Confusion Matrix dengan Learning Rate 0.1, Neuron 
Hidden Layer 17 dan Momentum 0.5 (90:10) 
 Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 
Kelas 
Sebenarnya 
Kelas 1 4 0 0 
Kelas 2 1 5 0 
Kelas 3 0 0 4 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 




𝑥 100 = 92.9% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.1, neuron hidden layer 17 dan momentum 





Tabel 5.21 Hasil Pengujian dengan Learning Rate 0.1, Neuron Hidden Layer 
17 dan Momentum 0.75 
No Jumlah Data Latih Jumlah Data Uji Akurasi 
1 124 14 92.9% 
2 110 28 46.4% 
3 97 41 65.9% 
c. Learning Rate 0.2 
1. Pengujian dengan learning rate 0.2, jumlah neuron hidden leyer 17 dan 
momentum 0.25 dapat dilihat pada tebel 5.22 berikut ini: 
Tabel 5.22 Rincian Hasil Pengujian dengan Learning Rate 0.2, Jumlah 
Neuron Hidden Layer 17 dan Momentum 0.25 (90:10) 
Data Ke Kelas Sebenarnya Hasil Pengujian ADHD 
1 2 2 
2 3 3 
3 3 3 
4 1 1 
5 2 2 
6 2 2 
7 1 1 
8 1 1 
9 3 3 
10 3 3 
11 2 2 
12 2 2 
13 1 1 
14 1 1 
Keterangan: 
 = Hasil tidak sesuai target 





= Hasil sesuai target 
Hasil confusion matrix dengan menggunakan learning rate 0.2, neuron 
hidden layer 17 dan momentum 0.25 dapat dilihat pada tabel 5.23 berikut ini: 
Tabel 5.23  Pengujian Confusion Matrix dengan Learning Rate 0.2, Neuron 
Hidden Layer 17 dan Momentum 0.25 (90:10) 
 Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 
Kelas 
Sebenarnya 
Kelas 1 5 0 0 
Kelas 2 0 5 0 
Kelas 3 0 0 4 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 




𝑥 100 = 100% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.2, neuron hidden layer 17 dan momentum 
0.25. Hasil pengujian dari pembagian data dapat dilihat pada  tabel 5.24 berikut ini: 
Tabel 5.24 Hasil Pengujian dengan Learning rate 0.2, Neuron Hidden Layer 
17 dan Momentum 0.25 
No Jumlah Data Latih Jumlah Data Uji Akurasi 
1 124 14 100% 
2 110 28 64.3% 
3 97 41 56.1% 
2. Pengujian dengan learning rate 0.2, jumlah neuron hidden leyer 17 dan 





Tabel 5.25 Rincian Hasil Pengujian dengan Learning Rate 0.2, Jumlah 
Neuron Hidden Layer 17 dan Momentum 0.4 (90:10) 
Data Ke Kelas Sebenarnya Hasil Pengujian ADHD 
1 2 2 
2 3 3 
3 3 3 
4 1 1 
5 2 2 
6 2 2 
7 1 1 
8 1 1 
9 3 3 
10 3 3 
11 2 2 
12 2 2 
13 1 1 
14 1 1 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.2, neuron 
hidden layer 17 dan momentum 0.4 dapat dilihat pada tabel 5.26 berikut ini: 
Tabel 5.26  Pengujian Confusion Matrix dengan Learning Rate 0.2, Neuron 
Hidden Layer 17 dan Momentum 0.4 (90:10) 
 Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 
Kelas 
Sebenarnya 
Kelas 1 5 0 0 
Kelas 2 0 5 0 






 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 




𝑥 100 = 100% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.2, neuron hidden layer 17 dan momentum 0.4. 
Hasil pengujian dari pembagian data (90:10) dapat dilihat pada  tabel 5.27 berikut 
ini: 
Tabel 5.27 Hasil Pengujian dengan Learning Rate 0.2, Neuron Hidden Layer 
17 dan Momentum 0.4 (90:10) 
No Jumlah Data Latih Jumlah Data Uji Akurasi 
1 124 14 100% 
2 110 28 60.7% 
3 97 41 43.9% 
3. Pengujian dengan learning rate 0.2, jumlah neuron hidden leyer 17 dan 
momentum 0.75 dapat dilihat pada tebel 5.28 berikut ini: 
Tabel 5.28 Rincian Hasil Pengujian dengan Learning Rate 0.2, Jumlah 
Neuron Hidden Layer 17 dan Momentum 0.75 (90:10) 
Data Ke Kelas Sebenarnya Hasil Pengujian ADHD 
1 2 2 
2 3 3 
3 3 3 
4 1 1 
5 2 2 
6 2 2 
7 1 1 





Data Ke Kelas Sebenarnya Hasil Pengujian ADHD 
9 3 3 
10 3 3 
11 2 2 
12 2 2 
13 1 1 
14 1 1 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.2, neuron 
hidden layer 17 dan momentum 0.75 dapat dilihat pada tabel 5.29 berikut ini: 
Tabel 5.29  Pengujian Confusion Matrix dengan Learning Rate 0.2, Neuron 
Hidden Layer 17 dan Momentum 0.75 (90:10) 
 Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 
Kelas 
Sebenarnya 
Kelas 1 5 0 0 
Kelas 2 0 5 0 
Kelas 3 0 0 4 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 




𝑥 100 = 100% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.2, neuron hidden layer 17  dan momentum 





Tabel 5.30 Hasil Pengujian dengan Learning Rate 0.2, Neuron Hidden Layer 
17 dan Momentum 0.75  
No Jumlah Data Latih Jumlah Data Uji Akurasi 
1 124  14  100% 
2 110 28 82.1% 
3 97 41 63.4% 
B. Pengujian Berdasarkan Jumlah Neuron Hidden Layer 
a. Jumlah Neuron Hidden Layer 17 
Pengujian dengan jumlah neuron hidden layer 17 dapat dilihat pada tabel 
5.31 dibawah ini: 
Tabel 5.31 Hasil Pengujian dengan Jumlah Neuron Hidden Layer 17 
No. 
Α µ 
Akurasi dengan Pembagian Data 
70:30 80:20 90:10 
1 0.01 0.25 29.3% 42.9% 64.3% 
2 0.01 0.4 29.3% 35.7% 57.1% 
3 0.01 0.75 53.7% 17.9% 28.6% 
4 0.1 0.25 41.5% 53.6% 50% 
5 0.1 0.4 56.1% 50% 100% 
6 0.1 0.75 65.9% 46.6% 92.9% 
7 0.2 0.25 56.1% 64.3% 100% 
8 0.2 0.4 43.9% 60.7% 100% 
9 0.2 0.75 63.4% 82.1% 100% 
C. Pengujian Berdasarkan Momentum 
a. Momentum 0.25 
Pengujian pembagian data dengan nilai momentum 0.25 dapat dilihat pada 










Akurasi dengan Pembagian Data 
70:30 80:20 90:10 
1 0.01 17 29.3% 42.9% 64.3% 
2 0.1 17 41.5% 53.6% 50% 
3 0.2 17 56.1% 64.3% 100% 
b. Momentum 0.1 
Pengujian pembagian data dengan nilai momentum 0.4 dapat dilihat pada 
tabel 5.33 dibawah ini: 





Akurasi dengan Pembagian Data 
70:30 80:20 90:10 
1 0.01 17 29.3% 35.7% 57.1% 
3 0.1 17 0.4 56.1% 50% 
5 0.2 17 43.9% 60.7% 100% 
c. Momentum 0.5 
Pengujian pembagian data dengan nilai  momentum 0.75 dapat dilihat pada 
tabel 5.34 dibawah ini: 





Akurasi dengan Pembagian Data 
70:30 80:20 90:10 
1 0.01 17 53.7% 17.9% 28.6% 
3 0.1 17 65.9% 46.6% 92.9% 







D. Tabel Kesimpulan Pengujian 
Tabel kesimpulan pengujian ini merupakan tabel hasil dari semua 
kombinasi pengujian yang telah dilakukan. Berikut adalah tabel kesimpulan 
pengujian dapat dilihat pada tabel 5.35 dibawah ini: 





Akurasi dengan Pembagian Data 
70:30 80:20 90:10 
1 0.01 0.25 17 29.3% 42.9% 64.3% 
2 0.01 0.4 17 29.3% 35.7% 57.1% 
3 0.01 0.75 17 53.7% 17.9% 28.6% 
4 0.1 0.25 17 41.5% 53.6% 50% 
5 0.1 0.4 17 56.1% 50% 100% 
6 0.1 0.75 17 65.9% 46.6% 92.9% 
7 0.2 0.25 17 56.1% 64.3% 100% 
8 0.2 0.4 17 43.9% 60.7% 100% 
9 0.2 0.75 17 63.4% 82.1% 100% 
Berdasarkan dari hasil pengujian pada tabel 5.35 dapat disimpulkan hasil akurasi 
terendah pada pembagian data 80:20 dengan parameter learning rate  (α) = 0.01, 
neuron hidden layer = 17 dan momentum (µ) = 0.75 dengan nilai akurasi 17.9%. 
Sedangkan hasil akurasi tertinggi terletak pada learning rate  (α) = 0.2 dengan nilai 
akurasi 100%.  
5.3 Kesimpulan Pengujian 
Berdasarkan hasil dari beberapa pengujian yang telah dilakukan, maka 
dapat disimpulkan dengan masing-masing jenis pengujian berikut ini: 
1. Kesimpulan Pengujian White Box 
Setelah dilakukan semua pengujian tahapan  backpropagation momentum 





individu, dapat disimpulkan bahwa semua tahapan pada backpropagation 
momentum berjalan dengan baik dan sesuai dengan yang diharapkan. 
2. Kesimpulan Pengujian Parameter 
a. Parameter Learning Rate (α)  
Dari hasil pengujian yang telah dilakukan, dapat disimpulkan bawah 
parameter α terbaik dari pengujian data 90:10 adalah 0.2 dengan hasil 
akurasi sebesar 100%. 
b. Parameter Momentum (µ) 
Pada pengujian 90:10 parameter µ terbaik yang mempengaruhi hasil 
akurasi tertinggi yaitu 0.25, 0.4 dan 0.75 dengan hasil akurasi sebesar 
100%. 
c. Kesimpulan Perbandingan Data Latih dan Data Uji 
Perbandingan data latih dan data uji terbaik adalah 90:10 yaitu data latih 
90% dan data uji 10% (data latih 124 dana data uji 14) dengan hasil 
akurasi sebesar100%.   
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