Abstract. In many still-image and video processing applications, the time-frequency localization properties of the decomposition technique are an important consideration. While bandwidth compression of the image requires operators with good localization in frequency, spatial features such as edge preservation demand a high degree of localization in time (or the spatial variable). These requirements compete with each other and one is secured at the expense of the other. The classical "uncertainty" principle in the continuous-time domain provides the back drop for this trade-off. Our purpose is to review recent extensions of this principle to the discrete-time case and to develop optimum wave forms. We review common features of block transforms, subband filter banks, and wavelets, and demonstrate how the discrete uncertainty can be used to evaluate these decomposition methods. In particular, we evaluate the trade-off between localization in time and in frequency for several proposed signal decomposition structures. where aTand an are the rms spread of 4>(t) and cI>(D)around the center values. That is,
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Optical Engineering 32(7), 1411-1429 (July 1993). where aTand an are the rms spread of 4>(t) where E is the energy in the signalã nd t and D refer to the center of mass of these kernels,
F(I3;r)= I~,.J(t)g(t-'T)
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The product aT a f) is called the resolution cell. The equal sign holds in Eq.~l) if and only if 4>U) (and consequently, its Fourier transform) is Gaussian of the form exp( -a.r2). The derivation of this result can be found in Papoulis. 2 The short-time Fourier transform (STFT) has been used to extract frequency characteristics of a signal over some selected interval in time. The STFT positions a window get) at some point 'T on the time axis and calculates the Fourier transform of the signal contained within the spread or extent of that window,
_ 2~I~= DlcI>(D)J2dD
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Classical Uncertainty
A basic objective in signal analysis is to devise an operator capable of extracting local features of a signal in both the time and frequency domains. This requires a basis function, or kernel, whose spread or extent is simultaneously narrow in both domains. This in turn suggests that the transformation kernel 4>(t) and its Fourier transform cI>(D)should have narrow spreads around selected points to, and Do. But the classical uncertainty principle asserts that for any function 4>(t) , (with vt4>(t) ~O, as t~±oo), [1] [2] [3] rilll1CrCrS~ana T, respectively. Note that when "I'increases,~ 3no
2unlqJ IT] [JJ This two-parameter family is centered at -r,i3 in the timefrequency plane, i.e., t"',r3 =-r, 0"',r3= i3 (7) a2 n 2:~",(n -n)2If(n) 12 
E F[exp(jw)]=~fen) exp(-jnw) Hf(n)
Now it is readily shown that the spread of this shifted, modulated kernel is constant in both domains, Le., 
IF(-I)jZ In the analog version, F ( ± co) = 0 and the lower limit is simply V2. In the discrete-time case F( -1) need not be zero'.
Note that in our notation, F [exp(jw)] at w = 0 and w = 1T are denoted by F (1) and F( -1), respectively. For any real signal w = 0, and without loss of generality, we can also shift the time origin to make n = 0. For this case, in Sec. 7.1 we show that the time-frequency product anaw or resolution cell is given by (8) (9) (12) (11) (10) n= -co
=-2 F[exp(j w)] exp(j nw) dw
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The spread of a function in time and in frequency is where an and aT are the rms spreads of the unmodulated, untranslated kernels. This implies that the resolution cell a Tan has a constant shape as well as a constant area in the time-frequency plane, as shown in Fig. 1 . For the Gaussian window, aT an = 112. The wavelet transform introduced in Sec. 5 has a variable shape but a constant product.
Discrete-Time Uncertainty
The discrete-time version is as follows: Let f(n)H F[exp(j w)] be a discrete-time Fourier transform pair,
The constant K is chosen to normalize the energy E to unity over [-7T,7T] . In Sec. 7.2, we show that Equation (17) demonstrates the reduction in the timefrequency product when using the [0,7T] interval for bandpass signals. An alternative derivation similar to Sec. 7 shows that this product can be expressed as 
Additionally, if we have F( -1) = 0, then IL' = 0 and
In the sequel, we concentrate on low-pass filters such that
occurs at w=O, and Eqs. (13) and (14) are :sed. In this case, there are two classes of filters or signals:
The bound on the time-frequency product in the first case is the same as that for the continuous-time case (in which F (± 00) = 0). In the analog case, we know that the equality in the lower bound is achieved when DF(D) is proportional to dF/dD, or F(D) = K exp( -bD2/2), a Gaussian. In the discrete-time formulation in Sec. 7, we have the same form of integral resulting in the differential equation,
Examples of these narrow-band Gaussian functions are shown in Fig. 2 . Again note that the time-frequency product is very close to 112 in these cases.
For the wide-band case, with a~37T/8, we must use the more exact expansions in Eqs. (22) and (23) . For example, for a = 7T/2, we calculate IL = 0.22625, a", = 1.382, ana w = 0.3869, and an = 0.28 time samples. In this case, there is no simple approximation for fen) that must be computed numerically from the inversion formula, Eq. (9). These are shown in Fig. 3 in which the very short duration of fen) is duly noted.
The binomial sequences are a family generated by successive differences of the binomial kernel,9 as summarized in Table 1 .
The kernel is the binomial sequence (Z) that looks similar to a sampled truncated Gaussian in time, and the frequency response resembles the Gaussian exp( -w2/2 (2) . To demonstrate this, let us compare few) = [cos(wI2)]N, with g(w) = exp( -w2/4 (2) . Taking logarithms, (20) 
The localization features of the binomial kernel are as follows: X(l)=O, so that ana",>lfz.
From Sec. 7.3, We show that the binomial function is a finite impulse response (FIR) approximation to the Gaussian that matches the zero boundary condition at w = 7T.
For the class II set of functions, the Gaussian can satisfy both the differential equation and the boundary condition resulting in the equality ana w = lf211 -ILl.
1.3
Gaussian and Binomial Distributions
For the class II signals, the Gaussian is (27) HADDAD, AKANSU, and BENYASSINE 
N-l( )
A = 2: 2N (_l)N-k k=O k (N-k)2 B = (2N) 11'2 N 12'(28)
Band-Pass Filters
The binomial family can also provide good approximations 
Time-Frequency Properties of Block Transforms
Then, any sequencef(n)
In this case, it is easy to show that the spread in time and frequency domains is the same as for the low-pass binomial prototype window.
Orthonormal Sequences and Block Transforms
Consider a set of N sequences {<I>rCk)}, r=O, 1, .
These are orthonormal if A matrix with the property cJ;>*<I> T =1 is said to be unitary.
The spectral coefficient vector 9 can be encoded, quantized, and transmitted as suggested by Fig. 6ia ). In the absence of quantization and transmission errors, f = f. These spectral coefficients can also be generated by the serial feed filter bank structure of Fig. 6(b) . The analysis bank of FIR filters has impulse responses hr(n) that are time-reversed and translated basis sequences <1>; (N -1 -n). The downsampling of every N cycles generates the coefficient vector ij from the previous batch of N data samples.
In the synthesis section, the coefficients {6J are interlaced with zeros by the ups ampler and filtered by a bank of FIR synthesis/interpolation filters with impulse responses
In the absence of quantization and transmis-
Yet another view is possible if we convert the serial feed of 
1T -1T
l~!~I i
Time-Frequency Behavior
We can examine the time-frequency localization of established block transforms by analyzing the time-frequency products of each synthesis filter. Figure 7 shows the timefrequency wave forms of the 8 X 8 discrete cosine transform (DCT) and Walsh-Hadamard Transform (WHT) basis functions. The time-frequency spreads for the DCT and WHT are given in Table 2 . The trade-offs in (J"n and (J"w as a function of filter length are obvious from this table. To sharpen the frequency response, the transform size or filter lengths are increased. As seen in Table 2 , the frequency spread (J"~is decreased significantly but at an appreciable increase in (J"~, owing to the longer filter lengths or basis sequences. The time-frequency products or resolution cells also increase with filter length, i.e., with size of transform.
The representations in Fig. 6 show that for block transforms, the filter lengths are equal to the number of filters that correspond to the size of the transforms. There is a very limited flexibility. For compression purposes, narrow frequency bands are desirable, and we are led to consider a broader structure, the M-band filter bank, where the length of each analysis and synthesis filter is not constrained by the number of filters. These extended length or overlapping basis filters also provide additional degrees of freedom for optimizing other aspects of system performance.
where I ,r.uur.u, J-Irv-\I'/;:)u, ana tlt:NY A::i::iINt: Table 2 Time-frequency localizations of OCT and WHT bases for two-, four-, and eight-band cases.8
All these can be summarized succinctly by defining the cross correlation,Ĩ
The lapped orthogonal transform LOT is a special case13,14,16-18of the foregoing when N=2M, We can now compute the time-frequency localization of LOT filter banks and compare them with their block transform antecedents. an M'th band filter. 13 As an extension of the unitary matrix approach, the serial feed M-band filter bank can be converted into a block filter bank shown in Fig. 8(b) . In that diagram, the input x is a vector consisting of N blocks of M points each. The symbol pT is an M X NM matrix, the r'th row of which is hr (N -1-n) . Similarly, Q is an NM X M matrix; the r'th column of Q corresponds to hr(n).
The orthogonality in the frequency domain is evident from t I To obtain narrower frequency bands <r:" we can expand the length of each analysis and synthesis filter as shown in Fig. 8 . We should expect a concomitant increase in <r~. The extension of the unitary block transform, nonoverlapping basis, results to this case is called the paraunitary solution.1O- 15 The key results are as follow~: the system shown in Fig. 8 -N-
x(n-(NM-I))
.,:-1 Having designed ho(n) to satisfy Eq. (40) and other imposed conditions, we can then obtain the remaining paraunitary analysis and synthesis filters from
H!(Z)=Z-(N-I)Ho(-Z-I) ,
This two-band decomposition is extended to the binary subband tree structure shown in Fig. 9 (a) to obtain a hierarchical M-band structure.24
equal-width subbands in the ideal case. The data rate is reduced by a factor of 2 at each level. In this example there are four channels each operating at a data rate off)4, resulting in a conservation of the data rate from a full-band input to a multichannel output. This is another example of a critically sampled filter bank. The synthesis structure is simply the inverse of the analysis configuration, and the structure is a perfect reconstruction (PR) if the progenitor two-band filter bank is a PRo By use of the equivalence suggested in Fig.  9(b) , the two-level, binary tree is equivalent to the singlelevel, direct, four-band structure of Fig. 9(c) . But note that the latter is far more constrained than a freely chosen fourband filter bank. For example, a nontrivial two-band paraunitary module cannot have linear phase; the unconstrained fourband bank can be both paraunitary and linear phase. The dyadic or octave-band tree generates naturally a multiresolution signal decomposition. It splits only the lower half of the spectrum into two equal bands at any level of the tree. The detail or high-frequency half-band spectral component of the signal at any level is decomposed no further. Figures Note that this structure is also critically sampled. At each level, the signal is decomposed into a coarse approximation at the low band and a detail component at the high-signal band at that resolution or scale. Hence, the designation, multiresolution. This dyadic tree is also the basic structure for the wavelet multiresolution configuration and fast wavelet algorithm.
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Representative Two-Band Filter Banks
The binomial filrers inrroduced earlier provide basis functions for a paraunitary two-band filter bank. (42) with a ;;. 0, -co < b < co. Thus, a contraction in time is ac- Table 5 Time-frequency localizations of hierarchicai subband trees for two-level (4 bands). 
(t-b) \(Iab(t) = y;\(I -;;-H'frab(D)
= Y;'fr(aD) exp( -jbD) ,
Wavelets and Time-Frequency Decomposition
Time-Frequency "Tiling"
The orthonormal wavelets have recently been advanced as a new mathematical tool for multiresolution decomposition of continuous-time signals with potential applications in several fields.22.28-30The wavelet transform is a mapping with superior time-frequency localization compared with the STFf.
The wavelet transform is defined in terms of dilation and translation of a prototype kernel or mother function \(I(t). As discussed in Ref. 23 , the resulting binomial quadrature mirror filter (QMF) Ho(z) is the unique maximally flat magnitude square solution. Both Ho(z) and fII (z) can be realized very efficiently using binomial network'.s with tap weights corresponding to the (N + 1)/2 coefficients {eJ Furthermore, these binomial QMFs are identical to the FIR wavelet filters proposed by Daubechies.22.25 For our present purposes, we want to evaluate the timefrequency localization properties of some known filter banks. Tables 5 and 6 continue this comparison for hierarchical structure four-band (22-tap product filters) and eight-band (50-tap product filters) configurations. In all these cases, the multiplierless structure has the best timefrequency product IT nIT w' followed by the Smith and Barnwell CQF and the binomial QMF. As expected, longer duration filters have a narrower IT wand a wider IT n' Again, as expected, the eight-band, eight-tap block transforms (Table 2 ) have a much narrower IT n than any of the eight-band tree-structured filter banks, but very poor frequency localization. Figure 11 displays the impulsl~responses of the product filters of the two-band binomial QMF-based hierarchical tree for the two-, four-, and eight-band case, and Fig. 12 displays the basis functions of the 2 x 2, 4 ;< 4, and 8 X 8 DCT. Figure   13 shows the corresponding frequency responses. These demonstrate the drawbacks of blindly repeating a two-band PR-QMF module in a hierarchical subband tree. The time spread increases considerably while the time-frequency prod-,lct degrades.8.24.27 This suggests two possibilities: either design the M-band, single-level structure directly or, in using the hierarchical tree structure, monitor the PR-QMF module from level to level. Fig. 12. companied by a dilation in frequency and the converse. Here, the scale and shift parameters are a and b, respectively.
The wavelet transform maps a function f(t) on a timescale space (a,b) by 
I~x (t-i}I1{i(t)12 dt
(45)
Thus, (he resolurion, i.e., localiiation, in time and frequency depends on thi.s scale parameter a. The shape of the resolution cell depends on a although the cell area is constant. This can be contrasted with the STFf that has a constant shape resolution. These are shown in Fig. 14 , and the span of these cells in the timefrequency plane is called a tiling of the plane. An often-quoted example of a wavelet is the second derivative of a Gaussian,
This mother function has excellent localization in time and frequency and satisfies the admissibility condition. But it is not of compact support, and is nqt complete. · .
The discrete wavelet transform expansion and its inversion take the form:
The Discrete Wavelet Transform
The discretization in the discrete wavelet transform (DWT) refers to the scaling and translation parameters, a = 2m and " = n2m, which provide an octave grid in the time-frequency plane. This results in the wavelet family,22,29 The scaling function is a low-pass function.
3. Complementary property of the wavelet and scaling bases,
where (50)
dm,n = J~J(t)ljJm,n(t) dt~(f(t),ljJm,n(t) (ljJmn(t),<l>m'n' (t) =0
(55)
Two main connections exist between orthonormal wavelets of compact support and paraunitary dyadic subband tree structures. The first deals with the construction of the wavelet function ljJ(t) and the second with the calculation of the wavelet coefficients {dm,n} for a given function f(t) and given wavelet family. These results are derived in the literature.22,j3 Ne only summarize the main results. and ;jJ(t) can be constructed from the discrete-time filters or the interscale coefficients, via the fundamental wavelet equations of the containment property,
Construction of Wavelets from Unitary PR QMFs
The construction of wavelets from unitary PR QMFs requires the following: 
Wavelet Expansion and the Dyadic
Subband Tree Table 7 Time-frequency localizations of six-tap wavelet filters and corresponding scaling and wavelet functions.
The main result here is that we can use a paraunitary dyadic subband tree to compute the coefficients {dm n} in the wavelet expansion of a continuous-time function. ' The basic construction is as follows: Supposef(t) can be represented by a sum of orthonormal scaling functions at full resolution, i.e., f(t) = 2: CO,n<p(t -n) = 2: CO,n<POn(t) , n where the scaling coefficients
CO,n= (J(t)'<POn(t») .
(57) 
Discussion and Conclusions
We examined the discrete-time uncertainty principle, its measure by a resolution cell, and the lower bounds for different classes of signals. We also evaluated the time-frequency resolutions of some known orthogonal signal decomposition techniques: block transforms, lapped orthogonal transforms, subband filter banks, and wavelets.
Historically, the design of transform bases and filter banks has emphasized either the time or frequency domain with orthogonality as their main structure. It is well observed and understood in visual signal processing and coding applications that the behavior of the transform basis or filters should be monitored jointly in the time and frequency domains. It is expected that this point will be considered in the future designs.
The FIR two-band orthonormal filter banks have a vital role as the interscale coefficients in the design of compactly supported orthonormal wavelet transform bases. The wavelet theory emphasizes the differentiability or regularity of the
Time-Frequency Resolution for Wavelet Families
We have seen that orthonormal wavelet families can be generated by any pair of two-band paraunitary filters Ho(z) and Table 7 compares the time-frequency resolutions of scaling and wavelet functions for three wavelet families generated by six-tap paraunitary filters-the Daubechies, most regular, and Coiflet-along with the localization properties of the progenitor discrete-time filters. As seen in Eq. (56), the Fourier domain equalities require infinite product terms theoretically. The localization measures in this table assumed the maximum product order of k = 8 in Eq. (56). It considered the range of -2k1T~0~2k1T. Table 7 demonstrates that the time-frequency localizations are important measures in the evaluation of a wavelet family as an analog filter bank. In particular, the role of regularity in wavelet transforms should be evaluated for signal processing applications.
n n In this case, ho(n) and h1Cn) must be ideal low-pass and highpass filters. If fen) is the input to the dyadic subband tree with filters that only approximate the ideal filters, then the resulting coefficients or subband signals {dm,n} and {cm,n} are themselves only approximations to the exact values.
It is hard to justify performing a wavelet transform on sampled data. The discrete-time subband decomposition is the natural technique for these types of signals.
Thus, f(t) can be represented as a low-pass approximation at the l/L resolution plus a sum of L detail wavelet components at successively finer resolutions. This decomposition can be continued indefinitely. As shown in Fig. 10 , the coefficients in this pyramid expansion are simply the output of the paraunitary dyadic subband tree. Hence, the terminology fast wavelet transform.
The fly in the ointment here is the initialization or the feeding of the subband tree by {cO,n}' If this starting point, Eq. (58) is only an approximation, then the expansion that follows is itself an approximation. As a case in point, suppose f(t) is a band-limited signal. Then
.
The coarse approximation at the half resolution can in turn be decomposed into yet a coarser approximation at the quarter resolution and a detail (wavelet), or This is the starting point for the wavelet decomposition. Now suppose that cO,n is the input to the dyadic subband tree shown in Fig, 10 , and ho(n) and hi(n) are paraunitary filters that generated <P(O) and 'Ir(D) in Eq. (56).
By the fundamental wavelet equation,f(t) can be decomposed into a (coarse) lower resolution scaling expansion and a lower resolution wavelet expansion that carries the detail 1426/ OPTICAL ENGINEERING / July 1993/ Vol. 32 NO.7 But, for any complex number, therefore,
Let x=w/O' and integrate them by parts to obtain:
Calculation of cr w for Gaussian
The frequency localization of Gaussian function can be found as:
basis functions in the design. Wavelet regularity implies a flat frequency response for the wavelet filters at w = 0 and w = 'IT.In Table 7 , the time and frequency localizations of wavelet filters along with the corresponding wavelet and scaling functions were evaluated for three different families proposed by Daubechies. In addition to the regularity measure, new performance measures may be needed in the design of wavelet bases for signal processing applications. The transform bases or filter banks consist of a set of functions. The interband leakage or overlapping of frequency functions should also be considered in the design. This means a good localization at the desired region of the time-frequency plane for all the functions in the basis.
We conclude that the overlapping transform basis or filter bank design has significantly more degrees of freedom than has been utilized. We expect more flexible basis designs in the future for more efficient spectral decomposition of signal sources.
Appendix
Discrete-Time Uncertainty6·7
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