Since the end of the 19th century, and after the works of F. Klein and H. Poincaré, it is well known that models of elliptic geometry 1 and hyperbolic geometry can be given using projective geometry, and that Euclidean geometry can be seen as a "limit" of both geometries. (We refer to [1, 2, 3] for historical aspects.) Then all the geometries that can be obtained in this way (roughly speaking by defining an "absolute", which is the projective quotient of the isotropic cone of a quadratic form) were classified, see [35] . Some of these geometries had a rich development, most remarkably hyperbolic geometry after the work of W.P. Thurston at the end of the 1970's, see [43, 44] . On the other hand, the seminal work of G. Mess of 1990 motivated the study in dimension (2 + 1) of the Lorentzian geometries of Minkowski, de Sitter and anti-de Sitter spaces (these spaces are known under different names in the realm of projective geometries, see [35, p.375] or [42] ), which in higher dimension have had large interest for a long time in mathematical physics and more precisely in General Relativity. These geometries are close relatives of hyperbolic geometry and in fact Mess outlined their strong relation with Teichmüller theory. See [26] and its companion paper [5] .
Moreover, some degenerate spaces appear naturally in the picture, namely the co-Euclidean space (the space of hyperplanes of the Euclidean space), and the co-Minkowski space (that we will restrict to the space of space-like hyperplanes of Minkowski space), first because of duality reasons, and second because they appear as limits of degeneration of classical spaces. In fact, co-Minkowski space recently regained interest under the name half-pipe geometry, since the work of J. Dancinger [12, 13] .
The purpose of this paper is to provide a survey on the properties of these spaces, especially in dimensions 2 and 3, from the point of view of projective geometry. Even with this perspective, the paper does not aim to be an exhaustive treatment. Instead it is focused on the aspects which concern convex subsets and their duality, degeneration of geometries and some properties of surfaces in three-dimensional spaces. The presentation is intended to be elementary, hence containing no deep proofs of theorems, but trying to proceed by accessible observations and elementary proofs. Apart from some constructions in Sections 4 and 5, which have been obtained in [40] , there is no claim of originality in the presented results. On the other hand, the paper attempts to use a modern mathematical language, thus possibly contrasting with the point of view of several presentations of classical topics in the literature.
Hopefully, this survey will provide a unified introduction to the aforementioned geometries, and at the same time it might fill to some extent the lack of references that, in the opinion of the authors, surrounds the differential-geometric understanding of Minkowski, de Sitter and Anti-de Sitter geometries, quite differently, for instance, from the case of hyperbolic geometry where a large number of textbooks appeared since its modern development.
1 Model spaces
Pseudo-spheres and model spaces
The set of unit vectors of three-dimensional Euclidean space, endowed with the metric induced by the ambient space, is a useful model for the round sphere S 2 . Indeed, in this model,
• at a point x ∈ S 2 , the outward unit normal vector is the vector represented by x itself;
• the isometries of S 2 are the restrictions of transformations in O(3), namely of linear isometries of Euclidean space;
• the geodesics are the intersections of S 2 with linear planes, hence are great circles. Therefore, using this model, it is easy to show that:
• S 2 is a smooth surface;
• the isometry group of S 2 acts transitively on points and on orthonormal frames in the tangent spaces;
• the sectional curvature is 1 at every point.
The above properties still hold for the n-dimensional sphere S n , the set of unit vectors of the Euclidean space of dimension (n + 1), which is a smooth hypersurface of constant sectional curvature if endowed with the induced metric. Moreover, it is a simple but fundamental remark that the above properties do not use the fact that the usual scalar product on the ambient space is positive definite, but only that it is a symmetric non-degenerate bilinear form.
More precisely, if a smooth manifold M is endowed with a smooth (0, 2)-tensor which is a non-degenerate symmetric bilinear form, then there is an associated connection, the Levi-Civita connection, 3 and the notions of curvature tensor and geodesic only depend on the connection. 4 For example, in R n+1 endowed with any non-degenerate symmetric bilinear form b, the Levi-Civita connection is given by the usual differentiation in each component, the curvature is zero, and the geodesics are affine lines, regardless of the signature of b.
The isotropic cone (or null cone) of b is the set of isotropic vectors for b:
I(b) = {x ∈ R n+1 | b(x, x) = 0} .
Definition.
A non-empty subset M of R n+1 is a pseudo-sphere if
for a non-degenerate symmetric bilinear form b.
1.2 Remark. Of course, by replacing b by −b, taking 1 or −1 in the definitions leaves the topology unchanged, but produces changes at a metric level. More concretely, an anti-isometry between two pseudo-Riemannian spaces 5 (N 1 , g 1 ) and (N 2 , g 2 ) is a diffeomorphism f : N 1 → N 2 such that f * g 2 = −g 1 . For example, if b = −b, the pseudo-sphere M = {x | b(x, x) = 1} , endowed with the metric induced from b, is anti-isometric to
when N is endowed with the metric induced from b , the anti-isometry being the identity. As sets, M and N coincide, but if the signature of b is (p, q), the induced metric on M has signature (p − 1, q), while the induced metric on N has signature (q, p − 1). In the following, given M, the pseudo-sphere N obtained as above will be denoted by M.
Let M be a pseudo-sphere. The following facts can be checked in a similar way as the corresponding properties of the unit sphere in the Euclidean space:
• at a point x ∈ M, a unit normal vector is the vector represented by x itself,
• the restrictions of the transformations of O(p, q), namely the linear isometries of b, are isometries of M, 6 • totally geodesic submanifolds are the intersections of M with vector subspaces.
It follows straightforwardly from the above properties that:
• M is a smooth hypersurface,
• the isometry group of M acts transitively on points and on orthonormal frames in the tangent spaces,
• the sectional curvature is constantly equal to 1 if M = b −1 (1) and equal to −1 if M = b −1 (−1).
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For n ≥ 2, the manifold b −1 (1) is diffeomorphic to S p−1 × R q , and b −1 (−1) is diffeomorphic to S q−1 × R p , so it may be disconnected. As for the remainder of this section, the reference is [29] for more details. But from the definition, if x ∈ M, then also −x ∈ M, hence we will be mainly interested in the projective quotient of M. As the action of the antipodal map is clearly isometric, the quotient will inherit in an obvious way many of the properties of M.
Definition.
A model space M is a space M := M/{±Id}, where M is a pseudo-sphere, together with the induced metric from b| M . 2 . Up to a change of coordinates, a non-light-like geodesic is a circle or a branch of hyperbola. If the geodesic is light-like, it is an affine line in the ambient space. It follows from those descriptions that:
1.4 Fact. Every pseudo-sphere M is geodesically complete: each maximal (for the inclusion) geodesic is defined on the entire real line. 
If x and y lie on a circle, there are actually two choices for the subsegment of c joining x and y. We choose the one which gives the smaller distance. In particular, in this cased(x, y) ∈ [0, π]. Moreover if c is light-like, thend(x, y) = 0. We haved(x, x) = 0 andd(x, y) =d(y, x), but in generald is not a distance. Projective distance on M. We will be mainly interested in non-parametrized geodesics of M.
A line (resp. plane, hyperplane) of M is the projective quotient of a non-empty intersection of M with a 2 dimensional (resp. 3 dimensional, n dimensional) linear vector space.
A straightforward property is that the image of a line (resp. plane, hyperplane) of M in an affine chart is the intersection of the image of M with an affine line (resp. plane, hyperplane) of R n . We say that a line of M is space-like (respectively time-like, light-like) if its lift is a space-like (resp. time-like, light-like) geodesic of M. But also the lines can be classified with respect to the quadric given by the projective quotient of the isotropic cone.
1.6 Definition. The projective quotient PI(b) of the isotropic cone is called the absolute. • hyperbolic if it intersects the absolute in two distinct points,
• parabolic if it intersects the absolute in one point,
• elliptic it it does not intersect the absolute. Proof. A parabolic line is the projective quotient of a plane P containing a unique line belonging to the isotropic cone of b. But a light-like geodesic of M is the intersection of M with a plane on which the restriction of b is degenerate.
Recall that an anti-isometry exchanges space-like and time-like lines, but it preserves the type of a line given by Definition 1.7. Actually the lines in M whose lifts are described in a.1-a. 4 If x, y are on a line of M, we will define a "distance" between them, which roughly speaking corresponds to the pseudo distance between the corresponding lifts. But one has to choose the lifts carefully.
1.9 Definition. Let x, y be on a line l of M. The projective distance d(x, y) is
• 0 is l is parabolic,
•d(x,ỹ) if l is hyperbolic, andx,ỹ are lifts of x and y on the same branch of hyperbola,
•d(x,ỹ) if l is elliptic, andx,ỹ are lifts of x and y such thatd(x,ỹ) is the smallest.
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With the help of the cross-ratio, one can give a more direct definition of the projective distance. Recall that if four points x, y, q, p are given on the projective line RP 1 ∼ = R ∪ {∞}, then there exists a unique projective transformation h with h(x) = ∞, h(y) = 0 and h(q) = 1. Then the cross-ratio can be defined as
Note that this last definition extends to complex numbers, i.e. the definition of the cross-ratio extends to CP 1 .
1.10 Lemma. Given two distinct points x, y ∈ M on a line l, then l intersects the absolute at two points I, J (may be not distinct, may be in CP 1 ), and
Here ln denotes the branch of the complex logarithm ln :
Proof. If l is parabolic, then I = J, [x, y, I, J] = 1 and the result follows. Let us consider the case when l is elliptic. A lift of the line containing x and y is a connected component of the intersection of a 2-plane P with M. The restriction of the bilinear form b to the plane P has necessarily signature (+, +) or (−, −), otherwise P would meet the isotropic cone. Without loss of generality, let us consider the case (+, +), and let us introduce coordinates such that
and c = P ∩ M = {x ∈ P | b(x, x) = 1}. In the complex plane, the equation x For more about the points I, J see e.g. [33] . Let us parametrize c as (cos t, sin t), and let us choose t x and t y such that d(x, y) = |t x − t y |. In the affine chart x 2 = 1, the line I (resp. J, x, y) is represented by the point i (resp. −i, cotan t x , cotan t y ). Then we compute:
where the last equation follows from cos(x) = cosh(ix), sin(x) = (1/i) sinh(ix), therefore i cotan x = arcoth(ix). This shows that, if l is elliptic, then the expression inside the modulus of (2) is purely imaginary. Taking the  modulus we obtain  1  2 ln[x, y, I, J] = d(x, y) .
If l is hyperbolic, it intersects the absolute in two distinct points I, J, such that I and J do not separate x and y. Similarly to the previous case, one can assume b(x, x) = x 2 1 − x 2 2 on P and c = P ∩ M = {x ∈ P | b(x, x) = −1}. Picking the lifts of x and y on the same branch of the hyperbola of c, which is parameterized by (cosh t, sinh t), one sees that in the affine line x 2 = 1 the line I (resp. J, x, y) is represented by the point −1 (resp. 1, tanh t x , tanh t y ). Hence by an analogous computation,
In this case [x, y, I, J] is a real number, and the formula holds in a way analogous to the elliptic case.
Usual model spaces
We will often consider the symmetric bilinear form b on R n+1 in a standard form, i.e. such that the standard basis of R n+1 is an orthonormal basis for b, and if the signature of b is (p, q), then the quadratic form is positive on the first p vectors of the standard basis, and negative on the other q vectors. In this case, we will denote the bilinear form by b p,q . Euclidean and Elliptic spaces. In our notation R n+1 is the real coordinate space of dimension (n + 1), and we will use the notation E n+1 for the Euclidean space of dimension (n + 1), that is, R n+1 endowed with b n+1,0 . The elliptic space Ell n is the projective space of dimension n endowed with the spherical metric inherited from S n , namely:
It is a compact Riemannian manifold of dimension n. Any affine chart corresponds to a central projection of the sphere onto a hyperplane. All its lines are space-like elliptic, in particular the distance induced by the Riemannian structure is given by the projective distance (2).
Minkowski, Hyperbolic and de Sitter spaces. The space R n+1 endowed with b n,1 is called the Minkowski space and denoted by Min n+1 . An affine hyperplane Q of direction P in Min n+1 is called
• light-like or null if (b n,1 )| P is degenerate;
• time-like if (b n,1 )| P has signature (n − 1, 1).
(See Figure 1 for the n = 2 case.) The hyperbolic space is
endowed with the induced metric. The hyperbolic space is a simply connected complete Riemannian surface of sectional curvature −1. All its line are space-like hyperbolic, in particular the distance induced by the Riemannian structure is given by the projective distance (2) . The other pseudo-sphere of Minkowski space is the de Sitter space
endowed with the induced metric. On any tangent plane to dS n , the restriction of b n,1 has Lorentzian signature, i.e. it is non-degenerate with signature (n − 1, 1). De Sitter space has constant curvature 1, and is homeomorphic to S n−1 × R. Let us focus our attention to the case n = 2. The de Sitter plane dS 2 has space-like elliptic, null and time-like hyperbolic lines. This is more easily seen by taking affine models. The most common model is {x 3 = 1}. Then H 2 is the unit open disc, and dS 2 is the complement of the closed disc in the plane, see Figure 2 .
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By any affine transformation, any ellipse instead of the circle gives another affine model -these affine transformations are given by the choice of any space-like affine plane in Min 3 which does not contain the origin. Taking as affine chart a time-like or a light-like affine plane of Min 3 , we obtain other models of the hyperbolic plane and de Sitter plane: 
Convex sets and duality
Dual cones. A non-empty subset K of R n+1 is convex if it contains the segment between any two of its points (note that this notion only uses the affine structure of R n+1 ). A convex cone C of R n is a convex set such that λC ⊂ C for any λ > 0. We will also suppose that C is pointed: the only linear subspace it contains is {0}. In general, we will also assume implicitly that the cone is closed.
The dual (R n+1 ) * of R n+1 is the set of linear forms on R n+1 , and is naturally endowed with a vector space structure of dimension (n + 1). Note that the notion of convexity also holds in (R n+1 ) * . Given a convex cone C in R n , its dual is
It is readily seen that the dual of a convex cone is a convex cone, and that
Recall that a support space of a closed convex set K is a half space containing K and bounded by an affine hyperplane H. If moreover K ∩ H = ∅, H is a support plane of K. A convex set is also the intersection of its support spaces. If K = C is a convex cone, then its support planes are linear hyperplanes. Now if x * is a non trivial linear form on R n+1 , then its kernel is a linear hyperplane, and {y | x * (y) ≤ 0} is a half-space bounded by this hyperplane. So C * can be interpreted as the set of support planes of C. As a convex set is the intersection of its support spaces,
From the formal duality between the definitions (3) and (5), it is readily seen that
If R n+1 is endowed with a non-degenerate symmetric bilinear form b, then b induces an isomorphism between R n+1 and (R n+1 ) * . Once b, and thus the isomorphism, are fixed, we will still denote by C * the image of C * in R n+1 :
See Figure 4 for an example with b = b 1,1 . Let us denote by C the projective quotient of λC, ∀λ ∈ R, i.e. C = (C ∪ −C)/{±Id} .
1.15
Remark. We could have defined as a dual for C the convex set
as both definitions agree in the projective quotient:
Convex sets in model spaces. Let M be a pseudo-sphere, C be a convex cone, and suppose that M ∩ C is non-empty. Recall that M is the projective quotient of M, that is, M := M/{±Id}.
The image of a convex cone in an affine chart may not be an affine convex set. For example the intersection of {z 2 ≤ x 2 + y 2 } with a vertical plane. But the image of a convex cone in an affine chart is an affine convex set if the vector hyperplane parallel to the hyperplane which defines the affine chart meets the cone only at {0}. Moreover in an affine chart, even if C is convex, M ∩ C is not necessarily an affine convex set (the image of M in the affine chart may be non convex).
Also, a convex set of M is not necessarily a geodesically convex subset of M. For example, take any convex cone in R 3 which contains the isotropic cone of b 2,1 in its interior, and is on one side of the horizontal plane. In the affine chart given by {x 3 = 1}, this gives a convex set of dS 2 , which is an affine convex set. But it contains the absolute in its interior, so it is not a geodesically convex set of dS 2 (see the big triangle in the left-hand side of Figure 5 ).
Duality. The notion of duality for convex sets follows easily from the one for convex cones. Let us focus on the more relevant cases. Let K be a convex set in H n , defined by a convex cone C(K). Using the bilinear form b n,1 to identify the ambient space R n+1 with its dual, the support planes of C(K) are time-like or light-like, and the boundary of C(K)
* is made of space-like or light-like lines, and hence its intersection K * with dS n is not empty. The set K * is a convex set of de Sitter space, the dual of K. As the lines of C(K) are orthogonal to the support planes of C(K) * by construction, K * is space-like: it has only space-like or light-like support planes. Conversely, if K is a space-like convex set in dS n , then we can define in the same way its dual convex set K * , which is a convex set of H n . If K is a convex set in Ell n , we obtain similarly a dual convex set K * which is in Ell n . Analogously, the dual of a space-like convex set K in AdS 3 is a space-like convex set K * in AdS 3 . In any case, we have (K * ) * = K. The duality is also a duality between points and hyperplanes. For x ∈ M = b −1 (1), x * is the intersection (if non-empty) of N = b −1 (−1) with the hyperplane of R n+1 orthogonal to x for b. This duality points/hyperplane can also be seen in an affine manner. Let us begin with the hyperbolic case. A hyperplane in H n meets the absolute along a topological sphere S of dimension n − 2. Then the point dual to the hyperplane is the apex of the cone formed by the lines tangent to the absolute along S. This is the usual notion of polarity transformation with respect to a (proper) quadric, which is an affine notion, see Figure 6 and Figure 7 .
We provide an argument, in the n = 2 case, to fix ideas. In the double cover, a plane of H 2 corresponds to the intersection of the pseudo-sphere
with a time-like plane P of Min 3 , which meets the isotropic cone I(b 2,1 ) of Min 3 along two light-like vectors v 1 , v 2 . The light-like planes tangent to the isotropic cone containing v 1 , v 2 meet along a line directed by a space-like vector v. It is easy to see that v is orthogonal to v 1 and v 2 , and hence to P .
The same holds in the Anti-de Sitter space: the dual of a space-like plane is a point of AdS 3 , and vice versa, see Figure 8 .
The duality points/hyperplanes suffices to recover the dual of a convex set, see Figure 9 . Also, it gives the following description of de Sitter space.
Fact. The de Sitter space dS
n is the space of (unoriented) hyperplanes of H n .
1.18 Remark. In the elliptic plane Ell 2 , it is well known that the duality can also be expressed in a metric way: the plane x * is the set of points at distance π/2 from x. This is readily seen because x * is the projective quotient of a linear plane P in E 3 , and x is the projective quotient of a vector orthogonal to P . The orthogonality for b 3,0 immediately gives that the projective distance is equal to π/2 due to b.1 in Subsection 1.2. A similar argument leads to the following in AdS 3 : the plane x * dual to the point x is the set of points at distance π/2 from x (see Figure 8) .
The same computation also occurs in de Sitter space, if one considers the duality in the following way. As before, let P be a hyperplane in H n and let P * be its dual point in dS n . Actually P * is also dual to a time-like hyperplane of dS n , the one defined by the same affine hyperplane as P , and that we still denote by P . Then in dS n , the distance between P * and P is π/2, see Figure 7 .
Comments and references
• When the pseudo-metric is written under the form given by Lemma 1.10, it is usually called a Hilbert or Cayley-Klein metric . It can be defined on any convex sets, and not only on the ones bounded by quadrics as here, see e.g. [30] for more details.
• As Euclidean space is made only of parabolic lines, it is sometimes called parabolic space. In dimension 2, the projective distance can be defined directly on a quadric: this is the Poincaré quadric geometry [32, 2] . In particular, this justifies the term "parabolic".
• In dimension 3, the sphere S 3 remarkably has a group structure, namely SU(2), with the determinant as the quadratic form on the ambient space. Similarly, AdS 3 is SL(2, R), with minus the determinant as the quadratic form on the ambient space. Note that the Lie algebra su(2) (resp. sl(2, R)) together with its Killing form is naturally identified with E 3 (resp. Min 3 ).
• The following fact comes readily from the definition of duality: any line from x meets x * orthogonally. This is useful in practice, as the affine models are certainly not conformal (to the Euclidean metric), and computations of angles may be cumbersome, but orthogonality is easily seen, see Figure 7 . See Figure 10 for an application. In particular, the Klein model of hyperbolic space is not a conformal model, as a striking difference with the other famous Poincaré model, which will not be used in this survey.
• The duality in S 2 induces also a correspondence between angles and length, that has a great importance as many statements have a straightforward dual analogue. The most basic ones are spherical trigonometric laws for triangles. Figure 10 : A hyperbolic rightangled hexagon is an affine triangle, hence the corresponding moduli space has dimension 3. Right-angled hexagons are fundamental pieces to construct compact hyperbolic surfaces [45, 43] . This is also true for a general duality with respect to a symmetric non-degenerate bilinear form b. Actually this property is contained in the definition of angle. Let P1, P2 be two hyperplanes in M, and let x ∈ P1 ∩ P2. The outward unit normals n1 and n2 to P1 and P2 in TxM define two points on a pseudo-sphere S of TxM, which is naturally isometric to a pseudo-Euclidean space. The (exterior dihedral) angle between P1 and P2 is the pseudo distance on S between those two points. This does not depend on the choice of the point x ∈ P1 ∩ P2. But TxM is also identified with a hyperplane in the ambient R n+1 , the one orthogonal to x for b. In particular, n1 and n2 are identified with points in a pseudo-sphere N , dual to P1 and P2. The distance between those points of N is exactly the distance between the points in S, hence equal to the angle between P1 and P2. The point is that in TxM, n1 and n2 may belong to two different pseudo-spheres, but it is possible to define a pseudo-distance between points belonging to two different pseudo-spheres defined by a same symmetric nondegenerate bilinear form. We will not use this in the present paper. For trigonometric laws for hyperbolic/anti-de Sitter triangles, see [43, 10] .
• Let Isom0 be the connected component of the identity of the isometry group. There are famous identifications between Isom0(H 2 ) and PSL(2, R), and between the absolute and RP 1 . In dimension 3, there is an identification between Isom0(H 3 ) and PSL(2, C). The last group also acts on the absolute, which is naturally identified with CP 1 . In contrast, Isom0(AdS 3 ) = PSL(2, R) × PSL(2, R), and the absolute is naturally identified with
2 Degenerate cases
Geometries
A geometry is a pair (X, G) where X is a manifold and G is a Lie group acting transitively by diffeomorphisms on X. The model spaces we introduced in Section 1 are geometries, with X = M and G = PO(p, q). Note that here the group G is a subgroup of the group of projective transformations that can be characterized in two ways: G leaves M invariant in the projective space and G is the isometry group of M. We will now be interested by degenerate model spaces. This means that they are defined by a degenerate bilinear form (or equivalently, their absolute is not a proper quadric in an affine chart).
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A degenerate model space gives a geometry (M, G), with G the subgroup of the group of projective transformations that leaves M invariant. Equivalently, G is a subgroup of the group of projective transformations that preserves a degenerate (0, 2) tensor on M. But we will consider the geometries (M, H), with H a proper subgroup of G. The choice of H will be justified by a duality argument in this section, and next justified on the one hand by the process of degeneration introduced in Section 3 and on the other hand by the definition of connections and volume forms in Section 4.
Unlike the preceding section, we do not attempt to give a unified treatment of the degenerate geometries, but we focus on the Euclidean and Minkowski spaces, together with their dual spaces: the co-Euclidean space and the co-Minkowski space.
Euclidean space
Euclidean space as a degenerated model geometry. The Euclidean space E n may be considered as a projective quotient of a pseudo-sphere Euc n of R n+1 defined by the following degenerate bilinear form:
i.e.
n /{± Id} is the complement of a hyperplane in RP n , i.e. it is identified with the affine space A n of dimension n. Note that in this model, the absolute (the projective quotient of the isotropic cone of b) is the hyperplane at infinity. In particular, all the lines are parabolic, and hence the projective distance is zero, so we do not recover the Euclidean metric. We need more information to recover Euclidean geometry from this model. The group G of projective transformations leaving Euc n invariant is the group of transformation of the form
In particular, the absolute will contain lines, called isotropic.
where A belongs to GL(n, R) and λ = 0, quotiented by the subgroup of multiples of the identity, i.e. it is the group of transformations of the form 
Of course one can always choose a representative with λ = 1. Under the identification of Euc n /{± Id} with the affine space A n given by taking the chart {x n+1 = 1}, the action of G is identified with the action on A n × {1} of matrices of the form
Hence (Euc
, where H is the subgroup of G such that A in (8) belongs to O(n). An element of the form (8) also acts on R n × {0}, and the action reduces to the action of A. As A ∈ O(n), passing to the projective quotient, the hyperplane at infinity of A n is endowed with the elliptic geometry Ell n−1 . Conversely, suppose that (A n , H) is a geometry, where H is a group of affine transformations, whose action on the hyperplane at infinity is the one of PO(n). Then necessarily the part A, in a representative of the form (8) for an element of H, must belong to O(n). In other words, the Euclidean geometry can be characterized as follows.
Fact. The Euclidean space is the projective space minus an elliptic hyperplane.
Duality of convex sets. Recall that a convex body of E n is a compact convex set in E n with non-empty interior.
14 We will add the following assumption.
Definition. A convex body is admissible if it contains the origin in its interior.
Actually every convex body is admissible up to a translation. It is suitable to consider K in E n × {1} ⊂ E n+1 , in order to introduce the cone C(K) in E n+1 over K:
Let C(K) * be its dual in E n+1 for the scalar product b n+1,0 :
We will denote by K * the intersection of C(K) * with {y n+1 = −1}. We identify {y n+1 = −1} with E n , so that K * is a closed convex set of E n . It is readily seen that
The expression (11) corresponds to the affine duality with respect to the unit sphere: a point rv, with v ∈ S n , on the boundary of K will correspond to a support plane of K * of direction orthogonal to v and at distance 1/r from the origin. Compare Figure 11 and Figure 12 . In particular, the dual B r of a ball centred at the origin with radius r is the ball B 1/r centred at the origin.
2.3 Lemma. The dual of an admissible convex body in Euclidean space is an admissible convex body in Euclidean space.
Proof. If K is a convex body, by definition there exists s, t > 0 such that B s ⊂ K ⊂ B t . Hence by (4), B 1/t ⊂ K * ⊂ B 1/s : K * is bounded and contains the origin in its interior. The duality between points and lines in the Euclidean plane expressed in terms of orthogonality in a higher-dimensional Euclidean space.
The function H is convex, positive outside the origin, and homogeneous of degree 1: H(λx) = λH(x) for λ > 0. Hence using (12) and (10),
The support function has also the following interpretation. Let v be a unit vector of E n × {0}. Then H(v) is the distance in E n × {−1} between {0} × {−1} and the support plane of K * directed by v (see Figure 12 ). Hence (13) expresses the fact that K * is the envelope of its support planes. The following fact follows easily from the construction.
Fact.
The support function provides a bijection between the space of admissible convex bodies of R n and the space of positive convex 1-homogeneous functions on R n .
Co-Euclidean space
Definition. On R n+1 , let b * be the following degenerate bilinear form
Let coEuc n be the unit sphere for b * :
endowed with the restriction of b * to its tangent space. Topologically, coEuc n is S n × R.
2.6 Definition. The space * E n = coEuc n /{±Id} is the co-Euclidean space.
The isotropic cone I(b * ) is the line˜ = {(0, . . . , 0, λ)}. Let = P˜ . Then * E n = RP n \ { }. Lines of * E n are parabolic if they contain , and elliptic otherwise.
Duality. The co-Euclidean space is dual to the Euclidean space in the sense that it can be described as the set of hyperplanes of E n . Let P be an affine hyperplane in E n , and v its unit normal vector, pointing towards the side of P which does not contain the origin 0 of E n . Let h(v) be the distance from 0 to P , i.e. P has equation
is orthogonal in E n+1 to the linear hyperplane containing P × {−1}. Its projective quotient defines a point P * in * E n , see Figure 12 . One could also consider the other unit normal vector −v of P . The (signed) distance from the origin is then −h(v), and the point − 2.7 Fact. The co-Euclidean space * E n is the space of (unoriented) hyperplanes of E n .
Conversely, an elliptic hyperplane P of * E n (i.e. a hyperplane which does not contain ) is dual to a point P * of E n . The point P * is the intersection of all the hyperplanes x * , for x ∈ P . A co-Euclidean hyperplane of * E n (i.e. a hyperplane containing ) is dual to a point at infinity. Let K be an admissible convex body of E n , and let H be its support function, i.e. C(K) * is the epigraph of H. By abuse of notation, let us also denote by K * the intersection of C(K) * with coEuc n . The set K * is the epigraph of the restriction h of H to coEuc n ∩ {x n+1 = 0}, that we identify with S n−1 . Note that by homogeneity, H is determined by its restriction to S n−1 , which is actually h:
2.8 Fact. The convex set K * of coEuc n is the epigraph of h, the restriction to S n−1 of the support function of K. Figure 13 : In this affine model of the co-Euclidean plane, the absolute { } is at infinity, in such a way that the vertical lines are parabolic. Also the quotient of {1, −1} × R ⊂ S 1 × R is at infinity. On the left is the effect of the dual of a Euclidean homothety on an elliptic line of the co-Euclidean plane, and on the right is the effect of the dual of a Euclidean translation on an elliptic line of the co-Euclidean plane.
2.9 Remark. The duality between hyperplanes of E n and points in * E n leads to the following relation between angles and length. If P is another affine hyperplane of E n , orthogonal to the unit vector v , then the * E n segment between P * and P * is elliptic (or equivalently, the restriction of b * is positive definite on any non-vertical hyperplane of R n+1 ). By the expression b.1 in Subsection 1.2, cos d(P * , P * ) = b * (P * , P * ) and it is readily seen that the last quantity is equal to b n,0 (v, v ). Thus, the (exterior dihedral) angles between intersecting affine hyperplanes of E n are equal to the distance between their duals in * E n .
A model geometry. Let Isom(b * ) be the subgroup of projective transformations that preserve b * . There is a natural injective morphism * : Isom(E n ) → Isom(b * ) which is defined as follows. Let
2.10 Definition. The isometry group of the co-Euclidean space, Isom( * E n ), is the group of projective transformations of the form 
Note that Isom( * E n ) is a proper subgroup of the group of isometries of b * . For instance the latter also contains homotheties of the form [diag(1, . . . , 1, λ)]. They correspond to displacement along parabolic lines, see Figure 13 .
The co-Euclidean space is naturally endowed with a degenerate metric g * , which is the restriction on coEuc n of b * , pushed down to the projective quotient, and coincides with the elliptic metric on the elliptic hyperplanes, and is zero on the parabolic lines.
The isotropy group I(p) of a point p ∈ * E n corresponds to the isometries of E n that fix the dual hyperplane p * , i.e. all the translations by vectors in the direction of p * . The group I(p) actually pointwise fixes the parabolic line passing through p, because each point on the line is dual to a hyperplane parallel to p * in E n . By a similar argument, I(p) preserves every other parabolic line (not through p) and acts on it by translation. Finally, the group I(p) acts simply transitively on all the elliptic hyperplanes containing p, because two such hyperplanes a, b are dual to two points a * , b * contained in the hyperplane p * of E n , and there is a unique translation in the direction of p * sending a * to b * . The stabilizer in I(p) of any such elliptic hyperplane clearly acts on it as O(n − 1).
As a result of this discussion, let us show that any (0, 2)-tensor on * E n invariant for Isom( * E n ) must necessarily be degenerate. Let g be a bilinear form on T p * E n invariant under the action of I(p), and fix a vector X ∈ T p * E n which is not tangent to the parabolic line through p. By the above discussion, there is an element of I(p) which maps X to X + V , where V is a vector tangent to the parabolic line. Hence if I(p) preserves the bilinear form g, then V is null for g. Hence g cannot be a scalar product. Since I(p) acts transitively on lines spanned by vectors X as above, all such vectors X must be of the same type, and therefore g is degenerate.
2.11 Fact. There is no pseudo-Riemannian metric on
In fact, the argument above essentially shows that the metric must be of the form described above (up to a factor), namely when lifted to the double cover coEuc n , it restrict to the spherical metric on every hyperplane transverse to the parabolic line.
Minkowski space
Minkowski space as a degenerated model geometry. Like Euclidean space, the Minkowski space is a subgeometry of the affine geometry, and isometries of Minkowski space are of the form
with A ∈ O(n − 1, 1). Such a transformation also acts on R n × {0}, and the action reduces to the action of A. As A ∈ O(n − 1, 1), passing to the projective quotient, the hyperplane at infinity of A n is endowed with the hyperbolic and the de Sitter geometries. Conversely, suppose that (A n , H) is a geometry, where H is a group of affine transformations, whose action on the hyperplane at infinity is the one of PO(n − 1, 1). Then necessarily the part A for the representative of an element of H must belong to O(n − 1, 1). This can be summarized as follows.
2.12 Fact. The Minkowski space is the projective space minus a hyperbolic-de Sitter hyperplane.
Duality of convex sets. An affine space-like hyperplane P splits Min n into two half-spaces. The timeorientation of Min n allows to speak about the future side of P . A convex set is future convex if it is the intersection of the future of space-like hyperplanes. Note that a future convex set may have also light-like support planes (e.g. the future cone of a point), 15 but no time-like support plane.
Fact.
A future convex set contains the future cone of any of its points.
Let us denote by F the closure of the future cone of the origin minus the origin, i.e.
2.14 Definition. An admissible convex set of Min n is a future convex set contained in F.
Up to translation, any future convex set contained in the future cone of a point is an admissible convex set. But not all future convex sets are admissible, even up to translation, for example consider the future of a single space-like hyperplane.
Let K be an admissible convex set of Min n , and let us identify Min
Note that C(K) is not closed as it contains points with zero first coordinate in its closure. Let C(K) * be its dual in Min n+1 for b n,1 :
We will denote by K * the intersection of C(K) * with {y 1 = −1}. As we identify {y 1 = −1} with Min n , K * is a closed convex set of Min n , and it is readily seen that
This corresponds to the affine duality with respect to the unit hyperboloid, compare Figure 14 and Figure 15 . The dual of H r , the future convex side of a branch of hyperboloid with radius r, is H 1/r . The fact that H * 1 = H 1 comes also from the following: the boundary of C(H 1 ) is (a part of) the isotropic cone I(b n,1 ), which is dual to itself for b n,1 .
Let us call admissible cone the future cone of a point contained in the interior of F, and admissible truncation the intersection of F with the future side of a space-like hyperplane P such that the origin is in the past of P , see Figure 16 . 
Proof. Let K be an admissible truncation, i.e. if v is the unit future vector orthogonal to P and if r is the distance from the origin to P , then
From (18), we see that
On the other hand, as 1 r v ∈ C, if y ∈ C * , then by (18), b n−1,1 (y, v) ≤ −r, which implies that y ∈ K, hence C * ⊂ K. The result follows (6) and (4).
2.16 Lemma. The dual of an admissible convex set in Minkowski space is an admissible convex set of Minkowski space.
Proof. Let K be an admissible convex set. By Fact 2.13, K contains the future cone of a point, and by (4) and Lemma 2.15, K * is contained in an admissible truncation, in particular K * is in F. As K is in F, there exists a hyperplane separating K from the origin, in particular K is contained in an admissible truncation. By (4) and Lemma 2.15, K * contains the future cone of a point. From this is it easy to see that the closed convex set K * must be a future convex set.
Support function. LetH : R n → R ∪ {+∞} be the convex function whose graph is the cone over the boundary of K. In particular, C(K) is the intersection of the epigraph ofH with {x 1 > 0}:
The functionH is non-positive, convex and homogeneous of degree one. Let domH be the domain ofH, the set of points whereH takes finite values. By Fact 2.13, it is easy to see that any future time-like ray from the origin meets the boundary of K exactly once, hence
(here F is the set (16) for the Minkowski structure induced on {0} × R n by that of the ambient Min n+1 ). Let v ∈ ∂F, i.e. v is a future light-like vector. If there exists a λ > 0 such that λv ∈ K, then v ∈ domH. Otherwise, as from (19) ,
we would haveH(λv) > −1. So, by homogeneity, 0 ≥H(v) ≥ −1/λ for all λ > 0, henceH(v) = 0, and the domain ofH is F.
As the epigraph ofH is closed,H is lower semi-continuous, hence it is determined by its restriction to int F. See Section 7 in [34] for details. We will denote by H the restriction ofH to int F. The function H is negative.
Definition.
The function H is the support function of K * .
The exact relation between H and K * is given by the following lemma.
2.18 Lemma. Let H be the support function of K * . Then
Proof. By (18) and (20)
so it is straightforward that the set
is contained in K * . Conversely, suppose that y ∈ K * and let x ∈ F. IfH(x) = 0, then y ∈ A. Otherwise, by homogeneity,
, y ≤ −1
i.e. b n−1,1 (x, y) ≤H(x), so y ∈ A. By lower-semi continuity, the right-hand side of (21) is equal to A. The support function also has the following interpretation. Let v be a unit vector of {0} × int F. Then H(v) is the distance in {−1} × Min n between the origin and the space-like support plane of K * directed by v (see Figure 15) . 16 Hence (21) expresses the fact that K * is the envelope of its space-like support planes. The following fact follows easily from the construction, 2.19 Fact. The support function provides a bijection between the space of admissible convex subsets of Min n and the space of negative convex 1-homogenous functions on the cone int F.
Co-Minkowski space
Definition. On R n+1 , let b * − be the following degenerate bilinear form
n be the unit sphere for b * − : The two lines in the fact above meet at the vertex of the absolute. In an affine chart, in dimension 3, we have the following, see Figure 17 .
2.22 Fact. The convex side of a ruled quadric in R 3 (i.e. elliptic cone or elliptic cylinder or hyperbolic cylinder) with the projective distance is a model of * Min 3 or * Min 3 . .
Duality.
Let P be an affine space-like hyperplane in Min n , and v its future unit normal vector. Let h(v) be the Lorentzian distance from 0 to P , i.e. the future of P has equation
is orthogonal in Min n+1 to the linear hyperplane containing P × {−1}. Its projective quotient defines a point P * in * Min n , see Figure 15 . One could also consider the past unit normal vector −v of P . The (signed) Lorentzian distance from the origin is then −h(v), and the point − Conversely, a hyperbolic hyperplane of * Min n (i.e. a hyperplane of * Min n which does not contain ) is dual to a point of Min n . A co-Minkowski hyperplane of * Min n (i.e. a hyperplane of * Min n which contains ) is dual to a point at infinity.
Let K be an admissible convex subset of Min n , and let H be its support function. By abuse of notation, let us also denote by K * the intersection of C(K) * with coMin n . The set K * is the closure of the epigraph of the restriction h of H to coMin n ∩ {x 1 = 0}, which we identify with the upper part of the hyperboloid: 
2.24 Fact. The convex set K * of coMin n is the epigraph of h, the restriction to H n−1 + of the support function of K.
Note that the function h : H n−1 + → R can be extended by symmetry to H n−1 , in such a way that the projective quotient is well defined on H n−1 .
Cylinder model. There is another convenient way to describe the dual of admissible convex sets of Minkowski space in the co-Minkowski space, by looking at the affine chart {x n+1 = 1}. In this model, * Min n is an elliptic cylinder B n−1 × R, with B n−1 the open unit disc. Let H be the support function of K * . The homogeneous function H is also uniquely determined by its restrictionh to B n−1 × {1}. The intersection of C(K) with {x n+1 = 1} is the graph ofh. As a restriction of a convex function to a hyperplane,h is a convex function. Conversely, it can be easily seen that the 1-homogeneous extension of a convex function B n−1 × {1} is a convex function on the future cone of the origin. See e.g. [8, Lemma 2.6].
2.25
Fact. There is a bijection between negative convex functions B n−1 → R and admissible convex subsets of Minkowski space Min n .
Let us denote by K # the intersection of C(K) * with {x n+1 = 1}. By (21), the convex functionh determines K # :
The way to go from K * to K # is by a projective transformation sending the origin to infinity, see Figure 18 .
A model geometry. Let Isom(b * − ) be the subgroup of projective transformations that preserves b * . There is a natural injective morphism * : Isom(Min n ) → Isom(b * − ) which is defined as follows. Let
from which we define * I for I ∈ Isom(Min n ) as in (14), with A ∈ O(n − 1, 1).
2.26 Definition. The isometry group of the co-Minkowski space, Isom( * Min n ), is the group of projective transformations of the form (15) for A ∈ O(n − 1, 1), t ∈ R n .
Note that Isom( * Min n ) is a proper subgroup of the group of isometries of b * . For instance the latter also contains homotheties of the form [diag(1, . . . , 1, λ)]. As in the co-Euclidean case, these homotheties correspond to displacement along parabolic lines, see Figure 19 . The co-Minkowski space is naturally endowed with a degenerate metric g * , which is the hyperbolic metric on the hyperbolic hyperplanes, and zero on the parabolic lines.
Following the same reasoning as in the co-Euclidean case, we see that any (0, 2)-tensor field on the coMinkowski space which is invariant under the action of Isom( * Min n ) must have parabolic directions in its kernel.
Fact.
There is no pseudo-Riemannian metric on ( * Min n , Isom( * Min n )).
Comments and references
• One fundamental property of the support functions is that they behave well under addition. More precisely, the Minkowski sum A + B = {a + b | A ∈ A, b ∈ B} of two admissible convex bodies is an admissible convex body. If HA and HB are the corresponding support functions, then HA+B = HA + HB. The main references for convex bodies is [39] .
• From Remark 2.9 and (2), the angle between two lines in the Euclidean plane can be written as the logarithm of a cross-ratio. This is the Laguerre formula, see e.g. [33] .
• Similarly to Fact 2.1 and 2.12, on has that (R n , bn−2,2) can be identified with the projective space of dimension n minus a hyperplane endowed with the anti-de Sitter geometry.
• The duality between Euclidean (resp. Minkowski) and co-Euclidean (resp. co-Minkowski) spaces is expressed using a different formalism in [11, 42] .
• Similarly to Fact 2.23, it is easy to see that the outside of the co-Minkowski space (i.e. the projective quotient of (b * − ) −1 (1)) is the space of time-like hyperplanes of Minkowski space.
• The boundary of an admissible convex set K in Minkowski space is the graph of a 1-Lipschitz convex function u : R n−1 → R. • By Fact 2.25, a negative convex function on the open unit ball B is the support functionh of an admissible convex set K in Minkowski space. Let us suppose that the lower semi-continuous extension g ofh to the boundary of B is continuous (this is not always the case, for example g could attain no maximum, see p. 870 of [16] ). Let h0 be the convex function on B such that the lower boundary of the convex hull of the graph of g is the graph of h0. Then h0 ≥ h. The function h0 is the support function of a convex subset of Minkowski space which is the Cauchy development of the convex set whose support function is h. The function g encodes the light-like support planes of K (and ∂B × R, the absolute of the co-Minkowski space in a suitable affine model, is sometimes called the Penrose boundary). Note that a light-like support plane may not touch the boundary of K, as in the case of the upper branch of the hyperboloid. Let h + 0 be the concave function on B such that the upper boundary of the convex hull of the graph of g is the graph of h + 0 . It is possible to consider h + 0 as the support function of a past convex set of Minkowski space. At the end of the day, at a projective level, it would be better to consider as "convex sets" of Minkowski space the data of a future convex set and a past convex set, with disjoint interior and same light-like support planes.
• The 3 dimensional spaces H 3 , AdS 3 and * Min 3 can be defined in a unified way as spaces of matrices with coefficient in R + κR, with κ / ∈ R, κ 2 ∈ R, see [14] .
• The reference [14] also contains a Gauss-Bonnet formula for * Min 2 geometry.
Geometric transition
In this section, we will study the so-called geometric transition of model spaces as subsets of projective space. Recall that a model space is an open subset M of RP n , endowed with a closed subgroup Isom(M) of PGL(n+1, R) which preserves the geometric structure of M. Moreover, recall that given a model space M, by applying a projective transformation g ∈ PGL(n + 1, R) one obtains another model space which is equivalent to M. Indeed, the group of isometries of gM is precisely gIsom(M)g −1 . We say that a model space (N, Isom(N)) is a conjugacy limit or rescaled limit of another model space (M, Isom(M)) if there exists a sequence of projective transformations g n ∈ PGL(n + 1, R) such that:
i) The sequence g k M converges to N as k → ∞;
ii) The sequence of closed subgroups g k Isom(M)g −1 k converges to Isom(N). The convergence here should be meant as the Hausdorff convergence, for instance. Thus the conditions i) and ii) essentially mean that: i) Every x ∈ N is the limit of a sequence {g k x k }, for some x k ∈ M, as k → ∞;
ii) Every h ∈ Isom(N) is the limit of a sequence {g k h k g
Of course, in general, the sequences g k and h k are not compact sequences in PGL(n + 1, R).
A toy model of geometric transition is the 1-dimensional case, namely, the degeneration of projective lines. We already know that a line c in a model space is a subset of a copy of RP 1 , with 0, 1 or 2 points in the absolute if c is elliptic, parabolic or hyperbolic respectively. More precisely, composing with a projective transformation, we can assume that c is RP
The stabilizer of c in the isometry group of the model space is identified to a subgroup of PGL(2, R) of the form:
for c elliptic, parabolic of hyperbolic respectively. By applying the projective transformations
one sees that given a sequence θ k , the sequence of conjugates
converges to a projective transformation of the form T a provided θ k ∼ a/k. In an analogous way, See also Figure 20 . We will meet this phenomenon again in higher dimensions. We start by discussing some examples of geometric transition of 2-dimensional model spaces in RP 3 .
Limits of 2-dimensional model spaces
Recall that, in dimension 2, we have already introduced the model spaces corresponding to the elliptic plane Ell 2 , the hyperbolic plane H 2 , the de Sitter plane dS 2 (which is anti-isometric to AdS 2 ) and the degenerate model spaces of Euclidean and Minkowski plane E 2 and Min 2 , co-Euclidean and co-Minkowski plane * E 2 and * Min 2 .
Elliptic and hyperbolic planes limit to Euclidean plane. Let us consider the unit sphere S 2 in the Euclidean space E 3 . We shall construct a geometric transition which has the Euclidean plane as a conjugacy limit. For this purpose, consider the following projective transformations g t ∈ GL(3, R), for t ∈ (0, 1]:
The transformations g t map the unit sphere S 2 to an ellipsoid. Observe that g t fixes the point (0, 0, 1) ∈ E 3 and "stretches" the directions x 1 , x 2 . More precisely, given a differentiable path x(t) ∈ S 2 , for t ∈ [0, 1], such that x(0) = (0, 0, 1), one has
Roughly speaking, the rescaled limit is a point of the affine chart {x 3 = 1}, which encodes the first order derivative of the x 1 , x 2 coordinates. Heuristically, this rescaling procedure is a blow-up of a point, in the sense that the point (0, 0, 1) is preserved, and the transverse directions are "blown-up". This procedure is actually well-defined in projective space. Indeed the transformations g t descend to projective transformations of RP 2 , which we will still denote by g t . The points of the Euclidean plane E 2 , which is defined as
= 1}/{±Id} are conjugacy limits as t → 0 of sequences of points of the elliptic plane
thus satisfying condition i) in the definition of conjugacy limit, for instance with t = 1/k, see Figure 21 . To check that the Euclidean plane is a conjugacy limit of the elliptic space, one has to check also the condition ii) on the isometry groups. That is, given an isometry of Ell 2 , namely an element in PO (3) is necessarily of the form
where
and
This shows that the conjugacy limit of the group of isometries of Ell 2 is precisely the group of isometries of E 2 , embedded in PGL(3, R) in the usual way (see (8) and (9)). By a completely analogous proof, using the same transformations g t , one sees that E 2 is a conjugacy limit of the hyperbolic plane H 2 , see Figure 21 . Thus one can imagine that the Euclidean plane (at t = 0) is an interpolation of the elliptic plane (for t > 0) and the hyperbolic plane (for t < 0). Elliptic and de Sitter plane limit to co-Euclidean plane. We now describe a different procedure which permits to obtain a different limit from the elliptic plane, namely, we will obtain the co-Euclidean space as a conjugacy limit of the elliptic plane. Thus, consider
for t ∈ (0, 1]. As a remarkable difference with the previous case, the projective transformation g t leaves invariant a geodesic line of Ell 2 , namely the line which is defined by the plane {x 3 = 0} of E 3 . So the "stretching" occurs only in the transverse directions to {x 3 = 0}, and indeed the rescaled limit of a differentiable path of points of the form x(t) = [x 1 (t) : x 2 (t) : x 3 (t)] such that x 3 (0) = 0 is:
We will indeed call this transition the blow-up of a line. This shows that points of the co-Euclidean plane, defined by
2 ) are rescaled limits of sequences in
For what concerns the isometry groups, we will give again a computation which shows that Isom( * E 2 ) is the limit of g t Isom(Ell 2 )(g * respectively, are well-behaved with respect to this duality. Namely, b 3,0 (x, y) = 0 if and only if b 3,0 (g t x, g * t y) = 0. In other words, if * denotes the duality point-line induced by the ambient scalar product, the following diagram is commutative: is again induced by the scalar product of E 3 and the commutativity of the diagram passes to the limit. Thus, we have shown:
3.2 Fact. The dual in * E 2 of a rescaled limit x ∞ ∈ E 2 of points x(t) ∈ Ell 2 is the rescaled limit of the dual lines x(t) * in Ell 2 and vice versa (by exchanging the roles of points and lines). In a completely analogous way, one can define a geometric transition which permits to obtain the co-Euclidean plane * E 2 as a conjugacy limit of the de Sitter plane dS 2 . Indeed, observe that Ell 2 and dS 2 are the constant curvature non-degenerate model spaces in dimension 2 which contain an elliptic line Ell 1 , whereas * E 2 is the degenerate space having an embedded copy of (Ell 1 , Isom(Ell 1 )). Therefore the following fact holds:
3.3 Fact. The dual in * E 2 of a rescaled limit x ∞ ∈ E 2 of points x(t) ∈ H 2 is the rescaled limit of the dual lines x(t) * in dS 2 . The dual in E 2 of a rescaled limit x ∞ ∈ * E 2 of points x(t) ∈ dS 2 is the rescaled limit of the dual lines x(t) * in H 2 . The converse is also true, by exchanging the role of points and lines.
We thus have the following diagram, which encodes the possible transitions and dualities involving E 2 and * E 2 , see Figures 21 and 22:
Geometric transitions with limits Minkowski and co-Minkowski plane. Given the above constructions, it is immediate to see that one can mimic the blow-up of a point for the de Sitter plane
Using again the transformations g t , the limit will be again represented by an affine chart defined by {x Hence we can say that the blow-up of a point permits to obtain (Min 2 , Isom(Min 2 )) as a limit of (dS 2 , Isom(dS 2 )). Also in this case we shall obtain the dual transition. As in the case of Euclidean/co-Euclidean plane, there are two possible transitions having limit the co-Minkowski plane. Indeed, both hyperbolic plane and de Sitter plane contain hyperbolic lines (space-like in H 2 , time-like in dS 2 ). For the hyperbolic plane, one checks directly that
Observe that, in terms of geometric transition, if (N, Isom(N)) is a conjugacy limit of (M, Isom(M)), then also the anti-isometric space (N, Isom(N)) is a limit of (M, Isom(M)) (and also of (M, Isom(M)), of course), by conjugating for the same projective transformations. For instance, both dS 2 we have space-like elliptic lines which converge to space-like lines of Min 2 , while in dS 2 the space-like lines are hyperbolic and converge to space-like lines), although it is obtained for instance by applying the usual transformations g t . Recall also that the dual of dS 2 , considered as the space of space-like lines, is dS 2 itself (see Figure 7) .
By the same argument as in the previous paragraph (using the ambient metric of Min 3 on the left, and its anti-isometric Min 3 on the right), one obtains the following diagram which shows the behavior of transitions and dualities, see Figure 23 :
In words, 3.4 Fact. The dual in * Min 2 of a rescaled limit x ∞ ∈ Min 2 of points x(t) ∈ dS 2 is the rescaled limit of the dual lines x(t) * in H 2 . The dual in Min 2 of a rescaled limit x ∞ ∈ * Min 2 of points x(t) ∈ H 2 is the rescaled limit of the dual lines x(t) * in dS 2 . The converse is also true, by exchanging the role of points and lines.
3.5 Fact. The dual in * Min 2 of a rescaled limit x ∞ ∈ Min 2 of points x(t) ∈ dS 2 is the rescaled limit of the dual lines x(t) * in dS 2 and vice versa (by exchanging the roles of points and lines). 
Limits of 3-dimensional model spaces
At this stage, the reader will not be surprised to find that the transition procedures described in the previous paragraph extend also to the three-dimensional case (and to higher dimensions, although this will not be considered in this survey). For instance, the following diagram summarizes the transitions which have limit in the Euclidean space or the co-Euclidean space:
Indeed, the way to rescale elliptic space or de Sitter space to get a limit in co-Euclidean space is by blowing-up a plane. Space-like planes in Ell 3 and dS 3 are indeed copies of Ell 2 , and * E 3 is the degenerate geometry having an embedded Ell 2 plane. It is thus an exercise to rewrite the statements of Facts 3.2 and 3.3 in the three-dimensional setting, by making use of the duality points/planes.
The other diagram we considered in dimension 2 also has a generalization here. In fact, it will now become clear that the right model spaces which have limit in Minkowski space (by blowing-up a point) are de Sitter and Anti-de Sitter space; whereas their duals (hyperbolic space and Anti-de Sitter space itself) have limit in co-Minkowski space, see Figure 24 :
In fact, in dimension 2 we did not define an Anti-de Sitter plane, as it would be anti-isometric to the de Sitter plane. Thus we write here the statement which encodes the relationship between transitions and dualities for Anti-de Sitter space, leaving the analogous statements to the reader: 3.6 Fact. The dual in * Min 3 of a rescaled limit x ∞ ∈ Min 3 of points x(t) ∈ AdS 3 is the rescaled limit of the dual planes x(t) * in AdS 3 and vice versa (by exchanging the roles of points and planes).
Blowing-up time-like planes. However, we observe that in dimension three there are more complicated pheonomena which might occur. In particular, one might be interested in the blow-up of a time-like plane in a Lorentzian model-space. Of course this is the same of blowing-up a space-like plane in the anti-isometric model space. Intrinsically, the time-like plane can be a copy of dS 2 or dS 2 . Let us analyze the following diagram:
On the upper line, there is nothing surprising. We have just re-written the usual blow-up of a point, but by considering the anti-isometric copies of dS 3 , Min 3 and AdS 3 . In fact, the definition of geometric transition does not distinguish between a model space and its anti-isometric copy. Anyway, we decided to stick to the convention to choose the sign of the metric in such a way that space-like lines converge to space-like lines, and so on.
On the lower line, we have already encountered the duality which appears on the left. In fact, in Min 4 the linear hyperplanes which define time-like planes in dS 3 also define planes in H 3 (see Remark 1.18). Hence the space of time-like planes in dS 3 , or equivalently the space of space-like planes in dS 3 , is naturally dS 3 itself. In the right-hand side, recall that AdS 3 can be defined as:
Thus a space-like plane in AdS 3 is a copy of dS 2 , and the dual space of AdS 3 , considered as the space of space-like planes of AdS 3 , is AdS 3 itself.
It remains to understand what is the limit space in the center of the lower line. We denoted it by * Min 3 to indicate that it is the dual of Min 3 (and not the space * Min 3 anti-isometric to * Min 3 !) We will omit the details of the definition and the proof of the commutativity of the last diagram presented. However, observe that in the lower line, both dS 3 and AdS 3 contain a totally geodesic copy of dS 2 . Thus one can define a transition procedure which blows-up a time-like plane, stretching the transverse directions. Topologically the limit space is expected to be dS 2 × R. By a construction similar to that of * Min 3 , one can identify this space to the space of time-like planes in Min 3 (or of space-like planes in Min 3 ). In an affine chart, this would be the exterior of the cylinder which represents * Min 3 .
Comments and references
• Let us denote by Gal 2 the Galilean plane, i.e. the projective plane minus a parabolic line. See [47] . Below are shown the possible degenerations of the three Riemannian and the three Lorentzian plane geometries. This diagram is the one in Section 5.3 of [11] , adapted to our terminology.
This essentially shows that the geometric transitions considered in this paper are all the possible transitions in RP 3 , except the further space Gal 2 which is, in some vague sense, doubly-degenerate. Essentially, the isometry group for Gal 2 is the subset of triangular matrices which preserve an affine chart.
• In [11] , the possible degenerations are classified in every dimension. Already in dimension 3, apart from those considered above, there are other simple degenerations, essentially obtained by blowing up a line. These spaces are described as model spaces (X, Isom(X)) and in some cases they contain as subgeometries (i.e. as a geometry (X, G) where G is a subgroup of Isom(X)) other 3-dimensional geometries in the sense of Thurston. For instance Sol geometry is a possible limit of hyperbolic structures [22] . One could draw the corresponding diagram in dimension 3, which would already be pretty complicated, and find several other spaces as double degenerations. For example, an affine space endowed with the action of a group of lower triangular matrices, with unitary elements on the diagonal, is a generalization of Gal 2 .
• For the effect of the two-dimensional transition hyperbolic-Euclidean-spherical, the effects on angles, area etc. of triangles are studied in [3] .
Connection and volume form
In this section we discuss the definitions of the Levi-Civita connection and volume form for model spaces, starting by the general setting of Riemannian or pseudo-Riemannian manifolds and then specializing to the cases of constant curvature manifolds. We will then give a construction of a geometric connection and a volume form on the degenerate cases of co-Euclidean and co-Minkowski space.
Non-degenerate model spaces
Let (M, g) be a three-dimensional Riemannian or pseudo-Riemannian manifold. Many key examples have already been introduced: E 3 , H 3 and Ell 3 are Riemannian, Min 3 , dS 3 and AdS 3 are pseudo-Riemannian. Recall that the non-degenerate metric g uniquely determines the Levi-Civita connection, which we will denote by ∇ g or ∇
M
if there is no ambiguity about the metric tensor g. Indeed, the Levi-Civita connection is the unique connection which satisfies the following properties: The latter condition can also be expressed by saying that ∇ g g = 0, namely the metric tensor is parallel with respect to ∇ g . Recall also that a volume form is defined on (M, g), provided M is oriented. Namely, the volume form is a 3-form ω such that ω(X, Y, Z) = 1 if X, Y, Z is an oriented (with respect to the orientation of M ) orthonormal frame for g. The volume form is also characterized by being the unique 3-form w such that:
• ω is parallel with respect to ∇ g , i.e. ∇ g ω = 0;
• ω(v 1 , v 2 , v 3 ) = 1, where v 1 , v 2 , v 3 is an oriented orthonormal triple of vectors at a fixed point x 0 .
Indeed, as the parallel transport preserves an oriented orthonormal basis, the volume form is parallel for the connection, i.e. ∇ g ω = 0, i.e.
Explicit construction of the ambient Levi-Civita connection and volume form. Let us now go back one step, and see how the Levi-Civita connection of the three-dimensional manifolds considered here can be defined. For instance, the Levi-Civita connection of Euclidean space is simply given by differentiation of the standard coordinates of a vector field, that is,
for any pair of smooth vector fields v, w. The connection of Minkowski space is defined analogously, and thus on the same affine space, the Levi-Civita connections of the Euclidean and the Minkowski metric coincide. Moreover, the standard volume form of R 3 coincides with the volumes forms (induced by the metric) of E 3 and Min 3 , i.e. in the standard coordinates (x, y, z):
Of course, the same definitions can be given for any n-dimensional vector space endowed with a non-degenerate symmetric bilinear form b. Now we will use this fact to define the Levi-Civita connection and the volume form of the model spaces. We have already observed that for all non degenerate model spaces M = M/{±Id} which we have defined as the (projectivization of the) subset M of (R 4 , b) where the quadratic form defined by b takes the value 1 (or −1), the normal vector to M at a point x is precisely x itself. Thus, by the definition of the Levi-Civita connection of an embedded hypersurface in a higher-dimensional manifold, we obtain, for vector fields v, w tangent to M,
We used that the identity and the second fundamental form coincide (up to a sign) with the first fundamental form (see also Section 5 below). Clearly this definition descends to the definition of the Levi-Civita connection of M.
Also the volume form of M (and thus of M) can be defined in terms of the ambient volume form of R 4 . Indeed, given any triple of vectors v, w, u in T x M, x is also the normal vector to M, and thus one can define
Degenerate cases
We will now introduce a natural connection and volume form on * E 3 and * Min 3 . We will discuss the meaning of naturality in the following, but of course we can anticipate that a natural connection/volume form will be preserved by the isometry group of co-Euclidean (resp. co-Minkowski) space, as introduced in Definitions 2.10 and 2.26.
The connection of co-Euclidean space. To define a connection on * E 3 , we start by defining a connection on its double cover, namely
and thus we will consider S 2 × R as a model for coEuc 3 . In the classical case of model spaces defined by a non degenerate symmetric quadratic form b, the key ingredient to define the Levi-Civita connection was the existence of the normal vector field N, so as to be able to write
Clearly the normal vector field has the property that it is preserved by the group of isometries of the ambient quadratic form b. In this degenerate case, the bilinear form b * is degenerate, and thus it does not enable us to determine a unit normal vector field. However, there is a well-defined transverse vector field to coEuc 3 , namely the vector field which at the point x ∈ coEuc 3 ⊂ R 4 is defined by
Tautologically, this vector field N is preserved by the group Isom(
. Thus one can use the vector field N to decompose the ambient derivative of two vector fields in a tangential and a "normal" component.
Definition (Co-Euclidean connection).
Given two vector fields v, w in coEuc 3 , we define the connection ∇ coEuc 3 by means of:
The co-Euclidean connection is the connection ∇ * E
First, it should be clear that the co-Euclidean connection is preserved by the group of isometries of coEuclidean space. We prove it now, and in fact this also follows from the characterization given in Proposition 4.3 below.
T = 0.
In particular, the restriction of ∇ * E 3 to any space-like plane coincides with the Levi-Civita connection for the induced metric.
Proof. It suffices to prove the statement for the double cover coEuc 3 , since clearly −Id acts on coEuc 3 as an isometry of coEuc 3 , and preserving ∇ 
For the third point, let P be a plane of coEuc 3 obtained as the intersection of coEuc 3 with a linear hyperplane P of R 4 . Given vector fields V, W on P , D V W is tangent to P and thus the projection to coEuc 3 is still in P . Finally, it is clear from the construction that the derivative of T in any direction vanishes.
Let us now assume that the four conditions hold. In the coordinate system provided by S 2 × R, the restriction of ∇ Proof. Again, we prove the statement for the double cover coEuc 3 . Given a space-like line l of coEuc 3 , using the action of Isom(coEuc 3 ) we can assume that l is contained in the slice S 2 × {0}. Since the connection on such a slice coincides with the Levi-Civita connection, and lines of coEuc 3 are geodesics for this copy of S 2 , l is a geodesic for ∇ Since there is a line of coEuc 3 through every point of coEuc 3 with every initial velocity, this shows that all geodesics for the connection ∇ The volume form of co-Euclidean space. By means of the transverse vector field N in R 4 , we can also perform the usual construction to define a volume form for co-Euclidean space. Indeed, we can give the following definition:
4.5 Definition (Co-Euclidean volume form). The volume form of coEuc 3 is the 3-form ω coEuc 3 such that, given
The co-Euclidean volume form is the volume form ω * E 3 induced on * E 3 by ω coEuc 3 .
Both the volume form of the ambient R 4 and the vector field N are invariant for Isom( * E 3 ), hence clearly:
4.6 Lemma. The volume form ω coEuc 3 is invariant for the group Isom( * E 3 ).
Of course, as there is no Riemannian or pseudo-Riemannian metric invariant by the group of isometries of * E 3 (Fact 2.11), there is no volume arising as the volume associated to a metric. However, the volume form ω * E 3 has the property that ω * E 3 (v, w, T) = 1 provided v, w are orthonormal space-like vectors for the degenerate metric of * E 3 , and T is the "unitary" degenerate vector field, so that the triple (v, w, T) is positively oriented. As in the classical case, since parallel transport preserves both the degenerate metric (this follows from the compatibility with the metric) and the vector field T (see Proposition 4.3), the volume form ω * E 3 has the following characterization:
4.7 Proposition. The volume form ω * E 3 is the unique volume form on * E 3 such that:
• ω * E 3 is parallel with respect to ∇ * E 3 , i.e. ∇ * E 3 ω * E 3 = 0;
• ω * E 3 (v, w, T) = 1, where v, w, T is an oriented triple at a fixed point x 0 , such that v, w are orthonormal space-like vectors.
The case of co-Minkowski space. Very similar constructions can be used to define a connection and a volume form for co-Minkowski space. Indeed, we define the vector field N, which is transverse to coMin 3 ∼ = H 2 ×R in the ambient space R 4 , as the vector field N x = x ∈ R 4 . Clearly this definition is invariant by the isometries of coMin 3 , hence in particular by the involution which identifies the two connected components of H 2 × R. For simplicity, we identify * Min 3 ∼ = H 2 × R as one of the two connected components of H 2 × R. Recalling that the bilinear form for co-Minkowski space b * has the form x 
Now, observe that g
The infinitesimal Pogorelov map
Weyl formula for connections. In an affine chart, a (non-degenerate) model space M has the strong property that its (unparametrized) geodesics are the same as in the ambient R n endowed with a Euclidean metric. This will imply that, in an open set, the Levi-Civita connection ∇ of M can be written in terms of the usual connection on R n . The manifold M may not be orientable, but on an affine chart we can consider the same orientation as R n . Hence the pseudo-Riemannian metric of M gives a volume form ω in the affine chart. Let N be an orientable manifold with two torsion-free connections ∇ and ∇ and with two volume forms ω and ω such that ∇ω = 0 and ∇ ω = 0. Let λ be the function on N such that
This function is linear over smooth functions on both argument, so it is a (1, 2)-tensor. As the connections are symmetric, it is easy to check that D is symmetric.
4.16 Lemma. The contraction of D is a one-form that is given by λ:
Proof. Recall that the volume form ω is parallel for ∇ (26) , that gives, in the given local coordinates on N ,
. . , e n + · · · + ω e 1 , . . . ,
But ω is alternating and n-linear:
and in particular,
4.17 Lemma (Weyl Formula). Let us suppose that ∇ and ∇ have the same (unparameterized) geodesics. Then
Proof. Observe that in this formula both sides are linear in X and Y . To compute the left-hand side, fix p and X p ∈ T p N and let c : I → N be a parameterized geodesic for ∇ with tangent vector X p at c(0) = p. Extend X p to X, the tangent vector of c, which is parallel along c, so that ∇ X X = 0. Let X be the tangent vector of a reparametrization of c that turns it into a geodesic c for ∇ (hence ∇ X X = 0). Then there is a function f on c (which depends on the choice of X p and X p ) such that X = f X. We compute:
Let us show that φ is a 1-form. In fact, given any symmetric tensor D such that D(X, X) is a multiple of X, the function φ satisfying (30) is uniquely determined and clearly satisfies φ(λX) = λφ(X). For the additivity, from the symmetry of D, we have
On the other hand, developing the same expression for
Putting together the two expressions, one obtains
Since it now suffices to consider X and Y linearly independent, one has φ(
Hence, using the linearity of φ which was just proved, from (30) and (31) one obtains:
Finally, contracting on both side using (29) leads to dln λ = (n + 1)φ.
Killing fields. If ∇ is the Levi-Civita connection of a pseudo-Riemannian metric g on a manifold N , a vector field is called a Killing field if it generates a 1-parameter group of isometries. A vector field K is a Killing field if and only if L X g = 0 (L is the Lie derivative), or if and only if ∇K is a skew-symmetric (1, 1)-tensor:
for every X, Y . It is easy to see that this condition is actually equivalent to the condition that g(∇ X K, X) = 0 for every X.
The infinitesimal Pogorelov map. Let us suppose that ∇ is also a Levi-Civita connection for a pseudoRiemannian metric g on N . Let L := L g, g be the map T N → T N defined by
for every Y . The infinitesimal Pogorelov map P := P g, g : T N → T N is defined by
4.18 Lemma. The infinitesimal Pogorelov map P g, g sends Killing fields of g to Killing fields of g: if K is a Killing field of (N, g), then P(K) is a Killing field of (N, g).
which implies
and using the fact that K is a Killing field of (N, g), we arrive at
Observe that by Weyl formula (Lemma 4.17),
Hence from Equation (35) one gets g( ∇ X P(K), X) = 0, i.e. P(K) is a Killing field of (M, g).
The infinitesimal Pogorelov map from hyperbolic to Euclidean space. Let us consider the usual Klein model of the hyperbolic space H n , i.e. the affine chart {x n+1 = 1}, in which H n is the open unit ball
We will compare the hyperbolic metric g on B n with the standard Euclidean metric. For x ∈ B n , the point r(x) := ρ(x)
belongs to T r(x) H n , and it is then straightforward that the expression of the hyperbolic metric in the Klein model is
The radial direction at x is the direction defined by the origin of R n and x. From (36), a vector is orthogonal to the radial direction for the Euclidean metric if and only if it is orthogonal for the hyperbolic metric. A vector orthogonal to the radial direction is called lateral. Then for a tangent vector X of B n at a point x,
• if X is radial, then its hyperbolic norm is ρ(x) 2 times its Euclidean norm.
• if X is lateral, then its hyperbolic norm is ρ(x) times its Euclidean norm.
and a lateral (resp. radial) vector is an eigenvector for L with eigenvalue ρ(x) 2 (resp. ρ(x) 4 ). In an orthonormal basis for b n,0 , det
Let K be a Killing field of H n . Then by Lemma 4.18,
In particular,
• if K is lateral, the Euclidean norm of P(K) is equal to ρ −1 times the hyperbolic norm of K;
• if K is radial, the Euclidean norm of P(K) is equal to the hyperbolic norm of K.
The infinitesimal Pogorelov map from Anti-de Sitter to Minkowski Euclidean space. Let us consider the model of the anti-de Sitter space AdS n given by the affine chart {x n+1 = 1}. Recall that AdS n is the projective quotient of
and its image in the affine chart is
We will compare the anti-de Sitter Lorentzian metric g on H n with the Minkowski metric on R n . For x ∈ H n , the point ρ(x)
A computation similar to the hyperbolic/Euclidean case gives
As for the Klein model of the hyperbolic space, a vector has a radial and a lateral component, and this decomposition does not depend on the metric. We also have
whose determinant in an orthonormal basis for b n−1,1 , is ρ(x) 2(n+1) , so (recall (27) )
Let K be a Killing field of AdS n . Then by Lemma 4.
Comments and references
• A symmetric connection such that there exists (locally) a parallel volume form is characterized by the fact that its Ricci tensor is symmetric, [28, Proposition 3.1].
• Let ∇ be a torsion-free complete connection on a manifold N , such that a local parallel volume form exists. An affine field of ∇ is a vector field that generates a 1-parameter group of transformations that preserves the connection. Let R be the curvature tensor of ∇:
Then K is an affine field if and only if (see e.g. [21] )
Let ∇ be another connection on N with the same properties as ∇, both having the same unparametrized geodesics. Let R be its curvature tensor. Then a direct computation using the Weyl formula shows that:
where ∇ 2 is the Hessian for ∇. See pp. 126,127 in [21] for the relations between infinitesimal affine transformations and Killing fields.
• Lemma 4.18 was proved in [20] and independently in [46] . See also the end of Section 5.5.
• The simplest infinitesimal Pogorelov map is the one from Minkowski space to Euclidean space: it suffices to multiply the last coordinate of the Killing field by −1. This was noted in [17] . The term infinitesimal Pogorelov map comes from the fact that it was defined as a first-order version of the so-called Pogorelov mapping, see the end of Section 5.5. See [25, 38, 14] for some applications.
Geometry of surfaces in 3-dimensional spaces
The purpose of this section is the study of embedded surfaces, with particular attention to convex surfaces, in 3-dimensional model spaces. We will first review the classical theory of embeddings of surfaces in 3-manifolds, with special attention to the constant curvature cases we have introduced so far. After that, we will define analogous notions in the degenerate spaces (for instance, the second fundamental form and the shape operator), in particular co-Euclidean and co-Minkowski spaces, and show that these notions have a good behavior both with respect to the geometry of * E 3 and * Min 3 , although the ambient metric is a degenerate metric, and with respect to duality and geometric transition.
Surfaces in non degenerate constant curvature 3-manifolds
Let (M, g) be a Riemannian or pseudo-Riemannian manifold. Given a smooth immersion σ : S → M with image a space-like surface σ(S) in (M, g), recall that the first fundamental form is the pull-back of the induced metric, namely I(v, w) = g(σ * (v), σ * (w)) .
The Levi-Civita connection ∇ S of the first fundamental form I of S is obtained from the Levi-Civita connection of the ambient manifold: given vector fields v, w on S, ∇ S v w is the orthogonal projection to the tangent space of S of ∇ M σ * v (σ * w). Let us denote by N a unit normal vector field on S, namely N is a smooth vector field such that for every point x ∈ S, N x is orthogonal to T σ(x) σ(S), and such that |g(N, N)| = 1. The second fundamental form II is a bilinear form on S defined by ∇ 
By a standard computation, it turns out that
the sign depending on whether M is Riemannian or Lorentzian, where we have used the differential of the embedding σ to identify a vector v ∈ T x S to a vector tangent to the embedded surface σ(S). Indeed, by applying the condition of compatibility of the metric of the Levi-Civita connection to the condition |g(N, N)| = 1, it is easily checked that ∇ M v N is orthogonal to N, hence is tangent to σ(S). Since B is self-adjoint with respect to I, it is diagonalizable at every point. The eigenvalues of B are called principal curvatures.
The extrinsic curvature is the determinant of the shape operator, i.e. the product of the principal curvatures. The mean curvature is the trace of the shape operator, that is the sum of the principal curvatures.
Fundamental theorem of immersed surfaces. The embedding data of a smooth immersed surface in a 3-manifold are usually considered the first fundamental form and the shape operator, or equivalently, the first and second fundamental forms. However, these two objects are not independent and satisfy some coupled differential equations usually called the Gauss-Codazzi equations. We start by expressing such equations in the setting of the constant curvature 3-manifolds introduced above, namely Euclidean and Minkowski space, and the model spaces.
The Codazzi equation can be expressed in the same fashion for all ambient spaces, and it says that the exterior derivative of the shape operator B, with respect to the Levi-Civita connection of the first fundamental form (denoted by ∇ I ), vanishes. In formulae, 
The Gauss equation is a relation between the intrinsic curvature of the first fundamental form, and the extrinsic curvature of the immersion. The form of the Gauss equation, however, depends on the ambient metric (whether it is Riemannian or pseudo-Riemannian) and on its curvature. In particular, if K I denotes the curvature of the first fundamental form, in Euclidean space the Gauss formula is:
while in Minkowski space, for immersed space-like surfaces, the correct form is:
As we said, if the ambient manifold has nonzero curvature, there is an additional term in the equation. For instance, for S 3 or Ell 3 (curvature 1 everywhere):
while for surfaces in hyperbolic space we have:
Finally for space-like surfaces in Lorentzian manifolds of nonzero constant curvature: in de Sitter space the Gauss equation is
and in Anti-de Sitter space of course
We resume all the statements in the following:
5.1 Fact. Given a smooth immersed surface in a three-dimensional model space (or in Euclidean/Minkowski space), the first fundamental form and the shape operator satisfy the corresponding Gauss-Codazzi equations.
Clearly, if one post-composes a smooth immersion with an isometry of the ambient space, the embedding data remain unchanged. A classical theorem in Euclidean space, which can be extended to all the other cases of constant curvature, states that the Gauss-Codazzi equations are necessary and sufficient conditions in order to have the embedding data of a smooth surface, and the embedding data determine the surface up to global isometry. See [6, 41] for a reference.
Theorem (Fundamental theorem of immersed surfaces)
. Given a simply connected surface S and a pair (I, B) of a Riemannian metric and a symmetric (1, 1)-tensor on S, if (I, B) satisfy the Gauss-Codazzi equations in Euclidean (resp. Minkowski, elliptic, hyperbolic, de Sitter or Anti-de Sitter) space, then there exists a smooth immersion of S having (I, B) as embedding data. Any two such immersions differ by post-composition by a global isometry.
Duality for smooth surfaces. We can use the description of duality introduced in Subsection 1.4 to talk about duality for convex surfaces. In fact, consider a surface S, which is the boundary of a convex set. Then its dual is again a convex set with boundary a surface S * . For instance, the dual of the boundary of a convex set in H 3 is a space-like surface in dS 3 (and vice versa). Similarly one can consider a convex set in AdS 3 , whose boundary is composed of two space-like surfaces, and dually one obtains a convex set in AdS 3 bounded by two space-like surfaces.
Let us consider a convex set with boundary a smooth (or at least C 2 ) embedded surface S, such that B is positive definite at every point (which in particular implies strict convexity). The third fundamental form of S is III(v, w) = I(B(v), B(w)) .
First, observe that, since B is positive definite, III is a Riemannian metric. The reader can check, as an exercise, that in his/her favorite duality of ambient spaces, (III, B −1 ) are the embedding data of a space-like surface, namely they satisfy the Gauss-Codazzi equations provided (I, B) satisfy the Gauss-Codazzi equations. It is helpful to use the following formula for the curvature of III(v, w) = I(B·, B·):
which holds under the assumption that B satisfies the Codazzi equation (see [24] or [23] ).
5.3 Fact. The pair (III, B −1 ) are the embedding data of the dual surface S * .
Let us check the fact in the hyperbolic-de Sitter case. If S is a convex surface in H 3 , for x ∈ S, N(x) is a point inside the unit tangent sphere of T x H 3 , and III is by definition the pull-back by N on S of the spherical metric. But on the other hand, the hyperplane tangent to S at x is naturally identified, via the double cover in Min 4 , to a time-like hyperplane, and N(x) is a unit vector orthogonal to this hyperplane, hence a point in dS n , the double cover of de Sitter space. So III is exactly the induced metric on the dual surface, and by the involution property of the duality, its shape operator is the inverse of the one of B.
