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Abstract: In this paper we consider an error estimation procedure in the numerical solution of a linear boundary value 
problem for a system of m first-order equations when the simple or parallel shooting method is used. We show that 
the global discretization error can be estimated through the numerical solution of the principal error equation related 
to only one initial-value problem, rather than the m + 1 involved by shooting. Four significant numerical experiments 
are presented. 
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1. Introduction 
In the numerical solution of an initial- or boundary value problem for a system of ordinary 
differential equations, a variety of techniques for global error estimation have been proposed 
(see, e.g., [2,8,10,12] for IVP and [5,7,9] for BVP). A large number of such methods have been 
reported in a comprehensive survey by Skeel 1111, including some criticism on their efficiency. 
Our objective in the present paper is to suggest and implement a global error estimation 
algorithm for a linear BVP of the form 
Ly(x)=y’(x)-K(x)y(x)=f(x), O<X<l, (l.la) 
MO) + BY(l) = a, (1 .lb) 
where K(x) is an m x m-matrix function, f(x) an m-vector function, with K(x), f(x) E CP[O, 
11, A, B m x m constant matrices and CY an assigned m-vector. Let W(X) be an m x m 
fundamental solution matrix, normalized such that W(0) = I, with I the identity matrix. We 
assume the matrix Q = A + BW(1) to be nonsingular guaranteeing the existence of a unique 
solution y(x) of (l.la, b). 
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On a grid xi = ih, i = 0, 1,. . . , N, h = l/N, let Y, be an approximation of a and 
E(x,)= Y,-y(x,), n=o, l)...) N, (1.2) 
the global discretization error. 
The present approach is intended to give an estimate E, of E(x,) satisfying as much as 
possible two classic requirements: 
(i) each component of the vector E,, must have sign and order of magnitude as the 
corresponding component of E(x,), provided this component is not zero; 
(ii) the computational cost of the “secondary” problem (the error estimation) must not exceed 
that of the “primary” problem (l.la, b). 
Round-off errors are supposed negligible with respect to local truncation errors. The numerical 
results that have been quoted for several discretization methods with different order of accuracy 
seem to model carefully the behavior of the global error and escape to the unpleasant 
phenomenon of giving small estimates in correspondence with large errors. 
2. Estimation of E( x,) in a shooting method 
In an ordinary shooting method the usual approach to solve (l.la, b) consists of first solving 
the m + 1 IVP (e.g., [4, Chapter 11) 
LW(x)=O, W(O)=& O<x<l, (2.1) 
Wx) =f(x), ?A(O)=O, O<x<l, (2.2) 
then seeking a linear combination 
y(x) = W(x)s + zA(x) (2.3) 
to satisfy the boundary condition (l.lb). This leads to the linear system 
(A + B W(l))s = (Y -B u(1). (2.4) 
Using a discretization method of the class 
iaiz,,+i-h +(x,; z~,...,z,,~; h)=O, O<n<N-k, (2.5) 
i=O 
let W, and u, approximate W(x,) and u(x,), respectively, so that the actual linear system that 
we are able to solve, instead of (2.4) is 
(A + BW,)s = a - BuN, (2.6) 
therefore as a numerical solution of (l.la, b) we take 
Y,= W,S+u,, n=O, l,..., N. (2.7) 
For the global discretization error arising when (2.5) is used we recall the following result (cf., [8, 
Chapter 31, [3, Chapter 51): if the IVP 
z’(x)=g(x, z), z.(x~)=zo, a<x<b, 
is solved by a zero-stable, pth-order method of the type (2.5), with initial values satisfying 
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zi = z(xi) + hPs( z( x0)) + O( A”+‘), 0 < i < k, then the global discretization error z, - z( x,) 
satisfies 
z, - z(x,) = h%(x,) + O(hP+i), (2.8) 
where c(x) is the solution of the IVP 
c’(x) = g,(x, z)c(x) +4(x), c(x()) =s(z(xo)) = 0, a <x < b. (2.9) 
The function #(x), called the principal error function, is given by q(x) = - C z(J’+l)( x), where 
C is the error constant of the discretization method. 
Our goal is to estimate the global error E(x,) = Y, -v(x,,) which, using (2.3) and (2.7) can be 
expressed 
E(x,) = e(x,) + W(x,,)(S - s), (2.10) 
where we define 
e(x,) = (W,.?+U,) - (W(x,)S+ u(x,)). 
The key idea is that e( x,) is the global error for a single IVP given by 
LY(x) =f(x), Y(0) = s, 0 < x < 1; (2.11) 
in fact the exact solution of this problem is Y(x, S) = W(x)S + U(X). Hence if an IVP global 
error estimation procedure is available, it needs be applied to only one IVP, rather than the 
m + 1 separate IVPs that were solved as part of shooting. 
According to (2.8), an estimate e, of e( x,) can be given by e, = hPc,, where c, is obtained by 
solving the IVP (2.9), related to the problem (2.11), namely 
c’(x) = K(x)c(x) - c Y(p+i)(x, s), c(0) = 0, 
where K(x) is the matrix appearing in (l.la). 
We observe that for some methods of the type (2.5) proposed by Stetter [12], the principal 
error equation is an exact equation. 
In order to complete the estimation of E(x,) we have to estimate the term W(x)(S - s) in 
(2.10). Because of (2.6) and (2.7), S satisfies the linear system As + BY, = a, while, due to (2.3) 
and (2.4) s satisfies As + By(l) = a; by subtraction and taking into account (1.2), we obtain 
A(: - s) = B E(l), then by (2.10) it follows 
(A + B W(l))(S-s) = -B e(1). (2.12) 
Thus the approximation u 2 S - s actually satisfies the linear system (A + BW,) u = - BhPc, 
and the estimate E,, is given by E,, = hPc, + W,a. Finally it is easy to show that the estimate for 
E(x,) is almost equally accurate as the estimate for e(x,). In fact the vector S - s can be 
formally obtained by (2.12) and substituted back into (2.10) to get 
E(x,) = e(x,) - W(x,)(A + B W(l))-‘B e(1). 
If the IVP integrators are of order p we have 
E(x,) = e(x,) - W,(A + B WN)-lB e(1) + O(hzp) 
and the proposed estimate is now obvious. 
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3. Numerical experiments 
Following Mattheij [5] we have assumed for the BVP (l.la, b) the condition number 
y = max,,,,, II W(x)(A + B w(l))-’ Il. T wo test problems (a modified form of the examples 
7.19 and 7.38 given by Mattheij [6]) have been considered. 
Problem Pl. 
y’= ;” 
[ 
0 a 
-2a 0 
-2a 0 CI  [I y+ 2a a 
rm+[~ ;“#lb,2, 
, O<X<l, 
2 
3 
1 
with a= -2 and ~~60. 
Problem P2. 
y’= 
[ 
12c2 + s2 llcs - T 
llcs + T 12s2 + c2 1 y, O<x<l, 
Y(O) +_a) = [ :]9 
where c = cos TX, s = sin TX and y G 105. 
We have displayed the numerical results in Table 1 corresponding to four experiments. We 
assume p to denote the order of the discretization method used for (2.1) and (2.2) concerned 
with the “primary” problem, and q to indicate the order of the method employed for integrating 
Table 1 
Experiment Problem y P 4 0s PS 
b W M b W M 
Pl 60 3 2 0.986 0.929 O.l5E-5 0.993 0.960 0.88E-6 
P2 1.OE-t 5 1 1 0.989 1.080 0.39E-1 1.010 1.040 0.26E-1 
Pl 60 2 1.319 1.401 0.74E-4 1.261 1.388 0.59E-4 
P2 l.OE+5 2 0.385 0.343 O.l2E-2 0.449 0.411 0.89E-3 
Pl 60 4 2 0.669 0.605 0.91E-8 0.704 0.642 0.69E-8 
P2 l.OE+5 4 2 0.777 0.723 O.lSE-4 0.841 0.789 0.81E-5 
Pl 2SE+ 10 3 2 0.978 0.934 0.26E-3 0.987 0.943 O.l8E-3 
Pl 2.5E + 10 4 2 - 0.007 - 0.050 0.26E-4 0.090 - 0.010 O.l7E-4 
Il-bl= min ( max Il-(Rn),l), 
O<n<N l<r<m 
M = o pna$N II E(x,) II. 
. . 
(En), 
(R,), = E,(x,) 3 
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(2.9), this being used for the “secondary” problem. When no integration is needed in the 
secondary problem, then only the p-value is reported. In order to monitor the sharpness of the 
vector E, as an approximation to E( xn), we have introduced the vector R, defined by 
(R,>i = (E,),/Ei(x,), i = 1, 2,. - a9 m. An indicative parameter is the component ( R,)j such that 
I1 - (R,)jI =maxi.i., 11 - (R,) i 1. According to the requirement (i) of Section 1, we wish 
( R,)j to be positive and not far from unity. Of all the ( R,)j we have quoted only the best one 
(b) and the worst one (w). Results for both ordinary shooting (OS) and parallel shooting (PS) 
are reported. Another parameter appearing in the table is M = maxO Q n g N 1) E( xn) I), where the 
maximum norm has been assumed. All results quoted in the table correspond to a step-length 
h = 0.02 (N = 50). In describing the experiments reference is made to a differential equation in 
autonomous form z’ = g(z). 
Experiment 1. We have tested the tth-order Taylor’s expansion 
f 1 
Z n+1= z, + c ilh’z;‘) 
j=l . 
for which the principal error function is (see [12]) #(x) = -z(‘+‘)/(t + l)!. Setting t =p 
(primary problem) or t = q (secondary problem), we have selected p = 3 and q = 2 for Problem 
Pl and p = q = 1 (Euler’s method) for Problem P2. Sharp error estimates have been obtained for 
Pl and P2, though P2 was solved less accurately (large M) than Pl (small M). 
Experiment 2. In the “primary” phase we have used the second-order three-stage Runge-Kutta 
method 
zi = zo + h g( Zo + %h g(Zo))., 
Z n+l =z,+hg(z,+:hg(z,+:hg(z,))), n=l,2,...,N-1; 
no further integration is needed in the “secondary” phase [12], and the estimation of the global 
error for an IVP is given by 
z, - z(x,J = z, - (z,_i + h g(z,_, + +$h g(+))) + 0(h3). 
The heavy error’s overestimation for Pl and underestimation for P2 advise against this method at 
least for large y. 
Experiment 3. “Primary” part treated with Milne-Simpson predictor-corrector algorithm of 
order four 
z,*+Ll= z, + 4h(2g(z,+,) - g(z,+*) + 2&+,)), 
Z n+4 = Z n+2+:h(g(Zn*+4)+4g(Zn+3)+g(Zn+2)), n=O,l,...,N-4. 
Because of complexity of the general form of the principal error function #(x) (see [l, p.3761) 
for the “secondary” part we first approximate the local truncation error using the well-known 
Milne’s device giving h7 E &( z,* - zn) [2, p.2551 and then assume the estimate 4(x,) = - r/2hP 
with p = 4. The problem (2.9) is solved by the trapezoidal rule (q = 2). There is a slight 
underestimation, with the estimates for PS sharper than those for OS. 
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Experiment 4. Only Problem Pl has been considered in a very ill-conditioned case corresponding 
to a = - 12 and y = 2.5 x lOlo. Two error estimates are given concerned with Taylor expansion 
( p = 3, q = 2) and Milne-Simpson method ( p = 4) followed by trapezoidal rule (q = 2). The 
results are quite favourable for the Taylor method and against the Milne-Simpson algorithm: we 
guess the well-known instability properties of this method and the ill-conditioning of Pl to end 
up by influencing badly the term e(x,) of (2.10). 
Remark. All calculations have been performed in double precision arithmetic on the IBM 3090 
mod. 180-E at the CNUCE of Pisa. 
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