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ABSTRACT
Advances of deep learning for Artificial Neural Networks
(ANNs) have led to significant improvements in the perfor-
mance of digital signal processing systems implemented on
digital chips. Although recent progress in low-power chips is
remarkable, neuromorphic chips that run Spiking Neural Net-
works (SNNs) based applications offer an even lower power
consumption, as a consequence of the ensuing sparse spike-
based coding scheme. In this work, we develop a SNN-based
Voice Activity Detection (VAD) system that belongs to the
building blocks of any audio and speech processing system.
We propose to use the bin encoding, a novelmethod to convert
log mel filterbank bins of single-time frames into spike pat-
terns. We integrate the proposed scheme in a bilayer spiking
architecture which was evaluated on the QUT-NOISE-TIMIT
corpus. Our approach shows that SNNs enable an ultra low-
power implementation of a VAD classifier that consumes only
3.8µW, while achieving state-of-the-art performance.
Index Terms— spiking neural networks, voice activity
detection, bin encoding, supervised learning
1. INTRODUCTION
Recent development of voice user interfaces offers commu-
nication between users and consumer electronics devices as
natural as possible. Enabling hands-free activation and verbal
control represent an appealing technology adopted by most
of manufacturers and masses of customers. Moving compu-
tation from the cloud to the edge is characterised by look-
ing for alternative computational platforms that can perform
high performance computation but operate on a battery for
a longer time (about several months). One promising candi-
date of those alternative platforms is neuromorphic hardware.
For example, recent benchmarking of keyword spotting effi-
ciency [1] reports more than 5 times less energy consumption
of the Intel neuromorphic chip Loihi [2] comparing to Mo-
vidius neural compute stick designed for the edge processing.
An intrinsic property of neuromorphic computing is run-
ning Spiking Neural Nets (SNNs) instead of Artificial Neu-
ral Nets (ANNs). SNNs are known as the third generation
of neural networks. They are inspired by the human brain
computation, from which they inherit the sparse and asyn-
chronous nature of the information, leading to the properties
of high power efficiency and robustness to noise. These fea-
tures make SNNs an ideal candidate to build low-power mod-
els for speech detection and processing. In this paper, we ex-
plore SNN-based Voice Activation Detection (VAD). A VAD
system belongs to the basic building blocs of any audio and
speech processing system, and, as it is always on, it needs to
be power efficient. The VAD systems are well studied and
recently several very low power algorithms [3, 4] and the cir-
cuits [5] were proposed.
Several approaches designing SNN models for audio pro-
cessing have already been developed as well. Some algo-
rithms are based on supervised learning techniques, such as
the nonrecurrent SNN developed in [6] that extracts the spike
features from speech signals, and the framework for sound
recognition presented in [7]. Unsupervised learning is ex-
ploited in other approaches for both feature extraction [8] and
isolated word classification utilizing the principles of Self-
OrganizingMaps [9, 10]. Some studies use instead a reservoir
based-technique to solve the task of isolated digit recognition
[11, 12]. However, to our knowledge, no prior publishedwork
explored the application of SNN for VAD. Most of the exist-
ing encodingmethods (Poisson, time-to-first-spike) have been
developed for tasks such as word recognition [13]. Speech
representation of isolated words is generally characterized by
high interclass variability and high intraclass correlation. The
Voice and No voice classes of the VAD task lack these features
and therefore the existing encodingmethods, designed specif-
ically for multi-time frame speech representation, are not op-
timal to represent a single time frame desirable for voice ac-
tivity detection. To overcome these drawbacks, we developed
a novel encoding method, the bin encoding, whose strength
resides in the possibility of capturing the information on all
frequency filters.
2. PROPOSED METHODS
The proposed VAD method consists of a preprocessing stage
followed by a bilayer spiking architecture, as illustrated in
Fig. 1. In the preprocessing stage, the audio signal is ex-
tracted into log mel filterbanks, as follows. First, we used
Fig. 1. The bin encoding architecture proposed in this work.
a sample rate of 16kHz, 128 mel frequency bins, 40 ms time
frame length, and 50% overlap between frames, leading to a
the classification which is performed every 20 ms. Next, the
preprocessing is completed through the normalization of the
frequency bins within the interval [0, 1] w.r.t. the minimum
and maximum values of all the frequencies computed over
the entire data set.
Our spiking architecture is composed of two fully con-
nected layers, i.e., the input encoding layer and the output
layer. The input layer is formed by the one-dimensional ar-
rangement of the groups of Nin neurons, each of them as-
sociated with one of the 128 frequency bands. We carefully
chose Nin = 10, leading to a total number of input neurons
of Nin × 128 = 1280. Such an architecture represents the
basis of the bin encoding.
The ouput layer consists of two neurons, with one of
them firing in response to speech and the other to non-speech.
We denote these neurons as V and N , respectively. For the
training of this layer, we relied on the Maximum-Margin
Tempotron temporal learning rule devised in [14]. This ap-
proach combines the Tempotron learning rule [15] with the
maximum-margin classifier [16]. It is worth noticing that the
Tempotron learning rule is a biologically plausible model of
supervised learning suitable for decoding information embed-
ded in spatio-temporal spike patterns. The adopted neuron
model is a Leaky-Integrate-and-Fire (LIF) neuron driven by
exponentially decaying synaptic currents generated by its
afferents. The subthreshold membrane voltage (V (t)) is a
weighted sum of postsynaptic potentials (PSPs) induced by
the j-th incoming spike, taking the form
V (t) =
∑
j
ωj
∑
tj
K(t− tj) + Vrest (1)
with ωj being a synaptic weight of the incoming j-th synapse,
tj the spike time of the presynaptic j-th neuron, Vrest the
resting membrane potential, andK(t−tj) the kernel function
representing the effect of the presynaptic spikes on V (t). This
latter quantity is expressed as
K(t− tj) = V0
(
exp
[
−
t− tj
τ
]
− exp
[
−
t− tj
τs
])
(2)
where τ (τs) is the decay time constant of membrane integra-
tion (synaptic currents) and V0 normalizes the PSP kernels to
1, such that ωj yields unitary PSP amplitudes. If V (t) crosses
the voltage threshold Vthr, the neuron spikes and the voltage
is reset to Vrest. In the following we set Vrest = 0 V, V0 = 1
V, Vthr = 1 V, τ = 15 ms, and τs = 3.75 ms.
In the training phase, the V and N tempotrons learn their
corresponding task through synaptic updates, each of them
performed after the presentation of the input. In the case of
a correct classification, we potentiate the connections of the
tempotron with the presynaptic neurons that lead to the de-
sired firing, while the weights of the silent tempotron remain
unchanged. On the other hand, in the case of an uncorrect
classification, two distinct cases may occur. If the tempotron
V (resp. N ) does not respond to the presentation of the pat-
tern V (resp. N ), then its connections with the presynaptic
neurons spiking during the incoming pattern are reinforced
by ∆ωj = λ
∑
tj<tmax
K(tmax − tj), where λ is the learn-
ing rate and tmax is the time at which the postsynaptic poten-
tial reaches its maximum value. If, instead, the tempotron N
(resp. V ) do respond upon the presentation of the pattern V
(resp. N ), we depress the synapses contributing to the erro-
neous firing by ∆ωj = −λ
∑
tj<tspike
K(tspike − tj), with
tspike being the firing time of the postsynaptic neuron. By
considering only the spikes preceding tmax or tspike , only the
connections with the presynaptic neurons which substantially
contribute to the rise of V (t) are updated.
Furthermore, we included the Maximum-Margin modi-
fication to reduce overfitting and improve the classification
accuracy of the tempotron learning rule. In practice, a hard
margin ∆ is introduced during the training, thereby making
the classification task more difficult to both the tempotrons
and forcing them to learn additional features. The voltage
threshold of the neuron that is trained to spike is increased
by an amount ∆, while it is decreased by the same amount
in the neuron that should remain silent. In this work, we
set ∆ = 0.5V . During the testing stage, the hard margin
is suppressed and the tempotrons are expected to classify the
patterns in a more accurate manner. Also, our model is sub-
jected to two constraints, i.e. a minimum value of the voltage
(Vmin = −1.5 V) and a maximum absolute values for the
synaptic weights (wmin = −1.5 and wmax = +1.5). This
rules out exaggerated inhibitions.
2.1. Bin encoding
The common encoding methods Poisson and time-to-first-
spike typically map the energies of the frequency bins using
only a single parameter, namely the firing rate and the time-
delay, respectively [13]. Both methods emphasize the rep-
resentation of frequency bins having high short-term power,
through high-firing frequency and short-time delay, respec-
tively. This is detrimental to the encoding of single frames, in
which the information on all frequency bins is relevant.
Here, we propose the novel bin encoding scheme, in
which we allow for a more complex representation of sig-
nals. This is accomplished by relating each frequency bin
to a group of Nin input neurons, instead to a single neuron
as done in previous works. In particular, each neuron in the
group represents a range of energy values that the associated
frequency bin can take. As discussed above, the log mel
filterbank bins are normalized to the interval [0, 1]. For each
frequency bin the first input neuron nin = 0 accounts for
the energy in the interval E ∈ [0.0, 0.1), the second neuron
nin = 1 accounts for E ∈ [0.1, 0.2), and so on, until the last
neuron of the group nin = 9 that represents E ∈ [0.9, 1.0].
Upon the presentation of an input speech signal, for each
frequency filter the bin in which its energy value falls is com-
puted, and the corresponding neuron in the group is activated
accordingly. For example, if the 0th frequency filter takes
the value 0.36, the corresponding bin is E3 ∈ [0.3, 0.4).
Thus, the neuron nin = 3 of group 0
th is activated. This
example is illustrated as red pathway in Fig. 1. Under low-
background noise conditions, a speech-containing signal is
generally encoded through the activity of neurons with high
indices (nin ≥ 5), and vice-versa for those signals containing
either noise or silence. This allows to enhance the differences
between spike patterns belonging to different classes.
Our bin encoding method forces each frequency band to
be represented by one spike. The indices of the activated neu-
rons contain information on the energy intensity at each given
frequency. Further information is included in the timing of the
spikes. To set a temporal sequence of the spikes, we attribute
a shorter time delay to the filters with larger energy. The tim-
ing of the spike for each input neuron nin associated with a
channel having a short-term power value val is computed as
tspike =
[
(Nin−1−nin)× tinterval
]
+ intensity diff+offset
(3)
where tinterval is the average-time interval between the spike
time of the neurons with index nin and nin − 1. The term in-
tensity diff introduces some jitter among the neurons spiking
featuring the same nin. It is computed considering the dif-
ference in intensity between val and the lower bound of the
bin
intensity diff =
(
val×Nin − nin
)
× tinterval
1.5
(4)
Finally, an offset ensures the decay of the membrane voltage
after the previous input presentation. We set tinterval = 7.5
ms and offset = 5 ms.
2.2. Post-processing
A post-processing technique was applied to the raw predic-
tions of the classifier. If both tempotrons spiked, then we at-
tributed the input to the class associated with the tempotron
that spiked first, as this was found to be the most confident
one. If none of the tempotrons spiked, then the chosen class
was the one corresponding to the tempotron that reached the
highest voltage. Furthermore, to take into account contextual
information, we averaged the post-processed predictions over
windows composed of five frames. This approach helps avoid
misclassifications of single frames in long intervals of contin-
uous speech or no-speech activity.
2.3. Training and performance evaluation
The synaptic weights, i.e. the parameters to be learnt during
training, were initially sampled from the uniform distribution
U(0, 0.05). We presented to the network a single frame of the
log mel filterbank features labeled as V and N . The frames
were randomly sampled from training data and arranged into
120 groups of 200 samples. The learning rate was initially set
to λ = 0.8 and reduced by 5% after each group.
We evaluated the model on the QUT-NOISE augmented
TIMIT data set [17], which mixes speech recordings from
the TIMIT clean database with recordings of several noise
scenarios: cafe, car, home, street, and reverberant conditions.
In the experimental setup, we comply with the protocol for
the QUT-NOISE-TIMIT database [17], which indicates a
division of the database in three noise levels: low (SNR =
+15, +10), medium (SNR = +5, 0), and high (SNR = -5, -10).
Based on the noise environment, the data set is further split in
Group A for training and Group B for testing. Three models
are trained and tested separately, each on a different noise
level. We assessed the perfomances of our model with the
Half-Total-Error Rate (HTER) metric, which computes the
equally-weighted average of false alarm rate (FA) and missed
detection rate (MR) as HTER = 0.5×MD + 0.5× FA.
3. EXPERIMENTAL RESULTS
We evaluate the performance of our approach against eight
baseline VAD systems: CNN-based VAD (CNN) [18], long
term spectral divergence (LTSD) [19], Sohns likelihood ratio
test (LRT) VAD [20], a GMM based approach using mel-
frequency cepstral coefficient features (GMM) [17], ITU-T
G.729 Annex B (G.729) [21], advanced front-end (AFE)
ETSI [22], Complete-linkage clustering [23] (CLC), and
autocorrelation zero-crossing rate [24] (AZR).
Our results are given in Fig. 2. At low-noise levels, our
model achieved a detection accuracy slightly worse than that
of the best performing algorithms CNN, CLC, and GMM.
At medium and high-noise level conditions, our model was
found comparable to LTSD, still outperforming the Sohn,
ETSI and G.729 methods. We stress that the aim of this
work is not to establish state-of-the-art accuracy, rather to
firstly demonstrate that SNNs can be employed to build a
Fig. 2. HTER performance of bin encoding VAD (bright colors) and baseline methods (shaded bars) for the three tested noise
levels. The red and blue parts of the bars represent the MRs and FAs, respectively.
low-power VAD model. The bin encoding, unlike the Pois-
son encoding, presents the advantage of a constant number
of spikes. Hence, the energy consumption for a time interval
is independent of the nature of the signal and can therefore
be precisely predicted. Here we provide an estimate of the
power consumption of our model which takes into account
only the dynamic power, and neglects the cost of running the
filters and extracting the bin features. We based our estimate
on the energy measurements on the neuromorphic Intel chip
Loihi [2]. The energy consumption per second is, as in [25]:
ESNN =
(
ESOP ×
SOP
frame
+ En.update ×
n.update
frame
)
×
frames
s
(5)
In our model, No.synaptic operations (SOP) per frame are
129×2, No. neuron updates per frame are 129 active and 1153
inactive, and No. frames per second is 50. Hence, we obtain
ESNN ∼ 3.8µW. Table 1 lists the energy consumption of
our model along with state-of-the-art low-power VADs. We
stress that these systems are already running on ASIC chips
and their power estimate includes the cost of bin features gen-
eration, unlike our lower bound Loihi-based estimate.
A further advantage is the possibility of training our
framework only on a portion of the QUT-NOISE-TIMIT cor-
pus. This results in both a faster training and the possibility
of training the model on a new small data set. Lastly, our
approach exhibits the remarkable feature of an early deci-
sion. In fact, the tempotrons do not need to wait until the
presentation of the entire input pattern is completed in order
to fire. In Fig. 3 the spike pattern encoding a voiced frame is
Method Power consumption
Bin encoding 3.8µW (lower bound)
Yang et al [5] 1µW
Price et al [3] 22µW
Meoni et al [4] 559µW
Table 1. Energy consumption of bin encoding and baselines.
Fig. 3. Early response of the V tempotron upon the presenta-
tion of a voiced input.
reported along with the voltage trace of the tempotrons. The
V tempotron fires after few input spikes, allowing for an early
classification. The latency of the model is mainly reduced in
the presence of speech. Indeed, the spikes at the beginning of
the pattern are associated with high short-term energy bins,
thus with speech features. This is seen to be especially true at
high SNRs.
4. CONCLUSION
We propose a SNN architecture for VAD. We developed a
novel method for encoding the filterbank single frame fea-
tures into spike patterns. We next integrated the new encod-
ing scheme into a simple bilayer architecture which we eval-
uated on the QUT-NOISE-TIMIT data set. We showed that
exploiting the power-efficiency properties of SNNs enables
the design of VAD systems working at constant low power
and achieving performances comparable to the state-of-the-
art methods. Our framework exhibits a low latency and relies
on relatively small training data.
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