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Zusammenfassung
In dieser Dissertation wird mit Hilfe der Methode der funktionalen Renor-
mierung die nicht-relativistische Quantenphysik weniger Teilchen untersucht.
Im speziellen diskutieren wir verschiedene theoretische Aspekte der Physik
weniger Teilchen, die mit dem Emov-Eekt verbunden sind. Unser zentrales
Ergebnis ist, dass sich dieser Eekt im Auftreten von Renormierungsgruppen-
Limitzyklen oenbart. Zuerst wird das Problem eines singulären Poten-
tial V (r) » 1
r2
behandelt. Hierauf untersuchen wir das Emov Problem
dreier Teilchen, die durch ein kurzreichweitiges Zwei-Teilchen-Potential wech-
selwirken. Anschlieÿend präsentieren wir die ersten Schritte in Richtung
der Lösung des quantenmechanischen Vier-Teilchen Problems mit Hilfe der
Renormierungsgruppe für Bosonen. Abschlieÿend werden zusammengeset-
zte Operatoren mit komplexer Skalendimension diskutiert, welche ein allge-
meiner Bestandteil der Emov Physik sind.
Few-body physics with functional
renormalization
Abstract
In this thesis nonrelativistic few-body quantum physics is investigated
with the method of functional renormalization. In particular, we discuss dif-
ferent theoretical aspects of few-body physics related to the Emov eect.
Our central nding is that this eect manifests itself as a renormalization
group limit cycle. First, we treat the problem of a singular, inverse square
potential in quantum mechanics. Then we examine the original Emov prob-
lem of three particles interacting via a short-range two-body potential. Sub-
sequently, we present a rst step towards the renormalization group solution
of the four-body quantum problem for bosons. Finally, a general theoreti-
cal feature of the Emov physics, composite operators with complex scaling
dimensions, are discussed.
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Chapter 1
Introduction
Problems related to the motion of few interacting bodies are ubiquitous in
physics. After the advent of the Newton's classical mechanics astronomers
were able to predict the motion of planets in the Solar System. To the
rst approximation the trajectory of the planet is determined only by the
gravitational force between the Sun and the planet  a simple two-body
problem. This trajectory is, however, slightly perturbed by the neighboring
planets and for a more precise prediction one must solve three-, four- and
higher-body problems. The triumph of few-body classical physics was the
discovery of Neptune. The existence of this planet was theoretically predicted
in 1845 from unexpected changes of the orbit of its neighbor Uranus. In
the early days of quantum mechanics few-body physics was of a key interest.
After solving problem of the hydrogen atom in 1925¡1926, people started to
tackle more dicult quantum three-body problems such as the helium atom,
where two electrons orbit around the nucleus. Although the helium atom can
not be solved analytically, it served as an excellent stimulus for developing
perturbation and variational methods in quantum mechanics. Also nowadays
few-body problems are of central importance in dierent areas of science such
as physical chemistry, atomic physics and nuclear physics.
The main topic of this thesis is nonrelativistic few-body quantum physics.
More specically, we will be mainly interested in quantum problems of few
electrically neutral atoms. Two neutral atoms interact with each other via
the van der Waals potential V (r) which falls o at large distances r as
lim
r!1
V (r) = ¡C
r6
: (1.1)
One can now associate a length scale lvdW =
¡
mC
~2
¢1=4 with the van der Waals
potential. Here C is a constant, m denotes the mass of interacting atoms and
~ stands for the reduced Planck constant. Importantly, at collision energy
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E ¿ ~2
ml2vdW
the interaction can be described accurately by a simple short-
range potential. In other words, at low energies neutral atoms behave like
pointlike particles. Their two-body scattering is determined by the s-wave
scattering length which will be denoted by a.1
Generically, physical observables of a few-particle system will depend on
the scattering length a, but also on other (microscopic) parameters of the
interaction potential such as the eective range, the range of interaction, etc.
However, in the regime of aÀ all other length scales, physical properties of
the system will depend only on the scattering length. This is what is known
under the name of few-body universality (for a review see [1]). Few-body
universality is a very useful concept, since in the universal regime physical
observables are insensitive to microscopic details of the interaction potential
which are often dicult to measure precisely. Hence, prediction of a few-
body universal theory are very simple and can be straightforwardly tested
experimentally. As an example of such prediction, we consider a two-body
(dimer) bound state. For a > 0 the universal theory predicts the presence of
a dimer with the binding energy ED = ¡ ~2ma2 , which is in a good agreement
with numerous experiments with ultracold atomic gases.
In general, we can enter the universal regime by a ne-tuning of some
interaction parameter. The ne-tuning can be either accidental or experi-
mental. Accidentally ne-tuned systems are gifts of Nature, for which by
accident the scattering length happened to be much larger than other length
scales. In atomic physics, for example, a pair of 4He atoms can be described
fairly well with the universal theory due to the accidental ne-tuning. In
nuclear physics, pn and ®® systems are good examples of the accidental
ne-tuning. Nowadays it is possible to change the scattering length over a
wide range in experiments with ultracold atomic gases. A so-called Feshbach
resonance (for a review see [2]) gives experimentalists a unique opportunity
to enter the universal regime by simply tuning an external magnetic eld.
The advent of Feshbach resonances revolutionized the eld of few-body quan-
tum physics and made it a very active area of theoretical and experimental
research.
In this thesis we focus our attention mainly on the specic part of few-
body quantum physics known as the Emov eect. In 1970 Vitaly Emov
solved a quantum problem of three bosons interacting via a two-body short-
range attractive potential [3]. In the universal regime2 Emov found an
1A notable exception is a collision of two identical fermions which can not scatter in
the s-wave channel. We do not discuss this case in the thesis.
2Note that in order to make the Emov problem well-dened, in addition to the scatter-
ing length a, one must necessarily introduce a dimensionless three-body parameter which
encodes details of the microscopic interaction [1]. In the context of the Emov eect we
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intricate energy spectrum of three-body (trimer) bound states. Surprisingly,
he predicted bound trimers even for a < 0, where there is no two-body bound
state. At the unitarity point,3 where a¡1 = 0, the energy spectrum forms a
geometric series
En+1
En
= e
¡ 2¼
s0 as n!1 (1.2)
with En+1 and En denoting neighboring bound state energies. The so-called
Emov parameter s0 ¼ 1:00624 can be obtained as a solution of a tran-
scendental equation [1]. For a long time the Emov nding was just a
theoretical conjecture. Emov formulated his prediction in the context of nu-
clear physics. However, in nuclear physics verication of the Emov nding
is hindered by the presence of the long-range Coulomb interaction between
protons and neutrons and the impossibility of experimental ne-tuning. Con-
sequently, early experimental attempts to nd the Emov trimer states in
nuclear physics were fruitless. The situation changed dramatically during re-
cent years with an advent of ultracold atomic gases and Feshbach resonances.
The rst clear experimental signature of the Emov state in ultracold cesium
was discovered in Innsbruck in the group of Rudolf Grimm in 2006 [4]. In
this work the lowest Emov state was observed indirectly by measuring the
atom-atom-atom loss resonance (for a < 0) and the atom-dimer loss reso-
nance (for a > 0). These resonances were identied with positions where the
Emov state merges with the scattering continuum. The ndings of Kraemer
et al. [4] stimulated extensive experimental activity in the eld of Emov
physics (for a pedagogical review see [5]). As a result, by now the Emov ef-
fect is believed to be a well-understood phenomenon, both theoretically and
experimentally.
Emov made his discovery by solving the Schrödinger equation for three
interacting particles. Since 1970 powerful theoretical methods were developed
for quantum-mechanical treatment of the three-body problem (for reviews see
[6, 1, 7]). Eective eld theory is an alternative valuable tool for studying
Emov physics [1]. In this thesis we employ yet another eld-theoretical 
the technique of functional renormalization for investigation of the Emov
eect. This allows us to view the problem from a dierent perspective and
gain some additional insights.
The thesis is structured as follows: Chapter 2 is devoted to an introduc-
tion to the method of functional renormalization. In Chapter 3 we start with
two-body quantum mechanics with an inverse square potential. Solution of
will use this modied denition of few-body universality.
3At the unitarity point (a¡1 = 0) the two-body problem has a zero-energy bound state
and a scattering cross section saturates the unitarity bound.
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this simple problem allows us to understand the essence of the Emov eect
and gain a simple intuition for it. In Chapter 4 we present our results for the
three-body problem of cold atoms near a Feshbach resonance. We consider
systems of three bosons and fermions and discuss the dierence between
them. The following Chapter 5 is devoted to an extension of the Emov
problem  the four-body problem for bosons. In this Chapter we describe
our rst step towards the renormalization group treatment of this interest-
ing system. In Chapter 6 we discuss a general manifestation of the Emov
phenomenon  the presence of composite operators with complex scaling di-
mensions. As a simple illustration we compute the scaling dimension and the
propagator of the s-wave two-body composite operator O = ÃÃ in quantum
mechanics with the inverse square potential. We draw our conclusions and
present the outlook in Chapter 7. Finally, technical details are summarized
in Appendices A-E.
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Chapter 2
Functional Renormalization
Group
This Chapter is devoted to a short introduction to the method of functional
renormalization group (FRG) that we employed in our studies of various
quantum-mechanical few-body problems. First, we provide an intuitive pic-
ture which is behind FRG and also list some of the problems in theoretical
physics which the method has been applied to. Subsequently, the central
equation of FRG, the Wetterich ow equation governing the renormalization
group evolution, is presented. Next, we discuss dierent aspects of functional
renormalization. Finally, we use a very simple toy model- a zero-dimensional
eld theory- to examplify how the Wetterich equation can be derived and
used in practice.
2.1 Functional renormalization: what is it about
and what is it for?
Functional renormalization group1 is a realization of the renormalization
group concept in the framework of quantum and/or statistical eld theory.
FRG combines mathematical functional methods of quantum eld theory
with the physically intuitive implementation of renormalization group due
to Wilson [8]. Roughly speaking, the main idea of renormalization group,
developed by Kadano, Callan, Symanczik, Wilson and others, consists in
the ingenious observation that it is often more useful to perform integra-
tion of quantum uctuations in (continuous) steps rather than to do it at
once. The FRG technique allows to interpolate smoothly between the known
1sometimes also called exact renormalization group
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microscopic laws and the complicated macroscopic phenomena in physical
systems. In this sense, it bridges the transition from simplicity of micro-
physics to complexity of macrophysics. Figuratively speaking, FRG acts as
a microscope with a variable resolution. One starts with a high-resolution
picture of the known microphysical laws and subsequently decreases the res-
olution to obtain a coarse-grained picture of macroscopic phenomena. The
method is nonperturbative, meaning that is does not rely on an expansion
in any small (e.g. interaction strength or 1=N) parameter.
The method of functional renormalization is very general and was applied
to numerous problems in physics. Here we list just few of them and cite some
review articles, where more information can be found:
² In statistical eld theory, FRG provided a unied picture of phase
transitions in classical linear O(N)-symmetric scalar theories in dif-
ferent dimensions d, including critical exponents for d = 3 and the
Berezinskii-Kosterlitz-Thouless phase transition for d = 2, N = 2 [9].
² In quantum theory of gauge elds, FRG was used, for instance, to
investigate the chiral phase transition and infrared properties of QCD
and its large-avor extensions [10].
² In condensed matter physics, the method proved to be successful to
treat lattice models (e.g. the Hubbard model or frustrated magnetic
systems), repulsive Bose gas, BEC/BCS crossover for two-component
Fermi gas, Kondo eect, disordered systems and nonequlibrium phe-
nomena [11, 12, 13].
² Application of FRG to gravity provided solid arguments in favor of
nonperturbative renormalizability of quantum theory of gravity in four
spacetime dimensions [15, 16], known as the asymptotic safety scenario.
² In mathematical physics FRG was used to prove renormalizability of
dierent eld theories.
2.2 The Wetterich ow equation
In the framework of quantum eld theory, the eective action ¡ is a direct
analogue of the classical action functional S. It depends on the elds of a
given theory and includes all quantum uctuations.2 Variation of ¡ with
2Note that due to a formal equivalence between Euclidean quantum eld theory in d
spacetime dimensions and classical statistical eld theory in d spatial dimensions, one can
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respect to elds yields exact quantum eld equations, for example for cos-
mology or the electrodynamics of superconductors. Mathematically, ¡ is the
generating functional of one-particle irreducible vertices. Interesting physics,
like eld propagators (two-point Green functions) and scattering amplitudes
(higher-point amputated, connected Green function), can be extracted from
¡ in a straightforward (although sometimes tedious) way. In a generic inter-
acting eld theory the eective action ¡, however, is dicult to obtain. FRG
provides a practical tool to calculate ¡ employing the concept of renormal-
ization group.
The central object in FRG is a scale-dependent eective action functional
¡k often called average action or owing action. The dependence on the RG
sliding scale k is introduced by adding a regulator (infrared cuto) Rk(q)
to the full inverse propagator ¡(2)k . Roughly speaking, the regulator Rk(q)
decouples slow uctuation modes with momenta q . k by giving them a
large mass, while the higher momentum modes are not aected. Thus, ¡k
includes all quantum uctuations with momenta q & k. The owing action
¡k obeys the exact functional ow equation
@k¡k =
1
2
STr @kRk (¡
(2)
k +Rk)
¡1; (2.1)
derived by Christof Wetterich in 1993 [17]. Despite its compact and elegant
form, the ow equation governs the full quantum dynamics. In Eq. (2.1)
@k denotes a derivative with respect to the sliding scale k at xed values of
the elds. The functional dierential equation for ¡k must be supplemented
with the initial condition ¡k!¤ = S, where the classical action S describes
the physics at the microscopic ultraviolet scale k = ¤!1. Importantly, in
the infrared limit k ! 0 the full eective action ¡ = ¡k!0 is obtained. In
the Wetterich equation STr denotes a supertrace operation which sums over
momenta, frequencies, internal indices, and dierent elds (taking bosons
with a plus and fermions with a minus sign). It is important to note that
the exact ow equation for ¡k has a one-loop structure. This is an important
simplication compared to perturbation theory, where all multi-loop Feyn-
man diagrams must be included. The second functional derivative ¡(2)k is the
full inverse eld propagator modied by the presence of the regulator Rk(q).
The renormalization group evolution of ¡k traces a trajectory in the the-
ory space, which is a multi-dimensional space of all possible couplings fcng
allowed by symmetries of the problem. As schematically shown in Figure 2.1,
at the microscopic ultraviolet scale k = ¤ ! 1 one starts with the initial
condition ¡k=¤ = S. As the sliding scale k is lowered, the owing action ¡k
dene the eective action ¡ in classical statistical eld theory. In this case ¡ includes all
thermal uctuations and represents the grandcanonical potential.
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Figure 2.1: Renormalization group ow in the theory space of all possible
couplings allowed by symmetries. Dierent trajectories correspond to dier-
ent choices of the infrared regulator Rk(q).
evolves in the theory space according to the functional ow equation. Thus,
dierent couplings fcng become running or owing under the renormalization
group evolution. The choice of the regulator Rk(q) is not unique. This intro-
duces some scheme dependence into the renormalization group ow. For this
reason, dierent choices of the regulator Rk(q) correspond to the dierent
paths in Figure 2.1. At the infrared scale k = 0, however, the full eective
action ¡k=0 = ¡ is recovered for every choice of the cuto Rk(q), and, thus,
all trajectories meet at the same point in the theory space.
In most cases of interest the Wetterich equation can only be solved ap-
proximately. Usually some type of expansion of ¡k is performed, which is
then truncated at nite order leading to a nite system of ordinary dieren-
tial equations. Dierent systematic expansion schemes were developed. The
choice of the suitable scheme should be physically motivated and depends on
a given problem. Importantly, the expansions do not necessarily involve any
small parameter (like an interaction coupling constant) and thus they are, in
general, of nonperturbative nature.
2.3 Aspects of functional renormalization
Here we list various aspects of functional renormalization which in our opin-
ion merit special discussion
8
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Truncations and error estimates The Wetterich ow equation is an ex-
act equation. However, in practice, the functional dierential equation must
be truncated, i.e. it must be projected to functions of few variables or even
onto some nite-dimensional sub-theory space. As in every nonperturbative
method, the question of error estimate is very important and nontrivial in
functional renormalization. One way to estimate the error in FRG is to im-
prove the truncation in successive steps, i.e. to enlarge the sub-theory space
by including more and more running couplings. The dierence in the ows
for dierent truncations gives a good estimate of the error. Alternatively,
one can use dierent regulator functions Rk in a given (xed) truncation and
determine the dierence of the RG ows in the infrared for the respective
regulator choices. If bosonization is used, one can check the insensitivity of
nal results with respect to dierent bosonization procedures.
Regulator choice and optimization As mentioned above, in FRG one
encounters a high degree of arbitrariness in the choice of the infrared regulator
Rk(q). In every relativistic eld theory, the regulator function should satisfy
three important conditions. First Rk(q) should suppress infrared modes, i.e.
Rk(q) > 0 for q2=k2 ! 0: (2.2)
Second, the regulator must vanish in the infrared
Rk(q)! 0 for k ! 0: (2.3)
Finally, we should recover the bare (classical) action in the ultraviolet and
thus3
Rk(q)!1 for k = ¤!1: (2.4)
Apart from these requirements, the cuto can be chosen arbitrarily. Nev-
ertheless, it is recommended to pick the regulator carefully depending on a
concrete physical problem. Moreover, one should better choose a regulator
that respects all symmetries of the studied problem.4 Under this choice the
whole RG trajectory is invariant under the symmetry transformation. The
apparent benet here is that one can work in the space of symmetric aver-
age actions, i.e. use symmetric truncations with only terms invariant under
symmetries.
Finally, as has been already mentioned, for a given truncation dierent
choice of regulators leads to dierent eective action ¡. A question which
naturally arises at this point is: what is the best choice of a regulator function
3We will make this point more clear in the next Section.
4Unfortunately, this is not always possible as, for example, in relativistic gauge theories.
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within a given truncation? A procedure of nding rigorous answer to this
question is known under the name of optimization [19, 20, 18]. Roughly
speaking, the optimized cuto is the one which realizes the RG ow with the
shortest length in the theory space.
Fixed points In FRG, as in all renormalization group methods, a lot of
insight about a physical system can be gained from the topology of RG ows.
Specically, identication of xed points of the renormalization group evolu-
tion is of great importance. Near xed points the ow of running couplings
eectively stops and RG ¯-functions approach zero. Presence of (partially)
stable infrared xed points is closely connected to the concept of universality.
Universality manifests itself in the observation that some very distinct phys-
ical systems have the same critical behavior. For instance, to good accuracy,
critical exponents of the liquid-gas phase transition in water and the ferro-
magnetic phase transition in magnets are the same. Few-body universality,
introduced in Chapter 1, is another good example. In the renormalization
group language, dierent systems from the same universality class ow to
the same (partially) stable infrared xed point. In this way macrophysics
becomes independent of the microscopic details of the particular physical
model.
Nonrenormalizable couplings Compared to the perturbation theory,
functional renormalization does not make a strict distinction between renor-
malizable and nonrenormalizable couplings. All running couplings that are
allowed by symmetries of the problem are generated during the FRG ow.
However, the nonrenormalizable couplings approach partial xed points very
quickly during the evolution towards the infrared, and thus the ow eec-
tively collapses on a hypersurface of the dimension given by the number of
renormalizable couplings [21]. Taking the nonrenormalizable couplings into
account allows to study nonuniversal features that are sensitive to the con-
crete choice of the microscopic action S and the nite ultraviolet cuto ¤.
Connection to Polchinski equation The Wetterich equation can be ob-
tained from the Legendre transformation of the Polchinski functional equa-
tion, derived by Joseph Polchinski in 1984 [22]. The concept of the eective
average action, used in FRG, is, however, more intuitive than the owing
bare action in the Polchinski equation. In addition, FRG method proved to
be more suitable for numerical calculations.
10
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Composite degrees of freedom Typically, low-energy physics of strongly
interacting systems is described by macroscopic degrees of freedom (i.e. parti-
cle excitations) which are very dierent from microscopic high-energy degrees
of freedom. For instance, QCD is a eld theory of interacting quarks and
gluons. At low energies, however, proper degrees of freedom are baryons and
mesons. Another example is the BEC/BCS crossover problem in condensed
matter physics. While the microscopic theory is dened in terms of two-
component nonrelativistic fermions, at low energies a composite (particle-
particle) dimer becomes an additional degree of freedom, and it is advis-
able to include it explicitly in the model. The low-energy composite de-
grees of freedom can be introduced in the description by the method of par-
tial bosonization, known as the Hubbard-Stratonovich transformation. This
transformation, however, is done once and for all at the UV scale ¤. In
FRG a more ecient way of incorporating macroscopic degrees of freedom
was introduced, which is known as owing bosonization or rebosonization
[23, 10, 24]. With the help of a scale-dependent eld transformation, this
method allows to perform the Hubbard-Stratonovich transformation contin-
uously at all RG scales k. In this thesis we will use rebosonization extensively
as an ecient and elegant tool in Chapters 3 and 4.
2.4 Zero-dimensional eld theory
Despite its compact and elegant form, the Wetterich equation (2.1) is a very
complicated functional dierential equation. Not much is known so far about
its mathematical properties. In order to simplify our discussion, in this Sec-
tion we consider a very simple eld theory dened at a single point, i.e. in
the zero-dimensional spacetime.5 The theory is formally dened by its gener-
ating function of correlation functions which is given by the one-dimensional
integral over the eld variable x
Z(j) =
Z 1
¡1
dx exp(¡S(x) + jx) (2.5)
with the action S(x) and the source j. In the following we consider the Á4
theory with S(x) = 1
2
x2+ ¸
4!
x4. The integral can not be performed analytically
for a general source j. Nevertheless, one can evaluate it numerically (for given
¸ and j) with an arbitrary precision. Thus, the model seems to be an ideal
5Part of the material described in this Section was presented by Professor Jan
Pawlowski at his lecture Functional Renormalization Group ows in gauge theories in
Heidelberg in 2008.
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tool for benchmarking various approximation schemes. In addition, one can
think about few potential applications
² We can think about this model as the lattice theory dened at a single
lattice site. We note, however, that even in higher-dimensional lattice
theories in the limit of strong coupling dierent lattice sites decouple,
since in this limit the contribution from the kinetic term of the Hamil-
tonian can be neglected compared to the contribution of the interaction
term. For this reason, at strong coupling the higher-dimensional gener-
ating function can be expressed as a product of factors Z(j) located at
dierent lattice sites. In this sense, the zero-dimensional eld theory is
a good starting point for developing a strong coupling expansion [25].
² One can view quantum mechanics as a quantum eld theory dened
in one temporal dimension. From this perspective, quantum mechan-
ics at nonzero temperature is most conveniently formulated as a one-
dimensional Euclidean eld theory with a compact imaginary time
direction. In the Matsubara formalism the compact nature of the
imaginary time translates into a discrete set of Matsubara frequen-
cies !n = 2¼Tn (for bosons). At high temperatures only the lowest
frequency !n=0 is important, while all higher Matsubara modes are
gaped and eectively decouple. This is known as a dimensional re-
duction procedure and for quantum mechanics leads to an eective
zero-dimensional theory.
Perturbation theory and its limitations
For ¸¿ 1 it is natural to treat interactions perturbatively. In the following
we illustrate this procedure by expanding the partition function
Z =
Z 1
¡1
dx exp
µ
¡1
2
x2 ¡ ¸
4!
x4
¶
(2.6)
in power series of the coupling constant ¸. The series expansion reads
Z(n =1) =
1X
n=0
Zn¸
n
Zn =
µ
¡1
6
¶n p
2
n!
¡
µ
4n+ 1
2
¶
!nÀ1
µ
¡2n
3e
¶n
:
(2.7)
We observe that no matter how small the coupling constant ¸ is, for su-
ciently large order n & 1
¸
the summands Zn¸n of the series become large.
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Hence, we must conclude that the series (2.7) has zero radius of convergence
around ¸ = 0. In fact, one can qualitatively understand it already from the
form of Eq. (2.6): for ¸ > 0 (¸ < 0) the integral is obviously convergent
(divergent), leading to the breakdown of the series expansion around ¸ = 0.
Although the perturbation series does not converge, it is still very useful
because it represents an asymptotic expansion. Roughly speaking, this means
that for suciently small coupling constant ¸ the partial sum
Z(nopt) =
noptX
n=0
Zn¸
n (2.8)
approximates the exact partition function (2.6) very well. In order to nd
the optimal order nopt, we note that the reminder (error) Rn of the partial
sum can be estimated by
Rn = jZ ¡ Z(n)j · j¸n+1Zn+1j: (2.9)
The reminder is minimized as a function of n at
dR
dn
¯¯¯
nopt
= 0 (2.10)
yielding nopt = 32¸ . The error of the perturbation theory of the order nopt can
be now estimated from Eq. (2.9) to be
Rnopt · e¡
3
2¸ : (2.11)
We conclude that for theories with ¸ ¿ 1 the perturbative asymptotic ex-
pansion is very ecient and leads to tiny errors.
Derivation of the Wetterich ow equation
For ¸ & 1 the perturbation theory is not very useful and a dierent (nonper-
turbative) method must be employed. This Section is devoted to the deriva-
tion of the Wetterich ow equation for the zero-dimensional model (2.5).
Then we will discuss a concrete application of FRG to the zero-dimensional
eld theory in the next Sections.
For the purpose of derivation, rst, we introduce a positive cuto R into
the generating function
Z(j; R) =
Z 1
¡1
dx exp
µ
¡1
2
(1 +R)x2 ¡ ¸
4!
x4 + jx
¶
: (2.12)
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The full knowledge about the theory is more eciently encoded in the Schwinger
function W (j; R) = lnZ(j; R) which is a generating function of connected
correlation functions. The main idea of the renormalization group method
consists in studying how the theory is evolving under a continuous change of
the cuto R, i.e. we are interested in
@RW (j; R) = ¡
Z 1
¡1
dx
x2 exp
¡¡1
2
(1 +R)x2 ¡ ¸
4!
x4 + jx
¢
2Z(j; R)
= ¡1
2
hx2ij;R:
(2.13)
As was mentioned above, FRG deals with the eective owing action which
is dened via a modied Legendre transformation
¡(x;R) = sup
j
(jx¡W (j; R))| {z }
Legendre
¡ 1
2
Rx2| {z }
modication
: (2.14)
The last term in Eq. (2.14) is introduced in order the eective action to have
the correct ultraviolet limit
¡(x;R = ¤!1)¡ ¡(0; R = ¤!1)! S(x) = 1
2
x2 +
¸
4!
x4; (2.15)
where ¡(0; R) stands for the x-independent oset constant. Using Eqs. (2.13)
(2.14) we obtain
@R¡(x;R) =
1
2
¡hx2ij(x);R ¡ x2¢ = 1
2
hx2iconj(x);R; (2.16)
where the connected correlation function hx2iconj(x);R was introduced. The eld
dependence of the source j(x) can be inferred from the inversion of the re-
lation x = @jW (j; R). To nish the derivation, we must express the RHS
of Eq. (2.16) in terms of the eective average action, which can be done by
noting
hx2iconj(x);R = @2jW (j; R)
¯¯
j=j(x)
=
¡
@2x¡(x;R) +R
¢¡1
: (2.17)
Putting Eqs. (2.16) and (2.17) together we arrive at the FRG ow equation
for the toy model (2.5)
@R¡(x;R) =
1
2
¡
@2x¡(x;R) +R
¢¡1
: (2.18)
This is a nonlinear partial dierential equation dened in the domain fx;Rg =
f(¡1;1); (0;¤)g. To solve this equation one must provide the UV initial
condition ¡(x;R = ¤) and the boundary conditions ¡(x = §1; R). The
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analytical solution of the equation (2.18) is not known, but it can be readily
solved numerically.
Now we would like to make a remark about the choice of initial conditions.
As was stated above, for ¤ ! 1 the UV condition is simply given by the
microscopic action (2.15) shifted by a x-independent oset. Note that for
nite (but large) ¤, the initial condition must be modied. It reads
¡(x;R = ¤) =
1
2
x2 +
¸
4!
x4 +
1
2
ln
µ
1 + ¤ +
¸
2
x2
¶
(2.19)
which has a form of a one-loop eective action in the presence of the cut-
o R = ¤. To clarify the origin of the x-dependent modication term we
note that for a large, but nite UV cuto R = ¤, the integral (2.12) can
be evaluated with the method of steepest descent. Subsequently, the result-
ing Schwinger function is substituted into Eq. (2.14) leading to the above-
mentioned result (2.19).
At this point one may rightfully ask whether we gained any advantage
by transforming the integral representation (2.12) of the generating function
Z(j) into the partial dierential equation (2.18) for the eective owing ac-
tion ¡(x;R). Both are not tractable analytically and must be solved either
approximately or numerically. We argue that the dierential form is more
exible and useful for applications and also for comparison between dierent
expansion schemes. This will be illustrated in the next Section, where dier-
ent truncations of the eective owing action of the zero-dimensional theory
will be discussed.
Expansions and truncations
This Section is devoted to approximate solution of Eq. (2.18) by using dier-
ent expansion schemes. In addition, we compare the approximate solutions
with the exact numerical result.
Taylor expansion scheme
Our simplest approach consists in expanding the eective average action in
the Taylor series around x = 0, i.e. we write
¡(x;R) =
Nmax=1X
i=1
¸2i(R)
(2i)!
x2i (2.20)
with the cuto-dependent Taylor coecients ¸2i(R). As the microscopic
action S(x) has Z2 sign ip symmetry, the Taylor series (2.20) contains only
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even powers of x. If ¡(x;R) is analytic around x = 0 as a function of x,
then this representation is exact. Now, one can obtain a set of ordinary
dierential ow equations for the Taylor coecients ¸2i(R) from Eq. (2.18)
by the following projection procedure
¸2i(R) =
d2i
dx2i
¡(x;R)
¯¯¯
x=0
) @R¸2i(R) = 1
2
d2i
dx2i
¡
@2x¡(x;R) +R
¢¡1 ¯¯¯
x=0
(2.21)
For example, for the lowest four Taylor coecients we obtain
¸00(R) =
1
2 (¸2(R) +R)
;
¸02(R) = ¡
¸4(R)
2 (¸2(R) +R) 2
;
¸04(R) =
1
2
µ
6¸4(R)
2
(¸2(R) +R) 3
¡ ¸6(R)
(¸2(R) +R) 2
¶
;
¸06(R) =
1
2
µ
¡ 90¸4(R)
3
(¸2(R) +R) 4
+
30¸6(R)¸4(R)
(¸2(R) +R) 3
¡ ¸8(R)
(¸2(R) +R) 2
¶
:
(2.22)
We observe that a higher-order coupling ¸2(i+1) always appears on the RHS
of the ow equation for a coupling ¸2i. This pattern repeats itself also for
i > 3. We conclude that for an exact treatment one must solve an innite
tower of RG ow equations for all couplings ¸2i, i = 1; 2; : : : ;1. In practice
one truncates the set of equations by taking a nite Nmax in Eq. (2.20). This
amounts to xing ¸2i(R) to zero for i > Nmax, i.e. one ignores the inuence
of the higher-order couplings with i > Nmax on the RG ows of ¸2i with
i · Nmax.
The truncated set of ow equations is nonlinear and must be solved nu-
merically. For illustrative purposes, we solved the truncated set of ow
equations for Nmax = 2; 3; 4; 5 and the UV initial conditions ¸2(¤) = 1,
¸4(¤) = 10
2, ¸2i>4(¤) = 0 for ¤ = 1010.6 Our result is plotted in Figure
2.2 in blue and is compared with the microscopic action (green) and the full
numerical solution (red). The latter is obtained by the numerical evalua-
tion of Eq. (2.12) and subsequent numerical Legendre transformation of the
resulting lnZ(j; R = 0).
We observe that the Taylor expansion approximates the exact solution
well for x ¿ 1. However, for the values of x & 1 the expansion becomes
inaccurate. Note that by increasing the order Nmax one does not improve
the result for x & 1. Hence, while the Taylor expansion becomes more and
6Note that due to the extremely large value of ¤ we can safely neglect the logarithmic
term in Eq. (2.19).
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Figure 2.2: Shifted average action ¢¡(x) = ¡(x) ¡ ¡(0): exact numerical
solution (red), Taylor Nmax = 2 (blue, dotted), Taylor Nmax = 3 (blue,
dashed), Taylor Nmax = 4 (blue, dot dashed), Taylor Nmax = 5 (blue, solid).
For comparison the microscopic action S(x) is plotted in green.
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Figure 2.3: Relative error j¡Nmax¡¡
¡
j: Taylor Nmax = 2 (blue, dotted), Taylor
Nmax = 3 (blue, dashed), TaylorNmax = 4 (blue, dot dashed), TaylorNmax =
5 (blue, solid).
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more accurate around x = 0 for higher Nmax, it fails for large values of x.
This becomes especially clear from Figure 2.3, where the relative error of
the Taylor expansion is depicted in the plot with a double logarithmic scale.
The reason why the truncated Taylor expansion fails for large x constitutes
simply in its local nature. By increasing the order Nmax one improves the
local quality of the approximation. The global features of the exact solution,
however, are not taken into account properly.
Iteration scheme
Alternatively, one can solve Eq. (2.18) by iteration. For this purpose, we
start with the zeroth approximation given by
¡(0)(x;R) = S(x) =
1
2
x2 +
¸
4!
x4; (2.23)
i.e. the eective owing action is set to be equal to the microscopic action.
This input is substituted now to the RHS of the ow equation (2.18) yielding
the dierential equation for the rst approximation ¡(1)
@R¡(1)(x;R) =
1
2
1
@2xS(x) +R
=
1
2
1
1 + ¸
2
x2 +R
(2.24)
which can be easily integrated analytically. Using the UV initial condition
(2.19) we obtain
¡(1)(x;R) = S(x) +
1
2
ln(@2xS +R)
=
1
2
x2 +
¸
4!
x4 +
1
2
ln
µ
1 +
¸
2
x2 +R
¶ (2.25)
which for R = 0 (in the IR) is exactly the one-loop eective action. In other
words, in the rst iteration all one-loop Feynman diagrams that contribute
to the full eective action are resumed.
In the following step we substitute ¡(1) to the RHS of the ow equation
(2.18) and obtain
@R¡(2) =
1
2
1
@2x¡(1)(x;R) +R
=
1
2
1
1 + ¸
2
x2 +R
1
1 + 2¸ 2¡¸x
2+2R
(2+¸x2+2R)3
(2.26)
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Figure 2.4: Shifted average action ¢¡(x) = ¡(x) ¡ ¡(0): exact numerical
solution (red), rst iteration (blue, dashed), second iteration (blue, solid).
For comparison the microscopic action S(x) is plotted in green.
that can be still evaluated analytically.7
In principle, it is (at least numerically) straightforward to repeat the
iteration procedure described above and generate the higher iterations ¡(n).
Here we show the result for the rst two iterations and compare it with the
full numerical solution. We impose the same UV initial conditions as were
used in the previous subsection, namely ¸ = 102, ¤ = 1010.
In Figure 2.4 we depicted the shifted iterative eective actions ¢¡(1)
(blue, dashed), ¢¡(2) (blue, solid) and the full numerical result (red). The
relative error of the rst two iterations ¢¡(1) and ¢¡(2) is plotted in Figure
2.5. It is remarkable that, while for x . 1 the iterative scheme turns out to
be very inaccurate, it approximates the exact solution very well for x & 1.
This is in a start contrast to the Taylor expansion discussed in the previous
subsection which was local and thus accurate only for x! 0. In general, we
expect that for xÀ 1 the higher iterations ¡(n) become better and better for
the increasing order n.
7Let us note at this point that the second iteration ¡(2)(x;R) includes not only two-
loop Feynman diagrams, but also some of the higher-loop contributions. We can see it
by introducing the loop counting factor \~\ into the ow equation (2.18) and counting
powers of \~\.
19
Functional Renormalization Group
0.2 0.4 0.6 0.8 1.0 1.2
x
0.05
0.10
0.50
1.00
5.00
ÈHGit-GLGÈ
Figure 2.5: Relative error j¡it¡¡
¡
j: rst iteration (blue, dashed), second iter-
ation (blue, solid).
Mixed scheme
In previous subsections two distinct expansion schemes were analyzed. We
found that the local Taylor expansion is a good approximation for x ¿ 1,
while the iterative solution turns out to be very accurate for x À 1. Here
we introduce the mixed scheme which combines the advantages of the Taylor
and iterative solutions, i.e. it becomes accurate for both x ¿ 1 and x À 1.
To this end we expand the eective owing action as
¡(x;R) = S(x) +
1
2
ln
¡
@2xS +R
¢
+
Nmax=1X
i=0
¸2i(R)
(2i)!
x2i
(@2xS(x) +R)
i+2
: (2.27)
The rst two terms in this equation simply constitute the one-loop eective
action. The third term is designed in a way that it resembles the Taylor
expansion for x¿ 1, while for xÀ 1 it is suppressed as » 1
x4
.
By dierentiating the ow equation (2.18) at x = 0, it is now straightfor-
ward to get an (innite) coupled set of ordinary dierential equations for the
couplings ¸2i(R), i = 0; 1; : : : ;1. We truncated the tower of ow equations
taking Nmax = 2; 3; 4; 5 and solved the corresponding (nite) set of dieren-
tial equations numerically. The UV initial conditions ¸(¤) = 1, ¸2i>0 = 0
and ¤ = 103 were used. The relative error8 of the mixed truncation scheme
compared to the full numerical result is depicted in Figure 2.6. As expected,
the error becomes tiny for x ¿ 1 and x À 1. The convergence properties
8plotted using the linear and logarithmic scales
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Figure 2.6: Relative error j¡Nmax¡¡
¡
j:mixed Nmax = 2 (blue, dotted), mixed
Nmax = 3 (blue, dashed), mixed Nmax = 4 (blue, dot dashed), mixed Nmax =
5 (blue, solid).
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of the expansion, however, are not under control. For example, it is clear
from Figure 2.6 that the Nmax = 5 truncation is worse than the Nmax = 4
truncation, since the corresponding relative error for Nmax = 5 is bigger that
the error for Nmax = 4 for any x 2 (0; 4). It is desirable to design an expan-
sion with good convergence properties. For such expansion the higher-order
truncation should approximate the exact result better than any lower-order
truncation.
No spontaneous symmetry breaking in zero dimensions
Spontaneous symmetry breaking (SSB) is a very important concept in mod-
ern theoretical physics. It is a key notion in the theory of phase transitions in
statistical physics. Roughly speaking, a symmetry is broken spontaneously
if the full eective action respects it, but the vacuum (ground) state is not
invariant under the symmetry transformation. In this Section we demon-
strate that no spontaneous symmetry breaking is possible in any reasonable
zero-dimensional eld theory. In order to prove this it is sucient to notice
that the generating function Z(j) (2.5) and the Schwinger function W (j) are
smooth (dierentiable) functions of the source j.9 The proof of the smooth-
ness of Z(j) (under very mild assumptions about the microscopic action
S(x)) can be found in Appendix A. It is important to stress that the proof
does not hold in higher dimensions d ¸ 1 due to innite dimensionality
of the functional Feynman integral which denes the generating functional
Z[j]. In other words, phase transitions are possible in d ¸ 1, but only in the
thermodynamic (innite volume) limit.
It is instructive to study in some detail how the absence of spontaneous
symmetry breaking in a zero-dimensional eld theory is encoded in the FRG
equation for the eective owing action. As a simple example, consider the
microscopic action of the form
S(x) =
¸
4!
¡
x2 ¡ x20
¢2
; ¸ > 0: (2.28)
This action has two degenerate minima at x = §x0 and a maximum at x = 0.
The classical ground state is associated with a minimum of S(x). Since the
minima at x = ¡x0 and x = x0 are degenerate, the classical ground state
9Indeed, the nonanalyticities of W (j) are directly related to phase transitions and
thus to a spontaneous symmetry breaking. Specically, if the rst derivative of W (j)
undergoes a discontinuous jump, then we are dealing with the rst order phase transition.
If the second (or higher) derivative of W (j) is not continuous, then the associated phase
transition is called a continuous phase transition.
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Figure 2.7: Snapshots of¢¡(x; exp(T )) and its derivative for T = 0:5 (black),
T = 0:4 (blue), T = 0:3 (green), T = 0:2 (red), T = 0:1 (orange) for x > 0.
must choose one of them, and in this way it breaks spontaneously the
discrete Z2 sign ip symmetry.
Since there is no spontaneous symmetry breaking in any zero-dimensional
eld theory, the full solution must dier substantially from the classical pic-
ture described above. The transition from the microscopic classical action
to the full eective action can be naturally studied with the Wetterich ow
equation (2.18). The snapshots of the numerical solution ¢¡(x;R) and its
derivative d¢¡(x;R)
dx
for dierent values of the cuto R are plotted in Fig-
ure 2.7. As the UV initial conditions we used ¸(¤) = 3, x0(¤) =
p
2 and
¤ = 103. The eective owing action undergoes a transition from the regime
with two degenerate minima (SSB) to the symmetric (SYM) regime with a
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single global minimum located at the origin x = 0. This evolution of the
eective owing action ¡(x;R) provides a simple explanation of how spon-
taneous symmetry breaking is avoided in a zero-dimensional eld theory.
Another feature of the full eective action which becomes obvious from
Figure 2.7 is convexity. Since the eective action is dened as a Legendre
transformation of the (necessarily) convex Schwinger functional W (j)
¡(x) = sup
j
(jx¡W (j)) ; (2.29)
it must be convex as well. For this reason it can not have a double well
structure of the microscopic action S(x) in Eq. (2.28). One can directly see
how convexity is acquired during the renormalization group ow. Finally, we
note that convexity is a general feature of the eective potential of a eld
theory in any number of dimensions. The general proof of this statement can
be found in [26].
In the reminder of this Section we study a transition from the SSB regime
in the ultraviolet to the SYM regime in the infrared employing a simple
truncation
¢¡(½;R) = m2(R)[½¡ ½0(R)] + ¸(R)
2
[½¡ ½0(R)]2 (2.30)
with ¢¡(½;R) = ¡(½;R)¡¡(½0; R), ½ ´ 12x2 and ½0 ´ 12x20.10 The truncation
(2.30) is universal in the sense that it can be used in both SSB and SYM
regimes. In particular, in the SSB regime by denition d¢¡
d½
¯¯¯
½=½0
= 0 which
implies that necessarily m(R) ´ 0. On the other hand, in the SYM regime
the eective owing action has just a single global minimum at ½ = 0 leading
to ½0(R) ´ 0. In other words, the truncation (2.30) can be expressed as
m2(R) = 0) ¢¡(½;R) = ¸(R)
2
[½¡ ½0(R)]2 SSB;
½0(R) = 0) ¢¡(½;R) = m2(R)½+ ¸(R)
2
½2 SYM:
(2.31)
It is now straightforward to derive the ow equations for the running
couplings of the truncation (2.30). In the SSB regime we obtain
@T½0 = ¡@½@T¢¡
@2½¢¡
¯¯¯
½=½0
=
3R
2(R + 2¸½0)2
;
@T¸ = @
2
½@T¢¡
¯¯¯
½=½0
=
9R¸2
(R + 2¸½0)3
;
(2.32)
10Notice that here we rescaled the coupling ¸ by a constant multiplicative factor ¸! 3¸
compared to Eqs. (2.23), (2.28). We hope that this will not lead to confusion.
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Figure 2.8: Phase portrait of the renormalization group ow in the SSB
regime. Arrows denote the direction towards the UV.
where we introduced T = lnR. We aim to investigate the xed point struc-
ture of these ow equations. For this reason, it is now convenient to transform
to the dimensionless couplings ! ´ 2¸½0
R
and e¸ ´ ¸
R2
. The ow equations
for ! and e¸ read
@T! = ¡2! + 3
e¸(4! + 1)
(1 + !)3
;
@T e¸ = e¸ Ã¡2 + 9e¸
(1 + !)3
!
:
(2.33)
In order to understand the topology of the RG ow in the SSB regime, we
solve the nonlinear system (2.33) numerically. The phase portrait of the RG
trajectories is depicted in Figure 2.8. In this Figure arrows point in the UV
direction. To make the domain of the phase portrait nite we introduced
rescaled variables
­ 2 [0; ¼
2
]; ! = tan­;
e¤ 2 [0; ¼
2
]; e¸ = tan e¤: (2.34)
The RG ow plotted in Figure 2.8 has an ultraviolet attractive Gaussian
xed point. In our truncation the whole domain of the RG evolution can
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be naturally divided into two regions (denoted by I and II in the Figure).
Remarkably, every trajectory in the region I leaves the SSB regime (while
evolving towards infrared) and enters the SYM phase as it crosses the bound-
ary at ­ = 0. This is consistent with our general nding that there is no
spontaneous symmetry breaking in zero-dimensional eld theory. On the
other hand, in the region II every trajectory is attracted by the infrared
xed point at (­ = ¼
2
; e¤ = ¼
2
). The dimensionful couplings ½0 and ¸ ap-
proach xed nite values in the IR in this regime. We believe that this is an
artifact of the simple truncation (2.30). We expect that for a proper treat-
ment of RG ows with initial conditions located in the region II some more
elaborate (for example higher polynomial) truncation must be used.
Similar steps can be repeated in the SYM regime. The ow equations for
m2 and ¸ are given now by
@Tm
2 = @½@T¢¡
¯¯¯
½=½0
= ¡ 3R¸
2(m2 +R)2
;
@T¸ = @
2
½@T¢¡
¯¯¯
½=½0
=
9R¸2
(m2 +R)3
:
(2.35)
For the dimensionless version em2 = m2
R
and e¸ = ¸
R2
we get
@T em2 = ¡em2 ¡ 3e¸
2(1 + em2)2 ;
@T e¸ = e¸ Ã¡2 + 9e¸
(1 + em2)3
!
:
(2.36)
We solved the ow equations (2.36) numerically and the phase portrait of RG
trajectories in the SYM regime is plotted in Figure 2.9. Here we rescaled the
variables to make their domain of denition nite. Following our treatment
of the SSB regime, the rescaling is done in the following way
M 2 [0; ¼
2
]; m2 = tanM;
e¤ 2 [0; ¼
2
]; e¸ = tan e¤: (2.37)
We observe that in the IR all trajectories approach the IR attractive xed
point at (M = ¼
2
; e¤ = ¼
2
). The corresponding dimensionful variables m2
and ¸ approach nite values in the IR.
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Figure 2.9: Phase portrait of the renormalization group ow in the SYM
regime. Arrows denote the direction towards the UV.
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Chapter 3
Quantum Mechanics with Inverse
Square Potential
Exactly solvable problems play an important role in physics. They provide
a backbone of our understanding and allow to develop perturbation theory
on the basis of an exact solution. In nonrelativistic quantum mechanics the
harmonic oscillator and the Coulomb central potential are certainly the two
most important examples. Another prominent example of an exactly solvable
problem in quantum mechanics is the central, inverse square potential
V (r) = ¡ ·
r2
: (3.1)
Most remarkably, in any spatial dimension the potential (3.1) is classically
scale invariant because it is a homogeneous function of degree -2 and has the
same scaling as the nonrelativistic kinetic energy. Hence, the classical action
is invariant under the nonrelativistic scaling ~r ! ½~r, t! ½2t. The quantum
problem with the potential (3.1) has a long history and is discussed both
in textbooks [27, 28] and in the scientic literature [29, 30]. More recently
there were a number of renormalization group (RG) studies of this problem
[31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41].
The quantum physics of the inverse square potential is well understood.
The interaction (3.1) is an example of a singular potential [42] and must be
treated with care. It is known that for the repulsive and weakly attractive
coupling (· < ·cr)1, the scale symmetry is preserved at the quantum level
and the theory provides an example of nonrelativistic conformal eld theory
[43]. On the other hand, for strong attractions (· > ·cr) a discrete, geometric
bound state spectrum develops in the two-body problem, and the continuous
1·cr represents the critical attractive coupling. In d spatial dimensions it is given by
·cr =
(d¡2)2
4 .
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scale symmetry is broken to a discrete subgroup by a quantum anomaly [44].
The anomaly has its origin in the singular short-distance behavior of the
inverse square potential. As will be discussed many times in this thesis, in
the RG language the anomaly manifests itself as a limit cycle instead of a
scale-invariant xed point.
In this thesis we start our discussion with the inverse square potential
problem, since it is a paradigmatic system for nonrelativistic conformal in-
variance and scale anomaly. Remarkably, there is a number of dierent phys-
ical systems, which are described (often only in some restricted domain) by
the inverse square potential:
² The celebrated Emov eect, rst derived in [3], consists in the forma-
tion of a tower of three-body bound states of identical nonrelativistic
bosons2 interacting through a short range potential. Exactly at res-
onance (unitarity regime) all scales drop out of the problem and the
three-body spectrum becomes innite and geometric. The three-body
problem in quantum mechanics is treated most easily in hyperspherical
coordinates [6]. Employing the adiabatic hyperspherical approximation
[45], Faddeev decomposition of the wave function [46] and restricting to
the zero total angular momentum sector, one arrives at the remarkably
simple one-dimensional eective equation [1]·
¡ d
2
dr2
¡ s
2
0 + 1=4
r2
¸
Ã(r) = EÃ(r) (3.2)
with the Emov parameter s0 ¼ 1:0062. This is a one-dimensional
radial Schrödinger equation with the inverse square potential in the
overcritical regime (· > 1
4
). Our FRG studies of the Emov eect are
described in detail in Chapters 4 and 5.
² The interaction of a polar molecule with an electron in three spatial
dimensions can be approximated by a point dipole-charged particle
anisotropic potential
V (~r) » cos µ
r2
; (3.3)
where the angle µ is measured with respect to the direction of the dipole
moment. As was demonstrated in [47], this anisotropic conformal po-
tential can be reduced to the eective isotropic inverse potential (3.1) in
the zero angular-momentum channel. Remarkably, the dipole-electron
2More generally, for the occurrence of the Emov eect it is sucient that at least two
two-body subsystems have s-wave bound states close to the zero-energy threshold unless
two of the three particles are identical fermions.
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system exhibits all interesting features characteristic for the potential
(3.1).
² At the critical coupling ·cr the theory undergoes a transition from the
conformal (· < ·cr) to the nonconformal (· > ·cr) regime. It has been
demonstrated recently in [41] that this transition is closely related to
the classical Berezinskii-Kosterlitz-Thouless (BKT) phase transition in
two dimensions. In particular, the energy B of the lowest bound state
near the critical coupling ·cr in the nonconformal regime vanishes like
B » exp
µ
¡ ¼p
·¡ ·cr
¶
(3.4)
which is analogous to the behavior of the inverse correlation length as
the BKT transition temperature is approached form above [48].
² Quite unexpectedly, the inverse square potential arises in the near-
horizon physics of some black holes. More specically, this is the case
for a massive, scalar eld minimally coupled to gravity on the nonex-
tremal spherically-symmetric Reissner-Nordström (RN) black hole back-
ground. It was demonstrated in [44] that the Klein-Gordon eld equa-
tion of the scalar eld reduces to the eective Schrödinger equation with
the overcritical (· > ·cr) inverse square potential in the near-horizon
limit. The related problem of a scalar particle near an extremal RN
black hole was treated in [49] leading to a similar nding.
² Finally, the conformal inverse square potential appears naturally in the
context of vacuum AdS/CFT correspondence [50]. The eld equation
for a scalar eld Á of mass m in the Euclidean AdSd+1 is
@2rÁ¡
d¡ 1
r
@rÁ¡ m
2
r2
Á¡ q2Á = 0; q2 = (q0)2 + ~q2; (3.5)
where we transformed to the momentum space on the AdSd+1 boundary
(x0; ~x)! (q0; ~q), and r denotes the radial direction in the AdSd+1 space.
We can change variable Á = r(d¡1)=2Ã and obtain
¡@2rÃ +
m2 + (d2 ¡ 1)=4
r2
Ã = ¡q2Ã; (3.6)
which is a one-dimensional Schrödinger equation with an inverse square
potential of strength · = ¡m2 ¡ d2¡1
4
and energy E = ¡q2. As was
emphasized in [41, 51], the overcritical coupling · > ·cr corresponds to
the violation of the Breitenlohner-Freedman bound in AdSd+1.
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In this Chapter we present our study of the quantum problem with the inverse
square potential using functional renormalization. First, in Section 3.1 we
introduce the physical system of interest and derive the ow equations using
a sharp cuto regulator. A general mathematical discussion of the ow equa-
tion is performed in Section 3.2. Our central result is derived in Section 3.3,
where we extend the analysis to the complex plane, discuss the xed point
structure and nd a numerical solution of the extended set of ow equations.
Additionally, we provide a physical interpretation, geometric description and
motivation for the complex extension. In Section 3.4 we bosonize the in-
teraction. This allows us to view the problem from a dierent angle and,
most remarkably, obtain an analytic solution of the generalized complex ow
equations. Finally, in Section 3.5 we present the renormalization group ows
on the Riemann sphere.
Let us note that the physically more interesting three-body quantum
problem for fermions and bosons will be discussed in detail in Chapter 4. In
the present Chapter we solve an arguably much simpler problem. The aim of
this Chapter is twofold. First, the inverse square potential is a paradigm and
it is important for understanding of other, more challenging problems. Sec-
ond, by working with this simple system, it is easy to develop and illustrate
a new renormalization group method of complexied ows.
3.1 The model and the ow equation
Here we study the nonrelativistic quantum mechanical problem of identical
bosons interacting through a long-range potential (3.1) in d spatial dimen-
sions. The many-body eld theory is dened in the UV by the microscopic
action SE
SE[Ã; Ã
¤] =
Z 1=T
0
d¿
Z
ddxÃ¤(¿; ~x)[@¿ ¡¢¡ ¹]Ã(¿; ~x)
¡ ¸Ã
2
Z 1=T
0
d¿ddxÃ¤(¿; ~x)Ã¤(¿; ~x)Ã(¿; ~x)Ã(¿; ~x)
¡
Z 1=T
0
d¿
Z
ddxddyÃ¤(¿; ~x)Ã¤(¿; ~y)
·
j~x¡ ~yj2Ã(¿; ~y)Ã(¿; ~x):
(3.7)
Our convention is ~ = 2MÃ = 1 with the boson mass MÃ. We work in
the imaginary-time formalism with Euclidean time ¿ 2 (0; 1=T ). In what
follows we will be interested exclusively in the few-body (vacuum) physics.
The vacuum state is characterized by zero density, which corresponds to zero
chemical potential (¹ = 0), and zero temperature (T = 0). The bare action
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(3.7) is invariant under a global U(1) transformation and possesses Galilean
spacetime symmetry.3 The microscopic bare parameter · characterizes the
strength of the long-range potential and is positive in the attractive case. We
augmented the theory by a four-boson contact interaction term with a cou-
pling ¸Ã. This is a consequence of the fact that the inverse square potential
is singular at the origin [29, 42]. On its own the singular potential is not suf-
cient to dene a quantum mechanical problem and must be augmented by
the boundary condition at the origin [41]. We will see that the introduction
of ¸Ã in the UV determines the r = 0 boundary condition and makes the
problem well-dened.
For our method it is convenient to switch to momentum space. The
Fourier transform of the 1=r2 potential in d spatial dimensions reads
Fd(l) =
Z
ddr
1
r2
exp[i~l ¢ ~r] = (2¼)d=2j~lj2¡d
Z 1
0
dzzd=2¡1Jd=2¡1(z) =
=
(4¼)d=2¡(d=2¡ 1)j~lj2¡d
4
; 2 < d < 5:
(3.8)
The restriction to dimensions d in the range 2 < d < 5 can be understood
easily by the fact that on the one side, d = 2 is a natural lower dimension, in
which the integral (3.8) is IR logarithmically divergent. On the other side,
the upper bound d = 5 can be relaxed, if we modify the Fourier integral by
the introduction of a UV suppression factor exp(¡²j~rj) and perform the limit
²! 0 in the very end. Hence, we will use
Fd(l) =
(4¼)d=2¡(d=2¡ 1)j~lj2¡d
4
; d > 2: (3.9)
In what follows we consider only d > 2.
First, we consider a momentum-independent (pointlike) truncation for
the owing action
¡k[Ã; Ã
¤] =
Z
Q
Ã¤(Q)[i! + ~q2]Ã(Q)
¡ ·
Z
Q1;Q2;:::;Q4
Fd(l)Ã
¤(Q1)Ã(Q2)Ã¤(Q3)Ã(Q4)±(¡Q1 +Q2 ¡Q3 +Q4)
¡ ¸Ã
2
Z
Q1;Q2;:::;Q4
Ã¤(Q1)Ã(Q2)Ã¤(Q3)Ã(Q4)±(¡Q1 +Q2 ¡Q3 +Q4);
(3.10)
3Some details about Galilean symmetry are summarized in Appendix B.
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Figure 3.1: Flow equation of the four-particle contact coupling ¸Ã in form of
Feynman diagrams. The solid lines with an arrow denote the boson Ã regu-
larized propagator, the dashed lines correspond to the long-range interaction
vertex, and the dark blobs represent the contact coupling ¸Ã.
where Q = (!; ~q) and
R
Q
=
R
d!
2¼
R
ddq
(2¼)d
. The vector ~l = ~q2 ¡ ~q1 = ~q3 ¡ ~q4
gives the spatial momentum transfer during a collision and l = j~lj. In the
nonrelativistic vacuum the propagator of the elementary eld Ã is not renor-
malized because the only diagram, which contributes to its ow, contains a
hole (antiparticle) in the loop. Since there are only particles but no holes
as excitations of the nonrelativistic vacuum, the propagator keeps its micro-
scopic form. Remarkably, the coupling ·, characterizing the strength of the
long-range 1=r2 potential, is also constant during the renormalization group
ow (we discuss this issue in more detail in Section 3.4). The only coupling
which ows during the RG evolution in our truncation is the contact coupling
¸Ã. Its ow equation is
@t¸Ã =
Z
L
e@t [¸Ã + 2Fd(l)·]2
(i! + l2 +Rk(L))(¡i! + l2 +Rk(¡L)) ; (3.11)
where @t = k@k and e@t is a scale derivative which acts only on the IR regulator
Rk. The ow equation is depicted in terms of Feynman diagrams in Figure
3.1. In order to proceed further we must specify the cuto function Rk(L).
Nevertheless, we note that already at this point it is possible to identify
the generic form of the ow equation which reads
@t¸Ã = ®¸
2
Ã + ¯¸Ã + ° (3.12)
with ®; ¯; ° 2 R, which depend on the coupling ·, dimension d and a concrete
choice of the cuto function. We postpone the general analysis of equation
(3.12) until Section 3.2.
It is convenient to rewrite Eq. (3.11) as
@t¸Ã = J0;d¸
2
Ã + 4J1;d·¸Ã + 4J2;d·
2; (3.13)
where we dened the cuto dependent integrals
Jn;d ´
Z
d!
2¼
ddl
(2¼)d
@t
F nd (l)
(i! + l2 +Rk(L))(¡i! + l2 +Rk(¡L)) ; (3.14)
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where F nd (l) ´ Fd(l)n.
In the rest of this Section we nish the computation by specifying the
sharp regulator Rk(L) = (i!+l2)
³
1
µ(l2¡k2) ¡ 1
´
. The cuto function Rk(L) =
(i! + l2)
³
1
µ(l2¡k2) ¡ 1
´
cuts o quantum uctuations sharply, i.e. it totally
suppresses the modes with l2 < k2 during the renormalization group evolu-
tion. This type of cuto was used in the closely related three-body problem
in [52] as will be discussed in Chapter 4. The cuto satises
1
i! + l2 +Rk(L)
= µ(l2 ¡ k2) 1
i! + l2
: (3.15)
Employing this property we can calculate Jn;d dened in Eq. (3.14) explicitly
as
Jn;d =
Z
d!
2¼
ddl
(2¼)d
@tµ(l
2 ¡ k2) F
n
d (l)
(i! + l2)(¡i! + l2) = ¡
¼Sd
(2¼)d+1
kd¡2F nd (k)
(3.16)
with Sd = 2¼
d=2
¡(d=2)
being the area of a unit sphere in d-dimensional space. The
resulting Jn;d can be readily substituted in Eq. (3.13)
@t¸Ã = ¡ k
d¡2
(4¼)d=2¡(d=2)
¸2Ã ¡
2·
d¡ 2¸Ã ¡
(4¼)d=2¡(d=2)
(d¡ 2)2 ·
2: (3.17)
The contact coupling ¸Ã has a naive (Gaussian) scaling dimension [¸Ã] = 2¡d
and is IR irrelevant in d > 2. Our aim is to investigate the xed point
structure of Eq. (3.17). For this reason we introduce a dimensionless, rescaled
coupling ¸ÃR ´ k
d¡2¸Ã
(4¼)d=2¡(d=2)
and its ow equation reads
@t¸ÃR = ¡¸2ÃR +
µ
¡ 2·
d¡ 2 + d¡ 2
¶
¸ÃR ¡ ·
2
(d¡ 2)2 : (3.18)
As will be shown in Section 3.2, the discriminant D of the quadratic ¯-
function determines the overall behavior of the solution. In our case D =
¡4·+ (d¡ 2)2. The critical ·cr is dened by the condition D = 0 yielding
·cr =
(d¡ 2)2
4
: (3.19)
For · < ·cr (weak attraction and repulsion) the dimensionless coupling ¸ÃR
has two real xed points
¸§ÃR = ¡
·
d¡ 2 +
d¡ 2
2
§
r
(d¡ 2)2
4
¡ · (3.20)
and the theory is scale invariant in the IR respectively UV. For · > ·cr
(strong attraction) the coupling ¸ÃR ceases to have real xed points and
scale invariance is lost.
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Figure 3.2: The ¯-function of the coupling ¸ÃR for ® = ¡1 and ¯ = 0. The
three lines correspond to dierent values of ° with D = 1 (solid blue), D = 0
(dashed red) and D = ¡1 (dashed black).
3.2 General analysis of the ow equation
The ow equation for ¸ÃR found in Section 3.1 has the general form
d
dt
¸ÃR(t) = ®¸ÃR(t)
2 + ¯¸ÃR(t) + °; (3.21)
where ®; ¯; ° 2 R are numerical coecients. Without loss of generality we
consider ® · 0. This choice corresponds to the result obtained in Section
3.1. The form of the solution of Eq. (3.21) is determined by the sign of the
discriminant D = ¯2 ¡ 4®° of the quadratic ¯-function. We consider the
three dierent cases depicted in Figure 3.2
² D > 0
In this case the ¯-function has two real xed points ¸IRÃR and ¸UVÃR with
¸IRÃR < ¸
UV
ÃR . The solution of Eq. (3.21) depends on the interval, where
the UV initial condition ¸ÃR belongs. For the initial condition ¸IRÃR <
¸ÃR < ¸
UV
ÃR the solution is attracted towards the IR by the xed point
¸IRÃR and has the form
¸ÃR(t) =
¡¯ ¡pD tanh
hp
D
2
(t+ ´)
i
2®
; (3.22)
with ´ xed by the UV initial condition ¸ÃR(t = 0). For the initial
condition ¸ÃR > ¸UV the ow runs into a positive divergence (Landau
pole), but reemerges at negative innity and subsequently approaches
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¸IRÃR in the IR. The explicit solution in this case reads
¸ÃR(t) =
¡¯ +pD coth
hp
D
2
(¡t+ ´)
i
2®
; (3.23)
with ´ xed by the UV initial condition.4 Finally, for the initial condi-
tion ¸ÃR < ¸IRÃR the RG ow is a smooth, monotonic function ¸ÃR(t),
which approaches ¸IRÃR with the explicit solution given again by Eq.
(3.23). Notably, for D > 0 the IR value ¸ÃR(k = 0) = ¸IRÃR is not sensi-
tive to the concrete choice of the initial condition. We oer an elegant
geometric description of the ow in Section 3.3 and Section 3.5.
² D = 0
This is a limit of the previous case (D > 0) when the two xed points
merge. Excluding the trivial choices ® = ¯ = ° = 0 and ® = ¯ = 0;
° 6= 0, the ¯-function has a single xed point ¸¤ÃR = ¡ ¯2® (see Figure
3.2). The RG equation takes the form
d¸ÃR(t)
dt
= ®[¸ÃR(t)¡ ¸¤ÃR]2 (3.24)
with the solution
¸ÃR(t) = ¸
¤
ÃR ¡
1
®t+ ´
; (3.25)
where ´ is xed by the initial condition. The running of the coupling
¸ÃR(k) is logarithmic (which corresponds to the marginal deformation)
and for ´ < 0 it hits an IR Landau pole. The coupling runs into the pole
at the scale t = ¡ ´
®
, nevertheless the RG evolution can be extended
beyond this scale and approaches ¸¤ÃR at k = 0.
² D < 0
In this case there are no real xed points. The formal solution can be
written as
¸ÃR(t) =
¡¯ +p¡D tan
hp¡D
2
(t+ ´)
i
2®
; (3.26)
where ´ is xed by the initial condition. This solution is periodic with
a period T = 2¼p¡D . Remarkably, in this case the UV initial condition
¸ÃR(k = ¤) plays an important role as it determines the infrared value
¸ÃR(k = 0).5
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Figure 3.3: The renormalization group ows of the coupling ¸ÃR for ® =
¡1 and ¯ = 0 and initial condition ¸ÃR(t = 0) = 0. The dierent lines
correspond to three dierent choices of ° with D = 1; ´ = 0 (solid blue),
D = 0; ´ !1 (dashed red), and D = ¡1; ´ = 0 (dashed black).
We plot the RG ows of ¸ÃR in the three cases in Figure 3.3. While for D ¸ 0
the ows approach a xed point in IR, the renormalization group evolution
develops a limit cycle6 forD < 0. Quotation marks are used here because in
mathematical theory of dierential equations a limit cycle is a periodic stable
solution. The periodic solution (3.26) is not stable, but is only marginal.
Thus, the solution should be properly called a cycle. Nevertheless in the
physical literature the term limit cycle is often used, so we use this (though
probably a little confusing) nomenclature in the thesis. As the RG scale k
can be related to the energy of the particles, the physical interpretation of
the limit cycle solution is clear: During the RG ow one hits bound states,
manifesting themselves as divergences of the coupling ¸ÃR. And since there
are innitely many divergences one has an innite tower of bound states with
a geometric spectrum for the case D < 0.
4In fact, the case · = 0, which leads to D > 0, corresponds to the well-studied case
of a contact interaction in atomic physics. In this context the appearance of the Landau
pole signals the presence of a weakly bound molecular (dimer) state.
5This is analogous to the necessity to introduce the well-know three-body parameter
in the context of the Emov eect [1].
6Strictly speaking, to nd a cycle one needs at least two couplings connected by the
RG ow equations (see, for example, Eqs. (3.62, 3.64)). In the case of a single coupling
constant an innite (unbounded) cycle appears only if there are periodic real discontinuities
in the RG ow. We provide an elegant description of the innite cycle on the Riemann
sphere in Section 3.3.
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3.3 Complex extension
In this Section we discuss the dierent subcases, considered in Section 3.2,
in more detail and extend the analysis to complex values of the interaction
coupling. We also present a physical interpretation of this extension.
Negative discriminant: complex xed points
The renormalization group ow equation in our point-like approximation is7
@t¸ = ®¸
2 + ¯¸+ ° (3.27)
with ®; ¯; ° 2 R, and one can vary the parameters ¯ and ° by considering
dierent · and d in Eq. (3.18). It is sometimes useful to express Eq. (3.27)
in the alternative form
@t¸ = ®(¸¡ ¸¤)2 +¢°; ¸¤ = ¡ ¯
2®
; ¢° = ° ¡ ¯
2
4®
: (3.28)
If the discriminant D = ¯2 ¡ 4®° = ¡4®¢° < 0, the ¯-function has a pair
of complex roots
¸§ =
¡¯ § ipjDj
2®
= ¸¤ § i
pj®¢°j
®
: (3.29)
For this reason it is natural to consider the RG evolution of a generally
complex variable ¸ = ¸1 + i¸2 in Eq. (3.27). The resulting ow equations in
the complex plane now read
@t¸1 = ®¸
2
1 ¡ ®¸22 + ¯¸1 + °
@t¸2 = 2®¸1¸2 + ¯¸2:
(3.30)
Notably, if we start on the real axis (i.e. ¸2(t = 0) = 0), the ow remains
real
@t¸1 = ®¸
2
1 + ¯¸1 + °
@t¸2 = 0
(3.31)
with the periodic solution
¸1(t) =
¡¯ +p¡D tan[
p¡D
2
(t+ ´)]
2®
; (3.32)
7This equation coincides with Eq. (3.21). To simplify notation, we denote the coupling
¸ÃR as ¸ in this Section.
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Figure 3.4: The real ows of ¸ projected onto the Riemann sphere: Great
circle with arrows pointing towards the UV represents the real line. (A) For
negative discriminant the xed points ¸+ and ¸¡ are complex, and the ow
traverses the real great circle periodically generating a limit cycle. (B) For
positive discriminant the IR xed point ¸+ and the UV xed point ¸¡ lie on
the real great circle. The UV xed point can be reached from the IR xed
point via two dierent paths the short path I and the long path II.
where ´ is xed by the initial condition ¸1(t = 0). The solution can be nicely
identied with a limit cycle if we map the complex plane of the Riemann
sphere. On the Riemann sphere the real line corresponds to a great circle
and the solution (3.32) traverses this circle periodically (see Figure 3.4 (A)
and Section 3.5). Remarkably, on the complex plane the real axis is the
separatrix of the two complex xed points.
Let us investigate the properties of the xed points ¸§ by considering the
stability matrices
M§ij =
@¯i
@¸j
j¸§ : (3.33)
A straightforward computation shows
M§ =
µ
0 ¡b§
b§ 0
¶
; b§ = §
p
jDj: (3.34)
The stability matrices M§ have a pair of complex conjugate pure imaginary
eigenvalues
·§1 = §i
p
jDj ·§2 = (·§1 )¤: (3.35)
Therefore, the local ow near the xed points has a form of a circle. The
sign of b§ in the matrix (3.34) determines the orientation of the circle. For
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Figure 3.5: (A) The phase portrait of the ow equations (3.30) for the specic
choice of parameters ® = ° = ¡1 and ¯ = 1. Arrows denote the direction
towards the UV. (B) Corresponding periodic ows of the real part ¸1 (blue)
and the imaginary part ¸2 (red) of the complex coupling ¸.
b§ > 0 the circulation is anticlockwise, while for b§ < 0 it is clockwise. Hence
the xed points ¸§ have the opposite circulation.
The phase portrait of the RG ow in the complex plane, computed nu-
merically for specic values of parameters, and the example of the RG ow
are depicted in Figure 3.5. We observe that the periodic divergences of the
pure real solution (3.32) are regularized and the ow of the imaginary part
¸2 develops a tower of resonances. The analytic solution of Eq. (3.30) for
D < 0 is given in Section 3.4.
Positive discriminant: real xed points
If the discriminant D is positive, the ¯-function has a pair of real roots
¸§ =
¡¯ §pD
2®
: (3.36)
As before, we generalize the coupling to complex values ¸ = ¸1 + i¸2 and
obtain the pair of coupled dierential equations (3.30). The phase portrait
and a specic solution of the ow equations (3.30) for D > 0 are depicted in
Figure 3.6. We nd the analytic solution of Eq. (3.30) for D > 0 in Section
3.4.
The character of the xed points ¸§ can be determined from the stability
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matrices M§ij , dened by Eq. (3.33). For D > 0, we obtain
M§ =
µ §pD 0
0 §pD
¶
= §
p
DI (3.37)
with the degenerate eigenvalues ·§
·§ ´ ·§1 = ·§2 = §
p
D: (3.38)
The sign of the real eigenvalue determines whether the xed point is UV
attractive or repulsive. The eigenvalue ·+ is positive and hence the xed
point ¸+ (left xed point in Figure 3.6(A)) is UV repulsive, meaning that
as the sliding scale k is increased the ow is driven away from ¸+. On the
other hand ·¡ is negative and therefore the xed point ¸¡ (right xed point
in Figure 3.6(A)) is UV attractive. Notice that any two-component vector is
an eigenvector of the xed points ¸§.
We propose a geometric interpretation for the dierent behavior of the
real solution in dependence on the initial conditions, which we observed in
Section 3.2. For a positive discriminantD both the UV xed point ¸¡ and the
IR xed point ¸+ are situated on the large real circle on the Riemann sphere
(see Figure 3.4 (B) and Section 3.5). We note that the UV xed point can be
reached from the IR xed point following two dierent paths. Depending on
the initial conditions ¸in = ¸+ § ², the ow can follow either a short path
I or a long path II (see Figure 3.4 (B)). Path I corresponds to the solution
(3.22), which is a standard way how to regularize the inverse square potential
at · < ·cr. On the other hand, the path II traverses ¸ =1 on the Riemann
sphere and corresponds to the solution (3.23) with the Landau pole. The
divergence during the RG evolution is identied with a single bound state,
which, in the case of · = 0, becomes the the well-known universal shallow
dimer studied extensively in atomic physics [1]. We notice that on the full
Riemann sphere the path II can be continuously deformed into the path I.
Thus, the introduction of a small imaginary initial condition ¸2(t = 0) for
the complex extended ow, which leads to a small deformation of the path
II, regularizes the divergence in the real part of the coupling (see Figure 3.6
and Section 3.5).
Zero discriminant: degenerate xed points
Finally, for D = 0, the pair of roots of the ¯-function becomes degenerate
¸¤ ´ ¸+ = ¸¡ = ¡ ¯
2®
(3.39)
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Figure 3.6: (A) The phase portrait of the ow equations (3.30) for the specic
choice of parameters ® = ¡1 and ¯ = ° = 1. Arrows denote the direction
towards the UV. (B) Corresponding renormalization group ows of the real
part ¸1 (blue) and the imaginary part ¸2 (red) of the complex coupling ¸.
which corresponds to a single, real-valued xed point ¸¤.
As it turns out, the stability matrix Mij = @¯i@¸j j¸¤ vanishes in the case of
D = 0. This corresponds to a logarithmic (marginal) renormalization group
ow in the vicinity of the xed point and local properties of the degenerate
xed point ¸¤ are accounted for by the second derivative of the ¯-function
Kijl at ¸¤
Kijl =
@2¯i
@¸j@¸l
j¸¤ i; j; l = 1; 2: (3.40)
The only nontrivial components are
K111 = ¡K122 = K212 = K221 = 2®: (3.41)
Again, we computed the phase portrait and a specic solution of the ow
equations (3.30) and show the results in Figure 3.7. We observe that the
Landau pole of the real part of ¸ is regularized and the imaginary part of ¸
develops a single resonance.
Physical interpretation of the complex extension
One may wonder about the physical meaning of the complex contact coupling
¸ introduced in this Section. To answer this question, we consider inelastic
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Figure 3.7: (A) The phase portrait of the ow equations (3.30) for the specic
choice of parameters ® = ¡1, ¯ = 2 and ° = ¡1. Arrows denote the direction
towards the UV. (B) Corresponding renormalization group ows of the real
part ¸1 (blue) and the imaginary part ¸2 (red) of the complex coupling ¸.
scattering8 of particles in a central potential in quantum mechanics. Follow-
ing [28] in three spatial dimensions the scattering amplitude in the center of
mass frame can be expanded in partial waves
fk(µ) =
l=1X
l=0
(2l + 1)fl(k)Pl(cos(µ)); (3.42)
where Pl(cos µ) are the Legendre polynomials. From the unitarity constraints
the partial waves scattering amplitudes fl(k) as functions of scattering mo-
mentum k are given by
fl(k) =
1
gl(k2)¡ ik : (3.43)
Here, gl(k2) is an even function of k which is generally complex in the case
of presence of inelastic channels.
For low-energy scattering of particles, interacting through a short-range
potential, only the s-wave contribution f = f0 is substantial and g(k2) =
8By denition inelastic collisions change the internal state of the colliding particles and,
hence, at least one of the colliding particles must be composite and have some internal
structure. For example, in experiments two atoms might collide and fall into energetically
deeper lying internal states. The excess in energy will be converted into kinetic energy and
the atoms will be lost if the released energy suces to overcome the trapping potential.
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g0(k
2) can be expanded as
g(k2) = ¡a¡1 + 1
2
rek
2 + : : : ; (3.44)
where in the case of elastic scattering a and re are real and denote the
scattering length and eective range. However, in the inelastic case a may
also be regarded as a complex scattering length a = ®+ i¯ and the eective
range re might also be complex [53]. In the forthcoming argument it is
sucient to consider low energy scattering and therefore we keep only the
scattering length a and neglect the second term in Eq. (3.44).
The generalized optical theorem for the scattering of indistinguishable
particles
Imf(k) =
k
8¼
¾tot =
k
8¼
(¾el + ¾in) (3.45)
holds also in the case of general inelastic scattering [28]. In this case the total
scattering cross section ¾tot is the sum of the positive elastic ¾el and inelastic
¾in contributions. The positivity of ¾in and the optical theorem (3.45) imply
that the imaginary part of the scattering length ¯ must be negative. At
low energies and for suciently short-range interactions the complex scat-
tering length fully determines the elastic and inelastic cross sections, and for
indistinguishable particles the result reads [28]
¾el = 8¼jaj2(1¡ 2kj¯j)
¾in = 8¼
j¯j
k
(1¡ 2kj¯j):
(3.46)
We observe that a nonvanishing imaginary part of the scattering length ¯ is
required to obtain an inelastic contribution to the total cross section,9 which
results in loss of particles.
The presented arguments can be connected to a complex generalization of
¸ by the simple observation that in a system of identical bosons with short-
range interactions the physical scattering length a is related to the IR value
of the dimensionful, contact coupling ¸Ã in d = 3 via the simple formula (in
the case of · = 0)
¸Ã(k = 0) = ¡8¼a: (3.47)
Thus, allowing for complex values of ¸Ã during the RG ow corresponds to
the presence of inelastic two-body collisions leading to particle loss. This pro-
vides a physical interpretation of the complex coupling ¸Ã. We must stress,
9We note that according to [28] Eq. (3.46) is valid for suciently fast decrease of the
interaction potential at large distances (at least 1=r3). Thus, it is not strictly applicable
in our case of the long-range 1=r2 potential, and the presented argument has to be taken
as heuristic.
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however, that the local (ÃyÃ)2 operator with a negative imaginary coecient
can describe inelastic scattering only to deep energetic states, i.e. the gap
energy Egap of the state must be large compared to other energy scales in
the problem [54]. On the other hand, decay into shallow bound states can be
described by introduction of a nonlocal operator with a complex coecient.
In fact, a large imaginary part of the two-body interaction might also be
useful in the context of atomic physics. This case has recently been studied
for cold atoms conned to motion in 1D. In particular it has been shown that
a Tonks-Girardeau gas, where 1D strongly repulsive bosons exhibit fermionic
like behavior, can also be induced by the eect of strong dissipation [55, 56],
meaning large imaginary two-body interaction ¸Ã2.
Finally, we note that our extension of the RG equation to the complex
plane can be used as an ecient numerical tool. As was demonstrated in
Section 3.2, the ow equation (3.21) has the periodic solution (3.26) in the
nonconformal phase. The running coupling ¸ÃR diverges periodically during
the RG evolution, making the numerical solution impossible beyond the rst
divergence. We showed in this Section that adding a small imaginary part to
the initial condition ¸ÃR(t = 0) makes the solution of Eq. (3.21) numerically
feasible. Physically, this corresponds to converting stable bound states to
long-lived resonances. As shown in the next Section, the problem considered
in here can be treated analytically and hence the numerical treatment is not
necessary. Nevertheless, the extension turns out to be useful in some other
few-body problems, which can not be solved analytically.
3.4 Bosonization
In this Section we approximate the four-particle vertex by an exchange of a
composite particle. Introduced already in Chapter 2, the bosonization pro-
cedure is a powerful, physically transparent concept. Here we will bosonize
in two distinct ways. The rst bosonization corresponds to the exchange of
a massless nondynamical particle in the t-channel. In this realization the
composite particle mediates the long-range 1=r2 interaction combined with
the contact four-particle interaction. Alternatively, one can approximate the
contact vertex by the exchange of a massive particle in the s-channel. While
at low energies and momenta bosonization simply reproduces the pointlike
(momentum-independent) approximation of Section 3.1, it resolves some of
momentum structure of the interaction at higher energies.
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t-channel bosonization
In this subsection we approximate the total four-particle interaction vertex
by the exchange of a composite massless particle Â in the t-channel.
Galilean symmetry of the nonrelativistic vacuum implies that the inverse
propagator PÂ(!; ~q) of the massless particle depends only on the absolute
value of the spatial momentum ~q, but not on the frequency !. Thus, the
composite Â is not a dynamical particle and serves only to mediate the two-
body long-range interaction.
Mathematically, bosonization is implemented by means of the Hubbard-
Stratonovich transformation. At T = ¹ = 0 one adds an auxiliary part to
the microscopic action (3.7)
SE;aux[Ã; Ã
¤; Â] =
1
2
Z
Q1;Q2;:::;Q4
PÂ(l)fÂ(¡L) + g
2PÂ(~l)
Ã¤(Q1)Ã(Q2)g£
fÂ(L) + g
2PÂ(~l)
Ã¤(Q3)Ã(Q4)g£
±(¡Q1 +Q2 ¡Q3 +Q4);
(3.48)
where L = (!l;~l) = Q2 ¡ Q1 = Q3 ¡ Q4 is the momentum transfer d + 1-
vector and Â is a real-valued eld. The modied action S 0E = SE + SE;aux
denes an equivalent quantum mechanical problem as the action SE because
the functional integral in the eld Â is Gaussian.
Notably, at the UV scale we can achieve the cancellation of the four-
particle interaction term by choosing the nonlocal inverse propagator
PÂ(l) =
g2
4
£
¸UVÃ + 2·Fd(l)
¤¡1
; (3.49)
where ¸UVÃ is the microscopic (bare) contact coupling in Eq. (3.7). The
modied bare action S 0E now reads
S
0
E[Ã; Ã
¤; Â] =
Z
Q
Ã¤(Q)[i! + ~q2]Ã(Q) +
1
2
Z
Q
Â(¡Q)PÂ(q)Â(Q)
+ g
Z
Q1;Q2;Q3
Ã¤(Q1)Ã(Q2)Â(Q3)±(¡Q1 +Q2 +Q3)
(3.50)
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with the four-boson interaction replaced by the Yukawa-like term ÂÃÃ¤. Our
truncation for the owing action is chosen to be
¡k[Ã; Ã
¤; Â] =
Z
Q
Ã¤(Q)PÃ(Q)Ã(Q) +
1
2
Z
Q
Â(¡Q)PÂ(Q)Â(Q)
+ g
Z
Q1;Q2;Q3
Ã¤(Q1)Ã(Q2)Â(Q3)±(¡Q1 +Q2 +Q3)
¡ ¸
2
Z
Q1;Q2;:::;Q4
Ã¤(Q1)Ã(Q2)Ã¤(Q3)Ã(Q4)±(¡Q1 +Q2 ¡Q3 +Q4);
(3.51)
where ¸ is a contact coupling, which is zero in the ultraviolet by construction
and is regenerated during the RG ow through a box diagram.
Due to the numerous simplications of the nonrelativistic vacuum, which
are described in detail in Chapter 4 and [52], we note:
² the inverse propagators PÃ and PÂ are not renormalized during the RG
ow
PÃ(Q) = i! + ~q; PÂ(Q) =
g2
4
£
¸UVÃ + 2·Fd(l)
¤¡1
: (3.52)
Technically this arises from the fact that the one-loop Feynman dia-
grams, which would renormalize PÃ and PÁ, have poles in the same
half plane of the complex loop frequency. One can close the integra-
tion contour such that it does not enclose any frequency poles. As the
result of the residue theorem, the frequency integrals vanish, leading
to the nonrenormalization of the propagators. We observe the clear
manifestation of the nonrenormalization of the long-range potential,
mentioned already in Section 3.1. Another example for this behavior
is the boundary sine-Gordon theory, which was studied in [57, 58].
² The coupling g can be chosen arbitrarily, e.g. g = 1, at the UV scale.
This is a well-know ambiguity of the Hubbard-Stratonovich decoupling.
Furthermore, the coupling g is also not renormalized during the renor-
malization group evolution for the reason mentioned in the previous
point.
² Interaction terms of the form Ân with n ¸ 1 and Ã¤ÃÂk with k > 1
are absent in the ultraviolet and are not generated during the ow due
to the argument provided above. On the other hand interaction terms
of the form (Ã¤Ã)2Âk with k ¸ 0 are generated through box diagrams
during the renormalization group evolution.
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² Our truncation is complete up to the two-body sector. This is a result of
the special hierarchy of the ow equations in the nonrelativistic vacuum
which will be discussed in more detail in Chapter 4.
It is straightforward to derive the ow equation of the momentum-independent
coupling ¸. The result turns out to be given by Eqs. (3.13, 3.14) with
the substitution F nd (l) ! F nd (l) +
¸UVÃ
2·
in Eq. (3.14). The initial condition
¸Ã(k = ¤) = ¸
UV
Ã of the one-channel model of Section 3.1 is implemented
directly as the initial condition of the inverse propagator PÂ in the bosoniza-
tion approach. Otherwise, the ows are completely equivalent at the level of
our approximation.
s-channel bosonization
We will follow an alternative bosonization procedure in this subsection. In
this approach the four-particle contact vertex is approximated by the ex-
change of a massive (MÁ = 2MÃ) particle Á in the s-channel.
At the level of the microscopic (bare) action this is achieved via the Hubbard-
Stratonovich transformation. The auxiliary part, added to the microscopic
action (3.7) at T = ¹ = 0, reads
SE;aux[Ã; Ã
¤; Á; Á¤] =
Z
Q1;Q2;:::;Q4
m2fÁ¤(Q1 +Q3) + h
2m2
Ã¤(Q1)Ã¤(Q3)g£
fÁ(Q2 +Q4) + h
2m2
Ã(Q2)Ã(Q4)g£
±(¡Q1 +Q2 ¡Q3 +Q4):
(3.53)
For the specic choice ¸Ã
2
= h
2
4m2
, we can cancel the contact term in the
modied microscopic action S 0E = SE + SE;aux
S
0
E[Ã; Ã
¤; Á; Á¤] =
Z
Q
Ã¤(Q)[i! + ~q2]Ã(Q) +
Z
Q
Á¤(Q)m2Á(Q)
+
h
2
Z
Q1;Q2;Q3
[Á¤(Q1)Ã(Q2)Ã(Q3) + Á(Q1)Ã¤(Q2)Ã¤(Q3)] ±(¡Q1 +Q2 +Q3)
¡ ·
Z
Q1;Q2;:::;Q4
Fd(l)Ã
¤(Q1)Ã(Q2)Ã¤(Q3)Ã(Q4)±(¡Q1 +Q2 ¡Q3 +Q4):
(3.54)
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Figure 3.8: Flow equations of PÁ(Q), h and ¸ in the form of Feynman dia-
grams. The solid lines with one (two) arrow(s) denote regularized propagator
for the eld Ã (Á), the dashed lines correspond to the long-range interaction
vertex, the dark blob represents the contact coupling ¸.
During the renormalization group evolution the massive eld Á becomes dy-
namical and develops an inverse propagator PÁ(Q) = f(i!+ ~q
2
2
+m2), where
f is some yet unknown function. The argument of the inverse propagator
is xed by the Galilean symmetry of the nonrelativistic vacuum, while the
function f is determined by the dynamics. Our truncation of the owing
action within the s-channel bosonization approach is
¡k[Ã; Ã
¤; Á; Á¤] =
Z
Q
Ã¤(Q)PÃ(Q)Ã(Q) +
Z
Q
Á¤(Q)PÁ(Q)Á(Q)
+
h
2
Z
Q1;Q2;Q3
(Á¤(Q1)Ã(Q2)Ã(Q3) + Á(Q1)Ã¤(Q2)Ã¤(Q3)) ±(¡Q1 +Q2 +Q3)
¡ ·
Z
Q1;Q2;:::;Q4
Fd(l)Ã
¤(Q1)Ã(Q2)Ã¤(Q3)Ã(Q4)±(¡Q1 +Q2 ¡Q3 +Q4)
¡ ¸
2
Z
Q1;Q2;:::;Q4
Ã¤(Q1)Ã(Q2)Ã¤(Q3)Ã(Q4)±(¡Q1 +Q2 ¡Q3 +Q4);
(3.55)
where h denotes the momentum-independent Yukawa-like coupling intro-
duced above and ¸ stands for the contact four-boson 1PI vertex, which is
regenerated during the ow through the box diagram. The nontrivial ow
equations for the couplings of the average action (3.55) are depicted in Figure
3.8 in terms of Feynman diagrams.
It is desirable and possible to cancel the RG ow of the coupling ¸ by
absorbing it into the ows of the other couplings. This can be achieved by
a rebosonization procedure [23, 18, 24]. The idea is to make the composite
eld scale-dependent Á! Ák with the choice
@kÁk = ®kÃÃ @kÁ
¤
k = ®kÃ
¤Ã¤; (3.56)
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where ®k is some real, scale-dependent function. The one-loop Wetterich
ow equation (2.1) for the average action generalizes to10
@k¡k =
1
2
Tr @kRk (¡
(2)
k +Rk)
¡1 +
Z
±¡k
±Ák
@kÁk +
Z
±¡k
±Á¤k
@kÁ
¤
k: (3.57)
The unknown scale-dependent coecient ®k can now be xed by the condi-
tion that the ow of the contact coupling ¸ is zero
@t¸ = 0) ¸ = 0: (3.58)
The resulting ow equations (with unspecied cuto) for the Yukawa cou-
pling h and the inverse propagator PÁ(Q) now read
@tPÁ(Q) = ¡1
2
h2J0;d(Q)
@th = 2h·J1;d +
4·2PÁ(Q = 0)J2;d
h
;
(3.59)
where Jn;d was dened in Eq. (3.14), and for J0;d we introduce the momentum-
dependent generalization
J0;d(Q) =Z
d!
2¼
ddl
(2¼)d
@t
1
[i(! + !q) + (~l + ~q)2 +Rk(L+Q)][¡i! +~l2 +Rk(¡L)]
:
(3.60)
In order to proceed we must specify the cuto function and the ansatz for
the inverse propagator of the eld Á. We choose the sharp cuto, introduced
in Section 3.1 and take the simple ansatz PÁ(Q) = AÁ(i! + q
2
2
) +m2. With
this choice the ow equations become
@tm
2
R = (2» ¡ d¡ 2)m2R +
1
2
h2R;
@thR = (» ¡ 2¡ ·
d¡ 2)hR ¡
·2
(d¡ 2)2
m2R
hR
;
@tAÁR = (2» ¡ d)AÁR ¡ 1
4
h2R;
(3.61)
where we expressed the ows in terms of the rescaled parameters m2R =
k¡2¡d+2»m2, AÁR = k¡d+2»AÁ, and hR =
q
1
(4¼)d=2¡( d
2
)
k»¡2h. The parameter
10Note that in addition to the extra terms, written in Eq. (3.57), a general rebosoniza-
tion includes terms of the form Tr (¡(2)k + Rk)
¡1 ±
±Á¤k
Rk@kÁk + c:c [10, 18]. We checked
explicitly that these terms do not contribute to the ow equations of the two-body sector.
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» is not specied yet, but can be identied with the naive scaling dimension
of the composite eld, i.e. [Á] = ». At this point it is convenient to multiply
the second equation in (3.61) by 2hR and obtain ow equations for m2R and
h2R
@tm
2
R = (2» ¡ d¡ 2)m2R +
1
2
h2R;
@th
2
R = ¡
2·2
(d¡ 2)2m
2
R + 2(» ¡ 2¡
·
d¡ 2)h
2
R:
(3.62)
The equations in (3.62) form a closed linear system of rst order ordinary
dierential equations. The eigenvalues ¸§ of this system can be readily found
¸§ = 2» ¡ 3¡ d
2
¡ ·
d¡ 2 §
1
2
p
(d¡ 2)2 ¡ 4·: (3.63)
We note that ·cr = (d¡2)
2
4
, found in Section 3.1, provides an important bound-
ary value also in the current analysis. While for · < ·cr (repulsion and weak
attraction) the eigenvalues are purely real, for · > ·cr (strong attraction) ¸§
acquires a nontrivial imaginary part.
Let us investigate the latter case in more detail. It is convenient to
cancel the real part of ¸§ by choosing » = 1
2
¡
3 + d
2
+ ·
d¡2
¢
. With this choice
the eigenvalues ¸§ are imaginary, leading to a pure oscillatory behavior of
the ows of m2R and h2R. Choosing the initial conditions m2R(t = 0) = M ,
h2R(t = 0) = H, we obtain
m2R(t) = M cos(
p¡D
2
t) +WM sin(
p¡D
2
t)
h2R(t) = H cos(
p¡D
2
t) +WH sin(
p¡D
2
t);
(3.64)
where D = (d ¡ 2)2 ¡ 4· is the discriminant of the quadratic ¯-function
introduced in Section 3.1 and WM and WH can be expressed as
WM =
1p¡D
µ·
2¡ d+ 2·
d¡ 2
¸
M +H
¶
WH = ¡ 1p¡D
µ
4·2
(d¡ 2)2M +
·
2¡ d+ 2·
d¡ 2
¸
H
¶
:
(3.65)
As expected, we obtain a nite (bounded) limit cycle solution (3.64) for the
pair (m2R; h2R) for strong attraction · > ·cr. It is clear that the innite num-
ber of the two-body bound states, present in this case, manifest themselves
as zeros of the mass coupling m2R(t) during the RG ow.
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Figure 3.9: Periodic ows of the real part (blue) and imaginary part (red)
of the complex couplings h2R, m2R and ¸R =
h2R
2m2R
for the specic choice of
parameters d = 3 and · = 1. The amplitude of the m2R2 oscillations is
related to the decay rate, which must be xed by experiment. The width of
the peaks of ¸R2 is of the order of magnitude of the decay rate.
It is possible to complexify the ow equations (3.62) in a similar manner
as presented in Section 3.3 by extending the couplings h2R and m2R to the
complex plane
h2R = h
2
R1 + ih
2
R2 m
2
R = m
2
R1 + im
2
R2: (3.66)
In this extension the nonzero value of m2R2 makes the composite particle Á
unstable. If small compared to m2R1, it equals to the decay width, which is
inverse proportional to the life-time of the particle. Due to the linearity of
the evolution equations (3.62), the ow equations for the pairs (m2R1; h2R1),
(m2R2; h
2
R2) decouple. They have exactly the same form as Eq. (3.62) with
the solution (3.64, 3.65), provided we perform the substitution m2R ! m2Ri,
h2R ! h2Ri;M ! Mi; H ! Hi with i = 1; 2. We depict the numerical
solution of the complexied system in Figure 3.9. As expected, the ow of
the coupling ¸R =
h2R
2m2R
reproduces our nding from Figure 3.5.
Most importantly, we are now in the position to nd an analytical solution
of the general nonlinear system of ow equations introduced in Section 3.3
@t¸R1 = ®¸
2
R1 ¡ ®¸2R2 + ¯¸R1 + °
@t¸R2 = 2®¸R1¸R2 + ¯¸R2;
(3.67)
with ®; ¯; ° 2 R and D = ¯2 ¡ 4®° < 0. In order to achieve this goal, it is
sucient to project the complex coupling
¸R =
h2R
2m2R
=
h2R1 + ih
2
R2
2[m2R1 + im
2
R2]
(3.68)
onto its real and imaginary part ¸R1 and ¸R2
¸R1 =
m2R1h
2
R1 +m
2
R2h
2
R2
2[m4R1 +m
4
R2]
¸R2 =
m2R1h
2
R2 ¡m2R2h2R1
2[m4R1 +m
4
R2]
: (3.69)
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This expression comprises an explicit solution of the system (3.67) provided
we substitute
m2Ri = Mi cos(
p¡D
2
t) +WMi sin(
p¡D
2
t)
h2Ri = Hi cos(
p¡D
2
t) +WHi sin(
p¡D
2
t)
(3.70)
with D = ¯2 ¡ 4®° and
WMi = ¡ 1p¡D (¯Mi + ®Hi)
WHi =
1p¡D (4°Mi + ¯Hi) ;
(3.71)
where i = 1; 2.
We comment on the issue of initial conditions. Obviously, the rst-order
system (3.67) must be supplemented with two initial conditions ¸R1(t =
0) and ¸R2(t = 0). In our description, however, there are four unknown
constants M1, M2, H1 and H2 to be xed. The identication
¸R1(t = 0) =
1
2
M1H1 +M2H2
M21 +M
2
2
¸R2(t = 0) =
1
2
M1H2 ¡M2H1
M21 +M
2
2
(3.72)
xes only two of them, leaving the remaining two ambiguous. This is the
known arbitrariness arising in the Hubbard-Stratonovich transformation. Re-
markably, one can x the remaining two constants almost arbitrarily.11 An
especially convenient choice corresponds to M1 = 1 and M2 = 0. With this
choice we have
¸R1(t = 0) =
1
2
H1 ¸R2(t = 0) =
1
2
H2: (3.73)
We present also the analytic solution of Eq. (3.67) in the conformal phase
with D > 0. The solution is still given by Eq. (3.69) provided we substitute
m2Ri = Mi cosh(
p
D
2
t) +WMi sinh(
p
D
2
t)
h2Ri = Hi cosh(
p
D
2
t) +WHi sinh(
p
D
2
t)
(3.74)
11Some discrete values of two constants lead to a degenerate solution and are therefore
forbidden.
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with
WMi = ¡ 1p
D
(¯Mi + ®Hi)
WHi =
1p
D
(4°Mi + ¯Hi) :
(3.75)
Finally we note that the analytic solution (3.68) can be expressed in the
unied, compact form
¸R =
1
2®
Ã
¡¯ ¡
p
D
e
p
Dt
2 ¡ Ce¡
p
Dt
2
e
p
Dt
2 + Ce
¡pDt
2
!
(3.76)
for both conformal and nonconformal phase. In the last expression
p
D ´p
D + i² = i
p¡D for D < 0, and the complex constant C determines the
initial condition for ¸R. Using Eq. (3.76) we compute the curvature e· and
the related radius R of the complex RG trajectories, which are given by
e· = 1
R
=
j¸0R1¸00R2 ¡ ¸0R2¸00R1j
[¸02R1 + ¸
02
R2]
3=2
: (3.77)
Here the primes denote the rst and second derivative with respect to t.
We observe that the curvature does not depend on the RG time t in both
the conformal and nonconformal phase. For D > 0 the trajectories form
arcs of circles of radius R = j C
2®ImC j
p
D (see Figure 3.6), while for D < 0
the trajectories constitute closed circles of radius R = j C
®(1¡jCj2) j
p¡D (see
Figure 3.5).
3.5 Complex RG ows on the Riemann sphere
As has already been noted in Section 3.3, the generalized RG ow of the com-
plex coupling ¸ = ¸1+ i¸2 can be most conveniently studied on the Riemann
sphere. The Riemann sphere is a unit sphere S2 in three dimensional real
space R3, which intersects the complex plane C = C [ f1g at the equator.
The map ¾: S2 ! C onto the complex plane (¸1; ¸2) is given by the stereo-
graphic projection (see Figure 3.10) and reads in the Cartesian coordinates
(x; y; z) 2 S2
¸1 =
x
1¡ z ; ¸2 =
y
1¡ z if (x; y; z) 6= (0; 0; 1)
(¸1; ¸2) =1 if (x; y; z) = (0; 0; 1): (3.78)
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Figure 3.10: RG ows on the complex plane and the corresponding map onto
the Riemann sphere in the nonconformal phase. The pink dots represent the
two complex xed points. The solid lines with arrows, pointing towards the
UV, correspond to dierent RG trajectories. Additionally, the black straight
solid line from the north pole illustrates the stereographic projection of the
Riemann sphere S2 onto the complex plane C.
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Figure 3.11: RG ows on the complex plane and the corresponding map
onto the Riemann sphere in the conformal phase. The pink dots represent
the two real xed points. The solid lines with arrows, pointing towards the
UV, correspond to dierent RG trajectories.
The inverse map is given by
x =
2¸1
¸21 + ¸
2
2 + 1
; y =
2¸2
¸21 + ¸
2
2 + 1
; z =
¸21 + ¸
2
2 ¡ 1
¸21 + ¸
2
2 + 1
; ¸ 6=1
x = 0; y = 0; z = 1; ¸ =1:(3.79)
The analytical solution of the complex ow equations (3.30) was obtained
in Section 3.4. We substitute these solutions into Eq. (3.79) and obtain
the analytical solution on the Riemann sphere, which we plot for both the
nonconformal (D < 0) and the conformal (D > 0) phases in Figures 3.10,
and 3.11.
3.6 Summary
In this Chapter we investigated the nonrelativistic, quantum-mechanical prob-
lem with an inverse square potential using functional renormalization. The
potential is classically scale-invariant. Additionally, it is singular at the origin
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and the model must be augmented by a contact term, which is necessary for
renormalization. We demonstrated that the RG ow of the contact coupling
¸ either approaches a real xed point (conformal phase) in the IR and UV or
undergoes a scale anomaly which manifests itself in an innite, unbounded
limit cycle (nonconformal case). The overall behavior is determined by the
sign of the discriminant D of the quadratic ¯-function of the contact cou-
pling, and depends on the strength of the long-range inverse square potential
and spatial dimension. Remarkably, in the nonconformal phase (D < 0) the
¯-function possesses a pair of complex conjugate xed points. This observa-
tion led us naturally to the extension of the RG analysis to complex values of
the coupling ¸! ¸1+ i¸2. The RG evolution was computed numerically and
the phase portraits of the ows were obtained. Additionally, we provided a
geometric description of the complex ows on the Riemann sphere. We ob-
served that in the nonconformal phase the real part ¸1 and the imaginary
part ¸2 develop a nite (bounded) limit cycle in the complex plane. This
suggests that the complex extension can be utilized as an ecient numerical
tool for investigation of various problems with innite (unbounded) limit cy-
cles, as for example, in few-body physics of cold atoms near unitarity. One
should simply add a small imaginary part ¸2 to the real part ¸1 and follow
the extended RG evolution. This procedure regulates the periodic singular-
ities during the RG ow making the numerical treatment feasible. From a
physical point of view, the introduction of the complex coupling constant ap-
pears quite natural since it arises from an inelastic channel in the two-body
scattering. The bosonization procedure allowed us to view the problem from
a dierent perspective. More importantly, it enabled us to nd an analytical
solution of the extended set of nonlinear ow equations.
Quite surprisingly, a similar RG behavior as in our case of an inverse
square potential appears also in the context of chiral dynamics in QCD with
a large number of avors [59, 60]. Here, gluon exchange between the quarks
induces quark self-interactions. The ow equations governing the RG evolu-
tion of these self-interactions exhibit the same behavior as shown in Figure
3.2. Depending on the value of the gauge coupling ® the ow equations
possess either two xed points (® < ®cr) and the system is in the chiral sym-
metric phase, or as ® increases above this critical value ®cr one ends up in
the chiral symmetry broken phase. The analog to the conformal symmetry
breaking in dependence on the value of · in our simple case of an inverse
square potential appears to be quite remarkable.
Finally, we comment on a possible connection between our work and
the recent studies of nonFermi liquids using the AdS/CFT correspondence
[61, 62, 63]. The authors of [62, 63] studied the relativistic many-body physics
of fermions at vanishing temperature in d spacetime dimensions by mapping
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onto a classical gravity problem with an extremal charged black hole in anti-
de Sitter spacetime (AdSd+1). In this description the low-energy scaling
behavior around the Fermi surface is related to the near-horizon geometry,
which turns out to be AdS2 £ Rd¡1. Notably, the isometry group of the
AdS2 part is SO(2; 1), which is exactly the symmetry group of the quantum
mechanics of the inverse square potential in the conformal phase [44]. This
suggests that the emergent IR CFT, dened in [63], might be conformal
quantum mechanics with the inverse square potential. Another evidence
in this direction is given by the observation that the low-energy behavior
of the real and imaginary parts of the retarded Green functions, computed
numerically in [62, 63], agrees remarkably well with the RG ows of the real
and imaginary part of the contact coupling in conformal and nonconformal
phases (see Figures 3.5, 3.6). This suggests that the complex extension and
its analytical solution, described in this Chapter, might be useful for a better
understanding of nonFermi liquids from the AdS/CFT correspondence.
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Chapter 4
Universal Three-body Problem:
Emov Eect
The physics of ultracold atoms is a broad area of research which develops
rapidly both experimentally and theoretically (for recent reviews see [64, 65]).
To a large extend this is due to the excellent tunability and control of the
studied systems. In particular the interaction strength of atoms near a Fesh-
bach resonance can be changed in broad ranges by tuning the magnetic eld,
which makes these systems an ideal playground for testing the predictions of
theoretical models at strong coupling. Both, few-body and many-body quan-
tum, and thermodynamic eects have been extensively studied with ultracold
gases.
This made it possible, that, about forty years after the seminal prediction
[3] of Vitaly Emov of the existence of universal three-body bound states
in systems with large two-body interactions, rst evidence in favor of the
presence of these states had been found in the remarkable experiment by
Kraemer et al. in 2006 [4]. The ndings of Kraemer et al. stimulated
extensive activity in the eld of three-body physics, both experimentally
[66, 89, 90, 67, 68, 69] and theoretically; for recent reviews on also the latter
see [1, 100] and references therein. As a result, the Emov eect in three-
body systems is a well-understood phenomenon today.
Near a broad Feshbach resonance the atom-atom s-wave scattering length
a is large in comparison to the eective range re® of the microscopic inter-
action. The low-energy vacuum physics (for vanishing temperature and den-
sity) becomes universal: some physical observables become insensitive to the
detailed form of the microscopic interaction and depend only on the scatter-
ing length a [1]. For example, for a > 0 the theory admits a stable shallow
diatom (dimer). For this atom-atom bound state the universal binding en-
ergy is determined simply by dimensional analysis. In the unitarity limit all
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energy scales drop out of the problem and the theory is scale invariant in
the two-body sector. As we mentined in the previous Chapter, the Emov
three-body problem can be mapped onto the quantum-mechanical problem
with an inverse square potential.1 Thus, at unitarity the energy spectrum
forms a geometric series which is a signature of the limit cycle behavior of
the renormalization group ow. Even in the case of a scale symmetry in
the two-body sector, the running of the renormalized three-body couplings
indicates a violation of the dilatation symmetry and is associated with a
quantum anomaly [44].
The low-energy few-body scattering of atoms has been investigated using
various computational nonperturbative techniques ranging from eective eld
theory [70, 71, 72, 73] to quantum mechanics [3, 74]. The perturbative ²
expansion around critical d = 4 and d = 2 dimensions has also been applied
to this problem [75, 76]. A eld theoretical functional renormalization group
approach has been used to investigate the two-body and three-body sectors
of two-component fermions recently [77, 78]. As a convenient truncation
in vacuum, the authors used a vertex expansion and reproduced the well-
known Skorniakov and Ter-Martirosian integral equation [79]. In this way,
the universal ratio of the atom-diatom to the atom-atom scattering length
aAD
aaa
¼ 1:2 was computed.
In this Chapter we consider the two- and three-body physics of nonrela-
tivistic atoms near a Feshbach resonance which may be described by a simple
two-channel model of particles with short-range interactions. We study three
dierent systems: bosons with a U(1) symmetry (System I), fermions with
a U(1) £ SU(2) symmetry (System II) and fermions with a U(1) £ SU(3)
symmetry (System III). Both, Systems I and II have been well-studied dur-
ing the last decade. The model of SU(3) fermions might be of relevance
for three-component mixtures of 6Li atoms near the broad Feshbach reso-
nances. Many-body properties of this model have been studied, for example,
in [80, 82, 81, 83, 84]. Recently, the three-component fermion system has
been studied with functional renormalization group methods using an ap-
proximation including a trion eld [85] (for more details see [86, 87]).
In the present Chapter we summarize our studies, which are based on
the vertex expansion, that complement and extend the results of [85]. In
Section 4.1 we introduce the three models we are going to discuss. In Section
4.2 we investigate the eective action in the vacuum state, i.e. for vanishing
temperature T = 0 and density n = 0. The following Section 4.3 is devoted
to the exact solution of the two-body sector for positive scattering lengths
a > 0 (diatom phase). In Section 4.4 we turn to the analysis of the three-
1For recent pedagogical exposition see [7].
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body sector and derive the RG ow equation for the atom-diatom vertex at
unitarity. This RG equation is solved analytically employing a simple point-
like approximation in Section 4.5. In Sections 4.6 and 4.7 we reproduce the
Skorniakov and Ter-Martirosian integral equation and present a numerical
solution of the three-body RG ow equation. We summarize our ndings
concerning the Emov eect in Section 4.8.
4.1 Vertex expansion and denition of the mod-
els
As has already been mentioned in the previous Section, we perform a sys-
tematic vertex expansion of ¡k taking the full momentum dependence of the
relevant vertex in the three-body sector into account. The vertex expansion
is an expansion in powers of elds; hence schematically
¡k =
1X
n=2
¡k(n) = ¡k(2) + ¡k(3) + ¡k(4) + :::; (4.1)
where the index in brackets denotes the number of elds n in the monomial
term ¡k(n). In the last equation ¡k(0) and ¡k(1) are missing because the
nonrelativistic vacuum (Fock) energy is zero and the term linear in elds is
absent due to symmetry. It is important to stress that, even if absent in the
microscopic action S = ¡k=¤, the vertices ¡k(n) are generated and become
in general nonlocal in position space during the RG ow. Due to transla-
tion invariance of few-body problems that we consider here, it is convenient
to Fourier transform to momentum space, where the monomials ¡k(n) are
functions of n¡ 1 kinematically independent momenta and energies. At the
infrared scale (k = 0) this kinematic dependence of ¡k directly translates
into energy and momentum dependence of scattering and binding properties
of the system.
In this Chapter we describe nonrelativistic physics of atoms interacting
via a Feshbach resonance, which can be described by a simple two-channel
model.2 In particular, we consider and compare three dierent systems:
² System I: Single bosonic eld near a Feshbach resonance
2In fact, near a broad Feshbach resonance a more simple one-channel model with the
four-atom interaction term ¸Ã(Ã¤Ã)2 can be used. Nevertheless, it is very convenient to
introduce the diatom eld ' » ÃÃ by means of the Hubbard-Stratonovich transformation
and arrive in this way to the two-channel model.
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Our truncation of the scale-dependent owing action, written in the
Fourier space, is
¡k(2) =
Z
Q
Ã¤(Q)(i!~q + ~q2 ¡ ¹Ã)Ã(Q) +
Z
Q
'¤(Q)P'(Q)'(Q);
¡k(3) =
h
2
Z
Q1;Q2;Q3
h
'¤(Q1)Ã(Q2)Ã(Q3) + '(Q1)Ã¤(Q2)Ã¤(Q3)
i
;
¡k(4) = ¡
Z
Q1;:::Q4
¸3(Q1; Q2; Q3)'(Q1)Ã(Q2)'
¤(Q3)Ã¤(Q4); (4.2)
where Q = (!; ~q) and
R
Q
=
R1
¡1
d!
2¼
R1
¡1
d3~q
(2¼)3
. Here the energy and mo-
mentum conservation restrictions are implicitly assumed.3 The eld Ã
represents an elementary complex bosonic atom, while '(Q) is a com-
plex bosonic composite diatom (dimer) which mediates the Feshbach
interaction. At the initial UV scale we take ¸3 = 0. The action for '
becomes Gaussian, and one may integrate out ' using its eld equation
' » ÃÃ. As will be demonstrated in Section 4.3, the Yukawa coupling
h is simply related to the width of the Feshbach resonance. For k ! 0
the coupling ¸3(Q1; Q2; Q3) becomes the 1PI vertex which can be con-
nected to the atom-diatom scattering amplitude. The system has an
obvious U(1) symmetry which reects the conserved number of atoms.4
² System II: Fermionic doublet near a Feshbach resonance
¡k(2) =
2X
i=1
Z
Q
Ã¤i (Q)(i!~q + ~q
2 ¡ ¹Ã)Ãi(Q) +
Z
Q
'¤(Q)P'(Q)'(Q);
¡k(3) = ¡h
Z
Q1;Q2;Q3
h
'¤(Q1)Ã1(Q2)Ã2(Q3)¡ '(Q1)Ã¤1(Q2)Ã¤2(Q3)
i
;
¡k(4) =
Z
Q1;:::Q4
¸3(Q1; Q2; Q3)
2X
i=1
'(Q1)Ãi(Q2)'
¤(Q3)Ã¤i (Q4): (4.3)
3We adopt this shortcut notation in the rest of the Chapter.
4In general, the U(1) symmetry can be spontaneously broken due to many-body eects
and our truncation (4.2) would be insucient. In this thesis, however, we are interested
only in the few-body physics (for more details see Section 4.2) and the symmetry-preserving
truncation is sucient. Similar remark applies to the Systems II and III.
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Here, the two species of elementary fermionic atoms Ã1; Ã2 are described
by Grassmann-valued elds, and ' is a composite bosonic diatom. At
the UV scale one has ' » Ã1Ã2. This fermionic system has an SU(2)£
U(1) internal symmetry with (Ã1; Ã2) transforming as a doublet and '
as a singlet of the SU(2) avor subgroup. Two-species fermion systems
near Feshbach resonances were realized experimentally with 6Li and
40Ka atoms [88].
² System III: Fermionic triplet near a Feshbach resonance
¡k(2) =
Z
Q
3X
i=1
Ã¤i (Q)(i!~q + ~q
2 ¡ ¹Ã)Ãi(Q) +
Z
Q
3X
i=1
'¤i (Q)P'(Q)'i(Q);
¡k(3) =
h
2
Z
Q1;Q2;Q3
3X
i;j;k=1
²ijk
h
'¤i (Q1)Ãj(Q2)Ãk(Q3)¡ 'i(Q1)Ã¤j (Q2)Ã¤k(Q3)
i
;
¡k(4) =
Z
Q1;:::Q4
h
¸3a(Q1; Q2; Q3)
3X
i=1
'i(Q1)Ãi(Q2)
3X
j=1
'¤j(Q3)Ã
¤
j (Q4) +
+ ¸3b(Q1; Q2; Q3)
3X
i=1
Ãi(Q2)Ã
¤
i (Q4)
3X
j=1
'j(Q1)'
¤
j(Q3)
i
: (4.4)
The three species of the elementary Grassmann-valued fermion eld
can be assembled into a vector Ã = (Ã1; Ã2; Ã3). Similarly the three
composite Feshbach bosonic diatoms form the vector ' = ('1; '2; '3) »
(Ã2Ã3; Ã3Ã1; Ã1Ã2). The action has an SU(3) £ U(1) symmetry with
Ã transforming as 3, and ' as ¹3 for the SU(3) avor subgroup. Two
dierent couplings ¸3a and ¸3b are allowed by the SU(3) symmetry.
This model might be of relevance for three-component mixtures of 6Li
atoms. There are three distinct broad Feshbach resonances for three
scattering channels near B ¼ 800G for 6Li atoms. As a rst approxi-
mation we assume that the resonances for all channels are degenerate,
which leads to the SU(3) avor symmetry and to the model (4.4). A
stable three-component mixture of 6Li atoms has been recently created
[89, 90]. The theoretical investigation of the 3-body losses in [89, 90]
has been recently published [91, 92, 93].
To unify our language for the dierent models considered in this Chapter,
we refer to the elementary particles Ã as atoms (and denote corresponding
quantities with the subscript Ã), while the composite ' is called diatom
or dimer. All considered systems have Galilean spacetime symmetry, which
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consequences we discuss in Appendix B. Our units are ~ = kB = 1. Moreover
we choose the energy units such that 2MÃ = 1, where MÃ is the mass of the
atom.
Finally let us stress that ¡(2) and ¡(3) do not have the most general
form allowed by symmetries. The most general form of the vertex expan-
sion includes an arbitrary inverse atom propagator PÃ(Q) and a momentum-
dependent Yukawa coupling h(Q1; Q2; Q3). However, due to special proper-
ties of the vacuum state (see Section 4.2), PÃ(Q) and h(Q1; Q2; Q3) are not
renormalized and keep their microscopic values PÃ(Q) = (i!~q + ~q2¡¹Ã) and
h(Q1; Q2; Q3) = h during the RG ow. At this point it is also important to
note that our vertex expansion is complete to the third order in the elds.
At fourth order in the elds there are only two more vertices, which are
compatible with the internal symmetries of the considered models5
¡(4)Ã =
1
2
R
Q1;:::Q4
¸Ã(Q1; Q2; Q3)Ã
y(Q1)Ã(Q2)Ãy(Q3)Ã(Q4);
¡(4)' =
1
2
R
Q1;:::Q4
¸'(Q1; Q2; Q3)'
y(Q1)'(Q2)'y(Q3)'(Q4): (4.5)
In the two-channel model considered in this work, we choose the initial UV
value of the vertex ¸Ã to be zero, ¸Ã = 0. This means that the interaction
between the atoms are described at the microscopic level solely by the ex-
change of diatom states. With ¸Ã = 0 at the UV scale this coupling is not
regenerated by the ow in vacuum. The one-loop diagrams contributing to
the ow have inner lines pointing in the same direction with respect to the
loop momentum and therefore vanish in vacuum (see discussion in Section
4.2). The 1PI vertex ¸' belongs to the four-body sector and it decouples from
the ow equations of the two and three-body sectors due to the vacuum hi-
erarchy (for more details see Section 4.2). Thus our truncations (4.2,4.3,4.4)
are sucient to obtain the exact vacuum physics of the three-body sector.
4.2 Vacuum limit
Usually, in quantum eld theory studies of nonrelativistic few-body physics
the real-time formalism6 is employed. The advantage of eld-theoretical set-
ting, however, is that it allows to treat on the same footing a more com-
plicated case of systems in equilibrium at nonzero temperature (T 6= 0)
5For simplicity we explicitly write the remaining vertices for System I only. The vertices
for the more complicated Systems II and III can be written straightforwardly and general
arguments we present here remain valid for both System II and III.
6Here we use a standard notation and denote real (imaginary) time by t (¿) which are
related by t = ¡i¿ .
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and density (n 6= 0). For this reason, although in this Chapter we are in-
terested solely in the scattering and bound states of few particles excited
above the nonrelativistic (Fock) vacuum, we employ here the imaginary time
formalism. This allows us to perform direct comparison with FRG stud-
ies of many-body problems. On the other hand, for direct comparison of
energy-dependent observables obtained by other methods, our results must
by analytically continued to real (kinetic) energies.
The projection of the many-body eective action ¡k=0 onto the vacuum
state was developed in [95, 77] and must be performed with care. Here we
shortly summarize the procedure: The vacuum projection of ¡k=0 is formally
performed as follows
¡vac = lim
kF!0;T!0
¡k=0
¯¯¯
T>Tc(kF )
; (4.6)
where kF = (3¼2n)1=3 is a Fermi wave vector (dened for both bosons
and fermions) and n is the atom density of the system. Thus we start with
the eective action at nite density and temperature. The system is then
made dilute by taking the limit kF ! 0. It is crucial, however, to keep the
temperature T above its critical value in order to avoid many-body eects
(e.g. Bose-Einstein condensation). One may perform the vacuum limit for
a xed dimensionless T
Tc
such that the temperature goes to zero because Tc
scales » k2F .
Let us now examine the momentum-independent part of the atom in-
verse propagator PÃ;k=0(Q = 0) = ¡¹Ã, as well as its diatom counterpart
m2' ´ P';k=0(Q = 0), in some detail.7 There is no Fermi surface in vacuum,
hence ¹Ã · 0. The system is above criticality in the vacuum limit, i.e. it
is in the symmetric phase; hence m2' ¸ 0. These two conditions dene a
quadrant in the m2' ¡ ¹Ã plane. In this region PÃ(Q = 0) = ¡¹Ã > 0 and
P'(Q = 0) = m
2
' > 0 and they act as positive gaps for atoms and diatoms
respectively. Moreover, due to the nonrelativistic nature of the problem, the
zero energy level can be shifted by an arbitrary constant. This is a result of
the symmetries of our models. The real-time (t = ¡i¿) version of the micro-
scopic action S = ¡¤ in coordinate space (t; ~x) is symmetric with respect to
the energy shift symmetry [97]
Ã ! eiEtÃ '! e2iEt' ¹! ¹+ E: (4.7)
Since no anomaly of this symmetry is expected and our cuto respects this
symmetry (see below), this is a symmetry of the ow equations and the
7Flavor indices applicable for Systems II and III are suppressed in this Section.
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eective action ¡k=0. Hence, by the appropriate energy shift, we can make
one energy state gapless, i.e. put it on the boundary of the quadrant in
m2' ¡ ¹Ã plane. We end up with three distinct branches [95]
m2' > 0; ¹Ã = 0 atom phase (a¡1 < 0);
m2' = 0; ¹Ã < 0 diatom phase (a¡1 > 0);
m2' = 0; ¹Ã = 0 resonance (a¡1 = 0):
(4.8)
For all Systems the gapless state is the lowest energy state in every n-body
sector. In the atom phase (a¡1 < 0) diatoms ' are gaped and the scattering
threshold is determined by the lowest energy of a two-atom state ÃÃ. In the
diatom phase (a¡1 > 0) the situation is reversed: diatoms ' determine the
scattering threshold and Ã has a gap ¡¹Ã, which can be interpreted as a half
of the binding energy of ', ² = 2¹Ã. At resonance (a¡1 = 0) both, ' and
Ã, are gapless. In the three-body problem, for Systems I and III, and for
small values of jaj¡1, one nds a whole spectrum of trions, bound states of
three atoms, which have lower energy then ÃÃÃ and 'Ã states. This eect
has been rst predicted and calculated by Emov in a quantum mechanical
computation [3]. In the trion phase both atoms and diatoms show a gap, i.e.
the ground state has ¹Ã < 0, m2' > 0. However, for an investigation of the
excited Emov states we may as well use the vacuum xing condition (4.8).
At resonance this corresponds to degenerate energy levels of the Emov states
and the atoms/diatoms, which becomes a good approximation for the high
Emov states which are close to the atom/diatom threshold [85].
The vacuum limit, which we described above, leads to numerous mathe-
matical simplications. For example, all diagrams with loop lines pointing in
the same direction vanish in the vacuum limit. Two simple examples of this
type of diagrams are depicted in Figure 4.1. Physically, this simplication
originates from a simple observation that there are only particles, but no
holes as excitations of the nonrelativistic vacuum. Mathematically, this can
be demonstrated by employing the residue theorem for the frequency loop
integration. Indeed, the inverse propagators have non-negative gaps and all
considered diagrams have poles in the upper half plane of the complex loop
frequency. Thus we can close the contour such that it does not enclose any
poles and the frequency integral vanishes. The argument works also for the
1PI vertices provided they have poles in the same half-plane as the propa-
gators. This nding simplies the RG analysis in vacuum considerably. For
example, one can show that in vacuum the atom inverse propagator PÃ(Q)
is not renormalized [96]. The only one-loop diagram, which renormalizes PÃ,
has inner lines pointing in the same direction, and therefore vanishes. We
remind that it is sucient to analyze only one-loop diagrams because the
RG ow equation (2.1) has a general one-loop form [9].
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Figure 4.1: Two examples of the Feynman diagrams which vanish in the
nonrelativistic vacuum. Solid lines represent atoms Ã, while dashed lines
denote diatoms ' » ÃÃ.
Another very important simplication in vacuum comes from a special
hierarchy, which is respected by the ow equations. We dene the n-body
sector as a set of 2n-point 1PI vertices written in terms of elementary atoms.8
The vacuum hierarchy consists in the fact that the ow of the n-body sector is
not inuenced by any higher-body sectors. The ow equations for the n-body
sector simply decouple from the ow of the (n+1)-body sector (and higher).
The observed hierarchy is a consequence of the diagrammatic simplication
described above (see also [87] for a mathematical proof of the hierarchy).
At nonzero density (n 6= 0) or temperature (T 6= 0) the decoupling of the
low-sector vertices from the high-sector vertices is not valid anymore.
4.3 Two-body sector: exact solution
The two-body sector truncation is dened by
¡k = ¡k(2) + ¡k(3) (4.9)
in all three models (4:2),(4:3) and (4:4). As discussed in Section 4.2, the RG
ows belonging to the two-body sector decouple from higher-body sectors
in vacuum. Due to the nonrenormalization of the atom propagator, it is
sucient to solve the ow equations only for the Yukawa coupling h and the
diatom inverse propagator P'.
It turns out that the Yukawa coupling is not renormalized in vacuum for
all three models
@th = 0: (4.10)
8in this sense P'(Q) belongs to the two-body sector because ' » ÃÃ is composed of
two atoms
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Figure 4.2: Schematic graphical representation of the ow for the inverse diatom
propagator P'. Diatoms are denoted by dashed lines, atoms by solid lines.
There is no one-loop Feynman diagram in our truncations (4.2,4.3,4.4), which
renormalizes the Yukawa coupling h. The only one-loop diagram, which could
contribute to the ow of h, contains the four-atom vertex ¸Ã(Q1; Q2; Q3). The
vertex ¸Ã(Q1; Q2; Q3) is not renormalized in vacuum (see our discussion in
Section 4.1) and vanishes on all scales, provided its microscopic value is zero.
The argument can be extended to a momentum-dependent Yukawa coupling
h(Q1; Q2; Q3).
In order to solve the two-body sector, it remains to calculate the ow of
the diatom inverse propagator P'(Q), which is schematically shown in Figure
(4.2) and can be written as follows
@tP'(Q) = ¡ 2
3 + p
Z
L
~@t
h2
(PÃ(L) +RÃ(L))(PÃ(Q¡ L) +RÃ(Q¡ L)) ;
(4.11)
where p = +1 for bosons and p = ¡1 for fermions. It turns out that the ow
of the inverse diatom propagator in System III is exactly the same as in the
System II. In the last formula one has
PÃ(Q) = (i!~q + ~q
2 ¡ ¹Ã) (4.12)
and RÃ(Q) stands for the atom regulator.
It is remarkable that using a special choice of the regulator, we can
integrate the ow (4.11) exactly. We follow [77, 94] by choosing a reg-
ulator, which is frequency and momentum independent and has the form
RÃ = k
2 = ¤2 exp 2t. This regulator has the advantage that it is Galilean
invariant and hence the Galilean symmetry of the microscopic action is pre-
served during the RG evolution. First, we perform the frequency loop inte-
gration in Eq. (4.11) with help of the residue theorem
@tP'(Q) = ¡ 2
3 + p
Z
d3l
(2¼)3
~@t
h2
i!~q +~l2 + (~l ¡ ~q)2 ¡ 2¹Ã + 2RÃ
= ¡ 2h
2
3 + p
@t
Z
d3l
(2¼)3
1
i!~q +~l2 + (~l ¡ ~q)2 ¡ 2¹Ã + 2RÃ
;(4.13)
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where in the second equality we substituted ~@t ! @t due to the nonrenormal-
ization of the Yukawa coupling h and atom inverse propagator PÃ. Using the
specic values of the regulator RÃ(tIR) = 0 and RÃ(t = 0) = ¤2 we integrate
out the ow equation from the UV scale t = 0 to the IR scale tIR = ¡1 and
obtain
P IR' (Q)¡ PUV' (Q) =
= ¡ h
2
3 + p
Z
dl
2¼2
Ã
l2
l2 +
¡ i!~q
2
+ ~q
2
4
¡ ¹Ã
¢ ¡ l2
l2 +
¡ i!~q
2
+ ~q
2
4
¡ ¹Ã + ¤2
¢!
= ¡ h
2
4¼(3 + p)
¡
¤¡
r
i!~q
2
+
~q2
4
¡ ¹Ã
¢
: (4.14)
In the last identity we assumed ¤ >> j¹Ãj; j~qj; j!~qj.
At this point we must x the initial condition PUV' (Q) at k = ¤ in order
to obtain the physical inverse propagator P IR' (Q) at k = 0. This is done in
[95, 96, 77] and we follow the same steps here. For broad resonances with
h2 ! 1 the inverse diatom propagator at the microscopic scale ¤ is given
by
PUV' = º(B) + ±º; º(B) = ¹B(B ¡B0): (4.15)
Here º(B) is the detuning of the magnetic eld B which measures the dis-
tance to the Feshbach resonance located at B0. The magnetic moment of
the diatom is denoted by ¹B. The counter term ±º depends on the ultra-
violet cuto ¤. Neglecting a possible background scattering length abg, the
scattering length a and the detuning º(B) are related by [95]
a = ¡ h
2
4¼(3 + p)º(B)
: (4.16)
Thus the Yukawa coupling is proportional to the square root of the width of
the Feshbach resonance. For narrow Feshbach resonances (h ! 0) pertur-
bation theory is applicable, while for broad Feshbach resonances (h ! 1),
which are of main interest here work, the problem becomes strongly coupled.
Using Eq. (4.15) and (4.16), we rewrite Eq. (4.14) as
P IR' (Q)¡ ±º +
h2
4¼(3 + p)a
= ¡ h
2
4¼(3 + p)
¡
¤¡
r
i!~q
2
+
~q2
4
¡ ¹Ã
¢
: (4.17)
At this point the momentum independent counter term ±º can be identied
±º =
h2
4¼(3 + p)
¤ (4.18)
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and we obtain our nal result for the k-dependent inverse diatom propagator
P';k(Q)
P';k(Q) =
h2
4¼(3 + p)
³
¡ a¡1 +
r
i!~q
2
+
~q2
4
¡ ¹Ã + k2
´
: (4.19)
The wave-function renormalization Z';k can now be dened
Z';k ´ @P';k(Q)
@(i!~q)
¯¯¯¯
!~q=0
=
h2
4¼(3 + p)| {z }
~Z
1
4
p
k2 ¡ ¹Ã
; (4.20)
and the IR inverse diatom propagator P'(Q) reads
P'(Q) ´ P';k=0(Q) = h
2
4¼(3 + p)
³
¡ a¡1 +
r
i!~q
2
+
~q2
4
¡ ¹Ã
´
: (4.21)
In vacuum and for positive scattering length (a > 0) the vacuum condi-
tion, (4.8), P'(Q = 0) = m2' = 0, must be fullled. This leads to
a =
1p¡¹Ã : (4.22)
For positive scattering lengths in vacuum PÃ(Q = 0) = ¡¹Ã is positive and
is interpreted as half of the binding energy of the diatom ²'. Hence, the
binding energy can be expressed as
²' = 2¹Ã = ¡ 2
a2
; ²' = ¡ ~
Ma2
: (4.23)
The second equation is expressed in conventional units and is the well-known
universal relation for the binding energy of the shallow diatom [1]. It should
be mentioned here that the two-body sector can also be solved exactly using
a nonrelativistic version of the Litim cuto [78], which is optimized in the
sense of [19, 20, 18]. The drawback of this cuto is that it breaks Galilean
symmetry and one has to put some Galilean noninvariant counter terms into
PUV' (Q) to restore Galilean symmetry in the IR.
It is important to stress the appearance of universality in the broad reso-
nance limit (h2 !1) [95]: The IR physics becomes insensitive to the initial
conditions in the UV. For example, one may consider possible momentum-
dependent modications of the microscopic inverse propagator P';k=¤, which
result in deviations from an exactly pointlike form. Their eect on P';k=0
is suppressed by h¡2 with respect to the quantum loop contribution and it
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therefore becomes irrelevant in the broad resonance limit. In vacuum, and
for h!1, the only physically relevant scale is given by the scattering length
a.
Physics becomes completely universal if we perform the unitarity limit,
h2 ! 1 (broad resonance limit) and a¡1 ! 0 (resonance limit) [36]. In
vacuum, all scales drop out in this limit. The atom and diatom inverse
propagators take the following form
PÃ(Q) = i!~q + ~q
2; P'(Q) = ~Z
r
i!~q
2
+
~q2
4
: (4.24)
An alternative quantum-mechanical derivation of Eq. (4.24) can be found in
Appendix C.
Let us perform a scaling dimension counting in the unitary limit.9 We
start with the fact that [¡] = 0. In nonrelativistic physics, energy scales as
two powers of momentum10 and the free eld scaling reads
[q] = 1; [!] = 2; [Ã] = 3=2; ['] = 3=2; [h] = 1=2: (4.25)
For the universal interacting theory the scaling of ' is modied according to
Eq. (4.24). The scaling dimension of the diatom eld ' and Yukawa coupling
h can be computed from the Yukawa term and the kinetic term of '
[h] + ['] + 2[Ã] = 5 Yukawa; 2[h] + 2['] + 1 = 5 Kinetic: (4.26)
This system is degenerate and we get a solution [h] = ® and ['] = 2¡®, where
® is some real number. The absence of a scaling of h in Eq. (4.10), however,
xes [h] = 0 and ['] = 2. Note that the scaling of the diatom eld at unitarity
is dierent to the scaling of the atom eld Ã. This is a manifestation of the
fact that the scaling in the two-body sector is governed by a xed point,11
which is dierent from the Gaussian xed point [98, 99, 94]. Exactly at
unitarity no obvious scales are left in the problem and the theory seems to be
scale invariant. Even more, at the level of two-body sector the theory seems
to be an example of a nonrelativistic conformal eld theory (NRCFT).12
This type of theories are symmetric with respect to the Schrödinger group,
which is an extension of the Galilean symmetry group (for more details see
Appendix B). It is known, however, that the Schrödinger symmetry can be
9We denote a scaling dimension of some quantity X by [X].
10This is known as the dynamical exponent z = 2.
11called a unitarity xed point
12Another example of NRCFT in two spatial dimensions is a theory of anyons [43].
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broken by a quantum anomaly in higher-body sectors [44]. The fate of the
Schrödinger symmetry is dierent for the dierent systems considered. For
the resonantly interacting particles (Systems I and III) it was demonstrated
by Emov [3] a long time ago that in the three-body sector the continuous
scaling symmetry, which is a part of the Schrödinger symmetry, is broken to
the discrete scaling subgroup Z [1]. This manifests itself in the appearance
of a geometric spectrum of bound states in the three body sector. For the
System II of SU(2) symmetric fermions it is believed that the Schrödinger
symmetry is not broken in the higher sectors of the theory and that this is a
real example of an NRCFT [43].
To summarize, in this section we have solved exactly the two-body sector
in vacuum. The solution (4.21) was obtained for the specic initial conditions
hk=¤(Q1; Q2) = h, ¸Ã;k=¤ = 0 and P';k=¤(Q) given by Eq. (4.15). This
choice corresponds to a pointlike microscopic atom interaction. However,
the presented calculations can be generalized to an arbitrary boson mediated
atom interaction with ¸Ã;k=¤ = 0 while hk=¤(Q1; Q2) and P';k=¤(Q) can be
chosen freely.
4.4 Three-body Sector: ow equations
The main emphasis of this Chapter is devoted to the analysis of the three-
body sector of the three models (4.2), (4.3) and (4.4) in the unitarity limit.
We demonstrate the appearance of the Emov eect in Systems I and III and
its absence in System II from the eld theoretical RG perspective. In the
present Section we formulate a ow equation for the coupling ¸3(Q1; Q2; Q3)
and make some general simplications. In the next Section we use the point-
like approximation for ¸3(Q1; Q2; Q3) to solve the problem. The last two
Sections are devoted to the solution of the general momentum-dependent
form of the ow equation.
The closed, exact solution for the two-body sector provides a simple strat-
egy for a computation of the coupling ¸3 in the three-body sector. In general,
one may introduce separate cutos RÃ and R' for the atoms Ã and diatoms
'. The presence of the cuto R' does not aect our computation in the
two-body sector. We may therefore rst lower the cuto RÃ from ¤2 to zero,
while keeping R' xed, and subsequently lower R' to zero in a second step
[9]. As the result of the rst step the diatom inverse propagator P' is mod-
ied according to Eq. (4.21). This step also induces diatom interactions,
as for example a term » ('¤')2. However, these interactions belong to the
four-body and higher sectors. By virtue of the vacuum hierarchy, they do
not inuence the ow of ¸3. For the second step of our computation we can
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therefore use a version of the ow equation where only the diatom cuto R'
is present. In this ow equation P' and PÃ are xed according to Eqs. (4.21)
and (4.12).
Similar to our studies of the inverse square potential in Chapter 3, for the
diatoms we use a sharp cuto
R'(Q; k) = P'(Q)
µ
1
µ(jqj ¡ k) ¡ 1
¶
: (4.27)
The special feature of this cuto is that the regularized diatom propagator
takes a simple form
1
P'(Q) +R'(Q; k)
= µ(jqj ¡ k) 1
P'(Q)
: (4.28)
Thus the propagator is cut o sharply at the sliding scale k. Our choice of
the cuto is motivated by technical simplicity as well as eective theory [1]
and quantum mechanical [3] approaches to this problem. The advantage of
this cuto is the property of locality in the momentum space, which means
that it chops o momentum shells locally.
Let us now calculate the ow equation of the 1PI atom-diatom vertex ¸3.
For SU(3) fermions there are two atom-diatom vertices, ¸3a and ¸3b, and we
postpone the analysis of this model to the end of the Section. In Minkowski
space (the real time version of our theory) the atom-diatom scattering am-
plitude is given by the amputated connected part of the Green function
h0j'Ã'yÃyj0i, and thus it can be simply calculated from the knowledge of
¸3.
We rst consider the kinematics of the problem. The 1PI atom-diatom
vertex ¸3(Q1; Q2; Q3) depends generally on three four vectors, i.e. six inde-
pendent rotation invariant variables in the center-of-mass frame. We take the
incoming atom and diatom to have momenta ~q1 and ¡~q1, and energies EÃ1
and E¡EÃ1, while the outgoing atom and diatom have momenta ~q2 and ¡~q2
and energies EÃ2 and E ¡ EÃ2. We denote the vertex in the center-of-mass
frame by ¸3(QÃ1 ; Q
Ã
2 ; E) (see Figure 4.3). This conguration is in general o-
shell which is necessary since, in the ow equations, the vertex also appears
inside a loop.
The ow equation for the atom-diatom vertex ¸3 for the Systems I and
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Q
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Figure 4.3: Kinematics of the vertex ¸3(QÃ1 ; Q
Ã
2 ; E) in the center-of-mass frame.
The atoms and diatoms have momenta QÃ1 = (EÃ1; ~q1) , Q
'
1 = (¡EÃ1 + E;¡~q1)
and QÃ2 = (EÃ2; ~q2), Q
'
2 = (¡EÃ2 + E;¡~q2).
Model A B C
System I 1 2 1
System II 1 -2 1
System III(a) 1 -2 1
System III(b) 4 4 1
Table 4.1: Numerical coecients A, B and C in the ow equation (4.29)
for the three examined systems. In the case of System III(a) we consider
the scattering of the type Ãi'j ! Ãi'j with i 6= j, while System III(b)
corresponds to the the vertex ¸3 = 3¸3a + ¸3b
II reads
@t¸3(Q
Ã
1 ; Q
Ã
2 ;E) =
Z
L
~@t
µ(j~lj ¡ k)
PÃ(L)P'(¡L+Q)
h
C¸3(Q
Ã
1 ; L;E)¸3(L;Q
Ã
2 ;E)
+
B
2
¡ h2
PÃ(¡L+Q'1 )
¸3(L;Q
Ã
2 ;E) + ¸3(Q
Ã
1 ; L;E)
h2
PÃ(¡L+Q'2 )
¢
+A
h2
PÃ(¡L+Q'1 )
h2
PÃ(¡L+Q'2 )
i
; (4.29)
where Q = Q'1 + Q
Ã
1 = (E;~0). The coecients A, B and C for Systems I,
II can be found in Table 4.1. The graphical representation of this equation
is depicted in Figure 4.4. The scale derivative on the RHS acts only on the
cuto and can be computed easily, ~@tµ(j~lj ¡ k) = ¡k±(j~lj ¡ k).
Fortunately, the ow equation can be simplied considerably. First note
that there is only one inverse propagator PÃ(L) with a loop momentum L of
positive sign in Eq. (4.29). For this reason the whole integrand in Eq. (4:29)
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has a single frequency pole in the upper half plane. Thus the frequency
integration in Eq. (4:29) can be performed with the help of the residue
theorem by performing the substitution !~l ! i~l2. This puts the atom in the
loop on-shell, corresponding to PÃ(L) in Eq. (4.29). We obtain a simpler
equation if we also put the energies of the incoming and outgoing atoms on-
shell (QÃ1 = (i~q21; ~q1), Q
Ã
2 = (i~q
2
2; ~q2)). The diatoms in the loop in Eq. (4.29)
are generally o-shell. To solve this half-o-shell equation only the values
¸3(~q1; ~q2; E) ´ ¸3(QÃ1 = (i~q21; ~q1); QÃ2 = (i~q22; ~q2); E) are needed [1].
Remember that the ow equation of the eective action (2.1) is formu-
lated in Euclidean spacetime (imaginary time formalism). In order to make
connection to the eective eld theory studies [1] we transform the ow equa-
tion to Minkowski space. To achieve this goal it is sucient to take external
frequencies !ext to be imaginary, i.e. perform a transformation !ext ! i!ext,
which is the inverse Wick rotation.
Our aim is the calculation of the atom-diatom scattering amplitude at
low energies and momenta. For low momenta the dominant contribution is
given by s-wave scattering. In principle, the right hand side of Eq. (4.29)
has also contributions from higher partial waves, which we neglect in our
approximation and simplify the ow equation (4.29) by projecting on the
s-wave. This is done by averaging Eq. (4.29) over the cosine of the angle be-
tween incoming momentum ~q1 and outgoing momentum ~q2. Introducing the
averaged 1PI renormalized vertex, which depends on three scalar variables
¸3(q1; q2; E) ´ 1
2h2
Z 1
¡1
d(cos µ)¸3(~q1; ~q2; E); (4.30)
we end up with the ow equation
@t¸3(q1; q2; E) = ¡2(3 + p)
¼
k3q
3k2
4
¡ E
2
¡ i²
h
C¸3(q1; k; E)¸3(k; q2; E) +
B
2
f¸3(q1; k; E)G(k; q2) +G(q1; k)¸3(k; q2; E)g+ AG(q1; k)G(k; q2)
i
;
(4.31)
where the symmetric function G(q1; q2) is dened by13
G(q1; q2) =
1
4q1q2
log
q21 + q
2
2 + q1q2 ¡ E2 ¡ i²
q21 + q
2
2 ¡ q1q2 ¡ E2 ¡ i²
: (4.32)
13This is in fact coincides with a s-wave projected tree (one-particle-reducible) contri-
bution to the fully connected atom-diatom vertex ¸3(q1; q2; E).
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The innitesimally positive i² term arises from the Wick rotation and makes
both Eq. (4.31) and (4.32) well-dened. Note that Eq. (4.31) is completely
independent of the Yukawa coupling h and thus is a well-dened equation in
the limit of innite h.
For SU(3) fermions the situation is more complicated because there are
two vertices ¸3a and ¸3b in our truncation (4.4). To extract the ow equation
for ¸3a we consider the scattering channel 'iÃi ! 'jÃj with i 6= j (e.g.
'1Ã1 ! '2Ã2). After performing the same steps as for System I and II, we
obtain with a ow equation
@t¸3a(q1; q2; E) = ¡2(3 + p)
¼
k3q
3k2
4
¡ E
2
¡ i²
£
h
3¸3a(q1; k; E)¸3a(k; q2; E) + 2¸3a(q1; k; E)¸3b(k; q2; E)
+2 f¸3a(q1; k; E)G(k; q2) +G(q1; k)¸3a(k; q2; E)g
+ f¸3b(q1; k; E)G(k; q2) +G(q1; k)¸3b(k; q2; E)g
+G(q1; k)G(k; q2)
i
; (4.33)
where p = ¡1 and G(q1; q2) is dened in Eq. (4.32). Note, that the coupling
¸3b appears in the ow equation for ¸3a. The ow equation for ¸3b can be
extracted by considering the scattering channel 'iÃj ! 'iÃj with i 6= j (e.g.
'2Ã1 ! '2Ã1)
@t¸3b(q1; q2; E) = ¡2(3 + p)
¼
k3q
3k2
4
¡ E
2
¡ i²
£
h
¸3b(q1; k; E)¸3b(k; q2; E)
+ f¸3b(q1; k; E)G(k; q2) +G(q1; k)¸3b(k; q2; E)g
+G(q1; k)G(k; q2)
i
: (4.34)
This equation is completely decoupled from Eq. (4.33) and has exactly the
same form as Eq. (4.31) for SU(2) fermions. The reason for this is simple:
The RG equation (4.34) has the graphical representation depicted in Figure
4.4. It turns out that in this channel only one type of diatom (in our example
'2) and two types of atoms (Ã1 and Ã3) appear, which is exactly the same
as in the case of SU(2) fermions. Remarkably, it is possible to introduce a
linear combination ¸3 ´ 3¸3a + ¸3b for SU(3) fermions, which has a simple
ow equation of the form (4.31) with coecients A, B and C given in Table
4.1 (forth line). We call this System III(b). In the SU(3) fermion model the
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Figure 4.4: Graphical representation of the ow equation for ¸3. Full lines denote
atoms Ã and dashed lines diatoms '. The shaded circle denotes the three-point
vertex ¸3.
diatom-atom in-state 'iÃi can lead to the dierent diatom-atom out-states
'1Ã1, '2Ã2 and '3Ã3. If the diatom-atom out-state is not a nal but only
an intermediate state (e.g. one is interested in the scattering into a three
atom nal state), we must sum the scattering amplitudes for all possible
atom-diatom pairs. It easy to show that ¸3 = 3¸3a + ¸3b corresponds to
the 1PI contribution to the full scattering amplitude 'iÃi ! anything (e.g.
'iÃi ! '1Ã1 + '2Ã2 + '3Ã3).
To summarize, although at rst sight it seems that for SU(3) fermions
we must solve a system of two ow equations, it turns out that for the two
specic situations it is sucient to solve only one equation (4.31). This
equation is the main result of this Section. In the next Sections we solve this
nal version of the RG ow equation for atom-diatom 1PI vertex for all three
systems using various approaches.
4.5 Three-body sector: pointlike approxima-
tion
In this Section the ow equation (4.31) will be solved employing a simple
and intuitive pointlike approximation. The 1PI vertex ¸3(q1; q2; E) will be
replaced by a single momentum-independent coupling ¸3(E). In the low
energy limit (E ! 0) the ow equation (4.31) takes a simple form in the
pointlike approximation
@t¸
R
3 = ¡
4(3 + p)p
3¼
·
A
4
+
B
2
¸R3 + C(¸
R
3 )
2
¸
+ 2¸R3 ; (4.35)
where we use G(q ! 0; k)! 1
2k2
from Eq. (4.32). The renormalized coupling
is dened as ¸R3 = ¸3k2. This denition is motivated by a simple power
counting near the unitary xed point (['Ã'¤Ã¤] = 7! [¸3] = ¡2! [¸R3 ] =
0). The RHS of Eq. (4.35) is a quadratic polynomial in ¸R3 with constant
coecients. This type of RG equation was discussed in detail in Section 3.2.
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Model D T s0
System I -7.762 2.255 1.393
System II 9.881  
System III(a) 9.881  
System III(b) -7.762 2.255 1.393
Table 4.2: Discriminant D, temporal RG period T (if applicable) and Emov
parameter s0 (if applicable) in the pointlike approximation for Systems I, II,
III(a) and III(b).
We remind that the behavior of the solution is governed by the sign of the
discriminant D of the quadratic polynomial on the RHS of Eq. (4.35)
² D > 0  a solution with two xed points.
² D = 0  a solution with a sigle xed point.
² D < 0  periodic limit cycle solutions with a period T = 2¼p¡D .
The discriminant is given by
D = 4
µ
1¡ B(3 + p)p
3¼
¶2
¡ 16AC(3 + p)
2
3¼2
: (4.36)
In the special case of the Systems I, II and III the solution in the pointlike
approximation is summarized in Table 4.2. For Systems II and III(a) we nd
the solution with an IR xed point. For Systems I and III(b) the situation
is completely dierent. We obtain a periodic limit cycle solution of the form
¸R3 (t) » tan [¼t=T ]. The intuitive interpretation of this solution is that during
the RG ow we hit three-body diatom-atom bound states, which manifest
themselves as divergences of ¸R3 . In the unitary limit there are innitely
many of these bound states, which are equidistant in a logarithmic scale.
The continuous scaling symmetry is broken to the discrete Z group. This
is a manifestation of the Emov eect [3, 1], which indeed is present for
equivalent bosons (System I) and is absent in the case of SU(2) fermions. In
the case of equivalent bosons (System I) the Emov result is
En+1
En
= exp(¡2¼=s0) (4.37)
with En+1 and En denoting neighboring bound state energies. The Emov
parameter s0 is given by the solution of a transcendental equation and one
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nds s0 ¼ 1:00624 [3]. By dimensional arguments we can connect the ar-
ticial sliding scale k2 with the scattering energy E as E » k2 [85]. The
proportionality factor disappears in the ratio of the energies and hence the
Emov parameter can be read o from the RG period
k2n+1
k2n
=
En+1
En
= exp(¡2T )) s0 = ¼
T
: (4.38)
The values of the Emov parameter for Systems I and III(b) can be found
in Table 4.2. We obtain s0 » 1:393, which diers from the correct result
by 40%. In the next two Sections we demonstrate that the simple pointlike
approximation is too crude to get the correct quantitative agreement. Nev-
ertheless it provides us with the rst hint how the Emov eect appears also
in the functional renormalization group framework.
4.6 Three-body sector: systems I and II
In this Section we only discuss Systems I and II leaving the analysis of System
III to the next Section. It turns out that in these two cases the ow equation
(4.31) for E = 0 can be formally solved exactly. For two-component fermions
this was shown by Diehl et. al. in [77]. To nd the exact solution most easily
we perform the following redenition
ft(t1; t2; E) ´ 4(3 + p)q1q2¸3(q1; q2; E) g(t1; t2) ´ 4(3 + p)q1q2G(q1; q2);
(4.39)
where, from now on, we prefer to work with logarithms of momenta t1 =
ln(q1=¤) and t2 = ln(q2=¤). As before p = +1 (p = ¡1) in the case of bosons
(fermions). The RG scale dependence of the reduced atom-diatom vertex
ft(t1; t2; E) is denoted by the subscript t. It is important to stress that we
are generally interested in the solution of Eq. (4.31) for the scattering of
particles of nonzero energy E. Nevertheless, we observe that the energy E
cuts o the RG ow in Eq. (4.31) in a similar way as the regulator R = k2.
With this relation between k2 and E in mind, the coupling for k 6= 0 and
E = 0 imitates the eect of a nonzero energy of the scattering particles, i.e.
k = 0, E 6= 0.
The ow equation at vanishing energy E = 0 now reads
@tft(t1; t2) = ¡ 1p
3¼
h
Ag(t1; t)g(t; t2)
+
B
2
fft(t1; t)g(t; t2) + g(t1; t)ft(t; t2)g
+ Cft(t1; t)ft(t; t2)
i
:
(4.40)
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We assume that in the UV the reduced atom-diatom 1PI vertex is vanishing,
i.e. the initial condition is ft=0(t1; t2) = 0. In general we are dealing with the
Riccati dierential equation in matrix form, where both matrices g and ft
have a continuous index running in the interval t1; t2 2 (¡1; 0). The RHS
of Eq. (4.40) is a complete square, which is a special feature of the Systems
I and II (see Table 4.1). In order to nd the formal solution of Eq. (4.40) we
dene
¹ft(t1; t2) = pft(t1; t2) + g(t1; t2); (4.41)
which can be recognized as the reduced, fully connected atom-diatom vertex.
The ow equation for the full vertex ¹ft(t1; t2) and the initial condition take
the simple form
@t ¹ft(t1; t2) = ¡ pp
3¼
¹ft(t1; t) ¹ft(t; t2); ¹ft=0(t1; t2) = g(t1; t2): (4.42)
It is convenient to rewrite Eq. (4.42) in matrix notation ( ¹ft(t1; t2)! ¹ft)
@t ¹ft = ¡ pp
3¼
¹ft ¢ At ¢ ¹ft; ¹ft=0 = g; (4.43)
where At has matrix elements At(t1; t2) = ±(t ¡ t1)±(t ¡ t2) and matrix
multiplication denotes t-integration. Multiplying both sides of Eq. (4.43)
from the left and right by ¹f¡1t we obtain
@t ¹f
¡1
t = ¡ ¹f¡1t ¢ @t ¹ft ¢ ¹f¡1t =
pp
3¼
At; ¹f
¡1
t=0 = g
¡1; (4.44)
which is formally solved by
¹ft =
µ
I +
pp
3¼
Z t
0
dsg ¢ As
¶¡1
¢ g (4.45)
for t 2 (¡1; 0). I denotes the identity matrix.
In the IR limit t! ¡1, which corresponds to integration of all quantum
uctuations, ¹f ´ ¹ft=¡1 solves the following matrix equation
¹f = g +
pp
3¼
g ¢ ¹f: (4.46)
This is the well-known STM integral equation14 for bosons (p = +1) and
fermions (p = ¡1) for the half-o-shell, amputated, connected Green function
[1].
14up to our redenition (4.39)
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The dierence of the signs in Eq. (4.45) between System I and II turns
out to be crucial. In order to see that, we solve Eq. (4.45) numerically by
discretization. A series of cartoons of the evolution of the reduced 1PI vertex
ft(t1; t2) for both systems is shown in Figure 4.5. For fermions, rst a peak
appears in the UV (t1 = 0; t2 = 0), which propagates in the diagonal direction
(t1 = t2) during the RG evolution. On the other hand, for bosons, a periodic
structure (with period Tspatial ¼ 6:2 in both directions) develops gradually.
Now it is clear why the approximation investigated in the last Section failed
to give the quantitatively correct result. The pointlike approximation, which
corresponds to a planar landscape (no t1 and t2 dependence, see Section 4.5),
is not valid in the three-body sector (for more details see Appendix C). The
evolution in the RG time t of a single point ft(t1 = 0; t2 = 0) in the landscape
for both systems is depicted in Figure 4.6. While for fermions the evolution
is monotonic in time, in the case of bosons we obtain a temporal oscillation
of period Ttemp ¼ 3:1. For dierent points in the t1 ¡ t2 plane the time
evolution is triggered at the scale tin » O(t1; t2).
The numerical solution for bosons is consistent with the results of [70, 71].
Spatial and temporal oscillations are correlated. As found in [70, 71] evolu-
tion in the RG time develops a limit cycle behavior. The Emov parameter
s0 can be calculated s0 = ¼Ttemp ¼ 1:0 (see Section 4.5) which is in a good
agreement with the Emov result s0 ¼ 1:00624. The accuracy of our result
is limited by the numerical procedure only.
4.7 Three-body sector: system III
As introduced in Section 4.4 for SU(3) fermions there are two specic situa-
tions (System III(a) and System III(b)), when there is a single ow equation
instead of the general two. Fortunately, both cases can formally be solved for
E = 0 in a similar fashion to Section 4.6. In fact, System III(a) is completely
equivalent to System II (see Table 4.2) such that we obtain a xed point so-
lution in this case (see Figure 4.6). For System III(a) we follow similar steps
as in Section 4.6: we dene a reduced atom-diatom 1PI vertex ft(t1; t2; E)
(4.39) and obtain a ow equation for the reduced vertex (4.40) with the coef-
cients A = 4, B = 4 and C = 1. These coecients form a complete square
and thus it is useful to dene the fully connected atom-diatom vertex
¹ft(t1; t2) = ft(t1; t2) + 2g(t1; t2): (4.47)
The ow equation (4.40) now reads
@t ¹ft(t1; t2) = ¡ 1p
3¼
¹ft(t1; t) ¹ft(t; t2); ¹ft=0(t1; t2) = 2g(t1; t2): (4.48)
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The equation and the initial condition are identical to Eq. (4.42) for bosons.15
For this reason we expect the appearance of the Emov eect for the SU(3)
fermionic System III(b) with the Emov parameter s0 » 1:00624.
At rst sight it seems surprising that both bosons and SU(3) fermions
have the identical Emov parameter s0. As explanation, we propose a simple
possible quantum mechanical argument: In order to nd a bound state spec-
trum for SU(3) fermions one must solve the three-body Schrödinger equation.
The total wave function must be totally antisymmetric for fermions. We can
achieve this by taking the total wave function as the product of a totally an-
tisymmetric avor part (²ijkji > jj > jk >) times a totally symmetric orbital
part. Hence the orbital part has the same symmetry property as the bosonic
case. Only the orbital part is needed for the quantum mechanical calculation
of the bound state problem, which leads to the identical Emov parameters
for bosons and SU(3) fermions.
4.8 Summary
In this Chapter we applied the method of functional renormalization to the
two- and three-body physics of atoms near a Feshbach resonance. We inves-
tigated three dierent systems, namely identical bosons as well as two and
three species of fermions. The two-body sector was solved exactly. The uni-
tarity limit is governed by a xed point and all three systems seem to be ex-
amples of the nonrelativistic conformal eld theories. In the three-body sec-
tor, however, no infrared xed point exists for bosons and three-component
fermions. We solved the momentum-dependent problem of the three-body
sector at unitarity. This leads to the Skorniakov-Ter-Martirosian equation,
well-known from quantum mechanics. A numerical solution for U(1) bosons
and SU(3) fermions shows the emergence of the Emov eect; the appear-
ance of an innite geometric spectrum of triatom states. Hence in these
systems the continuous scaling symmetry is broken to the discrete scaling
subgroup Z by a quantum anomaly. The renormalization group ow devel-
ops a limit cycle behavior (see Figure 4.6). The Emov parameter s0 for the
three-component fermions is found to be identical to the Emov parameter
of the well-studied bosonic case, which agrees with the quantum-mechanical
prediction.
15The initial condition for SU(3) fermions is ¹ft=0(t1; t2) = 2g(t1; t2), while for bosons
one has ¹ft=0(t1; t2) = g(t1; t2). However, for bosons g(t1; t2) is two times larger than for
fermions (4.39). Thus the initial conditions are identical.
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Figure 4.5: The RG evolution of the momentum dependent modied vertex
ft(t1; t2) = 4(3 + p)q1q2¸3(q1; q2; E) for bosons (a1-a4) and SU(2) fermions (b1-
b4). Spatial momenta t1, t2 and the RG time t are descritized to N = 50 intervals
with a step ¢t = 0:4. The cartoons for bosons and fermions correspond to the
descritized steps 10; 25; 35; 50.
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Figure 4.6: Numerical evolution in the RG time t of ft(t1 = 0; t2 = 0) for System
I (A) and System II (B). For SU(2) fermions (B) the modied vertex approaches a
xed point solution; in the case of bosons (A), a limit cycle behavior is developed
with a period Ttemp ¼ 3:1.
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Chapter 5
Four-body Problem: Universal
Tetramers
In Emov physics the next natural step is to raise the following question:
What is the solution of the universal problem of four interacting particles?
Early attempts towards an understanding of this system were made in the
context of nuclear physics using a variety of approaches [101, 102, 103, 104].
Also the four-body physics of 4He atoms has been investigated in much detail,
for an overview see, e. g. [105]. The simpler four-body physics of fermions
with two spin states, relevant for the dimer-dimer repulsion, has also been
studied [106].
In their pioneering work, Platter and Hammer, et al. [107, 108] investi-
gated the four-body problem using eective interaction potentials and made
the conjecture that the four-boson system exhibits universal behavior. They
also found that no four-body parameter is needed for a self-consistent renor-
malization of the theory. Calculating the energy spectrum of the lowest
bound states in dependence on the scattering length a the existence of two
tetramer (four-body bound) states associated with each trimer was conjec-
tured.
In 2009 von Stecher, D'Incao, and Greene [109, 110] investigated the four-
body problem in a remarkable quantum mechanical calculation. They found
that the Emov trimer and tetramer states always appear as sets of states
with two tetramers associated with each of the trimer levels and calculated
the bound state energy spectrum of the lowest few sets of states. The cal-
culation suggests that the energy levels within one set of states are related
to each other by universal ratios, which were obtained from the behavior of
these lowest sets of states. In accordance with the results of Platter et al.
[107, 108] the absence of any four-body parameter was also demonstrated.
Similar results were obtained recently by Deltuva in [111]. In order to nd
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Figure 5.1: (Color online) The generalized Emov plot for four identical
bosons. Here, we plot the energy levels of the various bound states as a
function of the inverse s-wave scattering length a as numerically calculated
in our approximative, eective theory. In order to improve the visibility
of the energy levels we rescale both the dimensionless energy E=¤2 and the
dimensionless inverse scattering length a¡1=¤ where ¤ denotes the UV cuto
of our model. Also, we only show the rst three sets of Emov levels. The
solid black line denotes the atom-atom-dimer threshold, while the dotted
black line gives the dimer-dimer threshold. In the three-body sector one
nds the well known spectrum of innitely many Emov trimer states (green,
dashed) which accumulate at the unitarity point EÃ = a¡1 = 0, indicated by
the orange star. In our pointlike approximation the four-body sector features
a single tetramer (solid, red) associated with each trimer state.
experimental evidence of the tetramer states extremely precise measurements
are required. Remarkably, Ferlaino et al. were able to observe signatures of
the lowest two of the tetramer states in the recent Innsbruck experiment
[112] with cesium atoms. Four-body features were also observed by the Rice
group [69] in the experiment with lithium atoms.
While the calculations by Platter et al. [107, 108], von Stecher et al.
[109, 110] and Deltuva [111] rely on quantum mechanical approaches, in
this Chapter we want to shed light onto the four-body problem from the
perspective of functional renormalization group.
Of our special interest is the investigation of universality in the four-
body system. In this context the unitarity point, illustrated by the star in
Figure 5.1, is of particular importance. At this point not only the scattering
length a is innite but also all binding energies in the problem accumulate
at the atom threshold at zero energy. Only at the unitarity point physics
becomes truly universal in the sense that, for example, the ratio between the
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binding energies of consecutive trimer levels assumes exactly its universal
value, En+1=En = exp(¡2¼=s0), with the Emov parameter s0 ¼ 1:00624.
The unitarity point is therefore the most interesting one from a theory point
of view. Unfortunately, in the previous calculations only few lowest lying
states were determined. The major advantage of the FRG approach is that
it allows to investigate analytically the complete spectrum and to address
directly the unitarity point in order to extract the universal relations between
the three- and four-body bound states in this limit.
In the previous Chapter we studied the Emov problem in the unitary
limit employing the vertex expansion. In this Chapter we use the derivative
expansion to study few-body physics of ultracold atoms. This complements
our ndings in Chapter 4. In addition, here we investigate the renormaliza-
tion group behavior of the four-body interactions with an approximate, but
simple and physically intuitive model which allows only for pointlike (i.e. mo-
mentum independent1) three- and four-body interactions. We will nd that
the three-body limit cycle, discussed in detail in the previous Chapter, leads
to a more complicated limit cycle of the four-body sector which is, however,
attached to the three-body limit cycle. This in turn leaves no room for any
four-body parameter.
The Chapter is structured as follows: In Section 5.1 we set up the mi-
croscopic model and introduce our truncation for the eective owing action
within the derivative expansion. Sections 5.2 and 5.3 are devoted to the
FRG analysis of the two- and three-body sectors. In Section 5.4 we discuss
the four-body sector and present our numerical results. Our ndings are
summarized in Section 5.5.
1We use the term momentum independence to refer to combined spatial momentum
and frequency independence.
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5.1 Derivative expansion and denition of the
model
Our truncation for the Euclidean owing action is given by a simple two-
channel model
¡k =
Z
x
fÃ¤(@¿ ¡¢+ EÃ)Ã
+ Á¤
µ
AÁ(@¿ ¡ ¢
2
) +m2Á
¶
Á+
h
2
(Á¤ÃÃ + ÁÃ¤Ã¤)
+ ¸ADÁ
¤Ã¤ÁÃ + ¸Á(Á¤Á)2
+ ¯(Á¤Á¤ÁÃÃ + ÁÁÁ¤Ã¤Ã¤) + °Á¤Ã¤Ã¤ÁÃÃg; (5.1)
where ¢ denotes the Laplace operator and we use the natural, nonrelativistic
convention 2M = ~ = 1 with the atom massM . Ã denotes the eld of the el-
ementary bosonic atom, while the dimer, the bosonic bound state consisting
of two elementary atoms, is represented by the eld Á » ÃÃ. Both the atom
and the dimer elds are supplemented with nonrelativistic propagators with
energy gaps EÃ and m2Á, respectively. In our approximation the fundamental
four-boson interaction » ¸Ã(Ã¤Ã)2 is mediated by a dimer exchange, which
yields ¸Ã = ¡h2=m2Á in the limit of pointlike two-body interactions. The dy-
namical dimer eld Á allows us to capture essential details of the momentum
dependence of the two-body interaction. The linear ansatz for the inverse
dimer propagator with the owing wave function renormalization factor dif-
fers from the exact result, discussed in the previous Chapter. Nevertheless, it
allows us to take into account the anomalous dimension of the dimer eld and
is very convenient for practical calculations. The only nonzero interaction,
present at the microscopic UV scale k = ¤, is taken to be the Yukawa-type
term with the coupling h. Together with the microscopic value of AÁ the
Yukawa interaction h at the UV scale can be connected to the eective range
re in an eective range expansion (see Appendix D). The atom-dimer inter-
action ¸AD as well as the various four-body interactions ¸Á, ¯, and ° vanish
at the UV scale and are built up via quantum uctuations during the RG
ow.
At this stage we want to emphasize the meaning of the term pointlike ap-
proximation which must not be confused with the notion of a zero-range
(contact) model. Consider for example the two-body contact interaction
» ¸Ã(Ã¤Ã)2, which has no momentum dependence at the UV scale, k = ¤.
In order to describe the scattering of two particles in quantum mechanics
one proceeds by solving the two-body Schrödinger equation. From this one
obtains the well-known result for the zero-range s-wave scattering amplitude
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f0(p) = (¡a¡1 ¡ ip)¡1 (with p = j~pj denoting the momentum of the collid-
ing particles). The scattering amplitude becomes momentum-dependent. In
the RG approach one deals with the eective vertex ¸Ã which varies with
the RG scale k. On the UV (k = ¤) scale ¸Ã is momentum-independent.
When including more and more quantum uctuations  meaning lowering
the RG scale k from ¤ to eventually k = 0  the eective vertex function ¸Ã
acquire a momentum dependence which in the IR limit k = 0 is equivalent
to the result for f0 in the zero-range model. In a pointlike approximation
one ignores this generated momentum dependence. In the simple model
Eq. (5.1) the three- and four-body sectors are treated strictly in the point-
like approximation. However, in the two-body sector the momentum depen-
dence of eective vertex ¸Ã is captured by the exchange of the dynamic (i.e.
momentum-dependent) dimer propagator, such that the two-body sector is
treated beyond the pointlike approximation.
In the general case of nonzero density and temperature one works in the
Matsubara formalism and the integral in Eq. (5.1) sums over homogeneous
three-dimensional space and over imaginary time
R
x
=
R
d3x
R 1=T
0
d¿ . Al-
though our method allows us to tackle a full, many-body problem at nite
temperature in this way, in this thesis we are interested solely in the few-
body (vacuum) physics, for which density n and temperature T vanish. For
T = 0,
R
x
reduces to an integral over innite space and time. Our truncation
(5.1) is based on the simple structure of the nonrelativistic vacuum and, as
demonstrated in the previous Chapter, numerous simplications occur when
solving Eq. (2.1) compared with the general, many-body case. The ow-
ing action (5.1) has a global U(1) symmetry which corresponds to particle
number conservation. In the vacuum limit it is also invariant under space-
time Galilei transformations which restricts the form of the nonrelativistic
propagators to be functions of @¿ ¡ ¢ for the atoms and @¿ ¡ ¢=2 for the
dimers. All couplings present in Eq. (5.1) are allowed to ow during the RG
evolution and are taken to be momentum-independent in Fourier space as
explained above.
Besides the ansatz of ¡k we must choose a suitable regulator function Rk in
order to solve Eq. (2.1). In this Chapter we choose optimized regulators,
RÃ = (k
2 ¡ q2)µ(k2 ¡ q2);
RÁ =
AÁ
2
(k2 ¡ q2)µ(k2 ¡ q2); (5.2)
with q = j~qj. These regulators are optimized in the sense of [19, 18] and allow
to obtain analytical results.
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5.2 Two-body sector
We remind that a remarkable and very useful feature of the vacuum ow
equations is comprised by the special hierarchy: the ow equations of the
N -body sector do not inuence the renormalization group ows of the lower
N ¡ 1-body sector. For this reason the dierent N -body sectors can be
solved subsequently. In this spirit we rst solve the two-body sector, then
investigate the three-body sector in order to nally approach the four-body
problem.
The solution for the two-body sector can be found analytically in our
approximation.2 The only running couplings in the two-body sector are the
dimer gap m2Á and its wave function renormalization AÁ. The ow equations
of the two-body sector are shown in terms of Feynman diagrams in Figure
5.2(a) and read
@tm
2
Á =
h2
12¼2
k5
(k2 + EÃ)2
;
@tAÁ = ¡ h
2
12¼2
k5
(k2 + EÃ)3
; (5.3)
where t = ln k
¤
. As there are no possible nonzero ow diagrams for the
Yukawa coupling h, it does not ow in the vacuum limit.
The infrared values of the couplings h and m2Á can be related to the low-
energy s-wave scattering length a via
a = ¡ h
2(k = 0)
16¼m2Á(k = 0; EÃ = 0)
: (5.4)
Knowing the analytical solution of the two-body sector, this relation can
be used to x the initial values of our model. For the UV value of the dimer
gap m2Á we nd
m2Á(¤) = ¡
h2
16¼
a¡1 +
h2
12¼2
¤ + 2EÃ: (5.5)
The rst term xes the s-wave scattering length according to Eq. (5.4), while
the second term represents a counterterm taking care of the UV renormal-
ization of the two-body sector. Finally, the last term accounts for the fact
that the dimer consists of two elementary atoms. Additionally, we choose
AÁ(¤) = 1 which corresponds to the eective range re = ¡64¼h2 (see Ap-
pendix D for details).
2As we discussed in Chapter 4, the atom inverse propagator (one-body sector) is not
renormalized in the nonrelativistic vacuum.
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The action (5.1) can also be used for a quite accurate description of Fesh-
bach resonances. In this context Eq. (5.1) is referred to as resonance model.
In such a model m2Á is proportional to the detuning energy of the molecule
in the closed channel with respect to the atom-atom threshold [113] and the
coupling h is proportional to the width of the associated Feshbach resonance
being a function of the strength of the coupling to the closed channel. The
choice AÁ(¤) = 1 then corresponds to the so-called characteristic length
r¤ = ¡1
2
re often used in literature [1, 65].
As demonstrated in the previous Chapter, in the limit of large, positive scat-
tering length there exists a universal, weakly bound dimer state. In order
to nd its binding energy we calculate the pole of the dimer propagator,
corresponding to the condition m2Á(EÃ; k = 0) = 0, which yields in the limit
EÃ=¤
2 ¿ 1
ED = ¡2EÃ = ¡2
Ã
h2
64¼
¡
s
h4
(64¼)2
+
h2a¡1
32¼
!2
= ¡ 2
r2e
Ã
1¡
r
1¡ 2re
a
!2
: (5.6)
In the limit h!1, corresponding to re ! 0 one recovers the result ED =
¡2=a2, obtained in the previous Chapter within the vertex expansion. For
nite values of h Eq. (5.6) predicts deviations from the universal scaling
for large inverse scattering lengths. Specically, for nite h in the regime
of intermediate values of the scattering length one nds a crossover of the
dimer binding energy from the universal behavior 1=a2 (for a¡1 ¿ 1) to the
behavior ED = 4=(are) (for a¡1 À 1).
5.3 Three-body sector
As was discussed extensively in Chapter 4, the bound state spectrum of the
three-body sector is much richer than the one of the two-body system. Recall
that the energy of the Emov states exhibits a universal geometric scaling
law as one approaches the unitarity point EÃ = a¡1 = 0. Remarkably, these
three-body bound trimer states exist even for negative scattering lengths a
where no two-body bound state is present; they become degenerate with
the three-atom threshold for negative scattering length and merge into the
atom-dimer threshold for positive a. An additional three-body parameter is
needed in order to determine the actual positions of the degeneracies [70, 71].
In this Section we want to shortly demonstrate how Emov physics can be
treated within the derivative expansion scheme.
91
Four-body Problem: Universal Tetramers
In our truncation, the three-body sector contains a single, pointlike Á¤Ã¤ÁÃ
term with a coupling ¸AD, which is assumed to vanish in the UV. It is built
up by quantum uctuations during the RG ow and the corresponding Feyn-
man diagrams of the ow equation for ¸AD are shown in Figure 5.2(b). First,
we investigate the unitarity point, EÃ = a¡1 = 0. For this limit we are able
to obtain an analytical solution for the ow equation of ¸AD while away from
unitarity we have to rely on a numerical solution.
We remind that at the unitarity point all intrinsic length scales drop
out of the problem and the system becomes classically scale invariant. At
unitarity, the Yukawa coupling h is dimensionless and the only (extrinsic)
length scale present is the inverse ultraviolet cuto ¤¡1, which denes the
validity limit of our eective theory.
In our approximation the dimer eld Á develops a large anomalous dimension
´ = ¡@tAÁ¹AÁ = 1 at unitarity which is consistent with the exact solution of the
two-body sector presented in the previous Chapter. As the atom and dimer
propagators have vanishing gaps in the IR the two-body sector respects a
continuous scaling symmetry.
In order to nd the solution of the three-body sector we switch to the
rescaled, dimensionless coupling ~¸AD ´ k2h2¸AD. One nds that the ow
equation for ~¸AD becomes independent of k and h,
@t ~¸AD =
24
25
³
1¡ ´
15
´
| {z }
a
~¸2
AD¡
14
25
µ
1¡ 4´
35
¶
| {z }
b
~¸
AD
+
26
25
³
1¡ ´
65
´
| {z }
c
: (5.7)
As was demonstrated in Chapter 3, the behavior of the solution of this type
of ow equation is determined by the sign of the discriminant D of the right
hand side of Eq. (5.7) which is D = b2 ¡ 4ac < 0. Eq. (5.7) can be solved
analytically and one nds (compare with Eq. (3.26))
~¸
AD(t) =
¡b+p¡D tan
³p¡D
2
(t+ ±)
´
2a
; (5.8)
where ± is connected to the three-body parameter and determines the initial
condition. We observe that also with the derivative expansion, the three-
body sector exhibits a quantum anomaly: The RG ow of the renormalized
coupling ~¸AD exhibits a limit cycle, which, due to its periodicity, breaks the
classically continuous scaling symmetry to the discrete subgroup Z. Follow-
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Figure 5.2: The ow equations in terms of Feynman diagrams for the (a)
two-body, (b) three-body, and (c) four-body sector. Solid lines represent
elementary bosons Ã, while dashed lines denote composite dimers Á. The
vertices are: Yukawa coupling h (small black dot), atom-dimer vertex ¸AD
(open circle), dimer-dimer coupling ¸Á (black circle), coupling ¯ (two circles),
and the atom-atom-dimer vertex ° (black square). Due to the large number
of diagrams for the latter two vertex functions, we only show two exemplary
diagrams.
ing our arguments in Chapter 4, the Emov parameter can be now deter-
mined from the period of the limit cycle and is given in our approximation
by
s0 =
p¡D
2
¼ 0:925203: (5.9)
Considering the simplicity of our pointlike approximation, which, as discussed
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in Section 5.2, does not resolve any momentum or frequency structure of
the eective (k dependent) interaction vertex of the three-body sector, the
agreement with the exact result s0 = 1:00624 is quite good. In fact, the
result is quantitatively much better than our nding in Section 4.5.
The presence of N-body bound states leads to divergencies in the corre-
sponding N-body vertices. The periodic divergencies in the analytical solu-
tion of ~¸AD in Eq. (5.8) correspond therefore to the presence of the innitely
many Emov trimer states at the unitarity point.
We can use the latter correspondence to calculate the bound state spec-
trum also away from unitarity. The trimer binding energies are calculated
by determining the atom energies EÃ for which ~¸AD exhibits divergencies
in the IR as function of a¡1. The trimer binding energy is then given by
ET = ¡3EÃ. The result is shown in Figure 5.1. In this plot the dashed,
green lines indicate the binding energies of the Emov trimer states. For
calculational purposes we switch to the static trimer approximation which is
completely equivalent to our two-channel model in Eq. (5.1). This procedure
is described in Appendix of [114].
There is an additional universal relation obeyed by the trimer energy
levels which we may take as a measure of the quality of our approximation.
It is given as the relation between the trimer binding energy E¤ for a ! 1
and value of a for which the trimer becomes degenerate with the atom-dimer
(a¤+) and three-atom threshold (a¤¡), respectively. For comparison we dene
a wave number ·¤ by E¤ = ¡~2·¤2=M (in our convention, E¤ = ¡2·¤2) and
nd
a¤¡·
¤ ¼ ¡1:68; a¤+·¤ ¼ 0:08 (5.10)
which has to be compared with the exact result a¤¡·¤ = ¡1:56(5), a¤+·¤ =
0:07076 from the fully momentum-dependent calculation in [1]. The agree-
ment with our approximate solution suggests that our model should provide
a solid basis for the step to the four-body problem.
5.4 Four-body sector
Recently, the solution of the four-body problem in the low-energy limit has
gained a lot of interest. In quantum mechanical calculations the existence
of two tetramer (four-body bound) states was conjectured for each of the
innitely many Emov trimers [107, 108]. By calculating the lowest few sets
of bound state levels von Stecher et al. [109, 110] and Deltuva [111] concluded
that both ratios of energies between the dierent tetramers and the trimer
state approach universal constants. However, with the quantum mechanical
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Figure 5.3: Renormalization group limit cycle behavior of the three- and four-
body sector at the unitarity point EÃ = a¡1 = 0. The rescaled, dimensionless
couplings ~¸AD;1, 4~¸Á;1, ~¯1=6, and ~°1=1000 are plotted as functions of t =
ln(k=¤). Not only the three-body coupling ~¸AD;1 (dashed, black) exhibits a
limit cycle behavior, but also the four-body sector couplings ~¸Á;1 (red, solid),
~¯
1 (blue, solid), and ~°1 (green, solid) obey a limit cycle attached to the
three-body sector with the same period.
approach the calculation directly at the unitarity point (a¡1 = EÃ = 0),
marked explicitly in Figure 5.1, turns out to be dicult, although this point
is of great interest when one wants to gather evidence for universality of the
four-body system. In fact, in the three-body sector the innite RG limit cycle
appears only exactly at the unitarity point and its universal appearance is
directly connected to the breaking of the continuous scale symmetry. Within
our approach, the unitarity region is easily accessible.
In order to investigate the four-body sector we include all possible, U(1)
symmetric, momentum-independent interaction couplings in the eective
owing action ¡k. If one assumes all these couplings to be zero at the mi-
croscopic UV scale ¤, one can show, by evaluating all possible Feynman
diagrams and using the vacuum hierarchy described in Chapter 4, that from
all possible four-body couplings only the three couplings ¸Á, ¯, and ° are
built up by quantum uctuations and are therefore included in Eq. (5.1).
Couplings other than ¸Á, ¯, and °, such as, for instance, the term » (Ã¤Ã)4
are not generated during the RG evolution. This consideration leads to our
ansatz for the eective average action (5.1).
For the investigation of the unitarity point we rst switch to rescaled,
dimensionless couplings
~¸
Á =
k3
¼2h4
¸Á; ~¯ =
k4
h3
¯; ~° =
¼2k5
h2
°; (5.11)
and obtain the corresponding ow equations by inserting the eective ow-
ing action ¡k, Eq. (5.1), into the Wetterich equation (2.1). By the use of
the rescaled couplings we nd three coupled ordinary dierential equations,
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which are again coupled to the two- and three-body sectors, but become ex-
plicitly independent of h and k. We show the diagrammatic representation
of the ow equations in Figure 5.2(c). Their analytical form at the unitarity
point is given by3
@t ~¸AD =
128
125
¡ 62
125
~¸
AD +
112
125
~¸2
AD; (5.12)
@t ~¸Á =
1
16
+
1
3
~¯¡ 1
6
~¸
AD + 3~¸Á +
128
15
~¸2
Á; (5.13)
@t ~¯ =
188
125
~¯ +
1
6
~° +
128
125
~¸
AD
+
224
125
~¸
AD
~¯¡ 156
125
~¸2
AD +
4384
375
~¸
Á
+
128
15
~¯~¸
Á ¡ 3968
375
~¸
AD
~¸
Á; (5.14)
@t~° =
4592
375
+
8768
375
~¯ +
128
15
~¯2
+
1
125
~° ¡ 79072
1875
~¸
AD ¡ 7936
375
~¯~¸
AD
+
448
125
~° ~¸AD +
74368
1875
~¸2
AD ¡
5376
625
~¸3
AD: (5.15)
We pointed out in the last Section that the appearance of bound states is
connected with divergent vertex functions ¡(n)k and we exploit this behavior
to determine the bound state spectrum of the three- and four-boson system.
At this point we must note that these innities are complicated to handle in
a numerical solution of the theory. In particular, the numerical treatment of
unbounded limit cycles is problematic due to the periodic innities during the
RG ow. In order to circumvent this diculty we used the method of inverse
couplings. The basic idea is very simple. In the neighborhood of the reso-
nances, where the owing couplings diverge, we switch to the ow of inverse
couplings which is regular and crosses zero at the resonances. After passing
a resonance, we transform back to the ows of original couplings. Since the
innities occur periodically during the ow, we switch to inverse couplings
whenever the absolute value of a given coupling exceeds some critical value.
The result of the numerical calculation of the four-body sector at unitarity
is shown in Figure 5.3. Here, we display the RG ows of all three- and four-
body couplings as a function of the RG scale t = ln(k=¤). The three-body
coupling ~¸AD (black dotted line) exhibits the limit cycle behavior, described
3For illustrative purpose we show the analytical form of the ow equations at the
unitarity point only. Away from this limit their explicit expressions become much more
complex.
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in Section 5.3. Remarkably, there is an additional limit cycle in the ow
of the four-body sector couplings with a periodic structure of exactly the
same frequency as the three-body sector. This four-body sector limit cycle
exhibits resonances which are shifted with respect to the ones of the three-
body system. The magnitude of this shift is given by a new universal number,
which is inherent to the four-body sector.
Our observation is that the four-body sector is intimately connected with
the three-body sector at the unitarity point. It is permanently attached to
the running of the three-body sector from the rst three-body resonance on.
From here on the periodic structure of the ow remains unchanged as one
goes to smaller values of k. Due to this tight bond between the three- and
four-body sector, there stays no room for an additional four-body parameter.
We also nd that the magnitude of the shift beyond the rst resonance
is neither dependent on the initial values of the four-body sector couplings
in the UV nor is it inuenced by nite range corrections which we are able
to check by choosing dierent values for the Yukawa coupling h. Arbitrary
choices lead to the same behavior. Having done this calculation directly at
the unitarity point our conclusion is, that, within our simple approximation,
the four-body sector behaves truly universal and independent of any four-
body parameter conrming the conjecture made by Platter et al. and von
Stecher et al.. We expect that universality will also hold for an improved
truncation.
Naively one expects that each resonance in the ow of the vertex func-
tions is connected to the presence of a bound state. As one observes there
are also additional resonances in the four-body sector being degenerate with
the three-body sector resonances. However, we arrive at the conclusion that
these resonances are artifacts of our approximation. The mathematical struc-
ture of the ow equations is of a kind that divergencies in the three-body
sector directly lead to a divergent four-body sector. We believe that the res-
onances at these positions will disappear as one includes further momentum
dependencies in the eld theoretical model. Therefore we can already infer
from the calculation at unitarity that within our approximation we are only
able to resolve a single tetramer state attached to each trimer state also away
from unitarity. In contrast, the exact quantum mechanical calculations in
[107, 108, 109, 110] predict the existence of two tetramer states which have
recently been observed by Ferlaino et al. [112] and Pollack et al. [69]. As
one includes further momentum dependencies, it is well possible that not
only the degenerate resonance disappears but also new, genuine resonances
associated with the missing tetramer state will appear at the same time.
This eect indeed occurs in the three-body problem. There, it is essential to
include the momentum dependent two-atom vertex. Only under this condi-
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tion one arrives at the quadratic equation as in (5.7) which gives rise to the
Emov eect. This can easily be seen by taking a look at the ow equation
of ¸AD depicted as Feynman diagrams in Figure 5.2(b). The assumption of a
momentum independent two-atom interaction corresponds to a momentum
(and frequency) independent dimer propagator. In this approximation the
rst term on the RHS of Figure 5.2(b) vanishes because all poles of the loop
frequency integration lie on the same complex frequency half-plane. This
directly leads to the loss of the Emov eect in this crude level of approxi-
mation.
We can also use our model to investigate the full bound state energy spectrum
by solving the ow equations for arbitrary values of the scattering length a.
The energy levels of the various bound states are then determined by varying
the energy of the fundamental atoms EÃ such that one nds a resonant four-
body coupling in the IR. The result of this calculation is shown in Figure
5.1, where we plot the energy levels of the various bound states versus the
inverse scattering length. We nd one tetramer state attached to each of
the Emov trimer states. These tetramer states become degenerate with the
four-atom threshold for negative scattering length and merge into the dimer-
dimer threshold for positive a. In the experiment this leads to the measured
resonance peaks in the four-body loss coecient. In order not to overload
the plot we show only the rst three sets of levels, although the FRG method
allows to calculate an arbitrary number of them. One also observes that the
shape of the tetramer levels follows the shape of the trimer levels.
5.5 Summary
In this Chapter we investigated the four-body problem with the help of the
functional renormalization group. Employing a simple two-channel model
with pointlike three- and four-body interactions we were able to investigate
universal properties at the unitarity point a ! 1, EÃ = 0 as well as to
perform computations away from it.
In the RG language Emov physics of the three-body problem manifests
itself as an innite RG limit cycle behavior of the three-body coupling con-
stant at unitarity. We found that also the four-body sector is governed by
such a limit cycle which is solely induced by the RG running of the three-body
sector, signaling the absence of a four-body parameter.We also computed the
energy spectrum away from unitarity.
Considering the simplicity of our model, the agreement with the previous
studies in [107, 108, 109] is quite good. There had been some disagreement
in literature about universality and the absence or existence of a four-body
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parameter, see e.g. [115, 116, 117]. Our RG results support the conclusion
that the four-body system is universal and independent of any four-body
parameter.
An important shortcoming of the pointlike approximation is the absence
of the shallower of the two tetramer states. Obviously the pointlike approxi-
mation of the three- and four-body sectors is not sucient and in future work
one should include momentum dependent interactions. From the energy spec-
trum in Figure 5.1 it becomes also evident that the excited tetramer states
can decay into an energetically lower lying trimer plus atom. The higher
excited states in the four-body system are therefore expected to have an
intrinsic nite decay width [108]. Whether this width has a universal charac-
ter still remains an open question as well as in which way the corresponding
coupling constants, which become complex in this case, will change the RG
analysis.
The four boson system remains still a subject with many open questions.
With our RG analysis in the pointlike approximation, we made the rst
step towards a renormalization group description of the four-body problem
supplementing the previous quantum mechanical approaches. From this per-
spective our work provides a starting point for a deeper understanding of
universality in the four-body problem.
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Chapter 6
Operators with Complex Scaling
Dimensions
Relativistic conformal eld theory is a well-developed subject with numerous
applications in statistical physics (systems near a continuous phase transi-
tion) and high-energy physics. Recently, Nishida and Son made an important
step towards systematic understanding of nonrelativistic conformal eld the-
ories (NRCFT) [43, 118]1 dened as invariant with respect to the Schrödinger
symmetry [120, 121]. This symmetry contains the usual Galilei symmetry of
nonrelativistic systems extended by a scale and special conformal transfor-
mation (some details can be found in Appendix B). The symmetry transfor-
mations form a group, called the Schrödinger group, which is a direct nonrel-
ativistic analogue of the relativistic conformal group. As a simple example,
the free nonrelativistic eld theory has the Schrödinger symmetry. However,
also a number of theories with interactions such as cold fermions at unitarity
are believed to be invariant with respect to the Schrödinger symmetry, which
provides powerful constraints on the correlation functions.
Similar to relativistic conformal eld theories the basis of a NRCFT is
formed by primary operators [43, 118]. A local primary operator O(t; ~x) has
a well-dened scaling dimension ¢O and particle number NO
[D;O] = i¢OO; [N;O] = NOO; (6.1)
where O ´ O(t = 0; ~x = 0), D and N denote the generators of scale and
particle number symmetry, respectively. In addition, the primary operator
O must commute with the generators of Galilei boost Ki and the special
conformal generator C
[Ki;O] = 0; [C;O] = 0: (6.2)
1for an earlier work see [119]
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The set of descendant operators constructed by subsequent application of
time and spatial derivatives on the primary operator O form the irreducible
representation of the Schrödinger algebra [43]. The scaling dimensions of
descendants are related in a simple way to the scaling dimension of the parent
primary operator O.
As we demonstrated in Chapters 3 and 4, in some nonrelativistic theo-
ries the classical Schrödinger symmetry can be broken by a quantum scale
anomaly [44]. This leads to discrete scale invariance and a geometric bound
state energy spectrum [3, 70]. In previous Chapters of this thesis we discussed
in detail how the anomaly also manifests itself in the renormalization group
ow of a contact coupling which develops a limit cycle. Another signature of
the nonrelativistic scale anomaly is the appearance of composite operators
with complex scaling dimension. In this Chapter we concentrate on the lat-
ter and discuss some properties of composite operators with complex scaling
dimension in a nonrelativistic quantum theory. In particular, we consider a
two-particle problem in the quantum theory with an inverse square potential
interaction. In this simple example we analytically compute the propagator
of the s-wave composite operator O = ÃÃ and examine its structure. In this
Chapter we do not use FRG, but employ resummation of Feynman diagrams
in perturbation theory.
Similar to Chapter 3, here we consider the nonrelativistic quantum theory
of identical bose particles interacting through a long-range inverse square
potential V (r) = ¡ ·
r2
in D spatial dimensions.2 The detailed discussion of
quantum mechanics with inverse square potential was presented in Chapter
3. The corresponding nonrelativistic quantum eld theory is dened by the
microscopic (classical) action
S[Ã; Ã¤] =
Z
dt
Z
dDxÃ¤(t; ~x)[i@t +
r2~x
2
]Ã(t; ~x)
¡ 1
2
Z
dt
Z
dDxdDyÃ¤(t; ~x)Ã¤(t; ~y)V (j~x¡ ~yj)Ã(t; ~y)Ã(t; ~x):
(6.3)
In this Chapter the particle mass MÃ and the reduced Planck constant ~ are
set to unity.
The Feynman rules for the particle propagator iGÃ = h0jTÃÃyj0i and the
2In this Chapter we use eld-theoretic (second-quantized) formulation of nonrelativistic
quantum theory. In contrast to Chapter 3, here we employ the real-time formalism.
101
Operators with Complex Scaling Dimensions
interaction vertex in momentum space are
(6.4)
where i² is an innitesimal imaginary number, ensuring the retarded causal
structure of the propagator. ~l = ~p2 ¡ ~p1 = ~p3 ¡ ~p4 is the spatial momentum
transfer during a collision (l = j~lj), and FD(l) denotes the Fourier transfor-
mation of the inverse square potential which in D > 2 reads
FD(l) =
Z
dDx
1
x2
exp[¡i~l ¢ ~x] = (4¼)
D=2¡(D=2¡ 1)l2¡D
4
: (6.5)
In the rest of this Chapter we restrict our attention to spatial dimension
D > 2.
6.1 Composite operator O = ÃÃ
Consider a local two-particle s-wave operator O(t; ~x) = ÃÃ(t; ~x) which anni-
hilates two identical bose particles at the spacetime point (t; ~x). As demon-
strated in Appendix E, we can assign to the operator O a pair of scaling
dimensions
¢§ =
D + 2
2
§
r
(D ¡ 2)2
4
¡ ·: (6.6)
The value of the interaction coupling · determines two qualitatively dierent
regimes:
² Undercritical regime · < ·cr = (D¡2)24 : Both ¢+ and ¢¡ are real
and the action (6.3) denes two conformal quantum eld theories CFT+
and CFT¡. As demonstrated in Chapter 3, the quantum eld the-
ory dened by the classical action (6.3) ows towards CFT+ in the
infrared and towards CFT¡ in the ultraviolet in the renormalization
group sense. To obtain the action of CFT+ (CFT¡), we must add to
the inverse square potential a delta function localized at the origin
V (r)! ¡ ·
r2
¡ ¸
²
±(r) (6.7)
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and ne-tune the value of the dimensionless contact coupling ¸ to the
infrared (ultraviolet) xed point. The operator O is a nonrelativis-
tic two-particle primary operator because it is a local product of two
primary operators Ã.
² Overcritical regime · > ·cr: The quantum eld theory ceases to
be conformal and renormalization group evolution of the coupling ¸ in
Eq. (6.7) develops a limit cycle. ¢§ in Eq. (6.6) becomes complex and
form a conjugate pair. Due to the loss of conformality ¢§ do not fulll
the denition for scaling dimension as given in Eq. (6.1). However, we
will still use the term scaling dimensions for ¢§ even in the overcritical
regime. This is motivated by observation made in Chapter 3 that one
can formally extend parameter space of the contact coupling ¸ to the
complex plane. In this extension two complex xed points emerge in
the overcritical regime. At these xed points the operator O has scaling
dimensions ¢§ in the sense of Eq. (6.1).
We now calculate the two-point function (two-particle propagator)
iGO(t2; ~x2; t1; ~x1) = h0jTO(t2; ~x2)Oy(t1; ~x1)j0i (6.8)
in the overcritical regime · > ·cr. Intuitively, the two-point function is pro-
portional to the probability of creating two identical particles at the space-
time point (t1; ~x1) and subsequent destruction of the pair at the distinct point
(t2; ~x2).
The translational invariance of the action (6.3) allows us to transform
iGO to the momentum space
iGO(!; ~p) =
Z
dtdDxei!t¡i~p¢~xiGO(t; ~x; 0;~0): (6.9)
The diagramatic expression of the propagator iGO(!; ~p) is depicted in Figure
6.1. The rst diagram in Figure 6.1 corresponds to a free propagation of
two particles, while the remaining sum of diagrams takes into account the
inuence of the long-range interaction.
We remind that few-body problems in nonrelativistic quantum eld the-
ory are relatively simple because only particles (but no antiparticles) exist
as excitations of the nonrelativistic vacuum.3 This remarkable fact and the
particle number conservation lead to the important diagrammatic simplica-
tion: Any loop with line arrows pointing in the same direction vanishes. For
a detailed discussion of this important observation see Chapter 4.
3From this perspective, many-body problems are more dicult due to a more compli-
cated vacuum state which allows the presence of hole excitations.
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Figure 6.1: The two-particle propagator iGO(!; ~p) illustrated as a sum of
Feynman diagrams. The full circles denote the composite operator insertions.
In our specic problem the diagrammatic simplication has a number of
important consequences:
² The particle propagator is not renormalized and coincides with the bare
propagator depicted in Eq. (6.4). For this reason there are only bare
propagators in Figure 6.1.
² The long-range interaction vertex is not renormalized (i.e. there is no
screening). That is why there are only bare vertices in Figure 6.1.
² There are no crossed interaction lines in Figure 6.1.
We note that due to the Galilean symmetry of the action (6.3), the two-
particle propagator iGO(!; ~p) should be a function of only the Galilean invari-
ant combination !¡ ~p2=4. Hence, it is advantageous to switch to the center-
of-mass frame (i.e. set ~p = 0) rst and calculate iGO(!) ´ iGO(!; ~p = 0).
In the very end we can recover momentum dependence by the substitution
iGO(!)! iGO(! ¡ ~p2=4).
Separation of relative and center-of-mass motion in the two-body prob-
lem allows us to relate the two-particle propagator iGO(!) to the energy
Green function GD(~r 00; ~r 0;!) of a single particle with the reduced mass
Mred =
MÃ
2
= 1
2
in the external inverse square potential. To clarify this
point, consider the rst diagram in Figure 6.1, which we shall call iG0O(!)
iG0O(!) =
Z
~l
Z
dl0
2¼
i
l0 ¡ l22 + i²
i
! ¡ l0 ¡ l22 + i²
=
Z
~l
Z
~l 0
i
! ¡ l2 + i²±(
~l ¡~l 0)
= ih~r 00 = 0j(! ¡ p^2 + i²)¡1j~r 0 = 0i = iG0D(~r 00 = 0; ~r 0 = 0;!);
(6.10)
where
R
~l
=
R
dDl
(2¼)D
. In the rst line we performed frequency loop integration.
In the last line the denition of the energy Green function G0D(~r 00; ~r 0;!)
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Figure 6.2: The relation between the two-particle propagator iGO(!) and
the energy Green function GD(~r 00; ~r 0;!). Full lines with an arrow denote
here the bare propagator of a particle of the reduced mass Mred = 12 .
evaluated at the origin ~r 00 = ~r 0 = 0 was recognized. In the same way, we can
perform frequency loop integrations in the diagrams with interaction vertices
in Figure 6.1 and nd that
iGO(!) = ih~r 00 = 0j(!¡ H^ + i²)¡1j~r 0 = 0i = iGD(~r 00 = 0; ~r 0 = 0;!); (6.11)
where H^ = p^2 ¡ ·
r^2
. In terms of Feynman diagrams the last relation can be
expressed as depicted in Figure 6.2. The energy Green function GD(~r 00; ~r 0;!)
for the inverse square potential problem was calculated in [122], and a mod-
ied derivation is presented in the next Section.
6.2 Energy Green function GD(~r 00; ~r 0;!)
The energy Green function in position representation in D spatial dimensions
is given by
GD(~r
00; ~r 0;!) = h~r 00j(! ¡ H^ + i²)¡1j~r 0i; (6.12)
where H^ = p^2 + V (~^r) is a single particle Hamiltonian. The denition (6.12)
leads to the following inhomogeneous dierential equation£r2~r 00 + ! ¡ V (~r 00)¤GD(~r 00; ~r 0;!) = ±(~r 00 ¡ ~r 0): (6.13)
For a central potential Eq. (6.13) can be solved by separation of variables.
In particular, the energy Green function can be expanded in D-dimensional
partial waves
GD(~r
00; ~r 0;!) = (r 00r 0)¡
D¡1
2
1X
l=0
dlX
m=1
Ylm(­
00)Y ¤lm(­
0)Gl(r 00; r 0;!); (6.14)
where Ylm(­) denote D-dimensional spherical harmonics and dl = (2l+D¡2)(l+D¡3)!l!(D¡2)! .
4
Substitution of Eq. (6.14) in Eq. (6.13) gives the dierential equation for
4We use the notation from [122] for the labelling of spherical harmonics inD dimensions.
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the radial energy Green function·
d2
dr 002
+ ! ¡ V (r 00)¡ (l + º)
2 ¡ 1
4
r 002
¸
Gl(r
00; r 0;!) = ±(r 00 ¡ r 0) (6.15)
with º = D¡2
2
. Solution of this equation is now a textbook problem (see e.g.
[123]). The radial energy Green function can be expressed as
Gl(r
00; r 0;!) =
u
(<)
l (r<)u
(>)
l (r>)
Wfu(<)l ; u(>)l g(r 0)
(6.16)
with r< (resp. r>) denoting the smaller (resp. larger) one of r 0 and r 00.
Wfu(<)l ; u(>)l g represents the Wronskian of u<l and u>l , i.e.
Wfu(<)l ; u(>)l g = u(<)l u(>)l 0 ¡ u(<)l 0u(>)l : (6.17)
The function u(<)l (resp. u
(>)
l ) solves the homogeneous dierential equation·
d2
dr2
+ ! ¡ V (r)¡ (l + º)
2 ¡ 1
4
r2
¸
ul(r) = 0 (6.18)
with a regular boundary condition at r = 0 (resp. r =1).
Consider now the inverse square potential V (r) = ¡ ·
r2
. Depending on
the value of the coupling strength ·, the solution of Eq. (6.18) has two
qualitatively dierent branches. We analyze these two regimes separately.
Undercritical regime · < (l + º)2
Two linearly independent solutions of Eq. (6.18) are
ul(r) = f
p
rIsl(³r);
p
rKsl(³r)g (6.19)
with ³ =
p¡! ¡ i² and sl =
p
(l + º)2 ¡ ·. Isl and Ksl denote modied
Bessel functions. We nd
u
(>)
l (r) »
p
rKsl(³r); u
(>)
l (r)
r!1¡! 0;
u
(<)
l (r) »
p
rIsl(³r); u
(<)
l (r)
r!0¡! 0:
(6.20)
Substitution of Eq. (6.20) in Eq. (6.16) yields the radial Green function
Gl(r
00; r 0;!) = ¡
p
r 00r 0Isl(³r<)Ksl(³r>): (6.21)
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Overcritical regime · > (l + º)2
In this case two linearly independent solutions of Eq. (6.18) are found to be
ul(r) = f
p
rIiµl(³r);
p
rKiµl(³r)g (6.22)
with µ =
p
·¡ (l + º)2. It is straightforward to determine u(>)l , which is
u
(>)
l (r) »
p
rKiµl(³r); u
(>)
l (r)
r!1¡! 0: (6.23)
On the other hand, determination of u(<)l (r) turns out to be more subtle. It is
easily demonstrated that any linear combination of two independent solutions
(6.22) approaches zero as r ! 0, and thus satises the regular boundary
condition. Mathematically, the problem originates from the singular behavior
of the inverse square potential at r = 0. In the overcritical regime the
potential is too singular and must be regularized. Regularization, introduced
in [122], imposes the boundary condition at some small but nite r = a.
Here, following [34], we use a dierent but equivalent regularization procedure
which consists in xing a phase angle of u(<)l (r) as r ! 0. Specically, we
take the function u(<)l (r) to be
u
(<)
l (r) »
p
r
£
ei´(³)Iiµl(³r) + e
¡i´(³)I¡iµl(³r)
¤
(6.24)
with ´(³) = ¡µl ln
³
³
³¤l
´
. Here we introduced a momentum scale ³¤l that
determines the phase shift of u(<)l (r) near the origin
u
(<)
l (r) »
p
r cos(µl ln r + ¯ + µl ln ³
¤
l| {z }
±lÁ
); (6.25)
where ¯ = arg
³
2¡iµl
¡(1+iµl)
´
. We emphasize that the phase shift ±lÁ is a physical
parameter that xes u(<)l (r) in the unique way (up to normalization). Sub-
stitution of Eqs. (6.23, 6.25) in Eq. (6.16) yields the radial energy Green
function
Gl(r
00; r 0;!) = ¡
p
r 00r 0
£
ei´(³)Iiµl(³r<) + e
¡i´(³)I¡iµl(³r<)
¤
Kiµl(³r>)
2 cos (µl ln(³=³¤l ))
:
(6.26)
6.3 Two-particle propagator iGO
We are now in the position to nish the calculation of the two-particle prop-
agator iGO(!) in the overcritical (anamalous) regime. To this end, according
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to Eq. (6.11) one must evaluate the energy Green function GD(~r 00; ~r 0;!) at
~r 00 = ~r 0 = 0. Inspection of Eqs. (6.14,6.26) reveals, however, that for D > 2
this leads to a divergent result. The nite propagator is obtained for the
renormalized composite Oren ´ rD¡22 O. It reads
iGOren(!) = h0jTOrenOy renj0i = i lim
r!0
rD¡2
Z
d­ 0
SD¡1
Z
d­ 00
SD¡1
GD(~r
00; ~r 0;!)
¯¯¯
r 00=r 0=r
;
(6.27)
where SD¡1 = 2 ¼D=2
¡(D=2)
. In the last expression we introduced two angular
integration averages that should be performed before the radial limit. This
ensures the nal result to be independent of the directions of ~r 0 and ~r 00. We
now substitute the partial wave expansion (6.14) in Eq. (6.27) and obtain
iGOren(!) = ¡i lim
r!0
£
ei´(³)Iiµ0(³r) + e
¡i´(³)I¡iµ0(³r)
¤
Kiµ0(³r)
2 cos (µ0 ln(³=³¤0 ))
; (6.28)
where only the s-wave (l = 0) survives the angular integrations. Finally, we
perform the limit r ! 0 and nd
iGrenO (!) = i tan
µ
µ0 ln
p¡! ¡ i²
³¤0
¶
; (6.29)
where computational details and the explicit denition of the renormalized
two-particle propagator iGrenO (!) can be found in Appendix B of [124].
Our nal result (6.29) is remarkably simple and has the following prop-
erties:
² For negative energies ! < 0 the two-particle propagator iGrenO (!) has
an innite number of simple pole divergences at
!n = ¡³¤20 exp
µ
¡2¼n
µ0
+
¼
µ0
¶
; n 2 Z: (6.30)
Hence, the composite eldOy represents innitely many dierent stable
particles (two-particle s-wave bound states). The energy spectrum has
an accumulation point at ! ! 0 as n ! 1. It exhibits geometric
behavior
!n+1
!n
= exp
µ
¡2¼
µ0
¶
: (6.31)
For positive energies ! > 0 the two-point correlation function iGrenO (!)
has a branch cut with a branch point at ! = 0.
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² The regularization momentum scale ³¤0 introduced in Section 6.2 is
a physical parameter of the theory. It determines the value of the
reference (for example n = 0) two-particle bound state energy
!0 = ¡³¤20 exp
µ
¼
µ0
¶
: (6.32)
² The propagator iGrenO (!) is invariant under the discrete scaling sym-
metry
³¤0 ! ³¤0 exp
µ
¼m
µ0
¶
; m 2 Z: (6.33)
This transformation maps !n ! !n+m, but does not alter the energy
spectrum. Physically inequivalent ³¤0 may thus be chosen to lay within
the interval ³¤0 2 [1; exp
³
¼
µ0
´
). This supports our observation in Sec-
tion 6.2 that ³¤0 determines the phase shift angle ±0Á = µ0 ln ³¤0 of the
wave function near the origin. We conclude that physically inequivalent
phase shifts ±0Á span the interval [0; ¼).
² Finally, as advocated in Section 6.1, the Galilean symmetry allows us
to recover the momentum dependence of the two-particle propagator
iGrenO (!; ~p) = i tan
0@µ0 ln
q
¡! + ~p2
4
¡ i²
³¤0
1A : (6.34)
In the rest of this Section we attempt to compute the two-particle propa-
gator in the position space. This can be achieved via the inverse Fourier
transformation of Eq. (6.34)
iGrenO (t; ~x) =
Z
d!
2¼
dDp
(2¼)D
e¡i!t+i~p¢~xi tan
0@µ0 ln
q
¡! + ~p2
4
¡ i²
³¤0
1A : (6.35)
First we perform the angular integration and obtain
iGrenO (t; ~x) =
µ
1
2¼
¶D=2 Z 1
0
dpp
³p
x
´D=2¡1
JD=2¡1(px)£
Z
d!
2¼
e¡i!ti tan
0@µ0 ln
q
¡! + p2
4
¡ i²
³¤0
1A : (6.36)
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Now we introduce a new variable W ´ ¡! + p2
4
and get
iGrenO (t; ~x) =
µ
1
2¼
¶D=2 Z 1
0
dpp
³p
x
´D=2¡1
JD=2¡1(px)e¡i
p2
4
t£Z
dW
2¼
eiWti tan
µ
µ0 ln
p
W ¡ i²
³¤0
¶
:
(6.37)
Finally, the momentum integral can be done analytically with the result
iGrenO (t; ~x) =
µ¡i
¼t
¶D=2
exp
µ
¡iNO~x
2
2t
¶
S(t); (6.38)
where NO = ¡2 and S(t) =
R
dW
2¼
eiWti tan
³
µ0 ln
p
W¡i²
³¤0
´
. We were not able
to perform the integral over W explicitly. Based on the dimensional argu-
ment S(t) = t¡1f ((³¤0 )2t; µ0), where f is some function of the dimensionless
arguments (³¤0 )2t and µ0. We checked that the function S(t) is not restricted
by the Galilean symmetry.
6.4 Composite operators O(l) with higher an-
gular momentum
The energy Green function (6.12) contains also information about the two-
particle composite operators O(l) which carry the higher angular momentum
l. In the conformal regime, these operators are nonrelativistic primaries of
[43]. The p-wave and d-wave operators in a theory with a one-component
bose eld Ã are explicitly given by
O(l=1)i = riÃÃ ¡ ÃriÃ; (6.39)
O(l=2)ij = [ÃrirjÃ ¡riÃrjÃ]¡
±ij
D
[Ã¢Ã ¡rkÃrkÃ] (6.40)
Up to normalization these operators are xed by two requirements. First,
they must be constructed from only two elementary elds Ã and spatial gra-
dients. Second, they are nonrelativistic primaries of ref. [43] and satisfy Eqs.
(6.1, 6.2). We expect that in a similar fashion the two-particle primaries with
l > 2 can be constructed. It is clear from Eq. (6.39) that in the bosonic the-
ory (6.3) the p-wave operator O(l=1)i vanishes, as well as all primary operators
with odd angular momentum. The d-wave operator O(l=2)ij is a symmetric,
traceless tensor.5
5In order to make the tensor traceless, one subtracts in Eq. (6.40) the s-wave part
Os = Ã¢Ã ¡ rkÃrkÃ. It is instructive to express this operator as Os = ¡12rkrkO ¡
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The scaling dimensions of the compositesO(l) were computed in Appendix
E and are given by
¢
(l)
§ =
D + 2
2
§
sµ
l +
D ¡ 2
2
¶2
¡ ·: (6.41)
They become complex for · >
¡
l + D¡2
2
¢2.
The two-particle propagator iGO(l) = h0jTO(l)O(l)yj0i can be extracted
from the lth partial wave of the energy Green function, i.e. it is encoded in the
radial Green function Gl(r00; r0;!). Following closely the steps from Section
6.3, in the overcritical regime we obtain for the renormalized propagator
iGrenO(l)(!; ~p) = i tan
0@µl ln
q
¡! + ~p2
4
¡ i²
³¤l
1ATi1:::il;j1:::jl(~p); (6.42)
where Ti1:::il;j1:::jl is a tensor symmetric and traceless in the indices i1 : : : il and
ji : : : jl. This tensor does not depend on the energy !, and thus we can extract
the energies of the two-particle bound states with angular momentum l from
Eq. (6.42). Similar to the s-wave bound states, for even angular momenta l
the energy spectrum exhibits geometric behavior
!n+1
!n
= exp
µ
¡2¼
µl
¶
: (6.43)
6.5 Summary
In this Chapter we examined composite operators in a nonrelativistic quan-
tum eld theory. In general, the presence of such operators is a signature
of the quantum scale anomaly. As a concrete example, we considered quan-
tum mechanics with the classically scale invariant inverse square potential
and studied the two-particle local scalar composite operator O = ÃÃ. We
determined the complex scaling dimension of this operator and analytically
calculated the two-particle propagator h0jTOOyj0i. In the nonconformal
(anomalous) regime the operator O represents an innite tower of s-wave
two-particle bound states which form a geometric energy spectrum.
For simplicity, we considered the specic two-particle inverse square po-
tential problem, which is the paradigmatic example of a nonrelativistic theory
with the quantum scale anomaly. Nevertheless, we expect that our simple
2i@tO + 4Ã
¡
i@t + ¢2
¢
Ã, where the rst and the second terms are the descendants of the
primary O and the third term is a primary operator.
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result (6.34) for the two-point correlator h0jTOOyj0i is universal and applies
to other more complicated nonrelativistic theories containing composite op-
erators with complex scaling dimensions. One prominent example, discussed
in detail in Chapters 4 and 5, is a system of three identical bosons inter-
acting through a contact potential tuned to the unitarity point. Due to the
Emov eect [3], the local atom-dimer composite operator O = ÃÁ acquires
the complex scaling dimensions
¢§ =
5
2
§ is0; (6.44)
where the Emov parameter s0 ¼ 1:00624. A similar system that exhibits
the quantum scale anomaly in the three-particle sector is the two-component
fermionic system with unequal masses [3]. Another interesting example is the
one-dimensional model with a four-body resonant interaction [125] where the
scaling dimension of the ve-boson composite operator is complex, too.
Recently we used the method of the nonrelativistic AdS/CFT correspon-
dence to study operators with complex scaling dimensions [51]. Using the
standard AdS/CFT technique, we calculated the two-point correlation func-
tion h0jOOyj0i. The result has the same functional form as found in this work
in Eq. (6.34). However, while Eq. (6.34) depends on the physical momentum
parameter ³¤0 , the holographic result of [51] depends on the value of the UV
momentum cuto. The latter is unphysical, and we expect that the cuto
dependence in the AdS/CFT calculation can be eliminated by inclusion of a
proper boundary counterterms.
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Chapter 7
Conclusions
During the recent years nonrelativistic few-body physics has experienced a
revived interest and undergone a considerable progress. A wealth of exper-
iments with ultracold atomic gases together with a signicant theoretical
eort initiated a birth of a new exciting eld known as Emov physics. In
this thesis we studied various aspects of the Emov eect with the method
of functional renormalization.
Chapter 2 was devoted to a short introduction to the method of functional
renormalization. We introduced the Wetterich ow equation, discussed few
aspects of the technique and illustrated how the method works in practice
using a simple example of a zero-dimensional eld theory.
The problem of a singular, inverse square potential in nonrelativistic
quantum mechanics was treated in Chapter 3. This problem is in the very
core of Emov physics and its solution is crucial for developing a proper
physical understanding. We observed that the emergent contact coupling
ows to a xed point or develops a limit cycle depending on the discriminant
of its quadratic beta function. We analyzed the xed points in both con-
formal and nonconformal phases and performed a natural extension of the
renormalization group analysis to complex values of the running coupling.
Physical interpretation and motivation for this extension is the presence of
an inelastic scattering channel in two-body collisions. We presented the ge-
ometric description of the complex generalization by considering renormal-
ization group ows on the Riemann sphere. Finally, using bosonization, we
found the compact analytical solution of the extended renormalization group
ow equations.
Subsequently, in Chapter 4 we applied the functional renormalization
group technique to the few-body problem of nonrelativistic atoms near a
Feshbach resonance. Three systems were considered: one-component bosons
with the U(1) symmetry, two-component fermions with the U(1) £ SU(2)
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symmetry and three-component fermions with the U(1)£ SU(3) symmetry.
We focused on the scale invariant unitarity limit of an innite scattering
length. The exact solution of the two-body problem was constructed and
it turned out to be consistent with the unitary xed point behavior of the
three considered systems. Nevertheless, we observed that the solution of the
original Emov three-body problem develops a limit cycle scaling in case of
U(1) bosons and SU(3) fermions. The Emov parameter was determined
from the period of the limit cycle. It was found to be s ¼ 1:006 consistent
with the quantum-mechanical result.
In Chapter 5 we performed the rst step towards the renormalization
group analysis of the nonrelativistic four-boson problem by means of a sim-
ple model with pointlike three- and four-body interactions. In particular, we
investigated the region where the scattering length is innite and all ener-
gies are close to the atom threshold. We found that the four-body problem
behaves truly universally, independently of any four-body parameter. Our
ndings conrm the recent conjectures of Platter et al. [107, 108] and von
Stecher et al. [109] that the four-body problem is universal, now also from a
renormalization group perspective.
Finally, in Chapter 6 it was demonstrated that in the language of quantum
eld theory Emov physics manifests itself in the appearance of composite
operators with complex scaling dimensions. In particular, we studied the
paradigmatic example of nonrelativistic quantum mechanics with the inverse
square potential and considered a composite s-wave operator O = ÃÃ. We
computed analytically the scaling dimension of this operator and determined
the propagator h0jTOOyj0i. We found that the operator O represents an
innite tower of bound states with a geometric energy spectrum. Operators
with higher angular momenta were also briey discussed.
We conclude that the functional renormalization is a very powerful method
for the investigation of few-body nonrelativistic physics and of the Emov
eect in particular. It allows to address few-body problems from a dier-
ent angle and provides an interesting alternative to the standard quantum-
mechanical and eective eld theory treatments. Noteworthy, the method
is not limited to few-body problems and is widely used for studying various
many-body phenomena in condensed matter physics.
There is a number of interesting questions related to Emov physics which
we intend to address in future with functional renormalization:
² In the three-body problem one can go away from unitarity and deter-
mine universal properties of the system such as recombination rates,
positions where Emov trimers merge with scattering thresholds, etc.
First steps in this direction with FRG were done in [85, 93, 86]. One can
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also study nonuniversal features such as the eective range corrections
(see Appendix D).
² Our investigation in Chapter 5 is just the starting point for a complete
renormalization group treatment of the four-body problem. In the
original Emov three-body problem the introduction of the dynamical
dimer eld is a decisive step towards the correct solution. From this
perspective, in the four-body problem it seems important to introduce
the Emov trimer states directly into the model as a dynamical eld.
The trimer eld has a complex scaling dimension and its propagator has
a similar structure as the propagator obtained in Chapter 6. The FRG
treatment of the model with the dynamical trimer eld oers itself as
a natural next step towards the complete solution.
² It is a very interesting question to study a transition between few-
body to many-body physics by approximately solving ve-, six- and
higher-body problems in the universal regime. This has been recently
addressed in [126] with the help of variational quantum-mechanical
methods. Since the complexity grows substantially with the increasing
number of particles, for a proper FRG treatment of this intriguing
question ecient approximation schemes must rst be developed.
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Appendix A
Z(j) in zero-dimensional eld
theory
Theorem: The integral Z(j) =
R1
¡1 dxe
¡S(x)+jx with
² S(x) 2 R and bounded from below
² S(x) > 0 for jxj ! 1
² x2
S(x)
<1 as jxj ! 1
is smooth (dierentiable), i.e. dnZ
djn
exists for any n 2 N and j 2 R.
Proof : It is sucient to demonstrate that
lim
²!0
µ
dnZ
djn
¯¯¯
j+²
¡ d
nZ
djn
¯¯¯
j¡²
¶
= 0; (A.1)
i.e. that the right and the left derivatives coincide for any n 2 N and j 2 R.
To achieve this goal, we explicitly evaluate the dierence (A.1)
lim
²!0
µ
dnZ
djn
¯¯¯
j+²
¡ d
nZ
djn
¯¯¯
j¡²
¶
= lim
²!0
Z 1
¡1
dxxne¡S(x)+jx
¡
e²x ¡ e¡²x¢
= lim
²!0
2²
Z 1
¡1
dxxn+1e¡S(x)+jx| {z }
bounded
= 0;
(A.2)
where we used (e²x ¡ e¡²x) ¼ 2²x and the integral R dxxn+1e¡S(x)+jx is
bounded for any n 2 N and j 2 R if the assumptions of the theorem are
fullled. This concludes the proof.
Corollary: Under the assumptions of the above theorem the Schwinger
function W (j) = lnZ(j) is smooth.
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Appendix B
Galilean and nonrelativistic
conformal symmetry
All systems considered in this thesis have a centrally extended Galilean
spacetime symmetry.1 The centrally extended Galilean algebra in a three-
dimensional at space consists of eleven generators: particle number N (cen-
tral charge), time translation H, three spatial translations Pi, three spatial
rotations Mij and three Galilean boosts Ki. The nontrivial commutators are
(in the real time formalism)
[Mij;Mkl] = i(±ikMjl ¡ ±jkMil + ±ilMkj ¡ ±jlMki); (B.1)
[Mij; Kk] = i(±ikKj ¡ ±jkKi); [Mij; Pk] = i(±ikPj ¡ ±jkPi); (B.2)
[Pi; Kj] = ¡i±ijN; [H;Kj] = ¡iPj: (B.3)
In the case of a free nonrelativistic eld theory the group of spacetime sym-
metries is in fact larger than the Galilean group [120, 121] and is called
the Schrödinger group.2 For the dynamical exponent z = 2 there are two
additional generators: the scaling generator D and the special conformal
generator C. The scale symmetry acts on the time and spatial coordinates
according to
(xi; t)! (x0i; t0) = (¸xi; ¸2t); (B.4)
where ¸ is a scale parameter. A special conformal transformation of the
temporal and spatial coordinates is given by [121]
(xi; t)! (x0i; t0) = (
xi
1¡ ct ;
t
1¡ ct); (B.5)
1This is the nonrelativistic analogue of the Poincare group in relativistic QFT.
2This is the nonrelativistic counterpart of the conformal group.
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where c is a parameter of the special conformal transformation. The addi-
tional, nontrivial commutators of the Schrödinger algebra are
[Pi; D] = ¡iPi; [Pi; C] = ¡iKi; [Ki; D] = iKi; (B.6)
[D;C] = ¡2iC; [D;H] = 2iH; [C;H] = iD: (B.7)
It is important to note that besides the free theory there are few known
examples of interacting theories which are symmetric with respect to the
Schrödinger group. These theories are called nonrelativistic conformal eld
theories (NRCFT) and SU(2) nonrelativistic fermions at unitarity, discussed
in Chapter 4, are believed to constitute one of them.
In analogy to relativistic conformal eld theories it is possible to introduce
primary operators in a NRCFT [43]. A local primary operator O(t; ~x) has a
well dened scaling dimension ¢O and particle number NO
[D;O] = i¢OO; [N;O] = NOO; (B.8)
where O ´ O(t = 0; ~x = 0). The primary operator O also commutes with
Ki and C
[Ki;O] = 0 [C;O] = 0: (B.9)
It is possible to show that the operators, constructed by taking spatial and
temporal derivatives of a primary operator O, form an irreducible representa-
tion of the Schrödinger group. Similar to the relativistic case the form of the
two-body Green function of any primary operator is xed by the conformal
symmetry (in the imaginary time formalism) [43]
< OOy >» (i!^ + ~q
2
2MNO
)º ; (B.10)
where º = ¢O ¡ 5=2 for d = 3. The simplest examples of primary operators
in the theory of SU(2) symmetric fermions are the atom operator Ã (NÃ =
1;¢Ã = 3=2) and the diatom operator ' (N' = 2;¢' = 2). The form of the
inverse propagators at unitarity, which we found to be given by Eq. (4.24)
in Chapter 4, is consistent with Eq. (B.10).
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Bound state approximation and
separable potential
In this appendix we present a solution of the two-body sector using the
Lippmann-Schwinger equation of quantum mechanics, which helps to eluci-
date the eciency of the two-channel model and the limitations of the trion
approximation used in [85].
The one-channel model provides an alternative description of ultracold
atoms near a broad Feshbach resonance. This model contains the atom eld
Ã only and the microscopic action is given by1
S =
Z
Q
Ã¤(Q)(i! + q2)Ã(Q) +
¸Ã
2
Z
Q1;:::;Q4
Ã¤(Q1)Ã(Q2)Ã¤(Q3)Ã(Q4); (C.1)
where ¸Ã is a pointlike four-atom interaction which is related to the s-
wave scattering length in the IR. Roughly speaking, the quantum-mechanical
atom-atom interaction potential of the one-channel model (C.1) in Minkowski
space is given by2
V (~x) =
¸Ã
2
±(3)(~x): (C.2)
Let us now perform a Fourier transformation of this potential
V (~k;~k0) =
Z
d3r exp[¡i(~k0 ¡ ~k) ¢ ~r]V (~r) = ¸Ã
2
: (C.3)
1For simplicity, we present the one-channel model for U(1) bosons at unitarity only.
However, our arguments can be extended away from unitarity and are applicable to both
SU(2) and SU(3) fermion systems.
2Strictly speaking, the contact interaction is ill-dened and must be regularized. This
can be done by introducing the pseudo-potential V (~r)Ã(~r) = ¸Ã±(3)(~r) @@r (rÃ(~r)). Here
we use an alternative regularization by introducing a momentum cuto ¤ directly into the
Lippmann-Schwinger equation.
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At this point two important remarks about the potential (C.3) can be made
² V (~k;~k0) is a separable potential because it can be written in the fol-
lowing form ¸Ã
2
U(~k)U(~k0).
² V (~k;~k0) is ~k and ~k0 independent, i.e. U(~k) = U(~k0) = 1.
We investigate the atom-atom scattering in the center-of-mass frame. The
Lippmann-Schwinger integral equation for the K-matrix is [127, 98]
K(~k;~k0; E) = V (~k;~k0) +P
¤Z
d3q
(2¼)3
V (~k; ~q)K(~q;~k0; E)
E ¡ 2~q2 ; (C.4)
where P denotes the Cauchy principle value and ¤ is a momentum cuto,
which regularizes the contact interaction. The K-matrix is similar to the
T-matrix but uses a standing wave boundary condition which leads to the
principal value prescription in Eq. (C.4). The kinematics of K(~k;~k0; E) is
similar to the kinematics depicted in Figure 4.3. The integral equation (C.4)
can be easily solved in the special case of a separable potential. The solution
factorizes
K(~k;~k0; E) = ¡U(
~k)U(~k0)
D(E)
; (C.5)
where D(E) is given by
D(E) = ¡ 2
¸Ã
+P
¤Z
d3q
(2¼)3
U2(~q)
E ¡ 2~q2 : (C.6)
In the special case of the contact interaction Eq. (C.5) depends only on E.
This means that the exact atom-atom scattering amplitude in the center-of-
mass frame can be rewritten in terms of the exchange of the composite diatom
with inverse propagator PÁ(E; ~p = 0) » D(E). For the contact interaction
D(E) is given by
D(E) = ¡ 2
¸Ã
+P
Z ¸ dq
2¼2
q2
E ¡ 2q2 = ¡
2
¸Ã
¡ ¤
4¼2
+
E
8¼2
P
Z ¤ dq
q2 ¡ E=2 :
(C.7)
The microscopic ¸Ã can be adjusted such that
2
¸Ã
+
¤
4¼2
» a¡1: (C.8)
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At unitarity the rst two terms in the second Eq. (C.7) cancel. The last
integral is convergent, hence we take ¤ ! 1. By dimensional analysis we
obtain
D(E) »
p
E: (C.9)
To summarize, the atom-atom scattering amplitude is momentum-independent
in the center-of-mass frame. Hence the two-body sector can be solved exactly
by introducing a diatom exchange in the s-channel. By Galilean symmetry
this result can be extended to a general inertial reference frame
D(E;~k) »
s
E ¡
~k2
4MÃ
(C.10)
The functional form of the inverse diatom propagator is consistent with our
ndings (4.24) in Sect. 4.3.
In the three-body channel the atom-diatom interacting potential is mo-
mentum dependent in the center-of-mass frame. The momentum dependence
is generated by the box diagram (see rst diagram on RHS of Figure 4.4). For
this reason the trion approximation, which we used in [85], and in particular
the pointlike approximation (Sect. 4.5), do not fully capture this momen-
tum dependence and is not as ecient as the diatom trick. It leads to the
quantitative inaccuracy of the Emov parameter s0.
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Appendix D
Eective range expansion
In quantum mechanics the scattering of pointlike particles in the center of
mass frame is described by the scattering amplitude fp(µ; Á) with p denoting
the magnitude of the momentum of the colliding particles and µ and Á the
spherical angles of direction of scattering. If the particles interact through a
central potential, the scattering amplitude depends only on the angle µ and
can be expanded into the partial waves according to
fp(µ) =
1X
l=0
(2l + 1)fl(p)Pl(cos µ); (D.1)
where Pl(cos µ) denotes the Legendre polynomials. For small collision en-
ergies E = p
2
m
the dominant contribution in the sum (D.1) is given by the
s-wave f0(p);1 which can be expressed as [28]
f0(p) =
1
p cot ±0(p)¡ ip; (D.2)
with ±0 denoting the s-wave phase shift. At low energies the function p cot ±0(p)
can be expanded in even powers of p which yields the eective range expan-
sion
p cot ±0(p) = ¡a¡1 + 1
2
rep
2 +O(p4): (D.3)
This denes the s-wave scattering length a and the eective range re.
In this appendix we aim to recover the formula for the quantum mechan-
ical partial s-wave f0(p) and to nd an expression for the eective range re
in terms of the QFT description of the two-body scattering. Specically, we
1This does not apply to the scattering of two identical fermions, where even partial
waves are prohibited by statistics.
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consider the two-body sector of the theory of elementary bosons Ã interact-
ing with molecular composite bosons Á via a Yukawa-type interaction. The
two-body scattering of the elementary bosons is mediated by the exchange
of the composite molecule Á and the eld theoretical amplitude A is given
by
A(!; ~q) = h
2
PÁ(!; ~q)
; (D.4)
where PÁ(!; ~q) denotes the inverse molecular propagator, while ! and ~q are
the energy and momentum of the exchanged particle. The inverse propagator
can be calculated exactly in the non-relativistic vacuum and was determined
in Chapter 4 using the functional renormalization group method. It was
found to be
PÁ(!; ~q) = P
UV
Á (!; ~q)¡
h2
16¼
Ã
¤¡
s
1
2
·
¡! + ~q
2
2
¡ i²
¸!
; (D.5)
where ¤ is the UV cuto, which can be identied with the inverse of the range
of interactions. In Chapter 4 the imaginary time formalism was employed. In
this appendix we work in the real time formalism by performing an inverse
Wick rotation ! = ¡i!E ¡ i². Moreover, the gap parameter EÃ can be
absorbed into the energy ! and for this reason we choose EÃ = 0 in this
Appendix. Our convention is ~ = 2M = 1. Obviously, the inverse propagator
must be renormalized and we choose
PUVÁ (!; ~q) =
h2
16¼
¤¡ h
2
16¼
a¡1 + A¤Á
µ
¡! + ~q
2
2
¡ i²
¶
: (D.6)
In addition to the divergent counterterm, two nite terms were introduced.
These terms are necessary in order to recover the leading terms of the eective
range expansion. The eld theoretical amplitude A in the center of mass
frame is related to the quantum mechanical s-wave amplitude f0(p) by
f0(p) = (16¼)
¡1A(! = 2p2; ~q = 0): (D.7)
Substituting Eqs. (D.4, D.5, D.6) into Eq. (D.7) we obtain
f0(p) =
1
¡a¡1 ¡ 32¼A
¤
Á
h2
p2 ¡ ip
: (D.8)
We observe that the nite part of the UV value of the inverse propagator
(D.6) gives rise to the scattering length a and the eective range
re = ¡
64¼A¤Á
h2
(D.9)
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in the scattering amplitude f0(p).
It is instructive to compute the scattering amplitude f0(p) choosing the
linear ansatz of the dimer propagator
PÁ(!; ~q) = AÁ
µ
¡! + ~q
2
2
¡ i²
¶
+m2Á; (D.10)
which we used in this work and which is also employed frequently in two-
channel calculations concerning the BEC-BCS crossover [13]. If we choose
the cuto (5.2) the ow equations (5.3) for AÁ and m2Á for EÃ = 0 read
@tm
2
Á =
h2
12¼2
k; @tAÁ = ¡ h
2
12¼2k
; (D.11)
and can be solved analytically. For ¤!1 the solution as a function of the
sliding scale k is given by
m2Á = ¡
h2
16¼
a¡1 +
h2
12¼2
k; AÁ = A
¤
Á +
h2
12¼2k
: (D.12)
We observe that the wave function renormalization AÁ diverges as k ! 0.
The origin of this divergence can be understood by examining the exact
solution (D.5). Obviously, the square root part of Eq. (D.5) can not be
expanded in the Taylor series around the point W = w ¡ ~q2
2
= 0. This
indicates that the linear ansatz (D.10) is not the best choice in vacuum and a
dierent approximation should better be used. Nevertheless, we demonstrate
that it is still possible to recover approximately f0(p) using the linear ansatz.
To this end we expand the inverse propagator PÁ(!; ~q) not around W = 0,
but around some nite value Wp = 2(cp)2, where c is some unspecied real
positive number
PÁ(!; ~q) = A
(p)
Á
µ
¡! + ~q
2
2
+Wp ¡ i²
¶
+m
2(p)
Á : (D.13)
In our formulation this expansion corresponds to EÃ = ¡(cp)2 ¡ i². In this
case the IR limit k ! 0 is regular and we obtain
m
2(p)
Á = ¡
h2
16¼
a¡1 ¡ ih
2c
16¼
p A
(p)
Á = A
¤
Á +
ih2
64¼c
1
p
: (D.14)
From Eq. (D.7) follows the s-wave scattering amplitude f0(p) as
f0(p) =
h2
16¼PÁ(! = 2p2; ~q = 0)
=
1
¡a¡1 ¡ 32¼A
¤
Á
h2
p2 ¡ ig(c)p
: (D.15)
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Notably, the eective range re is independent on the number c and agrees
with the exact result obtained above. On the other hand, the coecient of
the imaginary part of the eective range expansion depends on the value of
the arbitrarily chosen number c as g(c) = 1+2c2
2c
. The correct value g(c) = 1
can not be reproduced for any real choice of c. The function g(c) attains its
minimum value gmin =
p
2 at c = 1=
p
2.
Finally, we checked that the same results are obtained for dierent types of
regulators such as the sharp or the momentum-independent k2 cuto. In the
case of the scattering of distinguishable particles the analysis is very similar
to the one presented above with the only dierence that re = ¡32¼A
¤
Á
h2
.
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Appendix E
Scaling dimension of composite
operator O = ÃÃ
An elegant way how to calculate the scaling dimensions of the composite
two-particle operator O = ÃÃ (and more generally of the two-particle pri-
mary operators O(l) carrying the angular momentum l) is to employ the
operator/state correspondence [128, 129, 43]. To this end one considers two
particles interacting through the inverse square potential conned in a har-
monic trap. The total Hamiltonian H of this system can be separated into
the center-of-mass and relative parts
H = HR +Hr;
HR = ¡1
4
r2~R + !2R2; E0R = !
D
2
;
Hr = ¡r2~r ¡
·
r2
+
!2r2
4
; E§r;l = !
0@1§
sµ
l +
(D ¡ 2)
2
¶2
¡ ·
1A ;
(E.1)
where ~R and ~r are the center-of-mass and relative coordinates. In addition,
E0R denotes the ground state energy of HR, and E
§
r;l stands for the lowest
energy of the Hamiltonian Hr in the subspace of states with the angular
momentum l.1 According to the operator/state correspondence, the scaling
1The relative Hamiltonian Hr denes a quantum mechanical problem of a particle in
the combined inverse square and harmonic potential, also known as the Calogero problem.
The energy spectrum is formally given by two equidistant towers built on top of two
lowest state energies E+r;l and E
¡
r;l [130]. Physically, there are two proper choices of the
near-origin boundary condition of the wave function that distinguish between + and ¡
branches of the energy spectrum. The choice E+r;l (E
¡
r;l) corresponds to CFT+ (CFT¡) of
Sec. 6.1.
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dimension of the composite primary O(l), carrying the angular momentum l,
coincides with the lowest energy E0l of the total Hamiltonian H, expressed
in the units of the trapping frequency !
¢
(l)
§ =
E0l
!
=
D + 2
2
§
sµ
l +
D ¡ 2
2
¶2
¡ ·: (E.2)
Note that the operator O(l) composed of two identical bose (fermi) elds
vanishes if the angular momentum l is odd (even). This is due to the fact
that two identical bosons (fermions) can not be in the quantum state with
odd (even) angular momentum. For the s-wave (l = 0) operator O(l=0) = ÃÃ
we thus obtain
¢§ ´ ¢(l=0)§ =
D + 2
2
§
sµ
D ¡ 2
2
¶2
¡ ·: (E.3)
We must stress that the operator/state correspondence applies only to
nonrelativistic conformal eld theories, and thus our result (E.2) holds for
· < ·cr =
¡
l + D¡2
2
¢2, when both ¢(l)§ are real. Nevertheless, it turns out
that even in the anomalous (nonconformal) regime for · > ·cr Eq. (E.2)
leads to the correct scaling dimensions ¢(l)§ . We illustrate this fact on the
example of the s-wave composite operator O(t; ~x). Following the observation,
made in [43], the a proper denition of the composite O(t; ~x) for any value
of · is given by
O(t; ~x) = lim
~y!~x
j~x¡ ~yj¡°Ã(t; ~x)Ã(t; ~y); (E.4)
where ° is a leading near-origin power law exponent of the zero-energy wave
function of the relative Hamiltonian Hr. It can be determined from the
equation Hrr° = 0 and reads
° = 1¡ D
2
§
sµ
D ¡ 2
2
¶2
¡ · (E.5)
The prefactor j~x¡ ~yj° in Eq. (E.4) is needed to make matrix elements of the
operator O(t; ~x) between any two states in the Hilbert space nite. From Eq.
(E.4) we can read o the scaling dimension of the operator O by a simple
counting
¢§ = 2¢Ã + ° =
D + 2
2
§
sµ
D ¡ 2
2
¶2
¡ · (E.6)
which is in agreement with Eq. (E.3), found from the operator/state corre-
spondence.
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