Abstract-Rate adaptation in vehicular networks is known to be more challenging than in WLANs due to the high mobility of stations. Nevertheless, vehicular networks are subject to certain recurring patterns particularly if stations communicate to roadside units. This has lead to the proposal of learningbased rate adaptation schemes which are trained for a certain propagation environment. In general, these schemes outperform other approaches at the price of being specific for a particular environment. In this paper we present RFRA, a novel rate adaptation scheme for vehicular networks. It is based on the machine-learning algorithm Random Forests which is known to be superior to most other learning approaches. Firstly, we show that RFRA outperforms other learning-based methods significantly. We also study the question how sensitive RFRA is to changes of the learned environment, especially with respect to the propagation characteristics. We show that, although this reduces the gain of our scheme, RFRA still provides a much higher performance than state-of-the-art rate adaptation schemes.
I. INTRODUCTION
Over the last years vehicular ad-hoc networks (VANETs) have attracted interest from industry and academia. This is driven by demands for higher traffic safety [1] , [2] and demonstrated by several standardization efforts such as IEEE 1609 WAVE [3] and IEEE 802.11p [4] . Although safety applications constitute the driving force in VANETs, support for multimedia applications is also expected [2] . For instance, users could initiate video downloads and large data transfers, or listen to online music directly from the car by exploiting the Internet access provided by roadside units (RSU). All these applications benefit in one way or the other from rate adaptation. Safetycritical messages can be conveyed reliably without wasting extensive air-time if higher rates are also sufficiently stable. On the other hand best-effort and multimedia applications benefit from rate adaptation due to faster download times, lower jitter, and a better medium utilization which is to the advantage of all users in the network.
The effectiveness of a rate adaptation scheme depends on its ability to accurately adapt to a predicted future state of the wireless channel. High order modulations achieve high data rates but have worse error rates than less efficient modulations. This trade-off is not trivial and adaptation algorithms are not standardized. In the context of 802.11 networks, intensive research activities have led to a vast number of rate adaptation schemes, see [5] - [8] and references therein.
The majority of the proposed schemes target at indoor propagation environments, which are characterized by slow channel changes. Vehicular communications, however, are subject to fast topology and channel changes, as well as short connectivity spans. Therefore, rate adaptation schemes for VANETs need to be robust to achieve an acceptable performance under such challenging conditions. Fortunately, vehicular communications feature certain characteristics that can be exploited to adapt the rate. Firstly, the movement of the nodes is limited in space by the length and width of the roads, and is regulated by traffic lights and speed limitations. Furthermore, moving cars do in general first approach a roadside unit and later leave the communication area, which results in a certain pattern of the signal strength over time. Finally, GPS devices provide valuable information, such as position, speed, and acceleration of a node.
These characteristics motivate the application of learning approaches to rate adaptation in vehicular networks. A few works contributed over the last years [9] - [11] show that indeed a learning approach can improve the performance of vehicular networks. However, these schemes have significant drawbacks. On the one hand, they rely on simple learning approaches. Better approaches, especially from machine learning, are known and leave room for higher performance. On the other hand, the schemes are not evaluated in circumstances different than the environment considered for training. Furthermore, the chosen approaches do not exploit the temporal evolution of the channel state to infer future states. This motivates us to study and propose Random Forest Rate Adaptation (RFRA), a novel rate adaptation scheme that employs Random Forests [12] , a stateof-the-art machine learning algorithm, to learn the propagation environment and select the data rate for transmission. In addition, random Forests is known for its robustness against incomplete input data. In detail, our contributions are the following:
1) This work is, to our best knowledge, the first to apply Random Forests for rate adaptation. This algorithm is more accurate than the model-tree schemes in [10] , [11] and the linear-regression model in [9] . Our approach exploits SNR samples obtained over a time window to characterize the propagation environment. We also use GPS information such as position and speed to increase the prediction accuracy. This design is significantly different and more robust than previous work. 2) We conduct extensive evaluations based on detailed simulations and show that RFRA outperforms stateof-the-art rate adaptation schemes (by 30% and more). This is even observed under quite different conditions than the ones present when learning the environment, as RFRA exhibits an extraordinary robustness to changes in the propagation conditions. The remaining paper is structured as follows. In Section II we give an introduction to Random Forests. Section III provides a description of the design of RFRA as well as the training and prediction phases. Next, in Section IV we evaluate the accuracy of the chosen design and the impact of different parameterizations. In Section V we compare, by means of simulations, the performance of RFRA against other rate adaptation schemes. In Section VI we discuss implementation issues of RFRA. Related work is presented in Section VII and we conclude our work in Section VIII.
II. INTRODUCTION TO RANDOM FORESTS
Random Forests [12] is a learning-based heuristic that recognizes and exploits statistical dependencies in multidimensional decision problems. It belongs to the broader class of machine-learning algorithms and is known to be superior to most other machine-learning methods [12] .
The operation of the algorithm is as follows. Assume we are given a set of J input variables x = x j representing an instance of a decision problem. This set of variables is also referred to as input feature vector and we are interested in a corresponding output variable y. Random Forests inserts the input feature vector into N t binary random decision trees (or random forest). Every tree has a depth of N d and consists of one root node as well as interior and leaf nodes, see Figure 1 . Root and interior nodes represent classification features of the decision problem and are composed of decision thresholds for a (randomly chosen) subset of the input variables. Hence, at each node of each tree different input variable subsets are considered. The leaf nodes represent the value of the output variable, i.e., the proposed solution to the decision problem, for the corresponding path through the decision tree. By pushing the current instance down each decision tree in the forest (that means, by traversing the tree according to the classification features), we obtain N t output variables which are also called votes. Finally, the individual votes are aggregated into a single output variable.
Before this process can be applied, appropriate random decision trees need to be built. This requires a representative amount of training data consisting of I training examples. The i-th training example consists of input feature vector x (i) and output y (i) . To build a random decision tree, I training examples are randomly chosen with replacement. Hence, some training examples are considered multiple times while others are not considered at all. As a rule of thumb the latter approximately correspond to 30% of the total data and are also known as out-of-the-bag (oob) examples [12] . Then, for every node of the tree a random subset of input variables is considered. For the finally selected variable, decision thresholds need to be determined which lead either to traversing the tree at this node to the left or right. The thresholds for this splitting, as well as the input variable at the node, are carefully selected such that the so called purity of the subsequent child nodes is maximized with respect to the chosen training examples. Purity refers to the degree to which the resulting child nodes consist of cases with the same output variable value. Hence, an ideal threshold at a node would divide the training data into two distinct values for the output variable. For splitting the training data to maximize purity the CART algorithm [12] is a suitable choice (and the one used in this work).
The generation of a random forest provides two important quality measures. Firstly, there is the prediction accuracy that the newly created forest achieves. Either the data used for training (training accuracy) or newly collected data (test accuracy) is used to determine how accurately the forest predicts the actual outcome. This can be used as an indicator for the subsequent achievable performance without requiring further analysis or measurements, which substantially eases the design and evaluation process. Secondly, Random Forests provides a notion of the importance of the selected input variables. The methodology used to obtain the importance is briefly described in the following. Firstly, the oob examples are pushed down all trees in the forest and the number of correct votes is computed. Then, the values of the input variable x (i) j under consideration are randomly permuted in the oob examples and these new examples are pushed down the trees. The resulting accuracy is compared with the original one and can be expressed by several different metrics, see [12] .
Finally, Random Forests features several advantages which stem from the two randomization steps in the generation of the decision trees. First of all, for each tree only a subset of the training data is used for training, which prevents overfitting. Furthermore, due to the random selection of the subset of feature variables at each node of the tree, the method can cope with missing input variables [12] . Fig. 1. Example of a random decision tree. In the example, the output variable is binary (either failed or correct transmission) and the tree has a depth N d =2.
The leaf nodes count the number of training examples that, having followed a certain path along the tree, result in a certain value of the output variable. The counting is represented as a histogram. Depending on the input variable at a node and the threshold considered for splitting, a different degree of purity is achieved at the leaf nodes.
III. BASIC DESIGN OF RFRA FOR 802.11P NETWORKS The contribution of this work is the investigation of the suitability of machine-learning approaches in general -and Random Forests in detail -for the problem of rate adaptation in vehicular networks. The intuition for this work is the following. Vehicular networking will be based, at least partially, on roadside units (RSUs) serving as access points. Such a RSU is installed at a fixed location and the movement patterns of cars associated to this RSU are potentially similar. The question arises if these patterns could be exploited together with the specifics of the propagation environment of the RSU. Essentially, this breaks down to predicting the signal-to-noise ratio γ (SNR) at the time of transmission depending on the propagation environment of the RSU as well as the mobility pattern and position of the corresponding station. We are interested in applying the method of Random Forests to this problem and benchmarking the corresponding performance against state-of-the-art rate adaptation approaches. Note that this implies a somewhat site-specific rate adaptation approach which may not be suitable for other sites. We call our scheme RFRA -Random Forests Rate Adaptation and consider IEEE 802.11p as underlying vehicular networking technology. In this section we provide background information about 802.11p and later discuss the design of RFRA.
A. IEEE 802.11p Background IEEE 802.11p [4] adopts the physical layer from 802.11a with some modifications intended to increase the robustness of the signal to the highly dispersive vehicular environment, see Table I . Communication takes place in the 5.9 GHz band, where several channels are defined for network operation. 1 The medium access in 802.11p is governed by the CSMA/CA protocol. If a node wants to transmit a packet, it must first sense the medium idle for a certain time interval. The medium is idle if the detected energy is below the carrier sensing threshold. Every transmitted 802.11p packet consists of a preamble, PLCP, MAC and WSMP (WAVE Short Message Protocol) headers, and the payload. The PLCP header is transmitted using the most robust modulation and contains information about the data rate (i.e., modulation and coding) used for MAC and WSMP headers and payload. In 802.11p there are eight different data rates to choose from. 
B. RFRA Implementation Sketch
We consider in this paper the application of RFRA for uplink rate adaptation, i.e., for the transmission of packets from cars to the RSU. This is, however, not a limitation of the presented approach, as RFRA can be applied to downlink and bidirectional traffic as well. As input feature vector we select the variables SNR, current speed, current position, as well as data rate employed. The output of Random Forests is the prediction if the packet transmitted under the conditions described by the input variables will be received successfully by the RSU. As discussed in Section II, Random Forests requires an initial phase for collecting training data (training phase). Once this is completed, the generated random forest can be applied. Figure 2 (a) illustrates the training phase. The RSU keeps track of the transmission success of incoming packets together with the input variables (partially provided by the cars). The collected training data is later used to generate the random forest and is stored in form of a configuration file. This configuration file is provided to the cars which base their rate adaptation decision on it. Figure 2 (b) exemplifies this prediction phase. Cars keep track of the input variables and predict, by using the configuration file, the success rate of a transmission for every available transmission rate. The collected training data is stored and later used by RFRA for learning. Figure 2 (b) exemplifies the prediction phase carried out by a communicating car. The car combines SNR information (obtained from packets originated at the RSU) with speed and propagation distance to predict the success probability for each data rate and decide on the most appropriate rate for transmission.
C. Input and Output Variables
Input Feature Vector Earlier works [13] , [14] have shown that SNR-based rate adaptation approaches are most suitable for fast changing channels as it is the case in vehicular communications. In this work we collect SNR samples per communication link over a certain time window, which we then group into several time slots. If multiple SNR samples are gathered over the period of one slot, the median of those samples is considered as the representative SNR value. By using the median, the SNR characterization is more robust against fast fluctuations of the channel and captures the midterm channel state evolution better. The time slot length has been set to 5 ms based on [15] , where the authors show that for urban environments the vehicular channel has a fairly constant behaviour within this time range. Note that if no packets are received over the period of one time slot, the rate decision can still be performed, as Random Forests can cope with missing input features. We set the total observation window to 100 ms, hence, RFRA considers a maximum of 20 SNR values for every data rate selection. It can be assumed that within this time the speed and position of the cars remain constant. In fact, we show in Section IV that this time window results in a better performance than shorter or longer ones. Further input variables for RFRA are the current GPSposition and the speed of the car. The current position is a good estimate of the propagation conditions between RSU and the car as, in general, short communication distances result in high signal strengths and vice-versa. It is, however, only a coarse indicator due to the variable signal propagation conditions created by multipath propagation and shadowing from other cars. Previous work [9] , [10] considers the speed of a car as input variable as higher speeds result in faster channel changes. RFRA also accounts for the speed of the car, although this feature has a relatively low prediction importance as discussed in Section IV. Finally, RFRA takes the data rate of payload frames into consideration for predicting the success probability of the packet transmission 2 .
Output Variable As response to a new input feature vector, every random tree predicts (with either one or zero 3 ) the success of a transmission for every available data rate. The votes of all trees are aggregated to build a Packet Success Rate (PSR) which is defined as the number of trees voting for one divided by the total number of trees. Based on the predicted PSRs the most suitable data rate is selected. This final step is discussed further below.
D. Training Phase
It is known that the accuracy of Random Forests increases with the amount of training data [12] . We collect about two million training examples and use 60% for training and 40% for evaluating the accuracy. The data is obtained from ns3 simulations by letting one car move at different speeds within the coverage area of a RSU while constantly transmitting packets at different data rates. We assume that the car attaches position and speed information to every data packet 4 . Out of every incoming frame, the RSU generates a 23 elements input feature vector x i =(γ 1 , · · · , γ 20 , speed, position, data rate) and stores it to be later used by the learning algorithm. As the data is obtained with only one car, the training examples are free from packet errors due to collisions. This avoids inconsistencies in the data, which could lead to lower accuracies.
E. Prediction Phase
During communication, and before transmitting a new packet, the transmitter collects the required input variables. The different available values for the data rate are then iteratively pushed (together with all other input variables) down the random forest to obtain a PSR for each data rate. The authors in [9] argue that most SNR-based algorithms require a buildup phase to accurately predict the channel behaviour. However, RFRA does not wait until all SNR variables are collected as it can cope with missing input variables. It should be noted that the accuracy of Random Forests can be further improved by online training: With every new transmission the distribution of samples at the leaf nodes can be continuously updated. This is helpful in order to adapt to changes in the propagation environment (e.g., different attenuation caused by deciduous trees in winter and summer).
F. Rate Selection
The design of RFRA does not directly output a rate, but simply the PSR. Hence, to select a rate, a further processing step is required. We assume that for all available rates (or an appropriate subset) Random Forests is invoked. As we are interested in maximizing the goodput, the rate is afterwards selected according to a further criterion that reflects the goodput maximization. In principle, the goodput of the system can be computed in various different ways. Given the PSR per data rate, we have studied three such decision criteria:
• Threshold: Select highest data rate that predicts a PSR larger than a threshold PSR > θ , where θ ∈ [0, 1].
• Raw Goodput: Select data rate that maximizes Goodput = Rate · PSR θ , where θ ∈ [0, ∞).
• MAC Goodput: Select data rate that maximizes Goodput = f (Rate, PSR θ ), where θ ∈ [0, ∞). The mapping function f (Rate, PSR) is adopted from [16] and accounts for the impact of 802.11 protocol specialties, such as contention, packet collision, and inter-frame spacing.
IV. DESIGN PARAMETER EVALUATION
In this section we characterize the prediction accuracy of RFRA depending on the dimensionality of the random forest 5 . We further evaluate the impact on the goodput of the chosen random forest variables and other design parameters of RFRA. 
A. Random Forests Dimensionality
The dimensionality of the random forest (tree depth N d and number of decision trees N t ) has an impact on the learning and prediction accuracy of the algorithm. We characterize the best dimensionality as illustrated in Figure 4 . The figure presents the true positive (TP) and true negative (TN) rates, where a high TP (or TN) rate indicates high accuracy by correctly predicting successful (or failed) transmissions. Training accuracy refers to the level of prediction obtained on the training data, while test accuracy refers to the prediction accuracy obtained on data not considered for learning. It can be observed that up to a certain dimension the accuracy slightly increases. However, further increasing the size of the random forest (e.g., N d = 10, N t = 200) can even deteriorate the performance due to over-fitting. As bigger trees are associated with further disadvantages, we select N d = 10 and N t = 50 in our experiments.
B. Variable Importance
Random Forests provides the prediction importance of the input features as quality measure, which we summarize in Table II . Due to space constraints we only show the values for the first ten SNR features (i.e., γ i=1..10 ) and the oldest SNR feature (i.e., γ i=20 ). As expected, the data rate has the highest relevance for predicting the PSR. The SNR samples collected over the last 25 ms (i.e., γ i=1..5 ) are more important than the propagation distance. Interestingly, the speed is the input variable with the lowest relevance. C. Goodput Parameter Study for RFRA Next, we study different design aspects of RFRA by evaluating the impact in the achieved goodput. These evaluations are done by ns3 simulations. For instance, we study SNR collection windows of variable size and the contribution of GPS-based information, among others. For these evaluations we define a scenario where five cars move along a straight road (as in Figure 5 ) and transmit packets continuously to the RSU in saturation mode. That is, the cars have always a data packet buffered (with a fixed size of 500 Byte) ready to be transmitted to the RSU. For every scenario we perform 20 simulation runs with different seeds to experience different channel realizations. All our results show, together with the average performance, the 95% confidence intervals. Further parameters are summarized in Table III.   TABLE III For the simulation of the wireless channel behavior, we consider the following setting. Path loss is obtained with the log-distance model
where d refers to the propagation distance (other variables are defined in Table III) . Shadowing is based on the Gudmundson's model [17] , which accounts for spatial correlation in urban environments and is characterized by a certain standard deviation. Small time-scale variations of the channel are modelled as time-correlated Rayleigh fading with a Doppler shift given by
c , where v corresponds to the speed, f c to the carrier frequency and c to the speed of light. Given an SNR, a modulation and coding scheme, and a packet length, the error model in ns3 returns an expected packet error rate. The effects of convolutional coding are considered as described in [18] .
Figures 6 and 7 highlight that different parameterizations of RFRA result in a variable goodput performance. However, the differences are only small and, in most cases, within the confidence intervals, which demonstrates the robustness of RFRA. In Figure 6 (a) we build a new random forest for every different time window size. On the other hand, in Figure 6 (b) we use the default random forest that accounts for both GPS inputs and evaluate the resulting performance when a certain variable (or both) is missing. It should be noted that in the evaluation in Section V we parameterize RFRA so as to achieve the best performance. Figure 6 (a) shows that different window sizes for collecting SNR samples result in slightly different goodput. If only the most recent SNR sample is used (approach considered in most related works), the performance is significantly reduced. Figure 6 (b) shows that speed and propagation distance provide a modest improvement. In addition, the distance is more important than the speed and the latter is only helpful in highly mobile environments.
(a) Different rate selection criteria. . Different methods for selecting the data rate based on the predicted PSR result in different goodput performance ( Fig. 7(a) ). Accounting for the MAC protocol issues provides a modest benefit. Figure 7 (b) shows that the best parameterization θ for the MAC Goodput criterion depends on the number of active users. A lower θ leads to higher rate selections, which reduces the network congestion. We tested different values for θ (between 0.1 and 1.5) and show the maximum (and median) goodput achieved by the set of considered values for a varying number of vehicles.
V. PERFORMANCE EVALUATION
After presenting the design of RFRA, we study the performance of the scheme in comparison to other rate adaptation algorithms. We are also interested in the robustness of RFRA especially in cases where the propagation environment changes with respect to the training data. We study these issues in two typical vehicular scenarios. The first one is a straight road, while the second one models a urban grid with a cross-road. All results are obtained by simulations.
A. Comparison Schemes and Metrics
We consider the following comparison schemes:
• AARF: The approach presented in [19] adapts the rate based on packet success statistics and dynamic decision thresholds.
• CARA: The authors in [6] combine ARF with the RTS/CTS exchange to differentiate packet losses due to collisions from losses due to channel errors.
• SNR: This scheme assumes perfect channel knowledge at the transmitter (obtained from ACK frames). Assuming that the current channel state holds for the next transmission, the best rate is selected accordingly. This SNR scheme is used in [10] to benchmark MTRA, a decision tree-based scheme. In [10] MTRA and SNR achieve a comparable performance, and as not all implementation details of MTRA are available, we consider the SNR scheme as a good approximation for the former 6 . For evaluating the schemes described above we rely on the following performance metrics. Goodput is defined as rate (in bits/second) of correctly received data frames excluding headers. Unless differently specified, we show the goodput measured by the RSU aggregated over all transmitting nodes. Packet Error Rate (PER) is the ratio of erroneous data packets to the total data packets transmitted. Data Rate refers to the average data rate (in bits/second) used by the transmitting nodes during a simulation run. Accuracy represents if the data rate has been precisely selected. To evaluate this, we obtain (off-line) the performance of every data rate as function of the SNR. For every SNR point there is always a rate that maximizes the goodput. At runtime, for every received packet we obtain both its SNR and data rate, and decide if the rate is optimal, over-, or under-selected.
B. Straight Road Scenarios
The first scenario is characterized by a straight road and therefore simple movement patterns. In all our evaluations we assume that the RSU has finished learning the training data. Furthermore, we assume that the cars have already downloaded the configuration file and that the latter, and not the RSU, perform the rate adaptation.
a) Perfectly Trained Evaluation:
We start evaluating the different schemes in a scenario that matches the conditions used for training, however, we consider five cars instead of a single one. In the scenario, the cars move from the left to the right end of a road at the same constant speed, see Figure 5 . We find that training with multiple cars slightly reduces the performance of RFRA, as packet collisions lead to lower throughput (even under good channel conditions) and, hence, distort the training data. All other simulation parameters are the same as in Section IV-C The goodput achieved by RFRA is the highest among all schemes (Figure 9(a) ) independent from the speed at which cars are moving. The performance gain is on average 80% higher than AARF, 24% higher than CARA, and 20% higher than SNR. Furthermore, the goodput gain of RFRA increases at high speeds (20 m/s). This can be explained with the help of Figure 8 , where RFRA exhibits the most balanced rate selection accuracy. It achieves a good performance even at high speeds, where almost no deterioration in accuracy is observed. In contrast, the SNR algorithm suffers from a very high error rate of about 35% due to an aggressive rate selection (Figures 9(b) and 9(c) ). It can be further observed that the error rate of RFRA increases only slightly with the speed, which is not the case for the SNR scheme (higher over-selection). The error rates of AARF and CARA are noticeably lower as these schemes tend to under-select the data rate, which in mobile environments results in a reliable communication yet a poor goodput performance. b) Changing Propagation Conditions: Next we consider two slight variations to the above scenario.
Big Object Attenuation: First, we introduce a constant attenuation of 10 dB over a road segment of 40 m, see Figure 10 (a). Figure 10(b) shows that the goodput of all schemes decreases compared to the basic scenario due to the larger attenuation. However, RFRA still outperforms all other schemes with a 25% gain over the SNR scheme.
Larger Path Loss Attenuation: Next, we change the path loss exponent to α = 3.5. We also add more cars to the scenario (having now 10 cars). We split them in two groups of 5 cars, where each group starts at one end of the road. Both groups meet in the proximity of the RSU. Note that when the two groups are at the ends of the road they are sometimes out of each other's hearing range (depending on the shadowing and multipath fading realizations). Hence, packet collisions due to hidden nodes may happen. Figure 11(a) shows that the goodput of all schemes is further reduced due to the increased attenuation. The performance obtained by the CARA algorithm comes close SNR's. Note that CARA transmits RTS/CTS frames to protect against hidden nodes, which is beneficial in this case. Still, RFRA outperforms all schemes (on average 11% and 17% more goodput than CARA and SNR, respectively) and achieves a good performance even in scenarios that differ significantly from the basic training data.
However, if every scenario is characterized by a specific random forest, the performance gain of RFRA is expected to increase. To confirm that, we train RFRA in this new scenario and show the resulting performance in Figure 11(b) . Interestingly, there is only a slight improvement for low speeds and a noticeable one, of about 10%, obtained at larger speeds.
C. Urban Scenario with Cross-Road: Manhattan Grid
Nex,t we consider a urban scenario with many cars. Specifically, we select the Manhattan Grid scenario, which is the most common vehicular scenario in literature [20] . We use OpenStreetMap [21] to model a cross-road and the contiguous four blocks of the area of Manhattan (Figure 12 ). The roadside unit is located in the center of the cross-road. Along the vertical and horizontal streets (300 m long) with origin at the cross-road, line-of-sight (LOS) communication is possible. For the other streets (shaded area) we add a fixed attenuation of 10 dB caused by buildings. All streets consist of two lanes with a single driving direction. We place 70 cars in the scenario and use the SUMO mobility tool [22] to model acceleration (3.5 m/s 2 ), deceleration (4.0 m/s 2 ), length of a car (4.0 m), minimum distance between cars (3.0 m), and maximal speed of the cars (19.50 m/s). The movement of the cars depends on the speed limits and the traffic lights located at the cross-roads. It should be noted that not all cars are within hearing range of the RSU at all times. On average, the RSU supports 20 cars simultaneously. Unless differently specified, the channel modelling and other simulation parameters used are summarized in Table III . Figure 13 shows the goodput comparison under different shadowing conditions (4, 8, and 12 dB standard deviation). Note that RFRA uses a scenariospecific training for 8 dB shadowing variance.
It can be observed that RFRA clearly outperforms all other rate adaptation schemes. Again this occurs also under different propagation conditions than the ones used for training. RFRA achieves up to 27%, 35%, and 170% more goodput than SNR, CARA, and AARF, respectively. 
VI. IMPLEMENTATION ASPECTS
Clearly, learning the environment specifics for rate adaptation in vehicular networks brings performance gains. The downside to this approach is that for each RSU potentially a different random forest is required. Furthermore, the question arises how fast the rate can be computed.
A. Random Forests Configuration File
As shown in Table IV , a random forest dimensioned with N d = 10 and N t = 50 has a total data size of 6.6 MByte. Basically, the configuration file is a text file, hence, compression schemes reduce its size significantly. The compressed file could be downloaded when associating to an access point or perhaps prior to a trip. In the case of regular driving routes (e.g., from home to workplace) the overhead is negligible. 
B. Computational Complexity
In addition to considering the file size, the execution time is important. We measured the time for performing a PSR prediction. For this task we used a computer featuring a 3 GHz AMD Phenom processor and 8 GByte RAM memory. The average time required for predicting the PSR of a single data rate is 12.62 µs. Hence, predicting the PSR for all 8 data rates results in an average time of about 100 µs. This time is too high for a practical implementation, as in the worst case only 58 µs (DIFS time in 802.11p) are available to select the rate before transmitting. Nevertheless, the required speed-up can be obtained by reducing the search space such that only few data rates are considered. In addition, CPU parallelization can provide a further speed-up.
C. Channel Hopping between CCH and SCH
As mentioned in Section III-A, in 802.11p the medium is accessed in a FDMA/TDMA fashion, where a station switches between control channel (CCH) and a service channel (SCH) every 50 ms. The CCH is used to advertise services offered on a SCH and to broadcast safety messages. This has several implications to our proposed scheme: Firstly, during the CCH interval the number of gathered SNR samples would be reduced, as a low rate of transmitted packets is needed to not hinder the timeliness of safety messages. Although RFRA can cope with missing input variables, this would reduce the prediction accuracy. Alternatively, as proposed in [23] , the SCH interval can be extended to improve the throughput. In addition, if cars feature dual-radio capabilities, 802.11p could be used for traffic security, while 802.11a/n could support multimedia applications. In both cases, we expect that RFRA improves the performance of the vehicular network.
VII. RELATED WORK
Rate adaptation for IEEE 802.11 networks has been extensively considered over the last years [6] - [10] , [13] , [14] . Most work considers indoor scenarios where channel conditions and network topology remain stable for long time spans. In typical vehicular networks, these conditions are naturally quite different: Channel states vary fast as well as network associations. Under these conditions, rate adaptation approaches based on packet success statistics [6] , [19] are known to have serious problems to converge to the optimal rate [14] and are outperformed by SNR-based schemes.
A. SNR-Based Rate Adaptation
SNR-based rate adaptation can be either sender or receiverbased. In the sender-based case [5] , [7] , the transmitter computes the SNR from previously received frames assuming channel reciprocity. Afterwards, the data rate selection is performed. In receiver-based rate adaptation [13] , [14] , the receiver maps the SNR of received packets to a specific data rate and informs the sender about which rate to use. This can be done by modifying CTS or ACK packets [13] or using a customized feedback packet [8] , among others.
In general, the authors in [13] reveal that SNR-based rate selection approaches tend to over-select the data rate. They further propose to empirically characterize (or train) the propagation conditions and obtain an accurate mapping between data rate and performance.
B. Rate Adaptation for Vehicular Networks
There have been a few works proposing rate adaptation for vehicular networks [9] - [11] , [13] , [24] .
In [9] the authors propose the CARS algorithm. Based on empirically collected data, a linear-regression model is built that combines context information (speed and transmission distance) and packet success statistics to predict the packet error rate. Depending on the relative speed of two communicating nodes, the algorithm gives more importance to the GPS information or to the packet statistics. By means of simulations the authors show that CARS outperforms the AARF algorithm substantially. Furthermore, the proposed method is simple and can be easily implemented in commodity hardware. However, the algorithm relies at high speeds practically only on speed and distance as predictors for the error performance. These variables are likely to work well only in similar environments to the one used for collecting training data. As soon as the distance does not correlate as expected with the signal strength, the algorithm is prone to over-or underestimate the data rate. We have adapted and parameterized our simulator to accurately reproduce the vehicle-to-infrastructure scenario described in [9] (i.e., straight road scenario with 10 cars transmitting 1000 Byte long packets to the RSU at a rate of 100 packets/s). In the 10 cars case (see Table III in [9] ), the CARS algorithm achieves about 80% more goodput than AARF. In the same scenario we compare RFRA with AARF and obtain an average goodput gain of about 290%, hence, RFRA is expected to outperform CARS significantly.
The authors in [10] propose a model-tree-based rate adaptation (MTRA) which is a different approach from machine learning. They build a M5 decision tree [25] to model the training data consisting of {distance, SNR, speed, data rate} input feature vectors. The decision tree is used to predict the error rate for different data rates and the highest data rate that yields an error rate below a predefined threshold is selected. The MTRA algorithm considers only the most recent SNR value for predicting the rate. In our work we show that, in fast changing channel conditions, accounting only for the most recent SNR sample results in a poor performance and propose a broader time window for collecting SNR samples. Furthermore, from machine learning it is known that Random Forests is in general a superior approach to M5 decision trees. As discussed in Section V, we have implicitly shown that RFRA outperforms MTRA by up 25%.
Recently, the authors in [11] present a rate adaptation scheme based on decision tree, where SNR, speed, and channel type are the input variables. Channel type coarsely defines the propagation characteristics of the environment (e.g., pedestrian or vehicular channel) and it is significantly more important than SNR and speed for performing accurate rate selections [11] . However, in practice it is difficult to determine the characteristics of the channel (i.e., determine the channel type) without requiring extensive measurements campaigns or the use of complex and expensive devices. In addition, the channel characteristics are implicitly contained in the SNR measurements that we propose. Firstly, the impact of speed (i.e., channel variability in the time domain) is captured by the SNR evolution over the time window. Secondly, the impact of multipath dispersion (i.e., the channel variability in the frequency domain) leads to varying error rates for a given (average) SNR [26] , which can be learned as well.
VIII. CONCLUSION
In this paper we have presented RFRA, a novel rate adaptation scheme for vehicular networks. RFRA collects training data and learns, using the Random Forests algorithm, how the communication performance varies as function of certain input features for a given data rate. In particular, SNR samples are collected over a time window together with the speed and the position of a car. Depending on these input values, RFRA predicts the success probability of the transmission and uses this information to select the data rate. By means of simulations we have shown that RFRA is suitable for vehicular communications as it outperforms related work, especially at high speeds, even if the propagation conditions differ from the ones present while collecting the training data. As future work we plan to implement RFRA on commodity hardware as preliminary analysis anticipates only a moderate computational complexity.
