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QUANTUM DIFFUSION, MEASUREMENT AND FILTERING
V P BELAVKIN
Abstract. A brief presentation of the basic concepts in quantum probability
theory is given in comparison to the classical one. The notion of quantum
white noise, its explicit representation in Fock space, and necessary results of
noncommutative stochastic analysis and integration are outlined.
Algebraic differential equations that unify the quantum non Markovian dif-
fusion with continuous non demolition observation are derived. A stochastic
equation of quantum diffusion filtering generalising the classical Markov filter-
ing equation to the quantum flows over arbitrary *-algebra is obtained.
A Gaussian quantum diffusion with one dimensional continuous observation
is considered.The a posteriori quantum state difusion in this case is reduced
to a linear quantum stochastic filter equation of Kalman-Bucy type and to the
operator Riccati equation for quantum correlations. An example of continu-
ous nondemolition observation of the coordinate of a free quantum particle is
considered, describing a continuous collase to the stationary solution of the
linear quantum filtering problem found in the paper.
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1. Introduction
Beginning in the mid seventies, modern probability theory has, (along with tra-
ditional subjects, such as dynamical systems with random perturbations), been also
concerned with fundamentally new stochastic objects — quantum dynamic systems
with an inherently probabilistic nature. Mathematically, the concept of quantum
probability arises not because of the lack of information for a complete description
of the object, the instability of chaotic motion or the inaccuracy of measurement
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but is due to the noncommutativity of the algebra of random variables which are
represented by the operators in the Hilbert space. As quantum probability theory
is an intrinsically stochastic theory, it cannot be stated within the framework of the
Kolmogorov axioms [1], which assume the fundamentally deterministic description
of the classical systems under the given point states ω ∈ Ω. It is based on differ-
ent axioms[2], [3] namely, the Neumann axioms, whose greater generality can be
demostrated even in the case of a finite number of alternative elementary events
ω = 1, . . . , n.
Let us illustrate for this simple case how the classical probability space (Ω,F ,P)
can be represented as a special case of the quantum space that is defined by the
triple (H,A,E). Here H is a (finite-dimensional) complex space of column-vectors
h = [ηi], ηi ∈ C with scalar product (g|h) = ∑ ζipiηi ≡ g∗h for g = [ζi] ∈ H
defined by the weights (probabilities) pi > 0, A is an associative, but not necessarily
commutative matrix algebra X = [ξik] closed under the involution X 7→ X∗ defined
by the Hermitian conjugation
(X∗g|h) = (g|Xh), [ξik]∗ = [p−1i ξ¯
k
i pk],
and with matrix I = [δik] as the identity I ∈ A, and E[X ] = (e|Xe) is a positive
normilized functional (E[X∗X ] ≥ 0, E[I] = 1) of expectation of noncommuting
variables X defined by a fixed unit vector e ∈ H, where ‖e‖2 := (e|e) = 1.
Classical random variables x : Ω → C can also be described by the multi-
plication operators X = x̂ , (x̂h)(ω) = x(ω)h(ω) in the complex Hilbert space
H = L2(Ω,F ,P) of F –measurable P-square-integrable functions h : Ω→ C ,
‖h‖2 =
∫
|h(ω)|2P(dω) = (h|h) <∞.
Their expectations E[x̂] =
∫
x(ω)P(dω) are defined as (e|x̂e) by the unit function
e(ω) ≡ 1 which is normalized with respect to any probability measure P. Thus,
however, only commutative operator algebras A are obtained, whose elements are
given in the finite case of Ω = {1, . . . , n} by all the diagonal matrices x̂ = [ξ(i)δik]
with the commutative product, corresponding to the pointwise multiplication of
the functions x(ω) = ξ(i), where ω = i.
Conversely, any quantum probability space (H,A,E) can be reduced to the clas-
sical one (Ω,F ,P) only in the case of the commutativity of the algebra A; in the
finite-dimensional case this is realised by simultaneous reduction of the commutting
matrices X ∈ A to diagonal form [ξ(i)δik] . The probabilities pi of the elementary
events ω = i in the diagonal representation are defined by the restriction pi = E[Pi]
of the functional E[X ] =
∑
ξ(i)pi on projective matrices Pj = [ξj(i) δ
k
i ], ξj(i) = δ
i
j .
In this article a quantum analog of diffusion and the problem of its continuous
measurement and stochastic filtering, that gives the solution of the Zeno paradox [4]
(as a result of establishing an a posteriori stationary state), are considered within
the framework of the noncommutative algebraic approach. A derivation of the
stochastic equation is given for a nonnormalized a posteriori quantum state, which
is obtained in [5] by renormalising the basic equation of nonlinear quantum filtering
[6]. The solution of the equation has been found for the case of linear quantum
diffusion of canonical commutation relations, obtained previously for the quantum
Gaussian case by means of linear Markov filtering methods in [7], [8].
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In presenting the second (basic) section, we deliberately avoided the questions
concerning the sufficient conditions for the dense definition of the unbounded infini-
tesimal generators that guarantee the uniqueness of solutions of quantum stochastic
and operator equations; this is beyond the scope of this article. We only point out
that in the first and second sections these questions are not relevant (see [9]) for
the Markovian case with complete pre-Hilbert domain D in the initial Hilbert space
H, corresponding to boundedness of the operators L and H in D = H. Moreover,
a solution exists for an unbounded algebra A of canonical commutation relations,
which is considered in the third section, in the framework of a quantum calculus of
kernels for the operators L, H ∈ A in the initial Fock scale {Fξ|ξ > 1}[10] if their
inductive limit ∪Fξ is chosen as D. Besides, the explicitly solvable model of this
section with linear unbounded generators L and H , does not require the estimates
obtained in these scales.
For completeness the notation and explicite methods of quantum stochastic in-
tegration and the proof of their estimates in Fock scale [5] are briefly presented in
the Appendix . The comprehensive statement of the author’s general approach,
outlined above, and the estimates for the integrals can be found in [10], [11]. The
earlier results on quantum stochastic calculus in the framework of Hudson and
Parthasarathy approach [12], are reviewed in[13].
The approach presented generalizes the results for purely quantum diffusion in
[14] to the case of an arbitrary initial algebraA. This enables a unified description of
quantum and classical diffusion, their observation and filtering as special algebraic
cases. In the sections 3 and 4, a one-dimensional variant of an infinite-dimensional
quantum Gaussian filtering [14] is presented as well as an example of observation
of a coordinate of a free quantum Brownian particle; this was analysed earlier in
[16] by the method of solving the a posteriori Shro¨dinger equation [15].
2. Quantum diffusion and nondemolition measurement
1.1. Basic Notation. Let H be a complex Hilbert space and D ⊆ H be a dense
subspace defined as an inductive limit (see appendix 1) of some scale {Hξ|ξ > 1}
in the space H. Let the initial algebra A of noncommutative random variables
describing a ‘quantum object’ at the initial moment t = 0 be represented by an
involutive subalgebra A ⊆ B(D) of linear operators X : D → D, X∗ ∈ A, having
(an inductively) continuous conjugate X∗ : D → D, (X∗χ|ψ) = (χ|Xψ) with
respect to the scalar product in H, with an identity operator I ∈ A.
Let us denote by H = H⊗F the tensor product H and the Fock space F = Γ(K)
over the Hilbert space K = L2(R+) of a ‘quantum noise’ ŵt(g), g ∈ K, and let the
pre-Hilbert space D be an inductive limit of the Hilbert scale Hξ = Hξ⊗Fξ, ξ > 1,
where {Fξ} is the natural Fock scale (see appendix 2) over K. We shall consider
the quantum noise as a set {ŵt(g)|g ∈ L2(R+)} of Brownian motions t 7→ ŵt(g),
represented in F by self-adjoint operators
ŵt(g) =
∫ t
0
(
g(r) d â∗r + g¯(r) d âr
) ≡ â∗t (g) + ât(g∗),
with a Gaussian state on the algebra generated by them, which is induced by the
vacuum function δ∅ ∈ F . Here {âr, â∗r |r ∈ R+} are canonical operators of creation
â∗r and annihilation âr in F (see Appendix 3) called quantum stochastic integrators,
and g∗(t) = g(t) . Note that each operator function t 7→ ŵt(g) that has commutative
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values [ŵs(g), ŵt(g)] = 0 is equivalent to a classical Brownian motion with intensity
|g(t)|2, with respect to the vacuum vector e = δ∅. This follows from the formula
eiŵ(g) = eiâ
∗(g)e−
1
2
‖g‖2eiâ(g
∗)
and eâ(f)δ∅ = δ∅ for any f ∈ K , due to which the quantum characteristic function
E[eiwˆt(g)] = (δ∅|eiwˆt(g)δ∅)
coincides with the clasical Gaussian characteristic function∫
exp{i
∫ t
0
g(r)dwr}P(dω) = exp
{
−1
2
∫ t
0
|g(r)|2d r
}
of the standard Wiener process wt. However, the different Brownian motions ŵt(f)
and ŵt(g) with f
∗g 6= g∗f do not have any classical representation on a single
probability space (Ω,F ,P) because of noncommutativity (see A3 in Appendix 3):
[ŵt(f), ŵt(g)] =
∫ t
0
(
f¯(r)g(r) − g¯(r)f(r)
)
d r .
Definition 1. Let {At|t ∈ R+} be an increasing set of involutive subalgebras
At ⊆ As, t ≤ s of the operators Xt ∈ B(D) generated by operators X ∈ A, ŵt(g),
g ∈ K, such that
Xt ∈ At ⇔ [Xt, Y ] = 0, ∀Y ∈ B(D) : [X0, Y ] = 0 =
[
Wt(g), Y
]
,
where the operators X0 ∈ A0, Wt(g), g ∈ L2(0, t] are assumed to act in H = H×F
as X0 ⊗ 1ˆ and I ⊗ ŵt(g). A measurable operator function F (t) : D → D is called
adapted if F (t) ∈ At for almost all t ∈ R+.
We shall consider here only quantum stochastic integrals of the form
(2.1) ıt0(F,D) =
∫ t
0
(
F (r) dAr +D(r) dA
∗
r
)
,
where Ar = I⊗âr, A∗r = I⊗â∗r and F,D are locally square-integrable (see Appendix
4) together with adjoint F ∗, D∗ adapted operator-functions R+ → At. Note that
on the exponential vectors, described by the product-functions h(τ ) = k⊗(τ )ψ,
where ψ ∈ D and k ∈ L2(R+), the itegrals (2.1) are weakly defined as the usual
operator integrals(
h | ıt0(F,D)h
)
=
∫ t
0
(
h | [F (r) k(r) +D(r) k¯(r)] h)d r.
This gives in particular, E[ıt0(F,D)] = 0 for E[X ] = (e|Xe), where e(τ ) = δ∅(τ )ψ
is the exponential vector, corresponding to k = 0. Such operator integrals on the
exponential domain were constructed by Hudson and Parthasarathy [12] for the
case of bounded F (t) , D(t) .
For the adapted integrals (2.1), the quantum Ito formula [10]–[12] can be ob-
tained as in the case of (A.5) (see Appendix 5), corresponding to Xt(t) = 0 for
almost all t. This formula defines (see Appendix 5) the pointwise multiplication
X(t)Y (t) = X(0)Y (0) +
∫ t
0
d(XY ) (r)
of the adapted operator-functions
X(t) = X(0) +
∫ t
0
dX (r), Y (t) = Y (0) +
∫ t
0
dY (r)
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in terms of the product dX(t) dY (t) = D(t)∗F (t) d t of their stochastic differentials
dX = D∗dA+D dA∗, dY = F ∗dA+ F dA∗:
d(XY ) = dXY +XdY + dXdY = D∗F d t+ (D∗Y +XF ∗) dA
+(DY +XF ) dA∗.(2.2)
The classical Ito formula for the stochastic integrals
It0(f, ω) =
∫ t
0
f(r, ω) dwr
with respect to the standardWiener process w = {wt|t ∈ R+} can be obtained from
(2.2) by the Segal one-to-one transformation ω : ŵt 7→ wt, where ŵt = ât+ â∗t . The
latter represents the adapted operator integrals ıt0(f̂ , f̂) =
∫ t
0 f̂(r) d ŵr for the non-
anticipated functionals f̂(t) = f(t, ŵ) of commuting selfadjoint operators ŵ = {ŵt}
with
‖f̂δ∅‖2t :=
∫ t
0
‖f̂(r) δ∅‖2 <∞
in the form of the Ito integrals ω[ιt0(f̂ , f̂)] = I
t
0(f, ω), so that∥∥ıt0(f̂ , f̂) δ∅∥∥2 = ‖f̂ δ∅‖2t =
∫ ∥∥It0(f, ω)∥∥2P(dω),
where P is the standard Wiener probability measure.
1.2. Quantum diffusion. Quantum stochastic evolution in the open system {At}
is described by an adapted family {ι(t)|t ∈ R+} of ∗-representations ι(t) : X 7→
X (t) of the initial algebra A ⊆ B(D) into B(D) , i.e. of linear maps A → At, with
the properties:
ι(t,X∗X) = ι(t,X)∗ι(t,X), ι(t, I) = I0 := I ⊗ 1ˆ.
It is called diffusion motion if the operator-valued functions t 7→ X(t) have the
quantum stochastic differentials of the form
(2.3) dX(t) + C(t) d t = D∗(t) dAt +D(t) dA
∗
t .
Here C(t) = γ(t,X) is an adapted operator-valued function, locally integrable
(p = 1) for every X ∈ A defined by the linear maps γ(t) : A → At, t ∈ R+ .
D∗(t) = δ∗(t,X), D(t) = δ(t,X) are adapted operator-valued functions, locally
square-integrable for each X ∈ A, defined by the linear maps δ∗(t), δ(t) : A → At.
Define the output process Y = {Y (t)|t ∈ R+}, which is subject to measurement
and described by a commutative family of (essentially) selfadjoint operators Y (t) =
Y (t)∗ on D with the initial condition Y (0) = 0 and stochastic differentials
(2.4) dY (t) = G(t) d t+ F ∗(t) dAt + F (t) dA
∗
t .
Here G(t) = G(t)∗ ∈ At is essentially self-adjoint and locally-integrable (p = 1).
F (t) ∈ At is locally square-integrable together with its conjugate: F ∗(t) = F (t)∗ ;
G(t) and F (t) are adapted operator-valued functions of t ∈ R+.
Unlike the classical case, not every involutive subalgebra B of A , but only
a central one B ⊂ A ∩ A′ , defines the conditional expectations E[X |B] for any
state vector e ∈ H as the positive projections A → B which are compatible with
E[X ] = (e|Xe) such that E[E[X |B]] = E[X ] for all X ∈ A. Hence, not every
stochastic process described by the equation (2.4), can be considered as an output
process for quantum diffusion, defined by equation (2.3), but only that for which
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the posterior expectations of X(t) with respect to the observation Y (s), s ≤ t,
exist.
Definition 2. A process Y (t) is called causal, or nondemolition with respect to
the process X(t) if
(2.5)
[
X(t), Y (s)
]
:= X(t)Y (s)− Y (s)X(t) = 0
for all t ≥ s, s ∈ R+.
The nondemolition condition together with the self-nondemolition of Y , i.e. with
the commutativity [Y (t), Y (s)] = 0, ∀ t, s, is necessary and sufficient [11] for the
existence of the conditional expectations π̂(t,X) = E[X(t)|Bt] for the operators
X(t) = ι(t,X) , with respect to the ∗-algebras
Bt =
{
Y ∈ B(D) | [X,Y ] = 0, ∀X ∈ B(D) : [X,Y (s)] = 0, ∀ s ≤ t}
generated by the family {Y (s)|s ≤ t} and for every initial vector-function e ∈ D,
‖e‖ = 1. If the process Y with Y (0) = 0 is nondemolition with respect to the
coefficients C,D∗, D of the equation (2.3), then it is nondemolition with respect to
the solution X , corresponding to any initial X (0) ∈ A . This and other sufficient
conditions of the next proposition obviously follow from the integral representation
X(t) = X −
∫ t
0
(
C(r) d r −D∗(r) dAr −D(r) dA∗r
)
.
Proposition 1. The integrals X (t) of (2.3) with X ∈ A are ∗-representations
ι(t) : X 7→ X(t) iff the linear maps
γ(t) : X 7−→ C(t), δ∗(t) : X 7−→ D∗(t), δ(t) : X 7−→ D(t)
satisfy the following differential conditions
(i) γ(t,X∗) = γ(t,X)∗, δ(t,X∗) = δ∗(t,X)∗, ∀X ∈ A,
(ii) γ(t,X∗X) = ι(t,X)∗γ(t,X) + γ(t,X)∗ι(t,X)− δ(t,X)∗δ(t,X),
δ(t,X∗X) = ι(t,X)∗δ(t,X) + δ(t,X∗) ι(t,X) = δ∗(t,X∗X)∗,
(iii) γ(t, I) = 0, δ(t, I) = 0 = δ∗(t, I), ∀ t ∈ R+.
The processX(t) satisfies the condition (2.5) iff the stochastic derivationsC(t),D∗(t),D(t)
also satisfy the condition (2.5) as X(t) with respect to the nondemolition process
Y (t) for all X ∈ A, and the derivatives G, F ∗, F in (2.4) satisfy the differential
nondemolition conditions[
X(t), F ∗(t)
]
= 0 =
[
F (t), X(t)
]
, ∀ t ∈ R+,
D∗(t)F (t) − F ∗(t)D(t) = [G(t), X(t)].(2.6)
Proof. The stochastic differentials dX(t) = X(t + d t) − X(t) of the linear
∗-maps ι(t) : X 7→ X(t) are defined by the linear ∗-maps γ(t), δ∗(t), δ(t) by virtue
of linear independence of the fundamental differentials d t, dAt and dA
∗
t . The
conditions (ii) are found by applying the Ito formula (2.2) to X(t)∗X(t):
d
(
X(t)∗X(t)
)
= dX(t)∗dX(t) + dX(t)∗X(t) +X(t)∗dX(t)
=
[
δ(t,X)∗δ(t,X)− γ(t,X)∗ι(t,X)− ι(t,X)∗γ(t,X)]d t
+ d ıt0
(
δ(X)∗ι(X) + ι(X)∗δ∗(X), δ(X∗) ι(X) + ι(X)∗δ(X)
)
.
By equating the stochastic derivatives of this differential and
d ι(t,X∗X) = d ıt0
(
δ∗(X∗X), δ(X∗X)
)− γ(X∗X) d t,
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we obtain that δ∗ and δ are the derivations of the algebra A, and −γ has the
positive-definite dissipator
ι(X)∗γ(X) + γ(X)∗ι(X)− γ(X∗X) = δ(X)∗δ(X).
The condition (iii) follows from d ι(t, I) = 0 because of the independence of γ, δ∗, δ.
If Y (t) is a nondemolition process for X(t), then[
dX(t), Y (s)
]
=
[
X(t+ d t), Y (s)
] − [X(t), Y (s)] = 0
with t ≥ s ; hence the nondemolition for C, D∗, D:[
C(t), Y (s)
]
= 0,
[
D∗(t), Y (s)
]
= 0,
[
D(t), Y (s)
]
= 0, ∀ t ≥ s,
follows by commutativity of Y (s) with the indepedent differentials d t, dAt and dA
∗
t .
Applying equation (2.2) to the differential of the commutator [X(t), Y (t)] = 0 we
obtain (taking into account the equality [dX(t), Y (t)] = 0):
d
[
X(t), Y (t)
]
=
[
dX(t), dY (t)
]
+
[
dX(t), dY (t)
]
+
[
X(t), dY (t)
]
=
(
D∗(t)F (t)− F ∗(t)D(t) + [X(t), G(t)])d t
+d ıt0
(
[X,F ∗], [X,F ]
)
= 0,
which yields the differential self-nondemolition conditions (2.6). Hence, all condi-
tions of the proposition are necessary.
1.3. The Markov case. The quantum diffusion (2.3) with coefficients
C(t) = ι(t, Ct), D
∗(t) = ι(t,D∗t ), D(t) = ι(t,Dt),
corresponds to the Markov stochastic evolution (in strong sense). Here Ct, D
∗
t , Dt ∈
A are defined by the structural maps
γt : X 7→ Ct, δ∗t : X 7→ D∗t , δt : X 7→ Dt,
for which the conditions (i)–(iii) indicated above were obtained by Hudson and
Evans in [14]. The self-nondemolition conditions (2.6) give the restrictions for the
coefficients G and F ∗, F in this case. We shall restrict ourselves to consideration of
the standard case F (t) = I0 = F
∗(t) of the indirect measurement
(2.7) Y (t) =
∫ t
0
ι(t, Gr) d r + I ⊗ ŵt
of the diffusion of a square-integrable initial process defined locally by Gt ∈ A over
the standard Wiener process wt represented inH by the operators I⊗ŵt = At+A∗t .
It is not hard to prove [5] that Y (r) = Vt(I⊗ŵr)V ∗t , ∀ t > r ∈ R+ by the uniqueness
of the stochastic operator equation
dVt +
1
8
G(t)Vtd t = i G(t)Vtd ût, V0 = I,
where
G(t) = ι(t, Gt), ût =
i
2
(â∗t − ât) =
1
2
ŵt(i).
The above implies the local unitary equivalence of the processes At+A
∗
t and Y (t),
which is always the case for the locally norm-square-integrable operator-functions
Gt : H→ H [9].
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Corollary 1. In the case under consideration the condition (2.6) completely defines
the structure of the inner derivation X 7→ [X,Gt] for δt − δ∗t :
(2.8) δt(X) =
1
2
[X,Gt]− αt(X),
where αt(X
∗) = αt(X)
∗, ∀X ∈ A is a ∗-derivation of the algebraA. The conditions
(i)–(iii) here also define the structure of the maps γt : A → A in the form
γt(X) =
1
2
λt(X)− βt(X),
λt(X) =
1
4
[
Gt, [Gt, X ]
]
+Gtαt(X) + αt(X)Gt − α2t (X),(2.9)
where α2t (X) = αt(αt(X)), βt : A → A is some ∗-derivation
βt(X
∗X) = X∗βt(X) + βt(X
∗)X, ∀X ∈ A.
Proof. By taking into account the differentiation property
[Gt, X
∗X ] = X∗[Gt, X ] + [Gt, X
∗]X,
and similarly for αt(X
∗X) we obtain
λt(X
∗X) =
1
4
[
Gt, X
∗[Gt, X ] + [Gt, X
∗]X
]
+Gt
(
X∗αt(X) + αt(X
∗)X
)
+
(
X∗αt(X) + αt(X
∗)X
)
Gt
−(X∗α2t (X) + 2αt(X)∗αt(X) + α2t (X)∗X)
= X∗λt(X) + λt(X)
∗X − 1
2
[X,Gt]
∗[X,Gt]
+[X,Gt]
∗αt(X) + αt(X)
∗[X,Gt]− 2αt(X)∗αt(X)
= X∗λt(X) + λt(X)
∗X − 2δt(X)∗δt(X).
Hence γ0t =
1
2λt possesses the property (ii) of the map γt:
γ0t (X
∗X) = X∗γ0t (X) + γ
0
t (X)
∗X − δt(X)∗δt(X),
and the ∗-property γ0t (X∗) = γ0t (X)∗ , as does γt in (iii). From here the result that
βt = γ
0
t − γt is a ∗-derivation follows.
The maps γt are called generators for the Lindblad equation
dµt0/dt+ µ
t
0 ◦ γt = 0,
where µ◦γ(X) = µ(γ(X)), which is an algebraic analog of the Kolmogorov equation.
This is satisfied by the operatorsXt0 = µ
t
0(X), X ∈ A of the conditional expectation
µt0(X) = (δ∅|X(t) δ∅) , with respect to the vacuum function δ∅ ∈ F defined by
Xt0ψ =
[
ι(t,X)h
]
(∅), ∀h = ψ ⊗ δ∅, ψ ∈ D.
The differential conditions obtained for Markov diffusion are necessary for the
existence of a unique solution X(t) of equation (2.3) for all X(0) = X ∈ A and so,
for the Lindblad equation. They are sufficient in the case [14] of constant αt, βt and
Gt and the boundedness of the algebra A (for instance, with D = H). Moreover,
as was proved in [10], the maps ι(t) : X 7→ X(t) are representations of A in At,
satisfying the condition of nondemolition (2.5) for all X ∈ A. This is also true
under significantly more general conditions of local p-integrability over the norm of
the operators Gt : H → H (with p = 2) and the maps αt (p = 2) and βt (p = 1)
from A ⊆ B(H) to A.
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In the case of inner derivations
αt(X) = i[St, X ], βt(X) = i
[
Ht +
1
4
(StGt +GtSt), X
]
,
(as is the case for the von-Neumann algebra A), a quantum Markov diffusion is
defined by structure maps of the type
δt(X) = [X,Lt], δ
∗
t (X) = [L
∗
t , X ],
γt(X) =
1
2
(
L∗t [Lt, X ] + [X,L
∗
t ]Lt
)
+ i[X,Ht],(2.10)
where
Lt =
1
2
Gt + iSt, L
∗
t =
1
2
Gt − iSt, Ht = H∗t ∈ At.
3. Quantum diffusion and filtering.
2.1. The a posteriori dynamics. The quantum diffusion (2.3) under nondemo-
lition measurement (2.4), is described by the classical random variables xt(ω) =
〈X(t)〉t(ω) of the conditional expectations 〈X(t)〉t = E[X(t)|Bt] , for the operators
X(t) = ι(t,X) , on the trajectories ω ∈ Ω of the process Y (t) , with respect to
initial vector-valued function e0 = ψ0⊗ δ∅, ψ0 ∈ D. As was established for the first
time in [5], [6], the random process xt : Ω → C , considered as a stochastic map
X(t) 7→ xt(ω), satisfies the Ito filtering equation for quantum diffusion
(3.1) d
〈
ι(t,X)
〉
t
+
〈
γ(t,X)
〉
t
d t =
〈
κ(t,X)− 〈G(t)〉
t
ι(t,X)
〉
t
d Y˜
with respect to the stochastic map 〈· 〉t : X(t) 7→ xt. In this equation Y˜ (t) =
Y (t)−∫ t
0
〈
G(r)
〉
r
d r is an innovation martingale for the observed process (2.4), and
κ(t) : A → B(D) is a linear ∗-map, which in the case of F (t) = I0 = F ∗(t) is of the
particularly simple form:
(3.2) κ(t,X) =
1
2
(
G(t)X(t) +X(t)G(t)
)− α(t,X),
where α(t,X) is defined by the ∗-derivation δ(t) + δ∗(t) = −2α(t). Equation (3.1),
derived in [5] by means of the martingale methods of quantum nonlinear filtering,
extends the basic equation (8.10), [18] of the optimal diffusion filtering to the case
of the noncommutative operator algebras A. By complete analogy with the clas-
sical case the quantum Ito formula was used with the innovation process and the
representation theorem [11], which requires the conditional expectations xt(ω) to
exist. This requirement is met by the self-nondemolition condition (2.5) for all s ≤ t
which is trivially sutisfied in the commutative case s > t.
In the quantum Markov case of the indirect measurement (2.7) the conditional
expectation xt(ω) = πt(X,ω) of the operators X(t) can be found as in the classical
case by solving an autonomous stochastic equation for the a posteriori state π̂t(X) =
〈ι(t,X)〉t. The latter is defined on the trajectories ω as a linear stochastic positive
normalized map ω(π̂t(X)) = xt(ω) of the algebra A into C satisfying the condition∫
xt(ω) y(ω)P
t
0(dω) =
(
e0 | X(t)Y e0
)
, ∀X ∈ A.
In this equation, Y ∈ Bt is any bounded operator in the algebra of the observed Bt,
y(ω) = ω(ŷ) is the Segal transformation of the operator ŷ in F that corresponds to
the unitary-equivalent operator I⊗ŷ = V ∗t Y Vt, andPt0 is an induced (by the unitary
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transformation) probability measure on the trajectories ω|[0, t) := {wr|r ∈ [0, t)} ,
restricted to the interval [0, t) with respect to the initial vector-state∫
y(ω)Pt0(dω) =
(
V ∗t (ψ0 ⊗ δ∅)
) | (I ⊗ ŷ)V ∗t (ψ0 ⊗ δ∅)).
2.2. The filtering equation. Let us sketch the essentials in the derivation
of a stochastic Markov quantum filtering equation, obtained for the general out-
put process in [9]. First, we shall prove that the vacuum conditional expectation
µtg(X) = (δ∅|πg(t,X) δ∅) of the product πg(t,X) = ι(t,X)eg(t), where
(3.3) eg(t) = exp
{∫ t
0
g(r) dY (r) − 1
2
g(r)2d r
}
,
satisfies the linear evolution equation
(3.4)
d
d t
µtg(X) + µ
t
g ◦ γt(X) = µtg
(
Gt·X − αt(X)
)
g(t),
where µ0g(X) = X , and G·X = (GX + XG)/2. Let us asume the uniqueness
of this solution, which is always true for locally p-integrable bounded (over the
norm) maps Gt, αt (p = 2) and βt (p = 1). We shall prove that µ
t
g(X) is the
mathematical expectation of the product µ̂tg(X) = µ̂
t(X) eˆtg , of the stochastic
operators µt(X,ω) = ω[µ̂t(X)] (which satisfy a quantum filtering equationt) with
the exponentials
etg(ω) = exp
∫ t
0
[
g(r) dwr − 1
2
g(r)2
]
d r = ω(eˆtg),
(which are defined with respect to the trajectories ω : t 7→ wt of the standard
Wiener process wt, t ∈ R+). The above means that the output process Y (r),
restricted by any t ∈ R+ , is absolutely continuous with respect to the standard
restricted process wt = {wr|r < t}. This follows from the unitary equivalence
Y (r) = VtYrV
∗
t , ∀r < t and Yr = I ⊗ ŵr, ∀t ∈ R+ , representing the out-
put up to a time t with respect to the initial vector-function e0 = ψ0 ⊗ δ∅ and
et0 = V
∗
t e0 correspondingly. The probability density ρ
t
0(ω) = P
t
0(dω)/P(dω) ,
for the measurement of the trajectory {wr|r < t} , of the process Y on the in-
terval [0, t) , is defined with respect to the standard Wiener probability measure
P(dω) by the formula ρt0(ω) = ϕ
t
0(I, ω). Here ϕ
t
0(ω) = ϕ0 ◦ µt(ω) is the stochas-
tic functional ϕt0(X,ω) = (ψ0|µt(X,ω)ψ0), which corresponds to the initial state
ϕ0(X) = (ψ0|Xψ0) on the algebra A. Finally, we deduce a nonlinear equation for
the a posteriori state πt(ω) using the ordinary Ito formula and the normalization
of the stochastic functional ϕt0(ω).
Theorem 1. Let the equation (3.4)has the unique solution Xtg = µ
t
g(X), cor-
responding to the initial condition µ0g(X) = X for each X ∈ A and g ∈ K
. Then it coincides with the vacuum expectation Xtg = (δ∅|πg(t,X) δ∅), where
πg(t,X) = ι(t,X)eg(t) and is defined by the Wiener average
(3.5) Xtg =
∫ t
0
Xt(ω) exp
{∫ t
0
g(r) dwr − 1
2
g(r)2d r
}
P(dω)
over the continuous trajectories ω ∈ Ω. Here Xt(ω) = ω[µ̂t] is the Segal transfor-
mation of the solution X̂t = µ̂t(X) to the operator filtering equation
(3.6) d µ̂t(X) + µ̂t ◦ γt(X) d t = µ̂t
(
Gt ·X − αt(X)
)
d ŵt
QUANTUM DIFFUSION, MEASUREMENT AND FILTERING 11
with initial condition µ̂0(X) = X. In this case the linear stochastic equation
(3.6) also has a unique solution in the Ito sense, which defines almost everywhere
(ρt0(ω) 6= 0) for each ψ0 ∈ H the a posteriori state
πt(X,ω) =
(ψ0|Xt(ω)ψ0)
ρt0(ω)
,
where the probability density ρt0(ω) = (ψ0|It(ω)ψ0) is given by the positive operator
It(ω) = µt(I, ω), satisfying the martingale property∫
It(ω)P(dω|wr) = Ir(ω), ∀r < t.
Proof. First we find a quantum stochastic equation for Xg(t) = πg(t,X) using
the Ito formula
deg(t) = g(t) eg(t) dY (t), eg(0) = 1,
where
dY (t) = G(t) d t+ F (t)∗dAt + dA
∗
tF (t).
We obtain according to (2.2)
d
(
X(t) eg(t)
)
= dX(t) d eg(t) + dX(t) eg(t) +X(t) d eg(t)
= (g D∗F − C + gXG)(t) eg(t) d t
+d ıt0(D
∗ +X F ∗gD +X Fg) eg(t)
= πg
(
t, (GtX +X Gt)
g(t)
2
− αt(X) g(t)− γt(X)
)
d t
+πg
(
t, δ∗t (X) + g(t)X
)
dAt + πg
(
t, δt(X) + g(t)X
)
dA∗t ,
where the explicit form (2.8) has been used for
D∗ = δ∗(X), D = δ(X), C = γ(X), GX +D = G·X − α(X)
with F = I0 = F
∗.
Taking into account the martingale property of the quantum stochastic integral
(2.1) with respect to the vacuum-vector δ∅ ∈ F , we find the equation (3.4) for the
operator
µtg(X) : ψ 7−→ µtg(X)ψ = [πg(t,X)h](∅)
in H is implied by the action of πg(t,X) = X(t) eg(t) on h = ψ ⊗ δ∅:
dµtg(X) = µ
t
g
(
(Gt·X − αt(X) g(t)− γt(X)
)
dt, ∀X ∈ A,
where γt : A → A is defined in the form (2.10).
Now, if Xt(ω) = µt(X,ω) satisfies the stochastic equation
dXt(ω) + Ct(ω) d t = Dt(ω) d ŵt, X
0(ω) = X,
we can derive a differential for
µ̂tg(X) = µ̂
t(X) eˆtg, eˆ
t
g = exp
{∫ t
0
(
g(r) d ŵr − 1
2
g(r)2d r
)}
,
by means of the Ito formula of classical stochastic calculus.
dXt(ω) + Ct(ω) d t = Dt(ω) d ŵt, X
0(ω) = X.
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Using d eˆtg = g(t)eˆ
t
gd ŵt we have
d(X̂teˆtg) = d X̂
td eˆtg + d X̂
teˆtg + X̂
td eˆtg
=
(
g(t) D̂t − Ĉt) eˆtgd t+ (D̂t + X̂tg(t)) eˆtgd ŵt,
what can be written in the form of the stochastic equation
dXtg (ω) + (C
t
g (ω)−Dtg (ω) g (t))dt = (Dtg (ω) +Xtg (ω) g (t))dwt
for Xtg (ω) = ω
(
X̂têtg
)
. Hence, the mathematical expectation (3.5) of Xtg(ω) =
Xt(ω)etg(ω) with respect to the Gaussian measureP of the standardWiener process
w satisfies the equation
dµtg(X) =
(
Dtgg(t)− Ctg
)
d t, µ0g(X) = X.
Comparison of this equation with equation (3.4) gives the coefficients
Ctg =
∫
Ct(ω) etg(ω)P(dω), D
t
g =
∫
Dt(ω) etg(ω)P(dω)
in the form:
Ctg = µ
t
g
(
γt(X)
)
, Dtg = µ
t
g
(
Gt·X − αt(X)
)
.
Consequently Ct(ω) = ω(Ĉt), Dt(ω) = ω(D̂t) are the coefficients
Ĉt = µ̂t
(
γt(X)
)
, D̂t = µ̂t
(
Gt·X − αt(X)
)
,
that define an equation for Xt(ω) = µt(X,ω) in the form of (3.6). The solution
It(ω) = µt(I, ω) to this equation for the initial condition X = I defines a positive
operator-valued diffusive process It(ω) = ω(µ̂t(I)) which satisfies to the martingale
equation dIt (ω) = Gt (ω) dwt with the initial condition I
0 (ω) = I , where Gt (ω) =
µt (G,ω) and the properties αt (I) = 0 = γt (I) are substituted into (3.6). Thus
the Theorem 1 is proved.
2.3. The classical case. The remark that follows provides an explanation why
equation (3.6) is a noncommutative analog of the Zakai filtering equation.
Remark 1. Let A be a commutative algebra equivalent to the space C∞(Rd) of
infinitely-differentiable functions x : Rd → C with the pointwise product, and the
involution x∗(z) = x¯(z). Then equation (3.6) is an operator representation of the
Zakai equation
(3.7) dµtz0 +
1
2
∆tµ
t
z0d t = (gt +∇t)µtz0dwt, µ0z0 = δz0 ,
for the nonnormalized a posteriori distribution µtz0(dz, ω) of the Markov diffusion
process z(t) described by the stochastic equation
(3.8) dz + ct(z) d t = at(z) dvt, z(0) = z0,
with the indirect measurement
dy(t) = gt(z(t))d t+ dwt
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defined by the standard Wiener process wt = −vt. Here∫
x(z)∇tµ(dz) = −
∫ d∑
k=1
ak(z)x′k(z)µ(dz),
∫
x(z)∆tµ(dz) = +2
∫ d∑
k=1
ckt (z)x
′
k(z)µ(dz)
−
∫ d∑
k,l=1
akt (z) a
l
t(z)x
′′
kl(z)µ(dz),
with x′k = ∂kx, x
′′
kl = ∂k∂lx. The integral
∫
µtz0(dz, ω) = ρ
t
z0(ω) defines the proba-
bility density of the output process y(r, ω) on the interval 0 ≤ r < t with respect to
the Wiener distribution P(dω) with given initial state z0 ∈ Rd, δz0(dz) = 1 with
z0 ∈ dz, δz0(dz) = 0, and z0 /∈ dz.
Indeed, in the case of the commutative algebra A ≃ C∞(Rd) , Gt is the multi-
plication operator by the given function gt(z) of the state z ∈ Rd of the Markov
process z(t) . This process has the generator γt(X)(z) = [Γtx](z), defined by the
diffusion operator Γt on the measurable functions x : z 7→ x(z), x ∈ C∞(Rd). The
indirect measurement of gt(z) is given by the output process
y(t) =
∫ t
0
gr(z(r)) d r + wt.
Since [Gt, X ] = 0, ∀X ∈ A, δt = −αt is a real derivation
αt(X) (z) = at(z) ∂x(z) := a
k
t (z) ∂kx(z), ∂k =
∂
∂zk
,
and γt = Gt·αt − βt − 12α2t , where Gt·αt(X)(z) = gt(z)αt(X)(z), the operation
(3.9) Γt = (atg − bt) ∂ − 1
2
(at∂)
2 = ckt ∂k −
1
2
akt a
l
t∂k∂l
is a standard generator of the diffusion process z(t), with ckt = a
l
t(gtδ
k
l − 12∂lakt )−bkt .
Note that the noise vt = −wt in the classical system appeared essentially the
same as in the observation channel because it was represented in the Fock space of
the Wiener process wt. In order to represent a classical stochastic system in the
same way with the noise υt 6= 0 which is independent of wt, it is necessary to start
from the Fock space F = Γ(K) over K = Cm ⊗ L2(R+) with multiplicity m ≥ 2,
as is the case in [14].
2.4. The a posteriori equation. In the general case the filtering equation (3.6)
defines the nonnormalized a posteriori state ϕ̂t0 = ϕ0 ◦ µ̂t0, which is the vector-state
ϕ̂t0(X) = (ψ̂
t
0|Xψ̂
t
0) for all ϕ0(X) = (ψ0|Xψ0) in the case of inner derivations (2.10).
The normalized a posteriori state π̂t(X) = ϕ̂
t
0(X)/ϕ̂
t
0(I) satisfies the (nonlinear) a
posteriori equation
(3.10) d π̂t(X) + π̂t ◦ γt(X) d t = π̂t
(
κt(X)− π̂t(Gt)X
)
d w˜t,
with initial condition π̂0(X) = ϕ0(X) , where
κt(X) = Gt·X − αt (X) , d w˜t = dwt − π̂t(Gt) d t.
The nonlinear stochastic equation (3.10) is the Markov case of the general a pos-
teriori diffusive equation (3.1) with innovating martingale dY˜ represented by dw˜.
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It can be deduced from the linear one (3.6) for the nonnormalized state ϕ̂t(X) =
ϕ0(µ̂
t
0(X)) by applying the classical Ito formula to the product ϕ̂t(X) = ρ̂
t
0π̂t(X)
and noting that the positive martingale ρ̂t0 = ϕ̂
t
0(I) has the stochastic differential
d ρ̂t0 = ϕ̂
t
0(Gt)d ŵt. Indeed,
d ϕ̂t0(X) = ρ̂
t
0d π̂t(X) + d ρ̂
t
0π̂t(X) + ρ̂
t
0d π̂t(X)
= ϕ̂t0(Gt) π̂t ◦ κ˜t(X) d t+
(
ϕ̂t0(Gt) π̂t(X) + ρ̂
t
0π̂t ◦ κ˜t(X)
)
d ŵt
−ρ̂t0
(
π̂t ◦ γt(X) + π̂t ◦ κ˜t(X) π̂t(Gt)
)
d t
= ϕt0
(
Gt·X − αt(X)
)
d ŵt − ϕ̂t0 ◦ γt(X) d t,
where κ˜t(X) = κt(X) − π̂t(Gt)X . Note that in the deduction of the equation the
following relation was used:
ρ̂t0π̂t ◦ κ˜t(X) π̂t(Gt) = π̂t ◦ κ˜t(X) ϕ̂t0(Gt).
4. Linear quantum diffusion with observation
Let Ξ be a symplectic ♯-space, i.e. a complex space with the involution
η ∈ Ξ 7→ η♯, η♯♯ = η,
(∑
λiηi
)♯
=
∑
λ∗i η
♯
i , ∀λi ∈ C,
and skew-symmetric bilinear ♯-form: s : Ξ× Ξ→ C,
s(η, η♯) = −s(η♯, η), s(η♯, η)∗ = s(η, η♯).
We denote by Re Ξ the real space of the ♯-invariant vectors
η = η♯ ∈ Ξ, and assume that Re Ξ is a Hilbert space with respect to the scalar
product 〈ξ, η〉 = 〈η, ξ〉, satisfying the inequality
ξ2η2 − 〈ξ, η〉2 ≥ 1
4
s(ξ, η)2, ∀ ξ, η ∈ Re Ξ,
where ξ2 = 〈ξ, ξ〉, η2 = 〈η, η〉.
A linear map R : Ξ→ B(D), satisfying the ♯-property R(η)∗ = R(η♯) defines an
operator representation of the canonical commutation relations if
(4.1)
[
R(η), R(η♯)
]
= R(η)R(η♯)−R(η♯)R(η) = 1
i
s(η, η♯) I.
on a complex pre-Hilbert space D. It is called Gaussian with respect to a normalised
vector ψ0 ∈ D, ‖ψ0‖2 = (ψ0|ψ0) = 1 if
(4.2)
(
ψ0 | eR(iξ)ψ0
)
= eϑ0(iξ)−ξ
2/2 ≡ θ0(ξ), ξ ∈ Re Ξ.
Here ϑ0(η) = 〈η, ϑ0〉 is the linear continuous ♯−functional
ϑ0(η)
∗ = ϑ0(η
♯) of the mathematical expectation (ψ0|R(η)ψ0) = ϑ0(η), that is
defined by some ϑ0 ∈ Re Ξ by means of the complexified bilinear form
〈ξ + iη, ϑ0〉 = 〈ξ, ϑ0〉+ i〈η, ϑ0〉
on Ξ. The product 〈ξ, η〉 corresponds to the symmetric covariance
Re
(
R(ξ)ψ0 | R(η)ψ0
)− ϑ0(ξ)ϑ0(η) = 〈ξ, η〉, ∀ξ, η ∈ Re Ξ.
The exponents eR(iξ) = X(ξ) = eiR(ξ) are defined as unitary operators, which form
the Weyl family {X(ξ)|ξ ∈ Re Ξ},
X(ξ)X(η) = eis(ξ,η)X(ξ + η), ∀ ξ, η ∈ Re Ξ,
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with the self-adjoint generators
R(ξ)ψ = −i d
dλ
X(λξ)ψ|λ=0, ξ ∈ Re Ξ.
Such a representation can be realised in the Fock space H = F over the comple-
tion K of the (quotient) space Ξ with respect to the (semi) positive definite scalar
product
(ξ | η) = 〈η, ξ♯〉+ i
2
s(η, ξ♯), ∀ ξ, η ∈ Ξ.
Indeed, the space F can be defined as the comletion of the (quotient) span D of
the exponential vectors {η⊗ | η ∈ Ξ} with respect to the scalar product
(ξ⊗ | η⊗) =
∞∑
n=0
1
n!
(ξ | η)n = exp(ξ | η).
Let A∗ : Ξ → B(D) be a linear map, defining the creation operators in D by the
adjoints A∗(η) = A(η♯)∗ to the annihilation operators
A(ξ) : η⊗ 7→ (ξ | η)η⊗, ∀ ξ ∈ ReΞ.
From the canonical commutation relations[
A(η♯), A∗(η)
]
= (η | η) I ≥ 0, ∀ η ∈ Ξ,
one can obtain the relations (4.1) for the linear combinations
R(η) = ϑ0(η) I + 2ℜA(η), 2ℜA(η) = A∗(η) +A(η).
This defines the Gaussian representation ξ 7→R(ξ) with respect to the vacuum
vector ψ0 = 0
⊗ in F, so that A(η)ψ0 = 0, ∀ η. The Weyl operators X(ξ) are
defined in F as
(4.3) X(ξ) = θ0(ξ) e
A∗(iξ)eA(iξ), ∀ ξ ∈ Re Ξ.
We obtain the representation (4.2): θ0(ξ) = (ψ0|X(ξ)ψ0) if we take into account
the fact that eA(η)ψ0 = ψ0.
Let us denote by j : η 7→ jη(= η) a canonical bounded map from the Hilbert
space Ξ with respect to the norm
|η| = 〈η♯, η〉1/2 =
√
(Re η)2 + (Im η)2, Im η♯ = Re iη,
into the pre-Hilbert space Ξ with respect to the (semi) norm ‖η‖ = (η | η)1/2,
‖η‖2 = (η | η) = |η|2 + i
2
s (η, η♯) = |η|2 + s (Re η, Im η)
≤ |η|2 + ∣∣s (Re η, Im η)∣∣ ≤ |η|2 + 2 |Re η| | Im η| ≤ 2|η|2.
Then we can write (ξ|η) = 〈ξ♯,gη〉, where g = 1 − i2s, so that gη is the complex
bounded functional ϑ(ξ) = (ξ♯|η) = 〈ξ,gη〉 on ReΞ which together with ϑ♯(ξ) =
〈ξ♯,gη〉∗ = (η|ξ) defines the Hermitian functional
2Reϑ = ϑ+ ϑ♯ = 2Re η + s Im η,
where s : ReΞ→ ReΞ is a skew-symmetric operator 〈ξ, sη〉 = s(η, ξ), |sη| ≤ 2|η|.
Let us consider a quantum diffusion for the operators R(t, η) = π(t, R(η)) with
continuous indirect sequential observation of the operators
Gt = Lt + L
∗
t = R(ζt + ζ
♯
t).
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Here Lt = R(ζt), L
∗
t = R(ζ
♯
t) are defined by the weak locally square-integrable
families {ζt}, {ζ♯t} of the elements ζt, ζ♯t ∈ Ξ, t ∈ R+ so that∫ t
0
εr(ϑ
♯, ϑ)dr <∞, ∀ϑ ∈ Ξ, t ∈ R+,
where
(4.4) εt(ϑ
♯, ϑ) = ϑ♯(ζt)ϑ(ζ
♯
t) =
∣∣〈ϑ♯, ζt〉∣∣2.
Taking into account the fact that any derivation of the Weyl algebra A is internal,
we consider only the structural maps (2.10) , given by the operators Lt, L
∗
t and by
a Hamiltonian Ht in the initial Fock space H = F . Moreover, we shall assume that
the Hamiltonian is obtained by the normal ordering Ht =: ht(R) : of a quadratic
form ht(R) of the operators A+A
∗ such that(
ψη | Htψη
)
= υt(ϑ) +
1
2
ωt(ϑ, ϑ), ϑ = ϑ0 + 2Re(gη).
In this equation ψη = exp{− 12 (η|η) + A∗(η)}ψ0 are the normalised exponential
vectors
ψη = e
−‖η‖2/2η⊗, ‖ψη‖2 = (ψη | ψη) = 1, ∀ η ∈ Ξ,
generating H = F as the completion of the linear envelope {ψη}. {υt|t ∈ R+} is a
locally integrable family of the linear ♯−forms υt : Ξ → C, and {ωt|t ∈ R+} is a
locally integrable family of real symmetric forms
ωt(ϑ
♯, ϑ) = ωt(Reϑ,Reϑ) + ωt(Imϑ, Imϑ) = ωt(ϑ, ϑ
♯).
We shall consider the forms υt, ωt to be continuous, so that
υt(ϑ) = 〈υt, ϑ〉, ωt(ϑ′, ϑ) = ϑ′(ωtϑ) = 〈ϑ′,ωtϑ〉, ∀ϑ, ϑ′ ∈ Ξ,
where υt ∈ ReΞ and ωt is a symmetric operator which is bounded with respect to
the norm in Ξ.
Proposition 2 Under the assumptions made above about the linearity of Lt, L
∗
t
in {R(η)} and quadraticity of Ht the equation (2.3) for X(t) = R(t, η), η ∈ Ξ with
D = [X,L], D∗ = [L∗, X ] and C defined by the generator (2.10), is linear and
autonomous with respect to the family {R(η)|η ∈ Ξ},
(4.5) dR(t, η) +R(t, iκtsη) dt = dv̂t(η) + Iυt(sη) dt,
where κt is a complex bounded operator in Ξ and
dv̂t(η) = s(η, Im ζt) dŵt + s (η, 2Re ζt) dût =
1
2
dŵt
(
s(ζ, iη)
)
,
where ût = ℑA∗t .
Indeed, for the operators Ht with the quadratic Wick symbols ht(ϑ) = υt(ϑ) +
1
2 ωt(ϑ, ϑ) the following commutation relations hold:
i
[
Ht, R(η)
]
= υt(sη) I +R(ωtsη), ∀ η ∈ Ξ.
In addition, the equations (4.1) also give
i
[
R(η), Lt
]
= s(η, ζt) I, i
[
L∗t , R(η)
]
= s(ζ♯t, η) I
for Lt = R(ζt), L
∗
t = R(ζ
♯
t). By substituting this into (2.10) we obtain Ct =
R(iκtsη)− υt(sη) I, where
κt =
1
2
γt + iωt, γt = εt − ε♯t.
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Hereεt is an operator in Ξ, that defines the positive form (3.4)
εt(ϑ
♯, ϑ) = 〈ϑ♯, εtϑ〉, 〈ϑ♯, ε♯tϑ〉,= εt(ϑ, ϑ♯), ∀ϑ ∈ Ξ.
In the right-hand side of the equation (2.3) we obtain the quantum noise
D∗t dAt +DtdA
∗
t =
[
R(ζ♯t), R(η)
]
dAt +
[
R(η), R(ζt)
]
dA∗t
= i
(
s(η, ζ∗t ) dAt − s(η, ζt) dA∗t
)
= dv̂t(η).(4.6)
The following theorem establishes the existence and uniqueness of the solution
of equation (4.5) together with the integral of the locally square-integrable real
function g(t) with respect to the stochastic differentials
(4.7) dY (t) = R(t, ζt + ζ
♯
t) dt+ dWt,
where Wt = At + A
∗
t is the Fock representation of the Wiener process — an error
of measurement Lt + L
∗
t in Fock space F = Γ(K).
Theorem 2. Let the equations (4.5), (4.6) for the linear diffusion be defined by
the functions υt, ωt and εt , which are locally integrable with respect to the norm in
Ξ, such that
|υt|(1)t =
∫ t
0
|υr| dr <∞, |κ|(1)t =
∫ t
0
|κr| dr <∞, ∀ t,
where |υt| =
√
υ2t , |κt| = sup{κt(ϑ′, ϑ)||ϑ′|, |ϑ| ≤ 1} , and
|ζ + ζ♯|(2)t =
(∫ t
0
(2Re ζr)
2dr
)1/2
<∞, ∀ t ∈ R+.
Then they have a unique solution defined in the Hilbert space F⊗F as
(4.8) R(t, η) +
∫ t
0
g(r) dY (r) =
∫ t
0
s(υr, ηr) dr +R
(
η(t)
)
+ ıt0(f
∗, f).,
by the quantum stochastic integral ıt0(f
∗, f) = a(f∗t ) + a
∗(ft) with
a(f∗t ) =
∫ t
0
f∗(r, η) dAr, a
∗(ft) =
∫ t
0
f(r, η) dA∗r .
Here η(t) = φ
(g)
0 (t, η) = η0, ηr = φ
(g)
r (t, η), r ∈ [0, t[ is the solution of the backward
conjugate equation
(4.9) −η˙r + iκrsηr = g(r) (ζr + ζ♯r),
with the boundary condition ηt = η. The complex functions ft, f
∗
t of r ∈ R+ and
η ∈ Ξ equal zero at r > t and are defined for r ≤ t by the real function g(r) as
f∗(r, η) = g(r) + is
(
φ(g)r (t, η), ζ
♯
r
)
= f(r, η♯)∗.
Proof First, we write the weak solution of the equation (4.9) in the standard
Duhamel form
ηr = φ(t) η +
∫ t
r
g(s)φr(s)(ζs + ζ
♯
s) ds,
where φr(t)η = φ
(0)
r (t, η) is the solution of the equation (4.9) with zero right-hand
side g = 0. The resolving operator φr(t) exists as the chronologically ordered
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exponential
φr(t) =
∞∑
n=0
∫
· · ·
∫
r≤t1<···<tn<t
κt1s · · ·κtnsdt1 · · · dtn.
This comes from the estimate of the norm∣∣φr(t)∣∣ = sup{∣∣φr(t) η∣∣ : |η| < 1}
≤
∞∑
n=0
|s|n
∫
· · ·
∫
0≤t1<···<tn<t
|κt1 | · · · |κtn |dt1 · · · dtn
≤ exp
{∫ t
0
|2κr| dr
}
,
which is finite as |s| ≤ 2. Hence, the linear form 〈ηr, ϑ〉 is uniquely defined on Ξ ∋ ϑ
for every r ∈ [0, t) as a bounded functional with the estimate
∣∣〈ηr, ϑ〉∣∣ ≤ ∣∣〈φr(t), ϑ〉∣∣+
∫ t
r
∣∣g(s)∣∣〈φr(s) 2Re ζs, ϑ〉∣∣ ds
≤ |η| ∣∣φ⊺r (t)ϑ∣∣+ |g|(2)t |ζ + ζ♯|(2)t
(∫ t
r
∣∣φ⊺r (s)ϑ∣∣2ds
)1/2
≤
(
|η|+ |g|(2)t |ζ + ζ♯|(2)t
√
t− r
)
|ϑ| exp{2 |κ|(1)t }.
Now we can integrate the left-hand side of the equation (4.8) by parts, taking
into account (4.6) and (4.9):
R(t, η) +
∫ t
0
g(r)
(
R(r, 2Re ζr) dr + 2ℜdAr
)
= R(t, η) +
∫ t
0
(
2ℜ{g(r) dAr}−R (r, η˙r − iκrsηr) dr)
= R(0, η0) +
∫ t
0
(
2ℜ{g(r) dAr}+ dR (r, ηr) +R(r, iκrsηr) dr)
= R
(
φ
(g)
0 (t, η)
)
+
∫ t
0
(
2ℜ{g(r) + is (ηr, ζ♯r) dAr}+ υr(sηr) dr).
Here dR(r, ηr) is the quantum stochastic differential dR(r, η)|η=ηr , satisfying the
equation (4.5) for t = r. This proves Theorem 2.
Remark 2 The solution R(t, η) of the equation (4.5) given by the integral (4.8)
for g = 0 preserves the commutation relations (4.1) and satisfies the nondemolition
principle [
R(t, η), Yg(t)
]
= 0, ∀ η ∈ Ξ, g ∈ L2(R+),
with respect to the commutative (self-nondemolition) processes
Yg(t) =
∫ t
0
g(r) dY (r), g ∈ L2(R+).
Indeed, by using the quantum Ito formula we can obtain[
dR(t, η), dR(t, η♯)
]
=
[
dv̂t(η), dv̂t(η
♯)
]
= γt(sη, sη
♯) dt,[
dR(t, η), dYg(t)
]
=
[
dv̂t(η), dŵtg(t)
]
= is(η, ζ + ζ♯) g(t) dt.
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Hence, if [R(t, η), R(t, η♯)] = (1/i)s (η, η♯) I, then[
dR(t, η), R(t, η♯)
]
= κ⊺t (sη, sη
♯)dt,[
R(t, η), dR(t, η♯)
]
= −κt(sη, sη♯)dt
and
d
[
R(t, η), R(t, η♯)
]
= κ⊺t − κt + γt) (sη, sη♯) dt = 0,
d
[
R(t, η), Yg(t)
]
=
[
dR(t, η), Yg(t)
]
+
[
R(t, η), dYg(t)
]
+
[
dR(t, η), Yg(t)
]
=
{[
R(t, η), R(t, ζt + ζ
♯
t)
]
+ is(η, ζt + ζ
♯
t) I
}
g(t) dt = 0,
if [R(t, η), Yg(t)] = 0 and, consequently, [dR(t, η), Yg(t)] = 0.
Example. Let us consider the simplest nontrivial case of the space Ξ = C2 of
column vectors η =
[
ηp
ηq
]
, ηp, ηq ∈ C with the involution η 7→ η♯ (a complex
conjugation η♯ =
[
η∗p
η∗q
]
) and nondegenerate symplectic form
s(η, η♯) = 2(ηpη
∗
q − ηqη∗p).
This corresponds to the canonical commutation relations [P,Q] = (2/i)I for the
operators momentum P and coordinate Q for the one-dimensional quantum parti-
cle. They are defined in the Fock space over K = C as (4.1) for R(η) = ηpP + ηqQ
due to the degeneracy of the semi positive definite scalar product
(ξ | η) = ηpξ∗p + ηqξ∗q +
i
2
s(η, ξ♯) = (ξ∗p + iξ
∗
q) (ηp − iηq).
This Fock representation in F= Γ(C) is associated with the Gaussian state (4.2)
(which corresponds to the standard scalar product 〈ξ♯, η〉 = ξ∗pξp + ξ∗qξq ) and is
equivalent to the Shro¨dinger representation in H = L2(R). In this representation
Q0 = x and P0 =
2
i
d
dx , and
ψ0(x) =
1
(2π)1/4
exp
{
− 1
4
(x − q)2 + i
2
qx
}
,
where q = (ψ0|Qψ0) = ϑq and p = (ψ0|Pψ0) = ϑq.
Suppose that this particle exhibits free quantum Brownian motion, i.e. H =
(1/(2m))P 2 is its Hamiltonian, where m > 0 is the mass of the particle, so that
P (t) = P ⊗ 1ˆ + v̂t, Q(t) = Q⊗ 1ˆ + 1
m
∫ t
0
P (r) dr,
v̂t = i
√
λ(A∗t −At) = I ⊗ 2
√
λℑA∗t
is a realisation in the Fock space F⊗F , where F = Γ(L2(R+)), of the Wiener pro-
cess with intensity 2λ with respect to the vacuum-vector δ∅ ∈ F . This corresponds
to the quantum stochastic equation (4.5) with the parameters υt = 0,
ωt =
(
1/2m 0
0 0
)
, st =
(
0 −2
2 0
)
, ζt =
√
λ
2
(
0
1
)
= ζ♯t.
In this case the equation (4.6) describes an indirect observation of the coordinate
of the particle, realised by measuring the increment of the commutative process
Y (t) =
∫ t
0
√
λQ(r) dr +Wt, Y (0) = 0,
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with precision λ > 0, where Wt = At + A
∗
t is the standard stochastic error of the
measurement represented by another realisation in F⊗F of the standard Wiener
process with respect to δ∅. Note, that by the noncommutativity[
v̂(s), ŵ(r)
]
= 2i
√
λ min{s, r} I ⊗ 1ˆ
it is impossible to represent these quantum processes together as Wiener classical
processes on the same probability space, although each of them separately allows
such a representation. In addition, the nondemolition condition of the pair (P,Q)
with respect to the observation Y can be verified directly by calculating the com-
mutators [
P (t), Y (s)
]
= 0,
[
Q(t), Y (s)
]
= 0, ∀ s ≤ t.
(One can check, that for s > t the above do not commute)
5. Markovian filtering of Gaussian quantum process
The solution (4.8), obtained for the linear quantum diffusion equation (4.5) with
continuous observation (4.6), enables us to find the Weyl operators (4.3) in the
Heisenberg picture X(t, ξ) = ι(t,X(ξ)). To this end let us represent the product
Xg(t, ξ) = exp
{∫ t
0
(
g(r) dY (r) − 1
2
g(r)2dr
)}
X(t, ξ)
as the exponent of the operator (4.8):
Xg(t, ξ) = exp
{
R(t, iξ) +
∫ t
0
(
g(r) dY (r) − 1
2
g(r)2dr
)}
= exp
{∫ t
0
(
s
(
υt, φ
(g)
r (t)
)− 1
2
g(r)2
)
dr
+ R
(
φ
(g)
0 (t)
)
+ ıt0(f
∗, f)
}
(iξ).
Taking into account that
exp
{
ıt0(f
∗, f)
}
= e|ft|
2/2ea
∗(ft)ea(f
∗
t ),
we can obtain
Xg(t, ξ) = e
Itg(ξ)ea
∗(ft(iξ))X
(1
i
φ
(g)
0 (t, iξ)
)
ea(ft(iξ)),
where ft(r, iξ) = g(r) − is(ηr, ζt), f∗t (r, iξ) = g(r) + is(ηr, ζ♯t) for ηt = iξ. The
integral over the trajectories of the equation (4.9)
Itg(ξ) =
∫ t
0
s
(
υr, φ
(g)
r (t, iξ)
)
dr +
|ft|2(iξ)− g2t
2
,
where
g2t =
∫ t
0
g(r)2dr, |ft|2(iξ) =
∫ t
0
f∗(r, iξ) f(r, iξ) dr,
can be written using (4.4) in the following form
(5.1) Itg(ξ) =
∫ t
0
{
s
(
υr + Im ζ
♯
rg(r), ηr
)
+
1
2
εr(sηr, sηr)
}
dr.
Given that ea(f
∗)δ∅ = 0 we deduce the following result.
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Proposition 3 The mathematical expectation (ψ⊗δ∅|Xg(t, ξ)ψ⊗δ∅) with respect
to the state vector h = ψ ⊗ δ∅ for arbitrary ψ ∈ F can be written in the form
〈ψ|χtg(ξ)ψ〉, where the expectation χtg(ξ) of the operator Xg(t, ξ) with respect to
the vacuum vector δ∅ ∈ F has the form
(5.2) χtg(ξ) = exp
{
Itg(ξ) +R
(
φ
(g)
0 (t, iξ)
)}
.
The function t 7→ χtg(ξ) satisfies the operator equation
i
d
dt
χtg(ξ) +
{
s(υt, ξ) +
i
2
εt(sξ, sξ)
}
χtg(ξ)
=
{〈κtsξ, ∂〉+ 2 Im〈ζtg(t), i∂ + 12 sξ〉}χtg(ξ),(5.3)
in the partial (functional) derivatives of the first order
〈ζ, ∂〉X(ξ) = (i/2)(X(ξ)R(ζ) +R(ζ)X(ξ)).
Indeed, it is not difficult to find, by means of direct substitution, that the char-
acteristic operator-function (5.2) satisfies the equation (5.3). However, this can be
skipped, as far as this equation with the commutation relation[
R(ζ), X(ξ)
]
= s(ζ, ξ)X(ξ), ∀ ζ, ξ ∈ Ξ,
is concerned, it can be written in the form of the equation (3.4), that was derived
before for the vacuum expectation µtg(X) of any operator of the form Xg(t) =
eg(t)X(t):
d
dt
µtg(ξ) + µ
t
g
(
γt
(
X(ξ)
))
= g(t)µtg
(
X(ξ)R(ζt) +R(ζ
♯
t)X(ξ)
)
,
where
γt(X) = i [X, υt(R) +
1
2
ωt(R,R)] +
1
2
(R(ζ♯t)[R(ζt), X ] + [X,R(ζ
♯
t)]R(ζt)).
In particular, for g = 0 this equation defines the Markovian map µt0 : A → A for
the quantum diffusion R(t, η); this map also has the characteristic operator-valued
function χt0(ξ) = µ
t
0(X(ξ)) in the form (5.2) which is defined by the integral I
t
0(ξ)
and φ(0)r (t, iξ) = iφr(t)ξ.
An a posteriori linear quantum diffusion under the continuous measurement of
the process (4.6) is described by the a posteriori characteristic operator-valued
function χ̂t(ξ) = µ̂t(X(ξ)). Its Wick symbol is the operator-valued function (5.2)
defining the characteristic function
θtg(ξ) =
(
ψ ⊗ f⊗ | χ̂t(ξ) (ψ ⊗ f⊗)) exp{− ‖f‖2}, ψ ∈ H,
of g(t) = 2Re f(t) on the exponential normalised vectors f⊗ exp{− 12 ‖f‖2}. Con-
sequently, the stochastic operator-function χ̂t(ξ), is obtained (using a factorial sub-
stitution in (5.2), with the standard Wiener process ŵt replacing
∫ t
0
g(r)dr ) along
with the solution η̂r = φ̂r(t, iξ) of the backward linear stochastic equation
(5.4) −d−η̂r + iκrsη̂rdr = (ζr + ζ♯r) dŵr, η̂t = iξ.
Substituting ηr = φ
(g)
r (t, iξ), defines the solution of the filtering equation for the
case of linear diffusion and X = X(ξ).
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In order to find the operator χ̂t(ξ) in the form of a stochastic function χt(ξ, ω) =
ω(χ̂t(ξ)) (of the trajectories wt of the observable process (4.6)), let us solve the
equation (3.6) for the initial Gaussian state (4.2) with an arbitrary ϑ(η) = 〈η, ϑ〉
instead of ϑ0(η). In that way we shall find the Wick symbol
θ̂
t
(ϑ, ξ) =
(
ψη | χ̂t(ξ)ψη
)
, ϑ = ϑ0 + 2Re(gη),
where ψη = η
⊗ exp{− 12 ‖η‖2}. This symbol defines χ̂t(ξ) with the normal ordered
substitution of R(η) = ϑ0(η) I + 2ℜA(η) into θ̂
t
(ϑ, ξ) instead of ϑ(η). It can be
obtained by solving the linear stochastic differential equation in partial (functional)
derivatives of the first order
idθ̂
t
(ξ) +
{
s(υt, ξ) +
i
2
εt(sξ, sξ)
}
θ̂
t
(ξ) dt
=
(〈κtsξ, ∂〉dt+ 2 Im 〈ζtdŵt, i∂ + 12 sξ〉) θ̂t(ξ),(5.5)
representing the filtering equation in terms of the nonnormalised a posteriori char-
acteristic functional θ̂
t
(ξ) = ϕ(χ̂t(ξ)) , for the initial Gaussian characteristic func-
tional
ϕ
(
X(ξ)
)
= exp
{
ϑ(iξ)− 1
2
ξ2
}
= θ(ξ).
Theorem 3. The solution to the filtering equation (5.5) with the Gaussian θ̂
0
(ξ) =
θ(ξ) defines the stochastici characteristic functional θt(ω) = ω(θ̂
t
) in the form
(5.6) θ̂
t
(ξ) = ρ̂t exp
{
ϑ̂t(iξ)− 1
2
pt(ξ, ξ)
}
.
In this equation ρ̂t = θ̂
t
(0) is the Gaussian probability density of the output process
(4.6) with respect to ŵt :
ρ̂t = exp
{∫ t
0
(
ϑ̂r
(
2Re ζr
)
dŵr − 1
2
ϑ̂r(2Re ζr)
2dr
)}
,
ϑˆt(η) = 〈η, ϑ̂t〉 is a linear stochastic functional of the a posteriori mathematical
expectation of the operators R(t, η) satisfying the quantum linear filtering equation
(5.7) dϑ̂t(η) + ϑ̂t(iκtsη) dt = 2Re〈η,ktζ♯t〉dw˜t + υt(sη) dt
with the initial ϑ̂0 = ϑ ∈ ReΞ, dw˜t = dŵt − ϑ̂t (2Re ζt) dt, kt = pt+(i/2)s . Here
pt(ξ, η) = 〈ξ,ptη〉 is a symmetric quadratic form of the a posteriori covariance
R(t, η) and R(t, ξ), satisfying the Riccati equation with the initial p0(ξ, η) = 〈ξ, η〉 :
(5.8)
d
dt
pt(η, η)− 2pt(η, iκtη) = εt(sη, sη)−
∣∣2Re〈η,ktζ♯〉∣∣2.
Proof Let us find from (5.5) the stochastic equation for σ̂t(iξ, ω) = ln θ̂
t
(ξ, ω)
using the logarithmic Ito formula
dσ̂t(iξ) =
1
θ̂
t
(ξ)
dθ̂
t
(ξ)− 1
2
(
dσ̂t(iξ)
)2
,
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where
(
dσ̂t(η)
)2
=
(
dθ̂
t
(1
i
η
)/
θ̂
t
(1
i
η
))2
=
(〈
2Re ζt, ∂σ̂
t(η)
〉
+ 〈Im ζ♯, sη〉
)2
dt
=
{
λt
(
∂σ̂t(η), ∂σ̂t(η)
)− 2i βt(∂σ̂t(η), sη)+ ν(sη, sη)} dt,
because dŵtdŵt = dt. Here〈
ξ, ∂σ̂t(η)
〉
=
d
dε
σ̂t(η + εξ)|ε=0,
λt(η, η) = 〈2Re ζt, η〉2, νt(sη, sη) = 〈Im ζt, sη〉2,
βt(η, iξ) = 〈2Re ζt, η〉 〈Im ζt, ξ〉 ≡ 〈iβtξ, η〉
This gives a quasilinear stochastic equation of the first order for σ̂t(η):
dσ̂t +
{
s(η, υt) + 〈iκ˜tsη, ∂σ̂t〉 − 1
2
ε˜t(sη, sη)
}
dt
=
{〈2Re ζt, ∂σ̂t〉+ 〈Im ζ♯t, sη〉}dŵt − 12 λt(∂σ̂t, ∂σ̂t) dt,
where κ˜t = κt − βt and ε˜t = εt − νt. This equation has a solution in quadratic
form
σt(η) = ln ρ̂t + ϑ̂t(η) +
1
2
pt(η, η), ∂σ
t(η) = ϑ̂t + ptη, ∂
2σt = pt,
where
d ln ρ̂t = dσ̂t(0) = 〈2Re ζt, ϑ̂t〉dŵt −
1
2
λt(ϑ̂t, ϑ̂t) dt,
dϑ̂t = d∂σ̂
t(0) = (2ptRe ζt + s Im ζt) dŵt −
{
(ptλt − isκ⊺t ) ϑ̂t − sυt
}
dt
dpt = d∂
2σ̂t = −{ptλtpt + sεts+ i (ptκ˜ts− sκ˜⊺t pt)}dt,
and κ˜⊺(pη, sη) = κ˜(sη,pη). By explicit expression of the finite-dimensional op-
erators βt, λt and νt in terms of ζt, ζ
♯
t , the stochastic integral ln ρ̂
t =
∫ t
0 dσ̂
t(0)
can be represented in the form given by theorem 3. The differentials d∂σ̂t(0) and
d∂2σt can be written in the form of the stochastic differential equation (5.7) for
ϑ̂t(η) = 〈η, ϑ̂t〉 , and in the form of the Riccati equation (5.8) for pt(η, η) = 〈η,ptη〉
, with kt = pt + (i/2) s because s
⊺ = −s . Hence
〈η, 2ptRe ζt + s Im ζt〉 = 2Re
〈
η,
(
pt +
i
2
s
)
ζ♯t
〉
, η ∈ ReΞ0,
λt(ptη,ptη) − 2iβt(ptη, sη) + νt(sη, sη) =
(
2Re〈η,ktζ♯t〉
)2
.
Theorem 3 is proved.
Remark 3 The quantum linear filtering equation (5.7), (5.8) can be written in the
form of the classical Kalman-Bucy filter
dϑt(ω) + (α
⊺
t ϑt(ω) + sυt) dt = 2Re(ktζ
♯
t) dwt,
d
dt
pt +α
⊺
t pt + ptαt + sε˜ts = ptλtpt,(5.9)
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where αt = λtpt + i κ˜ts, α
⊺
t = ptλt − i sκ˜⊺, λt = 4Re ζtRe ζ⊺t . The solution of
this system of equations with the initial ϑ0 (ω) = ϑ, p0 = 1 gives σ̂
t(η) in the form
of the integral
σ̂t(η) = ϑ(η̂0) +
1
2
η̂20 +
∫ t
0
{
〈sη̂r, dΥr〉
+
1
2
[
ε˜r(sηr, sηr)− λr
(
p̂r(η̂r), p̂r(η̂r)
)]
dr
}
,(5.10)
over the stochastic trajectories η̂r = φ̂r(t, η) of the adjoint equation (5.4) with
p̂r = ϑ̂r + pr η̂r, η̂0 = φ̂0(t, η), and
dΥt = υtdt+ Im ζ
♯
tdŵt.
Indeed, if d−η̂r = η̂r−η̂r−dr is the backward stochastic differential, then d〈ϑ̂r, η̂r〉 =
〈η̂r, dϑ̂r〉+ 〈ϑ̂r, d−η̂r〉, and
d
[
pr(η̂r, η̂r)
]
= 2pr(η̂r, d−η̂r) + p˙r(η̂r, η̂r) dr.
Using the equations (5.9) and writing the equation (5.4) in the form d−η̂r =
αr η̂rdr − 2Re ζrdûr with respect to
dûr = dŵr + 〈pr η̂r, 2Re ζr〉dr,
one can obtain, by integrating by parts, the difference σ̂t(η)− ln ρ̂t − ϑ(η0)− 12 η̂20:
ϑ̂t(η) − ϑ(η̂0) +
1
2
pt(η, η)− 1
2
η̂20
=
∫ t
0
{
〈η̂, dϑ̂〉+ 1
2
p˙η̂dr − 〈d−η̂, p̂(η̂)〉
}
=
∫ t
0
{
〈sη̂, dΥ〉 − 〈2Re ζdŵ, ϑ̂〉+ 〈αη̂,pη̂〉+ 1
2
(˙η̂, η̂)− λ(pη̂,pη̂) dr
}
=
∫ t
0
{
〈sη̂, dΥ〉 − ϑˆ(2Re ζ) dŵ + 1
2
[
ε˜(sη̂, sη̂) + λ(ϑ̂, ϑ̂)− λ(p̂, p̂)]}
=
∫ t
0
{
〈sη̂, dΥ〉+ 1
2
[
ε(sη̂, sη̂)− λ(p̂, p̂)]dr} − ln ρ̂t,
which gives (5.10) with ln ρ̂t =
∫ t
0 (ϑ̂(2Re ζ) dŵ − 12 λ(ϑ̂, ϑ̂) dr).
Example. Let us consider the quantum linear filtering equations (5.9) for the case
of indirect nondemolition observation of the coordinate of free quantum Brownian
motion, described in the above example. Since ζt = ζ
♯
t we obtain βt = 0, γt = 0,
νt = 0, and λt = λ
(
0 0
0 1
)
= 4εt. This allows us to define the unique positive
pt =
1
Reωt
(
2 |ωt|2 Imωt
Imωt 1/2
)
=
1
2
(kt + k
♯
t),
solution of the Riccati equation (5.9) with the initial p0 = 1. Here
kt =
1
Reωt
(
2 |ωt|2 iω∗t
−iωt 1/2
)
, k♯t =
1
Reωt
(
2 |ωt|2 −iωt
iω∗t 1/2
)
,
correspond to the degenerate form kt(η
♯, η) = |2ωtηp+iηq|2/(2Reωt) of the solution
d
dt
kt + ktλtkt = i
{
s
(
1
2
λt + iωt
)
kt + kt
(
1
2
λt − iωt
)
s
}
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with the initial k0 = 1+ (i/2)s and fixed kt − k♯t = is. In addition, the parameter
ωt ∈ C, that defines the a posteriori wave function
ψ̂
t
(x) =
(√
Reωt/π ρ̂
t)1/2 exp{− 1
2
ωt(x − q̂t)2 + i
2
p̂tx
}
for ϕ̂t = (ψ̂
t|X(ξ) ψ̂t) satisfies the one-dimensional complex Riccati equation
d
dt
ωt +
i
2m
ω2t =
1
2
λ, ω0 =
1
2
,
which has (only) one positive solution
ωt =
α
2
1 + αth(λt/α)
th(λt/α) + α
, α =
√
λm/2 (1− i).
The a posteriori mathematical expectations
p̂t =
1
ρ̂t
∫
ψ̂
t
(x)∗
2
i
d
dx
ψ̂
t
(x) dx =
1
ρ̂t
(ψ̂
t | Pψ̂t),
q̂t =
1
ρ̂t
∫
ψ̂
t
(x)∗x ψ̂
t
(x) dx =
1
ρ̂t
(ψ̂
t | Qψ̂t),
of the momentum and the coordinate of the quantum Brownian particle satisfy the
linear system of stochastic equations
dp̂t +
√
λ
Imωt
Reωt
dŵt = 0, p̂0 = p,
dq̂t − 1
m
p̂tdt =
i
2
√
λ
1
Reωt
dŵt, q̂0 = q.
The solution of this system gives the probability density
ρ̂t = exp
{∫ t
0
(√
λ q̂r dŵr − 1
2
q̂2rdr
)}
for the indirect nondemolition observation Y (t) of the coordinate of the free quan-
tum Brownian particle with the mass m. Note, that the solution ωt tends expo-
nentially to the limit ω∞ = α which defines the finite a posteriori dispersions
σ2t =
∥∥(P − p̂ I) ψ̂t0∥∥2
‖ψ̂t0‖2
= 2
|ωt|2
Reωt
τ2t =
∥∥(Q− q̂ I) ψ̂t0∥∥2
‖ψ̂t0‖2
=
1
2Reωt
and the correlation ρt = ‖ψ̂
t
0‖− 2Re((P − p̂ I) ψ̂
t
0|(Q− q̂ I) ψ̂
t
0) in the limit t→∞:
σ2∞ =
√
2λm, τ2∞ =
√
2/(λm), ρ∞ = −1.
It is well known that the unobserved free quantum particle becomes ‘fuzzy’ and
has an infinite a posteriori limit dispersions. The contradiction of the localised
motion of the quantum particle, which is seen during the continuous observation,
and of the impossibility of localising this particle on the basis of the von Neumann or
Lindblad equation, has provided a source for quantum paradoxes such as the Zeno
paradox [4]. The derived quantum filtering (3.6) and a posteriori von Neumann
(3.10) equations resolves these quantum paradoxes not only on the qualitative level,
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but also on the quantitative level of the microscopic quantum stochastic model for
the continuous observation.
6. Appendix
1. Let {Hξ|ξ > 1} be a continuous family of Hilbert subspaces Hξ ⊆ H with
nondecreasing norms: η ≤ ξ ⇔ ‖ψ‖η ≤ ‖ψ‖ξ, ∀ψ ∈ H. It will be called a scale of
the Hilbert space H with a scalar product (ψ|ψ) = limξ↓1 ‖ψ‖2ξ. An inductive limit
limξ↓1Hξ of the Hilbert scale {Hξ} is defined as a pre-Hilbert space D = ∪ξ>1Hξ,
provided with the inductive convergence:
ψn → 0⇔ ∃ ξ > 1 : ‖ψn‖ξ → 0.
The operator X : D → D is called (inductively) continuous if Xψn → 0 for any
convergent sequence {ψn} that tends to zero. This means, that the restriction of
X to any subspace Hζ ∈ {Hξ} is a continuous map into some Hξ ⊆ D, i.e. for any
ζ > 1 there exists ξ > 1, such that
(A.1) ‖X‖ξζ := sup
ψ∈Hζ
{‖Xψ‖ξ
‖ψ‖ζ
}
<∞.
The set B(D) of all continuous operators X , having the Hermitian-conjugate oper-
ators X∗ on the pre-Hilbert space D form an associative algebra with the identity
I ∈ B(D) and the involution X∗∗ = X . This algebra is a C∗-algebra of the bounded
operators only if D = H.
2. Let Γ+ be the set of all the chains τn = (t1, . . . , tn), ti ∈ R+, t1 < · · · < tn
of length n < ∞, identified with finite subsets τ ⊂ R+, τ = {t1, . . . , tn} of the
cardinality |τ | = n ∈ {0, 1, . . .}. We denote by dτ = ∏t∈τ dt the positive σ-finite
measure on Γ+ =
∑∞
n=0 Γn, which is defined as a sum
∑∞
n=0 dτn of the measures
dτn = dt1 · · ·dtn on Γn = {|τ | = n} with the only atom dτ0 = 1 on the empty
chain τ0 = ∅ corresponding to |τ | = 0. The Hilbert space H = L2(Γ+) of the
square-integrable functions f : Γ+ → C, (f |f) <∞, where (f |f) =
∫ |f(τ)|2dτ ,
(A.2)
∫
g(τ ) dτ :=
∞∑
n=0
∫
· · ·
∫
0<t1<···<tn<∞
g(t1, . . . , tn) dt1 · · ·dtn,
is naturally identified with the Fock space F = Γ(K) , of the sequences f = {ϕn|n =
0, 1, . . .} of symmetric continuations ϕn : Rn+ → C of the functions f(τn) , with
the scalar product
(f | f) =
∞∑
n=0
1
n!
∫ ∞
0
· · ·
∫ ∞
0
∣∣ϕ(t1, . . . , tn)∣∣2dt1 · · · dtn.
The Hilbert scale {Fξ|ξ > 1} of the dense subspaces
Fξ =
{
f ∈ F | ‖f‖2ξ =
∫
ξ|τ |
∣∣f(τ )∣∣2dτ <∞}
is called Fock [9]–[11] over the Hilbert space K = L2(R+). The function f(τ ) =
δ∅(τ ) ( where δ∅(τ ) = 1 for τ = ∅, δ∅(τ ) = 0 for τ = ∅), normalised (‖f‖2ξ =∫
ξ|τ |δ∅(τ ) dτ = 1) with respect to any ξ, is called the vacuum function.
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3. The most important examples of the continuous operators, and their conjugates
F+ → F+ on the inductive limit F+ = ∪ξ>1Fξ, are the ‘quantum annihilation’
operators ât on the interval [0, t), which act as the integrals
[âtf ] (τ ) =
∫ t
0
f(τ ⊔ r) dr, ∀ f ∈ F .
Here τ ⊔ r is a chain, defined almost everywhere (r 6∈ τ ) as a union {τ, r} of the
single-point chain r ∈ R+ with some chain τ = {t1, . . . , tn}. Although the operators
ât possess a complete system of exponential eigenfunctions
f(τ ) = k⊗(τ ) :=
∏
t∈τ
k(t), k ∈ l2(R+),
they are not normal, i.e. they do not commute with their adjoint operators â∗t ,
defined by the finite sums
[â∗t f ](τ ) =
r<t∑
r∈τ
f(τ\r), ∀ f ∈ F+,
where τ\r = {t ∈ τ |t 6= r}. Polynomials of the operators {â∗t , ât|t ∈ R+} form the
Weyl algebra over the simple functions g ∈ L2(R+), generating the whole algebra
B(F+) through the triviality of the commutant:{
Y ∈ B(F+) | X ∈ {â∗t , ât} ⇔ [X,Y ] = 0
}
= C1̂.
Linear elements of the algebra B(F+), defined as the quantum Wiener integrals
r̂(f, g) =
∫ ∞
0
(
f(t) dât + g(t) dâ
∗
t
)
= â(f) + â∗(g)
of the square-integrable functions f, g : R+ → C, together with the identity opera-
tor 1ˆ , form the *-representation r̂(f, g)∗ = r̂(g∗, f∗) of the canonical commutation
relations
(A.3)
[
r̂(f, g), r̂(f, g)∗
]
=
(‖f‖2 − ‖g‖2) 1ˆ
with respect to the involution (f, g)♯ = (g∗, f∗). The vacuum function δ∅ ∈ F
induces a Gaussian state on B(F+), defined by the characteristic functional(
δ∅ | eir̂(f,g)δ∅
)
= exp
{1
2
(‖f‖2 − ‖g‖2)}
on the Hilbert space of pairs η = (f, g) with the norm2 |η|2 = 12 (‖f‖2 + ‖g‖2)
and symplectic bilinear form s(η′, η) which equals s(η♯, η) = 1i (‖f‖2 − ‖g‖2) for
η′ = (g∗, f∗).
4. The measurable function F : t 7→ F (t) whose values are the operators D → D of
the inductive limit D = ∪ξ>1Hξ is called locally p-integrable in the inductive scale
{Hξ = Hξ ⊗Fξ} , if, for any ζ > 1, there exists a ξ > 1, such that
‖F‖ξ,pζ,t :=
(∫ t
0
(‖F (r)‖ξζ)pdr
)1/p
<∞, ∀ t ∈ R+.
In particular, this condition means that the operators F (t) : D → D are continuous
for almost all t ∈ R+. For such square-integrable functions the quantum stochastic
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integrals â∗t (F ), ât(F ) on {â∗r |r < t} and {âr|r < t} are defined to be the operators
D → D:
[
â∗t (F )h
]
(τ ) =
r<t∑
r∈τ
[
F (r)h
]
(τ ), ∀h ∈ D,
[
ât(F )h
]
(τ ) =
∫ t
0
[
F (r) h˙(r)
]
(τ ).(A.4)
In this equation h 7→ h˙(r) is a Maliven derivative, defined in the Fock representation
h : Γ+ → D of the elements h ∈ D almost everywhere (r 6∈ τ) by the vector-function
h˙(r) ∈ D as h˙(r, τ ) = h(r ⊔ τ ). The continuity of the operators ât(F ), â∗t (F ) in D
follows directly from the estimates∥∥ât(F )∥∥ξζ+ε ≤ √1/ε‖F‖ξ,2ζ,t , ∀ ε > 0,∥∥â∗t (F )∥∥ξ−εζ ≤ √ξ/ε ‖F‖ξ,2ζ,t , ∀ ε < ξ.
obtained in [5], [9]–[11]. From these estimates, if there exists ξ > 1 for any ζ > 1
such that ‖F‖ξ,2ζ,t , ‖D‖ξ,2ζ,t < ∞ then, for any ζ+ > 1 , there exists a ξ− > 1, for
which the operator
ıt0(F,D) = ât(F ) + â
∗
t (D)
is bounded from Hζ+ to Hξ− . To be precise, by choosing for every ζ+ > 1 a ζ > 1,
such that ζ < ζ+, and an ε > ξ − 1, such that ε < ζ+ − ζ, we obtain∥∥ıt0(F,D)∥∥ξ−ζ+ ≤√ξ/ε (‖F‖ξ,2ζ,t + ‖D‖ξ,2ζ,t)
for any ξ− on the nonempty interval (1, ξ − ε].
5. If D(t) ∈ B(D) for almost all t ∈ R+ and the adjoint function D∗(t) = D(t)∗ is
also locally integrable on D, then â∗t (D) ∈ B(D) and â∗t (D)∗ = ât(D∗). This means
that the integral ıt0(D
∗, D) is (formally) self-adjoint. Moreover, the set of integrals
X(t) = ıt0(D
∗, D) +
∫ t
0
G(r) dr,
where G : R+ → B(D) is locally integrable (p = 1), together with the G∗ , func-
tion, forms a ∗-algebra with respect to the pointwise operator product (X∗X)(t) =
X(t)∗X(t). This product is defined by the quantum nonadapted Ito formula [10]
X(t)∗X(t) = ıt0(D
∗X +X∗D,F ∗D +X∗D)
+
∫ t
0
[G∗X +X∗rD +D
∗D +D∗Xr +X
∗G](r) dr,(A.5)
which corresponds to the case of the locally square-integrable operator function
t 7→ Xt(t), X∗t (t) = X(t)∗t . Here X 7→ Xt means a derivation, which is defined by
[Xth](τ) = [Xh] (τ ⊔ t)−
[
Xh˙(t)
]
(τ )
for almost all τ ∈ Γ, t /∈ τ . In this instance, the case Xt(t) = 0 = X∗t (t) for all
t ∈ R+ corresponds to the adaptive property of the operator functions F (t), D(t)
and G(t) .
Comprehensive information on explicit stochastic integration in the Fock scale
is given in [20].
Acknowledgements
QUANTUM DIFFUSION, MEASUREMENT AND FILTERING 29
The author expresses his gratitude to A. S. Holevo and A. N. Shiriaev for useful
discussions of the article and helpful remarks.
References
[1] Kolmogorov A. N. The Basic Concepts of Probability Theory. 2nd edition, M. Nauka, 1974,
120 pages.
[2] J. von Neumann, Mathematical foundations of Quantum Mechanics, M. Nauka, 1964, 367
pages.
[3] Holevo A. S. Probability and Stochastic aspects of Quantum Theory. M. Nauka, 1980, 320
pages.
[4] Misra B. Sudarshan E. C. G. Zeno’s paradox in quantum theory. J. Math. Phys., 1977, v. 18,
4, p. 756–763.
[5] Belavkin V. P. Stochastic Calculus of Quantum Input-Output Processes and Quantum Non-
demolition Filtering. Itogi nauki i tekhniki Modern problems of mathematics series. Newest
achievements, 1989, vol. 36, pages 29–68.
[6] Belavkin V. P. Nondemolition measurements, nonlinear filtering and dynamic programming of
quantum stochastic processes. Lect. Notes Control and Inform. Sci., 1989, v. 121, p. 245–261.
[7] Belavkin V. P. Optimal Quantum Filtering of Markov Signals. Problemy upravleniya i teoriya
inform., 1978, vol. 7 (5), pp. 345–360.
[8] Belavkin V. P. Nondemolition measurement and control in quantum dynamical systems. In:
Information Complexity and Control in Quantum Physics. (Udine, 1985). Ed. by A. Blaquiere.
Vienna: Springer, 1987, p. 311–329. (CISM Courses and Lectures. Vol. 294)
[9] Belavkin V. P. Stochastic posterior equations of quantum nonlinear filtering. In: Probability
Theory and Mathematical Statistics. (Proceedings of the Fifth Vilnius Conference.)/ Ed. by
B. Grigelionis et al. Utrecht/Vilnius: VSP/Mokslas, p. 91–109.
[10] Belavkin V. P. A nonadapted stochastic calculus and nonstationary quantum
evolution. In: Proceedings of the Sixth Quantum Probability Conference. (Trento, 1989.)
Singapore: World Scientific Publisher, 1991.
[11] Belavkin V. P. Quantum stochastic calculus and quantum nonlinear filtering. J. Multivar.
Anal., 1992, v. 42, 2, p. 171–201.
[12] Hudson R. L. Parthasarathy K. R. Quantum Ito‘s formula and stochastic
evolutions. Commun. Math. Phys., 1984, v. 93, 3, p. 301–323.
[13] Parthasarathy K. R. An Introduction to Quantum Stochastic Calculus, Birkha¨user, 1992.
[14] Belavkin V. P. Quantum Continual Measurements and a Posteriori Collapse on CCR. Com-
mun. Math. Phys., 1992, v. 146, 3, p. 611–635.
[15] Belavkin V. P. A posterior Schro¨dinger equation for continuous nondemolition
measurement. J. Math. Phys., 1990, v. 31, 12, p. 2930–2934.
[16] Belavkin V. P. Staszewski P. Nondemolition observation of a free quantum
particle. Phys. Rev., Ser. A, 1992, v. 45, p. 1347–1356.
[17] Evans M. P. Hudson R. L. Multidimensional quantum diffusions. Lect. Notes Math., 1988,
v. 1303, p. 69–88.
[18] Liptser R. S., Shiriaev A. N. Statistics of Random Processes. M. Nauka, 1974, page 696.
[19] Stratonovitch R. L. Conditional Markov Processes and their Application to Optimal Control
Theory. M. Moscow State University, 1966.
[20] Belavkin V. P. Chaotic States and Stochastic Integration in Quantum Systems. Uspekhi
matem. nauk, 1992, vol. 47, 1, pp 47–106.
Moscow Institute of Electonics and Mathematics, Moscow 109028 USSR
E-mail address: vpb@maths.nott.ac.uk
URL: http://www.maths.nott.ac.uk/personal/vpb/
