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Gegenstand der Forschungsarbeit ist die Fragmentierung von Beton un-
ter dynamischer Beanspruchung. Aus Gründen des Katastrophenschut-
zes interessiert u.a. die Trümmerbildung von Beton bei der Sprengung 
von Gebäuden. Hierzu sind die maßgebenden Parameter, die die Trüm-
merbildung von Beton beeinflussen, sowohl quantitativ als auch qualitativ 
zu bestimmen. Des weiteren ist ein Verfahren bereitzustellen, mit dem 
die explizite Fragmentierung von Beton auch rechnerisch erfaßt werden 
kann. Es werden zur Validierung der Rechnung die am Institut für Mas-
sivbau der Universität Karlsruhe experimentell gewonnenen Versuchsda-
ten aus der Sprengung von Betonplatten hinzugezogen. 
 
Fragmentierung entsteht durch die gleichzeitige Entstehung und Ausbrei-
tung von Rissen in einem Körper, so daß sich dieser in viele Teile auf-
spaltet. Dabei spielt die Rißbildung eine entscheidende Rolle.  
 
Die Fragmentierungstheorien lassen sich grob in drei Kategorien unter-
teilen [ 109 ]: 
• Rein statistische Fragmentierungstheorien 
• Mechanisch statistische Fragmentierungstheorien 
• Fragmentierungstheorien, die auf Energiebetrachtungen beruhen 
 
Die rein statistischen Theorien beruhen auf der zufälligen Generierung 
von Rissen auf einer Fläche, so daß die sich kreuzenden Risse die Flä-
che in viele kleine Teilflächen unterteilen. Sie basieren auf rein mathe-
matisch statistischen Annahmen und sind daher nicht geeignet, den phy-
sikalischen Fragmentierungsprozeß realistisch abzubilden. 
Die mechanisch statistischen Theorien sind erweiterte Schädigungs- o-
der Plastizitätsmodelle, die aus numerischen Simulationen erhaltene Va-
riablen wie die Temperatur, Dehnrate, Schädigung, etc. benutzen, um 
einen mittleren Fragmentdurchmesser zu bestimmen. Über statistische 
Annahmen wird dann auf eine Fragmentverteilung geschlossen.  
Die "energetischen" Fragmentierungstheorien bestimmen auf Energiebe-
trachtungen basierend nur mittlere Fragmentdurchmesser. Auch sie grei-
fen auf die Methoden der Statistik zurück. 
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Zur Abbildung des Fragmentierungsprozesses im Rahmen einer numeri-
schen Simulation entsteht die Frage nach einem geeigneten Diskretisie-
rungsverfahren. Die gebräuchlichste Art, das Kontinuum zu diskretisie-
ren, ist die Methode der Finiten Elemente (FEM) oder Finiten Differenzen 
(FDM). Eine andere Möglichkeit, das Kontinuum zu diskretisieren bieten 
sog. netzfreie Methoden, wie beispielsweise die Methode der Diskreten 
Elemente (DEM), das Elementfreie Galerkin-Verfahren (EFG) oder die 
Methode der Smooth Particle Hydrodynamics (SPH). In dieser Arbeit 
wurde die SPH-Methode zur Simulation der dynamische Fragmentierung 
verwendet. Die SPH-Methode ist eine netzfreie Interpolationsmethode, 
die das Kontinuum mit sogenannten Partikeln diskretisiert. Diese Partikel 
tauschen über eine Interpolationsfunktion Impulse aus und können sich 
völlig frei im Raum bewegen. Die Fragmentierung geschieht automatisch 
durch die Trennung der Partikel. Es wurde ein eigener dreidimensionaler 
SPH-Code entwickelt. Mit Hilfe eines makroskopischen Betonstoffgeset-
zes, das die Festigkeitssteigerung von Beton unter hohen Belastungsge-
schwindigkeiten realitätsnah berücksichtigt, konnte die Fragmentierung 
von Beton auch quantitativ gut angenähert werden. 
 
Die Fragmentierungsparameter Belastungsgeschwindigkeit und -
amplitude, Werkstoffheterogenität und Materialfestigkeit wurden mit Hilfe 
dieses SPH-Codes studiert. Es hat sich gezeigt, daß die wesentlichen 
Parameter die Belastungsamplitude und -geschwindigkeit sind. Unter 
quasi statischer Beanspruchungen kommt auch der Materialheterogeni-
tät große Bedeutung zu.  
 
Durch Vergleich der Rechenergebnisse mit Versuchen wurde die Rech-
nung bezüglich der Zerstörungsgrade und der Fragmentverteilungen an 
Betonplatten unter Kontaktdetonation validiert. Die Ergebnisse zeigten 
eine gute Übereinstimmung.  
 
Damit steht ein Verfahren zur Verfügung, mit der die Fragmentierung von 






The subject of this research work is the fragmentation of concrete due to 
dynamic loading. Therefore the essential parameters influencing the 
fragmentation of concrete have to be determined qualitatively as well as 
quantitatively. A method had to be developed to predict the fragment dis-
tribution of concrete structures under high velocity loading. For the vali-
dation data of tests of concrete slabs under contact detonation was used. 
 
Fragmentation is caused by the development and propagation of cracks 
in a continuum dividing it into many parts, the fragments. Thus the crack 
propagation plays a significant role in the fragmentation process. The 
feature that distinguishes the dynamic from quasi static behavior is the 
presence of stress waves. 
 
In the literature many fragmentation theories exist which can be classi-
fied into three groups: 
• Pure statistic fragmentation theories 
• Mechanical statistic fragmentation theories 
• Energetic fragmentation theories 
 
The foundation of the pure statistic fragmentation theories is the genera-
tion of randomly positioned cracks on a surface dividing it into many little 
parts. These theories are based only on pure mathematical or statistical 
assumptions and are therefore not well suited for the correct physical 
fragmentation process.  
The mechanical statistic theories are advancements of plasticity or dam-
age models. They are using variables like the temperature, strain rate, 
damage, etc. to determine a middle fragment diameter. For the final 
fragment distribution statistical theories are used.  
The energetic fragmentation theories determine a middle fragment di-
ameter by means of the evolution of the kinetic and internal energy. For 
the final fragment distribution statistical theories are applied also. 
 
To reproduce the fragmentation process in a numerical simulation a ca-
pable discretization method has to be used. The most common discreti-
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zation of continuum is the finite element (FEM) or finite difference 
method (FDM). Other, meshfree methods are the discrete element 
method (DEM), the element free Galerkin method (EFG) or the Smooth 
Particle Hydrodynamics (SPH). In this work the SPH-method is chosen.  
 
The SPH-method is a meshfree Lagrangian method using particles in-
stead of elements to model the continuum. These particles are interact-
ing with each other via an interpolation function. Because of the advan-
tages of being Lagrangian and meshfree it is possible to model high de-
formation events, failure and fragmentation. A three dimensional SPH-
Code was developed and a constitutive law for concrete taken into ac-
count the dynamics strength increase under high velocity loading was 
implemented. 
It was possible to reproduce the evolution of damage and fragmentation 
of concrete slabs under the dynamic loading created by a contact deto-
nation. 
 
The main fragmentation parameters load velocity and amplitude, material 
heterogenity and strength were studied with the SPH-Code and the im-
plemented constitutive law for concrete including high speed loading. It 
has been shown, that the most important parameters are the load veloc-
ity and amplitude. At quasi static load velocity also the heterogenity of 
the material becomes more significant.  
 
Finally simulations of different concrete slabs under contact detonation 
are performed and compared with data gained in experiments. The re-
sults show a good agreement regarding the damage of the slabs as well 
as in the fragment distribution.  
 
A computer Code simulating the fragmentation process of concrete 
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Im zunehmendem Maße interessieren dynamische Beanspruchungen 
von Baustrukturen bis hin zu deren gewollten oder ungewollten Zerstö-
rung. 
 
So ist auch der Abriß von Stahlbetonbauwerken durch Sprengung Ge-
genstand zahlreicher Untersuchungen. Bislang noch ungeklärt ist dabei 
die Frage, inwieweit durch herumfliegende Trümmer, die bei einer Ab-
bruchsprengung entstehen, benachbarte Bauwerke beschädigt werden. 
 
Bild 1.1 zeigt den Abriß eines Schornsteines. Gut zu erkennen ist die 
Staubentwicklung, die durch die Zündung der Ladungen und der Einlei-
tung des darauffolgenden Kippvorganges bis zum Auftreffen des 
Schornsteines auf den Boden verursacht wird. Bild 1.2 zeigt den Ab-
bruchvorgang eines Hochlagers. Auch hier ist die Staubentwicklung    
enorm. Beim Aufschlagen der Tragwerksstruktur auf den Boden bildeten 
sich großflächige Trümmer. 
 
Explosive und giftige Stoffe werden oft in ganzen Behälterbatterien aus 
Stahlbeton oder Spannbeton gelagert. Kommt es zu einer Explosion und 
zu einer vollständigen Zerstörung eines solchen Behälters, ist es von 
großer Wichtigkeit, die Auswirkungen und Beschädigungen durch die he-
rumfliegenden Trümmer auf die benachbarten Behälter zu kennen, um 
Maßnahmen durch Auslegung und räumliche Anordnung zu treffen, die 
eine Ausweitung der Katastrophe von vornherein ausschließen. Hier ist 
wie bei der Abbruchsprengung besonders die Größe und Geschwindig-
keit der entstehenden Trümmer von Interesse. Welche verheerenden 
Wirkungen das Versagen solcher Behälter haben kann, ist seit der Gift-
gaskatastrophe in Bhopal/Indien, der Explosion eines LPG-Terminals in 
Mexico-City oder der Rheinkatastrophe bei Basel auch in breiten Kreisen 
der Öffentlichkeit bekannt geworden. 
 













Bild 1.2: Kippsprengung eines Hochhauses 
 
 
Auch im militärischen Bereich ist die Fragmentierung von Interesse. Bei 
Trümmerbildung, Explosion von Bomben, Projektilen, Raketen, etc. ent-
stehen in der Regel feine Fragmente, die je nach Größe, Auftreffge-
schwindigkeit und Art der getroffenen Struktur erhebliche Schäden ver-
ursachen können. 
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1.2 Zielsetzung 
 
Um Tragstrukturen möglichst realistisch zu analysieren, werden in den 
Ingenieurwissenschaften Näherungsverfahren eingesetzt, die das zu un-
tersuchende Problem mathematisch beschreiben. In der Festkörperme-
chanik führt dies auf ein Differentialgleichungssystem in Abhängigkeit 
von Zeit und Ort. Da in den meisten Fällen das Differentialgleichungssys-
tem nicht analytisch gelöst werden kann, kommen sog. Diskretisierungs-
verfahren zum Einsatz, die das gegebene Differentialgleichungssystem 
auf die Lösung eines Problems mit einer endlichen Zahl von Unbekann-
ten zurückführen. Die Diskretisierung erfolgt sowohl im Raum als auch in 
der Zeit. Am gebräuchlisten ist die Methode der Finiten Elemente (FEM) 
und die Methode der Finiten Differenzen (FDM). Diese Verfahren unter-
teilen das Problem in untereinander vernetzte Elemente. Andere neuere 
Methoden sind sog. netzfreie Verfahren wie beispielsweise das Element-
freie Galerkin-Verfahren (EFG), die Reproducing Kernel Particle Metho-
de (RKPM) oder die Methode der Smooth Particle Hydrodynamics 
(SPH). Diese Verfahren diskretisieren das Differentialgleichungssystem 
nicht mit Elementen, sondern mit Knoten bzw. Partikeln. Bei der Anwen-
dung auf spezielle physikalische Probleme bieten die netzfreien Verfah-
ren einige Vorteile. So sind sie beispielsweise in der Lage, die Frag-
mentbildung explizit zu berücksichtigen, ohne Partikel löschen zu müs-
sen und ohne ein aufwendiges "Remeshing", das bei der FEM und FDM 
notwendig ist, um größere Deformationen abbilden zu können. 
 
Ein bedeutender Aspekt bei der Simulation der dynamischen Fragmen-
tierung von Beton kommt dem Werkstoffgesetz zu. Ein wichtiger Punkt 
im Werkstoffgesetz ist der sog. Dehnrateneffekt, der für die Festigkeits-
steigerung von Beton unter hohen Belastungsgeschwindigkeiten verant-
wortlich ist. Es wurden zahlreiche Modelle entwickelt, den Dehnratenef-
fekt in das Stoffgesetz zu integrieren. Viele Modelle berücksichtigen den 
Dehnrateneffekt in Abhängigkeit der aktuellen Dehnrate. Eibl hat u.a. in 
[92] darauf hingewiesen, daß der zusätzliche dynamische Tragwider-
stand eines Bauteils mit derartigen Stoffgesetzen rechnerisch nicht ge-
nau erfaßt werden kann. Erst in jüngster Zeit entstanden Modelle, die 
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diesen Dehnrateneffekt besser approximieren können, siehe z.B. 
Schmidt-Hurtienne [238] und Eibl [92]. 
 
Das Ziel der vorliegenden Arbeit ist es, die Trümmerbildung und die 
Fragmentierung von Betonstrukturen mit einem netzfreien Verfahren 
(SPH) und neueren Werkstoffgesetzen, die den Dehnrateneffekt von Be-
ton wirklichkeitsnäher abbilden können, zu untersuchen. Hierbei soll ei-
nerseits geklärt werden, welche Parameter die Trümmergröße beeinflus-
sen und maßgebend bestimmen. Andererseits sollen anhand von Versu-
chen quantitative Aussagen über Fragmentgröße und -verteilung, sowie 
zum Zerstörungsgrad des Versuchskörpers unter hochdynamischer 
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2 Stand der Erkenntnis 
2.1 Die Fragmentierung 
Wird ein Behälter bis zum Bruch durch einen quasi statischen Innen-
druck belastet, so zerbricht der Behälter in wenige großflächige 
Bruchstücke. Bei einer detonativen Belastung hingegen zerfällt der Be-
hälter in viele kleine Fragmente. Bachmann [10] bestätigt in theoreti-
schen Untersuchungen empirische Erkenntnisse, indem er das Riß-
verhalten einer unter Innendruck stehenden Zylinderschale studiert (sie-
he Bild 2.1). In Bild 2.2 sind Rißbilder unter statischer und dynamischer 
Beanspruchung qualitativ aufgetragen, die als Vorstufe zur eigentlichen 
Fragmentierung von entscheidener Bedeutung sind. Unter statischer Be-
lastung ist die Rißdichte bedeutend geringer als unter dynamischer Be-
anspruchung. Wie im Folgenden gezeigt wird liegt dies in der Tatsache 
begründet, daß die Risse eine gewisse Zeit benötigen, um sich zu entwi-
ckeln. Ebenso hat man anhand von Versuchen festgestellt, daß homo-
gene Werkstoffe feiner fragmentieren als heterogene Werkstoffe wie bei-
spielsweise Beton. Im Folgenden soll erörtert werden, warum unter stati-
scher Belastung und bei heterogenen Werkstoffen größere Trümmer 
entstehen. 







a) Gesamtsystem b) Ausschnitt
1.00
8  2 Stand der Erkenntnis 
Fragmentierung entsteht durch die Entwicklung, Fortpflanzung und Ver-
zweigung einzelner Risse im Kontinuum, die den Körper in viele kleine 
Teilkörper zerteilt. 
Bild 2.2: Rißbild des Zylinders unter Innendruck bei a) statischer und b) dynamischer 
Belastung, aus [10] 
 
Die wichtigsten Einflußparameter beim dynamischen Fragmentierungs-
verhalten sind die Belastungshöhe bzw. -geschwindigkeit, die nicht im-
mer voneinander zu trennen sind und die Rißgeschwindigkeit, die, wie 
später gezeigt wird, selber eine Funktion mehrerer Parameter ist. Unter 
niedrigen, quasi statischen Belastungsgeschwindigkeiten spielt die Hete-
rogenität des Werkstoffes eine zusätzliche Rolle, jedoch verliert mit zu-
nehmender Belastungsgeschwindigeit der Einfluß der Heterogenität des 
Materials bezüglich des dynamischen Fragmentierungsverhaltens an 
Bedeutung. 
 
Um die Ursachen der Fragmentierungsparameter Belastungshöhe, Be-
lastungsgeschwindigkeit und Heterogenität zu untersuchen wird eine 
Scheibe unter Zugbeanspruchung betrachtet (siehe Bild 2.3). 
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Bild 2.3: Scheibe unter Zugwellenbeanspruchung 
 
Zunächst wird die Last langsam aufgebracht (grüne Linie in Bild 2.4), so 
daß sich in der zugbeanspruchten Scheibe ein nahezu homogenes 
Spannungsfeld aufbauen kann. 
Bild 2.4: schematische Belastung der Scheibe mit unterschiedlichen Belastungsge-
schwindigkeiten  
 
Ebenso wird eine nicht allzu hohe Belastungsamplitude vorausgesetzt, 
d.h. die maximale Belastungsspannung liegt knapp oberhalb der mittle-
ren Werkstoffzugfestigkeit. Sobald die geringste Zugfestigkeit an einer 
Stelle im Querschnitt überschritten wird (siehe Bild 2.5a und b), wird in 
der Scheibe ein Riß initiiert. Dieser Riß pflanzt sich dann mit einer be-
stimmten Rißgeschwindigkeit in der Scheibe fort. Bei entsprechend nied-
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spruchungsgeschwindigkeit kann es auch zu einem Rißstopp kommen, 
wenn der Riß auf eine benachbarte Stelle mit zu hoher Festigkeit trifft. Im 
Werkstoff Beton kann dies z.B. auftreten, wenn ein Riß auf ein Zu-
schlagkorn mit höherer Festigkeit zuläuft. 
 
Wesentlich ist der Zusammenhang zwischen Belastungsgeschwindigkeit 
und Rißgeschwindigkeit, die keinesfalls proportional zueinander sind. Für 
die Scheibe unter Zugbeanspruchung wird nun zum einen ein homoge-
nes (siehe Bild 2.5b) und zum anderen ein heterogenes (siehe Bild 2.5a) 
Materialverhalten mit gleicher mittlerer Zugfestigkeit angenommen. Bei 
dem heterogenen Werkstoff streut die Festigkeit innerhalb eines Quer-
schnittes sehr stark (siehe Bild 2.5a). Wird die Belastung langsam auf-
gebracht, reißt der Querschnitt zunächst an der Stelle1. Der Riß beginnt 
sich fortzupflanzen. Bei entsprechend langsamer Laststeigerung reißt 
nur noch die Stelle 2 und 3 (siehe Bild 2.5c). Im restlichen Querschnitt 
wird die Zugfestigkeit aufgrund der langsamen Laststeigerung nicht ü-
berschritten. Bei einem homogenen Material ist die Festigkeitsstreuung 
in einem Querschnitt eher gering (siehe Bild 2.5b). Der Werkstoff reißt 
aufgrund der gleichmäßigeren Festigkeitsverteilung gleichzeitig an meh-
reren Stellen in einem Querschnitt, in dem die Zugfestigkeit überschritten 
wird (siehe Bild 2.5d). Wäre die Zugfestigkeit des Materials überall äqui-
valent, müßte es theoretisch an allen Stellen gleichzeitig reißen. In der 
Realität kommt ein derartiger Werkstoff nie vor. Es bildet sich senkrecht 
zum Riß eine Entlastungszone aus, was die Spannung in der benachbar-
ten Region wieder absinken läßt. Bei entsprechend langsamer (quasi 
statischer) Beanspruchung bringen die sich fortpflanzenden Risse die 
Scheibe zum Versagen, noch bevor die äußere Belastung weitere Risse 
in der Scheibe initiieren kann. Die Scheibe fragmentiert in 2 große Frag-
mente. 
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Bild 2.5: Zugfestigkeitsverteilung der Scheibe bei a) heterogener und b) homogener 
Werkstoffstruktur, c), d) und e) Rißinitiierungen bei unterschiedlichen Belas-
tungsgeschwindigkeiten 
 
Nun wird die Belastung nicht mehr langsam, sondern schnell aufge-
bracht (blaue Linie in Bild 2.4). Es sei der heterogene Werkstoff betrach-
tet (siehe Bild 2.5a). Durch die schnelle Laststeigerung reißt nun im 
Querschnitt das Material an den Stellen 1, 2, 3, 4, 5 und 6 fast gleichzei-
tig (siehe Bild 2.5e). Die durch die Scheibe laufende Zugwelle initiiert in 
den nachfolgenden Querschnitten weitere Risse, noch bevor sich die 
benachbarten Regionen orthogonal zum Riß ausreichend entlasten kön-
nen (siehe Bild 2.5e). Diese Risse pflanzen sich wieder mit einer be-
stimmten Rißgeschwindigkeit fort, auf die später noch näher eingegan-
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falls noch kombiniert mit einer extrem hohen Belastungsamplitude, die 
die Materialzugfestigkeit um ein Vielfaches übersteigt, um so mehr Risse 
werden in einem Querschnitt gleichzeitig initiiert. Für den theoretischen 
Extremfall, in dem die Belastung unendlich schnell aufgebracht wird (rote 
Linie in Bild 2.4), beginnen alle Risse gleichzeitig an zu laufen. Das ist 
auch die Begründung für die Beobachtung, daß mit zunehmender Belas-
tungsgeschwindigkeit der Einfluß der Heterogenität eines Werkstoffes 
verschwindet. An dieser Stelle sei nochmals auf den Unterschied zwi-
schen Belastungsgeschwindigkeit und Rißgeschwindigkeit hingewiesen. 
Die Belastungsgeschwindigkeit bestimmt maßgebend die Anzahl der Ri-
ßinitiierungen bei gegebener Belastungsamplitude in einem Querschnitt, 
während die Rißgeschwindigkeit an andere Parameter gekoppelt ist, die 
im übernächsten Abschnitt näher diskutiert werden.  
 
Die Belastungshöhe spielt in der Praxis eine große Rolle. Bei Sprengun-
gen (siehe Kapitel 5) hat sich gezeigt, daß die Belastungshöhe direkt im 
Lasteinleitungsbereich die Materialfestigkeit um ein Vielfaches über-
schreitet, was dort auch zu einem "Pulverisieren" des Materials führt. Mit 
zunehmender Entfernung von der Lasteinleitungsstelle nimmt die Belas-
tungshöhe jedoch stark ab. Auf die Sprengung bezogen kann man sa-
gen, daß die verwendete Sprengstoffmenge und die Plattendicke einen 
wesentlichen Einfluß auf die Trümmergröße haben. 
 
Ein bisher noch nicht erläuterter aber doch sehr wesentlicher Punkt ist 
die Rißgeschwindigkeit. Die Rißgeschwindigkeit bestimmt, mit welcher 
Geschwindigkeit sich ein Riß fortpflanzt. Da die Entstehung der Risse, 
das Rißwachstum und letztendlich Rißkreuzungen Ursache für die 
Fragmentierung sind, bestimmt die Rißgeschwindigkeit zu einem großen 
Teil die Fragmentgröße. Aus Versuchen (siehe z.B. Bachmann [10]) ist 
ebenfalls bekannt, daß sich die Rißdichte mit zunehmender Belastungs-
geschwindigkeit vergrößert. Die Messung der Rißgeschwindigkeiten der 
einzelnen Risse ist in der Praxis mit einem sehr großen Aufwand ver-
bunden. Man hat festgestellt, daß sich die Risse mit einer bedeutend 
niedrigeren Geschwindigkeit als der theoretischen eindimensionalen 
Wellengeschwindigkeit  
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ρ
Ec =  (2.1) 
fortpflanzen. Curbach [59] führt diesen Effekt auf die Betonfeuchte, die 
Reibung und auf die Massenträgheit der sich entfernenden Rißufer zu-
rück. Jeder Rißfortschritt muß mit einer mehr oder weniger großen Ri-
ßöffnungsbewegung verbunden sein, die durch die Trägheit der zu be-
schleunigenden Masse im Bereich der Rißufer bestimmt wird. Letztere 
beeinflußt daher, insbesondere in der Anfangsphase der Rißentstehung, 
auch den Rißfortschritt. Der Rißfortschritt wird somit durch die Massen-
trägheit der sich entfernender Rißufer, die bei der Rißinitiierung entste-
hen, abgebremst. Nicht zuletzt weil nahezu alle Festkörper ein dehnge-
schwindigkeitsabhängiges Verhalten zeigen, liegt es nahe, daß die Mas-
senträgheit zumindest bei hohen Dehngeschwindigkeiten von großem 
Einfluß ist. Klassische Einflußparameter des Werkstoffes Beton, wie Art 
des Zuschlags und der Mörtelmatrix, oder Feuchtegehalt und –transport, 
die ohnehin auf bestimmte Materialgruppen begrenzt sind, können hier 
nicht von entscheidender Bedeutung sein (siehe Rossi [232]). 
 
Die Rißgeschwindigkeit ist eine Funktion vieler Parameter wie der Mas-
senträgheit, Spannung σ, Dehnrate ε , Feuchte etc.  
 ( )),...t,x(),x,t(fvcrack εσ=  , (2.2) 
von denen einzelne in jeweils unterschiedlichen Bereichen der Bean-
spruchungsgeschwindigkeit dominieren. 
 
Die statische Materialfestigkeit hat unter sehr hohen Belastungsge-
schwindigkeiten kaum eine Bedeutung. Hanchak [131] führte Impaktver-
suche an Betonplatten durch und stellte fest, daß der Perforationswider-
stand von Betonen unterschiedlicher Festigkeit bei hohen Impakt-
geschwindigkeiten nahezu identisch ist. Auch bei den von Hermann 
[138] und Ockert [221] durchgeführten Sprengversuchen an Betonplatten 
ist dieses Phänomen zu erkennen. Die Platte aus einem B35 weist fast 
diegleichen Schäden auf wie dieselbe Platte aus einem B200.  
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Zusammenfassend lassen sich folgende Parameter, die die Fragmen-
tierung von Beton bestimmen, identifizieren: 
• die Belastungshöhe  
• die Belastungsgeschwindigkeit  
• die Rißgeschwindigkeit 
• die Heterogenität 
• die Materialfestigkeit 
 
Die Abbildung von diskreten Rissen ist bei einem dynamischen Frag-
mentierungsprozeß innerhalb eines Bauteils wegen der zu erwartenden 
großen Rißanzahl und damit verbundenen enormen Rechenzeit für eine 
dreidimensionale numerische Simulation kaum durchführbar. Nur für ei-
ne geringe Rißanzahl wurden u.a. von Häußler [135] und Belytschko [21] 
geeignete Diskretisierungsverfahren abweichend von der Methode der 
Finiten Elemente (FEM) vorgestellt. 
 
Die rechnerischen Untersuchungen zum Fragmentierungsverhalten von 
Beton beschränken sich auf die Parameter Belastungsgeschwindigkeit, -
höhe und Heterogenität (siehe Kapitel 5). Die Rißgeschwindigkeit, d.h. 
vielmehr die Geschwindigkeit, mit der sich die makroskopische Schädi-
gung im Material fortpflanzt, wird in Form einer Relaxationsfunktion, die 
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2.2 Dynamische Fragmentierungstheorien 
In den letzten zwanzig Jahren hat es zahlreiche Veröffentlichungen zum 
Thema „Fragmentierung“ gegeben. Hier haben sich durch die Weiter-
entwicklung auf dem Gebiet der numerischen Simulation sowie durch die 
starke Leistungssteigerung der heutigen Computer neue Möglichkeiten 
ergeben, diese Problematik erfolgreich zu behandeln. Zum einen sind 
viele auf unterschiedlichen Ansätzen aufbauende Fragmentierungstheo-
rien entstanden, zum anderen spielt bei einer numerischen Simulation 
die Wahl des richtigen Verfahrens eine große Rolle. Die Fragmentie-
rungstheorien lassen sich in drei Klassen unterteilen, rein statistische 
Theorien, Theorien, die auf Energiebetrachtungen basieren und „mecha-
nisch statistische“ Theorien, die die Bildung oder Aktivierung eines Ris-
ses über dessen Ausbreitung und Verzweigung bis schließlich zur Frag-
mentierung beschreiben. Letztere Klasse läßt sich noch in zwei weitere 
Klassen unterteilen, die die Rißbildung entweder auf Mikro- oder auf Ma-
kroebene betrachtet. Die Theorien sind Gegenstand der Kapitel 2.2.1 bis 
2.2.3. In Kapitel 2.3 werden verschiedene numerische Verfahren disku-
tiert, mit denen die Fragmentierung rechnerisch simuliert werden kann. 
Es werden Gründe für die Wahl des numerischen Verfahrens gegeben. 
 
2.2.1 Statistische Fragmentierungstheorien 
Bild 2.6: Fragmentierung nach Mott, aus [200] 
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Erste Untersuchungen zur dynamischen Fragmentierung gehen auf das 
Jahr 1946 zurück. Dort untersuchte Mott [211] das Fragmentierungsver-
halten von zylindrischen metallischen Schalen. Vereinfachend wird dabei 
der Zylinder zweidimensional als ringförmiges Element gleicher Wanddi-
cke betrachtet (siehe Bild 2.6). Dargestellt ist in Bild 2.6a ein Schnitt or-
thogonal zur Zylinderachse vor der Detonation, in Bild 2.1b im Bruchzu-
stand. Mott geht davon aus, daß der Zylinder in infinitesimal kleine 
Fragmente zerfällt, wenn er überall dieselbe Bruchdehnung besitzt, weil 
Versagen überall gleichzeitig auftritt. Er geht von der exponentiellen 
Wahrscheinlichkeitsverteilung, daß eine Probe zum Dehnungszustand ε 
gerissen ist, aus 
 )eCexp(1p εγ
γ
−−= , (2.3) 
wobei C und γ zwei Materialkonstanten bezeichnen. Für die mittlere 








log1f  (2.4) 
Weiter nimmt er an, daß sich um die entstehenden Risse eine Entlas-
tungszone ausbreitet, in der keine neuen Risse mehr entstehen können. 
Somit bestimmt die Rißgeschwindigkeit, die Geschwindigkeit, mit der 
sich die Entlastungszone ausbreitet und die Wahrscheinlichkeitsvertei-
lung der Bruchdehnung die Fragmentgröße. Je größer die Streuung der 
Bruchdehnung ist, desto größer werden die Fragmente. Dies stimmt gut 
mit Beobachtungen und den eingangs erörterten Zusammenhängen ü-
berein, daß homogene Materialien wie Stahl wesentlich feiner fragmen-
tieren als heterogene Werkstoffe wie Beton. Als letztendliches Ergebnis 
erhält Mott eine Fragmentgrößenverteilung in Abhängigkeit der Parame-










dxf . (2.5) 
Hierbei ist ρ die Dichte, v die Geschwindigkeit, mit der der Körper ex-
pandiert, die Variablen x, r und a sind in Bild 2.6 erklärt. Grady [121] 
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entwickelte eine ähnliche Theorie ausgehend von expandierenden Rin-
gen. Er verifiziert diese anhand der von Wesenberg und Sargatz [266] 
durchgeführten Explosionsversuchen an dünnen Aluminium-Zylindern. In 
Bild 2.7 ist ein Vergleich der Ergebnisse der Fragmentverteilungen aus 
den Versuchen mit den Theorien von Mott und Grady dargestellt. 
Bild 2.7: Fragmentverteilung von Aluminium aus den Versuchen von Sargatz vergli-
chen mit den Fragmentierungstheorien von Mott und Grady, aus [266] 
 
Grady und Kipp [117] formulieren eine Theorie, die ausschließlich auf 
statistischen Betrachtungen beruht. Für den eindimensionalen Fall be-
trachten sie einen unendlich langen Stab (siehe Bild 2.8). Die Wahr-
scheinlichkeit des Auftretens von n Bruchstellen auf einer Länge l beträgt 
 !n/e)lN()l,n(P lNn0 0
−= , (2.6) 
wobei N0 eine Konstante ist und n die Anzahl der Fehlstellen bezeichnet. 
Um die Wahrscheinlichkeitsverteilung in „Fragmentlängen“ zu erhalten, 
wird zunächst die Wahrscheinlichkeit bestimmt, keine Bruchstelle auf der 
Länge l zu finden: 
 lN0e)l,0(P −=  (2.7) 
Die Wahrscheinlichkeit, genau eine Bruchstelle über eine Länge dl zu 
finden, lautet: 
 dlN)dl,1(P 0=  (2.8) 
Somit beträgt die Wahrscheinlichkeit einer Bruchstelle innerhalb des Be-
reiches l+dl 
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 dleN)dl,1(P)l,0(PdP lN0 0
−== , (2.9) 
was zu einer exponentiellen Fragmentgrößenverteilung führt: 
 lN0 0eNdl
dP −=  (2.10) 
Die kummulative Wahrscheinlichkeitsverteilung von Fragmenten größer 







==   (2.11) 
Die kummulative Fragmentanzahl pro Einheitslänge erhält man daraus 
über Gl. 2.11 zu: 
 lN0 0eN)l(N
−=  (2.12) 
Bild 2.8: Eindimensionale Fragmentierungstheorie nach Grady, aus [117] 
 
Die Erweiterung der eindimensionalen statistischen Fragmentierungs-
theorie auf den zweidimensionalen Fall ist nicht ganz trivial. Es gilt das 
Problem zu lösen, eine Oberfläche über eine Zufallsfunktion in viele klei-
ne Teilregionen zu unterteilen. Die meisten Autoren verwenden eine Ver-
teilungsfunktion in Abhängigkeit der Fragmentflächen. Es werden Linien 
auf der zu unterteilenden Oberfläche generiert, so daß die Fragmentflä-
chen der gewünschten Verteilungsfunktion entsprechen. Es gibt zahlrei-
che Arten, Linien auf einer Oberfläche zu erzeugen (siehe z.B. Bild 2.9). 
Die Verfahren sind häufig iterativ. Meistens werden Punkte zufällig auf 
der Oberfläche erzeugt, die dann zu Linien und Fragmentlächen unter-
schiedlicher Geometrie (siehe Bild 2.9a) zusammengefaßt werden, so 
daß die gewünschte Fragmentflächenverteilung erhalten wird. 
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Mott und Linfoot [210] gehen davon aus, daß die Größe der Fragment-
fläche a eine Poisson-Variable ist und erhalten so eine Fragmentflä-





−= , (2.13) 
wobei N0 die Anzahl der Fragmente pro Einheitsfläche bezeichnet. Grady 
und Kipp [117] gehen hingegen von einer linear exponentiellen Vertei-
lung aus 
 aN0 0eN)a(N
−= , (2.14) 
die gut mit Versuchsergebnissen übereinstimmt. Gebräuchlicher ist es, 
Linien auf einer Oberfläche zu generieren, die die Oberfläche zufällig in 
viele Fragmente unterschiedlicher Fläche aufteilt. Mott und Linfoot [210] 
schlagen die Generierung von zufällig positionierten, unendlich langen 
Linien auf der Oberfläche vor (siehe Bild 2.9b). Damit ergibt sich eine 
kummulative Fragmentanzahl zu (siehe [210], [109]) 
 ( ) ( )[ ]2/1012/100 aN2KaNN2)a(N = , (2.15) 
wobei K1 eine modifizierte Bessel-Funktion ist. 
 a) b) 
Bild 2.9: Zweidimensionale Fragmentierung , aus [117] 
 
Eine andere Methode, die Oberfläche in viele Teilflächen zu zerlegen, 
zeigt Bild 2.9. Sie stimmt gut mit der linearen exponentiellen Verteilung 
nach Gl. 2.14 überein und zeigt aber große Abweichungen gegenüber 
der Mott-Verteilung (Gl. 2.13).  
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Am weitesten verbreitet ist die Voronoi-Methode zur Unterteilung von 
Oberflächen in Fragmente. In Bild 2.10 sind Fragmentanzahlen über die 
Fragmentfläche verschiedener Verteilungsfunktionen dargestellt. 
Bild 2.10: Vergleich verschiedener zweidimensionaler statistischer Oberflächenfrag-
mentierungstheorien, aus [115] 
 
In den bisher betrachteten rein geometrischen Fragmentierungstheorien 
wird über die gesamte Oberfläche dieselbe Verteilungsfunktion (in Ab-
hängigkeit der Fragmentfäche) vorausgesetzt. Dies wird im Folgenden 
mit "statistischer Homogenität" bezeichnet. In Wirklichkeit variiert die In-
tensität der Fragmentierung innerhalb eines Körpers aufgrund der kom-
plexen Lastgeschichte sehr stark. Am Beispiel des expandierenden Zy-
linders kann nahezu eine statistisch homogene Fragmentierung erreicht 
werden. Die meisten in der Realität verwendeten Bauteilgeometrien füh-
ren jedoch zu einer statistisch inhomogenen Fragmentierung. Deshalb 
schlagen Grady und Kipp [115] eine statistisch inhomogene Verteilung 








= , (2.16) 
wobei Ni0 hier die Fragmentdichte repräsentiert und gi die lokale Frag-
mentgröße bestimmt. Grady und Kipp wenden ihre Theorie auf Hoch-
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Geschwindigkeits-Impakts von Metallplatten an [110]. Sie gehen von ei-




2010 eNgeNg)a(N −− +=  (2.17) 
In Bild 2.11 ist ein Versuchsergebnis aus [110] mit der aus der bilinearen 
Verteilung ermittelten Fragmentsieblinie gegenübergestellt. 
Bild 2.11: Vergleich der bilinearen statistischen Fragmentierungstheorie mit Ver-
suchsergebnissen vom Beschuß einer Metallplatte, aus [115] 
 
Ein Nachteil dieser statistischen Arten der Fragmentierung besteht in der 
Abhängigkeit von den Wahrscheinlichkeitsdichten, mit denen Linien auf 
der Oberfläche generiert werden. 
 
In der Literatur finden sich weitere Ansätze einer solchen statistischen 
Fragmentierung, wie z.B. das sog. "Maximum-Entropie-Prinzip" (siehe 
[94]) oder die Filtrationstheorie (siehe z.B. [93], [247], [248]). Da rein sta-
tistische Theorien aber einer physikalischen Grundlage weitgehend ent-
behren, eignen sie sich wenig, den komplexen Vorgang der Fragmentie-
rung im Dreidimensionalen, wie er in der Realität vorkommt, abzubilden. 
Lediglich die eindimensionalen Fragmentierungstheorien besitzen noch 
eine geringe physikalische Grundlage, mit der sich vereinfacht die Frag-
mentierung spezieller Versuche, wie z.B. auch das Fragmentieren von 
zylindrischen Schalen, abschätzen läßt. Schon bei einer zweidimensio-
22  2 Stand der Erkenntnis 
nalen Erweiterung beschränken sich die Fragmentierungsuntersuchun-
gen auf mathematisch statistische Erweiterungen ohne wesentliche phy-
sikalische Begründungen. Sie sind bestenfalls für den Fall der vollstän-
digen Zerstörung eines Bauteils anwendbar. Daß die Statistik bei der 
Beschreibung des Fragmentierungsprozesses eine wichtige Rolle 
spielt, wird deshalb nicht bestritten. So unterliegen die Entstehung oder 
Aktivierung von Mikrorissen immer gewissen statistischen Gesetzmä-
ßigkeiten, die man sich zu Nutze machen wird. Wie die Statistik mit der 
Physik erfolgreich verknüpft werden kann, zeigen Kipp und Grady [167], 
[168]. Sie bestimmen in einer FE-Simulation auf physikalischen Grund-
lagen basierend eine mittlere Fragmentgröße pro Zelle. Im Postprozes-
sor schließen sie dann über statistische Betrachtungen auf die Frag-
mentgrößenverteilung pro Zelle. 
 
2.2.2 Mechanisch statistische Fragmentierungstheorien 
Im Folgenden werden exemplarisch zwei Fragmentierungstheorien vor-
gestellt, die auf mikro- bzw. makromechanischen Ansätzen beruhen, um 
zu zeigen, daß die Fragmentierungstheorien lediglich eine kleine Erwei-
terung der mikro- bzw. makromechanischen Schädigungstheorien sind. 
Abschließend werden einige wichtige Eigenschaften des Fragmentie-
rungsprozesses näher erörtert. 
 
Curran et al. [60] –[65] entwickelten für numerische Simulationen eine 
umfangreiche Fragmentierungstheorie (NAG/FRAG) für duktile und 
spröde Werkstoffe auf Mikroebene. Sie unterteilen den Fragmentie-
rungsprozeß in drei Phasen: 
• Bildung von mikroskopischen Fehlstellen im Material 
• deren Wachstum 
• die Vereinigung der Fehlstellen, die letztendlich zur Fragmentierung 
führt 
 
Die Bildung von Mikro-Fehlstellen (Nukleation) definiert Curran [64] als 
Entstehung von Poren und Mikrorissen im Material, d.h. von Poren, die 
groß genug sind, um unter den auferlegten Spannungsfeldern zu wach-
sen. Den Nukleationsprozeß beschreibt Curran als Evolution einer inne-
ren Schädigungsvariablen D, für die er einen mikromechanischen Ansatz 
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von Kachanov [165] übernimmt. Dieser verwendet eine tensorielle Schä-
digungsvariable D, um die Anisotropie des Werkstoffes abzubilden. Es 
sei R der durchschnittliche Radius einer Fehlstelle und n der Einheits-
vektor orthogonal zur Rißebene. Für ellipsoide Risse sei R der Mittelwert 
aus größerer und kleinerer Achse und n der orthogonale Einheitsvektor 
auf die Fläche maximalen Querschnittes. Die Schädigung D wird als 
Funktion der Rißkonzentration bereits „aktiver“ Risse ρf(X,t,R,n) gewählt, 
wobei X den Ortsvektor und t die Zeit repräsentieren. Nach Curran ergibt 





 ρ=  (2.18) 
Die Anzahl Ng der Mikrorisse, die größer oder gleich dem Rißradius R 
sind, ergibt sich durch Integration von ρf über alle Normalenvektoren n 
und über alle Risse, die größer oder gleich R sind: 






ρ=  (2.19) 
Aus Experimenten wird eine empirische Funktion für die Rißanzahl Ng 
zugrunde gelegt 
 [ ])t,(R/Rexp)t,(N)R,t,(N 0tg XXX −= , (2.20) 
wobei R0 ein vorgegebener Wert der exponentiellen Verteilung ist. Gl. 
2.20 impliziert folgende Form der Rißkonzentration: 






ff ρ=ρ . (2.22) 
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Die Bildung und das Fortpflanzen der Schädigung (Fehlstellen) basiert 
auf der Evolution der Rißdichte ρf in Abhängigkeit der vorhandenen ma-
kroskopischen Spannungen, Dehnungen, Dehnraten, Temperatur, etc.: 
 )T,,,(ff εεσρ=ρ   (2.23) 
Durch Fehlstellenbildung wird sich die Rißanzahl Nt pro Einheitsvolumen 
erhöhen. Geht man davon aus, daß sich die Verteilungsfunktion nicht 
ändert, erhält man für die Rißkonzentrationsrate: 
 










Allerdings verändert sich dabei Nt durch das Wachsen der Risse nicht. 
Für das Mikrorißwachstum nimmt Curran [64] dieselbe Verteilungs-
funktion an: 
 ( ) 0o0ff R/R1R/R/)Wachstum(  −=ρρ  (2.25) 
Da aus Versuchsergebnissen eher die gesamte Rißanzahl Ng als die Ri-
ßanzahl Nt pro Einheitsvolumen ermittelt wird, macht Curran den Nuklea-














=  (2.26) 
Die oberen Indizes N und W bedeuten jeweils Nukleations- bzw. Wachs-
tumsrate. Hierbei läßt sich die Nukleationsrate über folgende Beziehung 
bestimmen: 
 ttgNg N/NN/N  =  (2.27) 
Die Wachstumsrate erhält man nach Gl. 2.28: 
 ( )( )000gWg R/RR/RN/N  =  (2.28) 
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Auf dieser Grundidee aufbauend entwickeln Curran et al. [64] verschie-
dene Nukleations-Modelle: 
• spannungs/temperaturgesteuerte Nukleationsmodelle 
• deformationsgesteuerte Nukleationsmodelle 
 
Grundlage seiner Nukleationsmodelle bilden im Wesentlichen drei Punk-
te: 
1. Annahme einer Verteilung für die inneren Fehlstellen, z.B.: 
 )R/Rexp(N)R(N 10g −=  
2. Grenzwertbedingung F, z.B.: 
 ( ) 0R,T,,,/F ppym ≥εεσσ   
3. einen Ausdruck für fρ  bzw. N , z.B.: 
 ( ) ( ) ( ) ppmmm CBT,AN εε+σσ+σ=   
 
Hierbei kann die Entwicklungsrate der Fehlstellen je nach Anforderung 
an das Werkstoffgesetz von verschiedenen Parametern abhängig ge-
macht werden. Im obigen Beispiel ist die Nukleationsrate eine Funkti-
on der Temperatur T, mittleren Zugspannung σm und mittleren plasti-
schen Dehnrate pε . Entscheidend ist dabei die Wahl der Verteilungs-
funktion für die inneren Fehlstellen. Hier kommt wieder der Statistik 
große Bedeutung zu. Für spröde Werkstoffe hat sich gezeigt, daß eine 
Weibull-Verteilung (siehe [14], [263]), das Materialverhalten am besten 
approximiert. 
Das Mikrorißwachstum macht Curran [64] von verschiedenen Prozessen 
und Eigenschaften des Materials abhänigig, so von 
• dem Mikrorißwachstum durch Diffusionsprozesse 
• dem Mikrorisswachstum durch Plastifizieren 
• dem spröden Rißwachstum 
• dem Wachstum von „Scherbändern“ 
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Curran implementiert seine Theorien in einen FE-Code. Die Fragmentie-
rung und die Ermittlung der Fragmentgrößenverteilung geschieht hierbei 
jeweils innerhalb der einzelnen Elemente, weshalb das Fragmentie-
rungsverhalten bei der Simulation stark netzabhängig ist. Da die Frag-
mentierung innerhalb der einzelnen Elemente stattfindet, können nur 
Versuche mit äußerst feiner Fragmentierung rechnerisch erfaßt werden. 
Große Fragmente, wie sie bei den Sprengversuchen an Betonplatten 
von Hermann [138] entstanden, können im Rahmen solcher Berechnun-
gen nicht behandelt werden. 
 
Um von der Vereinigung von Mikrorissen, die ja innerhalb eines Elemen-
tes stattfindet, auf die Fragmentierung schließen zu können, bedarf es 
noch eines letzten Schrittes. Da der geometrische Ort der Mikrorisse in-
nerhalb des Elementes nicht bekannt ist, kann die Fragmentierung nicht 
explizit bestimmt werden. Curran [64] geht davon aus, daß der Frag-
mentradius Rf ungefähr dem Rißradius Rc entsprechen muß, der zur 
Fragmentierung geführt hat: 
 cf RR ≅ , (2.29) 
Dementsprechend erhält man für die Fragmentanzahl Nf 
 cf NN ξ= , (2.30) 
wobei der Vorfaktor ξ von der Fragmentform abhängt und für achtseitige 
Fragmente von Curran zu ¼ gewählt wird. Nc bezeichnet die Rißanzahl. 
Somit ist die Fragmentgrößenverteilung vollständig durch die Rißgrö-
ßenverteilung bestimmt. Für das Fragmentvolumen und den Fragment-
radius Rf gilt 
 3fff RTV = , (2.31) 
wobei Tf ein Koeffizient ist, der ebenso von der Form der Fragmente ab-
hängt.  
 
Daraus wird ersichtlich, daß die Bestimmung der Fragmentanzahl und -
größe lediglich aus einer kleinen Erweiterung des mikromechanischen 
Schädigungsmodells resultiert. 
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Curran unterscheidet zwischen zwei Modellarten, dem DFRACT-Modell 
für duktiles Versagen und dem BFRACT-Modell für sprödes Versagen. 
Für Fels unter Explosionsbelastung verifiziiert Curran sein BFRACT-
Modell (siehe Bild 2.12). Die Fragmentgrößenverteilung aus Versuch und 
Rechnung stimmen dabei qualitativ gut überein, größere Trümmer ent-
standen bei seinen Experimenten allerdings nicht. 
Bild 2.12: Fragmentverteilung von Fels nach Curran et al. [64] 
 
Ein Nachteil dieser Theorie besteht darin, daß für die Anwendung der 
Stoffgesetze Parameter benötigt werden, die sich nur aus Versuchen 
und anschließend aufwendigen mikromechanischen Untersuchungen 
ermitteln lassen. In [65] schlägt Curran eine vereinfachte Version dieser 
Theorie vor. 
 
Grady und Kipp [118], [112] entwickelten eine Fragmentierungstheorie, 
die versucht die Dehnrate mit der Framentgröße in Bezug zu bringen. 
Sie gehen von dem weit verbreiteten makroskopischen Schädigungsan-
satz aus, bei dem sich der Elastizitätsmodul durch die Bildung und Aus-
breitung scheibenförmiger Risse abmindert: 
 E)D1(Ef −=  (2.32) 
D repräsentiert dabei die innere Schädigung und wird definiert als 
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 VND = , (2.33) 
wobei N die Anzahl der Risse pro Volumeneinheit und V ein Kugelvolu-
men bezeichnet. E bezeichnet den Anfangselastizitätsmodul, Ef den E-
lastizitätsmodul zur Schädigung D. Sie gehen davon aus, daß sich die 
Risse mit konstanter Geschwindigkeit Cg ausbreiten und erhalten somit 
für die Schädigung zum Zeitpunkt t: 
 ( )3g34 tCND π=  (2.34) 
Weiter setzen sie für die Rißbildung eine Weibull-Verteilung mit den Pa-
rametern k und m voraus: 
 mkN ε=  (2.35) 
Wie Mott gehen sie davon aus, daß sich um jeden Riß eine Entlastungs-
zone mit dem Volumen V(t-τ) ausbreitet, in der sich keine neuen Risse 
bilden können. Zum Zeitpunkt τ der Rißbildung erhält man für eine kon-




d)t(V)(N)t(D   (2.36) 
mit 
 )D1()(NN −εε=  . 
Sie setzen weiter voraus, daß Fragmentierung zum Zeitpunkt tf auftritt, 
wenn sich die Risse vereinigen und das Material nicht mehr in der Lage 
ist, Zugspannungen aufzunehmen, d.h es gilt D(tf)=1. Zu diesem Zeit-
punkt tf bestimmen Grady und Kipp [112] eine maximale Zugspannung 
σm und eine mittlere Fragmentgröße Lm in Abhängigkeit der Dehnrate 
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Die Parameter m, k und Cg bestimmen sie aus Versuchen. Den Weibull-
Exponenten m für Ölschiefer nehmen sie beispielsweise zu 8 an. Bei re-
lativ niedrigen Dehnraten ist die Zugfestigkeitssteigerung eher klein und 
die Fragmentgröße eher groß. Bei hohen Dehnraten fragmentiert das 
Material in viele kleine Trümmer. Wie auch bei der Theorie von Curran 
ist es hier schwierig, die Parameter k, m, und N aus den Versuchen zu 
bestimmen. Grady und Kipp [116] führen zahlreiche Versuche zur Be-
stimmung der Fragmentierungseigenschaften von Metallen durch. Man 
erhält desweiteren lediglich einen mittleren Fragmentdurchmesser. Für 
eine Fragmentgrößenverteilung bedarf es wiederum statistischer Be-
trachtungen. 
 
Man erkennt, daß die Theorie von Grady und Kipp im Gegensatz zu der 
von Curran auf makromechanischen Ansätzen beruht. Es handelt sich 
wie bei Curran um die Erweiterung der Schädigungstheorie, die im Rah-
men statistischer Betrachtungen Variablen wie die Dehnrate benutzt, um 
schließlich die Fragmentgröße zu bestimmen. 
 
Aimone et al. [3] untersuchen die Fragmentierung von Fels, den sie mit 
Schockwellen, erzeugt durch einen Plattenimpakt, beaufschlagen. Sie 
stellen anhand dieser Versuche fest, daß nur ein kleiner Teil der Ge-
samtenergie während des Fragmentierungspozesses zur Bildung neuer 
Oberflächen verbraucht wird und daß weniger als 15% der gesamten 
Explosionsenergie in Arbeit umgewandelt wird, die den Fels fragmentiert. 
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Bild 2.13: Innere Schädigung von Fragmenten, aus [3] 
 
Die wichtigsten Ergebnisse sind in Bild 2.13 dargestellt. Daraus ist zu 
erkennen, daß unter gleichem hydrostatischem Druck bei steigender Im-
pulsdauer die Rißdichte zunimmt und die Fragmente feiner werden (sie-
he Bild 2.13a). Dies ist aber nicht weiter verwunderlich, da der Gesamt-
impuls schließlich ebenfalls zunimmt. Aus Bild 2.13b erhält man bei ei-
nem Druck von ca. 1,5 GPa und 1 µs Impulsdauer eine Rißdichte von ca. 
80 cm²/cm³. Für denselben Druck bei 1 µs Impulsdauer läßt sich aus Bild 
2.13b ein mittlerer Fragmentdurchmesser von 9 cm herauslesen. Unter 
der Annahme kugelförmiger Fragmente und der Voraussetzung, daß die 
Fragmente keine weiteren Risse enthalten, läßt sich die Rißdichte aus 
dem Verhältnis von Kugeloberfläche zu Kugelvolumen zu d/6 = 9 cm/6 = 
1,5 cm²/cm³ für das ausgewählte Beispiel bestimmen. Die tatsächliche 
Rißdichte liegt mit 80 cm²/cm³ jedoch weit über diesem Wert von 1,5 
cm²/cm³. Somit ist gezeigt, daß die Fragmente innere Risse enthalten 
müssen. Daher ist die Fragmentgröße wohl kein geeignetes Maß für die 
innere Schädigung, weil sie im Wesentlichen in Form innerer Risse in 
den Fragmenten enthalten ist. 
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2.2.3 Energetische Fragmentierungstheorien 
Der energetische Ansatz zur Abbildung desselben physikalischen Me-
chanismus "Fragmentierung" bietet eine Alternative zu den mechanisch 
statistischen Theorien.  
 
Grady [123] bestimmt auf Energiebetrachtungen basierend Fragment-
größen. Hierzu betrachtet er die kinetische Energie der sich bildenden 
Fragmente und die Energie zur Erzeugung neuer Oberflächen. Er nimmt 
an, die gespeicherte elastische Energie sei gegenüber der kinetischen 
Energie vernachlässigbar, was für Fluide, für die diese Theorie zuerst 
entwickelt wurde, eine gute Annäherung ist. Später wurde sie auf spröde 
Festkörper erweitert. Unter Vernachlässigung der gespeicherten elasti-
schen Energie setzt sich die Gesamtenergie Eges aus der kinetischen 
Energie Ekin und der Oberflächenenergie EOf zusammen: 
 Ofkinges EEE +=  (2.38) 
Die Oberflächenenergie läßt sich in Abhängigkeit der Bruchfläche A wie 
folgt formulieren 
 AEOf γ= , (2.39) 
wobei γ die Energie zur Erzeugung neuer Fragmentoberflächen bezeich-
net. Grady und Kipp [112] nehmen an, die Gesamtenergie U als Funktion 
der Bruchfläche A sei durch eine Minimalbedingung während des Frag-
mentierungsprozesses bestimmt, so daß 
 0
dA
dU =  (2.40) 
gilt. Als letztendlichen Ausdruck erhalten sie die Bruchfläche in Abhän-













 , (2.41) 
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was unter der Annahme kugelförmiger Fragmente nach einigen Umfor-
















Bild 2.14: Energetische Fragmentierungstheorie nach Grady, aus [123] 
 
In Bild 2.14c ist die Energie über die Bruchfläche A aufgetragen. Das Mi-
nimum aus kinetischer und Oberflächenenergie liefert den Fragment-
durchmesser d. Durch Vergleich der Bruchzähigkeiten aus Detonations-
versuchen von mit Sprengstoff gefüllten Hohlzylindern aus Stahl, verifi-
zieren sie ihre Theorie. In Bild 2.14d sind die Fragmentdurchmesser über 
die Bruchzähigkeit des durch Sprengstoff zerstörten Stahlzylinders aus 
Versuch und Rechnung gegenübergestellt. Die Ergebnisse stimmen aus-
reichend überein. 
 
Glenn und Chudnovsky [106] erweitern Grady’s Fragmentierungs-
theorie, indem sie in ihr Modell noch Effekte aus gespeicherter elasti-
scher Energie mit einbeziehen. Sie stellen fest, daß die Dehnungsener-
gie für spröde Werkstoffe mit niedriger Bruchzähigkeit und hoher Bruch-
spannung maßgebend ist und verifizieren ihr Modell anhand von spröden 
Stählen. 
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Auch Grady [126], [122] zeigt, daß die Hauptursache der Fragmentie-
rung von Festkörpern die Freigabe der gespeicherten elastischen Ener-
gie des Materials ist. Grady’s Fragmentierungsmodell wurde als Post-
prozessor in den sog. EPIC-Code implementiert (siehe [162]). 
Tabelle 2.1: Fragmentierung nach Yarin, aus [271] 
 
Yarin [272] stellt für Werkstoffe, die bei der Fragmentierung ihren Aggre-
gatszustand vom festen in den flüssigen wechseln, die Theorie des 
„chaotischen Zerfalls“ auf. Er geht davon aus, daß sich die kinetische 
Energie der sich bewegenden Partikel in Energie zur Bildung neuer 
Fragmentoberflächen umwandelt. Er erhält damit einen minimalen 














wobei ρ die Dichte, ε  die effektive Dehnrate und γ die spezifische Ober-
flächenenergie repräsentieren.  
 
Yarin [271] führt Impactversuche durch, um seine Fragmentierungs-
theorie zu verifizieren. Für die letztendliche Fragmentgrößenverteilung 
bedarf es wieder statistischer Betrachtungen. Als Impaktkörper benutzt 
Yarin Projektile aus einer Wolframlegierung, die er auf Stahlplatten 
schießt. In Tabelle 2.1 sind seine Ergebnisse dargestellt. Für das Projek-
til stimmen die Ergebnisse aus Versuch und Rechnung gut überein, bei 
der Stahlplatte treten allerdings große Diskrepanzen auf. 
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Grady und Kipp [115] stellen weiter fest, daß die energetischen Frag-
mentierungstheorien zur Simulation einer totalen Fragmentierung gut 
geeignet sind, also bei Zerstörungsprozessen, bei denen das belastete 
Bauteil vollkommen zerstört wird. Die mechanisch statistischen Modelle 
eignen sich besser bei nicht so hohen Zerstörungsprozessen. Sie schla-
gen vor, die Vorteile beider Theorien miteinander zu verbinden, was je-
doch nach Wissen des Verfassers bisher nicht erfolgt ist. 
 
In der Literatur gibt es noch eine große Anzahl weiterer mechanisch sta-
tistischer und energetischer Fragmentierungstheorien für die unter-
schiedlichsten Werkstoffe. Sie unterscheiden sich in ihrer Struktur nicht 
wesentlich voneinander. Einige Autoren verfolgen mehr Theorien auf mi-
kromechanischer Ebene, die die Rißentwicklung innerer Fehlstellen zur 
Grundlage hat (siehe [114], [112], [195]), während andere Autoren ma-
kromechanische Modelle aus der Plastizitätstheorie entwickeln, die 
Aussagen zu Bereich und Größe der Schädigung, Zug- oder Schubver-
sagen, etc. machen können (siehe beispielsweise [107]). Letztendliche 
Fragmentgrößen werden allerdings ausschließlich über statistische Be-
trachtungen erhalten. 
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2.3 Numerische Verfahren zur Simulation der dynamischen 
Fragmentierung 
Im folgenden Kapitel werden verschiedene numerische Methoden disku-
tiert, mit denen die Fragmentierung von Beton simuliert werden kann, die 
Methode der Finiten Elemente (FEM), die Methode der Finiten Differen-
zen (FDM), die Methode der Diskreten Elemente (DEM) und die Metho-
de der Smooth Particle Hydrodynamics (SPH). Alle Verfahren sind Dis-
kretisierungsverfahren, die eine Näherungslösung eines Differentialglei-
chungssystem auf die Lösung eines Problemes mit einer endlichen Zahl 
von Unbekannten zurückführen. Ziel dieses Kapitels ist nicht, die Verfah-
ren selbst näher zu erläutern, sondern ihre Anwendbarkeit, Vor- und 
Nachteile bezüglich der Simulation der dynamischen Fragmentierung 
aufzuzeigen. Hierzu werden nach einer kurzen Erläuterung der Verfah-
ren zahlreiche Anwendungsbeispiele aus der Literatur diskutiert. Sicher-
lich gibt es noch weitere numerische Verfahren, wie z.B. das Element-
freie Galerkin-Verfahren (EFG), die jedoch nicht Gegenstand dieses Ka-
pitels sind. Abschließend werden die drei Methoden miteinander vergli-
chen. Es werden Vor- und Nachteile gegeneinander abgewägt. Letztend-
lich wird zur Simulation des Fragmentierungsverhaltens von Beton die 
SPH-Methode bevorzugt. 
 
2.3.1 Anwendbarkeit der FEM/FDM zur Simulation der dynamischen 
Fragmentierung 
Wohl am weitesten verbreitet ist die Methode der Finiten Elemente und 
Finiten Differenzen. Die Verfahren werden als hinreichend bekannt vor-
ausgesetzt und deshalb nicht näher erläutert. Literatur zur FEM findet 
man beispielsweise bei Bathe [15], Zienkevicz [275] oder Argyris [6]. Da 
Rechencodes auf Grundlage einer FE- und FD Diskretisierung sich glei-
chermaßen zur Simulation der dynamischen Fragmentierung eignen, 
wird an dieser Stelle zwischen den beiden Verfahren bezüglich ihrer An-
wendbarkeit auf die Abbildung der dynamischen Fragmentierung nicht 
näher differenziert. Es wird die Anwendung der FE-Methode im Hinblick 
auf die Fragmentierung erörtert wie sie im Kapitel 2.2 schon kurz ange-
schnitten wurde. 
Im Rahmen der FEM wird das Problemgebiet mit Elementen diskretisiert. 
Der heterogene Werkstoff Beton wird hierbei als Kontinuum betrachtet, 
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d.h. das Betongefüge, bestehend aus Zuschlagkörnern, Mörtelmatrix und 
Poren, wird bei der Abbildung mit finiten Elementen homogenisiert. Für 
die Anwendung mit finiten Elementen bezüglich der dynamischen Frag-
mentierung ist dies von zentraler Bedeutung. Bei der expliziten Ermitt-
lung von Fragmentgrößen muß man sich immer bewußt sein, daß es 
sich bei der Beschreibung des Werkstoffes im Rahmen einer Simulation 
mit finiten Elementen immer um ein homogenes Kontinuum handelt. 
Bild 2.15: Lagrange-Diskrestisierung, aus [276] 
 
Prinzipiell gibt es zwei Möglichkeiten, die Bewegung eines Körpers im 
Raum zu beschreiben, die Lagrange’sche Formulierung und die Eu-
ler’sche Formulierung (siehe Altenbach [4]). Beide Betrachtungsweisen 
können ineinander überführt werden. Da die beiden Betrachtungsweisen 
für die Abbildung der dynamischen Fragmentierung im Rahmen einer 
numerischen Simulation wesentlich sind, seien sie im Folgenden kurz 
erörtert. Bei der Lagrange’schen Methode wird der Körper durch ein kör-
perfestes Gitter diskretisiert. Jeder FE-Zelle wird eine Masse m zugeord-
net, die während der Berechnung konstant bleibt. Die Verformung des 
Körpers wird durch die Deformation des FE-Netzes beschrieben (siehe 
Bild 2.15). Die Euler-Methode benutzt hingegen ein raumfestes Netz 
(siehe Bild 2.16).  
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Bild 2.16: Euler-Diskretisierung, aus [276] 
 
Die Bewegung des Körpers wird als materieller Fluß durch ein Kontroll-
volumen abgebildet. Der Körper bewegt sich sozusagen im Euler-Netz. 
Jeder Zelle wird zu jedem Zeitschritt eine Masse zugeordnet. Das Euler-
Netz muß so groß gewählt werden, daß der Körper sich in ihm ausbrei-
ten kann. Die Verformung des Körpers wird durch entsprechende Dislo-
zierung der Körpermasse auf die Elemente beschrieben. Beide Betrach-
tungsweisen haben ihre Berechtigung. Bei der Untersuchung von Model-
len der Festkörpermechanik ist im allgemeinen die Referenzkonfiguration 
zum Zeitpunkt t0 bekannt und die Momentankonfiguration ist zu berech-
nen. Man erhält den deformierten Zustand durch Verfolgung der mate-
riellen Punkte auf ihrer Bahn von der Referenz- in die Momentankonfigu-
ration. Hierfür ist die Lagrange’sche Betrachtungsweise zweckmäßig. In 
der Fluidmechanik ist die Euler’sche Betrachtungsweise angemessen. 
Hier interessiert weniger, woher ein Teilchen kommt und wohin es fließt, 
sondern von Interesse sind Zustands- und/oder Feldgrößen an fixierten 
Orten. So ist beispielsweise die Messung der Geschwindigkeit als Funk-
tion materieller Koordinaten mit erheblichen Aufwand verbunden. Daraus 
wird ersichtlich, daß FE-Codes, die auf einer Euler'schen Betrachtungs-
weise beruhen, zur Simulation des Materialverhaltens von Festkörpern 
weniger gut geeignet sind.  
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Kipp und Grady [168] ermitteln eine Fragmentgrößenverteilung durch 
Verwendung von FEM/FDM-Codes, die ein Lagrange'sches Bezugssys-
tem verwenden. Für Metalle unter Hoch-Geschwindigkeits-Impakts ent-
wickeln sie (siehe [168], [125]) eine Fragmentierungstheorie auf Makro-
ebene. Als letztendliches Ergebnis bestimmen sie einen mittleren Frag-
mentdurchmesser, der je nach Art der Beanspruchung von drei Werk-
stoffparametern dominiert wird: 
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Hierbei sind ρ die Dichte, ε  die Dehnrate, c die Schallgeschwinidigkeit, γ 























 , (2.47) 
wobei Tm die Schmelztemperatur bezeichnet. Die temperaturabhängige 











−=  (2.48) 
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Die Variablen wie die Dehnrate, Dichte, etc. erhalten sie dabei aus der 
FE-Berechnung. Über statistische Betrachtungen schließen sie [125] a-
ber auf die Fragmentgrößenverteilung. Sie berichten, daß es für Codes 
mit Lagrange'scher Betrachtungsweise nicht möglich ist, die Bildung dis-
kreter Fragmente auf physikalischen Grundlagen basierend zu simulie-
ren. Sie stellen fest, daß sie aber in der Lage sind, Feld- und Zustands-
größen wie Schädigung, Dehnrate, Druck, Spannung, Temperatur, etc. 
vorherzusagen. Somit entwickelten sich Fragmentierungstheorien, die 
einen mittleren Fragmentdurchmesser von der Dehnrate, Temperatur 
oder dem Versagenszeitpunkt abhängig machen. Eine letztendliche 
Fragmentgrößenverteilung erhält man schließlich wieder über statisti-
sche Theorien. 
 
Johnson et al. [162] implementieren auf Grady’s Arbeiten [123], [122], 
[126] aufbauend die Möglichkeit der Ermittlung einer Fragmentgrößenver-
teilung in den EPIC 2-Code. Die auf Energieprinzipien beruhende Theorie 
von Grady gilt für duktile Werkstoffe. Die Fragmentgrößen werden durch 
Berechnung der kinetischen Energie der fliegenden Fragmente und der 
plastischen Dehnungsenergie während des Fragmentierungsprozesses 
ermittelt. Johnson et al. [162] erweitern diese eindimensionale Theorie 
auf den dreidimensionalen Fall. Sie bestimmen ein quaderförmiges 







Die äquivalente Dehnrate ermitteln sie in Abhängigkeit der deviatori-
schen Dehnraten e  zu: 
 ( )2z2y2x32 eee  ++=ε  (2.50) 
Die äquivalente Spannung σ  lautet als Funktion der Deviatorspannun-
gen S: 
 ( )2z2y2x23 SSS ++=σ  (2.51) 
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Analog zur äquivalenten Dehnrate gewinnt man auch die äquivalente 
plastische Deviatordehnung fε . Die Variablen wie die Dehnrate oder De-
viatorspannung erhalten sie aus der FE-Simulation. Johnson et al. ermit-
teln eine Fragmentgrößenverteilung bei einer Impaktsimulation, in der 
eine Stahlplatte von einem Kupferstab perforiert wird. Vergleiche mit 
Versuchen fehlen. Ebenso wird auf einen Einbau in den EPIC 3-Code 
verzichtet. 
 
Wie in Kapitel 2.2.2 erwähnt implementieren Curran et al. [64] ihre 
NAG/FRAG-Theorien in einen FE-Code. Ihr DFRACT-Modell integrieren 
sie in den Lagrange-Code TROTT [239]. Danach wird eine Fragmentie-
rung innerhalb eines Elementes beschrieben, weshalb ihre Theorie nur 
auf Experimente mit extrem feiner Fragmentbildung anwendbar ist. 
 
Obwohl es mit auf einer Euler'schen Betrachtungsweise basierenden 
Codes schwierig und sehr aufwendig ist, Werte für Spannung, Dehnung, 
innere Schädigung etc. über die Zeit in Abhängigkeit von materiellen 
Punkten zu bestimmen, implementieren Kipp, Grady und Swegle [167] 
eine ihrer Fragmentierungstheorien in den CTH-Code [196]. Die Be-
stimmung der Fragmentgrößenverteilung findet nur im Postprozessor 
statt. Die Dehnraten, Temperaturen, die im Laufe der Berechnung be-
rechnet werden, bilden die Grundlage dafür. Somit werden auch bei 
Verwendung von Codes, die ein Euler-Bezugssystem verwenden, keine 
diskreten Fragmente abgebildet. 
 
Fourney und Dick [97] untersuchen die Fragmentierung von Fels unter 
Explosionsbeanspruchung. Sie stellen dabei fest, daß FE-Codes wohl 
zur Bestimmung von Spannungen, Dehnungen, Drücken und Schädi-
gungen durchaus in der Lage sind, weniger jedoch zur expliziten Simula-
tion von Fragmentbildung bis hin zur Verfolgung der Trümmerbahnen. 
Daß FE-Programme die Bildung diskreter Fragmente nicht erfassen 
können, bemerken auch Kipp und Grady [167]. So entstanden zahlreiche 
Fragmentierungstheorien auf FE-Basis, die im Prinzip eine geringe Er-
weiterung der Schädigungs- oder Platizitätsmodelle auf Mikro- oder Mak-
roebene sind, in denen Werte wie Schädigung, Dehnrate, Temperatur, 
etc. berechnet werden. Erst in einem Schritt danach finden die eigentli-
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chen Fragmentierungstheorien ihre Anwendungen. Eine neue Möglich-
keit, den Fragmentierungsprozeß in einer numerischen Simulation expli-
zit abzubilden, bieten netzfreie Verfahren. Zwei weitere numerische Ver-
fahren, die besser geeignet sind als FE-Codes werden nachfolgend zur 
Diskussion gestellt. 
 
2.3.2 Anwendbarkeit der Methode der diskreten Elemente (DEM) zur 
Simulation der dynmischen Fragmentierung 
Das große Problem im Hinblick auf die Bestimmung diskreter Fragmente 
im Rahmen einer numerischen Simulation liegt in der Art, das Material 
abzubilden. Daß die Methode der Finiten Elemente aufgrund ihrer Netz-
verbundenheit nicht in der Lage ist, explizit Fragmentgrößen zu ermitteln, 
wurde im vorigen Kapitel anhand von Beispielen aus der Literatur einge-
hend erörtert. Die Methode der Diskreten Elemente (DEM) ist eine Me-
thode, die besser in der Lage ist, den Fragmentierungsprozeß rechne-
risch zu erfassen. Die DEM betrachtet das Material im Gegensatz zur 
FEM als Diskontinuum. Somit ist das Materialverhalten im Rahmen der 
DEM völlig anders zu beschreiben. Da die DEM nicht so verbreitet ist wie 
die FE-Methode, soll zunächst ein Überblick der Methode gegeben wer-
den, um Vor- und Nachteile des Verfahrens besser zu verdeutlichen, be-
vor auf die Anwendungsbeispiele der DEM eingegangen wird. 
 
Im Gegensatz zur FE-Methode wird bei der DEM das Material mit vielen 
kleinen diskreten Elementen angenähert, die entweder starr oder ver-
formbar sind. Die Elemente können die verschiedensten Gestalten an-
nehmen, von der einfachen Kugelform bis hin zu sehr komplexen vielflä-
chigen Geometrien. Die diskreten Elemente sind nur über Kontaktbedin-
gungen aneinander gebunden und können sich somit leicht trennen, a-
ber auch überlappen oder durchdringen. Über die Kontaktgesetze 
und/oder die „Stoffgesetze“ der verformbaren Elemente wird das Werk-
stoffverhalten approximiert. Die Elemente können ähnlich wie beim Cos-
serat-Kontinuum zusätzlich zu den drei translatorischen Freiheitsgraden 
noch drei rotatorische Freiheitsgrade besitzen. Es gibt mittlerweile eine 
große Anzahl an kommerziellen DEM-Programmen, die sich im Wesent-
lichen in drei Punkten unterscheiden: 
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1. Die Simulation des Kontaktes zwischen den diskreten Elementen 
Ein solches rechnerisches diskontinuierliches Medium unterscheidet 
sich von einem tatsächlichen kontinuierlichen durch die Existenz von 
Kontakten an den Grenzflächen der verschiedenen diskreten Elemen-
ten. Über die Kontaktgesetze wird größtenteils das Werkstoffverhalten 
simuliert. Dadurch, daß die diskreten Elemente nicht miteinander ver-
netzt sind, kann leicht deren Trennung, also Fragmentierung, simuliert 
werden. Man unterscheidet zwei Arten des Kontaktes. Zum einen 
können sich über die Kontaktgesetze die diskreten Körper über-
schneiden, durchdringen oder trennen. So können auch bei starren 
nicht verformbaren diskreten Elementen Verformungen und Dehnun-
gen simuliert werden. Zum anderen ist eine Überschneidung oder so-
gar ein Durchdringen der diskreten Elemente ausgeschlossen. Model-
le mit diesen Kontaktbedingungen finden häufiger ihre Anwendungen 
in der Molekulardynamik [95]. Zur Simulation des Werkstoff- und 
Bruchverhaltens spröder Materialien sind derartige Kontaktbedingun-
gen weniger geeignet. 
 
2. Die Art der Elemente 
Wie eingangs erwähnt können die diskreten Elementen sowohl starr 
als auch verformbar sein. In der Literatur gibt es zahlreiche Ansätze, 
die Verformbarkeit dieser diskreten Elemente abzubilden. So können 
die verformbaren diskreten Elemente nochmals in kleine Elemente 
aufgeteilt werden. Diese inneren Elemente können dann wieder starr 
oder verformbar sein. Bei der starren Variante sind diese über mas-
selose verformbare Grenzschichtelemente verbunden. Einen guten 
Überblick über die unterschiedlichen Arten von verformbaren Ele-
menten gibt Mustoe [216].   
 
3. Die Art der Kontaktsuche zwischen den Elementen 
Da die einzelnen diskreten Elemente über Kontaktgesetze miteinan-
der verbunden sind und sich somit leicht trennen aber auch über-
schneiden und durchdringen können, besteht die Notwendigkeit die 
Kontaktbereiche der jeweils benachbarten diskreten Elemente zu be-
stimmen. Durch die Überschneidung der diskreten Elemente kann die 
Stauchung der Struktur abgebildet werden. Hierbei handelt es sich 
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sich wieder um ein mechanisches Modell. Die Überschneidung ist 
nicht als Durchdringung zweier materieller Teilchen anzusehen. Die 
Kontaktsuche hängt sehr stark von der Gestalt der diskreten Elemen-
te ab. Bei kugelförmigen Elementen ist die Kontaktsuche denkbar 
einfach. Bei komplexen Geometrien wird die Kontaktsuche wesentlich 
komplizierter und aufwendiger, da hierbei zwischen verschiedenen 
Kontaktarten unterschieden werden muß: 
• Spitze - Spitze 
• Spitze - Kante 
• Kante - Oberfläche 
• Oberfläche - Oberfläche 
 
Cundall und Hart [46] definieren die Diskrete Element Methode wie folgt: 
• Die diskreten Elemente müssen endliche Verformungen und Rotatio-
nen durchführen können, einschließlich ihrer kompletten Trennung. 
• Die Kontaktsuche erfolgt während der Berechnung automatisch. 
 
Durch die erste Bedingung ist es möglich, die wichtigsten Mechanismen 
in einem diskontinuierlichen Medium abzubilden. Die zweite Bedingung 
sichert die Anwendbarkeit für beliebig große Elementzahlen. Viele bis-
lang entwickelte Programme ähneln den DEM-Programmen, erfüllen a-
ber nicht die oben genannten zwei Bedingungen.  
 
Nach Cundall und Hart [46] läßt sich die DEM abermals in die Distinkte 
Element Methode, die modale Methode, die diskontinuierliche Deforma-
tionsanalyse (DDA) und die Impuls-Austausch-Methode unterteilen. In 
Bild 2.17 klassifizieren sie die vier verschiedenen DEM-Programme und 
beurteilen sie in ihrer Anwendbarkeit für verschiedene Gebiete. Es wird 
ersichtlich, daß zur Simulation der dynamischen Fragmentierung nur die 
ersten beiden Klassen in Frage kommen. Im Folgenden wird nur auf die 
Distinkte Element Methode eingegangen, da diese zur Simulation der 
dynamischen Fragmentierung am häufigsten eingesetzt wird. Bei der 
Distinkten Element Methode sind die Körper entweder starr oder ver-
formbar, d.h. sie sind in Elemente unterteilt. Die Distinkte Element Methode 
löst die Bewegungsgleichung nach einem expliziten Zeitintegrationssche-
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ma. Beispiele für kommerzielle Distinkte-Element-Codes sind TRUBAL 
[58], UDEC [57], [47], 3DEC [56], DIBS [260] und 3DSHEAR [259]. 
 
Legende:  
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Bild 2.17: Klassifizierung der DEM, aus [46] 
 
Ein Sonderfall der Distinkten Element Methode ist der Partikel Flow Co-
de (PFC). Beim PFC handelt es sich um diskrete, kugelförmige starre 
Elemente. Der Werkstoff wird ausschließlich über die Kontaktgesetze 
simuliert. Cundall et al. [49] beschreiben die vielseitige Einsetzbarkeit 
des Codes. So können sowohl bruch- und schädigungsmechanische 
Prozesse bis hin zu dynamischen Zerstörungsprozessen, wie sie bei 
Sprengungen oder Erdbeben vorkommen, als auch Siloentleerungen 
[254] simuliert werden. 
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Anhand des PFC-Modells soll exemplarisch das Berechnungsschema 
der DEM-Methode erläutert werden: 
            a)       b) 
Bild 2.18: Prinzip der DEM-Methode anhand des PFC-Codes  
 
In Bild 2.18 sind zwei Kugeln und die dort angreifenden Kräfte darge-
stellt. Sie haben ähnlich wie beim Cosserat-Kontinuum sowohl drei trans-
latorische, als auch drei rotatorische Freiheitsgrade, über die der Schub 
oder die innere Reibung im Material abgebildet werden kann. Gelöst wird 
nun die Bewegungsgleichung 
 iiii gFxxm +=α+   (2.52) 
und die Drehimpulsgleichung 
 I/Miii =ωα+ω . (2.53) 
α = künstliche Viskosität 
ω = Winkelgeschwindigkeit 
I = Massenträgheitsmoment 
m = Masse des diskreten Elementes 
x = Beschleunigungsvektor 
x = Geschwindigkeitsvektor 
gi = Massenkräfte 
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Wie man aus Bild 2.18a erkennen kann, überschneiden sich die beiden 
Kugeln, sie treten im Punkt C in Kontakt. In Bild 2.18b sind die an der 
linken Kugel angreifenden Kräfte dargestellt. Die Schubkraft siF  liegt in 
der Tangentialebene und hängt von der relativen Winkelgeschwindigkeit 
der beiden Kugeln ab. Die Überschneidung der starren Kugeln ist für die 
realistische Abbildung des makroskopischen Materialverhaltens von 
zentraler Bedeutung, da ansonsten keine Verformungen der Struktur ab-
gebildet werden können. Die Intensität der Überschneidungen wird über 
entsprechende Wahl der Kontaktsteifigkeiten kn und ks bestimmt. Wird 
beispielsweise die Kontaktsteifigkeit zu Null gesetzt, könnte sogar ein 
Durchdringen der Elemente simuliert werden, was physikalisch betrach-
tet natürlich wenig sinnvoll ist. Die zentrale Rolle des PFC-Code spielt 
die Aktualisierung der Kontaktkraft. Hierzu wird zunächst die Kontaktge-
schwindigkeit ermittelt: 
 ( ) ( )kkAjijkAikkBjijkBii ACexBCexV −ω−−−ω+=   (2.54) 
mit 





+=  (2.55) 
Das Verschiebungsinkrement berechnet sich dann zu: 
 tVU ii ∆=∆ , (2.56) 
welches in einen normalen Anteil 














und einen Schub-Anteil 
 jijiSi nnUUU ∆−∆=∆  (2.59) 
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zerlegt werden kann. Da der Normalenvektor n für jeden Zeitschritt neu 
berechnet wird, muß die alte Schubkraft zunächst in die Tangentialebene 
orthogonal zum Normalenvektor transformiert werden, um sie anschlie-
ßend aktualisieren zu können: 
 naltmSjkmnijkSiSi nnFeeFF −=  (2.60) 
Das Normalkraftinkrement ergibt sich zu 
 nnn UkF ∆−=∆ , (2.61) 
wobei die Druckkraft positiv angenommen wird. Analog erhält man für 
den Schub 
 SisSi UkF ∆−=∆ , (2.62) 
wobei kn und ks die Normal- bzw. Schubsteifigkeit bezeichnen. Somit 











∆+=  (2.63) 
Den gesamten Kontaktkraftvektor erhält man über Gl. 2.64: 
 Siini FnFF +=  (2.64) 
Der Kontaktkraftupdate für die beiden Elemente A und B erfolgt nun über 
die Gleichungen 2.65 bis 2.68. 
 iAiAi FFF −=  (2.65) 
 ( ) kjjijkAiAi FACeMM −−=  (2.66) 
 iBiBi FFF +=  (2.67) 
 ( ) kjjijkBiBi FBCeMM −+=  (2.68) 
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Ein weiterer wichtiger Aspekt ist die Kontaktsuche, die für komplexe Ge-
ometrien sehr umfangreich sein kann. Cundall [55] beschreibt dafür eine 
Prozedur. Zunächst wird ein Hintergrundnetz über die Struktur gelegt 
und die einzelnen diskreten Elemente werden den Zellen des Hinter-
grundnetzes zugeordnet. Somit ist bekannt, wie viele verschiedene Ele-
mente in den einzelnen Hintergrundzellen vorhanden sind. Abschließend 
erfolgt die Suche in den Zellen dieses Hintergrundnetzes. 
 
Weitere Literatur über die DEM findet man bei Cundall [54], Cundall et al. 
[50], Mustoe, Williams, Hocking [215], [268], Munjiza et al. [212], Gen-
Hua Shi [100], Mustoe [216] und Barbosa et al. [12], [13]. 
 
Inzwischen sind zahlreiche Veröffentlichungen erschienen, in denen die 
DEM zur Simulation von dynamischen und statischen Zerstörungspro-
zessen bis hin zur Fragmentierung eingesetzt wurde. Nachfolgend wird 
die Anwendbarkeit der DEM bezüglich der Fragmentierung und des 
Werkstoffes Beton diskutiert. 
 
Für den Werkstoff Beton führen Kun et al. [173] und Vonk [258] mikro-
mechanische Untersuchungen mit Hilfe der DEM durch. Sie können mit 
der DEM den Zerstörungsprozeß einer einachsial belasteten Beton-
druckprobe simulieren. Vonk  approximiert mit dem DEM-Code UDEC 
das Betonverhalten unter statischer Druck- und Zugbeanspruchung, in-
dem er den Beton auf Mesoebene diskretisiert. Seine Berechnungser-
gebnisse stimmen gut mit Versuchsergebnissen überein. 
 
Meguro und Hakuno [198] modifizieren die Methode der Distinkten Ele-
mente, um das Bruchverhalten von Betonstrukturen zu studieren. Sie 
führen zusätzlich zu den starren Kugeln noch Feder- und Dämpferele-
mente ein. Der Beton wird über „Kontaktstoffgesetze“ modelliert. Neben 
statischen Druckversuchen berechnen Meguro und Hakuno das Versa-
gen von Rahmen und verschiedenen Wänden aus bewehrtem und un-
bewehrtem Mauerwerk unter Erdbebenbeanspruchung. Die Ergebnisse 
erscheinen plausibel, Vergleiche mit konkreten Versuchen fehlen. 
 
Donze et al. [78] führen mit der DEM Simulationen von Split-Hopkinson-
Bar-Versuchen (SHB) an Beton durch. Sie ermitteln zwar keine Frag-
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mentgrößenverteilung, ihre Spannungs-Dehnungs-Beziehung aus Expe-
riment und Rechnung stimmen allerdings gut überein. Daß die Simulati-
on der dynamischen Fragmentierung ohne große numerische Probleme 
mittels der DEM möglich ist, zeigen Butkovich et al. [36]. In Bild 2.19 ist 
der Fragmentierungsprozeß von Fels in der DEM-Berechnung darge-
stellt. Es ist danach sogar möglich, die Flugbahn der Trümmer bis hin 
zum Aufprall zu verfolgen. 
Bild 2.19: Fragmentierungsprozeß nach Butkovich, aus [36] 
Lorig et al. [187] simulieren die Höhlenbildung und Fragmentierung in 
Fels mit dem PFC2D-Code [155]. Vergleiche mit Versuchen fehlen aller-
dings. Nach eigenen Angaben ist eine dreidimensionale Analyse unum-
gänglich. Auch Potyondy und Cundall [225] versuchen mit dem PFC3D-
Code [156] die Fragmentierung von Fels bei einer Bohrlochsprengung 
zu simulieren. Der große Nachteil besteht darin, daß die Interaktion 
zwischen Sprengstoff und Fels nicht modelliert werden kann. Der 
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Sprengprozeß wird lediglich durch Vorgabe einer p-t-Kurve auf die 
Felswandungen abgebildet. Auch sie ziehen keine Versuchsergebnisse 
zur Validierung ihrer Berechnungsergebnisse heran. Ebenso simulieren 
Donze et al. [79] mit Hilfe der DEM den Zerstörungsprozeß von Fels bei 
einer Bohrlochsprengung, quantifizieren ihre Ergebnisse aber nicht. 
Ähnliche Berechnungen machen Song und Kim  [245], wiederum ohne 
Verifikationsversuche. Munjiza et al. [213] versuchen die DEM mit ande-
ren Computer-Modellen zu verifizieren. In Bild 2.20 ist ihre Fragment-
größenverteilung von Fels infolge einer Sprengstoffbelastung darge-
stellt, die sie mit der Fragmentgrößenverteilung des Computer-Modells 
SABREX vergleichen. Vergleiche mit Versuchen fehlen auch hier. 
Bild 2.20: Vergleich der Fragmentverteilung von Fels infolge einer Sprengstoffbelas-
tung zwischen der DEM-Methode und dem Computer-Modell SABREX, 
aus [213] 
 
Morikawa et al. [209] führen mit der DEM Impaktberechnungen von be-
wehrten Betonplatten durch. Dabei wird der Beton und Stahl mit kugel-
förmigen starren diskreten Elementen modelliert. Das Werkstoffmodell 
des Betons basiert auf einer Mohr-Coulomb-Darstellung. Die Versagens-
fläche in Bild 2.21 wird von der maximalen Zugfestigkeit, der Druckfes-
tigkeit, Kohäsion und dem Winkel der inneren Reibung bestimmt. Es 
können drei Versagensarten auftreten, einerseits Versagen auf Schub 
und andererseits auf Zug oder Druck. Alle drei Kontaktgesetze, für 
Schub, Druck und Zug werden durch linear elastisch ideal plastisches 
Verhalten abgebildet. Ein Zugversagen findet ab einer gewissen Deh-
nung statt. Diese mikromechanischen „Stoffgesetze“ unterscheiden sich 
deutlich von den kontinuumsmechanischen Stoffgesetzen auf Makro-
ebene, bei denen die Betonspannungen im Druck- und Zugbereich ab 
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einem bestimmten Punkt mit zunehemender Dehnung wieder abneh-
men. Den Stahl bilden Morikawa et al. über ein elasto-plastisches „Stoff-
gesetz“ mit einem dehngestütztem Zugversagen ab (siehe Bild 2.21). In 
Bild 2.22 werden exemplarisch zwei Berechnungsergebnisse für unter-
schiedliche Impaktgeschwindigkeiten mit Versuchsergebnissen vergli-
chen. Die Zerstörungsmuster aus Versuch und Rechnung stimmen gut 
miteinander überein. Quantitative Aussagen fehlen wieder. Außerdem 
werden nur Rechnungen und Versuche mit niedrigen Impaktgeschwin-
digkeiten durchgeführt. 







e : Normalkraft der Feder
e : Tangentialkraft der Feder
u : Normalverschiebung der Feder
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Bild 2.22: Simulation eines Impaktes nach Morikawa, aus [209] 
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Weitere Veröffentlichungen über die Simulation von Zerstörungs- und 
Fragmentierungsprozessen mittels der DEM liegen vor (siehe z.B. bei 
Asgian et al. [7], Donze et al. [76], Mustoe et al. [214], Dobry [75], Bra-
thurst et al. [34], Bazant et al. [158], Nilson et al. [218], Donze et al. [77] 
und Drlik [80]), allerdings fehlen auch dort meist hinreichende Validie-
rung und Verifikationen anhand von Versuchsergebnissen. Trent et al. 
[256] bezeichnen die DEM als numerisches Versuchslabor, mit der es 
möglich ist auf Mikroebene, das Verhalten granularer Materialien zu un-
tersuchen. 
 
Das große Problem bei der Simulation einer dynamischen Fragmentie-
rung von Beton bildet die Materialabbildung. Da der Werkstoff auf Mikro-
ebene diskretisiert wird, ist es schwer bis unmöglich mit Hilfe der DEM 
größere Strukturen exakt zu berechnen. Die Diskretisierung erfolgt in 
den meisten kommerziellen DEM-Programmen zufallsgesteuert. Kugeln 
oder diskrete Elemente werden zufällig generiert, wobei das gewünschte 
Porenvolumen im Werkstoff iterativ ermittelt wird. Auch die Wahl der Ku-
gelgröße hat einen großen Einfluß auf die Simulationsergebnisse, siehe 
z.B. Cundall et al. [49], [7], [46]. Es bedarf verschiedener Elementgrö-
ßen. Somit bestimmen schon allein bei der Diskretisierung eine große 
Anzahl von Parametern die Berechnungsergebnisse. 
 
Weiter wird der Werkstoff Beton mit Hilfe sehr einfacher eindimensiona-
ler „Kontaktstoffgesetze“ angenähert. Es ist schwierig, das tatsächliche 
Materialverhalten durch diese einfachen Kontaktgesetze abzubilden. Die 
richtige Kalibrierung und Wahl der mikromechanischen Werkstoffpara-
meter, um das aus Versuchen gemessene makromechanische Material-
verhalten zu approximieren, kann nur iterativ erfolgen. Es bedarf dazu 
eines großen Erfahrungsschatzes. 
 
Desweiteren ist es in der DEM äußerst schwierig, die Interaktion zwi-
schen Sprengstoff und Beton abzubilden. Die Verwendung einer JWL-
Zustandsgleichung ist aufgrund der Diskretisierung ausgeschlossen. 
Vereinfacht wird eine Druck-Zeit-Funktion als Belastung auf die jeweils 
betroffenen Elemente aufgegeben, was eine grobe Näherung darstellt.  
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Eine andere Möglichkeit zur Simulation der dynamischen Fragmentie-
rung bieten netzfreie kontinuierliche Verfahren wie die Methode der 
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3 Die Methode der Smooth Particle Hydrodynamics 
3.1 Einleitung 
Wie in Kapitel 2 bereits erwähnt, wird im Rahmen dieser Arbeit die Me-
thode der Smooth-Particle-Hydrodynamics (SPH) gewählt, um die Frag-
mentierung von Beton zu simulieren. Hierzu wurde ein eigenes SPH-
Programm zur Simulation dreidimensionaler Probleme entwickelt. Der 
Berechnungsalgorithmus wurde in FORTRAN 90, die Programme zur 
Visualisierung der Ergebnisse in UNIRAS geschrieben.  
 
Die SPH–Methode ist eine netzfreie Lagrangemethode, die sog. Partikel 
zur Diskretisierung des Kontinuums verwendet. Diese Partikelmethode 
nutzt eine Interpolationsfunktion, deren Stützstellen eine gewisse Masse 
zugeordnet sind. Im Laufe der Berechnung tauschen die Partikel über 
ihre Interpolationsfunktion Impulse aus. An ihren jeweiligen Orten wer-
den Dichte, Geschwindigkeit, Beschleunigung, Spannung, Dehnung und 
alle weiteren Größen berechnet. Kontakt zweier Körper, z.B. bei einem 
Impakt, muß nicht über slide-line-Verfahren realisiert werden. Die Körper 
treten automatisch über die Interpolationsfunktion ihrer Partikel in Kon-
takt. So können große Deformationen bis hin zur Trennung von Parti-
keln, also zur Fragmentierung berechnet werden. 
 
Die SPH-Methode bietet die Möglichkeit, das Material wie bei der FEM 
auf Makroebene abzubilden. Hierfür können bereits vorhandene, gut 
ausgetestete Stoffgesetze, die durchaus auch auf mikromechanischen 
Ansätzen basieren können, verwendet werden. Das Verhalten des 
Sprengstoffes kann durch die Verwendung einer JWL-
Zustandsgleichung angenähert werden. Wegen der netzfreien Diskreti-
sierung treten keine numerischen Probleme bei großen Verformungen 
auf. Die Bildung diskreter Fragmente geschieht physikalisch aufgrund 
der implementierten Materialmodelle und numerisch aufgrund der Tren-
nung der Partikel. 
 
Die SPH-Methode geht auf Lucy [190] zurück, der dieses numerische 
Verfahren als Monte-Carlo–Näherung zur Berechnung nicht axialsym-
metrischer Probleme in der Astrophysik einsetzte. Gingold und Monag-
56 3 Die Methode der Smooth Particle Hydrodynamics 
han [105] entwickelten die Methode dahingehend weiter, daß sie eine 
Interpolationsfunktion einführten. Libersky und Petschek [182] erweiter-
ten die Methode auf die Festkörpermechanik, indem sie die hydrodyna-
mischen Gleichungen um den Deviatoranteil der Spannungs–Dehnungs–
Beziehung erweiterten. Weitere Literatur über die SPH–Methode an sich 
findet man bei Libersky und Petschek [179], [181], Benz [26], Monaghan 
[207], [208] und Fulk [98]. 
 
Sie findet hauptsächlich bei Hoch-Geschwindigkeits-Impakts oder Explo-
sionen ihre Anwendung, wenn das Material sehr stark zerstört und ver-
formt wird und/oder seinen Aggregatszustand verändert.  
 
Mandell et al. [193] simulieren die Fragmentierung von Stahlkugeln beim 
Beschuß einer Stahlplatte mit Hilfe des SPHINX-Code und unter Verwen-
dung des Cagnoux-Glenn Modells. Die Fragmentierungsmuster stimmen 
gut mit denen des Versuches überein, quantitative Aussagen fehlen aller-
dings. Mandell et al. [194] berichten, daß zur Reproduktion des Riß-
musters einer Aluminiumplatte infolge eines Wolfram-Impaktes eine zwei-
dimensionale Analyse aufgrund der höheren Auflösung wesentlich besser 
geeignet ist als ein vollständiges 3-D-Modell. 
 
Hiermaier [145] konnte mit der SPH-Methode die Perforation einer Alu-
miniumkugel auf eine Kupferplatte recht gut abbilden. Die kugelförmige 
Fragmentwolke an Plattenunterseite aus dem Versuch bildet die Rech-
nung fast identisch ab. Auch Hayhurst et al. [136] konnten mit Hilfe der 
SPH-Methode die kugelförmige Fragmentwolke beim Beschuß einer   
Aluminiumplatte mit einer Aluminiumkugel gut reproduzieren. 
 
Benz et al. [25] untersuchen die dynamische Fragmentierung von sprö-
den Materialien infolge einer Impaktbeanspruchung. Sie beschreiben ei-
ne Prozedur zum Auffinden von Fragmenten nach der Berechnung. Eine 
Fragmentgrößenverteilung aus Rechnung und Versuch ermitteln sie al-
lerdings nicht. 
 
Randles, Libersky [184] untersuchen die dynamische Fragmentierung 
von Stahlzylindern und Bomben unter detonativer Belastung. Durch Ein-
bau von skalaren Schädigungsmodellen konnten sie die dynamische 
3 Die Methode der Smooth Particle Hydrodynamics 57 
Fragmentierung auch quantitativ gut vorhersagen. In Bild 3.1 ist die Ver-
formung eines mit Sprengstoff gefüllten Stahlzylinders nach 280 µs dar-
gestellt. In Bild 3.1 ist exemplarisch die Fragmentgrößenverteilung die-
ses Beispiels aus Versuch und Rechnung gegenübergestellt. Die Kurven 
stimmen sehr gut überein. 
Bild 3.1: Fragmentierung eines Stahlzylinders mit Hilfe der Methode der Smooth Par-
ticle Hydrodynamics nach Libersky, aus [184] 
 
Weitere Anwendungsbeispiele der SPH-Methode findet man beispiels-
weise bei Groenenboom [127], Stellingwerf [248] oder Cloutman [43]. 
 
Nachfolgend werden zunächst die theoretischen und die für die Imple-
mentierung benötigten Grundlagen erläutert und hergeleitet. Abschlie-
ßend werden mit dem Programm Verifikationsrechnungen durchgeführt, 
die mit Ergebnissen des kommerziellen Rechencodes ABAQUS vergli-
chen werden. 
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3.2 Die Grundgleichungen 
Zunächst seien die Erhaltungssätze der Kontinuumsmechanik für Masse, 
Energie und Impuls für kleine Verzerrungen nachfolgend näher erläutert. 
Eine ausführliche Herleitung findet man z.B. bei Malvern [192].  
 
• Massenerhaltung 
Bild 3.2: Massenbilanz am Referenzvolumen, aus [238] 
 
Betrachtet wird ein Kontrollvolumen V mit einer Oberfläche S (siehe Bild 
3.2). Besitzt das Kontrollvolumen zur Zeit t die Dichte ρ, kann die Masse 
wie folgt berechnet werden: 
 =
V
VdM ρ  (3.1) 








∂ ρ  (3.2) 
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∂  (3.4) 
Setzt man Gl. 3.2 in Gl. 3.4 ein, so erhält man folgende Bedingung: 







ρρ  (3.5) 
Durch Anwendung der Produktregel auf den rechten Term der linken 
















  (3.6) 
umformen. 










ρ∂=ρ  (3.7) 
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• Impulserhaltung 
Bild 3.3: Impulsbilanz am Referenzvolumen, aus [238] 
 
Das Trägheitsprinzip besagt, daß die Impulsänderung eines Körpers 
durch die Vektorsumme aller äußeren Kräfte bestimmt wird. Greifen an 
einen Körper (siehe Bild 3.3) die Massenkräfte b und die Oberflächen-











i  ρ+=ρ=ρ   (3.9) 
Da infolge der Massenerhaltung ρ dV = dm = const. ist und mit der Be-
ziehung zwischen Spannungsvektor und –tensor  jjii nσt =   läßt sich Gl. 







i  ρ+σ=ρ   (3.10) 
schreiben. Es sei hier darauf hingewiesen, daß der Spannungstensor 

































=ρ   (3.12) 
die Bewegungsgleichung für einen beliebigen Massenpunkt unter Ein-
wirkungen von Spannungen und Massenkräfte. 
 
• Energieerhaltung 
Nach dem ersten Hauptsatz der Thermodynamik entspricht die Ände-
rung der Energie eines abgeschlossenen mechanischen Systems der 
äußeren Arbeit am sowie dem Wärmeeintrag in das System. 
Beim mechanischen Leistungseintrag leisten die äußeren Oberflächen-
spannungen t pro Flächeneinheit und die Massenkräfte b pro Massen-





iinput   ρ+=  (3.13) 
Mit der Beziehung zwischen Spannungsvektor und –tensor  jjii nσt =   





























 entspricht der Bewegungsgleichung, so daß 
















  (3.15) 
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Analog zum mechanischen Leistungseintrag in das System besteht der 
Wärmeeintrag q aus einem Wärmefluß durch die Oberfläche und einer 





iinput dVrdSnqQ  (3.16) 
Werden Leistungseinträge, z.B. aus elektrischen oder magnetischen 
Feldern, in das System vernachlässigt, läßt sich der erste Hauptsatz der 
Thermodynamik formulieren: 
 0dt)QP(dtE inputinputtotal =+=   (3.17) 
Die gesamte Energie totalE  eines Systems setzt sich nun aus zwei Antei-




1 ρ=   (3.18) 
und der inneren Energie 
 =
V
dVeU ρ . (3.19) 

































Wird das Oberflächenintegral in ein Volumenintegral umgeformt und 
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Es werden folgende Vereinfachungen getroffen: 
• Massenkräfte (Eigengewicht) werden im Rahmen dieser Arbeit auf-
grund der hohen Belastung vernachlässigt. Somit entfällt der zweite 
Term auf der rechten Seite der Impulserhaltungsgleichung (Gl. 3.12). 
• Thermomechanische Terme werden in den Erhaltungsgleichungen 
vernachlässigt, da der Temperatureinfluß einen unbedeutenden Ein-
fluß auf das Fragmentierungsverhaltung von Beton hat, zumindest im 
Rahmen der hier untersuchten Beanspruchungen. 
 





































ρ  (3.25) 
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3.3 Die Interpolation 
3.3.1 Die Interpolationsfunktion 
In der Literatur gibt es diverse Ansätze für die Interpolationsfunktion W 
(Monaghan [206], Gingold et al. [104], Johnson et al. [160], [163], Fulk 
[98]). Geeignet zur Interpolation sind prinzipiell alle Funktionen, die fol-
gende Eigenschaften erfüllen (Swegle [252]): 
 






• Sie muß folgender Normalisierungsbedingung genügen: 
 1d)h,(W jji =Ω− xx  (3.27) 
Die diskrete Form nach einer 1-Punkt-Gauss-Quadratur lautet: 






• Sie hat eine begrenzte Reichweite (compact support) : 
 h2)(0)h,(W jiji ≥−∀=− xxxx  (3.29) 
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Bild 3.4: Einflußbereich eines Partikels 
 
Für xi und xj sind die Partikelkoordinaten einzusetzen (siehe Bild 3.4), h 
bezeichnet die Interpolationslänge. Aus der dritten Bedingung wird er-
sichtlich, daß nur Partikel innerhalb eines gewissen Einflußbereiches von 
2h eine gegenseitige Wechselwirkung aufeinander ausüben, Partikel au-
ßerhalb dieses Bereiches liefern keinen Beitrag zu den entsprechenden 
Gleichungen (siehe Bild 3.4). Gewöhnlich werden radiale Interpolations-
funktionen verwendet. Im Zweidimensionalen bildet der Einflußbereich 
somit einen Kreis, im Dreidimensionalen eine Kugel. Da im Laufe der Be-
rechnung hohe Dichtegradienten auftreten können, beispielsweise bei 
der Simulation von Explosionen oder Hoch-Geschwindigkeits–Impakts, 
muß die Interpolationslänge h sich während der Berechnung ändern 
können. Die Verwendung einer variablen Interpolationslänge h wird in 
Kapitel 3.3.3 näher erläutert. Die 2. Bedingung, Gl. 3.27 oder 3.28, ist die 
sog. kontinuierliche bzw. diskrete Konsistenzbedingung 0. Ordnung. Sie 
stellt sicher, daß eine konstante Funktion exakt reproduziert wird. Für 
das Standard SPH-Verfahren ist sie allerdings lediglich in der Ausgangs-
konfiguration bei gleichmäßiger Partikelanordnung exakt erfüllt. Für 
Randpartikel ist sie ebenso nicht mehr erfüllt. Aus diesem Grunde wurde 
das Approximationsverfahren zur Abschätzung von Funktionswerten und 
deren Ableitungen verbessert. Mehr dazu in Kapitel 3.5. Die 1. Bedin-
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eine Funktion gibt, die den anderen Anforderungen genügt, ohne Gl. 
3.26 zu erfüllen (siehe Belytschko [20]). 
Bild 3.5: Interpolationsfunktion und deren Ableitung 
 
Desweiteren sind noch weitere Eigenschaften der Interpolationsfunktion 
wünschenswert. So soll sie eine monoton fallende gerade Funktion sein. 




















Die am häufigsten verwendete Kernelfunktion ist der kubische B–Spline 
(siehe Bild 3.5). Er ist die einzige Kernelfunktion, die konstante und line-
are Funktionen bei gleichmäßiger Partikelanordnung exakt interpoliert. 
Er wird auch in dieser Arbeit verwendet. Andere Kernelfunktionen kann 
man aus der oben erwähnten Literatur entnehmen. 
 


























































ji xx , (3.31) 
wobei h/z ji xx −= , D die Dimension und C eine Konstante ist, die mit 









































C  (3.32) 
Benötigt wird noch der Gradient der Wichtungsfunktion W. Ableiten der 



























































Für dreidimensionale Probleme lautet die Interpolationsfunktion: 








































ji xx  (3.35) 

















































3.3.2 Approximation von Feldgrößen 
Grundlage der SPH–Methode ist die Interpolationsfunktion. Es sei u eine 
beliebige Funktion, die interpoliert werden soll. W sei der Kernel, dessen 
Reichweite durch den Interpolationsradius h bestimmt wird. Ein allge-
meiner Ansatz zur Abschätzung des Funktionswertes u an der Stelle xi 
ist durch Gl. 3.37 gegeben: 
 jjiji d)h,(W)(u)(u Ω−≈  xxxx  (3.37) 
In der SPH–Notation beziehen sich obere Indizes auf die Partikel, untere 
Indizes geben Tensoren an. Nicht indizierte Tensoren sowie Matrizen 
und Vektoren werden fett gedruckt. Über Gl. 3.37 wird die Kernelab-
schätzung u  von u definiert. 





=Ω  (3.38) 
Somit kann die kontinuierliche Form, Gl. 3.37, in die diskrete Form über-
führt werden: 



















ist als Ansatzfunktion des Knotens j zu betrachten. W ist wie gesagt eine 
Wichtungsfunktion, die den Einfluß des Knotens i auf seine Umgebung 
bestimmt. Sind den Stützstellen die physikalischen Größen Masse m und 
Dichte ρ zugewiesen, kann das Partikelvolumen V=m/ρ bestimmt wer-
den. Anzumerken wäre, daß im streng mathematischen Sinn keine Inter-
polation, sondern lediglich eine Approximation vorliegt, da <u>≈u und 
<u>≠u gilt, näheres siehe Anhang A1. Dennoch wird im Folgenden der 
Begriff elementfreie Interpolation verwendet, da er sich in der Literatur 
durchgesetzt hat. Die Ansatzfunktion Φ  in Gl. 3.40 gilt für das Standard 
SPH-Verfahren. Für die Ansatzfunktion gibt es noch weitere Ansätze, die 
im Kapitel 3.5 näher erläutert werden. Die prinzipielle Vorgehensweise 
bei der Abschätzung von Funktionswerten bleibt jedoch erhalten. Im 
Hinblick auf die Verwendung in numerischen Rechenverfahren sind auch 
die räumlichen Ableitungen der Interpolation zu bestimmen. Substituiert 
man den Gradienten )(u x∇  für u(x) in Gl. 3.37, erhält man (siehe Swegle 
[252]): 
 jjiji d)h,(W)(u)(u Ω−∇≈∇  xxxx  (3.41) 
Umformen des Integranden, Wu)W)(u(W)(u ∇−∇=∇ xx , eingesetzt in 













Der erste Term der rechten Seite kann mit Hilfe des Divergenztheorems 
in ein Oberflächenintegral umgeformt werden: 
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 0dSˆ)h,(W)(ud))h,(W)(u( ji
S
jjjij =−=Ω−∇  nxxxxxx  (3.43) 
Da die SPH-Methode zu Beginn für astrophysikalische Probleme entwi-
ckelt wurde und nur von freien Oberflächen ausging, hat man die Ober-
flächenintegrale vernachlässigt, was in der Festkörpermechanik zu Prob-
lemen bei der Stellung von Randbedingungen führt. Auf diese Problema-
tik wird in Kapitel 3.6 eingegangen. Durch Vernachlässigung der Ober-
flächenintegrale in Gl. 3.42 kann der Gradient einer Zustands- oder 
Feldgröße durch 
 jjiji d)h,(W)(u)(u Ω−∇−≈∇  xxxx  (3.44) 








i xxxxx ∇=−∇−≈∇ 
= ρ
 (3.45) 
Belytschko et al. [20] zeigen, daß die kontinuierliche Standard SPH-
Methode die Konsistenzbedingung 0. Ordnung, Gl. 3.27, erfüllt. Für die 
kontinuierliche Form ist das SPH-Verfahren gewöhnlich sogar konsistent 2. 
Ordnung. In der diskreten Form ist die SPH-Methode allerdings nicht ein-
mal konsistent 0. Ordnung (siehe Belytschko et al. [20]). Die Konsistenz 0. 
Ordnung kann aber leicht durch eine sog. Symmetrisierung erzeugt werden 
(siehe Belytschko et al. [19]). Ausgangspunkt ist die Tatsche, daß die Ablei-





xx  (3.46) 
Durch Addition des Produktes des Funktionswertes u(xi) mit diesem 
Gradienten, das aufgrund von Gl. 3.46 gleich null sein muß, in Wirklich-
keit nur ungefähr null ist, verändert sich Gl. 3.45 zu: 
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h xxxxx −∇−−=∇ 
= ρ
 (3.47) 
Diese Art der Abschätzung eines Funktionsgradienten hat gegenüber der 
Formulierung, Gl. 3.45, den Vorteil, daß der Gradient der Funktion u(xi) 
für konstante Funktionen u wegen ui = uj tatsächlich überall gleich null ist, 
egal wie die Partikel angeordnet sind. Auch für Randpartikel ist die Be-
dingung 3.46 exakt erfüllt. Somit ist zumindest für den Gradienten der 
Funktion u, der für die Anwendung in der SPH-Methode erforderlich ist, 
die Konsistenzbedingung 0. Ordnung erfüllt. 
Anstelle der Addition des „Null-Termes“ kann auch eine Subtraktion er-
folgen: 






h xxxxx −∇+−=∇ 
= ρ
 (3.48) 
Durch Gl. 3.48 wird eine symmetrische Wechselwirkung der Partikel i 
und j sichergestellt. Gl. 3.46 ist für Randpartikel allerdings nicht mehr er-
füllt. Soll ein konstantes Spannungsfeld im Innern eines Körpers zu Be-
schleunigungen von Randpartikeln führen, ist dieses Vorgehen durchaus 
legitim. In der Standard SPH-Methode wird auf diese Weise der freie 
Rand realisiert (siehe Sauer [236]). 
 
Um die recht abstrakten, mathematischen Formulierungen zu veran-
schaulichen, werden im Folgenden einige Beispiele angegeben, an de-
nen verschiedene Eigenschaften der Interpolationsfunktion diskutiert 
werden (siehe Merzbacher [199]). Betrachtet wird die Interpolation ge-
mäß Gl. 3.39, die zu einer besseren physikalischen Veranschauung auf 
die Ermittlung der Dichte in einem Kontinuum angewendet werden kann 
(siehe auch Gl. 3.59). 
 
• Gleichmäßiger Abstand der Netzpunkte bei konstantem 
Interpolationsradius 
Der einfachste Fall ist hier die eindimensionale Betrachtungsweise. Kon-
kret werden vier Netzpunkte (Partikel) mit den Koordinaten 2,3,4,5 im 
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Einheitsabstand betrachtet; desweiteren wird für alle Partikel jeweils 
1hi =  und für deren Masse 1mi =  gesetzt. Betrachtet werden soll wie 
eingangs erwähnt die Dichteverteilung gemäß Gl. 3.59. 
  
Bild 3.6 zeigt den Einfluß jedes einzelnen Netzpunktes auf seine Umge-
bung. Die resultierende Dichte an einer bestimmten Stelle erhält man 
hieraus durch Summation (Überlagerung) der einzelnen Partikelbeiträge; 
die Position der Netzpunkte entspricht jeweils dem Maximum der Wich-
tungsfunktion. 
Bild 3.6: Interpolationsfunktionen einzelner Partikel und deren Summation bei 
gleichmäßiger Partikelanordnung sowie konstantem Interpolationsradius 
 
Sehr gut zu erkennen ist hier der Unterschied zwischen der Überlage-
rung im Innern des untersuchten Intervalls [0,7] und am Rand. Während 
im Zentrum eine konstante Funktion exakt reproduziert wird, fallen die 
Werte an den Rändern stark ab. Soll nun ein Kontinuum mit konstanter 
Dichte abgebildet werden, so wird also bei gleichmäßiger Partikelanord-
nung die Dichte am Rand unterschätzt. 
Um dieses Defizit zu beheben, weist Trease [255] darauf hin, daß die 
Dichteberechnung auch über die Kontinuitätsgleichung erfolgen könnte. 
Jedoch sind dann auch die Impuls- und die Energieerhaltungsgleichung 
















Partikel 1 Partikel 2 Partikel 3 Partikel 4 Überlagerung
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weitere Lösungsmöglichkeit ist in der Einführung sogenannter „Ghost“-
Partikel zu sehen, also mit der Schaffung von virtuellen Netzpunkten, de-
ren einziger Sinn die Kompensation der Randeffekte ist (siehe auch Ka-
pitel 3.6). Diese Partikel sind demnach in einem Programmcode von den 
regulären Partikeln zu unterscheiden. Ein weiterer Ansatz besteht in der 
Zuweisung einer gesonderten Dichte für Randpartikel. 
   
Zusammenfassend kann im Falle von gleichmäßigem Partikelabstand 
sowie von konstantem Interpolationsradius festgestellt werden, daß ab-
gesehen von den Randeffekten Konsistenz nullter Ordnung gegeben ist. 
 
• Gleichmäßiger Abstand der Netzpunkte bei veränderlichem In-
terpolationsradius 
Als Variation zum Beispiel aus dem vorigen Abschnitt wird nun die Inter-
polationslänge von Partikel 2 zu h=0,5 gesetzt. Für die Massen soll an-
fangs wieder 1mi =  gelten. Diese kleine Änderung verursacht zunächst 
bei isolierter Betrachtung von Partikel 2 einen kleineren Einflußbereich 
(rosa Linie in Bild 3.7). Da die Normalisierungsbedingung Gl. 3.28, d.h. 
die Fläche unter der Kurve muß den Flächeninhalt 1 besitzen, nach wie 
vor gilt, ist auch der Maximalwert im Vergleich zu den Nachbarpartikeln 
größer. 
  
Im Unterschied zu vorangehenden Ergebnissen des vorigen Abschnitts 
erzeugt die Interpolation nun selbst im Innern des betrachteten Intervalls 
[0,7] keine konstante Funktion mehr. Vielmehr kann man das Verhalten 
der Summenfunktion (Überlagerung) als oszillierend charakterisieren.  
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Bild 3.7: Effekt verschiedener Interpolationsradien, es gilt h=0,5 für Partikel 2, sonst 
h=1. Die Partikelanordnung ist nach wie vor regelmäßig 
 
Natürlich ist die eingangs gemachte Annahme, 1mi = , unrealistisch, weil 
damit genau am Netzpunkt 2 (Abszissenwert=3) eine Massenkonzentra-
tion mit der Folge einer überschätzten Dichte generiert würde. Doch 
selbst wenn man etwa als Korrektur die Masse 5,0m2 =  wählt, bleibt 
immer noch der oszillierende Charakter der Summenfunktion erhalten, 
wie die grüne Überlagerungskurve zeigt. Die Konsistenz ist also auch 
hier nicht gegeben. Es ist an dieser Stelle zu bemerken, daß die rosa 
Kurve in Bild 3.7 für Partikel 2 nicht der nun veränderten Masse ange-
paßt wurde. 
  
Gleichwohl ist deutlich zu sehen, daß die Interpolation an Qualität ge-
winnt. Dilts [83] betont in diesem Zusammenhang die Abhängigkeit der 
Interpolationsgüte von der Massenwahl für die einzelnen Partikel. Er 
nennt diese Zuordnung der Massen einen der „heikelsten“ Punkte bei 
der SPH-Methode. Wie Beobachtungen zeigen, können dadurch sehr 
große Fehler in der Berechnung entstehen. Für ungleichmäßige Parti-




















Partikel 1 Partikel 2 Partikel 3
Partikel 4 Überlagerung Korrigierte Überlagerung
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• Gleichmäßiger Abstand der Netzpunkte bei gemitteltem Interpo-
lationsradius 
Da bei der praktischen Anwendung ein veränderlicher Interpolationsradi-
us aus den zu Beginn des Kapitels 3.3.2 genannten Gründen erwünscht 
ist, wird oftmals eine Mittelwertbildung der Interpolationsradien benach-
barter Netzpunkte durchgeführt, um die Qualität der Interpolation zu ver-
bessern. Die Mittelung betrifft in Weiterführung des vorherigen Beispiels 
die Partikel 1,2,3, für die dann jeweils 75,0h =  gilt. Partikel 4 bleibt mit 
1h =  unverändert. In Bezug auf die Massen wird 1mi =  gesetzt.  
 
Offensichtlich tritt durch die Mittelung eine gewisse Glättung der Sum-
menfunktion im Intervall [2,4] auf, ein Bereich, der genau den an der Mo-
difikation beteiligten Netzpunkten entspricht (siehe Bild 3.8). Dort bewegt 
sich die Überlagerung in einem engen Band um den Wert 1 herum, was 
eine deutliche Verbesserung gegenüber Bild 3.7 darstellt. Dennoch wur-
de auch hier die Konsistenz letztlich nicht erreicht.  
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3.3.3 Variable Interpolationslänge 
Aufgrund der in Abschnitt 3.3.2 angesprochenen Problematik ist es er-
forderlich, die Interpolationslänge h variabel zu lassen. Dadurch kann ein 
„numerisches“ Fragmentieren verhindert werden. Hiermaier [146] ver-
wendet sogar eine Partikelteilung, mit der eine höhere Dichteauflösung 
erzielt wird. Bei Verwendung von sehr großen „Anfangs“-
Partikelanzahlen stößt man damit allerdings recht schnell wegen des ho-
hen Speicherplatzbedarfes und der ansteigenden Rechenzeit auf Gren-
zen. Deshalb wird dieser Ansatz im Rahmen der Arbeit nicht weiter ver-
folgt. Erfolgt die Dichteberechnung nach Gl. 3.59, also nicht über die 





= , (3.49) 
wobei 0h  und 0ρ  die Anfangsinterpolationslänge bzw. –dichte sind. Da 
zur Berechnung der neuen Interpolationslänge die aktuelle Dichte erfor-
derlich ist, die wiederum ebenso die aktuelle Interpolationslänge h benö-
tigt, wird der Zusammenhang in Gl. 3.49 implizit. Eine Vereinfachung ist, 
die neue Interpolationslänge aus der Dichte des vorherigen Zeitschrittes 
zu bestimmen. Dies kann unter starker Expansion eines Körpers aller-
dings zu einer Überschätzung der Dichte führen. Eine bessere Methode 
wird von Benz [26] vorgeschlagen. Zuerst erfolgt eine Abschätzung der 
neuen Interpolationslänge basierend auf der des vorherigen Zeitschrit-
tes. Dann wird die Anzahl der Nachbarpartikel bestimmt, die in dem Ein-
flußbereich der neuen Interpolationslänge liegen. Überschreitet diese 
einen bestimmten vorgegebenen Wert, wird h modifiziert und diese Pro-
zedur so oft wiederholt, bis die richtige Anzahl von Nachbarpartikeln 
erhalten wird. 










−=  (3.50) 
aus. Die Kontinuitätsgleichung eingesetzt in Gl. 3.50 ergibt: 














Somit kann die Interpolationslänge in jeder Zeitschleife nach Ermittlung 
des Geschwindigkeitsgradienten inkrementell aktualisiert werden. 
Bei Verwendung einer variablen Interpolationslänge ist zu beachten, daß 
die Einflußbereiche zweier Partikel i und j nicht mehr denselben Interpo-
lationsradius besitzen. Um dennoch den Erhaltungsgleichungen zu ge-
nügen, ist es notwendig, entweder eine symmetrische Interpolationslän-
ge h oder eine symmetrische Interpolationsfunktion W zu verwenden. 
Dies kann einfach durch Mittelwertbildung der Interpolationslängen hi 
und hj geschehen. 
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3.4 Die Erhaltungsgleichungen in SPH–Formulierung 
• Massenerhaltung 
Im Laufe dieses Kapitels sei )h,(WW jiij xx −= . Obere Indizes kenn-
zeichnen Partikel, untere Indizes (griechische Buchstaben) Tensoren.  
Wird die Kontinuitätsgleichung auf beiden Seiten durch eine Kernelab-























Durch Linearisierung, d.h. unter der Annahme, das Integral des Produk-
tes in Gl. 3.52 sei gleich dem Produkt der Integrale, und Herausnahme 
von Größen, die keiner räumlichen Ableitung unterliegen, kann Gl. 3.52 



















Fulk [98] zeigt, daß der Fehler, der durch die Linearisierung entsteht, ei-
nen unbedeutenden Einfluß auf die Konsistenz und Genauigkeit der 































  (3.54) 
Der erste Term im Klammerausdruck der rechten Seite kann mit Hilfe 

























  (3.55) 
Unter der Annahme, daß Oberflächenintegrale vernachlässigt werden, 
vereinfacht sich Gl. 3.55 zu: 













β   (3.56) 


















∂−=    (3.57) 























β    (3.58) 
von Gl. 3.56 subtrahiert wurde, um auf Gl. 3.57 zu gelangen. Gallileische 
Invarianz sichert, daß bei der Simulation ein Körper bei einer reinen 
Translation keine Störungen durch Rundungsfehler erfährt. Gl. 3.58 ist 
im Allgemeinen nur ungefähr null, wie in Kapitel 3.3.2 ausführlich disku-
tiert wurde. 
Eine andere Methode, die Dichte zu ermitteln, ist: 
 ij
j
ji Wm=ρ  (3.59) 
Hier werden nur Partikelkoordinaten und die Masse benötigt, um die 
Dichte zu bestimmen und die Kontinuitätsgleichung ist automatisch er-
füllt. Ein Nachteil dieser Dichteermittlung ist der, daß Randpartikel eine 
geringere Dichte aufweisen und somit kommt es zu Randeffekten. Parti-
kel nahe freier Oberflächen geraten unter Zugspannungen und in Bewe-
gung. Benz [26] gibt für dieses Problem Lösungsvorschläge an, indem er 
Ghost–Partikel einführt und die Partikelabstände geschickt modifiziert. 
Libersky und Randles [184] lösen dieses Problem durch Berücksichti-
gung von Randbedingungen. Für Randpartikel benutzen sie folgende 
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Eine andere Möglichkeit ist den Randpartikeln im Programm gleich zu 
Beginn eine niedrigere Anfangsdichte ρ0 gemäß Gl. 3.59 zuzuweisen. Da 
diese Methode keine aufwendige Oberflächenkennung benötigt wie die 
zuvor beschriebenen Methoden, wird sie in diesem SPH-Code verwen-
det. Mehr zu Methoden, Randpartikel aufzufinden siehe Kapitel 3.6.  
 
• Impulserhaltung 
Im Gegensatz zu Libersky [179] werden die Zugspannungen als positiv 
und Druckspannungen als negativ angenommen. Somit lautet die Im-


























































































ergibt. Analog zur Herleitung der Kontinuitätsgleichung erhält man nach 













































Partielle Integration der Gl. 3.64 liefert: 










































































Durch Anwendung des Gauß’schen Integralsatzes lassen sich der erste 































































































Überführt man die kontinuierliche Form der Impulserhaltung in die diskre-



































Dies ist nicht die einzige Form der Impulserhaltungsgleichung in einem 
SPH-Code. Sauer [235] verwendet eine symmetrisierte Form der Bewe-






























82 3 Die Methode der Smooth Particle Hydrodynamics 
Andere Formen der SPH-Erhaltungsgleichungen sind übersichtlich in 
Fulk [98] dargestellt. 
 
• Energieerhaltung 






















Nach Monaghan [205] bzw. Petschek, Libersky [181] läßt sich die rechte 



































umformulieren. Geht man wie bei der Impuls- bzw. Massenerhaltung vor, 










































 , (3.72) 







































































und Anwendung des Divergenztheorems  
































































Unter Vernachlässigung der Oberflächenintegrale vereinfacht sich die 







































  (3.75) 
Über Gl. 3.38 kann die integrale Form der Energieerhaltung in eine 
Summenformulierung überführt werden: 

















∂−=    (3.76) 
Die symmetrisierte Form der Energieerhaltung nach Sauer [235] lautet: 



























=    (3.77) 
Die SPH-Erhaltungsgleichungen lassen sich auch auf andere Weise her-
leiten. Dilts [71] faßt die Kernelfunktion als Approximationsfunktion eines 
Galerkin-Verfahrens auf und wendet die Kernelfunktion auf beiden Sei-
ten der Erhaltungsgleichungen an. Dies entspricht einer Kollokations-
Galerkin-Methode, d.h. einem Petrov-Galerkin-Verfahren, bei dem die 
Wichtungsfunktionen aus Dirac-Delta-Funktionen bestehen. Der Unter-
schied eines Petrov-Galerkin-Verfahrens zu einem Galerkin-Verfahren 
ist, daß beim Petrov-Galerkin-Verfahren für die Testfunktionen und die 
Ansatzfunktionen unterschiedliche Approximationsfunktionen gewählt 
werden. In der schwachen Form der Impulserhaltung dienen die Test-
funktionen zur Approximation der virtuellen Verschiebungen und die An-
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satzfunktionen zur Approximation der Beschleunigungen bzw. Ge-
schwindigkeiten. Näheres dazu, wie man die Erhaltungsgleichungen er-
hält, wenn man die SPH-Methode als Galerkin-Verfahren auffaßt, ist 
dem Anhang A2 zu entnehmen. Es sei im Voraus schon erwähnt, daß 
die SPH-Methode nicht wirklich ein Galerkin-Verfahren ist. 
 
3.4.1 Die künstliche Viskosität 
Wird ein Körper durch einen Hoch-Geschwindigkeits–Impakt oder durch 
eine Kontaktdetonation belastet, kommt es zur Ausbreitung von Schock-
wellen. Schockwellen entstehen immer dann, wenn Belastungen mit ei-
ner Geschwindigkeit in das Kontinuum eingeleitet werden, die größer ist 
als diejenige, mit der sich elastische Störungen im Material ausbreiten. 
Sie entstehen auch bei Materialien mit Entfestigung. Durch die abneh-
mende Tangentensteifigkeit verringert sich die Schallgeschwindigkeit im 
Kontinuum. Später eingeleitete Wellen holen die früher „gestarteten“ 
Wellenanteile ein, wodurch die Wellenfront immer steiler wird, bis sich 
eine Diskontinuität im Geschwindigkeitsfeld, Druck und innerer Energie 
einstellt (siehe Bild 3.9).  
Bild 3.9: Entstehung von Schockwellen 
 
Bei numerischen Rechenverfahren, die selber von kontinuierlichen An-
sätzen ausgehen, treten bei der Abbildung der Diskontinuität numerische 
Probleme auf. Um diese zu vermeiden, wurde in den meisten Hydroco-
des eine künstliche Viskosität eingeführt, die auch in einem SPH–
Programm unabdingbar ist. Theoretisch wäre eine genaue Bestimmung 
der Zustandsgrößen in der Schockfront möglich. Ein Problem bei der 
Anwendung mit finiten Elementen ist, daß die Lage der Schockfront in-
nerhalb des Elementes nicht bekannt ist. Die künstliche Viskosität ver-
schmiert die diskontinuierliche Schockfront über eine kleine Region. So-
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im Bereich des Schocks bleibt insgesamt aber erfüllt. Desweiteren 
dämpft die künstliche Viskosität Oszillationen an der Schockfront. 
Die künstliche Viskosität unterteilt sich in einen linearen und quadrati-



















∂∆ρα−=  (3.78) 
Von Neumann und Richtmyer [257] verwendeten ursprünglich nur den 
quadratischen Term. 
Analysen haben ergeben, daß es bei der Verwendung der für Hydroco-
des typischen Viskosität bei der SPH–Methode zu Oszillationen an der 
Schockfront kommt, die durch die Verwendung einer Viskosität gerade 
vermieden werden sollte. 1983 gelang es Monaghan, Gingold [204] eine 
für die SPH–Methode geeignete künstliche Viskosität zu formulieren, so 
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α und β sind hierbei zwei Parameter. Wen et al. [264] empfiehlt 1 < α < 
2,5 und 2 < β < 2,5 zu wählen. ω in Gl. 3.80 wird gewöhnlich zu 0,1 ge-
setzt und dient nur dazu, Singularitäten zu vermeiden. Die Bedingung 
0xx ijij ≤αα  in Gl. 3.79 trägt Rechnung, daß die künstliche Viskosität nur 
unter Druckbeanspruchung verwendet wird. Der Korrekturterm fi gewähr-
leistet, daß bei reinem Schub keine viskosen Druckterme auftreten. 
Ein Nachteil bei der Verwendung einer skalaren Viskosität ist die zu starke 
dissipative Wirkung in höheren Dimensionen. Libersky et al. [180] und Ca-
ramara, Shashkov, Whalen [37] leiteten daher eine tensorielle Viskosität 
her, um zu große Dissipationen zu vermeiden. 






































































Π+−=   , (3.83) 
wobei αβδ  das Kronecker–Delta ist. 
 
3.4.2 Conservative smoothing 
Eine weitere Alternative zur künstlichen Viskosität bietet das sog. „con-
servative smoothing“ (CSA). Hierbei wird auf eine Erweiterung einer vis-
kosen Druckspannung in der Impulserhaltung verzichtet. Für eindimensi-
onale Probleme entwickelten Guenther et al. [129], Wen [264], Swegle 
[252] und Hicks [144] einen conservative smoothing approach: 
 ( ) ][ i1i1icsicsics 5.0),(S xxxxx  −+α+=α +−  (3.84) 
Dieser CSA filtert nicht nur Oszillationen einer Wellenlänge von 2h, son-
dern er behebt auch die für die SPH–Methode typische Zuginstabilität, 
auf die in Kapitel 3.10 näher eingegangen wird. 
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cs /Wm//Wm,S xxxx  (3.85) 
mit 
5,0cs ≅α . 
Diesen Term verwendeten sie, um die Geschwindigkeiten, Dichte und 
innere Energie zu glätten. Im Hinblick auf diese Arbeit ist interessant, 
daß sie mit dieser SPH–Formulierung und durch Einbau von skalaren 
Schädigungsgesetzen die Fragmentierung von Stahlzylindern recht gut 
simulieren konnten. Da sich der CSA als sehr dissipativ erwies, wurde 
jedoch ausschließlich die künstliche Viskosität in den in Kapitel 5 be-
schriebenen Berechnungen verwendet. 
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3.5. Verbesserung des Approximationsverfahrens 





h u)()(u xx 
=
= Φ  (3.86) 
Die dabei erhobene Forderung, daß bei konstanten ju  der genäherte 
Wert uh(x) an jeder Stelle gleich ju  sein soll, führte unmittelbar auf die 
Konsistenzbedingung 0. Ordnung (Gl. 3.28). Diese Forderung wird aller-
dings nicht für die Randpartikel erfüllt, da diese weniger Nachbarn besit-
zen und ist auch nur zu Beginn der Rechnung erfüllt, wenn die Partikel 
noch eine äquidistante Anordnung besitzen. Für die Konvergenz von 
numerischen Lösungsansätzen, d.h. genauer von Galerkin-Verfahren für 
partielle Differentialgleichungen 2. Ordnung, ist aber eine lineare Konsis-
tenz notwendig (siehe Belytschko [20]). Obwohl das ursprüngliche SPH-
Verfahren diese Anforderungen nicht befriedigt, konnten dennoch für 
Anwendungen in der Kurzzeitdynamik sehr gute Ergebnisse erzielt wer-
den. Belytschko et al. [19] sprechen nicht von der Erfüllung einer Konsis-
tenzbedingung, sondern von „Vollständigkeit“. Die Konsistenzanalysen 
werden hauptsächlich bei Finiten-Differenzen-Verfahren durchgeführt. 
Hierbei heißt ein Differenzenschema fuLh =  mit den Differentialglei-
chungen fLu =  konsistent p-ter Ordnung, wenn für jede ausreichend 
glatte Funktion v gilt: 
 )h(OvLLv ph =−  (3.87) 
Hierbei ist h der Gitterabstand, L der Differential- und Lh der Differenze-
noperator. Näheres siehe Strikwerda [249]. Die Konsistenz ist eine not-
wendige Bedingung für die Konvergenz von Finiten-Differenzen-
Verfahren. Ein Finite-Differenzen-Verfahren ist erst konvergent, wenn es 
sowohl konsistent als auch stabil ist. Stabilität gewährleistet, daß Fehler 
über die Zeit gering bleiben. Die „Vollständigkeit“ ersetzt also die Konsis-
tenz bei der Konvergenzanalyse von Galerkin-Verfahren, d.h. die Erfül-
lung von Reproduktionsbedingungen. In der Regel fordert man die Re-
produzierbarkeit von konstanten, linearen oder quadratischen Funktio-
nen, z.B. Gl. 3.88 und Gl. 3.89. Im Folgenden aber wird in dieser Arbeit 
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der Begriff „Konsistenz“ beibehalten. Die SPH-Methode ist eigentlich 
kein Galerkin-Verfahren, bei dem die diskreten Gleichungen aus der 
schwachen Form der Differentialgleichungen erhalten werden, sondern 
eine Kollokationsmethode. Belytschko et al. [19] zeigen, daß die diskre-
ten SPH-Gleichungen den Gleichungen der Galerkin-Methode mit einer 
1-Punkt Quadratur sehr ähneln. Sie diskutieren zwei Möglichkeiten, die 
SPH-Methode dahingehend zu modifizieren, daß sie die Bedingungen 
Gl. 3.88 und/oder Gl. 3.89 erfüllen: 
1. Korrektur der approximierten Funktion (MLS-Interpolation, Shepard-
funktion) 
2. Korrektur der Ableitungen der approximierten Funktion (Symmetrisie-
rung, Normalisierung) 
Sie berichten, daß nicht integrierbare Ableitungen von Testfunktionen zur 
Divergenz des Galerkin-Verfahrens führen. Die Symmetrisierung aus 
Kapitel 3.3.2 modifiziert nur die Ableitungen der approximierten Funktion. 
Sie sind somit nicht integrierbar, d.h. die Diskretisierung ist nicht konver-
gent. Nochmals sei darauf hingewiesen, daß trotz der vielen Defizite des 
ursprünglichen SPH-Verfahrens es trotzdem sehr gute Ergebnisse bei 
Anwendungen für partielle Differentialgleichungen 2. Ordnung erzielt hat. 
Desweiteren beweisen Belytschko et al. [19], daß konstant repdroduzier-
bare Funktionen die lineare Impulserhaltung, linear reproduzierbare 
Funktionen die Drehimpulserhaltung sichern. Eine gute Diskussion über 
die Stabilität und Konvergenz des SPH-Verfahrens geben Fulk [98] und 
Belytschko et al. [17]. 
 
Belytschko et al. [19] stellen fest, daß das Standard SPH-Verfahren zur 
Simulation von Schädigung und "strain-softening" wenig geeignet ist, 
was an dem zu großen Einflußbereich der Partikel liegt. Eine Materialin-
stabilität äußert sich durch eine Lokalisierung von großen Dehnungen. 
Ist der Einflußbereich eines Partikels zu groß, werden sich aufgrund der 
Beeinträchtigung der Nachbarpartikel keine großen Deformation lokali-
sieren können. Hierfür ist der Einflußbereich zu verringern. 
 
Nachfolgend werden zwei Verbesserungen des Approximationsverfah-
rens zur Bestimmung des Funktionswertes uh(x) erläutert, so daß die li-
neare Konsistenz des Interpolationsverfahrens erfüllt wird. Für die linea-
re Konsistenz muß folgende Bedingung gelten: 












xxx ΦΦΦ  (3.88) 
Außerdem sind folgende Bedingungen bei linearer Konsistenz exakt er-









xx ΦΦ  (3.89) 
Man nimmt an, daß die ungenaue Art der SPH-Interpolation auch Ursa-




Ändert sich die Partikelanordnung im Laufe der Berechnung, verliert die 
Kernelabschätzung und deren Ableitungen an Genauigkeit. Dies liegt 
daran, daß die Normalisierungsbedingung, Gl. 3.28, im Laufe der Be-
rechnung nicht mehr exakt erfüllt ist. Sie ist, wie bereits erwähnt, ledig-
lich zu Beginn der Rechnung bei äquidistanter Partikelanordnung erfüllt 
und dort auch nur im Körperinnern. Um diese Fehler an den Rändern zu 
beheben, wurde eine sog. Normalisierung eingeführt (siehe z.B. Johnson 
und Beissel [160]). Grundgedanke ist der, die Summation über die 
Nachbarpartikel derart zu erweitern, daß die Konsistenzbedingung, Gl. 
3.28, bei beliebiger Partikelanordnung und auch an den Rändern erfüllt 













u  (3.90) 
Um auch der linearen Konsistenzforderung zu genügen, muß die Appro-
ximation der Ableitungen an den Rändern modifiziert werden. Libersky 
und Randles [183] entwickelten eine mathematisch konsistente Formu-
lierung der Normalisierung für allgemeine Tensorfelder. Sie normalisier-
ten sowohl die Dehnraten als auch die Spannungsgradienten. Die Kerne-
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labschätzung des Spannungsgradienten nach Libersky und Randles 
[183] lautet: 




















  (3.91) 
Damit das Verfahren für lineare Spannungsfelder γαβγαβαβ +=σ xba  
konsistent (Konsistenz 1. Ordnung) ist, muß der Spannungsgradient 
noch mit einem Tensor zweiter Stufe multipliziert werden, 






























wobei für lineare Spannungsfelder 













gilt. Gl. 3.93 ist für beliebige αβγb  nur dann erfüllt, wenn χγB  die Inverse 

























Somit ändert sich die Impulserhaltungsgleichung zu: 




























Um die Spannungen zu normalisieren ist es wichtig, diese Form der Im-
pulserhaltung zu verwenden anstelle von Gl. 3.68 oder 3.69. 
Die normalisierte Partikelgleichung für den Geschwindigkeitsgradienten, 
der Zeitableitung der Dichte und inneren Energie lautet (siehe [183]): 
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  (3.98) 
Ein Nachteil der Impulserhaltung nach Gl. 3.95 ist, daß aber keine span-
nungsfreien Randbedingungen korrekt abgebildet werden. Die Rand-
spannungen müssen im Programm „künstlich“ gleich null gesetzt wer-
den. Dies erfordert eine aufwendige Oberflächenkennung, die besonders 
im Dreidimensionalen äußerst schwierig zu realisieren ist. Aus diesem 
Grund wird in dieser Arbeit die normalisierte Bewegungsgleichung nach 
Johnson et al. [163] verwendet: 




























Mit dieser Formulierung können spannungsfreie Randbedingungen nä-
herungsweise abgebildet werden. Noch zu erwähnen wäre, daß bei 
Verwendung dieser Normalisierung die Wechselwirkung der Partikel 
nicht mehr symmetrisch ist. Dies hat zur Folge, daß die Erhaltungsglei-
chungen nicht mehr lokal, sondern nur noch global erfüllt sind. Die Erhö-
hung der Konsistenz ging also auf Kosten der Erhaltung.  
 
3.5.2 Die Moving Least Squares (MLS)-Interpolation 
Die MLS-Interpolation wurde erstmalig von Lancaster/Salkauskas [175] 
dargestellt. In numerischen Rechenverfahren wurde sie zuerst von Nay-
roles [217] verwendet. Weiterführende Arbeiten wurden von Belytschko 
et al. [21], [22], [23] vorgenommen. In vielen netzfreien Methoden, wie 
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z.B. dem EFG-Verfahren, wird schon seit langer Zeit eine MLS-
Interpolation benutzt. Für die SPH-Methode führte sie Dilts [71] erstmals 
ein. Scheffer, Hiermaier [237] bauten eine leicht modifizierte MLS-
Interpolation in ihren SPH-Code ein. 
 
Im nachfolgenden Abschnitt seien die Grundlagen der MLS-Interpolation 
dargestellt. Es gilt uj = u(xj) und pj = p(xj). 
 
Der grundlegende Ansatz für die MLS-Interpolation ist durch 
 )()()(u Th xaxpx ⋅=  (3.100) 
gegeben. Hierbei ist a keine Konstante, sondern hängt von x ab. Die 
Funktionen p können frei gewählt werden. Um die Konsistenzbedingun-
gen, Gl. 3.88 und 3.89, zu erfüllen, werden für die Funktionen p folgende 
Annahmen getroffen 
 ( ) 3zyx1)( Rxxp ∈∀= , (3.101) 
so daß die linearen Konsistenzbedingungen, Gl. 3.88 und 3.89, exakt 
erfüllt sind. Es ist auch möglich, eine quadratische Konsistenz zu erhal-
ten, indem man die Funktionen p dementsprechend modifiziert: 
 ( ) 3222 yzxzxyzyxzyx1)( Rxxp ∈∀=  (3.102) 
Da bei Verwendung einer quadratischen Interpolation der Rechenauf-
wand erheblich wird, begnügt man sich mit der Erfüllung der linearen 
Konsistenz. Die verbleibenden Werte a(x) sind so zu bestimmen, daß die 
Interpolation nach Gl. 3.100 möglichst genau wird. Hierzu ist das Fehler-
quadrat 
 ( ) )(W)u()(J j
j
2jj xxap −⋅=  (3.103) 
zu minimieren. J(a,x) soll nun bezüglich a ein Minimum annehmen. Unter 
der Bedingung 
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xa  (3.104) 
folgt: 
 ( ) uWW 1T ⋅⋅⋅= − pppa  (3.105) 
























Betrachtet man Gl. 3.106 wird nun leicht ersichtlich, warum der quadrati-
sche Interpolationsansatz erheblich mehr Rechenzeit in Anspruch nimmt, 
denn nicht nur die Vektoren p sind wesentlich höher besetzt, auch die 
Matrix A ist anstelle einer 4⊗4-Matrix bei der linearen Interpolation eine 
10⊗10-Matrix bei der quadratischen Interpolation. Wird anstelle der line-
aren Konsistenz lediglich Konsistenz 0. Ordnung gefordert, d.h. pT=(1), 
erhält man für die Ansatzfunktion 
 =
j
jii W/WΦ , (3.107) 
die auch als Shepard-Funktion bekannt ist.  














Es wird ersichtlich, daß die Auswertung der räumlichen Ableitungen der 
Ansatzfunktion Φ , die Invertierung der Matrix A erfordert. Ist die Anzahl 
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der Nachbarn eines Partikels kleiner als die Anzahl der Funktionen in p, 
dann wird die Matrix A singulär. Für den Fall der linearen Interpolation 
benötigt ein Partikel also mindestens vier Nachbarn. Die Existenz von 
genügend Nachbarpartikeln ist notwendige, aber keine hinreichende Be-
dingung für die Invertierbarkeit der Matrix A. Näheres dazu siehe Dilts 
[71] und Häußler [135]. Angenommen, die Matrix A wird im Laufe der 
Berechnung singulär, so wird im Programm anstelle der MLS-
Interpolation die Shepard-Funktion verwendet. Scheffer, Hiermaier [237] 
und Dilts [71] bezeichnen dies als Variable-Ranking-MLS-Interpolation. 
Für die numerische Anwendung sei noch erwähnt, daß es auch bei fast 
regulären Matrizen A zu numerischen Problemen kommt. Deshalb wird 
im Programm auch bei sehr kleinen Werten auf der Hauptdiagonalen in 
der Matrix A anstelle der MLS-Interpolation die Shepard-Funktion ver-
wendet. Ein weiteres Kriterium für eine gut konditionierte Matrix A ist die 
Konditionalzahl κ(A), die für positiv definite Matrizen A das Verhältnis 









λκ =  (3.109) 
Der Grenzwert κ(A)→∞ entspricht einer singulären Matrix A. Die Konditi-
onalzahl ist ein Maß für die numerische Stabilität des Rechenverfahrens. 
Große Konditionalzahlen führen zu numerischen Instabilitäten. Deswe-
gen wird im Programm bei großen Konditionalzahlen κ(A) auch auf die 
Shepardfunktion lokal „umgeschaltet“. Näheres dazu siehe Zurmühl, Falk 
[277]. Häußler [135] weist darauf hin, daß es durch die Erniedrigung der 
Interpolationsordnung zu unplanmäßigen Diskontinuitäten kommt. Im 
Rahmen der in dieser Arbeit durchgeführten Berechnungen erwies sich 
diese Methode jedoch als hinreichend genau. Des weiteren ist zu er-
wähnen, daß der rechenintensivste Schritt die Bildung des Matrizenpro-
duktes im zweiten Term der Gl. 3.108 ist. In [18] geben Belytschko et al. 
Lösungsvorschläge zur schnelleren Ermittlung des Gradienten der An-
satzfunktion an. 
 
Es ist noch zu klären, wie die MLS-Interpolation in den bestehenden 
SPH-Code einzubauen ist. Dilts [72], [73] führte diverse Untersuchungen 
bezüglich der Konsistenz und Erhaltung der verschiedenen MLS-
96 3 Die Methode der Smooth Particle Hydrodynamics 
Interpolationsmethoden in einem SPH-Code durch. Trotzdem gelang es 
ihm nicht, die lokale Erhaltung der grundlegenden Gleichungen der Kon-
tinuumsmechanik unter Erhöhung der Konsistenz zu erfüllen. Nur auf 
Kosten der linearen Konsistenz gelang es ihm, die lokale Erhaltung wie-
der sicherzustellen. In [73] untersucht Dilts das Konvergenzverhalten der 
MLSPH-Methode. Er berichtet, daß bei ungleichmäßiger Partikelanord-
nung das MLSPH-Verfahren 0. Ordnung genauso gute Ergebnisse wie 
die MLSPH-Verfahren höherer Ordnung erzielt. Er stellt sogar fest, daß 
mit zunehmender Interpolationsordnung das Verfahren um so langsamer 






=Φ  (3.110) 
durch die MLS-Interpolation 
 )(W)()()( ii1Ti xpxAxpx ⋅⋅= −Φ  (3.111) 
und erhalten hierbei für den Rotations- und Taylortest wesentlich besse-
re Ergebnisse. Der Korrektionsfaktor i1T pAp ⋅⋅ −  ist als „numerisches“ 
Partikelvolumen anzusehen. Der Nachteil dieser MLSPH-Version besteht 
in der Problematik, die Ränder korrekt abzubilden (siehe Sauer et al. 
[234]). Durch Vernachlässigung des zentralen Partikels in den MLS-
Summen gelangen es Sauer et al. [234] für einige Anwendungen ähnlich 
wie beim Standard SPH-Verfahren freie Ränder zu erzeugen, wodurch 
beispielsweise eine korrekte Spannungswellenreflektion ermöglicht wur-
de. Sie berichten, daß bei weit fortschreitender Berechnung numerische 
Probleme an den Rändern und Ecken auftreten. Ein weiterer Nachteil 
besteht in dem Verlust der lokalen Impuls- und Energieerhaltung. Dieser 
MLS-Interpolationsansatz wird auch im Rahmen dieses SPH-Codes 
verwendet. Mit dieser neuen Art der Interpolation werden auch für die in 
Kapitel 5 beschriebenen Berechnungen bessere Ergebnisse erzielt, vor 
allem in Hinblick auf die Fragmentgrößenverteilungen. Für Standardtests 
des Betonstoffgesetzes aus Kapitel 4, z.B. dem statischen Druck- oder 
Zugversuch ermöglicht das MLSPH sinnvolle Ergebnisse, die mit der 
Standard SPH-Methode nicht erzielt wurden. Ihr großer Nachteil liegt in 
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der erheblich längeren Rechenzeit gegenüber den anderen Interpolati-
onsverfahren. Je nach Partikelanzahl steigt die Rechenzeit gegenüber 
der ursprünglichen SPH-Methode um den Faktor 7 bis 8 an. Ein großer 
Vorteil des MLSPH-Verfahrens gegenüber der Standard oder der norma-
liserten SPH-Methode hingegen liegt in der Möglichkeit, Bereiche eines 
Körpers feiner bzw. gröber zu diskretisieren, ohne die Konsistenzbedin-
gungen zu verletzen. 
 
3.5.3 Beispiele 
In diesem Abschnitt soll das Verhalten der MLS-Interpolation und ihres 
Gradienten bei der Reproduktion ausgewählter Funktionen mit ebenem 
Definitionsbereich betrachtet werden (siehe auch Merzbacher [199]). 
Dabei werden sowohl die Partikelanzahl und deren Anordnung als auch 
der zugrunde gelegte Interpolationsradius variiert. Darüberhinaus steht 
der Vergleich zwischen der MLS- und der Standard-SPH-Interpolation 
sowie die Diskussion der daraus gewonnenen Ergebnisse im Mittelpunkt 
der nachfolgenden Ausführungen. Des weiteren werden zwei Modifikati-
onen der SPH und MLSPH-Methode untersucht, zum einen eine sog. 
Symmetrisierung zur Verbesserung der Approximation eines Funktions-
gradienten (siehe Kapitel 3.3.2, Gl. 3.47), die in einem SPH bzw. 
MLSPH-Hydrocode eigentlich immer verwendet wird, zum anderen der 
modifizierte MLSPH-Ansatz nach Sauer et al. [234], bei dem bei der 
Summenbildung das zentrale Partikel vernachlässigt wird. Motivation 
hierfür sind beobachtete Verbesserungen bei Wellenreflexionsproble-
men. 
 
3.5.3.1 Untersuchung ausgewählter Funktionen bei regelmäßiger Parti-
kelanordnung 
Wie bereits in Kapitel 3.3.2 und zu Beginn von Kapitel 3.5 gezeigt wurde, 
ermöglicht die Standard-SPH-Methode die Reproduktion einer konstan-
ten Funktion nur für den Spezialfall einer gleichmäßigen Partikelanord-
nung. Zudem müssen auch noch die Partikelvolumina gleich sein. 
 
Weiterhin kann gezeigt werden [71], daß die MLS-Interpolation die im 
Ansatzvektor p  enthaltenen Basisfunktionen exakt reproduziert, und 
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zwar unabhängig von der Partikelanordnung und vom Interpolationsra-
dius. Für die folgenden Untersuchungen sei nun angenommen, daß gilt: 
 [ ]yx1T =p  (3.112) 
Es erfolgt also eine Beschränkung auf lineare Basisfunktionen. Der 
Grund hierfür ist der stark anwachsende Rechenaufwand für Ansätze 
höherer, etwa quadratischer oder kubischer Ordnung, wie in Kapitel 
3.5.2 bereits erwähnt. Von Interesse ist in diesem Zusammenhang nun, 
inwieweit die Standard SPH- bzw. die MLS-Interpolation nichtlineare 
Funktionen approximieren können. 
 
• Die quadratische Funktion F(x,y)=x²+y²  
Als einfachste Variation zum linearen Problem wird im folgenden exem-
plarisch die quadratische Funktion 22 yx)y,x(F +=  untersucht. Ausge-
gangen wird dabei von einer gleichmäßigen Anordnung von 25 x 25 Par-
tikeln (gegenseitiger Abstand 0,511). Bild 3.10 zeigt den analytisch be-
rechneten Funktionsverlauf von )y,x(F . 
 
Bei der Darstellung ist jeweils zu beachten, daß die Berechnung der 
Funktionswerte nur an den Netzpunkten erfolgt, welche in den Graphen 
als Knotenpunkte erscheinen. Zwischen diesen Stützstellen wird linear 
interpoliert, um ein flächiges Erscheinungsbild zu erzeugen. 
 
Vergleicht man nun die Approximation der MLS- mit der Standard-
Interpolation (SPH), so stellt man als Gemeinsamkeit das Auftreten von 
Randeffekten fest. Dies ist in Bild 3.11 und Bild 3.12 zu erkennen. Die 
Funktionswerte am Rand weichen deutlich von den analytisch berechne-
ten Werten ab, da dort die Anzahl der Nachbarpartikel im Vergleich zum 
Inneren des Interpolationsgebietes geringer ist. Besonders deutlich wird 
dies bei den Eckpartikeln, die die wenigsten Nachbarn besitzen (Bild 
3.12). 
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Bild 3.10:  Graphische Darstellung der Funktion 22 yx)y,x(F +=  
Die Genauigkeit der beiden Verfahren betreffend ist festzuhalten, daß 
MLS die quadratische Funktion wesentlich besser annähert als SPH. Der 
bei MLS auftretende, absolute Fehler verschwindet nahezu, während 
SPH zu recht deutlichen Abweichungen von den analytischen Werten 
führt. Wie Bild 3.11 und Bild 3.12 zu entnehmen ist, unterscheidet sich 
der Fehler zwischen MLS und SPH um einige Größenordnungen. Relativ 
gesehen beträgt der Defekt bei SPH etwa 10%, während dieser bei MLS 
0,05% nicht überschreitet. Ein weiteres Charakteristikum bei SPH liegt in 
der Ähnlichkeit des Fehlerverlaufes (Bild 3.12) mit der analytischen Lö-
sung (Bild 3.10). Mit zunehmender Steigung der Ausgangsfunktion ist ein 
Anwachsen des Fehlers zu beobachten.  
Bild 3.11:  Absoluter Fehler der MLS-Inter-  Bild 3.12: Absoluter Fehler der SPH-  
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In diesem Zusammenhang ist unbedingt zu erwähnen, daß die Wahl von 
h einen wesentlichen Einfluß auf die Ergebnisse besitzt. Auf dieses Phä-
nomen wird später noch einmal genauer eingegangen. Jedoch sei zur 
Erklärung der Bilder 3.11 und 3.12 bemerkt, daß für MLS h=0,30 gewählt 
wurde, so daß abgesehen vom Rand die Partikel jeweils vier Nachbarn 
besitzen. Dies ist bei regelmäßiger Anordnung die minimale Anzahl, um 
die Matrix A  aus Gl. 3.106 gerade nicht-singulär werden zu lassen. SPH 
betreffend wurde h=0,80 gesetzt. Diese Zahl ist mehr oder weniger will-
kürlich gewählt, führt aber zu besseren Ergebnissen als für h=0,30; das 
Partikelvolumen wurde zu 26,051,0x/mV 22 ==∆=ρ=  bestimmt. Da-
durch wird das Gesamtvolumen zwar leicht überschätzt, jedoch sind die 
sich daraus ergebenden Effekte vernachlässigbar klein. 
 
Interessanter für die praktische Anwendung sind nun die partiellen Ablei-
tungen, da nur sie in einem MLSPH-bzw. SPH-Code Verwendung fin-
den. Hierbei werden sowohl die nicht symmetrisierte SPH und MLSPH-
Variante gem. Gl. 3.45 als auch die symmetrisierte SPH und MLSPH-
Version gem. Gl. 3.47 betrachtet. Exemplarisch wird die partielle Ablei-
tung nach x (Bild 3.13) und deren Approximation betrachtet (Bild 3.14 
und Bild 3.15). 
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Bild 3.14: Absoluter Fehler der nicht 
symmetrisierten MLS-Interpolation 
(h=0,30) zur partiellen Ableitung nach x  
Bild 3.15: Absoluter Fehler der nicht 
symmetrisierten SPH-Interpolation 
(h=0,80) zur partiellen Ableitung nach x 
 
Die zugehörigen absoluten Fehler der nicht symmetrisierten MLS- bzw. 
der SPH-Interpolation sind in Bild 3.14 und Bild 3.15 dargestellt. Auch 
hier gelten die schon oben gemachten Anmerkungen über sich einstel-
lende Randeffekte und über die Fehlerevolution. Einzig die Genauigkeit 
von SPH hat sich deutlich verbessert; die prozentuale Abweichung vom 
exakten Verlauf im Innern beschränkt sich hier auf  0,2% (entsprechen-
der MLS-Wert: 0,005%). Bei regelmäßiger Partikelanordnung sind die 
Ergbenisse der nicht symmetrisierten und symmetrisierten SPH bzw. 
MLSPH-Versionen nahezu identisch, deshalb wird auf eine Darstellung 
des absoluten Fehlers der symmetrisierten SPH und MLSPH-Methode 
verzichtet. 
 
• Die Sinusfunktion ( )22 yxsin)y,x(F +=  
Wesentlich komplexer als die quadratische Funktion stellt sich die Sinus-
funktion mit quadratischem Argument dar. Um eine Vorstellung von ih-
rem Verlauf zu bekommen, wird zunächst 0y ≡ gesetzt. Der eigentlich 
zweidimensionale Definitionsbereich wird somit auf einen eindimensiona-
len reduziert. Desweiteren ist zu entscheiden, welche Anzahl an Stütz-
stellen eine sinnvolle Darstellung des Funktionsverlaufs erwarten läßt. 
Einen Anhaltspunkt zur Beantwortung dieser Frage gibt Bild 3.16. Hier ist 
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Stützstellen zu sehen. Durch diese Vorgehensweise wird aufgrund des 
quadratischen Arguments eine mit wachsendem Abszissenwert abneh-
mende Auflösung erzielt. Während die ersten Sinushalbwellen noch na-
hezu exakt abgebildet werden, verschlechtert sich im weiteren Verlauf 
die Darstellung erheblich. 
Bild 3.16: Graphische Darstellung von )xsin()0,x(F 2= , ausgewertet an diskreten 
Punkten mit jeweils gleichem Abstand 
 
Speziell für dieses Beispiel wurde ein Partikelabstand von 300π  ge-
wählt, nicht zuletzt um die für die Sinusfunktion charakteristischen Argu-
mentwerte von ...25,23,2 πππ  zu durchlaufen. Erst dadurch ist eine 
sinnvolle graphische Darstellung möglich. Da nun die Auflösung mit 
wachsendem x sehr stark abnimmt, wird zur Überprüfung der Approxi-
mationsqualität der MLS- bzw. SPH-Interpolation lediglich ein quadrati-
scher Definitionsbereich der Kantenlänge 257,1 π≈  betrachtet. Weiter-
hin soll die Diskussion hier auf den Gradienten bzw. stellvertretend auf 
die partielle Ableitung nach x beschränkt sein. Die Partikel sind in einem 
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Bild 3.17 zeigt den Funktionsverlauf der partiellen Ableitung nach x. Er 
ist charakterisiert durch die einhüllenden Ebenen x2)y,x(z ±=  und der 
innerhalb dieser Grenzen wellenförmig verlaufenden Gestalt.  




Aus Gründen der Darstellbarkeit wird im weiteren wiederum nur der bei 
der Approximation auftretende absolute Fehler gezeigt. In Bild 3.18 und 
Bild 3.19 ist deutlich zu erkennen, daß sich der Fehler sowohl bei der 
nicht symmetrisierten MLSPH- als auch bei der nicht symmetrisierten 
SPH-Version parallel zum Verlauf der untersuchten Ausgangsfunktion 
entwickelt. Von rechts nach links betrachtet wächst dieser zunächst an, 
fällt dann und steigt später wieder an. Von den auch hier sich einstellen-
den Randeffekten einmal abgesehen, schneidet der nicht symmetrisierte 
MLS-Ansatz hinsichtlich der Größe des Fehlers wesentlich besser ab. 
Während der nicht symmetrisierte SPH-Ansatz zu einem globalen, d.h. 
über das gesamte Interpolationsgebiet aufsummierten und durch die 
Partikelanzahl geteilten Fehler von –0,42 je Partikel führt, erhält man für 




104 3 Die Methode der Smooth Particle Hydrodynamics 
durchaus den qualitativen Unterschied zwischen beiden Verfahren. Sie 
dürfen jedoch nicht als absolutes, quantitatives Maß angesehen werden, 
da sie lokale Fehler nicht angemessen berücksichtigen. Bei den in dieser 
Arbeit untersuchten Fragmentierungsproblemen, die praktisch immer lo-
kal stattfinden bzw. zumindest lokal beginnen, würde eine rein globale 
Betrachtungsweise nicht gerecht werden. 
Bild 3.18: Absoluter Fehler der nicht 
symmetrisierten MLS-Interpolation 
(h=0,30) zur partiellen Ableitung nach x  
Bild 3.19: Absoluter Fehler der nicht 
symmetrisierten SPH-Interpolation 
(h=0,80) zur partiellen Ableitung nach x 
 
Bei den symmetrisierten SPH- und MLSPH-Verfahren ist eine deutliche 
Verbesserung bei der Approximation des Funktionsgradienten in x-
Richtung zu verzeichnen. Der maximale lokale Fehler liegt bei der sym-
metriserten MLSPH-Version im Innern bei ca. 8% (siehe Bild 3.20), bei 
symmetrisierter SPH-Methode bei ca. 12% (siehe Bild 3.21). Auch hier 
ist wieder eine Ähnlichkeit des Fehlerverlaufs zur analytischen Lösung 
zu beobachten. 
 
Zusammenfassend läßt sich sagen, daß die MLS-Interpolation die unter-
suchten Testfunktionen genauer zu approximieren vermag als die SPH-
Methode. Sowohl qualitativ als auch quantitativ sehr gute Ergebnisse 
sind bei der Abbildung der quadratischen Funktion erzielt worden. Im 
Wesentlichen beläuft sich die prozentuale MLS-Abweichung in der Grö-
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Ergebnisse etwa um 10% streuen. Deutlich geringer fällt die Differenz 
bei der Annäherung der partiellen Ableitung aus. Hier beträgt der MLS-
Defekt 0,005%. Der entsprechende SPH-Wert sinkt auf etwa 0,2%. Als 
Einflußparameter kommen hierfür in Frage die Wahl von h, die Anzahl 
der Partikel oder etwa allgemeine Eigenschaften der verwendeten Ker-
nelfunktion. Diese Fragen sind im weiteren zu klären. 
Bild 3.20: Absoluter Fehler der symmet-
risierten MLS-Interpolation (h=0,30) zur 
partiellen Ableitung nach x      
Bild 3.21: Absoluter Fehler der symmet-
risierten SPH-Interpolation (h=0,80) zur 
partiellen Ableitung nach x 
 
Bei der komplizierteren Sinusfunktion verliert auch die MLS-
Approximation an Genauigkeit. Es kann dabei die Tendenz beobachtet 
werden, daß der Fehler mit abnehmender Auflösung der Diskretisierung 
zunimmt. Die prozentuale Abweichung überschreitet hier zum Teil sehr 
deutlich 10%. Auffällig ist zudem die Ähnlichkeit des absoluten Defekt-
verlaufes mit der anzunähernden, analytisch berechneten Funktion. Die-
ses Phänomen tritt bei MLS und SPH gleichermaßen auf. Mögliche 
Gründe sind die gleichmäßige Partikelanordnung, die Verwendung der 
B-Spline-Funktion als Kernelfunktion sowie etwaige besondere Eigen-
schaften der untersuchten Testfunktionen. Da die Beantwortung dieser 
Fragen in allgemeiner Weise für die MLS-Interpolation weitaus schwieri-
ger ist als für die SPH-Interpolation, wird zunächst vom einfachen Prob-
lem, d.h. der Diskussion des SPH-Ansatzes ausgegangen, um dann 
möglicherweise auch Rückschlüsse auf MLS ziehen zu können. Letzt-
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endlich kann noch beobachtet werden, daß durch die Symmetrisierung 
die Approximationsergebnisse deutlich verbessert werden. Die symmet-
risierte SPH-Variante approximiert die Ableitung der Sinusfunktion hier-
bei nicht bedeutend schlechter als die nicht symmetrisierte MLSPH-
Methode.  
 
In Bezug auf die oben erwähnten Genauigkeiten, die mit beiden Ansät-
zen bei der Approximation der quadratischen Funktion erzielt wurden, 
mag der Unterschied als gering erscheinen. Allerdings muß dabei be-
dacht werden, daß mit der (ML-) SPH-Methode dynamische Vorgänge 
mit Hilfe eines Zeitintegrationschemas berechnet werden, so daß die In-
terpolation sehr häufig durchzuführen ist. Damit können sich natürlich 
jeweils geringe Fehler in einem einzigen Integrationsschritt zu insgesamt 
großen Fehlern am Ende einer Simulation addieren.  
 
3.5.3.2 Die Fehlerevolution bei der zweidimensionalen SPH-Interpolation 
• Vereinfachende Annahmen 
Gegenstand der Betrachtung ist die partielle Ableitung nach x. Um das 
Problem nun in seiner einfachsten, zweidimensionalen Form zu be-
schreiben, sei eine gleichmäßige Partikelanordnung mit einem Partikel-
abstand von d  angenommen. Dies impliziert auch jeweils gleiche Parti-
kelvolumina 2iii d/mV ≈ρ= . Weiterhin soll zunächst h so gewählt wer-
den, daß nur die Partikel 2,4,6,8 das Zentralpartikel 5 beeinflussen (Bild 
3.22). Deshalb muß für h gelten d2h2d << , wobei h für alle Partikel 
konstant sein soll. 
 
Desweiteren kann aufgrund der Symmetrieeigenschaften der Kernelfunk-
tion ohne Einschränkung der Allgemeinheit ein Koordinatensystem so 
gewählt werden, daß das in Bild 3.22 dargestellte Verbindungsraster zwi-
schen den Partikeln parallel zum Koordinatensystem liegt. 
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Bild 3.22: Gleichmäßige Partikelanordnung 
 
Gemäß Gl. 3.34 berechnet sich nun die partielle Ableitung der Kernel-

































































=  gilt.  
 
Gl. 3.45 folgend läßt sich die nicht symmetrisierte SPH-Approximation 
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  (3.115) 







d 855525 === , da die x-Koordinaten der Partikel 4,5 
und 8 identisch sind und somit der erste Faktor in Gl. 3.113 zu Null wird. 
Wegen der Symmetrieeigenschaften des Kernels dürfen auch die Indizes 
von Wij zusammen mit dem jeweiligen Vorzeichen vertauscht werden. 
Nebenbei sei bemerkt, daß gerade diese Eigenschaft die Erhaltung von 










d 656454i5 xxx  (3.116) 
• Fehlerevolution bei der quadratischen Funktion 
Es soll nun die partielle Ableitung einer quadratischen Funktion, be-
schrieben durch die Gleichung  
 cbxax)x(f 2 ++=  (3.117) 
mit der nicht symmetrisierten SPH-Interpolation approximiert werden. 
Das eigentlich zum zweidimensionalen Problem gehörige Argument y 
kann hier entfallen, da y entlang der maßgebenden Partikel 4 und 6 kon-
stant bleibt. 
 
Die bei der Berechnung entscheidenden Größen sind in Bild 3.23 gra-
phisch veranschaulicht.  
Die blaue Kurve stellt )x(f  aus Gl. 3.117, die rote Kurve dxdW5  aus Gl. 
3.113 dar, deren Wert an den Partikellokationen 4 und 6 grün bzw. gelb 
hervorgehoben ist. Dabei ist w immer positiv. 
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Bild 3.23: Maßgebende Größen und Funktionsverläufe zur Berechnung der partiel-
len Ableitung nach x an der Stelle von Partikel 5 nach der nicht symmetri-
sierten SPH-Methode 
 
Gemäß Gl. 3.116 ergibt sich jetzt für )(f
dx
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Mit 2iii d/mV =ρ=  läßt sich dann Gl. 3.118 allgemein für Partikel i 
schreiben als 







 x  (3.119) 
Dieses Ergebnis stellt zumindest eine lineare Funktion dar wie sie auch 
bei der Differentiation von Gl. 3.117 erhalten wird. Weiterhin erkennt man 
in der Formulierung Gl. 3.119 sehr einfach die Einflußparameter auf das 
Approximationsergebnis. Während a  und b  durch )x(f  festgelegt, also 
nicht variabel, sind, können d  und h frei gewählt werden. Es stellt sich 
also die interessante Frage, für welche Wahl von d  und h die SPH-
Näherung mit der exakten Lösung übereinstimmt, d.h. wann verschwin-
det der absolute Defekt abs∆ . Letzterer ist eine Funktion von d, h, x
i und 
beträgt 






bax2d)h,d(w2bax2)x,h,d(  (3.120) 
Der Vollständigkeit halber sei auch der relative Defekt rel∆  angegeben 






⋅−⋅+=∆  (3.121) 
Um letztlich den Fehler verschwinden zu lassen, muß gelten: 
 5,0d)h,d(w0d)h,d(w21 33 =⋅⇔≡⋅−  (3.122) 
Es läßt sich aber sehr leicht zeigen, daß unter den oben gemachten Vo-
rausetzungen kein Wertepaar ( h,d ) gefunden werden kann, um Gl. 3.122 
zu genügen. Jedoch kann eine bestmögliche Approximation für 2hd =  
erreicht werden, der relative Fehler beträgt dann 34%. 
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• Einfluß eines vergrößerten Interpolationsradius 
Wie bereits im vorherigen Kapitel beobachtet, verbessert sich die Appro-
ximation mit zunehmendem h. So wurde bei einer Anzahl von 28 Nach-
barpartikeln eine relative Abweichung von nur 0,2% ermittelt. Dies be-
deutet eine wesentliche Verbesserung der Interpolationsergebnisse. Auf 
eine analytische Berechnung der Fehlerentwicklung wird hier verzichtet, 
da sie aufgrund ihrer Komplexität nur sehr schwierig durchführbar ist. 
 
• Unregelmäßige Partikelanordnung 
Um eine unregelmäßige Partikelanordnung realisieren zu können, ohne 
einen aufwendigen Algorithmus für die Bestimmung der einzelnen Parti-
kelvolumina entwickeln zu müssen, wird folgende Vereinfachung durch-
geführt. Alle Randpartikel bleiben an ihrer ursprünglichen Position, ledig-
lich die Lage der Partikel im Innern des Interpolationsgebietes wird zufäl-
lig, leicht variiert. Dabei findet die Variation ausgehend von dem in Ab-
schnitt 3.5.3.1 verwendeten, regelmäßigen Gitter statt. Der Begriff 
„leicht“ trägt dem Umstand Rechnung, daß näherungsweise die Annah-
me konstanter Partikelvolumen gerechtfertigt ist.  
Untersucht wird nun wiederum die partielle Ableitung nach x der in Ab-
schnitt 3.5.3.1 eingeführten, quadratischen Funktion. Bild 3.24 zeigt da-
für den relativen Fehler unter der Prämisse identischer Partikelvolumen 
für verschiedene Abweichungsgrade des Gitternetzes der nicht symmet-
risierten SPH-Methode. Dieser Abweichungsgrad ist als Prozentsatz vom 
ursprünglich konstanten Partikelabstand angegeben und zeigt somit die 
maximal mögliche Abweichung von einem regelmäßigen Gitter je Ach-
senrichtung an. Hier wurde eine um 5% bzw. 10% variierte Netzpunkt-
anordnung untersucht (siehe Bild 3.24).  
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Bild 3.24: Relativer Fehler der nicht symmetrisierten SPH-Methode bei unregelmäßi-
ger Partikelanordnung für unterschiedlich starke Abweichungen von der 
gleichmäßigen Anordnung mit h=0,80    
 
Zunächst erkennt man in Bild 3.24 die Randpartikel, die durch betrags-
mäßig sehr große Defekte auffallen. Für die Umgebung der Partikel 400, 
425 und 450 ist dies jeweils der Fall. Dazwischen herrscht die Tendenz 
vor, daß mit zunehmenden Abweichungsgrad auch der relative Defekt 
wächst. Begründet werden könnte dies einerseits mit der weniger zutref-
fenden Annahme über konstante Partikelvolumina. Eine einfache Ab-
schätzung dieses Effektes für ein einzelnes Partikel führt z.B. im Falle 
einer 10%-igen Abweichung zu 
 ( ) alt22max,neu V21,1d21,1d1,1V ⋅=⋅=⋅=  (3.123) 
Bei einem isoliert betrachteten Partikel beträgt der maximale Fehler für 
die Größe des Volumens also 21%. Da die SPH-Approximation jedoch 
auf einer Summation beruht, bei der die einzelnen Summenglieder nicht 
dasselbe Vorzeichen (vgl. Abschnitt 3.5.3.2) besitzen, darf der in Gl. 
3.123 abgeschätzte Volumenfehler nicht direkt auf die Approximation der 
partiellen Ableitung übertragen werden. Leider gestaltet es sich äußerst 
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die Approximation der partiellen Ableitung, anzugeben. Tatsächlich tre-
ten, wie Bild 3.24 illustriert, Defekte von bis zu 70% auf. Diese über-
schreiten sehr deutlich die für ein einzelnes Partikel abgeschätzten 21%. 
  
Von Bedeutung ist nun, ob der in Bild 3.24 zu beobachtende Fehler al-
lein auf die eingangs gemachte Näherung konstanter Partikelvolumen 
zurückzuführen ist oder ob noch andere Effekte die Größe des sich ein-
stellenden Defekts beeinflussen.  
 
Zur Beantwortung dieser Frage könnte die Betrachtung der Approximati-
on der Funktion selbst, also nicht ihrer partiellen Ableitung, nützlich sein. 
Der Grund hierfür liegt in der Übereinstimmung der Summenglieder aus 
Gl. 3.39 in Bezug auf ihr Vorzeichen. Sowohl die Formfunktion Φ  (im-
mer) als auch die Stützwerte ui (im Fall der hier untersuchten qua-
dratischen Funktion) besitzen ein positives Vorzeichen. Deswegen darf 
auch die durch Gl. 3.123 gemachte Abschätzung direkt auf die Summe 
bezogen werden.  
 
Das Ergebnis dieses Ansatzes ist in Bild 3.25 zu sehen. Für die regel-
mäßige Partikelanordnung stellt sich ein nahezu konstanter Fehler von 
etwa 10% ein. Zu beachten ist, daß der Verlauf linear erscheint, die Stei-
gung dieser Gerade jedoch sehr klein ist. Die Ergebnisse für die zufällige 
Anordnung der Partikel streuen nun um diesen Fehlerwert, und zwar um 
so mehr, je größer der Abweichungsgrad ist. Erwähnenswert ist die ge-
ringe Größe des beobachteten Defekts, der der unregelmäßigen Parti-
kelanordnung zugemessen werden könnte. Bei einem Abweichungsgrad 
von 10% überschreitet der Fehler einen Wert von 14% nicht. Subtrahiert 
man den Anteil von etwa 10%, der schon bei regelmäßiger Anordnung 
auftritt, so verbleiben ungefähr 4% für die unregelmäßige Partikelanord-
nung. Das heißt, daß die in Gl. 3.123 angegebene obere Schranke von 
21% signifikant unterschritten ist. Theoretisch könnte deswegen auf-
grund der bisherigen Ergebnisse allein die ungenaue Volumenzuweisung 
als Erklärung für den beobachteten Defekt herangezogen werden. Je-
doch ist dieser Erklärungsansatz sehr unwahrscheinlich. Die folgenden 
Argumente stützen diese These. 
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Bild 3.25: Relativer Fehler bei unregelmäßiger Partikelanordnung für unterschiedlich 
starke Abweichungen von der gleichmäßigen Anordnung mit h=0,80. Es 
ist die Approximation der Funktion selbst und nicht etwa der partiellen Ab-
leitung nach x dargestellt.     
 
Erstens, Volumenfehler heben sich teilweise gegenseitig auf. Da der Vo-
lumenfehler bei den Partikeln nicht immer gleichgerichtet ist, tritt ein ge-
wisser Ausgleichseffekt auf. Für die einen Partikel wird also ein zu gro-
ßes Volumen, für die anderen ein zu kleines Volumen in Ansatz ge-
bracht. Dies führt schließlich dazu, daß sich bei der Volumenzuweisung 
gemachte Einzelfehler teilweise ausgleichen. 
  
Zweitens, die Abschätzung Gl. 3.123 ist möglicherweise zu ungenau. In 
diesem Fall ergäbe sich als Schlußfolgerung, daß die Beibehaltung kon-
stanter Volumen keinen nennenswerten Einfluß auf die Größe des auf-
tretenden Defekts hat. Dann verwundert allerdings die Größe des bei der 
Untersuchung der partiellen Ableitung nach x (Bild 3.24) beobachteten 
Defekts. Demnach müssen noch andere Gründe für die großen Fehler, 
welche bei unregelmäßiger Partikelanordnung auftreten, existieren. 
 
Um diese Effekte zu ergründen, wird noch einmal die partielle Ableitung 
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tet, bei dem ein sehr großer relativer Defekt von etwa 70% (Bild 3.24) 
auftritt. Bild 3.26 zeigt zunächst alle Partikel, die Beiträge zur Berech-
nung der partiellen Ableitung an der Stelle 407 liefern, und zwar einmal 
für die regelmäßige und einmal für die unregelmäßige Anordnung der 
Netzpunkte. 
 
Ohne eine Aussage über die Größe der einzelnen Beiträge zu machen, 
fällt unmittelbar auf, daß die Partikel 332, 333, 357, 382, 432, 457, 482 
keinen Beitrag bei regelmäßiger Anordnung leisten, sehr wohl aber einen 
bei einem Abweichungsgrad von 10%. Dabei ist zu beachten, daß Parti-
kel 333 am Rand des Einflußbereichs von Partikel 407 liegt und durch 
die zufällig generierte Abweichung in diesen Einflußbereich „hineinge-
schoben“ wurde. Dagegen liegen die Partikel 332, 357, 382, 432, 457, 
482 genügend weit vom Rand entfernt, um die Grenze des Einflußbe-
reichs aufgrund der Abweichung von der gleichmäßigen Anordnung zu 
überschreiten. Ihr Beitrag kommt dadurch zustande, daß der Faktor 
dW/dx in Gl. 3.114 nicht mehr verschwindet. Der Grund hierfür liegt in 
der nicht verschwindenden Differenz (siehe auch Gl. 3.113) zwischen 
den x-Koordinaten der zuvor genannten Partikel und der x-Koordinate 
des Zentralpartikels (407). Dieser Aspekt ist für die Größe der Partikel-
beiträge bedeutend.  
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Bild 3.26: Partikel, die einen Beitrag zur Berechnung der partiellen Ableitung nach x 
an der Stelle 407 (zwischen 406 und 408) liefern 
 
Um nun die Ausgangsfrage, die Untersuchung des Einflusses einer un-
genauen Volumenzuweisung zu den Partikeln, beantworten zu können, 
wird Gl. 3.114 unter der Annahme konstanter Partikelvolumen Vi umge-












1 xx  (3.124) 
Ergeben sich nun für die Summanden der rechten Seite unabhängig von 
der Partikelanordnung etwa gleiche Werte, dann muß der in Bild 3.24 zu 
beobachtende Defekt tatsächlich von der für die Volumina gemachten 
Näherung verursacht worden sein. Andernfalls ist der Defekt speziellen 
Eigenschaften der Kernelabschätzung zuzuschreiben.   
 
 
Dazu sind alle Partikel j mit einem maximalen Abweichungsgrad von 
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d xx  (3.126) 
sowie mit ihren relativen Abweichungsgraden von einem regelmäßigen 
Gitter, nach Achsenrichtung getrennt, dargestellt. Man erkennt sofort, 
daß der oben angegebene maximale Abweichungsgrad von 10% in bei-
den Richtungen gleichzeitig nur sehr selten erreicht wird. Lediglich Parti-
kel 434 kommt einer solchen Abweichung sehr nahe. Damit bewahrheitet 
sich die oben gemachte Vermutung, daß Gl. 3.123 eine schlechte Ab-
schätzung für die Mehrzahl der Partikelvolumina darstellt. 
Bild 3.27: Volumenbereinigter, relativer Defekt und Abweichungsgrade der Partikel-























































































Volumenbereinigter Defekt Relative Abweichung der x-Koordinate
Relative Abweichung der y-Koordinate
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Betrachtet man überdies den durch Gl. 3.126 definierten, volumenberei-
nigten Defekt, so wird klar, daß nicht etwa die Volumenzuweisung, son-
dern vielmehr die Kernelapproximation maßgeblich den bei Partikel 407 
auftretenden, relativen (Gesamt-) Fehler bestimmt. Von der in Bild 3.24 
beobachteten, relativen Größe dieses Fehlers von 70% entfallen allein 
40% auf Partikel 432, obwohl dort der Abweichungsgrad in Bezug auf 
beide Achsenrichtungen klein ist. Addiert man weiterhin die volumenbe-
reinigten Defekte aller Einzelpartikel, so erhält man als Summe einen 
Wert von 69%, welcher sehr gut mit den oben angeführten 70% überein-
stimmt. 
 
Diese Ergebnisse lassen nur den Schluß zu, daß die Annahme gleicher 
Volumina für alle Partikel eine sehr gute Näherung darstellt. Der Grund 
für den im Fall von Partikel 407 beobachteten Defekt von 70% muß also 
in den Eigenschaften der Interpolation selbst, welche von einer Kerne-
labschätzung dominiert wird, begründet sein. Wichtig ist in diesem Zu-
sammenhang auch die Tatsache, daß der bei einem einzelnen Partikel-
beitrag auftretende relative Defekt (Bild 3.27) nicht so sehr vom Abwei-
chungsgrad dieses Partikels, als vielmehr von der Lage dieses Partikel 
im Einflußbereich des Zentralpartikels abhängig ist. Die Wirkung einer 
kleinen Lageänderung wird bestimmt durch die Größe der partiellen Ab-
leitungen d²W/dx² bzw. d²W/dxdy, d.h. durch das totale Differential von 
dW/dx.    
 
Bild 3.28 zeigt die Approximation der Ableitung in x-Richtung der Funkti-
on F=x2+y2  für die unregelmäßigen Partikelkonfigurationen mit der sym-
metrisierten SPH-Version gem. Gl. 3.47. Hier wird die durch die Symme-
trisierung hervorgerufene erhebliche Verbesserung deutlich. Der relative 
Defekt bei einer 10% Abweichung zur Ausgangspartikelkonfiguration ü-
berschreitet bei der symmetrisierten SPH-Methode die 8%-Marke nicht. 
Auf eine detailierte Fehleranalyse wird daher verzichtet. 
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Bild 3.28: Relativer Fehler der symmetrisierten SPH-Methode bei unregelmäßiger 
Partikelanordnung für unterschiedlich starke Abweichungen von der 
gleichmäßigen Anordnung mit h=0,80 
 
• Zusammenfassung 
Ausgehend vom einfachen Fall der minimalen Anzahl von Nachbarparti-
keln bei regelmäßiger Partikelanordnung, zeigt sich das grundsätzliche 
Verhalten der Standard-SPH-Interpolation, einen gleichbleibenden relati-
ven Fehler zu verursachen, wenn eine quadratische Funktion re-
produziert werden soll. Nur der Spezialfall der konstanten Funktion, die 
im allgemeinen quadratischen Ansatz bereits enthalten ist, kann fehler-
frei abgebildet werden. Weiterhin ist ersichtlich geworden, daß der Inter-
polationsradius so groß gewählt werden sollte, daß nicht nur die kleinst 
mögliche Anzahl von Nachbarpartikeln von diesem erfaßt wird. Dadurch 
wird eine erheblich bessere Approximation erreicht. Des weiteren kann 
festgehalten werden, daß bei regelmäßiger Partikelanordnung die nicht 
symmetrisierte und die symmetrisierte SPH-Methode zur Reproduktion 
des Funktionsgradienten der quadratischen Funktion nahezu identische 
Ergebnisse liefern. 
 
Einen wesentlichen Einfluß auf die Approximationsgüte übt auch die Par-
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schnitt 3.5.3.1 eingeführten, quadratischen Funktion gezeigt wurde, 
wächst der relative Defekt sehr stark an, wenn man von einer regel-
mäßigen zu einer unregelmäßigen, zufälligen Partikelanordnung über-
geht. Dabei übt die Annahme eines konstanten Volumens für alle Parti-
kel lediglich einen vernachlässigbaren Einfluß auf die Approximations-
qualität aus. Stattdessen erweist sich die Änderung des Faktors dW/dx 
als maßgebende Einflußgröße. Sie ist bestimmt durch die im gewählten 
Interpolationsverfahren enthaltene Kernelabschätzung. Der Defekt bei 
der nicht symmetrisierten SPH-Version bei unregelmäßiger SPH-
Variante ist erheblich, mit einer Symmetrisierung kann jedoch eine deut-
liche Verbesserung erzielt werden. 
 
3.5.3.3. Modifizierte MLS-Interpolation nach Sauer et al. [234] 
Nach einem kurzen Vergleich zwischen den SPH- und MLS-Ergebnissen 
für eine unregelmäßige Partikelanordnung ist der Fokus in diesem Kapi-
tel auf die modifizierte MLS-Interpolation nach Sauer et al. [234] gerich-
tet, die in speziellen Anwendungen mit Wellenreflexion bessere Resulta-
te als der originäre MLS-Ansatz ermöglichte. Ziel ist es nun herauszufin-
den, welche Möglichkeiten zur Begründung für dieses Verhalten in Frage 
kommen bzw. welchen Einfluß diese Variation auf die Approximationsgü-
te besitzt. 
 
• Die MLS-Interpolation bei unregelmäßiger Partikelanordnung 
In Rückgriff auf das vorherige Kapitel werden hier die bereits vorher be-
schriebenen Partikelanordnungen mit einem Abweichungsgrad von 5% 
bzw. 10% untersucht. Als repräsentativ werden ebenfalls wieder die Par-
tikel 400-450 angesehen.  




















MLS h=0.8 - 0% MLS h=0.8 - 5% MLS h=0.8 - 10%  
Bild 3.29: Relativer Fehler der nicht symmetrisierten MLSPH-Methode bei unregel-
mäßiger Partikelanordnung für unterschiedlich starke Abweichungen von 
der gleichmäßigen Anordnung mit h=0.80.    
 
Wie schon vorher mehrmals betont, sind sich die MLS- und die SPH-
Interpolationsergebnisse in ihren charakteristischen Eigenschaften      
abermals ähnlich. Dazu gehören die ausgeprägten Randeffekte sowie 
die größere Streubreite der Approximationsresultate für eine erhöhte Ab-
weichung von der regelmäßigen Partikelanordnung. Bild 3.29 zeigt diese 
Ergebnisse für die nicht symmetrisierte MLSPH-Methode. Die erwähnten 
Randpartikel befinden sich in der Umgebung von Partikel 400, 425 und 
450. Sehr unterschiedlich sind die beiden Verfahren in ihrer Güte. Wäh-
rend bei nicht symmetrisierter MLS die Fehlerbandbreite ±3,5% beträgt, 
liegt der entsprechende (nicht symmetrisierte) SPH-Wert bei etwa ±70%.  
 
• Variation der MLS-Interpolation nach Sauer et al. [234] 
Die hier ausschließlich betrachtete Variation besteht darin, den Beitrag 
des Partikels i zur Approximation an der Stelle i nicht zu berücksichtigen. 
Leider lassen sich aus dieser Form keine weiteren, einfachen Zusam-
menhänge erkennen. Deswegen wird jetzt das Interpolationsverhalten 
anhand der bereits zuvor untersuchten quadratischen Funktion überprüft.  
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• Verhalten bei regelmäßiger Partikelanordnung 
Ausgangspunkt ist ein regelmäßig angeordnetes Gitter, für welches der 
relative Defekt der partiellen Ableitung nach x im Vergleich zum analy-
tisch berechneten Wert betrachtet werden soll. Anschließend an die vor-
herigen Kapitel ist auch hier h=0,80 gewählt, ebenso werden die Partikel 
400-450 als repräsentativ angesehen.  
Bild 3.30 zeigt einerseits das Ergebnis für den originären, andererseits 
auch die entsprechenden Werte für den modifizierten MLS-Ansatz. Ab-
gesehen von den Randeffekten ist zuerst einmal die Größe des relativen 
Defekts bemerkenswert klein. Mit einer Fehlerbandbreite von nur etwa 
±0,00002% wird die partielle Ableitung der quadratischen Funktion sehr 
gut approximiert, insbesondere wenn man bedenkt, daß ausschließlich 
lineare Basisfunktionen für den Interpolanten angesetzt wurden. Aus 
diesem Grund sollten auch lediglich lineare Funktionen exakt reprodu-
ziert werden, was gleichbedeutend mit konstanten partiellen Ableitungen 
ist. In Anbetracht des nur geringen Fehlers kann aber auch bei der quad-
ratischen Funktion 22 yx)x(f +=  von einer praktisch exakten Reproduk-
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Bild 3.30: Relativer Defekt der nicht symmetrisierten modifzierten MLSPH-Version 
nach Sauer et al. [234] der partiellen Ableitung nach x bei regelmäßiger 
Partikelanordnung (Abweichungsgrad 0%) für die ursprüngliche sowie für 
die modifizierte MLS-Interpolation 
 
Trotz der Gemeinsamkeit eines sehr kleinen Defekts ist dennoch auch 
ein deutlicher Unterschied zwischen den beiden Kurven aus Bild 3.30 zu 
erkennen. Während die modifizierte MLS-Approximation einen säge-
zahnartigen Verlauf mit großer Streubreite bezüglich des relativen Feh-
lers besitzt, ergibt sich für die ursprüngliche MLS-Interpolation eine glat-
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Bild 3.31: Relativer Defekt der nicht symmetrisierten modifizierten MLSPH-Methode 
nach Sauer et al. [234] der partiellen Ableitung nach x bei unregelmäßiger 
Partikelanordnung (Abweichungsgrad 5%) für die ursprüngliche sowie für 
die modifizierte MLS-Interpolation 
Bild 3.32: Relativer Defekt der nicht symmetrisierten MLSPH-Version nach Sauer et 
al. [234] der partiellen Ableitung nach x bei unregelmäßiger Partikelanord-
nung (Abweichungsgrad 10%) für die ursprüngliche sowie für die modifi-
zierte MLS-Interpolation. Zum Vergleich ist auch der relative Defekt für ei-






































MLS h=0.80 - 10% MLS h=0.80 - 10% modifiziert
MLS h=1.0 - 10% modifiziert
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• Verhalten bei unregelmäßiger Partikelanordnung 
Unter Verwendung der oben eingeführten Terminologie des Abwei-
chungsgrades erfolgt eine Beurteilung der Interpolationsqualität für eine 
5%- bzw. 10%-ige, zufällig generierte Abweichung von einem regelmä-
ßig aufgebauten Gitter. Grundlage des Vergleichs bildet abermals die 
partielle Ableitung nach x, die sowohl nach dem Original-MLS-, als auch 
nach dem modifizierten MLS-Ansatz in nicht symmetrisierter und sym-
metrisierter Form berechnet wurde. Völlig analog zu den Ergebnissen 
des vorherigen Kapitels verursacht eine Zunahme des Abweichungs-
grads einerseits eine Zunahme der Streubreite, andererseits aber auch 
ein betragsmäßiges Anwachsen des relativen Defekts. Bild 3.31 und Bild 
3.32 zeigen dieses Verhalten für die modifizierte nicht symmetrisierte 
MLSPH-Methode sehr deutlich auf. 
 
Was den Unterschied zwischen der Berechnung nach der nicht symmet-
risierten MLS- und nach der modifizierten nicht symmetrisierten MLS-
Vorschrift betrifft, bleiben die schon bei der Untersuchung eines gleich-
mäßigen Gitters gemachten Feststellungen über den qualitativen Fehler-
verlauf gültig. Dieser ist bei der modifizierten nicht symmetrisierten Vari-
ante durch eine vergrößerte Streubreite wie auch durch betragsmäßig 
größere Fehlerwerte gekennzeichnet. Die unregelmäßige Partikelanord-
nung verursacht also eine quantitative, nicht aber eine qualitative Verän-
derung des Defektverlaufes. Durch die Symmetrisierung (siehe Kaptiel 
3.3.2, Gl. 3.47) verbessern sich die Ergebnisse des modifizierten 
MLSPH-Ansatzes nach Sauer et al. [234] erheblich (siehe Bild 3.33). Für 
die 10%-ige Abweichung zur Ausgangspartikelkonfiguration liegt der re-
lative Defekt der symmetrisierten modifzierten MLSPH-Methode unter-
halb von 2%. Es ist zu erwähnen, daß durch die Symmetrisierung die 
modifizierte MLSPH-Version nach Sauer et al. [234] und der originäre 
MLS-Ansatz identisch werden. Unterschiede in der praktischen Anwen-
dung ergeben sich bei der Symmetrisierung der Impulserhaltung, bei der 
der zusätzliche "0-Term" addiert und nicht subtrahiert wird, so daß der 
Beitrag des zentralen Partikels in der Impulserhaltung nicht verschwindet 
(siehe auch Kapitel 3.3.2, Gl. 3.48). 
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Bild 3.33: Relativer Fehler der symmetrisierten MLSPH-Methode bei unregelmäßiger 
Partikelanordnung für unterschiedlich starke Abweichungen von der 
gleichmäßigen Anordnung mit h=0.80 
 
Zusammenfassend kann festgestellt werden, daß der modifzierte nicht 
symmetrisierte MLSPH-Ansatz nach Sauer et al. [234] eine wesentliche 
Verschlechterung der Interpolationsergebnisse zur Approximation eines 
Funktionsgradienten einer quadratischen Funktion mit sich bringt. Eine 
Symmetrisierung kann diese Verschlechterung allerdings kompensieren. 
Es werden sogar bessere Ergebnisse als mit dem nicht symmetrisierten 
originären MLSPH-Ansatz erzielt.  
 
3.5.3.4 Ein Beispiel aus der Statik 
Um die teilweise recht theoretischen Ergebnisse der vorherigen Kapitels 
noch einmal anschaulich darzustellen, wird das Interpolationsverhalten 
der SPH-Methode an einem einfachen, statischen Beispiel vorgeführt. 
Dabei werden auch die Unterschiede zwischen der zwei- und der dreidi-
























MLS(symm.) h=0.8 modifiziert -0% MLS(symm.) h=0.8 modifiziert -5%
MLS(symm.) h=0.8   modifiziert -10%
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• Der Einfeldträger mit mittiger Einzellast 
Das der Untersuchung zugrundegelegte System ist in Bild 3.34 darge-
stellt. Dabei wird unterstellt, daß die Abmessung in x-Richtung viel grö-
ßer als in den beiden anderen Richtungen ist. 
Bild 3.34: Einfeldträger mit mittiger Einzellast F 
 









































































und die Durchbiegung kann für alle Punkte entlang der x-Achse be-
stimmt werden. Vorteilhafter für die Darstellung als Gl. 3.127 ist jedoch 
die dimensionslose Form Gl. 3.128, bei der die Durchbiegung auf ihren 
Maximalwert, also auf die Durchbiegung in Feldmitte bezogen ist. Da-
durch liegen die Werte )x(u  unabhängig von Geometrie, Steifigkeit und 
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• Zweidimensionale Diskretisierung 
Da die Balkentheorie im Grunde genommen als eindimensionales Prob-
lem formuliert ist, wäre es auch möglich, die eindimensionale Variante 
der (ML)SPH-Interpolation zu verwenden. Weil aber praktische Anwen-
dungen fast immer mindestens eine zweidimensionale Betrach-
tungsweise erfordern, wird hier zunächst eine ebene Diskretisierung 
durchgeführt. Wie sich in den vorherigen Kapiteln zeigte, liefert eine 
gleichmäßige Partikelanordnung die beste Approximation im Sinne eines 
betragsmäßig minimalen Defekts. Der qualitative Fehlerverlauf hängt je-
doch nicht von der Partikelanordnung ab, zumindest für geringe Abwei-
chungen vom regelmäßigen Gitter. 
Bild 3.35: Zweidimensionale Diskretisierung mit regelmäßigem Gitter. Kreuzungs-
punkte stellen jeweils ein Partikel dar. 
 
Aus diesem Grund wurde eine regelmäßige Partikelanordnung gewählt 
wie Bild 3.35 zeigt. Kreuzungspunkte im Gitter repräsentieren dabei die 
Positionen der Partikel; der eingeführte Begriff der Lage verdeutlicht die 
Partikelgenerierung, welche durch Verschiebung entlang der x-Achse 
angeordneten Partikel nach unten stattfindet. 
  
Es stellt sich nun die Frage, wieviele Lagen notwendig sind, um Randef-
fekte in den mittleren Lagen zu vermeiden. Dies impliziert auch gleichzei-
tig, daß es wegen der Randeffekte keinen Sinn macht, Näherungswerte 
am Rand mit den analytischen Werten aus Gl. 3.128 zu vergleichen. Es 
werden also im Folgenden immer (ML)SPH-Interpolationswerte für Parti-
kel der mittleren Lage oder der dieser am nächsten gelegenen betrach-
tet. Schließlich ist als letzter Parameter zur vollständigen Beschreibung 
der Diskretisierung noch die Anzahl "n" der über die Länge l verteilten 





. . . 
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Untersucht wurden nun drei bis fünf Lagen mit n=21 bzw. n=41, d.h. der 
Einfeldbalken wurde mit 63, 105, 123 und 205 Partikeln repräsentiert. 
Dabei konnte festgestellt werden, daß für das Interpolationsergebnis we-
niger die Anzahl der Partikel als vielmehr die Wahl des Interpola-
tionsradius (2h) maßgebend ist. Quantitativ ist der Einfluß des bestim-
menden Parameters h in Bild 3.36 für die Durchbiegung in Feldmitte 
(x=0,5) dargestellt. Zu beachten ist dabei, daß h mit dem kleinstmögli-
chen, sinnvollen Wert beginnt (der durch den Interpolationsradius defi-
nierte Kreis enthält gerade Nachbarpartikel). 
 
Der analytisch ermittelte Sollwert u(0,5)=1 wird durch die MLS-
Interpolation nahezu unabhängig von sowohl h als auch von der Parti-
kelanzahl erreicht. Nicht zu sehen in Bild 3.36 ist der Umstand, daß MLS 
im Fall sehr großer Werte für h etwas zu kleine Approximations-
ergebnisse liefert. Begründet werden kann dies durch die Geometrie des 
Balkens. Ein Balken ist laut Definition sehr viel länger als breit und hoch, 
so daß der Interpolationsradius mit wachsendem h irgendwann die Bal-
kenhöhe übertrifft. Genau dann gewinnen die Partikel in Längsrichtung 
mit ihrer geringeren Durchbiegung relativ an Einfluß und führen zu dem 
oben erwähnten Fehler.  
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Bild 3.36: Einfluß des Interpolationsradius (2h) und der Partikelanzahl auf die MLS- 
bzw. SPH-Approximation für die Durchbiegung in Feldmitte. Der analyti-
sche Wert für diese Durchbiegung beträgt wegen der oben durchgeführten 
Normalisierung u(0,5)=1. 
 
Grundsätzlich verschieden davon ist das Verhalten der SPH-
Interpolation. Es wird bestimmt durch die Parameter Partikelanzahl und 
h. Wie Bild 3.36 zeigt, existiert offensichtlich ein ganz bestimmtes, von 
der Anzahl der Partikel abhängiges h, für welches der Sollwert von 
u(0,5)=1 exakt getroffen wird. Bemerkenswert ist auch der Verlauf der 
SPH-Kurven in Bild 3.36, deren Gradient mit wachsendem h betragsmä-
ßig abnimmt. Da nun der Gradient beim Durchgang des Sollwerts sehr 
groß ist, ergibt sich auch eine entsprechende Sensitivität der SPH-
Approximation bezüglich h. Dies ist als großer Nachteil zu werten, weil 
eine kleine Variation der Partikelanzahl bzw. von h eine große Änderung 
des SPH-Näherungswertes verursacht. Außerdem sei daran erinnert, 
daß der den Fehler minimierende Wert für h bei einer realen Simulation 
nicht bekannt ist.   
 
Abschließend sei noch bemerkt, daß die Ergebnisse für 63 und 105 Par-
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ähnlich sind und daß deswegen auf eine graphische Darstellung dersel-
ben verzichtet wird. 
 
• Dreidimensionale Diskretisierung 
Aufbauend auf den Ergebnissen der zweidimensionalen Diskretisierung, 
wird nun ein Balken mit quadratischer Querschnittsfläche betrachtet. Die 
Partikelanordnung sei regelmäßig und n=41 (Partikelabstand 0,025). 
Schließlich muß noch der Begriff der Lagen um eine Dimension erweitert 
werden: aus 3 bzw. 5 Lagen werden 3x3 bzw. 5x5 Lagen (Bild 3.37). 
Somit folgen Partikelzahlen von 369 bzw. 1025 für die zu Bild 3.36 äqui-
valenten Diskretisierungen im Dreidimensionalen. 
Bild 3.37: Partikelanordnung in einem Schnitt orthogonal zur x-Achse 
 
Betrachtet man nun wieder die Durchbiegung in Feldmitte in Abhängig-
keit des Parameters h (Bild 3.38) so stellt man fest, daß für genügend 
große Interpolationsradien (2h>0,03) in qualitativer Hinsicht kein Unter-
schied zum zweidimensionalen Fall besteht. Die MLS-Näherung trifft ih-
ren Sollwert u(0,5)=1 praktisch genau und ein Unterschied zwischen den 
beiden Diskretisierungen mit 369 bzw. 1025 Partikeln ist nicht feststell-
bar.  
 
Im Gegensatz dazu zeigt sich die SPH-Interpolation sensitiver gegen-
über der Feinheit der Diskretisierung. Während sich bei schwacher Auf-
lösung des Balkens (369 Partikel) die Durchbiegung kontinuierlich mit h 
verändert, nimmt sie bei feinerer Auflösung für 0,025<h<0,050 einen na-
hezu stationären Wert von etwa 0,60 an. In Bild 3.38 entspricht dieser 
Bereich dem waagrecht verlaufenden Teil der pinkfarbenen Kurve. Im 






1     2     3     4     5 
132 3 Die Methode der Smooth Particle Hydrodynamics 
positiv zu werten, da der rein auf die Wahl von h entfallende Anteil des 
Approximationsdefekts verschwindet. Die Größe des Defekts ist hier also 
unabhängig von h. Somit reduziert sich die Zahl der den Defekt bestim-
menden Parameter um eins. Besonders vorteilhaft erscheint dies im Zu-
sammenhang mit der Veränderlichkeit von h im Verlauf einer dynami-
schen Berechnung. Im stationären Bereich treten dann also keine nur 
durch h bedingte Verzerrungen der Resultate auf. 
  
Neben dieser durch die feinere Diskretisierung erzeugten qualitativen 
Verbesserung ist auch eine deutlich höhere Interpolationsgenauigkeit zu 
beobachten. Im oben beschriebenen stationären Bereich unterscheiden 
sich die beiden Diskretisierungen sehr deutlich, nämlich etwa um einen 
Faktor von 1,4 ÷2,0. Dabei liegen die Ergebnisse für die feinere Auflö-
sung stets näher am Sollwert von u(0,5)=1. 
 
Läßt man den Interpolationsradius schrumpfen (h<0,025), so ähneln sich 
die Verläufe der SPH-Kurven für den zwei-und den dreidimensionalen 
Fall sehr stark (Bild 3.36 und Bild 3.38). Charakteristisch ist die mit klei-
ner werdendem h wachsende Sensitivität der Approximation. Diese 
nachteilige Erscheinung wurde bereits oben diskutiert. 
Bild 3.38: Einfluß des Interpolationsradius (2h) und der Partikelanzahl auf die MLS- 
bzw. SPH-Approximation für die Durchbiegung in Feldmitte. Der Balken ist 

















MLS - 369 Partikel
MLS - 1025 Partikel
SPH - 369 Partikel
SPH - 1025 Partikel
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Neue Effekte stellen sich jedoch bei der MLS-Interpolation ein. Für nahe 
am halben Partikelabstand (0,125) gelegene Werte von h beginnt die 
Approximation mit großen Amplituden zu oszillieren. Dies ist der Bereich, 
in dem ein betrachtetes Partikel gerade noch Nachbarn besitzt. In die-
sem Fall nimmt die Wichtungsfunktion W sehr große Werte an, was letz-
lich zu einer schlechten Konditionierung der Matrix A führt. Die Invertie-
rung von A ist aus den genannten Gründen als problematischer Rechen-
schritt anzusehen. Diese numerischen Instabilitäten können sogar den 
Verlust des richtigen Vorzeichens, also negative Durchbiegungen, er-
zeugen. Deshalb sollte h im allgemeinen nicht zu klein gewählt werden, 
um sinnvolle Ergebnisse zu erhalten. Im übrigen würde ein nahe am Par-
tikelabstand liegender Interpolationsradius auch zu einem verschwin-
denden Gradienten führen, sofern im Singularitätsfall die Shepard-
Funktion zur Berechnung dieses Gradienten dient.   
 
• Zusammenfassung 
Am einfachen Beispiel eines Einfeldträgers mit statischer Belastung wur-
den Verhalten und Eigenschaften der (ML-)SPH-Interpolation veran-
schaulicht. Dabei zeigten sich die Auswirkungen verschiedener Diskreti-
sierungen auf das zwei- sowie auch auf das dreidimensionale Modell. 
  
Quantitativ ergaben sich keine nennenswerten Unterschiede zwischen 
der zwei- und der dreidimensionalen Problemformulierung. Hinsichtlich 
der Feinheit der Diskretisierung war beim dreidimensionalen Fall ledig-
lich für die SPH-Interpolation eine Verbesserung des Ergebnisses mit 
wachsender Anzahl der Partikel festzustellen. Die MLS-Interpolation 
konnte die vorher analytisch berechneten Werte für die Durchbiegung 
jeweils praktisch genau reproduzieren. 
 
Qualitativ betrachtet erwiesen sich die SPH-Ergebnisse bei feiner Diskre-
tisierung in einem bestimmten Intervall für h als konstant (3D-Fall). Somit 
existiert ein Bereich, in welchem die Approximationsergebnisse keine 
starken Verzerrungen bedingt durch die Wahl von h erfahren. Für einen 
sich während einer dynamischen Simulation ständig ändernden Wert h 
ist diese Eigenschaft durchaus vorteilhaft.  
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Die dreidimensionale MLS-Interpolation betreffend ist zu bemerken, daß 
bei kleinem h numerische Instabilitäten auftreten. Davon ist insbesonde-
re die Berechnung der Inversen der Matrix A betroffen. Somit sind in ei-
nem MLSPH-Code unbedingt Sicherungsmaßnahmen für diesen Fall 
einzubauen, da ansonsten die Ergebnisse nicht einmal mehr hinsichtlich 
des Vorzeichens richtig sein müssen. 
 
3.5.4 Weitere Verbesserungen der SPH-Methode 
In der Literatur gibt es noch weitere Ansätze, die SPH-Methode zu 
verbessern, die der Vollständigkeit wegen hier noch kurz genannt wer-
den. 
 
Dyka [85], [86] baute zusätzliche Spannungspunkte für den eindimensio-
nalen Fall ein. Libersky und Randles [185] übertrugen dieses Konzept 
ins Dreidimensionale, siehe Kapitel 3.10. 
 
Chen et al. [39], [40] entwickelten eine Formulierung für die SPH-
Interpolation aus dem Einsetzen der Kernel-Näherung in eine Taylorrei-
he. Die Anzahl der betrachteten Reihenglieder bestimmt hierbei die Kon-
sistenzordnung. Für die lineare Konsistenz führt ihr sog. CSPM auf glei-
che Ausdrücke, wie sie in der normalisierten SPH-Methode verwendet 
werden. 
 
Bonet et al. [31], [32] [33] führten drei Korrekturen zur Verbesserung der 
Bestimmung des Gradienten ein. Sie korrigierten die Wichtungsfunktion 
selbst, die Summation, d.h. die numerische Integration und verwenden 
einen Stabilisierungsterm, der das Auftreten von Oszillationen verhindern 
soll. Sie bezeichnen ihre Methode als CSPH. 
 
Belytschko et al. [19] zeigten gleich mehrere Möglichkeiten auf, die SPH-
Interpolation zu verbessern. Einerseits verbessern sie die Interpolation 
eines Funktionsgradienten, andererseits die Interpolation der Funktion 
selbst. 
 
Johnson et al. [159] entwickelten den Generalized Particle Algorithm 
(GPA), bei dem zwischen Knotenverbundenheit ähnlich den Finiten Dif-
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ferenzen Verfahren und einer netzfreien Diskretisierung gewählt werden 
kann. 
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3.6 Randbedingungen 
Durch die Vernachlässigung der Oberflächenintegrale kommt es zu den 
in Kapitel 3.3.2 angesprochenen Problemen bei der Behandlung von 
Randbedingungen. Libersky et al. [183] teilten die Partikel in Randparti-
kel, innere Partikel und fehlende äußere Partikel auf (siehe Bild 3.39).  
Bild 3.39: Berücksichtigung von Randbedingungen 
 
Somit konnten sie spannungsfreie Randbedingungen simulieren. Das 
größte Problem bei der Behandlung von Randbedingungen stellt das 
Auffinden der Randpartikel dar. Hierzu bedienten sie sich einer Technik 
aus dem FLIP Code [250]. Der Gradient einer Konstanten, z.B. Eins, ist 
für alle Partikel innerhalb eines Körpers gleich null. In die SPH-Methode 


















  (3.129) 
Für die Randpartikel unterscheidet sich der Gradient der Konstanten 
Eins deutlich von null, zumindest beim Standard SPH-Verfahren. So las-
sen sich leicht die Randpartikel finden und deren Oberflächennormalen 
bestimmen. Die Randbedingungen können nun direkt dem Span-
nungstensor auferlegt werden. Ein Nachteil dieser Art der Oberflächen-
kennung ist der, daß der Gradient der Konstanten Eins nicht nur für 
Randpartikel ungleich null ist. Partikel nahe der freien Oberfläche besit-
zen ebenfalls orthogonal zur Oberfläche ungleiche Anzahlen von Nach-
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gleich null wird. Ändert sich im Laufe der Berechnung die Partikelanord-
nung, so ist der Gradient der Konstanten auch im Innern des Körpers 
nicht mehr gleich null. Somit ist diese einfache Art der Oberflächenken-
nung eigentlich unbrauchbar. 
Bild 3.40: geometrische Randbestimmung 
 
Eine bessere Methode, die auf rein geometrischen Betrachtungen be-
ruht, wird von Dilts [72] vorgeschlagen. Der Grundgedanke ist der, den 
Umfang des Kreises von Partikel i mit einem Interpolationsradius von 1h 
abzufahren und zu untersuchen, ob ein Kreisausschnitt dieses Kreises 
von den Kreisen mit dem Interpolationsradius von 1h der Nachbarparitkel 
abgedeckt wird (siehe Bild 3.40). 
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Ist dies nicht der Fall, handelt es sich um ein Randpartikel. Somit können 
auch Diskontinuitäten innerhalb eines Körpers gefunden werden (siehe 
Bild 3.41). Diese Vorgehensweise bezieht sich allerdings lediglich auf 
den zweidimensionalen Fall. In einem Nachfolgepaper erweitert Dilts [69] 
die zweidimensionale Randpartikelsuche auch auf den dreidimensiona-
len Fall. In seinem Artikel erläutert er sehr ausführlich die Implementie-
rung der zwei- und dreidimensionalen Oberflächenkennung. In diesem 
SPH-Code steht sie allerdings noch nicht zur Verfügung. 
Bild 3.42: Berücksichtigung von Randbedingungen durch Ghost-Partikel 
 
Eine einfachere Methode, Randbedingungen zu berücksichtigen bietet 
die Methode der Ghost-Partikel. Die Ghost–Partikel entstehen durch 
Spiegelung vorhandener Partikel an der Symmetrieebene. Es werden 
nur Partikel gespiegelt, deren Einflußbereich auch in die Symmetrieebe-
ne fallen (siehe Bild 3.42). Die Ghost–Partikel werden zu Beginn jeden 
Zeitschrittes neu erzeugt und ihnen werden die gleichen Zustandsgrößen 
wie ihren gespiegelten Kontrahenten zugewiesen. Nur die Geschwindig-
keitskomponente normal zur Symmetrieebene erhält das entgegenge-
setzte Vorzeichen. Somit können Auflager simuliert und Symmetriebe-
dingungen ausgenutzt werden. Bei der Ausnutzung von Symmetrieen 
hat sich allerdings gezeigt, daß die Ergebnisse zum Gesamtmodell teil-
weise deutlich abweichen können, vor allem bei Ermittlung der Frag-
mentgrößen und –anzahlen. Deshalb wurden in Kapitel 5 die Spreng-
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3.7 Das Interface-Problem 
Die SPH-Methode hat Probleme, den Kontakt zweier Körper stark unter-
schiedlicher Dichte exakt zu simulieren. Libersky und Petschek [183] lö-
sen dieses Problem durch Anwendung von „Kontakt“-Randbedingungen. 
Der Kontakt geschieht nicht mehr einfach durch Anwenden der Interpola-
tionsfunktion auf alle Partikel, sondern eben durch diese „Kontakt“-
Randbedingungen. Es sei f ein Skalar oder die Komponente eines Ten-
sors und bcf  die auferlegte Randbedingung. Die Werte der Randpartikel 































Da die Dichteunterschiede der kontaktierenden Körper in dieser Arbeit 
eher gering sind, wird auf eine derartige Erweiterung verzichtet. 
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3.8 Berechnung von Spannungen und Dehnungen 
Für die konstitutive Beziehung müssen zunächst die Dehnraten bestimmt 
werden. Durch Zerlegung des Geschwindigkeitsgradienten in einen 

























































Hierbei sind Dαβ die Deformationsraten, die für kleine Verzerrungen den 
Dehnraten αβε  entsprechen, die für das Stoffgesetz erforderlich sind, αβr  
sind die Rotationsraten, die die reine Starrkörperrotation beschreiben. 
Geometrisch betrachtet beschreibt der Spintensor αβr  die Winkelge-
schwindigkeit des Kontinuums. In SPH–Formulierung lauten die Glei-
chungen : 
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Das Dehnungsinkrement, das für die konstitutive Beziehung erforderlich 
ist, kann nun nach Gl. 3.133 bestimmt werden : 
 tijij ∆ε=ε∆   (3.133) 
Um die Invarianz der Spannungen gegenüber einer Starrkörperrotation 
zu berücksichtigen, ist die Verwendung eines objektiven Spannungsten-
sors notwendig. Die einfachste Methode, dies zu tun, geht über den 
Jaumann’schen Tensor der Spannungsgeschwindigkeiten: 
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 ( ) trr kijkkjkij i ∆+=Γ  σσ  (3.134) 
Der Spannungsupdate geschieht folgender Maßen: Als erstes wird die 









++ σ∆+Γ+σ=σ  (3.135) 
mit 
 klijklij C ε∆=σ∆ . (3.136) 
Eine andere Möglichkeit, Starrkörperrotationen zu berücksichtigen, bietet 
die Green-Naghdi-Spannungsrate. Sie ist definiert als: 
 kljlikkijkkjikijij RR τ=Ωσ+Ωσ+σ=σ
∇
  (3.137) 
mit 
 jkikij RR=Ω . (3.138) 
Die Rotationsmatrix R erhält man durch polare Zerlegung des Deforma-
tionsgradienten F: 
 kjikkjikij RVURF ==  (3.139) 
U ist hierbei der Rechts-Streck-, V der Links-Streck-Tensor. Eine Proze-
dur zur direkten polaren Zerlegung findet man im ABAQUS-Manual [2]. 
Als erstes muß das Eigenwertproblem 
 0N)IFF( kik
2
jkij =λ−  (3.140) 
gelöst werden. Als Ergebnis erhält man die drei Eigenwerte IIIIII ,, λλλ  der 
Hauptstreckungen und die dazugehörigen Eigenvektoren IIIIII ,, NNN . Die 
zu IIIIII ,, NNN  gehörigen Eigenvektoren IIIIII ,, nnn  in der aktuellen Konfigu-
ration lassen sich durch Tensorkontraktion des Deformationsgradienten 
mit den jeweiligen Eigenvektoren dividiert durch ihre Eigenwerte be-
stimmen: 





















Der Links-Streck-Tensor läßt sich nach einigen algebraischen Umfor-
mungen wie folgt bestimmen: 
 jIIIiIIIIIIjIIiIIIIjIiIIij )n()n()n()n()n()n(V λ+λ+λ=  (3.142) 
Die eigentlich gesuchte Rotationsmatrix R läßt sich nun durch Invertieren 




















=− . (3.144) 
Nähere Herleitungen sind dem ABAQUS-Manual [2] zu entnehmen.  
Die Spannungen können in der unrotierten Konfiguration aktualisiert 





































++ τ∆+τ=τ  (3.146) 
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Über die Rotationsmatrix können die Cauchy-Spannungen wieder in die 








++++ τ=σ  (3.147) 
Anstelle der aufwendigen und rechenintensiven polaren Zerlegung ent-
wickelten Flanaghan und Taylor [96] einen inkrementellen update des 























Es wird ersichtlich, daß r=Ω nur dann gilt, wenn das Tensorprodukt aus 
Deformationsrate ε  und Links-Streck-Tensor V symmetrisch ist. eijk ist 
der Permutationstensor. Auswerten des Gleichungssystemes 
 ( ) ( ) njkij21ij1njkij21ij RtIRtI Ω∆+=Ω∆− +  (3.149) 
liefert den neuen Rotationstensor Rn+1. Um die gleiche Prozedur für den 
nächsten Zeitschritt wiederholen zu können, muß noch der Links-Streck-



















Der Spannungsupdate geschieht nun gemäß den Gleichungen 3.145 bis 
3.147. Eine ausführliche Herleitung ist dem Artikel von Taylor und Fla-
naghan [96] zu entnehmen. 
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Einen guten Überblick über die verschiedenen Formen, Starrkörperrota-
tionen zu berücksichtigen, findet man bei Herrmann [139]. 
 
Der Green-Lagrange’sche Verzerrungstensor E=1/2(FTF-I) und der ihm 
konjugierte Spannungstensor, der 2. Piola Kirchhoff-Tensor, sind zwei 
starrkörperinvariante Tensoren. Da für das Stoffgesetz nicht der 2. Piola 
Kirchhoff-Tensor interessiert, sondern die Cauchy-Spannung, muß der 2. 







=  (3.151) 
Wird das Dehnungsinkrement über den Geschwindigkeitsgradienten be-
rechnet, wird damit automatisch angenommen, daß innerhalb eines Zeit-
schrittes t∆  das Dehnungsinkrement konstant sei. Dies führt auf den 
Begriff der inkrementellen Objektivität. Inkrementelle Objektivität ist eine 
aufgrund physikalischer Überlegungen anzustrebende Eigenschaft eines 
Integrationsverfahrens, die sich bei rein mathematischer Betrachtung le-
diglich im Grenzfall verschwindend kleiner Zeitschritte t∆  wegen der 
Konsistenzforderung ergeben muß. In der Literatur findet man verschie-
dene Definitionen für den Begriff der inkrementellen Objektivität (siehe 
Hughes, Winget [152], Rubinstein, Atluri [233], Reed, Atluri [229], Weber 
et al. [261]). Es sei der Begriff der inkrementellen Objektivität nach Hug-
hes und Winget [152] erklärt. Sie betrachten folgenden Algorithmus zur 
Integration der konstitutiven Gleichungen: 
 σσσ ∆+= ++ 1n1n  (3.152) 
 Tn1n QσQσ =+  (3.153) 
 ( ) ( )( )rIrIQ  t1t 1 ∆α−+∆α−= −  (3.154) 
mit  
α ∈ [0,1]. 
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Es sei ℜ  eine Menge orthogonaler Tensoren. Der Algorithmus, be-
schrieben durch die Gleichungen 3.152 bis 3.154 heißt inkrementell ob-
jektiv bezüglich ℜ , wenn für alle R ∈ ℜ  gilt: 
 n1n yRy =+  (3.155) 
 Tn1n RσRσ =+  (3.156) 
Durch Anwendung der verallgemeinerten Mittelpunktsregel sei α=0,5. Ist 
R+I nicht singulär, dann muß Q orthogonal sein, und der Algorithmus 
gegeben durch Gleichungen 3.152 bis 3.154 ist bezüglich ℜ  inkremen-
tell objektiv. Es gilt Q=R. Der orthogonale Tensor Q ist nur bei Anwen-
















t  (3.157) 
Für alle anderen α≠0,5 ist Q kein orthogonaler Tensor mehr. Hughes und 
Winget führen in [152] den mathematischen Beweis für ihre Theorie. 
Jansohn [157] weist darauf hin, daß der Algorithmus von Hughes und 
Winget nur einen schwachen Grad an inkrementeller Objektivität ge-
währleistet. Er schlägt vor, Integrationsverfahren, die auf einer mit 
Oldroyd-Ableitungen formulierten Materialtheorie basieren, zu verwen-
den (siehe auch Simo, Ortiz [242], Simo, Miehe [243], Simo [244], Auric-
chio, Taylor [9], Lührs, Hartmann, Haupt [191]). Bei diesen Verfahren 
werden im Gegensatz zum Winget-Hughes-Algorithmus keine Annah-
men über den Verlauf der unabhängigen Variablen im Zeitinkrement be-
nötigt. Der Almansi-Verzerrungstensor läßt sich explizit aus dem Defor-
mationsgradienten berechnen und die Transformation der tensorwertigen 
Variablen erfolgt mit dem inkrementellen Deformationsgradienten. 
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3.9 Explizite Zeitintegration 
Die verwendeten Differentialgleichungen werden mit dem modifizierten 
leap–frog-Algorithmus über die Zeit integriert. Im Gegensatz zum Prädik-
tor-Korrektor–Verfahren, das zunächst alle Größen zum Zeitpunkt 
2/tt ∆+  bestimmt, um anschließend auf die Werte von tt ∆+  zu schlie-
ßen, werden beim leap–frog–Algorithmus die Geschwindigkeiten nur zu 





























Alle anderen Feld- und Zustandsgrößen werden nun zu den dement-
sprechenden Zeitpunkten ermittelt. Der Geschwindigkeitsgradient wird 
beispielsweise zum Zeitpunkt n+1/2 berechnet, da der Spannungstensor 
zu den vollen Zeitschritten ermittelt wird. Für die räumliche Ableitung be-
darf es somit eines Zwischenschrittes, d.h. der Ortsvektor ist zum Zeit-
punkt n+1/2 zu interpolieren. Weitere Literatur zur expliziten Zeitintegra-
tion findet man z.B. bei Benson [24]. 
Das leap–frog–Schema ist in der Zeit von Genauigkeit 2. Ordnung. Die 
Stabilität wird durch die Verwendung des CFL–Kriteriums gewährleistet: 
 ( )sc/ht +ϖ≤∆  (3.159) 
Das CFL-Kriterium sichert, daß sich eine Welle in einem Zeitschritt nur 
innerhalb eines Elementes fortpflanzt. Hierbei ist 3,0=ϖ  und s ist die 
relative Partikelgeschwindigkeit. 
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Bild 3.43: SPH-Flußdiagramm 
 
In Bild 3.43 ist das SPH–Programm als Flußdiagramm dargestellt. 
 
Ausgangspunkt sind die Spannungen zum Zeitpunkt n. Durch Anwen-
dung der Bewegungsgleichung lassen sich die Beschleunigungen be-
rechnen. Durch Integration der Beschleunigungen erhält man die Ge-
schwindigkeiten zur Zeit n+1/2, die nach erneuter Integration den neuen 
Ortsvektor zur Zeit n+1 liefern. Wird in der Bewegungsgleichung keine 
künstliche Viskosität benutzt, müssen noch die Geschwindigkeiten durch 
den CSA (siehe Kapitel 3.4.2) geglättet werden, der dann ebenso auf die 
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n1n t,t ∆∆ −
























148 3 Die Methode der Smooth Particle Hydrodynamics 
Dichte und innere Energie angewendet wird. Wie in Kapitel 3.4.2 bereits 
erwähnt erwies sich der CSA als äußerst dissipativ und wurde deswegen 
in den im Rahmen dieser Arbeit durchgeführten Berechnungen nicht wei-
ter benutzt. Über Gl. 3.49 bzw. 3.51 wird die neue Interpolationslänge 
berechnet. Dies geschieht entweder direkt zu Beginn des neuen Zeit-
schrittes (Gl. 3.49) oder nach Ermittlung des Geschwindigkeitsgradienten 
(Gl. 3.51) über eine inkrementelle Aktualisierung. Die Dehnraten, aus 
denen auf das Dehnungsinkrement geschlossen werden kann, sowie die 
Rotationsraten, die zur Berechnung des Jaumann’schen Spannungs-
geschwindigkeitstensors erforderlich sind, lassen sich durch Aufspalten 
des Geschwindigkeitsgradienten in einen symmetrischen und antisym-
metrischen Teil ermitteln. Gegebenenfalls muß noch der Deformations-
gradient F zur Berücksichtigung der Starrkörperrotation oder zur Ermitt-
lung des Green Lagrange’schen Verzerrungstensors bestimmt werden. 
Bei finiten Elementen wird er über die Ableitung der Ansatzfunktion er-
mittelt (siehe Bathe [15]). Wird die FE-Ansatzunktion durch die SPH-
Ansatzfunktion substituiert, kann auch in einem Partikelcode der Defor-























=   (3.160) 
Beim Standard SPH-Verfahren läßt sich der Deformationsgradient nicht 
hinreichend genau ermitteln, so daß es bei der Bestimmung der Rotati-
onsmatrix R zu Fehlern kommt, was zu unkorrekten Starrkörperrotatio-
nen führt. Ein einfaches und anschauliches Beispiel wird in Anhang A4 
diskutiert. Über die Kontinuitätsgleichung wird die neue Dichte ermittelt. 
Die andere Methode zur Dichteberechnung wurde aufgrund der etwas 
längeren Rechenzeit und der Randprobleme nur zu Vergleichszwecken 
verwendet. Bevor die konstitutive Beziehung den neuen Spannungsten-
sor liefert, muß noch die Starrkörperrotation berücksichtigt werden. Dies 
geschieht über den Jaumann’schen Spannungsgeschwindigkeitstensor 
oder den Green-Naghdi-Tensor, wobei hier zwischen der direkten pola-
ren Zerlegung und dem inkrementellen Update gewählt werden kann. 
Einen schwachen Grad an inkrementeller Objektivität sichert der Algo-
rithmus von Hughes und Winget. Es hat sich jedoch gezeigt, daß der 
Hughes-Winget-Algorithmus einen unbedeutenden Einfluß auf die Er-
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gebnisse bei Explosionsberechnungen und Impaktberechnungen mit ho-
hen Impaktgeschwindigkeiten besitzt. Vor Beginn der Rechnung müssen 
noch Optionen gesetzt werden, welche Gleichungen bei der Simulation 
verwendet werden sollen. Obwohl das MLSPH-Verfahren die längste 
Rechenzeit benötigt, wurde es hauptsächlich zur Simulation des Betons 
verwendet, da hiermit eine saubere Abbildung des Werkstoffverhaltens 
ermöglicht wurde. Bei Detonationsberechnungen wird die JWL-
Zustandgleichung ausgewertet. Die Energieerhaltungsgleichung liefert 
die neue spezifische innere Energie. Da alle Partikelgrößen in Gl. 3.25 
bekannt sind, läßt sich darüber die innere Energie direkt berechnen. So 
kann von einer erneuten rechenintensiven Summenbildung abgesehen 
werden. Da die JWL-Zustandgleichung von der Anfangsdetonations-
energie und nicht der aktuellen inneren Energie abhängt, erfolgt keine 
Iteration zwischen Druck und innerer Energie. Wird beispielsweise eine 
Mie-Grüneisen-Zustandsgleichung benutzt, muß zwischen Druck und 
innerer Energie iteriert werden, da dieser Zusammenhang implizit ist. 
Dann erfolgt die Berechnung des Druckes und der inneren Energie in 
derselben Subroutine. Das CFL-Kriterium gibt für den nächsten Berech-
nungszyklus den neuen Zeitschritt vor. 
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3.10 Instabilitäten 
Bei der SPH–Methode gibt es eine sog. Zuginstabilität, die für dieses 
Verfahren typisch ist. Sie macht sich dadurch bemerkbar, daß die Parti-
kelgeschwindigkeiten unphysikalisch um ein Vielfaches zunehmen. Es 
kommt zu Partikelverklumpungen. Swegle [251] untersuchte die SPH-
Methode bezüglich dieser Instabilität. In seiner Untersuchung verwende-
te er den kubischen B-Spline, der auch in dieser Arbeit benutzt wird. Er 
stellte fest, daß diese Zuginstabilität auch unter Druckbeanspruchung 
auftreten kann. Betrachtet man die 1. Ableitung der Interpolationsfunkti-
on (siehe Bild 3.5), ist dies nicht verwunderlich, denn der Einfluß des 
Gradienten der Wichtungsfunktion des Partikels j auf das Partikel i nimmt 
ab einem gewissen Punkt mit zunehmender Partikelnähe wieder ab. Als 
letztendliches Ergebnis erhielt Swegle ein Stabilitätskriterium, das be-
sagt, daß die Rechnung stabil bleibt, solange das Produkt aus Spannung 
und der zweiten Ableitung der Interpolationsfunktion größer als null ist: 
 0W >σ′′  (3.161) 
In Bild 3.44 ist dargestellt, für welche Fälle die Rechnung stabil bzw. in-
stabil bleibt. 
Bild 3.44: SPH-Instabilitäten, aus [252] 
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Viele Wissenschaftler haben sich seither bemüht, diese Instabilität zu 
beheben (siehe z.B. Dyka [85], [86], Wen [264], Hicks [142]). 
 
Dyka [85] versuchte die Instabilität durch Einbau von zusätzlichen Span-
nungspunkten zu beheben (siehe Bild 3.45), tat dies allerdings nur für 
den eindimensionalen Fall. Libersky und Randles [185], [228] erweiterten 
dieses Modell auf den dreidimensionalen Fall. Durch die zusätzlichen 
Spannungspunkte ist es prinzipiell auch möglich, Diskontinuitäten wie 
Risse innerhalb eines Kontinuums abzubilden. Häußler [135] zeigt, wie 
man erfolgreich Diskontinuitäten interpolieren kann. Der Nachteil der Ein-
führung von Spannungspunkten liegt in der ansteigenden Rechenzeit 
und dem erhöhten Speicherplatzbedarf. 
Bild 3.45: Spannungspunkte, aus [86]  
 
Libersky et al. [184] behoben die Zuginstabilität durch Verwendung des 
CSA. Hicks und Liebrock [143] fanden heraus, daß die SPH-Instabilität 
zwar durch den CSA kontrolliert werden kann, die kurzen Wellen aller-
dings mehr als gewünscht geglättet werden können. Durch ein sog. 
Shape-shifting, das die Form der Interpolationsfunktion W und somit das 
Vorzeichen deren zweiten Ableitung verändert, kann die zu starke Dissi-
pation behoben werden. 
 
Andere Wissenschaftler, siehe Kapitel 3.5.4, verbesserten die SPH-
Methode hinsichtlich ihrer Interpolation und ihres Konsistenzverhaltens. 
Somit kann auch die SPH-Instabilität besser kontrolliert werden. 
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Benz [25] untersuchte das Fragmentierungsverhalten von Fels und stell-
te fest, daß keine Instabilitäten auftreten, wenn sich die Zugspannungen 
abbauen, bevor die Dehnungen sehr groß werden. 
Da sich bei Beton sowohl Zug- als auch Druckspannungen abbauen, be-
vor die Dehnungen sehr groß werden, treten auch bei den hier durchge-
führten Berechnungen keine Instabilitäten auf. Sauer [236] beschreibt 
das Phänomen der SPH-Instabillität sehr anschaulich, daß es offensicht-
lich wird, warum bei Materialien mit Entfestigung im Zug- und Druckbe-
reich keine Instabilitäten auftreten. 
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3.11 Vergleich: FEM ↔ SPH 
Abschließend seien hier die wesentlichen Unterschiede und Gemein-
samkeiten der FE- und SPH-Methode dargestellt. Es wird vorausgesetzt, 
daß die Grundlagen der FEM bekannt sind. 
 
Die Bestimmung einer exakten Lösung von Randwertaufgaben ist in den 
wenigsten Fällen möglich. Diskretisierungsverfahren, wie die Methode 
der finiten Elemente oder die Methode der Smooth-Particle Hydrodyna-
mics dienen dazu, das gegebene Differentialgleichungssystem auf die 
Lösung eines Problems mit einer endlichen Zahl von Unbekannten zu-
rückzuführen, in der Regel auf ein System von linearen Gleichungen. Die 
Diskretisierung erfolgt sowohl im Raum als auch in der Zeit. 
 
Beide Verfahren sind dadurch gekennzeichnet, daß sie eine Näherungs-




kh xx Φ= 
=
 (3.162) 
suchen, wobei ak zunächst unbekannte Parameter und kΦ  linear unab-
hängige Ansatzfunktionen sind (siehe Sauer [236]). Der entscheidende 
Unterschied beider Verfahren besteht in der Interpolation, d.h. in der 
Wahl der Ansatzfunktionen Φ. Für die Interpolation mit finiten Elemente 
wird die Delta-Eigenschaft (siehe Anhang A) vorausgesetzt. Die Elemen-
te sind untereinander "vernetzt" und können sich nur durch Erosion ein-
zelner Elemente oder durch Einführung von Federn an den Element-
grenzen voneinander trennen. Einen Einfluß auf einen Knoten können 
nur direkt benachbarte Knoten ausüben. Bei der SPH-Interpolation gilt 
die Delta-Eigenschaft nicht. Über eine Interpolationsfunktion, dessen 
Einflußbereich sich über mehrere auch nicht benachbarte Knoten er-
streckt, tauschen die Partikel untereinander Impulse aus. Es ist von 
vornherein nicht klar, wieviele Knoten sich in einem Einflußbereich befin-
den. Die Anzahl der Knoten in einem Einflußbereich kann sich im Laufe 
der Berechnung ändern, was eine "Nachbarsuche" in jedem Zeitschritt 
für jeden Knoten mit sich bringt. Dies erklärt den höheren Rechenauf-
wand der SPH-Methode. 
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Ein weiterer wesentlicher Unterschied zwischen SPH- und FE-Methode 
besteht in der räumlichen Diskretisierung des Kontinuums. Während die 
Methode der finiten Elemente von der schwachen Form der Differential-
gleichungen ausgeht, die die Differentialgleichungen in einem Kontrollvo-
lumen erfüllt, geht die SPH-Methode von der starken Form der Differen-
tialgleichungen aus, bei der die Differentialgleichungen in diskreten 
Punkten erfüllt werden. Unter Vernachlässigung von Massenkräften läßt 



























ρ   (3.163) 
Hierbei sind N die Formfunktionen und τ die Randspannungen. Der letz-
te Term der rechten Seite resultiert aus den äußeren Kräften auf die je-
weiligen Knoten. 





























Betrachtet man beide Formulierungen wird das Problem der SPH-
Methode deutlich, wenn die Randspannungen nicht Null sind.  
 
Bei finiten Elementen werden Größen wie Spannungen, Dehnungen und 
die Dichte an den Integrationspunkten der jeweiligen Elemente, Be-
schleunigungen, Geschwindigkeiten und Verschiebungen in den Knoten 
bestimmt. Die Genauigkeit der Ergebnisse kann bei der FEM durch eine 
p- und h-Adaptivität verbessert werden. Unter der p-Adaptivität versteht 
man die Erhöhung der Integrationsordnung, unter h-Adpativität die Ver-
feinerung des "Netzes". Die SPH-Methode dagegen ermittelt alle Größen 
in den Partikeln. Um die Güte einer Berechnung zu verbessern, muß al-
so das "SPH-Netz" verfeinert werden (h-Adaptivität). Eine p-Adaptivität 
wurde bei der SPH-Methode noch nicht eingeführt, die MLSPH-Methode 
hingegen kennt die p-Adaptivität. 
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Zur Simulation von Impaktvorgängen oder Kontaktdetonationen müssen 
bei der numerischen Berechnung die verschiedenen Körper in Kontakt 
treten. Bei finiten Elementen geschieht die Modellieung des Kontaktes 
beispielsweise über das Penaltyverfahren oder die Lagrange-Multiplier-
Methode. Dringt ein Knoten eines Körpers in das FE-Netz eines anderen 
Körpers ein, so werden den beteiligten Knoten zumeist Kräfte auferlegt, 
so daß in diesem Zeitschritt eine Durchdringung beider Körper ausge-
schlossen wird. Der Kontakt beim SPH-Verfahren erfolgt einfach durch 
Anwendung der Interpolationsfunktion der in Kontakt tretenden Körper, 
wobei hier nur eine Übertragung einer Druckspannung erlaubt ist, so daß 
es nicht zu einem unphysikalischen Verschmelzen der beiden Körper 
kommt. 
 
Der letzte Unterschied besteht in der Art der künstlichen Viskosität. FEM 
und SPH verwenden zwei unterschiedliche Viskositäten, die jedoch 
demselben Zweck dienen, der Verschmierung der Schockfront über eine 
kleine Region. Näheres siehe Kapitel 3.4.1. 
 
Neben der Tatsache, daß mit beiden Verfahren beispielsweise die Erhal-
tungsgleichungen gelöst werden können, gibt es noch ein paar weitere 
Gemeinsamkeiten. 
 
Die wichtigste Gemeinsamkeit ist wohl die Tatsache, daß FE- und SPH-
Methode die Struktur als ein homogenes Kontinuum abbilden. Somit 
können auch dieselben Spannungs- und Dehnungsgrößen verwendet 
werden. 
 
Für Probleme in der Kurzzeitdynamik verwenden die SPH- und FE-
Methode einen expliziten Zeitintegrationsalgorithmus, da dieser im Ge-
gensatz zu den impliziten Verfahren wesentlich stabiler und schneller ist, 
da er keine Gleichgewichtsiterationen zwischen inneren und äußeren 
Kräften durchführen muß. Um die Stabilität des Integrationsverfahrens 
zu gewährleisten, ist die Einhaltung eines minimalen Zeitschrittes eine 





≤∆ , (3.165) 
156 3 Die Methode der Smooth Particle Hydrodynamics 
wobei c die Schallgeschwindigkeit, ∆t das Zeitinkrement und rE die 
kleinste Element- bzw. "Partikellänge" bezeichnen. Somit wird gewähr-
leistet, daß sich eine Welle während eines Zeitschrittes nur innerhalb ei-
nes Elementes bzw. Partikels ausbreitet. 
 
Nachfolgend sind die wesentlichen Unterschiede beider Verfahren noch 




• Grundgleichungen: Erhaltung der Masse, Energie und des Impulses 
• Zeitschrittkriterium 
• Dehnungen und Spannungen 
Unterschiede 
• starke Form der DGl. 
• Viskosität 
• nur Partikel 
• Kontakt über Kernelfunktion 
• Interpolationsfunktion 
• schwache Form der DGl. 
• Viskosität 
• Integrationspunkte und Knoten 
• Kontakt über slide-line Verfahren
• Interpolationsfunktion 
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3.12 Ein eigenes SPH-Programm 




Beim Preprocessing werden die Geometrie- und die Stoffparameter von 
einer externen Datei aus in das Berechnungsprogramm eingelesen. 
Hierzu wurde ein Modul implementiert, mit dem folgende Geometrien 
diskretisiert werden können: 
• ein Zylinder 
• ein Kegel 
• ein Quader 
• eine Kugel 
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Bild 3.46: Eingabedatei  
 
Der erforderliche Eingabedatensatz für das SPH-Programm wurde ähn-
lich dem FE-Code ABAQUS gewählt, bei dem sog. Befehle mit einem 
vorangehenden * gekennzeichnet werden, bevor in der nächsten Zeile 
die erforderlichen Daten eingegeben werden müssen. Ein Beispiel für 















// Mittelpkts.ko. , Durchm./Hoehe, Part.abst., Part.anz.
0.0, 0.0, 0.0, 100.0, 300.0, 1.0, 1.0, 10000
*material
1 // Material 1 = Stahl
*material_data
// Dichte, EModul, Querkont., Fliessp., min. Druck, max. pl. Dehnung
0.0087, 210000.0, 0.3, 2000.0, 1500.0, 0.2
*boundary
no // keine Ausnutzung von Symmetriebedingungen
















u1,1000 // Ausgabe der Geschw. von Partikel Nr. 1000
*end_fileout
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3.12.2 Lösungsphase 
Der Rechenablauf im Programm ist in Bild 3.43 dargestellt und im Laufe 
dieses Kapitels hinreichend erörtert worden.  
 
Der CODE ist in FORTRAN 90 geschrieben, der objektorientierten Version 
von FORTRAN, in der vor allem die Vorzüge der Datenkapselung, Verer-
bung und Polymorphie genutzt werden können. Es sei hier auf einschlägige 
Literatur verwiesen ([219], [16], [226], [227], [201], [137]). Die Strukturie-
rung der Daten in einem objektorientierten FE-Code ist den Artikeln von 
Dubois-Pelerin, Zimmermann [81], [82], [83] zu entnehmen, die Daten-
struktur bei einer netzfreien Methode wird in Häußler-Combe [135] und 
Sauer [236] gut erläutert und wird in dieser Arbeit nur kurz in Kapitel 
3.12.2.4 erklärt. Eine ausführliche Diskussion würde den Umfang dieser 
Arbeit sprengen. Stattdessen wird prinzipiell auf die verschiedenen Prob-
leme bei der Programmierung eingegangen. Das Ziel dieser Arbeit ist, 
das Fragmentierungsverhalten von Beton zu untersuchen. Deshalb müs-
sen die Berechnungen bis zu einem sehr späten Zeitpunkt durchgeführt 
werden, um die Vorteile der SPH-Methode zu nutzen. Dazu ist das Pro-
gramm so zu optimieren, daß es mit möglichst vielen Partikeln in kurzer 
Zeit das Ergebnis berechnet. Somit muß ein sinnvoller Kompromiß zwi-
schen Speicherplatzanforderung und Laufzeitverhalten geschlossen 
werden. Da im Rahmen dieser Arbeit Systeme mit sehr großen Partikel-
anzahlen (>100.000) berechnet werden, wird die Speicherplatzverwal-
tung dynamisch gestaltet, d.h. daß Felder, die nur kurzzeitig zur Berech-
nung benötigt werden, im Laufe der Berechnung allokiert und bei Bedarf 
wieder deallokiert werden. Somit kann eine enorme Einsparung an Spei-
cherplatz erreicht werden. Auf das Thema Speicherplatz und Laufzeit-
verhalten wird später noch näher eingegangen. 
 
3.12.2.1 Nachbarsuche 
Zur Berechnung der Größen, die einer Aufsummierung über ihre Nach-
barn bedürfen wie der Beschleunigungen, der Dehnungen, der Dichte, 
etc., muß die Wechselwirkung der Partikel i mit den Partikeln j ermittelt 
werden. Eine Möglichkeit wäre, die Wechselwirkung jedes Partikels mit 
jedem zu ermitteln. Bei einer Anzahl von N Partikel müßten also N•N 
Schleifen durchlaufen werden, was zu einer unzumutbaren Rechenzeit 
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führen würde. Deshalb ist die Verwendung eines geeigneten Suchalgo-
rithmus der Schlüssel für die Effektivität eines SPH-Programmes. In der 
Literatur findet man zahlreiche Such- und Sortieralgorithmen ([240], 
[150], [226], [265], [215], [102], [212], [270], [153], [253]). In dieser Arbeit 
wurde ein Algorithmus verwendet, der in Swegle [252] näher erklärt wird. 
Das Problem ist, Partikel zu finden, die innerhalb eines gewissen Ein-
flußbereichs liegen. Alle weiteren Partikel liefern keinen Beitrag zu den 
entsprechenden Gleichungen mehr. Für diese ist die Wichtungsfunktion 
sowie deren Gradient gleich null. Der Sortieralgorithmus besteht aus in-
dividuellen jeweils eindimensionalem Sortieren der Partikel. Zunächst 
werden die Partikel nach ihren Koordinaten sortiert. Anschließend erfolgt 
eine Binärsuche in jeder sortierten Liste, um die untere und obere Gren-
ze zu bestimmen (siehe Bild 3.47). 
Bild 3.47: Bestimmung der Maxima und Minima bei der Kontaktsuche, aus [252] 
 
Die letztendliche Liste, in der alle Partikeladressen enthalten sind, ent-
steht, indem die Liste mit der niedrigsten Partikelanzahl mit den Grenzen 
der Liste der jeweils orthogonalen Koordinatenrichtungen verglichen 
wird. In Bild 3.48 ist dies für den zweidimensionalen Fall dargestellt. So-
mit erfordert der letzte Check nur schnelle INTEGER-Vergleiche.  
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Bild 3.48: Listen bei der Kontaktsuche, aus [252] 
 
Es muß Speicherplatz für 7•N Partikel bereitgestellt werden und der 
Suchalgorithmus ist von N• Nlog2 -ter Ordnung für N Partikel und N 
Suchregionen. Ein wesentlicher Vorteil besteht darin, daß es keines Hin-
tergrundnetzes bedarf, dessen Zellen bei starker Expansion eines Kör-
pers zum großen Teil gar nicht mit Partikeln besetzt sind. 
 
3.12.2.2 Parallelisierung 
Die Berechnungen wurden auf der IBM RS6000/SP-256 und IBM 
RS6000/SP-smp durchgeführt, einem Parallelrechner mit ‚distibuted 
memory‘. Deshalb wurde das Programm parallelisiert. Somit konnte das 
Laufzeitverhalten drastisch verbessert werden. Benutzt wurde hierzu das 
Message Passing Interface (MPI), das von FORTRAN 90 aus aufgerufen 
werden kann, und der "mpxlf"-Compiler. Das Prinzip besteht darin, daß 
mehrere Prozessoren gleichzeitig, also parallel, entsprechende Reche-
noperationenen, Programmteile oder Unterprogramme ausführen. Auf 
der SP stehen entsprechende tools wie der "xprofiler", der "hpmcount" 
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oder der "VAMPIR" zur Verfügung, um das Laufzeitverhalten des Pro-
grammes zu analysieren. Hierbei hat sich gezeigt, daß die meiste Zeit 
das Suchen der Partikel, sowie die Berechnung des Geschwindigkeits-
gradienten, der Beschleunigung und der Dichte in Anspruch nimmt, also 
Berechnungen bei denen eine Aufsummierung durchgeführt werden 
muß. 
Bild 3.49: Laufzeitanalyse des Programmes 
 
Durch die Leistungssteigerung der heutigen Rechner ist es möglich, 
auch größere Strukturen abzubilden. Auf der IBM RS6000/SP-256 dau-
ert beispielsweise eine Zeitschleife unter Verwendung des in Kapitel 3.3 
beschriebenen Betonstoffgesetzes und einer Anzahl von 120.000 Parti-
keln ca. 14 CPU-Sekunden pro Prozessor bei Verwendung von 16 Pro-
zessoren. Hierbei ist noch zu beachten, daß im Dreidimensionalen ge-
genüber einer zweidimensionalen Simulation natürlich ein Vielfaches an 
Partikeln bei der Kontaktsuche beteiligt ist. In Bild 3.49 ist das Laufzeit-
verhalten des Programmes unter Verwendung von 120.000 Betonparti-
keln dargestellt. Hier ist zu erkennen, daß die meiste Zeit die Suchrouti-
ne "mklst3" mit über 30% in Anspruch nimmt. Die Subroutine, in der die 
Erhaltungsgleichungen und Dehn– sowie Rotationsraten ausgewertet 
% cumulative self self total
time seconds seconds calls ms/call ms/call name
33.4 4681.34 4681.34 8750412 0.53 0.53 .mklst3 [5]
26.6 8405.64 3724.30 418 8909.81 20109.19 .@2@erh_gleichung [4]
8.0 9531.69 1126.05 .kickpipes [6]
8.0 10646.19 1114.50 .readsocket [7]
6.7 11585.55 939.36 1254 749.09 749.09 .indexx [8]
3.8 12124.02 538.47 .__mcount [9]
3.4 12605.10 481.08 .mpci_recv [10]
1.3 12789.27 184.17 .flush [18]
1.1 12946.29 157.02 418 375.65 375.65 .@2@boundary [20]
1.1 13094.68 148.39 67133899 0.00 0.00 .free_y [14]
0.7 13193.89 99.21 418 237.34 237.34 .vumat [21]
0.7 13285.88 91.99 259956911 0.00 0.00 .leftmost [22]
0.6 13372.43 86.55 256265353 0.00 0.00 .splay [23]
0.5 13448.02 75.59 67133904 0.00 0.00 .malloc_y [19]
0.3 13491.12 43.10 .__xlf61allocg [15]
0.3 13532.94 41.82 .writesocket [24]
0.3 13567.97 35.03 ._pow [25]
0.2 13601.06 33.09 67133904 0.00 0.00 .malloc [17]
0.2 13631.88 30.82 .__xlfdeallocg [11]
0.2 13662.19 30.31 ._fast_copy [26]
0.2 13691.06 28.87 67133899 0.00 0.00 .free [13]
0.2 13716.73 25.67 .qincrement1 [27]
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werden, nimmt ca. 27% in Anspruch. Die Systemkommunikation 
".kickpipe", ".readsocket" nimmt mit insgesamt 16% einen relativ hohen 
Prozentsatz in Anspruch, was mittlerweile allerdings behoben werden 
konnte.  
 
Im Folgenden sei die grundlegende Vorgehensweise der Parallelisierung 
erläutert. 
Zunächst muß dem Programm die Anzahl "NPROC" der verwendeten 
Prozessoren mitgeteilt werden. Dies geschieht durch Setzen einer Opti-
on beim Starten des jobs und durch Aufruf der dementsprechenden Sub-
routinen innerhalb des Programmes. Da die Beschleunigungen nicht 
während der gesamten Berechnung benötigt werden, werden sie als al-
lokierbarer array a1,2,3[LAENGE] deklariert, wobei "LAENGE" nicht der 
Gesamtpartikelanzahl "N" entspricht. Bei der Simulation wird nun die Be-
rechnung der Beschleunigungen auf "NPROC" Prozessoren verteilt. Je-
der Prozessor hat also ANTEIL=(N+(NPROC-1))/NPROC Berechnungen 
durchzuführen. Die Feldlänge "LAENGE" der Beschleunigungsvektoren 
entspricht der Feldlänge "ANTEIL", d.h. die Daten werden auf die einzel-
nen Prozessoren aufgeteilt. Somit ist eine optimale Speicherplatznut-
zung gewährleistet. Näheres siehe im nächsten Abschnitt. Jeder Prozes-
sor hat innerhalb des Programmes eine Nummer RANK, die von 0 bis 
NPROC-1 läuft. 
 
Am Einfachsten wäre es, allen Prozessoren auch alle Daten zur Verfü-
gung zu stellen. Somit müßten keine Daten über MPI-Subroutinen der 
unterschiedlichen Prozessoren ausgetauscht werden. Vor den rechenin-
tensiven Schleifen, wie z.B. zur Ermittlung der Beschleunigungen oder 
des Geschwindigkeitsgradienten, könnten dann die zu bestimmenden 
Größen auf die einzelnen Prozessoren aufgeteilt und anschließend wie-
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Bild 3.50: Parallelisierungsvariante 1 
 
Würden beispielsweise drei Prozessoren verwendet, würden bei einer 
Anzahl von 900 Partikeln von Prozessor 0 die Ermittlung der Beschleu-
nigungsvektoren der Partikel 1 bis 300, sowie das Suchen deren Nach-
barpartikel, von Prozessor 1 die Berechnung der Beschleunigungen der 
Partikel 301 bis 600, sowie das Suchen deren Nachbarpartikel und von 
Prozessor 2 die Ermittlung der Beschleunigungen der Partikel 601 bis 
900 und deren Nachbarsuche durchgeführt. Dies ist möglich, da zur Be-
rechnung der Beschleunigung a1,2,3 des Partikels i keine weiteren Be-
schleunigungen a1,2,3 der Partikel j erforderlich sind. Alle übrigen Größen, 
wie z.B der Ortsvektor, wären allen Prozessoren in voller Größe bekannt, 
so daß die Aufsummierung korrekt erfolgt. Nach der Berechnung soll das 
Programm wieder in serieller Berechnungsweise fortfahren. Dies würde 
durch Aufruf der entsprechenden Subroutine im Programm geschehen. 
Der schematische Ablauf dieser Parallelisierungsvariante ist in Bild 3.50 
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merkt, daß die Liste mit den Nachbarpartikeln nicht dieselbe Größe wie 
das Feld besitzt, in der die Beschleunigungen abgespeichert sind, wie 
man vielleicht aus Bild 3.50 schließen könnte. Die verkettete Liste, in der 
die Adressen der Nachbarpartikel und weitere Daten abgespeichert sind, 
wird nach der Berechnung der Beschleunigungen nicht wieder „zusam-
mengesetzt“ und deren Inhalt ist natürlich für jeden Prozessor verschie-
den. Dies sollen die unterschiedlichen Farben in Bild 3.50 verdeutlichen. 
Die Parallelisierung der übrigen Programmteile geschieht dementspre-
chend.  
 
Eine bessere Methode, die letztendlich auch gewählt wurde, ist die je-
weiligen Daten schon vor Beginn der Rechnung auf die einzelnen Pro-
zessoren zu verteilen (siehe Bild 3.51). Somit kann enorm an Speicher-
platz gespart werden, vor allem unter Verwendung vieler Prozessoren, 
was sich auch auf das Laufzeitverhalten günstig auswirkt, da Daten, die 
mehrmals im Laufe eines Zeitschrittes benötigt werden, abgespeichert 
werden können und nicht aus Speicherplatzproblemen erneut berechnet 
werden müssen. Näheres dazu ist in Kapitel 3.12.2.3 zu finden. Das 
Problem bei der Aufteilung der Daten auf die verschiedenen Prozesso-
ren ist, daß zur korrekten Summenbildung Daten der jeweiligen Prozes-
soren ausgetauscht werden müssen. Um das Laufzeitverhalten des 
SPH-Codes nicht zu verschlechtern, wurde ein aufwendiger Datenaus-
tausch der Prozessoren über MPI-Unterprogramme vermieden. Statt-
dessen wurde vor Berechnungen, bei denen Daten der Prozessoren 
ausgetauscht werden müssen, Hilfsfelder angelegt, in denen die erfor-
derlichen Daten allen Prozessoren zugänglich gemacht wurden. Nach 
diesen Berechnungen wurde der Speicherplatz für die Hilfsfelder wieder 
freigegeben (siehe Bild 3.51). 
 
Der Nachteil dieser Parallelisierung besteht darin, daß eine Nachbarsu-
che im gesamten Problemgebiet, d.h. für sämtliche Partikel durchgeführt 
wird. Sinnvoller wäre es, eine Nachbarsuche nur in Untergebieten durch-
zuführen, z.B. gemäß Bild 3.52. Hierbei ist das Problem zu lösen, Unter-
gebiete zu finden, so daß bei gleichmäßiger Partikelaufteilung auf die 
Prozessoren der Datenaustausch minimiert wird. Um dies zu gewährleis-
ten, müssen die Untergebiete sich überschneiden. Das Problem ist, daß 
aufgrund der großen Deformationen der Struktur die Untergebiete wäh-
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rend der Berechnung sehr oft (dynamisch) bestimmt werden müssen. 
Enorm zeitintensiv ist die Neuaufteilung der Partikeldaten auf die einzel-
nen Prozessoren.  
Bild 3.51: Parallelisierungsvariante 2 
 
Har [132] schlägt vor, einen Prozessor (Prozessor 0) nur für den Daten-
austausch bereitzustellen. Hierbei werden alle Informationen an diesen 
Prozessor geschickt, der die Daten sammelt und dann zu den anderen 
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Prozessor 0 genügend Hauptspeicher zur Verfügung haben und zwei-
tens ist der Datenaustausch enorm. Wenn die Daten statisch gemäß Bild 
3.52 ausgehend von der Anfangspartikelkonfiguration auf die einzelnen 
Prozessoren verteilt werden, hat sich gezeigt, daß die Systemkommuni-
kation mehr CPU-Zeit in Anspruch nimmt als sämtliche Berechnungen 
einschließlich der Nachbarsuche. Dies liegt darin begründet, daß die Un-
tergebiete bei der Verformung der Struktur sich gemäß der ihnen zuge-
teilten Partikel vergrößern, was aufgrund der Eindringung von Partikeln 
der benachbarten Prozessoren zu einem enormen Datenaustausch führt. 
Besonders bei steigender Prozessoranzahl und großen Deformationen 
wird das Laufzeitverhalten des Programmes drastisch schlechter. Brown 
et al. [35] gelang es mithilfe RCB-Technik (recursive coordinate bisectio-
ning), die Neuverteilung der Partikeldaten auf die einzelnen Prozessoren 
drastisch zu minimieren. RCB teilt das gesamte Problemgebiet in recht-
eckige bzw. quaderförmige Untergebiete auf, so daß jeder Prozessor 
gleich viele Partikeldaten enthält. RCB hat den großen Vorteil, daß die 
Neuaufteilung der Daten auf die einzelnen Prozessoren bei kleineren 
Partikelbewegungen gering bleibt. Aufgrund des enormen Programmier-
aufwandes wird von einer solchen Variante jedoch abgesehen. 
Bild 3.52:  Statische Aufteilung der Partikeladressen und –daten auf die verschiede-
nen Prozessoren 
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3.12.2.3 Laufzeitverhalten und Speicherplatz 
In Kapitel 3.12.2.2 ist der Ablauf der Berechnungen der Beschleunigun-
gen schematisch erläutert worden. Die Adressen und gegebenenfalls 
noch weitere Daten der Nachbarpartikel werden in einer verketteten Liste 
abgespeichert. Der Inhalt der Liste könnte auch in ein Feld gespeichert 
werden. Hier wird schneller auf die Daten zugegriffen, was die Laufzeit 
des Programmes verbessert. Der Nachteil der Speicherung der Nach-
barpartikel in ein Feld ist der, daß vor Beginn der Nachbarsuche noch 
nicht bekannt ist, wie viele Nachbarpatikel es insgesamt gibt, so daß 
großzügig Speicherplatz allokiert werden müßte, was vor allem bei gro-
ßen Partikelzahlen zu akuten Speicherplatzproblemen führt. Deshalb 
werden die Partikeladressen nicht in einem Feld, sondern in einer verket-
teten Liste gespeichert. Hierfür wird ein selbstdeklarierter Datentyp ver-
wendet: 
 
  TYPE neighbor 
    REAL(KIND = param) :: parp, pars, parq 
    INTEGER :: pari 
    TYPE(neighbor) :: next 
  END TYPE neighbor 
 
  TYPE(neighbor), TARGET :: first 
  TYPE(neighbor), POINTER :: temp, last 
 
Bild 3.53:  Selbstdeklarierter Datentyp 
 
Bei der verketteten Liste handelt es sich um eine dynamische Daten-
struktur, die beliebig wachsen und schrumpfen kann. Ihre Elemente sind 
Strukturen mit einem rekursiv definierten Datentyp, d.h. einem Datentyp 
mit einer Zeigerkomponente gleichen Typs. Diese Zeigerkomponente 
zeigt in jedem Element der Liste auf das jeweils nachfolgende Objekt, 
sofern eines existiert. Ist die Liste einmal erstellt - dies geschieht in jeder 
Zeitschleife neu - erfolgt der Zugriff über den Zeiger „last“ (siehe Bild 
3.53) bis die Liste vollständig durchlaufen ist. Das Prinzip der verketteten 
Liste ist in Bild 3.54 dargestellt. 
 
Die Parallelisierung wurde so durchgeführt, daß alle Daten auf die ein-
zelnen Prozessoren verteilt wurden. So konnte nicht nur der benötigte 
Hauptspeicher optimal ausgenutzt, sondern auch das Laufzeitverhalten 
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optimiert werden. Es können neben den Adressen der Nachbarpartikel 
auch noch die Ableitungen der Wichtungsfunktion in der verketteten Liste 
abgespeichert werden. Somit stehen in der Liste eine INTEGER und drei 
REAL, die 4 bzw. jeweils 8 Byte in Anspruch nehmen. Geht man davon 
aus, daß jedes Partikel ca. 120 Nachbarpartikel besitzt – dies entspricht 
ungefähr der maximalen Anzahl der Nachbarpartikel in der Ausgangssi-
tuation -, müßten für jedes Partikel 120*(4+3*8)=3360 Byte zur Verfü-
gung stehen. Auf der SP-256 stehen 250 MByte im "general-pool" bzw. 
500 MByte Hauptspeicher im "production-pool" zur Verfügung. Man kann 
auf Kosten hoher Wartezeiten auch noch mehr Speicherplatz allokieren. 
Würde man allen Prozessoren sämtliche Partikeldaten zur Verfügung 
stellen, dürften unter oben genannten Speicherplatzanforderungen  im 
"general-pool" mit maximal 74.704 und im "production-pool" 148.808 
Partikeln gerechnet werden. Es kommt noch der Speicherplatz der ande-
ren Felder wie Spannungen, Dehnungen, Dichte, etc. hinzu, die für die 
Simulation erforderlich sind. Ein Ausweg wäre, den Speicherplatz für die 
verkettete Liste nur in Programmteilen temporär anzufordern, in dem er 
auch benötigt wird. So kann der Speicherplatz für die „linked list“ wäh-
rend der Berechnung der Beschleunigungen, Dehnraten, etc. allokiert 
und direkt anschließend deallokiert werden. Dies würde allerdings be-
deuten, daß eine zeitintensive Nachbarsuche im Programm während ei-
ner Zeitschleife mehrmals durchlaufen werden müßte. Durch die Auftei-
lung der Daten auf die jeweiligen "NPROC" Prozessoren wird der Spei-
cherplatzbedarf um 1/NPROC reduziert. Somit können im oben be-
schriebenen Beispiel bei Verwendung von 16 Prozessoren – weniger 
wurden in der Regel nicht verwendet – die maximale Partikelanzahl auf 
ca. 1.195.264 im "general-pool" und 2.380.928 im "production-pool" er-
höht werden. 
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Des weiteren kann das Laufzeitverhalten durch eine geschickte Partikel-
nummerierung verbessert werden. Hierzu sei zunächst die Architektur 
eines Knotens auf der SP-SMP betrachtet (siehe Bild 3.55). Der Knoten 
enthält eine CPU-Karte mit 2 voneinander unabhängigen CPUs vom Typ 
POWER3. Jede CPU verfügt über einen level 1- und level 2-Cache (sie-
he Bild 3.55). Bei der Berechnung werden die benötigten Daten in 128 
Byte-Blöcken (Cachelines) vom Hauptspeicher zunächst in den level 1-
Cache und gleichzeitig in den level 2-Cache geladen. Die für die Be-
rechnung notwendigen Adressen und Daten werden mit der Taktfre-
quenz des Prozessors (375 MHz) einzeln aus dem 64 KB großen level 1-
Cache geholt. Geänderte Daten wandern mit einer Taktfrequenz von 250 
MHz in den 8 MB großen level 2-Cache (siehe Bild 3.55). Müssen Daten 
und Adressen für die Berechnung aus dem level 2-Cache oder sogar aus 
dem Hauptspeicher geholt werden, so geschieht dies in 128 Byte-
Blöcken mit einer Frequenz von 250 MHz vom level 2-Cache und 93,75 
MHz vom Hauptspeicher. Beim Zugriff auf den Hauptspeicher müssen 
sich beide CPUs die Hauptspeicherbandbreite teilen. Es ist also ge-
schickt, möglichst viele Daten, die für einen Rechenzyklus benötigt wer-
den im level 1-Cache zu lagern. Bei der Berechnung der SPH-Summen 
sind die Nachbarpartikel so zu numerieren, daß sie im Hauptspeicher 
nahe beieinander liegen, damit möglichst viele Partikel, die für die Auf-
summierung benötigt werden, bei der Berechnung im level 1-Cache lie-
gen.  
Bild 3.55: Systemarchitektur eines Knotens auf der IBM RS 6000 SP-SMP 
 
Diese Problematik entspricht einer Bandbreitenoptimierung bei der FE-
Methode. Die Grundidee der Banddbreitenoptimierung ist das Aufteilen 
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Startpartikel, das die Partikelnummer 1 enthält. Zu einer ersten Stufe 
werden die Partikel zusammengefaßt, die dem Partikel 1 benachbart 
sind. Sie werden fortlaufend durchnumeriert. Zur zweiten Stufe werden 
die Partikel zusammengefaßt, die den Partikeln der ersten Stufe be-
nachbart sind. Sie werden fortlaufend weiternumeriert. Die einzelnen 
Stufen sind somit kreisförmig um das Anfangspartikel angelegt. Allge-
mein kann gesagt werden, daß die Bandbreite um so geringer ist, je 
mehr Stufen zur Erfassung aller Knoten erforderlich sind. Die entschei-
dende Aufgabe besteht darin, mit möglichst wenig Aufwand ein Startpar-
tikel mit zugehöriger Zahl an Stufen zu finden. Einen geeigneten Algo-
rithmus zur Bandbreitenoptimierung findet man in fast jeder FE-Literatur, 
siehe z.B. Duddeck [84]. 
 
Wie bereits erwähnt, wurden die Berechnungen auf der "alten" IBM 
RS6000/SP-256 und der "neuen" IBM RS6000/SP-smp durchgeführt. 
Gerechnet wurde hauptsächlich auf den "wide nodes", die teilweise bis 
zu 2 GB Hauptspeicher zur Verfügung haben. Es besteht die Möglich-
keit, mit maximal 64 Prozessoren die Berechnung durchzuführen. Bild 
3.56 zeigt die benötigte Rechenzeit pro Zeitschleife jeweils zu Beginn 
der Simulationen für verschiedene Partikelanzahlen unter Verwendung 
von 16 Prozessoren für das Standard SPH-Verfahren. Bild 3.57 zeigt die 
Laufzeit exemplarisch für 380.000 Betonpartikel unter Verwendung un-
terschiedlicher Prozessorenanzahlen für die "alte" und "neue" IBM 
RS6000/SP. Gut erkennbar ist, daß eine Verdopplung der Prozessoren-
anzahl besonders unter Benutzung vieler Prozessoren leider keine Hal-
bierung der Rechenzeit mit sich bringt. 
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Bild 3.56: Benötigte CPU-Zeit pro Zeitschleife zu Beginn der Simulation für unter-
schiedliche Partikelanzahlen unter Verwendung der Standard SPH-
Methode und 16 Prozessoren 
 
Bild 3.57: Benötigte CPU-Zeit pro Zeitschleife für 380.000 Betonpartikel unter Ver-
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Bei Verwendung sehr vieler (>20) Prozessoren kann die Wartezeit so 
lange andauern, daß es effektiver ist, mit weniger (<20) Prozessoren zu 
rechnen. In der Regel wurden 16 Prozessoren verwendet. Da jeder Kno-
ten nicht mit einem anderen Benutzer geteilt werden muß, entspricht die 
CPU-Zeit eines Knotens ungefähr der gesamten REAL-Zeit, wenn der 
job sofort anläuft. Ein Nachteil ist der, daß die Berechnung max. 240 
CPU-Minuten pro Knoten dauern darf. Anschließend wird der job auto-
matisch abgebrochen. Hierfür müssen alle für die Fortsetzung des Re-
chenjobs benötigten Informationen, wie z.B. die Spannungen, die Dichte, 
die Interpolationslänge, etc. auf ein "restart-file" herausgeschrieben und 
bei Fortsetzung des jobs ins Rechenprogramm wieder eingelesen wer-
den. Da die Prozessoren nicht alle exakt dieselbe Rechenzeit benötigen, 
ist es wichtig, den job abzubrechen, wenn der „langsamste“ Prozessor 
die maximale CPU-Zeit erreicht hat. Der Aufruf eines Kettenjobs kann 
z.B. durch folgendes Shell-Skript realisiert werden: 
 
# Hier steht der eigentliche job 
# Wenn der Return-Code des zuletzt aufgerufenen Programms gleich 0 ist, wird der  
# Nachfolgejob gestartet. Anderenfalls wird die Jobkette abgebrochen 
# 
if [ $? = „0“ ] 
then 
#  
# Evtl. noch Ein-/Ausgabedateien kopieren 
# 
# Start des naechsten Jobs in der Jobkette mittels job_submit 
# 
     job_submit .... 
else 
     echo „Fehler im vorhergehenden Job“ 
     echo „Abbruch der Jobkette“ 
fi 
 
Bild 3.58: Realisierung einer Jobkette, aus [99] 
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3.12.2.4 Datenstrukturen 
Bild 3.59: Implementierte Module 
 
Es sei gleich zu Beginn erwähnt, daß die Organisation und die Struktu-
rierung der Daten und Unterprogramme sich im Laufe der Programmie-
rung des SPH-Codes recht häufig verändert hat und noch verändert. Wie 
schon eingangs erwähnt, wird auf die Datenstruktur nur kurz eingegan-
gen. Alle Daten und die Unterprogramme, die von allen SPH-Methoden 
benötigt werden, wie z.B. die Subroutine zur Nachbarsuche, werden im 
Modul PARTICLE definiert. Diese Daten und Unterprogramme werden 
allen weiteren Modulen zur Verfügung gestellt. In den Modulen 
STANDARD_SPH, SYMM_SPH und SHEPARD_SPH sind alle für diese 
SPH-Verfahren notwendigen Unterprogramme implementiert. Die Me-
thoden des STANDARD_SPH Moduls bzw. des SHEPARD_SPH Moduls 
werden in die Module NORM_SPH bzw. MLSPH vererbt. Dort sind alle 
für diese Methoden benötigten Unterprogramme implementiert. Im Modul 
MATERIAL sind alle in Kapitel 5 erläuterten Stoffgesetze implementiert. 
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Programm für das Einlesen der für die Berechnung benötigten Daten ist 
im Modul READ_DATA vorhanden. Daten wie die Dichte, die Interpolati-
onslänge, die Partikelmasse oder die Schallgeschwindigkeit der ver-
schiedenen Körper stellt der Modul BODY bereit. In einem Modul 
MESH_GEN sind die Subroutinen zur Erzeugung der Netze implemen-
tiert. Die Struktur der einzelnen Module ist in Bild 3.59 abgebildet. 
 
3.12.3 Postprocessing 
Im Postprocessing werden die Ergebnisse aus der Berechnung visuali-
siert. Zur Darstellung von "Contour-Plots" wurde das Programm UNIRAS 
benutzt. Soll beispielsweise der Spannungsverlauf eines bestimmten Re-
ferenzknotens über die Zeit oder über die Dehnung dargestellt werden, 
geschieht dies mit Hilfe des Tabellenkalkulationsprogrammes EXCEL. 
 
Ein Vorzug der SPH-Methode ist der, daß sich durch die Trennung der 
Partikel die Fragmentierung automatisch ergibt. Ein Problem ist nun, daß 
die Berechnung nicht lange genug durchgeführt werden kann, um die 
vollkommene Fragmentierung simulieren zu können, da durch die Ver-
schmierung der Dichte im Raum es zu einer starken volumetrischen Ex-
pansion einzelner Partikel kommen kann. Es wird hier ein Fragment-
suchalgorithmus verwendet, der dem Suchalgorithmus zum Auffinden 
von Nachbarpartikeln sehr ähnelt. 
 
Im Laufe der Berechnung kann aufgrund der hohen Beanspruchung die 
Interpolationslänge einzelner Partikel sehr stark zunehmen (auch ab-
nehmen). Physikalisch bedeutet dies, daß der Einflußbereich, d.h. das 
Volumen, des Partikels ebenfalls stark expandiert. Aufgrund der Mas-
senerhaltung nimmt somit die Dichte des Partikels bedeutend ab. Das 
Problem eines großen Einflußbereiches bei der Fragmentsuche liegt dar-
in, daß wegen der begrenzten Rechenzeit sich die Partikel nicht weit ge-
nug voneinander entfernen können. Somit würden sich zu große Frag-
mente ergeben, obwohl wegen der geringen Dichte einzelner Partikel 
man lediglich von "Staubkörnern" sprechen kann, die während einer Exp-
losion entstehen. Diese "Staubkörner" sind derart geschädigt, daß sie 
nicht mehr in der Lage sind, Zug- und Druckspannungen aufzunehmen. 
Somit können sie als einzelnes Fragment, als sog. "Staubkorn" identifi-
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ziert werden. Um die zu starke Volumenexpansion einzelner Partikel zu 
vermeiden, benutzt Hiermaier [146] eine Partikelteilung zur höheren 
Dichteauflösung, auf die wie in Kapitel 3.3.3 bereits erwähnt hier verzich-
tet wird. Im Gegensatz zu Mandell et al. [193] werden die "Staubkörner" 
erst zum Schluß der Berechnung entfernt, wenn sie einen gewissen Ab-
stand von den Außenabmessungen der fragmentierten Struktur haben. 
Mandell et al. [193] löschen Partikel, dessen skalares Schädigungsmaß 
D gleich 1 beträgt, um innere Risse sichtbar zu machen. Da hier weniger 
die entstehenden Risse, sondern vielmehr die Größe der Trümmer inte-
ressieren, wird eine andere Prozedur gewählt. Es sei nochmals darauf 
hingewiesen, daß während der Berechnung keine Partikel gelöscht wer-
den, so daß die Massenerhaltung während der gesamten Berechnung 
erfüllt ist. Lediglich zur Fragmentsuche werden Partikel nach bestimmten 
Kriterien, die im Folgenden erläutert werden, gelöscht. 
 
Die Fragmentsuche geschieht nun folgendermaßen: 
Zunächst wird ein Feld "flag[N]" für jedes Partikel definiert und initialisiert, 
das zur Identifikation der Fragmente dient. "N" ist hierbei die Partikelan-
zahl. Als Wert wird ihm während der Suche ein INTEGER-Wert zugewie-
sen. Gleiche INTEGER-Werte bedeuten, es handelt sich um dasselbe 
Fragment. Um sog. "Staubkörner" aus der Fragmentsuche herauszu-
nehmen, erfolgt zuerst eine "Dichte-Abfrage". Unterschreitet die Dichte 
einen bestimmten vorgegebenen Wert, so werden diese Partikel aus der 
Fragmentsuche herausgenommen, d.h. dem Feld "flag" wird ein sehr 
großer INTEGER-Wert zugewiesen, der die Partikelanzahl übersteigt.  
Die Fragmentsuche geschieht nun ähnlich der Kontaktsuche während 
der Berechnung. Es wird überprüft, ob die Partikel j in den Einflußbereich 
des Partikels i fallen. Ist dies der Fall, so wird dem Feld "flag" der Partikel 
j der gleiche INTEGER-Wert zugewiesen wie dem Partikel i. "Staubkör-
ner" werden bei der Fragmentsuche durch eine Abfrage ausgeschlossen. 
Bei der Fragmentsuche in den in Kapitel 5 durchgeführten Berechnun-
gen hat sich gezeigt, daß das „numerische“ Volumen zu zu großen 
Fragmenten führt. Statt des numerischen Volumens wurde nun das ma-
terielle Volumen zur Fragmentsuche herangezogen, d.h. anstelle des In-
terpolationsradius von 2h wurde bei der Nachbarsuche der geometrische 
Kugelradius r benutzt. Kennt man das Volumen V=m/ρ, läßt sich der Ra-
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dius r leicht bestimmen. Die genaue Anwendung wird in Kapitel 5 erläu-
tert. 
 
Ist die Suche abgeschlossen, muß nur noch die Anzahl der Partikel mit 
dem gleichen "flag"-Wert ermittelt und aufsummiert werden. Da die Mas-
se jedes einzelnen Partikels bekannt ist, erhält man somit die jeweilige 
Fragmentmasse. 
Bild 3.60: Beispiel einer Fragmentsuche 
 
Anhand eines Beispiels soll die Fragmentsuche einmal kurz erläutert 
werden. In Bild 3.60 sind 4 Fragmente und der materielle Interpolations-
bereich des "Staubkorns" 2 schematisch dargestellt. Würde Partikel 2 
nicht als Staubkorn aufgefaßt werden, würden die Partikel 1,2,3,4 und 9 
als ein einzelnes Fragment betrachtet werden. Statt dessen existieren 
drei Fragmente, Partikel 1,3,4, das Partikel 9 und das "Staubkorn", Parti-
kel 2. In Bild 3.61 sind die Werte des Feldes "flag" zur Fragmentidentifi-
zierung aufgelistet. 
 
  Partikel i = 1 flag(i) = 1 
  Partikel i = 2 flag(i) = 9999999 
  Partikel i = 3 flag(i) = 1 
  Partikel i = 4 flag(i) = 1 
  Partikel i = 5 flag(i) = 5 
  Partikel i = 6 flag(i) = 6 
  Partikel i = 7 flag(i) = 6 
  Partikel i = 8 flag(i) = 6 
  Partikel i = 9 flag(i) = 9 
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3.13 Verifikationsrechnungen 
Um das Programm zu testen, wurden verschiedene Rechnungen durch-
geführt. Zum einen wurden Berechnungen gemacht, die mit analytischen 
Ergebnissen verglichen werden können, wie beispielsweise ein Stab mit 
Geschwindigkeitsrandbedingung oder ein elastischer Stoß. Zum anderen 
wurden Impakt- und Explosionsberechnungen mit einem einfachen line-
ar-elastisch ideal-plastischen Werkstoffmodell durchgeführt, um die ge-
nerelle Einsatzfähigkeit des SPH-Codes zu zeigen. Deren Ergebnisse 
werden den dementsprechenden Ergebnissen des kommerziellen FE-
Programmes ABAQUS gegenübergestellt. In Anhang B werden die Er-
gebnisse dargestellt und diskutiert. Es sei noch erwähnt, daß es bei die-
sen Berechnungen lediglich um Verifikationsrechnungen des Program-
mes handelt. Es galt hier nicht, konkrete Versuche mit möglichst realisti-
schem Werkstoffverhalten abzubilden. Dies ist Gegenstand des 5. Kapi-
tels. Die Berechnungen dort beschränken sich auf den Werkstoff Beton. 
Bild 3.62: Elastischer Stoß  
 
Zunächst wird der elastische Stoß zweier Körper betrachtet. Die Körper 
haben sowohl gleiche Abmessungen als auch gleiche Materialparame-
ter. Die Abmessungen und Materialparameter sind Bild 3.62 zu entneh-
men. Der Partikelabstand beträgt dx=dy=dz=0.87 mm. Dem ersten Kör-
per wird eine Anfangsgeschwindigkeit von v=300 m/s zugewiesen. Bild 
3.63 und Bild 3.64 zeigen die Geschwindigkeitsverläufe der beiden Kör-
per exemplarisch in den 4 Referenzknoten für zwei verschiedene Dämp-
fungen. Es ist gut zu erkennen, daß durch die stärkere numerische 
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Bild 3.63: Geschwindigkeitsverlauf in den Referenzknoten bei einer Dämpfung von 
α=1,0 und β=2,0 
 
Bild 3.64: Geschwindigkeitsverlauf in den Referenzknoten bei einer Dämpfung von 
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exakt erreicht bzw. der stoßende Körper nicht zum Stillstand kommt 
(siehe Bild 3.64). Setzt man die Parameter α zu 1 und β zu 2 kann der 
elastische Stoß besser simuliert werden. Hierbei wird schon deutlich, 
daß die Parameter der künstlichen Viskosität möglichst klein zu wählen 
sind, um zu starke Dissipationen zu vermeiden. 
Bild 3.65: Stab mit Geschwindigkeitsrandbedingung 
 
Als nächstes Beispiel wird ein 80 mm langer Stab mit einer Geschwin-
digkeitsrandbedingung gemäß Bild 3.65 belastet. Es wird wieder linear 
elastisches Materialverhalten vorausgesetzt. Der E-Modul wird wie auch 
im ersten Beispiel zu 210.000 MPa und die Poisson-Zahl zu 0.0 ange-
nommen. Der Stab wird mit ABAQUS und dem SPH-Code dreidimensio-
nal diskretisiert, obwohl es sich hierbei eigentlich nur um ein eindimensi-
onales Problem handelt. Die Geometriedaten sind Bild 3.65 zu entneh-
men. Der Partikelabstand wird zu 1,0 mm gewählt, ebenso werden in 
ABAQUS quadratische reduziert integrierte Kontinuumselement mit einer 
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Bild 3.66: Geschwindigkeitsprofil im Stab nach 0,01 ms 
 
Bild 3.67: Druckverlauf von einem Partikel in Querschnittsmitte und einem z=43 mm 
 
Bild 3.66 zeigt den Geschwindigkeitsverlauf im Stab nach 0,01 ms. Bei 
der SPH-Simulation ohne Verwendung einer künstlichen Viskosität treten 
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den die Parameter α und β jeweils zu 1,0 gesetzt. In Bild 3.67 ist der 
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4 Stoffgesetze 
Dieses Kapitel beschäftigt sich mit den verwendeten Werkstoffgesetzen 
für Metalle, dem Sprengstoff und vor allem dem Beton. Bevor auf die 
Stoffgesetze im Einzelnen eingegangen wird, soll ein kurzer Überblick, 
siehe Kapitel 4.1 und 4.2, über die theoretischen Grundlagen bei der 
Stoffgesetzentwicklung gegeben werden, da sie insbesondere bei der 
Entwicklung des Betonstoffgesetzes von Schmidt-Hurtienne [238] eine 
wesentliche Rolle spielen (siehe Kapitel 4.5). Eine detailiertere Darstel-
lung der Voraussetzung dafür findet man beispielsweise bei Chen et al. 
[41]. 
 
4.1 Das elastoplastische Format 
Unter Plastizität versteht man die irreversible Verformung eines Materi-
als. Die klassische Plastizitätstheorie wurde zunächst für Metalle entwi-
ckelt und später auf andere Werkstoffe, wie z.B. Beton übertragen. Die 
Plastizität basiert auf folgenden Grundlagen (siehe Häußler-Combe 
[135]): 
 
1. Einer Grenzfunktion, die alle zulässigen Spannungs- bzw. Dehnungs-
zustände eingrenzt, und die als sog. Fließbedingung diejenigen 
Spannungs- und Dehnungszustände bestimmt, die mit einer plasti-
schen Verformung verbunden sein können. 
2. Einer Potentialfunktion, deren Gradienten als sog. Fließregel die Rich-
tung von plastischen Dehnungszuwächsen angibt. 
3. Einem sog. Belastungskriterium, das den Fall der Be- und Entlastung 
festlegt. 
 
Des weiteren werden zur Beschreibung des plastischen Materialverhal-
tens sog. interne Zustandsvariablen eingeführt, die von Spannungen 
bzw. Dehnungen abhängen. Der Zusammenhang zwischen ihnen wird 
durch sog. Evolutionsgleichungen hergestellt. Häufig wird versucht, den 
internen Zustandsvariablen unter Einbeziehung phänomenologischer 
Aspekte eine mechanische Deutung zu geben. Sie sind damit theore-
tisch im Versuch meßbar, da jede mechanische Größe letztendlich auf 
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Kraft, Weg und Zeit zurückgeführt werden kann. Praktisch scheitert dies 
in der Regel an meßtechnischen Schwierigkeiten. 
 
Die Beschreibung der Plastizität erfolgt hier nicht im Spannungsraum, 
sondern im Dehnungsraum in Anlehnung an das in Kapitel 4.5 beschrie-
bene Betonstoffgesetz. Die Darstellung der Fließbedingung und der 
Fließregel erfolgt in Abhängigkeit der Dehnungen und einer internen Zu-
standsvariablen qp. Abweichend von der allgemeinen Terminologie be-
stimmt hier die plastische Fließregel ( ppp : mσ λ=  ) nicht die Relaxati-
onsspannung, sondern direkt das plastische Dehnungsinkrement pε  (vgl. 
Gl. 4.4). Diese Form ermöglicht eine sehr schnelle Ermittlung der neuen 
plastischen Dehnungen innerhalb des Stoffgesetztes ohne zusätzliche 
Iteration. Bei der Zustandsvariablen qp kann es sich sowohl um eine ska-
lare sowie tensorielle Größe handeln. Somit ergibt sich die Fließbedin-
gung: 
 0)q,(F pp =ε  (4.1) 


















wogegen sich mit  
 0:,0)q,(F ppp ≤= nεε   (4.3) 
die Entlastung abgrenzt. 
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wobei der sog. plastische Lagrangemultiplikator pλ  über die Kuhn-
Tucker-Bedingung 
 0F,0,0F pppp =λ≥λ≤   (4.5) 
an die Grenzfunktion gekoppelt ist. Im Falle Fp≡Gp spricht man von einer 
assoziierten Plastizität. Diese Gleichungen werden um ein Evolutionsge-
setz für die interne Zustandsvariable qp in Abhängigkeit der plastischen 
Dehnungen ergänzt: 
 )(qq ppp ε=  (4.6) 
Aus den angegebenen Basisgleichungen ist das plastische Dehnungsin-
krement pε  bzw. ein Wert für pλ  abzuleiten. Zunächst ergibt sich aus 
der Kuhn-Tucker-Bedingung für den Fall einer fortlaufenden plastischen 
Verformung, d.h. 0p >λ , daß auch die Fließbedingung fortlaufend ein-
zuhalten ist. Damit ist die Konsistenzbedingung 
 0falls0F pp >λ=   (4.7) 
einzuhalten. Die in pF  implizierte zeitliche Abhängigkeit von Fp ergibt sich 
indirekt über die zeitliche Entwicklung von ε und qp. Damit kann die Kon-




























  (4.8) 
dargestellt werden. 

















−=  (4.9) 
zusammengefaßt. Offensichtlich gibt Hp an, wie sich die Fließbedingung 
in Abhängigkeit von dem akkumulierten Betrag λp der plastischen Deh-
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nung ändert. Aus Gleichung 4.8 folgt unter Berücksichtigung von Glei-
chung 4.9: 





p =λ  (4.10) 
und mit Gleichung 4.4 das plastische Dehnungsinkrement 





p ⊗= . (4.11) 
Mit der Forderung, daß die Dissipation im Falle einer plastischen Ver-
formung positiv ist, ergeben sich gewisse Forderungen an die Gestalt 
des plastischen Potentials. Näheres dazu siehe Häußler-Combe [135].  
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4.2 Das Schädigungsformat 
Schädigungskonzepte basieren auf der Beobachtung einer abnehmen-
den Materialsteifigkeit mit zunehmender Beanspruchung wie sie z.B der 
Werkstoff Beton aufweist. Durch die Bildung von Mikrorissen verringert 
sich der effektive Betonquerschnitt (siehe Bild 4.1). Bei gleicher äußerer 
Belastung nimmt die effektive Beanspruchung und damit die Dehnung 
zu. Somit verringert sich die makroskopisch beobachtete Steifigkeit. Im 
Folgenden soll ein kurzer Überblick über die Kontinuumsschädigungs-
mechanik gegeben werden, der für das Verständnis des in Kapitel 4.5 
erläuterten Betonstoffgesetzes wesentlich ist. Eine nähere Diksussion ist 
dem Artikel von Carol et al. [38] zu entnehmen. 
Bild 4.1: Äquivalenzprinzip der Schädigungsmechanik, aus [238] 
 
Die Grundlage des Schädigungskonzeptes ist die Aufteilung des Deh-
nungstensors in einen elastischen und einen schädigenden Anteil: 
 de εεε  +=  (4.12) 
Desweiteren wird ein nichtlineares elastisches isotropes Werkstoffverhal-
ten vorausgesetzt: 
 εEσ :d= , (4.13) 
Damit ergeben sich die Spannungsinkremente durch 
 εEεEσ  :: dd +=  (4.14) 
Reales, geschädigtes Material Ungeschädigtes, effektives Kontinuum
eff
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Darin beschreibt der erste Term der rechten Seite in Gleichung 4.14 den 
schädigenden Dehnungsanteil εd. Mit der Beziehung 
 εEεE :: ddd  −=  (4.15) 
kann Gleichung 4.14 wie folgt formuliert werden: 
 ( )dd : εεEσ  −=  (4.16) 
Damit ist bei einem gegebenen aktuellen Tensor Ed das Inkrement dE  
festzulegen, um dε  zu erhalten. Unter der Annahme isotropen Material-
verhaltens läßt sich folgende Beziehung zwischen der geschädigten 
Steifigkeitsrate und der Anfangsteifigkeit angeben: 
 EE Dd  −=  (4.17) 
Hierbei bezeichnet D ein skalares Schädigungsmaß. Nimmt man E als 
isotropen, linear elastischen Stofftensor an, uns setzt man im Anfangs-
zustand D=0, erhält man den geschädigten Steifigkeitstensor über Integ-
ration von Gleichung 4.17: 
 ( )EE D1d −=  (4.18) 








  (4.19) 
Damit ist zunächst die Richtung der Schädigungsdehnung gegeben. Es 
fehlt noch der Betrag von dε . Hierzu wird die Schädigung D betrachtet, 
die als interne Zustandsvariable dem Material ein quantitatives Maß an 
Schädigung zuordnet. Dabei wird angenommen, daß die Schädigungs-
variable D nur Werte zwischen 0 und 1 annehmen kann. Der Fall D=0 
beschreibt den Zustand ohne Schädigung, der Fall D=1 den voll geschä-
digten Zustand. Ansonsten wird in Analogie zur Plastizitätstheorie vorge-
gangen. 
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Es wird eine "Fließbedingung" für die Schädigung in Abhängigkeit der 
Dehnungszustände und der internen Zustandvariablen D formuliert: 
 0)D,(Fd =ε  (4.20) 

















Schließlich wird mit dD λ=   (siehe [238]) angenommen, daß sich das In-
krement der Schädigungsspannung, aus dem sich nach einer einfachen 
Umformung das Inkrment der Schädigungsdehnung errechnen lässt, im 
Fall der Belastung aus 
 d
1
ddd :D,D mEεmσ −−==   (4.22) 





=  (4.23) 
ist. Das Schädigungsinkrement ist wiederum über die Kuhn-Tucker-
Bedingung 
 0DF,0D,0F dd =≥≤   (4.24) 
an die Belastungsfläche gekoppelt. 
 
In Analogie zur Plastizität läßt sich wiederum eine Potentialfunktion Gd 





∂= )D,(Gdd  (4.25) 
gilt. Es fehlt noch ein Evolutionsgesetz für die interne Zustandsvariable 
D, die in Abhängigkeit der Schädigungsdehnung εd ausgedrückt werden 
kann: 
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 )(DD dε=  (4.26) 




∂−= ε  (4.27) 




d ==λ  (4.28) 





d ⊗=  (4.29) 
Abschließend sei noch angemerkt, daß die Plastizitätstheorie und die 
Schädigungsmechanik zur Stoffgesetzentwicklung gekoppelt werden 
können. In Kapitel 4.5 wird ein solches gekoppeltes Betonstoffgesetz 
vorgestellt. Eine allgemeinere und ausführlichere Darstellung über die 
Verknüpfung von der Plastizität mit der Schädigung kann beispielsweise 
in Carol et al. [38] und Schmidt-Hurtienne [238] nachgelesen werden. 
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4.3 Zustandsgleichung  für den Sprengstoff 
Sprengstoffe lassen sich in zwei Gruppen, in deflagrierende und detonie-
rende Sprengstoffe unterteilen. Bei einer Deflagration ist die Wärmelei-
tung Ursache für die Ausbreitung der Reaktionsfront, unter einer Detona-
tion versteht man die Ausbreitung einer Stoßwelle, die mit einer exo-
thermen chemischen Reaktion verbunden ist. Zu letzteren gehören die 
brisanten Sprengstoffe, die sich durch hohe Detonationsgeschwindigkei-
ten, 1500 bis 9000 m/s, und sehr hohe Drücke, 50 MPa bis 4000 MPa, 
auszeichnen. Die Gruppe der detonierenden Sprengstoffe läßt sich 
nochmals aufteilen in die Gruppen der Primär-, Sekundär- und Tertiär-
sprengstoffe. Die Primärsprengstoffe detonieren bereits durch Zündung 
mit Funken, Flammen oder durch Stoß. Sekundärsprengstoffe sind sto-
ßunempfindlich und brauchen einen Zünder, um die Detonation auszulö-
sen. In den von Herrmann [138] durchgeführten Versuchen wurde 
hauptsächlich Trinitrotuluol (TNT) verwendet, der mit einem Sprengstoff 
aus Composition B ummantelt war, welcher dazu dient, eine ebene 
Spannungswelle in die Struktur einzuleiten. TNT und Composition B ge-
hören zu den Sekundärsprengstoffen. Durch Initialsprengstoffe können 
TNT und Composition B zur Detonation gebracht werden. Als Zündmittel 
wird meistens eine Sprengkapsel verwendet. Sprengkapseln explodieren 
oft durch eine heiße Flamme, die mit Hilfe einer Zündschnur übertragen 
wird. Diese erhitzt eine kleine Ladung eines Sprengstoffes, der empfind-
lich auf thermische Einflüsse reagiert, bis er zündet. Die Energie der 
Explosion wirkt auf das nachfolgende Glied der Sprengkapsel ein. Diese 
Hauptladung löst dann die Detonation des Sprengstoffes aus, der die 
Sprengkapsel umgibt. Der Gruppe der tertiären Sprengstoffe werden 
solche Stoffe zugeordnet, deren Explosionsfähigkeit kein primäres Ver-
wendungsmerkmal darstellt. Einen guten Überblick über die verschiede-
nen Sprengstoffarten geben Klomfass et al. [169]. 
 
Der Sprengstoff im SPH-Programm wird durch Verwendung einer JWL-
Zustandsgleichung abgebildet. Der Druck wird hierzu in Abhängigkeit der 
Anfangsdetontationsenergie Em0 pro Masseneinheit berechnet: 





































A, B, R1, R2, ω und Em0 sind Materialparameter, die beispielsweise dem 
Dobratz [74] entnommen werden können. Zu beachten ist noch, daß 
gewöhnlich die Anfangsdetonationsenergie pro Volumeneinheit und nicht 
pro Masseneinheit angegeben wird. Indem Em0 durch die Anfangsdichte 
ρ0 dividiert wird, kann man beide Energien ineinander umrechnen. Diese 
Form der Zustandsgleichung wurde in Anlehnung an das FE-Programm 






















 ω−= −−  (4.31) 
Die JWL-Zustandsgleichung wurde als sog. programmierter Abbrand im-
plementiert, d.h. die Druckausbreitung des Sprengstoffes wird über 
Geometriebedingungen simuliert. Über die Detonationsgeschwindigkeit 













d c/)()(,tmint xxxx , (4.32) 
wobei Ndt  der Zündzeitpunkt, 
N
dx  der Zündort ist. Erreicht im Laufe der 
Berechnung die Zeit den Reaktionszeitpunkt Pdt , so wird für dieses Parti-
kel die JWL-Zustandgleichung angewendet. Zuvor ist der Druck gleich 
null. 
 
Der Druck im Sprengstoff kann einen gewissen maximalen Druck, den 
CJ-Druck, nicht überschreiten. In Bild 4.2 ist die p-ρ -Beziehung von TNT 
graphisch dargestellt. ABAQUS [1] verwendet eine sog. burn-fraction, 
um den Druck über mehrere Elemente zu verschmieren: 















c)tt(,1minF  (4.33) 
Wird diese burn-fraction auf das SPH-Programm übertragen, so werden 
die Drücke im SPH-Programm unterschätzt.  
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4.4 Elasto-plastisches Stoffgesetz 
Um das SPH-Programm zu verifizieren, wurde zusätzlich zum linear e-
lastischen Stoffgesetz noch ein linear-elastisch ideal-plastisches Werk-
stoffgesetz implementiert. 
Bild 4.3: Versagensfläche für Metalle 
 
Bei dem hier verwendeten Stoffgesetz wird der Spannungstensor in ei-
nen hydrostatischen und deviatorischen Anteil aufgespalten. Der E-
Modul bzw. die Querkontraktionszahl lassen sich in einen Kom-









=  (4.34) 



















  (4.35) 
Als Plastizitätsfläche (siehe Bild 4.3) wird die 2. Invariante der Devia-
torspannungen verwendet: 
σ1 
σ3 σ1 σ3== σ2
σ2














σy ist die einachsige Fließspannung. Bei Spannungszuständen außer-
halb der Fließfläche wird der Spannungszustand wieder auf die Fließflä-

















=  (4.37) 






=ε  (4.38) 
Materialversagen kann durch eine einfache Erweiterung simuliert wer-
den. Hydrodynamisches Zugversagen entsteht, wenn der Druck einen 

























Dann ist das Material nicht mehr in der Lage, Zugspannungen aufzu-
nehmen. Die einachsige Fließspannung σy und somit auch die Devia-
torspannungen werden für den weiteren Berechnungsablauf zu null ge-
setzt. Ebenso kann ein dehngestütztes Versagen simuliert werden. Hier 





eff ε>ε  
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4.5 Das Betonstoffgesetz 
Das Fragmentierungsverhalten von Beton soll im Rahmen dieser Arbeit 
mit Hilfe der SPH-Methode unter Verwendung eines kontinuums-
mechanischen Betonstoffgesetzes untersucht werden. Hierzu wurde ein 
Stoffgesetz verwendet, das am Institut für Massivbau für hochdynami-
sche Belastungen entwickelt wurde. Eine ausführliche Herleitung sowie 
Vorzüge gegenüber anderen Modellen findet man bei Schmidt-Hurtienne 
[238]. Das Stoffgesetz wurde in einigen Punkten vereinfacht. 
 
Das Betonstoffgesetz ist ein kombiniertes Schädigungs-Plastizitäts-
Modell, das die Festigkeitssteigerung, d.h. den Dehnrateneinfluß von Be-
ton unter dynamischer Belastung berücksichtigt. Es wird im Laufe dieses 
Kapitels erläutert. Zunächst wird jedoch ein kurzer Überblick über das 
dynamische Materialverhalten von Beton gegeben, um den Bezug zur 
Praxis herzustellen. 
 
4.5.1 Dynamisches Materialverhalten von Beton 
Mit zunehmender Belastungsgeschwindigkeit ist beim Beton eine Festig-
keitssteigerung zu verzeichnen. Diese Festigkeitssteigerung ist keine ty-
pische Betoneigenschaft. Sie tritt auch bei anderen Materialien auf. Al-
lerdings ist sie bei heterogenen Werkstoffen wie Beton wesentlich aus-
geprägter als bei homogenen Werkstoffen wie beispielsweise Stahl. Es 
wurde eine große Anzahl von Versuchen durchgeführt, um die Festig-
keitssteigerung zu untersuchen. Die Ergebnisse weichen teilweise sehr 
stark voneinander ab. In Bild 4.4 ist die relative Zunahme der Druckfes-
tigkeit in Abhängigkeit der Dehnrate dargestellt. Bei Dehnraten von ca. 
50 s-1 ist eine stark überproportionale Festigkeitssteigerung zu erkennen. 
Auch im Zugbereich findet eine Festigkeitssteigerung statt. Hier ist sie 
sogar deutlich ausgeprägter (siehe Bild 4.5).  
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Bild 4.4: Dynamische Druckfestigkeitssteigerung von Beton 
Bild 4.5: Dynamische Zugfestigkeitssteigerung von Beton  
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Eibl [87], Curbach [59], Rheinhardt [230] und Weerheim [262] führen die 
Festigkeitssteigerung auf Trägheitseffekte bei der Ausbreitung von Mik-
rorissen zurück. Curbach [59] stellte fest, daß die dynamische Ri-
ßausbreitungsgeschwindigkeit mit vcr=200–500 m/s deutlich unterhalb 
der Rayleigh-Wellengeschwindigkeit von vRayleigh=2300 m/s bleibt. Diese 
verzögerte Schädigungsentwicklung unter dynamischer Belastung stellte 
auch Bischoff [27] bei Schallemissionsmessungen an Betonproben fest. 
Gödde [108] untersuchte numerisch die Rißausbreitung unter statischer 
und dynamischer Belastung von Beton, indem er den Beton auf Mesoe-
bene diskretisierte. In Bild 4.6 ist zu erkennen, daß bei statischer Belas-
tung die Risse sich durch die Betonmatrix und um das Zuschlagkorn 
langsam fortpflanzen, bis sie sich schließlich vereinigen. Unter dynami-
scher Beanspruchung läuft der Riß direkt durch das Zuschlagkorn, noch 
ehe er sich mit dem Riß der Betonmatrix vereinigen kann. Solche Korn-
trennbrüche waren auch vermehrt bei den von Hermann [138] durchge-
führten Sprengversuchen zu beobachten. 















• = 2 N/mm msσ 2 • = 100 N/mm msσ 2
t = 799 sµ t = 830 sµ t = 40 sµ t = 56 sµ
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Einen weiteren Einfluß auf die Festigkeitssteigerung im Beton spielt der 
Feuchtegehalt. Versuche an wassergesättigten und ofengetrockneten 
Betonproben haben gezeigt, daß die wassergesättigten Proben im Ge-
gensatz zu den ofengetrockneten eine erhebliche Festigkeitssteigerung 
aufwiesen. 
Bild 4.7: a) Dreidimensionale Beton-Versagensfläche; b) Hugoniot-Beziehung, aus   
[238] 
 
Unter sehr großen hydrostatischen Drücken erfährt der Werkstoff Beton 
durch das Zerquetschen der Poren eine isotrope Gefügeschädigung. Der 
Dehnrateneffekt reduziert sich zu einem Kompaktierungseffekt. Der    
Übergang zu einem granularen kohäsionslosen Material unter hydrosta-
tischen Drücken müßte nach Eibl zu einer Reduzierung der deviatori-
schen Festigkeit führen (siehe auch Riedel [231]). In Bild 4.7a ist die 
Versagensfläche für Beton schematisch dargestellt. Im unteren Druckbe-
reich ist sowohl die deviatorische Festigkeit als auch die Druck-Volumen-
Beziehung bekannt (siehe Punkt A). Ockert [221] konnte in Schockwel-
lenexperimenten die Druck-Volumen-Beziehung bis 14000 MPa bestim-
men, Daten über den deviatorischen Radius ab dem Bereich Punkt A 
gibt es bisher allerdings noch keine. In Bild 4.7b ist die aus den Schock-
wellenexperimenten gewonnene Beton-Hugoniot in Beziehung zu Er-
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4.5.2 Schädigung 
Schmidt-Hurtienne [238] unterscheidet zwischen isotroper Druckschä-
digung und einer anisotropen Zugschädigung. Im gleichen Zeitschritt 
werden die Schädigungsvariablen im Druck- und Zugbereich entwickelt. 
Im Rahmen dieser Arbeit wird sowohl der Zug- als auch der Druckbe-
reich durch isotropes Werkstoffverhalten abgebildet. Für die isotrope 
Druck- und Zugschädigung wird im Stoffgesetz die HSIEH-TING-CHEN 








































1 J,I   1. Invariante von εe, 2. Invariante von dev εe 
)(
,maxe
αε  größter (α-ter) Eigenwert von εe 
κd  äquivalentes schädigungserzeugendes Dehnungsmaß 
 
Diese dehngestützte Formulierung hat die Vorteile, daß Be- von Entlas-
tung eindeutig zu unterscheiden ist. Die Belastungsfläche expandiert 
immer im Gegensatz zur spannungsgestützten Formulierung, bei der 
durch die Entfestigung des Materials die Belastungsfläche nach Errei-
chen der Maximalspannung sich wieder verkleinert. 
 
Die Normale auf die Schädigungsfläche, die zur Berechnung der Tan-














+= αακεκ dev  (4.40) 
d(α) α-ter Eigenvektor des elastischen Dehnungstensors εe 
 
Sie gilt aufgrund der Isotropie sowohl für den Zug- als auch für den 
Druckbereich. Die Belastungsfläche Fd zeigt an, ob neue Schädigung 
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entsteht, indem sie den dreiaxialen Dehnungszustand auf ein äquivalen-
tes skalares Dehnungsmaß transformiert. Die Evolution der inneren 






































κd äquivalentes schädigungserzeugendes Dehnungsmaß 
D generalisierte Schädigung 
e0 Dehnungsschwellwert 
ed Modalwert der Weibullverteilung 
gd Weibull-Exponent 
 
Bild 4.8: Generalisierte Schädigungsevolution: a) Schädigungsfunktion, b) 
äquivalente Spannungs-Dehnungs-Beziehung, aus [238] 
 
Bild 4.8 zeigt die generalisierte Schädigungsevolution und den Einfluß 
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rend gd die Form verzerrt. eo ist der Schwellwert, der den Beginn der 
Schädigungsevolution festsetzt. Im Gegensatz zu Bachmann [10] wird er 
nicht negativ gewählt, da die Vorschädigung des Betons beim Herstel-
lungsprozeß bereits durch den Anfangselastizitätsmodul berücksichtigt 
wird. Die einaxiale Spannungs-Dehnungs-Beziehung lautet: 
 d0d E)D1()( κ−=κσ  (4.42) 
Isotrope Druckschädigung entsteht vor allem unter Druckbeanspru-
chung. Hier bestimmt Dc die Sekantensteifigkeit. Zu einem geringen Maß 
findet eine isotrope Druckschädigung auch unter Zugbeanspruchung 
statt, die sich allerdings erst bei Belastungsumkehr zeigt. Die Schädi-


















Der Reduktionsfaktor rc mindert die äquivalente schädigungserzeugende 
Dehnung κd,t ab, so daß sich die Abnahme der Druckfestigkeit erst bei 
sehr großen Zugdehnungen einstellt (rc≅100), wenn bereits ein Diskonti-
nuum entstanden ist. 
 



















Im Gegensatz zur anisotropen Zugschädigung, bei der beispielsweise 
bei einer einaxialen Druckbeanspruchung durch die Querkontraktion 
gleichzeitig die Zugschädigung auch unter Druckbelastung einen Einfluß 
besitzt, zeigt sich bei der isotropen Zugschädigung der Abfall der Zugfes-
tigkeit erst bei Belastungsumkehr. Anders als bei der Druckschädigung 
wird der Reduktionsfaktor rt recht klein belassen (rt≅2), d.h. schon bei 
kleinen Druckschädigungen des Materials wird die Zugfestigkeit herab-
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gesetzt. Bei sehr großen Druckbeanspruchungen, wie sie bei Explosio-
nen entstehen, verliert der Werkstoff jegliche Zugfestigkeit. 
 















=  (4.45) 
Sie gilt sowohl für den Zug- als auch für den Druckbereich. 
 
4.5.3 Plastizität 
Beim Werkstoff Beton entstehen inelastische Verformungen durch Bil-
dung von Mikrorissen und Verschiebung der Rißufer. Da sich Mikrorisse 
vor allem senkrecht zur Richtung der positiven elastischen Zugdehnun-
gen ausbreiten, bestimmt die positive Projektion des elastischen Deh-
nungstensors maßgeblich die Plastizitätsfläche. Die Entwicklung von ir-
reversiblen Verzerrungen wird über den Druckanteil des elastischen 
Dehnungstensores multipliziert mit einer Konstanten cc berücksichtigt. 
Man erhält somit folgende Plastizitätsfläche: 


























Die Normale zur Plastizitätsfläche lautet: 
 ijecijeijp )(c)()n(
−+ ε+ε=  (4.47) 
Eine ausführliche Herleitung findet man bei Schmidt-Hurtienne [238]. 
Es wird eine assoziierte Fließregel gewählt, d.h. mp=np.  
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Wie auch bei der Formulierung der Schädigung wird bei der Plastizität 
eine interne plastische Variable qp eingeführt, die den dreiaxialen plasti-
schen Dehnungstensor auf ein äquivalentes einaxiales Maß projiziert. 
Sie wird wie folgt definiert: 
 dt)()(q
t
ijpijpp  εε=   (4.48) 
Die Beziehung zwischen äquivalenter plastischer Dehnung κp und der 
inneren plastischen Variablen qp legt fest, in welchem Verhältnis zum ak-
tuellen Dehnungszustand die inelastischen Verzerrungen zunehmen. Es 
wird eine empirische Evolutionsgleichung definiert. Plastische Dehnun-
gen entstehen erst, wenn die äquivalente plastische Dehnung größer ist 
als der Schädigungsparameter ed. Da ed näherungsweise der Schädi-
gungsdehnung entspricht, bei der die Zugfestigkeit in der äquivalenten 
Spannungs-Dehnungs-Beziehung erreicht wird, wird damit implizit die 
physikalische Bedingung erfüllt, nach der erst das Öffnen von Zugrissen 
plastische Verformungen verursacht. Die weiteren Parameter bestimmen 
das maximale Verhältnis zur äquivalenten plastischen Dehnung (cp<1), 
das Aufklingen (ep1) und bei sehr großen Verzerrungen das Abklingen 






























































κ=  (4.50) 
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4.5.4 Ent- Wiederbelastung 
Bei Schmidt-Hurtienne [238] geschieht die Ent- und Wiederbelastung auf 
zwei verschiedenen Ästen. Somit wird der Energiedissipation, die durch 
die Reibung der Rißufer entsteht, Rechnung getragen. In dieser Arbeit 




Aufgrund der heterogenen Struktur und der Poren des Betons erfährt der 
Werkstoff unter hohen hydrostatischen Drücken eine volumetrische     
isotrope Schädigung, die auf das Zusammenfallen der Poren zurückzu-
führen ist. In der HSIEH-TING-CHEN Schädigungsfläche wird ein derar-
tiger Schädigungsmechanismus allerdings nicht berücksichtigt. Deshalb 
wird die Steifigkeitsmatrix über den Steifigkeitsfaktor Ξ modifiziert, der in 
Abhängigkeit der volumetrischen elastischen Dehnung definiert wird: 
 )D(E)(E etot εtrΞ=  (4.51) 
Dieser Faktor entspricht der Anpassung des Kompressionsmoduls an die 
Beton-Hugoniot-Kurve, wie sie Ockert [221] im Rahmen seiner Unter-
suchungen vorgenommen hat. Anstelle eines Polygons wird die Funktion 
















































































mit av, bv, ev und ev,th als Materialparameter. Der Temperatureinfluß wird 
in der Beton-Hugoniot-Kurve vernachlässigt. 
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4.5.6 Tangentensteifigkeit 
In [238] wird das Stoffgesetz als Sekantenformulierung benutzt. Über Gl. 
4.53 kann die Sekantensteifigkeit in eine Tangentensteifigkeit umge-
rechnet werden 
 ( )( )klmnpklmnijkldijklijmnt )T(I)T(E)E( ++= , (4.53) 
wobei I der Einheitstensor 4. Stufe ist. Somit kann der neue Span-
nungstensor auch inkrementell aktualisiert werden: 
 klijkltij )E( ε=σ   (4.54) 


















4.5.7 Der Dehnrateneinfluß 
Der Dehnrateneinfluß ist der Grund für die dynamische Festigkeitssteige-
rung von Beton. Eine Festigkeitssteigerung ist auch bei anderen Werk-
stoffen unter dynamischer Beanspruchung zu verzeichnen, allerdings ist 
sie bei heterogenen Materialien wesentlich ausgeprägter. In der Literatur 
gibt es zahlreiche Ansätze, diesen Dehnrateneffekt in der Stoffgesetz-
formulierung zu berücksichtigen. Vor- und Nachteile der verschiedenen 
Modelle sind in Schmidt-Hurtienne [238] eingehend erörtert und werden 
hier nicht näher erläutert. Die Dehnratensensibilität von Beton kann nach 
Eibl [92] auf folgende Mechanismen zurückgeführt werden: 
• Bei Dehngeschwindigkeiten bis ε <1,0 s-1 wird die Festigkeits-
steigerung vor allem durch den Einfluß der Feuchte und eine Zunah-
me von Zuschlagkornrissen verursacht. 
• Der exponentielle Anstieg der dynamischen Festigkeit ab ε >1,0 s-1 
hängt mit Trägheitseffekten bei der Mikrorißbildung zusammen. 
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• Die Trägheit der Mikrorißbildung hat eine Rißausbreitungs-
geschwindigkeit zur Folge, die weit unter der theoretischen, elasti-
schen Wellengeschwindigkeit liegt vcr≅100 – 500 m/s. 
• Als Struktureffekt entsteht durch die Dehnratensensivität eine multiple 
Rißbildung unter dynamischer Beanspruchung. 
• Die Druckfestigkeitssteigerung ist zu einem großen Teil über den 
POISSON-Effekt phänomenologisch mit der Zugfestigkeitssteigerung 
gekoppelt. 
 
4.5.7.1 Der Homogenisierungs- und Verzögerungsmechanismus 
Die Besonderheit des Dehnrateneffekts auf makroskopischer Betrach-
tungsebene ist auf zwei physikalische Gegebenheiten zurückzuführen: 
Dies sind der Homogenisierungs- sowie der Verzögerungsmechanismus.  
 
An dieser Stelle ist der Unterschied einer Diskretisierung einer Struktur 
auf Makro- und auf Meso- oder Mikroebene zu verdeutlichen. Soll eine 
dynamisch beanspruchte Betonstruktur analysiert werden, so wird man 
üblicherweise ein stofflich nichtlineares Kontinuum zugrunde legen, das 
bei Überschreitung einer bestimmten Zugspannung in Form eines Risses 
versagt. Aus materialtechnischer Sicht handelt es sich um die Bildung 
eines Makrorisses, vor dessen Auftreten das Material bereits eine ent-
sprechend große Schädigung durch Mikrorisse erfahren hat. Es ist zwi-
schen einem Kontinuum auf Makroebene nach Bild 4.9 und einer hete-
rogenen Struktur mit Mikrorißbildung auf Mesoebene zu unterscheiden. 
Letztere bestimmt das Stoffgesetz für das homogene Kontinuum. In ei-
ner weiteren Ebene darunter wäre gegebenenfalls ein Mikromodell be-
stehend aus Zuschlag, Mörtel und Poren zu definieren. Als Analogon 
kann das Verhalten eines idealen Gases in einem abgeschlossenen 
Kontinuum angeführt werden, das einer Beziehung p=f(V,T) auf Makro-
ebene gehorcht, während auf Mikroebene der Druck durch die Stoßdy-
namik der Gasmoleküle bestimmt wird (siehe Eibl [92]). 
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Bild 4.9: Homogenes Modell auf Makroebene – heterogenes Modell auf Meso- bzw. 
Mikroebene  
 
Curbach [59] verdeutlicht mit einem dehnratenunabhängigen Stoffgesetz 
auf Makroebene, daß die Spannungsverteilung im Rißquerschnitt unter 
dynamischer Zugbelastung gleichmäßiger ist als unter quasistatischer 
Belastung, siehe Bild 4.10. Dieser von der Wellenausbreitung verursach-
te Effekt baut die Spannungsspitze in der Rißwurzel relativ zum Span-
nungsniveau des Rißquerschnittes ab und wird als dynamischer Homo-
genisierungsmechanismus bezeichnet.  
 
Bild 4.10: Dynamische Homogenisierung  
 
Eine Änderung des Materialverhaltens auf der Makroebene wird durch 
die heterogene Struktur des Betons, d.h. die Eigenschaften und Interak-
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tion der Bestandteile und Defekte auf den nächst kleineren Modellebe-
nen eingeleitet. Bild 4.11 verdeutlicht die Wirkung der dynamischen Ho-
mogenisierung auf der Mesoebene. Innerhalb der unterschiedlichen Be-
tonphasen, bestehend aus Zuschlagkörnern, der Mörtelmatrix und Mik-
rodefekten, stellt sich aufgrund einer dynamischen Beanspruchung eine 
gleichmäßigere Spannungsverteilung ein. Im Bereich der Zuschlagkörner 
wird wegen der höheren Wellengeschwindigkeit das Spannungsniveau 
bei dynamischer Belastung im Vergleich zur quasistatischen Belastung 
noch gesteigert. Die dynamische Homogenisierung ist deshalb ein Struk-
tureffekt und keine eigentliche Materialeigenschaft. Somit darf bei der 
Abbildung des Materials auf der Mesoebene im Stoffgesetz der Anteil 
der dynamischen Homogenisierung des Dehnrateneffektes nicht mit ein-
gebaut werden, da er bereits durch die Diskretisierung der Struktur und 
die Wellenausbreitung im heterogenen Werkstoffgefüge berücksichtigt 
wird (siehe auch Curbach [59], Bachmann [10] und Eibl [90]). Auf Makro-
ebene muß aber im Stoffgesetz der Anteil der dynamischen Homogeni-
sierung des Dehnrateneffektes verankert sein, da die unterschiedlichen 
Werkstoffphasen nicht berücksichtigt werden. 
 
Während der Homogenisierungsmechanismus den dynamischen Effekt 
bereits vorhandener stofflicher Heterogenitäten im Rahmen der Konti-
nuumsmechanik beschreibt, wird durch den Verzögerungsmechanismus 
die verspätete Schädigungsaktivierung im Kontinuum, d.h. die verzöger-
te Entstehung und das Wachstum von Mikrodefekten resp. Mikrorissen 
erfaßt. Dieses Phänomen ist wie in Kapitel 2 schon ausführlich diskutiert 
im Wesentlichen auf die Massenträgheit der sich entfernenden Rißufer 
zurückzuführen. 
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Bild 4.11: Betongefüge auf Mesoebene  
 
4.5.7.2  Exponentielle Schädigungsrelaxation 
Zengh [274] und Eibl [90] stellen verschiedene Varianten vor, den Dehn-
rateneffekt zu berücksichtigen. In dieser Arbeit wird die Maxwell-
Relaxation verwendet. Der Vorteil gegenüber anderen Modellen ist, daß 
die Belastungsgeschichte bei der Festigkeitssteigerung berücksichtigt 
wird. Dieser Effekt wird über eine Geschichtsfunktion im Stoffgesetz ver-
ankert, die die Aktivierung der Schädigung beschreibt. Mit diesem dyna-
mischen Schädigungsmodell für Beton wird ein Werkzeug für die realisti-
sche Simulation von Wellenausbreitungsvorgängen in Beton verwendet, 
das den Dehnrateneffekt als dynamisches Erinnerungsvermögen auf 
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Die Relaxationszeit ϑ bestimmt den Zeitraum des Abklingens. Durch 
Verwendung einer 1-Parameter-Funktion kann das Faltungsintegral in 





















DeDD  (4.58) 
Der Nachteil der Verwendung einer 1-Parameter-Funktion besteht in der 
Tatsache, daß nur bestimmte Dehnrateneinflüsse realitätsnah abgebildet 
werden können. Ist die Belastung wesentlich kleiner als die Relaxations-
zeit wird die dynamische Festigkeitssteigerung überschätzt. Um auch die 
Festigkeitssteigerung von Beton in einem breiten Dehnratenspektrum zu 
approximieren, wird die Relaxationszeit ϑ in Abhängigkeit der äquivalen-
ten Dehnrate zum Zeitpunkt der Mikroschädigung )(d τκ  definiert. Hierfür 
















τ   (4.59) 
Die Relaxationszeit wird als Funktion der bezogenen äquivalenten Dehn-





















Die verallgemeinerte Maxwellrelaxation hat den großen Vorteil, die Fes-
tigkeitssteigerung von Beton in einem breiten Dehnratenspektrum reali-
tätsnah zu approximieren. Da das Faltungsintegral in Gl. 4.57 nicht mehr 
analytisch gelöst werden kann, muß die Schädigung in eine Anzahl von 
"ndam" Schädigungsinkremente aufgeteilt werden, die dann für sich ent-
wickelt werden. Da für jedes Partikel der Rißzeitpunkt τ, die Verfallsfunk-
tion ϑ für jedes Schädigungsinkrement und jedes Schädigungsinkrement 
∆D abgespeichert werden müssen, erhöht sich der Speicherplatzbedarf 
drastisch. Durch die dynamische Datenverwaltung bekommt man dieses 
Problem jedoch recht gut in den Griff, da vor allem im Lasteinleitungsbe-
reich die Schädigung innerhalb weniger Zeitschritte den Wert D=1 er-
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langt und der Zeitpunkt der Rißbildung der verschiedenen Partikel stark 
abweicht. Für Partikel, die eine Schädigung von D=1 nie oder ziemlich 
langsam erreichen, gibt die Anzahl der Schädigungsinkremente "ndam" 
den Grad der numerischen Genauigkeit vor. Bild 4.12 zeigt Geschichts-
funktionen h für verschiedene äquivalente Dehnraten.  
Bild 4.12: Geschichtsfunktion h für unterschiedliche äquivalente Dehnraten, aus          
[238] 
 
Das Stoffgesetz erhält das letztendliche Format: 














κ d = 1 s
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5 s-1
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Bild 4.13: Spannungs-Dehnungs-Beziehung des Betonstoffgesetzes 
 
Bild 4.13 zeigt das Prinzip des Stoffgesetzes. Es wird ersichtlich, daß le-
diglich der elastische Teil des Dehnungstensors die Gestalt der Span-
nungs-Dehnungs-Kurve bestimmt, der plastische Anteil kommt nur bei 


































































Bild 4.14: Stoffgesetz-Flußdiagramm 
 
In Bild 4.14 ist der Ablauf des Stoffgesetzes anhand eines Flußdiagram-
mes dargestellt. 
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4.5.8 Verifikationsrechnungen 
Bei finiten Elementen wird das Stoffgesetz zunächst am sog. 1-Element-
Test verifiziert, um es anschließend für größere Systeme einzusetzen. 
Durch die unterschiedliche Art der Diskretisierung macht es wenig Sinn, 
das Stoffgesetz anhand eines 1-Partikel-Testes zu verifizieren. Statt 
dessen werden Würfel mit unterschiedlichen Partikelanzahlen zur Stoff-
gesetzverifikation verwendet. Die schnellste Methode ist, ein Würfel mit 2 
Partikeln pro Seite = 8 Partikel insgesamt zu diskretisieren. Da hierbei 
allerdings ausschließlich Randpartikel vorhanden sind, wird das Stoffge-
setz noch an drei weiteren Würfeln getestet: 
• 3⊗3⊗3=27 Partikel 
• 5⊗5⊗5=125 Partikel 
• 10⊗10⊗10=1000 Partikel 
 
Beim Würfel mit 27 Partikel gibt es lediglich ein inneres Partikel. Dafür ist 
der Rechenaufwand etwas geringer. In der Regel wurde das Stoffgesetz 
anhand des Würfels mit 1000 Partikeln getestet. Zur Verifikation des 
Stoffgesetzes anhand von Standardversuchen wie dem einaxialen Zug- 
oder Druckversuch, wurde das MLSPH-Verfahren verwendet, da an-
sonsten keine zufriedenstellenden Ergebnisse erzielt wurden. Bei den 
Testrechnungen wurde dem Würfel ein lineares Geschwindigkeitsfeld 
auferlegt. 
 
In den in Kapitel 5 beschriebenen Detonationsversuchen wurden Platten 
zweier unterschiedlicher Betongüten verwendet, einem Beton B35 und 
B200. In den Verifikationsrechnungen werden nun die für die Rechnung 
benötigten Werkstoffparameter an den Versuchskurven geeicht. Da 
Schmidt-Hurtienne [238] die Verifikationsrechnung an Split-Hopkinson-
Bar Versuchen für einen Beton der Festigkeitsklasse B35 durchführte, 
können diese Werkstoffparameter übernommen werden. Nur die Para-
meter des B200 werden neu kalibriert. Eine Übersicht über die Parame-
ter ist in Kapitel 5 zu finden. 
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Bild 4.15 : Einaxiale Zugspannung-Dehnungs-Beziehung des B35 
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Es werden exemplarisch für den Beton der Festigkeitsklasse B35 einige 
Ergebnisse aus den Verifikationsrechnungen gezeigt. 
In Bild 4.15 und Bild 4.16 sind für den B35 der einaxiale Zug- und Druck-
versuch der Rechnung dargestellt. Bild 4.17 zeigt für eine Abklingzeit 
von ϑ=70 µs unter Verwendung der 1-Parameter-Funktion für h (Gl. 
4.56) die Zugspannungs-Dehnungs-Beziehungen für unterschiedliche 
Belastungsgeschwindigkeiten. Es ist zu erkennen, daß nicht nur durch 
die erhöhte Belastungsgeschwindigkeit die Zugfestigkeiten anwachsen, 
auch die Bruchdehnung wird signifikant beeinflußt. In Bild 4.18 sind die 
Spannungs-Dehnung-Beziehungen für den Druckbereich für eine Ab-
klingzeit von ϑ=70 µs bei unterschiedlichen Belastungsgeschwindigkei-
ten abgebildet. Durch die Wahl einer 1-Parameter-Funktion zur Be-
schreibung des Dehnrateneinflusses hat sich bei den im Kapitel 5 durch-
geführten numerischen Berechnungen eine unrealistische Festigkeits-
steigerung gezeigt. Deswegen wurde dort die verallgemeinerte Maxwell-
relaxation (Gl. 4.58) verwendet. Bild 4.19 und Bild 4.20 verdeutlicht den 
Einfluß der unterschiedlichen Abklingzeiten auf die Festigkeitssteigerun-
gen im Zug- bzw. Druckbereich bei unterschiedlichen Dehnraten für die 
1-Parameter-Funktion. 
Bild 4.17: Zugspannungs-Dehnungs-Beziehung des Beton B35 bei unterschiedli-
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Bild 4.18: Druckspannungs-Dehnungs-Beziehung des Beton B35 bei unterschiedli-
chen Dehnraten für ein ϑ=70 µs 
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Bild 4.20: Druckfestigkeitsteigerung des Beton B35 
 
In Bild 4.21 und Bild 4.22 ist die Beziehung zwischen hydrostatischem 
Druck und volumetrischer Dehnung graphisch dargestellt. Aus Bild 4.22 
ist deutlich der lineare Ast vor dem überproporionalen Anstieg zu erken-
nen. 
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Bild 4.22: Beton-Hugoniot Kurve 
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Bild 4.23 zeigt das Materialverhalten des B35 unter zyklischer Beanspru-
chung. Es ist zu erkennen, daß bei Wiederbelastung der Belastungspfad 
nicht exakt getroffen wird. Dies ist allerdings auch bei Simulationen mit 
finiten Elementen zu beobachten. Ansonsten approximiert das SPH-
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5 Numerische Simulation 
In Kapitel 5.1 wird für den fiktiven Belastungsfall "Zylinder unter Innen-
druck" getestet, ob das SPH-Programm in der Lage ist, die wichtigsten 
Fragmentierungsmechanismen, wie sie schon in Kapitel 2 diskutiert wur-
den, prinzipiell abzubilden. Zur Approximation des Werkstoffes wird der 
statische Anteil des in Kapitel 4 beschriebenen Betonstoffgesetzes ver-
wendet. Versuchsdaten liegen für das vorhandene Problem nicht vor. 
Kapitel 5.2 beschäftigt sich mit der numerischen Reproduktion von Ver-
suchsergebnissen. In Kapitel 5.2.2 werden konkrete Betonplatten unter 
Kontaktsimulation mit dem SPH-Programm simuliert und mit den Versu-
chen aus Kapitel 5.2.1 verglichen. Es wird gezeigt, daß das SPH-
Programm unter Verwendung des Betonmodells in der Lage ist, sowohl 
den Schadensprozeß und die gemessenen Druckverläufe als auch die 
Fragmentverteilung zu reproduzieren. 
 
5.1 Theoretische Untersuchungen zum Fragmentierungs-
verhalten 
Bild 5.1 zeigt den hohlen Zylinder unter Innendruck. Zur Modellierung 
des Innendruckes wurde ein steifer Kern generiert, dem radial eine Ge-
schwindigkeit zugewiesen wurde (siehe Bild 5.1), so daß die mittlere Be-
tonzugfestigkeit gemäß Bild 5.2 mit verschiedenen Belastungsgeschwin-
digkeiten erreicht wurde. 






200 mm 200 mm
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Bild 5.2: Aufbringung des Innendruckes mit unterschiedlichen Belastungsgeschwin-
digkeiten 
 
Bild 5.3 zeigt den hohlen Betonzylinder mit dem Zylinder für den Innen-
druck.  
Bild 5.3: SPH-Diskretisierung des Beton- und Innenzylinders 
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Es wurde die Partikelauflösung modifiziert, um den Einfluß der Netzfein-
heit zu testen. Die unterschiedliche Belastungsgeschwindigkeit wurde 
durch verschiedene Geschwindigkeiten des radial expandierenden In-
nenzylinders simuliert. Die Heterogenität des Werkstoffes wurde mithilfe 
einer Festigkeitsstreuung der Betonzug und -druckfestigkeit realisiert. 
Hierzu wurde das statische Betonstoffgesetz mit einem Vorfaktor α mul-
tipliziert, der aus einer log-normal Verteilung mit unterschiedlicher Streu-
ung um den Mittelwert 1 erhalten wurde: 
 ( ) klijklij ED1 ε−α=σ  (5.1) 
Die Parameter α der log-normal Verteilung mit unterschiedlichen Streu-
ungen sind in Bild 5.4 grob skizziert. Aus Versuchen (siehe z.B. Mirza et 
al. [203] und Harada et al. [133]) ist bekannt, daß die Festigkeit des Be-
ton bis zu ca. 20% um die mittlere Zugfestigkeit streuen kann. Da bei 
derartigen Streuungen keine signifikanten Unterschiede bei der Frag-
mentverteilungen in den durchgeführten Simulationen auftraten, wurde 
die Streuung noch bis auf 100% erhöht. Derartige Streuungen sind in der 
Realität nicht zu erwarten. Zur Erzeugung der Parameter α wurde die 
von FORTRAN zur Verfügung stehende NAG-Bibliothek herangezogen. 
Es hat sich gezeigt, daß bei sehr großen Streuungen die räumliche Kor-
relation einen nicht unerheblichen Einfluß besitzt. Die Art der Verteilung 
wurde nicht modifiziert. 
 
Der 1 cm dicke Hohlzylinder wurde mit 12.214 Partikeln diskretisiert, dies 
entspricht 3 Partikeln in Dickenrichtung. Für den Werkstoff Beton mit Zu-
schlagkörnern bis zu 16 mm ist eine derartige Dicke natürlich unrealis-
tisch. Um generell den Einfluß der in Kapitel 2 erwähnten Parameter auf 
das Fragmentierungsverhalten zu untersuchen, ist eine derartige An-
nahme jedoch gerechtfertigt. 
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Bild 5.4: Festigkeitsstreuung des Beton über den Vorfaktor α 
 
Bild 5.5: Fragmentverteilung des Betonzylinder 1 unter Bel. 1 (quasi statische Bean-
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Bild 5.6: Fragmentverteilung des Betonzylinder 1 unter Bel. 2 und verschiedenen 
Festigkeitsstreuungen 
 
Bild 5.7: Fragmentverteilung des Betonzylinder 1 unter Bel. 3 (hochdynamische Be-
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Den starken Einfluß der Belastungsgeschwindigkeit auf die Rißdichte 
stellte schon Bachmann [10] fest. Obwohl wegen der geringen Dicke des 
Zylinders der Einfluß der Wellen- und Rißausbreitung nahezu ver-
schwindet, zeigt sich, daß bei der Fragmentbildung die Belastungsge-
schwindigkeit ein wesentlicher Parameter ist. Bild 5.5, Bild 5.6 und Bild 
5.7 zeigen die Fragmentverteilungen für die unterschiedlichen Belas-
tungsgeschwindigkeiten und Streuungen. Es ist deutlich zu erkennen, 
wie mit steigender Belastungsgeschwindigkeit die Fragmente kleiner 
werden und der Einfluß der Streuung immer mehr an Bedeutung verliert. 
Beim quasi statischen Versuch sind deutliche Abweichungen in der 
Fragmentverteilung bei unterschiedlicher Festigkeitsstreuung zu erken-
nen. Mit zunehmender Belastungsgeschwindigkeit nähern sich die Kur-
ven immer stärker einander an, bis der Einfluß der Streuung nahezu ver-
schwindet. Mit steigender Belastungsgeschwindigkeit wird der Einfluß 
"Belastungsgeschwindigkeit" auf die Fragmentverteilung immer signifi-
kanter. In Bild 5.8 ist deutlich der stark überproportionale Einfluß der Be-
lastungsgeschwindigkeit auf die Fragmentverteilung, exemplarisch für 
zwei Streuungen dargestellt, zu erkennen.  
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Bild 5.8: Fragmentverteilung des Betonzylinder 1 für die verschiedenen Belastungs-
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Bei quasi statischer Belastung war die Schädigungsrate D  sehr klein, 
d.h. die maximale Schädigung von D=1,0 wurde erst nach Durchlaufen 
zahlreicher Zeitschritte erreicht. Aufgrund dieser langsamen Schädi-
gungsevolution trennten sich Partikel niedriger Festigkeit (α << 1,0) von 
Partikeln mit hoher Festigkeit (α >> 1,0). Dadurch entstanden teilweise 
sehr große Fragmente. Mit zunehmender Belastungsgeschwindigkeit 
wurde auch für Partikel mit einer relativ hohen Festigkeit die maximale 
Schädigung von D=1,0 rasch erreicht -teilweise innerhalb von drei Zeit-
schleifen-, so daß sich wesentlich feinere Fragmente ausbildeten. 
Bild 5.9: Schädigungsevolution des Betonzylinders 1 bei unterschiedlichen Belas-
tungsgeschwindigkeiten 
 
Bild 5.9 zeigt die Schädigungsentwicklung für unterschiedliche Belas-
tungsgeschwindigkeiten. Bei den sehr hohen Belastungsgeschwindigkei-
ten entspricht die Schädigungsentwicklung fast einer Heaviside-
Funktion. An dieser Stelle läßt sich der Schluß ziehen, daß die Frag-
mentgröße mit der Schädigungsrate in Bezug gebracht werden kann. Es 
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mit einer sehr geringen maximalen Schädigungsrate D  enthalten und die 
feinen Fragmente bzw. Staubkörner eine sehr hohe Schädigungsrate 
aufweisen. Eine quantitative Aussage, d.h eine Formel, die allgemein die 
Fragmentgröße mit der Schädigungsrate in Bezug bringt, ist allerdings 
äußerst schwierig zu treffen, zumal diese Formel sich auch lediglich für 
das hier ausgewählte vereinfachte Betonstoffgesetz eignet. Unter Einbe-
ziehung einer dynamischen Schädigungsrelaxation hat sich bei den in 
Kapitel 5.2.2 durchgeführten Berechnungen gezeigt, daß die statische 
Schädigung von D=1,0 im Lasteinleitungsbereich zwar sehr schnell er-
reicht wird, durch den dynamischen Anteil jedoch teilweise recht stark 
verzögert einsetzt. 
Bild 5.10: Fragmentverteilung des Betonzylinder 1 unter Bel. 1 (quasi statischer In-
nendruck) und unterschiedlichen 100% Streuungen 
 
Des weiteren hat sich gezeigt, daß die Festigkeiten schon stark streuen 
müssen, um überhaupt einen Einfluß auf die Fragmentverteilung zu 
nehmen. Streuungen von 100% sind für den Beton in der Realität sicher-
lich nicht zu erwarten. Qualitativ kann jedoch gezeigt werden, daß die 
Streuung einen Einfluß auf die Fragmentverteilung besitzt. Dieser Einfluß 
beschränkt sich allerdings auf den statischen Belastungsfall, für hochdy-




























232  5 Numerische Simulation 
unrelevant. Hierbei ist noch zu beachten, daß durch das einfache Modell, 
dem Zylinder unter Innendruck, eine homogene und gleichmäßige Span-
nungsverteilung im gesamten Zylinder erreicht wird. Bei komplexen Ge-
ometrien und Belastungen, bei denen innerhalb eines Körpers unter-
schiedliche Spannungsmaximas erreicht werden, wird sich der Einfluß 
der Streuung wahrscheinlich deutlicher bemerkbar machen. Ebenfalls ist 
der Einfluß der räumlichen Korrelation nicht zu vernachlässigen. Gerade 
bei großen Streuungen spielt die räumliche Korrelation eine entscheide-
ne Rolle. Bild 5.10 zeigt für drei verschiedene 100%-Streuungen unter 
quasi statischer Belastung die unterschiedlichen Fragmentverteilungen. 
Auch hier sind deutliche Abweichungen zu erkennen. Um quantitative 
Aussagen machen zu können, bedarf es hierbei zahlreicher Untersu-
chungen für die räumliche Korrelation, die im Rahmen dieser Arbeit je-










Min. Frag. ∅ 
[mm] 
1 12214 29543 3 0,216 5,6 
2 80337 227042 5 0,033 3,0 
3 249030 718830 7 0,011 2,05 
Tabelle 5.1: Zylinder mit verschiedenen Partikelanzahlen 
Um den Einfluß der Partikelauflösung auf die Fragmentverteilung zu stu-
dieren, wurde der Betonzylinder verfeinert. Die Partikelanzahlen und 
Partikelanzahlen in Dickenrichtung sind in Tabelle 5.1 aufgelistet. Für 
den statischen und hochdynamischen Fall sind für eine Streuung von 
20% bzw. 100% die Ergebnisse in Bild 5.11 bzw. Bild 5.12 dargestellt. 
Mit zunehmender Partikeldichte werden die Fragmente vor allem unter 
quasi statischer Beanspruchung auch feiner, siehe Bild 5.11. Interessant 
ist der schwache Einfluß der Partikelauflösung auf die Fragmentvertei-
lung bei niedriger Festigkeitsstreuung und zunehmender Belastungsge-
schwindigkeit. An dieser Stelle sei nochmals erwähnt, daß die Untersu-
chungen an einem einfachen Beispiel mit einer homogenen Spannungs-
verteilung durchgeführt wurden. Bei einer Netzverfeinerung ist zu beach-
ten, daß durch die größere Partikelanzahl die Partikelmasse und somit 
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auch das Partikelvolumen abnimmt, was eine bessere Auflösung in der 
Sieblinie ermöglicht. Zur einheitlichen Darstellung wird jedoch die Siebli-
nienauflösung des am gröbsten diskretisierten Zylinders verwendet. Der 
Einfluß der Partikelauflösung auf die Fragmentverteilung ist generell je-
doch nicht signifikant. 
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Bild 5.11: Fragmentverteilung der Betonzylinder 1 bis 3 unter Bel. 1 (quasi statischer 
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Bild 5.12: Fragmentverteilung der Betonzylinder 1 bis 3 unter Bel. 3 (hochdynami-
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5.2 Verifikation anhand von Versuchen 
5.2.1 Versuche 
Um den Fragmentierungsprozeß von Beton unter hochdynamischer Be-
anspruchung auch quantitativ beurteilen zu können, wurden verschiede-
ne Versuchsergebnisse herangezogen. Zum einen wurden die Ver-
suchsergebnisse von Herrmann [138] verwendet. Bei den Sprengversu-
chen von Herrmann [138] wurden Betonplatten unterschiedlicher Plat-
tendicke und Festigkeit mit einem Sprengstoffkegel beaufschlagt. Hierbei 
wurde neben der Ladungsmenge des Sprengstoffes ebenso der verwen-
dete Sprengstoff selber modifiziert. In der Regel wurde als Sprengstoff 
TNT verwendet, der mit einem Außenkegel aus Composition B umman-
telt war. Aufgrund der höheren Detonationsgeschwindigkeit des Compo-
sition B läuft die Druckwelle an der Kegelaußenseite vor und zündet dort 
den TNT. Somit wird erreicht, daß eine ebene Belastungswelle in den 
Beton eingeleitet wird.  
Bild 5.13: Versuchsaufbau der gesprengten Platten 
 
Der prinzipielle Versuchsaufbau ist Bild 5.13 zu entnehmen. Bild 5.14 
zeigt in Plattenmitte die Lage der Druckaufnehmer sowie den Schnitt 
durch den benutzten Sprengstoff. Die Plattenabmessungen und die Da-
ten des verwendeten Sprengstoffkegels sind in Tabelle 5.2 aufgelistet. 
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Bild 5.14: Lage der Meßaufnehmer bei den Platten a) S1, b) S2, c) S3, d) P3, e) P4, 
f) P5 
 
Bei den Versuchen von Herrmann [138] wurden neben den Druckverläu-
fen im Beton und dem Schädigungsgrad nach dem Versuch auch Frag-
mentverteilungen ermittelt. Der Schädigungsgrad wurde nach dem Ver-
such quantifiziert, indem die Betonplatte in der Mitte zersägt wurde. Bei 
den Versuchen von Ockert [221] stand nur der Schädigungsgrad der 
Platte nach dem Versuch zur Verfügung. Der prinzipielle Versuchsauf-
bau blieb erhalten. Die Daten der Platten O1 bis O3 sowie der verwende-
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  ∅ [cm]        h [cm]        Material 
S1 100⊗100 30 B200 10,4 7,5 TNT/Comp. B
S2 100⊗100 30 B200 10,4 7,5 TNT/Comp. B
S3 100⊗100 30 B200 20,0 17,3 TNT/Comp. B
P3 100⊗100 50 B35 10,4 7,5 TNT/Comp. B
P4 100⊗100 50 B35 20,0 6,8 Phleg. TNT 
P5 100⊗100 50 B35 20,0 17,3 TNT/Comp. B
O1 100⊗100 25 B35 10,4 7,5 TNT/Comp. B
O2 120⊗120 32 B35 10,4 7,5 TNT/Comp. B
O3 100⊗100 40 B35 10,4 7,5 TNT/Comp. B
Tabelle 5.2: Daten der verwendeten Platten und Sprengstoffkegel 
Bei den Versuchen von Hermann [138] wurden zur Bestimmung der 
Fragmentsieblinien die Trümmer nach der Sprengung erfaßt. Trümmer 
bis zu einem Durchmesser von 64 mm konnten maschinell sortiert, grö-
ßere Trümmer mußten von Hand ausgezählt werden. Ursprünglich war 
noch vorgesehen, die Lage der Trümmer in der Umgebung zu erfassen. 
Zu diesem Zweck wurden die Betonoberflächen farbig gekennzeichnet 
(siehe Bild 5.23 und Bild 5.49). Durch die teilweise erheblichen Zerstö-
rungsgrade der Betonplatten und dem damit verbundenen hohen Auf-
wand, wurde von einer Erfassung der geometrischen Lage der Oberflä-
chentrümmern in der Umgebung abgesehen. 
 
5.2.2 Vergleich: Versuch-Rechnung 
Bei der numerischen Simulation wurden die Betonplatten und Spreng-
stoffkegel mit dem SPH-Code diskretisiert. Bild 5.15 zeigt exemplarisch 
für den Versuch S3 das SPH-Netz in der Ausgangskonfiguration. Die 
Materialdaten für die verwendeten Sprengstoffkegel und Betone sind 
Tabelle 5.3, Tabelle 5.4 und Tabelle 5.5 zu entnehmen. Zur Simulation 
wurde das Betonstoffgesetz aus Kapitel 4 verwendet. Eine Streuung der 
Betonfestigkeiten wurde nicht berücksichtigt. Die Parameter des Beton-
modells wurden an den in Kapitel 4.3.8 erläuterten Standardversuchen 
kalibriert. Die SPH-Simulation wurde teilweise mit unterschiedlichen 
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Netzfeinheiten durchgeführt, um den Einfluß der Partikelauflösung auf 
die Ergebnisse festzustellen. Die entsprechenden Betonplatten mit den 
unterschiedlichen Partikelzahlen sind in Tabelle 5.6 aufgeführt.  
Bild 5.15: SPH-Diskretisierung der Platte S3 in der Ausgangskonfiguration 
 
Bei den Versuchen mit leichten Abplatzungen an Plattenoberkante hat 
sich gezeigt, daß es ausreicht, die Berechnung bis zu einem Zeitpunkt 
von 2 bis 3 ms auszudehnen. Gerade bei den Platten mit massiven Ab-
platzungen an Plattenober und -unterkante sowie bei den Sprengversu-
chen, bei denen die Platten total zerstört worden sind, stellte sich her-
aus, daß die Berechnungen zur Bestimmung einer Fragmentgrößenver-
teilung bis zu einem extrem späten Zeitpunkt durchgeführt werden müs-
sen, damit sich die Partikel weit genug voneinander entfernen können. 
Bei den Platten S1 und S2 wurde die Berechnung beispielsweise bis zu 
einem Zeitpunkt von 6 ms fortgeführt. Hierzu waren weit über 20.000 
Zeitschleifen erforderlich, was eine enorm lange Rechenzeit zur Folge 
hatte. Es sei hierbei erwähnt, daß zur Ermittlung des Schädigungsgrades 
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Anfangselastizität Schädigungsevolution ep2 0.4 
E0 36000 N/mm² e0 2.5•10-5 Dichte 
ν 0.22 ed 2.2•10-4 ρ 2.4•10-3 
Schädigungsfläche gd 1.5 Maxwell Relaxation 
c1 0.012324 Reduktionsfaktor ndam 50-90 
c2 0.025166 rt 1.2 Hugoniot-Funktion 
c3 0.782058 rc 20 av 0.7 
c4 0.346484 Platische Evolution bv 3.5 
Platizitätsfläche cp 0.9 ev 0.02 
cc 0.08 ep1 1.1•10E-3 ev,th 0.008 
Tabelle 5.3: Materialparameter für den Beton B35 
Anfangselastizität Schädigungsevolution ep2 0.4 
E0 73000 N/mm² e0 1.0•10-4 Dichte 
ν 0.22 ed 2.9•10-4 ρ 2.8•10-3 
Schädigungsfläche gd 2.5 Maxwell Relaxation 
c1 0.012324 Reduktionsfaktor ndam 50-70 
c2 0.025166 rt 1.2 Hugoniot-Funktion 
c3 0.782058 rc 20 av 0.7 
c4 0.346484 Platische Evolution bv 3.5 
Platizitätsfläche cp 0.9 ev 0.02 
cc 0.08 ep1 1.1•10E-3 ev,th 0.008 











R1 R2 ω 
TNT 0,00163 21000 6930 70000 37120 3231 1045 4,15 0,95 0,30 
Comp. B 0,001717 29500 7980 85000 52420 7678 1082 4,2 1,1 0,34 
Ph. TNT 0,000838 21000 3800 37000 37120 3231 1045 4,15 0,95 0,30 
Tabelle 5.5: Materialparameter der verwendeten Sprengstoffe, aus [74] 
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Platte Partikelanzahl Beton 
S1/S2 (grob) 110.902 
S1/S2 (fein) 316.231 
S3 (grob) 316.231 
S3 (fein) 406.593 
P3 380.926 
P4 (grob) 119.164 
P4 (fein) 380.926 
P5 380.926 
O1 (grob) 265.226 
O1 (fein) 736.164 
O2 (grob) 344.549 
O2 (fein) 900.000 
O3 298.116 
Tabelle 5.6: Partikelanzahlen der unterschiedliche Platten und Sprengstoffkegel bei 
der SPH-Simulation  
Die Fortführung der Simulation zu einem derart späten Zeitpunkt bringt 
neben der langen Rechenzeit noch ein weiteres Problem mit sich. Durch 
die ungenaue Art der Interpolation kann es zu einem unphysikalischen, 
d.h. numerischen, Trennen von Partikeln kommen. Durch Verwendung 
der MLS-Interpolation kann diese Instabilität zumindest verzögert wer-
den. Während der Berechnung wurde kontrolliert, daß die Partikelge-
schwindigkeiten nicht unphysikalisch anstiegen, um das Aufkommen von 
Instabilitäten zu vermeiden. Bei allen Platten wurde prinzipiell der in Ka-
pitel 3.12.3 beschriebene Fragmentsuchalgorithmus verwendet. Als Kri-
terium für ein "Staubkorn" wurde jedoch noch eine zusätzliche Bedin-
gung benutzt. Betonpartikel, deren Zug- und Druckschädigung Dt und Dc 
den Wert 1 annahmen, wurden ebenfalls als Staubkorn identifiziert. Da 
ein Rechenjob auf der IBM RS6000/SP lediglich 240 CPU-Minuten an-
dauern darf, wurden alle für die Fortsetzung des Rechenjobs benötigten 
Daten auf eine Datei geschrieben. Bevor die Simulation nun fortgeführt 
wurde, wurde eine Fragmentsuche durchgeführt. Als Staubkorn identifi-
zierte Partikel wurde lediglich aus der Fragmentsuche genommen, nicht 
aus der weiteren Berechnung, so daß die Massenerhaltung erfüllt wurde. 
Diese Technik hat den Vorteil, daß die Fragmentsuche noch zu einem 
Zeitpunkt geschieht, bei dem die Partikel sich nicht unphysikalisch von-
einander trennen. Dies wurde durch Beobachtung der Schädigungsevo-
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lution kontrolliert. In der Realität wird nach Durchlaufen der ersten oder 
zumindest der ersten beiden Druck- und Zugwellen die Schädigungs-
entwicklung weitgehend abgschlossen sein und die einzelnen Fragmen-
te, die sich gebildet haben, werden den Rest der Zeit benötigen, um sich 
zu trennen. Es hat sich gezeigt, daß zu einem Zeitpunkt, bei dem sich 
noch keine Partikel von der Platte gelöst hatten, die Schädigungsevoluti-
on auch in der Rechnung weitgehend abgeschlossen war. Danach ent-
wickelte sich die Schädigung unbedeutend, auch bei Partikeln, deren 
Schädigungsgrad nicht sehr hoch war, wie beispielsweise im Randbe-
reich, oder die sich schon teilweise von der Platte gelöst hatten. Natür-
lich konnte eine weitere Schädigungsevolution von nicht vollkommen ge-
schädigten Partikeln nicht verhindert werden, besonders bei den Platten 
S3 und P5, die bis zu einem Zeitpunkt von 15 ms (über 100.000 Zeit-
schleifen) durchgeführt wurden. Ihr Schädigungsgrad konnte zumindest 
so stabil gehalten werden, daß er zumeist den Wert von Dt=Dc=1 nicht 
erreichte. Somit konnte eine unphysikalische Bildung von "Staubkörnern" 
verhindert werden. Näheres dazu, wie man Informationen über die Güte 
der Berechnungsergebnisse durch Betrachtung der Schädigungsevoluti-
on erhält, siehe Platte S1 und S2.  
 
Nun zu den Ergebnissen: 
 
Der erste Teil dieses Kapitels beschäftigt sich mit dem Vergleich der Re-
chenergebnisse mit den Versuchsergebnissen von Herrmann [138].  
 
• Platten S1 und S2 
Zunächst seien die Versuchsergebnisse der Platten S1 und S2 den Er-
gebnissen der SPH-Simulation gegenübergestellt. Anzumerken ist, daß 
bei Platte S1 im Versuch die Druckaufnehmer ausgefallen sind. Bei der 
SPH-Simulation wurde die Netzfeinheit gemäß Tabelle 5.6 variiert.  
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Bild 5.16: Druckmaximas über die Einbautiefe der Meßaufnehmer der Platte S2 aus 
Versuch und Rechnung 
 
Bild 5.16 zeigt die Druckmaxima von Versuch und Rechnung. Es ist gut 
zu erkennen, daß mit steigender Partikelanzahl die Druckwerte des Ver-
suches besonders im Lasteinleitungsbereich besser abgebildet werden. 
Den qualitativen Druckverlauf über die Plattendicke reproduziert das 
SPH-Programm auch für die geringe Partikelanzahl sehr gut. Bild 5.17 
bis Bild 5.21 zeigen den Fragmentierungsprozeß anhand der SPH-
Simulation zu unterschiedlichen Zeitpunkten für die beiden Netzgeomet-
rien. In Anhang C ist der Fragmentierungsprozeß anhand eines Aus-
schnittes in Plattenmitte ebenfalls dargestellt. In Bild C.1 und Bild C.2 ist 
gut zu sehen, wie die zerstörten Betonpartikel nach der Kompression im 
Lasteinleitungsbereich direkt unter dem Sprengstoffkegel aus dem Krater 
wieder herausgeschleudert werden. Bild 5.20 und Bild 5.21 zeigen den 
Fragmentierungsprozeß zu zwei verschiedenen Zeiten beim "fein" dis-
kretisierten SPH-Modell. Wichtig für die Darstellung ist, daß es sich bei 
den "Kugeln" um Intergrationspunkte handelt, denen ein konstantes Vo-
lumen zur übersichtlichen Darstellung zugewiesen wurde. Es werden 
somit keine wirklichen Fragmente sichtbar gemacht, es handelt sich bei 
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rationspunkte". Was sichtbar wird, ist der Schädigungsgrad der Platte. 
Deutlich wird, daß die Fragmentierung beim fein diskretisierten Modell 
schneller voranschreitet als beim grob diskretisierten. Dies liegt in der 
besseren Auflösung des Sprengstoffkegels begründet, bei dem sich 
durch die höhere Netzfeinheit auch größere Drücke aufbauen konnten. 
Auch hier ist in Plattenmitte zur besseren Verdeutlichung der Fragmen-
tierungsprozeß dargestellt (siehe Anhang C). Es hat sich gezeigt, daß an 
Plattenunterkante schon nach 1 ms viele Partikel, die sich allmählich von 
der Platte lösten, einen Schädigungsgrad von Dt=Dc=1 besitzen.  
Bild 5.17: Fragmentierungsprozeß an Plattenoberkante der grob diskretisierten SPH-
Platte S1 bzw. S2 nach 0,5 ms 
 




Bild 5.18: Fragmentierungsprozeß der grob diskretisierten SPH-Platte S1 bzw. S2 
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Bild 5.19: Fragmentierungsprozeß der grob diskretisierten SPH-Platte S1 bzw. S2 
nach 2,0 ms an a) Plattenoberkante, b) Plattenunterkante 
 




Bild 5.20: Fragmentierungsprozeß der fein diskretisierten SPH-Platte S1 bzw. S2 
nach 0,8 ms an a) Plattenoberkante, b) Plattenunterkante 
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Bild 5.21: Fragmentierungsprozeß der fein diskretisierten SPH-Platte S1 bzw. S2 
nach 1,0 ms an a) Plattenoberkante, b) Plattenunterkante 
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Bild 5.22: a) Betonplatte S1 aus Versuch verglichen mit der fein diskretisierten SPH-
Platte nach 6 ms, b) Betonplatte S2 aus Versuch verglichen mit der grob 
diskretisierten SPH-Platte nach 6 ms, anhand des Schnittes in Plattenmit-
te 
 
Bild 5.22 zeigt anhand des Ausschnittes in Plattenmitte den letztendli-
chen Zerstörungsgrad der Platte aus Versuch und Rechnung. Die SPH-
Simulation wurde bis zu einem Zeitpunkt von 6 ms durchgeführt. Deutlich 
ist zu erkennen, daß aufgrund der besseren Auflösung die Simulation mit 
der höheren Partikelanzahl den Schädigungsgrad der Platte besser re-
produzieren kann. Jedoch auch schon mit einer Partikelanzahl von ca. 
110.000 Partikeln kann das prinzipielle Verhalten qualitativ gut abgebil-
det werden. In Tabelle 5.7 sind für alle Platten aus Versuch und Rech-
nung die Daten der Schädigung tabellarisch aufgelistet. Die großen Ver-
formungen in Plattenmitte weisen auf einen hohen Schädigungsgrad der 
Partikel hin. Dies war auch im Versuch zu beobachten. Bild 5.23 zeigt 
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Platten  Plattenoberseite 
 Krater ∅     -tiefe  
Plattenunterseite 
Krater ∅       -tiefe 
Fragmentmasse 
[kg] 











































































































Tabelle 5.7: Schädigungs- und Fragmentierungsdaten aller Platten 
Bild 5.23: Platte S1 nach Versuch an a) Plattenoberkante, b) Plattenunterkante 
 




Bild 5.24: Fragmentverteilung der Platten S1 und S2 aus Versuch und Rechnung 
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Bild 5.25: Fragmentverteilung der Platten S1 und S2 aus Versuch und Rechnung 
nach 6 ms Simulationszeit: bezogene Dichteverteilung  
 
Bild 5.24 stellt die Fragmentverteilung aus Versuch und Rechnung ge-
genüber. Hierbei wird deutlich, daß die grob diskretisierte SPH-Platte die 
Fragmentverteilung des Versuches etwas besser reproduziert, was aller-
dings auch an der niedrigeren Partikelauflösung, d.h. höheren Partikel-
masse, liegt.  
 
Fragment ∅ [mm] Fragmentmasse [g] Partikelanzahl pro Fragment 
      Grobes Netz               Feines Netz  
16 6 ~1 2 
32 48 6 18 
63 366,6 48 138 
79,4 733,9 96 276 
100 1466 193 551 
Tabelle 5.8: Benötigte Partikelanzahlen für verschieden große Fragmente der grob 
und fein diskretisierten SPH-Platte S1 und S2 
 
In Tabelle 5.8 ist die Anzahl der Partikel für die Fragmente unterschiedli-
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fein diskretisierten SPH-Platte stehen 7,57 g Partikelmasse bei dem gro-
ben SPH-Netz gegenüber, was sich in der Fragmentgrößenauflösung 
widerspiegelt. Für das fein diskretisierte Modell ergibt sich somit ein mi-
nimaler Fragmentdurchmesser von ca. 12 mm, beim grob diskretisierten 
Modell von ungefähr 17 mm. Um die Staubkornbildung besser verfolgen 
zu können, wurde deshalb bei der fein diskretisierten Platte im unteren 
Bereich der Sieblinie eine feinere Aufteilung vorgenommen. Die fein dis-
kretisierte SPH-Platte errechnet die gesamte Fragmentmasse aus dem 
Versuch besser (siehe Tabelle 5.7). Ebenso streuen die Versuchsergeb-
nisse der beiden gesprengten Platten S1 und S2. Aus diesem Grunde 
liefern die SPH-Simulationen zufriedenstellende Ergebnisse.  
Bild 5.26: Fragmentverteilung der Platten S1 und S2 aus Versuch und Rechnung 
nach unterschiedlichen Zeitpunkten bei der Simulation 
 
Eine wesentliche Frage ist, bis zu welchem Zeitpunkt muß man die SPH-
Simulation fortführen, um die Sieblinien aus den Versuchen reproduzie-
ren zu können und kann man nicht jede Sieblinie reproduzieren, wenn 
man die Berechnung nur lange genug laufen läßt. Deshalb wurde exem-
plarisch für die fein diskretisierte Platte zu verschiedenen Zeitpunkten 
eine komplette Fragmentsuche durchgeführt. Bild 5.26 zeigt das Ergeb-
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deutlich zu erkennen, wie die Fragmente mit zunehmender Rechenzeit 
immer feiner werden. Unter der Bedingung, daß mit zunehmender Re-
chenzeit sich keine weiteren Staubkörner bilden dürfen, ist der Einfluß 
der Rechenzeit jedoch nicht wesentlich. Schon nach einem Zeitpunkt 
von 4 ms erhält man für die Fragmentverteilung gute Ergebnisse. Zu die-
sem Zeitpunkt stimmen die Ergebnisse mit den Versuchsergebnissen 
sogar besser überein. Auch die gesamte Fragmentmasse von 86 kg wird 
zu diesem Zeitpunkt schon erreicht. Aus der Fragmentverteilung ist zu 
erkennen, daß die Bildung von Staubkörnern (Fragmente < ∅ 16 mm) 
nach 4 ms schon abgeschlossen ist, was ein Zeichen für den weitgehend 
physikalischen Fragmentierungsprozeß ist. Aufgrund der großen Streu-
ung des Beton, der bei verschiedenen Versuchen auch unterschiedliche 
Fragmentverteilungen aufweist, sind die gewonnen Ergebnisse mehr als 
ausreichend. In Tabelle 5.7 ist die erhaltene Gesamtfragmentmasse aus 
Versuch und Rechnung gegenübergestellt. Auch sie zeigt eine sehr gute 
Übereinstimmung. Im Gegensatz zu den Berechnungen an den Platten 
S3 und P5 befanden sich keine Fragmente innerhalb der Platte. Die 
Schädigungsevolution konnte bis zu Ende der Berechnung so stabil 
gehalten werden, daß alle anfangs nicht vollständig zerstörten Partikel, 
einen Schädigungswert von Dt=Dc=1 nie erreichten. 
 
Um einen Eindruck über die Qualität der gewonnenen Ergebnisse vor 
allem im Hinblick auf die Fragmentverteilung zu bekommen, wurde die 
Schädigungsevolution beobachtet. Eine Betrachtung der Energiebilanz 
ist wegen der zu erwartenden hohen Dissipation aufgrund plastischer 
Verformungen wenig aussagekräftig. Im Allgemeinen kann behauptet 
werden, daß mit zunehmendem Zerstörungsgrad der Betonplatten auch 
eine zunehmende Energiedissipation durch plastische Verformung zu 
erwarten ist, was die Rechnung auch bestätigte. 
 
Durch Beobachtung der Schädigungsevolution konnte qualitativ kontrol-
liert werden, ob die Fragmentierung weitgehend physikalische oder 
hauptsächlich numerische Ursachen hatte. Die durchgeführten Beobach-
tungen sollen hier näher erläutert werden.  
 
Ab einem bestimmten Zeitpunkt tdam wurde die Schädigungsvariable 
Dc,stat. und Dt,stat. abgespeichert und mit dem Schädigungsgrad Dc,stat. und 
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Dt,stat. zum Schluß der Berechnung (tEnde) oder zu ausgewählten Zeit-
punkten verglichen. Als Vergleich diente sowohl die Differenz 
Dc/t,stat.(tEnde)-Dc/t,stat.(tdam) als auch das Verhältnis von 
Dc/t,stat.(tEnde)/Dc/t,stat.(tdam). Ist das Verhältnis Dc/t,stat.(tEnde)/Dc/t,stat.(tdam) groß, 
so kann von einer starken numerischen Schädigungsevolution ausge-
gangen werden und die Güte der Ergebnisse ist eher schlecht. Die An-
zahl der Partikel mit einem Verhältnis von Dc/t,stat.(tEnde)/Dc/t,stat.(tdam)>Ω 
wurde emittelt und ausgewertet. Bei den Simulationen der Platte S1 und 
S2 hat sich gezeigt, daß das Verhältnis von Dc/t,stat.(tEnde)/Dc/t,stat.(tdam) für 
alle Partikel kleiner als 1,6 war. Nur für Randpartikel lag für solche Parti-
kel, die zu Beginn der Berechnung kaum Schädigung aufwiesen, das 
Verhätnis von Dc/t,stat.(tEnde)/Dc/t,stat.(tdam) zwischen 1,3 und 1,6. Somit kann 
hier von einer recht guten Qualität der erhaltenen Ergebnisse ausgegan-
gen werden. 
 
Entscheidend bei der Ermittlung des Schädigungsverhältnisses ist der 
Zeitpunkt tdam. Der Zeitpunkt tdam wurde folgender Maßen berechnet. Zu-
nächst wurde ermittelt, wieviel Zeit tew eine elastische Welle von Plat-
tenmitte an der Oberkante bis zum weit entferntesten Partikel der Platte 
benötigt. Zum Zeitpunkt der ersten Schädigungsbildung eines Partikels 
(Dc/t>0) wurde die Zeit 4•tew addiert, so daß für das von der Lasteinlei-
tungsstelle am weitesten entfernte Partikel jeweils zwei elastische Druck- 
und Zugwellen durchlaufen werden konnten. Für diesen Zeitpunkt wur-
den für alle Partikel die statischen Schädigungswerte Dc,stat. und Dt,stat. 
abgespeichert. Die Zeit tew für die Platte S1 bzw. S2 ergab sich zu 159 
µs. 
 
Exemplarisch für die Platten S1/S2 sei der Einfluß der Partikelanzahl be-
züglich der Schädigung und Fragmentmasse in Bild 5.27 dargestellt. Mit 
zunehmender Partikelanzahl konvergieren die Kurven gegen einen stati-
onären Wert, was als sehr positiv zu beurteilen ist. Es sei noch ange-
merkt, daß eine Konvergenz bei einer derart komplizierte Problemstel-
lung "Beton unter Kontaktdetonation" mit nichtlinearem und plastischem 
Materialverhalten sehr schwer zu erreichen ist, da mit steigender Parti-
kelanzahl auch die Drücke im Sprengstoff zunehmen.  
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• Platte S3 
Auch für die Platte S3 wurden zwei verschiedene Netzfeinheiten ge-
wählt. Aufgrund des hohen Zerstörungsgrades der Platte hat sich ge-
zeigt, daß eine Partikelanzahl von 110.000 Partikel unzureichende Er-
gebnisse liefert. Deshalb wurde auf eine feinere Plattenauflösung zu-
rückgegriffen (siehe Tabelle 5.6). Eine noch höhere Partikelanzahl wie in 
Tabelle 5.6 würde zu unzumutbaren Rechenzeiten führen. Die Berech-
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Bild 5.28: Druckmaximas über die Einbautiefe der Meßaufnehmer der Platte S3 aus 
Versuch und Rechnung  
 
In Bild 5.28 sind die Maximaldrücke über die Plattendicke aufgetragen. 
Sie zeigen eine sehr gute Übereinstimmung. Vor allem bei der fein dis-
kretisierten SPH-Platte wird der Druckverlauf auch im unteren Bereich 
der Platte sehr gut angenähert. Dafür überschätzt das fein diskretisierte 
Modell die Druckmaximas im Lasteinleitungsbereich. Den Fragmentie-
rungsprozeß nach 600 µs zeigt Bild 5.29. In Bild 5.30 ist die Platte aus 
der "groben" SPH-Simulation nach 5 und 15 ms dargestellt. Wie man 
deutlich erkennen kann, ist die Platte nahezu vollständig zerstört. Das 
Verformungsbild der Platte nach 15 ms sieht etwas diffus aus. Weitere 
Verformungsplots zu unterschiedlichen Zeitpunkten sind Anhang C zu 
entnehmen. Wie auch im Versuch bildet die SPH-Simulation den Prozeß 
der vollständigen Zerstörung der Platte ab. Bild 5.31 zeigt das, was von 
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Bild 5.29: Fragmentierungsprozeß der grob diskretisierten SPH-Platte S3 nach 0,6 
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Bild 5.30: Verformung der  grob diskretisierten SPH-Platte S3 nach a) 5 ms und b) 
15 ms 
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Bild 5.31: Platte S3 nach dem Versuch 
 





































Bild 5.33: Fragmentverteilung der Platte S3 aus Versuch und Rechnung nach 15 ms, 
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In Bild 5.32 sind die Fragmentverteilungen aus Versuch und Rechnung 
gegenübergestellt. Hier ist nun zu erkennen, daß aufgrund des starken 
Zerstörungsprozesses die "grob" diskretisierte SPH-Platte zu massive 
Fragmente berechnet. Die "fein" diskretisierte Platte reproduziert die 
Fragmentsieblinie des Versuche recht gut. Auch bei dieser Simulation 
wurde die Schädigungsevolution über die Zeit verfolgt. Da die Berech-
nung bis zu einem Zeitpunkt von 15 ms durchgeführt wurde, konnte eine 
teilweise erhebliche Schädigungsevolution einzelner Partikel nicht ver-
hindert werden. Die Schädigung von Partikeln, deren Schädigungsgrad 
zu Beginn der Berechnung noch recht gering war, verdoppelte bis ver-
dreifachte sich teilweise bis zum Schluß der Berechnung. Nach fast 10 
ms war das Verhältnis Dc/t,stat.(tEnde)/Dc/t,stat.(tdam) für ca. 7000 Partikel grö-
ßer als 2,0. Zum Schluß der Simulation waren es schon beinahe 18.000 
Partikel. Für über 4000 Partikel verdreifachte sich sogar die Schädi-
gungsvariable Dc und/oder Dt. Trotzdem konnte der Schädigungsgrad 
größtenteils so stabil gehalten werden, daß es zu keiner numerischen 
Staubkornbildung gekommen ist. 




























SPH nach 15 ms
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SPH nach 8 ms
SPH nach 5 ms
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Bild 5.34 zeigt die Fragmentverteilung der fein diskretisierten SPH-Platte 
zu verschiedenen Zeitpunkten. Gut ist zu erkennen, daß sich bereits 
nach 5 ms keine weiteren Staubkörner mehr bildeten. Es wird ersichtlich, 
wie die Fragmente immer feiner werden. Ebenso wird deutlich, daß mit 
zunehmender Rechenzeit die Fragmentverteilung zu konvergieren 
scheint. Die richtige Interpretation der Ergebnisse bei einem derartigen 
Zerstörungsprozeß ist bei der Bestimmung der Fragmentverteilung nicht 
ganz trivial. Betrachtet man die Schädigungsevolution oder die Evolution 
der Dichte der einzelnen Partikel, kann man jedoch über die Qualität der 
Ergebnisse Rückschlüsse ziehen. Es wird deutlich, daß bei einem sol-
chen Zerstörungsgrad der Platte die Bestimmung einer genauen Frag-
mentverteilung unmöglich ist. Dennoch läßt sich abschätzen, in welchem 
Rahmen die Fragmente liegen werden. Abschließend läßt sich sagen, 
daß die numerische Simulation gute Ergebnisse bezüglich der Frag-
mentverteilung liefert, da eine numerische Staubkornbildung weitgehend 
verhindert werden konnte. Die über die Zeit stark zunehmende unphysi-
kalische Schädigungsevolution einzelner Partikel ist zwar von numeri-
scher Natur, hat aber auf die Fragmentverteilung einen unwesentlichen 
Einfluß, da sie die Trennung der Fragmente nicht beeinflußt. 
 
• Platte P5 
Für die Platte P5 wurde lediglich eine Netzfeinheit verwendet. Die maxi-
malen Druckwerte über die Plattendicke zeigt Bild 5.38. Versuch und 
Rechnung zeigen eine sehr gute Übereinstimmung. 
 
Die SPH-Simulation bildete qualitativ die totale Fragmentierung der Plat-
te ab. Von Bild 5.35 bis Bild 5.37 ist der Fragmentierungsprozeß der 
Platte zu verschiedenen Zeitpunkten dargestellt. Weitere Verformungs-
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Bild 5.35: Fragmentierungsprozeß der SPH-Platte P5 nach 0,6 ms an a) Platten-
oberkante, b) Plattenunterkante 
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Bild 5.36: Fragmentierungsprozeß der SPH-Platte P5 nach 1 ms an a) Plattenober-
seite, b) Plattenunterseite 
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Bild 5.37: Fragmentierungsprozeß der SPH-Platte P5 nach a) 5 ms b)  15 ms 
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Bild 5.38: Druckmaximas über die Einbautiefe der Meßaufnehmer der Platte P5 aus 
Versuch und Rechnung 
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Bild 5.40: Fragmentverteilung der Platte P5 aus Versuch und Rechnung nach 15ms, 
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Die Fragmentverteilung zu verschiedenen Zeitpunkten ist in Bild 5.39 
grafisch aufgetragen. Die Übereinstimmung aus Versuch und Rechnung 
ist quantitativ nicht sehr gut. Qualitativ schätzt das SPH-Programm we-
nigstens die Größe der Trümmer richtig ab. Gut zu erkennen ist, daß 8 
ms nicht ausreichen, damit sich die gebildeten Fragmente voneinander 
trennen können. Ebenfalls wird deutlich, daß nach weiteren 7 ms durch 
die unphysikalische Schädigungsevolution sich weitere Staubkörner ge-
bildet haben. Mit ca. 7 %, dies entspricht beinahe 27.000 Partikeln, ist 
die numerische Staubkornbildung erheblich. 
 
Betrachtet man die Schädigungsevolution, sind auch hier die größten 
Diskrepanzen festzustellen. Nach Beendigung der Simulation haben ü-
ber 25.000 Partikel ein Verhältnis von Dc/t,stat.(tEnde)/Dc/t,stat.(tdam) größer als 
2, obwohl weniger Partikel als bei der feinen SPH-Platte S3 verwendet 
wurden. Auch eine Staubkornbildung konnte nicht ausgeschlossen wer-
den. Nach 10 ms haben sich schon erkennbar die ersten Staubkörner 
numerisch gebildet. Die Fragmentverteilung aus Versuch und Rechnung 
zeigen zu diesem Zeitpunkt noch keine allzu große Übereinstimmung. 
Nach 15 ms aproximiert die Simulation die Fragmentverteilung aus dem 
Versuch schon recht gut. Eine bessere Reproduktion der Versuchser-
gebnisse wäre voraussichtlich mit einer besseren Auflösung der Beton-
platte zu erreichen. Aufgrund der enorm hohen Rechenzeit wurde eine 
derartige Berechnung nicht mehr durchgeführt. An dieser Stelle sei be-
tont, daß auch die Versuchsergebnisse erheblich streuen, vor allem bei 
derartig hohen Zerstörungsprozessen. Somit liefert die SPH-Simulation 
qualitativ ausreichende Ergebnisse. Es geht zumindest die maximale 
Trümmergröße aus der Rechnung richtig hervor. An dieser Stelle wird 
ersichtlich, wie schwierig und unsicher eine korrekte Fragmentgrößen-
ermittlung sein kann. 
 
• Platte P3 
Auch für die Platte P3 wurde nur mit einer Netzfeinheit gerechnet. Die 
Druckwerte über die Plattendicke zeigt Bild 5.41, Bilder zum Fragmentie-
rungsprozeß sind in Anhang C zu finden. Das letztendliche Zerstö-
rungsmuster aus Versuch und Rechnung ist für den Schnitt in Plattenmit-
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te in Bild 5.42 aufgetragen. Die SPH-Simulation bestimmt den Schädi-
gungsgrad qualitativ sehr gut.  
Bild 5.41: Druckmaximas über die Einbautiefe der Meßaufnehmer der Platte P3 aus 
Versuch und Rechnung 
 
Die Fragmentverteilung ist Bild 5.43 zu entnehmen. Die Auflösung der 
Sieblinie ist bei der SPH-Simulation nicht sehr gut. Um einen geringeren 
minimalen Fragmentdurchmesser aus der Simulation zu erhalten, ist die 
Auflösung der Platte enorm zu erhöhen. Für einen minimalen Fragment-
durchmesser von 8 mm sind ca. 1.800.000 Betonpartikel, für einen 
Druchmesser von 4 mm schon 15.000.000 Betonpartikel erforderlich. Da 
Fragmente mit einem Durchmesser kleiner 1 cm nicht von Interesse 
sind, ist die hier gewählte Auflösung ausreichend. Auch die Gesamt-
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Bild 5.42: a) Betonplatte P3 aus Versuch verglichen mit b) der SPH-Platte anhand 
des Schnittes in Plattenmitte 
 
































Bild 5.44: Fragmentverteilung der Platte P3 aus Versuch und Rechnung, a) Dichte-
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Aufgrund des niedrigen Zerstörungsgrades der Platte und der Durchfüh-
rung der Berechnung bis zu einem Zeitpunkt von 2,5 ms war die Güte 
der Berechnung qualitativ sehr gut. Die Schädigungsevolution erfolgte 
weitgehend physikalisch. 
 
• Platte P4 
Die Platte P4 wurde mit einem phlegmatisierten Sprengstoff beauf-
schlagt. Hierzu wurde dem TNT kleine Styroporkugeln beigemengt. Sei-
ne Detonationsgeschwindigkeit verlangsamte sich auf 3800 m/s. Es wur-
de wieder mit zwei unterschiedlichen Netzfeinheiten gerechnet (siehe 
Tabelle 5.6). Die maximalen Druckpeaks werden von der fein diskreti-
sierten SPH-Platte wesentlich stärker überschätzt als vom grob diskreti-
sierten SPH-Modell. 
Bild 5.45: Druckmaximas über die Einbautiefe der Meßaufnehmer der Platte P4 aus 
Versuch und Rechnung 
 
Die Platte P4 war die am wenigsten geschädigte Platte (siehe Bild 5.47). 
Es traten lediglich geringe Abplatzungen an Plattenoberkante auf. Des-
halb ist die Reproduktion der Fragmentsiebline nicht sehr schwierig. Bild 
5.46 zeigt, daß die grob diskretisierte SPH-Platte die Sieblinie deutlich 
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schließlich Staubkörner bildeten, was an der höheren Druckentwicklung 
im Sprengstoff liegt (siehe Bild 5.45). Auch die gesamte Fragmentmasse 
approximieren beide Simulationen gut (siehe Tabelle 5.7). Interessant 
sind die großen Unterschiede zwischen dem groben und dem feinen 
Modell in der Art der Fragmentierung (siehe Bilder C.15 bis C.17). Wäh-
rend bei der grob diskretisierten SPH-Platte die Fragmente fast aus-
schließlich direkt aus dem Krater geschleudert werden, ist bei der fein 
diskretisierten Platte eine deutliche seitliche Verdrängung des Materials 
in Kraternähe zu beobachten, bevor die restlichen Trümmer auch aus 
dem Krater geschleudert werden. 
Bild 5.46: Fragmentverteilung der Platte P4 aus Versuch und Rechnung  
 
Interessant ist, daß die fein diskretisierte SPH-Platte den Zerstörungs-
grad aus Versuch schlecht quantitativ reproduziert, hingegen die grobe 
Platte das Zerstörungsmuster fast exakt widergibt (siehe Bild 5.47). Dies 
liegt an der größeren Partikelmasse des Beton und dem niedrigeren 
Druckaufbau im Lasteinleitungsbereich beim groben Modell. Den 291 
Sprengstoffpartikeln des groben Models stehen über 2.000 Sprengstoff-
partikel des feinen Netzes gegenüber. Aufgrund der leichten Abplatzun-
gen kann man jedoch bei beiden Platten von einer recht guten Überein-
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steigender Partikelanzahl auch bessere Ergebnisse erzielt werden. In 
Bild 5.49 ist die Platte P4 nach dem Versuch abgebildet. 
Bild 5.47: a) Betonplatte P4 aus Versuch verglichen mit der b) groben SPH-Platte, c) 
feinen SPH-Platte, anhand des Schnittes in Plattenmitte 
 





Bild 5.48: Fragmentverteilung der Platte P4 aus Versuch und Rechnung, a) Dichte-
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Auch bei dieser Simulation traten keine Probleme in der Schädigungs-
evolution auf. 
Bild 5.49: Platte P4 nach dem Versuch 
 
Abschließend seien hier noch kurz drei Berechnungen mit den von      
Ockert [221] durchgeführten Versuchen verglichen. Da bei den Versu-
chen keine Fragmentverteilungen ermittelt worden sind, werden lediglich 
die Verformungsbilder der Platten gezeigt. 
 
Stellt man die Versuchsergebnisse von Ockert [221] und Hermann [138] 
gegenüber, so bestätigt sich die These, daß bei extrem hohen Belas-
tungsamplituden die Materialfestigkeit keinen Einfluß auf den Perfora-
tionswiderstand der Betonplatten besitzt. Die 30 cm dicken Betonplatten 
aus dem Beton B200 wiesen ungefähr dieselben Schäden wie die nur 2 
cm dickeren B35-Platten aus den Versuchen von Ockert [221] auf. Die 
25 cm Betonplatte O1 wurde vollständig perforiert. Bei einer Plattendicke 
von 40 cm traten lediglich noch leichte Abplatzungen an Plattenoberkan-
te auf, die mit den Schäden der 10 cm dickeren Platte aus dem Versuch 
von Hermann [138] zu vergleichen sind. In den kommenden drei Verifika-
tionrechnungen soll gezeigt werden, daß das SPH-Programm mit dem 
Betonmodell in der Lage ist, den Schädigungsprozeß wiederzugeben. 
Für das Betonstoffgesetz wurden die Parameter aus Tabelle 5.3 gewählt. 
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• Platten O1 bis O3 
 
Bild 5.50: Fragmentierungsprozeß der groben SPH-Platte O1 nach 1,0 ms an a) 
Plattenoberkante, b) Plattenunterkante  
 
Bei den Plattensprengungen von Ockert wurde lediglich eine Betongüte 
und dieselbe Kegelabmessung gewählt. Variiert wurden die Plattengeo-
5 Numerische Simulation 279 
metrien (siehe Tabelle 5.2). Bei den Versuchen wurde ersichtlich, daß 
die Dicke der Platte maßgeblich den Perforationswiderstand bestimmt. 
Die 25 cm dicke Platte O1 wurde vollständig perforiert. Ebenso war die 7 
cm dickere Platte O2 stark geschädigt. Die 40 cm dicke Platte O4 wies 
nur Schäden an Plattenoberkante auf, an Plattenunterseite befanden 
sich zahlreiche Risse, ein Krater bildete sich jedoch nicht aus. 
Bild 5.51: a) Betonplatte O1 aus Versuch verglichen mit der b) groben SPH-Platte 
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Bild 5.52: Fragmentierungsprozeß der feinen SPH-Platte O1 nach 1,0 ms an a) Plat-
tenoberkante, b) Plattenunterkante 
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Bild 5.53: Platte O1 nach dem Versuch 
 
Bild 5.50 und Bild 5.52 zeigen die Verformungen der grob bzw. fein dis-
kretisierten Platte O1 aus der SPH-Simulation nach 1,0 ms. Gut zu er-
kennen ist die Ausbildung von radialen Diskontinuitäten an Plattenober- 
und -unterseite, die ebenfalls im Versuch auftraten (siehe Bild 5.53). Die 
282  5 Numerische Simulation 
Abplatzungen an Plattenunterkante sind in der "feinen" Rechnung weiter 
fortgeschritten, ansonsten bilden beide Rechnungen den Fragmentie-
rungsprozeß nahezu identisch ab. In Bild 5.51 ist in Plattenmitte das 
Zerstörungsmuster aus Versuch und den beiden Rechnungen gegen-
übergestellt. Wie auch im Versuch wird die Platte in der Rechnung voll-
ständig perforiert. Der Rest der Platte bleibt nahezu erhalten. Beobachtet 
man die Schädigungsevolution, so bestätigt dies auch die Rechnung. Im 
Randbereich sind die Partikel größtenteils nicht allzu stark geschädigt.  
 
Bild 5.54: a) Betonplatte O2 aus Versuch vor dem Transport, b) nach dem Transport 
verglichen mit c) der groben SPH-Platte und d) der feinen SPH-Platte an-
hand des Schnittes in Plattenmitte 
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Die Platte O2 war in der Grundfläche jeweils 20 cm breiter als alle übri-
gen Platten. Im Versuch wurde die Platte nicht vollständig perforiert. Erst 
beim Transport erfolgte die "Perforation" der Platte, was ein deutliches 
Anzeichen des hohen Schädigungsgrades in Plattenmitte ist. Bild 5.54 
zeigt das Verformungsbild aus Versuch und den beiden Rechnungen in 
Plattenmitte. Im Gegensatz zum Versuch wurde die Platte in den SPH-
Simulationen perforiert, was jedoch aufgrund der "Transportperforation" 
eine zufriedenstellende Näherung darstellt. In Tabelle 5.7 sind die Kra-
tertiefen und Kraterdurchmesser aufgelistet. Rechnung und Versuch zei-
gen eine gute Übereinstimmung. Der Fragmentierungsprozeß der fein 
diskretisierten SPH-Platte O2 ist in Bild 5.56 dargestellt. 
Bild 5.55: a) Betonplatte O3 aus Versuch verglichen mit der b) SPH-Platte, anhand 
des Schnittes in Plattenmitte 
 
Den Zerstörungsgrad von Platte O3 in Plattenmitte gibt Bild 5.55 wieder. 
Auch hier stimmen die Verformungen aus Rechnung und Versuch gut 
überein. An dieser Stelle sei nochmals erwähnt, daß alle Berechnungen 
der B35 Platten mit denselben Stoffgesetzparametern durchgeführt wur-
den. Der Schadensprozeß kann mit dem SPH-Programm unter Verwen-
dung des Betonmodells ebenso quantitativ gut abgebildet werden. 
284  5 Numerische Simulation 
 
 
Bild 5.56: Fragmentierungsprozeß der feinen SPH-Platte O2 nach 1 ms, a) Platten-
oberseite, b) Plattenunterseite  
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6 Zusammenfassung und Ausblick 
 
Ziel dieser Arbeit war es, die wesentlichen Einflüsse des Fragmentie-
rungsverhaltens von Beton aufzuzeigen und eine Methode bereitzustel-
len, mit der der dynamische Fragmentierungsprozeß auch quantitativ 
abgebildet werden kann.  
 
In der Literatur gibt es zahlreiche Fragmentierungstheorien für unter-
schiedliche Werkstoffe, die im Prinzip lediglich eine Erweiterung der mi-
kro- oder makromechanischen Plastizitäts- oder Schädigungstheorien 
sind. Hierbei werden nach einer Berechnung Variablen wie die Dehnrate, 
die Bruchzähigkeit, die Temperatur, etc. ausgewertet, um einen mittleren 
Fragmentdurchmesser zu erhalten. Über statistische Betrachtungen wird 
dann auf die Fragmentverteilung geschlossen. In dieser Arbeit wurde ein 
anderer Weg gewählt, um den Fragmentierungsprozeß von Beton mit 
Hilfe einer numerischen Simulation zu analysieren. Es wurde ein Diskre-
tisierungsverfahren benutzt, das unter Verwendung eines geeigneten 
Werkstoffgesetzes den Fragmentierungsprozeß von Beton explizit abbil-
den kann.  
 
Ein Diskretisierungsverfahren, das zur Abbildung der dynamischen 
Fragmentierung besser geeignet ist als die netzbasierte FE-Methode, ist 
die sog. Methode der Smooth Particle Hydrodynamics. Die SPH-
Methode ist ein Lagrange-Verfahren, das das Kontinuum mit Hilfe von 
sog. Partikeln diskretisiert, die untereinander Impulse austauschen und 
sich frei im Raum bewegen können. Der große Vorteil der SPH-Methode 
liegt in der netzfreien Art der Diskretisierung. Durch die netzfreie Diskre-
tisierung können leicht große Deformationen simuliert werden. Da die 
SPH-Methode bezüglich der Konsistenzanforderungen Defizite aufweist, 
wurden zahlreiche Verbesserungen dieses Verfahrens entwickelt. In die-
ser Arbeit wurde ein MLS-Ansatz (MLSPH) übernommen, der die exakte 
Einhaltung der Konsistenzforderungen gewährleistet. Es wurde ein eige-
ner dreidimensionaler SPH/MSLPH-Code entwickelt und anhand einfa-
cher Beispiele verifiziert. Im Rahmen der Untersuchungen zur Fragmen-
tierung von Beton wurde ein am Institut für Massivbau und Baustofftech-
nologie entwickeltes Betonstoffgesetz in den SPH/MLSPH-Code imple-
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mentiert. Es approximiert nicht nur das Betonverhalten unter statischer 
Belastung, sondern berücksichtigt auch die Festigkeitssteigerung von 
Beton unter hohen Belastungsgeschwindigkeiten realitätsnah. Ebenso ist 
es in der Lage, das Verhalten von Beton unter hoher hydrostatischer Be-
anspruchung wiederzugeben. Die Fragmentierung geschieht "numerisch" 
durch die Trennung der Partikel und "physikalisch" durch das verwende-
te Materialmodell. Ein Problem liegt in der Beurteilung, ob die Fragmen-
tierung physikalischen oder numerischen Ursprungs ist. Hierzu wurde die 
Evolution der Druck- und Zugschädigungsvariable des Betonstoffgeset-
zes hinzugezogen. Es läßt sich zeigen, daß nach dem Durchlaufen von 
maximal zwei Druck- und Zugwellen die Schädigungsevolution abge-
schlossen ist. Eine anschließende Schädigungsentwicklung kann auf 
ausschließlich numerische Ursachen zurückgeführt werden.  
 
Es wurden zunächst anhand eines einfachen Beispieles, einem Zylinder 
unter Innendruck, qualitativ die Parameter untersucht, die das Fragmen-
tierungsverhalten von Beton im Wesentlichen beeinflussen. Dies sind die 
Belastungsgeschwindigkeit und die Heterogenität. Hierbei wurde offen-
sichtlich, daß die Belastungsgeschwindigkeit maßgeblich die Fragment-
größe bestimmt. Mit zunehmender Belastungsgeschwindigkeit werden 
die Fragmente immer kleiner. Des weiteren hat sich gezeigt, daß die He-
terogenität des Werkstoffes lediglich unter quasi statischer Beanspru-
chung einen Einfluß auf die Fragmentgrößen besitzt. Mit zunehmender 
Belastungsgeschwindigkeit und -amplitude verringert sich der Einfluß 
des Parameters "Heterogenität" auf die Fragmentgröße. 
 
Der SPH/MLSPH-Code wurde unter Verwendung des Betonstoffgeset-
zes zur Verifikation anhand von Versuchen validiert. Hierzu wurden die 
Versuchsdaten von verschiedenen Sprengungen von Betonplatten un-
terschiedlicher Dicke und Festigkeit herangezogen. Es wurde gezeigt, 
daß der SPH/MLSPH-Code unter Benutzung des Betonmodells in der 
Lage ist, den Zerstörungsprozeß bis hin zur konkreten Fragmentvertei-
lung abzubilden. Es wurde festgestellt, je höher der Schädigungsgrad 
einer Struktur ist, desto unphysikalischer wird der Fragmentierungspro-
zeß in einer Simulation abgebildet. Generell reproduziert die Berechnung 
die Versuchsergebnisse sehr gut. 
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Mit Abschluß dieser Arbeit steht ein SPH/MLSPH-Code zur Verfügung, 
mit dem nicht nur die Fragmentierung von Betonstrukturen rechnerisch 
gut erfaßt werden kann. Er kann auch auf anderen Gebieten in der Kurz-
zeitdynamik z.B. den Beschuß von Metallstrukturen eingesetzt werden. 
Durch die portable Programmstruktur ist er auf verschiedenen Parallel-
rechnern einsetzbar, die Parallelisierung ermöglicht eine dreidimensiona-
le numerische Simulation größerer Strukturen mit einer ausreichenden 
Auflösung der zu untersuchenden Struktur. 
 
In Zukunft ist es wünschenswert, die Untersuchungen nicht nur auf den 
Werkstoff Beton zu beschränken, sondern weitere Untersuchungen für 
Stahlbetonstrukturen durchzuführen. Dabei kommt vor allem dem Ver-
bund zwischen Stahl und Beton große Bedeutung zu.  
 
Ein weiterer Schritt wäre die Verfolgung der Trümmerbahnen der gebil-
deten Fragmente. Hierzu könnte der SPH/MLSPH-Code mit anderen 
Diskretisierungsverfahren, z.B. der diskreten Element Methode gekop-
pelt werden, um nach der Fragmentbildung auch die Flugbahn der "dis-
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8 Notation 
 
Große lateinische Buchstaben 
 
A  Bruchfläche 
B, ijB  Normalisierungsmatrix 
C, ijklC  Steifigkeitsmatrix 
gC  Rißausbreitungsge- 
 schwindigkeit 
D  Dimension, Schädigung 
D, αβD  Deformationsrate  
dynD  dynamische Schädigung 
E Elastizitätsmodul 
E, ijE  Green-Lagrange Verzer- 
 rungstensor  
E0, ijkl0 )E(  Anfangselastizitätsmodul- 
 tensor 
kE  kinetische Energie 
0E  Anfangselastizitätsmodul 
kE′  kinetische Energie in Ab-
hängigkeit von der Bruch-
fläche 
tE  Tangentensteifigkeit 
totalE  Gesamtenergie 
F, iF  Kraftvektor 
nF∆  Normalkraftinkrement 
Fn Normalkraft 
s
iF  Schubkraftvektor 
bF  burn fraction 
dcF  Schädigungsfläche für 
 Druck 
dtF  Schädigungsfläche für 
  Zug 
F, ijF  Deformationsgradient 
s
iF  Schubkraft 
 
pF  Plastizitätsfläche 
G Schubmodul 
dH  Ver-/Entfestigungs- 
 variable  
vH  Heaviside-Spungfunktion 
e
1I  1. Invariante des elasti-
schen Dehnungstensors 
I, ijI  Einheitstensor 2. Stufe 
I, ijklI  Einheitstensor 4. Stufe 
J Fehlerquadrat 
2J  2. Invariante der Devia-
torspannung  
e
2J  2. Invariante des elasti-
schen Deviatordehnungs- 
 tensors  
K  kinetische Energie, Kom- 
 pressionsmodul 
fK  Sekantenkompressions- 
 modul 
ICK  Bruchzähigkeit 
1K   modifizierte Bessel- 
  Funktion 
L  Differentialopertor 
mL  mittlere Fragmentierungs- 
 größe  
M, iM  Moment 
M Masse 
NI, NII, NIII Eigenvektoren 
0iN  Fragmentdichte 
gN  Anzahl Mikrorisse 
tN  Rissanzahl pro Einheits- 
 volumen 
w
gN  Risswachstumsrate 
n
gN  Rissentwicklungsrate 
tN  Rissentwicklungsrate pro 
 Einheitsvolumen 
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fN  Fragmentzahl 
O  Oberfläche 
P+, +ijklP  positive Projektion des 
elastischen Dehnungs- 
 tensors  
P-, −ijklP  negative Projektion des 
elastischen Dehnungs- 
 tensors 
inputP   mechanischer Leistungs-
 eintrag  
P Wahrscheinlichkeit 
Q Transformationstensor 
inputQ  Wärmefluß 
cR  Rißradius  
R, jlR  Rotationsmatrix 
R  Durchschnittlicher Radius 
 einer Fehlstelle 
fR  Fragmentradius  
S  Oberfläche  
S, ijS  Deviatorspannungsten- 
 sor 
∆S, ijS∆  Deviatorspannungsinkre- 
 ment 
T Temperatur 
mT  Schmelzpunkt 
T, ijT  2. Piola-Kirchhoff-Tensor 
U innere Energie  
U, ijU  Rechts-Streck-Tensor 
∆U, iU∆  Verschiebungsinkerment 
nU∆  Normalanteil des Ver-
schiebungsinkrement 
s
iU∆  Schubanteil  
fV  Fragmentvolumen 
V  Volumen 
V  Änderung des Volumens 
 nach der Zeit 
iV  Kontaktgeschwindigkeit 
V  Kontrollvolumen 
V, ijV  Links-Streck-Tensor 
W  Interpolationsfunktion 
X, iX  Ortsvektor 
Y  Fließspannung 
0Y  Anfangsfließspannung 
  
Kleine lateinische Buchstaben 
 
b  Fragmentkantenlänge 
b, ib  Massenkraftvektor 
c  Schallgeschwindigkeit 




sc  Schallwellengeschwin- 
 digkeit 
dα, αid  α-ter Eigenvektor des  
 elastischen Dehnungs- 
 tensors 
d  Fragmentdurchmesser  
e  spezifische innere  
 Energie 
ijkle  Permutationstensor 
e  deviatorische Dehnrate 
de  Schädigungsparameter 
g, ig  Eigengewicht 
h  Interpolationsradius 
0h  Anfangsinterpola-
tionslänge 
sk  Schubsteifigkeit 
nk  Normalsteifigkeit 
l  Länge 
m  Masse 
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md, ijd )m(  Richtungstensoren im 
Dehnungsraum  
n  Anzahl der Bruchstellen 
n, in  Einheitsvektor orthogo-
nal zur Rissebene 
n, in  Normalenvektor 
nI, nII, nIII Eigenvektoren 
np, ijp )n(  Normale zur Plastizi-
tätsfläche 
nd, ijd )n(  Normalenvektor auf die 
Versagensfläche 
p  Wahrscheinlichkeit, 
 Druck 
p Basisfunktion 
q  künstliche Viskosität 
q, iq  Wärmeeintrag 
pq  interne, plastische Vari-
able 
r  Kugelradius, Wärme-
quelle pro Massenein-
heit 
mr  mittlerer Kugelradius 
αβr  Spintensor 
cr  Reduktionsfaktor Druck 
tr  Reduktionsfaktor Zug 
s relative Partikelge- 
 schwindigkeit  
t  Zeit 
ft  Zeitpunkt, zu dem die  
 Fragmentierung auftritt 
t, it  Spannungsvektor 
t∆  Zeitinkrement 
u  Testfunktion 
u  Partikelabstand 
crv  theoretische elastische 
maximal mögliche Riß-
geschwindigkeit 
x , ix  Beschleunigung 
x , ix  Geschwindigkeit 
x, ix  Ortsvektor 
ji xx ∂∂  Geschwindigkeitsgra- 
 dient 
 
Große griechische Buchstaben 
 
ijΓ  Jaumann´scher Tensor 
der Spannungsge-
schwindigkeit 
Γ  Oberflächenenergie 
Ξ  Steifigkeitsfaktor 
Π  künstliche Viskosität 
 
Kleine griechische Buchstaben 
 
δ  Dirac-Delta 
αβδ  Kronecker-Delta 
ε  Dehnung 
ε, ijε  Dehungstensor 
fε  mittlere Bruchdehnung 
ε , ijε  Dehnrate 
ε  äquivalente Dehnrate 
fε  äquivalente, plastische 
Deviatordehnung 
pl
effε  plastische, effektive 
Vergleichsdehnung 
pl
effdε  plastisches, effektives 
Vergleichsdehnungsin-
krement 
ϑ  Relaxationszeit 
κ  Konditionalzahl 
dκ  äquivalente Schädi-
gungsdehnung 
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c,dκ  äquivalentes, einachsi-
ges, schädigungser-
zeugendes Dehnungs-
maß für Druck 
t,dκ  äquivalentes, einachsi-
ges, schädigungser-
zeugendes Dehnungs-
maß für Zug 
dκ  bezogene, äquivalente 
Dehnrate 
maxλ  maximaler Eigenwert 
minλ  minimaler Eigenwert 
ν  Querkontraktionszahl 
ρ  Dichte 
0ρ  Anfangsinterpolations-
dichte 
ρ  Zeitableitung der Dichte 
fρ  Rißdichte 
fρ  Rißdichtenrate 
σ  Spannung 
σ, ijσ  Spannungstensor 
fσ  Bruchspannung 
mσ  maximale Zugspannung 
∇σ ij  Green-Naghdi-Rate 
ijσ  Spannungsrate 
yσ  einachsige Fließspan-
nung 
τ  Zeitpunkt der Rißbbil-
dung 
klτ  Spannungsrate in der 
rotierten Konfiguration 






d Schädigung, Detonation 
dyn dynamisch 
e elastisch 



















t)( ∂⋅∂  Ableitung nach der Zeit 
(˙) Ableitung nach der Zeit 
⋅   Kernelabschätzung, 
Mc Auley-Klammern 
∇  Nabla-Oerator 
x)( ∂⋅∂  Nabla-Operator 
)(dev ⋅  Deviator 
)(tr ⋅  Spur eines Tensors 
)(  Mittelwert 
⊗  dyadisches Produkt 
dx)(d ⋅  totales Differential 
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Anhang A: Ergänzungen zu Kapitel 3 
A1 Die Delta-Eigenschaft 
Bei netzfreien Verfahren werden die Funktionen oder Funktionsgradien-
ten durch Anwendung einer sog. Wichtungs- oder Interpolationsfunktion 
ermittelt. Hierbei handelt es sich im Gegensatz zu den finiten Elementen, 
bei denen im streng mathematischen Sinn tatsächlich eine Interpolation 
vorliegt, eigentlich um eine Approximation. Für die Formfunktion der 
SPH-Methode gilt: 
 ji0)x( ji ≠∀≠Φ  (A.1) 
Unter Beachtung der diskreten Konsistenzbedingung 0. Ordnung ergibt 
sich für die Formfunktion des Knotens i: 
 1)x( ii ≠Φ  (A.2) 
Zusammengefaßt erhält man:  
 ij
ji )x( δ≠Φ , (A.3) 
was ein entscheidender Unterschied zur Interpolation mit finiten Elemen-
ten ist, für die die Delta-Eigenschaft  
 ij
ji
FE )x( δ=Φ  (A.4) 
gilt. Somit liegt bei der SPH-Interpolation eigentlich eine Approximation 
vor, da uh(xi)≠ui ist. In Bild A1 ist für eine lineare Ansatzfunktion die FE-
Interpolation dargestellt, um grafisch den Unterschied zur SPH-
Interpolation bzw. –Approximation sichtbar zu machen. 
Bild A.1: Interpolation bei finiten Elementen 
1
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A2 Die SPH-Methode als Galerkin-Verfahren 
Die Erhaltungsgleichungen in der SPH-Methode lassen sich auch herlei-
ten, wenn die SPH-Methode als ein Galerkin-Verfahren betrachtet wird. 
Die Herleitungen nehmen Bezug auf die Artikel von Dilts [71], [72], [73] 
und sind wesentlich für die Herleitung der MLSPH-Methode. Ausgangs-
punkt sind die drei Erhaltungsgleichungen der Konti-nuumsmechanik, die 
der Übersicht halber hier nochmals dargestellt sind: 
 0=⋅∇+ x ρρ  (A.5) 
 σx ⋅∇=ρ  (A.6) 
 )(:e xσ  ⊗∇=ρ  (A.7) 
Die oberen Indizes beziehen sich auf die Partikel. Tensoren werden fett 
gedruckt. Die Formfunktionen der Standard SPH-Methode lassen sich 






=Φ  (A.8) 
Um eine Galerkinapproximation zu erhalten, werden die drei Erhaltungs-
gleichungen mit der Formfunktion Φi multipliziert und über das Partikel-
volumen integriert. Gleichzeitig werden die räumlichen Ableitungen in 
den Erhaltungsgleichungen mit dem Gradienten der Formfunktion  
 )f)(f j
j
j (xx Φ∇=∇   (A.9) 
angenähert, so daß sich die Erhaltungsgleichungen in der integralen 
Form formulieren lassen: 
 j
j
jii Φ∇−Φ=Φ   x

ρ
ρ  (A.10) 
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 j
j
jii Φ∇⋅Φ=Φ  σxρ  (A.11) 
  Φ∇⊗Φ=Φ
j
jjii :e xσ ρ  (A.12) 
Bei der Standard Galerkin-Prozedur würde man an dieser Stelle partiell 
integrieren, um die schwache Form der Differentialgleichungen zu erhal-












i ∇≡∇≈∇Φ≡≈Φ  ρρρρ xx  (A.13) 








Wm ∇⋅−=  x

ρρ






ii Wm ∇⋅=  σx ρ
ρ   (A.15) 
 ji
j






ρ  (A.16) 
Da die Gleichungen A.10 bis A.12 nicht partiell integriert wurden, ver-
schwindet die Formfunktion Φi auf beiden Seiten und somit sind die 
SPH-Erhaltungsgleichungen A.14 bis A.16 tatsächlich eine Kollokations-
Galerkin-Form mit den Partikelkoordinaten als Kollokationspunkte. Führt 
man eine Symmetrisierung durch, siehe Kapitel 3.3.2, bekommen die 
Erhaltungsgleichungen folgendes Format: 






Wm ∇−−=  xx 

ρρ
ρ  (A.17) 
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ii Wm ∇⋅+=  σσx ρ
ρ   (A.18) 





iii Wm:e ∇⊗−=  xxσ  ρ
ρ  (A.19) 
Diese Erhaltungsgleichungen entsprechen genau den Erhaltungsglei-
chungen in Kapitel 3.4, nur das die räumlichen Ableitungen der Wich-
tungsfunktion nicht von der Stelle xj, sondern von der Stellte xi aus be-
trachtet werden. Mit der Symmetriebedingung der Wichtungsfunktion  
 jjji WW −∇=∇  (A.20) 
erhält man die SPH-Erhaltungsgleichungen aus Kapitel 3.4. Es sei noch 
erwähnt, daß bei der Impulserhaltung, Gl. A.18, der „Nullterm“ gemäß 
Kapitel 3.3.2 nicht subtrahiert, sondern addiert wurde. Diese symmetri-
sierte Form der Erhaltungsgleichungen sichert auch gallileische Invari-
anz, d.h bei einer reinen Translation eines Körpers entstehen keine Stö-
rungen in der Dichte oder inneren Energie. 
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A3 Der Deformationsgradient und die Rotationsmatrix 
Die Starrkörperrotation läßt sich wie in Kapitel 4.8 bereits beschrieben 
auf verschiedene Weisen durchführen. Bei der Verwendung des Jau-
mann‘schen Tensors der Spannungsgeschwindigkeiten benötigt man nur 
den Geschwindigkeitsgradienten. Für den Green-Naghdi-Tensor ist die 
Rotationsmatrix R erforderlich, die sich aus dem Deformationsgradienten 
bestimmen läßt. Der Deformationsgradient läßt sich mit finiten Elemen-
























∂=  (A.21) 
Summiert wird über die Anzahl der Elementknoten k des jeweiligen Ele-
mentes, h ist die Formfunktion des Elementes. In der Standard SPH-
Methode läßt sich der Deformationsgradient berechnen, indem man die 
Ableitungen der FE-Formfunktion durch die Ableitungen der SPH-






















∂=   (A.22) 
Im Folgenden soll gezeigt werden, daß sich bei der Standard SPH-
Methode der Deformationsgradient und vor allem die Rotationsmatrix R 
nicht exakt bestimmen läßt. Dies führt bei Verwendung der Green-
Naghdi-Rate zu falschen Spannungsrotationen. 
 
Anhand von zwei Beispielen im Zweidimensionalen soll die Bestimmung 
des Deformationsgradienten und der Rotationsmatrix erläutert werden. 
Hierzu werden die Ergebnisse der beiden SPH-Tests den Ergebnissen 
eines FE-Tests gegenübergestellt. 
 
318  Anhang A 
A3.1 Starrkörpertranslation 
Das erste Beispiel ist die Simulation einer reinen Starrkörpertranslation 
mit der SPH-Methode und anhand eines finiten Elementes.  
Bild A.2: Starrkörpertranslation 
 
Bild A.2 zeigt schematisch die Translation des finiten Elementes und des 
SPH-Körpers. Der SPH-Körper wird mit 9 Partikeln und zu Vergleichs-
zwecken mit 81 Partikeln diskretisiert. In Bild A.2 ist der SPH-Körper mit 
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Das lokale Elementkoordinatensystem des finiten Elementes liegt an-
fangs genau im Ursprung. Nach der Starrkörpertranslation haben sich 
die Knotenkoordinaten des finiten Elementes gemäß Bild A.2 verscho-
ben. Setzt man die Koordinaten und die Ableitungen der Formfunktionen 









=  (A.25) 
Die Rotationsmatrix R läßt sich nach der polaren Zerlegung von F be-
stimmen und ist mit dem Deformationsgradienten identisch, d.h. für die 
reine Starrkörpertranslation wird die Rotationsmatrix korrekt berechnet. 
 
Bei der SPH-Methode gibt es bei der Berechnung des Deformationsgra-
dienten einen wesentlichen Unterschied. Beim finiten Element wurde der 
Deformationsgradient an dem Integrationspunkt des Elementes –dies 
entspricht einem reduziert integrierten Element- bestimmt. Da bei der 
SPH-Methode alle Größen an den Partikeln selbst bestimmt werden, er-
hält man für jedes Partikel auch einen Deformationsgradienten. So ergibt 
sich für den 9-Partikel Körper der Deformationsgradient in Körpermitte 
(Partikel 5) zu: 








0988498,05,SPHF  (A.26) 









07829,04,SPHF  (A.27) 
Bei verfeinertem SPH-„Netz“, also bei dem 81-Partikel Körper ergibt sich 








0007756,090565,04,SPHF  (A.28) 
Trotz des feineren „Netzes“ konnte der Deformationsgradient nicht exakt 
approximiert werden. Obwohl er nicht exakt berechnet werden konnte, 









01SPHR  (A.29) 
Für die Starrkörpertranslation liefert die Standard SPH-Methode also die 
richtige Rotationsmatrix. Dehnungsgrößen aus dem Deformationsgra-
dienten können jedoch nicht korrekt abgebildet werden. 
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A3.2 Zugversuch 
Als zweites und letztes Beispiel wird die Ermittlung der Rotationsmatrix R 
bei einem einaxialem Zugversuch ohne Querkontraktion untersucht.  
Bild A.3: Zugversuch 
 
Hierzu wird das finite Element und das SPH-„Netz“ gemäß Bild A.3 ver-
formt. Für das finite Element ergibt sich der Deformationsgradient wieder 
nach Einsetzen der neuen Knotenkoordinaten, siehe Bild A.3, und der 








01FEF  (A.30) 








01FER  (A.31) 
Bei der SPH-Methode erhält man den Deformationsgradienten des 81-



























015SPH,R  (A.32) 
Im Randbereich weicht die Rotationsmatrix bei der SPH-Simulation von 
der korrekten Lösung jedoch deutlich ab. So ergibt sich für Randpartikel 








27898,0960295,02SPH,R  (A.33) 
Also kann beim einaxialem Zugversuch die Rotationsmatrix R beim 
Standard SPH-Verfahren nicht exakt berechnet werden. Um dennoch die 
Starrkörperrotationen richtig zu berücksichtigen, kann entweder die 
Jaumann-Rate verwendet werden oder der Deformationsgradient ist mit-
hilfe der in Kapitel 3.5 beschriebene Methoden zu korrigieren. 
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Anhang B: Verifikationsrechnungen 
 
B1 Simulation von Impaktvorgängen 
 
In diesem Kapitel wird das SPH-Programm anhand von Berechnungen 
von Impaktvorgängen auf Aluminiumplatten mit unterschiedlichen Im-
paktgeschwindigkeiten verifiziert. Hierzu wurden Vergleichsrechnungen 
mit dem FE-Code ABAQUS herangezogen. Die Maße der Platte betru-
gen 72,5 x 72,5 x 10 mm, die des Impaktkörpers 7,5 x 7,5 x 30 mm, die 
Anzahl der Elemente bzw. Partikel wurde jeweils variiert. Zum Vergleich 
der Ergebnisse dienten die in Bild B1.2, Tabelle B1.1 und Tabelle B1.2 
aufgeführten Referenzknoten, an denen die Druck und Geschwindig-
keitsverläufe verglichen wurden. Plattenmitte und Impaktmitte waren di-
rekt übereinander angeordnet. Eine detailiertere Diskussion sowie weite-
re Berechnungsbeispiele findet man bei Kühnle [172]. 
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Bild B1.2: Referenzpunkte im Schnitt A-A 
 
Punkt 1 2 3 4 5 6 7 8 9 10 11 12 
XP 36,2 36,2 36,2 36,2 36,2 36,2 36,2 36,2 36,2 36,2 36,2 36,2 
YP 9,58 8,75 7,91 7,08 6,25 5,41 4,58 3,75 2,91 2,08 0,83 0,41 
ZP 36,2 36,2 36,2 36,2 36,2 36,2 36,2 36,2 36,2 36,2 36,2 36,5 
Tabelle B1.1: Koordinaten der Referenzpunkte der Platte, Maße in [mm] 
 
Punkt 21 22 23 24 25 26 27 
XI 3,75 3,75 3,75 3,75 3,75 3,75 3,75 
YI 14,578 12,912 11,246 8,747 6,248 3,749 1,245 
ZI 3,75 3,75 3,75 3,75 3,75 3,75 3,75 
Tabelle B1.2: Koordinaten der Referenzpunkte des Impactkörpers, Maße in [mm] 
 
Die Platte bestand aus Aluminium. Das Material des Impaktkörpers be-
stand bei niedriger Geschwindigkeit auch aus Aluminium, bei den Hoch-
Geschwindigkeits-Impakts wurde zwischen Aluminium und Stahl variiert. 
 
E [MPa] ν [-] σy [MPa] ρ [g/mm3] pmin [MPa] 
72200 0,034 200 0,0027 -150 
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E [MPa] ν [-] σy [MPa] ρ [g/mm3] 
210000 0,03 1200 0,0078 
Tabelle B1.4: Materialdaten des verwendeten Stahlkörpers 
Es wurde ein linear-elastisch ideal-plastisches Werkstoffgesetz, siehe 
Kapitel 5.2, mit und ohne Zugversagen verwendet. Der Impaktkörper 
wurde zum einen mit 800 m/s und zum anderen mit 2000 m/s auf die 
Platte geschossen. 
 
In ABAQUS wurden zwei verschiedene Netzgeometrien verwendet. Sie 
sind Bild B1.3, Bild B1.4 und Tabelle B1.5 zu entnehmen. Für die Simu-
lation P2 wurde das Netz im Kontaktbereich verfeinert.  
 
 
Bild B1.3: Diskretisierung der ABAQUS-Simulation P1 
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Bild B1.4: Diskretisierung der ABAQUS-Simulation P2 
 
 
Bei den SPH-Simulationen wurden ebenfalls zwei verschiedene Netz-
geometrien verwendet, die Bild B1.5, Bild B1.6 und Tabelle B1.5 zu ent-
nehmen sind. Im Gegensatz zu der ABAQUS-Berechnung P2 wurde die 




P1 10092 324 
P2 19252 2916 
S1 90828 2916 
S2 372400 11172 
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B1.1 Impactvorgänge mit niedriger Geschwindigkeit (800 m/s) 
 
Die Simulationen mit niedriger Impaktgeschwindigkeit wurden mit unter-
schiedlichen Netzfeinheiten durchgeführt. Desweiteren wurde bei den 
SPH-Rechnungen verschiedene Methoden verwendet, zum einen die 
Standard Formulierung und die symmetrisierte Standard Formulierung 
nach Sauer, siehe Kapitel 4, zum anderen die normalisierten SPH-
Gleichungen. Es kam das linear-elastisch ideal-plastische Werkstoffmo-
dell ohne Zugversagen zur Anwendung. Zu Beginn des Kapitels werden 
zunächst die SPH-Rechnungen gegenübergestellt bevor für die Stan-
dard-Methode der Vergleich mit ABAQUS folgt. 
 
In Bild B1.7 sind die Maximaldrücke aus der Standard, der normalisierten 
und der symmetrisierten Standard Methode für Simulation S1 über die 
Plattendicke dargestellt. Es ist deutlich erkennbar, daß die Maximaldrü-
cke der Standard und der symmetrisierte Standard Berechnung fast völ-
lig übereinstimmen. Die Werte der normalisierten Methode sind im obe-
ren und mittleren Bereich der Platte kleiner als bei den anderen beiden 
Berechnungen, im unteren Bereich sind sie etwa identisch. An der Plat-
tenunterseite ist der Druck nahezu Null. 
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In den folgenden Diagrammen werden im Druck-Zeit-Verlauf nur die 
Werte bis zu einem Zeitpunkt von etwa 0,01 ms dargestellt, da bis zu 
diesem Zeitpunkt der erste Spitzenwert und das erste Minimum erreicht 
wurden und die weiteren Verläufe der Kurven eher von geringem Inte-
resse sind. 
Bild B1.8 zeigt die Druckverläufe der verschiedenen SPH-Methoden ex-
emplarisch im Referenzpunkt 8. Auch im Druck-Zeit-Verlauf sind die 
Kurven der Standard und der symmetrisierten Standard Methode nahezu 
identisch, der Spitzenwert des Drucks liegt etwa bei 790 MPa. Der Peak 
der normalisierten Methode liegt mit ungefähr 180 MPa 77 % unterhalb 
des Peaks der beiden anderen Kurven. Die Wellenausbreitung erfolgt bei 
der normalisierten Methode deutlich schneller. 
 
Bild B1.8: Vergleich des Druck-Zeit-Verlaufes der versch. Methoden in Punkt 8, S1 
 
 
In Bild B1.9 und Bild B1.10 sind die Druck-Zeit-Verläufe der SPH-
Simulationen S1 und S2 mit verschiedenen Partikelanzahlen dargestellt. 
Die Zeitachse fängt erst bei 0,004 ms an, damit die unterschiedlichen 
Verläufe der Kurven deutlicher zu erkennen sind. Erwartungsgemäß 
zeigt sich, dass die Drücke bei S2 (372400 Partikel) gegenüber S1 
(93744 Partikel) wesentlich größer sind. Mit S1 werden etwa 50-60 % 
der Spitzenwerte von S2 erreicht. Zudem kann man sehen, daß sich die 
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Bild B1.9: Druck-Zeit-Verlauf, Standard, S1 
 
Bild B1.10: Druck-Zeit-Verlauf, Standard, S2  
 
Der Druckanstieg bei steigender Netzfeinheit ist kein SPH-spezifischer 
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Bild B1.11: Vergleich des Druck-Zeit-Verlaufes, Gl. 4.57 (Kontinuitätsgleichung) 
Bild B1.12: Vergleich des Druck-Zeit-Verlaufes, Gl. 4.59 
 
In Bild B1.11 und Bild B1.12 sind nun die Druck-Zeit-Verläufe der Simu-
lation S1 mit den zwei verschiedenen Gleichungen, die Dichte zu ermit-
teln, siehe Kapitel 4, dargestellt. Die Spitzendrücke sind ungefähr gleich 
groß, die Wellenausbreitungsgeschwindigkeit ist unter Verwendung der 
Kontinuitätsgleichung etwas langsamer. Für die Partikel in Nähe der frei-
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nach Durchlaufen der ersten Druckwelle gelangen. Diese Effekte treten 
unter Verwendung der Kontinuitätsgleichung nicht auf. 
 
In diesem Abschnitt werden nun die Maximaldrücke, die Druck-Zeit-
Verläufe und die Geschwindigkeitsverläufe der Standard SPH-Simulation 
mit den ABAQUS-Berechnungen  verglichen. 
 
Bild B1.13 zeigt, daß die Maximaldrücke über die Plattendicke beide 
Programme nahezu identisch approximieren. 
 
Bild B1.13: Vergleich der Maximaldruckverläufe SPH-ABAQUS 
 
Zum Vergleich der Druckverläufe an verschiedenen Referenzpunkten 
wurden zum einen Simulation P1 (ABAQUS) und S1 (SPH) und zum an-
deren P2 und S2 gegenübergestellt. 
Beim Vergleich P1-S1 ist deutlich erkennbar, daß die Kurven der 
ABAQUS-Rechnung wesentlich steiler verlaufen als die der SPH-
Rechnung, d.h. die Druckwelle breitet sich schneller aus. Die Maximal-
drücke sind jedoch fast gleich groß, lediglich am Referenzpunkt 9 wird 
eine Abweichung von 10% festgestellt, ansonsten liegt die Abweichung 
bei 1-3%. 
Bei den Simulationen P2 und S2 ergaben sich ebenfalls nahezu gleich-
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Bild B1.14: Druck-Zeit-Verläufe in der Platte, P1 
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Auffällig ist hierbei, daß bei der ABAQUS-Rechnung der Peak wesentlich 
schneller erreicht wird, als bei der SPH-Rechnung, d.h. der ansteigende 
Ast der Kurve ist wesentlich steiler als der der SPH-Kurve. 
 
 
Bild B1.16: Druck-Zeit-Verläufe in der Platte, P2 
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In Bild B1.18 und Bild B1.19 sind die Geschwindigkeitsverläufe des Im-
paktkörpers bei den Simulationsvorgängen P1 und S1 dargestellt. In bei-
den Vorgängen perforiert der Impaktkörper die Platte, bei P1 wird der 
Impaktkörper auf ca. 50 m/s, bei S1 auf ca. 20 m/s abgebremst.  
 
 
Bild B1.18: Geschwindigkeitsverläufe im Impact, P1 
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B1.2 Impactvorgänge mit hoher Geschwindigkeit (2000 m/s) 
 
• Simulation Aluminium-Aluminium 
 
In diesem Kapitel werden die Simulationsvorgänge mit einer Impakt-
geschwindigkeit von 2000 m/s untersucht, wobei zunächst sowohl der 
Impaktkörper als auch die Platte aus Aluminium bestanden. Hierzu wur-
den die Ergebnisse der Berechnungen mit dem Standard SPH-Verfahren 
mit dem elasto-plastischen Stoffgesetz ohne Zugversagen und der nor-
malisierten Methode mit dem elasto-plastischen Stoffgesetz mit Zugver-
sagen den entsprechenden Ergebnissen der ABAQUS-Simulation ge-
genübergestellt. Im Druckverlauf spielt das spannungsgestützte Zugver-
sagen zur Reproduktion des ersten Druckpeakes keine Rolle. Es wurden 
hier nur noch die Simulationen S1 und P1 betrachtet. 
 
Stellt man die Druckverläufe der SPH- und ABAQUS-Rechnungen ge-
genüber, so erkennt man sowohl beim Vergleich der Berechnungen mit 
Zugversagen (Bild B1.20 und Bild B1.21) als auch ohne Zugversagen 
(Bild B1.22 und Bild B1.23), daß die Spitzendrücke bei der ABAQUS-
Simulation 10-20 % unter denen der SPH-Rechnungen liegen. Sowohl 
die ersten Druckmaxima als auch den Druckverlauf approximiern beide 
Programme zumindest qualitativ identisch. Die stärkeren Abweichungen 
der Druckverläufe der Berechnungen lassen sich durch die größeren 
Verformungen und somit ungenauere Interpolation sowohl im ABAQUS-














Bild B1.20: Druck-Zeit-Verläufe, mit Zugversagen, S1 
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Bild B1.22: Druck-Zeit-Verläufe, ohne Zugversagen, S1 
 
 
Bild B1.23: Druck-Zeit-Verläufe, ohne Zugversagen, P1 
 
In Bild B1.24 und Bild B1.25 sind die Geschwindigleitsverläufe des Im-
paktkörpers bei der SPH- und ABAQUS- Simulation mit Zugversagen  
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gen und mit einer Geschwindigkeit von ca.1550 m/s (S1) bzw. 1400 m/s 
(P1) weiterfliegen. Da das ABAQUS-Programm die Rechnung aufgrund 
zu großer Elementverformungen abbrach, konnte der weitere Geschwin-
digkeitsverlauf leider nicht dargestellt werden. Auch die Verwendung ei-

















































Bild B1.25: Geschwindigkeitsverläufe im Impact, P1 
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Bild B1.29: Verformungen der Platte und des Impacts  (ABAQUS) 
 
Bild B1.26 bis Bild B1.29 zeigen die Verformungen der Aluminiumplatte 
und des Impaktkörpers nach ca 15 µs. Bei der SPH-Methode ist deutlich 
das Abplatzen von Randpartikeln das Impaktkörpers zu erkennen. Bei 
beiden Simulationen ist sowohl die starke Verformung der Platte als 
auch des Impaktkörpers zu erkennen. Ein anderes Verformungsverhal-
ten erhält man, wenn man für den Impaktkörper ein steiferes Material mit 
einer höheren Materialfestigkeit verwendet. Deshalb wurde die Berech-
nung mit einem Impaktkörper aus Stahl wiederholt. 
 
• Simulation Stahl-Aluminium 
 
Wie bereits erwähnt wurde dem Impaktkörper als Material Stahl zuge-
wiesen. Da Stahl eine höhere Steifigkeit als Aluminium besitzt, wurde 
erwartet, daß der Impaktkörper sich schwächer verformt und die Platte 
stärker perforiert wird. Hierfür wurden für den Stahl die Materialparame-
ter aus Tabelle B1.4 verwendet. Die Aluminiumplatte wurde mit dem   
elasto-plastischen Stoffgesetz mit Zugversagen abgebildet. Neben der 
Standard SPH-Formulierung wurden noch die normaliserten Gleichun-
gen benutzt. 
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In Bild B1.30 und Bild B1.31 sind die Druck-Zeit-Verläufe der SPH-
Simulationen dargestellt. Mit der normalisierten Methode wurden 5-9 % 
niedrigere Drücke errechnet als mit dem Standard-Verfahren. 
 
Bild B1.30: Druck-Zeit-Verläufe, S1 
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Im Vergleich zur ABAQUS-Simulation P1 ergeben sich Abweichungen 
bis zu 20 %. Auch hier stimmen die ersten Druckmaximas gut überein. 
Die ABAQUS-Rechnung brach nach ca. 10 µs aufgrund zu großer Ele-
mentverformungen wieder ab, die SPH-Rechnung wurde bis zu einem 
Zeitpunkt von 25 µs fortgeführt. 
 
 
Bild B1.32: Druck-Zeit-Verläufe, P1 
 
In Bild B1.33 und Bild B1.34 sind die Verformungen der Platte und des 
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B2 Simulation von Explosionen 
In diesem Kapitel wird gezeigt, daß die SPH-Methode in der Lage ist, 
sehr große Verformungen abzubilden, die kommerzielle FEM Lagrange 
Codes nicht mehr simulieren können. Hierfür wurden Berechnungen 
durchgeführt, bei denen eine Aluminiumplatte mit einem Sprengstoff be-
aufschlagt wurde. Detailliertere Ergebnisse und Diskussionen findet man 
bei Harter [134]. Es wurden zunächst mit dem SPH-Code und dem FE-
Programm ABAQUS reine Sprengsimulationen durchgeführt, um zu tes-
ten, ob beide Programme dieselben Drücke aufbauen. Dies ist notwen-
dig, wenn man später die Druckverläufe in der Aluminiumplatte verglei-
chen möchte.  
 
Als Sprengstoff für die numerische Simulation wurde TNT verwendet, 
dessen Materialparamter dem Dobratz [74] entnommen wurden. Der 
Sprengstoff wurde als Kegel diskretisiert. Seine Abmessungen sind Bild 
















R1 R2 ω 
0,00163 21000 6930 70000 37120 3231 1045 4,15 0,95 0,30 
Tabelle B2.1: Materialdaten von TNT 
 
Um die Ergebnisse später auch mit der SPH-Methode vergleichen zu 
können, wurden zwei Elemente ausgewählt, deren Integrationspunkte 
mit den Koordinaten zweier Partikel übereinstimmen (siehe Bild B2.1). 
Die Druckverläufe der beiden Referenzknoten aus der SPH- und 
ABAQUS-Rechnung sind Bild B2.3 zu entnehmen. Es ist zu erkennen, 
daß im Randbereich die ABAQUS-Drücke vom SPH-Programm deutlich 
überschätzt werden. In Kegelmitte stimmen die Drücke sehr gut überein. 
Bild B2.2 zeigt die maximalen Druckwerte an der Kontaktfläche. Im 
Randbereich des Kegels werden die Drücke von der ABAQUS-
Rechnung stark unterschätzt, ansonsten stimmen die Drücke sehr gut 
überein. 
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Bild B2.1: Lage der beiden ausgewählten Punkte 
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Die Abmessungen und Materialparameter der gesprengten Aluminium-
platte sind Bild B2.4 bzw. Tabelle B2.2 zu entnehmen. Bei der Simulation 
wurden 45.591 Partikel verwendet. Der Sprengstoffkegel war mittig auf 
der Plattenoberkante plaziert. 
 
E [N/mm2] ν [-] σy [N/mm2] ρ [g/mm3] pmin [N/mm2] 
72200 0,34 200 0,0027 150 
Tabelle B2.2: Materialdaten der verwendeten Aluminiumplatte 
 
Bild B2.4: Schnitt durch die Platte 
 
Es wurde das linear-elastisch ideal-plastische Werkstoffmodell aus Kapi-
tel 5.2 verwendet, zunächst ohne, später mit Zugversagen. An den Refe-
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Rechnungen miteinander verglichen. Die Koordinaten der Referenzkno-
ten sind in Tabelle B2.3 aufgelistet. 
 
Punkt 1 2 3 4 5 6 7 8 
X 250 250 250 250 10 120 170 220 
Y 120 80 70 30 30 30 30 30 
Z 250 250 250 250 250 250 250 250 
Tabelle B2.3: Knotenkoordinaten der Referenzpunkte, Maße in [mm] 
 
Bild B2.15 zeigt die maximalen Druckwerte im Schnitt A-A (siehe Bild 
B2.4) in Plattenmitte. Am oberen Rand überschätzt das SPH-Programm 
den Druck von ABAQUS deutlich, ansonsten ist eine sehr gute Überein-
stimmung zu erkennen. 
 
In Bild B2.5 sind die Druck-Zeit Verläufe der Referenzpunkte 1 bis 4 dar-
gestellt. Bild B2.6 zeigt die Druckverläufe der Partikel 5 bis 8. Hier wei-
chen die Ergebnisse stärker voneineander ab, was aufgrund des höhe-
ren Randdruckes im Sprengstoff bei der SPH-Simulation auch zu erwar-
ten war. Nach 94 µs bricht die ABAQUS-Rechnung aufgrund zu großer 
Elementverformungen ab. Auch unter Verwendung einer großen Dämp-
fung und mithilfe eines Rezonings konnte die Rechenzeit nicht verlängert 
werden. 
 
Bild B2.7 und Bild B2.8 zeigt die Verformung der Aluminiumplatte aus 
beiden Simulationen. In Bild B2.9 ist die Deformation in Plattenmitte dar-
gestellt. Die Verformungen approximieren beide Programme fast iden-
tisch. Zuletzt ist noch der Verlauf der Maximalgeschwindigkeiten an Plat-
tenunterkante wieder im Schnitt A-A dargestellt. Auch hier liefern 
ABAQUS und das SPH-Programm nahezu identische Ergebnisse. 
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SPH bei Punkt 1
ABAQUS bei Punkt 1
SPH bei Punkt 2

















SPH bei Punkt 3
ABAQUS bei Punkt 3
SPH bei Punkt 4
ABAQUS bei Punkt 4
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ABAQUS bei Punkt 5
ABAQUS bei Punkt 6
ABAQUS bei Punkt 7
















SPH bei Punkt 5
SPH bei Punkt 6
SPH bei Punkt 7
SPH bei Punkt 8
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Bild B2.7: verformte Platte aus der ABAQUS-Rechnung bei t=0,094ms 
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Bild B2.9: verformte Scheibe zum Zeitpunkt t=0,094ms 
 
Bild B2.10: Geschwindigkeitsverteilung an der Plattenunterkante 
 
Abschließend wurden noch Berechnungen mit einem spannungs-
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Tabelle B2.2 zu finden. Zu Beginn waren keine Diskrepanzen bezüglich 
der Platte ohne Zugversagen im Druck-Zeit Verlauf zu erkennen. Exem-
plarisch sind hier die Druck-Zeit Verläufe der ersten vier Referenzknoten 
dargestellt. Es ist gut zu erkennen wie nach Überschreiten der Zugfes-
tigkeit die Drücke auf Null gesetzt werden und auch im weiteren Verlauf 
der Berechnung keine Drücke mehr im Zugbereich entstehen können.  
 

















ABAQUS bei Punkt 1

















SPH bei Punkt 3
ABAQUS bei Punkt 3
SPH bei Punkt 4
ABAQUS bei Punkt 4
356  Anhang B 
Die Verwendung eines Zugversagens hatte zur Folge, daß die ABAQUS-
Rechnung noch früher zum Abbruch kam. Schon nach 74 µs beendete 
ABAQUS aufgrund zu großer Elementdeformationen die Rechnung. In 
Bild B2.12 und Bild B2.13 sind die Verfomungen der Aluminiumplatte 
beider Berechnungen gegenübergestellt. Es sind keine großen Verände-
rungen zur Berechnung ohne Zugversagen zu verzeichnen. 
Bild B2.12: verformte Platte der ABAQUS-Rechnung zum Zeitpunkt t=0,074ms 
 
Bild B2.13: verformte Platte mit der SPH-Methode zum Zeitpunkt t=0,074ms 
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Bild B2.14 zeigt die Deformation der Aluminiumplatte nach 218 µs bei 
der SPH-Simulation. Die Platte ist zu diesem Zeitpunkt weitgehend zer-
stört. Die Berechnung ist auch zu diesem wesentlich späteren Zeitpunkt 
noch stabil und könnte weiter fortgeführt werden. 
Bild B2.14: verformte Platte mit der SPH-Methode nach 0,218ms 
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Anhang C: Verformungsbilder 
 
Bild C.1: Fragmentierungsprozeß der groben SPH-Platte S1 bzw. S2 nach a) 0,5 ms 
und b) 1,0 ms, in Plattenmitte 
 




Bild C.2: Fragmentierungsprozeß der groben SPH-Platte S1 bzw. S2 nach 2,0 ms in 
Plattenmitte 
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Bild C.3: Fragmentierungsprozeß der feinen SPH-Platte S1 bzw. S2 nach a) 0,8 ms 
und b) 1,0 ms, in Plattenmitte 





Bild C.4: Fragmentierungsprozeß der groben SPH-Platte S3 nach 0,6 ms in 
Plattenmitte 
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Bild C.5: Verformung der groben SPH-Platte S3 nach a) 8 ms und b) 12 ms 
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Bild C.6: Verformung der feinen SPH-Platte S3 nach 0,4 ms an a) Plattenoberkante 
und b) Plattenunterkante 
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Bild C.7: Verformung der feinen SPH-Platte S3 nach 1,0 ms an a) Plattenoberkante 
und b) Plattenunterkante 
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Bild C.8: Verformung der feinen SPH-Platte S3 nach a) 5 ms und b) 8 ms 
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Bild C.9: Verformung der  feinen SPH-Platte S3 nach a) 12 ms und b) 15 ms 
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Bild C.11: Verformung der SPH-Platte P5 nach a) 8 ms, b) 12 ms  
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Bild C.12: Platte P5 a) vor dem Versuch, b) nach dem Versuch 
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Bild C.13: Verformung der SPH-Platte P3 nach a) 0,5 ms, b) 1 ms 
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Bild C.15: Verformung der groben SPH-Platte P4 nach 1.0 ms 
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Bild C.16: Verformung der feinen SPH-Platte P4 nach 0,3 ms  
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Bild C.17: Verformung der feinen SPH-Platte P4 nach 1,0 ms 
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Bild C.19: Verformung der SPH-Platte O1 nach 0,4 ms 










Bild C.21: Verformung der SPH-Platte O1 nach 1,0 ms in Plattenmitte 
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Bild C.22: Verformung der SPH-Platte O2 nach 1,0 ms an a) Plattenoberkante, b) 
Plattenunterkante 
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