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ABSTRACT 
Three broad phases niay be distinguished in the application of the systeins 
approach to pest management. Prior to about 1970, rnucli emphasis was 
placed on the developnient of coricepts and modeling techniques; in the 
1970s and early 1980s, a series of pest sitnulation inodels for key pests 
wus developed; and, in the late 1980s, some crop arid socio-economic 
factors were incorporated to develop decision-aids for  farmers aiid exten- 
sionists. Significant advances have been made in methodology at three 
levels-Level 1 on pest constraint characterization and pest inanageinerit 
domain definition, Level 2 on quantitative and qualitative descriptions of 
the pest-crop-ecosystem interfaces, and Level 3 on the development of 
specific tools for  applying systems techniques in pest management. The 
three levels are interlinked, as shown in several crop-pest ecosysteins such 
as potato ,pests in the Mid- Western USA, groundnut diseases in West 
Afiica, and rice pests it! Tropical Asia. Analysis of pest profiles over time, 
ization of relationships among conipoiieiits of a 
, has resulted in wore focussed 
i models coinmonly simulate the 
diseases or insects as they aré affected by the hdst and 
rit. 'Pest or pest-crop inodels find little application for 
pest management unless they are used within the context of the socio- 
econoinic factors injuencing the considered system and are adapted to the 
application dornain. This has been accoinplished iri severul ways. Simpli- 
fied pest models or siinpl@ed decision rules froin crop-pest models with 
econoinic values assigned to their outputs have been used for  rnanagiiig 
several pathosystems. Predictive models have been used to define zones of 
equivalpt pest risk to guide extrapolation of pest management technology 
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fiorii key sites tu u broader area, und ta deploy host plurit resistance. 
For ugricrrltural develapnien t und, more specifically, for  ari accelerated 
adoption of the system approacli in pest nianagement, a toolkit may 
haw 10 be developed IO reduce the lag tinte between generation af global 
principles und deselopinent of site-spec$c nianagenient tactics and strutegics. 
INTRODUCTION 
Pest management is a set of activities in agricultural production aimed 
at  keeping pest populations or injury within economically and socially 
acceptable loss levels. Management implies both knowledge and interven- 
tion. One important concept that has found much application in modern 
pest management is that of Integrated Pest Management (IPM; Stern et 
al., 1957), which stresses the rational use of a combination of pest 
control techniques while enhancing the role of natural regulatory mecha- 
nisms to produce an economically and socially acceptable yield with no 
adverse effects on the environment (Teng, 1991~). Pest management is 
complex, involving many components (e.g. pest, crop, beneficial organ- 
isms, non-target organisms) and with man’s production-oriented inter- 
venttons (such as ploughing, pesticides) superimposed on a variable, 
physical envirmment (e.g. weather). The scientific basis for pest manage- 
ment was initially based on single-factor and single-pest studies which 
expanded to multiple-factor, multiple-pest studies and strategies. This 
coincided with actual demonstrations of how system components were 
linked, and how to manage one pest without due regard to other 
pests, was to invite problems. In the early years of pest management, 
mathematical modeling and even computer simulation were attempted 
(Watt, 1962) although without explicit recognition of the influence of a 
conceptual base which was later called the systems approach. 
The application of the systems approach to pest management may be 
considered as having started with the development of computer simula- 
tion models for insects and diseases in the late 1960s (Ruesink, 1976; 
Teng, 198%). Prior to about 1970, much emphasis was on the develop- 
ment of techniques for simulation and statistical modeling of disease and 
insect life cycles; in the 1970s and early 1980s,. a series of simulation 
models for pests was developed; the late 1980s saw work to broaden the 
approach by including the crop and socio-economic factors and, concur- 
I 
1 
rently, research to develop decision-aids for farmers and extensionists. It 
was also opportune that the same forces that fuelled application of the ! 
IPM concept to pest management also encouraged the application of a 
systems approach to pest management. 
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A system is a limited part of reality that contains inter-related elements 
(de Wit, 1982); a system represents more than the mere addition of its 
components. Our interpretation of this approach is therefore that it 
proposes a holistic view in which systems management is predicated on 
the admission that overall system behavior will be influenced by changes 
in any system component. Therefore, to develop an IPM scheme that 
fits into a sustainable farming system requires that the system first be 
analyzed. The practical tools of pest management often trade-off system 
inputs with outputs (e.g. pesticide costs versus losses) in an environment 
where perceptions of human and agricultural risk prevail. Pest manage- 
ment research is continually being challenged to derive usable tools for 
developing tactics and strategies that account for the human element. As 
will be discussed, the systems approach provides such tools in the form 
of simulation and decision models. 
Significant advances have been made in systems methodology at three 
levels: 
Level 1: identifying pest problems and the pest management domain. 
i.e. the boundaries in time and space where pest-induced yield 
losses require specific measures. The objective is to identif! 
intervention points for pest management; 
Level 2: quantitative and qualitative descriptions of the p e s t i r o p  
ecosystem interfaces to enable development of sustainable 
pest management tactics and strategies; and 
Level 3: development of specific tools for applying systems techniqua 
in tactical and strategic aspects of pest management. 
The three levels are interlinked and may be illustrated by several c r o p  
pest systems such as potato pests in the Mid-Western USA (K. B 
Johnson er al., 1986, 1987), groundnut diseases in West Africa (Saia? 
& Zadoks, 1992~) and rice pests in Tropical Asia (Heong, 1990). 
Scientists researching the application of the systems approach to pes 
management recognize that systems analysis is part of the approach 
(Teng, 1985a; Kranz & Hau, 1980; Heong, 1985) although there is dis- 
agreement as to what constitutes systems analysis. Dent & Andersor! 
(1971) specified distinctive, yet interactive, steps in systems research- 
Problem definition, Objective specification, Learning about system 
Formulation of initial system model, Experimentation, Design and for- 
mulation of detailed system model, Model Evaluation and Expenmenu- 
tion, Use of valid model for system design. The first four steps may bs 
considered as systems analysis if the term is used in a ‘technique’ s e w  
(Teng, 1985a). However, management scientists have often equa te  
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systems analysis with a procedure for decision analysis, for example, 
'systems analysis is a systematic approach to helping a decision maker 
choose a course of action by investigating his full problem, searching out 
objectives and alternatives and comparing them in the light of their con- 
sequences using an appropriate framework . . . to bring expert judgment 
and intuition to bear on the problem' (Quade & Boucher, 1968, as cited 
by Heong, 1990). The apparent dichotomy of approaches using essen- 
tially the same systems paradigm in agriculture has resulted, on the one 
hand, in biological scientists emphasizing models as a medium for 
expressing the systems approach, and management scientists, on the other 
hand, using conceptual models. In pest management, the preoccupation 
with modeling was very evident in the 1970s and 1980s, and relatively 
little effort was put into applying the concept in, ironically, a more holistic 
manner in which the biological systems are considered to function, 
within a milieu of social and economic factors. A framework to reconcile 
the conceptual systems approach with systems modeling was proposed 
by Teng (19856). In this paper, the view put forward is that both 
approaches are part of the same encompassing concept and have roles to 
play in pest management. While models are useful tools for synthesizing 
information and hypotheses, their application must be in the context of 
the system to be managed. Implicit in the latter is determination of the 
socio-economic characteristics within which the model, its outputs or a 
simplified version of the model, must operate to assist in decision-making 
for pest management. Hence, we first discuss the domain in which pest 
management and models function. We then review and present some 
approaches to modeling the biological system, and follow on with a 
section on implementation. 
DEFINITION OF PEST PROBLEMS AND THE 
PEST MANAGEMENT DOMAIN 
Methodology for improved problem definition includes the early work 
on crop loss profiles, followed by the synoptic approaches and integrated 
pest surveys in several countries. The analysis of pest seasonal and 
historical profile patterns and the qualitative interpretation of hierarchi- 
cal relationships among components of a system, have also been success- 
fully applied in rice.(Heong, 1990) and potato (K. B. Johnson et al., 
1987). Recently, a significant step was made with the use of methods (e.g. 
correspondence analysis), that allow the identification of corresponding 
pest profiles and patterns of cropping practices in a crop ecosystem that 
may be jointly amenable to solution. This improved problem definition 
I 
. ! .  
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has resulted in more focussed development of descriptive and quantita- 
tive models at the sub-system level. 
Identification of problems and intervention points 
The systems approach is particularly relevant to problem definition and 
hierarchization in complex agricultural systems (Teng, 1985a.b). Too 
often is the systems approach, or systems analysis, equated to the 
development, testing, and evaluation of a simulation model. 
Heong (1985) has reviewed the semi-quantitative methods to address 
key issues in pest management. Among these methods is the use of pest 
profiles over time, i.e. the diagrammatic representation of the succession 
of pests during the cropping season, at the various development stages of 
the crop (Fig. I). A damage matrix (Heong, 1985; Savary, 1987) ma! 
allow the identification of the most important pests, and help in prioririz- 
ing pests to be managed and/or research actions to be taken. Decision 
trees (Norton, 1976, 1982; Mumford, 1981; Heong. 1983) can be devel- 
oped to compare methods for selected pests, and identify questions to t.2 
solved before implementing these methods, such as the planting times. c; 
the damage thresholds. 
In using the systems approach to improve pest management, on= 
tangible output is a list of intervention points where the system behavior 
may be improved. These may take the form of research gaps (e.g 
Pest Seasonal Profiles 
I - .  Leaffolders 
I 
False Smut 
. Rlce Developmental Stages 
Fig. 1. Seasonal rice pest profile for Central Luzon. Philippines. 
242 P. S. Teng, S. Savary Implementing the sjatenis upproaclt in pest manugenietit 243 
! 
research needed to determine if a particular pest does cause economic 
losses), specific policy changes needed to facilitate changes at  a farm 
level (e.g. the removal of pesticide subsidies), or specific implementation 
steps (e.g. need to initiate a pilot project to show that current pest 
management practices can be changed). A sequence of steps may be 
conceptualized as in Fig. 2 (from Teng, 19856). The role of systems 
analysis (RHS of Fig. 2) is to provide a reliable description of the system 
so that relevant questions are raised to  guide the subsequent implementa- 
tion. 
A case study to apply quantitative and qualitative techniques for 
systems analysis, with the explicit aim of improving pest management, 
was undertaken by a group of scientists in the mid-western states of the 
USA (S. B. Johnson et al., 1987). This case illustrates many salient 
Identification 
lmpmwd Pest 
Management 
Syslem 
II 
rJ I l  
r22-l I l  
L Surveillance 
System 
Evaluabon 
Fig. 2. Schematic of phases to apply the systems approach in pest management (after 
Teng, 198%). 
- -  
points. In spite of the long history of research into potato pest problems, 
and the large investment of human resources and funds, there was rela- 
tively little to  show for applying the IPM concept on this crop. The driv- 
ing need therefore was for a systematic process of determining research 
needs and to prioritize these so that a system of competitive funding 
could be developed to satisfy these needs and consequently, lead to 
increased implementation of IPM. The authors used cluster analysis to 
classify potato production areas into zones with common soil attributes, 
as a basis for potential technology generation. Decision trees were then 
determined for different production systems (e.g. seed versus table 
potato) from payoff matrices (Table 1) derived to allow an exploration of 
the potential benefits accruing if information was available to reduce 
costs of production associated with a decision. To determine research 
gaps, the authors accessed the USDA CRIS Dialog database on projects. 
and from the database classified the number of research projects on 
potato being funded by both the public and private sector, into specific 
categories such as IPM, breeding, and non-chemical control. The AGRI- 
COLA database was also accessed for numbers of publications since 
1970 on different pests and pest management techniques. The above gave 
TABLE 1 
Example of a Payoff Matrix for Seed Potato Derived from Decision Tree Analysis. 
Showing Cost Factors for Decisions 
Derision nodes Pest pressure cosr/uc 
Low Mediuni High 
Years in rotation 
O 0.8 0.7 0.65 50.00 
1 0.9 0.8 0.7 s I500 - 1 .o 0.95 0.90 530-00 
3+ 1 .o I .o 0.95 515.00 
7
Fumigation 
Yes , , 1 .o 1 .o 1 .o szou~oo 
No I .o I .o 0.95 YJ.0 
Fertilization 
Low s 10-20 
High s-300 
Yes 1 .o 1 .o 1 .o 5600 
No 1 .o 1 .o 0.95 YJ.00 
Medium ,571 50 
Seed-treat with insecticide 
nic 
rm 
30 
:st 
j e  
a 
1s 
l- 
r 
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an estimate of amount of research available at that time on a specific 
topic. A survey of potato workers and producers determined their 
perceptions of the ranked order of problems that required attention 
in order to improve the implementation of potato IPM. A series of 
workshops was then held with both research and extension personnel 
to develop a set of research guidelines for the competitive funding of 
projects. These guidelines were subsequently adopted by the Regional 
IPM Committee for funding via USDA and appear to still be meeting 
the needs. Application of the systems approach in the above example 
ensured that grower and field needs were met through the research 
process but, at  the same time, that quality science was assured through a 
competitive grants process in which only the best, peer-reviewed projects 
were funded. 
Quantitative approaches using survey and yield loss data 
Priority setting for pest control-i.e. the identification of key pests-has 
long been. and still is, an essential activity in crop protection. It is 
seldom that crops are exposed to a single pest in a field, but rather that sev- 
eral pests occur simultaneously or in sequence during the cropping season 
(Padwick, 1956). An early approach for dealing with several pests is the 
‘crop loss profile’ methodology applied to bean yield losses in Colombia 
(Pinstrup-Andersen et al., 1976; Chiarappa, 1980). This approach has the 
considerable advantage of providing quantitative estimates of the contribu- 
tion of each constraint to the total yield loss. However, the use of multiple 
regression assumes independence of the constraints and does not allow any 
analysis of pest interactions. This study may be considered among the first 
of a series, where a set of pest constraints of a crop, simultaneously with 
environmental variables, and variables representing the current cropping 
practices, were considered. Pests only constituted some of the ‘yield deter- 
mining variables’ (Wiese, 1982). The approach may also be considered an 
attempt to incorporate the concept of the production situation (de Wit, 
1982; Penning de Vries, 1982), i.e. the set of environmental variables that 
lead to a given yield output of the system. Many statistical techniques were 
applied to address complex, multivariate data sets generated by surveys. 
The study by Stynes (1980) is often quoted as an example of rigorous 
statistical analysis of such a data set, that involves principal components, 
canonical correlation, and multiple regression analyses. In practice, the 
available statistical tools are many, depending on the data and the 
objectives of the study; a review of such methods, useful in plant pathology, 
was given by Madden (1983). 
An objective criterion for ranking pests is their respective contribution 
to yield loss. The FAO definition for yield loss is the difference between 
the attainable yield (i.e. the result of good crop husbandry, including 
judicial use of pesticides) and the actual yield (the yield obtained under 
current crop husbandry practices; Zadoks & Schein, 1979). It may prove 
a valuable exercise to consider how these two theoretical definitions, and 
therefore the concept of yield loss itself, can be converted into opera- 
tional definitions (Zadoks, 1972), leading to measurements and compar- 
isons. In the case of the system: groundnut-rust-leafspot in West Africa. 
the operational definition for the attainable yield was the yield estimated 
in a fungicide-protected, disease-free plot; this yield value was in turn 
used to represent a given production situation (Savary & Zadoks, 1992~).  
A basic tool in pest management is the threshold theory, although 
other decision-making models exist such as marginal analysis, decision 
theory, and behavioral models (Mumford & Norton, 1984). Key con- 
cepts associated with the threshold theory are the injury caused to the 
crop, the yield loss, and the economic loss. These can be related to one 
another by functional relationships (Zadoks, 1985), such as the yield loss 
function (where yield loss is associated with varying injuries), or the eco- 
nomic loss function (where economic loss is associated with varying yield 
loss). Following a systems approach implies that interactions amonp 
pests, and interactions between pests and the production situation (repre- 
sented by the attainable yield) are to be considered. In some cases, such 
as bacterial leaf blight on rice, there is no interaction between the varia- 
tion of attainable yield and disease severity on relative yield loss (Redd! 
et al., 1979), whereas in other cases, such as aphids on wheat (Rabbings 
et al., 1981), or rust on groundnut (Savary & Zadoks, 19923), the relatixc 
yield loss increases with increasing attainable yield. 
Another approach may be considered, which does not rely upon 
quantitative variables to be explained from explanatory variables, bur 
puts emphasis on characterization of the patterns of relationships among 
variables. This approach involves the categorization of qualitative infor- 
mation, i.e. variables that are ordinal by nature (e.g. the variety planted). 
or cardinal variables (e.g. yield) using chosen, preset boundaries. The 
coded, cardinal variables can then be simultaneously analyzed with 
ordinal variables. The method proceeds stepwise, by defining classa 
and class boundaries for each quantitative variable, building contingenq 
tables, performing chi-square tests, and executing correspandencs 
analyses (Hill, 1974; Greenacre, 1984). The first of these steps. the 
classification and coding of quantitative variables, is probably crucial 
since it takes into account the distribution frequency of each variable, so 
that the filling of the classes (e.g. low, average, and high yield) wauld bc 
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commensurate. This phase also provides the u ¡que opportunitv . - _  ) take 
into account errors in measurements of variables (as for yield, see e.g. 
Poate, 19881, introduce in the structure of the data set hypotheses that 
can be presently tested (e.g. key or threshold values of a variable, used 
as a class boundary), or consider the meaning of a ‘low’ or ‘high’ yield. 
Correspondence analysis allows the pictorial representation of contin- 
gency tables. The variables are classes, represented by their frequencies. 
A series of axes are defined, each of them accounting for a fraction of the 
total inertia represented by the data set, the inertia of each class being 
the product of its frequency by the squared distance to the origin of axes. 
When dealing with categorized variables which incorporate a natural 
progression (i.e. disease appearance, and further increase), graphs can be 
interpreted from the patterns of paths of increasing disease severities, and 
their possible correspondences. Parallel movement along two paths 
indicates correspondence, whereas orthogonality indicates independence 
(Lebart & Fénelon, 1975; de Lagarde, 1983). 
This approach was used to analyze the relationships between ground- 
nut yield, diseases, and production situations in West Africa (Savary & 
Zadoks, 1992a). A database was established from a series of six simple, 
independent experiments, involving combinations of input factors and 
disease levels. The experiments produced three yield variables: Y ,  the 
actual yield of any plot, Y,, the attainable yield (fungicide-protected 
plots), and YEf, the reference yield of one experiment (fungicide-protected 
plot in replicates where input factors are set to default levels). Figure 3 
shows a correspondence analysis between the actual yield (Y), the reference 
yield (Yxr), and presence (Dl)/absence (DO) of groundnut diseases, 
regardless of the disease or its intensity. The sequence of classes for each 
variable is delineated (e.g. from Y1 to Y5),  and the resulting paths 
analyzed. This analysis indicates two phases in actual yield (Y) progress: 
(1) a first phase of parallel increase of the actual yield, along with the 
reference yield, independent of disease levels (the vector DO-Dl is 
orthogonal to this direction; Fig. 3(b)); and (2) a second phase where the 
increase of actual yield, still depending on that of reference yield, is 
opposed to the occurrence of diseases (Fig. 3(c)). The graph indicates a 
threshold in reference yield, above which the increase of actual yield does 
not only depend on the improvement of the production situation through 
input factors, but also on the occurrence of diseases. Figure 3 indicates a 
threshold in the improvement of the production situation,ain terms of the 
hazard incurred by pest constraints. The threshold is represented by a 
class of reference yields ranging from 1400 to 2300 kg/ha. The analysis 
indicates that progress in yield beyond this threshold cannot be foreseen 
without effective control of rust and leafspot diseases. 
1 
O 
~ r o r z  
Y 5  
-1 
-1 s 45 0.5 
1 ,  
I I  I I 
-1.5 0.5 0.5 
I ,  
l n  I 
O 
I 
6.5 Od 
-1 ‘ 
-1.5 
Fig. 3. An example of correspondence analysis on variations of actual yield of Fan!.. 
in West Africa. Three variables only are involved in this analysis: the actual >irld 1 
(from low Y I to high Y5). the reference yield YET (i.e. the attainable yield under refer- 
ence level of inputs), and the presence Dlldbsence DO of foliar diseases. The It\@ sr:i:i 
indicated by the diagram (part b and part c) are explained in the text. 
I 
248 P. S. Teng, S. Savary Implementing the systems approach in pcsr mairagernent 249 
cific 
;heir 
tion 
5 of 
nnel 
; of 
mal 
ting 
nple 
w h  
;h a 
iects i 
QUANTITATIVE AND QUALITATIVE MODELS OF 
PEST-CROP SYSTEMS 
Pest models commonly simulate the dynamics of single diseases or insects 
as they are affected by host and physical environment. Bitrophic models 
(i.e. single pest-crop models, Teng, 1985a) such as early blight-potato 
(Johnson & Teng, 1990) and rust-leafspot-groundnut (Savary et al., 
1990) have been developed. The mere process of delineating the system 
to be modeled, its limits, its components, and their relations, has a very 
high heuristic value in itself (Zadoks, 1971; Zeng, 1991); it leads to the 
revelation of research gaps and the identification of research priorities. 
Our intention in this paper is not to give a comprehensive review of pest 
modeling techniques (Ruesink, 1976; Kranz & Hau, 1980; Teng, 1985a), 
but rather to discuss several issues in modeling which we consider to be 
important when the implementation of modeling in pest management is 
considered. 
Qualitative models 
A conceptual, qualitative model of a host-parasite system constructed 
with paper, pencil and mental tools, could potentially find application in 
pest management (Teng, 1987). This approach has been used in training 
traditional pest scientists in developing countries in the technique of 
systems analysis as a mental tool, but with the output as a description of 
to represent the monocyclic process-weather effects relations in rice blast 
\ the system. Two-dimension rectangular matrices are used, for example, 
- disease (Table 2). 
TABLE 2 
Blast Disease Cycle-Weather Effects Matrix 
Li/-cycle elentents Weather conyoircm 
Temperature Dew Raiifal1 
High Low Yes No High Low 
Spore germination + +++ +++ o ++ o 
Sporulation + + +  + + O + 
Spore liberation O 0  - + - 
Infection + +++ +++ o O O 
+ 
+ indicates positive effect, - indicates negative effect and O no effect; no. of '+' or '-' 
indicates magnitude of effect. 
The type of effect of a weather component on a monocyclic process is 
described by assigning a rating system such as that shown (Table 2), in 
which three '+s' would imply a positive effect, while O would imply no 
known effect while a '-' would mean a negative effect. The + or - in 
each cell of the matrix could in turn be substituted by some known 
knowledge; for example, it is known that cool temperatures (<26"C) 
favor sporulation and infection while high tropical temperatures (228°C) 
impede blast development (Teng et al., 1991~). A cropdisease or c r o p  
insect system may be completely described by assembling a number of 
rectangular matrices, each of which describes an  aspect of the system 
(Teng, 39856). Examples of other rectangular matrices are those on 
pesticides-target organisms, pesticides-pest components, pests-yield, and 
pesticides-non-target organisms. Collectively, these matrices represent a 
conceptual model of the pest management system, while singly they each 
may be used to provide some practical guidance for pest management 
action. 
Quantitative models 
These are mathematical models, commonly designed for computer 
simulation and consisting of a set of linked equations. Many such 
models have been developed in entomology and plant pathology and the 
reader is referred to previous papers for more complete discussions of 
these models (Royle e /  al., 1988; Teng & Yuen, 1991). Our purpose in 
this paper is to point out the relevance of such models to the implemen- 
tation process in pest management. The majority of pest models are of 
the population dynamic, single-species type, in which individual life-cycle 
components (stages) are driven by specific environmental (e.g. tempera- 
ture, rainfall) or host variables (e.g. leaf area index, host plant resist- 
ance). The first models were developed for temperate systems such as 
tomato early blight, potato late blight, European com borer and Helio/is 
spp. on cotton (Ruesink, 1976; Teng, 1985~). More recently, models for 
tropical systems have been reported, especially for rice pests such as the 
brown planthopper (Holt et al., 1989) and blast disease (Teng er al.. 
1991b). 
Language and model structure 
While the earlier pest models were mainly written for execution on main- 
frame computers, present-day models are almost exclusively operational 
on microcomputers. The structure of models has also become more 
elegant as programming languages such as PASCAL and C allow better 
structuring and documentation in comparison to FORTRAN. Computer 
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Fig. 4. Relational diagram of a bitrophic simulation model showing links between the 
parasite and the prey (after Teng & Hofer. 1991). 
languages for computer simulation remain a divisive methodological 
issue, together with the question of the computer operating system. The 
majority of pest models have been written in FORTRAN, while newer 
models have utiliied special languages such as CSMPTM or STELLATM 
which allow modelers to concentrate more on the concepts behind models 
instead of the mechanics of programming. In Fig. 4 (a bitrophic model 
of Asian com borer and Trichogramnia furnacalis) the rectangular boxes 
represent state variables, while the circles joined to solid double lines 
between two state variables represent rates, and circles joined by single 
lines to the rates represent auxiliaries. 
BLASTSIM.2, a blast sirnidation niodel of interinediate coniplexity 
An issue that has recently received attention among disease modelers is 
whether a ‘top-down’ or a ‘bottom-up’ approach is more suitable for 
developing models for practical applications (Teng & Yuen, 1991). The 
‘top-down’ approach implies starting from a relatively simple model (or 
concept) and building increasing complexity into the model until i t  
reaches an acceptable level of detail and accuracy/precision in its predic- 
tions of system behavior (Zadoks, 1971; Teng et al., 19916). Van der 
Plank (1963) had proposed that all disease epidemics be explained b) 
three phenomena-the latency, infectious period and a multiplication 
factor-and that additional detail would merely be expansions of the 
three variables describing these phenomena. In contrast, a ‘bottom-up’ 
approach is one in which the model is used as an informatiodhypothesis 
synthesizing entity, and much detail concerning the life-stages of an 
insect or pathogen are captured. Examples are the disease models of 
tomato early blight of Waggoner & Horsfall (1969) and barley leaf rusi 
(Teng et al., 1980). 
A more current and pragmatic approach towards model building is 
exemplified by BLASTSIM.2 for tropical leaf blast (Teng & Calvero. 
1991) in which the model was developed for use as a predictive tool in 
zoning environments for their potential to favor the disease. The model 
simulates a leaf blast monocycle, with the stages of spore production. 
spore release, spore deposition, penetration and colonization, latency. 
lesion production, and lesion growth. Each of these stages is affected b! 
several interacting climatic, edaphic and agronomic factors (i.e. drivins 
variables) that influence the rate by which the monocycle moves. Simula- 
tion is on a daily time step and all state variables in the monocycle occur 
in sequence, starting from sporulation to lesion development, and ar? 
completed in one day. The time lag between events (specifically in thc 
sporulation, release and deposition) is not discernible because of th- 
daily interval. BLASTSIM.2 is continually being improved as we com- 
plete experiments to refine the functional relationships. It is currentl! 
being tested by collaborators in several Asian countries. 
Model initialization and input data 
Pest simulation models require input variables to initialize and run the 
model. These include weather variables such as daily maximum anc 
minimum temperature, duration of leaf wetness per day, and rainfd 
amount per day. Daily cycles or time steps are common. Host variables 
include the growth stage or age of the crop, cultivar susceptibility to thr 
pest, planting density, etc. A problem that commonly causes difficulties 
with early season simulations is the relatively high deviation in simulated 
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pest state variables from observed variables. This is because of initial 
values estimated and used to initialize model runs (Teng & Yuen, 1991). 
Lack of historical weather data in developing countries is another 
difficulty, especially data on dew or leaf wetness, and dew has been a con- 
sistent limitation in most programs. The availability of models simulating 
dew is still confined either to regression equations or is location-specific. 
Others have used recorded leaf wetness (BLASTSIM.1 of Teng et al., 
19916) or a switch function (PYRICULARIA of Gunther, 1986) in 
simulating the effect of dew on disease development. In developing their 
tropical blast model, Teng & Calvero (1991) used a dew simulation 
component which predicted dew period and amount per day through a 
model, DEWFOR, developed to simulate leaf wetness in The Netherlands 
(Weihong & Goudriaan, 1990). DEWFOR uses the energy budget 
approach (Pedro & Gillespie, 1982) combined with the electrical analogue 
of the heat transfer procedure in a crop canopy. Separately, this model 
requires several macro-climatic and crop variables to predict wetness. 
Predicted values of dew period are used in BLASTSIM.2 to drive the 
infection process. 
The lack of standardized datasets for model development and valida- 
tion has been, and still is, a major constraint on widespread use of 
models in the tropics. Two transnational projects to overcome this 
constraint deserve mention-the International Benchmark Sites Network 
for Agrotechnology Transfer (IBSNAT) Project based at the University 
of Hawaii, and the Systems Analysis in Rice Production (SARP) Project 
based jointly at the Agricultural University, Wageningen, in The 
Netherlands and at IRRI, Philippines. IBSNAT, for example, has 
pioneered the use of the Minimum Data Set (MDS) concept, in which a 
defined set of environmental and host variables is measured at collabora- 
tive sites worldwide in an attempt to collect databases for model evalua- 
tion. SARP has attempted the same in selected countries of South, East 
and Southeast Asia. These two projects are also largely responsible for 
developing standardized peripheral programs in support of model appli- 
cation; for example, the ‘weather generation’ module developed through 
IBSNAT allows probabilistic simulation of weather series for examining 
potential pest development or crop growth at a location. 
Dealing with spatial aspects and dispersal 
All epidemics increase in time and space (Van der Plank, 1963). Because 
of the difficulties associated with modeling spatial aspects of epidemics, 
early pest models did not explicitly include a spatial element in their 
structure and instead emphasized the temporal increase in -pest popula- 
tion or host injury. The first comprehensive systems model developed 
with spatial simulation as the main focus was EPIMUL (Kampmeijer & 
Zadoks, 1977), aimed at simulation of foci expansion and epidemic 
development in mixtures of host plants such as in multilines. The 
mechanics and concepts involved with dispersal (passive) and movement 
(active) of pests have recently been reviewed (Van der Werf et al . ,  1989; 
MacKenzie et al., 1985; Hutchins et al., 1988) and much progress has 
been made that appears to be concomitant with improvements 
in the speed and power of microcomputers. Within-field simulation of 
epidemics has been done by treating single plants or groups of plants 
(e.g. rice hills) as the units for simulation and specifying the type of 
interaction between the units (e.g. dispersal gradient of spores). Spatial 
simulation is demanding in terms of computing capability and it has yet 
to be demonstrated whether the information obtained provides an) 
increase in usefulness compared to that of temporal models for tactical 
disease management decisions. .It may, however, be useful for pests that 
have focal rather than general spread characteristics. 
Another type of spatial modeling concerns the large area movement or 
dispersal of insects and the spread of diseases, including insect migra- 
tion. Much of this modeling has relied on trajectory analysis, with good 
success having been achieved for black cutworm on corn in the mid- 
western part of the USA (Hutchins et al . ,  1988) and tobacco blue 
mold for the southern part of the US and the Caribbean (Main er a l .  
1985). Spatial modeling also deals with pandemics (i.e. transregional 
epidemics), and is particularly relevant when considering quarantine pests 
(Heesterbeek & Zadoks, 1987) or the deployment of resistant varieties 
against races of a pathogen (Zeng, 1991). 
Be-vond bitropliic systems 
In applying systems concepts and simulation techniques to pest model- 
ing, most activity appears to have been concentrated on sinzle pest 
species. The concept of coupling pest models to crop models has 
received much attention in the scientific literature (Rouse. 198s: 
Pinnschmidt et al., 1990) and at meetings (Teng & Yuen, 1990). Pests 
like leafhoppers (K. B. Johnson et al., 1987) and early blight (Johnson 6: 
Teng, 1990) have been coupled to a potato model using relatively simple 
driving functions for the pest population. In both these cases, the pesi 
had an effect on the host species, but the host species had reIative1)- little 
effect on the dynamics of the pest species. Pinnschmidt et al. (19908 
considered true coupling to be when both pest and crop populations 
interact dynamically in each time step and exert an influence on each 
other’s state variables, such as with blast on the CERES-RICE model 
(Pinnschmidt et al., 1990). 
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Biocontrol systems which operate at the bitrophic level, i.e. predator/ 
parasite-prey relationships, have been the subject of much mathematical 
modeling but relatively little dynamic systems simulation (Ruesink, 
1976). In the tropics, knowledge gaps exist on the population dynamics 
of natural enemies and their interactions with prey populations. Teng & 
Hofer (1 991) developed a Tricliogratizt~zu-Asian corn borer dynamic 
model (Fig. 4) to simulate strategies of inundative releases using 
STELLA. In their model, life stages of the parasite interact directly with 
life stages of the prey in each time step. Releases of the adult wasp are 
modeled as pulses into the system. The authors also coupled a simple 
yield loss function to the number of larvae per plant, from which tunnel 
length per plant is estimated at a specific growth stage and the effect on 
yield is estimated (Fernandez et al., 1992). The next step in increasing 
the realism of this bitrophic model would be to couple the Triclio- 
grariztiza-corn borer model to a corn crop model such as CERES- 
MAIZE to make it a truly tritrophic system. This is a potentially 
exciting challenge for systems modeling. 
Model eidimtiori 
Compared to the situation in the 1970s, pest modelers presently appear 
to be more aware of the need for empirical validation of their models. 
However, divergent views still exist on how much validation is needed 
before a system model can become useful, with some workers stressing 
statistical proof of model validity (Teng et al., 1980) while others feel 
that a general examination of output is-sufficient (Rabbinge et al., 1989). 
The techniques for validation have been reviewed and discussed else- 
where (Teng, 1985a) and it is encouraging to see both subjective and 
objective tests included in most scientific papers on models. Few pest 
models have Seen subject to formal procedures for sensitivity analysis, 
although Teng (1980) applied random search optimization procedures to 
determine system sensitivity to combinations of latent period, sporula- 
tion, and infectivity for reducing yield losses caused by barley leaf rust. 
Mutticriterid optimization techniques offer much potential in determin- 
ing which sets of parameters i npes t  models are most amenable to 
genetic or cultural manipulation in pest management, and more research 
needs to be done on this. 
i 
i 
'/. i 
APPLYING SYSTEMS TECHNIQUES IN TACTICAL AND 
STRATEGIC PEST MANAGEMENT 
Pest or pest-crop models find little application for pest management 
I unless they are used within the context of the socio-economic factors 
f 
I 
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influencing the considered system and are adapted to the application 
domain. Models do not necessarily have to be used in their entirety 
for pest management; their outputs such as yield loss thresholds, or 
simplified versions of detailed models requiring fewer inputs, may suffice 
and be practical. 
Rationalization of pesticide use 
This has been accomplished in several ways. Simplified pest models or 
simplified decision rules from croppest models with economic values 
assigned to their outputs have been used for managing sugarbeet 
Cercospora leafspot (Shane et al., 1985), sweet corn common rust (Teng, 
1987), wheat diseases (Zadoks, 1984, 1989), and rice blast (Surin er al., 
1991). Detailed simulation models have been used to design strategies 
for insecticide use (Heong, 1990) and to predict disease epidemics (Teng 
et al., 1978). 
Detailed, sophisticated simulation models are poor, or of no help, in 
the development of a pest management programme: they require too 
much information, and their output is too sophisticated (Zadoks, 1989). 
Simplified simulation models-models that retain only the essentials of 
detailed ones, and have been tested for their robustness-on the con- 
trary, may prove valuable tools, for example, in rationalizing the use of 
fungicides (Teng et al., 1978). Complex or simplified pest models, when 
coupled to crop models, may also be used to generate iso-loss curves 
(Fig. 5) which show various combinations of pest intensity or injury and 
crop age that result in the same yield loss. These curves may then be 
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Fig. 5. Simulation output from introducing pest effects to a crop model and their use in 
pest management. 
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used in a scouting program in pest management, in which preset levels of 
acceptable loss are used to decide on the timing of control measures. 
Pest management programs in the future will probably take the form of 
a series of interlinked decision rules, or simple models, each representing 
one pest sub-system of the considered crop system. The coefficients or 
parameters of this multiple decision support system would be functions 
of the cropping practices, and could be altered in relation to the recom- 
mendation domains (i.e. the combination of farm economic context and 
agro-ecological zones) where the output of the decision support system 
would be applicable. If such an architecture was to be considered, the 
linkage between the decision support system and the recommendation 
domains would play a considerable role. The development of extrapola- 
tion methodologies that can simultaneously handle agroecological and 
economic factors involved in decision-making in agriculture, such as 
geographic information systems (GIS), may play a key role in helping to 
define these multi-attribute recommendation domains. 
Risk analysis 
One exciting new use of models is for analyzing the risk associated with 
the introduction of exotic pests into ecosystems in which they have not 
Fig. 6. Schematic showing suggested steps in using models for risk analysis. 
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previously been known to exist. Yang et al. (1991) have demonstrated 
the feasibility of the approach with a soybean rust model, SOYRUST, 
which when run with continental USA weather data predicted potential 
areas for epidemics. The authors further linked model disease estimates 
to a soybean crop model and determined potential losses attributable to 
rust epidemics. Their approach is, however, a simplistic one, and we 
propose a generic approach, as illustrated in Fig. 6, in which models of 
different complexities may be used to estimate the needed disease and 
yield effects. 
Andow et al. (1989) used a potato model to estimate the benefits from 
reduction of yield losses if non-ice nucleating bacteria, produced through 
bioengineering, were released into the environment. The methodology 
they used resulted in probability curves for yield losses with different 
release scenarios and allowed an evaluation of the value of the technol- 
ogy. The work illustrates an important application of models to assess 
situations where actual field work on a pest is not possible because of 
concern for potential hazards, and simulation appears to be the ideal 
tool for exploring the options (Teng. 1991b). 
Pest management information systems 
Kenmore et al. (1985) described three different types of 'IPM progam 
pathologies', namely: political, social, and perceptual. Each of these 
pathologies is a cause of failures of IPM programmes. Considerable 
attention is being paid to the conditions under which an IPM program 
can be adopted by farmers, and be successful. The farmer's behavior and 
reaction towards risk have been studied in a number of instances. Many 
authors consider that, among farming communities, there is a much 
higher proportion of insurers (Mumford, 1981)-who would prevent risk 
at any cost-than of investors-who keep profit as the main goal. The 
proportion however, varies considerably depending on the farm size. the 
investments in the crops, and the production objectives (Kenmore er al.. 
1985). It seems therefore that the farmer's perception and attirude 
towards risk are related to the production situation, taken in its broadest 
sense. 
Because the presence of several pest constraints is the rule rather than 
the exception, the adoption of an IPM program by farmers is often 
linked with its potential to address several pests at the same rime 
(Zadoks, 1989). Examples of IPM programs involving a number of pests 
differing in their nature are few; the Michigan State IPM pro-" 
(CIPM, 1983), the EPIPRE program for control of pests and diseases in 
wheat (Zadoks, 1984), and the BLITECAST program (MacKenzie, 
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1981) are frequently quoted examples. Although the principles for 
developing pest management information systems appear to be well- 
founded, their measurable adoption by farmers often appears to be low 
and one reason may be that the technology is still ahead of the need. In 
developing countries, computer-based pest management is a long way 
from realization even in the more advanced of such countries in Asia. 
A modification to the concept of using detailed pest simulation 
models in an information system is to incorporate the simplified outputs 
of simulations (such as expected crop losses caused by specific pest pop- 
ulations) into an information system. This was done in New Zealand for 
barley leaf rust (Thornton & Dent, 1984), and although the technology 
was sound, farmer adoption has been low. 
Every effort should therefore be spent to develop a pest management 
programme in close contact with farming communities (Kenmore er al., 
1985). The systems approach must incorporate strong social sciences 
inputs, and allow characterization of production objectives, farmers’ 
perception of pest injuries and losses, farmers’ needs, and farmers’ 
means to implement the IPM programme. 
Predictive pest zoning 
Pest zoning is an idea that has particular appeal for large-area pest 
management, in which both strategies and tactics can be merged to 
achieve optimal management. In theory, pest population dynamic 
models can be run with the requisite environmental data and used to 
determine a probabilistic value of the likelihood of severe epidemics at 
a site e u e n  &Teng, 1990). Site predictions can then be extrapolated 
using appropriate geostatistical techniques to derive zones of equivalent 
epidemic potential for a pest. This has been shown for tropical rice blast 
using techniques developed by the IBSNAT project, although work is 
currently ongoing to test the validity of the predictions. Having zonal 
information would allow strategic decisions within each zone on what 
rice varieties could be grown and how long host plant resistance would be 
expected to last. Historical climate data from sites have been shown to be 
useful for characterizing the conduciveness of a site to specific diseases 
by Coakley (1990) for wheat diseases, while the prediction of riskiness of 
an environment to tomato viruses was also successfully done in 
Arizona using geostatistics and GIS (Nelson, 1991, pers. comm.); the 
zones were then used to guide extension workers in the selection of 
disease management options. As weather systems become more access- 
ible and timely, and GIS software more user-friendly and powerful, it is 
likely that the integration of disease predictive systems with online 
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weather and weather-interpolation systems will be achieved to provide 
information for management; such a prototype system is undergoing 
testing in New Mexico by Fields el al. (1991). 
CONCLUDING REMARKS 
The systems approach is now more relevant and important than at any 
previous time because of increasing realization of the inter-relatedness 
between components of fragile ecosystems, especially those of food crops 
such as rice-based agroecosystems, where major pest outbreaks have 
occurred in Asia because of non-holistic pest management practices in the 
past. For agricultural development, and more specifically, for an acceler- 
ated adoption of the systems approach in pest management, a toolkit may 
have to be developed for countries in order to reduce the lag time between 
generation of global principles and development of site-specific man- 
agement tools. To generate this toolkit, we propose that an inter- 
national collaborative effort for harmonization be developed, involving 
advanced laboratories, national programs and international organizations. 
This collaborative effort could facilitate the sharing of models, the harmon- 
ization of model design, the collection of common data sets for model 
validation, and most importantly, facilitate the application of models or 
their outputs to solve specific problems of agricultural development. 
Although this paper has concentrated on the methodology of computer- 
based systems approaches to pest management, we would like to stress 
that the application of the philosophy inherent in the approach to pest 
management is very much incorporated in Integrated Pest Management. 
IPM has been the driving force behind modem crop protection in the 
advanced countries since the 1960s, and in Asia to some extent on rhe 
major crops, since the early 1980s (Teng, 1985b). As noted earlier, IPM 
stresses holism, utilizing agroecological principles but translating them 
into a socio-economic framework which stresses human resource develop- 
ment. The application of the IPM approach is likely to spread to more 
pests and more crops in the developing world, and the challenge to prac- 
titioners of the systems approach to pest management is to produce ussful 
tools that can contribute to the momentum that now exists. 
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