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Abstract
In this paper we study collapsing sequences Mi
GH→ X of Riemannian
manifolds with curvature bounded or bounded away from a controlled subset.
We introduce a structure over X which in an appropriate sense is dual to the
N -structure of Cheeger, Fukaya and Gromov. As opposed to the N -structure,
which live over the Mi themselves, this structure lives over X and allows for
a convenient notion of global convergence as well as the appropriate back-
ground structure for doing analysis on X. This structure is new even in the
case of uniformly bounded curvature and as an application we give a gener-
alization of Gromov’s Almost Flat Theorem and prove new Ricci pinching
theorems which extend those known in the noncollapsed setting. There are
also interesting topological consequences to the structure.
1 Introduction
This paper is the second in a series meant to study geometric structures of collapsing
manifolds with bounded curvature, except possibly on a controlled subset. The
purpose of this paper is two fold. First in the context of collapsing n-dimensional
manifolds (Mni , gi) → X with uniformly bounded sectional curvature we show the
existence of structure over X that allows both for a convenient notion of smooth
convergence of the Mi to X as well as a necessary foundation for doing analysis
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on X which takes into account this collapsing process. The motivation for this
structure is the following oversimplified picture; we will generalize it in a moment.
Let us assume that the (Mi, gi) have uniformly bounded sectional curvature and
for the moment that the limit space X is a manifold such that the collapse is nil
(technical assumptions that will not be needed in the end). Then the claim is that
there is a vector bundle V → X which in an appropriate sense is the limit of the
tangent bundles TMi. More precisely if fi : Mi → X are continuous Gromov
Hausdorff maps (the existence of which are well known in this context) then after
passing to a subsequence we have that the pullback bundles f ∗i V over Mi are vector
bundle isomorphic to the tangent bundles φi : TMi → f ∗i V . First notice that this
statement alone has some content, in that even though no two of the Mi need be
diffeomorphic or even homotopic and yet their tangent bundles are all pullbacks of
the same fixed bundle. More than this there is a fiber metric h on V such that if
φ∗ih is the induced Riemannian metric on Mi then ||φ∗ih− gi||C1,α → 0, and hence
we see that there is a global notion of smooth convergence behind the scenes. It is
important to note that since rank(V ) = n = dim(Mi) that the bundle V → X ,
which we view as the limit of the tangent bundles TMi of Mi, is not the tangent
bundle TX ofX . In fact there turns out to be a canonical decomposition V ≈ TX⊕
V ad,X , where V ad,X represents the part of the tangent bundles TMi which point in
the collapsing directions. Now the main assumption here is that we assumed X
was a manifold. We can get around this in the spirit of [14] by studying the limit
of the frame bundles (FMi, gFMi ) → (Y, gY ), where the limit is now always a
manifold. In this case what we said all goes through and what we end up with is an
equivariant vector bundle V T → Y O(n)→ X . We will see from the construction of
V T that sections of V T are in some sense dual to the elements of the N-structure
sheaf, so we will refer to V T as the N∗-bundle. The bundle V T → X is extremely
important for the analysis of X as it captures much more information than is in the
geometry of X itself. As first applications we generalize Gromov’s Almost Flat
theorem to the Ricci situation and prove a new Ricci pinching theorem in Theorem
1.3.
The second purpose of the paper is motivated by the desire to understand the
metric structure of limits of four manifolds with bounded Ricci and Euler number.
Recall that one of the main consequences in the first paper [23] in the context of
bounded Ricci curvature was to see that if (M4i , gi)
GH→ X , where the Mi have
uniformly bounded Ricci and Euler characteristic, then away from a finite number
of points {pj}N1 ∈ X we have that XNS ≡ X−{pj} is a Riemannian orbifold. The
question is what is the structure of X near these points. We will see that the bundle
V ad,X mentioned above is canonically flat and in the next paper that the holonomy
of this flat connection is directly related to a removable singularity question at these
points.
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To describe more precisely the construction of the N∗-bundle we give a brief
and simplified overview of the origins of the N-structure. Again begin with the
case that (Mi, gi) have uniformly bounded curvature and let (Mni , gi)
GH→ (X, d).
Even assume for now that X is a manifold. Then by the work of Fukaya [13] for
large i the Mi take the form of fiber bundles Mi
fi→ X whose fibers are infranil
manifolds Ni/Λi, where the Ni are simply connected nilpotent Lie Groups and
Λi < Ni ⋊ Aut(Ni) are discrete lattices. Thus if U ⊆ X is a small ball then
f−1i (U) ≈ U × (Ni/Λi) ≡ Ui and if we look at the universal cover f˜−1i (U) ≈
U×Ni ≡ U˜i then there is an action by Ni on this universal cover. Because the fibers
have small diameter the subgroup Λi is acting in an increasingly dense fashion on
each fiber and using the sectional curvature bounds one can see that Ni itself acts
almost isometrically. If we view Ni as a right action then the derivative of this
action gives left invariant vertical vector fields which are almost Killing fields. At
least locally these pass back down to vector fields on Mi, and if one is careful these
local vector fields obtained from each such U ⊆ X can be used throughout Mi
to give the global sheaf. More generally because the frame bundles FMi → Y
always collapse to a manifold [14] this can at least always be done on the FMi in
an equivariant manner. Hence even when X is not a manifold such a sheaf may
be built on the Mi, though now the dimension of the orbits of various points may
change.
The N∗-bundle is constructed by instead of considering the left invariant vertical
vector fields with respect to this local Ni action on U˜i we consider the local right
invariant vector fields. If we restrict to right invariant vertical vectors these would
locally correspond to sections of the local adjoint bundle U × ηi → U where ηi is
the lie algebra of Ni. More generally it is convenient to consider all right invariant
vectors, which locally corresponds to sections of TU × ηi. Again if one is careful
then it turns out that these local vector bundles may be pasted together into global
vector bundles (at least as long as the fibers are nil), the later of which we call
the invariant tangent bundle V Ti → X and the former we call the adjoint bundle
V adi → X . We remark that since the Ni action is local one cannot view V adi as
an actual adjoint bundle, however in a generalized sense the name is appropriate
because of the local construction of the bundle. That V Ti ≈ V T and V adi ≈ V ad
are actually independent of i as vector bundles is an issue dealt with in Section 6
(though the lie algebra structures of the bundles can change in the limit!) . To put
a geometry on V T we note that if the gi were invariant under the local Ni action on
each U˜i ≈ U × Ni that in this case we see that gi induce fiber metrics gTi on the
invariant tangent bundle V T → X . It is clear from the construction that such a fiber
metric gTi also uniquely determines an Ni-invariant metric gi on X (see subsequent
paragraphs for more details on this). In terms of the adjoint bundle V ad → X
we see that an N-invariant metric gi determines an affine connection ∇ad and fiber
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metric had on V ad. Again in the case where X is not a manifold these constructions
follow through on the frame bundles in an equivariant fashion, and one can use this
to construction to obtain an equivariant vector bundle and geometric data over the
frame limit Y → X .
A precise definition of the N∗-bundle over a space X is as follows, where it is
assumed G is a compact Lie Group (it will be an orthogonal group in practice).
Definition 1.1. Let X be a topological space. An N∗-bundle over X is a smooth
G-manifold Y with finite principal isotropy called the frame space together with a
G-vector bundle V T → Y , a surjective G-mapping ρ : V T → TY , a G-invariant
fiber metric gT and a nilpotent lie algebra η such that:
1. There exists a covering {Uα} of Y such that for each U ∈ {Uα} the restriction
V |U → U has local trivialization as the bundle TU × η so that ρ : TU × η →
TU is locally just the projection to the first coordinate.
2. There exists a G-invariant flat connection ∇flat on the G-bundle V ad ≡ kerρ
such that in the above trivializations the connection is the trivial one. Further
for two coveringsU0∩U1 6= ∅ as above the induced coordinate transformation
on η is an affine transformation.
3. Y/G is homeomorphic to X and the G-action on V T induces lie algebra
homomorphisms on kerρ.
The fiber metric gT allows for a horizontal inverse map ρ−1 : TY → V T which
we may use to pull back gT to get a G-invariant Riemannian metric gY on Y and
hence an induced length space geometry dX on X . Conditions 1.1.1 and 1.1.2
guarantee specific reductions on the structure group of V , while condition 1.1.3
states that the G action is compatible with these reductions. See Section 7 for even
further reductions of the structure group in practice.
For each U ∈ {Uα} if N is the simply connected nilpotent lie group associated
to η let us see how to use the N∗-bundle to construct a Riemannian manifold (U ×
N, gU×N). The metric gU×N should be invariant under the right N action with the
property that gU×N/N = gY . In practice ifMi
fi→ Y then for nicely chosen Gromov
Hausdorff maps fi (see Section 3) the space (U × N, gU×N) should represent the
Cheeger-Gromov limit of the universal covers ( ˜f−1i (U), gi). These universal covers
do in fact have injectivity radius bounds and so such a limit is possible. Thus we
will see how the N∗-bundle recaptures the unwrapped limits of Mi.
So letU ∈ {Uα} andN as before. Let ξa be a vector basis of TU and ζ aˆ be a basis
of η. Then {ξa, ζ aˆ} naturally forms a vector field basis for TU × η. The canonical
coordinate association T (U × N) ≈ TU × TN gives us a natural isomorphism
T (U × N)/N ≈ TU × η. So we can also view {ξa, ζ aˆ} as an N- invariant vector
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field basis of T (U × N) and the fiber metric gV induces a right invariant metric
gU×N on U × N as desired. It is also worth pointing out that gV alone does not
describe the geometry (i.e. curvature) of U × N . For that we also need to know
the brackets of the basis {ξa, ζ aˆ}, which is precisely what the lie algebra η gives
us. The G-equivariance allows a similar procedure to recapture the geometry on X .
See Section 8 for more on that.
Now the complete (nonlocal) picture is as follows, below we give the formal
local theorem. Let (Mni , gi)
GH→ (X, d) where the Mi are complete with uniformly
bounded curvature for simplicity. Then as in [14] and Lemma 4.1 we see that we can
put O(n)-metrics gFMi on the frame bundles FMi such that (FMi, gFMi , O(n))
eGH→
(Y, gY , O(n)) where (Y, gY ) is a Riemannian manifold with (Y, gY )/O(n) ≈ (X, d).
However (Y, gY ) loses considerable information about the collapsing sequence it-
self. We claim there is aN∗-bundle V T → Y → X aboveX such that, after passing
to a subsequence, we can pick the equivariant Gromov Hausdorff maps fi : FMi →
Y so that there exist equivariant vector bundle isomorphisms φi : TFMi → f ∗i V T
such that ||(φi ◦ fi)∗gV − gFMi ||C1,α → 0. We will also see in Section 8 that the
geometry of the N∗-bundle more completely describes the structure of the metric
on the collapsed space. An analysis of the unwrapped limits has also been done by
Lott using a groupoid approach in [22], where it is applied to understand limits of
Ricci flows.
To state the theorem carefully we need a couple technical definitions. Primarily
this is because we need to have these constructions be purely local, which add a
lot of notational mess without greatly altering the total picture. We refer to Sec-
tion 2 for the definitions involving metric regularity but essentially we just need
to distinguish between the more or less equivalent bounds for a Riemannian man-
ifold (M, g) in form of curvature bounds (which we refer to as regular bounds in
the spirit of [8]) and the existence of good weak coordinates (which we refer to as
bounded geometry, see Section 2). We call a N∗-bundle ({A}k+1,α0 , r)-bounded if
the induced metric gY is ({A}k+1,α0 , r)-bounded and one can pick coordinates as in
definition 1.1 such that the fiber metric gT is ({A}k+1,α0 , r)-bounded (see Section
2).
As mentioned the construction of theN∗-bundle takes place on the frame bundles
FMi of a collapsing sequence. Recall as in [14] that if (M, g) is a Riemannian
manifold then there exists a metric gFM on FM such that (FM, gFM)/O(n) ≈
(M, g). Even better we can build this metric as in Lemma 4.1 to have the same
bounded regularity properties as (M, g), and the metric from this lemma is the one
we will always use when we refer to a geometry on the frame bundle.
Note as in Section 2 that if M has boundary then we define Mι ≡ {x ∈ M :
d(x, ∂M) > ι}. If M has no boundary then Mι ≡ M . If Mi GH→ X then we define
Xι as the Gromov Hausdorff limit of Mi,ι. We state the following for compact
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limits X . However since the Mi are allowed to have boundary the same statements
hold for arbitrary X , we simply need to replace convergence with converence on
compact subsets.
Theorem 1.1. Let (Mni , gi)
GH→ (X, d) where the Mi are {A}k0-regular spaces and
(X, d) is a compact metric space. Then for each ι > 0 and 0 < α < 1 we have
after passing to a subsequence:
1. There exists an ({B}k+1,α0 , r) = ({B(n,A)}k+1,α0 , r(n,A0))-bounded N∗-
bundle V T → Y O(n)→ Xι.
2. For each i there existsO(n)-equivariant Gromov Hausdorff maps fi : FMi,ι →
Y which induce the convergence (FMi, gFMi , O(n))
eGH→ (Y, gY , O(n)).
3. There exists O(n)-equivariant vector bundle isomorphisms φi : TFMi →
f ∗i V
T such that ||(φi ◦ fi)∗gV − gFMi ||Ck+1,α → 0.
Remark 1.1. It is worth mentioning that what is required above is that the geometry
of the Mi be ({A}k+1,α0 , r)-bounded for k ≥ −1. The same statement holds under
this assumption.
We would like to point out that bundles similar to V T and V ad have appeared
previously in the literature, namely in [19] and [21]. They were used to analyze
limits of Dirac operators on spaces with bounded curvature. A finiteness theorem
similar to the results of Section 6 is proved there as well, though the estimates
of Section 3 are needed for Theorem 1.1. The structure of Section 7 is also not
provided, and this is key to the proof of the next theorem.
Now we wish to give some brief applications of a more thorough analysis of this
bundle. As motivation for the next result consider the following simplified version,
which can be found in [16]. Assume (Mni , gi) GH→ (X, d) with diam(Mi) = 1 and
|seci| → 0. Then it follows, and the proof can be considered a generalization of the
Bieberbach theorem, that (X, d) is a flat Riemannian orbifold. The moral here is
that while upper sectional bounds do not generally pass to the limit, in the case of
pinching they must. We prove a similar statement for the Ricci case below, though
the proof is more involved.
Theorem 1.2. Let (Mni , gi)
GH→ (X, d) where theMi are complete with diam(Mi) =
1, |seci| ≤ K and |Rci| → 0. Then (X, d) is a Ricci flat Riemannian orbifold with
|sec| ≤ K.
Remark 1.2. We could replace the |sec| ≤ K assumption with conj(M) ≥ K−1 >
0, where conj is the conjugacy radius of the exponential map. This follows because
as in [1],[25] we then have a {A}1,α0 -bounded geometry control over M . In this
case |secX | ≤ C = C(n,K). It will also follow from the proof that if we had only
assumed Rci ≤ ǫi → 0 then X still has at worst orbifold singularities.
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One could also attempt to prove the above using a groupoid approach. In this
context one would first need to construct a sequence of nested subgroupoid struc-
tures similar to the subbundles of V ad in the limit central decomposition in Section
7. Further the holonomy of the flat connection in Section 7 plays a crucial role in the
proof of the above theorem and an analogue of that must be constructed. Though it
seems reasonable that constructions similar to those of the paper could be made in
the groupoid context, because of the role of the flat connection of V ad both directly
and in the construction of the limit central decomposition it feels more natural to
the authors to work in the category of vector bundles.
Now let us first see that the above is sharp, in that if we remove any of the hy-
pothesis then the result fails to be true. In particular if we remove the completeness
or sectional bound assumption then the result must fail, so that the proof must be
highly global in nature. In fact the proof will be through a series of maximum
principles on X and the analysis involved will depend crucially on the N∗-bundle
structure we have been discussing. First let us see some examples, the first of which
is due to Gross and Wilson [17].
Example 1.1. There exists Ricci flat metrics (K3, gi) on a K3 such that (K3, gi)
GH→
(X, d), where X is a topological two sphere and the distance function d is induced
from a Riemannian metric g∞ on X which is smooth away from 24 points, where
the curvature blows up. In particular g∞ is not a Ricci flat orbifold metric.
The above tells us two things. First the sectional bound in Theorem 1.2 is quite
necessary. Secondly by picking an open set U ⊆ X away from the 24 singular
points and considering the subsets Ui ⊆ (K3, gi) which converge to U we see that
the completeness assumption is necessary, because in this case it is not too hard to
check that on Ui all the other conditions remain valid but U is certainly not Ricci
flat. In fact the following example tells us the diameter assumption is necessary as
well:
Example 1.2. Consider the space C × S1 with the natural flat metric g and the S1
action by λ · (z, λ¯) = (λz, λλ¯), where we have identified S1 with the unit complex
numbers. Then we can consider the sequence (C × S1, g)/Zp p→∞→ (C, g∞). Then
the limit (C, g∞) has strictly positive sectional curvature and in particular is not
Ricci flat.
As a corollary of Theorem 1.2 we get the following generalization of Gromov’s
Almost Flat theorem. Gromov’s theorem proves that there is a dimensional constant
ǫ(n) such that if diam(Mn) = 1 and |sec| ≤ ǫ then M is topologically an infranil.
That is to say that though M may not be a flat space that up to a finite cover M is
a sequence of fiber bundles of flat spaces over flat spaces. In the case where |Rc| is
small this is too much to ask, but we see below that M is now a sequence of fiber
bundles of flat spaces over a Ricci flat space.
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Theorem 1.3. Let (Mn, g) be complete with |sec| ≤ K and diam = 1. Then there
exists an ǫ = ǫ(n,K) > 0 such that if |Rc| ≤ ǫ then M is an orbifold bundle over
a Ricci flat orbifold (X, d) with |secX | ≤ K whose fibers are infranil.
Remark 1.3. As in the last theorem instead of the assumption |sec| ≤ K we may
assume conj ≥ K−1 > 0. It is also worth pointing out that if T is the second
fundamental form of the infranil fibers then for each δ > 0, arbitrarily small, one
can pick ǫ = ǫ(n,K, δ) so that |T | < δ. This of course is far from true in general
collapsing.
Note that the above can also be viewed as a generalization of a pinching result
of Anderson’s [2]. In Anderson’s theorem, where one makes the noncollapsing
assumption inj ≥ K−1 > 0 instead of conj ≥ K−1, then M admits a Ricci flat
metric. In the collapsed scenario this is simply not the case, but the statement is
that there does exist a nearby Ricci flat space X that M fibers over. It even follows
from the proof of the above that X has a uniform curvature bound of K (in the case
where conj ≥ K−1 then X has an apriori curvature bound depending only on n
and K).
The organization of the paper is as follows. In Section 2 we begin with some
notation. This section can primarily be referred back to as needed. Then in Sec-
tion 3 we improve some estimates from [8] on smoothed Gromov Hausdorff maps
between Riemannian manifolds. Namely in [8] it is proved that if f : (M0, g0) →
(M1, g1) is an ǫ-Gromov Hausdorff map then we can modify f by a center of mass
technique to produce a smooth map which is a
√
ǫ-GH map while having uniform
C2 bounds (independent of ǫ) and being an almost Riemannian submersion. Their
technique cannot be modified to prove higher order bounds, which we will need,
and so this is handled in Section 3.
Section 4 studies and constructs various structures on the limit Y of the frame
bundles FMi of a collapsing sequence. As mentioned it is convenient to have met-
rics gFMi on the frame bundles that do not have the regularity issues that come from
the canonical geometric construction of [14], so first we handle this. Then using
the results of Section 3 and the constructions from [8] we build good coordinates
on FMi → Y . Appendix A reviews some of the constructions of [8] which we use,
as well as some mild generalizations.
Once the technical constructions of Section 4 are complete we can begin to build
the N∗-bundle. This is done in two steps. In Section 5 we build approximate N∗-
bundles for each FMi. This construction is the rigorous version of what has been
outlined throughout this section. The key point of the N∗-bundle though is that it
is independent of i, and so in Section 6 we show how these approximate structures
limit in an appropriately strong sense and use the limit to prove Theorem 1.1.
In Section 7 we mention some refinements of the construction of the canonical
flat connection on V ad. This connection and its refinements are particularly impor-
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tant when the Mi only have curvature bounded away from a controlled subset. We
will also use it in Section 9 when we prove Theorem 1.2. Then in Section 8 we
study limit geometrical structures on V ad, which is also used in Section 9 to finish
the proof of Theorem 1.2.
2 Notation
Due to the unfortunate amount of notation required this section is meant to organize
some of the various definitions which are used throughout, it can mainly referred
back to as need be. Much is standard, self explanatory and can be found in other
sources, however a little is new and there are occasionally mild modifications to
older notation.
Often we will be dealing with manifolds with boundary so we define
Definition 2.1. Let (M, g) be a Riemannian manifold, possibly with boundary. For
all ι > 0 we define Mι ≡ {x ∈ M : d(x, ∂M) > ι}. If M has no boundary then
Mι ≡M . Let M◦ denote the interior of M .
Also because we often deal with manifolds with boundary it is important to be
clear by what we mean by the injectivity radius of the manifold.
Definition 2.2. Let (M, g) be a Riemannian manifold, possibly with boundary. For
x ∈ M let injM (x) ≤ d(x, ∂M) be the standard injectivity radius with injM (x) =
d(x, ∂M) being the well defined statement that the exponential map is a diffeo-
morphism up to the boundary. Define the boundary injectivity radius injB(M) ≡
sup{ι > 0 : ∀x ∈M injM (x) ≥ min(ι, d(x, ∂M))}.
In fact for the purposes of these results there are many ways one could define a
boundary injectivity radius that would be equally suitable. The importance is sim-
ply that once you push away from the boundary there is control of the exponential
map.
There are two basic but essentially equivalent notions of having controlled ge-
ometry that we will be interested in. The first is that of bounded curvature and the
second is that of the existence of good (weak) coordinates. For analysis purposes
it is the second that is usually the useful one to deal with, while the first is more
intrinsic and useful for the statement of theorems. So to begin with we follow [8]
and introduce the following
Definition 2.3. Let (Mn, g, p) be a pointed Riemannian manifold possibly with
boundary and {A}k0 a sequence of k + 1 positive real numbers. We say (M, g, p)
is {A}k0-regular (resp. interior regular) at p if ∀ r < πA−1/20 Br(p) has compact
closure in M (resp. M◦) with |secg| ≤ A0 and |∇(j)Rmg| ≤ Aj ∀ 1 ≤ j ≤ k in
Br(p). We say (M, g) is {A}k0-regular if it is {A}k0-regular at every point.
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The second notion is more useful while doing analysis and taking limits and is
the notion of bounded geometry. First we adopt the notation of [25] and introduce
the following, where Rn,+ denotes the closed upper half plane in Rn.
Definition 2.4. Let Mn be a smooth manifold, then we call a mapping ϕ : Br(0) ⊆
Rn →M (resp. ϕ : Br(0) ⊆ Rn,+ → M if ϕ(0) is a boundary point) a weak coor-
dinate system if ϕ is a local diffeomorphism. If (Mn, g) is Riemannian and {A}k,α0
is a sequence of k+1 positive numbers with 0 ≤ α < 1 and r > 0 then we say ϕ is
({A}k,α0 , r)-bounded if, identifying g with its pullback ϕ∗g, e−
A0
10 δij ≤ gij ≤ eA
0
10 δij
and for any multi-index a with 0 ≤ |a| ≤ k we have r|a|+α||∂agij ||Cα ≤ A|a|,α. We
call ϕ a weak harmonic coordinate system if locally ϕ−1 : U ⊆ M → Rn is a
harmonic map.
The only distinction between theCk,αr norm of ϕ and the usualCk,α norm consid-
ering ϕ as a mapping from one Riemannian manifold into another is the r weight.
The usual example of a weak coordinate system is to take ϕ as the exponential
map at a point when the conjugacy radius is strictly larger than the injectivity ra-
dius. Now using such weak coordinate systems there is a natural notion of bounded
geometry on a Riemannian Manifold:
Definition 2.5. Let (M, g) be a Riemannian manifold, r > 0 and {A}k,α0 be k + 1
positive real numbers. We say (M, g) has ({A}k,α0 , r)-bounded geometry at x ∈M
if there exists a ({A}k,α0 , r)-bounded weak coordinate system ϕ : Br(0) → M
with ϕ(0) = x. We say (M, g) has ({A}k,α0 , r)-bounded geometry if this holds at
each x ∈ M . We say (M, g) has harmonic bounded geometry if additionally ϕ are
harmonic weak coordinates.
The following is a classic result, see [28] and [11]:
Lemma 2.1. Let (Mn, g) be A0-interior regular at x. Then for each 0 ≤ α < 1
there exists rh = rh(n,A0, α) such that there exists a weak harmonic coordinate
system ϕ : Brh(0) →M with ϕ(0) = x and ||ϕ||C1,αrh ≤ 1.
The above lemma essentially turns a {A}k0-regular condition into a ({B}k+1,α0 , r)-
bounded condition. More generally it will be important to write vector bundles over
a Riemannian manifold in geometrically useful coordinates. To this end we define
Definition 2.6. Let (M, g) be a Riemannian manifold with V →M a vector bundle
of rank l. We call a vector bundle map ϕV : Br(0) × Rl → V a weak coordinate
system if it is also a local diffeomorphism. If h is a fiber metric on V we say ϕV
is ({A}k,α0 , r)-bounded if the induced map ϕ : Br → M is ({A}k,α0 , r)-bounded
such that in coordinates e−A
0
10 δiˆjˆ ≤ hiˆjˆ ≤ e
A0
10 δiˆjˆ and for any multi-index a with
0 ≤ |a| ≤ k we have r|a|+α||∂ahiˆjˆ ||Cα ≤ A|a|,α.
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It is now straightforward to generalize weak coordinate systems from local dif-
feomorphisms from open sets in Rn into our manifolds to local diffeomorphisms
from other spaces with special properties into our manifolds. We will want to con-
sider geometries on Lie groups which are appropriately nice:
Definition 2.7. Let G be a Lie Group and h a right invariant metric onG. We define
the norm of h as ||h|| ≡ ||ad||h, where ad : g× g → g is the adjoint operator. We
say h is normalized if ||h|| ≤ 1.
Notice that the above gives a natural way of taking limits of simply connected Lie
Groups of bounded dimension. Namely if (gi, hi) is a sequence of n-dimenional lie
algebras with normalized metrics hi and adjoint operators adi, then by identifying
an orthonormal basis in gi with a standard basis inRn and passing to a subsequence
we see that the adi convergence to an adjoint operator ad∞ on Rn. The Jacobi
identity of the induced lie algebra still holds in the limit and so ad∞ itself defines a
lie algebra g∞. Note that even if gi ≈ g are all isomorphic as lie algebras that g∞
may not be isomorphic to g (it may be more abelian in fact).
We will need one more definition from this section for the paper.
Definition 2.8. LetN be a simply connected nilpotent Lie Group. We call a map ϕ :
Br(0)×N → M a weak nilpotent coordinate system if ϕ is a local diffeomorphism
such that there exists a discrete subgroup Λ ≤ N ⋊ Aut(N) with the property that
ϕ(x · λ) = ϕ(x) ∀x ∈ Br ×N and λ ∈ Λ and the induced map ϕ : Br × (N/Λ)→
M is a diffeomorphism onto its image. If (M, g) is Riemannian and (N, h) is
normalized we say ϕ is ({A}k,α0 , r)-bounded if when Br × N is equipped with the
natural product metric δij+hij and we identify g with its pullback metric onBr×N
then e−A
0
10 (δ+h)ij ≤ gij ≤ eA
0
10 (δ+h)ij and for any multi-index a with 0 ≤ |a| ≤ k
we have r|a|+α||∇agij||Cα ≤ A|a|,α. The subgroup Λ will sometimes be referred to
as the covering group πϕ of the mapping ϕ.
3 Higher order Gromov Hausdorff Estimates
This section is dedicated to proving some technical estimates needed for the results.
We begin with some notation, in addition to which we will use the notation from
Section 2 and Appendix A frequently. We will be interested in a slight modification
of the usual notion of Gromov Hausdorff approximations:
Definition 3.1. Let (X0, d0) and (X1, d1) be complete metric spaces. We say f :
X0 → X1 is an (r, ǫ) Gromov Hausdorff approximation if
1. f(X0) is ǫ-dense in X1
2. ∀x, y ∈ X0 we have |d0(x, y)− d1(f(x), f(y))| < ǫ(1rd(x, y) + 1)
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Notice by the triangle inequality that condition 2) above is up to scale equivalent
to insisting that |d0(x, y) − d1(f(x), f(y))| < ǫ for any x, y ∈ X0 with d(x, y) <
r. Many of the constructions of this paper are local and as such it will be more
convenient to work with (r, ǫ) GH approximations as opposed to the usual ǫ GH
approximations, though fundamentally there is little difference for the purposes of
this paper. In fact it is worth pointing out that the results of this paper involving the
(ǫ, r)-GH distance can be also proven for the usual GH-distance function, however
there is more technical work involved and we do not need it. Of course we may also
talk about (r, ǫ) G-equivariant GH approximations in the same sense, where G is a
compact Lie group.
Now if (M0, g0) and (M1, g1) are Riemannian manifolds and f : M0 → M1 is a
submersion then we label V ⊆ TM0 and H ⊆ TM0 as the vertical and horizontal
subbundles of TM0, respectively. We call a horizontal vector field X ∈M0 basic if
it is the horizontal lift of a vector field in M1.
When M0 and M1 are ǫ-close in the usual Gromov Hausdorff sense then one
of the main technical tools of [8] is the construction of a smooth map f : M0 →
M1 between M0 and M1 which is a δ-GH map such that this map is an almost
Riemannian submersion in the C1 sense (that is, 1 − δ ≤ |df [X ]| ≤ 1 + δ for
any unit horizontal vector X) with a uniform C2 bound. Higher derivative bounds
are available but they necessarily degenerate as δ → 0 under the construction of
[8]. Also it does not follow from their construction that f is an almost Riemannian
submersion in the C2 sense, which is to say that although if X is a unit horizontal
vector then we know that |∇2f(X,X)| is bounded we would additionally like to be
able to say that it is small. The main goal of this section is to show this smooth map
may be constructed to have sharp higher order derivative bounds and such that f is
an almost Riemannian submersion in the C2 sense. In this context sharpness of the
derivative bounds means that if M0 and M1 are {A}k0-regular, then the map f has
uniform bounds on the first k + 2 + α derivatives which depend only on {A}k0 and
some other necessary intrinsic data (but not ǫ).
Throughout this section G is taken to be a compact Lie group. So in the spirit of
[8] and the above we define the following:
Definition 3.2. Let (M0, g0) and (M1, g1) be Riemannian G-manifolds with {B}k,α1
positive real numbers with k ∈ N and 0 ≤ α < 1. We say a smooth function
f : M0 →M1 is a {B}k,α1 -bounded (r, ǫ)-G-Gromov Hausdorff Approximation if
1. f is an (r, ǫ) G-equivariant Gromov Hausdorff Approximation.
2. diam(f−1(y)) < ǫ for ∀y ∈M1
3. We have ∀X ∈ H that 1−ǫ ≤ |df [X ]| ≤ 1+ǫ, and if k ≥ 2 then additionally
we have that |∇2f(X,X)| ≤ B(2)ǫ
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4. ||f ||Cj,α ≤ Bj,α ∀1 ≤ j ≤ k
5. f is G-equivariant
When there is no confusion we will simply refer to such functions as smooth GH
approximations.
Our main purpose is to show the following
Theorem 3.1. Let (Mn0 , g0) and (Mm1 , g1) be Riemannian G-manifolds which are
{A}k0-regular, possibly with boundary, with injB(M1) ≥ ι > 0, ι ≤
√
A0 and
n ≥ m. Then for each 0 ≤ α < 1 there exists {B}k+2,α0 = {B(n,A, ι, α,G)}k+2,α0
so that ∀ǫ > 0 ∃ δ = δ(n,A, ι, α,G, ǫ) > 0 such that if f : M0,ι/2 → M1,ι/2 is an
(
√
A0, δ) G-equivariant GH approximation, then there exists a {B}k+2,α0 -bounded
(
√
A0, ǫ) G-eGH approximation fǫ : M0,ι →M1, with M1,2ι ⊆ fǫ(M0,ι) ⊆M1,ι/2.
Remark 3.1. The assumption f : M0,ι/2 → M1,ι/2, as opposed to f : M0 →
M1, simply guarantees that there do no exist any small holes in M0 that do not
correspond to holes in M1.
Before going to the proof we make a brief remark about the center of mass tech-
nique, as in [7], which is used in the paper. Namely if (Mn0,g0) and (Mm1 , g1) are
smooth Riemannian manifolds with |secgi| ≤ 1 and inj(M1) ≥ ι > 0, then we
know that if f : M0 → M1 is measurable and ǫ > 0 is such that f(Bǫ(x)) ⊆
Bι/4(f(x)) for each x ∈ M0 then we can apply the center of mass technique to f
to get a nearby map fǫ which is smooth. However with this technique we apriori
have only C2 bounds, which depend on n,m, ǫ, for the map fǫ because of our use
of the distance functions on M0 and M1. This is not quite sufficient since curvature
bounds on Mi should imply an optimal bound of C2,α for our functions fǫ.
Now there are several ways of dealing with this problem, for instance using har-
monic approximations for the distance functions during the averaging process. The
approach we will take is slightly more convenient for other constructions and is as
follows: Fix a small number ξ << 1 once and for all for this construction. As in
[1] and [25] we can find metrics g˜0 on M0,ι and g˜1 on M1,ι which are {A}∞0 -regular
such that gie−ξ ≤ g˜i ≤ gieξ and so that in appropriate weak coordinates around
each point the new and old metrics are within an apriori C1,α distance from one
another (depending only on n, ι, α). In particular the injectivity radius of M1,ι is at
least ι/2. Now we may do the center of mass technique on f with respect to our
new metrics to get the function f˜ǫ. Because the perturbed metrics are {A}∞0 -regular
it is easy to check that f˜ǫ has apriori C∞ bounds with respect to the g˜i geometries.
Since the gi and g˜i have bounded C1,α distance this thus tells us that f˜ǫ has apriori
C2,α bounds with respect to the gi geometries, which only depend on n,m, ǫ, α.
Of course more generally had we assumed the gi were {A}k0-regular then the same
trick tells us that f˜ǫ is {B}k+2,α0 = {B(n,m,A, ǫ, α)}k+2,α0 -regular.
Now we can continue with the proof:
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Proof. By scaling we can assume A0 = 1 without loss of generality (so ι ≤ 1), and
we can assume δ < ι/100. As in [7] if δ is sufficiently small, depending only on
n,A0 and ι, we can assume f is G equivariant by a center of mass averaging. So
there is no loss in assuming this. Now let us pick a λ = µι with µ << 1, the number
µ will be chosen later but will be considered fixed and will depend only on n and
A0. Let g˜0 and g˜1 be {C}∞0 = {C(n,A, ι)}∞0 -regular metrics on M0,ι/2,M1,ι/2 as in
[1] [25] for which in appropriate weak coordinate systems with k+2+α bounds the
metrics g˜i and gi are apriori k + 1 + α close. As in the paragraphs proceeding this
proof by the perturbed λ-center of mass we can construct f˜λ : M0,3ι/4 → M1,3ι/4.
Notice that fλ has {B}∞0 = {B(n,A, λ)}∞0 bounds with respect to the metrics
g˜0 and g˜1, and hence {B}k+2,α0 = {B(n,A, λ)}k+2,α0 bounds with respect to the
metrics g0 and g1. Now the first observation is that by the proof of Theorem 2.6
of [8] we can pick µ = µ(n,A0) so that f˜λ is a 12-Riemannian submersion with
diam(f˜−1λ (y)) ≤ c(n,A0)δ for each y ∈ f˜(M0,3ι/4).
Now the claim is that for any ǫ > 0 we can pick fǫ ≡ f˜λ as our desired map, for
δ sufficiently small. Notice in [8] the corresponding fǫ is chosen by letting λ → 0
as ǫ→ 0. This has the advantage of keeping the global GH approximation property
(as opposed to the more local (r, ǫ) GH property which we will show is preserved),
but makes higher order estimates less clear. In fact one can carry out a similar proof
to the below for the λ → 0 case, but it is more technical and requires additional
estimates. However the intuition for why one should not need to make λ → 0 is
that if we write f˜λ in local weak coordinates then we see f˜λ will have a very dense
discrete symmetry forced upon it. The derivative bounds on f˜λ thus force this to
correspond to an ’almost’ smooth symmetry at every point. In particular as δ → 0 it
is not only a 1
2
-Riemannian submersion, but becoming a 1-Riemannian submersion
and thus the local GH property is preserved. We make this precise as follows:
Assume the claim is false for some ǫ > 0. Then we can find δi → 0 and
(M0,i, g0,i), (M1,i, g1,i) which are {A}k0-regular with fi : M0,i,ι/2 → M1,i,ι/2 (1, δi)
G-equivariant GH approximations, but such that fi,ǫ|M0,i,ι are not {B}k+2,α0 -smooth
G-(1, ǫ)-GH approximations. Now the smoothness conditions are certainly satis-
fied for the fi,ǫ, and if it held at each point x ∈M0,ι that 1− ǫ ≤ df [X ] ≤ 1+ ǫ then
one could check that the fi,ǫ are (1, ǫ) GH approximations. So there must be points
xi ∈ M0,i,ι such that the fi,ǫ are not ǫ-Riemannian submersions in either the C1 or
in the C2 sense. Now let r = ι/16, yi = f(xi), Yi = B2r(yi) and Xi = f−1i,ǫ (Yi).
Let X˜i be the universal cover of Xi with x˜i a lift of xi, Λi its fundamental group
and f˜i,ǫ : X˜i → Yi the lift of fi,ǫ. Now there is an injectivity radius bound in Yi,
and hence as [8],[23] an injectivity radius bound in X˜i. By the usual compactness
we can pass to a subsequence so that (X˜i, gi,Λi, x˜i)
Ck+1,α−eGH→ (X˜∞, g∞, N, x˜∞)
and (Y˜i, hi, yi)
Ck+1,α→ (Y˜∞, h∞, y∞), where as in [23] N is a finite extension of a
nilpotent, (X˜∞, g∞, x˜∞) and (Y˜∞, h∞, y∞) have ({C}k+1,α0 , rh)-harmonic bounded
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geometry at x˜∞, y∞, and X˜∞/N ≈ Y∞. Recalling that the f˜i,ǫ have C∞ bounds
with respect to a nearby metric (and apriori Ck+2,σ bounds ∀σ < 1 with respect to
the original metrics) we can pass to a subsequence to limit f˜i,ǫ → f˜∞,ǫ : X˜∞ → Y∞.
We know the diameter of the fibers of fi,ǫ are on the order of δi and so tending to
zero. The fibers of f˜i,ǫ are invariant under the Λi action and by the last statement
the orbit of any point by Λi is on the order of δi dense in the corresponding fiber
of fi,ǫ. Hence the fibers of the limit function f˜∞,ǫ are equal to the N orbits in X˜∞
and so f˜∞,ǫ is equal to the quotient map X˜∞
N→ Y∞. But then f˜∞,ǫ is a Riemannian
submersion, and since the convergence was in at least C2 that means for sufficiently
large i f˜i,ǫ is an ǫ-Riemannian submersion at x˜i, which of course is a contradiction
and thus proves the theorem.
From the above it is only a little more work to get the following smoothing
lemma:
Lemma 3.1 (Smoothing Lemma). Additionally in the last lemma, there are {C}∞0 =
{C(n,A, ι)}∞0 -regular G-equivariant metrics g¯0, g¯1 on M0,ι/2 and M1,ι/2, respec-
tively, with ||gi − g¯i||Ck+1,α ≤ D = D(n,A, k, α) such that fǫ : (M0,ι/2, g¯0) →
(M1,ι/2, g¯1) is a Riemannian submersion which is a (
√
A
0
, ǫ) GH approximation.
Remark 3.2. If the Mi do not contain boundary then the constants {C}∞0 can be
taken to not depend on ι.
Proof. Recall in the last proof we began by perturbing g0, g1 to metrics g˜0, g˜1 with
all the required properties except for fǫ being a Riemannian submersion and GH
approximation. However since fǫ is a submersion we can define new metrics
by g¯1 = g˜1 and g¯0 by changing g˜0 along the horizontal components to make it
into a Riemannian submersion. Since fǫ is an ǫ-Riemannian submersion with C∞
bounds with respect to g˜0, g˜1 we have that g¯0 and g˜0 are also at an apriori C∞
bounded distance. We just need to check that fǫ now defines a (
√
A
0
, ǫ) GH ap-
proximation. For this notice that with respect to the original metric g0 we have
diamg0(f
−1(y)) ≤ c(n,A0)δ. But g0 is uniformly close to g¯0, and so after alter-
ing c we still have diamg¯0(f−1(y)) ≤ c(n,A0)δ. This combined with fǫ being a
Riemannian submersion proves the claim.
This lemma will in effect allow us to replace collapsing manifolds with partial
regularity by nearby collapsing manifolds with full regularity. This is convenient
for purely technical reasons and with it we can more or less immediately take the
constructions from [8], which require more regularity assumptions than one would
like, and easily get the corresponding results without the regularity constraints. In
particular (see Appendix A for definitions):
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Theorem 3.2. Let (Mn0 , g0) and (Mm1 , g1) be Riemannian G-manifolds which are
{A}k0-regular, possibly with boundary, with injB(M1) ≥ ι > 0, ι ≤
√
A0 and
n ≥ m. Then for every ǫ > 0 there exists δ > 0 such that if f : M0,ι/4 → M1,ι/4
is a (
√
A
0
, δ) G-equivariant GH approximation, then there exists over M0,ι/2 and
M1,ι/2 a {B}k+2,α0 = {B(n,A, ι, α)}k+2,α0 -regular (
√
A
0
, ǫ)-G-equivariant infranil
bundle structure (fǫ,∇fǫ).
Proof. Let fǫ, g¯0 and g¯1 as guaranteed by the last lemmas. Then the existence of
{C}∞0 -regular (wrt g¯0 and g¯1) ∇fǫ follows immediately from the construction in
[8]. Because g¯i are Ck+1,α bounded distance from gi this gives the result.
From this we get one more technical tool:
Theorem 3.3. As in the last theorem if we let r ≤ r(n,A0, ι) and {Uβ} = {Br(yβ)} ⊆
M1,ι/2 be a covering of M1,ι, then there exists a simply connected nilpotentN and a
{B}k+2,α0 = {B(n,A, r, α)}k+2,α0 -regular G-infranil atlas {Uβ × N,Λ, ϕβ} which
is compatible with (fǫ,∇fǫ).
Proof. As in Theorem A.3 we have that with respect to the metrics g¯0 and g¯1 there
is such an atlas with C∞ bounds. As usual because g¯i are Ck+1,α bounded distance
from gi this gives the result.
4 Construction of Frame Space
In this section consider a sequence of collapsing Riemannian manifolds (Mni , gi)
GH→
(X, d) where the (Mi, gi) are {A}k0-regular. We wish to construct what will be the
frame space Yι → Xι in Theorem 1.1. With the exception of a regularity prop-
erty the first part of the construction goes back to [14]. The second part will use
the results of the previous sections. To begin with consider the O(n) frame bun-
dles FMi above each Mi. If we fix a standard bi-invariant metric on O(n) and the
Levi-Civita connection w on FMi to define a horizontal distribution then there is a
unique O(n)-invariant metric gFM,wi on FMi such that the quotient map becomes
a Riemannian submersion, w defines the perpendicular to the vertical in FMi and
the restriction to each fiber is isometric O(n). Unfortunately the metrics gFM,wi
can have worse regularity properties than the metrics gi down below. A simple
computation (see [5]) shows that this is because the curvature upstairs on gFM,wi
depends not only on the curvature down below and on O(n), but depends on both
the curvature of w and on the covariant derivative of the curvature of w. If w is the
Levi-Civita connection the end effect is that the curvature upstairs depends on the
curvature of gi and on the covariant derivative of the curvature of gi. To remedy this
we perturb our choice of connection slightly.
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Lemma 4.1. Let (Mn, g) be a {A}k0-regular Riemannian manifold, ι > 0 and FMι
be the frame bundle above Mι. Then there exists a metric gFM on FMι such that
(FMι, g
F ) is a {B}k0 = {B(n,A, ι)}k0-regular space, each fiber is isometric to the
standard O(n) and (FMι, gFM)/O(n) is isometric to (Mι, g).
Proof. The construction is as in the last paragraph with a minor perturbation. We
first smooth g on Mι as in [1],[25] on the balls of size ι/2 to a {C(n,A, ι)}∞0 -
regular metric gι. If we construct gFM,wι on FMι as in the last paragraph we thus
get a {D(n,A, ι)}∞0 -regular metric with all the desired properties except of course
that (FMι, gFM,wι )/O(n) is isometric to (Mι, gι). This is easily fixed by modifying
gFM,wι by pulling back g in the horizontal directions to construct a new metric gFM .
Now because gFM,wι has full regularity the standard submersion equations [5] easily
check for us that gFM is {B}k0 = {B(n,A, ι)}k0-regular as claimed.
So far we have only used a metric on a fixed manifold M to construct a cor-
responding metric on FM . Now we wish to expand a little and given a sequence
(Mni , gi) of {A}k0-regular spaces associate to each a ({B}k+1,α0 , r) = ({B(n,A, ι, α)}k+1,α0 , r(n, ι))
-bounded metric g¯FMi on FMi,ι that is in an appropriate sense compatible with the
collapsing sequence. To begin with let gFMi be the metric from the last lemma on
the slightly bigger space FMi,ι/4. After possibly passing to a subsequence we get
that (FMi,ι/4, gFMi , O(n))
eGH→ (Yι/4, gY , O(n)) and as in [14] we see that the Gro-
mov Hausdorff limit (Yι/4, gY ) is a Riemannian manifold. Further it was shown in
[14] that if (FMi,ι/4, gFMi , O(n)) were {B}∞0 -regular then (Yι/2, gY , O(n)) would
be {C}∞0 = {C(n,B, ι)}∞0 -regular. We are dealing with lesser regularity here, but
the verbatim contradiction proof as in [14] shows that if (FMi,ι/4, gFMi , O(n)) are
{B}k0-regular then (Y3ι/8, gY ) is ({C}k+1,α0 , r) = ({C(n,B, ι, α)}k+1,α0 , r(n,B0, ι))-
bounded for each 0 < α < 1.
The next step is to perturb the metrics gFMi slightly. Because (FMi,3ι/8, gFMi , O(n))
eGH→
(Y3ι/8, g
Y , O(n)) after passing to another subsequence we can use Theorem 3.1
to find {D}k+2,α1 = {D(n,A, ι, α)}k+2,α1 -bounded (r, ǫi)-O(n)-Gromov Hausdorff
Approximations fi : FMι/2,i → Yι/2 with ǫi → 0. Combining with Theorem
3.2 we can construct a {D}k+2,α0 -regular (modify D’s possibly, but depends on
same variables) O(n) nil bundle (fi,∇fi). Finally we can use Theorem 3.3 to
find a covering Uβ of Yι so that we have compatible {D}k+2,α0 -regular nil atlases
{Uβ × Ni,Λi, ϕβ,i} of FMi,ι over Yι. Now the gFMi are not quite compatible
with this nil atlas structure, which is to say they are not invariant under the lo-
cal Ni actions. They are however invariant under the action of Λi, a cocompact
subgroup whose orbits are ǫi-dense. Following [8] we can thus average to get
({C}k+1,α0 , r) = ({C(n,A, ι, α)}k+1,α0 , r(n, ι))-bounded metrics g¯FMi which are
now compatible with the underlying nil atlas structures. Notice that it may not
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be the case that (FMi, g¯FMi )/O(n) is isometric to (Mi, gi), but because the pertur-
bations are becoming increasingly small we do have ||gFMi − g¯FMi ||Ck+1,α → 0.
5 Approximations of V T , ρ, V ad
We are now nearly in a position to combine the results of the previous sections
to prove Theorem 1.1 and construct the bundles V T and V ad. The constructions
of the last sections have produced equivariant nil atlases over the collapsing frame
bundles, we need now to directly analyze the nil atlas structure itself. Given our
collapsing sequence (FMi, g¯FMi , O(n))
eGH→ (Y, gY , O(n)) with the induced nil
structures from the last section the goal will be to first construct a sequence of
suitable equivariant vector bundles V Ti → Y and V adi → Y . These bundles will
have properties very similar to our desired bundles V T , V ad and in fact in the next
section we will see that after passing to subsequences that the V Ti and V adi will limit
in a suitably strong sense to our desired bundles V T and V ad.
Because the constructions of this section are for each FMi individually and rely
only on the underlying nil structures we will limit ourselves for now to considering a
{A}k+2,α0 -bounded equivariant nil atlas {(Uβ ×N,Λ, ϕβ, hcoordβ )} for the {A}k+1,α0 -
bounded spaces (M0, g0, G) over (M1, g1, G). We begin locally by associating for
each β two vector bundles over Uβ , namely the bundle Uβ × η of right invariant
vertical vector fields inUβ×N and the bundle T (Uβ×N)/N ≈ TUβ×η → Uβ of all
right invariant vector fields in Uβ×N . The identification T (Uβ×N)/N ≈ TUβ×η
is derived from the natural identification T (Uβ ×N) ≈ TUβ × TN . Then the map
ρβ is just the projection map ρβ : TUβ × η → TUβ. Further the coordinate metrics
hcoordβ on Uβ ×N then descend to fiber metrics, also denoted as hcoordβ , on TUβ × η
and Uβ × η.
To understand the global picture take two charts Uβ ∩ Uγ ≡ Uβγ 6= ∅. Then we
may consider the transition map ϕβγ = ϕ−1γ ◦ ϕβ : Uβγ × (N/Λ) → Uβγ × (N/Λ).
Because this map is an isometry with respect to the metric g0 onM0 and because the
coordinates are {A}k+2,α0 -bounded we see that ϕβγ is {A}k+2,α0 -bounded. Further
by construction its restriction to each nil fiber N/Λ is an affine transformation and
hence ϕβγ maps right invariant vectors to right invariant vectors while preserving
vertical vectors. Therefore ϕβγ induces well defined {A}k+1,α0 -bounded maps ϕTβγ :
TUβγ × η → TUβγ × η and ϕadβγ : Uβγ × η → Uβγ × η. Notice further that
the induced mapping on the lie algebra η at each point is by an element of CAff ≡
Cent(N)
Cent(N)∩Λ
⋊Aut(Λ). HoweverCent(N) acts trivially on right invariant vector fields
and so that the action is just by an element of Aut(Λ). Also we see that the maps ρβ
commute with the coordinate transformations. Thus the collections (TUβ× η, ϕTβγ)
and (Uβ×η, ϕadβγ) construct {A}k+1,α0 -bounded vector bundles V T0 , V ad0 →M1 with
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an induced vector bundle mapping ρ0 : V T → TM1. The structure group reduction
of V ad0 to Aut(Λ) constructs a canonical flat connection ∇flat0 on V ad0 . Because the
G actions are by the central affine transformations CAff on N/Λ this makes them
into an equivariant vector bundles with ∇flat0 G-invariant. Summarizing we get
Theorem 5.1. Let (Mn0 , g0, G) and (M1, g1, G) be ({A}k+1,α0 , r)-regular and let
{(Uβ × N,Λ, ϕβ, hcoordβ )} be a {B}k+2,α0 -bounded equivariant nil atlas with com-
patible nil bundle structure (f,∇f). Then there exist equivariant vector bundles
V T0 , V
ad
0 → M1 and an equivariant mapping ρ0 : V T0 → TM1 with {C}k+1,α0 =
{C(A,B, r, n)}k+1,α0 -bounded local trivializations {(TUβ×η, ϕTβγ)}, {(Uβ×η, ϕadβγ)}
such that
1. In the local trivializations ρ0 : TUβ × η → TUβ is just the projection to the
first factor.
2. If ad0 : η × η → η is the pointwise adjoint map then ||ad||hcoord
β
≤ 1 in each
trivialization.
3. The transition maps ϕTβγ and ϕadβγ act as lie algebra automorphisms on the η
factors which are independent of x ∈ Uβ ∩ Uγ .
4. There exists an equivariant diffeomorphism ϕT0 : TM0 → f ∗V T0 .
If the metric g0 above is compatible with the nil atlas then we may put geometries
on our associated bundles. The invariance of g0 in the weak coordinates Uβ × N
by the right N action constructs on TUβ × η and Uβ × η local fiber metrics. The
transition maps ϕβγ : Uβγ × (N/Λ)→ Uβγ × (N/Λ) are isometries with respect to
g0 and so these local fiber metrics induce global fiber metrics gT0 ,had0 on V T0 and V ad0
respectively. In the case of V T0 the fiber metric gT0 completely recovers the original
metric g0 since the equivariant diffeomorphism ϕT from Theorem 5.1.3 above is
now an isometry of vector spaces. For the bundle V ad0 → M1 we get not only a
fiber metric had0 but one additional piece of geometric information, namely that the
invariant metric g0 induces a horizontal distribution on Uβ ×N and hence an affine
connection ∇ad0 on Uβ × η by the association of the η factor with the local vertical
invariant vector fields. These geometries will be studied more in later sections.
6 Construction of V T , ρ, V ad
The construction of the last section nearly proves for us Theorem 1.1. The setup
of this section is a sequence (Mni , gi) → (X, d) of {A}k0-regular manifolds and the
associated spaces (FMi, g¯FMi , O(n)) → (Y, gY , O(n)) from Section 6. For each
i we may now apply the results of the last section to construct O(n) equivariant
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vector bundles V Ti , V adi → Y along with equivariant mappings ρi : V Ti → TY
with all the desired properties of Theorem 1.1. To finish the theorem we show
that after passing to a subsequence the vector bundles {V Ti } and {V adi } all become
equivariantly vector bundle isomorphic. Further we can pick V T with fiber metric
gT so that the said isomorphisms φi : V T → V Ti satisfy ||gT − φ∗i gTi ||Ck+1,α → 0.
This construction is in fact nearly immediate from Theorem 5.1. Beginning with
the V T bundle: if we take the trializations {(TUβ × ηi, ϕTβγ,i)} from Theorem 5.1
then by construction the transition maps ϕTβγ,i are {C}k+1,α0 -bounded, as are the
fiber metrics gTi |Uβ for each β. We can thus pass to subsequences so that for each
β, γ the maps ϕTβγ,i and the metrics gTi |Uβ converge in Ck+1,α
′
to maps ϕTβγ and fiber
metrics gTβ . The limits satisfy cocycle conditions since the convergence is at least
continuous and so define a global bundle V T with fiber metric gT as claimed. Theo-
rem 5.1.2 guarantees that ηi → η, a limit nilpotent lie algebra, and the convergence
of ϕTβγ,i tells us that ϕTβγ act by affine transformations on η which are independent
of x ∈ Uβ ∩ Uγ .
In the case of the V ad bundle the procedure is verbatim, however in addition
to a limit fiber metric had we may limit out the induced affine connections ∇adi
and the canonical flat connection ∇flati from of Section 5 to get G-invariant affine
connections ∇ad and ∇flat on V ad.
7 The Canonical Flat Geometry and the Limit Cen-
tral Decomposition of V ad
The ability to use the bundles V ad and V T to do analysis on the limit space X
will be exploited in future sections but first we want to discuss how their internal
structure captures properties of the collapse. This is especially relevant when the
Mi only have curvature bounded away from some controlled subsets Si → S ⊆ X .
We have seen in the last sections how to construct a canonical flat connection ∇flat
on V ad. It turns out that the holonomy of this flat connection around S describes
a twisting of the Mi during the collapsing process which is not possible in the
bounded curvature scenario. In particular this gives a necessary obstructions to
removable singularity type theorems.
We would like to describe a refinement of this connection which yields more
information about the bundle V ad. Namely we will construct a canonical sequence
of nested subbundles 0 ⊆ V c0 ⊆ . . . ⊆ V ck = V ad, each of which is invariant with
respect to the flat connection on V ad. This nesting will be called the limit central
decomposition of V ad. This nesting is useful even in the case when the collapsing
manifolds have uniformly bounded curvature, and we will use it in Section 9 in the
proof of Theorem 1.2.
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The basis for the limit central decomposition is that the lie algebras ηi and η of
the bundles V adi and V ad, respectively, need not be the same. The existence of the
subbundles V ca gives direct information about the changing of these lie algebras
in the limit. To understand the limit central decomposition of V ad we are going to
introduce the central decomposition of the bundles V adi and their lie algebras ηi.
First a discussion of nilpotent lie algebras. For an arbitrary nilpotent lie algebra
η = η0 let c0 ≡ cent0 ≤ η0 be its center. Note that the center of a nilpotent lie alge-
bra has positive dimension and so this is a nontrivial subspace. Let η1 ≡ η0/cent0
be the quotient nilpotent lie algebra. Then we have a vector space isomorphism
η0 ≈ cent0⊕η1. The space cent0 clearly lives canonically as a subspace of η0, how-
ever an embedding of η1 into η0 is the same as a choice of perpendicular (cent0)⊥
and is not canonical. If we repeat the process we can write η1 ≈ cent1 ⊕ η2, where
cent1 is the center of η1 and η2 = η1/cent1 is the quotient lie algebra. Thus we have
a vector space isomorphism η0 ≈ cent0⊕cent1⊕η2. Again the spaces η1, η2 do not
canonically embed into η0, however the subspace cent0 ⊕ cent1 ≡ c1 ⊆ η0 does.
This follows because cent1 embeds canonically into η1 and any two embeddings of
η1 into η0 differ only by elements of cent0. Note that c1 is even a subalgebra of η0.
Now we can continue this process with ca ≡ cent0⊕ . . .⊕ centa ⊆ η0 and because
each center is nontrivial this process must eventually terminate. Hence we have a
natural nesting 0 ⊆ c0 ⊆ . . . ⊆ ck = η.
Definition 7.1. We call the nesting 0 ⊆ c0 ⊆ . . . ⊆ ck = η of subalgebras ca the
central decomposition of η.
That each ca is in fact a subalgebra of η can be proved inductively and hence an
automorphism of η preserves each ca and induces an automorphism on ca.
Now we wish to apply the above decompositions of the lie algebras ηi on a more
global scale to our bundles V adi . So first let {(Uβ × Ni,Λi, ϕβ,i, hcoordβ,i )} be the
nil atlas structures of FMi over Y as in the previous sections. So the local triv-
ializations of V adi are of the form Uβ × ηi. Because the coordinate transforma-
tions are lie algebra automorphisms we see that the central decomposition nesting
0 ⊆ c0i ⊆ . . . ⊆ cki = ηi is preserved and induces the nesting of vector bundles
0 ⊆ V c0i ⊆ . . . ⊆ V cki = V adi (strictly the k should depend on i here, but after
passing to a subsequence we can assume otherwise). Notice that these subbundles
are also lie algebra bundles and that the flat connection ∇flati on V adi restricts to
a flat connection on each of the subbundles. By letting i tend to infinity we have
naturally constructed a nesting 0 ⊆ V c0 ⊆ . . . ⊆ V ck = V ad of the bundle V ad.
Definition 7.2. We call the nesting 0 ⊆ V c0 ⊆ . . . ⊆ V ck = V ad the limit central
decomposition of V ad.
Notice that the limit central decomposition of V ad is not the central decomposi-
tion of V ad. In particular while it is certainly true that each fiber of V c0 lies in the
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center of the fibers of V ad, it may be the case that the center of V ad is strictly larger.
This corresponds precisely with the fact that the lie algebra of V ad can be distinct
from the lie algebras of the V adi .
We would like a quick application of the limit central decomposition which will
be used in Section 9. We have that for large i the FMi fiber over Y and we have
our standard local trivializations Uβ × (Ni/Λi) of this bundle. Using the fiberwise
lie algebra exponential map on Uβ × ηi we can pull back the lattice Λi to a subset
exp−1(Λi) of ηi. As in [] we see that because ηi is nilpotent that the integral span
Lβ,i of exp−1(Λi) is a vector space lattice. In fact because the structure group of
the trivializations Uβ × ηi has been reduced to Aut(Λi) we see these lattices are
globally well defined and give a lattice section Li ⊆ V adi . More than that, because
the O(n) action on V adi also acts by Aut(Λi) in our local coordinate representations
we have that the Li are O(n) invariant. Notice that because ηi is nilpotent that the
intersection of Li and V c
a
i forms a lattice for each element of the central decom-
position. We would like to exploit these points to give one more reduction of the
structure group of the limit central decomposition.
To do that consider the following. For the sake of good coordinates we have
up to this point fixed inner products hcoordβ,i on ηi for each β. By letting the inner
products vary with β we have guaranteed that the induced fiber metric hadi and con-
nection ∇adi from FMi had uniform bounds independent of β. Instead now fix an
inner product hcoordi on ηi. Though hadi ,∇adi are not bounded independent of β with
respect to hcoordi , it is clear that with respect to some basepoint in Y these bounds
can be taken to degenerate at worst exponentially in the distance function. Now
fixing hcoordi has the following advantage. Because the transformations preserve the
lattice Li, which is locally a constant lattice in each coordinate, with respect to a
fixed background metric the transformation functions are now special linear. More
specifically if we fix an hcoordi -orthonormal basis of ηi such that the first dim(c0)
span c0, the first dim(c1) span c1 and so forth then by writing each Uβ × ηi in such
coordinates we have reduced the structure group of each V cai ⊆ V adi to the special
linear group. This clearly limits to give a further reduction of the structure group of
each V ca ⊆ V ad to the special linear group.
8 The limit geometry of V ad
In order to use all this structure to do analysis we need to discuss two points. To
begin with we have so far built an equivariant bundles V ad, V T → Y O(n)→ X above
Y together with an equivariant fiber metrics gT , had. However these fiber metrics
describe the collapsing geometry of the sequence FMi → Y . While no doubt this
information captures the collapsing sequence Mi → X it is important to be more
explicit. For this purpose we will introduce two more equivariant fiber metrics gT,X
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and had,X on the bundles V T , V ad respectively. Once this is done we will compute
the various differential equations satisfied by the fiber metrics and connections and
see how they relate to the geometry of the spaces Mi, FMi, X and Y .
Now let us begin with a small open set UX = Bǫ(x) ⊆ X . By small here
we mean ǫ is sufficiently small so that UX ≈ Rm/T˜ is a convex neighborhood
of x. Then we know we can pick neighborhoods Ui = Bǫ(xi) ⊆ Mi with the
universal covers (U˜i, gi)
Ck,α→ (U˜X , g∞) converging such that there is an isometric
N = N0 ⋊ AN action on U˜X with (U˜X , g∞)/N ≈ (UX , dX), where N0 is a
connected nilpotent and AN is finite. We let (FU˜X , gFM∞ ) be the frame bundle
above U˜X equipped with the natural metric (lemma 4.1 say) and notice that N lifts
to a free action on FU˜X with (FU˜X , gFM∞ )/N ≈ (UY , gY ) ⊆ Y (to see this just
notice that (FU˜i, gFMi ) → (FU˜X , gFM∞ )).
Now the invariant vectors (resp. vertical invariant vectors) on FU˜X correspond
to sections of V T |UY (resp. V ad|UY ) and the induced inner product on these vectors
gives us the fiber metric gT (resp. had). That is, if V 0, V 1 ∈ Γ(V ad) and V˜ 0, V˜ 1 ∈
Γ(TFU˜X) are the corresponding vertical vectors then had(V 0, V 1)(xN) ≡ gFM∞ (V˜ 0, V˜ 1)(x).
On the other hand if V˜ 0, V˜ 1 are two invariant vectors on FU˜X then we can first
project them into the perpendicular of the O(n) orbits and then take their inner
product to get a semidefinite fiber metric gT,X on V T (resp. had,X on V ad). That
is had,X(V 0, V 1) ≡ gFM∞ (pO⊥(V˜ 0), pO⊥(V˜ 1)). Because the N and O(n) actions
commute on FU˜X the projections of V˜ 0, V˜ 1 are horizontal lifts of invariant vectors
V˜ 0,X , V˜ 1,X on U˜X and the inner product satisfies had,X(V 0, V 1) = gFM∞ (pO⊥(V˜ 0), pO⊥(V˜ 1)) =
g∞(V˜
0,X , V˜ 1,X).
It is instructive to see what this gives us when UX ⊆ Xreg is a subset of the
regular part of X and so is diffeomorphic to a ball in Euclidean space, and N = N0
is connected (neither assumption is necessary for the following interpretation, it just
makes notation more convenient). In this case we have that U˜X ≈ UX × N0 and
U˜Y ≈ UX ×N0 ×O(n). When we build the local adjoint bundles UX × η → UX
and UX × O(n) × η → UX × O(n) the N actions induce fiber metrics on these
bundles. The fiber metric had on UX × O(n) × η is of course the induced metric
from this action while the fiber metric had,X constructed in the last paragraph on
UX × O(n) × η is just the lift of the induced fiber metric on UX × η. A similar
statement holds for gT,X and so the fiber metrics gT,X , had,X simply describe the
unwrapped limit geometry above X .
Now to understand the equations satisfied by the geometric data we use the
same interpretation as above. Namely by using the unwrapped limits we view
(FU˜X , gFM∞ )
N→ (UY , gY ) as a principal bundle with N acting isometrically. We
can locally identify V ad|UY with the adjoint bundle of this principal bundle and the
fiber metric and connection had|UY ,∇ad|UY as the ones generated from this action.
Since the equations satisfied by the triple (gY ,∇ad, had) are purely local computa-
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tions these local unwrappings suffice to compute global equations. When UX ⊆
Xreg then we may do the same to understand the geometry of (gX,∇ad,X , had,X).
To do this the setup is fairly general and is as follows. Let P G→M be a principal
G-bundle over a manifold M and gP → M be the associated adjoint bundle (we
view G as acting on the right to be consistent with the terminology in the rest of
the paper). If h is a G invariant metric on P then it induces the associated triple
(hˆ, ∇ˆ, gˇ), where gˇ is the quotient metric on M , hˆ is the induced fiber metric on gP
and ∇ˆ is the induced affine connection on gP .
We will need local coordinates in which to work and so we let {Xˇ i} be a (lo-
cal) vector basis on M and {Vˆ a} on gP . It will be useful throughout to distinguish
between horizontal and vertical entries so we will let a, b, . . . represent the vertical
indices and i, j, . . . the horizontal indices. Recall there is a one-to-one correspon-
dence between the sections of gP and vertical right invariant vector fields on P and
so we let {V a} be the vertical G-invariant vector fields associated to {Vˆ a}. We can
also lift {Xˇ i} horizontally with respect to h to get a local horizontal basis {X i} in
P . Then we point out that {X i, V a} forms a local basis on P which are G-invariant.
Similarly given a G-invariant tensor T on P with values in V (resp. H) we let Tˆ
(resp. Tˇ ) be the associated section on tensor products of gP , TM and their dual’s.
Our first order of business is to see how to compute covariant derivatives with
respect to the induced connection ∇ˆ on gP .
Lemma 8.1. ∇ˆXˇi Vˆ a = ˆ[X i, V a].
Proof. Let U × G with U ⊆ M be a local principal coordinate neighborhood and
let sˆ be a section of gP (hence a map sˆ : U × G → g which is invariant under
the G action). Then sˆ(x, g) = Adgsx = g−1 · sx · g where sx ∈ g. Note that
the induced right invariant vertical vector field on U × G is then s(x, g) = sx · g,
and so sˆ(x, g) = g−1 · s(x, g). Then we have that ∇ˆXˇi sˆ = ∂Xi sˆ. Let γ(t) =
(γx(t), γg(t)) be a smooth curve with γ(0) = (x, g) and γ˙(0) = X i. Then ∂Xi sˆ =
d
dt
|t=0((γ−1g (t))∗(s(x, g))) = g−1∗ ([Xg, s]) = ˆ[Xg, s], where Xg is the G component
of X . But we have that ˆ[Xg, s] = ˆ([X, s]− [Xx, s]) = ˆ[X, s] because Xx is tangent
to U and s is tangent to G.
Recall that ifA and T are the O’Neill tensors on P then we have that T (V a, V b, X i) =
〈∇V aV b, X i〉 and A(X i, Xj, V a) = 〈∇XiXj, V a〉. As with the notation above
we can use these to define tensors Tˆ and Aˇ on the bundles g∗P ⊗ g∗P ⊗ T ∗M
and T ∗M ⊗ T ∗M ⊗ g∗P by the formulas Tˆ (Vˆ a, Vˆ b, Xˇ i) = T (V a, V b, X i) and
Aˇ(Xˇ i, Xˇj, Vˆ a) = A(X i, Xj, V a). As usual we may define the mean curvature
vector H as the trace of T (this is following [5] and may have a sign difference
from other references). Now we compute to see how our triple (hˆ, ∇ˆ, gˇ) relates to
this information.
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Lemma 8.2. We have that
1. Tˆabi = −12∇ˆihˆab
2. (∇iTabj)∧ = −12∇ˆ2ij hˆab + 14 hˆγσ(∇ˆihˆaσ∇ˆj hˆγb + ∇ˆihˆγb∇ˆjhˆaσ)
= −1
2
∇ˆ2ij hˆab + hˆγσ(TˆaσiTˆγbbˇy + TˆγbiTˆaσj)
3. Hˆi ≡ hˆabTˆabi = −12 hˆab∇ˆihˆab
4. (gij∇iTabj)∧ = −12△ˆhˆab + 12 hˆγσgˇij(∇ˆihˆaγ∇ˆj hˆσb)
= −1
2
△ˆhˆab + 2hˆγσgˇijTaγiTσbj
Proof. 1) We have
Tabi = 〈∇V aV b, X i〉 = −〈V b,∇V aX i〉 = −〈V b,∇XiV a〉+ 〈V b, [X i, V a]〉
= −∇Xi〈V a, V b〉+ 〈∇XiV b, V a〉+ 〈V b, [X i, V a]〉
But Tabi = Tbai so adding we get
2Tabi = −2∇Xi〈V a, V b〉+〈∇XiV a, V b〉+〈∇XiV b, V a〉+〈V a, [X i, V b]〉+〈V b, [X i, V a]〉
= −∂Xi hˆab + Γˆσiahˆσb + Γˆσibhˆaσ
2)∇iTabj = ∂XiTabj − ΓσiaTσbj − ΓσibTaσj − ΓˇkijTabk
But we have that
Γσia = hˆ
σγ(〈∇XiV a, V γ〉) = hˆσγ(〈[X i, V a], V γ〉+ 〈∇V aX i, V γ〉)
= Γˆσia − hˆσγTaγi
Plugging this into the first line yields the result. The proof’s of (3) and (4) are
just by tracing.
Finally we want to relate the curvatures, in particular the Ricci curvatures below
though other curvatures are similar, of P and M to the differential geometry of the
triple. The following is direct from the O’Neill formulas [5] and computations as in
lemma 8.2. Below we let cabc = 〈[V a, V b], V c〉 be the structure coefficients of the
lie algebra.
Proposition 8.1. Let Rˆab be the Ricci of the G-fiber, Rˇij be the Ricci on M , and let
RIJ be the Ricci on P . Then
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1. Rab = Rˆab− 12△ˆhˆab+ 14 hˆγσ gˇij(2∇ˆihˆaσ∇ˆjhˆγb−∇ˆihˆγσ∇ˆj hˆab)+gˇij gˇklAˆikaAˆjlb
2. Rai = ∇ˆkAkia −HkAkia + hσ0σ1hγ0γ1(cσ0aγ0Tσ1γ1a + cγ0σ0σ1Taγ1i)
3. 2hˆabgˇklAˇikaAˇjlb + 14 hˆ
abhˆγσ∇ˆihˆaσ∇ˆjhˆγb +Rij = Rˇij + 12LHˇ gˇij
or we can write it as
1. Rab = Rˆab − 12△ˆhˆab − Hˇ iTˆabi + AˆijaAˆijb + 2Tˆ σia Tˆbσi
2. Rai = ∇ˆkAkia −HkAkia + hσ0σ1hγ0γ1(cσ0aγ0Tσ1γ1a + cγ0σ0σ1Taγ1i)
3. AˇijaAˇijb + Tˇ abiTˇabj +Rij = Rˇij + 12LHˇ gˇij
Notice that since we are on a principal bundle we may write H = ∇µ as the
gradient of the function −ln√deth. With this we can view the first equation as
a µ-harmonic map for the fiber metric hab, the second equation as a Yang-Mills
equations for the connection, and the third as a soliton type equation for the base
metric.
9 Proof of Theorems 1.2 and 1.3
The goal of this section is to prove Theorem 1.2 and Theorem 1.3.
As was mentioned in the comments following the statement of Theorem 1.2 the
proof of this statement must have a global nature (the result fails if any of the hy-
pothesis are removed) and relies on a series of maximum principals. The proof is
in several steps, which we quickly outline. For the brief outline we assume the
lie algebra η of V ad → Y → X is abelian, getting around this assumption will
involve the limit central decomposition constructed in Section 7. To begin with it
was shown at the end of Section 7 that we can further reduce the structure group of
V ad → Y to the special linear group and in Section 8 we constructed the semidef-
inite fiber metric had,X . Recall that had,X is just the lift of the induced fiber metric
from the nilpotent action on the local unwrappings above X . Because of the struc-
ture group reduction the quantities vad,X =
√
det(had,X) and µad,X = −ln(vad,X)
are globally well defined. If (UX × N0, gU×N) → (UX , d) is a local unwrapped
limit of the Mi with UX ⊆ Xreg, and hence gU×N is Ricci flat with an isometric
N action, then it turns out that µad,X is directly tied to the mean curvature (and
indeed the integrability tensor) of this Riemannian submersion. We will see that the
µad,X satisfies an interesting differential inequality (when η is abelian at any rate)
and that after a little work we will be able to apply a maximum principal to find that
µad,X = constant. From this we will be able to conclude that the mean curvature
and integrability tensor of the unwrapped limits above X actually vanish. The final
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step is to show that the full second fundamental form of these unwrapped limits
vanish, which involves another maximum type principal. This will then tell us that
(UX ×N0, gU×N) is isometric to UX ×Rk with a product metric and in particular
that if gU×N is Ricci flat then so is U with the quotient metric.
Proof of Theorem 1.2. The beginning point of the actual proof comes from the
limit central decomposition introduced in Section 7. Namely let 0 ⊆ V c0 ⊆
. . . ⊆ V ck = V ad be the limit central decomposition. We have already dis-
cussed how the reduction of the structure group to the special linear group does
in fact apply to each equivariant bundle V ca and so for each 0 ≤ a ≤ k we
can define the quantities va,X =
√
det(had,X |V ca ) and µa,X = −ln(va,X). We
similarly define vad =
√
det(had) and µad = −ln(vad) for the standard limit ge-
ometry on V ad. To see what type of equations the µa,X satisfy we need to in-
terpret them. For this let UX ⊆ Xreg be any small open set (being in the regu-
lar part is not needed, it just makes the following notation more convenient) with
(UX×N0, gU×N) N→ (UX , dX) the unwrapped limit geometry and (UX×η, hU ) the
local adjoint bundle with the induced fiber metric hU . For 0 ⊆ c0 ⊆ . . . ⊆ ck = η
the limit central decomposition of η we can then consider for each a the induced
bundle (UX × ca, ha,U) where ha,U = hU |ca. Then the function µa,X on Y is just
the lift of µa,U = −ln(√det(ha,U)) from UX . To understand this quantity note that
for each ca we can consider the submersion (UX ×N0, gU×N) N→ (UX , dX) in two
steps, namely (UX ×N0, gU×N) Ca→ (UX × (N/Ca), gU×(N/Ca)) N/C
a
→ (UX , dX) by
first quotienting out by the subgroup Ca ≤ N induced by ca ≤ η and then by look-
ing at the resulting Riemannian submersion over UX . We let µa,U define a function
on UX × (N0/Ca) by pulling it back by the submersion map and study first the
Riemannian submersion (UX × N0, gU×N) Ca→ (UX × (N0/Ca), gU×(N/Ca)). If
we let Ha be the horizontal mean curvature vector field in UX × N0 of this sub-
mersion then we note that Ha is the horizontal lift of the vector field ∇µa,U on
UX × (N0/Ca). By tracing Proposition 8.1.1 we get on UX × (N0/Ca) that the
µa,U satisfies the equation
△UX×(N/Ca)(µa,U)− 〈∇µa,U ,∇µa,U〉+ |ACa |2 +Ra = 0
where ACa is the integrability tensor of the Riemannian submersion UX×N0 →
UX × (N0/Ca) and Ra is the scalar curvature of the Ca fiber above the corre-
sponding point. That the right hand side vanishes is because the metric gU×N on
UX × N is Ricci flat. Now µa,U , |ACa | and Ra are all constant on each N/Ca
fiber and UX × (N/Ca) → UX is also a Riemannian submersion, so by replacing
the vertical derivatives in △UX×(N/Ca) with second fundamental form terms of the
UX × (N0/Ca) → UX submersion we then see on UX that µa,U satisfies
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△UX (µa,U)− 〈∇µa,U ,∇µad,X〉+ |ACa |2 +Ra = 0
We repeat one more time to find the equation satisfied by µa,X on Y . That is,
µa,X is the lift of µa,U and so now we need to add in vertical derivative terms to
get the Y -laplacian, which tells us that as a function on Y that the µa,X satisfies the
equation
△Y µa,X − 〈∇µa,X ,∇µad〉+ |ACa |2 +Ra = 0
where of course |ACa |2+Ra is understood to be the corresponding lifted function
on Y . This equation holds everywhere on Y that µa,X is smooth, which is precisely
the open dense subset of Y where the O(n) action has finite isotropy. Our first
problem here is that the Ra term will be negative when Ca is not abelian. To handle
this we begin by looking only at C0. In this case we know that c0 ≤ η is contained
in the center of η by construction and hence C0 is abelian. This implies R0 = 0
and thus △Y µ0,X − 〈∇µ0,X,∇µad〉 ≤ 0. If we could conclude that µ0,X obtained
a minimum somewhere on the nonexceptional part of Y then a maximum principle
would conclude that µ0,X = constant. So let YE be the exceptional part of Y , that is
where theO(n) action has non finite isotropy. But then we know that YE is precisely
where the semidefinite metric had,X becomes singular because the projection pO⊥
degenerates. More than that, given the equivariant bundle FMi
fi→ Y we know that
an exceptional isotropy orbit in Y corresponds to an orbit in FMi that intersects the
center of the nilfibers in FMi. This is precisely the statement that had,X |c0 = h0,X
becomes only semidefinite at these points. Thus v0,X = 0 on YE and so µ0,X →∞
near Y E. Thus by our diameter bound on the Mi we have that Y is compact and
so µ0,X obtains a minimum somewhere on Y − YE. By the maximum principle
µ0,X = constant and hence |AC0 | = 0.
The above allows us to conclude two points. First µ0,X is bounded and so YE = ∅,
hence X has at worst orbifold singularities. Since AC0 vanishes we return to the
bundle UX × N0 → UX × (N0/C0) to interpret this. Restrict the metric gU×N
to a single N0 fiber. Let V 0, V 1 be horizontal invariant vectors on N0 which are
perpendicular to C0 ≤ N0 and hence lifts of vectors V¯ 0, V¯ 1 on N0/C0. Then
AC
0
= 0 implies that the projection of the bracket [V 0, V 1] to C0 vanishes. How-
ever if V¯ 0, V¯ 1 ∈ cent(η/c0) as elements of the lie algebra then this implies that
[V 0, V 1] = 0 identically. In other words C1 is also abelian (and in fact also con-
tained in the center of N0 as well). So R1 = 0 and we may repeat the above
arguments with C1 instead of C0, giving us µ1,A = constant. This process con-
tinues inductively until we see that Ck = N is abelian with Ak = AN = 0 and
Hk = HN = ∇µad,X = 0. In particular the submersion UX × N0 → UX has N0
abelian with vanishing mean curvature and integrability tensor.
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The last step of the proof is to show the second fundamental form TN of the
Riemannian submersion UX × N0 → UX vanishes. For starters Proposition 8.1.3
now tells us that the orbifold Ricci curvature of X is at least nonnegative because
HN vanishes. We already discussed thatX is now an orbifold and so by the orbifold
splitting theorem we can pass to the orbifold universal cover X˜ ≈ Xc × Rl to
get an isometric splitting with Xc a compact simply connected orbifold. Since Y
is an orbifold bundle over X we may pass to appropriate covers V˜ ad → Y˜ →
X˜ . The vanishing of AN tells us that ∇ad = ∇flat is a flat connection and since
X˜ is orbifold simply connected and V˜ ad is equivariant we can parallel translate a
basis {ξj} of V˜ ad. Proposition 8.1.3 and that X˜ is Ricci flat in the Rl directions
tells us that TN vanishes in the Rl directions and in particular had,X(ξj, ξj) is at
most a function of Xc (TN = ∇had,X by Lemma 8.2.1). In particular because Xc
is compact had,X(ξj, ξj) obtains a maximum at some point. By Proposition 8.1.1
had,X(ξj, ξj) satisfies the equation△Y (had,X(ξj, ξj))−〈∇(had,X(ξj, ξj)),∇µad〉+
2|T (ξj, ·)|2 = 0 and thus a maximum principle thus gives us that had,X(ξj, ξj) is
constant with T (ξj, ·) = 0. This holds for each j and so we are done.
and now we prove Theorem 1.3:
Proof of Theorem 1.3. The proof is by contradiction. Assume for some n and K
that no such ǫ exists. Then we can find a sequence of complete Riemannian man-
ifolds (Mni , gi) with diam = 1, |seci| ≤ K and |Rci| → 0 that do not satisfy the
statement of the corollary. But after passing to a subsequence we can apply Theo-
rem 1.2 to see that (Mi, gi) → (X, d) where X is a Ricci flat Riemannian orbifold.
Now standard theory tells us that for i sufficiently large that the Mi is a singular
bundle over X with infranil fibers, we need only check that it is an orbifold bundle.
For that consider the sequence (FMi, gFMi , O(n))
eGH→ (Y, gY , O(n)) where for i
sufficiently large the FMi are equivariant fiber bundles over Y . If we knew that the
O(n) action on Y had no exceptional isotropy then the induced bundle Mi → X
would be orbifold as claimed. However this follows immediately, and in fact was
explicitly stated, in the proof of Theorem 1.2 above.
10 Directions for Future Work
We give a brief account of some open questions and directions.
We saw that Theorem 1.2 does not hold without the diameter assumption, our
first question is:
Problem 10.1. Under what additional assumptions does Theorem 1.2 hold if the
diameter assumption is dropped?
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This could have useful consequences for understanding singularity dilations.
Also when it comes to Theorem 1.2 it seems to the authors that the Ricci pinching
condition may be replaced by other pinching conditions. For instance if W is the
Weyl tensor then:
Problem 10.2. Does Theorem 1.2 hold if |Rci| → 0 and X being a Ricci flat orb-
ifold is replaced by |Wi| → 0 and X being conformally flat, respectively?
The conclusion of Theorem 1.2 gives us restrictions not just on the geometry
of the limit X but on the topology as well (namely X can have at worst orbifold
singularities).
Problem 10.3. Under what more general hypothesis can we restrict the singularity
behavior of limits X of manifolds with bounded curvature?
For instance it follows from the proof of Theorem 1.2 that if we had just assumed
only the upper pinching bound Rci ≤ ǫi → 0 then X would still have at worst
orbifold singularities.
A Infranil Bundle Structure
This section is mainly to review and classify some structure introduced from [15]
and [8] and prove some refinements. We will also introduce an assortment of ter-
minology which is used throughout the paper. We use the notation that if V → M
is a vector bundle then Γ(V) denotes the space of smooth sections. Similarly Γ(M)
will on occasion be used to denote the smooth functions on M .
Definition A.1. Let M be a smooth manifold with V → M a vector bundle over
M . We call ∇V : Γ(V)× Γ(V) → Γ(V) a V-connection on M if ∀U, V,W ∈ Γ(V)
and κ ∈ Γ(M) we have
1. ∇VU+kV (W ) = ∇VU(W ) + κ∇VV (W ) ∈ Γ(V)
2. ∇VU(κV ) = dUκV + κ∇VU(V )
Notice that if V ⊆ TM is an integrable subbundle then ∇V defines an affine
connection on its restriction to each invariant submanifold. In practice we will
be interested when V arises as the vertical subspace induced from a submersion
f : M0 →M1 and will write ∇f in such cases.
In the case V is induced from a submersion f : M0 → M1 we have that the
restriction of ∇f to each level set of f is an affine connection. Given any metric g0
onM0 there is a canonical V-connection induced by g0 by projecting the Levi-Civita
connection to the vertical distribution, we will refer to this connection as ∇f,LC . If
∇f and ∇˜f are any two fiber connections then we see that ∇f − ∇˜f is tensorial on
V.
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Definition A.2. We call a V-connection ∇f a group V-connection if ∀y ∈ M1 the
restriction of ∇f to f−1(y) is a flat affine connection with parallel torsion. We call
∇f an infranil connection if additionally the induced lie algebra is nilpotent, and we
call ∇f a nil connection if we even further assume that the induced holonomy on
each f−1(y) is trivial. We call the pair (f,∇f ) an infranil (resp. nil) bundle. If M0
and M1 are Riemannian we say (f,∇f) is {A}k+2,α0 -regular if f is {A}k+2,α0 -regular
and ∇f −∇f,LC is {A}k,α0 -regular.
Notice that if ∇f is a group V-connection then it defines a group structure G on
the universal cover of each fiber such that the fundamental group Λ lies naturally
as a discrete subgroup of G ⋊ Aut(G). If ∇f is an infranil connection then this
group G ≡ N is nilpotent, and if ∇f is a nil connection then Λ ≤ N has no
automorphism part. We point out also that if U is any manifold, N a nilpotent lie
group and f : U × N → U is the projection map then there is a canonical nil
V-connection ∇N on U × N which is the defined on each N fiber as being the
unique connection for which the left invariant vectors are parallel. The following
uses definitions from Section 2.
Definition A.3. Let M0 and M1 be manifolds with (f,∇f) an infranil bundle with
nilpotent structure group N . Let ϕ : Br(0) × N → M0 be a weak nilpotent coor-
dinate system. Then we say that ϕ and f are compatible if the fibers of the lifted
map f˜ : Br × N → M1 are the N factors, and the pullback V-connection ϕ∗∇f is
equal to the canonical nil connection ∇N on Br ×N . If (M0, g0) and (M1, g1) are
Riemannian and (N, h) is normalized then we say the compatible weak nilpotent
map ϕ is {A}k+2,α0 -regular if (f,∇f ) is {A}k+2,α0 -regular and as a Riemannian map
ϕ is {A}k+2,α0 -regular.
As expected if M0,M1 are G manifolds then we call (f,∇f ) a G-infranil bundle
if f is G equivariant and the induced action of G on the level sets of f are by affine
transformations with respect to ∇f .
As in [8] we get as a consequence of Malcev Rigidity the existence of compatible
nilpotent coordinates with any infranil bundle with C∞-bounds. Recall a submer-
sion f between Riemannian manifolds is an ǫ-submersion if for every horizontal
vector X we have 1− ǫ ≤ |df [X ]| ≤ 1 + ǫ.
Theorem A.1. Let (Mn0 , g0, p0) and (M1, g1, p1) be {A}∞0 -regular at pi with (f,∇f)
an {A}∞0 -regular G-infranil bundle such that f(p0) = p1, diamf−1(y) ≤ 1 ∀y and
with f a 1
2
-submersion. Let ϕ : Br → M1 be a {A}∞0 -regular coordinate sys-
tem with ϕ(0) = p1. Then if r ≤ r(n,A) then there exists a simply connected
normalized nilpotent (N, h) and a {B}∞0 ={B(n,A)}∞0 -regular weak nilpotent co-
ordinate system ϕ˜ : Br × N → M0 which is compatible with (f,∇f ) such that
f(ϕ(x, n)) = x.
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Though we will not reprove the above carefully, for convenience we mention
the basic points of the proof. The connection ∇f first allows us to identify a fiber
f−1(ϕ(0)) with N/Λ naturally (though not uniquely). Then we can use the nor-
mal exponential map to give us a uniformly bounded diffeomorphism ϕ¯ : Br ×
(N/Λ) → f−1(ϕ(Br)) for r sufficiently small. The V-connection ∇f may not be
trivial in these coordinates however, so we perturb again using the Malcev Rigidity
which guarantees that the induced mapping f−1(ϕ(x)) → f−1(ϕ(0)) from ϕ¯ in-
duces a canonical affine transformation f−1(ϕ(x)) → f−1(ϕ(0)) ∀x. Notice that
without this rigidity, which is a special property of the nilpotency of N , that such
coordinates simply need not exist. The need for the apriori C∞ bound assumption
comes from that although we control regularity at each step, some steps (like the
use of exponential coordinates) use higher degrees of regularity than are strictly
necessary from a previous step to control lower degrees of regularity in the next
step. One may try to fix this by some form of normal harmonic coordinates or some
such methods, but we find that the smoothing lemma 3.1 fixes this problem in a
simpler manner.
With good local coordinates guaranteed above we wish to write down good
global conditions. We will actually do this in two steps. The first is as follows.
Definition A.4. Let M0 and M1 be smooth manifolds. We say {(Uα × N,Λ, ϕα)}
is an unreduced infranil atlas if {Uα} is a covering of M1 with ϕα : Uα ×N →M0
weak nilpotent coordinate systems such that πϕα = Λ is independent of α and such
that the induced maps ϕα : Uα× (N/Λ)→ M0 give M0 a bundle structure over M1
whose transition functions are affine transformations. We say the atlas is {A}k+2,α0 -
regular if there exists normalized metrics hcoordα such that the local diffeomorphisms
φα become {A}k+2,α0 -regular.
In particular an (unreduced) infranil atlas naturally defines an infranil bundle
structure and we say an infranil atlas is compatible with a given infranil bundle
(f,∇f) if the induced bundle structure is equal to (f,∇f). If M0 and M1 are G-
manifolds then we say the infranil atlas is G-equivariant if the induced submersion
map f is G-equivariant and the induced mapping on the fiber connection ∇f is an
affine isometry. As expected we call the G action {A}∞0 -regular if it is so bounded
in the charts belonging to the infranil atlas. So using the last theorem we can im-
mediately get
Theorem A.2. Let (Mn0 , g0, p0) and (M1, g1, p1) be {A}∞0 -regular at pi with inj(M1) ≥
ι > 0 and (f,∇f) an {A}∞0 -regular G-infranil bundle such that f(p0) = p1,
diamf−1(y) ≤ 1 ∀y and with f a 1
2
-submersion. If r ≤ r(n,A, ι) then there
exists {B}∞0 ={B(n,A, r)}∞0 such that for any cover {Uα} = {Br(xα)} of M1 we
can construct a {B}∞0 -regular unreduced infranil atlas {(Uα × N,Λ, ϕα)} which
is compatible with (f,∇f).
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Our reason for calling the infranil atlas above unreduced is the following. If
N and Λ are as before then the Lie Group of affine transformations on N/Λ is
N
Cent(N)∩Λ
⋊ Aut(Λ). The above theorem is the statement that the fiber bundle f :
M0 → M1 has its structure group reduced to Aff(N/Λ). However if we consider
the subgroup CAff ≡ Cent(N)Cent(N)∩Λ ⋊ Aut(Λ) then we see that Aff(N/Λ)/CAff is
contractible. Hence in principal we should be able to reduce the structure group of
f : M0 → M1 to CAff and the only thing holding us back is checking that we can
do this while keeping good regularity of our coordinates. In fact this is not so hard
and so we call an unreduced infranil atlas {(Uα×N,Λ, ϕα)} simply an infranil atlas
if the coordinate transformations lie in CAff . In general we call actions by CAff on
N/Λ central affine transformations. We then get the following:
Theorem A.3. Let (Mn0 , g0, p0) and (M1, g1, p1) be as in Theorem A.2. Then for
any r ≤ r(n,A, ι) there there exists {B}∞0 ={B(n,A, r)}∞0 and a cover {Uα} =
{Br(xα)} of M1 such that we can construct a {B}∞0 -regular infranil atlas {(Uα ×
N,Λ, ϕα)} which is compatible with (f,∇f). Further if the G action is {A}∞0 -
regular then we can take the group G to act by central affine automorphisms in the
infranil atlas charts.
Proof. Let {Br(xα)} be a covering ofM1 with φα : M1 → R a {C}∞0 = {C(n,A, r)}∞0 -
regular partition of unity. Let {(Uα × N,Λ, ϕ′α)} be the associated unreduced in-
franil atlas from Theorem A.2. Associated to this atlas is the Aff(N/Λ) prin-
cipal bundle PAff → M1 with local coordinates Uα × Aff(N/Λ) whose tran-
sition functions are induced from the affine transformations ϕ′α. With CAff ≤
Aff(N/Λ) as before we have the fiber bundle P ′ ≡ PAff/CAff → M1 with fibers
Aff(N/Λ)/CAff ≈ N ′ a simply connected nilpotent. We need to find a global
section s : M1 → P ′ of this fiber bundle such that in the induced local coordinates
Uα×N ′ the section s : Uα → N ′ is {C}∞0 = {C(n,A, r)}∞0 -regular. Such a global
section of course identifies a unique CAff orbit in Aff(N/Λ) for each point of M1
and gives rise to our desired reduction.
To find this section we proceed as one might expect. Note again thatAff(N/Λ)/CAff ≈
N ′ is a simply connected, hence contractible, nilpotent lie group which we equip
locally with the quotient metric induced from hcoordα on N . Begin by letting sα :
Uα → Aff(N/Λ)/CAff ≈ N ′ be the identity map for each α. If Uα ∩Uβ 6= ∅ then
we can let sαβ ≡ sα ◦ ϕ′α ◦ (ϕ′β)−1 : Uα ∩ Uβ → N ′. Because of our bounds on the
transition functions ϕ′ each sαβ is clearly {C}∞0 = {C(n,A, r)}∞0 -regular. To con-
struct our global section s we need to appropriately average the maps sαβ. Applying
the center of mass technique of [7] to the functions sαβ : Uα → N ′ with weights φβ
gives us such a canonical averaging. The coordinate transformations ϕ′ are affine
transformations and the averaging procedure depends only on the affine structure
of N ′, so this procedure gives a well defined section s : M1 → P ′. Because the
functions sαβ and φβ are {C}∞0 -regular so is the map s and we are done.
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If we further assume that the G action is {A}∞0 -regular then by another center
of mass argument we can take s : M0 → P ′ to be G-equivariant with respect to
naturally induced G action on P ′. The regularity of the original s map and the G
action guarantees the regularity of the averaged map and we are again done.
A final definition which will be of use is to construction Riemannian infranil
bundles where the geometric structures and the bundle structures are related:
Definition A.5. Let (M0, g0) and (M1, g1) be Riemannian manifolds and {(Uα ×
N,Λ, ϕα} an infranil atlas. Then we say (M0, g0) is compatible with the infranil
bundle if the right N actions on the Riemannian manifolds (Uα × N,ϕ∗αg0) are
isometric actions.
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