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Introduction
Most of contributions involved with multivariate GARCH (M-GARCH) models -for a survey see Bauwens, Laurent and Rombouts (2006) -rely on the assumption of the conditional Gaussian distribution. In spite of the fact, that the M-GARCH models are applied in modelling and predicting temporal dependence in the second-order moments, some other properties of the conditional distribution, like for example fat tails and skewness, are also very important. This result was confirmed by Bayesian comparison of GARCHtype models with normal and Student-t conditional distributions presented by Osiewalski and Pipień (2004) . In terms of the model data support, measured by posterior odds ratio and posterior probabilities, they clearly showed that conditional normality is completely unrealistic in modelling financial time series. Hence, long journey beyond normality is necessary -see Genton (2004) -for better understanding the dependence structure between related time series in general, and between financial returns particularly.
In the presence of empirical analyses decisively rejecting conditional normal distribution, a few studies concentrated on the application of the conditional distributions that allow both for heavy tails and asymmetry within M-GARCH models. Some developments on this subject present Bauwens and Laurent (2005) . Modern propositions of modelling volatility and conditional dependence between financial returns try to resolve the problem by complicating stochastic structure of the model rather, than generalising explicitly conditional distribution. Recently Pajor (2009) and propose MSF-BEKK model, as an example of the process attributed with both, the flexibility of the Stochastic Volatility family of models, and parsimony of parameterisation of simple M-GARCH covariance structures. Some other, more complicated multifactor processes has been recently proposed by . Those hybrid processes can outperform pure M-GARCH specification, even in the case of conditional normality. As an alternative to approach investigated by Pajor (2009) and one may consider an explicit generalisation of the conditional distribution, also leading to more empirically important specifications.
In modelling volatility and dynamic dependence of returns of different financial assets, a linear dependence is economically interpretable and popular. Standard empirical exercises in financial econometrics, like controlling and pricing risks, optimal portfolio allocation, analysing volatility transmission mechanism or contagion and building hedging strategies, rely on solutions that are strictly connected with measures of stochastic dependence of the It seems that both, definition of a nonstandard distribution of observables, and a more detailed analysis of dependence are crucial in proper modelling of financial returns. One of the approaches that may resolve to some extent both issues involves copula functions. The approach was intensively developed by Patton (2001) and (2009) Balkema, Nolde, Embrechts (2012) .
The main goal of this paper is to check the empirical importance of some generalisations of the conditional distribution in M-GARCH case. We generalise the M-GARCH model proposed and empirically analysed by Pipień (2007), and who applied a novel class of probability distributions, which is coordinate free in the sense formulated by Fang, Kotz and Ng (1990) . Pipień (2010) considered a multivariate distribution with independent components, with skewness imposed according to the inverse probability integral transformations, discussed in details by Ferreira and Steel (2006) and Pipień (2006) . In the next step, orthogonal transformation was incorporated in order to assure that fat tails and also possible skewness can be imposed along a set of coordinate axes. Consequently, the construct postulated the existence of a set of coordinate axes, along which the univariate components are independent and the densities of the marginal distributions are known analytically. Now we additionally consider a generalisation, by imposing copula function, that captures possible dependence of nonlinear nature between elements of the random vector. The main advantage of the proposed family of probability distributions is that the coordinate axes are subject to statistical inference and can be very different from the ones defined by canonical basis. Along a set of coordinates, supported by the data, both, linear and nonlinear dependence can be modelled.
In the empirical part of the paper we consider the bivariate series of the returns on the spot and futures quotations of the WIG20 index (WIG20 and FWIG20 instruments) covering the period from 21.12.1999 till 27.02.2008 N a t i o n a l B a n k o f P o l a n d 6 2 6
A class of coordinate free conditional distributions
The main goal of this chapter is to present a family of multivariate skewed distributions and apply it in the multivariate GARCH setting. The basic notion considered here is the unified representation of the univariate skewness that applies inverse probability integral transformation, proposed initially by Ferreira and Steel (2006) . We follow the setting presented in the univariate case by Pipień (2006) and (2007) and by Pipień (2010) in multivariate case. The skewed version of originally symmetric and unimodal density f(.|)
(with cumulative distribution function F(.|)) can be defined as follows: Pipień (2006) .
The empirical importance of the conditional skewness in modelling the relationship between risk and return was also studied in the univariate case by Pipień (2007) . Some recent developments confirm results presented by Pipień (2007) that it is possible to restore the relationship, mentioned above, once a highly nonstandard stochastic process is considered in volatility modelling; see for example Markov switching-in-mean Stochastic Volatility model, proposed by 
where
Pipień (2010) shows examples of defined distributions in bivariate cases indicating, that possible outliers and asymmetry can be captured by distribution (2) only if those features of the data will occur along original coordinate axes, defined by canonical basis in R m . Also, any family of distributions (2) is not closed with respect to the orthogonal transformations of the components. Hence, in order to improve flexibility of our class of distributions, a special mechanism, that would make the coordinate axes varying, is incorporated according to the idea proposed by Ferreira and Steel (2006) . We provide it on the basis of the following linear (affine) transformation of the random vector :
for a nonsingular matrix A [mxm] and location vector
The density of the distribution of the random vector y is defined by the following formula:
where A Assuring the variability of the parameters, equation (4) generates a flexible class of multivariate distributions that is closed under orthogonal transformations. Hence, the construct (4) is coordinate free, in the sense defined in Fang, Kotz and Ng (1990) . In our approach we do not restrict the distribution to the case, that A is a square root of the symmetric and positive definite covariance matrix. Consequently, practical application of specific families of multivariate distributions (4) requires interpreting the effect of the transformation matrix A. With no loss of generality let assume in (3), that
y=A`.
According to the theorem presented in Golub and Van Loan (1993) any nonsingular matrix A [mxm] can be written as the product of mxm orthogonal matrix O m and upper triangular matrix U [mxm] with positive diagonal elements:
and such a decomposition (called the QR decomposition) is unique. Now the results of the transformation matrix A can be considered in two steps:
Initially, the random vector  in (5) A parametric sampling model that incorporates distributions described by equation (5) requires unique (one-to-one) parameterisation of the family of orthogonal matrices O m in R m .
Also some restrictions have to be imposed, in order to assure identification. The one-to-one parameterisation was provided by Steward (1980) and Ferreira and Steel (2007) , by an 
Now, for any [mxm] orthogonal matrix O m with detO m =-1 m+1 , there exist unique decomposition:
to m- see Steward (1980) , Golub and Van Loan (1983) .
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Another step -introducing copula functions
Distribution of y, defined by the density (4), where A=O m U, with orthogonal matrix O m , parameterised according to decomposition (7), is obtained on the basis of the linear transformation of a random vector ε with the density (2). Consequently, only linear dependence between random variables, representing coordinates, can be modelled. Possible changes in coordinates that may be subject to statistical inference, enriched flexibility of the family, however the nature of dependence of elements of the vector y may still be linear. In order to model a more complicated dependence structure in vector y we follow the approach, that involves copula functions.
Let consider a bivariate random variable z=(z 1 ,z 2 )`, with cumulative density function (cdf) F and density function f, and with f i and F i the density and cdf of the marginal distribution of z i respectively (i=1,2). According to Sklar (1959) , there exists a function
, with the following properties:
, such u 1 <u 1` and u 2 <u 2`:
such:
The density of the joint distribution of z (if exist) is defined as follows:
). , ( ) , ( For detailed theory of copula functions and of the concept of measuring stochastic dependence within copula framework see Joe (1997) and . Now, in the bivariate case (m=2), we generalise our distribution of y, defined by the density (4), by incorporating copula function in the distribution of the random vector ε. We consider a random vector y of the form:
Another step -introducing copula functions WORKING PAPER No. 151
with upper triangular matrix U and the orthogonal matrix O m defined by (7) and the bivariate random variable z with the following density:
for the density c d of a particular copula function parameterised by the vector  cop , and skewed univariate densities s i , considered initially in (2). In (9) 
The set of competing specifications
By y j we denote the two-dimensional vector of logarithmic returns at time j, i.e.
y j =(y j1 ,y j2 )`, where y ji =100ln(x ji /x j-1,i ) and x ji denotes the value of i-th financial instrument at time j. In order to model conditional dependence between components of y j we assume the following structure:
where  j-1 =(....,y j-2 ,y j-1 ) denotes the information set at time j. Random variables z j =(z j1 ,z j2 )`
follow the distribution defined in (9) 
where υ  =(sin 1 ,cos 1 ), and  1 (-/2; /2). Symmetric and positive definite matrix H j (, j-1 ) follows BEKK(1,1) specification: 
, and s i (.| i , i ) are skewed Student-t densities:
with the density and cdf of the standardised Student-t distribution with zero mode, unit precision and degrees of freedom parameter  i >0 denoted by f st (.|0,1, i ) and F st (.|0,1, i ) respectively.
We considered five different single parameter copula functions, namely Gaussian, Clayton, Frank, Plackett and Gumbel, together with the case of no copula function. This gives us six 13 competing sampling models collected in the set denoted by H 1 . The analytic form of copulas and its densities can be found in Joe (1997) and . The set of copula function applied in the empirical part of the paper is restricted to only to the cases where only a single parameter in θ cop describes dependence in the random vector. Some other copula functions attributed with richer parameterisation can be found in Joe (1997) .
The sampling model is represented by the following product of the conditional densities:
where y=(y 1 ,...,y t ) denotes the matrix of observed daily returns, while y f =(y t+1 ,...,y t+k ) groups forecasted observables. In order to complete Bayesian models, the prior distributions of all parameters must be stated. For the vector  we adopted prior used in Osiewalski and Pipień (2004) , for skewness parameters  i and degrees of freedom parameters  i we applied prior distribution studied by Pipień (2007) . Since the orthogonal component H(υ  ) in (10) is parameterised by a single parameter  1 (-/2; /2), we assumed for simplicity uniform prior over the whole interval. Less trivial probability distributions, with some interesting topological properties, adopted for a subset of the orthogonal matrices, were proposed by Steward (1980) .
All prior densities, except the one imposed on the parameter  1 (-/2; /2), were investigated previously in our papers. As it was clearly shown by Osiewalski and Pipień (2004) and Pipień (2007) the prior information included in the Bayesian models is very weak, as the prior distributions of parameters are very diffuse. For parameters in copula functions we imposed normal distributions truncated to the appropriate domain, with the prior mode at the point assuring independence. Consequently, we do not specify any type of dependence between coordinates and imposed appropriately diffused distributions.
Consequently, the conclusions drawn from the empirical analysis does not seem to be biased by the prior knowledge, which is vague and not precisely stated in our case.
The main goal of the empirical part of the paper is to discuss the importance of orthogonal component H(υ  ) and its form with respect to the type of the copula function included in the sampling model. As an alternative to models in class H 1 we also considered Copula-BEKK(1,1) specifications written in the following way:
with no orthogonal mechanism, changing coordinates, included. The assumptions concerning z j and H j (, j-1 ) are remained unchanged. In particular the distribution of z j may
The set of competing specifications N a t i o n a l B a n k o f P o l a n d Consequently, we did not updated our dataset and focus on the pre-crisis period. The empirical importance of copula construct in the sampling model presented in this paper will be much greater, if the data support will be obtained on the basis of the time series that ends before global financial crisis. Table 1 presents the results of model comparison. We considered 12 competing specifications, imposing 5 different copula functions (Normal, Clayton, Frank, Plackett and Gumbel) and no copula function. In all cases respectively, we considered existence of orthogonal transformation against conditional distribution with marginal densities for both series defined as simply skewed Student-t distribution. We denote by H 1 the subset of models with orthogonal transformation included, while by H 0 a class of Copula-BEKK models with no free coordinates in the conditional distribution. In Table 1 we put decimal logarithms of the marginal data density values in case of all models, and also decimal logarithms of Bayes factors in favour of the existence of orthogonal component. The results
Empirical analysis
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vectors from canonical basis in R
2
, namely e 1 =(10,0) and e 2 =(0,10). In case of model from H 1 (Table 4 ) a set of coordinates are subject to posterior inference and hence we present posterior means, together with the bands of the 95% HPD (Highest Posterior Density)
intervals for H(υ  )`e 1 and H(υ  )`e 2 respectively.
Analysing isodensities plotted in Table 3 concerning model comparison is, that orthogonal component always improves the explanatory power of models. In case of no copula sampling models, and also for all copula functions, decimal logarithm of the Bayes factor against pure Copula-BEKK specification is greater than one, indicating in most cases the decisive support of this component in the sampling model. This result seems to be invariant with respect to all remained parts of the sampling model, and was suggested previously by Pipień (2010) . Table 2 In order to illustrate changes in conditional distribution, when orthogonal mechanism is included in the sampling model, we plotted the isodensities of z j in case of models from subset H 0 (Table 3) and isodensities of a random variable H(υ  )`z j in case of models from subset H 1 (Tables 4). All parameters required to draw the plots we chosen as posterior means. On the plots in Table 3 and 4, we draw vectors representing coordinates appropriate in sampling models. In case of models from subset H 0 we draw vectors proportional to the 17 5 17 vectors from canonical basis in R 2 , namely e 1 =(10,0) and e 2 =(0,10). In case of model from Analysing isodensities plotted in Table 3 and 4 it is clear, that the data support different directions, than canonical, along which heavy tails and possible asymmetry can be modelled. Copula functions change the shape of isodensities strongly. However the most important feature of the sampling model seems to be the existence of the orthogonal mechanism changing coordinates. Only in case of models from subset H 1 , a more complicated dependence between observed time series can be discovered, as the shapes of isodensities in Table 4 exhibit considerable excess from regular "elliptical" shape. For models from subset H 0 , without orthogonal mechanism, differences between shapes of isodensities of the distribution of z j are rather minor among models. New, estimated, directions in the sampling models from subset H 1 (Table 4) that canonical basis is subject to inversion and then to appropriate clock-wise rotation. This is due to the properties of the Householder reflections applied in the construct. It enables to search for optimal orientation in a more composed way.
A very important question concerning discussed empirical analysis involves possible conclusions about changes of the linear dependence between modelled univariate series, when orthogonal component and copula function is incorporated. In Table 5 
Concluding remarks
The main goal of this paper was to check the empirical importance of some generalisations of the conditional distribution in M-GARCH case. We considered copula M-GARCH model with coordinate free conditional distribution. We continue research concerning specification of the conditional distribution in multivariate volatility models started by Pipień (2007) and . The main advantage of the proposed family of probability distributions is that the coordinate axes, along which heavy tails and symmetry can be modelled, are subject to statistical inference. Along a set of specified coordinates both, linear and nonlinear dependence can be expressed in formal and composed form.
In the empirical part of the paper we considered a problem of modelling the dynamics of the returns on the spot and future quotations of the WIG20 index from the Warsaw Stock Tables N a t i o n a l B a n k o f P o l a n d Tables N a t i o n a l B a n k o f P o l a n d 24 26 Table 5 . Posterior inference about linear conditional dependence obtained on the basis of the elements of matrix H j (, j-1 ) in case of the best copula function (Placket). All parameters assumed to be equal to posterior means Linear conditional dependence in the best model in H 1 Linear conditional dependence in the best model in H 0
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