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Abstract
We initiate the study of quantum algorithms for escaping from saddle points with provable
guarantee. Given a function f : Rn → R, our quantum algorithm outputs an ǫ-approximate
second-order stationary point using O˜(log2 n/ǫ1.75)1 queries to the quantum evaluation oracle
(i.e., the zeroth-order oracle). Compared to the classical state-of-the-art algorithm by Jin et
al. with O˜(log6 n/ǫ1.75) queries to the gradient oracle (i.e., the first-order oracle), our quantum
algorithm is polynomially better in terms of n and matches its complexity in terms of 1/ǫ. Our
quantum algorithm is built upon two techniques: First, we replace the classical perturbations
in gradient descent methods by simulating quantum wave equations, which constitutes the
polynomial speedup in n for escaping from saddle points. Second, we show how to use a
quantum gradient computation algorithm due to Jordan to replace the classical gradient queries
by quantum evaluation queries with the same complexity. Finally, we also perform numerical
experiments that support our quantum speedup.
1 Introduction
Motivations. Nonconvex optimization has been a central research topic in optimization theory,
mainly because the loss functions in many machine learning models (including neural networks)
are typically nonconvex. However, finding the global optima of a nonconvex function is NP-hard in
general. Instead, many theoretical works focus on finding local optima, since there are landscape
results suggesting that local optima are nearly as good as the global optima for many learning
problems (see e.g. [11, 31–34, 39]). On the other hand, it is known that saddle points (and local
maxima) can give highly suboptimal solutions in many problems; see e.g. [41, 59]. Furthermore,
saddle points are ubiquitous in high-dimensional nonconvex optimization problems [14, 25, 29].
Therefore, one of the most important problems in nonconvex optimization theory is to escape
from saddle points. Suppose we have a twice-differentiable function f : Rn → R such that
• f is ℓ-smooth: ‖∇f(x1)−∇f(x2)‖ ≤ ℓ‖x1 − x2‖ ∀x1,x2 ∈ Rn,
∗Equal contribution.
†Corresponding author. Email: tongyang@mit.edu
1The O˜ notation omits poly-logarithmic terms, i.e., O˜(g) = O(g poly(log g)).
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• f is ρ-Hessian Lipschitz: ‖∇2f(x1)−∇2f(x2)‖ ≤ ρ‖x1 − x2‖ ∀x1,x2 ∈ Rn;
the goal is to find an ǫ-approximate local minimum xǫ (also known as an ǫ-approximate second-order
stationary point) such that2
‖∇f(xǫ)‖ ≤ ǫ, λmin(∇2f(xǫ)) ≥ −√ρǫ. (1.1)
There have been two main focuses on designing algorithms for escaping from saddle points. First,
algorithms with good performance in practice are typically dimension-free or almost dimension-free
(i.e., having poly(log n) dependence), especially considering that most machine learning models in
the real world have enormous dimensions. Second, practical algorithms prefer simple oracle access
to the nonconvex function. If we are given a Hessian oracle of f , which takes x as the input
and outputs ∇2f(x), we can find an ǫ-approximate local minimum by second-order methods; for
instance, Ref. [56] takes O(1/ǫ1.5) queries. However, because the Hessian is an n × n matrix, its
construction takes Ω(n2) cost in general. Therefore, it has become a notable interest to escape
from saddle points using simpler oracles.
A seminal work along this line was by Ge et al. [31], which can find an ǫ-approximate local
minimum satisfying (1.1) only using the first-order oracle, i.e., gradients. Although this paper has
a poly(n) dependence in the query complexity of the oracle, the follow-up work [42] can be almost
dimension-free with complexity O˜(log4 n/ǫ2), and the state-of-the-art result takes O˜(log6 n/ǫ1.75)
queries [44]. However, these results suffer from a significant overhead in terms of log n, and it has
been an open question to keep both the merits of using only the first-order oracle as well as being
close to dimension-free [45].
On the other hand, quantum computing has been a rapidly advancing technology. In partic-
ular, the capability of quantum computers has been dramatically increasing and recently reached
“quantum supremacy” [58] by Google [7]. However, at the moment the noise of quantum gates
prevents current quantum computers from being directly useful in practice; consequently, it is also
of significant interest to understand quantum algorithms from a theoretical perspective for paving
its way to future applications.
In this paper, we explore quantum algorithms for escaping from saddle points. This is a mutual
generalization of both classical and quantum algorithms for optimization:
• For classical optimization theory, since many classical optimization methods are physics-
motivated, including Nesterov’s momentum-based methods [57], stochastic gradient Langevin
dynamics [70] or Hamiltonian Monte Carlo [30], etc., the elevation from classical mechanics
to quantum mechanics can potentially bring more observations on designing fast quantum-
inspired classical algorithms. In fact, quantum-inspired classical machine learning algorithms
have been an emerging topic in theoretical computer science [17–19, 36, 60, 61], and it is
worthwhile to explore relevant classical algorithms for optimization.
• For quantum computing, the vast majority of previous quantum optimization algorithms had
been devoted to convex optimization with the focuses on semidefinite programs [4, 5, 12, 13,
48] and general convex optimization [6, 16]; these results have at least a
√
n dependence in
their complexities, and their quantum algorithms are far from dimension-free methods. Up
to now, little is known about quantum algorithms for nonconvex optimization.
However, there are inspirations that quantum speedups in nonconvex scenarios can potentially
be more significant than convex scenarios. In particular, quantum tunneling is a phenomenon
2In general, we can ask for an (ǫ1, ǫ2)-approximate local minimum x such that ‖∇f(x)‖ ≤ ǫ1 and λmin(∇
2f(x)) ≥
−ǫ2. The scaling in (1.1) was first adopted by [56] and has been taken as a standard by subsequent works (e.g. [1,
15, 27, 42–44, 62, 65, 66]).
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in quantum mechanics where the wave function of a quantum particle can tunnel through a
potential barrier and appear on the other side with significant probability. This very much
resembles escaping from poor landscapes in nonconvex optimization. Moreover, quantum
algorithms motivated by quantum tunneling will be essentially different from those motivated
by the Grover search [38], and will demonstrate significant novelty if the quantum speedup
compared to the classical counterparts is more than quadratic.
Contributions. Our main contribution is a quantum algorithm that finds an ǫ-approximate
local minimum with polynomial quantum speedup in n compared to the classical state-of-the-art
algorithm [44] using the gradient oracle (i.e., the first-order oracle). Furthermore, our quantum
algorithm only takes queries to the quantum evaluation oracle (i.e., the zeroth-order oracle), which
is defined as a unitary map Uf on R
n ⊗ R such that for any x ∈ Rn,
Uf |x〉|0〉 = |x〉|f(x)〉. (1.2)
Furthermore, for any m ∈ N, x1, . . . ,xm ∈ Rn, and c ∈ Cm such that
∑m
i=1 |ci|2 = 1,
Uf
m∑
i=1
ci|xi〉|0〉 =
m∑
i=1
ci|xi〉|f(xi)〉. (1.3)
If we measure this quantum state, we get f(xi) with probability |ci|2. Compared to the classical
evaluation oracle (i.e., m = 1), the quantum evaluation oracle allows the ability to query different
locations in superposition, which is the essence of speedups from quantum algorithms. In addition,
if the classical evaluation oracle can be implemented by explicit arithmetic circuits, the quantum
evaluation oracle in (1.2) can be implemented by quantum arithmetic circuits of about the same
size; as a result, it has been the standard assumption in previous literature on quantum algorithms
for convex optimization [6, 16], and we subsequently adopt it here for nonconvex optimization.
Theorem 1.1 (Main result, informal). There is a quantum algorithm that finds an ǫ-approximate
local minimum using O˜(log2 n/ǫ1.75) queries to the quantum evaluation oracle (1.2).
Technically, our work is inspired by both the perturbed gradient descent (PGD) algorithm
in [42, 43] and the perturbed accelerated gradient descent (PAGD) algorithm in [44]. To be more
specific, PGD applies gradient descent iteratively until it reaches a point with small gradient. It
can potentially be a saddle point, so PGD applies uniform perturbation in a small ball centered at
that point and then continues the GD iterations. It can be shown that with an appropriate choice
of the radius, PGD can shake the point off from the saddle and converge to a local minimum with
high probability. The PAGD in [44] adopts the similar perturbation idea, but the GD is replaced
by Nesterov’s AGD [57].
Our quantum algorithm is built upon PGD and PAGD and shares their simplicity of being
single-loop, but we propose two main modifications. On the one hand, for the perturbation steps
for escaping from saddle points, we replace the uniform perturbation by evolving a quantum wave
function governed by the Schro¨dinger equation and using the measurement outcome as the per-
turbed result. Intuitively, the Schro¨dinger equation is able to screen the local geometry of a saddle
point through wave interference, which results in a phenomenon that the wave packet disperses
rapidly along the directions with significant function value decrease. Specifically, quantum me-
chanics finds the negative curvature directions more efficiently than the classical counterpart: for a
constant ǫ, the classical PGD takes O(log n) steps to decrease the function value by Ω(1/ log3 n) with
high probability, and the PAGD takes O(log n) steps to decrease the function value by Ω(1/ log5 n)
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with high probability. Quantumly, the simulation of the Schro¨dinger equation for time t takes
O˜(t log n) evaluation queries, but simulation for time t = O(log n) and O(log n) subsequent GD
iterations suffice to decrease the function value by Ω(1) with high probability. In addition, our
quantum algorithm is classical-quantum hybrid : the transition between consecutive iterations is
still classical, while the only quantum computing part happens in each iteration for replacing the
classical uniform perturbation.
On the other hand, for the gradient descent steps, we replace them by a quantum algorithm for
computing gradients using also quantum evaluation queries. The idea was initiated by Jordan [46]
who computed the gradient at a point by applying the quantum Fourier transform on a mesh near
the point. Prior arts have shown how to apply Jordan’s algorithm for convex optimization [6, 16],
and we conduct a detailed analysis showing how in nonconvex optimization we replace classical
gradient queries by the same number of quantum evaluation queries. Technically, we essentially
show the robustness of escaping from saddle points by PGD, which may be of independent interest.
Finally, we perform numerical experiments that support our quantum speedup. Specifically, we
observe the dispersion of quantum wave packets along the negative curvature direction in various
landscapes. In a comparative study, our PGD with quantum simulation outperforms the classical
PGD with a higher probability of escaping from saddle points and fewer iteration steps. We also
compare the dimension dependence of classical and quantum algorithms in a model question with
dimensions varying from 10 to 1000, and our quantum algorithm achieves a better dimension scaling
overall.
Reference Queries Oracle
[24, 56] O(1/ǫ1.5) Hessian
[1, 15] O˜(log n/ǫ1.75) Hessian-vector product
[42, 43] O˜(log4 n/ǫ2) Gradient
[44] O˜(log6 n/ǫ1.75) Gradient
this work O˜(log2 n/ǫ1.75) Quantum evaluation
Table 1: A summary of the state-of-the-art works on finding approximate second-order stationary points
using different oracles. The query complexities are highlighted in terms of the dimension n and the error ǫ.
Related works. Escaping from saddle points by gradients was initiated by Ge et al. [31] with
complexity O(poly(n/ǫ)). The follow-up work [50] improved it toO(n3 poly(1/ǫ)), but it is still poly-
nomial in dimension n. The breakthrough result by Jin et al. [42, 43] achieves iteration complexity
O˜(log4 n/ǫ2) which is poly-logarithmic in n. The best-known result has complexity O˜(log6 n/ǫ1.75)
by [44] (the same result in terms of ǫ was independently obtained by [3, 65]). Besides the gradient
oracle, escaping from saddle points can also be achieved using the Hessian-vector product oracle
with O˜(log n/ǫ1.75) queries [1, 15].
There has also been a rich literature on stochastic optimization algorithms for finding second-
order stationary points only using the first-order oracle. The seminal work [31] showed that noisy
stochastic gradient descent (SGD) finds second-order stationary points in O(poly(n)/ǫ4) iterations.
This is later improved to O˜(poly(log n)/ǫ3.5) [2, 3, 27, 62, 66], and the current state-of-the-art
iteration complexity of stochastic algorithms is O˜(poly(log n)/ǫ3) due to [26, 71].
Quantum algorithms for nonconvex optimization with provable guarantee is a widely open topic.
As far as we know, the only work along this direction is [69], which gives a quantum algorithm
for finding the negative curvature of a point in time O˜(poly(r, 1/ǫ)), where r is the rank of the
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Hessian at that point. However, the algorithm has a few drawbacks: 1) The cost is expensive
when r = Θ(n); 2) It relies on a quantum data structure [47] which can actually be dequantized
to classical algorithms with comparable cost [17, 60, 61]; 3) It can only apply negative curvature
finding for one iteration. In all, it is unclear whether this quantum algorithm achieves speedup for
escaping from saddle points.
Open questions. Our paper leaves several natural open questions for future investigation:
• Can we give quantum-inspired classical algorithms for escaping from saddle points? Our work
suggests that compared to uniform perturbation, there exist physics-motivated methods to
better exploit the randomness in gradient descent. A natural question for future exploration
is to understand the potential speedup of using (classical) mechanical waves.
• Can quantum algorithms achieve speedup in terms of 1/ǫ? The current quantum speedup
due to quantum simulation can only improve the dependence in terms of log n.
• Beyond local minima, does quantum provide advantage for approaching global minima? Po-
tentially, simulating quantum wave equations can not only escape from saddle points, but
also escape from some poor local minima.
Organization. We introduce quantum simulation of the Schro¨dinger equation in Section 2.1, and
present how it provides quantum speedup for perturbed gradient descent and perturbed accelerated
gradient descent in Section 2.2 and Section 2.3, respectively. We introduce how to replace classical
gradient descents by quantum evaluations in Section 3. We present numerical experiments in
Section 4. Necessary tools for our proofs are given in Appendix A.
2 Escape from saddle points by quantum simulation
The main contribution of this section is to show how to escape from a saddle point by replacing the
uniform perturbation in the perturbed gradient descent (PGD) [43, Algorithm 4] and the perturbed
accelerated gradient descent (PAGD) [44, Algorithm 2] with a distribution adaptive to the saddle
point geometry. The intuition behind the classical algorithms is that without a second-order oracle,
we do not know in which direction a perturbation should be added, thus a uniform perturbation
is appropriate. However, quantum mechanics allows us to find the negative curvature direction
without explicit Hessian information.
2.1 Quantum simulation of the Schro¨dinger equation
We consider the most standard evolution in quantum mechanics, the Schro¨dinger equation:
i
∂
∂t
Φ =
[
− 1
2
∇2 + f(x)
]
Φ, (2.1)
where Φ is a wave function in Rn and f can be regarded as the potential of the evolution. In
the one-dimensional case, we can prove that Φ enjoys an explicit form below if f is a quadratic
function:
Lemma 2.1. Suppose a quantum particle is in a one-dimensional potential field f(x) = λ2x
2 with
initial state Φ(0, x) = ( 12π )
1/4 exp
(−x2/4); in other words, the initial position of this quantum
particle follows the standard normal distribution N (0, 1). The time evolution of this particle is
governed by (2.1). Then, at any time t ≥ 0, the position of the quantum particle still follows
normal distribution N (0, σ2(t;λ)), where the variance σ2(t;λ) is given by
σ2(t;λ) =


1 + t
2
4 (λ = 0),
(1+4α2)−(1−4α2) cos 2αt
8α2
(λ > 0, α =
√
λ),
(1−e2αt)2+4α2(1+e2αt)2
16α2e2αt
(λ < 0, α =
√−λ).
(2.2)
Lemma 2.1 shows that the wave function will disperse when the potential field is of negative
curvature, i.e., λ < 0, and the dispersion speed is exponentially fast. Furthermore, we prove in
Appendix A.1 that this “escaping-at-negative-curvature” behavior of the wave function still emerges
given a quadratic potential field f(x) = 12x
THx in any finite dimension.
To turn this idea into a quantum algorithm, we need to use quantum simulation. In fact,
quantum simulation in real spaces is a classical problem and has been studied back in the 1990s [64,
67, 68]. There has been a rich literature on the cost of quantum simulation, see for example [9,
10, 20, 52–54]; it is typically linear in the evolution time, which is formally known as the “no–
fast-forwarding theorem” (see [9, Theorem 3] and [21, Theorem 3]). In Section 2.1.1, we prove
the following lemma about the cost of simulating the the Schro¨dinger equation using the quantum
evaluation oracle in (1.2):
Lemma 2.2. Let f(x) : Rn → R be a real-valued function with a saddle point at x = 0 and
f(0) = 0. Suppose f(x) ≈ 12xTHx in a hypercube region Ω = {x ∈ Rn : ‖x‖∞ ≤ Mr0} for some
universal upper bound M > 0. Consider the (scaled) Schro¨dinger equation
i
∂
∂t
Φ =
[
− r
2
0
2
∇2 + 1
r20
f(x)
]
Φ (2.3)
defined on the compact domain Ω with Dirichlet boundary condition. Given the quantum evaluation
oracle Uf |x〉|0〉 = |x〉|f(x)〉 in (1.2) and an arbitrary initial state at time t = 0, the evolution of
(2.3) for time t > 0 can be simulated using O˜
(
t log n log2( tǫ)
)
queries to Uf , where ǫ is the precision.
In practice, nevertheless, the objective function f(x) is not necessarily quadratic, and the second
order approximation is only valid near a small neighborhood of the saddle point x∗: f(x) ≈
f(x∗) + 12x
THx, where H = D2f(x∗) is the Hessian matrix of f at the saddle point x∗, and the
gradient vanishes at the saddle point x∗. Without loss of generality, we translate the saddle point
to the origin and set f(x∗) = 0; the potential field is now
f(x) ≈ 1
2
xTHx. (2.4)
Because we have assumed that f is Hessian-Lipschitz, such approximation is legitimate if we take
in a ball with radius r0 small enough. Regarding this, we scale the initial distribution as well as
the Schro¨dinger equation to be more localized in terms of r0, which results in Algorithm 1.
Algorithm 1 is the main building block of our quantum algorithms for escaping from saddle
points, and also the main resource of our quantum speedup.
2.1.1 Quantum query complexity of simulating the Schro¨dinger equation
We prove Lemma 2.2 in this subsection. Before doing that, we want to briefly discuss the reason why
we simulate the scaled Schro¨dinger equation (2.3) instead of the common version of non-relativistic
Schro¨dinger equation
i
∂
∂t
Φ =
[
− 1
2
∇2 + f(x)
]
Φ. (2.6)
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Algorithm 1: QuantumSimulation(x˜, r0, te).
1 Put a Gaussian wave packet into the potential field f , with its initial state being:
Φ0(x) =
( 1
2π
)n/4 1
r
n/2
0
exp
(−(x− x˜)2/4r20); (2.5)
Simulate its evolution in potential field f with the Schro¨dinger equation for time te;
2 Measure the position of the wave packet and output the measurement outcome.
In real-world problems, we are likely to encounter an objective function f(x) with a saddle
point at x0 but is not a quadratic form. In this situation, a quadratic approximation is only valid
within a small neighborhood of the first-order stationary point x0, say Ω defined in Lemma 2.2.
Regarding this issue, it is necessary to scale the spatial variable in order to make the wave packet
more localized. However, the scaling in spatial variable will simultaneously cause a scaling in the
time variable under Eq. (2.6). This is not preferable because the scaling in time can dramatically
change the variance σ(t;λ) in (2.2), which can cause troubles when bounding the time complexity in
the analysis of algorithms. To leave the time scale invariant, we introduce a modified Schro¨dinger
equation (2.3), in which r0 is a small number such that f(x) ≈ f(x0) + 12xTHx within a range
O(r0). We justify our choice of (2.3) in three aspects:
• Geometric aspect: Eq. (2.3) is obtained by considering a spatial dilation in the wave
function Φ(t, x) 7−→ Φ(t, x/r) without changing the time scale. This property guarantees the
variance of the Gaussian distribution corresponding to Φ(t, x/r) is just r2 times the original
variance σ2(t;λ) (we will prove this in Proposition A.1). Mathematically, this time-invariant
property means the dispersion speed is now an intrinsic quantity as it is mostly determined
by the saddle point geometry.
• Physical aspect: When the wave function is too localized in the position space, due to the
uncertainty principle, the momentum variable will spread on a large domain in the frequency
space. To reconcile this imparity, we want to introduce a small r2 factor for the kinetic energy
operator −12∇2 in order to balance between position and momentum.
• Complexity aspect: The circuit complexity of simulating Schro¨dinger equation is linear in
the operator norm of the Hamiltonian. Our scaling in (2.3) drags down the operator norm of
the Laplacian (we will discretize it when doing simulation) while leaves the operator norm of
the potential field remain O(‖H‖) in a O(r0)-ball. This normalization effect will help reducing
the circuit complexity.
Complexity bounds of quantum simulation has been a well-established research topic; see e.g. [9,
10, 20, 52–54] for detailed results and proofs. In this paper, we apply quantum simulation under
the interaction picture [55]. In particular, we use the following result:
Theorem 2.1 ([55, Theorem 7]). Let A,B ∈ Cd×d be time-independent Hamiltonians that are
promised to obey ‖A‖ ≤ αA and ‖B‖ ≤ αB, where ‖ · ‖ represents the spectral norm. Then the
time-evolution operator e−i(A+B)t can be simulated by using
O
(
αBt
(
log(t(αA + αB)/ǫ)
) log(αBt/ǫ)
log log(αBt/ǫ)
)
(2.7)
queries to the unitary oracle OB.
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Our Lemma 2.2 is inspired by Costa et al. [23] which gives a quantum algorithm for simulating
the Schro¨dinger equation but without the potential function f . It discretizes the space into grids
with side-length a; in this case, −12∇2 reduces to − 12a2L where L is the Laplacian matrix of the
graph of the grids (whose off-diagonal entries are −1 for connected grids and zero otherwise; the
diagonal entries are the degree of the grids). For instance, in the one-dimensional case,
− 1
a2
[Lφ]j =
φj−1 − 2φj + φj+1
a2
, (2.8)
where φj is the value on the j
th grid. When a → 0, this becomes the second derivative of φ; in
practice, as mentioned above, it suffices to take 1/a = poly(log(1/ǫ)) such that the overall precision
is bounded by ǫ.
The discretization method used in [23] is just a special example of the finite difference method
(FDM), which is a common method in applied mathematics to discretize the space of ODE or PDE
problems such that their solution is tractable numerically. To be more specific, the continuous space
is approximated by discrete grids, and the partial derivatives are approximated by finite differences
in each direction. There are higher-order approximation methods for estimating the derivatives by
finite difference formulas [51], and it is known that the number of grids in each coordinate can be
as small as poly(log(1/ǫ)) by applying the high-order approximations to the FDM adaptively [8].
See also [22, Section 3] which gave quantum algorithms for solving PDEs that applied FDM with
this poly(log(1/ǫ)) complexity for the grids.
We are now ready to prove Lemma 2.2.
Proof. There are two steps in the quantum simulation of (2.3): (1) discretizing the spatial domain
using (2.8) so that the Schro¨dinger equation (2.3) is reduced to an ordinary differential equation
(2.9); (2) simulating (2.9) under the interaction picture. In each step, we fix the error tolerance as
ǫ/2. By the triangle inequality, the overall error is ǫ.
First, we consider the k-th order finite difference method in [22, Section 3] (the discrete Laplacian
will be denoted as Lk). With the spacing between grid points being a, if we choose the mesh number
along each direction as 1/a = poly(n) poly(log(2/ǫ)), the finite difference error will be of order ǫ/2.
Then the Schro¨dinger equation in (2.3) becomes
i
∂
∂t
Φ =
(
− r
2
0
2a2
Lk +B
)
Φ, (2.9)
where Lk is the Laplacian matrix associated to the k-th order finite difference method (discretization
of the hypercube Ω) and B is a diagonal matrix such that the entry for the grid at x is 1
r2
0
f(x).
Here, the function evaluation oracle Uf is trivially encoded in the matrix evaluation oracle OB .
By [22], the spectral norm of Lk is of order O(n/a
2) = poly(n) poly(log(2/ǫ)), where n is the
spatial dimension of the Scho¨dinger equation.
We simulate the evolution of (2.9) by Theorem 2.1 and taking A = − r202a2Lk therein. Recall that
‖Lk‖ ≤ poly(n) poly(log(2/ǫ)). The maximal absolute value of function f(x) on Ω is approximately
M2‖H‖. Therefore, we have αA ≤ Cr20 poly(n) poly(log(2/ǫ)) where C > 0 is an absolute constant,
and αB = M
2‖H‖. It follows from Theorem 2.1 that, to simulate the time evolution operator
e−i(A+B)t for time t > 0, the total quantum queries to OB (or equivalently, to Uf ) is
O
(
M2‖H‖t( log(t(Cr20 poly(n) poly(log(2/ǫ))) +M2‖H‖)/ǫ) log
(
M2‖H‖t/ǫ)
log log(M2‖H‖t/ǫ)
)
. (2.10)
Absorbing all absolute constants in the big O notation, the total quantum queries to f reduces to
O˜
(
t log n log2( tǫ)
)
as claimed in Lemma 2.2.
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Remark 2.1. In our scenario of escaping from saddle points, the initial state is a Gaussian wave
packet
(
1
2π
)n/4 1
r
n/2
0
exp
(−(x− x˜)2/4r20) as in Algorithm 1. It is well-known that a Gaussian state
can be efficiently prepared on quantum computers [49]; Gaussian states are also ubiquitous in the
literature of continuous-variable quantum information, for instance [63]. However, although when f
is quadratic the evolution of the Schro¨dinger equation keeps the state being a Gaussian wave packet
by Lemma A.1, it intrinsically has dependence on f and it is not totally clear how to prepare the
Gaussian wave packet at time t directly by continuous-variable quantum information. It seems that
the quantum simulation above using the quantum evaluation oracle Uf in (1.2) is necessary for our
purpose.
2.2 Perturbed gradient descent with quantum simulation
We now introduce a modified version of perturbed gradient descent. We start with gradient descents
until the gradient becomes small. Then, we perturb the point by applying Algorithm 1 for a time
period te = T
′, perform a measurement on all the coordinates (which gives an output x0), and
continue with gradient descent until the algorithm runs for T iterations. This is summarized as
Algorithm 2.
Algorithm 2: Perturbed Gradient Descent with Quantum Simulation.
1 tperturb = 0;
2 for t = 0, 1, ..., T do
3 if ‖∇f(xt)‖ ≤ ǫ and t− tperturb > T ′ then
4 xt ← xt − ηξt, where ξt ∼QuantumSimulation(xt, r0,T ′);
5 tperturb = t;
6 xt+1 ← xt − η∇f(xt);
2.2.1 Effectiveness of the perturbation by quantum simulation
We show that our method of quantum wave packet simulation is significantly better than the
classical method of uniform perturbation in a ball. To be more specific, we focus on the scenarios
with ǫ ≤ l2/ρ (this has been the standard assumption as in [44]); intuitively, this is the case when the
local landscape is “flat” and the Hessian has a small spectral radius. Under this circumstance, the
classical gradient descent may move slowly, but the quantum Gaussian wave packet still disperses
fast. Formally, we prove the following probability bound:
Proposition 2.1. We specify our choices for the parameters and constants that we use:
ι := k · log(nℓ(f(x0)− f∗)/(ρǫδ)) η := 1
ℓ
r0 :=
ǫ
ι3
· 1√
n
(2.11)
T
′ :=
ℓ√
ρǫ
· ι F ′ :=
√
ǫ
ρ3
α′0 :=
√
2
(1 + η
√
ρǫ)T ′
· 1
ρ
(2.12)
where k is an absolute constant. Let f : Rn → R be an ℓ-smooth, ρ-Hessian Lipschitz function. For
a saddle point x˜ satisfying ‖∇f(x˜)‖ = 0 and λmin(∇2f(x˜)) ≤ −√ρǫ, Algorithm 2 satisfies:
P
(
f(xT ′)− f(x˜) ≤ −F
′
2
)
≥ 1− 2
ℓ
√
nι4
πρǫ
· 2−ι − exp
(
− ι
6
(ρǫ)3/2(1 + ℓ2)
)
, (2.13)
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where xT ′ is the T
′th GD iteration starting from x0, if Algorithm 1 was called at t = 0 in Line 4.
Compared to the provable guarantee from classical perturbation [43, Lemma 22], speaking
only in terms of n, classically it takes T = O(log n) steps to decrease the function value by
F = Ω(1/ log3 n), whereas our quantum simulation with time T ′ = O(log n) together with also T ′
subsequent GD iterations decrease the function value by F ′ = Ω(1) with high success probability.
To prove Proposition 2.1, we first prove the following lemma:
Lemma 2.3. Under the setting of Proposition 2.1, we have:
P
(
∆f⊥ ≥ F
′
2
)
≤ exp
(
− ι
6
(ρǫ)3/2(1 + ℓ2)
)
, (2.14)
where ∆f⊥ stands for the function value increase in the eigen-directions other than the most negative
one due to the perturbation from the quantum simulation for time T ′. Specifically,
∆f⊥ = f(x0 −∆x‖)− f(x˜), (2.15)
where ∆x‖ stands for the component of x0 − x˜ along the most negative eigen-direction.
Proof. For every direction xi with positive eigenvalue λi, from Proposition A.1, the probability
wave packet on this direction can be written as:
pi(t, xi) = Φi(t, xi)
2 =
( 1
2π
)1/2 · 1
r0σ(t;λi)
exp
(
− x
2
i
2r20σ
2(t;λi)
)
, (2.16)
where
σ2(t;λi) =
(1 + 4α2)− (1− 4α2) cos 2αt
8α2
. (2.17)
Since we have set t = te = T
′,
σ2(T ′;λi) =
(1 + 4λi)− (1− 4λi) cos 2
√
λiT
′
8λi
≤ max
(
1,
1
4λi
)
(2.18)
by Lemma A.2. We define a new variable yi =
√
λixi. We consider all the positive eigen-directions,
the function value increase can be expressed as:
∆f⊥ ≤
∑
i
y2i , (2.19)
which means summing over all eigen-directions xi with positive eigenvalue λi. As we can see, yi
follows the Gaussian distribution N (0, λir20σ2(T ′;λi)) where λi can be upper bounded by ℓ due
to the ℓ-smooth condition of f . Hence, the variance cannot be greater than (1 + ℓ2)r20. We let
δ′ = ǫ
ι3
√
1 + ℓ2 and consider the following n-dimensional Gaussian distribution:
p′(y′) =
( 1
2π
)n/2(√n
δ′
)n
exp
(−ny′2/2δ′2). (2.20)
Then y′ will always has a larger dispersion than for y. To be more specific, we have the following
relation:
P
(
∆f⊥ ≤ F
′
2
)
≤ P
(
‖y‖2 ≤ F
′
2
)
≤ P
(
‖y′‖2 ≤ F
′
2
)
, (2.21)
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in which y ∼ p′(y). We can use Lemma A.4 to handle this probability. To be specific, we choose
A therein to be an n× n diagonal matrix with each nonzero element being 1/√n, and let t = F ′
2δ′2
.
From our choice of parameters, we then know that:
P
[‖y‖2
δ′2
≥ 1 + 2
√
F ′
2δ′2n
+
F ′
2δ′2n
]
≤ exp
(
− F
′
2δ′2
)
. (2.22)
from our choice of parameters, we know that:
F
′ =
√
ǫ
ρ3
δ′ =
ǫ
ι3
√
1 + ℓ2, (2.23)
which leads to
F ′
2δ2
=
√
ǫ
ρ3
· ι
6
ǫ2(1 + ℓ2)
=
ι6
(ρǫ)3/2(1 + ℓ2)
, (2.24)
under our choice of parameters. When n ≥ 2, we have:
F ′
2δ2
≥ 1 + 2
√
F ′
2δ′2n
+
F ′
2δ′2n
. (2.25)
If n = 1, there will be no positive eigen-direction of a saddle point, thus we do not have to consider
it at this part. In all, we can deduce that
P
[‖y‖2
δ′2
≥ F
′
2δ2
]
≤ P
[
‖y‖2 ≥ 1 + 2
√
F ′
2δ′2n
+
F ′
2δ′2n
]
≤ exp
(
− ι
6
(ρǫ)3/2(1 + ℓ2)
)
, (2.26)
which leads to
P
(
∆f⊥ ≥ F
′
2
)
≤ exp
(
− ι
6
(ρǫ)3/2(1 + ℓ2)
)
. (2.27)
Now we are ready to prove Proposition 2.1.
Proof. Following the discussion in Section 2, without loss of generality we assume that f is quadratic.
We can then view the gradient descent process as the combination of n gradient descent processes,
each carried out in one single direction. Without loss of generality, we assume that x˜ = 0, otherwise
we shift x˜ to the original point.
We first consider the gradient descent in the e1 direction, where e1 stands for the eigenvector
of λmin, or equivalently, the direction with the most negative eigenvalue. We use x‖ to denote the
corresponding coordinate and use Φm to denote the wave function component. By Proposition A.1,
Φm satisfies:
Φm(T
′, x‖) =
( 1
2π
)1/4 · 1√
r0σ(T ′;λmin)
exp
(
−
x2‖
2r20σ
2(T ′;λmin)
)
. (2.28)
Therefore, the probability distribution of the wave packet is:
pm(T
′, x‖) = Φm(T ′, x‖)2 =
1√
2π · r0σ(T ′;λmin)
exp
(
−
x2‖
r20σ
2(T ′;λmin)
)
. (2.29)
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After x′0 is chosen, as long as the gradient descent sequence is not far from the saddle point, the
landscape near the current position can still be viewed as approximately quadratic, which indicates
that its component x′ in the direction with the most negative eigenvalue satisfies:
xt+1‖ = xt‖ + η(−λmin)xt‖ = (1− ηλmin)xt‖ (2.30)
which results in
xt‖ = (1− ηλmin)tx0‖. (2.31)
Therefore, we can deduce that:
P
(
∃t ∈ [1,T ′]
∣∣∣ −1
2
λminx
2
t‖ ≥ F ′
)
= P
(
∃t ∈ [1,T ′]
∣∣∣ xt‖ ≥
√
− 2F
′
λmin
)
(2.32)
= P
(
∃t ∈ [1,T ′]
∣∣∣ x0‖ ≥ 1(1− ηλmin)t
√
− 2F
′
λmin
)
(2.33)
≥ P
(
x0‖ ≥
1
(1− ηλmin)T ′
√
− 2F
′
λmin
)
. (2.34)
Let α := 1
(1−ηλmin)T ′
√
− 2F ′λmin . Since λmin ≤ −
√
ρǫ, α′0 is the upper bound for all possible α. Thus
we have:
P
(
x0‖ ≤
1
(1− ηλmin)T ′
√
− 2F
′
λmin
)
=
∫ α
−α
pm(t, x‖)dx‖ (2.35)
≤
∫ α0
−α0
1√
2π · r0σ(T ′;λmin)
exp
(
−
x2‖
r20σ
2(T ′;λmin)
)
dx‖ (2.36)
≤
∫ α0
−α0
1√
2π · r0σ(T ′;−√ρǫ)
exp
(
−
x2‖
r20σ
2(T ′;−√ρǫ)
)
dx‖. (2.37)
Note that∫ α0
−α0
1√
2π · r0σ(T ′;−√ρǫ)
exp
(
−
x2‖
r20σ
2(T ′;−√ρǫ)
)
dx‖ ≤
2α′0√
2π · r0σ(T ′;−√ρǫ)
. (2.38)
By Lemma A.3 in Appendix A.2, we have:
2α′0√
2π · r0σ(T ′;−√ρǫ)
≤ 2α
′
0
r0
√
2π(1 +T ′2/4)
≤ 2
√
2α′0
r0T ′
√
π
. (2.39)
Note that Lemma A.3 contains strong physics intuition: 1 + T ′2/4 is the dispersion (the variance
of the probability distribution function) of a free quantum particle, and with a negative potential
field this dispersion can only be larger. Further we can deduce that:
2
√
2α′0
r0T ′
√
π
=
2
√
2√
π
·
√
2
ρ(1 + η
√
ρǫ)T ′
· ι
3√n
ǫ
·
√
ρǫ
ιℓ
=
4ι2
ℓ
·
√
n
πρǫ
· (1 + η√ρǫ)−1/η
√
ρǫ. (2.40)
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Denote µ := η
√
ρǫ. Note that the function h(µ) := ln
(
(1 + µ)1/µ
)
= ln(1 + µ)/µ satisfies
h′(µ) =
µ
1+µ − ln(1 + µ)
µ2
≤ 0 ∀µ ∈ (0, 1]; (2.41)
therefore, h is a decreasing function on (0, 1], which implies that (1 + µ)1/µ ≥ (1 + 1)1 = 2 for any
µ ∈ (0, 1]. As a result, as long as η√ρǫ ≤ 1, or equivalently ǫ ≤ l2/ρ, we have
(1 + η
√
ρǫ)1/(η
√
ρǫ) ≥ 2, (2.42)
which then implies
P
(
x0‖ ≤
1
(1− ηλmin)T ′
√
− 2F
′
λmin
)
≤ 2
√
2α′0
r0T ′
√
π
≤ 4ι
2
ℓ
·
√
n
πρǫ
· 2−ι. (2.43)
Equipped with this formula, we are ready to prove (2.13). First note that:
P
(
f(xT )− f(x˜) ≤ −F
′
2
)
= P
(
∃t ∈ [1,T ′]
∣∣∣ f(xt)− f(x˜) ≤ −F ′
2
)
, (2.44)
which is due to Lemma A.5 that the function value decreases monotonically in the gradient descent
sequence. Since F ′ is small when ǫ is small, among all possible value of t satisfying the condition
above, we must can find one t0, for which xt0 is near the saddle point. Due to the ρ-Hessian
Lipschitz condition, the function value near xt0 can also be approximately viewed as a product
form of quadratic functions of each eigen-direction, which then leads to:
P
(
f(xt0)− f(x˜) ≤ −
F ′
2
)
≥ P
(
∆f⊥ ≥ F
′
2
)
· P
(
− 1
2
λminx
2
t0‖ ≥ F ′
)
, (2.45)
where ∆f⊥ stands for the function value increase in the eigen-directions other than x‖ due to
perturbation, specific definition referring to Lemma 2.3, by which we have:
P
(
∆f⊥ ≤ F
′
2
)
≥ 1− exp
(
− ι
6
(ρǫ)3/2(1 + ℓ2)
)
, (2.46)
and hence we further have
P
(
f(xT )− f(x˜) ≤ −F
′
2
)
= P
(
∃t ∈ [1,T ′]
∣∣∣ f(xt)− f(x˜) ≤ −F ′
2
)
(2.47)
≥ P
(
∆f⊥ ≤ F
′
2
)
· P
(
∃t ∈ [1,T ′]
∣∣∣ −1
2
λminx
2
t‖ ≥ F ′
)
. (2.48)
≥
(
1− exp
(
− ι
6
(ρǫ)3/2(1 + ℓ2)
))
·
(
1− P
(
x0‖ ≤
1
(1− ηλmin)T ′
√
− 2F
′
λmin
))
(2.49)
≥ 1− 4ι
2
ℓ
·
√
n
πρǫ
· 2−ι − exp
(
− ι
6
(ρǫ)3/2(1 + ℓ2)
)
. (2.50)
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Let us compare the quantum error bound
4ι2
ℓ
·
√
n
πρǫ
· 2−ι + exp
(
− ι
6
(ρǫ)3/2(1 + ℓ2)
)
(2.51)
to the classical one
ℓ
√
n√
ρǫ
· ι2 · 28−ι. (2.52)
As we can see, the error bound of our quantum wave packet simulation is of the same order as
the classical uniform perturbation in a ball, while the total query/time complexity is significantly
reduced with respect to log n.
2.2.2 Proof of our quantum speedup
We now prove the following theorem using Proposition 2.1:
Theorem 2.2. For any ǫ, δ > 0, Algorithm 2 with parameters chosen in Proposition 2.1 satisfies
that at least one half of its iterations of will be ǫ-approximate local minima, using
O˜
( (f(x0)− f∗)
ǫ2
· ι2
)
(2.53)
queries to Uf in (1.2) and gradients with probability ≥ 1− δ, where f∗ is the global minimum of f .
Proof. Let the parameters be chosen according to (2.11) and (2.12), and set the total iteration
steps T to be:
T = 8max
{
(f(x0)− f∗)T ′
F ′
,
2(f(x0)− f∗)
ηǫ2
}
= O˜
((f(x0)− f∗)
ǫ2
· ι
)
, (2.54)
similar to the classical GD algorithm. Since we perturb at most once in T ′ consecutive steps, we
only need to apply the quantum simulation for at most T/T ′ times. Then by Proposition 2.1, with
probability at least
1− T
T ′
[4ι2
ℓ
·
√
n
πρǫ
· 2−ι + exp
(
− ι
6
(ρǫ)3/2(1 + ℓ2)
)]
, (2.55)
one can find that after each time a perturbation was added, the function value decreases at least
F ′ in the following T ′ steps. We choose the constant k in the formula of ι large enough to satisfy:
T
T ′
[4ι2
ℓ
·
√
n
πρǫ
· 2−ι + exp
(
− ι
6
(ρǫ)3/2(1 + ℓ2)
)]
≤ δ; (2.56)
then with probability at least 1− δ, after each time a perturbation was added, the function value
decreases at least F ′/2 in the following T ′ steps. As a consequence, there can at most be 2(f(x0)−f
∗)
F ′
perturbations.
Excluding those iterations that are within T ′ steps after adding perturbations, we still have
3T/4 steps left. They are either large gradient steps, ‖∇f(xt)‖ ≥ ǫ, or ǫ-approximate second-order
stationary points. Within them, we know that the number of large gradient steps cannot be more
than T/4 because otherwise, by Lemma A.5 in Appendix A.3:
f(xT ) ≤ f(x0)− Tηǫ2/4 < f∗, (2.57)
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a contradiction. Therefore, we conclude that at least T/2 of the iterations must be ǫ-approximate
second-order stationary points with probability at least 1− δ.
The number of queries can be viewed as the sum of two parts, the number of queries needed
for gradient descent, denoted by T1, and the number of queries needed for quantum simulation,
denoted by T2. Then with probability at least 1− δ,
T1 = T = O˜
((f(x0)− f∗)
ǫ2
· ι
)
. (2.58)
As for T2, with probability at least 1− δ quantum simulation is called for at most 2(f(x0)−f
∗)
F ′
times,
and by Lemma 2.2 it takes O˜
(
T ′ log n log2(T ′2/ǫ)
)
queries to carry out each simulation. Therefore,
T2 =
2(f(x0)− f∗)
F ′
· O˜(T ′ log n log2(T ′2/ǫ)) = O˜((f(x0)− f∗)
ǫ
· ι2
)
. (2.59)
As a result, the total query complexity T1 + T2 is
O˜
((f(x0)− f∗)
ǫ2
· ι2
)
. (2.60)
2.3 Perturbed accelerated gradient descent with quantum simulation
In Theorem 2.2, the 1/ǫ2 term is a bottleneck of the whole algorithm, but Jin et al. [44] improved
it to 1/ǫ1.75 by replacing the GD with the accelerated GD by Nesterov [57]. We next introduce
a hybrid quantum-classical algorithm (Algorithm 3) that reflects this intuition. We make the
following comparisons to [44]:
• Same: When the gradient is large, we both apply AGD iteratively until we reach a point
with small gradient. If the function becomes “too nonconvex” in the AGD, we both reset the
momentum and decide whether to exploit the negative curvature at that point.
• Difference: At a point with small gradient, we apply quantum simulation instead of the
classical uniform perturbation. After that, we apply GD for T ′ steps and then return to
AGD with v being reset to 0. Speaking only in terms of n, Jin et al. [44] takes O(log n) steps
to decrease the Hamiltonian f(x)+ 12η‖v‖2 by Ω(1/ log5 n) with high probability, whereas our
quantum simulation for time T ′ = O(log n) and also T ′ subsequent GD iterations decrease
the Hamiltonian by Ω(1) with high probability.
The following theorem provides the complexity of this algorithm:
Theorem 2.3. Suppose that the function f is ℓ-smooth and ρ-Hessian Lipschitz. We choose the
parameters appearing in Algorithm 3 as follows:
ι := k · log(nℓ(f(x0)− f∗)/(ρǫδ)) η := 1
ℓ
r0 :=
ǫ
ι3
· 1√
n
(2.61)
T
′ :=
ℓ√
ρǫ
· ι · cA F ′ :=
√
ǫ
ρ3
χ := 1 (2.62)
η′ :=
1
4ℓ
κ :=
ℓ√
ρǫ
θ :=
1
4
√
κ
(2.63)
γ :=
θ2
η
s :=
γ
4ρ
T :=
√
κ · cA (2.64)
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Algorithm 3: Perturbed Accelerated Gradient Descent with Quantum Simulation.
1 v0 ← 0;
2 for t = 0, 1, . . . , T do
3 if ‖∇f(xt)‖ ≤ ǫ and no perturbation in last T ′ steps then
4 xt ← xt + ξt ξt ∼ QuantumSimulation(xt, r0,T ′);
5 if a perturbation was added in last T ′ steps then
6 xt+1 ← xt − η∇f(xt) and vt+1 = 0;
7 else
8 yt ← xt + (1− θ)vt, xt+1 ← yt − η′f(yt), and vt+1 ← xt+1 − xt;
9 if f(xt) ≤ f(yt) + 〈∇f(yt),xt − yt〉 − γ2‖xt − yt‖ then
10 (xt+1,vt+1)←Negative-Curvature-Exploitation(xt ,vt, s);
in which cA is chosen large enough to satisfy the condition in Lemma A.6. Then there exists
a absolute constant kmin such that for any δ > 0, ǫ ≤ ℓ2ρ , k ≥ kmin and such that if we run
Algorithm 3 with choice of parameters specified above, then with probability at least 1− δ one of the
iterations xt will be an ǫ-approximate second-order stationary point, using the following number of
queries to Uf in (1.2) and classical gradients:
O˜
((f(x0)− f∗)
ǫ1.75
· ι2
)
. (2.65)
Proof. We use T to denote total number of iterations and specify our choice for T as:
T = 3max
{
2(f(x0)− f∗)T ′
F ′
,
(f(x0)− f∗)T
E
}
, (2.66)
in which E =
√
ǫ3
ρ · c−7A , the same as our choice for E in Lemma A.6. We assume the contrary, i.e.,
the outputs of all of the iterations are not ǫ-approximate second-order stationary points. Similar
to our analysis in the proof of Theorem 2.2, since we perturb at most once in T ′ consecutive steps,
we only need to apply the quantum simulation for at most T/T ′ times. Then by Proposition 2.1,
with probability at least
1− T
T ′
[4ι2
ℓ
·
√
n
πρǫ
· 2−ι + exp
(
− ι
6
(ρǫ)3/2(1 + ℓ2)
)]
, (2.67)
one can find that after each time a perturbation was added, the function value decreases at least
F ′/2 in the following T ′ steps. We choose the constant k in the formula of ι large enough to
satisfy:
T
T ′
[4ι2
ℓ
·
√
n
πρǫ
· 2−ι + exp
(
− ι
6
(ρǫ)3/2(1 + ℓ2)
)]
≤ δ; (2.68)
then with probability at least 1− δ, after each time a perturbation was added, the function value
decreases at least F ′/2 in the following T ′ steps. Then, there are at most T/3 steps of gradient
descent used to escape from saddle points, otherwise the function value decrease will be greater
than f(x0)− f∗, which is impossible. As a result, the rest 2T/3 steps are all accelerated gradient
descent steps.
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Since from ǫ ≤ ℓ2/ρ we have T ′ ≥ T , then we can found at least T3T disjoint time periods, each
of time interval T . From Lemma A.6, during these time intervals the Hamiltonian will decrease in
total at least:
T
3T
× E = f(x0)− f∗, (2.69)
which is impossible due to Lemma A.7, the hamiltonian decreases monotonically for every step
where quantum simulation is not called, and the overall decrease cannot be greater than f(x0)−f∗.
Note that the iteration numbers T satisfies:
T = 3max
{
2(f(x0)− f∗)T ′
F ′
,
(f(x0)− f∗)T
E
}
= O˜
((f(x0)− f∗)
ǫ1.75
· ι
)
. (2.70)
As for the number of queries, it can be viewed as the sum of two parts, the number of queries needed
for accelerated gradient descent, denoted by T1, and the number of queries needed for quantum
simulation, denoted by T2. Then with probability at least 1− δ,
T1 = T = O˜
((f(x0)− f∗)
ǫ1.75
· ι
)
. (2.71)
For T2, with probability at least 1− δ quantum simulation is called for at most 2(f(x0)−f
∗)
F ′
times,
and by Lemma 2.2 it takes O˜
(
T ′ log n log2(T ′2/ǫ)
)
queries to carry out each simulation. Therefore,
T2 =
2(f(x0)− f∗)
F ′
· O˜(T ′ log n log2(T ′2/ǫ)) = O˜((f(x0)− f∗)
ǫ
· ι2
)
. (2.72)
As a result, the total query complexity T1 + T2 is
O˜
((f(x0)− f∗)
ǫ1.75
· ι2
)
. (2.73)
Remark 2.2. Although the theorem above only guarantees that one of the iterations is an ǫ-
approximate second-order stationary point, it can be easily accessed by adding a proper termination
condition: once the quantum simulation is called, we keep track of the point x˜ prior to quantum
simulation, and compare the function value at x˜ with that of T ′ steps after. If the function value
decreases by at least F ′/2, then the algorithm has made progress, otherwise with probability at least
1− δ, x˜ is an ǫ-approximate second-order stationary point. Doing so will add an extra register for
saving the point but does not increase the asymptotic complexity.
3 Gradient descent by the quantum evaluation oracle
Another important contribution of this paper is to show how to replace the classical gradient queries
by quantum evaluation queries. This has been shown in the case of convex optimization [6, 16],
and we generalize the same phenomenon to nonconvex optimization.
The idea was initiated by Jordan [46]. Classically, with only an evaluation oracle, the best way
to construct a gradient oracle is probably to walk along each direction a little bit and compute
the finite difference in each coordinate. Quantumly, a clever approach is to take the uniform
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superposition on a mesh around the point, query the quantum evaluation oracle (in superposition)
in phase3, and apply the quantum Fourier transform (QFT). Due to Taylor expansion,
∑
x
eif(x)x ≈
∑
x
n⊗
k=1
e
i ∂f
∂xk
xk
xk, (3.1)
the QFT can recover all the partial derivatives simultaneously. In this paper, we refer to [16,
Lemma 2.2] for a precise version of Jordan’s algorithm:
Lemma 3.1. Let f : Rn → R be an ℓ-smooth function specified by the evaluation oracle in (1.2)
with accuracy δq, i.e., it returns a value f˜(x) such that |f˜(x)− f(x)| ≤ δq. For any x ∈ Rn, there
is a quantum algorithm that uses one query to (1.2) and returns a vector ∇˜f(x) s.t.
P
[
‖∇˜f(x)−∇f(x)‖2 > 400ωn
√
δqℓ
]
< min
{ n
ω − 1 , 1
}
∀ω > 1. (3.2)
The main technical contribution of this section is to replace the gradient descent steps in
Section 2 by Lemma 3.1. We give error bounds of gradient computation steps in Section 3.1, and
give the proof details of escaping from saddle points in Section 3.2.
3.1 Error bounds of gradient computation steps
We first give the following bound on gradient descent using Lemma 3.1:
Lemma 3.2. Let f : Rn → R be an ℓ-smooth, ρ-Hessian Lipschitz function, and let η ≤ 1/ℓ. Then
the gradient outputted by Lemma 3.1 satisfies that for any fixed constant c, with probability at least
1− n
1
Aq
√
2c
η
−1
, any specific step of the gradient descent sequence {xt : xt+1 ← xt − η∇˜xt} satisfies:
f(xt+1)− f(xt) ≤ −η‖∇f(xt)‖2/2 + c, (3.3)
where Aq = 400n
√
δqℓ in the formula stands for a constant of the accuracy of the quantum algo-
rithm.
Ideally speaking, Aq can be arbitrarily small given a quantum computer that is accurate enough
using more qubits for the precision δq.
Proof. Considering our condition of f being ℓ-smooth, we have:
f(xt+1) ≤ f(xt) +∇f(xt) · (xt+1 − xt) + ℓ
2
‖xt+1 − xt‖2. (3.4)
we use g(x) to denote the outcome of the quantum algorithm. Then by the definition of gradient
descent, xt+1 − xt = ηg(xt). Let δ[g(x)] := g(x) −∇f(x). Then we have:
f(xt+1) ≤ f(xt) +∇f(xt) · (xt+1 − xt) + ℓ
2
‖xt+1 − xt‖2 (3.5)
≤ f(xt)− η∇f(xt) · (∇f(xt) + δ[g(xt)]) + η
2
‖∇f(xt) + δ[g(xt)]‖2 (3.6)
= f(xt)− η
2
‖∇f(xt)‖2 + η
2
‖δ[g(xt)]‖2. (3.7)
By Lemma 3.1, for a fixed constant c, the value of η2‖δ[g(xt)]‖2 is smaller than c with probability
at least 1− n
1
Aq
√
2c
η
−1
, completing the proof.
3This can be achieved by a standard technique called phase kickback. See more details at [35] and [16].
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Now, we replace all the gradient queries in Algorithm 2 by quantum evaluation queries, which
results in Algorithm 4. We aim to show that if it starts at x0 and the value of the objective
function does not decrease too much over iterations, then its whole iteration sequence {xτ}tτ=0 will
be located in a small neighborhood of x0. Intuitively, this is a robust version of the “improve or
localize” phenomenon presented in [43].
Algorithm 4: Perturbed GD with Quantum Simulation and Gradient Computation.
1 tperturb = 0;
2 for t = 0, 1, . . . , T do
3 Apply Lemma 3.1 to compute an estimate ∇˜f(x) of ∇f(x);
4 if ‖∇˜f(xt)‖ ≤ ǫ and no perturbation in last T ′ steps then
5 xt ← xt + ξt ξt ∼ QuantumSimulation(xt, r0,T ′);
6 tperturb ← t;
7 xt+1 ← xt − η∇˜f(xt);
Lemma 3.3. Under the setting of Lemma 3.2, for arbitrary t > τ > 0 and arbitrary constant c,
with probability at least 1− nt
1
Aq
√
2c
η
−1
we have:
‖xτ − x0‖ ≤ 2
√
ηt|f(x0)− f(xt)|+ 2ηt
√
c, (3.8)
if quantum simulation is not called during [0, t].
Proof. Observe that
‖xτ − x0‖ ≤
t∑
τ=1
‖xτ − xτ−1‖. (3.9)
Using the Cauchy-Schwartz inequality, the formula above can be converted to:
‖xτ − x0‖ ≤
t∑
τ=1
‖xτ − xτ−1‖ ≤
[
t
t∑
τ=1
‖xτ − xτ−1‖2
] 1
2
, (3.10)
in which
xτ − xτ−1 = ηg(xτ−1) = η∇f(xτ−1) + ηδ[g(xτ−1)], (3.11)
which results in
‖xτ − xτ−1‖2 ≤ η2‖∇f(xτ−1)‖2 + 2η2∇f(xτ−1) · δ[g(xτ−1)] + η2‖δ[g(xτ−1)]‖2 (3.12)
≤ 2η2‖∇f(xτ−1)‖2 + 2η2‖δ[g(xτ−1)]‖2. (3.13)
Go back to the first inequality,
‖xτ − x0‖ ≤
[
t
t∑
τ=1
‖xτ − xτ−1‖2
] 1
2 ≤
[
2η2t
t∑
τ=1
(‖∇f(xτ−1)‖2 + ‖δ[g(xτ−1)]‖2)
] 1
2
. (3.14)
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Suppose during each step from 1 to t, the value of ‖δ[g(xτ−1)]‖2 is smaller than the fixed constant
c. From Lemma 3.1, this condition can be satisfied with probability at least 1− nt
1
Aq
√
2c
η
−1
. Then,
‖xτ − x0‖ ≤
[
2η2t
t∑
τ=1
(
‖∇f(xτ−1)‖2 + ‖δ[g(xτ−1)]‖2
)] 1
2
(3.15)
≤
[
2η2t
(2f(x0)− 2f(xt)
η
+ 2t‖δ[g(xτ−1)]‖2
)] 1
2
(3.16)
≤ [4ηt(f(x0)− f(xt) + ηtc)]
1
2 (3.17)
≤ 2
√
ηt|f(x0)− f(xt)|+ 2ηt
√
c. (3.18)
In Algorithm 4, a perturbation is added in order to circumvent the case that the algorithm
gets stuck at a saddle point. If the gradient can be accessed accurately with no error, this method
is effective due to [43]. Here we show its robustness such that the part of Algorithm 4 aimed at
escaping from saddle points still works given a gradient oracle of f with certain error. Furthermore,
this implies that given a quantum evaluation oracle, we can give a quantum algorithm for escaping
from saddle points by Lemma 3.1. This claim is rigorously presented as the following lemma:
Lemma 3.4. We first specify our choices for some parameters and constants that appear in
Algorithm 4 or are frequently used:
ι := k · log(nℓ(f(x0)− f∗)/(ρǫδ)) η := 1
ℓ
r0 :=
ǫ
ι3
· 1√
n
(3.19)
T
′ :=
ℓ√
ρǫ
· ι F ′ :=
√
ǫ
ρ3
α′′0 :=
√
2
(1 + η
√
ρǫ/2)T ′
· 1
ρ
(3.20)
where k is an absolute constant. Let f : Rn → R be an ℓ-smooth, ρ-Hessian Lipschitz function. For
a saddle point x˜ satisfying ‖∇f(x˜)‖ = 0 and λmin(∇2f(x˜)) ≤ −√ρǫ, if quantum simulation was
called at t = 0, Algorithm 4 satisfies:
P
(
f(xT ′)− f(x˜) ≤ −F
′
4
)
≥ 1− perror, (3.21)
where
perror =
4ι2
ℓ
·
√
n
πρǫ
· 2−ι/2 + exp
(
− ι
6
(ρǫ)3/2(1 + ℓ2)
)
(3.22)
+
T ′
1
800 ·
√
ρǫ
nδqℓ
· α′′0 − 1
+
2nT ′
1
800n
√
δq
√
F ′
T ′
− 1
(3.23)
in which xT ′ stands for the T
′th gradient descent iteration starting from x0.
We first prove the following lemma, which can be viewed as a robust version of Lemma 2.3:
Lemma 3.5. Under the setting of Lemma 3.4, we have:
P
(
∆f ′⊥ ≥
5F ′
8
)
≤ exp
(
− ι
6
(ρǫ)3/2(1 + ℓ2)
)
+T ′ · n
1
800n
√
δq
√
F ′
T ′
− 1
, (3.24)
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where ∆f ′⊥ stands for the function value increase in the eigen-directions other than the most negative
one due to quantum simulation and the following T ′ steps of gradient descent. Specifically,
∆f ′⊥ = f(xT ′ −∆x‖)− f(x˜), (3.25)
where ∆x‖ stands for the component of xT ′ − x˜ along the most negative eigen-direction.
Proof. On the one hand, by Lemma 2.3, the function value increase ∆f ′ in the eigen-directions
other than the most negative one due to quantum simulation is at least F ′/2 with probability at
most exp
(
− ι6
(ρǫ)3/2(1+ℓ2)
)
.
On the other hand, if the gradients can be queried accurately, from Lemma A.5 we know that
the function value change caused by gradient descent on each eigen-direction will be negative or
zero for each iteration step; however, this is not the case when the gradient is obtained from
Lemma 3.1. Nevertheless, from Lemma 3.2, we know that when the accuracy parameter δq of
the quantum evaluation oracle (1.2) is small, with high probability the function value increase in
gradient descent steps will be small. Specifically, in each step, with probability at least
1− n
1
400n
√
δqℓ
√
2c
η − 1
, (3.26)
the total function value increase caused by the movement along all the eigen-directions except the
most negative one can be bounded by c in each gradient descent step. If we take c = F ′/8T ′, the
function value increase along these directions during the entire T ′ gradient descent steps will be
no more than F ′/8, with probability at least
1−T ′ · n
1
800n
√
δqℓ
√
F ′
ηT ′ − 1
(3.27)
by the union bound. In all, we have
P
(
∆f ′⊥ ≥
5F ′
8
)
≤ exp
(
− ι
6
(ρǫ)3/2(1 + ℓ2)
)
+T ′ · n
1
800n
√
δq
√
F ′
T ′
− 1
. (3.28)
Now we are ready to prove Lemma 3.4.
Proof. Following the discussion in Section 2, without loss of generality we assume that f is quadratic.
We can then view the gradient descent process as the combination of n gradient descent processes,
each carried out in one single direction. Without loss of generality, we assume that x˜ = 0, otherwise
we shift x˜ to the original point.
We first consider the gradient descent in the e1 direction, where e1 stands for the eigenvector
of λmin, or equivalently, the direction with the most negative eigenvalue. We use x‖ to denote the
corresponding coordinate and use Φm to denote the wave function component. By Proposition A.1,
Φm satisfies:
Φm(T
′, x‖) =
( 1
2π
)1/4 · 1√
r0σ(T ′;λmin)
exp
(
−
x2‖
2r20σ
2(T ′;λmin)
)
. (3.29)
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Therefore, the probability distribution of the wave packet is:
pm(T
′, x‖) = Φm(T ′, x‖)2 =
1√
2π · r0σ(T ′;λmin)
exp
(
−
x2‖
r20σ
2(T ′;λmin)
)
. (3.30)
After x0‖ is chosen, as long as the gradient descent sequence is not far from the saddle point, its
component x‖ in the direction with the most negative eigenvalue satisfies:
xt+1‖ = x′t‖ + η∇˜f(xt)‖, (3.31)
in which the value ∇˜f(xt)‖ stands for the x‖ direction component of ∇˜f(xt). Here we assume that
in each step we consider, we have
|λminxt‖ − ∇˜f(xt)‖| ≤ −λminxt‖/2; (3.32)
we will use this assumption first and calculate the probability of it being not true later. Then we
can deduce that
xt+1‖ = xt‖ + η∇˜f(xt)‖ ≥
(
1− ηλmin
2
)
xt‖, (3.33)
and hence we have
P
(
∃t ∈ [1,T ′]
∣∣∣ −1
2
λminx
2
t‖ ≥ F ′
)
= P
(
∃t ∈ [1,T ′]
∣∣∣ xt‖ ≥
√
− 2F
′
λmin
)
(3.34)
= P
(
∃t ∈ [1,T ′]
∣∣∣ x0‖ ≥ 1(1− ηλmin/2)t
√
− 2F
′
λmin
)
(3.35)
≥ P
(
x0‖ ≥
1
(1− ηλmin/2)T ′
√
− 2F
′
λmin
)
. (3.36)
Let α := 1
(1−ηλmin/2)T ′
√
− 2F ′λmin . Since λmin ≤ −
√
ρǫ, α′′0 is the upper bound for all possible α. Thus
we have:
P
(
x0‖ ≤
1
(1− ηλmin/2)T ′
√
− 2F
′
λmin
)
=
∫ α
−α
pm(t, x‖)dx‖ (3.37)
≤
∫ α′′
0
−α′′
0
1√
2π · r0σ(T ′;λmin)
exp
(
−
x2‖
r20σ
2(T ′;λmin)
)
dx‖ (3.38)
≤
∫ α′′
0
−α′′
0
1√
2π · r0σ(T ′;−√ρǫ)
exp
(
−
x2‖
r20σ
2(T ′;−√ρǫ)
)
dx‖. (3.39)
Note that∫ α′′
0
−α′′
0
1√
2π · r0σ(T ′;−√ρǫ)
exp
(
−
x2‖
r20σ
2(T ′;−√ρǫ)
)
dx‖ ≤
2α′′0√
2π · r0σ(T ′;−√ρǫ)
. (3.40)
By Lemma A.3 in Appendix A.2, we have:
2α′′0√
2π · r0σ(T ′;−√ρǫ)
≤ 2α
′′
0
r0
√
2π(1 +T ′2/4)
≤ 2
√
2α′′0
r0T ′
√
π
. (3.41)
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Note that Lemma A.3 contains strong physics intuition: 1 + T ′2/4 is the dispersion (the variance
of the probability distribution function) of a free quantum particle, and with a negative potential
field this dispersion can only be larger. Furthermore, we can deduce that:
2
√
2α′′0
r0T ′
√
π
=
2
√
2√
π
·
√
2
ρ(1 + η
√
ρǫ/2)T ′
· ι
3√n
ǫ
·
√
ρǫ
ιℓ
(3.42)
=
4ι2
ℓ
·
√
n
πρǫ
· [(1 + η√ρǫ/2)−2/η
√
ρǫ]1/2. (3.43)
Denote µ := η
√
ρǫ. Note that the function h(µ) := ln
(
(1 + µ)1/µ
)
= ln(1 + µ)/µ satisfies
h′(µ) =
µ
1+µ − ln(1 + µ)
µ2
≤ 0 ∀µ ∈ (0, 1]; (3.44)
therefore, h is a decreasing function on (0, 1], which implies that (1 + µ)1/µ ≥ (1 + 1)1 = 2 for any
µ ∈ (0, 1]. As a result, as long as η√ρǫ ≤ 1, or equivalently ǫ ≤ l2/ρ, we have
(1 + η
√
ρǫ/2)2/(η
√
ρǫ) ≥ 2, (3.45)
which then implies
P
(
x0‖ ≤
1
(1− ηλmin/2)T ′
√
− 2F
′
λmin
)
≤ 2
√
2α′′0
r0T ′
√
π
≤ 4ι
2
ℓ
·
√
n
πρǫ
· 2−ι/2. (3.46)
Suppose we already have
x0‖ ≥ α′′0 , (3.47)
then from Lemma 3.1, with probability at least
1− T
′
1
800 ·
√
ρǫ
nδqℓ
· α′′0 − 1
, (3.48)
Eq. (3.32) will be true in each gradient descent step.
Now we are ready to prove (3.21). It follows from:
P
(
f(xT )− f(x˜) ≤ −F
′
4
)
≥ P(x0‖ ≥ α′′0) ·
(
1− T
′
1
800 ·
√
ρǫ
nδqℓ
· α′′0 − 1
)
· P
(
∆f ′⊥ ≤
5F ′
8
)
· P
(
∆fabs ≤ F ′/8
)
, (3.49)
where
∆fabs :=
1
2
T ′∑
t=1
(
f(xt)− f(xt−1) + |f(xt)− f(xt−1)|
)
(3.50)
is the upper bound for function value increase caused by the inaccuracy of quantum evaluation
oracle. Note that in each step, with probability at least
1−T ′ · n
1
800n
√
δqℓ
√
F ′
ηT ′ − 1
, (3.51)
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the total function value increase can be bounded by F ′/8. Then by the union bound,
P
(
f(xT )− f(x˜) ≤ −F
′
4
)
≥ 1− 4ι
2
ℓ
·
√
n
πρǫ
· 2−ι/2 − exp
(
− ι
6
(ρǫ)3/2(1 + ℓ2)
)
− T
′
1
800 ·
√
ρǫ
nδqℓ
· α′′0 − 1
− 2nT
′
1
800n
√
δq
√
F ′
T ′
− 1
. (3.52)
3.2 Escaping from saddle points with quantum simulation and gradient com-
putation
In this subsection, we prove the result below for escaping from saddle points with both quantum
simulation and gradient computation. Compared to Theorem 2.2, it reduces classical gradient
queries to the same number of quantum evaluation queries.
Theorem 3.1. Let f : Rn → R be an ℓ-smooth, ρ-Hessian Lipschitz function. Suppose that we have
the quantum evaluation oracle Uf in (1.2) with accuracy δq ≤ O
(
ǫ7δ2
n4ι5
· 2−ι
)
. Then Algorithm 4
finds an ǫ-approximate local minimum satisfying (1.1), using
O˜
( (f(x0)− f∗)
ǫ2
· ι2
)
(3.53)
queries to Uf with probability at least 1− δ, under the following parameter choices:
ι := k · log(nℓ(f(x0)− f∗)/(ρǫδ)) η := 1
ℓ
(3.54)
T
′ :=
ℓ√
ρǫ
· ι r0 := ǫ
ι3
· 1√
n
(3.55)
where k is a large absolute constant, x0 is the start point, and f
∗ is the global minimum of f .
Note that Theorem 3.1 essentially shows that the perturbed gradient descent method still con-
verges with the same asymptotic bound if there is a small error in gradient queries. This robustness
of escaping from saddle points may be of independent interest.
Proof. We first specify our choice for iteration times:
T = 8max
{
(f(x0)− f∗)T ′
F ′
,
2(f(x0)− f∗)
ηǫ2
}
= O˜
((f(x0)− f∗)
ǫ2
· ι
)
, (3.56)
similar to our choice in Theorem 2.2. We choose k to be large enough to satisfy:
T ·
(4ι2
ℓ
·
√
n
πρǫ
· 2−ι/2 + exp
(
− ι
6
(ρǫ)3/2(1 + ℓ2)
))
≤ δ
3
. (3.57)
As for the accuracy δq of the quantum evaluation oracle, we first let it small enough to promise the
following simplifications: 

1
800 ·
√
ρǫ
nδqℓ
· α′′0 ≥ 2
1
800n
√
δq
√
F ′
T ′
≥ 2,
(3.58)
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which are equivalent to 

δq ≤ O
(
ρǫ
nℓ′ · α′′20
)
= O
(
ǫ
n · 2−ι
)
δq ≤ O
(
F ′
n2T ′
)
= O
(
ǫ
n2ι
) (3.59)
and are satisfied as long as
δq ≤
( ǫ
n2ι
2−ι
)
. (3.60)
Under this setting, we can find that
T ′
1
800 ·
√
ρǫ
nδqℓ
· α′′0 − 1
+
2nT ′
1
800n
√
δq
√
F ′
T ′
− 1
≤ 2T ′√δq( 1
1
800 ·
√
ρǫ
nδqℓ
· α′′0
+
2n
1
800n
√
δq
√
F ′
2T ′
)
. (3.61)
Furthermore, if δq is small enough that satisfies
T · 2T ′√δq · ( 1
1
800 ·
√
ρǫ
nℓ · α′′0
+
2n
1
800n
√
F ′
2T ′
)
≤ δ
3
, (3.62)
together with (3.57) and (3.58), it can then be guaranteed that with probability at least 1− 2δ/3,
after each time quantum simulation is called, function value will decrease at least F ′/4 in the
following T ′ steps. Eq. (3.62) can be satisfied if we take
δq ≤ δ
2
36T ′2T 2
·
( 1
1
800 ·
√
ρǫ
nℓ · α′′0
+
2n
1
800n
√
F ′
T ′
)−2
(3.63)
=
δ2
36T ′2T 2
(
O
(√n
ǫ
· 2ι/2
)
+O
(
n2
√
ι
ǫ
))−2
(3.64)
= O
(
δ2 · ǫ
4
ι2
· ǫ
ι2
· ǫ
2
n4ι
· 2−ι
)
(3.65)
= O
( ǫ7δ2
n4ι5
· 2−ι
)
. (3.66)
Since we perturb at most once in T ′ consecutive steps, we only need to apply the quantum
simulation for at most T/T ′ times. Then by Lemma 3.5, with probability at least 1 − δ, after
each time a perturbation was added, the function value decreases at least F ′/4 in the following T ′
steps. As a consequence, there can at most be 4(f(x0)−f
∗)
F ′
perturbations.
Excluding those iterations that are within T ′ steps after adding perturbations, we still have
T/2 steps left. They are either large gradient steps, ‖∇f(xt)‖ ≥ ǫ, or ǫ-approximate second-order
stationary points. Within them, for each large gradient steps, by Lemma 3.2, with probability at
least
1− n
1
400n
√
2
δq
· ηǫ24 − 1
= 1− n
ǫ
400n
√
1
2δqℓ
− 1
, (3.67)
the function value decrease is greater than ηǫ2/4. We consider two additional constraints on δq:

ǫ
400n
√
1
2δqℓ
≥ 2
T · 2n
ǫ
400n
√
1
2δqℓ
≤ δ3 ,
(3.68)
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which have been satisfied because of
δq ≤ O
( ǫ7δ2
n4ι5
· 2−ι
)
≤ O
( δ2ǫ2
n4T 2
)
. (3.69)
As a result, with probability at least 1 − δ/3, each large gradient step will have function value
decrease at most ηǫ2/4, under which circumstance there can be at most T/4 steps with large
gradients – otherwise the function value decrease will be greater than f(x0)−f∗, which is impossible.
In summary, by the union bound we can deduce that with probability at least 1− δ, there are
at most T/2 steps within T ′ steps after calling quantum simulation, and at most T/4 steps have
a gradient greater than ǫ. As a result, the rest T/4 steps must all be ǫ-approximate second-order
stationary points.
The number of queries can be viewed as the sum of two parts, the number of queries needed
for gradient descent, denoted by T1, and the number of queries needed for quantum simulation,
denoted by T2. Then with probability at least 1− δ,
T1 = T = O˜
((f(x0)− f∗)
ǫ2
· ι
)
. (3.70)
As for T2, with probability at least 1− δ quantum simulation is called for at most 4(f(x0)−f
∗)
F ′
times,
and by Lemma 2.2 it takes O˜
(
T ′ log n log2(T ′2/ǫ)
)
queries to carry out each simulation. Therefore,
T2 =
4(f(x0)− f∗)
F ′
· O˜(T ′ log n log2(T ′2/ǫ)) = O˜((f(x0)− f∗)
ǫ
· ι2
)
. (3.71)
As a result, the total query complexity T1 + T2 is
O˜
((f(x0)− f∗)
ǫ2
· ι2
)
. (3.72)
Theorem 2.3 and Theorem 3.1 together imply the main result Theorem 1.1 of this paper.
4 Numerical experiments
In this section, we provide numerical results that demonstrate the power of quantum simulation for
escaping from saddle points. Due to the limitation of current quantum computers, we simulate all
quantum algorithms numerically on a classical computer (with Dual-Core Intel Core i5 Processor,
8GB memory). Nevertheless, our numerical results strongly assert the quantum speedup in small
to intermediate scales. All the numerical results and plots are obtained by MATLAB 2019a.
In the first two experiments, we look at the wave packet evolution on both quadratic and
non-quadratic potential fields. Before bringing out numerical results and related discussions, we
want to briefly discuss the leapfrog scheme [37], which is the technique we employed for numerical
integration of the Schro¨dinger equation. We discretize the Schro¨dinger equation as a linear system
of an ordinary differential equation (for details, see Section 2.1.1):
i
dΨ
dt
= HΨ, (4.1)
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where Ψ: [0, T ] → CN is a vector-valued function in time. We may have a decomposition Ψ(t) =
Q(t) + iP (t) for Q,P : [0, T ] → RN being the real and imaginary part of Ψ, respectively. Then
plugging the decomposition into the ODE (4.1), we have a separable N -body Hamiltonian system{
Q˙ = HP ;
P˙ = −HQ. (4.2)
The optimal integration scheme for solving this Hamiltonian system is the symplectic integrator
[37], and we use a second-order leapfrog integrator for separable canonical Hamiltonian systems
[28] in this section. In all of our PDE simulations, we fix the spatial domain to be Ω = {(x, y) :
|x| ≤ 3, |y| ≤ 3} and the mesh number to be 512 on each edge.
Dispersion of the wave packet. In Proposition A.1, we showed that a centered Gaussian wave
packet will disperse along the negative curvature direction of the saddle point. In the numerical
simulation presented in Figure 1, we have a potential function f1(x, y) = −x2/2 + 3y2/2 and the
initial wave function as described in Proposition A.1 (r = 0.5). In each subplot, the Gaussian wave
packet (i.e., modulus square of the wave function Φ(t, x)) at a specific time is shown. The quantum
evolution “squeezes” the wave packet along the x-axis: the variance of the marginal distribution
on the x-axis is 0.25, 0.33, 0.68 at time t = 0, 0.5, 1, respectively.
Figure 1: Dispersion of wave packet over the potential field f1(x, y). We use the finite difference method
(5-point stencil) and the Leapfrog integration to simulate the Schro¨dinger equation (2.3) on a square domain
(center = (0, 0), edge = 6), up to T = 1. The mesh number is 512 on each edge. The average runtime for
this simulation is 43.7 seconds.
In the preceding experiment, we have provided a numerical simulation of the dispersion of the
Gaussian wave packet on a quadratic potential field. Next, we only require that the function is
Hessian-Lipschitz near the saddle point. This is enough to promise that the second-order Taylor
series is a good approximation near a small neighborhood of the saddle point.
Quantum simulation on non-quadratic potential fields. Now, we explore the behavior of
the wave packet on non-quadratic potential fields. It is worth noting that: (1) the wave packet is
not necessarily Gaussian during the time evolution; (2) for practical reason, we will truncate the
unbounded spatial domain R2 to be a bounded square Ω and assume Dirichlet boundary conditions
(Φ(t, x) = 0 on ∂Ω for all t ∈ [0, T ]). Nevertheless, it is still observed that the wave packet will be
mainly confined to the “valley” on the landscape which corresponds to the direction of the negative
curvature.
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We will run quantum simulation (Algorithm 1) near the saddle point of two non-quadratic
potential landscapes. The first one is f(x, y) = 112x
4 − 12x2 + 12y2. The Hessian matrix of f(x, y) is
D2f(x, y) =
(
x2 − 1 0
0 1
)
. (4.3)
It has a saddle point at (0, 0) and two global minima (±√3, 0). The minimal function value is −3/4.
This is the landscape used in the next experiment in which a comparison study between quantum
and classical is conducted. We claimed that the wave packet will remain (almost) Gaussian at
te = 1.5. This claim is confirmed by the numerical result illustrated in Figure 2. The wave packet
has been “squeezed” along the x-axis, the negative curvature direction. Compared to the uniform
distribution in a ball used in PGD, this “squeezed” bivariant Gaussian distribution assigns more
probability mass along the x-axis, thus allowing escaping from the saddle point more efficiently.
Figure 2: Quantum simulation on lanscape 1: f(x, y) = 1
12
x4 − 1
2
x2 + 1
2
y2. Parameters: r0 = 0.5, te = 1.5.
Left: The contour of the landscape is placed on the background with labels being function values; the thick
blue contours illustrate the wave packet at te = 1.5 (i.e., modulus square of the wave function Φ(te, x, y)).
Right: A surface plot of the same wave packet at te = 1.5. The average runtime for this simulation is 60.70
seconds.
The second landscape we explore is g(x, y) = x3 − y3 − 2xy + 6. Its Hessian matrix is
D2g(x, y) =
(
6x −2
−2 −6y
)
. (4.4)
It has a saddle point at (0, 0) with no global minimum. This objective function has a circular
“valley” along the negative curvature direction (1, 1), and a “ridge” along the positive curvature
direction (1,−1). We aim to study the long-term evolution of the Gaussian wave packet on the
landscape restricted on a square region. The evolution of the wave packet is illustrated in Figure 3.
In a small time scale (e.g., t = 1), the wave packet disperses down the valley on the landscape, and
it preserves a bell shape; waves are reflected from the boundary and an interference pattern can
be observed near the upper and left edges of the square. Dispersion and interference coexist in the
plot at t = 2, in which the wave packet splits into two symmetric components, each locates in a
lowland. Since the total energy is conserved in the quantum-mechanical system, the wave packet
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bounces back at t = 5, but is blurred due to wave interference. In the whole evolution in t ∈ [0, 5],
the wave packet is confined to the valley area of the landscape (even after bouncing back from the
boundary). This evidence suggests that Gaussian wave packet is able to adapt to more complicated
saddle point geometries.
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Figure 3: Quantum simulation on lanscape 2: g(x, y) = x3 − y3 − 2xy + 6. Parameters: r0 = 0.5, te = 5.
In each subplot, a colored contour plot of the wave packet at a specific time is shown, and the landscape
contour is placed on top of the wave packet for quick reference. The average runtime for this simulation is
209.95 seconds.
Comparison between PGD and Algorithm 2. In addition to the numerical study of the
evolution of wave packets, we compare the performance of the PGD algorithm [42] with Algorithm 2
on a test function f2(x, y) =
1
12x
4 − 12x2 + 12y2.
In this experiment and the last one in this section, we only implement a mini-batch from the
whole algorithm (for both classical PGD and PGD with quantum simulation). In fact, a mini-batch
is good enough for us to demonstrate the power of quantum simulation as well as the dimension
dependence in both algorithms. A mini-batch in the experiment is defined as follows:
• Classical algorithm (PGD) mini-batch (following [43, Algorithm 4]): x0 is uniformly sampled
from the ball B0(r) (saddle point at the origin), and then run Tc gradient descent steps to
obtain xTc . Record the function value f(xTc). Repeat this process M times. The resulting
function values are presented in a histogram.
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• Quantum algorithm mini-batch (following Algorithm 2): Run the quantum simulation with
evolution time te to generate a multivariate Gaussian distribution centered at 0. x0 is sampled
from this multivariate Gaussian distribution. Run Tq gradient descent steps and record the
function value f(xTq). Repeat this process M times. The resulting function values are also
presented in a histogram, superposed to the results given by the classical algorithm.
The experimental results from 1000 samples are illustrated in Figure 4. Although the test
function is non-quadratic, the quantum speedup is apparent.
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Figure 4: Left: Two typical gradient descent paths on the landscape of f2 illustrated as a contour plot.
Path 1 (resp. 2) starts from (−0.01, 0.45) (resp. (−0.35, 0.07)); both have step length η = 0.2 and T = 20
iterations. Note that path 2 approaches the local minimum (−√3, 0), while path 1 is still far away. In PGD,
path 1 and 2 will be sampled with equal probability by the uniform perturbation, whereas in Algorithm 2,
the dispersion of the wave packet along the x-axis enables a much higher probability of sampling a path like
path 2 (that approaches the local minimum).
Right: A histogram of function values f2(xTc) (PGD) and f2(xTq ) (Algorithm 2). We set step length η =
0.05, r = 0.5 (ball radius in PGD and r0 in Algorithm 1), M = 1000, Tc = 50, Tq = 10, te = 1.5. Although
we run five more times of iterations in PGD, there are still over 70% of gradient descent paths arriving the
neighborhood of the local minimum, while there are less than 70% paths in Algorithm 2 approaching the
local minimum. The average runtime of this experiment is 0.02 seconds.
Dimension dependence. Recall that n is the dimension of the problem. Classically, it has been
shown in [43] that the PGD algorithm requires O(log4 n) iterations to escape from saddle points;
however, quantum simulation for time O(log n) suffices in our Algorithm 2 by Theorem 2.2. The fol-
lowing experiment is designed to compare this dimension dependence of PGD and Algorithm 2. We
choose a test function h(x) = 12x
THxwhereH is an n-by-n diagonal matrix: H = diag(−ǫ, 1, 1, ..., 1).
The function h(x) has a saddle point at the origin, and only one negative curvature direction.
Throughout the experiment, we set ǫ = 0.01. Other hyperparameters are: dimension n ∈ N, radius
of perturbation r > 0, classical number of iterations Tc, quantum number of iterations Tq, quantum
evolution time te, number of samples M ∈ N, and GD step size (learning rate) η. For the sake of
comparison, the iteration numbers Tc and Tq are chosen in a manner such that the statistics of
the classical and quantum algorithms in each category of the histogram in Figure 5 are of similar
magnitude.
The numerical results are illustrated in Figure 5. The number of dimensions varies drastically
from 10 to 1000, while the distribution patterns in all three subplots are similar: setting Tc =
Θ(log2 n) and Tq = Θ(log n), the PGD with quantum simulation outperforms the classical PGD in
the sense that more samples can escape from the saddle point (as they have lower function values).
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Figure 5: Dimension dependence of classical and quantum algorithms. We set ǫ = 0.01, r = 0.1, n = 10p for
p = 1, 2, 3. Quantum evolution time te = p, classical iteration number Tc = 50p
2 + 50, quantum iteration
number Tq = 30p, and sample size M = 1000. The average runtime for this simulation is 90.92 seconds.
At the same time, under this choice of parameters, the performance of the classical PGD is still
comparable to that of the PGD with quantum simulation, i.e., the statistics in each category are of
similar magnitude. This numerical evidence might suggest that for a generic problem, the classical
PGD method in [43] has better dimension dependence than O(log4 n).
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A Auxiliary lemmas
In this appendix, we collect all auxiliary lemmas that we use in the proofs.
A.1 Schro¨dinger equation with a quadratic potential
In this subsection, we prove several results that lay the foundation of the quantum algorithm
described in Section 2.
Lemma 2.1. Suppose a quantum particle is in a one-dimensional potential field f(x) = λ2x
2 with
initial state Φ(0, x) = ( 12π )
1/4 exp
(−x2/4); in other words, the initial position of this quantum
particle follows the standard normal distribution N (0, 1). The time evolution of this particle is
governed by (2.1). Then, at any time t ≥ 0, the position of the quantum particle still follows
normal distribution N (0, σ2(t;λ)), where the variance σ2(t;λ) is given by
σ2(t;λ) =


1 + t
2
4 (λ = 0),
(1+4α2)−(1−4α2) cos 2αt
8α2
(λ > 0, α =
√
λ),
(1−e2αt)2+4α2(1+e2αt)2
16α2e2αt
(λ < 0, α =
√−λ).
(2.2)
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Proof. Due to the well-posedness of the Schro¨dinger equation, if we find a solution to the initial
value problem (2.1), this solution is unique. We take the following ansatz
Φ(t, x) =
(
1
π
)1/4 1√
δ(t)
exp(−iθ(t)) exp
( −x2
2δ(t)2
)
, (A.1)
with θ(0) = 0, δ(0) =
√
2.
In this Ansatz, the probability density pλ(t, x), i.e., the modulus square of the wave function,
is given by
pλ(t, x) := |Ψ(t, x)|2 = 1√
π
1
|δ(t)| exp
(
2 Im(θ(t))
)
exp
(
− x2Re(1/y(t))
)
, (A.2)
where y(t) = δ2(t).
If the ansatz (A.1) solves the Schro¨dinger equation, we will have the conservation of probability,
i.e., ‖Φ(t, x)‖2 = 1 for all t ≥ 0; in other words, the ∫
R
pλ(t, x)dx = 1 for all t ≥ 0. It is now clear
that (A.2) is the density of a Gaussian random variable with zero mean and variance
σ2(t;λ) =
1
2Re(1/y(t))
. (A.3)
Therefore, it is sufficient to compute y(t) in order to obtain the distribution of the quantum particle
at time t ≥ 0. For simplicity, we will not compute the global phase θ(t) as it is not important in
the the variance.
Substituting the ansatz (A.1) to (2.1) with potential function f(x) = λ2x
2, and introducing
change of variables y(t) = δ2(t), we attain the following system of ordinary differential equations

y′ + iλy2 − i = 0,
θ′ = i4
y′
y +
1
2
1
y ,
θ(0) = 0, y(0) = 2.
(A.4)
Case 1: λ = 0. The system (A.4) is linear with solutions
y(t) = 2 + it. (A.5)
It follows that
1
y(t)
=
2
4 + t2
− i t
4 + t2
, (A.6)
And by Equation (A.3), the variance is
σ2(t; 0) = 1 +
t2
4
. (A.7)
Case 2: λ 6= 0. The equation y′+ iλy2− i = 0 in (A.4) is a Riccati equation. Using the standard
change of variable y = −iλ
u′
u , we transfer the Riccati equation into a second-order linear equation
u′′ + λu = 0. (A.8)
Clearly, the sign of λ matters.
37
Case 2.1: λ > 0. Let α =
√
λ, the solution to (A.8) is u(t) = c1e
iαt+c2e
−iαt (c1, c2 are constants),
and
y(t) =
−i
λ
u′
u
=
1
α
c1e
iαt − c2e−iαt
c1eiαt + c2e−iαt
. (A.9)
Provided the initial condition y(0) = 2, we choose c1 = 1, β := c2 = (1− 2α)/(1+2α), and it turns
out that
y(t) =
1
α
(e2iαt − β
e2iαt + β
)
. (A.10)
By (A.3) and (A.10), we attain the variance when λ > 0.
Case 2.2: λ < 0. Let α =
√−λ > 0, similar as Case 2.1, we have
y(t) =
i
α
e2αt − β
e2αt + β
, (A.11)
where β = 1+2iα1−2iα . And the variance σ(t;λ) for λ < 0 can be obtained from (A.3) and (A.11).
Furthermore, we prove that the argument applies to n-dimensional cases in general:
Lemma A.1 (n-dimensional evolution). Let H be an n-by-n symmetric matrix with diagonalization
H = UTΛU , with Λ = diag(λ1, ..., λn) and U an orthogonal matrix. Suppose a quantum particle is in
an n-dimensional potential field f(x) = 12x
THx with initial state Φ(0, x) = ( 12π )n/4 exp
(−‖x‖2/4);
in other words, the initial position of this quantum particle follows multivariate Gaussian distribu-
tion N (0, I). Then, at any time t ≥ 0, the position of the quantum particle still follows multivariate
Gaussian distribution N (0,Σ(t)), with the covariance matrix
Σ(t) = UT diag(σ2(t;λ1), ..., σ
2(t;λn))U. (A.12)
The function σ(t;λ) is defined in (2.2).
Proof. The proof follows the same idea in Lemma 2.1. We take the following ansatz
Φ(t,x) =
(
1
π
)n/4
(det∆(t))−1/4 exp(−iθ(t)) exp
[
−1
2
xT
(
∆(t)
)−1
x
]
, (A.13)
with θ(0) = 0, ∆(0) =
√
2I, and ∆(t) = UT diag(δ21(t), ..., δ
2
n(t))U .
The global phase parameter θ(t), together with the factor
(
1
π
)n/4
(det∆(t))−1/4, will contribute
to a scalar factor in the probability density function such that the L2-norm of the wave function
(A.13) will remain unit 1. It is the matrix ∆(t) that controls the covariance matrix (see (A.18)).
Regarding this, we do not delve into the derivation of θ(t) in this proof.
Substituting the ansatz (A.13) to the Schro¨dinger equation (2.1), we have the following system
of ordinary differential equations:
d
dt
(
∆(t)−1
)
+ i∆(t)−2 − iH = 0, (A.14)
θ˙ =
i
4
(det∆(t))−1
d
dt
(∆(t)) +
1
2
Tr[∆(t)−1]. (A.15)
We immediately observe that Eq. (A.14) is a decoupled system
d
dt
(
1
δj(t)2
)
+ i
1
(δj(t))4
− iλj = 0, for j = 1, ..., n. (A.16)
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Again, introduce change of variables yj(t) = δ
2
j (t), we have
y˙j + iλjy
2 − i = 0, for j = 1, ..., n. (A.17)
They are precisely the same as the first equation in (A.4), thus the calculation of one-dimensional
case in Lemma 2.1 applies directly to (A.17).
Given the ansatz (A.13), it is clear that the probability density of the quantum particle in Rn
is an n-dimensional Gaussian with mean 0 and covariance matrix
Σ(t) =
(
2Re∆−1(t)
)−1
= UT
(
1
2Re(1/y1(t))
, ...,
1
2Re(1/yn(t))
)
U. (A.18)
It follows from (A.3) and (2.2) that the covariance matrix is given as (A.12).
Finally, we state the following proposition with different scales:
Proposition A.1. Let H be an n-by-n symmetric matrix with diagonalization H = UTΛU , with
Λ = diag(λ1, ..., λn) and U an orthogonal matrix. Suppose a quantum particle is in an n-dimensional
potential field f(x) = 12x
THx with initial state Φ(0,x) = ( 12π )n/4r−n/2 exp
(−‖x‖2/4r2); in other
words, the initial position of the particle follows multivariate Gaussian distribution N (0, r2I). The
time evolution of this particle is governed by (2.3). Then, at any time t ≥ 0, the position of the
quantum particle still follows multivariate Gaussian distribution N (0, r2Σ(t)), with the covariance
matrix
Σ(t) = UT diag(σ2(t;λ1), ..., σ
2(t;λn))U. (A.19)
The function σ(t;λ) is the same as in (2.2).
Proof. Here, we only prove the one-dimensional case, as the n-dimensional case follows almost the
same manner, together with a similar argument from the proof of Lemma A.1. Let Φ(t, x) be the
wave function as in Lemma 2.1, namely, it satisfies the standard Schro¨dinger equation (2.1). Define
Ψ(t, x) = 1√
r
Φ(t, xr ). Since ‖Φ(t, ·)‖2 = 1 for all t ≥ 0, the factor 1√r ensures the L2-norm of Ψ(t, x)
is always 1.
We claim that Ψ(t, x) satisfies the modified Schro¨dinger equation (2.3). To do so, we substitute
Ψ(t, x) back to (2.3). Its LHS is just i ∂∂t
1√
r
Φ(t, x/r), whereas the RHS is
[
− r
2
2
∇2 + 1
r2
f(x)
]
Ψ(t, x) =
1√
r
[
− 1
2
∇2 + 1
2
(x
r
)T
H
(x
r
) ]
Φ
(
t,
x
r
)
. (A.20)
Since Φ(t, x) satisfies (2.1), it turns out that the LHS equals to the RHS. Furthermore, the variance
of Φ(t, x) is σ2(t;λ), and that of Ψ(t, x) = 1√
r
Φ(t, x/r) is simply r2σ2(t;λ).
A.2 Variance of Gaussian wave packets
Although the variance of the Gaussian wave packet σ(λ; t) is explicitly given in (2.2), it is a bit heavy
to use in analysis. In this subsection, we prove several lemmas that can be utilized to estimate
the variance σ(λ; t). Based on these lemmas, it is then possible to quantify the performance of
Algorithm 2.
Lemma A.2. When λ > 0,
min
{
1,
1
2α
}
≤ σ(t;λ) ≤ max
{
1,
1
2α
}
. (A.21)
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When λ < 0, let α =
√−λ,
1√
2
ϕ(t;α) ≤ σ(t;λ) ≤ ϕ(t;α), (A.22)
with ϕ(t;α) = 12α sinh(αt) + cosh(αt).
Proof. The first estimate follows from cos 2αt ∈ [0, 1], while the second estimate follows from the
inequality
a+ b
2
≤
√
a2 + b2
2
≤ a+ b√
2
.
Lemma A.3. When λ < 0,
σ2(t;λ) ≥ 1 + t
2
4
. (A.23)
Proof. Recall (2.2) that σ(t;λ) equals to:
σ2(t;λ) =
(1− e2αt)2 + 4α2(1 + e2αt)2
16α2e2αt
, (A.24)
in which α =
√−λ. The equation above can be converted to:
σ2(t;λ) =
(1 + 4α2)e4αt + (1 + 4α2)− 2(1 − 4α2)e2αt
16α2e2αt
(A.25)
=
(1 + 4α2)e2αt + (1 + 4α2)e−2αt − 2(1− 4α2)
16α2
. (A.26)
We denote µ := 2αt. Note that µ > 0. By the Taylor expansion of eµ with Lagrange form of
remainder, there exists real numbers ζ, ξ ∈ (0, µ) such that
eµ = 1 + µ+
µ2
2
+
µ3
6
+
eζ
24
µ4; (A.27)
e−µ = 1− µ+ µ
2
2
− µ
3
6
+
e−ξ
24
µ4. (A.28)
Adding these two equations, we have
eµ + e−µ ≥ 2 + µ2 + µ
4
24
(eζ + e−ξ) ≥ 2 + µ2 + µ
4
24
(1 + e−µ) ≥ 2 + µ2. (A.29)
In other words,
e2αt + e−2αt ≥ 2 + (2αt)2, (A.30)
which results in
(1 + 4α2)e2αt + (1 + 4α2)e−2αt − 2(1 − 4α2)
16α2
≥ (1 + 4α
2)(2 + 4α2t2)− 2(1 − 4α2)
16α2
(A.31)
≥ 16α
2 + 4α2t2
16α2
(A.32)
= 1 +
t2
4
; (A.33)
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or equivalently,
σ2(t;λ) ≥ 1 + t
2
4
. (A.34)
In the proof of Proposition 2.1, we will also use the following fact about multivariate Gaussian
distributions:
Lemma A.4 ([40, Propositigiton 1]). Let A ∈ Rm×n be a matrix, and let Σ := ATA. Let x =
(x1, · · · , xn) be an isotropic multivariate Gaussian random vector with mean zero. For all t > 0:
P
(
‖Ax‖2 > tr(Σ) + 2
√
tr(Σ2)t+ 2‖Σ‖t
)
≤ e−t. (A.35)
A.3 Existing lemmas
In this subsection, we list existing lemmas from [43, 44] that we use in our proof.
First, we use the following lemma for the large gradient scenario of gradient descent method:
Lemma A.5 ([43, Lemma 19]). If f(·) is ℓ-smooth and ρ-Hessian Lipschitz, η = 1/ℓ, then the
gradient descent sequence {xt} satisfies:
f(xt+1)− f(xt) ≤ η‖∇f(x)‖2, (A.36)
for any step t in which quantum simulation is not called.
The next lemmas are frequently used in the large gradient scenario of the accelerated gradient
descent method:
Lemma A.6 ([44, Lemma 7]). Consider the setting of Theorem 2.3. If ‖∇f(xτ )‖ ≥ ǫ for all
τ ∈ [0,T ], then there exists a large enough positive constant cA0, such that if we choose cA ≥ cA0,
by running Algorithm 3 we have ET − E0 ≤ −E , in which E =
√
ǫ3
ρ · c−7A , and Eτ is defined as:
Eτ := f(xτ ) +
1
2η′
‖vτ‖2 (A.37)
where η′ = 14ℓ as in Theorem 2.3.
Note that this lemma is not exactly the same as [44, Lemma 7]: to be more specific, they have
an extra ι−5 term appearing in the E . However, this term actually only appears when we need to
escape from a saddle point using the original AGD algorithm. In large gradient scenarios where
the gradient is greater than ǫ, it does not make a difference if we ignore this ι−5 term.
Lemma A.7 ([44, Lemma 4 and Lemma 5]). Assume that the function f is ℓ-smooth. Consider
the setting of Theorem 2.3, for every iteration τ where quantum simulation was not called, we have:
Eτ+1 ≤ Eτ , (A.38)
where Eτ is defined in (A.37) in Lemma A.6.
The correctness of these two lemmas above is guaranteed by two mechanisms. If the function
does not have a large negative curvature between xt and yt in the current iteration, the AGD will
simply make the Hamiltonian decrease efficiently. Otherwise, the Negative-Curvature-Exploitation
procedure in Line 10 of Algorithm 3 will be triggered (same as in [44]) and decrease the Hamiltonian
by either finding the minimum function value in the nearby region of xt if vt is small, or directly
resetting vt = 0 if it is large.
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