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Abstract
In this paper we make some further extensions of discrete Hilbert’s inequality by using Euler–Maclaurin
summation formula. We give the improvements of some previously obtained results and also compare our
results with some previously known from the literature.
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1. Introduction
Hilbert’s and Hardy–Hilbert’s type inequalities are very significant weighted inequalities
which play an important role in many fields of mathematics. Similar inequalities, in operator
form, appear in harmonic analysis where one investigate properties of limitation of such opera-
tors. This is the reason why is Hilbert’s inequality so popular and represent field of interest of
numerous mathematicians: since Hilbert till nowadays.
During the past century Hilbert’s inequality was generalized in many different directions.
Numerous generalizations involve very important notions such as Hilbert’s transform, Laplace
transform, singular integrals, Weyl operators.
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generalizations of classical Hilbert’s inequality. More precisely, Yang obtained ([8,9], see also
[10]) the following result:
Theorem A. If {an} and {bn} are non-negative real sequences, not equal to zero, 1p + 1q = 1 with
p > 1, and 2 − min{p,q} < s  2, then the following inequalities hold and are equivalent:
∞∑
m=1
∞∑
n=1
ambn
(m + n)s < L1
[ ∞∑
m=1
m1−samp
] 1
p
·
[ ∞∑
n=1
n1−sbnq
] 1
q
(1)
and
∞∑
n=1
n(s−1)(p−1)
[ ∞∑
m=1
am
(m + n)s
]p
< L1
p
∞∑
m=1
m1−samp, (2)
where L1 = B(p+s−2p , q+s−2q ).
By using Euler–Maclaurin summation formula Yang obtained very interesting result (see
[7,10]): for p = q = 2 the inequalities (1) and (2) are valid if 0 < s  4. Also, the constant
B( s2 ,
s
2 ) (for p = q = 2) is the best possible.
In the paper [3] we have obtained the following general result:
Theorem B. If {an} and {bn} are non-negative real sequences, s > 0, 1p + 1q = 1, p > 1, then thefollowing inequalities hold and are equivalent:
∞∑
m=1
∞∑
n=1
ambn
(m + n)s  L
[ ∞∑
m=1
m1−s+p(A1−A2)amp
] 1
p
[ ∞∑
n=1
n1−s+q(A2−A1)bnq
] 1
q
(3)
and
∞∑
n=1
n(s−1)(p−1)+p(A1−A2)
[ ∞∑
m=1
am
(m + n)s
]p
 Lp
∞∑
m=1
m1−s+p(A1−A2)amp, (4)
where A1 ∈ (max{0, 1−sq }, 1q ) and A2 ∈ (max{0, 1−sp , }, 1p ), and the constant L is defined by
L = [B(1 − A2p, s − 1 + A2p)] 1p [B(1 − A1q, s − 1 + A1q)] 1q .
The inequality (3) is a generalization of Hilbert’s inequality and it is called Hilbert-type in-
equality. Equivalent inequality (4) is usually called Hardy–Hilbert type inequality. In the proof
of Theorem B we have used Hölder’s inequality, Fubini’s theorem and estimated the sum with
the integral (see [3]).
The main purpose of this paper is the extension of Theorem B. As we see, in Theorem B
the parameters A1 and A2 are positive real numbers. We shall obtain, in a similar way as Yang
did in [7], that the inequalities in Theorem B are also valid for some negative choices of parame-
ters A1 and A2. In such way we shall extend results from [3] in both conjugate and non-conjugate
case.
The techniques that will be used in the paper are mainly based on classical real analysis,
especially on Hölder’s inequality, Fubini’s theorem and Euler–Maclaurin summation formula.
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At the beginning, we present some results which can be obtained by using Euler–Maclaurin
summation formula. For more details about Euler–Maclaurin summation formula see [5, Chap-
ter 11].
Let f : [1,∞) → R be non-negative continuously differentiable function such that∑∞
k=1 f (k) < ∞ and
∫∞
1 f (t) dt < ∞, then the following equality holds:
∞∑
k=1
f (k) =
∞∫
1
f (t) dt + 1
2
f (1) +
∞∫
1
1(t)f
′(t) dt, (5)
where 1(t) = t −t	− 12 . Further, if f ∈ C4[1,∞), f (r)(∞) = 0, r = 0,1,2,3,4, f (2r)(x) > 0
and f (2r−1)(x) < 0, r = 1,2 then the following inequality holds:
− 1
12
f (1) <
∞∫
1
1(t)f (t) dt < − 112f (1) +
1
720
f ′′(1) < 0. (6)
These results will be very helpful for us to obtain some improvements of Hilbert’s inequalities.
In such a way, Yang obtained in [7] the extension of the inequality (1) for p = q = 2.
In order to obtain such extensions of Hilbert’s inequality, we have to present notation and to
prove some lemmas.
We define the function
fs,α,n(t) = t
−α
(t + n)s ,
where −1 α < 1, 0 < s  14, and
Qs,α(n) =
1∫
0
fs,α,n(t) dt − 12fs,α,n(1) −
∞∫
1
fs,α,n
′(t)1(t) dt,
where 1(t) = t −t	− 12 . Under above assumptions Qs,α(n) is non-negative function, which is
the content of the following
Lemma 1. If −1 α < 1 and 0 < s  14 then Qs,α(n) > 0.
Proof. By using partial integration three times, we have
1∫
0
fs,α,n(t) dt = 1
(1 − α)(n + 1)s +
s
1 − α
1∫
0
t1−α
(t + n)s+1 dt
= 1
(1 − α)(n + 1)s +
s
(1 − α)(2 − α)(n + 1)s+1
+ s(s + 1)
(1 − α)(2 − α)
1∫
t2−α
(t + n)s+2 dt
0
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(1 − α)(n + 1)s +
s
(1 − α)(2 − α)(n + 1)s+1
+ s(s + 1)
(1 − α)(2 − α)(3 − α)(n + 1)s+2
+ s(s + 1)(s + 2)
(1 − α)(2 − α)(3 − α)
1∫
0
t3−α
(t + n)s+3 dt.
Since the function fs,α,n : (0,∞) → R is non-negative, we obtain the inequality
1∫
0
fs,α,n(t) dt >
1
(1 − α)
[
1
(n + 1)s +
s
(2 − α)(n + 1)s+1 +
s(s + 1)
(2 − α)(3 − α)(n + 1)s+2
]
.
(7)
Further, we have
−1
2
fs,α,n(1) = − 12(n + 1)s . (8)
It remains to estimate the last term in the expression for Qs,α(n). By taking a derivative, we
obtain
f ′s,α,n(t) =
nst−α−1
(t + n)s+1 −
(s + α)t−α−1
(t + n)s .
So we have
−
∞∫
1
f ′s,α,n(t)1(t) dt =
∞∫
1
g1(t)1(t) dt −
∞∫
1
g2(t)1(t) dt,
where
g1(t) = (s + α)t
−α−1
(t + n)s and g2(t) =
nst−α−1
(t + n)s+1 .
Now, by using (6), we obtain the inequalities
∞∫
1
g1(t)1(t) dt > − 112g1(1) = −
s + α
12(n + 1)s
and
−
∞∫
1
g2(t)1(t) dt
>
1
12
g2(1) − 1720g
′′
2 (1)
= ns
12(n + 1)s+1 −
ns
720
[
(s + 1)(s + 2)
(n + 1)s+3 +
2(s + 1)(α + 1)
(n + 1)s+2 +
(α + 1)(α + 2)
(n + 1)s+1
]
>
(n + 1)s − s
s+1 −
s
[
(s + 1)(s + 2)
s+2 +
2(s + 1)(α + 1)
s+1 +
(α + 1)(α + 2)
s
]
,12(n + 1) 720 (n + 1) (n + 1) (n + 1)
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−
∞∫
1
f ′s,α,n(t)1(t) dt
> − α
12(n + 1)s −
s
12(n + 1)s+1
− s
720
[
(s + 1)(s + 2)
(n + 1)s+2 +
2(s + 1)(α + 1)
(n + 1)s+1 +
(α + 1)(α + 2)
(n + 1)s
]
. (9)
Finally, by using (7)–(9), we obtain the inequality
Qs,α(n) >
1
(n + 1)s Q0(s,α) +
1
(n + 1)s+1 Q1(s,α) +
1
(n + 1)s+2 Q2(s,α),
where
Q0(s,α) = 11 − α −
1
2
− α
12
− s(α + 1)(α + 2)
720
,
Q1(s,α) = s
(1 − α)(2 − α) −
s
12
− s(s + 1)(α + 1)
360
,
Q2(s,α) = s(s + 1)
(1 − α)(2 − α)(3 − α) −
s(s + 1)(s + 2)
720
.
It is enough to show that Q0(s,α), Q1(s,α) and Q2(s,α) are non-negative. We easily have
Q2(s,α) > s(s + 1)( 124 − 145 ) > 0 and Q1(s,α) > s( 16 − 112 − 112 ) = 0. Finally, if s  14 then
s
720 
1
24 , so we have
Q0(s,α)
1
1 − α −
1
2
− α
12
− (α + 1)(α + 2)
24
= α
3 + 4α2 + 9α + 10
24(1 − α) .
It is easy to verify that the function f (α) = α3 + 4α2 + 9α + 10 is strictly increasing. Since
f (−1) = 4, we conclude that Q0(s,α) > 0. That completes the proof. 
Further, we define the weight function
ωs,α1,α2(n) :=
∞∑
m=1
1
(m + n)s
nα1
mα2
, (10)
where 0 < s  14, 1− s < α2 < 1 for s  2 and −1 α2 < 1 for s > 2. The following inequality
is valid:
Lemma 2. If 0 < s  14 and 1 − s < α2 < 1 for s  2, −1 α2 < 1 for s > 2 then
ωs,α1,α2(n) < n
1−s+α1−α2B(1 − α2, s + α2 − 1), (11)
where B is a beta function.
Proof. We have ωs,α1,α2(n) = nα1
∑∞
m=1 fs,α2,n(m), where fs,α2,n(t) = t
−α2
(t+n)s . Further, by using
Lemma 1 we have
ωs,α1,α2(n) = nα1
[ ∞∫
fs,α2,n(t) dt − Qs,α2(n)
]
< nα1
∞∫
fs,α2,n(t) dt.0 0
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∞∫
0
fs,α2,n(t) dt = n1−s−α2
∞∫
0
x−α2
(1 + x)s dx,
and since
∞∫
0
x−α2
(1 + x)s dx = B(1 − α2, s + α2 − 1),
the lemma is proved. 
3. Main results
In this section we shall extend Theorem B from the introduction. By using the lemmas from
the previous section we will obtain that we can choose A1 and A2 from the larger interval:
Theorem 1. If {an} and {bn} are non-negative real sequences, not equal to zero, 0 < s  14,
1
p
+ 1
q
= 1, p > 1, then the following inequalities hold and are equivalent:
∞∑
m=1
∞∑
n=1
ambn
(m + n)s < L
[ ∞∑
m=1
m1−s+p(A1−A2)amp
] 1
p
[ ∞∑
n=1
n1−s+q(A2−A1)bnq
] 1
q
(12)
and
∞∑
n=1
n(s−1)(p−1)+p(A1−A2)
[ ∞∑
m=1
am
(m + n)s
]p
< Lp
∞∑
m=1
m1−s+p(A1−A2)amp, (13)
where A1 ∈ ( 1−sq , 1q ), A2 ∈ ( 1−sp , 1p ) for s  2 and A1 ∈ [− 1q , 1q ), A2 ∈ [− 1p , 1p ) for s > 2. The
constant L in the inequalities (12) and (13) is defined by the formula
L = [B(1 − A2p, s − 1 + A2p)] 1p [B(1 − A1q, s − 1 + A1q)] 1q .
Proof. By using Hölder’s inequality and the function ωs,α1,α2 defined by (10) we have
∞∑
m=1
∞∑
n=1
ambn
(m + n)s =
∞∑
m=1
∞∑
n=1
1
(m + n)s ·
amm
A1
nA2
· bnn
A2
mA1

[ ∞∑
m=1
∞∑
n=1
am
p
(m + n)s ·
mpA1
npA2
] 1
p
[ ∞∑
m=1
∞∑
n=1
bn
q
(m + n)s ·
nqA2
mqA1
] 1
q
=
[ ∞∑
m=1
am
pωs,pA1,pA2(m)
] 1
p
[ ∞∑
n=1
bn
qωs,qA2,qA1(n)
] 1
q
.
Now, the inequality (12) follows from Lemma 2.
Second inequality (13) and the equivalence of the inequalities (12) and (13) is shown in the
same way as in the paper [3] (see Theorem 5). 
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parameters A1 and A2. We can also obtain the best possible constants for previous extension of
Hilbert’s inequality.
Theorem 2. If pA2 + qA1 = 2 − s, then the constant L in Theorem 1 is the best possible.
Proof. It is obvious that if pA2 +qA1 = 2− s then L = B(1−pA2,pA2 + s −1). If we put the
sequences am = m−qA1−
ε
p and bn = n−pA2−
ε
q , ε > 0, in the inequality (12) then the right-hand
side of the inequality (12) becomes L∑∞n=1 n−1−ε . For above choice of sequences am and bn we
have
∞∑
m=1
∞∑
n=1
ambn
(m + n)s =
∞∑
n=1
n
−pA2− εq
( ∞∑
m=1
h(m)
)
, (14)
where h(t) = t−qA1−
ε
p
(n+t)s . Now we have
∞∫
0
h(t) dt = n1−s−qA1− εp B
(
1 − qA1 − ε
p
,qA1 + ε
p
+ s − 1
)
(15)
and
1∫
0
h(t) dt = n1−s−qA1− εp
1
n∫
0
x
−qA1− εp
(1 + x)s dx
< n
1−s−qA1− εp
1
n∫
0
x
−qA1− εp dx = n−s . (16)
Now, since
h′(t) = ns
(n + t)s+1tqA1+ εp +1
− s + qA1 +
ε
p
(n + t)s tqA1+ εp +1
,
by using (6), we obtain
∞∫
1
h′(t)1(t) dt > − ns12(n + 1)s+1 > −
s
12ns
. (17)
Finally, since
∞∑
m=1
h(m) =
∞∫
0
h(t) dt −
1∫
0
h(t) dt + 1
2
h(1) +
∞∫
1
h′(t)1(t) dt,
by using (15)–(17), we obtain the inequality
∞∑
h(m) > B(ε)n
1−s−qA1− εp − 1
ns
− s
12ns
, (18)m=1
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side of the inequality (12) we have
∞∑
m=1
∞∑
n=1
ambn
(m + n)s > B(ε)
∞∑
n=1
1
n1+ε
−
(
1 + s
12
) ∞∑
n=1
1
n
s+pA2+ εq
. (19)
Now, let us suppose that there exists the constant C, 0 < C < B(ε), for which the inequality (12)
holds. For above choice of sequences am and bn we have
∞∑
m=1
∞∑
n=1
ambn
(m + n)s < C
∞∑
n=1
1
n1+ε
,
and by using the estimate (19), we obtain the inequality
[
B(ε) − C] ∞∑
n=1
1
n1+ε
<
(
1 + s
12
) ∞∑
n=1
1
n
s+pA2+ εq
.
Obviously, letting ε → 0 we obtain a contradiction. So the constant L, in the inequality (12), is
the best possible. Since the inequalities (12) and (13) are equivalent, the constant L is also the
best possible in the equivalent inequality (13). 
4. Some applications
In this section we shall consider some special cases of Theorem 1. First, if we put A1 = A2 =
2−s
pq
in theorem, we obtain the extension of Theorem A from the introduction:
Corollary 1. If {an} and {bn} are non-negative real sequences, not equal to zero, 1p + 1q = 1
with p > 1, and 2 − min{p,q} < s  2 + min{p,q}, then the following inequalities hold and are
equivalent:
∞∑
m=1
∞∑
n=1
ambn
(m + n)s < L1
[ ∞∑
m=1
m1−samp
] 1
p
·
[ ∞∑
n=1
n1−sbnq
] 1
q
and
∞∑
n=1
n(s−1)(p−1)
[ ∞∑
m=1
am
(m + n)s
]p
< L1
p
∞∑
m=1
m1−samp,
where L1 = B(p+s−2p , q+s−2q ).
Clearly, by putting p = q = 2 in Corollary 1 we obtain Yang’s result (see [7,10]).
Note also that the inequalities from the Corollary 1 were also obtained by Yang (see Corol-
lary A), but with the condition 2 − min{p,q} < s  2 instead of 2 − min{p,q} < s  2 +
min{p,q}. Clearly, in Corollary 1 the larger interval for the parameter s is obtained.
Another generalization of Yang’s result can be obtained by putting A1 = 2−s2q and A2 = 2−s2p
in Theorem 1. We obtain next:
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1
p
+ 1
q
= 1, p > 1, then the following inequalities hold and are equivalent:
∞∑
m=1
∞∑
n=1
ambn
(m + n)s < L2
[ ∞∑
m=1
m−
ps
2 +p−1amp
] 1
p
[ ∞∑
n=1
n−
qs
2 +q−1bnq
] 1
q
(20)
and
∞∑
n=1
n
ps
2 −1
[ ∞∑
m=1
am
(m + n)s
]p
< L2
p
∞∑
m=1
m−
ps
2 +p−1amp, (21)
where L2 = B( s2 , s2 ).
Again, for p = q = 2, the inequality (20) becomes (1) for p = q = 2. Note also that Corollar-
ies 1 and 2 are also extensions of our results from [3].
Further, it is obvious that the parameters A1 and A2 from Corollaries 1 and 2 satisfy the
condition pA2 + qA1 = 2 − s. So the constants L1 = B(p+s−2p , q+s−2q ) and L2 = B( s2 , s2 ) in the
previous two corollaries are the best possible.
5. Non-conjugate parameters
The results from the previous sections can be extended to the case of non-conjugate parame-
ters. Here we consider the inequalities of the same type as in Section 3 but where 1
p
+ 1
q
 1.
Henceforth we will use p′ and q ′ for the respective conjugates of p and q . The earliest investiga-
tion of this type seems to be Theorem 340 of Hardy, Littlewood and Pólya (see [2]). In discrete
form that theorem is
Theorem 3. If {an} and {bn} are non-negative real sequences, not equal to zero, 1p + 1q  1,
p > 1, q > 1, and λ = 1
p′ + 1q ′ then the following inequality holds
∞∑
m=1
∞∑
n=1
ambn
(m + n)λ < C
( ∞∑
m=1
am
p
) 1
p
( ∞∑
n=1
bn
q
) 1
q
,
where the constant C depends on p and q only.
Hardy, Littlewood and Pólya did not give a specific value for the constant C. An alternative
proof by Levin [6] established that C = Bλ( 1
λp′ ,
1
λq ′ ) suffices but the paper did not decide whether
this was the best possible constant. This question remains open.
In 1951, F.F. Bonsall also investigated the inequalities with non-conjugate parameters and also
obtained some generalizations for homogeneous functions (see [1]). All the mentioned authors
used the idea of reducing the case of two non-conjugate parameters to the case of three conjugate
parameters. We shall use that idea in the following theorem:
Theorem 4. Let {an} and {bn} be non-negative real sequences, not equal to zero, 0 < s  14 and
1
p
+ 1
q
 1, with p > 1 and q > 1. If p′ and q ′ denote the respective conjugates of p and q , then
the following inequalities hold and are equivalent:
M. Krnic´, J. Pecˇaric´ / J. Math. Anal. Appl. 324 (2006) 150–160 159∞∑
m=1
∞∑
n=1
ambn
(m + n)λs
< L˜
[ ∞∑
m=1
m
p
q′ (1−s)+p(A1−A2)amp
] 1
p
·
[ ∞∑
n=1
n
q
p′ (1−s)+q(A2−A1)bnq
] 1
q
(22)
and { ∞∑
n=1
n
q ′(A1−A2)+ q
′
p′ (s−1)
[ ∞∑
m=1
am
(m + n)λs
]q ′} 1
q′
< L˜
[ ∞∑
m=1
m
p
q′ (1−s)+p(A1−A2)amp
] 1
p
, (23)
where A1 ∈ ( 1−sp′ , 1p′ ), A2 ∈ ( 1−sq ′ , 1q ′ ) for s  2 and A1 ∈ [− 1p′ , 1p′ ), A2 ∈ [− 1q ′ , 1q ′ ) for s > 2.
The constant L˜ in the inequalities (22) and (23) is defined by formula
L˜ = [B(1 − A2q ′, s − 1 + A2q ′)] 1q′ [B(1 − A1p′, s − 1 + A1p′)] 1p′ .
Proof. The left-hand side of the inequality (22) can be expressed in the following form:
∞∑
m=1
∞∑
n=1
ambn
(m + n)λs
=
∞∑
m=1
∞∑
n=1
[
1
(m + n)λs
mpA1
nq
′A2
Fp−q ′(m)amp
] 1
q′
×
[
1
(m + n)λs
nqA2
mp
′A1
Gq−p′(n)bnq
] 1
p′ [
mpA1Fp(m)nqA2Gq(n)am
pbn
q
]1−λ
,
where the functions F and G are defined by F(m) = [∑∞n=1(m + n)−λsn−q ′A2] 1q′ and G(n) =
[∑∞m=1(m + n)−λsm−p′A1 ] 1p′ . Now, by applying Hölder’s inequality with conjugate parameters
p′, q ′ and 11−λ (
1
p′ + 1q ′ + 1 − λ = 1), to the previous equality we obtain the inequality
∞∑
m=1
∞∑
n=1
ambn
(m + n)λs <
[ ∞∑
m=1
(
ωs,q ′A1,q ′A2(m)
) p
q′ am
p
] 1
p
[ ∞∑
n=1
(
ωs,p′A2,p′A1(n)
) q
p′ bn
q
] 1
q
,
where the weight function ω is defined by (10). Now, the first inequality follows from Lemma 2.
It remains to prove the inequality (23) and the equivalence of the inequalities (22) and (23). If
we put the sequence
bn = nq
′(A1−A2)+ q
′
p′ (s−1)
[ ∞∑
m=1
am
(m + n)λs
] q′
q
in the inequality (22) we easily obtain the inequality (23). Otherwise, let us suppose that the
inequality (23) is valid. By using Hölder’s inequality with conjugate parameters q and q ′, we
have
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m=1
∞∑
n=1
ambn
(m + n)λs
=
∞∑
n=1
[
n
−(A1−A2)− 1p′ (s−1)bn
][
n
(A1−A2)+ 1p′ (s−1)
∞∑
m=1
am
(m + n)λs
]

[ ∞∑
n=1
n
q
p′ (1−s)+q(A2−A1)bnq
] 1
q
{ ∞∑
n=1
n
q ′(A1−A2)+ q
′
p′ (s−1)
[ ∞∑
m=1
am
(m + n)λs
]q ′} 1
q′
,
and the result follows from the inequality (23). So the inequalities (22) and (23) are equivalent
which completes the proof. 
Obviously, Theorem 4 is the generalization of Theorem 1. Namely, if 1
p
+ 1
q
= 1, then the
inequalities (22) and (23) become respectively the inequalities (12) and (13).
Similarly, for certain choices of parameters A1 and A2 we obtain the generalizations of Corol-
laries 1 and 2.
If we put A1 = A2 = 2−sp′q ′ in Theorem 4 we obtain the generalization of Corollary 1. Then, the
constant L˜ becomes
L˜ = B
(
p′ + s − 2
p′
,
(p′ − 1)s − p′ + 2
p′
) 1
q′
B
(
q ′ + s − 2
q ′
,
(q ′ − 1)s − q ′ + 2
q ′
) 1
p′
,
and the following constraint must be satisfied:
2 − min
{
p′, q ′, p
′
p′ − 1 ,
q ′
q ′ − 1
}
< s < 2 + min{p′, q ′}.
On the other hand, by choosing A1 = 2−s2p′ and A2 = 2−s2q ′ , one obtains generalization of Corol-
lary 2. In that case the constant L˜ is
L˜ = B
(
s
2
,
s
2
)λ
,
where 0 < s  4.
As we already mentioned, we do not know, whether the constants in previous two cases are
the best possible. That question remains open.
References
[1] F.F. Bonsall, Inequalities with non-conjugate parameters, Quart. J. Math. Oxford (2) 2 (1951) 135–150.
[2] G.H. Hardy, J.E. Littlewood, G. Pólya, Inequalities, Cambridge Univ. Press, Cambridge, 1952.
[3] M. Krnic´, J. Pecˇaric´, Hilbert’s inequalities and their reverses, Publ. Math. Debrecen 67 (3–4) (2005) 315–331.
[4] M. Krnic´, G. Mingzhe, J. Pecˇaric´, G. Xuemei, On the best constant in Hilbert’s inequality, Math. Inequal. Appl. 8 (2)
(2005) 317–330.
[5] V.I. Krylov, Approximate Calculation of Integrals, Macmillan, New York, 1962.
[6] V. Levin, On the two parameter extension and analogue of Hilbert’s inequality, J. London Math. Soc. 11 (1936)
119–124.
[7] B. Yang, On a generalization of Hilbert double series theorem, J. Nanjing Univ. Math. Biquarterly 18 (1) (2001)
145–152.
[8] B. Yang, On an extension of Hardy–Hilberts integral inequality, Chinese Ann. Math. Ser. A 23 (2) (2002).
[9] B. Yang, On generalizations of Hardy–Hilberts inequality and its equivalent form, J. Math. (2002).
[10] B. Yang, T.M. Rassias, On the way of weight coefficient and research for the Hilbert type inequalities, Math. Inequal.
Appl. 6 (4) (2003) 625–658.
