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LAGRANGIAN FIBERS OF GELFAND-CETLIN SYSTEMS
YUNHYUNG CHO, YOOSIK KIM, AND YONG-GEUN OH
ABSTRACT. Motivated by the study of Nishinou-Nohara-Ueda on the Floer thoery of Gelfand-Cetlin systems over com-
plex partial flag manifolds, we provide a complete description of the topology of Gelfand-Cetlin fibers. We prove that all
fibers are smooth isotropic submanifolds and give a complete description of the fiber to be Lagrangian in terms of combi-
natorics of Gelfand-Cetlin polytope. Then we study (non-)displaceability of Lagrangian fibers. After a few combinatorial
and numercal tests for the displaceability, using the bulk-deformation of Floer cohomology by Schubert cycles, we prove
that every full flag manifold F(n) (n ≥ 3) with a monotone Kirillov-Kostant-Souriau symplectic form carries a contin-
uum of non-displaceable Lagrangian tori which degenerates to a non-torus fiber in the Hausdorff limit. In particular, the
Lagrangian S3-fiber in F(3) is non-displaceable the question of which was raised by Nohara-Ueda who computed its
Floer cohomology to be vanishing.
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1. INTRODUCTION
A partial flag manifold GL(n,C)/P can be defined as the orbitOλ of the diagonal matrix whose diagonal entries
are given by a decreasing sequence λ of integers under the conjugate U(n)-action. It comes with a U(n)-invariant
Ka¨hler form (unique up to scaling), so-called a Kirillov-Kostant-Souriau symplectic form. Guillemin-Sternberg
[GS2] constructed a completely integrable system on Oλ respecting the circle actions arising from the Cartan sub-
groups of connected closed subgroups that form a nested sequence of U(n). They named it a Gelfand-Cetlin system
(GC system for short) as the torus actions was used by Gelfand-Cetlin [GC] to decompose the space of holomor-
phic sections of the U(n)-equivariant line bundle corresponding to λ, which is the irreducible representation of the
highest weight λ by the Borel-Weil theorem. GC systems are of main interest in this article.
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A projective variety admitting a toric degeneration can be studied through the toric variety located at the center.
Partial flag manifolds are known to have toric degenerations by works of Gonciulea-Lakshmibai [GL], Caldero [Ca]
and Kogan-Miller [KoM]. They have been versatile tools to study algebraic and symplectic geometry of partial
flag manifolds for understanding Schubert varieties, studying mirror symmetry, constructing integrable systems,
estimating Gromov width, etc by taking advantage of combinatorial obejcts associated with the toric varieties.
At the level of completely integrable systems, Nishinou-Nohara-Ueda [NNU1] constructed a toric degeneration
of a GC system to a toric moment map. They computed (deformed) Floer cohomology of torus fibers. En route,
they constructed a Landau-Ginzburg mirror by classifying holomorphic discs of Maslov index two bounded by a
torus fiber on a partial flag manifold. It can be thought as Floer theoretical realization of Landau-Ginzburg models
appearing in the context of closed mirror symmetry [EHX, Gi, BCKV].
Just like the toric cases, the image of any GC system is a polytope and the fiber over any point in its interior
is a Lagrangian torus. However, contrary to the toric cases, the action of the big torus does not extend to a partial
flag variety, which is reflected to an appearance of non-torus Lagrangian fibers. For the purpose of homological
mirror symmetry, those Lagrangians cannot be ignored since a certain non-toric Lagrangian is indeed a non-zero
object over the Novikov ring over the field of complex numbers according to the work of Nohara-Ueda [NU2].
This feature contrasts with the toric cases where a certain collection of Lagrangian toric fibers together with defor-
mation data can split-generate the Fukaya category of a toric manifold investigated by the third named author with
Abouzaid, Fukaya, Ohta, and Ono [AFOOO]. It is also responsible for the fact that the number of critical points
of the superpotential is sometimes strictly less than the sum of betti numbers of the ambient variety. By the work
of Nohara-Ueda [NU1] and Harada-Kaveh [HaK], one can produce completely integrable systems on a partial flag
manifold coming from various toric degenerations, but one still misses critical points having some critical values if
toric fibers are only considered. Therefore, non-toric fibers or their (quasi-)equivalent objects should be taken into
consideration to do mirror symmetry, which motivates us to classify non-toric Lagrangian fibers in this paper.
Besides the aspect of the Fukaya category of partial flag manifolds, the process revealing the topology of fibers
is itself interesting as it involves combinatorics of ladder diagrams and tableaux. In representation theory and
Schubert calculus, Young diagrams and tableaux are very effective combinatorial tools to study crystal graphs for
representations of quantum groups and the product structure on Schubert cocycles for instance, see [HoK, Ful]. In
this paper, we device a combinatorial procedure on ladder diagrams and tableaux, which are analogues to Young
diagrams and tableaux, in order to understand the topology of GC fibers and symplectic geometry of partial flag
manifolds. The first named author with An and Kim [ACK] found an order-preserving one-to-one correspondence
between the faces of a GC polytope and certain subgraphs of the ladder diagram. By playing “3D-TETRIS® ” with
certain shapes of blocks on the subgraph corresponding to a face of a GC polytope, one can tell the topology of
fibers over the relative interior of the face and whether the fibers are Lagrangian or not. Those types of combinatorics
on a ladder diagram will be further developed in [CKO] to obtain topological and geometric data on partial flag
manifolds.
In the second part of the paper, based on the above detailed description of Lagrangian fibers, we test displaceabil-
ity and non-displaceability of Lagrangian fibers. In Nishinou-Nohara-Ueda [NNU1], they showed the Lagrangian
torus fiber at the center of a GC polytope is non-displaceable. Other than toric fibers, there are not many things to be
known about non-displaceability of non-toric fibers. As far as the authors know, the only known non-displaceable
non-toric GC fibers are in some limited cases of Grassmannians such as the monotone U(2)-fiber in Gr(2, 4) in
Nohara-Ueda [NU2] and the monotone U(n)-fiber in Gr(n, 2n) in Evans-Lekili [EL2]. In this article, we deal with
the case of complete flag manifolds F(n) for n ≥ 3 equipped with a monotone Kirillov-Kostant-Souriau symplec-
tic form. We detect several non-displaceable non-toric Lagrangian GC fibers diffeomorphic to U(m)×T s. For this
purpose, we consider line segments connecting the center of the polytope and the centers of certain faces having
Lagrangian fibers. Using Lagrangian Floer theory deformed by ambient cycles developed by the third named author
with Fukaya, Ohta and Ono [FOOO1], every toric fiber over the line segments is shown to be non-displaceable.
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More specifically, for deformation we employ Schubert cycles, which degenerate into unions of toric subvari-
eties corresponding to facets of a moment polytope according to Kogan, Kogan-Miller [Ko, KoM]. Then, non-
displaceability follows because non-toric fibers are realized as the Hausdorff limit of non-displaceable toric fibers.
In the particular case for F(3), we completely classify the non-displaceable GC fibers, answering questions of
Nohara-Ueda [NU2] and Pabiniak [Pa].
We hope that our detailed description of the geometry of Lagrangian fibers will have similar effect on the Floer
theory and homological mirror symmetry to that of Cho and the third named author’s article [CO], especially as the
testing ground of homological mirror symmetry for the non-toric Fano manifolds. For instance, it is expected to be
used to recover Rietsch’s Landau-Ginzburg mirror [Ri] that is preferred in the aspect of closed mirror symmetry. It
consists of a partial compactification of an algebraic torus together with a holomorphic function on it. Smoothing
faces containing a face admitting Lagrangians leads to a Lagrangian torus fibration with singular fibers. By gluing
formal deformation spaces of immersed Lagrangians and Lagrangian tori in the scheme of Cho-Hong-Lau [CHL],
one can recover the mirror and then the category of matrix factorizations should serve as the mirror of the Fukaya
category of partial flag manifolds. It will be invesigated by the second named author with Hong and Lau.
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funded by the Korea government (MSIP; Ministry of Science, ICT & Future Planning) (NRF-2017R1C1B5018168).
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the second named author were affiliated to IBS-CGP and supported by IBS-R003-D1. The second named author
would like to thank Cheol-Hyun Cho, Hansol Hong, Siu-Cheong Lau for explaining their upcoming work, Yuichi
Nohara for explaining work with Ueda, and Byung Hee An, Morimichi Kawasaki and Fumihiko Sanda for helpful
comments.
Part 1. The topology of Gelfand-Cetlin fibers
2. INTRODUCTION TO PART 1.
A partial flag manifold arises as the orbitOλ of an element λ in the dual Lie algebra of u(n) under the co-adjoint
action of the unitary group U(n) equipped with a U(n)-invariant Ka¨hler form ωλ (unique up to scaling), so-called
a Kirillov-Kostant-Souriau symplectic form (KKS form for short). On a co-adjoint orbit, Guillemin and Sternberg
[GS2] built a completely integrable system
Φλ : (Oλ, ωλ)→ RdimCOλ ,
which is called a Gelfand-Cetlin system, or a GC system. The image ofOλ under Φλ is a polytope, denoted by ∆λ.
We call it a Gelfand-Cetlin polytope, abbreviated as a GC polytope.
The first part of this article studies the topology of the fibers of a GC system. By the celebrated Arnold-Liouville
theorem, the fiber over any interior point is a Lagrangian torus. Moreover, the fiber over each point not in the
interior of any GC polytope turns out to be a smooth isotropic manifold, see Theorem A. It is notable because there
is almost no control on the fiber over a non-regular value of a general completely integrable system. Furthermore, a
GC fiber not in the interior can be Lagrangian, which shows one marked difference between GC systems and toric
moment maps (on toric manifolds). Table 1 summarizes similarities and differences between them.
Gelfand-Cetlin fiber Toric moment fiber
over any point isotropic submanifold
over any interior point Lagrangian torus
over any point in the relative
interior of a k-dim face
pi1(fiber) = Zk, pi2(fiber) = 0
not necessarily torus k-dimensional torus
can be Lagrangian can not be Lagrangian
TABLE 1. Features of Gefand-Cetlin fibers and toric fibers
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To show the above, we will describe each GC fiber as the total space of the iterated bundle constructed by playing
a game with various “LEGO® blocks”. A game manual will be provided in Section 5 and 6. The first main result
of the article, obtained from the game, is stated as follows.
Theorem A (Theorem 5.12). Let Φλ be the Gelfand-Cetlin system on the co-adjoint orbit (Oλ, ωλ) for λ ∈ u(n)∗
and let ∆λ be the corresponding Gelfand-Cetlin polytope. For any point u ∈ ∆λ, the fiber Φ−1λ (u) is an isotropic
submanifold of (Oλ, ωλ) and is the total space of an iterated bundle
Φ−1λ (u) = En−1
pn−1−→ En−2 pn−2−→ · · · p2−→ E1 p1−→ E0 = point
such that the fiber at each stage is either a point or a product of odd dimensional spheres. Two fibers Φ−1λ (u1) and
Φ−1λ (u2) are diffeomorphic if two points u1 and u2 are contained in the relative interior of the same face.
A GC system Φλ is known to admit a toric degeneration from Φλ to a toric integrable system Φ on a toric
variety. On the toric degeneration of algebraic varieties in stages constructed by Kogan and Miller [KoM], Nishinou,
Nohara and Ueda constructed the degeneration (see Section 7) of the GC system Φλ into the moment map Φ of
the (singular) projective toric variety Xλ associated with ∆λ using Ruan’s technique [Ru] of gradient-Hamiltonian
flows, see Theorem 1.2 in [NNU1]. Then, we obtain the following commutative diagram
(2.1) (Oλ, ωλ)
Φλ $$
φ // (Xλ, ω)
Φ{{
∆λ
where φ is a continuous map fromOλ ontoXλ. Moreover, the map φ induces a symplectomorphism from Φ−1λ (∆˚λ)
to Φ−1(∆˚λ) where ∆˚λ is the interior of ∆λ. As a consequence, one can see that each fiber located at ∆˚λ is a
Lagrangian torus.
According to the work of Batyrev, Ciocan-Fontanine, Kim, and Van Straten [BCKV], this degeneration process
given by the map φ in (2.1) can be interpreted as a smoothing of conifold staratum, which is (a half of) a conifold
transition. Namely, through the map φ, a partial flag manifold is deformed into a singular toric variety having coni-
fold strata. The following theorem indeed visualizes how each GC fiber degenerates into a toric fiber. Specifically,
through φ, every odd-dimensional sphere of dimension > 1 appeared in each stage of the iterated bundle {E•}
simultaneously contracts to a point and each S1-factor persists.
Theorem B (Theorem 7.9). Let u be a point lying on the relative interior of an r-dimensional face. Then every
S1-factor appeared in any stage of the iterated bundle given in Theorem A comes out as a trivial factor so that
Φ−1λ (u) ∼= T r ×B(u)
where B(u) is the iterated bundle obtained from the original bundle by removing all S1-factors. Moreover, the map
φ : Φ−1λ (u)→ Φ−1(u) is nothing but the projection T r ×B(u)→ T r on the first factor.
Because of Theorem A, other fibers located in the interior of a face f of ∆λ are all Lagrangian as soon as the
fiber of one single point at the interior of f is Lagrangian. In this sense, it is reasonable to call such a face f a
Lagrangian face. Since every fiber is isotropic again by Theorem A, in order to show that a face f is Lagrangian,
it suffices to check that the dimension of the fiber over a point in the interior of f is exactly the half of the real
dimension of Oλ. We will classify all Lagrangian faces of a GC polytope by providing a refined combinatorial
procedure testing whether a face is Lagrangian or not, see Corollary 5.23.
The remaing parts of Part I is organized as follows. In Section 3, we review a construction and properties of
GC systems. Section 4 discusses the face structure of a GC polytope in terms of certain graphs of the ladder
diagram associated with the polytope. Section 5 is devoted to introduce combinatorics that will be used to describe
the GC fibers and classify all Lagrangian faces. In Section 6, we provide the proof of Theorem A by relating
the combinatorics on ladder diagrams to the topology of fibers. Finally, the proof of Theorem B will be given in
Section 7.
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3. GELFAND-CETLIN SYSTEMS
In this section, we briefly overview Gelfand-Cetlin systems on partial flag manifolds.
For a positive integer r ∈ N, let n0, n1, · · · , nr, nr+1 be a finite sequence of non-negative integers such that
(3.1) 0 = n0 < n1 < n2 < · · · < nr < nr+1 = n.
The partial flag manifold F(n1, · · · , nr;n) is the space of nested sequences of complex vector subspaces whose
dimensions are n1, · · · , nr, respectively. That is,
F(n1, · · · , nr;n) = {V• := 0 ⊂ V1 ⊂ · · · ⊂ Vr ⊂ Cn | dimC Vi = ni for i = 1, · · · , r}.
An element V• of F(n1, · · · , nr;n) is called a flag.
Note that the linear U(n)-action on Cn induces a transitive U(n)-action on F(n1, · · · , nr;n) and each flag has
an isotropy subgroup isomorphic to U(k1)× · · · × U(kr+1) where
(3.2) ki = ni − ni−1
for i = 1, · · · , r + 1. Thus, F(n1, · · · , nr;n) is a homogeneous space diffeomorphic to U(n)/(U(k1) × · · · ×
U(kr+1)). In particular, we have
(3.3) dimR F(n1, · · · , nr;n) = n2 −
r+1∑
i=1
k2i .
For notational simplicity, we denote by F(n) the complete flag manifold F(1, 2, · · · , n− 1;n).
3.1. Description of F(n1, · · · , nr;n) as a co-adjoint orbit of U(n).
Consider the conjugate action of U(n) on itself. The action fixes the identity matrix In ∈ U(n), which induces
the U(n)-action, called the adjoint action and denoted by Ad, on the Lie algebra u(n) := TInU(n). Note that u(n)
is the set of (n× n) skew-hermitian matrices
u(n) = {A ∈Mn(C) | A∗ = −A}, A∗ = At
and the adjoint action can be written as
Ad : U(n)× u(n) → u(n)
(M,A) 7→ MAM∗.
The co-adjoint action Ad∗ of U(n) is the action on the dual Lie algebra u(n)∗ induced by Ad, explicitly given by
Ad∗ : U(n)× u(n)∗ → u(n)∗
(M,X) 7→ XM
where XM ∈ u(n)∗ is defined by XM (A) = X(M∗AM) for every A ∈ u(n).
Proposition 3.1 (p.51 in [Au]). Let Hn = iu(n) ⊂ Mn(C) be the set of (n × n) hermitian matrices with the
conjugate U(n)-action. Then there is a U(n)-equivariant R-vector space isomorphism φ : Hn → u(n)∗.
Henceforth, we always think of the co-adjoint action of U(n) on u(n)∗ as the conjugate U(n)-action onHn. Let
λ = {λ1, · · · , λn} be a non-increasing sequence of real numbers such that
(3.4) λ1 = · · · = λn1 > λn1+1 = · · · = λn2 > · · · > λnr+1 = · · · = λnr+1(= λn)
and let Iλ = diag(λ1, · · · , λn) ∈ Hn be the diagonal matrix whose i-th diagonal entry is λi for i = 1, · · · , n. Then
the isotropy subgroup of Iλ is given by
U(k1) 0 · · · 0
0 U(k2) · · · 0
...
...
. . .
...
0 0 · · · U(kr+1)
 ⊂ U(n).
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If we denote by Oλ the U(n)-orbit of Iλ, then we have
Oλ ∼= U(n)/ (U(k1)× · · · × U(kr+1)) ,
which is diffeomorphic to F(n1, · · · , nr;n). We callOλ the co-adjoint orbit associated with eigenvalue pattern λ.
Remark 3.2. Any two similar matrices have the same eigenvalues with the same multiplicities and any hermitian
matrix is unitarily diagonalizable. Thus the co-adjoint orbit Oλ is the set of all hermitian matrices having the
eigenvalue pattern λ respecting the multiplicities.
3.2. Symplectic structure on a co-adjoint orbit Oλ.
For any compact Lie group G with the Lie algebra g and for any dual element λ ∈ g∗, there is a canonical
G-invariant symplectic form ωλ, called the Kirillov-Kostant-Souriau symplectic form (KKS form shortly), on the
orbit Oλ. Furthermore, Oλ admits a unique G-invariant Ka¨hler metric compatible with ωλ, and therefore (Oλ, ωλ)
forms a Ka¨hler manifold. We refer the reader to [Br, p.150] for more details.
The KKS form ωλ can be described more explicitly in the case where G = U(n) as below. For each h ∈ Hn,
we define a real-valued skew-symmetric bilinear form ω˜h on u(n) = iHn by
ω˜h(X,Y ) := tr(ih[X,Y ]) = tr(iY [X,h]), X, Y ∈ u(n).
The kernel of ω˜h is then
ker ω˜h = {X ∈ u(n) | [X,h] = 0}.
Since Oλ is a homogeneous U(n)-space, we may express each tangent space ThOλ at a point h ∈ Oλ as
ThOλ = {[X,h] ∈ ThHn = Hn | X ∈ u(n)}.
Then we get a non-degenerate two form ωλ on Oλ defined by
(ωλ)h ([X,h], [Y, h]) := ω˜h(X,Y ), h ∈ Oλ, X, Y ∈ u(n).
The closedness of ωλ then follows from the Jacobi identity on u(n), see [Au, p.52] for instance.
Remark 3.3. The diffeomorphism type of Oλ does not depend on the choice of λ but on k•’s. However, the sym-
plectic form ωλ depends on the choice of λ. For instance, two co-adjoint orbits Oλ and Oλ′ have k1 = k2 = 1
when λ = {1,−1} and λ′ = {1, 0} and both orbits are diffeomorphic to U(2)/ (U(1)× U(1)) ∼= P1. However,
the symplectic area of (Oλ, ωλ) and (Oλ′ , ωλ′) are one and two, respectively.
Any partial flag manifold is known to be a Fano manifold and hence it admits a monotone Ka¨hler form. The
following proposition gives a complete description of the monotonicity of ωλ.
Proposition 3.4 (p.653-654 in [NNU1]). The symplectic form ωλ on Oλ satisfies
c1(TOλ) = [ωλ]
if and only if
λ = (n− n1, · · ·︸ ︷︷ ︸
k1
, n− n1 − n2, · · ·︸ ︷︷ ︸
k2
, · · · , n− nr−1 − nr, · · ·︸ ︷︷ ︸
kr
,−nr, · · · ,−nr︸ ︷︷ ︸
kr+1
) + (m, · · · ,m︸ ︷︷ ︸
n
),
for some m ∈ R.
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3.3. Completely integrable system on Oλ.
We adorn a co-adjoint orbit (Oλ, ωλ) with a completely integrable system, called the Gelfand-Cetlin system. We
recall a standard definition of a completely integrable system.
Definition 3.5. A completely integrable system on a 2n-dimensional symplectic manifold (M,ω) is an n-tuple of
smooth functions
Φ := (Φ1, · · · ,Φn) : M → Rn
such that
(1) {Φi,Φj} = 0 for every 1 ≤ i, j ≤ n and
(2) dΦ1, · · · , dΦn are linearly independent on an open dense subset of M .
If Φ is a proper map, the Arnold-Liouville theorem states that for any regular value u ∈ Rn of Φ the preimage
Φ−1(u) is a Lagrangian torus. However, if u is a critical value, the fiber might not be a manifold in general.
Harada and Kaveh [HaK] proved that any smooth projective variety equips a completely integrable system
whenever it admits a flat toric degeneration. (See Section 7 for more details.) However, the terminology “completely
integrable system” used in [HaK] is a weakened version of Definition 3.5 in the following sense.
Definition 3.6. A (continuous) completely integrable system on a 2n-dimensional symplectic manifold (M,ω) is
a collection of n continuous functions
Φ := {Φ1, · · · ,Φn} : M → Rn
such that there exists an open dense subset U of M on which
(1) each Φi is smooth,
(2) {Φi,Φj} = 0 for every 1 ≤ i, j ≤ n, and
(3) dΦ1, · · · , dΦn are linearly independent.
For any co-adjoint orbit (Oλ, ωλ), Guillemin and Sternberg [GS2] constructed a completely integrable system
(in the sense of Definition 3.6)
Φλ : Oλ → RdimCOλ ,
called the Gelfand-Cetlin system on Oλ (GC system for short) with respect to the KKS symplectic form ωλ. The
GC system on Oλ is in general continuous but not smooth. From now on, a completely integrable system will be
meant to be a conitnuous completely integrable system in Definition 3.6 unless mentioned.
We briefly recall a construction of the GC system on Oλ as follows. (See also [NNU1, p.7-9].) Let n•’s and
k•’s be given in (3.1) and (3.2), respectively, and let λ be a non-increasing sequence satisfying (3.4). From (3.3), it
follows that
dimROλ = 2 dimCOλ = n2 −
r+1∑
i=1
k2i .
For any x ∈ Oλ ⊂ Hn, let x(k) be the (k × k) leading principal minor of x for each k = 1, · · · , n− 1. Since x(k)
is also a hermitian matrix, the eigenvalues are all real. Let
(3.5) I = {(i, j) | i, j ∈ N, i+ j ≤ n+ 1}
be an index set. We then define the real-valued function
Φi,jλ : Oλ → R, (i, j) ∈ I
where Φi,jλ (x) is assigned to be the i-th largest eigenvalue of x
(i+j−1). Note that the eigenvalues of x(k) are arranged
by
Φ1,kλ (x) ≥ Φ2,k−1λ (x) ≥ · · · ≥ Φk,1λ (x)
in the descending order. Collecting all Φi,jλ ’s for (i, j) ∈ I, we obtain Φλ.
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Definition 3.7. Let λ be given in (3.4). The Gelfand-Cetlin system Φλ associated with λ is defined by the collection
of real-valued functions
(3.6) Φλ :=
(
Φi,jλ
)
(i,j)∈I
: Oλ → R
n(n+1)
2 .
Remark 3.8. We label each component of Φλ by multi-index (i, j) ∈ I such that Φi,jλ corresponds to the lattice
point (i, j) ∈ Z2 in a ladder diagram in Definition 4.1. (See also Figure 9.) Notice that the labeling of components
of Φλ used in [NNU1] is different from ours.
Now, we consider the coordinate system of Rn(n+1)/2
(3.7)
{
(ui,j) ∈ Rn(n+1)/2 | (i, j) ∈ I
}
where each component ui,j records the values of Φ
i,j
λ . Fix x ∈ Oλ and let (ui,j)(i,j)∈I = Φλ(x), that is, ui,j =
Φi,jλ (x) for each (i, j) ∈ I. By the min-max principle, the components ui,j’s satisfy the following pattern:
(3.8)
λ1 λ2 λ3 · · · λn−1 λn
≥ ≥ ≥ ≥ ≥ ≥
u1,n−1 u2,n−2 un−1,1
≥ ≥ ≥
u1,n−2 un−2,1
≥ ≥
· · · · · ·
≥ ≥
u1,1
Note that each Φj,n+1−jλ assigns the j-th largest eigenvalue of x
(n) = x, and therefore Φj,n+1−jλ (x) = λj for
every x ∈ Oλ and j = 1, · · · , n. Furthermore, by our assumption (3.4), we have λni−1+1 = · · · = λni for every
i = 1, · · · , r + 1. Then it is an immediate consequence of (3.8) that for all j = ni−1 + 1, · · · , ni − 1 and each
k = j, · · · , ni − 1, we have
Φj,n+1−kλ (x) = λni
for all x ∈ Oλ. Thus, there are exactly 12 (n2 −
∑r+1
i=1 k
2
i ) non-constant functions among {Φj,kλ }(j,k)∈I on Oλ. Let
(3.9) Iλ := {(i, j) ∈ I | Φi,jλ is not a constant function on Oλ}.
Collecting all non-constant components of Φλ, we rename
(3.10) Φλ =
(
Φi,jλ
)
(i,j)∈Iλ
: Oλ → R|Iλ|, |Iλ| = dimCOλ = 1
2
(n2 −
r+1∑
i=1
k2i )
as the Gelfand-Cetlin system. By abuse of notation, the collection is still denoted by Φλ. Guillemin and Sternberg
[GS2] prove that Φλ satisfies all properties given in Definition 3.6, and hence it is a completely integrable system
on Oλ 1. We will not distinguish two notations (3.6) and (3.10) unless any confusion arises.
Definition 3.9. The Gelfand-Cetlin polytope2 ∆λ is the collection of points (ui,j) satisfying (3.8). A Gefland-Cetlin
polytope will be abbreviated to a GC polytope for simplicity.
Indeed, we have another description of a GC polytope.
Proposition 3.10 ([GS2]). The Gelfand-Cetlin polytope ∆λ coincides with the image of Oλ under Φλ.
1In general, the Gelfand-Cetlin system is never smooth on the whole spaceOλ unlessOλ is a projective space.
2It is straightforward to see that ∆λ is a convex polytope, since ∆λ is the intersection of half-spaces defined by inequalities in (3.8).
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3.4. Smoothness of Φλ.
Let λ be given in (3.4) and let Φλ be the GC system on (Oλ, ωλ). In general, Φλ is not smooth on the wholeOλ.
However, the following proposition due to Guillemin-Sternberg states that Φλ is smooth onOλ almost everywhere.
Proposition 3.11 (Proposition 5.3, p.113, and p.122 in [GS2]). For each (i, j) ∈ Iλ, the component Φi,jλ is smooth
at z ∈ Oλ if
(3.11) Φi+1,jλ (z) < Φ
i,j
λ (z) < Φ
i,j+1
λ (z).
In particular, Φλ is smooth on the open dense subset Φ−1λ (∆˚λ) ofOλ where ∆˚λ is the interior of ∆λ. Furthermore,
dΦi,jλ (z) 6= 0 for every point z satisfying (3.11).
One important remark is that a Hamiltonian trajectory of each Φi,jλ passing through a point z ∈ Oλ satisfying
(3.11) is periodic with integer period. Therefore, each Φi,jλ generates a Hamiltonian circle action on the subset of
Oλ on which Φi,jλ is smooth. See [GS2, Theorem 3.4 and Section 5] for more details.
4. LADDER DIAGRAM AND ITS FACE STRUCTURE
In order to visualize a GC polytope, it is convenient to employ an alternative description of its face structure in
terms of certain graphs in the ladder diagram provided by the first named author with An and Kim in [ACK]. The
goal of this section is to review the description of the face structure.
We begin by the definition of a ladder diagram. Let λ = {λ1, · · · , λn} be given in (3.4). Then λ uniquely
determines n•’s and k•’s in (3.1) and (3.2), respectively.
Definition 4.1 ([BCKV], [NNU1]). Let ΓZ2 ⊂ R2 be the square grid graph satisfying
(1) its vertex set is Z2 ⊂ R2 and
(2) each vertex (a, b) ∈ Z2 connects to exactly four vertices (a, b± 1) and (a± 1, b).
The ladder diagram Γ(n1, · · · , nr;n) is defined as the induced subgraph of ΓZ2 that is formed from the set
VΓ(n1,··· ,nr;n) of vertices given by
VΓ(n1,··· ,nr;n) :=
r⋃
j=0
{
(a, b) ∈ Z2 ∣∣ (a, b) ∈ [nj , nj+1]× [0, n− nj+1]} .
As λ determines n•’s, we simply denote Γ(n1, · · · , nr;n) by Γλ. We call Γλ the ladder diagram associated with
λ.
Γ(1, 2, 3) Γ(2, 3, 5)
FIGURE 1. Ladder diagrams Γ(1, 2; 3) and Γ(2, 3; 5).
We call the vertex of Γλ located at (0, 0) the origin. Also, we call v ∈ VΓ a top vertex if v is a farthest vertex
from the origin with respect to the taxicab metric. Equivalently, a vertex v = (a, b) ∈ VΓ is a top vertex if a+b = n.
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: top vertices
: origin
FIGURE 2. Top vertices for Γ(1, 2, 3, 4; 5) and Γ(2, 4; 6).
Definition 4.2 (Definition 2.2 in [BCKV]). A positive path on a ladder diagram Γλ is a shortest path from the
origin to some top vertex in Γλ.
Now, we define the face structure of Γλ as follows.
Definition 4.3 (Definition 1.5 in [ACK]). Let Γλ be a ladder diagram.
• A subgraph γ of Γλ is called a face of Γλ if
(1) γ contains all top vertices of Γλ,
(2) γ can be represented by a union of positive paths.
• For two faces γ and γ′ of Γλ, γ is said to be a face of γ′ if γ ⊂ γ′.
• The dimension of a face γ is defined by
dim γ := rankZ H1(γ;Z),
regarding γ as a 1-dimensional CW-complex. In other words, dim γ is the number of minimal cycles in γ.
It is straightforward from Definition 4.3 that for any two faces γ and γ′ of Γλ, γ ∪ γ′ is also a face of Γλ, which
is the smallest face containing γ and γ′.
We now characterize the face structure of the GC polytope ∆λ in terms of the face structure of the ladder diagram
Γλ.
Theorem 4.4 (Theorem 1.9 in [ACK]). For a sequence λ of real numbers given in (3.4), let Γλ be the ladder
diagram and ∆λ be the Gelfand-Cetlin polytope. Then there exists a bijective map
{ faces of Γλ} Ψ−→ { faces of ∆λ}
such that for faces γ and γ′ of Γλ
• (Order-preserving) γ ⊂ γ′ if and only if Ψ(γ) ⊂ Ψ(γ′),
• (Dimension) dim Ψ(γ) = dim γ.
Example 4.5. Let λ = {λ1, λ2, λ3} with λ1 > λ2 > λ3. The co-adjoint orbit (Oλ, ωλ) is diffeomorphic to the
complete flag manifold F(3). Let Γλ be the ladder diagram associated with λ as in Figure 3. Here, the blue dots
are top vertices and the purple dot is the origin of Γλ.
FIGURE 3. Ladder diagram Γλ.
The zero, one, two, and three-dimensional faces of Γλ are respectively listed in Figure 4, 5, 6, and 7. Here, vi
denotes a vertex for i ∈ {1, · · · , 7}, eij is the edge containing vi and vj , fI is the facet containing all vi’s for i ∈ I ,
and I1234567 is the three dimensional face, i.e., the whole Γλ.
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v1 v2 v3 v4 v5 v6 v7
FIGURE 4. The zero-dimensional faces of Γλ.
e12 e13 e14 e23 e26 e35
e37 e45 e46 e57 e67
FIGURE 5. The one-dimensional faces of Γλ.
f123 f1246 f1345 f357 f4567 f2367
FIGURE 6. The two-dimensional faces of Γλ.
I1234567
FIGURE 7. The three-dimensional face of Γλ.
The GC polytope ∆λ is given in Figure 8. (See Figure 5 in [Ko] or Figure 4 in [NNU1].) We can easily see
that the correspondence Ψ(vi) = wi of vertices naturally extends to the set of faces of Γλ, satisfying (1) and (2) in
Theorem 4.4.
w3
w6 w7
w5
w4w1
w2
FIGURE 8. The GC polytope ∆λ for λ = {λ1 > λ2 > λ3}.
For our convenience, we describe each point in ∆λ by using Γλ with a filling, putting each component ui,j of
the coordinate system (3.7) of R|I| = R
n(n+1)
2 into the unit box whose top-right vertex is (i, j) of Γλ. The GC
pattern (3.8) implies that {ui,j}(i,j)∈I is
(4.1)
(1) increasing along the columns of Γλ , and(2) decreasing along the rows of Γλ
allowing repetitions (cf. a Young tableau in [Ful]).
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Example 4.6. Let Oλ ' F(3) be the co-adjoint orbit from Example 4.5. Recall that the pattern (3.8) consists of
the following inequalities:
u1,2 ≥ u1,1, u1,1 ≥ u2,1, λ1 ≥ u1,2, u1,2 ≥ λ2, λ2 ≥ u2,1, u2,1 ≥ λ3.
The ladder diagram Γλ with a filling by variables ui,j’s is as in Figure 9.
u1,2
u1,1 u2,1
λ1
λ2
λ3
FIGURE 9. The ladder diagram Γλ with ui,j’s variables.
Now, we explain how the map Ψ in Theorem 4.4 is in general defined. For a given face γ of Γλ, consider γ with
a filling by the coordinate system {ui,j}. The image of γ under Ψ is the intersection of facets supported by the
hyperplanes that are given by equating two adjacent variables ui,j’s not divided by any positive paths.
Example 4.7. Suppose that λ = {4, 4, 3, 2, 1} and let γ be a face given as in Figure 10. Then, the corresponding
face Ψ(γ) in ∆λ is defined by
Ψ(γ) = ∆λ ∩ {u2,1 = u1,1} ∩ {u1,1 = u1,2} ∩ {u2,2 = u1,2} ∩ {u2,1 = u2,2} ∩ {u2,2 = u2,3} ∩ {u3,1 = 4}.
Γλ γ
u1,1 u1,2
4
4 4
3
2
1
4
4 4
3
2
1
u2,1 u2,2 u2,3
u3,1 u3,2
u1,3 u1,4
FIGURE 10. The bijection Ψ
5. CLASSIFICATION OF LAGRANGIAN FIBERS
Our first main theorem A, which will be proven in Section 6, states that every fiber of the GC system Φλ on a
co-adjoint orbit (Oλ, ωλ) is an isotropic submanifold and is the total space of certain iterated bundle
(5.1) En−1
pn−1−→ En−2 pn−2−→ · · · p2−→ E1 p1−→ E0 = point
such that the fiber at each stage is either a point or a product of odd dimensional spheres. In this section, we
provide a combinatorial way of “reading off” the topology of the fiber of each projection map pi from the ladder
diagram (Theorem 5.12). Furthermore, we classify all positions of Lagrangian fibers in the Gelfand-Cetlin polytope
(Corollary 5.23).
We first consider a 2n-dimensional compact symplectic toric manifold (M,ω) with a moment map Φ: M →
Rn. It is a smooth completely integrable system on M in the sense of Definition 3.5 and the Atiyah-Guillemin-
Sternberg convexity theorem [At, GS1] yields that the image ∆ := Φ(M) is an n-dimensional convex polytope.
It is well-known that for any k-dimensional face f of ∆ and a point u ∈ f˚ in its relative interior f˚ of f . the fiber
Φ−1(u) is a k-dimensional isotropic torus. In particular, a fiber Φ−1(u) is Lagrangian if and only if u ∈ ∆˚. .
In contrast, in the GC system case the preimage of a point in the inteior of a k-th dimensional face of the GC
polytope ∆λ might have the dimension greater than k as the torus action does not extend to the whole space. In
particular, Φλ might admit a Lagrangian fiber over a point not contained in the interior of ∆λ.
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Definition 5.1. We call a face f of ∆λ Lagrangian if it contains a point u in its relative interior f˚ such that the
fiber Φ−1λ (u) is Lagrangian. Also, we call a face γ of Γλ Lagrangian if the corresponding face fγ := Ψ(γ) of ∆λ
is Lagrangian where Ψ is given in Theorem 4.4.
Remark 5.2. We will see later that if u and u′ are contained in the relative interior of a same face of ∆λ, then
Φ−1λ (u) and Φ
−1
λ (u
′) are diffeomorphic. In particular if f is a Lagrangian face of ∆λ, then every fiber over any
point in f˚ is Lagrangian, see Corollary 5.23.
Example 5.3 ([Ko, NNU1]). For a complete flag manifold F(3) ' Oλ of complex dimension three from Exam-
ple 4.5, the fiber Φ−1λ (w3) is a Lagrangian submanifold diffeomorphic to S
3 where the vertex w3 is in Figure 8.
See Example 3.8 in [NNU1].
From now on, we tacitly identify faces of the ladder diagram Γλ with faces of the Gelfand-Cetlin polytope ∆λ
via the map Ψ in Theorem 4.4. For example, “a point r in a face γ” of Γλ means a point r in the face Ψ(γ) = fγ
of ∆λ.
5.1. W -shaped blocks and M -shaped blocks.
For each (a, b) ∈ Z2, let (a,b) be the simple closed region bounded by the unit square in R2 whose vertices are
lattice points in Z2 and the top-right vertex is (a, b). The region (a,b) is simply said to be the box at (a, b).
Definition 5.4. For each integer k ≥ 1, a k-th W -shaped block denoted by Wk, or simply a Wk-block, is defined
by
Wk :=
⋃
(a,b)
(a,b)
where the union is taken over all (a, b)’s in (Z≥1)2 such that k + 1 ≤ a + b ≤ k + 2. A lattice point closest from
the origin (with respect to the taxicab metric) in the Wk-block is called a bottom vertex.
The following figures illustrate W1, W2, and W3 where the red dots in each figure indicate the vertices over
which the union is taken in Definition 5.4. The purple dots are bottom vertices of each W -blocks.
W1 W2 W3
FIGURE 11. W -shaped blocks
For a given diagram Γλ, the set of edges of each face γ divides Wk into several pieces of simple closed regions.
Definition 5.5. For the Wk-block and a face γ of Γλ, we denote by Wk(γ) the Wk-block with ‘walls’, where a
wall is an edge of γ lying on the interior of the Wk-block.
Example 5.6. In Example 4.5, we consider the vertex v3 of Γλ in Figure 4. There are no edges of v3 inside W1
and hence W1(v3) = W1 with no walls. The W2-block is divided by v3 into three pieces of simple closed regions
so that W2(v3) is W2 with two walls indicated with red line segments in Figure 12.
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W1
W2
W1(v3)
W2(v3)
FIGURE 12. Wi(v3)-blocks
Next, we introduce the notion of M -shaped blocks.
Definition 5.7. For each positive integer k ≥ 1, a k-th M -shaped block denoted by Mk, or simply an Mk-block, is
defined, up to translation in R2, by
Mk :=
⋃
(a,b)
(a,b)
where the union is taken over all (a, b)’s in (Z≥1)2 such that
• k + 1 ≤ a+ b ≤ k + 2,
• (a, b) 6= (k + 1, 1), and
• (a, b) 6= (1, k + 1).
M1 M2 M3
FIGURE 13. M -shaped blocks.
Remark 5.8. Note that Mk can be obtained from Wk by deleting two boxes (k+1,1) and (1,k+1). The reader
should keep in mind that each W -shaped block Wk is located at the specific position, but Mk is not since it is
defined up to translation in R2.
For each divided simple closed region D in Wk(γ), we assign a topological space to Sk(D) by the following
rule :
Sk(D) =
S2`−1 if D is the M`-block and D contains at least one bottom vertex of the Wk-block,point otherwise.
We then put
(5.2) Sk(γ) :=
∏
D⊂Wk(γ)
Sk(D)
where the product is taken over all simple closed regions in Wk(γ) distinguished by walls coming from edges of γ.
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Example 5.9. Again, consider the vertex v3 of Γλ in Example 5.6. Note that S1(v3) = pt since W1(v3) consists of
one simple closed region W1 which is not an M -shaped block. In contrast, W2(v3) consists of three simple closed
regions D1, D2, and D3 as in the figure below. (See also Figure 12.) Even if D1 and D3 are M1-blocks, they do
not contain any bottom vertices so that S2(D1) = point and S2(D3) = point. Observe that D2 is an M2-block
containing a bottom vertex of W2. Therefore, we have
S2(v3) = S2(D1)× S2(D2)× S2(D3) ∼= S3.
For k > 2, Wk(v3) has no walls and hence Wk(v3) consists of one simple closed region Wk which is never an
M -shaped block. Thus Sk(v3) = point for every positive integer k > 2.
D1
D2
D3
W2(v3)
Example 5.10. Let λ = {t, t, 0, 0} with t > 0. Then, the co-adjoint orbitOλ is a complex Grassmannian Gr(2, 4).
Let γ be the one-dimensional face of Γλ given by
⊂ = Γλγ =
As we see in the following figure, W1(γ) consists of one simple closed region that is not an M -shaped block.
Thus we have S1(γ) = point.
⇒
W1(γ)
On the other hand, W2(γ) has two walls (red line segments in the figure below) and is exactly the same as
W2(v3) in Example 5.9. Thus we have S2(γ) = S3.
⇒
W2(γ)
Finally, W3(γ) has two walls as we see below, and therefore there are three simple closed regions, D1, D2, and
D3, in W3(γ).
⇒
W3(γ)
D1
D2
D3
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Since D1 and D3 are not M -shaped blocks, we have S3(D1) = S3(D3) = point. Since D2 = M1 and contains
a botton vertex of W3, we have S3(D2) = S1. Therefore, we have
S3(γ) = S3(D1)× S3(D2)× S3(D3) ∼= S1.
For k > 3, Wk(γ) consists only one simple closed region, the Wk-block itself, and it is never an M -shaped block.
Thus Sk(γ) = point for k > 3.
Proposition 5.11. Let λ be a sequence of real numbers satisfying (3.4) and γ be a face of the ladder diagram
Γλ. For each i ≥ 1, let {D1, · · · ,Dmi} be simple closed regions in Wi(γ) such that Si(Dj) = S1 for every
j = 1, · · · ,mi. Then we have
dim γ =
n−1∑
i=1
mi.
Proof. Note that dim γ is the number of minimal cycles in γ by Definition 4.3. Also, each minimal cycle σ in γ
can be represented by the union of two shortest paths connecting the bottom-left vertex and the top-right vertex of
σ. We denote by vσ the top-right vertex of σ. Note that vσ (blue-colored region in Figure 14) is contained in the
simple closed region bounded by σ. Therefore, if we denote by Σ := {σ1, · · · , σm} the set of minimal cycles in γ,
then there is a one-to-one correspondence between Σ and {vσi}1≤i≤m.
On the other hand, observe that vσ is appeared as an M1-block in Wi(γ) where
i+ 1 = a+ b, vσ = (a, b)
for each σ ∈ Σ. Also, every M1-block appeared in Wi(γ) for some i should be one of such vσ ’s. Consequently,
there is a one-to-one correspondence between Σ and M1-blocks appeared in Wi(γ) for i ≥ 1. Since |Σ| = dim γ
by definition, this completes the proof. 
⇒
γ
⇒
σ1
σ2
σ3
vσ1
vσ2
vσ3
FIGURE 14. Correspondence between minimal cycles and M1-blocks
Now, we state one of our main theorem which characterizes the topology of each fiber of Φλ, where the proof
will be given in Section 6.
Theorem 5.12. Let λ = {λ1, · · · , λn} be a non-increasing sequence of real numbers satisfying (3.4). Let γ be
a face of Γλ and fγ = Ψ(γ) be the corresponding face of ∆λ described in Theorem 4.4. For any point u in the
relative interior of fγ , the fiber Φ−1λ (u) is an isotropic submanifold of (Oλ, ωλ) and is the total space of an iterated
bundle
(5.3) Φ−1λ (u) ∼= Sn−1(γ)
pn−1−−−→ Sn−2(γ)→ · · · p2−→ S1(γ) p1−→ S0(γ) := point
where pk : Sk(γ)→ Sk−1(γ) is an Sk(γ)-bundle over Sk−1(γ) for k = 1, · · · , n− 1. In particular, the dimension
of Φ−1λ (u) is given by
dim Φ−1λ (u) =
n−1∑
k=1
dimSk(γ).
We illustrate Theorem 5.12 by the following examples.
LAGRANGIAN FIBERS OF GELFAND-CETLIN SYSTEMS 17
Example 5.13. Let λ be given in Example 4.5. Using Theorem 5.12, we will compute the fiber Φ−1λ (vi) of each
vertex vi given in Figure 4 for i = 1, · · · , 7.
v1 v2 v4 v5 v6 v7v3
W1(v1) W1(v2) W1(v3) W1(v4) W1(v5) W1(v6) W1(v7)
W2(v1) W2(v2) W2(v3) W2(v4) W2(v5) W2(v6) W2(v7)
FIGURE 15. W1(vi)’s and W2(vi)’s for F(3)
Figure 15 shows that S1(vi) = pt for every i = 1, · · · , 7 since each W1(vi) does not contain any M -shaped
block containing a bottom vertex of W1, that is, the origin (0, 0). Also, we can easily check that S2(vi) = point
unless i = 3. When i = 3, there is one M -shaped block M2 inside W2(v3) containing a bottom vertex of W2. Thus
we have
S2(v3) = point× S3 × point ∼= S3.
Since Φ−1λ (vi) is an S2(vi)-bundle over S1(vi) and S1(vi) is a point for every i = 1, · · · , 7, by Theorem 5.12, we
obtain
Φ−1λ (vi) =
S3 if i = 3point otherwise.
Example 5.14. Again, we consider Example 4.5 and compute the fibers over the points in the relative interior of
some higher dimensional face of ∆λ as follows.
Consider the edge e = e12 in Figure 5 and let u ∈ e˚12. By Theorem 5.12, Φ−1λ (u) is an S2(e12)-bundle over
S1(e12) so that it is diffeomorphic to S1. See the figure below. For any other edge e of Γλ, we can show that
Φ−1λ (u) ∼= S1 for every point u ∈ e˚ in a similar way.
e12
⇒ W1(e12)
W2(e12)
⇒ S1(e12) = S1
⇒ S2(e12) = pt
For a two-dimensional face of Γλ, we first consider the face f1345 of ∆λ described in Figure 6. Again by
Theorem 5.12, we have Φ−1λ (u) ∼= T 2, an S2(f1345)-bundle over S1(f1345), for every point u ∈ f˚1345. Similarly,
we obtain Φ−1λ (u) ∼= T 2 for every interior point u of any two-dimensional face of ∆λ.
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f1345
⇒ W1(f1345)
W2(f1345)
⇒ S1(f1345) = pt
⇒ S2(f1345) = S1 × S1
Finally, consider I1234567, the improper face of ∆λ. Then Theorem 5.12 tells us that Φ−1λ (u) is an S
1 × S1-
bundle over S1 for every interior point u of Γλ. In fact, the Arnold-Liouville theorem implies that the bundle is
trivial, i.e., Φ−1λ (u) is a torus T
3 for every u ∈ ∆˚λ, see also Theorem 7.9.
I1234567
⇒ W1(I1234567)
W2(I1234567)
⇒ S1(I1234567) = S1
⇒ S2(I1234567) = S1 × S1
Consequently, a Lagrangian fiber of the GC system on (Oλ, ωλ) is diffeomorphic to either T 3 (a fiber over an
interior point of ∆λ) or S3 (a fiber over v3). Other fibers are isotropic but not Lagrangian submanifolds of (Oλ, ωλ)
for dimensional reasons.
Remark 5.15. In general, one should not expect that every iterated bundle in (5.3) is trivial. Namely, Φ−1λ (u) might
not be the product space
∏n−1
k=1 Sk(γ). For instance, consider the co-adjoint orbit Oλ ' F(2, 3; 5) associated with
λ = (3, 3, 0,−3,−3) as in Figure 16. By Theorem 5.12, the GC fiber Φ−1λ (0) over the origin is an S3-bundle over
S5. Meanwhile, Proposition 2.7 in [NU2] implies that Φ−1λ (0) is SU(3). It is however well-known that SU(3) is
not homotopy equivalent to S5 × S3.
3 3
3
-3 -3
-3
0
SU(3)-fiber
FIGURE 16. SU(3)-fiber
5.2. Classification of Lagrangian faces.
Recall that Theorem 5.12 implies that a face γ is Lagrangian if and only if the GC fiber over an interior point of
γ is of dimension dimCOλ. Therefore to determine whether γ is Lagrangian or not, it is sufficient to check that
n−1∑
k=1
dimSk(γ) =
1
2
dimROλ.
In this section, we present an efficient way of checking whether a given face of Γλ is Lagrangian or not by using so
called “L-shaped blocks”.
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Definition 5.16. For each positive integer k ∈ Z≥1 and every lattice point (p, q) ∈ Z2 ⊂ R2, a k-th L-shaped
block at (p, q), or simply an Lk-block at (p, q), is the closed region defined by
Lk(p, q) :=
⋃
(a,b)
(a,b)
where the union is taken over all (a, b)’s in Z2 such that
• (a, b) = (p, q + i) for 0 ≤ i ≤ k − 1, and
• (a, b) = (p+ i, q) for 0 ≤ i ≤ k − 1.
L1(p, q)
: (p, q)
L2(p, q) L3(p, q) L4(p, q)
FIGURE 17. L-shaped blocks
Remark 5.17. Note that GC patterns described in (3.8) are linearly ordered on any of W -shaped, M -shaped, and
L-shaped blocks in the direction from the right or bottom most block to the left or top most block.
Definition 5.18. Let γ be a face of Γλ. For a given positive integer k ∈ Z≥1 and a lattice point (p, q) ∈ Z2, we say
that Lk(p, q) is rigid in γ if
(1) the interior of Lk(p, q) does not contain an edge of γ and
(2) the rightmost edge and the top edge of Lk(p, q) should be edges of γ.
Example 5.19. Let us consider Γ = Γ(2, 5; 7) and let γ be given as follows.
Γ γ
In this example, there are exactly four rigid Lk-blocks : L3(1, 1), L1(4, 1), L1(5, 1), and L1(5, 2).
L3(1, 1) L1(4, 1) L1(5, 1) L1(5, 2)
We can check that any other L-blocks are not rigid. For instance, L3(2, 1) is not rigid since its interior contains
an edge of γ.
L3(2, 1)
wall
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Also, L2(2, 2) is not rigid because its rightmost edge is not an edge of γ violating the condition (2) in Definition
5.18.
L2(2, 2)
The following lemma follows from the min-max principle of GC pattern (3.8), or more specifically from (4.1).
Lemma 5.20. Suppose that Lk(a, b) is rigid in a face γ of Γλ. Let Qk(a, b) be the closed region defined by
Qk(a, b) :=
⋃
0≤i,j≤k−1
(a+i,b+j),
i.e., Qk(a, b) is the square of size (k × k) that contains Lk(a, b). Then there are no edges of γ in the interior of
Qk(a, b).
Proof. If k = 1, then L1(a, b) = Q1(a, b) and it has no edge of γ in its interior so that there is nothing to
prove. Now, assume that k ≥ 2 and suppose that there is an edge e = [v0v1] of γ contained in the interior of
Qk(a, b). Then, without loss of generality, we may assume that v0 = (a0, b0) is in the interior of Qk(a, b) so that
a ≤ a0 < a+ k − 1 and b ≤ b0 < b+ k − 1.
By Definition 4.3, there exists a positive path δ contained in γ passing through v0. Then δ should pass through
the interior of Lk(a, b) since δ contains a shortest path from the origin of Γλ and v0, which intersects the interior
of Lk(a, b). This contradicts the rigidity (1) in Definition 5.18. 
Lemma 5.21. If two different L-blocks Li(a, b) and Lj(c, d) are rigid in the same face γ, then they cannot be
overlapped, i.e.,
L˚i(a, b) ∩ L˚j(c, d) = ∅
where L˚i(a, b) and L˚j(c, d) denote the interior of L˚i(a, b) and L˚j(c, d), respectively.
Proof. If (a, b) = (c, d) and i 6= j, then both Li(a, b) and Li(c, d) cannot be rigid since at least one of these two
blocks violates (1) in Definition 5.18. Suppose that (a, b) 6= (c, d) and L˚i(a, b) ∩ L˚j(c, d) 6= ∅. Without loss of
generality, we may assume that j ≥ i. Then it is straightforward that either the top edge or the rightmost edge
of Li(a, b) lies on the interior of Qj(c, d). It leads to a contradiction to Lemma 5.20 since the top edge and the
rightmost edge of Li(a, b) are edges of γ by Definition 5.16.
L4(a, b)
L3(c, d)
⇒
Q4(a, b)
(a, b)
(c, d)
edge of γ

Proposition 5.22. Let λ = (λ1, · · · , λn) be given in (3.4). For a given face γ of Γλ, let L(γ) be the set of all rigid
L-shaped blocks in γ. Then, for any point u in the relative interior of the face fγ = Ψ(γ) of ∆λ, we have
dim Φ−1λ (u) =
∑
Lk(a,b)∈L(γ)
|Lk(a, b)| =
∑
Lk(a,b)∈L(γ)
(2k − 1)
where |Lk(a, b)| = 2k − 1 is the are of Lk(a, b).
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Proof. By Theorem 5.12, it is enough to show that
n−1∑
k=1
dimSk(γ) =
∑
Lk(a,b)∈L(γ)
|Lk(a, b)|
where
Sk(γ) =
∏
D⊂Wk(γ)
Sk(D)
as defined in (5.2).
Let D be a simple closed region in Wk(γ). Suppose that D contains a bottom vertex of Wk and D = Mj(a, b)
for some j ≥ 1 where Mj(a, b) denotes the j-th M -shaped block whose top-left vertex is (a, b). Then there are
two edges e1 and e2 of γ on the boundary of Mj as we see below. By (4.1), there is no edge of γ in the interior of
(a, b)
(a+ j, b− j)
Mj(a, b)
walls (edges of γ)
e1
e2
(a, b− j)
Qj(a+ 1, b− j + 1) ⇒
(a+ 1, b− j + 1) Lj(a+ 1, b− j + 1)
Qj(a+ 1, b− j + 1). Thus Lj(a+ 1, b− j + 1) is a rigid Lj-block in γ.
Similarly, for any rigid L-shaped block Lj(a+ 1, b− j + 1) in γ (for some j ∈ Z≥0 and (a, b) ∈ (Z≥1)2), we
can find a closed region D in some Wk(γ) such that D is Mj(a, b) that contains a bottom vertex of Wk. Therefore,
there is a one-to-one correspondence between the set of rigid L-shaped blocks in γ and the set of simple closed
regions D appeared in some Wk(γ) such that such that Sk(D) = S2j−1. In other words,⋃
j=1
{rigid Lj-blocks in γ} ⇔
n−1⋃
k=1
⋃
j=1
{D ⊂Wk(γ) | Sk(D) = S2j−1}
Lj(a+ 1, b− j + 1) ↔ Mj(a, b).
Moreover, we have |Mj | = |Lj | = dimSk(D) = 2j − 1, and hence it completes the proof. 
The following corollary is derived from Theorem 5.12, Lemma 5.21 and Proposition 5.22.
Corollary 5.23. Let γ and fγ be as in Proposition 5.22. Then the followings are equivalent.
(1) For an interior point u of fγ , the fiber Φ−1λ (u) is a Lagrangian submanifold of (Oλ, ω).
(2) For any interior point u of fγ , the fiber Φ−1λ (u) is a Lagrangian submanifold of (Oλ, ω).
(3) The set of rigid L-shaped blocks in γ covers the whole Γλ.
Also, we have the following corollary which follows from Corollary 5.23.
Corollary 5.24. A Gelfand-Cetlin system Φλ : Oλ → ∆λ on a co-adjoint orbit (Oλ, ωλ) always possesses a
non-torus Lagrangian fiber unless Oλ is a projective space.
Example 5.25. Let λ = {t, t, 0, 0, 0, 0} with t > 0. The co-adjoint orbit Oλ is a complex Grassmannian Gr(2, 6)
of two planes in C6 and the corresponding ladder diagram Γλ is given as below.
λ
λ λ
0
0
0
0 0
0
0
0
0 0
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Observe that any faces of Γλ do not admit rigid Lk-blocks of k > 2. Also, note that there are three Lagrangian
faces γ1, γ2 and γ3 of Γλ which have only one rigid L2-block as follows.
L2(1, 1) L2(1, 2) L2(1, 3)
γ1 : γ2 : γ3 :
: rigid L1-block
Finally, there is exactly one Lagrangian face γ4 which has two rigid L2-blocks as below.
L2(1, 3)
L2(1, 1)
rigid L1-blocks
Thus there are exactly four proper Lagrangian faces γ1, γ2, γ3 and γ4 of Γλ.
Example 5.26. Let λ = {3, 2, 1, 0}. Then the co-adjoint orbit Oλ is a complete flag manifold F(4) and the
corresponding ladder diagram Γλ is as follows.
3
2
1
0
We can easily see that any face of Γλ does not have a rigid Lk-block for k ≥ 3. There are exactly three
Lagrangian faces of Γλ containing one rigid L2-block as below.
γ1 : γ2 : γ3 :
L2(1, 1) L2(1, 2) L2(2, 1)
Also, it is not hard to see that there is no Lagrangian face that contains more than one L2-block. Thus γ1, γ2,
and γ3 are the only proper Lagrangian faces of Γλ.
6. ITERATED BUNDLE STRUCTURES ON GELFAND-CETLIN FIBERS
In this section, for each point u in a GC polytope ∆λ, we will construct the iterated bundle E• described in
Section 5 whose total space is the fiber Φ−1λ (u). Using this construction, we complete the proof of Theorem 5.12
by showing that each Φ−1λ (u) is an isotropic submanifold of Oλ.
For a fixed integer k ≥ 1, consider sequences a = (a1, · · · , ak+1) and b = (b1, · · · , bk) of real numbers
satisfying
(6.1) a1 ≥ b1 ≥ a2 ≥ b2 ≥ · · · ≥ ak ≥ bk ≥ ak+1.
Denoting byH` the set of (`× `) hermitian matrices for ` ≥ 1 and by sp(x) the spectrum of x, we let
Oa =
{
x ∈ Hk+1
∣∣ sp(x) = {a1, · · · , ak+1}}
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be the co-adjoint U(k + 1)-orbit of the diagonal matrix Ia := diag(a1, · · · , ak+1) inHk+1 ∼= u(k + 1)∗.
Consider a subspace
Ak+1(a, b) =
{
x ∈ Hk+1
∣∣ sp(x) = {a1, · · · , ak+1}, sp(x(k)) = {b1, · · · , bk}}
where x(k) denotes the (k × k) leading principal minor submatrix of x. It naturally comes with the projection map
ρk+1 : Ak+1(a, b) → Ob
x 7→ x(k)
from Ak+1(a, b) to the co-adjoint U(k)-orbit Ob of the diagonal matrix Ib inHk ∼= u(k)∗.
Let Wk(a, b) be the k-th W -shaped block Wk together with walls defined by the equalities of ai’s and bj’s as in
Figure 18. By comparing the divided regions by the walls on Wk(a, b) with M -shaped blocks as in (5.2), we define
a topological space Sk(a, b), which is either a single point or a product space of odd dimensional spheres.
. . .
a1
b1 a2
b2 a3
ak
bk ak+1
ai
bi
wall exists if and only if ai > bi
wall exists if and only if bi > ai+1bi ai+1
FIGURE 18. Wk(a, b)
Example 6.1. (1) For a = (a1, a2, a3) = (5, 4, 2) and b = (b1, b2) = (4, 2), W2(a, b) is divided by three
simply closed regions D1,D2 and D3. Since D1 does not contain any bottom vertices and neither D2 nor
D3 match with M -shaped blocks, S2(a, b) = S2(D1)× S2(D2)× S2(D3) ∼= point.
W2(a, b)
5
4 4
2 2
⇒
D1
D2
D3
(2) For a = (5, 4, 2) and b = (4, 4), W2(a, b) is divided by three simply closed regions D1,D2 and D3.
Observe that D1 and D3 do not contain any bottom vertices and D2 is an M2-block containing bottom
vertices of W2. Therefore, we have S2(a, b) = point× S3 × point ∼= S3.
W2(a, b)
5
4 4
4 2
⇒
D1
D2
D3
Proposition 6.2. With the notations above, ρk+1 : Ak+1(a, b)→ Ob is an Sk(a, b)-bundle over Ob.
Before starting the proof of Proposition 6.2, as preliminaries, we introduce some notations and prove lemmas.
We denote by A˜k+1(a, b) the set of matrices in Ak+1(a, b) whose (k × k) leading principal minor is the diagonal
matrix Ib. So, a matrix in A˜k+1(a, b) is of the form
Z(a,b)(z) =

b1 0 z1
. . .
...
0 bk zk
z1 . . . zk zk+1

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for z = (z1, · · · , zk) ∈ Ck. Since Z(a,b)(z) has the eigenvalues a = {a1, · · · , ak+1}, the (k + 1, k + 1)-entry of
Z(a,b)(z) is to be constant
zk+1 =
k+1∑
i=1
ai −
k∑
i=1
bi ∈ R
by computing the trace of Z(a,b)(z). The characteristic polynomial of Z(a,b)(z) is expressed as
(6.2) det(xI − Z(a,b)(z)) = (x− zk+1) ·
k∏
i=1
(x− bi)−
k∑
j=1
(
|zj |2
x− bj ·
k∏
i=1
(x− bi)
)
= 0,
whose zeros are x = a1, · · · , ak+1 by our assumption. By inserting x = a1, · · · , ak+1 into (6.2), we obtain the
system of (k + 1) equations of real coefficients, which are linear with respect to (|z1|2, · · · , |zk|2) ∈ (R≥0)k. We
sometimes regard an element A˜k+1(a, b) as an element Ck under the identification Z(a,b)(z) 7→ z. The following
lemma implies that the solution space is never empty as long as (a, b) obeys (6.1).
Lemma 6.3 (Lemma 3.5 in [NNU1]). Let a1, b1, · · · , ak, bk, and ak+1 be real numbers satisfying (6.1). Then there
exists z1, . . . , zk ∈ C and zk+1 ∈ R such that
b1 0 z1
. . .
...
0 bk zk
z1 . . . zk zk+1

has eigenvalues a1, . . . , ak+1.
Lemma 6.4. Suppose in addition that a1, b1, · · · , ak, bk, and ak+1 in Lemma 6.3 are all distinct. Then there exist
positive numbers δ1, · · · , δk such that
A˜k+1(a, b) =


b1 0 z1
. . .
...
0 bk zk
z1 . . . zk zk+1
 ∈ Ak+1(a, b) : (z1, · · · , zk) ∈ Ck, |zi|2 = δi for i = 1, · · · , k

where zk+1 =
∑k+1
i=1 ai −
∑k
i=1 bi. In particular, we have A˜k+1(a, b) ∼= T k.
Proof. We first note that if |zj |2 = 0 for some j, then the equation (6.2) (with respect to x) has a solution x = bj . It
implies that bj ∈ {a1, · · · , ak+1}, which contradicts to our assumption that ai’s and bj’s are all distinct. Thus, it is
enough to show existence and uniqueness of a solution (|z1|2, · · · , |zk|2) of the system of linear equations in (6.2).
The existence immediately follows from Lemma 6.3. Let
{|z1|2 = δ1 > 0, · · · , |zk|2 = δk > 0}
be one of solutions of (6.2) so that A˜k+1(a, b) contains a real k-torus
T k = {(z1, · · · , zk) ∈ Ck | |zi|2 = δi, i = 1, · · · , k},
which yields that dimR A˜k+1(a, b) ≥ k. Since (6.2) is a system of non-homogeneous linear equations with respect
to the variables |z1|2, · · · , |zk|2, the set{
(|z1|2, · · · , |zk|2) | (z1, · · · , zk) ∈ A˜k+1(a, b)
}
is an affine subspace ofRk. Therefore, dimR A˜k+1(a, b) = k if and only if the equations (6.2) has a unique solution
(|z1|2, · · · , |zk|2) = (δ1, · · · , δk). It suffices to show that dimR A˜k+1(a, b) = k.
Note that Ak+1(a, b) is an A˜k+1(a, b)-bundle over Ob whose projection map is
ρk+1 : Ak+1(a, b) → Ob
x 7→ x(k).
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More precisely, for each element y ∈ Ob, there exists a unitary matrix gy ∈ U(k) (depending on y) such that
gyyg
−1
y = Ib
where Ib is the diagonal matrix diag(b1, · · · , bk). Then the preimage ρ−1k+1(y) of y can be identified with A˜k+1(a, b)
via
ρ−1k+1(y) −→ A˜k+1(a, b)
Y =
(
y ∗
∗t zk+1
)
7→
(
gy 0
0 1
)
· Y ·
(
g−1y 0
0 1
)
=
(
gy · y · g−1y gy · ∗
∗t · g−1y zk+1
)
=
(
Ib gy · ∗
∗t · g−1y zk+1
)
so that Ak+1(a, b) is an A˜k+1(a, b)-bundle over Ob via ρk+1.
Now, we consider a sequence of real numbers c = {c1, · · · , ck−1} such that
b1 > c1 > · · · > bk−1 > ck−1 > bk.
Restricting the fibration ρk+1 to Ak(b, c), we similary have an A˜k+1(a, b)-bundle over Ak(b, c). Note that its total
space is the collection of (k + 1) × (k + 1) hermitian matrices such that the spectra, the spectra of the (k × k)
leading principal minor and the spectra of the (k − 1)× (k − 1) leading principal minor are resepectively a, b and
c.
By a similar way described as above, we see that Ak(b, c) is an A˜k(b, c)-bundle over Oc with the projection
map ρk : Ak(b, c)→ Oc such that dimR A˜k(b, c) ≥ k−1. Taking a sequence of real numbers d = {d1, · · · , dk−2}
so that
c1 > d1 > · · · > ck−2 > dk−2 > ck−1,
the restriction of ρk to Ak−1(c, d) induces an A˜k(b, c)-bundle over Ak−1(c, d).
Proceeding this procedure inductively, we end up obtaining a tower of bundles such that the total space E is a
generic fiber of the GC system of Oa. Namely, E is the preimage of a point in the interior of the GC polytope ∆a.
By Proposition 3.11, E is a smooth manifold of dimension
dimRE =
1
2
dimROa = k(k + 1)
2
.
On the other hand, by our construction, the dimension of E is the sum of dimensions of all fibers of ρi’s for
i = 2, · · · , k + 1 so that
dimE = dim A˜k+1 + dim A˜k + · · ·+ dim A˜2.
Since dim A˜i+1 ≥ i for each i, we get dim A˜i+1 = i for every i = 1, · · · , k. Lemma 6.4 is established. 
Note that Lemma 6.4 deals with the case where aj 6∈ {b1, · · · , bk} for j = 1, · · · , k+1. Now, let us consider the
case where aj+1 ∈ {b1, · · · , bk} for some j ∈ {0, 1, · · · , k}. Denoting the multiplicity of aj+1 in a by `, without
loss of generality, we assume that aj > aj+1 = · · · = aj+` > aj+`+1. Then either aj+1 = bj or aj+1 = bj+1. For
the first case, there are two possible cases:
(6.3)
(1) aj > bj = aj+1 = · · · = aj+` > bj+`, or(2) aj > bj = aj+1 = · · · = aj+` = bj+` > aj+`+1.
For the second case, we have two possible cases too:
(6.4)
(3) bj > aj+1 = bj+1 = · · · = aj+` = bj+` > aj+`+1, or(4) bj > aj+1 = bj+1 = · · · = aj+` > bj+`,
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Note that only the case (2) above have more multiplicity of b’s than a’s, i.e., multiplicity ` + 1 and ` respectively:
The cases (1) and (3) have the same multiplicities of both a and b while in the case (4) a has multiplicity ` and b
has multiplicity `− 1.
We start with the first inequality of (6.4).
Lemma 6.5 (case (3) of (6.4)). Suppose that bj > aj+1 = bj+1 = · · · = aj+` = bj+` > aj+`+1. Then, every
solution (z1, · · · , zk) ∈ Ck of the equation (6.2) satisfies
zj+1 = · · · = zj+` = 0.
Proof. Observe that each term of the equation (6.2)
det(xI − Z(a,b)(z)) = (x− zk+1) ·
k∏
i=1
(x− bi)−
k∑
i=1
(
|zi|2
x− bi ·
k∏
m=1
(x− bm)
)
= 0
is divisible by (x− bj+1)`−1 by our assumption. In particular, the first term of the equation
(x− zk+1) ·
k∏
i=1
(x− bi)
is divisible by (x− bj+1)`. For each i 6∈ {j + 1, · · · , j + `}, so is
|zi|2
x− bi ·
k∏
m=1
(x− bm)
since bj+1 = · · · = bj+`. Taking
g(x) := det(xI − Z(a,b)(z))/(x− bj+1)`−1,
we have g(bj+1) = g(aj+1) = 0 because x = aj+1 = bj+1 is a solution of (6.2) with multiplicity `. It yields
(|zj+1|2 + · · ·+ |zj+`|2) · k∏
m=1
m6∈{j+1,··· ,j+`}
(bj+1 − bm) = 0.
Since
k∏
m=1
m6∈{j+1,··· ,j+`}
(bj+1 − bm) 6= 0,
we deduce that |zj+1|2 + · · ·+ |zj+`|2 = 0 and hence zj+1 = · · · = zj+` = 0. 
Therefore, under the assumption (case (3) in (6.4)) on a and b, the equation (6.2) is written by
det(xI − Z(a,b)(z)) = (x− bj+1)` ·
{
(x− wk+1−`) ·
k−∏`
i=1
(x− b′i)−
k−∑`
i=1
(
|wi|2
x− b′i
·
k−∏`
m=1
(x− b′m)
)}
= 0
where
• (b′1. · · · , b′k−`) = (b1, · · · , bj , b̂j+1, · · · , b̂j+`, bj+`+1, · · · , bk),
• (w1. · · · , wk−`) = (z1, · · · , zj , ẑj+1, · · · , ẑj+`, zj+`+1, · · · , zk), and
• wk−`+1 = zk+1.
Observe that the equation
det(xI − Z(a,b)(z))/(x− bj+1)` = 0
is same as the equation det(xI − Z(a′,b′)(w)) = 0 where
• a′ = (a′1, · · · , a′k−`+1) = (a1, · · · , aj , âj+1, · · · , âj+`, aj+`+1, · · · , ak+1) and
• b′ = (b′1, · · · , b′k−`).
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Thus, A˜k+1(a, b) can be identified with A˜k+1−`(a′, b′) via
(6.5)
A˜k+1(a, b) → A˜k+1−`(a′, b′)
(z1, · · · , zj , 0, · · · , 0, zj+`+1, · · · , zk) 7→ (z1, · · · , zj , ẑj+1, · · · , ẑj+`, zj+`+1, · · · , zk).
Therefore, we obtain the following corollary.
Corollary 6.6. For sequences a = (a1, · · · , ak+1) and b = (b1, · · · , bk) of real numbers obeying (6.1), suppose
that there exist j, ` ∈ Z>0 such that
bj > aj+1 = bj+1 = · · · = aj+` = bj+` > aj+`+1.
Setting a′ (respectively b′) to be the sequence of real numbers obtained by deleting aj+1, · · · , aj+` (respectively
bj+1, · · · , bj+`), A˜k+1(a, b) can be identified with A˜k+1−`(a′, b′) under (6.5).
The following two lemmas below are about the cases of (4) in (6.4) and (1) of (6.3). Since they can be proven
by using exactly same method of the proof of Lemma 6.5, we omit the proofs.
Lemma 6.7 (case (1) of (6.3)). Suppose that aj > bj = aj+1 = · · · = aj+` > bj+`. Then (z1, · · · , zk) ∈
A˜k+1(a, b) if and only if
• zj = · · · = zj+`−1 = 0, and
• (z1, · · · , zj−1, zj+`, · · · , zk) ∈ A˜k−`+1(a′, b′)
where a′ is obtained by deleting {aj+1, · · · , aj+`} from a and b′ = {b′1, · · · , b′k−`} is obtained by deleting
{bj , · · · , bj+`−1} from b.
Lemma 6.8 (case (4) of (6.4)). Suppose that bj > aj+1 = · · · = aj+` > bj+`. Then (z1, · · · , zk) ∈ A˜k+1(a, b) if
and only if
• zj+1 = · · · = zj+`−1 = 0, and
• (z1, · · · , zj , zj+`, · · · , zk) ∈ A˜k−`+2(a′, b′)
where a′ = {a′1, · · · , a′k−`+2} is obtained by deleting {aj+2, · · · , aj+`} from a and b′ = {b′1, · · · , b′k−`+1} is
obtained by deleting {bj+1, · · · , bj+`−1} from b.
It remains to take care of the case (2) of (6.3).
Lemma 6.9 (case (2) of (6.3)). Suppose that
aj > bj = aj+1 = · · · = aj+` = bj+` > aj+`+1
Then there exists a unique positive real number Cj > 0 such that
|zj |2 + · · ·+ |zj+`|2 = Cj .
for any (z1, · · · , zk) ∈ A˜k+1(a, b).
Proof. By Lemma 6.5, 6.7, and 6.8, we may reduce a = {a1, · · · , ak+1} and b = {b1, · · · , bk} to
a′ = {a′1, · · · , a′r+1}, and b′ = {b′1, · · · , b′r}
for some r > 0 so that there are no subsequences of type (3), (4) of (6.4) or (1) of (6.3) in (a′1 ≥ b′1 ≥ · · · ≥ a′r ≥
b′r ≥ a′r+1). Also, the above series of lemmas implies that A˜k+1(a, b) is identified with A˜r+1(a′, b′) under the
identification of w = (w1, · · · , wr) with suitable sub-coordinates (zi1 , · · · , zir ) of (z1, · · · , zk+1). Therefore, it is
enough to prove Lemma 6.9 in the case where (a1, b1, · · · , ak, bk, ak+1) does not contain any pattern of type (3),
(4) of (6.4) or (1) of (6.3).
We temporarily assume that
aj > bj = aj+1 = · · · = aj+` = bj+` > aj+`+1.
is the unique pattern of type (2) of (6.3) in (a1, b1, · · · , ak, bk, ak+1). Then the equation (6.2) is written as
det(xI − Z) = (x− bj)` · g(x)
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where
g(x) = (x− zk+1)
k∏
i=1
i6∈{j+1,··· ,j+`}
(x− bi)−
k∑
i=1
 |zi|2
x− bi ·
k∏
m=1
m 6∈{j+1,··· ,j+`}
(x− bm)

is a polynomial of degree (k − `+ 1) with respect to x. For the sake of simplicity, we denote by
B(x) :=
k∏
m=1
m 6∈{j+1,··· ,j+`}
(x− bm).
Since our assumption says that
1
x− bj = · · · =
1
x− bj+` , the second part of g(x) can be written by
k∑
i=1
( |zi|2
x− bi ·B(x)
)
=
 (|zj |2 + · · ·+ |zj+`|2)x− bj +
k∑
i=1
i 6∈{j,··· ,j+`}
|zi|2
x− bi
 ·B(x)
By substituting a′ = {a′1 · · · , a′k+1−`} and b′ = {b′1, · · · , b′k−`} where
• a′i = ai and b′i = bi for 1 ≤ i ≤ j,
• a′i = ai+` for j + 1 ≤ i ≤ k − `+ 1, and
• b′i = bi+` for j + 1 ≤ i ≤ k − `,
a′ and b′ satisfies
a′1 > b
′
1 > · · · > a′k−` > b′k−` > a′k+1−`.
Then we have g(x) = det(xI − Z(a′,b′)(w)) where
• |wi|2 = |zi|2 for 1 ≤ i ≤ j − 1,
• |wj |2 = |zj |2 + · · ·+ |zj+`|2,
• |wi|2 = |zi+`|2 for j + 1 ≤ i ≤ k − `, and
• wk−`+1 =
∑k−`+1
i=1 a
′
i −
∑k−`
i=1 b
′
i =
∑k+1
i=1 ai −
∑k
i=1 bi = zk+1.
Thus Lemma 6.4 implies that there exist positive constants C1, · · · , Ck−` such that
A˜k−`+1(a′, b′) =
{
(w1, · · · , wk−`) ∈ Ck−` | |wj |2 = Cj , j = 1, · · · , k − `
}
.
In particular, we have |wj |2 = |zj |2 + · · ·+ |zj+`|2 = Cj .
It remains to prove the case where (a1, b1, · · · , ak, bk, ak+1) contains more than one pattern of type (2) of (6.3).
However, since all patterns of type (2) of (6.3) are disjoint from one another, we can apply the same argument to
each pattern inductively. This completes the proof. 
Now, we are ready to prove Proposition 6.2.
Proof of Proposition 6.2. For a given sequence a1 ≥ b1 ≥ · · · ≥ ak ≥ bk ≥ ak+1, let us consider the W -
shaped block Wk(a, b) with walls defined by strict inequalities aj > bj or bj > aj+1 for each j = 1, · · · , k. (See
Figure 18.) Note that each pattern of type (2) in (6.3) corresponds to an M -shaped block inside of Wk(a, b). More
specifically, if
aj > bj = aj+1 = · · · = aj+` = bj+` > aj+`+1.
is one of patterns of type (2) in (6.3) for some j, then it corresponds to a simple closed region which is anM -shaped
block M`+1. In particular, we have
|M`+1| = 2`+ 1 = dim
{
(zj , · · · , zj+`) ∈ C`+1 | |zj |2 + · · ·+ |zj+`|2 = Cj
}
= dimS2`+1.
for a positive real numberCj . Combining the series of Lemma 6.5, 6.7, 6.8, and 6.9, we see A˜k+1(a, b) ∼= Sk(a, b).
Note that Ak+1(a, b) is an A˜k+1(a, b)-bundle over Ob via
(6.6)
ρk+1 : Ak+1(a, b) → Ob
x 7→ x(k).
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Thus Ak+1(a, b) is an Sk(a, b)-bundle over Ob. 
Corollary 6.10. Let f be a face of the Gelfand-Cetlin polytope ∆λ and γ be the face of the ladder diagram Γλ
corresponding to f . For any point u in the interior of f , the fiber Φ−1λ (u) has an iterated bundle structure given by
Φ−1λ (u) = Sn−1(γ)
pn−2−−−→ Sn−2(γ)→ · · · p1−→ S1(γ) = S1(γ)
where pk−1 : Sk(γ)→ Sk−1(γ) is an Sk(γ)-bundle over Sk−1(γ) for k = 1, · · · , n− 1. In particular, Φ−1λ (u) is
of dimension
dim Φ−1λ (u) =
n−1∑
k=1
dimSk(γ).
Proof. For each (i, j) ∈ Z2≥1, we denote by Φi,jλ : Oλ → R be the component of Φλ which corresponds to the unit
box (i,j) of Γλ whose top-right vertex is located at (i, j) in Γλ. For each k ∈ Z>1 and 1 ≤ i ≤ k, let us define
ai(k) := Φ
i,k+1−i
λ (u) and bi(k) := ai(k − 1).
provided with a1(1) := Φ
1,1
λ (u). Let a(k) := (a1(k), · · · , ak(k)) and b(k) := (b1(k), · · · , bk−1(k)). By applying
Proposition 6.2 repeatedly and observing that Sk(γ) = Sk(a(k + 1), b(k + 1)), we describe the fiber Φ−1λ (u) as
the total space of an iterated bundle as in (6.7). The dimension formula immediately follows. 
(6.7)
Sn−1(γ) //
pn−1

· · · //

ι∗(n−1) (A(a(n), b(n))) //
ι∗(n−1)ρn

A(a(n), b(n))  
ι(n) //
ρn

Oa(n)
Sn−2(γ) //
pn−2

· · · //

A(a(n− 1), b(n− 1))  
ι(n−1) //
ρn−1

Oa(n−1)
... //

· · ·   //

Oa(n−2)
S1(γ) = A(a(2), b(2)) 
 ι(2) //
p1=ρ2

· · ·
S0(γ) = Oa(1)
To complete the proof of Theorem 5.12, it remains to verify that Φ−1λ (u) is an isotropic submanifold of (Oλ, ωλ)
for every u ∈ ∆λ. Recall the definition of the KKS from Section 3.2. For a fixed positive integer k > 1, let a =
(a1, · · · , ak+1) and b = (b1, · · · , bk) be sequences of real numbers satisfying (6.1) and let ρk+1 : Ak+1(a, b) →
Ob be the map defined by ρk+1(x) = x(k). Then ρk+1 makes Ak+1(a, b) into a A˜k+1(a, b)-bundle over Ob. See
Proposition 6.2.
For any x ∈ Ak+1(a, b) ⊂ Oa ⊂ Hk+1, let Vx ⊂ TxAk+1(a, b) be the vertical tangent space at x with respect
to ρk+1 and let Hx be the subspace of TxAk+1(a, b) generated by U(k)-action where U(k) acts on Ak+1(a, b) as
a subgroup of U(k + 1) via the embedding
ik : U(k) ↪→ U(k + 1)
A 7→
(
A 0
0 1
)
.
Then we can see that
(ρk+1)∗|Hx : Hx → Tρk+1(x)Ob
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is surjective since ρk+1 is U(k)-invariant and the U(k)-action on Ob is transitive. Let (ik)∗ : u(k) → u(k + 1) be
the induced Lie algebra monomorphism. Then the kernel of ker(ρk+1)∗|Hx is given by
ker(ρk+1)∗|Hx =
{
[(ik)∗(X), x] | X ∈ u(k), [X,x(k)] = 0
}
= {[(ik)∗(X), x] | X ∈ TeU(k)x(k)}
where x(k) is the (k × k) leading principal minor of x and U(k)x(k) is the stabilizer of x(k) ∈ Ob for the U(k)-
action.
From now on, we assume that U(k) acts on Ak+1(a, b) via ik, unless stated otherwise.
Lemma 6.11. U(k) acts transitively on Ak+1(a, b).
Proof. Since any element x ∈ Ak+1(a, b) is conjugate to an element of the following form
Z(a,b)(z) =

b1 0 z1
. . .
...
0 bk zk
z1 . . . zk zk+1
 ∈ A˜k+1(a, b) ⊂ Ak+1(a, b)
with respect to the U(k)-action, it is enough to show that the isotropy subgroup U(k)Ib of Ib acts on A˜k+1(a, b)
transitively where Ib is the diagonal matrix whose (i, i)-th entry is bi for i = 1, · · · , k.
Now, let us assume that
bi0 := b1 = · · · = bi1 > bi1+1 = · · · = bi2 > · · · > bir−1+1 = · · · = bir := bk.
for some r ≥ 1 provided with i0 = 0 and ir = k. Then it is not hard to show that U(k)Ib = U(k1)× · · · × U(kr)
where kj = ij − ij−1 for j = 1, · · · , r. For each j, we know that each (zij+1, · · · , zij+1) ∈ Ckj+1 satisfies either
• |zij+1|2 + · · ·+ |zij+1 |2 = 0, or
• |zij+1|2 + · · ·+ |zij+1 |2 = Cj+1 for some positive constant Cj+1 ∈ R>0
by Lemma 6.5, 6.7, 6.8, and 6.9. In the latter case, U(k)Ib -action is written as(
g 0
0 1
)
·
(
Ib z
t
z zk+1
)
·
(
g−1 0
0 1
)
=
(
Ib gz
t
zg−1 zk+1
)
for every g ∈ U(k)Ib and z = (z1, · · · , zk). Note that every g ∈ U(k)Ib is of the form
g =

g1 0 0 · · · 0
0 g2 0 · · · 0
0 0
. . . · · · ...
...
...
...
. . .
...
0 · · · · · · · · · gr

where gi ∈ U(ki) for i = 1, · · · , r. Thus each g ∈ U(k)Ib acts on (z)j+1 := (zij+1, · · · , zij+1) ∈ Ckj+1 by
(z)j+1 · g−1j+1 which is equivalent to the standard linear U(kj+1)-action on the sphere S2kj+1−1 ⊂ Ckj of radius√
Cj+1. Therefore, the action is transitive. 
Lemma 6.12. For each x ∈ Ak+1(a, b) and any ξ, η ∈ TxAk+1(a, b), we have
(ωa)x(ξ, η) = (ωb)ρk+1(x)((ρk+1)∗ξ, (ρk+1)∗η).
In particular, the vertical tangent space Vx ⊂ TxAk+1(a, b) of ρk+1 is contained in ker(ωa)x.
Proof. Note that Lemma 6.11 implies that any tangent vector in TxAk+1(a, b) can be written as [(ik)∗(X), x] for
some X ∈ u(k) where
(ik)∗(X) =
(
X 0
0 0
)
∈ u(k + 1).
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Thus for any ξ, η ∈ TxAk+1(a, b), there exist X,Y ∈ u(k) such that
ξ = [(ik)∗(X), x], η = [(ik)∗(Y ), x].
Therefore, we have
(ωa)x(ξ, η) = tr(ix[(ik)∗(X), (ik)∗(Y )]) = tr(ix(k)[X,Y ]) = (ωb)x(k)([X,x
(k)], [Y, x(k)])
since the (k + 1, k + 1)-th entry of the matrix x[(ik)∗(X), (ik)∗(Y )] is zero by direct computation. Since ρk+1 is
U(k)-invariant, we obtain that [X,x(k)] = (ρk+1)∗(ξ) and [Y, x(k)] = (ρk+1)∗(η). This completes the proof. 
Proposition 6.13. For any u ∈ ∆λ, the fiber Φ−1λ (u) is an isotropic submanifold of (Oλ, ωλ), i.e., ω|Φ−1λ (u) = 0.
Proof. Suppose that γ is a face of Γλ such that the corresponding face fγ contains u in its interior. Let x ∈ Φ−1λ (u)
and let ξ, η ∈ TxΦ−1λ (u). Then Corollary 6.10 says that Φ−1λ (u) is the total space of an iterated bundle
Φ−1λ (γ) = Sn−1(γ)
pn−2−−−→ Sn−2(γ)→ · · · p1−→ S1(γ) = S1(γ).
described in (6.7).
For each integer k with 1 < k ≤ n and 1 ≤ i ≤ k, let us define
ai(k) := Φ
i,k+1−i
λ (u).
provided with a1(1) := Φ
1,1
λ (u) and let a(k) := (a1(k), · · · , ak(k)). In particular, we have a(n) = λ =
{λ1, · · · , λn}. Then Lemma 6.12 implies that
(ωa(n))x(ξ, η) = (ωa(n−1))ρn(x)((ρn)∗(ξ), (ρn)∗(η)).
Since pn−2 is the restriction of ρn to Sn−1(γ) ⊂ A(a(n), a(n − 1)), both (ρn)∗(ξ) and (ρn)∗(η) are lying on
Tpin−2(x)Sn−2(γ) ⊂ Tpn−2(x)A(a(n− 1), a(n− 2)).
Thus we can apply Lemma 6.12 inductively so that we have
(ωa(n))x(ξ, η) = (ωa(n−1))ρn(x)((ρn)∗(ξ), (ρn)∗(η))
= (ωa(n−2))ρn−1◦ρn(x)((ρn−1 ◦ ρn)∗(ξ), (ρn−1 ◦ ρn)∗(η))
= · · ·
= (ωa(2))ρ2◦···◦ρn(x)((ρ2 ◦ · · · ◦ ρn)∗(ξ), (ρ2 ◦ · · · ◦ ρn)∗(η))
= 0.
The last equality follows from ρ2 : A(a(2), a(1))→ {a1(1) = Φ1,1λ (u)} = point. 
Proof of Theorem 5.12. It follows from Corollary 6.10 and Proposition 6.13. 
7. DEGENERATIONS OF FIBERS TO TORI
In this section, we study the topology of GC fibers via toric degenerations and describe how each fiber of a GC
system degenerates to a torus fiber of a toric moment map.
Let λ be given in (3.8) and let f be a face of the GC polytope ∆λ of dimension r. It is shown in Section 6 that a
fiber Φ−1λ (u) is the total space of an iterated bundle
(7.1) Φ−1λ (u) ∼= Sn−1(γf )
pn−1−−−→ Sn−2(γf )→ · · · p2−→ S1(γf ) p1−→ S0(γf ) := point
where γf is the face of Γλ corresponding to f , see Corollary 6.10. The main theorem of this section further claims
that every S1-factor appeared in any stage of the iterated bundle in (7.1) comes out as a trivial factor. Namely,
letting Si(γ) be (S1)mi × Yi such that
∑n−1
i=1 mi = r, the fiber is written as the product
Φ−1λ (u) = (S
1)r × Y (u)
where Y (u) is the total space of an iterated bundle whose fibers at stages are Y•’s, see Theorem 7.9. Indeed, Y (u)
shrinks to a point through a toric degeneration, which illustrates how fibers degenerate into toric fibers. As an
application, it provides a more concrete description of the GC fiber. Furthermore, we compute the fundamental
group and the second homotopy group of Φ−1λ (u).
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Recall that for a given Ka¨hler manifold (X,ω), a flat family pi : X → C of algebraic varieties is called a toric
degeneration (X,ω) if there exists an algebraic embedding i : X ↪→ PN × C such that
(1) the diagram
(7.2) X
pi
((
  i // PN × C
q

C
commutes where q : PN × C→ C is the projection to the second factor,
(2) pi−1(C∗) is isomorphic to X × C∗ as a complex variety, and
(3) For the product Ka¨hler form ω˜ := ωFS ⊕ ωstd on PN × C where ωFS is a multiple of the Fubini-Study
form on PN and ωstd is the standard Ka¨hler form on C,
• (X1, ω˜|X1) is symplectomorphic to (X,ω), and
• X0 is a projective toric variety (in PN ) and ω˜|X0 is a torus invariant Ka¨hler form denoted by ω0
where Xt := pi−1(t) ∼= i(pi−1(t)) ⊂ PN × {t} is a projective variety for every t ∈ C.
Let X sm ⊂ X be the smooth locus of X . The Hamiltonian vector field, denoted by V˜pi , for the imaginary part
Im(pi) of pi is defined on X sm. By the holomorphicity, pi satisfies the Cauchy-Riemann equation which induces
∇Re(pi) = −V˜pi where ∇ denotes the gradient vector field with respect to a Ka¨hler metric associated with ω˜. We
call
Vpi := V˜pi/||V˜pi||2
the gradient-Hamiltonian vector field of pi, see Ruan [Ru]. Then the one-parameter subgroup generated by Vpi
induces a symplectomorphism
(7.3) φ : (U , ω)→ (φ(U), ω0)
on an open dense subset U of X (∼= X1) such that φ(U) = Xsm0 and it is extended to a surjective continuous map
φ : X → X0
defined on the whole X , see Harada-Kaveh [HaK, Theorem A] for more details.
We may also consider a toric degeneration of a Ka¨hler manifold “equipped with a completely integrable system”
as follows. Consider a triple (X,ω,Θ) where Θ = (Θα)α∈I is a (continuous) completely integrable system on
(X,ω) and I is the index set for Θ such that |I| = dimCX0. We call pi : X → C a toric degeneration of (X,ω,Θ)
if pi is a toric degeneration of (X,ω) and Θ = Φ ◦ φ where Φ: X0 → R|I| is a toric moment map on (X0, ω0), see
[NNU1, Definition 1.1].
(7.4) (X1, ω1) ∼= (X,ω)
Θ
&&
φ // (X0, ω0) ⊂ PN × {0}
Φ
ww
∆0
The Hamiltonian vector field of each component Φα of Φ (= {Φα}α∈I) is globally defined on X0, even though
X0 is singular, by the following reason. Note that X0 ⊂ PN ×{0} is a projective toric variety, which is the Zariski
closure of the single (C∗)|I|-orbit onX0. The (C∗)|I|-action onX0 extends to the linear Hamiltonian action on PN
with respect to ωFS. We denote by (S1)|I| the maximal compact subgroup of (C∗)|I|, by Φ˜ = (Φ˜α)α∈I a moment
map for the (S1)|I|-action on PN , and by ξα the fundamental vector field of Φ˜α on PN for each α ∈ I. Then each
component Φα coincides with the restriction of Φ˜α to X0. Since X0 is T |I|-invariant, the trajectory of the flow of
ξα passing through any point of X0 should be on X0. In other words, the restriction ξα|X0 should be tangent3 to
X0, and therefore the Hamiltonian vector field of Φα is defined on the whole X0.
3Every toric variety is a stratified space [LS] so that each point in X0 is contained in an open smooth stratum and each vector field ξα is
tangent to the stratum.
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Now, let Vα be the open dense subset of X on which Θα is smooth. Then the Hamiltonian vector field, denoted
by ζα, of Θα is defined on Vα. For any subset I ′ ⊂ I, we let
(7.5) VI′ :=
⋂
α∈I′
Vα
so that the Hamiltonian vector field of Θα is defined on VI′ for every α ∈ I ′. If Θα is a periodic Hamiltonian, i.e.,
if Θα generates a circle action for every α ∈ I ′, then VI′ admits the T |I′|-action generated by {ζα}α∈I′ . Note that
VI′ is open dense in X so that U ∩ VI′ is also open dense in X where U is in (7.3).
Lemma 7.1. For any α ∈ I and p ∈ Vα, we have
φ(exp(t ζα) · p) = exp(t ξα) · φ(p)
for every t ∈ R.
Proof. Fix α ∈ I. From the fact that
• φ∗ω0 = ω on U ∩ Vα, and
• Θ = Φ ◦ φ,
it follows that
ω0(φ∗(ζα), φ∗(·)) = ω(ζα, ·) = dΘα(·) = dΦα ◦ dφ(·) = ω0(ξα, φ∗(·))
so that φ∗(ζα) = ξα on U ∩ Vα. Since U ∩ Vα is open dense in Vα and ξα is defined on whole X0, the equality
φ∗(ζα) = ξα
holds on Vα. This completes the proof by the uniqueness of a solution of first-order ODE’s. 
Let I ′ ⊂ I and suppose that Θα is a periodic Hamiltonian on VI′ for every α ∈ I ′. Since Φα is also a periodic
Hamiltonian on X0, we deduce the following immediately from Lemma 7.1.
Corollary 7.2. Let I ′ ⊂ I such that {Θα}α∈I′ are periodic Hamiltonians on VI′ . Then φ is T |I′|-equivariant on
VI′ .
We will apply Corollary 7.2 to GC systems. Recall that for any λ given in (3.8), Nishinou-Nohara-Ueda [NNU1]
built a toric degeneration of the GC system Φλ on a partial flag manifold (Oλ, ωλ,Φλ). We first describe their
toric degeneration of (Oλ, ωλ,Φλ) and a continuous map φ : Oλ → X0 given in (7.3) obtained by the gradient-
Hamiltonian flow, where X0 is the central fiber of the toric degeneration. (We also refer the reader to [KoM] or
[NNU1] for more details.)
In [KoM], Kogan and Miller constructed an (n−1)-parameter family F : X → Cn−1, called a toric degeneration
in stage, of projective varieties that can be factored as
(7.6) F = q ◦ ι, X ι↪→ P × Cn−1 q→ Cn−1, P =
r∏
k=1
Pnk 4
where ι is an algebraic embedding with a Ka¨hler form ω˜ on P × Cn−1 such that
• (F−1(1, · · · , 1), ω˜|F−1(1,··· ,1)) ∼= (Oλ, ωλ) and
• F−1(0, · · · , 0) is isomorphic to the GC toric variety X0 whose moment map image is ∆λ with the torus-
invaraint Ka¨hler form ω˜|F−1(0,··· ,0) on X0.
See [NNU1, Section 5 and Remark 5.2] for more details. Following [NNU1], we denote the coordinates of Cn−1
by (t2, · · · , tn) and F−1(1, · · · , 1, t = tk, 0, · · · , 0) by Xk,t for 2 ≤ k ≤ n and t ∈ C. Then the set
{Xk,t}2≤k≤n,t∈C
can be regarded as a family of algebraic varieties in P via the embedding ι where Xn,1 ⊂ P is the image of the
Plu¨cker embedding of Oλ and X2,0 ⊂ P is the toric variety X0 associated with ∆λ.
4For m ∈ Z+, we denote by Pm := P(∧mCn) = P
(
n
m
)
−1.
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Let T
n(n−1)
2 be the compact subtorus of (C∗)
n(n−1)
2 ⊂ X0 and consider a decomposition
T
n(n−1)
2 ∼= T 1 × T 2 × · · · × Tn−1.
For each k = 1, · · · , n − 1, we denote the i-th coordinate of T k by τi,j 5 where i + j = k + 1. Then, each
S1-action on X0 corresponding to τi,j can be extended to the linear Hamiltonian S1-action on P and we denote a
corresponding moment map by
(7.7) Φi,j : P → R.
On the other hand, recall that U(n) acts on P in a Hamiltonian fashion with a moment map µ(n) : P → u(n)∗ and
consider the sequence of subgroups of U(n)
U(1) ⊂ U(2) ⊂ · · · ⊂ U(n− 1) ⊂ U(n), U(k) :=
(
U(k) 0
0 In−k
)
.
Then each U(k) also acts on P in a Hamiltonian fashion and the moment map induced from µ(n) is given by
µ(k) : P → u(k)∗ ∼= {(k × k)-Hermitian matrices}
for k = 1, · · · , n− 1. For each pair (i, j) ∈ (Z+)2 with i+ j = k + 1, define
(7.8) Φi,jλ : P → R
which assigns the i-th largest eigenvalue of µ(k)(p) for every p ∈ P .
Remark 7.3. If one follows the notations used in [NNU1, Section 5], then we may express as
τi,j = τ
(j)
i , Φ
i,j = v
(k)
i , Φ
i,j
λ = λ
(k)
i , i+ j = k + 1.
An important fact is that a fiber of F in (7.6) is not invariant neither under the U(n)-action nor under the
T 1×T 2×· · ·×Tn−1-action on P , but Xk,t is invariant under the U(k−1) action and the T k×· · ·×Tn−1 action
for every k ≥ 2 and t ∈ C. The following theorem states that the maps Φi,jλ ’s in (7.8) and Φi,j’s in (7.7) defined on
P induces a completely integrable system on Xk,t and how the GC system Φλ on Xn,1 ∼= Oλ degenerates into the
toric moment map Φ on X2,0 ∼= X0 in stages. See also Section 5 and Section 7 of [NNU1].
Theorem 7.4 (Theorem 6.1 in [NNU1]). For every k ≥ 2 and t ∈ C, the map
Φk,t := (Φ
1,1
λ︸︷︷︸
1
, · · · ,Φ1,k−1λ , · · · ,Φk−1,1λ︸ ︷︷ ︸
k−1
,Φ1,k, · · · ,Φk,1︸ ︷︷ ︸
k
, · · · ,Φ1,n−1, · · · ,Φn−1,1︸ ︷︷ ︸
n−1
)
∣∣∣∣∣∣∣
Xk,t
: Xk,t → Rdim ∆λ
is a completely integrable system on Xk,t in the sense of Definition 3.6. Moreover, we have Φ
i,k−i
λ = Φ
i,k−i on
Xk,0 = Xk−1,1 for every i = 1, · · · , k − 1.
Note that Φk,t’s are related to one another via the gradient-Hamiltonian flows introduced by Wei-Dong Ruan
[Ru]. For each m = 1, · · · , n − 1, let Fm be the m-th component of F in (7.6) and let V˜m be the Hamiltonian
vector field of Im(Fm) on the smooth locus X sm of X . Then the gradient-Hamiltonian vector field is defined by
Vm := V˜m/||V˜m||2.
The flow of Vm, which we denote by φm,t where t is a time parameter, preserves the fiberwise symplectic form and
so φm,t induces a symplectomorphism on an open subset of each fiber on which φm,t is smooth. As a corollary, we
have the following.
5 For the consistency of (3.7), we use the index (i, j).
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Corollary 7.5 (Corollary 7.3 in [NNU1]). The gradient-Hamiltonian vector field Vk gives a deformation of Xk,t
preserving the structure of completely integrable systems. In particular, we have the following commuting diagram
for every t ≥ 0 :
(7.9) Xk,1
Φk,1 ""
φk,1−t // Xk,t
Φk,t}}
∆λ
By Corollary 7.5, we obtain a continuous map
(7.10) φ : Oλ = Xn,1 → X0 = X2,0
where φ = φ2,1 ◦ · · · ◦ φn,1 and it satisfies Φ ◦ φ = Φλ. Note that
φ : Φ−1λ (∆˚λ)→ Φ−1(∆˚λ)
is a symplectomorphism.
Now, for a given u ∈ ∆λ, we investigate which component Φi,jλ is smooth on Φ−1λ (u). Let γ be an r-dimensional
face of Γλ and let fγ be the corresponding face of ∆λ. Let
(7.11) IC(γ) := {(i, j) | (i, j) = vσ for some minimal cycle σ of γ}
so that |IC(γ)| = r. (See Figure 14.)
Lemma 7.6. Each Φi,jλ is smooth on Φ
−1
λ (u) for every (i, j) ∈ IC(γ). In particular, Φi,jλ is smooth on Φ−1λ (f˚γ).
Furthermore, {Φi,jλ }(i,j)∈IC(γ) generates a smooth fiberwise T r-action on Φ−1λ (u) for each u ∈ f˚γ .
Proof. The smoothness of each Φi,jλ on Φ
−1
λ (f˚γ) follows from the condition (i, j) = vσ and Proposition 3.11.
Also, we have seen in Section 3.4 that each Φi,jλ generates a smooth circle action on an open dense subset ofOλ on
which Φi,jλ is smooth. Since all components of Φλ Poisson-commute with each other, it finishes the proof. 
We recall the following well-known fact on toric varieties. Let ∆ ⊂ RN ∼= t∗ be a convex polytope of dimension
N and let X∆ be the corresponding projective toric variety where t is the Lie algebra of the maximal compact torus
TN in (C∗)N ⊂ X0 and t∗ is the dual of t. Let f be an r-dimensional face of ∆ and suppose that F1, · · · , Fm
are facets of ∆ such that f = ∩mi=1Fi. Also, we let vi ∈ t be the inward primitive integral normal vector of Fi for
i = 1, · · · ,m
Lemma 7.7 (Exercise 12.4.7.(d) in [CLS]). Let ξ1, · · · , ξr be primitive integral vectors in t which generates an
r-dimensional subtorus T r of TN . Then the T r acts on Φ−1(f˚) freely if ZN ∼= 〈v1, · · · , vm, ξ1, · · · , ξr〉.
We then obtain the following.
Proposition 7.8. Fix u ∈ f˚γ and consider the T r-action on Φ−1λ (u) generated by {Φi,jλ }(i,j)∈IC(γ) as given in
Lemma 7.6. Then the T r-action on Φ−1λ (u) is free. Furthermore, Φ
−1
λ (u) becomes a trivial principal bundle over
Φ−1λ (u)/T
r, that is,
Φ−1λ (u) ∼= T r × Φ−1λ (u)/T r.
Proof. We first show that the T r-action is free on Φ−1(u). For each (i, j) ∈ I6, we denote by
ξi,j := (ek,l) ∈ R
n(n−1)
2 ,
ek,l = 1 if (k, l) = (i, j) and ek,l = 0 otherwise if (i, j) ∈ Iλek,l = 0 for every (k, l) if (i, j) 6∈ Iλ.
By the min-max principle (3.8) and the dimension formula given in Definition 4.3, an inward primitive integral
normal vector vF for any facet F of ∆λ is either
vi,jvert := ξi,j+1 − ξi,j , or vi,jhor := −ξi+1,j + ξi,j
6See (3.5) and (3.9) for the definition of I and Iλ, respectively.
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for some (i, j) ∈ Iλ. In particular, if F contains fγ , then vF is eitherv
i,j
vert, i,j and i,j+1 are in the same simple region of γ, or
vi,jhor, i,j and i+1,j are in the same simple region of γ
for some (i, j) ∈ Iλ. Then, it is not hard to see that
{vF }fγ⊂F ∪ {ξi,j}(i,j)∈IC(γ)
generates the full lattice ZN where N = dim ∆λ. Therefore the T r-action generated by {Φi,j}(i,j)∈IC(γ) on
Φ−1(f˚γ) is free by Lemma 7.7, and hence the T r-action on each fiber Φ−1(u) is free for every u ∈ f˚γ . Since
φu := φ|Φ−1λ (u) : Φ
−1
λ (u)→ Φ−1(u) ∼= T r.
is T r-equivariant by Corollary 7.2, we see that the T r-action on Φ−1λ (u) is also free.
The freeness of the T r-action on Φ−1λ (u) implies that the map φu := φ|Φ−1λ (u) becomes a principal bundle map
such that
Φ−1λ (u)
/T r

φu // Φ−1(u) ∼= T r
/T r

Φ−1λ (u)/T
r // point
commutes. In particular, Φ−1λ (u) is a pull-back bundle of the trivial T
r-bundle over a point so that Φ−1λ (u) is a
trivial T r-bundle as desired. 
To sum up, we can describe how each fiber of a GC system deforms into a torus fiber of a moment map of X0
via a toric degeneration as follows.
Theorem 7.9. Let γ be a face of the ladder diagram Γλ of dimension r and let fγ be the corresponding face of the
Gelfand-Cetlin polytope ∆λ. For each point u in the relative interior f˚γ , all S1-factors that appeared in each stage
of the iterated bundle structure S•(γ) of Φ−1λ (u) given in Theorem 5.12 are factored out. That is,
Φ−1λ (u) ∼= T r × S•(γ)′
where S•(γ)′ is the total space of the iterated bundle which can be obtained by the construction of S•(γ) ignoring
all S1-factors appeared in each stage. Furthermore, the continuous map φ in (7.10) on each fiber Φ−1λ (u) is the
projection map
Φ−1λ (u) ∼= T r × S•(γ)′
φ−→ T r ∼= Φ−1(u).
Proof. Consider the iterated bundle structure of Φ−1λ (u) given in Theorem 5.12 :
(7.12)
Φ−1λ (u) ∼= Sn−1(γ)
pn−1−−−→ Sn−2(γ) → · · · p2−→ S1(γ) p1−→ S0(γ) := point
↪→ ↪→ ↪→ ↪→
Sn−1(γ) Sn−2(γ) · · · S1(γ)
where Sk(γ) is the fiber of pk : Sk(γ)→ Sk−1(γ) at the k-th stage defined in (5.2). Each Sk(γ) can be factorized
into Sk(γ) = (S1)rk × Yk where Yk is either a point or a product of odd-dimensional spheres without any S1-
factors. (See the proof of Proposition 6.2.) Then we claim that
(1) there is a one-to-one correspondence between the S1-factors that appeared in each stage and the elements
in IC(γ),
(2) (S1)rk acts on Sk(γ) fiberwise with respect to pk : Sk(γ)→ Sk−1(γ), and
(3) the torus action on Φ−1λ (u) ∼= Sn−1(γ) generated by {Φi,jλ }(i,j)∈IC(γ),i+j−1=k is an extension of the
(S1)rk -action on Sk(γ) given in (2).
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The first statement (1) is straightforward since each (i, j) ∈ IC(γ) corresponds to an M1-block in Wi+j−1(γ)
containing a bottom vertex of Wi+j−1 so that each (i, j) ∈ IC(γ) assigns an S1-factor in Si+j−1(γ). See Section
5.1. The third statement (3) is also clear since each Φi,jλ with i+ j − 1 = k descends to a function Φi,jλk on Sk(γ)
where
λk = (Φ
1,k
λ (u), · · · ,Φk,1λ (u)).
For the second statement (2), fix k ≥ 1 and consider the k-th stage
(7.13)
Sk(γ) = (S
1)rk × Yk ↪→ Sk(γ) ⊂ (Oa, ωa)
↓ pk
Sk−1(γ) ⊂ (Ob, ωb)
of S•(γ). As we have seen in the diagram (6.7), Sk(γ) is a subset of A(a, b) where a = (a1, · · · , ak+1) and
b = (b1, · · · , bk) with
• ai = Φi,k+1−iλ (u) for 1 ≤ i ≤ k + 1 and
• bj = Φj,k−jλ (u) for 1 ≤ j ≤ k.
Note that Φi,k−ia generates a circle action on Oa whenever ai < bi < ai+1, see Section 3.4. For any smooth
functions f on Ob and f̂ = f ◦ pk on Oa, we denote by ξf and ξf̂ the Hamiltonian vector fields for f and f̂ ,
respectively. Then it follows that ξf̂ is projectable under pk and it satisfies (pk)∗ξf̂ = ξf , i.e., dpk(ξf̂ )(x) =
ξf (pk(x)) for every x ∈ Ob since
(7.14)
ωb((pk)∗ξf̂ , (pk)∗(·)) = (pk)∗ωb(ξf̂ , ·)
= ωa(ξf̂ , ·)
= df̂(·) = df((pk)∗(·))
= ωb(ξf , (pk)∗(·))
where the second equality comes from Lemma 6.12. Also, note that Φi,k−ib is a constant function on Ob and
Φi,k−ia = Φ
i,k−i
b ◦ pk. By applying (7.14), we can see that the Hamiltonian flow generated by Φi,k−ia preserves the
(k× k) leading principal minor, and therefore its Hamiltonian vector field is tangent to the vertical direction of pk.
Once (1), (2), and (3) are satisfied, its iterated bundle in (7.12) descends to
(7.15)
Φ−1λ (u)/(S
1)r ∼= Sn−1(γ)′
p′n−1−−−→ Sn−2(γ)′ → · · · p
′
2−→ S1(γ)′ p
′
1−→ S0(γ)′ := point
↪→ ↪→ ↪→ ↪→
Yn−1 Yn−2 · · · Y1
where Sk(γ)′ = Sk(γ)/(S1)rk+···+r1 and the (S1)rk+···+r1 -action is generated by {Φi,jλ }(i,j)∈IC(γ),i+j−1≤k.
Since Φ−1λ (u) ∼= T r × Y (u) for some Y (u) by Proposition 7.8, we have Y (u) ∼= Φ−1λ (u)/T r ∼= S•(γ)′, which
completes the proof. 
As an application of Theorem 7.9, one can provide a more explicit description of GC fibers. As mentioned in
Remark 5.15, an iterated bundle in Theorem 5.12 is in general not trivial. Generally speaking, a torus bundle over a
torus might be non-trivial, e.g. Kodaira-Thurston example, a 2-torus bundle over a 2-torus whose first betti number
is 3, see [Th]. Yet, Theorem 7.9 guarantees that all torus factors in the iterated bundle can be taken out from Φ−1λ (u).
Using this observation, in some case, the iterated bundle can be characterized explicitly.
Example 7.10. (1) Let Oλ ' F(6) be the co-adjoint orbit associated with λ = (5, 3, 1,−1,−3,−5). Con-
sider the face γ1 defined in Figure 19. The diffeomorphic type of the fiber over a point u in the relative
interior of γ1 is the product of (S1)7 and Y (u) by Theorem 7.9. Here, Y (u) is diffeomorphic to SU(3)
because Y (u) is the total space of the S3-bundle over S5 from Remark 5.15. In sum,
Φ−1λ (u) ' (S1)7 × SU(3).
(2) Let λ = (3, 3, 3,−3,−3,−3). Then, the co-adjoint orbit Oλ is Gr(3, 6). Consider the face γ2 defined in
Figure 19. We claim that the diffeomorphic type of the fiber over a point in the relative interior of γ2 is
Φ−1λ (u) ' (S1)3 × (S3)2.
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Because of Theorem 7.9, the fiber is of the form (S1)3×Y (u) where Y (u) is an S3-bundle over S3. Since
every S3-bundle over S3 is trivial (see Steenrod [St]), we have Y (u) ' (S3)2.
5
3
1
-1
-5
-3
γ1 γ2
3 3 3
33
3
-3 -3 -3
-3 -3
-3
FIGURE 19. Gelfand-Cetlin fibers.
Another application of Theorem 7.9 is to compute the first and the second homotopy groups of each Φ−1λ (u) as
follows. Let u ∈ ∆λ and let f be the face of ∆λ containing u in its relative interior. Also, let γ be the face of Γλ
corresponding to f . For each k = 1, · · · , n − 1, the fibration (7.13) induces the long exact sequence of homotopy
groups given by
(7.16)
· · · → pi2(Sk(γ)) → pi2(Sk(γ)) → pi2(Sk−1(γ))
→ pi1(Sk(γ)) → pi1(Sk(γ)) → pi1(Sk−1(γ)) → pi0(Sk(γ)) → · · ·
Proposition 7.11. Let u ∈ ∆λ. Then the followings hold.
• pi2(Φ−1λ (u)) = 0.
• If u is a point in the relative interior of an r-dimensional face of ∆λ, then
pi1(Φ
−1
λ (u)) ∼= Zr.
Proof. Since Sk(γ) in (7.13) is a point or a product space of odd dimensional spheres, we have pi2(Sk(γ)) = 0 for
every k = 1, · · · , n − 1. Note that pi2(S1(γ)) = pi2(S1(γ)) = 0. Therefore, it easily follows that pi2(Sk(γ)) = 0
for every k by the induction on k. The second statement is deduced from Theorem 7.9, since S•(γ)′ is simply
connected. 
Corollary 7.12. For a point u ∈ ∆λ, the fiber Φ−1λ (u) is a Lagrangian torus if and only if u is an interior point of
∆λ
Proof. The “if” statement follows immediately from Theorem 7.9, and the “only if” part follows from Proposition
7.11. 
Part 2. Non-displaceability of Lagrangian fibers
8. INTRODUCTION OF PART 2
In the second part of this article, we focus on detecting displaceable and non-displaceable Lagrangian 7 GC
fibers.
There has been research on displaceability and non-displaceability of GC fibers on partial flag manifolds. Nishi-
nou, Nohara, and Ueda showed that the Lagrangian GC torus fiber at the center is non-displaceable. To show it,
they calculated the potential function after constructing a toric degeneration from a GC system to a toric moment
map and found a weak bounding cochain such that the deformed Floer cohomology is non-vanishing.
Theorem 8.1 (Theorem 12.1 in [NNU1]). For any non-increasing sequence λ of real numbers, the Gelfand-Cetlin
system Φλ : (Oλ, ωλ) → ∆λ admits a non-displaceable Lagrangian torus fiber Φ−1λ (u0) over the center u0 of the
Gelfand-Cetlin polytope ∆λ.
7See Definition 9.1 for (non-)displacealbe Lagrangian submanifolds
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Over the Novikov ring over the field of complex numbers, Nohara and Ueda [NU2] found bounding cochains
making deformed Floer cohomology of U(2)-fiber non-zero in Oλ ∼= Gr(2, 4) for
(8.1) λ = {λ1 = λ2 = 2 > λ3 = λ4 = −2}.
The authors explicitly classified moduli spaces of holomorphic discs bounded by the fiber over the center of γ,
using the homogeneity of the fiber in Gr(2, 4). Here, the notion of homogeneous Lagrangians was introduced by
Evans and Lekili, see [EL, Definition 1.1.1].
Theorem 8.2 (Theorem 1.2 in [NU2]). For the sequence λ in (8.1), let γ be the one-dimensional Lagrangian face
of Γλ in Example 5.10. Then, the Gelfand-Cetlin U(2)-fiber over the center of the face γ is non-displaceable.
Moreover, any other Gelfand-Cetlin U(2)-fibers located at its interior are displaceable.
For a sequence
(8.2) λ = (λ1 = · · · = λn = n > λn+1 = · · · = λ2n = −n),
the co-adjoint orbit Oλ gives rise to Gr(n, 2n) and the (n× n)-square γ in Γλ corresponds to the one-dimensional
face whose fiber at the interior is diffeomorphic to U(n). According to the result of the third named author in
[Oh], any Lagangian submanifold that is a fixed point set of an anti-symplectic involution of a monotone Hermitian
symmetric space has non-zero Floer cohomology over the field of characteristic two. By Iriyeh, Sakai, and Tasaki
in [IST], the U(n)-fiber is the fixed point set of an anti-symplectic involution on Gr(n, 2n), a Hermitian symmetric
space. Using those results, Evans and Lekili [EL2] observed that the U(n)-fiber at the center of the face γ has
non-zero Floer cohomology over the field in characteristic two.
Theorem 8.3 (Corollary 7.4.2 in [EL2]). For the sequence λ in (8.2), the Lagrangian U(n)-fiber at the center
of one-dimensional edge γ is non-displaceable. Moreover, the Lagrangian U(N)-fiber at the center of γ split-
generates the Fukaya category of Gr(N, 2N) in characteristic 2 for N = 2s with a positive integer s .
In this paper, we discuss non-displaceable GC fibers on complete flag manifolds equipped with a monotone KKS
form. In contrast to the case of the U(n)-fiber in Gr(n, 2n), a non-toric fiber can not be realized as an orbit of a
global holomorphic action in general because it has torus factors from torus actions not extending to the ambient
manifold. Because of this feature, it seems that the arguments in Theorem 8.2 and Theorem 8.3 cannot be applied
to this case.
Let
λ = {λ1 > λ2 > · · · > λn}
be a decreasing sequence of real numbers so that the co-adjoint orbit Oλ is diffeomorphic to a complete flag
manifold. When the KKS form ωλ is monotone, we will show non-displaceability of toric fibers and non-toric
fibers as well. To show it, we first locate a half-open line segment [u0,uγ) ⊂ ∆λ where u0 is the center 8 of
∆λ and uγ is a point in the relative interior of some Lagrangian face γ of ∆λ. Then, in some cases, we are
able to show that each torus fiber Φ−1λ (u) (u ∈ [u0,uγ)) is non-displaceable by showing that a Lagrangian Floer
cohomology (with a certain bulk-deformation parameter and a weak bounding cochain) is non-zero. Since the non-
toric Lagrangian submanifold Φ−1λ (uγ) is realized as the “limit” of non-displaceable Lagrangian tori, we deduce
that the fiber Φ−1λ (uγ) is also non-displaceable, see Proposition 10.13 for the precise statement.
We describe line segments over which the fibers are non-displaceable in the GC polytope ∆λ explicitly. If the
symplectic form ωλ is monotone, the center of the polytope ∆λ is expressed as follows. Recall that the form ωλ
is monotone if and only if λn − λn−1 = λn−1 − λn−2 = · · · = λ2 − λ1 by Proposition 3.4. By scaling ωλ if
necessary, we may assume that
(8.3) λ = {λi := n− 2i+ 1 : i = 1, · · · , n} ,
8For any moment polytope ∆, Fukaya, Oh, Ohta, and Ono [FOOO3, Proposition 9.1] described a unique interior point (which they denoted
by u0 or PK ) and we call it the center of ∆. The center u0 of ∆ is a point over which the corresponding toric fiber is non-displaceable, see
Theorem 1.5 and Proposition 4.7 in [FOOO3] for more details. Notice that the center is not meant to be the barycenter of a polytope. The center
and the barycenter are in general different.
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which is the case where [ωλ] = c1(TOλ). The polytope ∆λ is of dimension n(n−1)2 . It turns out that ∆λ is a
reflexive 9 polytope, see [BCKV, Corollary 2.2.4] or [NNU1, Lemma 3.12]. One well-known fact on a reflexive
polytope is that there exists a unique lattice point in its interior, that is exactly the center of the polytope.
We start from the simplest case where the co-adjoint orbit Oλ of a sequence λ = {λ1 > λ2 > λ3}. In this case,
Pabiniak investigated displaceable GC fibers.
Theorem 8.4 ([Pa]). For λ = {λ1 > λ2 > λ3}, let Oλ be the co-adjoint orbit, which is a complete flag manifold
F(3) equipped with ωλ.
(1) If ωλ is not monotone, i.e. (λ1 − λ2) 6= (λ2 − λ3), then all Gelfand-Cetlin fibers but one over the center
are displaceable.
(2) If ωλ is monotone i.e. (λ1 − λ2) = (λ2 − λ3), then all Gelfand-Cetlin fibers but the fibers over the line
segment
(8.4) I :=
{
(u1,1, u1,2, u2,1) = (0, a− t,−a+ t) ∈ R3 : 0 ≤ t ≤ a
}
are displaceable where 2a = λ1 − λ2. Observe that the line segment I is the red line in Figure 20.
Note that the line segment I connects the center (0, a,−a) of ∆λ and the position (0, 0, 0) of the Lagrangian 3-
sphere. Combining with Theorem 8.1, Theorem 8.4 finishes the classification of displaceable and non-displaceable
fibers of the GC system Φλ for the non-monotone case. The following theorem asserts every GC fiber in the
family {Φ−1λ (u) | u ∈ I} is non-displaceable. Thus, together with Theorem 8.4, our result provides the complete
classification of displaceable and non-displaceable Lagrangian GC fibers when ωλ is monotone. We postpone its
proof until Section 10.3.
Theorem C (Theorem 10.12). Let λ = {λ1 = 2 > λ2 = 0 > λ3 = −2}. Consider the co-adjoint orbit Oλ, a
complete flag manifold F(3) equipped with the monotone Kirillov-Kostant-Souriau symplectic form ωλ, Then the
Gelfand-Cetlin fiber over a point u ∈ ∆λ is non-displaceable if and only if u ∈ I where
(8.5) I :=
{
(u1,1, u1,2, u2,1) = (0, 1− t,−1 + t) ∈ R3 | 0 ≤ t ≤ 1
}
In particular, the Lagrangian 3-sphere Φ−1λ (0, 0, 0) is non-displaceable.
FIGURE 20. The positions of non-displaceable GC Lagrangian fibers in F(3).
Remark 8.5. The fiber over the center (0, 1,−1) of ∆λ is known to be non-displaceable by Theorem 8.1. Also,
Nohara and Ueda [NU2] calculated a Floer cohomology of the Lagrangian 3-sphere Φ−1λ (0, 0, 0), which turns out
to be zero over the Novikov field Λ. Nevertheless, Theorem C says that it is non-displaceable.
Next, we deal with a general case for an arbitrary positive integer n ≥ 4 where λ is given as in (8.3). In this
case, the GC polytope ∆λ is a reflexive polytope whose center is
(ui,j := j − i : i+ j ≤ n) ∈ ∆λ ⊂ Rn(n−1)/2.
Consider the face fm of ∆λ defined by
{ui,j = ui,j+1 : 1 ≤ i ≤ m, 1 ≤ j ≤ m− 1} ∪ {ui+1,j = ui,j : 1 ≤ i ≤ m− 1, 1 ≤ j ≤ m}.
9A convex lattice polytope P is called reflexive if its dual polytope P∗ is also a lattice polytope.
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for any integer m satisfying 2 ≤ m ≤ ⌊n2 ⌋. Note that there are (⌊n2 ⌋− 1) such faces in ∆λ. For instance, we
have two faces f2 and f3 for the case where n = 7 (see Figure 21), and three faces f2, f3 and f4 for n = 8 (see
Figure 22). Furthermore, those faces can be filled byL-shaped blocks so that they are Lagrangian by Corollary 5.23.
Regarding fm as a polytope, the center of fm admits a unique lattice point in its interior, whose components are
given by
(8.6) ui,j :=
0 if max(i, j) ≤ mj − i if max(i, j) > m.
Candidates for non-displaceable Lagrangian fibers are the fibers over the line segment Im ⊂ ∆λ connecting
the center of ∆λ and the center of fm for each m ≥ 2. Explicitly, the line segment Im is parameterized by
{Im(t) ∈ ∆λ : 0 ≤ t ≤ 1} where
(8.7) Im(t) :=
ui,j(t) = (j − i)− (j − i) t if max(i, j) ≤ mui,j(t) = (j − i) if max(i, j) > m.
We denote by Lm(t) the Lagrangian GC fiber over the point Im(t), that is Lm(t) := Φ−1λ (Im(t)). Now, we state
our second main theorem in this section. Again its proof will be postponed to Section 11 and Section 12.
Theorem D (Theorem 12.16). Let λ = {λi := n − 2i + 1 | i = 1, · · · , n} be an n-tuple of real numbers for
an arbitrary integer n ≥ 4. Consider the co-adjoint orbit Oλ, a complete flag manifold F(n) equipped with the
monotone Kirillov-Kostant-Souriau symplectic form ωλ. Then each Gelfand-Cetlin fiber Lm(t) is non-displaceable
Lagrangian for every 2 ≤ m ≤ ⌊n2 ⌋. In particular, there exists a family of non-displaceable non-torus Lagrangian
fibers {
Lm(1) : 2 ≤ m ≤
⌊n
2
⌋}
of the Gelfand-Cetlin system Φλ where Lm(1) is diffeomorphic to U(m)× T n(n−1)2 −m2 .
Example 8.6. (1) A monotone complete flag manifold F(7) admits (at least) two line segments I2 and I3
in the GC polytope over which the fibers are non-displaceable, see Figure 21. Particularly, it has non-
displaceable Lagrangian submanifolds diffeomorphic to U(2)× T 17 and U(3)× T 12.
2
3
4
5
6
1
2
3
4
2
1
0
0
-1
-1
-2
-2
-2
-3
-3
-4
-4
-5 -6
1
-10
0
I2 I3
0
2
3
4
5
6
0
0
1
2
3
4
2
1
0
0
-1
-1
-2
-2
-2
-3
-3
-4
-4
-5 -60
0
3
4
5
6
0
0
2
3
4
2
1
0
0
-1
-2
-2
-3
-3
-4
-4
-5 -6
0
0
00
0
center of f2 center of f3center of4λ
FIGURE 21. Positions of non-displaceable Lagrangian GC fibers in F(7).
(2) A monotone complete flag manifold F(8) admits (at least) three line segments I2, I3 and I4 in the GC
polytope over which the fibers are non-displaceable, see Figure 22. Particularly, it has non-displaceable
Lagrangian submanifolds diffeomorphic to U(2)× T 24, U(3)× T 19 and U(4)× T 12.
Remark 8.7. The third named author with Fukaya, Ohta, and Ono [FOOO4] found a continuum of non-displaceable
toric fibers on some compact toric manifolds including a non-monotone toric blowup of CP 2 at two points, see also
Woodward [Wo]. Using the degeneration models, they also produced a continuum of non-displaceable Lagrangian
tori on CP 1 × CP 1 and the cubic surface respectively in [FOOO5] and [FOOO8]. Vianna [Vi] also showed a
continuum of non-displaceable tori in (CP 1)2n. In the case of toric orbifolds, dealing with more restrictive classes
of Hamiltonian isotopies, non-displaceable toric fibers usually exist in abundance, see Woodward [Wo], Wilson-
Woodward [WW], and Cho-Poddar [CP].
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FIGURE 22. Positions of non-displaceable Lagrangian GC fibers in F(8).
Before dealing with non-displaceable GC fibers, we study displaceability of fibers in GC systems in Section 9.
In the toric case, McDuff [McD] and Abreu-Borman-McDuff [ABM] developed the method of probes to detect
displaceable toric fibers. The probe method can be also applied to Lagrangian torus fibers in GC systems because
they are related to the toric fibers via a (local) symplectomorphism in (2.1), however, it is not applicable to non-torus
fibers. In the case where a co-adjoint orbit is F(3), Pabiniak [Pa] investigated displaceable fibers.
We develop several numerical and combinatorial criteria for detecting displaceable GC fibers which can be
applied to both torus fibers and non-torus fibers in GC systems. Even though our criteria are not exhaustive to
classify all displaceable fibers, it is enough to detect almost all displaceable fibers in that the non-displaceable
fibers should be located over a measure zero set of the polytope ∆λ. In particular, we are able to displace all
non-torus fibers in some cases.
Theorem E (Corollary 9.14). Let p be a prime number. Then every non-torus Lagrangian Gelfand-Cetlin fiber of
the complex Grassmannian Gr(2, p) is displaceable.
The rest of the paper is organized as follows. In Section 9, we introduce several numerical criteria testing dis-
placeability of GC fibers and the proof of Theorem E will be discussed. Section 10 is devoted to review Lagrangian
Floer theory and to explain Theorem C. To prove Theorem D, the split leading term equation is introduced and its
solvability is discussed in Section 11 and 12. Section 13 focuses on calculation of the potential function deformed
Schubert cycles.
9. CRITERIA FOR DISPLACEABLILITY OF GELFAND-CETLIN FIBERS
For a given moment polytope, McDuff [McD] and Abreu-Borman-McDuff [ABM] developed the techniques
(using probes) to detect positions of displaceable toric moment fibers by using combinatorial data of the polytope.
In contrast to the toric cases, any partial flag manifold always possesses a non-torus Lagrangian GC fiber unless it
is diffeomorphic to a projective space, see Corollary 5.24. The probe method also can be applied to some extent to
the case of GC systems, see [Pa] for example. However, it works only for torus fibers over interior points of a GC
polytope. In this section, we provide several numerical and combinatorial criteria for displaceability of both torus
and non-torus Lagrangian fibers of GC systems. (See Proposition 9.4, 9.10, 9.12.)
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Definition 9.1. Let (M,ω) be a symplectic manifold and let Y be a subset. We say that Y is displaceable if there
exists a Hamiltonian diffeomorphism φ ∈ Ham(M,ω) such that
φ(Y ) ∩ Y = ∅.
If there is no such a diffeomorphism, then we say that Y is non-displaceable.
Definition 9.2. Let λ be a sequence of non-increasing real numbers given in (3.4). We say that a face γ is displace-
able if Φ−1λ (u) is displaceable for every u ∈ γ˚.
9.1. Testing by diagonal entries.
For a sequence λ = {λ1, · · · , λn} in (3.4), let Φλ : Oλ → ∆λ ⊂ Rn(n−1)2 be the GC system. For each lattice
point (i, j) ∈ (Z≥1)2 with 2 ≤ i+ j ≤ n, we denote by Φi,jλ : Oλ → R the (i, j)-th component of Φλ. We denote
the coordinate system of R
n(n−1)
2 by (ui,j)2≤i+j≤n as described in Figure 9.
Note that the symmetric group Sn can be regarded as a subgroup of U(n) ⊂ Ham(Oλ, ωλ). Namely, each
element w ∈ Sn is represented by the (n × n) elementary matrix, which we still denote by w, whose (i, w(i))-th
entry is 1 for each i = 1, · · · , n and other entries are zero. Then each x = (xi,j)1≤i,j≤n ∈ Oλ ⊂ Hn and w ∈ Sn
satisfies
(w · x)ij = (wxw−1)ij = xw(i),w(j)
for every 1 ≤ i, j ≤ n. The following lemma says the diagonal entries of any element x ∈ Φ−1λ (u) are completely
determined by u.
Lemma 9.3. Let u = (ui,j)i,j≥1 ∈ ∆λ. Then for any x ∈ Φ−1λ (u), we have x1,1 = u1,1 and
xk,k =
∑
i+j=k+1
ui,j −
∑
i+j=k
ui,j .
for 1 < k ≤ n where
ui,j := λi for i+ j = n+ 1.
Proof. It is straightforward from the fact that
tr(x(k)) = x1,1 + · · ·+ xk,k =
∑
i+j=k+1
ui,j
for every k = 1, · · · , n where x(k) denotes the (k × k) leading principal minor matrix of x. 
For the sake of simplicity, let d1(u) := u1,1 and
(9.1) dk(u) :=
∑
i+j=k+1
ui,j −
∑
i+j=k
ui,j
for u ∈ ∆λ and 1 < k ≤ n so that xk,k = dk(u) for every x ∈ Φ−1λ (u) by Lemma 9.3. We then state a numerical
criterion for displaceable fibers.
Proposition 9.4. Let u be a point in the Gelfand-Cetlin polytope ∆λ. If the fiber Φ−1λ (u) is non-displaceable, then
d1(u) = · · · = dn(u).
Proof. Note that Φ1,1λ (x) = x1,1 and Φ
1,1
λ (w · x) = xw(1),w(1) for w ∈ Sn. If d1(u) 6= dk(u) for some k with
1 ≤ k ≤ n, then
Φ1,1λ (x) = x1,1 = d1(u) 6= dk(u) = xk,k = xw(1),w(1) = Φ1,1λ (w · x)
for every x ∈ Φ−1λ (u) where w is the transposition (1, k). Thus,
w · Φ−1λ (u) ∩ Φ−1λ (u) = ∅
and hence Φ−1λ (u) is displaceable. This completes the proof. 
In a GC system, Proposition 9.4 implies that almost all fibers are displaceable.
44 YUNHYUNG CHO, YOOSIK KIM, AND YONG-GEUN OH
Corollary 9.5. For any Gelfand-Cetlin system Φλ, there exists a dense open subset U of the Gelfand-Cetlin polytope
∆λ such that for each u ∈ U the fiber Φ−1λ (u) is displaceable.
Remark 9.6. This contrasts to the case of toric orbifolds. There is a symplectic toric orbifold which contains an open
subset U of a moment polytope such that every fiber over a point in U is non-displaceable, see Wilson-Woodward
[WW] and Cho-Poddar [CP].
Example 9.7. We demonstrate how to apply Proposition 9.4 to detect displaceable fibers.
(1) (Complex projective spaces) For λ = {λ1 = n, λ2 = · · · = λn = 0}, the co-adjoint oribt (Oλ, ωλ)
is a complex projective space CPn−1 equipped with a (multiple of) the Fubini-Study form ωλ. In this
case, every component Φi,jλ of the GC system Φλ is a constant function unless i = 1 so that ∆λ is an
(n− 1)-dimensional simplex. For any u ∈ ∆λ and x ∈ Φ−1λ (u), we have
x1,1 = d1(u) = u1,1,
xk,k = dk(u) = u1,k − u1,k−1for 1 ≤ k ≤ n− 1,
xn,n = dn(u) = u1,n − u1,n−1 = n− u1,n−1.
Then d1(u) = · · · = dn(u) implies that dk(u) = 1 for every 1 ≤ k ≤ n. Therefore, by Proposition 9.4,
if dk(u) 6= 1 for some k, then Φ−1λ (u) is displaceable. The only possible candidate for a non-displaceable
fiber is Φ−1(u0) where u0 is the center of ∆λ, i.e., u0 = (ui,j) with u1,j = j for j = 1, · · · , n− 1. Note
that it has been shown by Cho [Cho1] that Φ−1λ (u0) is non-displaceable. Therefore, Φ
−1
λ (u0) is a stem.
10
(2) (Complete flag manifold F(3)) Let λ = {λ1, 0,−λ2} for λ1, λ2 > 0 so that (Oλ, ωλ) is a complete flag
manifold F(3) and it admits a unique proper Lagrangian face, a vertex v3, of ∆λ in Example 4.5, see
Figure 23 below. For any x ∈ Φ−1λ (v3), we can easily see that x1,1 = x1,2 = x2,1 = x2,2 = 0, and
x3,3 = λ1− λ2. By Proposition 9.4, we can conclude that Φ−1(v3) is displaceable whenever λ1 6= λ2. We
have reproduced the result of Pabiniak [Pa] on displaceability of a (unique) non-torus GC Lagrangian fiber
in F(3). In Section 10.3, Φ−1(v3) will be shown to be non-displaceable when λ1 = λ2.
v3 :
λ1
0
−λ2
0
0 0
FIGURE 23. The Lagrangian face of Γλ in F(3)
(3) (Complex Grassmannian Gr(2, 4)) Let λ = {t, t, 0, 0} for t > 0. By Corollary 5.23, the edge e in Figure
24 of ∆λ is the unique proper Lagrangian face of Γλ. For a positive real number a with 0 ≤ a ≤ t, we
consider the point ra ∈ e given by u1,1 = u1,2 = u2,1 = u2,2 = a. Nohara-Ueda [NU2] proved that
the every fiber over the edge except the fiber Φ−1λ (rt/2) is displaceable and moreover Φ
−1
λ (rt/2) is non-
displaceable. Our combinatorial test (Proposition 9.4) easily tells us that Φ−1λ (ra) is displaceable unless
2a = t.
e =
t
t
t
0
0 0
FIGURE 24. Lagrangian face of Γλ in Gr(2, 4)
(4) (Complex Grassmannian Gr(2, 6)) Let λ = {6, 6, 0, 0, 0, 0}. By Example 5.25, there are exactly four
proper Lagrangian faces γ2, γ3, γ4, and γ2,4 of Γλ as follows.
10A fiber of a moment map is called a stem if all other fibers are displaceable. See [EP].
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γ2 : γ3 : γ4 : γ2,4 :
FIGURE 25. Four proper Lagrangian faces of Γλ
First, consider two faces γ3 and γ2,4. By Proposition 9.4, we can easily check that every Lagrangian
fiber over a point in γ3 (resp. γ2,4) is displaceable except for the fiber at u3 (resp. u2,4) described in Figure
26.
γ3 3 u3 : γ2,4 3 u2,4 :
6
6
6 6
6
6
0
0
0
0
0
0
0
0
4
3
33
3
5
2 1
4
4
4
4
2
2
2
2
FIGURE 26. Lagrangian faces γ3 and γ2,4
For the other faces γ2 and γ4, again by Proposition 9.4, every fiber is displaceable except for the one-
parameter families of Lagrangian fibers u2(t) and u4(t) (−1 < t < 1) described in Figure 27 in γ2 and γ4,
respectively.
u2(t) : u4(t) :
6
6
6 6
6
6
4 3 + t
22
4
5− t
2 2
4
4
4
4
3− t
2
2
1 + t
0
0
0
0
0
0
0
0
FIGURE 27. Lagrangian faces γ2 and γ4
In Section 9.2, we will give another method for detecting displaceability of fibers and show that γ2 and
γ4 are indeed displaceable. Consequently, there are exactly two non-torus Lagrangian fiber Φ−1λ (u3) and
Φ−1λ (u2,4) that might be non-displaceable.
9.2. Symmetry on Γλ (complex Grassmannian cases).
In this section, we study displaceability of non-torus Lagrangian fibers of GC systems on complex Grassmanni-
ans. Let Gr(k, n) be the Grassmannian of complex k-dimensional subspaces ofCn. Since Gr(k, n) ∼= Gr(n−k, n),
without loss of generality, we assume that n− k ≥ k. Let λ = {t, · · · , t︸ ︷︷ ︸
k times
, 0, · · · , 0︸ ︷︷ ︸
n−k times
} for t > 0 so that
Gr(k, n) ∼= Oλ.
We start with the following series of algebraic lemmas which seems to be well-known.
Lemma 9.8. Let A be any complex (n× k) matrix. Then AA∗ and A∗A have the same non-zero eigenvalues with
the same multiplicities.
Proof. Recall that a singular value decomposition yields
A = UΣV ∗
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where U is an (n× n) unitary matrix, Σ is an (n× k) matrix such that Σi,j = 0 unless i = j, and V is a (k × k)
unitary matrix. Then AA∗ = UΣΣ∗U∗ and A∗A = V Σ∗ΣV ∗ are unitary diagonalizations of AA∗ and A∗A
respectively. Since ΣΣ∗ and Σ∗Σ have the same nonzero eigenvalues with the same multiplicities, this completes
the proof. 
Lemma 9.9. Any element x ∈ Oλ can be expressed by
x = XX∗
for some (n× k) matrix X = [v1, · · · , vk] such that
• |vi|2 = t for every i = 1, · · · , k, and
• 〈vi, vj〉 = 0 for every i 6= j
where 〈·, ·〉 means the standard hermitian inner product on Cn. In particular, we have
X∗X = tIk
where Ik is the (k × k) identity matrix.
Proof. Let x ∈ Oλ. Since x is semi-positive definite by our choice of λ, there exists an (n × n) lower triangular
matrix L having non-negative diagonal entries such that
(9.2) x = LL∗.
The expression (9.2) is called a Cholesky factorization of x, see [HJ, Corollary 7.2.9]. Let L = UΣV ∗ be a singular
value decomposition of L. In this case, the matrices U,Σ, and V are all (n× n) matrices. Then we have
x = LL∗ = UΣΣ∗U∗ where ΣΣ∗ =
(
tIk 0
0 Ok
)
.
LetD = D∗ =
√
ΣΣ∗ so that x = UDD∗U∗ and denote byU = [u1, · · · , un]. SinceUD =
√
t·[u1, · · · , uk, 0, · · · , 0],
we have UDD∗U∗ = UD(UD)∗ = XX∗ where X is taken to be the (n× k) matrix
X = [v1, · · · , vk] =
√
t · [u1, · · · , uk].
This finishes the proof. 
Now, we consider Lagrangian faces of particular types in a ladder diagram Γλ described as follows. Let (0,i)k
denote the (k× k) square whose upper-left corner is (0, i) so that the vertices of (0,i)k are (0, i), (k, i), (k, i− k)
and (0, i− k). Let γi be the graph drawn by all positive paths not passing through the interior of the square (0,i)k.
Hence, γi contains exactly one (k× k)-sized simple closed region (0,i)k and the other simple closed regions in γi
are unit squares, see Figure 28. Note that γi is a Lagrangian face.
...
...
· · ·
· · ·
· · ·
n− k
k
...
...
...
k
...
...
...
k ⇐ γi
Γλ :
· · ·
(0, i)
· · ·
(0,i)k
FIGURE 28. Ladder diagram Γλ and Lagrangian faces {γi}k≤i≤n−k
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Proposition 9.10. For each k ≤ i ≤ n− k, there exists a permutation matrix w ∈ U(n) such that
w · Φ−1λ (˚γi) ⊂ Φ−1λ (γn−i).
In particular,
w · Φ−1λ (˚γi) ∩ Φ−1λ (˚γi) = ∅.
unless n = 2i. Consequently, the face γi is displaceable provided that n 6= 2i.
Proof. Let u be any point in γ˚i. Then we have
u1,i = u2,i−1 = · · · = uk,i−k+1,
which implies that for every x ∈ Φ−1λ (u), the i-th leading principal minor x(i) of x has eigenvalues u1,i with
multiplicity k and 0 with multiplicity i− k.
Now, choose any x ∈ Φ−1λ (u). Then Lemma 9.9 implies that there exists an (n× k) matrix
X = (v1, · · · , vk) =

w1
w2
...
wn

such that x = XX∗ and it satisfies
• |vj |2 = t for every j = 1, · · · , k, and
• 〈vj , vj′〉 = 0 for every j 6= j′.
Now, we divide X into two submatrices X(i) and Xˇ(i) where
X(i) :=
(
v
(i)
1 , · · · , v(i)k
)
=

w1
w2
...
wi
 , Xˇ(i) :=
(
vˇ
(i)
1 , · · · , vˇ(i)k
)
=

wi+1
...
wn
 .
In other words, X(i) (resp. Xˇ(i)) is the (i × k) (resp. ((n − i) × k)) submatrix of X obtained by deleting all `-th
rows of X for ` > i (resp. ` ≤ i). Thus we have
x(i) = X(i)(X(i))∗.
Then Lemma 9.8 implies that x(i) = X(i)(X(i))∗ and (X(i))∗X(i) have the same non-zero eigenvalue u1,i with
the same multiplicity k. Since (X(i))∗X(i) is a (k × k) matrix, we get
(X(i))∗X(i) = u1,i · Ik.
In particular, we have
• |v(i)j |2 = u1,i for every j = 1, · · · , k, and
• 〈v(i)j , v(i)j′ 〉 = 0 for every j 6= j′,
i.e., the columns of X(i) are orthogonal to each other and have the same square norm equal to u1,i. This implies
that Xˇ(i) = [vˇ(i)1 , · · · , vˇ(i)k ] satisfies
• |vˇj(i)|2 = t− u1,i for every j = 1, · · · , k, and
• 〈vˇ(i)j , vˇ(i)j′ 〉 = 0 for every j 6= j′
so that we have
(Xˇ(i))∗Xˇ(i) = (t− u1,i) · Ik.
Now, letw ∈ Sn ⊂ U(n) be any permutation satisfyingw(i+j) = j for j = 1, · · · , n−i. Then (wX)(n−i) = Xˇ(i)
and the following matrix
w · x = wxw−1 = wXX∗w∗ = (wX)(wX)∗.
has the (n− i)-th leading principal minor
(w · x)(n−i) = (wX)(n−i)((wX)(n−i))∗ = (Xˇ(i))(Xˇ(i))∗.
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Again by Lemma 9.8, the nonzero eigenvalue of (w ·x)(n−i) is t−u1,i with multiplicity k and zero with multiplicity
n− i− k. Thus we have
Φ1,n−iλ (w · x) = Φ2,n−i−1λ (w · x) = · · · = Φk,n−i−k+1λ (w · x) = t− u1,i.
Therefore, we have Φλ(w ·x) ∈ γn−i. In particular if n− i 6= i, then Φλ(w ·x) is not in γ˚i since γ˚i∩γn−i = ∅. 
Example 9.11. Let us reconsider the Lagrangian faces γ2 and γ4 in Example 9.7 (4), which is the case where n = 6
and k = 2. Then
n = 6 6= 2 · 2 = 2i for i = 2, and n = 6 6= 2 · 4 = 2i for i = 4.
Thus the faces γ2 and γ4 are displaceable by Proposition 9.10. For the face γ3 in Example 9.7 (4), however, we
have
n = 6 = 2 · 3 = 2i and i = 3
so that we cannot determine displaceability of γ3 by using Proposition 9.10.
Now, we extend Proposition 9.10 to Lagrangian faces containing multiple squares of type (0,•)k in Γλ. For a
sequence (i1, · · · , ir) satisfying
(9.3)
 k ≤ i1 < · · · < ir ≤ n− k,is+1 − is ≥ k for each s,
let γi1,··· ,ir be the Lagrangian face of Γλ which contains r simple closed regions {C1 · · · , Cr} where Cs is the
square (0,is)k and the other simple closed regions of γi1,··· ,ir are of size 1× 1, see γ2,4 in Figure 25 for example.
Proposition 9.12. Suppose {i1, · · · , ir} is given satisfying (9.3). Then there is a permutation w ∈ Sn such that
(9.4) w · Φ−1λ (˚γi1,··· ,ir ) ∩ Φ−1λ (˚γi1,··· ,ir ) = ∅
unless is = s · i1 for every s = 1, · · · , r + 1 provided that ir+1 := n.
Remark 9.13. Proposition 9.10 can be obtained by Proposition 9.12 by taking r = 1.
Proof. Let u ∈ γ˚i1,··· ,ir . Then u satisfies
u1,is = u2,is−1 = · · · = uk,is−k+1
for every s = 1, · · · , r.
For any x ∈ Φ−1λ (u), Lemma 9.9 implies that there exists an (n× k) matrix X = [v1, · · · , vk] such that
• x = XX∗,
• |vj |2 = t for every j = 1, · · · , k, and
• 〈vj , vj′〉 = 0 for j 6= j′.
Then we can divide X into r + 1 submatrices X(i1)(i0) , X
(i2)
(i1)
, · · · , X(ir)(ir−1), X
(ir+1)
(ir)
of X (provided that i0 := 0 and
ir+1 := n) where
X
(is+1)
(is)
=
(
v1
(is+1)
(is)
, · · · , vk(is+1)(is)
)
:=

wis+1
...
wis+1

for each s = 0, · · · , r. In other words, X(is+1)(is) is the ((is+1− is)× k) submatrix of X obtained by deleting all `-th
rows of X for ` > is+1 and ` ≤ is. By using Lemma 9.8 and Lemma 9.9, it is not hard to show that
• |vj(is+1)(is) |2 = u1,is+1 − u1,is for every j = 1, · · · , k and s = 0, · · · , r, and
• 〈vj(is+1)(is) , vj′
(is+1)
(is)
〉 = 0 for j 6= j′.
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Now, suppose that
(9.5) w · Φ−1λ (˚γi1,··· ,ir ) ∩ Φ−1λ (˚γi1,··· ,ir ) 6= ∅
for every w ∈ Sn. We claim that
is = s · i1 for every s = 1, · · · , r + 1 where ir+1 := n.
To show this, consider w := w(s, s′) ∈ Sn ⊂ U(n) for any s, s′ ∈ {1, · · · , r + 1} with s < s′ defined by
{1, · · · , is, is + 1, · · · , is+1, is+1 + 1, · · · , is′ , is′ + 1, · · · , is′+1, is′+1 + 1, · · · , n}
w
y
{1, · · · , is, is′ + 1, · · · , is′+1, is+1 + 1, · · · , is′ , is + 1, · · · , is+1, is′+1 + 1, · · · , n}.
Then we can easily see that the permutation w swaps the position of X(is+1)(is) with X
(is′+1)
(is′ )
in X so that
Φλ(w · x) ∈ γi′1,··· ,i′r
for some k ≤ i′1 < · · · < i′r ≤ n− k where
i′s+1 = is + (is′+1 − is′).
By our assumption (9.5), we have γi′1,··· ,i′r ∩ γ˚i1,··· ,ir 6= ∅. Since two faces γi′1,··· ,i′r and γi1,··· ,ir have the same
dimensions, they must coincide and hence
i′s+1 = is + (is′+1 − is′) = is+1.
Therefore, we may deduce that
ir+1 − ir = ir − ir−1 = · · · = i2 − i1 = i1 − i0 = i1,
which completes the proof. 
Corollary 9.14 (Theorem E). Let λ = {t, t, 0, · · · , 0} so that Oλ ∼= Gr(2, n). If n is prime, then every proper
Lagrangian face of the Gelfand-Cetlin system on (Oλ, ωλ) is displaceable.
Proof. Note that every proper Lagrangian face of Γλ is of the form γi1,··· ,ir for some i1, · · · , ir. By Proposition
9.12, i1 divides n where 2 ≤ i1 ≤ n − 2 which is impossible since n is prime. Thus there is no proper non-
displaceable Lagrangian face of Γλ. 
10. LAGRANGIAN FLOER THEORY ON GELFAND-CETLIN SYSTEMS
The aim of this section is to review Lagrangian Floer theory which will be used to prove the results in Section 8.
After briefly recalling Lagrangian Floer theory and its deformation developed by the third named author with
Fukaya, Ohta, and Ono in a general context, we review work of Nishinou, Nohara, and Ueda about the calculation
of the potential function of a GC system. Then, using the combinatorial description of Schubert cycles in complete
flag manifolds by Kogan, we will express the potential function deformed by a combination of Schubert cycles of
codimension two as a Laurent series. Finally, combining those ingredients, we provide the proof of Theorem C.
10.1. Potential functions of Gelfand-Cetlin systems.
Let Λ be the Novikov field over the field of complex numbers, defined by
(10.1) Λ :=

∞∑
j=1
ajT
λj
∣∣∣∣ aj ∈ C, λj ∈ R, limj→∞λj =∞
 .
It is algebraically closed by Lemma A.1 in [FOOO3]. It comes with the valuation
vT : Λ\{0} → R, vT
 ∞∑
j=1
ajT
λj
 := inf
j
{λj : aj 6= 0}.
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We also play with two subrings of Λ given by
Λ0 := v
−1
T [0,∞) ∪ {0} =
{ ∞∑
i=1
aiT
λi ∈ Λ
∣∣∣∣λi ≥ 0
}
Λ+ := v
−1
T (0,∞) ∪ {0} =
{ ∞∑
i=1
aiT
λi ∈ Λ
∣∣∣∣λi > 0
}
.
Let ΛU be the collection of unitary elements of Λ. That is,
ΛU := Λ0\Λ+ =
{ ∞∑
i=1
aiT
λi ∈ Λ0
∣∣∣∣ vT
( ∞∑
i=1
aiT
λi
)
= 0
}
.
For a compact relatively spin Lagrangian submanifold L in a compact symplectic manifold (X,ω), thanks to the
work of Fukaya [Fuk], one can associate a sequence of A∞-structure maps {mk}k≥0 on the Λ0-valued de Rham
complex of L, which comes from moduli spaces of holomorphic discs bounded by L. Following the procedure in
[FOOO2] for instance, the A∞-algebra can be converted into the canonical model on H•(L; Λ0). By an abuse of
notation, the structure maps of the canonical model are still denoted by mk’s because the canonical model is only
dealt with from now on.
A solution b ∈ H1(L; Λ+) of the (weak) Maurer-Cartan equation
∞∑
k=0
mk(b
⊗k) ≡ 0 mod PD[L]
is said to be a (weak) bounding cochain. The value of the potential function PO at a bounding cochain b is assigned
to be the multiple of the Poincare´ dual PD[L] of L. Namely,
∞∑
k=0
mk(b
⊗k) = PO(b) · PD[L].
Since PD[L] is the strict unit of the A∞-algebra, the deformed map
mb1(h) =
∑
l,k
ml+k+1(b
⊗l, h, b⊗k)
becomes a differential and thus the Floer cohomology (deformed by b) over Λ0 can be defined by
HF ((L, b); Λ0) := Ker(mb1) / Im(m
b
1).
The Floer cohomology (deformed by b) over Λ is defined by
HF ((L, b); Λ) := HF ((L, b); Λ0)⊗Λ0 Λ.
The reader is referred to [FOOO1, FOOO3, FOOO4, FOOO7] for details.
Now, we specialize to the case of a Lagrangian GC torus fiber Φ−1λ (u) in a co-adjoint orbitOλ. As a deformation
of the action of the Borel subgroup, Kogan and Miller [KoM] realized the toric degeneration of a flag manifold given
by Gonciulea-Lakshmibai [GL] and Batyrev et al. [BCKV]. Using the degeneration of a (partial) flag manifold to
the GC toric variety (in stages), Nishinou-Nohara-Ueda [NNU1] constructed a (not-in-stages) degeneration of the
GC system of Oλ to the moment map of the toric variety.
Theorem 10.1 (Theorem 1.2 in [NNU1]). For any non-increasing sequence λ = {λ1 ≥ · · · ≥ λn}, there exists a
toric degeneration of the Gelfand-Cetlin system Φλ on the co-adjoint orbit (Oλ, ωλ) in the following sense.
(1) There is a flat family f : X → I = [0, 1] of algebraic varieties and a symplectic form ω˜ on X such that
(a) X0 := f−1(0) is the toric variety associated with the Gelfand-Cetlin polytope ∆λ and ω0 := ω˜|X0 is
a torus-invariant Ka¨hler form.
(b) X1 := f−1(1) is the co-adjoint orbit Oλ and ω1 = ω˜|X1 is the Kirillov-Kostant-Souriau symplectic
form ωλ.
(2) There is a family {Φt : Xt → ∆λ}0≤t≤1 of completely integrable systems such that Φ0 is the moment map
for the torus action on X0 and Φ1 is the Gelfand-Cetlin system.
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(3) Let ∆smλ := ∆λ\Φ0 (Sing(X0)) andXsmt := Φ−1t (∆smλ ) where Sing(X0) is the set of singular points ofX0.
Then, there exists a flow φt on X such that for each 0 ≤ t ≤ s, the restricted flow φt|Xsms : Xsms → Xsms−t
respects the symplectic structures and the complete integrable systems:
(Xsms , ωs)
Φs $$
φt|Xsms // (Xsms−t, ωs−t)
Φs−tyy
∆smλ
Let φ′s : Xs → X0 be a (continuous) extension of the flow φs : Xsms → Xsm0 in Theorem 10.1 ([NNU1, Section
8]). The extended map φ′s effectively transports data for Floer theory from the toric moment map to a nearby
integrable system. As the deformation in Theorem 10.1 is through Fano varieties and the GC toric variety admits
a small resolution at the singular loci, any holomorphic discs bounded by L intersecting the loci collapsing to the
singular loci of X0 must have the Maslov index strictly greater than two so that such discs do not contribute to the
potential function. Furthermore, because the Fredholm regularity is an open condition, the holomorphic discs of
Maslov index two intersecting the toric divisor in the toric variety X0 give rise to regular holomorphic discs at Xs
for sufficiently small s. Set X := Xs and let L be any Lagrangian torus fiber of Φs : Xs → ∆λ. Combining those
with the results of Cho-Oh [CO], Nishinou-Nohara-Ueda proved the followings.
(1) Each Lagrangian torus fiber L does not bound any non-constant holomorphic discs whose classes are of
Maslov index less than or equal to zero. [NNU1, Lemma 9.20]
(2) Every class β ∈ pi2(X,L) of Maslov index two is Fredholm regular. [NNU1, Proposition 9.17]
(3) There is a one-to-one correspondence between the holomorphic discs of Maslov index two bounded by a
Lagrangian Gelfand-Cetlin torus fiber and the facets of Gelfand-Cetlin polytope. [NNU1, Lemma 9.22]
(4) For each class β of Maslov index two, the open Gromov-Witten invariant nβ , which counts the holomorphic
discs passing through a generic point in L and representing β, is 1. [NNU1, Proposition 9.16]
The above conditions imply that every 1-cochain in H1(L; Λ0) is a weak bounding cochain and hence the
potential function can be defined on H1(L; Λ0). To extend deformation space from H1(L; Λ+) to H1(L; Λ0), one
should consider Floer theory twisted with flat non-unitary line bundles, see Cho [Cho2]. Moreover, the potential
function can be written as
(10.2) PO (L; b) =
∑
β
nβ · exp(∂β ∩ b)Tω(β)/2pi
where the summation is taken over all homotopy classes in pi2(X,L) of Maslov index two. Setting
Γ(n) = {(i, j) : 2 ≤ i+ j ≤ n},
we fix the basis {γi,j : (i, j) ∈ Γ(n)} for H1(L;Z) dual to the basis for H1(L,Z) which consists of the circles
generated by {ui,j : (i, j) ∈ Γ(n)}. Take the exponential variables 11
(10.3) yi,j := exi,j
where b is expressed as the linear combination
∑
(i,j)∈Γ(n) xi,j · γi,j . Then, the potential function can be expressed
as a Laurent polynomial PO(y) with respect to {yi,j : (i, j) ∈ Γ(n)}. Setting ui,n+1−i := λi, keep in mind that
∆λ is defined by {
(ui,j) ∈ Rn(n−1)/2 : ui,j+1 − ui,j ≥ 0, ui,j − ui+1,j ≥ 0
}
.
(see Theorem 4.4 for instance.)
11In [NNU1], Nishinou, Nohara, and Ueda set
yi,j := e
xi,jTui,j
so that it is different from our yi,j in (10.3). To keep track of the valuations of holomorphic discs, we prefer to take yi,j as the expotential
variable without weights.
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Theorem 10.2 (Theorem 10.1 in [NNU1]). Setting
yi,n+1−i := 1 ui,n+1−i := λi,
we consider the Lagrangian torus L over a point {ui,j : (i, j) ∈ Γ(n)}. Then, the potential function on L is written
as
(10.4) PO(L; y) =
∑
(i,j)
(
yi,j+1
yi,j
Tui,j+1−ui,j +
yi,j
yi+1,j
Tui,j−ui+1,j
)
where the summation is taken over Γ(n) = {(i, j) : 2 ≤ i+ j ≤ n}.
Remark 10.3. As we are mainly concerned with non-displaceability, it is enough to show thatLs is non-displaceable
because of the homotopy invariance of A∞-structures.
For t with 0 ≤ t < 1, the potential function of the Lagrangian torus Lm(t) over Im(t) is arranged as follows:
PO(Lm(t); y) =
 m∑
i=1
m−1∑
j=1
yi,j+1
yi,j
+
m−1∑
i=1
m∑
j=1
yi,j
yi+1,j
T 1−t +
 ∑
max(i,j)≥m+1
(
yi,j+1
yi,j
+
yi,j
yi+1,j
)T 1
+
(
m−1∑
i=0
(
ym−i,m+1
ym−i,m
+
ym,m−i
ym+1,m−i
)
T 1+it
)
(10.5)
For simplicity, we frequently omit Lm(t) in PO(Lm(t); y) if Lm(t) is clear in the context. The logarithmic deriv-
ative with respect to yi,j is denoted by
(10.6) ∂(i, j)(y) := yi,j
∂PO
∂yi,j
.
Example 10.4. In the complete flag manifold F(5) ' Oλ where λ = {4, 2, 0,−2,−4}, some logarithmic deriva-
tives of PO(L2(t); y) are as follows.
∂(1, 1)(y) =
(
−y1,2
y1,1
+
y1,1
y2,1
)
T 1−t,
∂(2, 2)(y) =
(
−y1,2
y2,2
+
y2,2
y2,1
)
T 1−t +
(
−y2,3
y2,2
+
y2,2
y3,2
)
T 1,
∂(2, 3)(y) =
(
− 1
y2,3
− y1,3
y2,3
+ y2,3 +
y2,3
y2,2
)
T 1.
10.2. Bulk-deformations by Schubert cycles.
We will apply Lagrangian Floer theory deformed by cycles of an ambient symplectic manifold, developed
by the third named author with Fukaya, Ohta, and Ono in [FOOO1, FOOO4, FOOO7], in order to show non-
displaceability. For a Lagrangian torus L from Section 10.1, we deform the underlying A∞-algebra by empolying
moduli spaces of holomorphic discs with interior marked points passing through a combination of designated am-
bient cycles at the image of interior marked points. We are particularly interested in a combination of cycles Dj of
degree two not intersecting L
b :=
B∑
j=1
bj ·Dj ,
which is called a bulk-deformation parameter. As the A∞-algebra is deformed, the potential function is also de-
formed. The deformed potential function is denoted by POb.
Remark 10.5. For the purpose of the present paper, we use only cycles of degree two to deform Lagrangian Floer
theory because the deformed potential function is computable. It also simplifies construction of virtual fundamental
cycles needed for the definition of open Gromov-Witten invariants [FOOO4, Definition 6.7], denoted by nβ(p).
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We first recall the formula for the potential function of a toric fiber L deformed by a combination of toric divisors
b :=
B∑
j=1
bj ·Dj ,
in a compact toric manifold X from [FOOO4].
Theorem 10.6 ([FOOO4]). The bulk-deformed potential function, also called the potential function with bulk, is
written as
(10.7) POb (L; b) =
∑
β
nβ · exp
 B∑
j=1
(β ∩Dj) bj
 exp(∂β ∩ b)Tω(β)/2pi.
where the summantion is taken over all homotopy classes in pi2(X,L) of Maslov index two.
In the derivation of this in [FOOO4], the properties that the relevant ambient cycles are smooth and Tn-invariant
are used. Since our Schubert cycles are neither smooth nor Tn-invariant in general, we will provide details of the
proof of this theorem for the current GC case modifying the arguments used in the proof of [FOOO4, Proposition
4.7] similarly as done in [NNU1, Section 9], see Section 13. The upshot is that we still have the same formula for
the potential function with bulk in the current GC case, see (13.10). Again by taking the system of exponential
coordinates in (10.3), POb in (13.10) becomes a Laurent series with respect to {yi,j : (i, j) ∈ Γ(n)}.
Theorem 10.7 (Section 8 in [FOOO4]). If the bulk-deformed potential function POb(L; y) admits a critical point
y whose components are in ΛU , then L is non-displaceable.
In our case, we will employ Schubert cycles to deform the potential function PO. In his thesis [Ko], Kogan
found an expression of a Schubert cycle in terms of a certain union of the inverse images of faces in the GC system
of a complete flag manifold, see also Kogan-Miller [KoM]. As we have seen in Section 5, due to presence of non-
torus fibers, the inverse image of a face might have boundary so that it does not represent a cycle. What he proved
is that a certain combination of faces can represent a cycle because the boundaries are cancelled out.
We review the result in terms of ladder diagrams. A facet in a GC polytope is said to be horizontal (resp.
vertical) if it is given by ui,j = ui+1,j (resp. ui,j+1 = ui,j). Let P hori,i+1 (resp. P
ver
j+1,j) be the union of horizontal
(resp. vertical) facets between the i-th column and the (i+ 1)-th column (resp. the (j+ 1)-th row and the j-th row)
of the ladder diagram. That is,
P hori,i+1 :=
n−i⋃
s=1
{ui,s = ui+1,s}, P verj+1,j :=
n−j⋃
r=1
{ur,j+1 = ur,j}
for 1 ≤ i, j ≤ n− 1 where {u•,• = u•,•} denotes the facet given by the equation inside. Let
Dhori,i+1 := Φ
−1
λ
(
P hori,i+1
)
, Dverj+1,j := Φ
−1
λ
(
P verj+1,j
)
,
which are respectively called a horizontal and vertical Schubert cycle (of degree two) because of Theorem 10.9.
Example 10.8. Consider the co-adjoint orbit Oλ ' F(6) where λ = (5, 3, 1,−1,−3,−5).
(1) P hor4,5 is the union of two horizontal facets
P hor4,5 = {u4,2 = −3} ∪ {u4,1 = u5,1}
as in Figure 29.
(2) P ver4,3 is the union of three vertical facets
P ver4,3 = {1 = u3,3} ∪ {u2,4 = u2,3} ∪ {u1,4 = u1,3}
as in Figure 30.
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FIGURE 30. P ver4,3 in F(6).
By following the combinatorial process playing with reduced pipe dreams in [Ko, KoM], observe that the Schu-
bert varieties associated with the adjacent transpositions 12, having a complex codimension one, are corresponding
to either unions of horizontal facets or unions of vertical facets. The opposite Schubert varieties are corresponding
to the other, see Remark 9 in [KoM].
Theorem 10.9 (Theorem 2.3.1 in [Ko], Theorem 8 in [KoM]). The inverse image Dhor•,•+1 (or Dver•+1,•) represents
a Schubert cycle of degree two. For any (opposite) Schubert divisor Xw, there exists either Dhor•,•+1 or D
ver
•+1,• such
that it represents the cycle [Xw] of the divisor.
Now, we apply (13.10), which is a counterpart of (10.6), to calculate the bulk-deformed potential function.
Because of the condition (3) in Section 10.1, let
βi,ji+1,j
(
resp. βi,j+1i,j
)
be the homotopy class in pi2(Oλ, L) represented by a holomorphic disc of Maslov index 2 corresponding to ui,j =
ui+1,j (resp. ui,j+1 = ui,j).
Lemma 10.10. Let D be either a horizontal or a vertical Schubert cylce in Xs. Then, we have
βi,ji+1,j ∩D =
1 if D = Dhori,i+10 otherwise, βi,j+1i,j ∩D =
1 if D = Dverj+1,j0 otherwise.
Proof. Let φ′s : Xs → X0 be a (continuous) extension of the flow φs : Xsms → Xsm0 in Theorem 10.1, see [NNU1,
Section 8]. Let ϕ : (D, ∂D)→ (Xs, Ls) be a holomorphic disc in the class βi,ji+1,j of Maslov index two for example.
Then, we have a (topological) disc φ′s ◦ ϕ : (D, ∂D)→ (Xs, Ls)→ (X0, L0), representing (φ′s)∗βi,ji+1,j . Note that
there exists a holomorphic disc ϕ0 by [CO] in the class (φ′s)∗β
i,j
i+1,j = [φ
′
s ◦ ϕ]. Meanwhile, by our choice of D ,
φ′s(D) is the union of the components over either P
hor
i,i+1 or P
ver
j+1,j . Since the flow φ
′
s gives rise to a symplectomor-
phism from Xsms to X
sm
0 and the image of the disc ϕ is contained in X
sm
s , the (local) intersection number should be
preserved through the flow φ′s. To calculate the intersection number, we consider a small resolution p : X˜0 → X0.
Because the intersection happens only outside the singular loci at X0, we can lift the divisor and the disc ϕ0 to D˜0
and ϕ˜0 in X˜0 without any change of the intersection number. Then, we have
βi,ji+1,j ∩D = [ϕ] ∩D = [ϕ˜0] ∩ D˜0,
which completes the proof. 
12 An adjacent transposition is a transposition of the form (i, i+ 1).
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We take
(10.8) b :=
∑
i
bhori,i+1 · ϕ′1−s
(
Dhori,i+1
)
+
∑
j
bverj+1,j · ϕ′1−s
(
Dverj+1,j
)
where bhori,i+1, b
ver
j+1,j ∈ Λ0 and ϕ′1−s : X1 → Xs. By abuse of notation for simplicity, we denote ϕ′1−s
(
Dhori,i+1
)
(resp. ϕ′1−s
(
Dverj+1,j
)
) by Dhori,i+1 (resp. D
ver
j+1,j). By the homotopy invariance of the A∞-structures, we may cal-
culate the (bulk-deformed) Floer cohomology of Lm,s(t) in Xs for s sufficiently close to 0. In particular, non-
displaceability of Lm(t) can be achieved as long as the Floer cohomology of Lm,s(t) is non-zero. Whenever turn-
ing on a bulk-deformation, this process passing to Lm,s(t) and ϕ′1−s(D) in Xs will be taken into consideration.
Also, depending on the position t of a Lagrangian torus Lm( · ), we need to consider different bhori,i+1 and bverj+1,j .
Corollary 10.11. Taking a bulk-deformation parameter as in (10.8), the deformed potential function is expressed
as
(10.9) POb(L; y) =
∑
(i,j)
(
exp
(
bhori,i+1
) yi,j
yi+1,j
Tui,j−ui+1,j + exp
(
bverj+1,j
) yi,j+1
yi,j
Tui,j+1−ui,j
)
.
Note that the gradient of the bulk-deformed potential is given as follows:
∂b(i, j)(y) := yi,j
∂POb
∂yi,j
(y) = −cverj+1,j
yi,j+1
yi,j
Tui,j+1−ui,j − chori−1,i
yi−1,j
yi,j
Tui−1,j−ui,j
+ chori,i+1
yi,j
yi+1,j
Tui,j−ui+1,j + cverj,j−1 ·
yi,j
yi,j−1
Tui,j−ui,j−1
(10.10)
where chori,i+1 = exp(b
hor
i,i+1) and c
ver
j+1,j = exp(b
ver
j+1,j).
10.3. The non-displaceable Gelfand-Cetlin fibers in F(3).
In this section, the case of F(3) will be discussed in details. The following theorem will be proven.
Theorem 10.12 (Theorem C). Let λ = {λ1 = 2 > λ2 = 0 > λ3 = −2}. Consider the co-adjoint orbit Oλ, a
complete flag manifold F(3) equipped with the monotone Kirillov-Kostant-Souriau symplectic form ωλ, Then the
Gelfand-Cetlin fiber over a point u ∈ ∆λ is non-displaceable if and only if u ∈ I where
(10.11) I :=
{
(u1,1, u1,2, u2,1) = (0, 1− t,−1 + t) ∈ R3 | 0 ≤ t ≤ 1
}
In particular, the Lagrangian 3-sphere Φ−1λ (0, 0, 0) is non-displaceable.
Before starting our proof, we explain an alternative description for the fibers over the red line in Figure 20 fol-
lowing Chan-Pomerleano-Ueda [CPU]. They proved the homological mirror symmetry for the conifold by realizing
Strominger-Yau-Zaslow(SYZ) mirror symmetry on the smoothing Yε of the conifold where
Yε = {(u1, v1, u2, v2) ∈ C4 : u1v1 − u2v2 + ε = 0}
It can be embedded into
Y˚ε = {(u1, v1, u2, v2, z) ∈ C5 : u1v1 = z − a, u2v2 = z − b}
where a and b are positive real numbers such that ε = b−a. For the purpose of doing Strominger-Yau-Zaslow(SYZ)
mirror symmetry, they came up with a double conic fibration on the complement of the anticanonical divisor
{z = 0} in Y˚ε. Consider the projection to the z-variable Y˚ε → C. Note that we have singular fibers over two points
z = a and z = b. Also, it admits the following fiberwise T 2-actionθ1 ∗ (u1, v1) = (e
√−1θu1, e−
√−1θv1)
θ2 ∗ (u2, v2) = (e
√−1θu2, e−
√−1θv2).
Any T 2-orbit satisfying |ui| = |vi| for i = 1, 2 is called an equator. By collecting the equators over a circle centered
at the origin in the z-plane, we obtain a (special) Lagrangian torus fibration (with respect to the holomorphic volume
form d log z∧d log u1∧d log u2), see Figure 31. The fibration carries the exactly two walls at z = a and z = b. Also,
collecting the equators over the line segment connecting a and b, we obatin two solid tori that forms Lagrangian S3.
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This picture will serve as a local model for a Lagrangian torus fibration on F(3) equipped with a (non-standard)
symplectic form and the tori consisting of equators over simply closed curve containing a, b and 0 in the z-plane
will be in our interest.
a b
FIGURE 31. Double conic fibration.
Returning to the case of F(3), we have a toric degeneration of algebraic varieties consisting of
Xε = {([Z1 : Z2 : Z3], [Z12 : Z23 : Z13]) ∈ CP 2 × CP 2 : εZ1Z23 − Z2Z13 + Z3Z12 = 0}.13
For any ε 6= 0, Xε is diffeomorphic to a complete flag manifold F(3). When ε = 0, we have a toric variety X0 at
the center. A generic one Xε (ε 6= 0) can be viewed as a compactification of Yε. By getting rid of divisors Z1 = 0
and Z23 = 0 in Xε and setting
u1 :=
Z3
Z1
, v1 :=
Z12
Z23
, u2 :=
Z2
Z1
, v2 :=
Z13
Z23
,
we obtain a torus fibration on an open subvariety ofXε by following the above recipe with respect to the symplectic
form induced from Xε.
As we are concerned with Lagrangians, we may set a = 0 and b = ε and then fix a family {γ(t) : 0 < t ≤ 1}
of simply closed curves enclosing a and b at the interior and converging to the line segment [a, b]. The torus fibers
consisting of the equators over the simple curves in the family degenerates into the Lagrangian S3. We would like
to show that those tori are non-displaceable.
As ε → 0, Xε degenerates into a toric variety X0. A torus over the simple closed curve enclosing a and b is
Lagrangian isotopic to a torus over a simple closed curve centered at the origin, which comes from the toric fibers.
In this case, according to Knutson-Miller [KnM, Section 1.3], the (opposite) Schubert divisors onXε can be defined
as matrix Schubert variety. In terms of the Plu¨cker coordinates, their results can be written as
X132 = {Z12 = 0} = {v1 = 0}, X213 = {Z1 = 0} = {u1 = 0}
where Xw is the Schubert variety associated with w in the symmetric group S3. By [KoM], these correspond to
(10.12) Dver2,1 = X132, D
ver
3,2 = X213
By taking the involution where,
Z1 ↔ Z23, Z2 ↔ Z13, Z3 ↔ Z12
we also have
(10.13) Dhor1,2 = {Z3 = 0}, Dhor2,3 = {Z23 = 0}.
13 The conventions constructing toric degenerations on [NNU1] and [KoM] are different. In [NNU1], the diagonal term in the Plu¨cker
embedding survives, whereas in [KoM] the anti-diagonal term does. Here, we are following the convention of [KoM].
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To deform the Floer theory, we employ a combination of the vertical and horizontal divisors in (10.12) and (10.13).
Note that Dver2,1 and D
hor
1,2 are over z = 0 and D
ver
3,2 and D
hor
2,3 are at∞. Therefore, any of the divisors do not intersect
the torus fibers.
(10.14) b = bver2,1 ·Dver2,1 + bhor1,2 ·Dhor1,2 + bver3,2 ·Dver3,2 + bhor2,3 ·Dhor2,3
For the proof of Theorem 10.12, we need the following proposition.
Proposition 10.13. Let Φ: X → ∆ ⊂ Rd be a completely integrable system (Definition 3.6) such that Φ is proper.
If there exists a sequence {ui : i ∈ N} such that
(1) Each Φ−1(ui) is non-displaceable.
(2) The sequence ui converges to some point u∞ in ∆.
then Φ−1(u∞) is also non-displaceable.
Proof. For a contradiction, suppose that Φ−1(u∞) is displaceable. There is a (time-dependent) Hamiltonian dif-
feomorphism φ and an open set U containing Φ−1(u∞) in X such that
φ(U) ∩ U = ∅.
For each i, there exists a point xi ∈ Φ−1(ui) such that xi /∈ U since Φ−1(ui) is non-displaceable. It implies that
any subsequence of {xi} cannot converge to a point in U . On the other hand, passing to a subsequence, we may
assume that xi converges to x∞ for some x∞ ∈ X since Φ is proper. By the continuity of Φ, we then have
u∞ = lim
i→∞
ui = lim
i→∞
Φ(xi) = Φ(x∞).
It leads to a contradiction that x∞ ∈ Φ−1(u∞) ⊂ U . 
We now start the proof of Theorem 10.12. Since
Proof of Theorem 10.12. For any fixed t with 0 ≤ t < 1, let L(t) be the Lagrangian torus fiber over (0, 1 −
t,−1 + t) ∈ I in (10.11). Let Ls(t) be the fiber corresponding to L(t) in Xs via a toric degeneration of completely
integrable systems in Theorem 10.1. By taking s > 0 sufficiently close to 0, the potential function of Ls(t) can be
arranged as
PO(y) =
(
y1,2
y1,1
+
y1,1
y2,1
+ y1,2 +
1
y2,1
)
T 1−t +
(
1
y1,2
+ y2,1
)
T 1+t.
We use a combination of Schubert cycles in (10.8) (or equivalently (10.14)) to deform the potential function.
A strategy we take is to postpone determining bulk-deformation parameters. Namely, we start with a tentative a
parameter, determine solutions for y first, and then adjust the parameter to make the chosen y a critical point.
Take a tentative bulk-parameter b′ := bver2,1 ·Dver2,1 such that exp(bver2,1) = 1 + T 2t, i.e.,
bver2,1 = T
2t − 1
2
T 4t + · · · ∈ Λ+.
By Corollary 10.11, the potential function is deformed into
POb
′
(y) =
(
y1,2
y1,1
+
y1,1
y2,1
+ y1,2 +
1
y2,1
)
T 1−t +
(
y1,2
y1,1
+
1
y2,1
+
1
y1,2
+ y2,1
)
T 1+t,
whose logarithmic derivatives are
y1,1
∂POb
′
∂y1,1
(y) =
(
−y1,2
y1,1
+
y1,1
y2,1
)
T 1−t +
(
−y1,2
y1,1
)
T 1+t
y1,2
∂POb
′
∂y1,2
(y) =
(
y1,2
y1,1
+ y1,2
)
T 1−t +
(
y1,2
y1,1
− 1
y1,2
)
T 1+t
y2,1
∂POb
′
∂y2,1
(y) =
(
−y1,1
y2,1
− 1
y2,1
)
T 1−t +
(
− 1
y2,1
+ y2,1
)
T 1+t.
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We set y1,2 = 1, y2,1 = 1 and take y1,1 as the solution of (y1,1)2 = 1 + T 2t satisfying y1,1 ≡ −1 mod T>0. It
is easy to see that y1,1 ∂PO
b′
∂y1,1
(y) = 0. Note that y1,1 is of the form
y1,1 ≡ −1− 1
2
T 2t mod T>2t.
We now adjust a bulk-deformation parameter from b′ to b in order for the chosen (y1,1, y1,2, y2,1) to be a critical
point of POb. Let
b := b′ + bver3,2 ·Dver3,2 + bhor2,3 ·Dhor2,3.
Since Dver3,2 and D
hor
2,3 do not intersect with the homotopy classes corresponding to D
ver
2,1 in pi2(Oλ,Φ−1λ (t)), we still
have
y1,1
∂POb
∂y1,1
(y) = y1,1
∂POb
′
∂y1,1
(y) = 0.
Plugging the chosen yi,j’s, we have
y1,2
∂POb
∂y1,2
(y) =
(
−1
2
− exp(bver3,2)
)
T 1+t + P(1,2) · T 1+t
y2,1
∂POb
∂y2,1
(y) =
(
−1
2
+ exp(bhor2,3)
)
T 1+t + P(2,1) · T 1+t.
for some constant P(1,2),P(2,1) ∈ Λ+. By choosing bver3,2, bhor2,3 ∈ Λ0 so that
exp(bver3,2) = −
1
2
+ B(1,2)
exp(bhor2,3) =
1
2
−B(2,1).
we can make POb(y) admit a critical point. By Theorem 10.7, Lε(t) has a non-vanishing (bulk-)deformed Floer
cohomology. By the hamiltonian invariance of A∞-structures, so does L(t) and therefore it is non-displaceable.
In sum, each torus fiber over the line segment in (10.11) is non-displaceable. Furthermore, Proposition 10.13
yields non-displaceability of the Lagrangain 3-sphere. 
11. DECOMPOSITIONS OF THE GRADIENT OF POTENTIAL FUNCTION
In this section, in order to prove Theorem D, we introduce the split leading term equation of the potential function
in (10.5), which is the analogue of the leading term equation in [FOOO3, FOOO4]. We discuss the relation between
its solvability and non-triviality of Floer cohomology under a certain bulk-deformation.
11.1. Outline of Section 11 and Section 12.
Due to Theorem 10.7, in order to show that the GC torus fiber Lm(t) for each t with 0 ≤ t < 1 is non-
displaceable, it suffices to find a bulk-deformation parameter b such that POb admits a critical point y. Section 11
and Section 12 will be occupied to discuss how to determine them.
Before giving the outline, we explain why this process takes so long by pointing out the differences from the
case of toric fibers in a symplectic toric manifold. In the toric case, the (generalized) leading term equation was
introduced to detect non-displaceable toric fibers effectively in [FOOO4, Section 11]. Roughly speaking, it consists
of the initial terms of the gradient of a (bulk-deformed) potential function with respect to a suitable choice of
exponential variables. It is proven therein that there always exists a bulk-deformation parameter b so that the
complex solution becomes a critical point of the bulk-deformed potential function POb as soon as the leading term
equation admits a solution whose components are in C\{0}. Indeed, the positions where the leading term equation
is solvable are characterized by the intersection of certain tropicalizations in [KLS]. The key features for proving
the above statements are in order. First, there is a one-to-one correspondence between the honest holomorphic
discs bounded by a toric fiber of Maslov index 2 and the facets of the moment polytope. Second, the preimage of
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each facet represents a cycle of degree 2. Therefore, all terms corresponding to the facets can be independently
controlled, yielding a parameter b and providing a solution of the equation.
In a GC system, however, the inverse image of a facet may not represent a cycle of degree 2 so that the terms of
PO cannot be independently controlled. 14 Thus, the above statements are not expected to hold anymore. But for a
family of Lagrangian tori Lm(t) inOλ ' F(n) with the monotone symplectic form ωλ, we will show the existence
of a bulk-deformation parameter b and a critical point y. In Section 11, we define the split leading term equation
(See Definition 11.3), which replaces the role of the leading term equation in the toric case. We then demonstrate
how to determine a bulk-deformation parameter and extend a solution of the split leading term equation to a critical
point of the bulk-deformed potential function. In Section 12, we show that the split leading term equation always
admits a solution. In general, finding a solution of a general system of multi-variable equations is not simple at all
even with the aid of a computer. Yet, in this case, we are able to find a solution, guided by ladder diagrams regarding
as the containers of exponential variables.
Let B(m) be the sub-diagram consisting of (m × m) lower-left unit boxes in the ladder diagram Γ(n) :=
Γ(1, · · · , n) of F(n). The diagrams Γ(n) and B(m) are often regarded as collections of double indices as follows:
Γ(n) = {(i, j) : 2 ≤ i+ j ≤ n}
B(m) = {(i, j) : 1 ≤ i, j ≤ m}.(11.1)
Recalling (10.5), the potential function of Lm(t) is arranged as several groups with repsect to the energy levels.
Observe that the valuation of ∂(i, j)(y) for (i, j) ∈ B(m) is (1− t) and that of ∂(i, j)(y) for (i, j) ∈ Γ(n)\B(m)
is 1.
We will decompose the gradient of the potential function deformed by b in (10.8) into two pieces along the
boundary of B(m). We are planning to determine a critical point in the following steps.
(1) Find a solution yCi,j ∈ C\{0} of the system consisting of the equations ∂b(i, j)(y) ≡ 0 mod T>1 in
Γ(n)\B(m) ∪ {(m,m)} and equations relating the variables adjacent to B(m) in Section 12.
(2) Find a solution yCi,j ∈ C\{0} of ∂b(i, j)(y) ≡ 0 mod T>1−t in B(m) in Section 11.3.
(3) Determine a solution yi,j ∈ ΛU of ∂b(i, j)(y) = 0 in B(m) such that yi,j ≡ yCi,j mod T>0 in Sec-
tion 11.4.
(4) Determine a solution yi,j ∈ ΛU of ∂b(i, j)(y) = 0 in Γ(n)\B(m) such that yi,j ≡ yCi,j mod T>0 in
Section 11.5.
The split leading term equation (See Definition 11.3) arises in the first step (1). In this section, assuming that the
split leading term equation is solvable, we explain how to complete the remaing steps (2), (3) and (4). The next
section focuses on solving the split leading term equation.
Example 11.1. In the co-adjoint orbit Oλ of a sequence λ = {5, 3, 1,−1,−3,−5} for instance, the potential
function of L2(t) is arranged as follows:
PO(L2(t); y) =
(
y1,2
y1,1
+
y1,1
y2,1
+
y1,2
y2,2
+
y2,2
y2,1
)
T 1−t +
(
y1,4
y1,3
+
y1,3
y2,3
+ · · ·
)
T 1 +
(
y1,3
y1,2
+
y2,1
y3,1
)
T 1+t.
In this example, the valuation of partial derivatives of PO jumps along the red line in Figure 32.
Turning on bulk-deformation, according to (10.10), A complex number yi,j ∈ C\{0} has to satisfy
(11.2)

−cver2,1 · y1,2y1,1 + chor1,2 ·
y1,1
y2,1
= 0, cver2,1 · y1,2y1,1 + chor1,2 ·
y1,2
y2,2
= 0,
−chor1,2 · y1,1y2,1 − cver2,1 ·
y2,2
y2,1
= 0, −chor1,2 · y1,2y2,2 + cver2,1 ·
y2,2
y2,1
= 0,
14 Because of this feature, Bernstein-Kushnirenko theorem [Be, Ku] cannot be applied in our situation.
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which comes from the initial parts of the partial derivatives inside B(2), and
(11.3)
−cver6,5 · 1y1,5 + chor1,2 · y1,5 + cver5,4 ·
y1,5
y1,4
= 0, −cver5,4 · 1y2,4 − chor1,2 ·
y1,4
y2,4
+ chor2,3 · y2,4 + cver4,3 · y2,4y2,3 = 0, · · ·
−cver5,4 · y1,5y1,4 + chor1,2 ·
y1,4
y2,4
+ cver4,3 · y1,4y1,3 = 0, −cver4,3 ·
y2,4
y2,3
− chor1,2 · y1,3y2,3 + chor2,3 ·
y2,3
y3,3
+ cver3,2 · y2,3y2,2 = 0, · · ·
−cver4,3 · y1,4y1,3 + chor1,2 ·
y1,3
y2,3
= 0, −cver3,2 · y2,3y2,2 + chor2,3 ·
y2,2
y3,2
= 0, −cver2,1 · y3,2y3,1 + chor3,4 ·
y3,1
y4,1
= 0,
which comes from the initial parts of the partial derivatives inside Γ(6)\B(2)∪{(2, 2)}, see Figure 32. Solving the
first system (11.2) is related to the step (2) and solving the second system (11.3) is related to the step (1).
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FIGURE 32. Decomposition of the gradient of the potential function in F(6).
Remark 11.2. More generally, one might consider the fibers over the line segment connecting the center of ∆λ
and the center of another Lagrangian face γ. Depending on γ in the ladder diagram Γ(n) in some cases, one might
decompose the potential function into several pieces along the simply connected regions that are not unit-sized
blocks. The reader is referred to [CKO] in order to consult a geometric implication of the potential function inside
the decomposed blocks. Also, it is discussed therein when the potential function has a critical point.
The split leading term equation would be formed by the system from the outside of the decomposed blocks,
providing the complex part of a critical point with a suitable choice of a complex solution within the decomposed
blocks. This intuition motivates us to name it the “split” leading term equation. In this article, the general form will
not be discussed as the split leading term equation from Im(t) in (8.7) is only dealt with.
11.2. Split leading term equation.
We now define the split leading term equation arising from the potential function of Lm(t). In this case, it
suffices to take a bulk-deformation parameter
(11.4) b :=
∑
i≥k
bhori,i+1 ·Dhori,i+1 +
∑
j≥k
bverj+1,j ·Dverj+1,j
instead of the form (10.8). Therefore, we should setchori,i+1 := exp
(
bhori,i+1 = 0
)
= 1 for i < k,
cverj+1,j := exp
(
bverj+1,j = 0
)
= 1 for j < k.
In particular, we see that ∂b(i, j) in (10.10) coincides with ∂(i, j) in (10.6) for all 1 ≤ i, j < k.
Definition 11.3. Let k = dn/2e, that is n = 2k − 1 or 2k. We set
(11.5)

chori,i+1 := 1 for i < k, c
ver
j+1,j := 1 for j < k
yi,m :=∞ for i < m, ym,j := 0 for j < m
y•,0 :=∞, y0,• := 0, yi,n+1−i := 1 for 1 ≤ i ≤ n
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The split leading term equation of Γ(n) associated with B(m) is the system of the following equations:
(11.6)
∂bm(i, j)(y) = 0∂m(l)(y) = 0
for all (i, j) ∈ Γ(n)\B(m) ∪ {(m,m)} and all l with 1 ≤ l < m. Here,
∂bm(i, j)(y) := −cverj+1,j ·
yi,j+1
yi,j
− chori−1,i ·
yi−1,j
yi,j
+ chori,i+1 ·
yi,j
yi+1,j
+ cverj,j−1 ·
yi,j
yi,j−1
(11.7)
∂m(l)(y) := (−1)m+1−l · yl,m+1
ym,m
+
ym,m
ym+1,l
,(11.8)
and chori,i+1’s and c
ver
j+1,j’s for i, j ≥ k are non-zero complex numbers.
We explain how the split leading term equation of Γ(n) associated with B(m) can be written. Cutting the
boxes B(m)\{(m,m)} off from the diagram Γ(n), (11.7) comes from ∂b(i, j)(y) for (i, j)’s on the cut diagram
as explained in (11.3) for the case F(6). In addition to them, we impose (11.8) to relate the variables adjacent to
B(m). It will be explained in (11.23) and (11.27) why (11.8) appears.
Remark 11.4. Furthermore, we may take bhork,k+1 = 0 so that c
hor
k,k+1 = 1 if n = 2k. See Remark 11.18 to see why.
Example 11.5. The split leading term equation of Γ(5) associated with B(2) consists of
−cver5,4 ·
1
y1,4
+ y1,4 + c
ver
4,3 ·
y1,4
y1,3
= 0, −cver4,3 ·
1
y2,3
− y1,3
y2,3
+ y2,3 +
y2,3
y2,2
= 0,
− 1
y3,2
− y2,2
y3,2
+ chor3,4 · y3,2 +
y3,2
y3,1
= 0,− 1
y4,1
− chor3,4 ·
y3,1
y4,1
+ chor4,5 · y4,1 = 0,
−cver4,3 ·
y1,4
y1,3
+
y1,3
y2,3
= 0, −y3,2
y3,1
+ chor3,4 ·
y3,1
y4,1
= 0, −y2,3
y2,2
+
y2,2
y3,2
= 0,
y1,3
y2,2
+
y2,2
y3,1
= 0.
Remark 11.6. We would like to address that the split leading term equation is not same as the initial part of the
gradient of the potential function. Note that ∂b(2, 2) = 0 is of the form(
−y1,2
y2,2
+
y2,2
y2,1
)
T 1−t +
(
−y2,3
y2,2
+
y2,2
y3,2
)
T 1 = 0.
Its initial part will be used to obtain a critical point of the potential function within B(2) in Section 11.3. As we
have seen in Example 11.5, the split leading term equation captures the terms with the second energy level
−y2,3
y2,2
+
y2,2
y3,2
= 0
as well.
The main theorem of this section is as follows.
Theorem 11.7. Let λ = {λi := n − 2i + 1 : i = 1, · · · , n} be an n-tuple of real numbers for an arbitrary
integer n ≥ 4. Consider the co-adjoint orbit Oλ, a complete flag manifold F(n) equipped with the monotone form
ωλ. Fix one Lagrangian Gelfand-Cetlin torus Lm(t) over Im(t) for 0 ≤ t < 1 in Oλ. If the split leading term
equation (11.6) admits a solution {yCi,j ∈ C\{0} : (i, j) ∈ Γ(n)\B(m) ∪ {(m,m)}} each component of which is
a non-zero complex number for some nonzero complex numbers chor,Ci,i+1’s and c
ver,C
j+1,j’s (i, j ≥ k), then there exists a
bulk-deformation parameter b (depending on m and t) of the form (10.8) such that
(1) The bulk-deformed potential function POb(y) has a critical point {yi,j ∈ ΛU : (i, j) ∈ Γ(n)} satisfying
yCi,j ≡ yi,j mod T>0 for (i, j) ∈ Γ(n)\B(m) ∪ {(m,m)}.
(2) Also, chor,Ci,i+1 ≡ exp(bhori,i+1), cver,Cj+1,j ≡ exp(bverj+1,j) mod T>0.
The existence of a solution for the split leading term equation (11.6) implies that the assumption of the following
lemma is satisfied. We will repeatedly employ it in order to extend a solution in C\{0} to that in ΛU of the gradient
of the (bulk-deformed) potential function.
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Lemma 11.8. Let cj+1,j , ci−1,i, ci,i+1 and cj,j−1 be elements in ΛU . Suppose that we are given yi−1,j ∈ ΛU∪{0},
yi,j−1 ∈ ΛU ∪ {∞} and yi+1,j , yi,j (resp. yi,j , yi,j+1) ∈ ΛU . If there is a non-zero complex solution yCi,j+1 (resp.
yCi+1,j) for
(11.9) − cCj+1,j ·
yCi,j+1
yCi,j
− cCi−1,i ·
yCi−1,j
yCi,j
+ cCi,i+1 ·
yCi,j
yCi+1,j
+ cCj,j−1 ·
yCi,j
yCi,j−1
= 0,
then there exists a unique element yi,j+1 (resp. yi+1,j) ∈ ΛU that solves
(11.10) − cj+1,j · yi,j+1
yi,j
− ci−1,i · yi−1,j
yi,j
+ ci,i+1 · yi,j
yi+1,j
+ cj,j−1 · yi,j
yi,j−1
= 0.
Here, for y ∈ ΛU , yC denotes a unique complex number such that yC ≡ y mod T>0.
Furthermore, assume in addition that c•,•’s are non-zero complex numbers and
vT
(
yi,j − yCi,j
)
> λ, vT
(
yi−1,j − yCi−1,j
)
> λ and vT
(
yi,j−1 − yCi,j−1
)
> λ.
Then, vT (yi+1,j) = λ if and only if vT (yi,j+1) = λ.
Proof. The proof immediately follows from the observation that yi+1,j (or yi,j+1) in (11.10) can be expressed as a
rational function in terms of the other variables. 
i− 1, j
i, j − 1
i, j
i, j + 1
i+ 1, j
FIGURE 33. Graphical description of Lemma 11.8.
11.3. Symmetric complex solutions within B(m).
In this section, we focus on the system of equations
(11.11) ∂(i, j)(y) := yi,j
∂PO
∂yi,j
(y) = 0 for all (i, j) ∈ B(m)
within B(m). For an index (i, j) ∈ B(m), ignoring the variables outside of B(m), the initial part of ∂(i, j)(y) is
denoted by ∂m(i, j)(y). By (10.5), we obtain
(11.12) ∂m(i, j)(y) = −yi,j+1
yi,j
− yi−1,j
yi,j
+
yi,j
yi+1,j
+
yi,j
yi,j−1
where y0,•, y•,m+1,, y•,0 and ym+1,• are respectively set to be 0, 0,∞ and∞. The goal of the section is to find a
“symmetric” complex solution for (11.12), see Proposition 11.11.
Lemma 11.9. Let c be a non-zero complex number. If there is a solution {yCi,j ∈ C\{0} : (i, j) ∈ B(m)} of the
system of equations
(11.13) ∂m(i, j)(y) = 0 for (i, j) ∈ B(m),
then
y˜Ci,j := c · yCi,j for (i, j) ∈ B(m)
also forms a solution of (11.13).
Proof. It follows from ∂m(i, j)(y) = ∂m(i, j)(c · y). 
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Lemma 11.10. There exists a solution {yCi,j ∈ C\{0} : i+ j ≤ m+ 1} of the system of equations
(11.14) ∂m(i, j)(y) = 0 for i+ j ≤ m
such that
(11.15) yCi,j = (y
C
j,i)
−1.
Proof. We claim that
(11.16) yCi,j :=

1 for i = j
j−i−1∏
r=0
(2i+ 2r) for i < j
i−j−1∏
r=0
(2j + 2r)−1 for i > j
forms a solution for (11.14) satisfying (11.15).
For the case where i < j, we see
yCi,j =
j−i−1∏
r=0
(2i+ 2r) =
(
j−i−1∏
r=0
(2i+ 2r)−1
)−1
=
(
yCj,i
)−1
and
∂m(i, j)(y) = −
yCi,j+1
yCi,j
− y
C
i−1,j
yCi,j
+
yCi,j
yCi+1,j
+
yCi,j
yCi,j−1
= −
∏j−i
r=0(2i+ 2r)∏j−i−1
r=0 (2i+ 2r)
−
∏j−i
r=0(2(i− 1) + 2r)∏j−i−1
r=0 (2i+ 2r)
+
∏j−i−1
r=0 (2i+ 2r)∏j−i−2
r=0 (2(i+ 1) + 2r)
+
∏j−i−1
r=0 (2i+ 2r)∏j−i−2
r=0 (2i+ 2r)
= −2j − (2i− 2) + 2i+ (2j − 2) = 0.
The case for i > j follows from ∂m(i, j)(y) = −∂m(j, i)(y). When i = j,
∂m(i, i)(y) = −
yCi,i+1
yCi,i
− y
C
i−1,i
yCi,i
+
yCi,i
yCi+1,i
+
yCi,i
yCi,i−1
= −yCi,i+1 − yCi−1,i +
1
yCi+1,i
+
1
yCi,i−1
= 0.

We are ready to prove the existence of a symmetric solution in the sense of (11.15).
Proposition 11.11. There exists a solution {yCi,j ∈ C\{0} : (i, j) ∈ B(m)} of the system (11.13) of equations
such that (11.15) holds for (i, j) ∈ B(m).
Proof. We start with a solution {yCi,j ∈ C\{0} : i + j ≤ m + 1} from Lemma 11.10. For an index (i, j) with
i+ j > m+ 1, we take
(11.17) yCi,j := (−1)i+j−m−1 yCm+1−j,m+1−i.
We show that (11.17) forms a solution for (11.13). For (i, j) ∈ B(m) with i + j ≥ m + 2, it is straightforward to
see
∂m(i, j)(y) = −∂m(m+ 1− j,m+ 1− i)(y) = 0
by Lemma 11.10. For an index (i, j) with i+ j = m+ 1,
∂m(i, j)(y) = −
yCi,j+1
yCi,j
− y
C
i−1,j
yCi,j
+
yCi,j
yCi+1,j
+
yCi,j
yCi,j−1
=
yCi−1,j
yCi,j
− y
C
i−1,j
yCi,j
+
yCi,j
yCi+1,j
− y
C
i,j
yCi+1,j
= 0.
From (11.15) for (i, j) with i+ j ≤ m+ 1, it follows (11.15) for (i, j) with i+ j > m+ 1 because
yCi,j = (−1)i+j−m−1 yCm+1−j,m+1−i = (−1)i+j−m−1 (yCm+1−i,m+1−j)−1 = (yCj,i)−1.
Thus, we have just found a symmetric solution {yCi,j : (i, j) ∈ B(m)} such that yi,i = ±1. 
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Corollary 11.12. For any non-zero complex number c, there exists a solution {yCi,j ∈ C\{0} : (i, j) ∈ B(m)} of
the system (11.13) of equations such that
(1) yCi,j · yCj,i = c2 .
(2) yCm,m = c
(3) yCi,i = ± c for any 1 ≤ i < m.
Proof. The component yCm,m of a solution from Proposition 11.11 is either 1 or−1. By multiplying by±c, because
of Lemma 11.9, we have another solution satisfying (1), (2) and (3). 
11.4. Inside of B(m).
Assume that the split leading term equation of Γ(n) associated with B(m) has a solution for some non-zero
complex numbers chor,Ci,i+1’s and c
ver,C
j+1,j’s for i, j ≥ k. Let
(11.18) yCm,m, y
C
1,m+1, · · · , yCm,m+1
where yCi,j is the (i, j)-th component of a solution of the split leading term equation, which is a non-zero complex
number. By Corollary 11.12, we obtain a symmetric complex solution such that c becomes the (m,m)-component
yCm,m of the solution. In order to emphasize that (11.18) is pre-determined, let
di,j := y
C
i,j .
Setting it as the initial part for a solution and using Lemma 11.8, we extend it to a solution of (11.11) in ΛU . For a
pictorial outline of Section 11.4, see Figure 34.
B(m)
Step 1
Step 2
Step 3
FIGURE 34. Pictorial outline of Section 11.4.
Step 1. (i, j) ∈ B(m) with i+ j ≤ m+ 1
We begin by taking yi,j := y
C
i,j ∈ C\{0} ⊂ ΛU where {yCi,j : (i, j) ∈ B(m)} is a solution satisfying yCm,m =
dm,m from Corollary 11.12 for all indices (i, j)’s with i + j ≤ m + 1. Then, the equations ∂(i, j)(y) = 0 for
i+ j ≤ m hold because ∂(i, j)(y) = ∂m(i, j)(y)T 1−t by (10.6).
Step 2. (i, j) ∈ B(m) with i+ j = m+ 2
Next, we determine all entries yi,j’s of the anti-diagonal given by i+ j = m+ 2 within B(m). For this purpose,
we decompose the equation ∂(1,m)(y) = 0 in the system (10.6) into two pieces as follows:
∂(1,m)(y) =
(
y1,m
y2,m
+
y1,m
y1,m−1
)
T 1−t +
(
−y1,m+1
y1,m
)
T 1+(m−1)t
=
(
y1,m
y2,m
+
y1,m
y1,m−1
)
T 1−t +
(
−y1,m+1
y1,m
+a1
y1,m
y1,m−1
−a1 y1,m
y1,m−1
)
T 1+(m−1)t
=
(
y1,m
y2,m
+
y1,m
y1,m−1
−a1 y1,m
y1,m−1
Tmt
)
T 1−t +
(
−y1,m+1
y1,m
+a1
y1,m
y1,m−1
)
T 1+(m−1)t
where a1 will be determined shortly.
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In order to solve ∂(1,m)(y) = 0, it suffices to find a solution of the following system
∂(1,m)
(1)
(y) :=
y1,m
y2,m
+
y1,m
y1,m−1
−a1 y1,m
y1,m−1
Tmt = 0
∂(1,m)
(2)
(y) := −y1,m+1
y1,m
+a1
y1,m
y1,m−1
= 0
(11.19)
By our choice of yi,j’s so far, we have
y1,m
y1,m−1
=
yC1,m
yC1,m−1
6= 0.
Then, y1,m+1 = d1,m+1 uniquely determines the value a1 ∈ C\{0} from ∂(1,m)(2)(y) = 0. Then, there exists a
unique y2,m ∈ ΛU such that ∂(1,m)(1)(y) = 0.
By applying Lemma 11.8 succesively, we can determine the remaining entries of the anti-diagonal containing
y2,m within B(m). Namely, from a pre-determined yi+1,m−i+1 ∈ ΛU with vT (yi+1,m−i+1 − yCi+1,m−i+1) = mt,
we determine a solution yi+2,m−i ∈ ΛU of ∂(i+ 1,m− i)(y) = 0 so that
(11.20) vT
(
yi+2,m−i − yCi+2,m−i
)
= mt.
Then, all anti-diagonal entries yi+2,m−i’s inside B(m) are chosen to obey∂(1,m)(1)(y) = 0∂(i+ 1,m− i)(y) = 0 for 1 ≤ i ≤ m− 2.
Plugging the previously determined yi,j’s into ∂(m, 1)(y) = 0, we convert ∂(m, 1)(y) = 0 into ∂(m, 1)(2)(y) = 0
of the form (11.22). By solving ∂(m, 1)(2)(y) = 0, we obtain ym+1,1.
We would like to find a sufficient condition that ym+1,1 exists in ΛU such that yCm+1,1 ≡ ym+1,1 mod T>0.
Because of (11.20), we put
(11.21) yi+2,m−i ≡ yCi+2,m−i +Ai · Tmt mod T>mt
whereAi ∈ C\{0}. A straightforward calculation via consideration of ∂(i+1,m−i)(y) = 0 gives us the following
lemma.
Lemma 11.13. A recurrence relation for Ai’s is
A0 = −a1 · yC1,m−1
Ai = − (y
C
i+2,m−i)
2
(yCi+1,m−i)
2 Ai−1.
From (11.21) and Lemma 11.13, it follows
∂(m, 1)(y)T t−1 = −ym−1,1
ym,1
− ym,2
ym,1
+
ym,1
ym+1,1
Tmt
≡
(
−y
C
m−1,1
yCm,1
− y
C
m,2
yCm,1
)
+
(
−Am−2
yCm,1
+
yCm,1
ym+1,1
)
Tmt mod T>mt
≡
(
(−1)ma1
yC1,m−1
yCm,1
(
m−2∏
i=1
(yCi+2,m−i)
2
(yCi+1,m−i)2
)
+
yCm,1
ym+1,1
)
Tmt mod T>mt.
By Corollary 11.12, we have
• yCi,j · yCj,i = (dm,m)2, (yCi,i)2 = (dm,m)2
• yC1,m−1 + yC2,m = 0
• yC1,m−1 · yCm−1,1 = (dm,m)2,
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Using them, we simplify the above expression as follows.
∂(m, 1)(y)T t−1 ≡
(
(−1)m a1
yC1,m−1
yCm,1
(dm,m)
2
(yC2,m)
2
+
yCm,1
ym+1,1
)
Tmt mod T>mt
≡
(
(−1)m a1 1
yCm,1
(dm,m)
2
yC1,m−1
+
yCm,1
ym+1,1
)
Tmt mod T>mt
≡
(
(−1)ma1
yCm−1,1
yCm,1
+
yCm,1
ym+1,1
)
Tmt mod T>mt.
Thus, ∂(m, 1)(y) = 0 yields
(11.22) ∂(m, 1)(2)(y) := (−1)ma1 ym−1,1
ym,1
+
ym,1
ym+1,1
+ P(m, 1)(2)(a1) = 0
for some constant P(m, 1)(2)(a1) ∈ Λ+ (depending on a1). Then, ym+1,1 ∈ ΛU can be determined so that
∂(m, 1)(2)(y) = 0 holds. Because of Corollary 11.12 and (11.19), we observe
(11.23) ym+1,1 ≡ (−1)m+1 1
a1
(ym,1)
2
ym−1,1
≡ (−1)m+1 (dm,m)
2
a1
y1,m−1
(y1,m)2
≡ (−1)m+1 (dm,m)
2
y1,m+1
mod T>0,
which explains why the equation ∂m(1)(y) = 0 in the system (11.6) appears. In other words, (11.8) provides a
sufficient condition to solve ym+1,1 over ΛU in (11.22) such that yCm+1,1 ≡ ym+1,1 mod T>0.
Step 3. (i, j) ∈ B(m) with m+ 2 < i+ j ≤ 2m
Now, we determine all elements yi,j’s for (i, j) ∈ B(m) satisfying m + 2 < i + j < 2m. For an index j with
2 < j < m, we decompose ∂(j,m)(y) as follows:
∂(j,m)(y) =
(
−yj−1,m
yj,m
+
yj,m
yj+1,m
+
yj,m
yj,m−1
)
T 1−t +
(
−yj,m+1
yj,m
)
T 1+(m−j)t
=
((
−yj−1,m
yj,m
+
yj,m
yj+1,m
+
yj,m
yj,m−1
)
+
(
−aj yj,m
yj+1,m
− aj yj,m
yj,m−1
)
T (m−j+1)t
)
T 1−t
+
(
−yj,m+1
yj,m
+aj
yj,m
yj+1,m
+ aj
yj,m
yj,m−1
)
T 1+(m−j)t
In order to have a solution of ∂(j,m)(y) = 0, we decompose it into the following equations.
∂(j,m)
(1)
(y) :=
(
−yj−1,m
yj,m
+
yj,m
yj+1,m
+
yj,m
yj,m−1
)
− aj
(
yj,m
yj+1,m
+
yj,m
yj,m−1
)
T (m−j+1)t = 0
∂(j,m)
(2)
(y) := −yj,m+1
yj,m
+ aj
(
yj,m
yj+1,m
+
yj,m
yj,m−1
)
= 0.
Due to the following lemma, it is enough to find a solution of the following system to solve ∂(j,m)(y) = 0.
Lemma 11.14. A solution of the system
∂(j,m)
(1)
(y) = 0
∂(j,m)
(2)
(y)− aj · ∂(j,m)(y)T t−1 = −yj,m+1
yj,m
+ aj
(
yj−1,m
yj,m
+
yj,m+1
yj,m
T (m−j+1)t
)
= 0
(11.24)
is also a solution of ∂(j,m)(y) = 0.
Proof. Note that
∂(j,m)(y) = ∂(j,m)(1)(y)T 1−t + ∂(j,m)(2)(y)T 1+(m−j)t.
A solution of (11.24) satisfies
∂(j,m)(y) = ∂(j,m)(2)(y)T 1+(m−j)t = aj · ∂(j,m)(y)T (m−j+1)t,
which gives rise to ∂(j,m)(y) = 0. 
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Suppose that we are given a solution
{yr,s ∈ ΛU : (r, s) ∈ B(m), r + s ≤ m+ j}
of ∂(r, s)(y) = 0 for all (r, s) ∈ B(m) and r + s < m+ j such that
vT (yr,s − yCr,s) ≥ (m− j + 2)t
as the induction hypothesis. Since each yCr,s is non-zero by our choice, we then obtain y
C
j−1,m/y
C
j,m 6= 0 so that
∂(j,m)
(2)
(y) − aj · ∂(j,m)(y)T t−1 = 0 determines a unique value aj ∈ ΛU from yj,m+1 = dj,m+1. Then, the
equation ∂(j,m)(1)(y) = 0 yields
yCj,m
yj+1,m
(
1− aj T (m−j+1)t
)
≡
(
yCj−1,m
yCj,m
− y
C
j,m
yCj,m−1
)
+ aj
yCj−1,m
yCj,m
T (m−j+1)t mod T>(m−j+1)t.
Keeping in mind that yCr,s’s from Corollary 11.12 satisfy
∂m(j,m)(y) = −
yCj−1,m
yCj,m
+
yCj,m
yCj+1,m
+
yCj,m
yCj,m−1
= 0,
we obtain
yCj,m
yCj+1,m
6= 0 and y
C
j−1,m
yCj,m
− y
C
j,m
yCj,m−1
6= 0
since yCj,m is non-zero. Hence yj+1,m ∈ ΛU with vT (yj+1,m − yCj+1,m) = (m− j + 1)t.
Suppose that
{yr,s ∈ ΛU : (r, s) ∈ B(m), r + s ≤ m+ j} ∪ {yr,s ∈ ΛU : (r, s) ∈ B(m), r + s = m+ j + 1, r > m− i}
are given and vT (yi+j,m−i+1 − yCi+j,m−i+1) = (m− j + 1)t. By Lemma 11.8, the equation ∂(i+ j,m− i) = 0
determines yi+j+1,m−i ∈ ΛU such that
(11.25) vT (yi+j+1,m−i − yCi+j+1,m−i) = (m− j + 1)t.
In order to find ym+1,j , we convert ∂(m, j)(y) = 0 into ∂(m, j)(2)(y) = 0 by inserting the previously deter-
mined yi,j’s. For 0 ≤ i ≤ m− j − 1, due to (11.25), we may set
yi+j+1,m−i ≡ yCi+j+1,m−i +Ai · T (m−j+1)t mod T>(m−j+1)t
where Ai ∈ C\{0}. As in Lemma 11.13, we derive the following lemma.
Lemma 11.15. A recurrence relation for Ai’s is
A0 = −aj · (y
C
j+1,m)
2
(yCj,m)
2 · yCj−1,m
Ai = − (y
C
i+j+1,m−i)
2
(yCi+j,m−i)
2 Ai−1.
By Lemma 11.15 and Corollary 11.12,
∂(m, j)(y)T t−1 =
(
−ym,j+1
ym,j
− ym−1,j
ym,j
+
ym,j
ym,j−1
)
+
ym,j
ym+1,j
T (m−j+1)t
≡
(
−y
C
m,j+1
yCm,j
− y
C
m−1,j
yCm,j
+
yCm,j
yCm,j−1
)
+
(
−Am−j−1
yCm,j
+
yCm,j
ym+1,j
)
T (m−j+1)t mod T>(m−j+1)t
≡
(
(−1)m−j+1aj
yCj−1,m
yCm,j
(
m−j−1∏
i=0
(yCi+j+1,m−i)
2
(yCi+j,m−i)2
)
+
yCm,j
ym+1,j
)
T (m−j+1)t mod T>(m−j+1)t
≡
(
(−1)m−j+1aj 1
yCm,j
(dm,m)
2
yCm,j−1
(yCm,j)
2
(dm,m)
2
+
yCm,j
ym+1,j
)
T (m−j+1)t mod T>(m−j+1)t
≡
(
(−1)m−j+1aj
yCm,j
yCm,j−1
+
yCm,j
ym+1,j
)
T (m−j+1)t mod T>(m−j+1)t
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which yields
(11.26) ∂(m, j)(2)(y) =
(
(−1)m−j+1aj
yCm,j
yCm,j−1
+
yCm,j
ym+1,j
)
+ P(m, j)(2)(a1, · · · , aj) = 0.
for some P(m, j)(2)(a1, · · · , aj) ∈ Λ+. We then have
(11.27) ym+1,j ≡ (−1)m−j ym,j−1
aj
≡ (−1)m−j (dm,m)
2
aj · yj−1,m ≡ (−1)
m−j (dm,m)
2
yj,m+1
mod T>0.
which explains why the equation ∂m(j)(y) = 0 in the system (11.6) appears. In other words, (11.8) provides a
sufficient condition to solve ym+1,j over ΛU in (11.26) such that ym+1,j = y
C
m+1,j .
Finally, we convert ∂(m,m)(y) = 0 into ∂(m,m)(2)(y) = 0 as follows. Inserting ym−1,m, ym,m, ym,m−1 and
ym,m+1 = dm,m+1 into ∂(m,m)(y) = 0, we derive
(11.28) ∂(m,m)(2)(y) =
(
−ym,m+1
yCm,m
+
yCm,m
ym+1,m
)
+ P(m,m)(2)(a) = 0
for some P(m,m)(2)(a) ∈ Λ+. We obtain
ym+1,m ≡ (ym,m)
2
ym,m+1
mod T>0
and determine ym+1,m in ΛU .
In summary, the above discussion is summarized as follows.
Proposition 11.16. For any tuple (dm,m, d1,m+1, · · · , dm,m+1) of non-zero complex numbers, there exist
• yi,j ∈ ΛU for (i, j) ∈ B(m),
• yi,m+1 ∈ ΛU for 1 ≤ i ≤ m,
• ym+1,j ∈ ΛU for 1 ≤ j ≤ m
satisfying
(1) ym,m ≡ dm,m mod T>0,
(2) yi,m+1 = di,m+1 for each i = 1, · · · ,m,
(3) ∂(i, j)(y) = 0 for (i, j) ∈ B(m),
(4) (−1)m+1−l yl,m+1
ym,m
+
ym,m
ym+1,l
≡ 0 mod T>0.
11.5. Outside of B(m).
Suppose that we are given a complex solution
{yCi,j ∈ C\{0} : (i, j) ∈ Γ(n)\B(m) ∪ {(m,m)}}
for (11.6) together with non-zero complex numbers cver,Ci+1,i’s and c
hor,C
j,j+1’s, which is the hypothesis of Theorem 11.7.
In this section, we discuss how to determine a bulk-deformation parameter b in (11.4) from cver,Ci+1,i’s and c
hor,C
j,j+1’s
and how to extend it to a solution in ΛU from yCi,j’s for ∂
b(i, j)(y) = 0. Assume that m < k = dn/2e. For the case
m = k, see Remark 11.18. Here is a pictorial outline of the section.
Step 1. (i, j) ∈ B(m) ∪ Iseed
Let
(11.29) Iseed :=
{
(m,m), (1,m+ 1), · · · , (m,m+ 1), (m+ 1,m+ 1), (m+ 1,m+ 2), · · · ,
(⌊n
2
⌋
,
⌈n
2
⌉)}
and
(11.30) Iinitial := Iseed\{(m,m)}.
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B(m)
B(k)
Step 1
Step 2
Step 3
FIGURE 35. Pictorial outline of Section 11.5.
Remark 11.17. We will define a seed in Definition 12.1 to generate a candidate for a solution for the split leading
term equation. The set (11.29) is the collection of indices where the corresponding variables will be generically
chosen as the initial step.
We start to take yi,j := y
C
i,j for (i, j) ∈ Iinitial. Then, we fix a complex solution in B(m) from Corollary 11.12
such that c = yCm,m.
Step 2. (i, j) ∈ B(k)\B(m)
By following Section 11.4, the chosen element y1,m+1 ∈ C\{0} determines yi+1,m−i+1’s in ΛU for 1 ≤ i ≤
m−1. Moreover, we have ym+1,1 ∈ ΛU . Again by Section 11.4, we also find yi,j’s in ΛU for (i, j) with i ≤ m+1,
j ≤ m+1 and i+j = m+3 satisfying (11.27). Ifm+1 = k, then proceed to the next anti-diagonal. Ifm+1 < k,
then it remains to determine y1,m+2 and ym+2,1 in this anti-diagonal within B(k)\B(m). Since the hypothesis of
Lemma 11.8 is fulfilled at the equations ∂(1,m+ 1)(y) = 0 and ∂(m+ 1, 1)(y) = 0 by our standing assumption,
they are determined in ΛU . Proceeding inductively, we fill up all yi,j’s for (i, j) ∈ B(k)\B(m) obeying
(1) yi,j ∈ ΛU such that yi,j ≡ yCi,j mod T>0,
(2) ∂(i, j)(y) = 0 for (i, j) ∈ B(k − 1).
Step 3. (i, j) ∈ Γ(n)\B(k) and b
We determine yi,j’s for (i, j) ∈ Γ(n)\B(k) and bhori,i+1’s and bverj+1,j’s in (11.4) over ΛU . Notice that
∂(i, j)(y) = ∂b(i, j)(y) for (i, j) ∈ B(k − 1)
because of our choice of b, and thus we may keep {yi,j ∈ ΛU : (i, j) ∈ B(k)} as a solution of ∂b(i, j)(y) = 0.
From now on, we focus only on the case where n = 2k− 1 because the case n = 2k can be similarly dealt with.
In this case, there are (k2 − 1) variables in B(k). As all variables yk−1,k, yk−2,k and yk−1,k−1 in
∂(k − 1, k)(y) = − 1
yk−1,k
− yk−2,k
yk−1,k
+ yk−1,k +
yk−1,k
yk−1,k−1
have been already determined by previous inductive steps, we do not have any extra variables to make ∂(k −
1, k)(y) = 0 hold. It is time to adjust the equation ∂(k − 1, k)(y) = 0 by selecting bverk+1,k suitably. By (10.10), we
have
∂b(k − 1, k)(y) := − exp(bverk+1,k) ·
1
yk−1,k
− yk−2,k
yk−1,k
+ yk−1,k +
yk−1,k
yk−1,k−1
.
From the following equation
−cver,Ck+1,k ·
1
yCk−1,k
− y
C
k−2,k
yCk−1,k
+ yCk−1,k +
yCk−1,k
yCk−1,k−1
= 0,
one equation in the split leading term equation, it follows that
−y
C
k−2,k
yCk−1,k
+ yCk−1,k +
yCk−1,k
yCk−1,k−1
6= 0,
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otherwise −cver,Ck+1,k = 0. Since
−yk−2,k
yk−1,k
+ yk−1,k +
yk−1,k
yk−1,k−1
≡ −y
C
k−2,k
yCk−1,k
+ yCk−1,k +
yCk−1,k
yCk−1,k−1
6= 0 mod T>0,
there exists a unique bulk-deformation parameter bverk+1,k ∈ Λ0 such that
(1) ∂b(k − 1, k)(y) = 0
(2) exp(bverk+1,k) ≡ cver,Ck+1,k mod T>0
Notice that bverk+1,k does not only deforms
1
yk−1,k
, but also deforms yj,k+1yj,k into exp(b
ver
k+1,k) · yj,k+1yj,k for all j with
1 ≤ j < k − 1 as in Corollary 10.11. Therefore, we need to solve the deformed equation
∂b(j, k)(y) := − exp(bverk+1,k) ·
yj,k+1
yj,k
− yj−1,k
yj,k
+
yj,k
yj+1,k
+
yj,k
yj,k−1
= 0
in order to decide y•,k+1 ∈ ΛU .
For the induction hypothesis, assume that yr,s’s for s ≤ j and bvers,s−1’s for s ≤ j are determined. We pick a
bulk-deformation parameter bverj+1,j ∈ Λ0 so that
(1) ∂b(n− j, j)(y) = 0
(2) exp(bverj+1,j) ≡ cver,Cj+1,j mod T>0.
After fixing bverj+1,j , we determine y•,j+1 ∈ ΛU . Hence, all entries aboveB(k) together with bverj+1,j’s are determined
in this way. Symmetrically, we can choose bhori,i+1’s and fill up the other part of Γ(n)\B(k). Hence, Theorem 11.7
is now verified.
Remark 11.18. We outline the proof of Theorem 11.7 when n = 2k and m = k. In this case, taking c = 1 for
yCm,m, Corollary 11.12 will give us the initial parts y
C
i,j’s of yi,j’s for (i, j) ∈ B(m). We then follow Section 11.4
to extend to yi,j’s in ΛU . If one uses both bverm+1,m and b
hor
m,m+1 to deform ∂(m,m) = 0, then we have two extra
variables cverm+1,m and c
hor
m,m+1 in ∂
b(m,m) = 0. For our convenience, recall that we have chosen bhorm,m+1 = 0
in Remark 11.4. Now, we need to take bverm+1,m so that ∂
b(m,m) = 0. Since yCm,m = 1, we get b
ver
m+1,m ∈ Λ+,
which yields that 1 = cver,Cm+1,m = exp(b
ver
m+1,m) mod T
>0. After fixing bverm+1,m, we solve y•,m+1 by solving
∂b(•,m)(2) = 0 where
∂b(1,m)
(2)
(y) := − exp(bverm+1,m)
y1,m+1
y1,m
+a1
y1,m
y1,m−1
= 0
∂b(j,m)
(2)
(y) := − exp(bverm+1,m)
yj,m+1
yj,m
+ aj
(
yj,m
yj+1,m
+
yj,m
yj,m−1
)
= 0 for j > 2.
The remaining steps are similar to the case for m < k in Section 11.5.
12. SOLVABILITY OF SPLIT LEADING TERM EQUATION
This section aims to verify the assumption for Theorem 11.7 when the split leading term equation (11.6) comes
from the line segment Im ⊂ ∆λ in (8.7). To find its solution, we introduce a seed generating a candidate for a
solution and prove that there exists a “good” choice of seeds such that the candidate is indeed a solution.
12.1. Seeds.
We begin by the definition of a seed. Recall the notations Γ(n) and B(m) in (11.1).
Definition 12.1. A seed of Γ(n) associated with B(m) consists of the two data (d, I).
• An (n−m)-tuple d of elements in ΛU
d = (d1, · · · , dn−m)
• An (n−m)-tuple I of double indices
I = {(m,m), (i1, j1), · · · , (in−m−1, jn−m−1)} ⊂ {(m,m)} ∪ (Γ(n)\B(m))
satisfying
(1) the first index is (m,m)
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(2) the remaining indices are contained in Γ(n)\B(m) such that any two indices must not come from the
same anti-diagonal of Γ(n)\B(m).
We are particularly interested in seeds (d, I) of the form
• d is a tuple of non-zero real numbers.
• I := Iseed in (11.29).
Let yI denote the components of y associated with the set I of indices. Namely,
yI :=
(
ym,m, yi1,j1 , · · · , yin−m−1,jn−m−1
)
.
Then, as the initial step, we take
yI := d.
So, the double indices designate the places in which the components of d are plugged. Since I is always taken to
be Iseed, I will be often omitted from now on. We instead set di,j to denote the component of d corresponding to
(i, j). For instance, we have d1 = dm,m.
Following the procedure in Section 11.5, see Figure 35, we generate the other yi,j’s such that y satisfies the split
leading term equation with a suitable choice of complex numbers
c :=
(
chork,k+1, · · · , chorn−1,n, cverk+1,k, · · · , cvern,n−1
)
.
Namely, by isolating one undetermined variable and plugging the determined variables in one equation of the split
leading term equation, we can solve the remaining yi,j’s and c inductively. However, the undetermined variable
might be zero or undefined when generating a candidate from a seed. A good choice of seed, we call a generic
seed, must avoid the issue.
We would like to find a condition for generic seeds. In the setup of (11.5) and Remark 11.4, we put
(12.1) ∂˜bm(i, j)(y) :=

−cverj,j−1 ·
1
yi,j−1
+
1
(yi,j)2
(
cverj+1,j · yi,j+1 + chori−1,i · yi−1,j
)
if i ≥ j
−chori−1,i · yi−1,j + (yi,j)2
(
chori,i+1 ·
1
yi+1,j
+ cverj,j−1 ·
1
yi,j−1
)
if i < j.
Note that ∂˜bm(i, j)(y) is achieved by isolating chori,i+1 · (yi+1,j)−1 and cverj+1,j · yi,j+1 in ∂bm(i, j)(y) = 0, see (11.7).
Moreover, (12.1) appears when isolating the undetermined variable so that the expression is required to be non-zero.
Definition 12.2. A seed d is called generic if the candidate generated by yI = d satisfies
(12.2) ∂˜bm(i, j)(y) 6= 0 mod T>0
for all (i, j)’s.
Example 12.3. A straightforward calculation asserts that the tuples
(1) d = (−1, 1, 1,−1, 1)
(2) I = Iseed = ((2, 2), (1, 3), (2, 3), (3, 3), (3, 4))
form a generic seed of Γ(7) to B(2). The tuples
(1) d = (−1, 1, 1, 1, 1)
(2) I = Iseed = ((2, 2), (1, 3), (2, 3), (3, 3), (3, 4))
form a seed of Γ(7) to B(2), but not a generic seed because ∂˜b2 (1, 5)(y) = 0.
The main proposition of this section is the existence of a generic seed, which will be proven throughout this
section.
Proposition 12.4. For each integer m where 2 ≤ m ≤ k = dn/2e, a generic seed of Γ(n) to B(m) exists.
As a corollary, we assert solvability of the split leading term equation.
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Corollary 12.5. The split leading term equation of Γ(n) associated with B(m) has a solution each component of
which is a non-zero complex number.
Proof. Once a seed has the property (12.2), the remaining yi,j’s and a sequence c are (uniquely) determined to be
in C\{0} by the exactly same process in Section 11.5. 
12.2. Pre-generic elements.
We now introduce a coordinate system {zi,j : (i, j) ∈ Γ(n)\B(m) ∪ {(m,m)}} with respect to which the
system of equations
∂bm(i, j)(y) = 0, for i+ j < n
does not depend on the choice of a bulk-deformation parameter b. We define
(12.3)

zi+1,• :=
(
i∏
r=k
chorr,r+1
)−1
yi+1,• if i ≥ k
z•,j+1 :=
(
j∏
r=k
cverr+1,r
)
y•,j+1 if j ≥ k
zi,j := yi,j otherwise.
Under this coordinate system, we convert ∂bm(i, j)(y) in (11.7) into
(12.4) ∂bm(i, j)(z) :=

−zi,j+1
zi,j
− zi−1,j
zi,j
+
zi,j
zi+1,j
+
zi,j
zi,j−1
if i+ j < n
−
(
i−1∏
r=k
chorr,r+1
)−1
1
zi,j
− zi−1,j
zi,j
+
(
i∏
r=k
chorr,r+1
)
zi,j +
zi,j
zi,j−1
if i ≥ j, i+ j = n
−
(
j∏
r=k
cverr+1,r
)
1
zi,j
− zi−1,j
zi,j
+
(
j−1∏
r=k
cverr+1,r
)−1
zi,j +
zi,j
zi,j−1
if i < j, i+ j = n.
Here, one should interpret that the product over the empty set is 1. For example,
k−1∏
r=k
cverr+1,r = 1.
We set
(12.5)
∂˜bm(i, j)(z) :=

− 1
zi,j−1
+
1
(zi,j)2
(zi,j+1 + zi−1,j)
(
=
1
zi+1,j
)
if i ≥ j, i+ j < n
−zi−1,j + (zi,j)2
(
1
zi+1,j
+
1
zi,j−1
)
(= zi,j+1) if i < j, i+ j < n
− 1
zi,j−1
+
1
(zi,j)2
(i−1∏
r=k
chorr,r+1
)−1
+ zi−1,j
(= ( i∏
r=k
chorr,r+1
))
if i ≥ j, i+ j = n
−zi−1,j + (zi,j)2
(j−1∏
r=k
cverr+1,r
)−1
+
1
zi,j−1
(= ( j∏
r=k
cverr+1,r
))
if i < j, i+ j = n,
where ∂˜bm(i, j)(z) is obtained from isolating the expression in the parentheses in ∂bm(i, j)(z).
We then have the following lemma, which says it suffices to check ∂˜bm(i, j)(z) 6= 0 to show ∂˜bm(i, j)(y) 6= 0.
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Lemma 12.6. ∂˜bm(i, j)(z) 6= 0 for all indices (i, j) ∈ Γ(n)\B(m) if and only if ∂˜bm(i, j)(y) 6= 0 for all indices
(i, j) ∈ Γ(n)\B(m).
Proof. Under the coordinate change (12.3), (12.1) is converted into (12.5). 
To show that ∂˜bm(i, j)(z) 6= 0, we now start to solve (12.4) from yI := d by isolating the undetermined variable
in (12.4). When m < k = dn/2e, since I ⊂ B(k) and yI = zI because of (12.3), we may insert d into zI as
the starting point. For the case m = k, we take chorm,m+1 = 1 and c
ver
m+1,m = 1 (see Remark 11.18) and hence
zI = yI = d as well. For simplicity, we set
(12.6) z(l\m) := {zi,j ∈ C\{0} : (i, j) ∈ Γ(l)\B(m) ∪ {(m,m)}}.
Choosing the component in an anti-diagonal generically, we can easily make the first two equations of (12.5) non-
zero because of the following lemma.
Lemma 12.7. Suppose that the set z(r+s−1\m) is determined. Each variable zr−i,s+i can be expressed as a non-
constant rational function with respect to zr,s.
Proof. We only show the case for i > 0 since the case where i < 0 can be similarly proven. Let
X(i) := zr−i,s+i.
By (12.4), a recurrence relation for X(i)’s is
(12.7) X(i) = [i] +
[i, i− 1]
X(i− 1)
where
[i] := −zr−i−1,s+i + (zr−i,s+i−1)
2
zr−i,s+i−2
, [i, i− 1] := (zr−i,s+i−1)2.
Composing (12.7) several times, X(i) is expressed as a continued fraction in terms of X(0). Letting A(0) = 1 and
B(0) = 0, it becomes
(12.8) X(i) =
A(i) ·X(0) +B(i)
A(i− 1) ·X(0) +B(i− 1)
for some constants A(i)’s and B(i)’s determined by the given set z(r+s−1\m). Thus, X(i) is a rational function
with respect to X(0).
To show that every X(i) is non-constant with respect to X(0), we investigate properties of A(i)’s and B(i)’s.
By induction, we can show that the terms of A(i) correspond to the partitions of {i, i − 1, · · · , 1} into one single
number or two consecutive numbers. Also, the terms ofB(i) correspond to the partitions of {i, i−1, · · · , 1, 0} into
one single or two consecutive numbers containing the subset [1, 0]. For instance, A(3) and B(3) are expressed as
A(3) = [3][2][1] + [3][2, 1] + [3, 2][1],
B(3) = [3][2][1, 0] + [3, 2][1, 0].
It then follows that
A(i) = [i] ·A(i− 1) + [i, i− 1] ·A(i− 2)
B(i) = [i] ·B(i− 1) + [i, i− 1] ·B(i− 2).
Note that X(0) and X(1) are non-constant functions with respect to X(0). Suppose to the contrary that X(i) is
a constant function with the value C and all X(j)’s for all j < i are non-constant rational functions with respect to
X(0). Let
X(i) :=
A(i) ·X(0) +B(i)
A(i− 1) ·X(0) +B(i− 1) = C.
We then obtain
C ·A(i− 1) = A(i) = [i] ·A(i− 1) + [i, i− 1] ·A(i− 2)
C ·B(i− 1) = B(i) = [i] ·B(i− 1) + [i, i− 1] ·B(i− 2).
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We claim that C − [i] 6= 0. Otherwise, A(i − 2) = B(i − 2) = 0 because [i, i − 1] = (zr−i,s+i−1)2 6= 0. It
yields that X(i− 2) ≡ 0, contradicting to the assumption that X(i− 2) is not constant.
We then have
A(i− 1) = C ′ ·A(i− 2)
B(i− 1) = C ′ ·B(i− 2)
where C ′ = [i, i− 1]/(C − [i]). So, we deduce a contradiction that
X(i− 1) = A(i− 1) ·X(0) +B(i− 1)
A(i− 2) ·X(0) +B(i− 2) = C
′
is constant. Hence, every X(i) has to be a non-constant rational function. 
Corollary 12.8. Suppose that the set z(r+s−1\m) is determined. There exists a non-zero real number dr,s such that
if we set zr,s = dr,s
(12.9) ∂˜bm(i, j)(z) 6= 0
for all (i, j)’s obeying i+ j = r + s− 1.
Proof. Since each zr−i,s+i is a non-constant rational function with respect to zr,s, there are only finitely many
zr,s’s so that zr−i,s+i is zero or is not defined. Avoid these values when choosing dr,s. 
Definition 12.9. Suppose the set z(r+s−1\m) is given. For an index (r, s) ∈ Γ(n)\B(m), an element dr,s is said to
be pre-generic with respect to z(r+s−1\m) if (12.9) holds for any (i, j) ∈ Γ(r + s)\(B(m) ∪ Γ(r + s− 1)).
For the later purpose, we prove the following property of the the pre-generic elements.
Lemma 12.10. Assume that m < k. Suppose that we have ds,m+1’s for s with 1 ≤ s ≤ m such that for
each s, ds,m+1 is pre-generic with respect to the previously determined z(s+m\m) by one choice of dm,m and
d1,m+1, · · · , ds−1,m+1. Then, regardless of a choice of dm,m ∈ C\{0}, ds,m+1 is pre-generic as long as we do not
change d1,m+1, · · · , ds−1,m+1.
Proof. If m < k, we see yi,j = zi,j for (i, j) ∈ B(m) by (12.3). We claim that
zj,i+1 = (−1)i+j · (dm,m)
2
zi+1,j
.
Recall from (11.8) that
zm+1,i = (−1)i+(m+1)−1 · (dm,m)
2
zi,m+1
,
which provides the initial step for the induction. Next, by the induction hypothesis, we observe
0 = −zi,j+1
zi,j
− zi−1,j
zi,j
+
zi,j
zi+1,j
+
zi,j
zi,j−1
=
zj,i
zj+1,i
+
zj,i
zj,i−1
+ (−1)i+j−1 (dm,m)
2
zi+1,j · zj,i −
zj−1,i
zj,i
=
zj,i+1
zj,i
+ (−1)i+j−1 (dm,m)
2
zi+1,j zj,i
.
Thus, we obtain
zj,i+1 = (−1)i+j · (dm,m)
2
zi+1,j
.
Therefore, ∂˜bm(i, j)(z) 6= 0 as long as ∂˜bm(j, i)(z) 6= 0. 
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12.3. Generic seeds.
Applying Corollary 12.8, we make the first two expressions in (12.5) non-zero by taking one entry of an anti-
diagonal generically. To make the last two equations non-zero, we need to select the previous ones more carefully.
We deal with the three cases separately.
Case 1. n = 2k − 1.
We need several lemmas.
Lemma 12.11. Assume that z(n−2\m) is given. Suppose that either dk−1,k−1 = −1 is pre-generic or k − 1 = m.
Then, there is a real number dk−1,k−1 (sufficiently close to −1) and a non-zero real number dk−1,k such that if
zk−1,k−1 = dk−1,k−1 and zk−1,k = dk−1,k,
(12.10) ∂˜bm(i, j)(z) 6= 0 mod T>0
for all (i, j) with i+ j = n− 1 and i+ j = n.
Note that ∂˜bm(i, j)(z)’s for (i, j) with i+ j = n provide the last two expressions of (12.5).
Proof. Assuming that dk−1,k−1 = −1 is pre-generic, by definition, every zi,n−1−i is defined and becomes non-
zero if we set zk−1,k−1 = dk−1,k−1 = −1. By Corollary 12.8, we can choose and fix a pre-generic element dk−1,k
for zk−1,k so that the entries zi,n−i’s are also determined.
We would like to emphasize that dk−1,k−1 = −1 is never being a component of a generic seed because of the
following reason. Recall that the equations ∂bm(i, j)(z) = 0’s in (12.4) for (i, j)’s with i+ j ≥ n and i < j read
(12.11)

∏k
r=k c
ver
r+1,r = −zk−2,k + (zk−1,k)2
(
1 + 1zk−1,k−1
)
,∏k+1
r=k c
ver
r+1,r = −zk−3,k+1 + (zk−2,k+1)2
((∏k
r=k c
ver
r+1,r
)−1
+ 1zk−2,k
)
,
· · ·∏n−2
r=k c
ver
r+1,r = −z1,n−2 + (z2,n−2)2
((∏n−3
r=k c
ver
r+1,r
)−1
+ 1z2,n−3
)
,∏n−1
r=k c
ver
r+1,r = −(z1,n−1)2
((∏n−2
r=k c
ver
r+1,r
)−1
+ 1z1,n−2
)
.
If one chooses zk−1,k−1 = dk−1,k−1 = −1, then from (12.11) we obtain
j∏
r=k
cverr+1,r = −zn−j−1,j
for j = k, k + 1, · · · , n− 2 and
(12.12) ∂˜bm(1, n− 1)(z) =
n−1∏
r=k
cverr+1,r = 0.
Thus, a seed d is not generic 15. Nevertheless, we claim that there exists a choice of dk−1,k−1 not equal to −1 but
close to −1 so that (12.10) is satisfied.
Note that the fixed dk,k−1 remains to be pre-generic even if we perturb the value zk−1,k−1 from −1 with
sufficiently small amount. This is because the expression ∂˜bm(i, j)(z) for each index (i, j) with i + j = n − 1 is a
continuous function with respect to zk−1,k−1 at −1 after inserting dk,k−1 into zk,k−1. Also, by Lemma 12.7, there
exists a dense set of pre-generic elements for dk−1,k−1. Therefore, (12.10) is satisfied for i+ j = n− 1.
Also, we observe that as zk−1,k−1 → −1, because of (12.5) and (12.11), ∂˜bm(n − j, j)(z) → −zn−j−1,j when
j ≥ k. Because−zn−j−1,j 6= 0 for j with k ≤ j < n−1, we still have ∂˜bm(n−j, j)(z) 6= 0 for j with k ≤ j < n−1
if dk−1,k−1 is sufficiently close to −1. Finally, we claim that ∂˜bm(1, n − 1)(z) 6= 0 as soon as zk−1,k−1 6= −1 so
that the problem in (12.12) is solved. From ∂bm(k − 1, k)(z) = 0 and zk−1,k−1 6= −1, it follows that
cverk+1,k 6= −zk−2,k.
15 We also have ∂˜bm(n− 1, 1)(z) = 0 if taking zk−1,k−1 = dk−1,k−1 = −1.
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Combining it with ∂bm(k − 2, k + 1)(z) = 0, we obtain
k+1∏
r=k
cverr+1,r 6= −zk−3,k+1.
Proceeding inductively, we deduce ∂˜bm(1, n−1)(z) 6= 0. The discussion on the part where j < k is omitted because
the argument is symmetrical.
Consequently, we may choose a generic dk−1,k−1 sufficiently close to−1 so that (12.10) holds for all (i, j) with
i+ j = n− 1 and i+ j = n.
It remains to take care of the case where k− 1 = m. The index (k− 1, k− 1) = (m,m) is contained in the box
B(m) so that dk−1,k−1 can be freely chosen by Corollary 11.12. Thus, we can apply the exactly same argument as
above. 
By applying a similar argument, we can prove the following lemma.
Lemma 12.12. Suppose that either di,i = ±1 is pre-generic for i > m or i = m. There is a real number di,i
(sufficiently close to ±1) and a non-zero real number di,i+1 so that di+1,i+1 = ∓1 becomes pre-generic.
We now ready to start the proof of Proposition 12.4 for the case where n = 2k − 1 and m < k := dn/2e.
Proof of Proposition 12.4. We start with a tentative choice of dm,m = ±1. Choosing pre-generic elements from
d1,m+1 := z1,m+1 to dm−1,m+1 := zm−1,m+1, we find z(2m\m) so that that (12.10) is satisfied for each index
(i, j) with i + j ≤ 2m − 1. Due to Lemma 12.12, we may select dm,m sufficiently close to ±1 and dm,m+1
so that dm+1,m+1 = ∓1 becomes pre-generic. Because of Lemma 12.10, note that d1,m+1, · · · , dm,m+1 remain
to be pre-generic even if we choose another dm,m. Moreover, applying Lemma 12.12 repeatedly, we assert that
dk−1,k−1 = −1 is also pre-generic by suitably choosing d•,•. Hence, we have (12.10) for all indices (i, j)’s
with i + j ≤ n − 2. Finally, Lemma 12.11 says that there is dk−1,k−1 and dk,k−1 such that (12.10) holds for
i+ j = n− 1, n. Thus, we have just found a generic seed. 
Case 2. n = 2k and m < k.
Modifying the proofs of Lemma 12.11 and Lemma 12.12, we can prove the following lemma.
Lemma 12.13. Assume that z(n−2\m) is given. Suppose that dk−1,k = −1 is pre-generic. Then, there is a real
number dk−1,k (sufficiently close to −1) and a non-zero real number dk,k such that if zk−1,k = dk−1,k and
zk,k = dk,k,
∂˜bm(i, j)(z) 6= 0 mod T>0
for all (i, j) with i+ j = n− 1 and i+ j = n.
Suppose that di−1,i = ±1 is pre-generic for i ≥ m+ 1. There is a real number di−1,i (sufficiently close to ±1)
and a non-zero real number di,i so that di,i+1 = ∓1 becomes pre-generic.
Also, we need the lemma, which serves as the starting point to obtain the desired d•,•’s.
Lemma 12.14. dm,m+1 = ±1 can be pre-generic.
Proof. By Lemma 11.10,
(12.13) z˜i,m+j :=

1 for i = j
j−i−1∏
r=0
(2i+ 2r) for i < j
i−j−1∏
r=0
(2j + 2r)−1 for i > j
is a solution of ∂bm(i,m+ j)(z) = 0 in (12.4) for m+ i+ j < n. Furthermore, by Lemma 11.9, so does
(12.14) zi,m+j := a · z˜i,m+j
LAGRANGIAN FIBERS OF GELFAND-CETLIN SYSTEMS 77
for any non-zero complex number a. Selecting
a :=
m−2∏
r=0
(2 + 2r),
dm,m+1 = zm,m+1 becomes 1. Because of Lemma 12.10, no matter what we choose any non-zero complex number
dm,m, dm,m+1 is pre-generic (with respect to the previous determined z(2m\m)). 
Proof of Proposition 12.4 (continued). Combining Lemma 12.13 and Lemma 12.14, we conclude Proposition 12.4
for the case where n = 2k and m < k. 
Case 3. n = 2k and m = k.
In this case, we take dm,m = 1, see Remark 11.18. Because of Lemma 11.10, note that
(12.15) z˜i,m+j :=

1 for i = j
j−i−1∏
r=0
(2i+ 2r) for i < j
i−j−1∏
r=0
(2j + 2r)−1 for i > j
, z˜m+i,j :=

(−1)m+i+j−1 for i = j
(−1)m+i+j−1
i−j−1∏
r=0
(2j + 2r)−1 for i > j
(−1)m+i+j−1
j−i−1∏
r=0
(2i+ 2r) for i < j
respectively form a solution of ∂bm(i,m+ j)(z) = 0 and ∂bm(m+ i, j)(z) = 0 in (12.4) for m+ i+ j < n. Also,
our choice makes ∂m(l)(y) = ∂m(l)(z) = 0 in (11.8) because cverm+1,m = 1 and chorm,m+1 = 1, see Remark 11.4 and
Remark 11.18.
Furthermore,
(12.16) zi,m+j := a · z˜i,m+j , zm+i,j := a−1 · z˜m+i,j
are also solutions of (12.4) and (11.8) for any non-zero complex number a. Thus, we have a one-parameter family
of solutions. Then, the expressions ∂bm(i,m+j)(z) and ∂bm(m+ i, j)(z) for (i, j) with i+j = n can be considered
as a function with respect to a.
Lemma 12.15. There exists a choice of the variable a such that
(12.17) ∂˜bm(m− i,m+ i)(z) 6= 0 and ∂˜bm(m+ i,m− i)(z) 6= 0 mod T>0
in (12.5).
Proof. We claim that ∂˜bm(m − i,m + i)(z)/zm−i,m+i is a non-constant rational function with respect to a. For
i ≥ 1, we observe that
∂˜bm(m− 1,m+ 1)(z)
zm−1,m+1
= −zm−2,m+1
zm−1,m+1
+ zm−1,m+1 = −(2m− 4) + a ·
(
m−3∏
r=0
(2 + 2r)
−1
)
is a non-constant linear function with respect to a. By the induction hypothesis, assume that
∂˜bm(m− i,m+ i)(z)
zm−i,m+i
:=
Pi(a)
Qi(a)
is a non-constant rational function with respect to a. Then, we see
∂˜bm(m− i− 1,m+ i+ 1)(z)
zm−i−1,m+i+1
=
(
−zm−i−2,m+i+1
zm−i−1,m+i+1
+
zm−i−1,m+i+1
zm−i−1,m+i
)
+
zm−i−1,m+i+1
∂˜bm(m− i,m+ i)(z)
=
(
− z˜m−i−2,m+i+1
z˜m−i−1,m+i+1
+
z˜m−i−1,m+i+1
z˜m−i−1,m+i
)
+
z˜m−i−1,m+i+1
z˜m−i,m+i
· Qi(a)
Pi(a)
,
which is also a non-constant rational function. Similarly, one can see that ∂˜bm(m+i,m−i)(z) is also a non-constant
rational function for i ≥ 1. Thus, (12.17) is established if choosing a generically. 
We are ready to prove Proposition 12.4 for the case where n = 2k and m = k := dn/2e.
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Proof of Proposition 12.4 (continued). By Lemma 12.15, we choose di,m+1 := a·z˜i,m+1 from (12.16) as a generic
seed. It complete the proof. 
12.4. Proof of Theorem D.
Finally, we are ready to prove the following theorem.
Theorem 12.16 (Theorem D). Let λ = {λi := n − 2i + 1 | i = 1, · · · , n} be an n-tuple of real numbers for
an arbitrary integer n ≥ 4. Consider the co-adjoint orbit Oλ, a complete flag manifold F(n) equipped with the
monotone Kirillov-Kostant-Souriau symplectic form ωλ. Then each Gelfand-Cetlin fiber Lm(t) is non-displaceable
Lagrangian for every 2 ≤ m ≤ ⌊n2 ⌋. In particular, there exists a family of non-displaceable non-torus Lagrangian
fibers {
Lm(1) : 2 ≤ m ≤
⌊n
2
⌋}
of the Gelfand-Cetlin system Φλ where Lm(1) is diffeomorphic to U(m)× T n(n−1)2 −m2 .
Proof. By Corollary 12.5, the split leading term equation (11.6) has a desired solution for some nonzero complex
numbers cver,Ci+1,i’s and c
hor,C
j,j+1’s (i, j ≥ k). Theorem 11.7 convinces us that for each Lagrangian torus Lm(t) (0 ≤
t < 1), there exists a suitable bulk-deformation parameter b of the form (10.8) so that the bulk-deformed potential
function admits a critical point. By Theorem 10.7, each GC torus fiber Lm(t) for 0 ≤ t < 1 is non-displaceable.
Furthermore, Corollary 5.23 and Lemma 10.13 imply that Lm(1) is Lagrangian and non-displaceable. Finally,
Lm(1) is diffeomorphic to U(m)×T n(n−1)2 −m2 because of Theorem 7.9. This finishes the proof of Theorem 12.16.

13. CALCULATION OF POTENTIAL FUNCTION DEFORMED BY SCHUBERT CYCLES
The potential function with bulk we use in the present paper was first constructed in [FOOO1, Section 3.8.5,
3.8.6] and was explicitly computed in [FOOO4, Section 3] for the toric case. Since the main steps of the derivation
of (13.10) are the same as that of the proof of [FOOO4, Proposition 4.7] given in Section 7 therein, we will only
explain modifications we need to make to apply them to the current GC case. Also for the purpose of proving
the counter part of Theorem 10.6 in the present paper, the facts that a Fano manifold X has a toric degeneration
and that we have only to consider codimension two cycles also help us to simplify the study of holomorphic discs
contributing to the potential functions. We closely follow [NNU1, Section 9].
Let L be a Lagrangian submanifold in a symplectic manifold X . LetMk+1;`(X,L;β) denote the moduli space
of stable maps in the class β ∈ pi2(X,L) from a bordered Riemann surface Σ of genus zero with (k + 1) marked
points {zs}ks=0 on the boundary ∂Σ respecting the counter-clockwise orientation and ` marked points {z+r }`r=1 at
the interior of Σ. It naturally comes with two types of evaluation maps, at the i-th boundary marked point
(13.1) evi : Mk+1;`(X,L;β)→ L; evi
(
[ϕ : Σ→ X, {zs}k+1s=0 , {z+r }`r=1]
)
= ϕ(zi)
and at the j-th interior marked point
(13.2) evintj : Mk+1;`(X,L;β)→ X; evintj
(
[ϕ : Σ→ X, {zs}k+1s=0 , {z+r }`r=1]
)
= ϕ(z+j ).
SetMk+1(X,L;β) :=Mk+1;`=0(X,L;β), the moduli space without interior marked points and let
ev+ := (ev1, · · · , evk).
Recall that an A∞-structure with the operators
mk =
∑
β
mk,β · Tω(β)/2pi, mk,β(b1, · · · , bk) := (ev0)!(ev+)∗(pi∗1b1 ⊗ · · · ⊗ pi∗kbk)
on the de Rham complex Ω(L) is defined via a smooth correspondence.
(13.3) Mk+1(X,L;β)
ev+
xx
ev0
%%
Lk L
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where pii : Lk → L denotes the projection to the i-th copy of L. For a general symplectic manifold, one should
choose a system of compatible Kuranishi structures and CF-perturbations onMk+1,l(X,L;β)’s in order to apply
the above smooth correspondence, see [Fuk, FOOO6] for the details of construction. For a Lagrangian toric fiber
L in a 2n-dimensional toric manifold, by constructing a system of compatible Tn-equivariant Kuranishi structures
and multi-sections, the smooth correspondence can be applied without adding an auxiliary space for perturbing
multi-sections to make it submersive, see [FOOO4, Section 12]. It is because the map ev0 automatically becomes
submersive by the Tn-equivariance.
We now recall Nishinou-Nohara-Ueda’s computation of the potential function of a torus fiber Lε ⊂ Xε in
[NNU1]. They were able to exploit the presence of toric degeneration of X to X0 in their computation the ex-
planation of which is now in order. For the study of holomorphic discs in X0 which is not smooth, they used the
following notion in Nishinou-Siebert [NS].
Definition 13.1 (Definition 4.1 in [NS]). A holomorphic curve in a toric variety X is called torically transverse if
it is disjoint from all toric strata of codimension greater than one. A stable map ϕ : Σ → X is torically transverse
if ϕ(Σ) ⊂ X is torically transverse and ϕ−1(IntX) ⊂ Σ is dense. Here, IntX is the complement of the toric
divisors in X .
We denote by S0 := Sing(X0) the singular locus of X0. Using the classification result [CO] of holomorphic
discs attached to a Lagranigian toric fiber in a smooth toric manifold and the property of the small resolution,
Nishinou-Nohara-Ueda [NNU1] proved the following.
Lemma 13.2 (Proposition 9.5 and Lemma 9.15 in [NNU1]). Any holomorphic disc ϕ : (D2, ∂D2)→ (X0, L0) can
be deformed into a holomorphic disc with the same boundary condition that is torically transverse. Furthermore
the moduli spaceM1(X0, L0;β) is empty if the Maslov index of β is less than two.
Lemma 13.3 (Lemma 9.9 in [NNU1]). There is a small neighborhoodW0 of the singular locus S0 ⊂ X0 such that
no holomorphic discs of Maslov index two intersect W0.
Now let φ′ : X → X0 be a (continuous) extension of the flow φ : Xsm → Xsm0 given in Theorem 10.1 ([NNU1,
Section 8]). The following is the key proposition which relates the above mentioned holomorphic discs in (X0, L0)
to those of (X, L).
Proposition 13.4 (Proposition 9.16 in [NNU1]). For any β ∈ pi2(X0, L0) of Maslov index two, there is a positive
real numbers 0 < ε ≤ 1 and a diffeomorphism
ψ : M1(X0, L0;β)→M1(Xε, Lε;β)
such that the diagram
H∗(M1(X0, L0;β))
ψ∗

(ev0)∗ // H∗(L0)
(φε)
−1
∗

H∗(M1(Xε, Lε;β))
(ev0)∗ // H∗(Lε)
is commutative.
Lemma 13.5 (Lemma 9.22 in [NNU1]). Let Wε := (φ′ε)−1(W0). There exists ε0 > 0 such that for all 0 < ε ≤ ε0,
any holomorphic curve bounded by Lε in a class of Maslov index two does not intersect Wε.
We now combine the diffeomorphism ψ : M1(X0, L0;β) → M1(Xε, Lε;β) and φ′ε : X0 → Xε to define an
isomorphism between the correspondence
(13.4) Mk+1(X0, L0;β)
ev+
xx
ev0
&&
Lk0 L0
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and the following correspondence
(13.5) Mk+1(Xε, Lε;β)
ev+
xx
ev0
&&
Lkε Lε
.
Although they did not explicitly mention a choice of compatible systems of Kuranishi structures or perturbations,
Nishinou-Nohara-Ueda [NNU1] essentially constructed an A∞-structure on Lε ⊂ X and computed its potential
function in the same way as on a Fano toric manifolds [CO, FOOO3] using Proposition 13.4 and Lemma 13.5.
Thus, they were able to take advantage of properties of Tn-equivariant perturbation in a toric manifold, a open
submanifold of a toric varietyX0. We denote the corresponding compatible system of multi-sections by s = sk+1,β ,
see [FOOO3, FOOO4] for the meaning of this notation.
Next we need to involve bulk deformations for our purpose of a construction of continuum of non-displaceable
Lagrangian tori in X , whose construction is now in order.
Denote A 2GS(Z) be the free abelian group generated by the horizontal and vertical Schubert cycles of real
codimension two
(13.6) {Dhori,i+1 : 1 ≤ i ≤ n− 1} ∪ {Dverj+1,j : 1 ≤ j ≤ n− 1}.
We recall
(13.7) L ∩Dhori,i+1 = ∅ = L ∩Dverj+1,j
for any i, j and so the cap product of β ∈ pi2(X,L) with any element thereof is well-defined. Putting A 2GS(Λ0) :=
A 2GS(Z)⊗ Λ0, any element b ∈ A 2GS(Λ0) can be expressed as
(13.8) b =
n−1∑
i=1
bhori,i+1D
hor
i,i+1 +
n−1∑
j=1
bverj+1,jD
ver
j+1,j
where bhori,i+1, b
ver
j+1,j ∈ Λ0. We formally denote
(13.9) β ∩ b =
n−1∑
i=1
bhori,i+1
(
β ∩Dhori,i+1
)
+
n−1∑
j=1
bverj+1,j
(
β ∩Dverj+1,j
)
.
For simplicity, let us fix an enumeration {Dj | j = 1, · · · , B} of the elements in (13.6) where B = 2(n − 2) and
set bj to be the coefficient corresponding to Dj in (13.8).
The following is the statement of the counterpart of Theorem 10.6.
Theorem 13.6. Let b ∈ A 2GS(Λ0) and let Lε be a torus Lagrangian fiber in Xε. Then, the bulk-deformed potential
function is written as
(13.10) POb (Lε; b) =
∑
β
nβ · exp (β ∩ b) · exp(∂β ∩ b)Tω(β)/2pi.
where the summation is taken over all homotopy classes in pi2(Xε, Lε) of Maslov index two.
The remaing part of this section is reserved for the proof of Theorem 13.6.
For a Lagrangian submanifold L of X , denote by
evinti : Mmaink+1;`(L, β)→ X
the evaluation map at the i-th interior marked point for i = 1, . . . , `. We put B = {1, . . . , B} and denote the set of
all maps p : {1, . . . , `} → B by Map(`, B). We write |p| = ` if p ∈Map(`, B). We define a fiber product
(13.11) Mmaink+1;`(L, β; p) =Mmaink+1;`(L, β)(evint1 ,...,evint` ) ×X`
∏`
i=1
Dp(i)
and consider the evaluation maps
evi : Mmaink+1;`(L, β)→ L
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by
evi((Σ, ϕ, {z+i }, {zi})) = ϕ(zi).
It induces
evi : Mmaink+1;`(L, β; p)→ L.
Note the image of a Schubert horizontal or vertical cycle is (a union of) components of the toric divisor via
the map φ′ε so that Dj can be regarded as the (union of) components of toric divisors corresponding to Schubert
horizontal or vertical cycles . Also, by Proposition 13.4 and Lemma 13.5, the holomorphic discs of Maslov index
two intersect at the smooth locus of divisors. For a toric fiber L0 in X0, there exists a system s = {sk+1,β;p} of
Tn-equivariant multi-sections on the moduli spaces Mk+1,l(X0, L0;β; p) for all classes β with µ(β) = 2, see
Lemma 6.5 in [FOOO4].
As in the correspondence between (13.4) and (13.5), applying a smooth correspondence in to
(13.12) Mk+1,l(Xε, Lε;β; p)
ev+
ww
ev0
''
Lk L
we define
qk,`;β
(
p; b⊗k
)
:= (ev0)!
(
ev∗+(pi
∗
1b⊗ · · · ⊗ pi∗kb)
)
.
SinceXε is Fano, Lemma 13.2 and (13.7) allows us to remainMk+1;`(Xε, Lε, β; p) empty if one of the followings
is satisfied.
(13.13)

(1) µ(β) < 0,
(2) µ(β) = 0 and β 6= 0,
(3) β = 0 and l > 0.
Because of the compatibility of the forgetful map forgetting the boundary marked points, see [Fuk, Section 5],
(13.14) qk,`;β
(
p; b⊗k
)
=
1
k!
(∂β ∩ b)k · q0,`;β (p; 1) .
Since any moduli spaces satisfying one of the conditions in (13.13) are empty, q0,`;β(p; 1) represents a cycle, which
yields that the Lagrangian Lε is weakly unobstructed with respect to b in (13.8). Passing to the canonical model
[FOOO1, FOOO2], we obtain that
(13.15) q0,`;β(p; 1) = nβ(p) · PD[L]
for some nβ(p) ∈ Q. As a consequence, we obtain that every 1-cochain is a weak bounding cochain with respect
to b. In particular, the potential function with bulk is defined on H1(Lε; Λ+).
Under our situation, nβ(p) is well-defined. Especially when dimD• = 2n− 2, µ(β) = 2, we recall that this is
precisely the situation where the divisor axiom of the Gromov-Witten theory applies, see [CK, p.193] and [FOOO4,
Lemma 9.2]. In particualr, we can calculate nβ(p) in the homology level and therefore
(13.16) nβ(p) = nβ ·
|p|∏
i=1
(
β ∩Dp(i)
)
.
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Following [FOOO4, Section 7] and using (13.14), (13.15), (13.16) and (13.9), we obtain that
∞∑
k=0
mbk
(
b⊗k
)
:=
∞∑
k=0
∞∑
`=0
∑
β;µ(β)=2
1
`!
qk,`;β
(
b⊗`; b⊗k
)
Tω(β)/2pi
=
∞∑
`=0
∑
p;|p|=`
∑
β;µ(β)=2
exp (∂β ∩ b) · 1
`!
bp q0,`;β (p; 1)Tω(β)/2pi
=
∑
β;µ(β)=2
 ∞∑
`=0
∑
p;|p|=`
exp (∂β ∩ b) · 1
`!
bp nβ(p)
Tω(β)/2pi · PD[L]
=
∑
β;µ(β)=2
nβ ·
 ∞∑
`=0
1
`!
∑
p;|p|=`
|p|∏
i=1
bp(i)
(
β ∩Dp(i)
) · exp(∂β ∩ b) · Tω(β)/2pi · PD[L]
=
∑
β;µ(β)=2
nβ · exp (β ∩ b) · exp(∂β ∩ b) · Tω(β)/2pi · PD[L]
where bp =
∏`
i=1 bp(i). Finally, incorporating with deformation of non-unitary flat line bundle by Cho [Cho2],
we can extend the domain of the bulk-deformed potential function to H1(Lε; Λ0). This completes the proof of
Theorem 13.6.
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