High quality census data are not always available in developing countries. Instead, mobile phone data are becoming a go to proxy to evaluate population density, activity and social characteristics. They offer additional advantages for infrastructure planning such as being updated in real-time, including mobility information and recording temporary visitors' activity. We combine various data sets from Senegal to evaluate mobile phone data's potential to replace insufficient census data for infrastructure planning in developing countries. As an applied case, we test their ability at predicting accurately domestic electricity consumption. We show that, contrary to common belief, average mobile phone activity is not well correlated with population density. However, it can provide better electricity consumption estimates than basic census data. More importantly, we successfully use curve and network clustering techniques to enhance the accuracy of the predictions, to recover good population mapping potential and to reduce the collection of informative data for planning to substantially smaller samples.
Introduction
Mobile phone data allow, under certain conditions, to recover a map of the population and can potentially simplify the logistics of census data collection [1, 2, 3, 4] . This could prove particularly useful in developing countries where such costs cannot be overlooked. However, these approaches have only been validated in developed countries where detailed data is available to train the models and where fine-grained data is comparatively easier to access. Furthermore, a primary objective of population mapping is to inform infrastructure planning. In that respect, mobile phone data have a number of advantages over a simple population count. They represent some notion of intensity of activity, include dynamic realtime usage information and contain mobility patterns. For example, significant results have been obtained for the prediction of short-term population dynamics inside cities [5, 6] and for the prediction of detailed socioeconomic characteristics of users from metadata [7, 8, 9] . However, these methods once again require large amount of fine-grained data, up to the individual level and its associated privacy concerns, to train the models or may require additional sources of data such as satellite images.
Building on these pioneering studies, we propose new methods that are focused on the specific context of developing countries and on long-term infrastructure planning, and that do not require information about identified individuals. Earlier work has revealed mobile phone data's particular potential for predicting electricity demand [10, 11] . In sub-Saharan Africa, electrification rates remain extremely low, without much optimism for a rapid improvement of the situation [12, 13, 14, 15] . In 2013 in Senegal, when the last census was collected, the average electrification rate in rural areas was as low as 24%. Paradoxically, mobile phones have still found their way into the homes of about 75% of households in these same rural areas. In fact, some studies praise the large coverage achieved by mobile phones in the entire African region [16, 17] . Our aim is to use the resulting data to reduce the logistic costs of gathering information for infrastructure planning in developing countries. For that purpose, we test the possibility of rebuilding census data from mobile phone data and we evaluate the potential of better predicting electricity demand directly from mobile phone data. We have gathered a bulk of data from Senegal to validate our proposed methods.
Our first important result is that the average mobile phone activity is not necessarily well correlated with population density, an idea that became particularly tempting after the seminal work by Lu et al. who predicted population displacements after a natural disaster from mobile phone data [18] . However, we show that it can provide better electricity consumption estimates than basic census data. Finally, we propose a curve and network clustering method that allow to accurately recover census and electricity consumption information from smaller samples, with r 2 close to one if one third of the data can be collected. This is a step in the direction proposed by the director of UN Global Pulse, Robert Kirkpatrick, who asserted that "the next phase in call-records research should be cost-benefit analyses that look at the investment needed to conduct a study, roll out an intervention and appraise the advantages for communities." [19] .
Results

Data
The population density for each commune in Senegal is given by the 2013 census. There are 552 communes of irregular sizes according to the division provided, including urban communes (communes de ville and communes d'arrondissement) and rural communes (communautés rurales). The population densities' distribution is close to a narrow Poisson distribution. About 60% of the communes have less than 10000 inh./km 2 compared to an average of 23718 inh./km 2 . Some mobile phone data were provided by the largest Senegalese telecommunication operator, Sonatel. They contain the number of text messages, number of calls and total length of calls made each hour between each of the operator's 1666 communication towers during the year 2013. To estimate the electricity consumption, we used NOAA's average nighttime lights intensity for the year 2013. The intensity is given as a number between 0 and 63 for each cell of a 30 second arc grid. Since Senegal is close to the equator, this grid is regular and its cells measure about 1km per 1km. This data has been cleaned by NOAA of interference from the moonlight, clouds, etc. to the best of their ability.
Since the nighttime lights grid offers the smallest resolution available, it has been used as the geographical reference. The location of the communication towers is mapped onto the grid and two towers are "merged" if they fall in the same cell. After this procedure, 1298 tower emplacements remain. Voronoi cells are then drawn around the towers and the population density and electrification rates are computed from their intersections with the communes. Since we cannot know precisely how the population is distributed inside each commune, we assume a uniform distribution instead. The variables are then weighted by the proportion of each commune inside the Voronoi cell. This choice is justified in the supplementary information.
The end result is a table containing the population, number of texts, number of calls, call lengthsand nighttime light intensity per pixel (i.e. square kilometre) inside each of the 1298 Voronoi cells. We alternatively computed the total inside the Voronoi cells instead of the density per pixel for each of the variables. Unsurprisingly, we found consistently better correlations between densities compared to total values. The results for total values are therefore not shown in this paper. In addition, 594 cells with 0 nighttime light intensity and an average of only 47 inhabitants per square kilometre were discarded to when logarithms were used. The Voronoi cells are further divided into 540 "low density cells" and 164 "high density cells" corresponding to a density lower or higher than 5000 inhabitants per pixel to distinguish between mainly rural and mixed or purely urban areas.
Estimations from average values
The average hourly values of the number of text messages and calls and of the total call length per tower are only moderately correlated with the local population density in Senegal, contradicting in this case the results in [2] . The squared Pearson correlation coefficients (r 2 ) are reported in Table 1 . The scores are higher when all areas are taken into account compared to the scores when low and high density areas are separated. This suggests that we can only obtain a rough distinction between rural areas and cities.
The mobile phone variables are also moderately correlated with the nighttime light intensity (see the first three rows of Table 2 ). Applying a logarithm to the values significantly improves the overall predictions and the predictions for low-density areas, but not for high-density areas (middle three rows of Table 2 ). On the other hand, population density is also only weakly correlated with the Table 2 . We excluded the 594 cells with 0 nighttime light intensity to compute the regression coefficients. However, the r 2 scores are calculated over all cells. We find that the predictions are slightly improved for all types of areas. Finally, we introduce a cap at 63 to the predicted values as a posterior rule to mimic the artificial cap of the real nighttime lights provided by NOAA. Doing this increases the r 2 further to 0.86-0.89.
The converse does not hold true however, and predicting the population density from the mobile phone data and the residuals between the mobile phone data and the local nighttime lights intensity does not improve the results. This is shown in the supplementary information (Table S1 ), together with tests of consistency throughout the year ( fig. S1 ).
The practical potential of these regressions remains nonetheless limited by the requirement of precise training data that may not be available in the context of developing countries. We therefore now compare the quality of nighttime lights predictions from population density and mobile phone data for an alternative method that does not require precise data. The population density for each tower is binned into 30 categories and an exponent function is computed to solve the simple equations
where i is used to indicate the values for the bin indexed i. For comparison, we also bin the number of texts into 30 categories and solve the equation
The impact of varying the number of bins (and why setting it to 30 is reasonable) is shown in the supplementary information ( fig. S2 ). Note that the first bin (containing negligible densities) has been discarded to enhance the fittings. For similar reasons, two abnormally high values of text messages were omitted in the third case. The functions α, β and γ are deduced from the binned values and are represented by the red and blue regression curves and lines in fig. 1 . In the third case, the linear (red) and Pareto (blue) fits yield an identical fitting r 2 (0.925 vs. 0.923). When the estimated functions are applied to the full data, we find nighttime lights predictions with r 2 of 0.77 for density binned by density, 0.76 for texts binned by density, 0.81 for texts binned by texts with a Pareto fit and 0.86 for texts binned by texts with a linear fit. Remarkably, the well behaved α function allows better fits from the population density than the direct correlations. The similarly well behaved γ function allows predictive quality close to the Poisson regressions. More importantly, using the mobile phone activity alone once again outperforms the predictions from population density.
Although encouraging, these results may prove too inaccurate for practical planning in a context of high budget constraints. The errors generated by the predictions of the last method can be seen in Panel (d) of fig. 1 . Fig. 2 illustrates the error between the best predictions, a Poisson regression from the population density and the total number of calls or total call length, and the real val- The population density estimations are particularly unreliable. The commodity of replacing census data by mobile data should therefore not be taken for granted. We now propose to tackle the problem from a more different angle by using some of the more hidden information contained in mobile phone data. The aim is threefold: to enhance the general accuracy of the results (possibly at the cost of precision), to bring the density predictions on par with the electricity predictions and to offer an original way to rebuild the census and nighttime lights data from as small a sample as possible.
Estimations from curve and network clustering
From the mobile data used previously, we compute the average daily, weekly and yearly number of texts, number of calls and total call length (aggregated per hour) curves for each tower site. These 9 types curves represent the phone usage profiles. They are used to generate distance matrices based on the point-by-point correlation and the standard deviation between the point-by-point distance between two curves. This gives a total of 18 distance clustering matrices. In addition, we attempted to cluster based on curve features inspired by [20] including elements such as seasonality, skewness, etc. However, the results were systematically poorer and are not shown here.
In addition, to exploit the characteristic network structure of the data, we transform it into weighted directed graphs averaged over the year. An edge is created between two towers if the activity is above a predefined threshold. We use five thresholds: 0, 60000, 12000, 240000 and 480000. The features used for clustering each node are its degree, betweenness and closeness centrality measures (both weighted and unweighted), the ratio of self-loops to the total traffic, the ratio between the number of incoming and outgoing traffic and the average distance travelled by a text message or call. We obtain an additional 15 feature matrices to cluster the curves.
The hourly curves for the number of calls aggregated at national level for each day of the year are represented in fig. 3(a) . There is one colour per month ranging from reds to yellows to greens to blues. The yearly average of number of texts per hour of the day sent from each tower is shown in random colours in fig. 3(b) . The network structure in January limited to edges corresponding to at least 2000 text messages sent is represented in fig. 3(c) . The first step consists in building a dendrogram from the distance and feature matrices using the hclust hierarchical clustering algorithm implemented in R. A handpicked partition in 4 clusters from the daily text messages standard deviation tree and in 3 clusters from the daily calls standard deviation tree (see fig. S3 in the supplementary material) is already enough to illustrate some of the advantageous features of the clustering methodology. We can see in panels (a) and (b) of fig. 4 , obtained from the daily calls tree, that the red cluster contains no tower with a density higher than 20000 inh./km 2 and almost no tower with a density higher than 2500 inh./km 2 . By combining the results from different methods, one can define clusters with strict density limits. This can prove particularly useful in a planning scenario where no mistakes are allowed.
In addition, the rough clustering of text messages reveals some explanations of the method's functioning. Panel (c) of fig. 4 shows the number of text messages sent per hour normalised by the total volume over the day. Panel (d) shows the same content normalised by the phone traffic at 2pm. We observe two effects: the green curve corresponding mostly to low density areas is more impacted than the red and yellow curves during work to home travel time (4 to 7 pm) and at night. We can indeed hypothesise that the lack of electrification forces people to go to bed earlier in electricity deprived low density areas. Note that one cluster made only of two odd towers has been omitted in pannels (c) and (d) of the figure.
We now propose two approaches to scroll the dendrograms from top to bottom in order to rebuild the desired population or electricity data. The first one aims at validating the clustering process and assumes that the full data distribution is known beforehand. We define cluster purity conditions and scroll through the dendrogram by splitting branches when they do not meet the specified conditions. The results for some conditions over all 33 trees are shown in table 3. The conditions are formulated as "the cluster must contain at least x 1 % of towers with a value between y 0 and y 1 or at least x 2 % of towers with a value between y 1 and y 2 , etc." The different thresholds for different bins can prove useful if the size of the bins is not homogeneous. We aim at fulfilling the conditions in as few clusters as possible. Once the process has been operated over all trees, a final prediction is computed for each tower. The expected value inside each cluster the tower belongs to (that is one per tree) weighted by the cluster's purity are averaged. We can obtain high r 2 with hard conditions at the cost of a high number of clusters (column 1 of table 3) or a very low number of clusters per tree with softer conditions at the cost of less precision (column 2 of table 3).
A second more practical approach consists in trying to rebuild the original dataset from a sample as small as possible. Assume that we know the population or electricity for a number of reference towers. The values of all the other towers are predicted from the proximity of their activity curve to the activity curves of the reference towers. Fig. 5(a) reports the r 2 of the population density distribution predicted from fully random samples Network T0  115  72  144  158  Network T1  114  79  125  93  Network T2  76  57  102  237  Network T3  256  162  239  155  Network T4  143  131  158  1081  Network C0  107  78  122  96  Network C1  246  213  239  191  Network C2  39  30  62  91  Network C3  508  182  184  461  Network C4  274  264  289  1076  Network L0  144  105  105  141  Network L1  146  110  159  183  Network L2  195  168  211  196  Network L3  130  94  129  130  Network L4  209  182  208 of increasing size (expressed as a percentage of the entire distribution). Fig. 5(b) shows the results when the sampling is guided by the dendrogram produced from the yearly calls activity curves' standard deviation. By "guided", we mean that the tree is first cut at a chosen depth, then the sample is generated as a set containing one randomly chosen leave per resulting branch. When the selected depth is increased, the sample size is also increased. In particular, the depth can be chosen to match a desired sample size. Panel (c) and (d) repeat the process with electricity distributions. The r 2 achieved by the previous methods are indicated as horizontal dash lines. Additional figures based on samples guided by some of the other best performing clustering trees (as evidenced in table 3) are provided in the supplementary information ( fig. S4 ), including some where the convergence to 1 is faster than in the example provided here. Using the tree as a guide has a major impact on the quality of the results. For example, in panel (b), the technique outperforms direct density correlations with samples as small as 5%. Since about 80% of the towers have a low population density, it is indeed unlikely that high density areas would be sufficiently well represented in samples chosen purely randomly.
Discussion
We have evidenced two important facts with the estimations from the average values. The first one is that although a positive correlation does exist between mobile phone activity and population density, it is not possible to substitute one for the other in all generality. The second fact is that mobile phone activity contains additional characteristics compared to population density that induce closer correlations between electricity consumption and mobile phone activity than between electricity consumption and population density. As a matter of fact, adding population density to mobile phone activity in the Poisson regressions only increases slightly the fitting of the predictions compared to mobile phone activity alone. We can clearly see in fig. 1(d) that most of the shape of the nighttime light predictions is due to the higher mobile phone exponent.
With the clustering methodology, we have introduced new perspectives. It is now possible to enforce hard cluster selection rules to ensure that the results are accurate, albeit at the potential expense of precision. We have also shown that an entire census can be reconstructed from a substantially smaller sample of carefully selected locations with the help of the clustering trees. There are two main practical applications to this: a reduction in data collection costs to about one third in the best case scenarios and the possibility to keep tracking the changes in the population distribution between two census surveys. This technique could complement for example the approach by Lai et. al. which shares the same aim, but uses direct regressions from average values only [21] . Note that contrary to previous methods, the clustering relies solely on mobile phone data, without requiring a population training dataset. In addition, it can accommodate external information known a priori. It should be possible for example to use satellite data to subset potential reference locations into obviously low or obviously high density areas.
Methodologically speaking, the clean Pareto and linear fits of the second method using average values ( fig. 2 ) may be worth exploring further. In addition, it appears from the results that the distance matrices based on the standard deviation of the point-wise distances between the curves yield consistently better results than those based on direct correlations. Similarly, it seems that the curve based clustering is more reliable than the network based clustering. However, the network based clustering might prove easier to refine since other more relevant features could be added or ways to integrate over all activity thresholds instead of a discrete selection could be thought of.
The scarcity of available data forced some more debatable choices. We tried without success to incorporate Open Street Map cities and villages centroid coordinates to refine the population density estimates that were only available at commune level. Although not perfect, assuming a uniform population distribution inside the communes for intersection with the Voronoi cells appeared to be the best solution. However, it means that the clustering results could be more precise than the reference densities we are comparing them to. In addition, we tested using counts directly instead of spatial densities for all variables (e.g. population, number of calls). The results were significantly poorer, showing that high mobile phone activity and electricity demand might result more from the diversity of intricate activity induced by high population densities rather than just from the raw number of inhabitants. Similar conclusions have been drawn for industrial efficiency [22] .
Similarly, the reliance on proprietary data is an obstacle. Although Sonatel, the operator curating the mobile phone data, is the market leader, its market coverage is not uniform over the entire country. Obtaining detailed geographical market share data was not possible at this time. As a result, the quality of some of the correlations may be underestimated in our analysis. 
Materials and Methods
The census data for the year 2013 in Senegal can be directly accessed through the official website. The nighttime lights data can be accessed through NOAA's open database. The mobile phone data at Voronoi level and aggregated over the year are available as part of the supplementary material (Database S1). The identity of the callers has been removed and the exact location of the communication towers has been slightly modified for confidentiality reasons. In addition, a time series containing the number of calls per hour for the month of January is also available as part of the supplementary material (Database S2). To obtain the dataset over the entire year, one would need to contact Sonatel directly. The analysis was performed using R. More details on the clustering methodology and the terminology we used can be found in Murphy's book [23] . All other data preparation and methods have been presented on the fly in the result section.
Mobile phone data's potential for infrastructure planning in developing countries -Supplementary Information Figure S1 : Monthly correlations between text messages and nighttime lights. "Cities" refers to higher density areas (>5000 inh./km 2 ) and "Villages" to lower density areas (<5000 inh./km 2 ). We observe a slight increase of the overall scores as months pass by. This can be explained by an also slight increase in the number of towers being activated. 
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