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In molti sistemi reali, le variabili di stato rappresentano delle grandezze di
valore necessariamente positivo o nullo. I casi sono numerosi, e appartengono
ad ambiti talvolta molto distanti tra loro. Ad esempio, nei sistemi economici
le variabili corrispondono alle quantit￿ di beni, nei modelli stocastici alle
misure di probabilit￿, nei modelli sociologici al numero di individui di una
popolazione.
I sistemi lineari in cui le variabili di stato assumono sempre valori non
negativi sono detti positivi, e sono l’oggetto di studio di questo elaborato.
Nella prima parte, si introduce la notazione matematica usata per rap-
presentare i sistemi. Segue poi la descrizione delle caratteristiche e delle
propriet￿ che un sistema lineare deve possedere perchØ possa essere de￿nito
positivo.
I sistemi positivi sono strumenti usati per descrivere in maniera approssi-
mata i fenomeni reali. Molti di questi sistemi, in particolare quelli legati alla
cinetica dei farmaci nell’organismo, non ammettono soluzioni di tipo oscil-
latorio. Per questo motivo si presentano anche le condizioni che permettono
di conoscere a priori la natura delle soluzioni.
Nella seconda parte, l’analisi di due esempi, le catene di Markov ed i
sistemi compartimentali, contestualizza l’esposizione iniziale e dimostra la
rilevanza dei sistemi positivi, sottolineando il carattere trasversale del lo-
ro campo di applicazione. Per ognuno dei due esempi si dimostra la vali-
dit￿ della propriet￿ di positivit￿, e si compie un excursus delle propriet￿
fondamentali.
In particolare, nella sezione sulle catene di Markov si parla delle propriet￿
degli stati di una catena, e della loro classi￿cazione. Nella sezione sui sistemi
compartimentali si trattano gli aspetti legati all’identi￿cazione, alla stabilit￿,
alla non oscillazione delle soluzioni ed alla propriet￿ di rilassamento.
La trattazione teorica Ł completata da una serie di esempi, a sostegno
della validit￿ dei risultati presentati.iiIndice
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I sistemi positivi
1.1 Introduzione
¨ innanzitutto opportuno fornire una descrizione matematica della rap-
presentazione adottata, poichØ nel seguito si far￿ riferimento a sistemi lineari,
tempo-invarianti, a dimensione ￿nita, ad un solo ingresso ed una sola uscita.
1
1.1.1 Sistemi lineari: de￿nizione interna
La de￿nizione interna di un sistema lineare si basa sulle equazioni di
stato, dove lo stato x(t) Ł una variabile ausiliaria, introdotta in aggiunta a
quelle di ingresso u(t) e di uscita y(t) .
In un sistema a tempo continuo le equazioni di stato e dell’uscita hanno
la forma
_ x(t) = Ax(t) + bu(t)
y(t) = cTx(t) + du(t)
in un sistema a tempo discreto, invece, hanno la forma
x(k + 1) = Ax(k) + bu(k)
y(k) = cTx(k) + du(k)
Questi sistemi sono identi￿cati dalla quaterna (A;b;cT;d) .
Nel seguito analizzeremo sistemi propri, in cui l’ingresso non in￿uenza
direttamente l’uscita, e quindi porremo d = 0.
1Riferimenti bibliogra￿ci: [7, 13, 14]
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1.1.2 Sistemi lineari: de￿nizione esterna
La de￿nizione esterna di un sistema si basa solo sulle variabili di ingresso
e di uscita.
Un sistema a tempo discreto di ordine n Ł descritto da un’equazione alle
di￿erenze lineare, tempo invariante. L’equazione lega il k-esimo campione
della serie di uscita ai campioni precedenti della serie stessa, ed ai campioni
attuale e precedenti della serie di ingresso del sistema.
y(k)+1y (k   1)+:::+ny(k n) = 0u(k)+1u(k   1)+:::+nu(k   n)
(1.1)
y (k) =  
n X
i=1
n + yk i +
n X
i=0
nuk i (1.2)
(1.2) Ł la forma compatta di (1.1), ed il sistema Ł proprio se 0 = 0.
Analogamente, un sistema a tempo continuo Ł descritto da un’equazione
di￿erenziale lineare di ordine n:
y(n) (t)+1y(n 1) (t)+:::+ky(0) (t) = 0u(n) (t)+1u(n 1) (t)+:::+ku(0) (t)
(1.3)
y(n) (t) =  
n X
k=1
ky(n k) (t) +
n X
k=1
ku(n k) (t) (1.4)
I termini u(i) (t) e y(i) (t) sono le derivate i-esime dell’ingresso e dell’u-
scita, ed (1.4) Ł la forma compatta di (1.3).
In (1.2) il primo termine descrive la parte autoregressiva (AR), ovvero
la dipendenza dell’uscita all’istante t dai suoi stessi campioni precedenti. Il
secondo termine, invece, descrive la parte a media mobile (MA), che e￿ettua
la media dell’ingresso su una ￿nestra mobile di osservazione. Si parla quindi
di modelli ARMA.
Le equazioni (1.1) e (1.3) si possono esprimere in forma generale come
D(p)y (t) = N (p)u(t)
con D() e N () polinomi di grado n.
D(p) = pn + 1pn 1 + ::: + n
N (p) = 0pn + 1pn 1 + ::: + n
dove p Ł un operatore di traslazione per il caso a tempo discreto, di deriva-
zione per il caso a tempo continuo.1.2. DEFINIZIONI E CONDIZIONI DI POSITIVIT￿ 3
La funzione di trasferimento di un modello ARMA Ł data dal rapporto
dei due polinomi:
G(p) =
N (p)
D(p)
=
pn + 1pn 1 + ::: + n
0pn + 1pn 1 + ::: + n
(1.5)
1.2 De￿nizioni e condizioni di positivit￿
Prima di descrivere la positivit￿ per i sistemi lineari, Ł opportuno enun-
ciare un concetto analogo anche per le matrici, i vettori e le funzioni. 2 Il
motivo risiede nella descrizione dei sistemi introdotta nella sezione 1.1: se-
condo la de￿nizione interna di un sistema l’evoluzione temporale dello stato
si ottiene da equazioni, che sono formulate con l’uso di matrici e vettori;
secondo la de￿nizione esterna il legame tra l’ingresso e l’uscita Ł dato dalla
risposta impulsiva, che Ł una funzione.
1.2.1 Positivit￿ di matrici, vettori e funzioni
De￿nizione 1.2.1. [7] Una matrice A si dice:
i) strettamente positiva, A : A  0, se tutti gli elementi sono strettamente
maggiori di zero;
ii) positiva, A : A > 0 , se tutti gli elementi sono non negativi, ma almeno
un elemento Ł strettamente maggiore di zero;
iii) non negativa, A : A  0 , se tutti gli elementi sono non negativi.
De￿nizioni e notazioni analoghe si possono dare per un vettore n-dimensionale,
con n  2. Nel caso di numeri scalari, n = 1, la stretta positivit￿ coincide
con la positivit￿.
Per quanto riguarda invece le funzioni valgono le de￿nizioni che seguono.
De￿nizione 1.2.2. [7] Una funzione reale di variabile reale u(), in un
intervallo I si dice:
i) strettamente positiva (u()  0 ), se u() > 0 8 2 I ;
ii) positiva (u() > 0 ), se u()  0 8 2 I e u() > 0 almeno in un
punto;
iii) non negativa (u()  0 ), se u()  0 8 2 I .
De￿nizione 1.2.3. [7] Per una funzione reale di variabile intera, la stret-
ta positivit￿, la positivit￿ e la non negativit￿ coincidono con la stretta
positivit￿, la positivit￿ e la non negativit￿ del vettore t-dimensionale
ut 1
0 = (u(t   1)u(t   2)u(0))
T
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1.2.2 Positivit￿ dei sistemi lineari
Nel caso dei sistemi lineari si distinguono due tipi di positivit￿: esterna
ed interna.
De￿nizione 1.2.4. [7] Un sistema lineare
 
A;b;cT
Ł detto esternamente
positivo () la sua uscita forzata, dipendente solo dal valore dell’ingresso, Ł
non negativa per ogni funzione di ingresso non negativa.
De￿nizione 1.2.5. [7] Un sistema lineare
 
A;b;cT
Ł detto internamente
positivo, o semplicemente positivo () per ogni stato iniziale non negativo
e per ogni ingresso non negativo il suo stato e la sua uscita risultano non
negativi.
Per la de￿nizione 1.2.5 tutte le traiettorie di stato che hanno origine in un
qualsiasi punto dell’ortante Rn
+, e sono ottenute applicando un ingresso non
negativo al sistema, rimangono nell’ortante positivo e producono un’uscita
non negativa.
Si osservi anche che la de￿nizione 1.2.5 richiede la non negativit￿ del-
l’uscita per ogni stato iniziale x(0), la de￿nizione 1.2.4, invece, solo per
x(0) = 0. Ne segue che un sistema positivo Ł anche esternamente positivo,
mentre non si pu￿ sempre a￿ermare il contrario.
Introduciamo ora le condizioni necessarie e su￿cienti per la veri￿ca delle
propriet￿ appena descritte.
Teorema 1.2.1. [7] Un sistema lineare Ł esternamente positivo () la sua
risposta impulsiva Ł non negativa.
Dimostrazione. Forniamo la dimostrazione per il caso a tempo continuo.
( ) Si consideri un sistema con stato iniziale x(0) = 0. L’uscita y (t) Ł
data dalla convoluzione dell’ingresso u(t) con la risposta impulsiva g (t).
y (t) =
Z t
0
g (t   )u()d
con
g (t) = cTeAtb; t  0
Quindi se g (t) Ł non negativa, y (t) Ł non negativa per ogni ingresso u(t)
non negativo.
) ) Il sistema Ł esternamente positivo, quindi g (t) Ł non negativa. Se
per assurdo questo non fosse vero, g (t) dovrebbe essere negativa almeno
in un punto dell’intervallo [t1;t2], perchØ Ł una funzione continua. Quindi
y (t) < 0 per t 2 [t1;t2], 8u(t) strettamente positivo in [t   t2;t   t1] e nullo
altrove. Ma questo Ł in contraddizione con la positivit￿ esterna del sistema,
che richiede y (t) > 0 8u(t) > 0 .
De￿nizione 1.2.6. [7] Una matrice A si dice di Metzler se tutti i suoi
elementi non diagonali sono non negativi (aij  0, 8(i;j), i 6= j).1.3. IL PROBLEMA DELLA REALIZZAZIONE 5
Teorema 1.2.2. [7] Un sistema lineare a tempo continuo
 
A;b;cT
Ł positivo
() la matrice A Ł una matrice di Metzler, b  0 e cT  0T.
Un sistema lineare a tempo discreto
 
A;b;cT
Ł positivo () A  0,
b  0, cT  0T.
Dimostrazione. Forniamo la dimostrazione per il caso a tempo continuo.
) ) Sia x(0) = 0. La positivit￿ implica
_ x(0) = bu(0)  0; 8u(0) > 0
e
y (0) = cTx(0)  0; 8x(0)  0
Dalla prima condizione si ha b  0, dalla seconda si ha cT  0T. Sia ora
x(0) = ej, con ej vettore j-esimo della base canonica dello spazio di stato.
Allora _ x(0) = Aej = j-esima colonna di A. Ma la traiettoria di un sistema
positivo non pu￿ lasciare l’ortante positivo Rn
+: _ x(0)  0, 8i 6= j. Quindi
gli elementi non diagonali di A devono essere maggiori o uguali a zero. Ne
segue che A Ł una matrice di Metzler.
() cT  0T e x(t)  0 implicano y (0) = cTx(0)  0. Bisogna ora
provare che x(t)  0 Ł una condizione su￿ciente per veri￿care che il vettore
_ x(0) non punta al di fuori dell’ortante positivo Rn
+ ogni volta che x(t) si trova
sulla frontiera di Rn
+. Questo equivale a veri￿care che le componenti di _ x(t) =
Ax(t) + bu(t) corrispondenti a x(t)  0 sono non negative. Chiamiamo I
l’insieme degli indici di queste componenti, e scriviamo
_ xi (t) =
X
j= 2I
aijx(t) + biu(t)
Dalla non negativit￿ dei coe￿cienti aij, con i 6= j, segue che _ x(t)  0.
1.3 Il problema della realizzazione
La realizzazione di un sistema lineare Ł la derivazione della terna
 
A;b;cT
,
nota la funzione di trasferimento G(p). 3
Di seguito vengono introdotte due realizzazioni canoniche delle funzioni
di trasferimento, e viene descritta la realizzazione dei sistemi positivi.
1.3.1 Realizzazioni canoniche di G(p)
Esistono piø forme canoniche di realizzazione di G(p). Facendo riferi-
mento alla de￿nizione esterna dei sistemi lineari, descriviamo la forma di
Markov e la sua duale.
La forma canonica di Markov Ł data dalla tripla
 
AM;bM;cT
M

:
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AM =
0
B B
B B
@
0 0 ::: 0  n
1 0 ::: 0  n 1
0 1 ::: 0  n 2
  ::: :::
0 0 ::: 1  1
1
C C
C C
A
bM =
0
B B
B B
B B
@
0
0
0
:::
0
1
1
C C
C C
C C
A
cT
M =
 
g1 g2 ::: gn 1 gn

La forma canonica di Markov duale Ł invece data dalla tripla
 
AM;bM;cT
M

:
AM =
0
B
B B
B
@
0 1 0 ::: 0
0 0 1 ::: 0
::: ::: ::: :::
0 0 0 ::: 1
 n  n 1  n 2 :::  1
1
C
C C
C
A
bM =
0
B B
B B
@
g1
g2
:::
gn 1
gn
1
C C
C C
A
cT
M =
 
1 0 0 ::: 0

Gli elementi dei vettori cT
M e bM sono i coe￿cienti di Markov, ottenuti
a partire dai coe￿cienti i e i dividendo il polinomio
 
1pn 1 + ::: + n

per il polinomio
 
pn + 1pn 1 + ::: + n

.
1.3.2 Realizzazione dei sistemi esternamente positivi
Si considerino il teorema (1.2.1) e la rappresentazione introdotta nella
sottosezione 1.1.2. PoichØ la funzione di trasferimento (1.5) esprime il legame
tra ingresso ed uscita, la conoscenza dei coe￿cienti (i;i) o gi, i = 1;:::;n
permette di veri￿care la positivit￿ esterna di un sistema. Una volta veri￿cata
tale propriet￿, si possono applicare i teoremi che seguono, il primo nel caso
del tempo discreto, il secondo nel caso del tempo continuo.1.4. NON OSCILLAZIONE E MONOTONIA DELLE SOLUZIONI 7
Teorema 1.3.1. [7] La funzione di trasferimento G(z) di un sistema a tempo
discreto, esternamente positivo con i  0, i = 1;:::;n Ł realizzabile con un
sistema positivo di dimensione n in forma canonica di Markov
 
AM;bM;cT
M

o nella sua forma duale
 
AM;bM;cT
M

.
Dimostrazione. Dato un sistema a tempo discreto esternamente positivo, si
ha che gi  0, i = 1;2;::: e che la condizione i  0, i = 1;:::;n garantisce
la positivit￿ della realizzazione in forma canonica di Markov e della sua
duale.
Teorema 1.3.2. [7] La funzione di trasferimento G(s) di un sistema a tempo
continuo, esternamente positivo, Ł realizzabile con un sistema positivo di
dimensione n se, per qualche , i parametri di Markov gi () di G(s   )
sono non negativi, e i coe￿cienti i () sono non positivi.
Dimostrazione. Data una realizzazione positiva
 
A;b;cT
di G(s), una rea-
lizzazione positiva di g (s   ) si ottiene come segue.
G(s) = cT (sI   A)
 1 b
e
G(s   ) = cT [(s   )I   A]
 1 b = cT
h
sI   (A + I)
 1
i
b
quindi una realizzazione positiva di G(s   ) Ł

(A + I);b;cT
.
1.3.3 Realizzazione dei sistemi internamente positivi
Un sistema positivo Ł sempre anche esternamente positivo, come spiegato
nella sottosezione 1.2.2. Quindi, perchØ esista una realizzazione positiva del
sistema, Ł necessario che la risposta impulsiva g (t) sia non negativa. Il
teorema seguente si applica ad entrambi i tipi di sistema, a tempo continuo
ed a tempo discreto.
Teorema 1.3.3. [7] Una funzione di trasferimento G(p) Ł positivamente
realizzabile se ammette una realizzazione
 
A;b;cT
con b e cT non negativi,
e A non negativa, nel caso a tempo discreto, o di Metzler nel caso a tempo
continuo.
Dimostrazione. Segue dal teorema 1.2.2, condizione su￿ciente per la positi-
vit￿ esterna di un sistema.
1.4 Non oscillazione e monotonia delle soluzioni
Nel sommario si Ł fornito qualche esempio delle numerose applicazioni
dei sistemi positivi lineari. Una di queste Ł la farmacocinetica, che studia
il metabolismo dei farmaci all’interno dell’organismo, e di cui si occupano i8 CAPITOLO 1. I SISTEMI POSITIVI
modelli compartimentali (una classe di sistemi positivi le cui propriet￿ sa-
ranno approfondite nella seconda parte della tesi). Consideriamo l’esempio
particolare della cinetica dei farmaci per dimostrare un fatto generale: l’im-
portanza del poter stabilire a priori quale natura abbiano le soluzioni di un
sistema positivo. 4 Il nostro obiettivo Ł caratterizzare la posizione del far-
maco nell’organismo in un dato istante di tempo. Postuliamo un modello
compartimentale, scegliendo dei valori opportuni per i parametri. Raccoglia-
mo poi una serie di dati sperimentali, ed in ultimo confrontiamo i risultati
dell’indagine diretta con le soluzioni predette dal modello. Si chiama rumore
la discrepanza tra i valori misurati sperimentalmente e le soluzioni del no-
stro modello teorico. I modelli standard della farmacocinetica prevedono che
la concentrazione di un farmaco diminuisca in maniera monotona a partire
dall’istante successivo alla somministrazione. Si assume che la concentrazio-
ne del farmaco non possa oscillare, perchØ una sostanza esogena Ł espulsa
gradualmente dall’organismo, attraverso la metabolizzazione. Tuttavia, il
modello compartimentale che descrive tale fenomeno potrebbe ammettere
anche soluzioni oscillatorie e non monotone, dando origine ad un rumore
casuale. Senza uno strumento che ci consenta di conoscere a priori la natura
delle soluzioni, rischiamo di attribuire al rumore la discrepanza tra valori
reali e valori predetti dal modello, quando in realt￿ tale di￿erenza potreb-
be risiedere nella errata costruzione del modello stesso. Pertanto, si devono
individuare le condizioni in cui un modello compartimentale e, in generale,
un sistema positivo hanno soluzioni monotone e non oscillatorie. In questa
sezione si introducono le condizioni valide per tutti i sistemi positivi. Nella
seconda parte della tesi si parler￿ dei risultati particolari, validi per i soli
modelli compartimentali.
Si consideri il seguente sistema dinamico positivo lineare
_ x(t) = Ax(t); x(0) = x0; t  0 (1.6)
la sua soluzione Ł standard ed Ł data da x(t) = eAtx(0); t  0.
Introduciamo il seguente lemma valido per i sistemi positivi nella forma
(1.6) (per la dimostrazione si vedano i riferimenti in [?]).
Lemma 1.4.1. [4] Sia A 2 Rnn. Allora A Ł una matrice di Metzler ()
eAt Ł non negativa per ogni t  0. Inoltre, se A Ł una matrice di Metzler
e x0  0, con t  0, allora x(t)  0; t  0, dove x(t); t  0 denota la
soluzione del sistema (1.6).
Diamo ora la de￿nizione di sistema non oscillatorio.
De￿nizione 1.4.1. [4] Siano T > 0 un tempo ￿nito, e Q 2 Rnn una
matrice tale che Q = diag [q1;q2;:::;qn]; qi = 1; i = 1;2;:::;n.
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Il sistema (1.6) Ł non oscillatorio se
Qx(t2)  Qx(t1); 8x0 2 R
n
+
dove 0 < T  t1  t2, e x(t) Ł soluzione del sistema.
Questo signi￿ca che, trascorso un transitorio di durata T, la soluzio-
ne del sistema x(t) deve avere componenti positive monotone crescenti o
decrescenti. La scelta della matrice Q viene fatta come segue:
i) se xi (t) Ł una funzione positiva decrescente, allora qi = 1;
ii) se xi (t) Ł una funzione positiva crescente, allora qi =  1.
Esempio 1.4.1. Si consideri il seguente sistema autonomo a due dimensioni

_ x1 (t)
_ x2 (t)

=

1 0
2  1

x1 (t)
x2 (t)
 
x1 (0)
x2 (0)

=

1
2

Le condizioni iniziali sono non negative per t  0, e la matrice del sistema
Ł di Metzler perchØ ha elementi non diagonali non negativi. Calcoliamo la
matrice eAt con la seguente formula
T

e1t 0
0 e2t

T 1
dove 1 e 2 sono gli autovalori di A, e T Ł la matrice che ha per colonne gli
autovalori corrispondenti.
eAt =

1 0
1 1

et 0
0 e t

1 0
 1 1

=

et 0
et   e t e t

e le soluzioni del sistema sono
x(t) = eAtx(0) =

et 0
et   e t e t

1
2

=

et
et + e t

Per veri￿care che le soluzioni non oscillino Ł su￿ciente considerare la matrice
Q =

 1 0
0  1

Nella ￿gura
Veri￿chiamo che Qx(t2)  Qx(t1); 0 < T  t1  t2, ponendo t1 = 3 e
t2 = 4:
Qx(t1) =

 1 0
0  1

et1
et1   e t1

 =

 20:08
 20:04

Qx(t2) =

 1 0
0  1

et2
et2   e t2

 =

 54:6
 54:58

Le soluzioni sono visualizzate nella ￿gura 1.1.10 CAPITOLO 1. I SISTEMI POSITIVI
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Figura 1.1: Soluzioni esempio 1.4.1
Si introducono ora i concetti di monotonia, parziale e non, per i sistemi
positivi lineari. Si presentano dei risultati validi in generale per i sistemi con
piø di un ingresso, e quindi, nello speci￿co, applicabili al caso dei sistemi ad
un singolo ingresso, che sono l’oggetto nel nostro studio.
Si consideri il sistema
_ x(t) = Ax(t) + Bu(t); x(0) = x0; t  0 (1.7)
con x(t) 2 Rn, u(t) 2 Rm, A 2 Rnn, B 2 Rnm e x0 2 X0  R
n
+, dove
X0 denota un insieme di condizioni iniziali in R
n
+. Il sistema (1.7) Ł positivo
se A Ł una matrice di Metzler e B  0.
Si assumano, per la parte che segue, ^ n  n;fk1;k2;:::;kng  f1;2;:::;ng
e ^ x(t) , [xk1 (t);:::;xk^ n (t)]
T.
De￿nizione 1.4.2. [4] Il sistema lineare positivo (1.7) Ł parzialmente mo-
notono rispetto ad ^ x(t) se esiste una matrice Q 2 Rnn tale che Q =
diag [q1;q2;:::;qn], qi = 0, i 6= fk1;k2;:::;k^ ng, e qi = 1, i = fk1;k2;:::;k^ ng
e, per ogni x0 2 X0, Qx(t2)  Qx(t1), per 0  t1  t2, dove x(t); t  0
denota una soluzione di (1.7).
Un sistema Ł quindi parzialmente monotono rispetto ad un insieme di
stati ^ x(t), se le soluzioni associate a quegli stati sono positive monotone1.4. NON OSCILLAZIONE E MONOTONIA DELLE SOLUZIONI 11
decrescenti o decrescenti per t  0 e sono tali da poter trovare una matrice
Q che soddis￿ la disuguaglianza Qx(t2)  Qx(t1). La monotonia Ł intesa
in senso lato, ovvero si ammettono anche comportamenti costanti.
De￿nizione 1.4.3. [4] Il sistema lineare positivo (1.7) Ł monotono se esiste
una matrice Q 2 Rnn tale che Q = diag [q1;q2;:::;qn], qi = 1; i =
1;:::;n, e per ogni x0 2 X0, Qx(t2)  Qx(t1), per 0  t1  t2, dove
x(t); t  0 denota una soluzione di (1.7).
Si noti che le condizioni per la monotonia di un sistema sono piø forti
rispetto a quelle per la non oscillazione. Nel primo caso, infatti, non si
ammette la presenza di un transitorio T.
Teorema 1.4.1. [4] Si consideri il sistema dinamico positivo lineare dato da
(1.7) dove x0 2 R
n
+, A Ł una matrice di Metzler, B  0 e u(t)  0; t  0.
Valgono le seguenti proposizioni.
i) Il sistema Ł parzialmente monotono rispetto ad ^ x(t) se esiste una ma-
trice Q 2 Rnn tale che Q = diag [q1;q2;:::;qn], qi = 0; i 6= fk1;k2;:::;k^ ng
qi = 1; i = fk1;k2;:::;k^ ng e QA  0, QB  0.
ii) Se u(t)  0, allora il sistema Ł parzialmente monotono rispetto a
^ x(t) () esiste una matrice Q 2 Rnn tale che Q = diag [q1;q2;:::;qn],
qi = 0; i 6= fk1;k2;:::;k^ ng, qi = 1; i = fk1;k2;:::;k^ ng e QA  0.
Dimostrazione. Si rimanda all’appendice.
Il teorema precedente indica la condizione su￿ciente a￿nchØ un sistema
positivo lineare sia parzialmente monotono rispetto ad un insieme di stati
^ x(t). Si noti che nel caso in cui l’ingresso sia una funzione identicamente
nulla tale condizione diventa anche necessaria.
Il teorema Ł valido anche per la monotonia in senso globale, ponendo
^ x(t) = x(t).
Esempio 1.4.2. Si consideri il sistema dell’esempio 1.4.1, con l’aggiunta di
un ingresso.

_ x1 (t)
_ x2 (t)

=

1 0
2  1

x1 (t)
x2 (t)

+

1
0

u(t)

x1 (0)
x2 (0)

=

1
2

Veri￿chiamo che Ł parzialmente monotono rispetto a ciascuno degi stati. Se
scegliamo la matrice Q1
Q1 =

 1 0
0 0

abbiamo
Q1A =

 1 0
0 0

1 0
2  1

=

 1 0
0 0

 0
Q1b =

 1 0
0 0

1
0

=

 1
0

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e veri￿chiamo la monotonia rispetto a x1 (t). Se invece scegliamo la matrice
Q2
Q2 =

0 0
0 1

abbiamo
Q2A =

0 0
0 1

1 0
2  1

=

0 0
0  1

 0
Q2b =

0 0
0 1

1
0

=

0
0

= 0
e veri￿chiamo la monotonia rispetto a x2 (t). Ma non esiste una matrice
Q che veri￿chi la condizione QA  0 contemporaneamente per entrambi
gli stati. Quindi per il teorema 1.4.1 Ł veri￿cata la monotonia parziale del
sistema (si veda il gra￿co di ￿gura 1.1).Capitolo 2
Due classi di sistemi positivi
Descriviamo ora due classi di sistemi positivi che permettono di conte-
stualizzare quanto esposto nel capitolo precedente.
2.1 Le catene di Markov
Le catene di Markov rientrano nella classe dei sistemi dinamici stocastici.
In un sistema dinamico stocastico il valore dell’ingresso e quello dello stato
attuale determinano lo stato futuro in termini probabilistici. Quindi se in
un dato istante di tempo sono noti l’ingresso e la distribuzione di probabilit￿
dello stato, si pu￿ determinare la distribuzione di probabilit￿ anche di ogni
stato successivo. 1
2.1.1 De￿nizione e rappresentazione
Una catena di Markov Ł un sistema dinamico stocastico privo di ingressi,
a tempo discreto, con un numero ￿nito n di stati. In ogni istante k la tran-
sizione dallo stato i allo stato j con i;j = 1;2;:::;n avviene con probabilit￿
pij.
Per introdurre la rappresentazione delle catene di Markov, Ł necessario
fornire prima alcune de￿nizioni.
De￿nizione 2.1.1. [8] Lo spazio di stato X Ł un insieme discreto, di dimen-
sione ￿nita, numerabile. I suoi elementi sono gli stati del sistema.
De￿nizione 2.1.2. [8] Un vettore stocastico (riga)  = (i)i2X ha compo-
nenti indiciate su X, e soddisfa le seguenti propriet￿:
i  0; 8i 2 X
X
i2X
i = 1
1Riferimenti: [7, 8, 9]
1314 CAPITOLO 2. DUE CLASSI DI SISTEMI POSITIVI
De￿nizione 2.1.3. [8] Una matrice P = (pij)i;j2X con elementi in X  X
si dice stocastica in X  X se soddisfa le seguenti propriet￿:
pij  0; 8i;j 2 X
X
j2X
pij = 1; 8i 2 X
Le righe di una matrice stocastica sono vettori stocastici.
De￿nizione 2.1.4. [9] Un grafo stocastico (o di Markov) Ł un digrafo pesato
G = (N;A). N, l’insieme dei nodi, coincide con l’insieme degli stati della
catena di Markov, ovvero N = X. A, l’insieme degli archi, corrisponde
all’insieme delle coppie ordinate (i;j) 2 N  N, ovvero agli elementi pij
della matrice P.
Ogni catena di Markov Ł identi￿cata da una matrice stocastica n  n
chiamata matrice di Markov:
P =
0
B
B
@
p11 p12 ::: p1n
p21 p22 ::: p2n
::: ::: :::
pn1 pn2 ::: pnn
1
C C
A
Il modello descritto da una catena di Markov si pu￿ rappresentare con
una matrice stocastica P o un grafo G, in maniera equivalente. Infatti in G
ogni stato della catena corrisponde ad un cerchio etichettato, e la probabilit￿
di transizione pij > 0 si rappresenta con una freccia diretta dallo stato i allo
stato j, con i;j = 1;:::;n.
2.1.2 Classi￿cazione
Le catene di Markov si dividono in riducibili ed irriducibili, in base alle
propriet￿ degli stati ed alle transizioni possibili tra di essi. Alcuni stati, poi,
possiedono delle propriet￿ di periodicit￿, che consentono di raggrupparli in
insiemi periodici e aperiodici. In questa sezione si introducono i concetti alla
base di tali classi￿cazioni.
In primo luogo si de￿niscono la raggiungibilit￿ e le relazioni di comuni-
cazione.
De￿nizione 2.1.5. [9] Lo stato j si dice raggiungibile dallo stato i (i   j),
se esiste un k  0 tale che p
(k)
ij > 0, con k pari al numero di transizioni
necessarie per arrivare a j partendo da i.
De￿nizione 2.1.6. [9] Due stati i e j si dicono comunicanti (i ! j), se
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Lemma 2.1.1. [9] La relazione di comunicazione ! Ł una relazione di
equivalenza.
Dimostrazione. Si rimanda all’appendice.
Per il lemma 2.1.1 esiste una partizione che suddivide lo spazio di stato
X in classi di equivalenza C1;C2;:::;Cn, tali che:
i) Cn 6= ;, 8n, ogni classe contiene almeno uno stato;
ii) C1 \ C2 \ ::: \ Cn = ;, le classi sono insiemi disgiunti;
iii) C1 [ C2 [ ::: [ Cn = X, l’unione delle classi restituisce lo spazio di
stato.
Una catena di Markov si dice irriducibile se lo spazio di stato contiene
una sola classe comunicante, in caso contrario si dice riducibile.
Si introduce adesso la terminologia relativa alle classi comunicanti, le
classi di equivalenza di una relazione di comunicazione.
De￿nizione 2.1.7. [9] Un sottoinsieme E  X si dice chiuso se
X
j2E
pij = 1 8i 2 E
ovvero se una volta entrata in E la catena non pu￿ piø uscirne.
In caso contrario E si dice aperto.
Si consideri una catena di Markov descritta dalla matrice stocastica P.
Se E  X Ł un insieme chiuso, la sottomatrice formata dalle righe e dalle
colonne di P corrispondenti agli stati di E Ł a sua volta stocastica.
Le classi comunicanti si dicono chiuse se sono sottoinsiemi chiusi di X,
si dicono aperte in caso contrario. Una condizione particolare si veri￿ca
quando la classe comunicante contiene un solo stato, caso in cui la classe si
dice assorbente.
Quando le traiettorie di una catena di Markov assumono un carattere di
periodicit￿ si veri￿ca una situazione interessante, perchØ, come si mostrer￿
nel seguito, la periodicit￿ Ł una propriet￿ di classe.
De￿nizione 2.1.8. [9] Siano i 2 X e di = MCD
n
k : k  1; p
(k)
ii > 0
o
,
dove MCD Ł il massimo comun divisore. Allora se di > 1 lo stato i Ł
periodico di periodo di. Se di = 1, lo stato Ł aperiodico.
Quindi si ha uno stato periodico quando i cammini del digrafo che partono
da i e tornano ad i hanno una lunghezza multipla di un intero di > 1.
Dimostriamo ora che la periodicit￿ Ł una propriet￿ di classe per le classi
comunicanti.
Lemma 2.1.2. [9] Sia i 2 X. Le propriet￿ di periodicit￿ di i sono comuni
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Dimostrazione. Sia i ! j. i e j appartengono alla stessa classe comunican-
te, allora esistono h e k tali che p
(h)
ij > 0, p
(k)
ji > 0, e p
(h+k)
ii  p
(h)
ij p
(k)
ji > 0.
Quindi di Ł divisore di h + k.
Si consideri ora s  1 tale che p
(s)
jj > 0. Si ha p
(h+s+k)
ii  p
(h)
ij p
(s)
jj p
(k)
ji > 0.
Quindi di Ł divisore di h + s + k. Ne segue che di Ł divisore di s per ogni s
tale che p
(s)
jj > 0. Ma allora di Ł divisore anche di dj, che Ł MCD di tali s.
Invertendo i ruoli di i e j si trova che dj divide di, e si conclude che
di = dj.
Per il lemma 2.1.2, le classi di comunicazione si suddividono in periodiche
e aperiodiche: Ł su￿ciente analizzare un solo stato per determinare a quale
categoria appartenga una classe.
2.1.3 Positivit￿
Denotiamo con xj (k) la probabilit￿ che il sistema si trovi nello stato j
all’istante k. La probabilit￿ che il sistema si trovi nello stato i all’istante
k + 1 Ł data dalla somma degli elementi della riga i-esima, pesati per la
probabilit￿ pji:
xi (k + 1) =
n X
j=1
pjixj (k)
In notazione matriciale:
x(k + 1) = PTx(k)
con
x(k) =
 
x1 (k) x2 (k) ::: xn (k)

vettore di distribuzione della probabilit￿ di stato del sistema al tempo k.
Di conseguenza la de￿nizione interna di una catena di Markov Ł data
dall’equazione
x(k + 1) = Ax(k)
dove A = PT.
Proposizione 2.1.1. Una catena di Markov Ł un sistema positivo.
Dimostrazione. Si consideri il teorema 1.2.2 per il caso dei sistemi a tempo
discreto.
Le catene di Markov sono sistemi stocastici privi di ingresso, ne segue
che b = 0 e cT = 0T.
La matrice P ha elementi pij  0, perchØ si tratta di misure di probabili-
t￿, ed ogni riga contiene almeno un elemento non nullo, perchØ il sistema deve
evolvere a partire da un qualunque stato. Quindi la matrice P ha elementi
non negativi. PoichØ A = PT, anche A ha elementi non negativi.2.1. LE CATENE DI MARKOV 17
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Figura 2.1: Una semplice catena di Markov che descrive le transizioni di un
paziente tra gli stati di salute sano, malato e morto.
La proposizione 2.1.1 implica che le catene di Markov godano anche della
propriet￿ di positivit￿ esterna.
Si pu￿ concludere che una catena di Markov Ł un sistema stocastico in
cui la probabilit￿ di distribuzione degli stati evolve seguendo le regole di un
sistema positivo lineare.
2.1.4 Applicazione
Si prenda come esempio un paziente, la cui condizione clinica Ł caratteriz-
zata da un numero ￿nito di distinti stati di salute. Un insieme di probabilit￿
di transizione descrive la verosimiglianza con cui il paziente passa da uno
stato di salute all’altro. 2
Un esempio di modello Ł mostrato nella ￿gura 2.1. In ogni istante il
paziente si trova in uno solo degli stati. I possibili cambi di stato di salute
che possono avvenire tra l’istante k e l’istante k +1 sono rappresentati dalle
frecce. Dallo stato sano Ł possibile muoversi in ciascuno degli altri stati,
o rimanere in sano. Le transizioni da malato a sano non sono permesse
in questo esempio, perchØ assumiamo che il processo clinico del paziente
proceda dallo stato sano, eventualmente attraverso malato, ￿no a morto. Lo
stato morto rappresenta uno stato assorbente, da cui, una volta entrato, il
sistema non pu￿ piø uscire. Al contrario, gli stati sano e malato si dicono
non assorbenti, perchØ da questi sono possibili transizioni verso altri stati.
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Per creare il modello si Ł fatta un’assunzione markoviana, ovvero si Ł
ipotizzato che in ogni istante il processo non abbia memoria degli stati pre-
cedenti. Cos￿ facendo, una transizione dallo stato di salute attuale a quello
futuro dipende solo dalle probabilit￿, e non dalla storia delle transizioni
precedenti.
Un modello come quello presentato Ł adatto a descrivere le reali situa-
zioni cliniche, se si pu￿ assumere come costante la probabilit￿ di movimento
attraverso gli stati di salute. Un’approssimazione del genere Ł valida solo nei
casi di malattie con un breve orizzonte temporale.
Nel costruire il modello, i diversi stati di salute devono prima essere
ben de￿niti. Infatti si deve raggiungere il giusto compromesso nel decidere
quale tipo di situazione clinica incorporare in ciascuno dei tre stati. Per
esempio, per avere un modello piø realistico si dovrebbero distingure diversi
tipi di malattia, aumentando cos￿ il numero degli stati. D’altra parte questo
porterebbe a dover stimare un numero maggiore di probabilit￿ di transizione.
A questo punto si devono attribuire dei valori alle probabilit￿ di transizio-
ne. Queste nella letteratura clinica sono spesso espresse in forma percentuale
per unit￿ di tempo, ed assumono valori tra 0 e 1. D’altra parte, le probabi-
lit￿ variano da 0 a 1, e contengono implicitamente l’informazione temporale.
Quindi per una percentuale r, la probabilit￿ che un evento avvenga in un
intervallo di tempo di t unit￿ temporali Ł
P (t) = 1   e rt
Per esempio, si supponga che in uno studio pubblicato basandosi sul modello
di ￿gura 2.1 siano stati osservati 100 individui per un periodo di tre anni, e
che 70 di questi si siano ammalati in quell’intervallo di tempo. La percen-
tuale annua di transizioni da sano a malato Ł 70=100=3, ovvero 0:233. La
probabilit￿ associata al tasso annuale varia a seconda dell’unit￿ temporale t
considerata. Se t Ł un anno, allora
p12 (1) = 1   e 10:233 = 0:208
se invece t Ł un mese, allora
p12

1
12

= 1   e  1
120:233 = 0:019
Come si vede dall’esempio, al diminuire del ciclo temporale diminuiscono
le probabilit￿ di transizione tra due stati diversi. Per evitare di avere valo-
ri che si discostano troppo dalla realt￿ Ł quindi consigliabile scegliere una
lunghezza di t che approssimi i tempi reali delle osservazioni cliniche.
Usando un modello di Markov come quello presentato, si pu￿ calcolare
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2.2 I sistemi compartimentali
I sistemi compartimentali, chiamati anche modelli compartimentali, rien-
trano nella classe dei modelli di sistema.
Un modello Ł un’astrazione matematica della realt￿ a cui si ricorre per
studiare alcuni tipi di fenomeni ￿sici. Ci sono infatti dei casi in cui l’os-
servazione diretta di un fenomeno risulta impossibile o irrealizzabile, perchØ
troppo invasiva. Bisogna allora costruire un modello che sintetizzi le infor-
mazioni essenziali sul legame ingresso-uscita e sul funzionamento interno del
sistema reale: cos￿ facendo Ł possibile studiare per approssimazione il com-
portamento assunto dal sistema in risposta a determinati input. I modelli
di sistema sono detti a scatola bianca o grigia a seconda della quantit￿ di
dettagli che forniscono quando descrivono i meccanismi interni. 3
2.2.1 De￿nizione e rappresentazione
Un sistema compartimentale Ł un modello di sistema strutturato come un
insieme di n compartimenti interconnessi, dove le connessioni rappresentano
￿ussi di materia. L’operazione di compartimentalizzazione di un sistema
reale dipende dallo speci￿co sistema, dal grado di conoscenza dei fenomeni
￿sici ad esso legati e dalla ricchezza dell’esperimento utilizzato per il loro
studio.
Gli ambiti di applicazione dei sistemi compartimentali sono numerosi,
tra questi citiamo la biologia e la ￿siologia, la patologia, la diagnosi e la
terapia, la cinetica dei farmaci, l’epidemiologia, l’ecologia e la dinamica delle
popolazioni. I sistemi compartimentali vengono usati per l’identi￿cazione
della struttura e per la simulazione del comportamento del sistema reale, e
per la stima di parametri e di variabili non accessibili.
Un compartimento rappresenta una quantit￿ di materia che nei confronti
del sistema si comporta in maniera omogenea: Ł un costrutto puramente teo-
rico, per questo non sempre corrisponde ad un luogo ￿sico del sistema reale.
Ad esempio, si supponga di voler studiare il ciclo di vita di una sostanza
nell’organismo, e che in organi diversi e distanti tra loro il materiale assu-
ma un comportamento analogo: tutti questi punti sono omogenei rispetto
al comportamento della sostanza, quindi nel modello vengono rappresentati
con un unico compartimento.
All’interno del compartimento si ha anche uniformit￿ di tipo probabili-
stico, perchØ in ogni istante ogni particella ha la medesima probabilit￿ di
andarsene seguendo una delle possibili vie d’uscita.
In seguito si indicano i compartimenti di un sistema con gli indici i;j =
1;:::;n, e si considerano non negativi tutti i ￿ussi, entranti ed uscenti. 4
3Riferimenti: [6, 7]
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Figura 2.2: Modello di compartimento
La ￿gura 2.2 rappresenta il modello del compartimento i-esimo: ui Ł il
￿usso entrante nel compartimento dall’esterno, F0i Ł il ￿usso che dal compar-
timento lascia de￿nitivamente il sistema, Fij Ł il ￿usso entrante proveniente
dal compartimento j-esimo, Fji quello uscente diretto verso il compartimento
j-esimo. Il segnale di uscita, qualora sia presente, Ł indicato con yi ed Ł legato
alla misura della concentrazione del materiale all’interno del compartimento.
Il bilancio di massa istantaneo del singolo compartimento Ł
_ xi (t) =
n X
j=1
Fij (t)  
n X
j=1
Fji (t) + ui (t)   F0i; j 6= i
Assumiamo che i ￿ussi di ingresso e d’uscita Fij (t) e Fji (t) siano abbastanza
regolari da garantire l’esistenza e l’unicit￿ della soluzione per ogni condizio-
ne iniziale. L’ipotesi di regolarit￿ permette di legare, al tempo t, il ￿usso
entrante nel compartimento i-esimo alla quantit￿ di materiale presente in
ognuno degli n compartimenti del sistema:
Fij (t) = Fij [x1 (t);x2 (t);:::;xn (t)] = kij [x1 (t);x2 (t);:::;xn (t)]xj (t)
con
kij [x1 (t);x2 (t);:::;xn (t)]  0
coe￿cienti frazionari di trasferimento . In generale i coe￿cienti sono funzioni
di t e di xi con i = 1;:::;n, ma per i sistemi lineari, oggetto del nostro studio,
possono essere considerati costanti:
kij [x1 (t);x2 (t);:::;xn (t)] = kij  0
Possiamo ora scrivere le equazioni di stato nella forma
_ xi (t) =
n X
j=1
kijxj (t)  
n X
j=1
kjixi (t) + ui (t)   k0ixi (t); j 6= i2.2. I SISTEMI COMPARTIMENTALI 21
_ xi (t) =  
0
@k0i +
n X
j=1
kji
1
Axi (t) +
n X
j=1
kijxj (t) + ui (t); j 6= i
e de￿nendo
kii =  
0
@k0i +
n X
j=1
kji
1
A; j 6= i (2.1)
si ottiene l’equazione di stato per un compartimento
_ xi (t) =
n X
j=1
kijxj (t) + ui (t)
Vogliamo ora estendere all’intero sistema quanto Ł stato appena esposto per
il singolo compartimento. Si de￿niscono i vettori
x(t) = [x1 (t);:::;xn (t)]
T
u(t) = [u1 (t);:::;un (t)]
T
y (t) = [y1 (t);:::;ym (t)]
T
e si ottengono n equazioni di stato, ed m equazioni di misura:
_ x(t) = Kx(t) + u(t)
y (t) = Hx(t)
con K 2 Rnn e H 2 Rnm. Si noti che nel caso dei sistemi ad un ingresso
e ad un’uscita si ha m = 1, ed H Ł un vettore riga di n elementi. La matrice
K gode delle seguenti propriet￿:
i) ha elementi diagonali negativi o nulli, kii  0 8i, per la (2.1);
ii) ha elementi non diagonali non negativi, kij  0 8i 6= j;
iii) ha colonne i cui elementi danno sempre somma non positiva, perchØ
n X
i=1
kij =
n X
i6=j
kij + kjj =  k0j  0 8j
Dal punto iii) segue anche che K Ł diagonale dominante rispetto alle colon-
ne, ovvero il modulo dell’elemento diagonale Ł sempre maggiore o pari alla
somma degli altri elementi della medesima colonna:
jkjjj 
X
i6=j
kij
De￿nizione 2.2.1. [12] Una matrice che gode delle propriet￿ appena elen-
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2.2.2 Identi￿cabilit￿
Come gi￿ detto sopra, il modello Ł un costrutto teorico che permette
di studiare i fenomeni reali qualora l’osservazione diretta non sia attuabile.
Ipotizziamo di voler costruire un modello ad un ingresso ed un’uscita, e
riassumiamo i passi fondamentali. 5
Al tempo t = 0 si applica al sistema reale un segnale di ingresso u(t), e
per t  0 si raccoglie in uscita una serie di dati sperimentali. L’ingresso e
l’uscita per t  0 sono segnali noti: il primo Ł deciso a priori, la seconda Ł
determinabile dai dati sperimentali. Si cerca quindi di schematizzare il com-
portamento del sistema reale con una struttura a compartimenti: il modello
cos￿ ottenuto, ricevuto in ingresso il segnale u(t), deve produrre in uscita gli
stessi risultati misurati sperimentalmente.
Il problema Ł determinare se il modello costruito sia in grado di descrivere
il fenomeno reale con un adeguato livello di complessit￿. La complessit￿ Ł
una funzione del numero di compartimenti, delle loro interconnessioni e della
quantit￿ delle misure che si vogliono poter fare sul sistema (una sola, nel caso
di sistemi ad un’uscita).
Per valutare questo aspetto ci basiamo sui valori che i parametri del mo-
dello possono assumere. I parametri sono i coe￿cienti frazionari di trasferi-
mento, ed il volume dei compartimenti in cui viene fatta una misurazione.
Un modello Ł:
i) univocamente identi￿cabile, se tutti i suoi parametri sono univocamente
identi￿cabili, ovvero possono assumere uno ed un solo valore;
ii) identi￿cabile ma non univocamente, se tutti i suoi parametri sono
identi￿cabili, a parte uno o piø per i quali si hanno piø soluzioni ￿nite;
iii) non identi￿cabile se almeno un parametro Ł non identi￿cabile ed
ammette in￿nite soluzioni.
Un metodo per valutare l’identi￿cabilit￿ dei sistemi lineari ad un ingresso
ed un’uscita si basa sulla natura della funzione di trasferimento, data dal
rapporto delle trasformate di Laplace dell’uscita e dell’ingresso. La funzione
di trasferimento di un sistema lineare Ł sempre un rapporto di polinomi:
G(s) =
Y (s)
U (s)
=
nsn 1 + n 1sn 2 + ::: + 2s + 1
sn + nsn 1 + ::: + 2s + 1
I coe￿cienti k e k sono funzioni dei parametri del modello kji e Vi (volume
del compartimento i-esimo). PoichØ Y (s) e U (s) sono note, k e k possono
essere pensati come parametri osservabili.
Si pu￿ quindi scrivere l’insieme delle relazioni algebriche che legano kji
e Vi a k e k. Se questo insieme di relazioni, che Ł chiamato sommario
esaustivo, Ł risolubile nelle incognite kji e Vi, allora il modello Ł a priori
identi￿cabile.
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Figura 2.3: Esempio di modello compartimentale
Esempio 2.2.1. La ￿gura 2.3 mostra un esempio di modello a due com-
partimenti: k12, k21 e k01 sono i coe￿cienti frazionari di trasferimento, u1 Ł
l’ingresso esogeno del sistema, y1 Ł il segnale di uscita prelevato dal primo
compartimento. Le equazioni di stato e di misura sono
_ x1 (t) =  (k21 + k01)x1 (t) + k12x2 (t) + u1 (t)
_ x2 (t) = k21x1 (t)   k12x2 (t)
y1 (t) =
1
V1
x1 (t)
con trasformate di Laplace
sX1 (s) =  (k21 + k01)X1 (s) + k12X2 (s) + U1 (s)
sX2 (s) = k21X1 (s)   k12X2 (s)
Y1 (s) =
1
V1
X1 (s)
da queste di ricava la funzione di trasferimento del sistema
G(s) =
(s+k12)
V1
s2 + (k12 + k21 + k01)s + k12k01
=
2s + 1
s2 + 2s + 1
con
1 =
k12
V1
2 =
1
V1
1 = k12k01 2 = k12 + k21 + k01
Si conclude che il sistema Ł univocamente identi￿cabile, perchØ il sommario
esaustivo Ł risolubile nelle incognite kji e Vi.24 CAPITOLO 2. DUE CLASSI DI SISTEMI POSITIVI
2.2.3 Positivit￿
Consideriamo le equazioni di stato e di misura di un sistema comparti-
mentale:
_ x(t) = Kx(t) + u(t)
y (t) = Hx(t)
Veri￿chiamo che soddisfano la condizione necessaria e su￿ciente per la po-
sitivit￿ dei sistemi a tempo continuo.
Proposizione 2.2.1. Un sistema compartimentale Ł un sistema positivo.
Dimostrazione. Abbiamo gi￿ descritto le propriet￿ della matrice K: notiamo
che si tratta di una matrice di Metzler perchØ ha elementi non diagonali non
negativi, kij  0 8i 6= j. Inoltre b  0, perchØ l’ingresso del sistema Ł un
￿usso positivo di materiale, e cT = H  0 perchØ l’uscita Ł una combinazione
lineare positiva della quantit￿ di materiale contenuta nel compartimento di
riferimento.
La proposizione 2.2.1 implica che i sistemi compartimentali godano anche
della propriet￿ di positivit￿ esterna.
2.2.4 Stabilit￿
Si parla della stabilit￿ dei modelli compartimentali autonomi. Veri￿chia-
mo che questi sono sempre almeno semplicemente stabili con due argomenta-
zioni, la prima legata al concetto di energia di un sistema, la seconda legata
alle propriet￿ della matrice compartimentale K. 6
Prima di tutto si danno le de￿nizioni di la stabilit￿ semplice e stabilit￿
asintotica per un sistema lineare autonomo.
De￿nizione 2.2.2. [12] Un sistema lineare a tempo continuo viene detto
semplicemente stabile se, in assenza di ingresso di controllo, le traiettorie
di uscita in evoluzione libera rimangono limitate in corrispondenza ad ogni
possibile n-upla di condizioni iniziali.
De￿nizione 2.2.3. [12] Un sistema lineare a tempo continuo viene det-
to asintoticamente stabile se, in assenza di ingresso di controllo, le traiet-
torie di uscita in evoluzione libera convergono asintoticamente a zero in
corrispondenza ad ogni possibile n-upla di condizioni iniziali.
Si introduce adesso il concetto di energia di un sistema. L’energia Ł una
funzione del valore degli stati del sistema nel tempo:
E (t) = f (x1 (t);x2 (t);:::;xn (t))
6Riferimento: [2, ?, 12]2.2. I SISTEMI COMPARTIMENTALI 25
Dal principio di conservazione dell’energia sappiamo che E (t) nel tempo
pu￿ rimanere costante o al piø decrescere a causa di fenomeni dissipativi:
dE (t)
dt
 0
se la derivata Ł nulla il sistema si dice conservativo, altrimenti si dice dissi-
pativo.
La stabilit￿ semplice si ha nel caso di sistemi conservativi, quella asinto-
tica nel caso di sistemi dissipativi.
Si consideri ora un sistema compartimentale autonomo, privo cioŁ di
ingressi esogeni: _ x(t) = Kx(t). L’energia Ł data in ogni istante dalla somma
di tutte le componenti xk (t); k = 1;:::;n; t  0:
E [x(t)] = uTx(t)
uT = [1;1;:::;1]
T Ł il vettore unit￿, e x(t) = [x1 (t);:::;xn (t)] Ł il vettore
degli stati. La derivata della funzione energia Ł
dE [x(t)]
dt
=
d

uTx(t)

dt
= uT _ x(t) = uTKx(t)
e poichØ le matrici compartimentali sono diagonali dominanti rispetto alle
colonne
uTKx(t) =
n X
k=1
 
n X
i=1
kij
!
xk  0; x 2  Rn
+
quindi un sistema compartimentale autonomo Ł sempre almeno semplicemen-
te stabile, perchØ la massa totale in esso contenuta non cresce nel tempo, ma
rimane al piø costante.
La stabilit￿ dei sistemi compartimentali autonomi Ł anche legata alle pro-
priet￿ degli autovalori della matrice K. Se 1;2;:::;n sono le radici di-
stinte dell’equazione caratteristica associata a K, con le relative molteplicit￿
1;2;:::;n, allora i modi del sistema sono del tipo
tk
k!
eit
e valgono le proposizioni che seguono.
Proposizione 2.2.2. [12] Il sistema _ x(t) = Kx(t) si dice semplicemente
stabile se e solo se:
i) tutti i modi del sistema sono limitati;
ii) tutti gli autovalori di K hanno parte reale negativa e se Re() = 0
allora  ha molteplicit￿ unitaria nel polinomio minimo.
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Proposizione 2.2.3. [12] Il sistema _ x(t) = Kx(t) si dice asintoticamente
stabile se e solo se:
i) tutti i modi del sistema sono convergenti;
ii) tutti gli autovalori di K hanno parte reale negativa.
Dimostrazione. Si veda [12].
Introducendo il seguente teorema, si dimostra che gli autovalori di una
matrice compartimentale soddisfano sempre al vincolo Re() < 0 oppure
 = 0.
Teorema 2.2.1. [12] Gli autovalori di una matrice quadrata A giacciono
nell’unione dei cerchi di equazione
j z   aii j
n X
j=1
j aij j; i 6= j
e nell’unione dei cerchi di equazione
j z   ajj j
n X
i=1
j aij j; i 6= j
Dimostrazione. Si rimanda all’appendice.
Teorema 2.2.2. [12] Gli autovalori di una matrice compartimentale K giac-
ciono nell’unione del semipiano sinistro del piano complesso con l’origine.
Dimostrazione. Per il teorema 2.2.1 sappiamo che gli autovalori di K giac-
ciono nell’unione dei cerchi del tipo
j z   kjj j
n X
i=1
j kij j= rj; i 6= j
Per la propriet￿ di diagonale dominanza delle matrici compartimentali si ha
j kjj j
n X
i=1
j kij j= rj; i 6= j
e per la de￿nizione di matrice compartimentale kjj  0, dunque per la matri-
ce K gli autovalori stanno nell’unione dei cerchi con il centro sull’asse reale
negativo e con raggio minore o uguale alla distanza del centro dall’origine
stessa (si veda la ￿gura 2.4), da cui la tesi.
Dal teorema appena esposto si conclude che per una matrice comparti-
mentale Ł sempre semide￿nita negativa, e quindi un sistema compartimentale
Ł sempre almeno semplicemente stabile.2.2. I SISTEMI COMPARTIMENTALI 27
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Figura 2.4: Cerchi di Gerschgorin per una matrice compartimentale
2.2.5 Comportamento non oscillatorio delle soluzioni
Nella parte dedicata ai sistemi positivi in generale si Ł gi￿ parlato della
non oscillazione e della monotonia delle soluzioni. ˚ da sottolineare come
nell’ambito dei sistemi compartimentali assuma particolare importanza il
concetto di monotonia parziale rispetto a determinati stati. Questa con-
dizione infatti ammette la possibilit￿ che la massa o la concentrazione di
sostanze in determinate zone del sistema abbia un comportamento oscilla-
torio, mentre garantisce che negli altri compartimenti, come quello centrale,
l’oscillazione sia assente.
In questa sezione si presenta un fatto importante: le soluzioni di un
sistema compartimentale bidimensionale autonomo hanno sempre un com-
portamento non oscillatorio. 7
Si introduce il lemma seguente.
Lemma 2.2.1. [4] Si consideri il sistema lineare positivo
_ x(t) = Kx(t); x(0) = x0; t  0
dove n = 2 e K 2 R22 Ł una matrice compartimentale. Allora sono valide
le proposizioni seguenti.
i) Per ogni x0 2  R2
+ tale che Kx0 Ł non negativo, allora anche _ x(t) =
Kx(t) Ł non negativo per t  0.
ii) Per ogni x0 2  R2
+, uT _ x(t)  0; t  0, con u , [1;1;:::;1]
T vettore
unit￿.
iii) Per i = 1;2 se _ xi (0) < 0, allora _ xi (t)  0; t  0.
Dimostrazione. Si rimanda all’appendice.
Analizziamo i punti del lemma precedente in termini di sistemi compar-
timentali bidimensionali.
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i) Se inizialmente i compartimenti sono vuoti o hanno al loro interno
una certa quantit￿ di materiale, il loro contenuto nel tempo, variando, resta
sempre non negativo.
ii) Come gi￿ osservato nella sottosezione 2.2.4, i sistemi compartimentali
sono dissipativi o al piø conservativi, perchØ la quantit￿ di materiale com-
plessivamente contenuta nel sistema diminuisce, o resta invariata nel tempo.
Questo implica la stabilit￿ nel comportamento del sistema.
iii) Se il contenuto di uno dei due compartimenti per t = 0 Ł in dimi-
nizione, signi￿ca che non giungono ￿ussi dall’altro compartimento. Data la
con￿gurazione iniziale, il contenuto del compartimento in questione continua
a diminuire nel tempo, ￿no ad annullarsi.
Teorema 2.2.3. [4] Si consideri il sistema lineare positivo
_ x(t) = Kx(t); x(0) = x0; t  0
Se n = 2 e K 2 R22 Ł una matrice compartimentale, allora il sistema Ł non
oscillatorio.
Dimostrazione. Dal punto ii) del lemma 2.2.1 segue che per ogni
x0 2  R2
+;uT _ x(0)
Ł non positivo. Questo implica anche
a) _ x1 (0)  0 e _ x2 (0)  0
b) _ x1 (0) > 0 e _ x2 (0) < 0
c) _ x1 (0) < 0 e _ x2 (0) > 0
dove per il sistema dato Ł valida o a) o b) o c), perchØ il vettore unit￿ Ł
sempre strettamente positivo.
Se vale a), allora dal punto i) del lemma 2.2.1 segue che _ x(t) Ł non
positivo per t  0.
Se vale b), allora dal punto iii) del lemma 2.2.1 segue che _ x2 (t)  0; t  0.
In tal caso se _ x1 (t)  0; t  0, allora _ xi (t); t  0; i = 1;2 Ł monotona.
Tuttavia, se esiste un tempo ￿nito T > 0 tale che _ x1 (T)  0, allora dal
punto i) del lemma 2.2.1 segue che _ x(t) Ł non positiva per t  T.
Analogamente, se vale c), allora esiste T > 0 tale che _ xi (t); t  T; i =
1;2 Ł monotona.
Quindi per ogni x0 2  R2
+ esiste T > 0 tale che _ xi (t); t  T; i = 1;2 Ł
monotona, che prova che il sistema dato Ł non oscillatorio.
Esempio 2.2.2. Si consideri il sistema di ￿gura 2.5

_ x1 (t)
_ x2 (t)

=

 1
2 0
1
2  1

x1 (t)
x2 (t)

;

x1 (0)
x2 (0)

=

1
1

si ha 
_ x1 (0)
_ x2 (0)

=

 1
2 0
1
2  1

x1 (0)
x2 (0)

=

 1
2
 1
2
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Figura 2.5: Caso _ x1 (0)  0 e _ x2 (0)  0
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Figura 2.6: Soluzioni caso a): x1 (t) = x2 (t) = e  1
2t
eAt =

1 0
1 1

e  1
2t 0
0 e t

1 0
 1 1

=
 
e  1
2t 0
e  1
2t   e t e t
!
e le soluzioni sono

x1 (t)
x2 (t)

=
 
e  1
2t 0
e  1
2t   e t e t
!
1
1

=
 
e  1
2t
e  1
2t
!
che, come si vede dal gra￿co di ￿gura 2.6 sono non oscillatorie.
Esempio 2.2.3. Si consideri il sistema di ￿gura 2.7

_ x1 (t)
_ x2 (t)

=

 1
2 1
0  1

x1 (t)
x2 (t)

;

x1 (0)
x2 (0)

=

1
1
30 CAPITOLO 2. DUE CLASSI DI SISTEMI POSITIVI
&%
'$
&%
'$

?
x1 x2
k12 = 1
k01 = 1
2
Figura 2.7: Caso _ x1 (0) > 0 e _ x2 (0) < 0
si ha 
_ x1 (0)
_ x2 (0)

=

 1
2 1
0  1

x1 (0)
x2 (0)

=
 1
2
 1

eAt =

1 1
0  1
2

e  1
2t 0
0 e t

1 2
0  2

=

e  1
2t 2e  1
2t   2e t
0 e t

e le soluzioni sono

x1 (t)
x2 (t)

=

e  1
2t 2e  1
2t   2e t
0 e t

1
1

=

3e  1
2t   2e t
e t

che, come si vede dal gra￿co di ￿gura 2.8, sono non oscillatorie.
2.2.6 Sistemi di rilassamento
Si discute ora dell’appartenenza di alcuni sistemi compartimentali ad una
particolare classe di sistemi, detti di rilassamento. Riferimenti: [relaxation-
systems, parise:compartimentali]
I sistemi di rilassamento formano una sottoclasse dell’insieme dei si-
stemi simmetrici a piø variabili. Essi sono caratterizzati dall’assenza di
comportamento oscillatorio, come si vede dalla seguente de￿nizione.
De￿nizione 2.2.4. [11] Un sistema lineare (A;B;C) si dice di rilassamento
se la sua risposta impulsiva D (t) + CeAtB Ł una funzione completamente
monotona in [0;+1):
( 1)
n dng (t)
dtn  0; t  0; n = 0;1;2;:::
con g (t) = CTeAtB.
Questo signi￿ca che nØ la risposta impulsiva nØ le sue derivate successive
esibiscono mai un comportamento oscillatorio, e sono monotone crescenti o
decrescenti in maniera alternata.2.2. I SISTEMI COMPARTIMENTALI 31
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x
1(t)=3e
−0.5t−2e
−t
x
2(t)=e
−t
Figura 2.8: Soluzioni caso b): in blu x1 (t) = 3e  1
2t   2e t, in rosso x2 (t) =
e t.
Una realizzazione minima di una funzione di traferimento corrisponde
alla quaterna (A;B;C;D) in cui la matrice di stato A ha l’ordine piø basso
possibile tra le in￿nite realizzazioni possibili. Una realizzazione di questo
tipo d￿ un sistema privo di parti non completamente raggiungibili o non
completamente osservabili.
I sistemi di rilassamento ammettono una realizzazione minima nello spa-
zio di stato che esibisce delle interessanti propriet￿ di simmetria interna.
Teorema 2.2.4. [11] Un sistema di rilassamento ammette una realizzazione
minima
_ x(t) = Ax(t) + Bu(t)
y (t) = Cx(t) + Du(t)
con
A = AT  0
B = CT
D = DT  0
Viceversa, se il sistema ammette una realizzazione di tale tipo allora Ł di
rilassamento.
Dimostrazione. Si rimanda all’appendice.32 CAPITOLO 2. DUE CLASSI DI SISTEMI POSITIVI
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Figura 2.9: Sistema bicompartimentale simmetrico
Possiamo ora analizzare le condizioni in cui un sistema compartimentale
Ł anche di rilassamento.
Come gi￿ dimostrato nella sottosezione 2.2.4, gli autovalori di una matri-
ce compartimentale appartengono sempre all’unione del semipiano sinistro
del piano complesso con l’origine. Si pu￿ quindi concludere che le matrici
compartimentali tali da soddisfare la condizione A = AT  0 del teorema
2.2.4 sono tutte le matrici compartimentali simmetriche.
Inoltre, per i sistemi ad un ingresso e ad un’uscita la condizione B = CT
si pu￿ soddisfare facilmente, e D = DT  0 Ł sempre veri￿cata perchØ
consideriamo sistemi propri.
Esempio 2.2.4. Si consideri il sistema compartimentale bidimensionale di
￿gura 2.9

_ x1 (t)
_ x2 (t)

=

 1 1
1  1

x1 (t)
x2 (t)

+

1
0

u(t)
y (t) =
 
1 0


x1 (t)
x2 (t)

Calcoliamo eAt e veri￿chiamo che il sistema possiede la propriet￿ di rilassa-
mento:
eAt =

1 1
 1 1

e 2t 0
0 1
1
2  1
2
1
2
1
2

=
 1
2e 2t + 1
2  1
2e 2t + 1
2
 1
2e 2t + 1
2
1
2e 2t + 1
2

g (t) = cTeAtb =
 
1 0

 1
2e 2t + 1
2  1
2e 2t + 1
2
 1
2e 2t + 1
2
1
2e 2t + 1
2

1
0

=
1
2
e 2t +
1
2
la risposta impulsiva Ł non negativa per t  0. Si noti che questo risultato
segue anche dalla condizione necessaria e su￿ciente per la positivit￿ esterna
di un sistema.
Calcoliamo le derivate prima e seconda
dg (t)
dt
=
d
dt

3
2
e 2t  
1
2

=  e 2t2.2. I SISTEMI COMPARTIMENTALI 33
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Figura 2.10: In blu g (t), in rosso d
dtg (t), in verde d2
dt2g (t)
d2g (t)
dt2 =
d
dt
 
 3e 2t
= 2e 2t
La condizione per la propriet￿ di rilassamento Ł veri￿cata perchØ, proseguen-
do nel calcolo, le derivate di indice pari risultano monotone non non negative,
quelle di indice dispari risultano monotone non positive. Nel gra￿co di ￿gu-
ra 2.10 sono rappresentate la risposta impulsiva, e le sue derivate prima e
seconda.34 CAPITOLO 2. DUE CLASSI DI SISTEMI POSITIVIAppendice
Si riportano le dimostrazioni, gli enunciati ed i passaggi omessi in prece-
denza.
Teorema 1.4.1. [4] Si consideri il sistema dinamico positivo lineare dato da
(1.7) dove x0 2 R
n
+, A Ł una matrice di Metzler, B  0 e u(t)  0; t  0.
Valgono le seguenti proposizioni.
i) Il sistema Ł parzialmente monotono rispetto ad ^ x(t) se esiste una ma-
trice Q 2 Rnn tale che Q = diag [q1;q2;:::;qn], qi = 0; i 6= fk1;k2;:::;k^ ng
qi = 1; i = fk1;k2;:::;k^ ng e QA  0, QB  0.
ii) Se u(t)  0, allora il sistema Ł parzialmente monotono rispetto a
^ x(t) () esiste una matrice Q 2 Rnn tale che Q = diag [q1;q2;:::;qn],
qi = 0; i 6= fk1;k2;:::;k^ ng, qi = 1; i = fk1;k2;:::;k^ ng e QA  0.
Dimostrazione. i) Dalla (1.7) segue che
Q_ x(t) = QAx(t) + QBu(t); x(0) = x0; t  0
che a sua volta implica
Qx(t2) = Qx(t1) +
t2 Z
t1
[QAx(t) + QBu(t)]dt
Quindi, poichØ A Ł una matrice di Metzler, B Ł non negativa, x0 2 R
n
+ e
l’ingresso u(t); t  0 Ł non negativo, segue dalla proposizione che x(t) 
0; t  0. Inoltre, poichØ  QAx(t) e  QB sono non negative per tutti gli
x0 2 R
n
+, segue che QAx(t)  0 e QBu(t)  0 per t  0, che implica
Qx(t2)  Qx(t1), per ogni x0 2 R
n
+ con 0  t1  t2.
ii) )) deriva dalla dimostrazione del punto i), ponendo u(t)  0.
() Si assuma che il sistema con u(t)  0 sia parzialmente monotono
rispetto a ^ x. In tal caso dalla (1.7) segue che
Q_ x(t) = QAx(t); x(0) = x0; t  0
che a sua volta per ogni  > 0 implica
Qx() = Qx0 +
 Z
0
QAx(t)dt
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Adesso si supponga, per assurdo, che esista un J 2 f1;2;:::;ng e x0 2 R
n
+,
tali che [QAx0]J > 0. PoichØ la mappa QA() e la soluzione x(t) per t  0
sono continue per il sistema (1.7), esiste un  > 0 tale che [QAx(t)]J > 0,
per 0  t  . Questo implica [Qx()]J > [Qx0]J, che Ł un assurdo. Quindi
QAx(t)  0, x0 2 R
n
+.
Lemma 2.1.1. [9] La relazione di comunicazione ! Ł una relazione di
equivalenza.
Dimostrazione. Dimostriamo che la relazione di comunicazione gode delle
propriet￿ ri￿essiva, simmetrica e transitiva.
La propriet￿ ri￿essiva Ł veri￿cata, perchØ ogni stato comunica con se
stesso: i ! i 8i 2 X.
Per dimostrare la propriet￿ simmetrica si suppongano i   j e j   l,
con i; j; l 2 X. Sul digrafo che rappresenta la catena di Markov esiste un
cammino da i a j e uno da j a l. Se si uniscono i due cammini si ottiene un
cammino da i ad l, quindi i   l.
In ultimo dimostriamo la propriet￿ transitiva. Se i   j e j   l, allora
esistono k  0 e h  0 tali che p
(k)
ij  0 e p
(h)
ji  0. Consideriamo l’equazione
di Chapman-Kolmogorov:
pil =
X
s
pispsl
Per le ipotesi fatte si hanno s = j e p
(h)
ij p
(k)
jl  0, quindi p
(h+k)
il > 0 e
i   l.
Teorema 2.2.1. [12] Gli autovalori di una matrice quadrata A giacciono
nell’unione dei cerchi di equazione
j z   aii j
n X
j=1
j aij j; i 6= j
e nell’unione dei cerchi di equazione
j z   ajj j
n X
i=1
j aij j; i 6= j
Dimostrazione. Siano  un autovalore e v l’autovettore corrispondente, allora
Av = v, o, in forma esplicita:
n X
j=1
aijvj = vi
Sottraendo ad entrambi i membri aiivi e dividendo per vi 6= 0 otteniamo:
(   aii) =
n X
j=1
aij
vj
vi
; i 6= j37
Supponendo ora che i sia scelto in modo tale che j vi jj vj j per j = 1;:::;n,
se si prende il modulo dell’equazione precendente si ottiene:
j    aii j=
n X
j=1
j aij jj
vj
vi
j
n X
j=1
j aij j= ri; i 6= j
Dunque ogni autovalore sta in un determinato cerchio di centro aii e raggio
ri, quindi tutti gli autovalori stanno nell’unione di questi cerchi.
La seconda parte del teorema si dimostra in maniera analoga osservando
che A e AT hanno gli stessi autovalori.
Lemma 2.2.1. [4] Si consideri il sistema dinamico lineare positivo
_ x(t) = Kx(t); x(0) = x0; t  0
dove n = 2 e K 2 R22 Ł una matrice compartimentale. Allora sono valide
le proposizioni seguenti.
i) Per ogni x0 2  R2
+ tale che Kx0 Ł non negativo, allora anche _ x(t) =
Kx(t) Ł non negativo per t  0.
ii) Per ogni x0 2  R2
+, uT _ x(t)  0; t  0, con u , [1;1;:::;1]
T vettore
unit￿.
iii) Per i = 1;2 se _ xi (0) < 0, allora _ xi (t)  0; t  0.
Dimostrazione. i) PoichØ K Ł una matrice di Metzler, segue dal lemma 1.4.1
che eKt Ł non negativo per t  0. La tesi Ł dimostrata perchØ
_ x(t) = KeKtx0 = eKtKx0
ii) PoichØ K Ł una matrice di Metzler, segue dal lemma 1.4.1 che x(t) Ł
non negativo per t  0. K Ł anche una matrice compartimentale, quindi Ł
diagonale dominante rispetto alle colonne
uT _ x(t) = uTKx(t) =
2 X
k=1
"
2 X
i=1
kij
#
xk (t)  0; t  0
iii) Si assuma _ x1 (0) < 0. Se _ x2 (0)  0, allora dal punto i) segue che _ x(t)
Ł non positiva per t  0. Se invece _ x2 (0) > 0 si supponga, per assurdo, che
esista un tempo T > 0 tale che _ x1 (T) > 0. Dal momento che _ x(t); t  0 Ł
una funzione continua, esiste un  > 0 tale che _ x1 () = 0. In tal caso, segue
dal punto ii) che
uT _ x() = _ x1 () + _ x2 () = _ x2 ()  0
Quindi segue dal punto i) che _ x(t) Ł non positiva per t  : si Ł giunti ad
una contraddizione e la tesi Ł dimostrata.
La dimostrazione per il caso _ x2 (0) < 0 Ł analoga.38 APPENDICEBibliogra￿a
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