The monochromatic nonparaxial vector fields that achieve a minimum spatial spread for a given directional spread are found. The derivation of these fields is analogous to the one presented in part I of this series for the case of scalar fields. This derivation is based on a variational treatment and multipolar expansion. The resulting lower bounds for the spreads of vector fields turn out to be considerably more restrictive than for scalar fields.
INTRODUCTION
In part I of this series, 1 we searched for the fundamental lower bounds in the spatial and directional spreads of scalar, nonparaxial monochromatic fields in free space. The measures of spread used there are those proposed in an earlier work, 2 which are suitable nonparaxial generalizations of the standard second-moment-based measures used in the paraxial regime. The lower bounds found in Ref. 1 are therefore a generalization of the paraxial lower bound given by the standard uncertainty relation. In that work, we also found the fields that achieve the lower bound for the spreads, i.e., the fields that have minimum spatial spread for a given directional spread. These fields were referred to as minimum uncertainty fields (MUFs) and were shown to reduce in the paraxial limit to Gaussian beams.
In this paper we extend the ideas presented in Ref.
1 to the case of free monochromatic nonparaxial electromagnetic (i.e., vector) wave fields. As in Ref. 1 , the angular spectra of the vector MUFs are found to be solutions of a differential equation that results from variational considerations. However, the condition of transversality of the plane-wave components of the field causes the coupling of the equations for the Cartesian elements of the angular spectrum. The solutions to these equations are found through a decomposition into vector spherical harmonics. These solutions turn out to constitute a continuous transition between dipole-like fields and paraxial Gaussian beams. The spreads of this family of fields give the absolute lower bound for the allowed spreads of all monochromatic vector free fields. This lower bound is found to be more restrictive than both the corresponding bound for scalar fields and the simple algebraic uncertainty relation found through the use of the Cauchy-Schwarz inequality.
PRELIMINARIES
In this section we introduce angular and spatial spread measures for vectorial fields by extending to the electromagnetic case the approach followed in Ref. 1 for scalar fields. In particular, starting from the plane-wave expansion of a three-dimensional electromagnetic field and using an operatorial approach, we define inner products, average values, and their functional derivatives.
where the center dot denotes the usual scalar product between Euclidean vectors. Note, however, that in this definition the electric field seems to play a privileged role with respect to the magnetic field. Although such a role is somewhat justified within an optical context, where the electric field is the observable quantity in most practical detection processes, a more general definition involving also the magnetic field would be preferable. Having in mind the symmetrical roles of the electric and magnetic fields in such quantities as the energy density or the average angular momentum, 4 we define the inner product between two electromagnetic fields as
where the symbol F has been introduced to denote the complete electromagnetic field ͕E , B͖. Of course, if A 1 and A 2 are perpendicular to u, the products in Eqs. (3) and (4) are identical. Nevertheless, in what follows, we will consider average values of operators, based on these products. In this case, it is not immediately clear whether both options lead to the same results. The average value of an operator O for the field F is defined as
where ʈFʈ 2 = ͗F , F͘, and
As mentioned earier, the F-based average value in Eq. (5) is not evidently equal to the simpler E-based average value
with
and ʈEʈ 2 = ͗E , E͘ = ͗F , F͘ = ʈFʈ 2 . To verify whether the two forms of average value are equivalent for specific operators, the second term in the integrand of Eq. (6) can be written in the form
͑9͒
where the square brackets denote the commutator. Equation (6) then becomes
͑10͒
It is straightforward to see that, for operators that commute with u, both average value definitions are equivalent. As we shall see in the following, these two definitions are equivalent even for some operators for which the commutator with u does not vanish.
C. Measure of Angular Spread
The definitions of angular and spatial spread of a free electromagnetic field adopted here are the direct analogs of those used in Refs. 1 and 2 for scalar fields. The measure of angular localization is given by
where ͗u͘ E can be interpreted as the centroid of a unit sphere centered at the origin, whose surface mass density is ͉A͉ 2 . The evaluation of this spread is simplified if one uses a spherical reference frame with the polar axis coincident with the direction of ͗u͘ E , i.e., the beam's mean propagation direction. The expression for this centroid then reduces to
where e z is the unit vector in the direction of the polar axis and is the polar angle. Because u commutes with itself, this definition is clearly independent of which of the two types of average value mentioned earlier is used, i.e.,
D. Measure of Spatial Spread
To define the measure of spatial spread, we must introduce first the angular-momentum operator, which is defined (in the angular spectrum representation) as
where ٌ u is the two-dimensional gradient within the sphere of directions, which corresponds to the angular part of the regular gradient. In polar coordinates, this operator takes the form
where e and e are unit vectors in the and directions, respectively, while u coincides with the unit vector in the radial direction e u . The spatial localization measure used in Refs. 1 and 2 is given by the square root of the average value of the square of the angular-momentum operator:
It is assumed here that the coordinate origin is chosen to coincide with the center of the field, i.e., with the point for which the average value in Eq. (16) is minimal. Because the angular-momentum operator does not commute with u, it is not trivial to see that the measure of spatial spread does not depend on whether the E-based or the F-based average value is used. However, it is shown in Appendix A that, in fact,
Equations (13) and (17) allow us to use the simpler E-based inner product defined in Eq. (3). That is, the results we will obtain are valid also for the symmetrical product given in Eq. (4).
E. Uncertainty Relation
A simple uncertainty relation satisfied by these spreads can be found in exactly the same way as for the scalar case presented in Ref.
1 by just replacing the inner product used there with either of the products defined here. The result is
As in the scalar case, the equality sign in this relation is unattainable except in trivial limits, and the true lower bounds for these spreads must be obtained through a variational approach. The resulting fields that achieve joint minimum spread in space and direction are called MUFs. As in Ref. 1, for graphical purposes it is convenient to express inequality (18) in a slightly different form. In particular, on introducing the quantity ␦ r = arctan ⌬ r , inequality (18) becomes
which means that all fields must have spreads within the upper-right triangular half of the square of size /2 ϫ / 2 in the plane ␦ r versus ⌬ .
F. Functional Derivatives
To derive the vectorial MUFs, the functional derivatives of average values must be defined. Following similar steps as for the scalar case, 1 rather than considering separately variations due to changes in the real and imaginary parts of A, it is more convenient to regard A and A * as independent for the purpose of the variational treatment, and it is sufficient to consider variations, for example, in A * . The functional derivative with respect to the vector A * then provides a new vector, whose jth component is the functional derivative with respect to A j * , i.e.,
͑·͒. ͑20͒
However, one cannot consider independent variations in all three components of A * ͑u͒, since this vector must remain perpendicular to u. Therefore only the transverse part of the functional derivative must be considered, i.e.,
where P u is the projection matrix to the plane perpendicular to u, that is, P u C = C − ͑C · u͒u = u ϫ ͑C ϫ u͒. The variation of the average value of the operator O is then given by
A͑u͒. ͑22͒
MINIMUM-UNCERTAINTY VECTOR FIELDS A. Variational Derivation of the Differential Equation
The differential equation for the angular spectrum of the MUFs can now be derived as a natural extension of the variational approach described in Ref.
1. In particular, on introducing the Lagrange multipliers C 1 , C 2 Ͼ 0, we mini-
which, by using Eqs. (11) and (16), together with Eq. (22), after straightforward algebra leads to
where w and ⌳ have the same definitions as in the scalar case, i.e.,
Notice that, except for the projection matrix P u in front of the second term, Eq. (24) is identical to the corresponding equation for scalar fields given in Ref. 1 . If this projection matrix were not present, Eq. (24) would correspond to three uncoupled identical equations, one for each Cartesian component of A. These components would then have to be equal to the solutions found for the scalar case. However, the inclusion of the projection matrix causes the equations to be coupled and the resulting solution to be transverse.
B. Multipolar Expansion of the Solution
To solve Eq. (24) we expand the angular spectrum A͑u͒ as
where 
where ␦ n,n Ј is Kronecker's delta. Therefore they constitute a complete set to represent arbitrary well-behaved tangential vector fields. 5 Clearly, P u L 2 Y ᐉ,m = ᐉ͑ᐉ +1͒Y ᐉ,m . The action of the squared angular-momentum operator on Z ᐉ,m , however, requires a more careful analysis. In Appendix B, the following relation is derived:
which means that P u L 2 Z ᐉ,m = ᐉ͑ᐉ +1͒Z ᐉ,m , as well. Moreover, in Appendix C the following relations are found: 
where ⌳ = w 2 ⌳ / 2 and ᐉ = ͉m͉ , ͉m͉ +1,͉m͉ + 2 , . . .. Note that, for m = 0, these two systems are uncoupled and identical. 
.
͑36͒
From Eqs. (30)- (32), it is easy to show that these functions satisfy
with , Ј= ±. Also,
The angular spectrum can then be expanded as
where c ᐉ,
It is easy to see that this change of basis uncouples Eqs. (34) and (35): m =0. 1 The reason for this fundamental difference will be apparent later.
C. Minimum-Uncertainty Fields
The angular spectrum pertinent to a vectorial MUF can then be written as
where ␣ and ␤ are arbitrary complex factors and c ᐉ satisfies the same system as c ᐉ,1 + . After some algebra (see Appendix D), this angular spectrum can be written as
where A͑͒ denotes a scalar function whose properties will be discussed later, and ␥ and ␦ are two complex factors, related to ␣ and ␤ by
In the following we shall consider ␥ and ␦ normalized in such a way that ͉␥͉ 2 + ͉␦͉ 2 = 1. The unit vectors e 1,2 are defined by e 1 = cos e − sin e , e 2 = sin e + cos e , ͑44͒
whose flux lines are shown in Fig. 2 as solid and dotted curves, respectively. These lines are circles, corresponding to intersections of the unit sphere with planes that go through the "south pole" ͑ = ͒, under the constraint that the intersections at the south pole are along either the x or the y directions. In other words, the flux lines over the sphere are the inverse stereographic projection (from the south pole) of a planar Cartesian grid. These flux lines were found by Sheppard 6, 7 to correspond to fields generated by superpositions of perpendicular electric and magnetic dipoles. Note that ␥ and ␦ set the local polarization state of A, which turns out to be of north pole) in Fig. 2(b) as solid and dotted curves, respectively. In particular, it is evident that the point = is singular. Therefore the angular spectrum either vanishes or is singular there.
The spectrum amplitude A͑͒ is given by (see Appendix D)
where F ᐉ ͑t͒ is the polynomial function
where the prime denotes the derivative with respect to the argument. Notice that, because of properties of Legendre polynomials, F ᐉ ͑−1͒ = 0 for any ᐉ. Therefore A͑͒ = 0, so the singular behavior of e 1 and e 2 at the south pole does not cause a singular angular spectrum. Figure 3 shows plots of A͑͒ for several values of w. The measures of spread for a vectorial MUF can be written in terms of the coefficients c ᐉ as
with Re͕·͖ being the real part operator. Notice from Eq. have sums that start from ᐉ = 0. A different way to understand this bound is that, unlike for scalar fields, the angular spectrum of a transverse vector field always must vary over the sphere. The fundamental lower bound for the allowed values of the spreads of any field is represented by the curve corresponding to the spreads of the MUFs, given in Eqs. (47) and (48) for all w. This curve is shown in Fig. 4 (thick  solid curve) . Notice, however, that as w → ϱ, this curve approaches its end located at ⌬ = /3, ␦ r = arctan͑ ͱ 2͒. That is, it does not reach the edge of the square. It turns out that the rest of the boundary corresponds to a vertical line segment (shown in Fig. 4 as a thick dashed curve) joining the top end of this curve and the edge of the square. This follows from the fact that the ͑m =1͒ field becomes degenerate with the ͑m =0͒ field in the limit of w → ϱ, as can be seen from Fig. 1 . Therefore, in this limit, any linear combination of these two fields is also a MUF (since the resulting field minimizes ⌬ r for a given ⌬ ). Because both fields have the same spatial spread ͑⌬ r = ͱ 2͒ but different angular spread (⌬ = / 3 for m =1, ⌬ = / 2 for m = 0), the angular spread of the linear combination of these fields depends on their weights, while the spatial spread is fixed. Moreover, we can also see in Fig. 4 that the allowed region for the spreads is far more restrictive than the one predicted by the simple uncertainty relation in inequality (19) (diagonal dotted line).
In Fig. 4 the dashed curve pertinent to the case m =0 is also shown. This case is examined in the following subsection.
D. Fields Independent of the Azimuthal Angle
The reason for the fields composed only of vector spherical harmonics with m = 0 not to be the MUFs is that their an- gular spectrum is rotationally symmetric around the z axis. It is given by the modal expansion
where c ᐉ Ј satisfies the same system as c ᐉ,0 + and
Therefore the angular spectrum can be written as
where
The unit vectors e and e define azimuthal and radial polarizations, respectively. This implies that the angular spectrum must have a null (or a discontinuity) at the main direction of propagation, so that the directional spread cannot be minimal as the fields cannot reduce to Gaussian beams in the paraxial limit (as will be shown in Subsection 3.E). These fields are nevertheless interesting. Vector fields with m = 0 (whether with azimuthal, [9] [10] [11] [12] [13] [14] radial, 10,12-15 spiral, [16] [17] [18] or elliptic polarization) have received considerable attention and have found several applications. [19] [20] [21] The curve formed by the spreads of the fields found here for m = 0, shown in Fig. 4 as a dashed curve, corresponds to the lower bound for the spreads of this type of fields. The resulting allowed region is more restricted than that for a general field.
E. Asymptotic Analysis
We first examine the limit w → ϱ for the MUFs. In this case, from Eqs. (24) and (26) we have
In particular, from Eq. (41), and on taking into account that
± , it is clear that Eq. (53) can be satisfied only on letting in Eq. (41) c ᐉ ϰ ␦ ᐉ,ᐉ Ј , which yields ⌬ r = ͱᐉ Ј͑ᐉЈ+1͒. Accordingly, to have minimum spatial spread, we set ᐉЈ = 1, so that ⌬ r = ͱ 2 and, from Eqs.
(48) and (11), ⌬ = / 3. From Eq. (45), it is seen that A͑͒ consists only of its first contribution F 1 ϰ 1 + cos . Accordingly, the corresponding field can be thought of as the superposition of the fields pertinent to an electric dipole and a magnetic dipole of the same magnitude and phase, which are aligned with perpendicular directions in the x , y plane. Sheppard 6, 7 showed that these combinations of crossed dipoles achieve maximum focal intensity.
In the opposite limit, i.e., for w → 0, the angular spectrum is concentrated around the main direction of propagation. In this limit, Eq. (42) takes the approximate form A͑u͒ Ӎ A͑͒͑␥e x + ␦e y ͒,
͑54͒
and the projection matrix in Eq. (24) can be neglected. The function A͑͒ can be obtained by substituting Eq. (54) into Eq. (24) and on taking into account the approximations 2͑1 − cos ͒Ӎ 2 and sin Ӎ , which lead to
and ⌳ Ӎ 2. From relations (54) and (55) we can see that, in the limit of small w, the vectorial MUFs tend, as was expected, to paraxial Gaussian beams with uniform arbitrary polarization. In particular, in this limit, the following relations hold:
which imply that, as in the scalar case, 1 the curve for the lower bound in the ⌬ versus ␦ r space must have a slope of −1 as can be seen from Fig. 4 . It is worthwhile to perform the same analysis for the m = 0 fields, whose angular spectrum has the form in Eq.
(51). First, the limit w → ϱ leads again to c ᐉ Јϰ␦ ᐉ,1 , which implies that A is just a linear combination of Y 1,0 and Z 1,0 , i.e., the field is a linear combination of electric and magnetic dipoles, both aligned with the z axis. Therefore, from Eq. (52), A͑͒ ϰ sin . For w → 0, on the other hand, by substituting e Ӎ cos e x + sin sin e y and e Ӎ −sin e x + cos e y , valid for small , into Eq. (51) and the result into Eq. (24), we find
͑58͒
and ⌳ Ӎ 4.
STRUCTURE OF THE ELECTROMAGNETIC FIELD
To obtain the expression of the total electromagnetic field pertinent to a MUF, we have to recall the relationship between vectorial spherical harmonics and electromagnetic multipole fields, say N ᐉ,m ͑r͒ and M ᐉ,m ͑r͒, which are defined as
respectively, where ⌸ ᐉ,m ͑r͒ is the homogeneous scalar multipole of order ᐉ and degree m, i.e.,
with j ᐉ ͑·͒ being the ᐉth-order spherical Bessel function of the first kind. In particular, it can be proved (see, e.g., Ref.
5) that the angular spectra of electromagnetic multipoles coincide precisely with the vectorial spherical harmonics, i.e.,
respectively. The explicit expressions for the vector multipoles are (see Appendix E)
Let us consider the electric field distribution associated with vectorial MUFs with ␥ = 1 and ␦ = 0, corresponding to an angular spectrum that is linearly polarized along e 1 . It should be noted that the dual case ␥ = 0 and ␦ = 1 corresponds simply to a rotation of the transverse reference frame x , y around the z axis by / 2. For any values of the pair ͑␥ , ␦͒, the fields are given by the superposition of those with (1,0) and (0,1). First, we study the field across the plane z = 0. In particular, it turns out that the transverse component of the electric field is linearly, but not uniformly, polarized. The longitudinal component, on the other hand, is in quadrature of phase with respect to the transverse one. Figure 5 shows plots of the modulus of the transverse component of the electric field (left column) and its field lines (middle column) produced by vectorial MUFs across the plane z = 0, for w =1/5 (first row), w =1/2 (second row), and w = 10 (third row). The modulus of the corresponding longitudinal electric field is also shown (right column). Note that different scales have been used to visualize the modulus of the field components. In particular, the ratio between the maximum longitudinal field and the maximum transverse field is 0.12 for w =1/5, 0.33 for w =1/2, and 0.68 for w = 10. Clearly, the longitudinal part decreases with w, i.e., on approaching the paraxial limit. Finally, in Fig. 6 we present total intensity maps, evaluated across the x , z plane (left column) and the y , z plane (right column), for the same MUFs as in Fig. 5 .
CONCLUSIONS
The ideas presented in Ref.
1 were extended to the case of vector fields. It was found that the transversality of the plane waves building up the field imposes an absolute lower bound on the spatial localization. Therefore the allowed region for the spreads is significantly more restrictive than that for scalar fields. The fields that achieve maximum joint localization were found by using a variational approach, leading to a partial differential equation that was solved by using a vectorial multipolar expansion technique. In particular, vectorial MUFs are found to be expressible as superpositions of fields whose angular spectrum has linear polarization along lines that are the inverse stereographic projection of a Cartesian grid. In the paraxial limit these fields become uniformly polarized Gaussian beams, while in the opposite limit they tend to electromagnetic dipoles.
APPENDIX A: PROOF OF EQUATION (17)
To evaluate the term u ϫ ͓͑L 2 , u͔ ϫ A͒ in Eq. (10) for O = L 2 , we recall the key commutation relations Fig. 6 . Plots of the total electric intensity across the x , z plane (left column) and the y , z plane (right column) for w =1/2 (first row), w =1/5 (second row), and w = 10 (third row).
where ⑀ ijn is the Levi-Civita tensor, and the convention of implicit sum over repeated indices is used. Equation (A1) can also be written as
The jth component of ͓L 2 , u͔ then gives
where we used the property ⑀ ijn ⑀ inm =−2␦ jm . From Eq. (A5) we can write
͑A6͒
By using the properties of cross products and Eq. (A1), one can show that
where we used the fact that A͑u͒ · u = 0. The substitution of Eq. (A7) into Eq. (A6) gives
In the present appendix we calculate the effect of the operator L 2 on the vector spherical harmonic Z ᐉ,m . Because we will use tensor notation, we suppress here the subscripts ᐉ , m of the spherical harmonics to avoid confusion with the tensor indices. By using Eqs. (A5) and (A2), we find
Special care must be taken when we calculate the second term of this result. For this purpose, we use tensor notation,
where the identity ⑀ imn ⑀ ijk = ␦ mj ␦ nk − ␦ mk ␦ nj was used in the second step, Eq. (A3) was used in the third step, and the fact that u · L vanishes was used in the last step. Finally, the substitution of Eq. (B2) into Eq. (B1) gives
͑B3͒
where we used the fact that L 2 Y = ᐉ͑ᐉ +1͒Y.
APPENDIX C: EVALUATION OF CERTAIN MATRIX ELEMENTS
This appendix is devoted to the evaluation of the following matrix elements:
Because of the definitions of the vector spherical harmonics, it is trivial to see that the first two integrals are equal, so that we shall focus on the first and third ones only. The first integral can be written as
where u z = cos denotes the z component of u. Because of the Hermiticity of L, expression (C2) can be written in the form
Furthermore, by using Eq. (A1), the operator L · u z L is found to be given by
On substituting Eq. (C4) into expression (C3), we get 
͑C8͒
where the substitution t = cos was made and the orthogonality of the functions exp͑im͒ was taken into account. Now, on using ␦ ᐉ Ј ,ᐉ−1 .
͑C12͒
As far as the third integral in expression (C1) is concerned, on proceeding as for the first integral we have where F ᐉ ͑·͒ is defined in Eq. (46).
