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Abstract
Suppose that red and blue points occur as independent Poisson
processes of equal intensity in Rd, and that the red points are matched
to the blue points via straight edges in a translation-invariant way. We
address several closely related properties of such matchings. We prove
that there exist matchings that locally minimize total edge length in
d = 1 and d ≥ 3, but not in the strip R × [0, 1]. We prove that there
exist matchings in which every bounded set intersects only finitely
many edges in d ≥ 2, but not in d = 1 or in the strip. It is unknown
whether there exists a matching with no crossings in d = 2, but we
prove positive answers to various relaxations of this question. Several
open problems are presented.
1 Introduction
LetR and B be simple point processes in Rd. The support of a point process
Π is the random set [Π] := {x : Π({x}) = 1}; the elements of [Π] are calledΠ-
points. We callR-points red points and B-points blue points. A (perfect,
two-color) matching scheme of R and B is a simple point process M in
(Rd)2 such that almost surely (V,E) = ([R]∪ [B], [M]) is a perfect matching
of [R] to [B] (i.e. a bipartite graph with vertex classes [R], [B] and all degrees
1). We callM-points edges. Similarly, we say thatM is a partial matching
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scheme if all degrees are at most 1; andM is a one-color matching scheme
of R if ([R], [M]) is a.s. a simple undirected graph will all degrees 1. A
matching scheme M is translation-invariant if the law of (R,B,M) is
invariant under all translations of Rd. We also consider matchings of point
processes on the strip R× [0, 1), in which case translation-invariance refers
to all translations in the first coordinate direction.
In R2 or the strip, we call a matching schemeM planar if a.s. for any dis-
tinct matched pairs (r, b), (r′, b′) ∈ [M], the two closed line segments joining
r to b and r′ to b′ do not intersect.
We focus on the case where R and B are independent Poisson processes
of equal intensity. It is unknown whether there exists a translation-invariant
planar matching scheme in R2 (see the discussion on open problems below),
but the following natural variations of this question all lead to positive an-
swers.
Theorem 1 (Planarity). Let R and B be independent Poisson processes of
intensity 1 in R2. The following all exist.
(i) A planar matching scheme of R to B that is not translation-invariant.
(ii) A translation-invariant planar one-color matching scheme of R.
(iii) A translation-invariant planar partial matching scheme of R′ to B, in
which every blue point is matched, where R′,B are independent Poisson
processes of intensities λ, 1, for any λ > 1.
(iv) A translation-invariant process consisting of a matching of R to B,
together with a polygonal arc in R2 joining each pair of matched points,
such that the arcs do not intersect.
Furthermore, each of (i)–(iv) exists on the strip.
The following concept has close connections with planarity. We call a
matching scheme M minimal if a.s. every finite set of edges is matched in
a way that minimizes total edge length, i.e. for any {(ri, bi)}i=1,...,n ⊂ [M]
(where ri ∈ [R] and bi ∈ [B] for each i), we have∑
i
|ri − bi| = min
σ
∑
i
|ri − bσ(i)|,
where the minimum is over all permutations σ of 1, . . . , n, and | · | denotes the
Euclidean norm. An elementary argument (see the discussion below) shows
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that any minimal matching scheme in R2 is planar. However, the concept of
minimality is natural in all dimensions, and we have the following surprising
facts.
Theorem 2 (Minimality). Let R and B be independent Poisson processes of
intensity 1.
(i) There exists a translation-invariant minimal matching of R to B in Rd
for d = 1 and all d ≥ 3.
(ii) There does not exist a translation-invariant minimal matching of R to
B in the strip.
The remaining case of R2 is open.
Next, we say that an edge (r, b) ∈ [M] crosses a set S ⊂ Rd if the closed
line segment from r to b intersects S. We call a matching schemeM locally
finite if a.s., every bounded set S ⊂ Rd is crossed by only finitely many
edges.
Theorem 3 (Local finiteness). Let R and B be independent Poisson pro-
cesses of intensity 1.
(i) There does not exist a translation-invariant locally finite matching
scheme in R, nor in the strip.
(ii) There exist translation-invariant locally finite matching schemes in Rd
for all d ≥ 2.
Finally, we establish the following conditional result.
Theorem 4 (Minimal implies locally finite). Let R and B be independent
Poisson processes of intensity 1 in Rd, where d ≥ 2. Any translation-
invariant minimal matching scheme must be locally finite.
Note that Theorems 2(i) and 3(i) show that the assertion of Theorem 4
fails in d = 1.
Motivation and open problems
Invariant Poisson matching schemes, and particularly their quantitative prop-
erties, were studied extensively in [3]. Other related work appears in [1, 4, 6,
8, 9]. The present work is largely motivated by the following question, which
was posed by Yuval Peres in 2002, stated in [3], and remains open.
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Question 1. For R and B independent Poisson processes of intensity 1 in
R
2, does there exist a translation-invariant planar matching scheme?
It is far from clear what answer to guess to the above question, with
several of the results presented here perhaps suggesting opposite answers.
We propose the following natural variants.
Question 2. For R and B independent Poisson processes of intensity 1 in
the strip, does there exist a translation-invariant planar matching scheme?
Question 3. For R and B independent Poisson processes of intensity 1 in
R
2, does there exist a translation-invariant minimal matching scheme?
Note on the other hand that Theorem 2(ii) gives a negative answer to the
analogous question of minimal matchings in the strip. The following simple
consequence of the triangle inequality implies immediately that a minimal
matching in R2 is planar, so a positive answer to Question 3 would imply a
positive answer to Question 1. (A positive answer to Question 2 would also
imply a positive answer to Question 1, by a simple argument – see Section
3). We say that a set of points K ⊂ Rd is parallel-free if there do not exist
x, y, u, v ∈ K and a ∈ R with {x, y} 6= {u, v} and x− y = a(u− v) 6= 0.
Observation 5 (Finite minimum matchings are planar). Let R,B ∈ R2 be
disjoint finite sets of equal cardinality, and suppose R ∪ B is parallel-free.
Then in any perfect matching of R to B that minimizes the total length, the
line segments joining matched pairs do not intersect.
In the light of this observation, the following possible approach to con-
structing a translation-invariant planar matching seems natural. Take n red
and n blue points uniformly at random in a square of area n, randomly trans-
lated so that the origin is uniformly distributed in the square. Consider the
matching of minimum total length, and take suitable a limit in distribution
as n → ∞. For such an approach to be successful, the limit must be a
genuine matching – it is possible that instead the partner of a point goes to
infinity. If it exists, the limiting matching would be minimal. This motivates
Question 3. We will employ a somewhat similar limiting argument in the
proof of Theorem 2(i) in d ≥ 3.
Question 3 remains open if the invariance requirement is dropped.
Question 4. For R and B independent Poisson processes of intensity 1 in
R
2, does there exist a minimal matching scheme?
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The notion of locally finite matching (see Theorem 3) becomes particu-
larly interesting in R2, owing to the following result proved in [3, Proof of
Theorem 2, case d = 2].
Theorem 6 (Infinite mean crossings; [3]). Let R and B be independent Pois-
son processes of intensity 1 in R2. In any translation-invariant matching
scheme, for any fixed bounded set S ⊂ R2, the number of edges that cross S
has infinite expectation.
Notwithstanding Theorem 3(ii), one might speculate that if a minimal
matching scheme exists in R2, the infinite expectation in Proposition 6 should
in some sense be “spread around evenly”, so that the matching is not locally
finite. Combined with Theorem 4, this perhaps suggests a negative answer
to Question 3.
Returning to the issue of planarity, we propose the following question.
Question 5. Do there exist jointly ergodic point processes R and B in
R
2, both of intensity 1, for which there is (provably) no planar translation-
invariant matching scheme?
Finally, note that our definition of a matching scheme requires only that
R,B,M are all defined on some joint probability space, so the matching may
involve additional randomization besides that of the red and blue processes.
If instead M = f(R,B) for some deterministic function f , the matching
scheme is called a factor. See e.g. [3] for more on this distinction. Most
of the matching schemes we construct will not be factors. Another interest-
ing line of enquiry (which we do not pursue here) is to determine whether
there exist factor matching schemes satisfying the various conditions under
consideration.
Some notation
We write L for Lebesgue measure on Rd, and | · | for the Euclidean norm.
The ball is denoted B(r) := {x ∈ Rd : |x| < r}. If M is a matching scheme,
we write M(x) for the partner of a red or blue point x, i.e. the unique
point such that (x,M(x)) ∈ [M]. Similarly in a deterministic matching m
we write m(x) for the partner of x.
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Figure 1: Uncrossing a pair of edges: the triangle inequality gives rb′+ r′b <
rx+ xb′ + r′x+ xb = rb+ r′b′.
2 Finite matchings
In this section we verify some elementary facts.
Proof of Observation 5. Suppose on the contrary that, in some length-
minimizing matching, two edges intersect. By the parallel-free assumption,
they must intersect non-trivially, i.e. in a single point that is not one of their
endpoints. But now an application of the triangle inequality shows that the
other possible matching of these four points has strictly smaller total length;
see Figure 1.
Lemma 7. In a homogeneous Poisson process Π in Rd with d ≥ 2, [Π] is
a.s. parallel-free.
Proof. It is enough to check this for the Poisson process restricted to a ball,
and in this case we may also condition on the number of points in the ball.
So it suffices to check that if x1, . . . , x4 are independent uniform points in
a fixed ball, then a.s. the vectors x1 − x2, x1 − x3 and x3 − x4 are pairwise
non-parallel, which is elementary.
As remarked earlier we can deduce the following.
Corollary 8 (Minimal implies planar). For R and B independent Poisson
processes of intensity 1 in R2, any minimal matching scheme (if such exists)
is planar.
Proof. This is immediate from Observation 5 and Lemma 7; in fact we need
the minimality property only for sets of two edges.
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In order to use Observation 5, we will often wish to consider the perfect
matching of minimum total length between two finite sets of points R,B ⊂
R
d. If d ≥ 2 and the points are any subset of the points of a Poisson process,
one may show that such a minimum matching is a.s. unique. Formally, this
fact is not needed, because we can choose among minimum-length matchings
according to some fixed rule, such as the earliest in lexicographic order with
respect to the coordinates of the points.
3 Matchings in strips and lines
In this section we prove Theorem 1. Each part will be proved in the strip,
and the case of R2 then follows as an easy consequence (see below). We also
prove Theorem 2(i) in the case d = 1.
Proof of Theorem 1, R2 case. Divide R2 into the disjoint strips
R× [i, i+ 1), i ∈ Z.
Within each strip, take an independent copy of the matching scheme (to-
gether with the associated red and blue points) on the strip from the ap-
propriate part (i)–(iv) of the theorem (see the proofs below). This yields a
matching scheme M in R2 which inherits the appropriate properties of the
matching on the strip and is invariant under translations in R× Z (for (ii)–
(iv)). To achieve full translation-invariance in R2 (for (ii)–(iv)), let U be a
uniform random variable in [0, 1), independent of (R,B,M), and translate
the entire process (R,B,M) by the vector (0, U).
Remark. By the above argument, a positive answer to Question 2 would
imply a positive answer to Question 1. ♦
We will make frequent use of the following object. Given R,B in the
strip, define a function F : R→ Z by
F (0) = 0;
F (y)− F (x) = (R− B)((x, y]× [0, 1)), x < y. (1)
Thus F is a right-continuous continuous-time simple symmetric random walk
on the integers, with its up-steps and down-steps corresponding to red and
blue points respectively. See Figure 2.
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Proof of Theorem 1(i), strip case. With F as in (1), define
Z := {z ∈ R : F (z) = 0 and F (z−) 6= 0};
i.e. the set of left endpoints of the intervals where F is zero. Almost surely, Z
is a discrete set, and because F is a recurrent random walk, Z is unbounded
in both the positive and negative directions. If z1 < z2 are two consecutive
elements of Z, then the rectangle (z1, z2]×[0, 1) contains equal numbers of red
and blue points. Therefore, within each such rectangle, take the matching of
minimum total edge length, and appeal to Observation 5 and Lemma 7.
Remark. The above construction cannot be adapted to give a translation-
invariant matching on the strip, because the random walk F is null-recurrent,
therefore Z has zero density. ♦
Proof of Theorem 1(ii), strip case. Let (ri)i∈Z = ((xi, yi))i∈Z be the points
of [R], ordered so that their first coordinates are in increasing order (i.e.
xi < xi+1 ∀i), and so that r0 is the first point to the right of the origin (so
x−1 < 0 < x0). Conditional on R, choose one of the two matchings
{. . . , (r−2, r−1), (r0, r1), (r2, r3), . . .}; {. . . , (r−1, r0), (r1, r2), (r3, r4), . . .};
each with probability 1/2.
Proof of Theorem 1(iii), strip case. Let F be as in (1), but with R′ in place
of R. Now F is a biased random walk with positive drift. Hence the set of
cut-times given by
C :=
{
x ∈ R : sup
t<x
F (t) = F (x−) < F (x) = inf
t≥x
F (t)
}
forms a translation-invariant ergodic point process of positive intensity in R.
If c1 < c2 are two consecutive cut-times, then the rectangle (c1, c2] × [0, 1)
contains strictly more red than blue points. Therefore, within each such
rectangle, take the matching which minimizes the total edge length from
among all possible partial red-blue matchings of maximum cardinality (i.e.
those in which all blue points are matched). By Observation 5 and Lemma
7, the resulting matching scheme has the required properties.
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Figure 2: The random walk F associated with red and blue points in the
strip, and the matching with disjoint arcs from the proof of Theorem 1(iv).
Proof of Theorem 1(iv), strip case. We first construct the matching scheme
M. Given R,B on the strip, let F be as in (1). Suppose r = (r1, r2) ∈ [R]
is a red point, so that F (r1) = F (r1−) + 1. We match r to the blue point
b = (b1, b2), where
b1 := inf{t > r1 : F (t) = F (r1−)}.
Thus, b marks the end of F ’s upward excursion starting at r, or equivalently
b is the first point to the right of r such that the red and blue points in
the intervening rectangle equalize. It is easy to check that M is indeed a
translation-invariant matching scheme. Furthermore, if (r, b), (r′, b′) are two
distinct edges of the matching then the intervals [r1, b1] and [r
′
1, b
′
1] are either
disjoint or nested one inside the other.
Now we construct the polygonal arcs. If r and b are two matched points,
we will join them by a polygonal arc with vertices
r = (r1, r2), (r1, H), (b1, H), (b1, b2) = b;
we need only choose H smaller (say) than the heights of all the intervening
arcs. This is achieved by taking for example H := L/D, where
L = min
{
y : (x, y) ∈ ([R] ∪ [B]) ∩ ([r1, b1]× [0, 1))
}
is the height of the lowest point between r and b (including r and b), and
D = max
t∈[r1,b1]
F (t)− F (r1−)
is the maximum nesting depth between r and b.
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Remark. The matchingM constructed in the above proof has an interpre-
tation as the unique Gale-Shapley stable matching with preferences based on
one-sided horizonal distance, and also as a version of a matching introduced
by Meshalkin in the construction of finitary isomorphisms. See [2, 4, 7] for
details. The same matching is used our next proof. ♦
Proof of Theorem 2(i), case d = 1. Given R and B Possion processes on R,
define F as in (1) except replacing the rectangle (x, y]×[0, 1) with the interval
(x, y], so F is again a simple symmetric random walk. Construct a matching
scheme exactly as in the proof of Theorem 1(iv) by matching the red point
r to the blue point
b := inf{t > r : F (t) = F (r−)}.
We claim that this matching scheme M is minimal. To prove this, let
(r1, b1), . . . , (rn, bn) ∈ [M] be any finite set of edges of the matching – we
must prove that no other matching of these red and blue points has smaller
total length. Since any two edges of M span disjoint or nested intervals,
there exists a bounded interval (u, v) ⊂ Rd containing {ri, bi}i=1,...,n, and
such that every point in (u, v) has its partner in (u, v). (To prove this, let I
be the smallest interval containing the original points, then let (u, v) be the
smallest interval containing all the points in I and their partners). Therefore,
it suffices to prove the above minimality statement under the assumption that
{ri, bi}i=1,...,n are the only red and blue points in (u, v).
For any perfect matchingm of {ri}i=1,...,n to {bi}i=1,...,n, and any t ∈ (u, v),
define
hm(t) := #
{
i : ri ≤ t ≤ m(ri) or m(ri) ≤ t ≤ ri
}
;
(i.e. the number of edges that cross t). Note that the total edge-length of the
matching m may be expressed thus:
∑
i
|ri −m(ri)| =
∫ v
u
hm(t) dt. (2)
We claim that, writing M = {(ri, bi)}i=1,...,n for the restriction of M
to these points, we have hM(t) ≤ hm(t) for all t ∈ (u, v) \ {ri, bi}i=1,...,n.
Once this is proved, the required minimality follows from (2). To prove this
inequality, first note that for all such t,
hM(t) = F (t)− F (u).
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Indeed, this holds for any matching in which every edge has the red point
to the left of the blue point: as t increases from u to v, the quantity hM (t)
increases by 1 at each red point, and decreases by 1 at each blue point, so it
equals the right side. On the other hand, for any m and all such t,
hm(t) ≥ F (t)− F (u),
because the right side equals the excess of red points minus blue points in
(u, t], so at least this many edges must cross t.
4 Impossibility results
In this section we prove Theorem 3(i), Theorem 2(ii), and Theorem 4.
Proof of Theorem 3(i). The proofs for the strip and the line are nearly iden-
tical. We first consider the strip.
Let M be a translation-invariant matching scheme on the strip. Assume
without loss of generality that the matching is ergodic under the group of
translations of R (otherwise consider its ergodic components). We will prove
that a.s. infinitely many edges cross the line segment {0} × [0, 1). Suppose
on the contrary that for some k <∞, exactly k edges cross {0}× [0, 1) with
positive probability. Define the random set
S :=
{
x ∈ R : {x} × [0, 1) does not intersect [R] ∪ [B],
and is crossed by exactly k edges
}
.
Then the above assumptions imply that S is a translation-invariant ergodic
random set of positive intensity, say λ, and thus
lim
n→∞
L(S ∩ [0, n))
n
= λ a.s. (3)
If s < t are any two elements of S, then there are at most 2k edges from
the rectangle [s, t)× [0, 1) to its complement, therefore the difference between
the numbers of red and blue points in this rectangle is at most 2k. Hence,
with F defined as in (1), |F (s)− F (t)| ≤ 2k. This implies that there exists
some random integer H such that a.s.,
F (s) ∈ [H,H + 2k] for all s ∈ S.
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However, since F is a null-recurrent random walk, we have for every integer
h,
lim
n→∞
L{s ∈ R : F (s) ∈ [h, h+ 2k]}
n
= 0 a.s.,
giving a contradiction to (3), and completing the proof.
The proof in the case of R is identical except that we consider edges
crossing the site x rather than the line segment {x} × [0, 1).
Proof of Theorem 4. Let d ≥ 2 and let M be a matching in Rd that is not
locally finite. On the event that some bounded set is crossed by infinitely
many edges, we will derive a contradiction to minimality. Suppose that
S ⊂ Rd is a bounded set that is crossed by infinitely many edges. Suppose
also that [R]∪[B] is parallel-free, and locally finite as a subset of Rd – both of
these properties hold a.s. for a Poisson process (Lemma 7). The remainder of
the proof will be a deterministic geometric argument given these assumptions.
Let L := {{au : a ∈ R} : u ∈ Rd \ {0}} be the projective space of all
lines passing through the origin; L is a compact metric space under the angle
metric. The direction of an edge (r, b) is the line {a(r − b) : a ∈ R} ∈ L.
Since L is compact, the set of directions of all edges that cross S has an
accumulation point; fix ℓ ∈ L to be one such. By the local finiteness of
[R] ∪ [B], the set of edges that intersect S and have both endpoints outside
any given bounded set contains a sequence whose directions converge to ℓ.
Now fix some edge (r, b) ∈ [M] whose direction is not equal to ℓ (this is
possible, otherwise all edges would be parallel), and let θ be the acute angle
between (r, b) and ℓ. By the above observations, for any t > 0 there exists
an edge (r′, b′) ∈ [M] that crosses S, makes angle less than θ/2 with ℓ, and
has both endpoints r′, b′ outside B(t). We claim that if t is sufficiently large,
any such edge satisfies
|r − b′|+ |r′ − b| < |r − b|+ |r′ − b′|,
contradicting minimality.
Figure 3 illustrates the proof of this claim: take any (doubly infinite) line
Λ intersecting S and making angle less than θ/2 with ℓ. If r′ and b′ are points
on Λ going to infinity in opposite directions, such that both are at distance t
from O, where t→∞, then the difference |r−b′|+|r′−b|−|r′−b′| converges to
the orthogonal projection of (r, b) onto (r′, b′). The latter equals ±|r−b| cosα,
where α is the angle between (r, b) and Λ (and the sign depends on the order
of r′ and b′). Furthermore, this convergence is uniform in the choice of the
12
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Figure 3: Contradicting minimality: as r′ and b′ go to infinity along a fixed
line, the difference between the total dashed length and |r′− b′| converges to
the projection of (r, b) on (r′, b′).
line Λ, because the distance between Λ and (r, b) is bounded for lines that
intersect S. Since α > θ/2 we have ±|r− b| cosα ≤ |r− b| cos(θ/2) < |r− b|,
and the above claim follows.
Proof of Theorem 2(ii). The proof of Theorem 4 above applies unchanged on
the strip (the direction ℓ must of course be horizonal), and shows that any
minimal matching scheme must be locally finite. On the other hand, Theorem
3(i) states that a locally finite translation-invariant matching scheme cannot
exist on the strip.
5 Locally finite matching
In this section we prove Theorem 3(ii).
Lemma 9. Let X,X ′, Y be independent Poisson random variables with re-
spective means λ, λ, µ, where µ ≤ λ. Then
P
(
X −X ′ ≥ Y ) ≤ exp−µ2
6λ
.
Proof. Write Z := Y +X ′ and ν := λ + µ, so that Z is Poisson with mean
ν and independent of X , and X −X ′ ≥ Y is equivalent to X ≥ Z. Now we
apply a Chernoff bound: taking s =
√
ν/λ we have
P(X ≥ Z) = P(sX−Z ≥ 1) ≤ EsX−Z
= exp
[
λ(s− 1) + ν(s−1 − 1)] = exp [2√λν − λ− ν].
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Writing δ = µ/λ, the last expression equals
exp 2λ
[√
1 + δ − 1− δ/2]
≤ exp 2λ
[
− δ
2
12
]
= exp−µ
2
6λ
,
(where we used the fact that
√
1 + δ ≤ 1 + δ/2− δ2/12 for δ ∈ [0, 1]).
Proof of Theorem 3(ii). We first argue that it is suffices to construct a locally
finite matching scheme in the case d = 2. Starting from such a scheme, we
may obtain a matching scheme in the slab R2 × [0, 1)d−2 (where d ≥ 3) by
assigning each red or blue point x ∈ R2 a location (x, U), where the U are
independent and uniformly random in [0, 1)d−2. Now take independent copies
of this matching in each of the slabs R2 × (z + [0, 1)d−2), for z ∈ Zd−2; the
resulting matching in Rd clearly inherits the locally finite property, and is
invariant under all translations in R2 × Zd−2. To obtain a fully translation-
invariant version, translate by a uniformly random element of {0}2×[0, 1)d−2.
Similarly, it now suffices to find a matching scheme in R2 that is invariant
under translations of Z2; then we obtain a fully translation-invariant version
by applying a translation by a uniformly random element of [0, 1)2.
We start by defining a random sequence of successively coarser partitions
of R2 into rectangles. Let an = n!. For each n = 1, 2 . . ., an n-block will be
an an-by-an−1 (respectively an−1-by-an) rectangle if n is even (respectively
odd). Each n-block A will be a disjoint union of an/an−2 (n − 1)-blocks,
called the children of A. The left-most (respectively bottom-most) child is
called the heir of A. See Figure 4. We choose the blocks in a Z2-invariant
way as follows. The 1-blocks are all the squares z+ [0, 1)2 for z ∈ Z2. Let rn
be a uniformly random integer in [0, an/an−2), where the rn are independent
of each other and of R,B. Let tn = rnan−2 + rn−2an−4 + . . ., where the last
term in this sum is r2a0 (respectively r3a1), and define an n-block to be any
rectangle of the form [xan+tn, (x+1)an+tn)×[yan−1+tn−1, (y+1)an−1+tn−1)
where (x, y) ∈ Z2 if n is even (respectively, the same with the coordinates
reversed if n is odd).
We now construct a matching via a sequence of stages n = 1, 2, . . .. At
the end of stage n we will have a partial matching with each of its edges
confined within some n-block.
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CB
an−2
an−3
an
an−1
Figure 4: An n-block A, its children including its heir B, and their heirs in-
cluding B’s heir C. Also shown are the new edges added in stage n assuming
A is neither bad nor dodgy.
Stage 1. Within each 1-block, match as many red-blue pairs as possible (for
definiteness, choose from among the partial matchings of maximal cardinality
of the points in the block the one with minimum total length).
Stage n (n ≥ 2). For each n-block A, let B be the heir of A, and let C be
the heir of B (or let C = B if n = 2). Now:
(i) unmatch all points in B;
(ii) if possible, match all currently non-matched points in A \ B to non-
matched points in (A \B) ∪ C;
(iii) match as many of the remaining non-matched points in A as possible.
(In (ii) and (iii), for definiteness take the matching of minimum length among
those with the required property. The unmatching step (i) is a matter of
convenience only - an alternative would be to match only in blocks that lie
in no higher-order heir; see the finiteness claims below.) We call the block A
bad if step (ii) does not succeed. We call a block dodgy if at least one of
its children is bad. ♦
Note that at the end of stage n, in any n-block A, the number of non-
matched points equals the excess |R(A)− B(A)|. Moreover, if n ≥ 2 and A
is not bad, then all the non-matched points lie in the heir of A. Furthermore
(and this is the key observation), if n ≥ 3 and A is neither bad nor dodgy
then all the new edges added at stage n are confined to heirs (the heir B of
A and the heirs of the children of A). See Figure 4.
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Let Q := [0, 1)2 be the unit square; Q is contained in exactly one n-block
for each n. We will prove below that a.s. Q lies in only finitely many heirs,
bad blocks and dodgy blocks. Once this is proved, the same also holds for
every integer unit square, and we deduce the following. Each point becomes
unmatched (in step (i)) only finitely many times, so we can define a limiting
partial matching M. This is in fact a perfect matching, since the only non-
matched points in a non-bad block lie in its heir. Furthermore, from the key
observation above we deduce that Q intersects only finitely many edges a.s.,
so the same holds for any bounded set as required.
Finally we turn to the proofs of the finiteness claims above. Since the
partitions into blocks are independent of R,B we have
P(the n-block containing Q is an heir) =
anan−1
an+1an
=
1
n(n+ 1)
.
Since
∑
n
1
n(n+1)
< ∞, the Borel-Cantelli lemma implies that Q lies in only
finitely many heirs a.s.
Also, the block A is bad only if the net excess of one color of points over
the other in A \B cannot be accommodated in C. Thus, using Lemma 9,
P(Q lies in a bad n-block)
≤ P[(R−B)(A \B) > B(C)]+ P[(B −R)(A \B) > R(C)]
≤ 2 exp− (an−2an−3)
2
6(anan−1 − an−1an−2) ≤ 2 exp−
n!2
6n9
≤ c1e−c2n,
for some constants ci ∈ (0,∞). Therefore
P(Q lies in a dodgy n-block) ≤ an
an−2
c1e
−c2(n−1) ≤ c3e−c4n.
Hence by the Borel-Cantelli lemma again, a.s. Q lies in only finitely many
bad blocks and dodgy blocks.
6 The minimum matching
In this section we prove Theorem 2(i) in the case d ≥ 3. The approach was
suggested by Yuval Peres.
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For a translation-invariant matching scheme M of processes R and B
both of intensity 1, define the average edge length
η(M) := 1LS E
∫
S
|x−M(x)| dR(x),
where S ⊂ Rd is any set with LS ∈ (0,∞). The translation-invariance
implies that η(M) is independent of the choice of S. (The quantity η(M)
also equals E|M∗(0)|, whereM∗ is the Palm process obtained by conditioning
on the presence of a red point at the origin – see e.g. [3] or [5, Ch. 11]).
The key ingredient is the following fact, proved in [3, Theorem 1].
Theorem 10 (Mean edge length; [3]). Let R and B be independent Poisson
processes of intensity 1 in Rd. There exists a translation-invariant matching
scheme M satisfying η(M) <∞ if and only if d ≥ 3.
Corollary 11 (Minimum matching). Let d ≥ 3 and let R and B be inde-
pendent Poisson processes of intensity 1 in Rd. There exists a translation-
invariant matching scheme M̂ such that
η(M̂) = min
M
η(M),
where the minimum is over all possible translation-invariant matching
schemes of R to B (on arbitrary probability spaces).
Corollary 11 follows from Theorem 10 by an abstract argument, which
we postpone to the end of the section.
Proof of Theorem 2(i), case d ≥ 3. We claim that the matching scheme M̂
from Corollary 11 is minimal. Suppose it is not. Call a finite set of edges
reducible if the incident red and blue points can be rematched to give a
strictly lower total length; so with positive probability there exists a reducible
set of edges. Therefore for some fixed t, with positive probability there is
some reducible set lying entirely in the cube [−t/2, t/2)d.
Construct a modified matching scheme M′ from M̂ as follows. Within
each of the disjoint cubes ([0, t)d + tz)z∈Zd , unmatch all the edges that lie
entirely within the cube, and replace them with the matching of minimum
length for this finite set of red and blue points. The resulting matching
scheme satisfies the strict inequality
1
td
E
∫
[0,t)d
|x−M′(x)| dR(x) < η(M̂) (4)
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(since the edges between the cube and its complement are unaffected by the
modification, while the total length of those within it is never increased and
sometimes decreased). This matching schemeM′ is not translation-invariant,
but we obtain a translation-invariant version M′′ by translating it by an
independent uniform element of [0, t)d. The left side of (4) is unchanged
if we replace M′ with M′′, so we obtain η(M′′) < η(M̂), contradicting
Corollary 11.
Remarks. The same argument may be applied for instance to prove the
existence of a minimal one-color matching scheme for a Poisson process (using
[3, Theorem 4]). Of course, the approach cannot work for two-color matching
in R2, since there is no matching scheme with η(M) <∞ (Theorem 10). ♦
Proof of Corollary 11. Recall that a matching scheme is a simple point pro-
cess M in (Rd)2, where the presence of an ordered pair (r, b) ∈ [M] signifies
matched points r ∈ [R] and b ∈ [B]. Note that we can recover the red and
blue processes from M as RM(·) = R(·) := M(· × Rd), and similarly for
BM = B. In particular η(M) is a function only of the law of M.
Let I := infM η(M), where the infimum is over all translation-invariant
matching schemes of two independent Poisson processes of intensity 1, and
let M1,M2, . . . be a sequence of such schemes such that
η(Mn)ց I as n→∞.
We claim that the sequence (Mn) is relatively compact in distribution with
respect to the vague topology on simple point measures in (Rd)2. This follows
from [5, Lemma 16.15], since any bounded set A ⊂ (Rd)2 is a subset of some
S × Rd, where S is Borel and bounded, and Mn(S × Rd) d= Poi(LS) for
each n, thus (Mn(S × Rd)) is a tight sequence. Therefore, by passing to a
subsequence, we may assume that for some simple point process M̂ on (Rd)2,
Mn d→ M̂ as n→∞
in the aforementioned topology. Since I <∞, we may also assume that
η(Mn) ≤ C for all n (5)
for some C < ∞. Clearly M̂ is a matching scheme between the point pro-
cesses R = RcM and B = BcM. We will prove that it has all the required
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properties. The details will be largely routine, with the crucial step being
the use of the uniform bound (5) to preclude points being ‘matched to infin-
ity’ in the limit.
The above convergence implies that for any continuous, compactly sup-
ported f : (Rd)2 → [0,∞) we have ∫ fdMn d→ ∫ fdM̂ [5, Lemma 16.16(i)].
We first check that M̂ inherits the translation-invariance ofMn – this holds
because for any such f and its image f ′ under the diagonal action of some
translation of Rd we have
∫
fdM̂ = ∫ f ′dM̂. Next note that if D ⊂ Rd is
any closed, bounded, L-null set then M̂(D × Rd) = 0 a.s., because we may
choose 1D×Rd ≤ f ≤ 1S×Rd with LS arbitrarily small, thus M̂(D × Rd) is
stochastically dominated by a Poi(LS) random variable. Therefore by [5,
Lemma 16.16(iii)] we have Mn(S1 × S2) d→ M̂(S1 × S2) for any bounded
Borel S1, S2 ⊂ Rd with L-null boundaries.
Next we show that R = RcM is a Poisson process of intensity 1. It is
enough to show that M̂(S × Rd) d= Poi(LS) for any bounded Borel S with
null boundary, but the problem is that S × Rd is not bounded. Suppose
S ⊂ B(t) and take T > t. We will approximate using S × B(T ). We have
for any T ,
Mn(S ×B(T )) d→ M̂(S ×B(T )) as n→∞,
and also
M̂(S × B(T )) a.s.→ M̂(S × Rd) as T →∞.
We bound the approximation errors using Markov’s inequality and (5):
P
[
Mn(S × B(T )) 6=Mn(S × Rd)
]
= P
[
Mn(S × B(T )c) > 0
]
≤ P
[ ∫
S
|x−Mn(x)| dRMn(x) ≥ T − t
]
≤ η(Mn)LS
T − t ≤
C LS
T − t ,
so this probability converges to 0 as T →∞, uniformly in n. (This uniformity
is the key point of the proof). By [5, Theorem 4.28] it follows that Mn(S ×
R
d)
d→ M̂(S × Rd), so the latter has distribution Poi(LS) as required.
The same argument shows also that B = BcM is a Poisson process of in-
tensity 1 (here we use the fact that η(Mn) is equal to the analogous quantity
with the roles of red and blue reversed – see e.g. [3, Proposition 7]). We can
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prove that R and B are independent by applying similar reasoning to the
joint law of R(S1) and B(S2) for bounded S1, S2.
We have established that M̂ is a translation-invariant matching scheme of
two independent intensity-1 Poisson processes, and it follows that η(M̂) ≥ I.
On the other hand for any M we have η(M) = supk→∞ ηk(M), where
ηk(M) := E
∫
[0,1)d
k ∧ |x−M(x)| dRM(x),
and also ηk(Mn) → ηk(M̂) for each k, so η(M̂) ≤ I. Thus η(M̂) = I as
required.
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