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A tarefa principal de um anestesiologista é providenciar as 
condições necessarias para facilitar os procedimentos cirúrgicos aos quais o 
paciente será submetido. Para isto, o especialista deve ranalisar uma grande 
quantidade de informações em um curto periodo de tempo. Com isso, deve 
definir quais serão as drogas e técnicas necessárias para a realização do ato 
cirúrgico, na forma mais segura possível. Todo essa etapa de geração e 
avaliação do procedimento anestésico, que forma parte do processo de decisão, 
é um dominio de interesse para aplicações de técnicas de inteligência 
artificial, na forma de um sistema especialista, tanto no apoio à proposta 
como na avaliação dos procedimentos anestésicos. Como toda especialidade 
médica, a especialidade de anestesiologia possui várias formas de 
conhecimentos dentro do seu domínio. Esses conhecimentos devem ser 
representados na melhor forma possível, para obter uma base de conhecimentos 
consistente no contexto. Propõe-se uma estrutura de sistema especialista 
integrado, onde cada conhecimento é representado pela técnica que melhor se 
adapte as caracteristicas do domínio de aplicação. Essa estrutura integrada, 
com processamento semântico-numérico, reune redes neurais, regras de 
produção, modelos clínicos e bases de dados, atuando sinergisticamente para 
dar apoio ã decisão médica na proposta e na avaliação, de procedimentos 
anestésicos. Este sistema é especialmente orientado para residentes do 
primeiro ano da especialidade de anestesiologia e como complemento de 
informação para médicos anestesiologistas. Ele possibilita ao usuário 
apresentar os dados indispensáveis á formulação do procedimento anestésico e 
receber em troca uma sugestão para o manuseio do caso apresentado ou ainda 
para o usuário constatar se o procedimento anestésico por ele previamente 
formulado coincide com a sugestão que lhe são oferecidas pelo programa.
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ABSTRACT 
The main task of the anesthesiologist is to provide relief from 
pain for patients during an operation and optimal operative conditions for 
surgeons, both in the safest possible way. Anesthetists must combine a 
knowledge of the patient's disease, the drugs he has been taking, the demands 
of the operation, and the condition of the patient in order to arrive at a 
proper choice of agents and techniques. The structure of the systems that 
integrates the various forms of knowledge representation is a trend toward a 
support for medical decision making that uses artificial intelligence 
techniques. This structure, besides the traditional heuristics rules, 
integrates models and other 'structures allowing a better knowledge 
representation of the application domain. An application with the above 
characteristics, specifically applied to anesthesiology, is presented. This 
integrated system has the goal of supporting of the decision making process, 
so as to obtain the proposal or evaluation of anesthetic plan. The production 
rules module is linked to data base modules and to partial inference modules 
that have neural networks. In the neural networks, the perceptron multi layer 
structure with Supervision learning algorithm is used. The data bases allow 
the reduction of the knowledge base and they are linked to the inference and 
manager module. Data bases as the conditions of the patient, syndromes and 
their anesthetic implications, drug interactions related to pharmacologic 
antagonism or synergism in the' plan of the anesthesiologist, are 
utilized.This information is used both for inference and explanation process. 
The paradigm of production rules is used for the management of input data, 




1.1.- INTRODUÇÃO _ 
Os sistemas de apoio à decisão médica são representados 
computacionalmente por vários paradigmas, sendo os mais utilizados : 
- Algoritmos clínicos; 
- Base de dados clínicos com funções analíticas; 
- Modelos matemáticos de processos fisicos; 
- Reconhecimento de padrões; 
- Estatística Bayesiana; 
- Análise de decisões ; 
- Raciocínio simbólico; 
- Sistemas conexionistas. 
O incremento da utilização de métodos computacionais no apoio aos 
procedimentos de decisão médica é principalmente devido ao crescimento 
acelerado do conhecimento da área. Esse conhecimento tende a abranger várias 
especialidades ficando assim na dependência de vários profissionais 
especialistas para resolverem as tarefas complexas. Essa maior utilização de 
meios computacionais na medicina, está também associada à diminuição dos 
custos e à compactação e simplificação da utilização dos sistemas 
computacionais. 
Nesses procedimentos deve ser processada grande quantidade de 
informação. Essas informações devem ser representadas na melhor forma
2 
computacional possivel, a fim de obter um sistema funcional eficiente. Cada 
paradigma de representação de conhecimentos na área de inteligência 
artificial é mais apropriado para representar determinadas informações. 
Grande parte desse conhecimento deve ser adaptado para se ajustar ao modelo 
correspondente, e assim permitir estruturar uma base de conhecimentos para um 
sistema especialista. Isso limita logicamente a eficiência do sistema às 
caracteristicas do modelo de representação do conhecimento. 
A forma mais utilizada contínua sendo a representação 
semântico-simbólica onde o conhecimento é estruturado utilizando técnicas do 
tipo de regras de produção, "frames", ou outro tipo de representação 
relacional. Isso faz com que grande parte do conhecimento tenha de se adaptar 
à técnica, obtendo-se assim sistemas pouco flexíveis. Analisando-se a função 
cerebral humana associada com a inteligência ou processos inteligentes que 
tenham relação com os procedimentos de decisão de características lógicas, 
pode-se concluir que uma representação de tipo simbólica perde grande parte 
da propriedade de generalização. Mediante essa propriedade, pode-se então 
reconhecer um objeto pelas caracteristicas principais as quais podem ser 
difusas ou nebulosas. De outro lado os paradigmas conexionistas ainda que 
facilitem o processo de representação de tarefas mais intuitivas, perdem no 
entanto o sentido de análise do processo. 
Propõe-se usar uma alternativa de estrutura integrada de 
representação, desenvolvendo um sistema especialista que permita a utilização 
modular de vários paradigmas de representação. Com isso tenta-se facilitar o 
processo de aquisição-escolha (" eIic1'tat1'on" ), e representação do 
conhecimento médico, utilizando para isto as vantagens de cada paradigma. 
Assim, paradigmas como algoritmos clínicos podem ser utilizados
3 
para inferir informações sobre fatores de risco (por exemplo cardíaco) e as 
bases de dados que podem ser utilizadas para armazenamento de informações 
gerais (como interação de drogas, contraindicacões médicas, condições prévias 
do-paciente, etc). Os sistemas semântico-simbólicos que apresentam grandes 
vantagens para gerir o processo de inferência e realizar a interface com o 
usuário, podem ser utilizados para gerenciar todo o processo de decisão. 
Paradigmas conexionistas, através das redes neurais, são de grande potencial 
em processos de reconhecimento de padrões ou na classificação de condições 
fisiopatológicas em diagnósticos ou terapias. A explanação desse sistema 
ainda que limitada, está associada a uma estrutura que mais se adapta as 
necessidades da especialidade. Este tipo de explanação não é muito específica 
porém, apresenta informações didáticas cuja estrutura facilita a utilização 
do sistema por residentes da especialidade de anestesiologia. Ainda que 
existam tendências na melhoria da explanação nos sistemas conexionistas 
[GALLANT88], os métodos gerais são mais aceitos pelos usuários da 
especialidade de anestesiologia, permitindo um melhor controle na quantidade 
de informação da explanação. 
Analogamente com o cérebro humano, pode-se associar determinadas 
tarefas do processo de decisão mais analíticas e lógicas com o uso e 
controle do hemisfério esquerdo (para pessoas destras) como mais adaptáveis 
ao paradigma simbólico. Processos mais intuitivos e mais característicos do 
paradigma conexionista podem ser associados ao hemisfério direito. Paradigmas 
como base de dados podem ser associadas, por exemplo, com a memória pela sua 
possibilidade de armazenar grande quantidade de informações. Integrando todos 
esses paradigmas com modelos matemáticos atuando em conjunto, pode-se obter 
um sistema funcional para determinados processos de decisão, que gere um 
sinergismo estrutural para a configuração de um sistema especialista de apoio 
á decisão médica com representação profunda do domínio. Essa estrutura é 
utilizada para criar um sistema especialista para a especialidade de
4 
anestesiologia que permita a proposta e/ou avaliação de procedimentos 
anestésicos. Este sistema é especialmente orientado para residentes do 
primeiro ano da especialidade de anestesiologia e como complemento de 
informação para médicos da especialidade de anestesiologia. É organizado para 
oferecer a possibilidade de apresentar os dados indispensáveis à formulação 
do procedimento anestésico e receber uma sugestão adequada para o manuseio do 
caso apresentado ou ainda para possibilitar ao usuario constatar se o 
procedimento anestésico por ele previamente formulado coincide com a sugestão 
que lhe são oferecidas pelo programa. 
Para satisfazer esse objetivo o sistema utiliza uma estrutura de 
sistema especialista híbrida que permite a proposta e/ou avaliação de 
procedimentos anestésicos para cirurgias abdominais e cirurgias de 
membros. O sistema apresenta também uma alternativa de consulta de 
referências bibliográficas a partir do menu principal. Essa alternativa 
resume os principais aspectos fisiopatológicos das entidades mórbidas que 
condicionaram as cirurgias abdominais e de membros, os problemas 
peculiares aos vários tipos dessas ~ cirurgias e os fundamentos de 
farmacologia clínica que justificaram a escolha de técnicas e drogas, 
informação também utilizada pelo módulo de explanação do sistema. 
O sistema foi concebido basicamente para consulta de médicos 
residentes na especialidade de anestesiologia, o que não exclui a sua 
utilização por especialistas em anestesiologia que desejem aprofundar as 
suas reflexões clínicas, tomando como ponto de partida uma das condutas 
sugeridas pelo programa. 
O autor, o orientador e os consultores não tem a pretensão que este 
sistema se constitua no único caminho aceitavel. Pretendem apenas apontar um
v
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dos caminhos entre outros que também podem ser corretos. Pelo exposto o autor 
não assume a responsabilidade por erros que venham a ser cometidos em 
conseqüência da utilização inadequada deste sistema. Deve ser ressaltado que 
o médico é a única pessoa legalmente responsavel pelas decisões que toma, 
mesmo que esta decisão esteja baseada na informação contida neste sistema.
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1.2.- JUSTIFICATIVAS 
A implementação de um sistema computacional inteligente ou 
sistema especialista na àrea de anestesiologia, visa apoiar a decisão médica 
definindo os procedimentos anestésicos. Este sistema apresenta 
alternativamente um módulo de avaliação que permite uma análise preliminar 
dos procedimentos anestésicos propostos. 
O especialista em anestesiologia deve, antes de cada cirurgia e 
considerando os dados do paciente, definir os melhores procedimentos 
anestésicos com a finalidade de obter a anestesia mais apropriada e de menor 
risco. Estes dados do paciente são : “ 
- condicões fisiopatológicas; 
- exame clinico e exames de laboratório; 
- medicação administrada ao paciente; 
- tipo de cirurgia, etc. 
Uma grande quantidade de informações deve ser processada para 
efetuar essa decisão, o que pode ser realizado mediante uma aplicação de um 
sistema especialista com objetivos práticos e didáticos. Este sistema 
especialista, através de processamento semântico e númerico, faz inferência 
sobre o dominio e é um apoio ao médico na decisão sobre procedimentos 
anestésicos. Esse sistema propõe e avalia alternativas de solução, escolhendo 
ou analisando os procedimentos anestesicos aceitáveis para o paciente. 
A estrutura proposta possui uma representação de conhecimentos 
integrada, visando utilizar as melhores características de cada técnica para 
simplificar o processo de aquisição e escolha do conhecimento . Como se sabe,
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essa etapa de estruturação de um sistema especialista e a que apresenta 
maiores dificuldades, principalmente na profissão médica onde as condutas, 
embora baseadas em critérios científicos, podem ser diferentes. 
No início do desenvolvimento dos sistemas especialistas, a maior 
parte dos sistemas era estruturado com base em regras de produção, evoluindo, 
para técnicas de "frames", metaregras, e outras formas de representação 
simbólica [SHORTLIFFE84]. Ainda assim, o grande problema é a adaptação dos 
conhecimentos a essas técnicas. Alguns tipos de conhecimentos são dificeis ou 
impossíveis de serem bem representados por esses métodos. Neste trabalho, 
propõe-se uma representação integrada do conhecimento para a estruturação de 
um sistema com conhecimento interativo_(IKBS - Interactive Knowledge Based 
Systems) , para representação do conhecimento médico. 
Na àrea médica identificam-se diferentes tipos de conhecimentos, 
que poderiam ser classificados , objetivando a sua aplicacão em sistemas 
especialistas, como : 
a.- Conhecimento dinâmico relacional; 
b.- Conhecimento dinâmico causal; 
c.- Conhecimento estático; 
d.- Conhecimento. deterministico; 
a.- Conhecimento dinâmico relacional: é o tipo de conhecimento que é facil 
representar por meio de regras de produção, apresentando 
um número finito de alternativas para definir um fato o 
que pode ser representado semanticamente. 
b.- Conhecimento dinamico causal : é o tipo de conhecimento onde o efeito
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e conhecido, relacionado a um número indefinido de 
causas, porém podendo ser definido por exemplos, e onde 
é necessário generalizar baseado em dados limitados. 
Propõe-se para esse tipo de conhecimento a representação 
‹ pelo paradigma de redes neurais artificiais, com 
processamento numérico. 
c.- Conhecimento estático : mistura de conhecimento causal e relacional, 
no qual se tem uma boa definição e pode ser facilmente 
representado numa base de dados relacionais, de onde 
pode ser facilmente pesquisado no momento da inferência, 
por processamento semântico-numérico. 
d.- Conhecimento deterministico : tipo de conhecimento que pode ser obtido 
a partir de modelos matemáticos, algoritmos e/ou 
equações para definir alguns parâmetros que permitam 
inferências posteriores. E basicamente um processamento 
númerico. 
Isso permite propor uma estrutura integrada de representação para 
obter um sistema especialista na especialidade médica de anestesiologia que 
auxilie na tarefa da proposta de procedimentos anestèsicos. Este sistema 
permite alternativamente avaliar os procedimentos anestésicos propostos 
fazendo a comparação com as informações que o sistema dispõe sobre as 
condições fisiológicas do paciente sob análise.
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1.3.- ANTECEDENTES 
As aplicações de técnicas de inteligência artificial na 
especialidade de anestesiologia não são muito freqüentes e as que mais se 
aproximam aos objetivos propostos deste trabalho são : 
ATTENDING [MILLER87] é um sistema de consulta médica que utiliza 
técnicas de representação de conhecimentos da avaliação do ato anestésico. 
Utiliza a técnica de representação por ADNs ou redes de representação 
crescente, que são baseadas em ATNs, ou redes de transição crescentes. Esse 
paradigma é muito empregado em aplicações e pesquisas de linguagem natural. 
Este sistema é hierárquico e representa um procedimento anestésico completo 
de anestesia num grafo onde cada ligação ou arco representa um procedimento 
anestésico. A análise é efetuada mediante a avaliação da trajetória dentro 
do grafo que a proposta gera. A resposta é obtida pela interpretação do 
significado de cada arco da trajetória. Cada arco de união entre dois estados 
representa um parâmetro do procedimento com avaliação e risco. Este sistema 
só faz uma avaliação do plano com um número limitado de parâmetros. 
RESAC [LINKENS89] é outro sistema especialista em 
desenvolvimento para assessoria do estado anestésico. Ele permite auxiliar o 
anestesiologista analisando a "profundidade" da anestesia, e recomenda a 
dosagem dos anestésicos voláteis. Este sistema desenvolvido na linguagen C é 
compatível com microcomputadores Atari . A informação que o sistema utiliza 
está baseada em dados numéricos e não numéricos, tais como sinais de 
batimentos cardíacos obtidos através de interface serial padrão RS-232, e não 
numéricos como sintomas e sinais clínicos.
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Langtom em 1992 [LANGTON92] apresenta uma aplicação de sistema 
especialista em anestesiologia, porém restrito à determinação de interação de 
drogas anestésicas com drogas cardiovasculares que estejam sendo 
administradas em pacientes com doenças cardiovasculares. Esses sistemas são 
os encontrados na literatura pesquisada, com a filosofia de estrutura 
completamente diferente. Não existe ainda um sistema com as características 
propostas nessa área. Outros paradigmas para aplicações diferentes podem ser 
encontrados em [YOSHIDA91], [MACHADO91] ou [GORBAN91], todos com propostas de 
utilização de redes neurais em sistemas especialistas para a criação de 
sistemas híbridos.
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1.4.- OBJETIVOS ESPECÍFICOS 
O objetivo principal do trabalho é a implementação de um sistema 
especialista híbrido e integrado para apoio das decisões na especialidade de 
anestesiologia, utilizando técnicas de inteligência artificial, num sistema 
computacional IBM-PC compativel. 
O sistema integra métodos de representação de conhecimentos, 
base de dados, processamento numérico, semântico e representação de 
conhecimentos por modelos conexionistas. Por isso é denominado sistema 
especialista integrado. 
O sistema especialista permite: 
1.- Propor os procedimentos anestésicos, incluindo : 
1.1.- Classificação do estado físico do paciente; 
1.2.- Drogas para pré-medicação; 
1.3.- Técnicas de anestesia; 
2.- Avaliação geral dos procedimentos anestésicos propo/stos; f 
3.- Ensino - aprendizado; 
3.1.- Apresentação de casospara análise. 
PROCESSOS PARA A ESTRUTURAÇAO DO SISTEMA 
1.- Aquisição dos conhecimentos de especialistas da área de 
anestesiologia;
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2 - Criação e utilização de bancos de dados relacionais para: 
2.1 - Condições fisiopatológicas ( condições prévias do 
paciente); 
2.2 - Síndromes; 
2.3 - Interação de drogas; 
3.- Estruturas conexionistas: 
3.1.- Redes neurais multicamadas para :
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3.1.1.- Classificação de estado fisico do paciente; 
3.1.2.- Escolha de drogas para a pré-medicação; 
3.1.3.- Escolha da técnica anestésica. 
3.2.- Utilízacão do algoritmo de retropropagação para 
treinamento das redes neurais; 
4.- Estruturação do módulo de explanação: 
4.1.- Escolha de textos; 
4.2.- Indexação e modos de apresentação. 
Para o processamento dos dados a entrada é feita de duas maneiras 
- Base de dados; 
ou - Entrada direta. 
Através da base de dados, a informação sobre o paciente pode 
ser extraída de uma base relacional contendo todas as caracteristicas do 
paciente e do procedimento cirurgico. Na entrada direta, o usuário deve 
definir as características do paciente e do procedimento cirurgico, 




1.5.- ESTRUTURA PROPOSTA 
Na implementação do sistema utilizaram-se formas de 
representação alternativas dos conhecimentos, lançando mão de um modelo 
estrutural [LENDARIS80] que permite o emprego de tecnicas de sistemas 
conexionistas ou redes neurais (também conhecidas como redes neuronais). São 
também integradas bases de dados e processamento semântico-numérico na 
inferência. Com isso obtem-se uma estrutura integrada onde cada tipo de 
conhecimento médico utiliza o paradigma mais apropriado de representação. Na 
figura 1.1 apresenta-se uma estrutura esquemática do sistema proposto, 
composto por um módulo central baseado em regras de produção, encarregado de 
gerenciar a inferência, controlando a interface com o usuário e realizando 
inferências parciais para a geração do relatório final. Módulos com 
estruturas de redes neurais 
i 
artificiais, baseadas no modelo perceptron 
multicamadas e treinadas com o algoritmo de retropropagação são encarregados 
de obter inferências parciais sobre estado físico do paciente, drogas para 
pré-medicação e técnicas anestésicas possíveis de ser utilizadas no paciente 
sob análise para proposta ou avaliação dos procedimentos anestésicos. Módulos 
procedimentais são também interligados para pesquisar nas bases de dados as 
possíveis interações de drogas e/ou contraindicações. Toda essa informação é 
transferida para o módulo gerenciador. A ativação de modelos clínicos em 
módulos procedimentais permitem estabelecer, por exemplo, o risco cardíaco em 
cirurggs não cardíacas. O módulo gerenciador manipula essa informação 
gerando os relatórios correspondentes e ativando finalmente o módulo de 
explanação. Este último módulo é encarregado de tentar explicar, atraves de 
explanação de tipo causal, o resultado obtido pelo sistema.
REPRESENTAÇÃO ESQUEMÁTICA DA ESTRUTURA DO SISTEMA ESPECIALISTA 
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AVALIAÇÃO DA PROPOSTA EXPLANAÇÃO 
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” 
Figura 1.1.- Estrutura esquemática do sistema proposto.
15 
Basicamente o sistema apresenta dois modos de operação : 
a.- Modo proposta ou procedimento de proposta; 
b.- Modo avaliação ou procedimento de avaliação. _ 
Em ambos os modos as entradas de dados podem ser feitas diretamente 
pelo usuário preenchendo uma série de itens com os dados do paciente com a 
informação necessária para cada cirurgia. Como alternativa, a entrada pode 
ser feita via base de dados onde são armazenadas as condições 
fisiopatológicas de pacientes diversos e pode-se escolher um paciente com 
caracteristicas específicas para analisar as sugestões. , 
a.- Modo proposta : 
No modo proposta os dados de entrada são os necessários para obter 
a proposta dos procedimentos anestésicos que inclui basicamente : 
- condições prévias do paciente; 
- exame clínico e exames de laboratório; 
- região e tipo de cirurgia; 
- drogas pré-operatórias ; 
- história do paciente. 
Com esses parâmetros o sistema efetua as seguintes tarefas :
PROPOSTA : 1- Entrada dos dados do paciente; 
2- Avaliação dos exames de laboratório; 
3- Sugestão de exames complementares; 
4- Determinação do risco de morte por causa cardíaca e/ou 
a possibilidade de infarto do miocárdio no peri-operatório; 
5- Geração dos arquivos para ativação das redes neurais para 
- classificação do estado fisico do paciente; 
- escolha de drogas para medicação pré-anestésica; 
6- Escolha da técnica anestésica; 
-Para anestesia regional : 
- Escolha de drogas anestésicas; 
- Escolha dos procedimentos adicionais; 
- Nivel de bloqueio; 
- Drogas para sedação; 
- Monitorização trans-operatória. 
- Para anestesia geral : 
- Procedimento de indução; 
- Drogas para indução / manutenção; 
- Bloqueadores neuromusculares; 
- Manutenção das vias aéreas; 
- Monitorização trans-operatória. 
7- Verificação de interação de drogas pré-operatórias e 
drogas para medicação pré-anestésica, e/ou indução 
e manutenção da anestesia;. 
8- Verificação de contraindicação de drogas e/ou técnicas 
dependendo das condições prévias do paciente; 
9- Geração de relatórios e explanações causais da proposta.
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b.- Modo Avaliação : 
Para o procedimento de avaliação, além das entradas como no caso 
de proposta, o usuário deve entrar com a escolha da medicação pré-anestésica 
e técnica anestésica proposta para o paciente. Com isso o sistema gera uma 
outra proposta e compara as escolhas do usuário verificando-se se existe 
concordância ou não entre ambos os procedimentos. Existindo concordância é 
aceita a proposta sendo que poderá ser apresentada informação adicional. Não 
existindo concordância e/ou existindo interações e/ou contraindicações na 
proposta do usuário, essas limitações são apresentadas e é sugerida a 
proposta do sistema. 
AVALIAÇÃO: 1- Entrada dos dados do paciente; 
2- Entrada dos procedimentos propostos; 
3- Avaliação dos exames de laboratório; 
4- Sugestão de exames complementares; 
5- Determinação do risco de morte por causa cardíaca e/ou 
a possibilidade de infarto do miocárdio no peri-operatório; 
6- Geração dos arquivos para ativação das redes neurais para: 
- Classificação do estado físico do paciente; 
- Escolha de drogas para a pré-medicação; 
7- Escolha da técnica anestésica; 
-Para anestesia regional : 
- Escolha das drogas anestésicas; 
- Escolha dos procedimentos adicionais; 
- Nível de bloqueio; 
- Drogas para sedação; 
- Monitorização trans-operatoria.
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- Para anestesia geral : 
- Modalidade de indução; 
- Drogas para indução / manutenção; 
- Bloqueadores neuromusculares; 
- Manutenção das vias aéreas; 
- Monitorização trans+operatória. 
8- Comparação dos procedimentos anestésicos propostos pelo 
usuário e os procedimentos gerados pelo sistema. 
9-Verificação da interação de drogas pré-operatórias com 
drogas para medicação pré-anestésica, e/ou indução 
e manutenção da anestesia. 
10-Verificação de contraindicação de drogas e/ou técnicas 
dependendo das condições prévias do paciente. 




NECESSIDADES DA ESPECIALIDADE DE ANESTESIOLOGIA 
Para propor e/ou avaliar os procedimentos anestésicos apropriados 
a cada paciente é necessario fazer uma boa avaliação das condições 
fisiopatológicas do mesmo através de exames clínicos e laboratoriais. De 
todos esses parâmetros fisiopatológicos deve-se escolher os mais 
preponderantes e que maior influência tenham na decisão final desejada. 
Parâmetros como história do paciente e dados de laboratório que permitam 
determinar o estado físico do paciente, o tipo e local de cirurgia são de 
primordial importância para o processo de decisão do anestesiologista. 
A existência de interações de drogas e/ou contraindicações de 
drogas e/ou técnicas anestésicas,dependendo das condições do paciente e das 
drogas previamente administradas, são limitações importantes para a definição 
dos procedimentos anestésicos . Essas interações podem acontecer quando duas 
ou mais drogas são administradas simultânea ou sucessivamente e seu efeito se 
potencialize, diminua ou até mesmo se modifique. Isso dá origem a sinergismos 
ou antagonismos de tipos diversos. 
Segundo a padronização de .termos aprovada pela Confederação 
Latinoamericana de Sociedades de Anestesiologia -CLASA- [DUARTE87] define-se 
sinergismo como o tipo de interação que leva a um efeito igual ou maior que a 
soma dos efeitos dos medicamentos administrados ao paciente, podendo ser 
subdividido em sinergismo por adição ou sinergismo por potencialização. O 
sinergismo por adição acontece quando o efeito resultante dos dois 
medicamentos equivale â soma dos efeitos isolados. No sinergismo por 
potencialização o efeito resultante é maior que a soma dos efeitos isolados.
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Por outro lado, antagonismo é o tipo de interação medicamentosa que leva à 
diminuição do efeito de um dos medicamentos administrados, podendo existir 
antagonismo fisiológico, farmacológico ou quimico. No antagonismo fisiológico 
os medicamentos atuam em sistemas independentes produzindo efeitos opostos 
que se contrabalançam. O exemplo clássico é o antagonismo entre barbitúricos 
e analépticos [TEMKINS58]. No antagonismo farmacológico, a interação dos 
medicamentos no mesmo sitio biológico resulta numa redução do efeito de um 
deles. Cita-se como exemplo o antagonismo entre alfabloqueadores adrenérgicos 
e amina adrenérgica vasopressora [CRAIG82]. Finalmente na interação por 
antagonismo quimico, os medicamentos associados reagem quimicamente entre si, 
resultando na inativação farmacológica de um deles. Um exemplo é o caso da 
heparina e da protamina [GROGONO80]. 
Nesses processos, a definição de drogas e técnicas de anestesia a 
serem utilizadas são limitadas pelas condições do paciente e pelo tipo de 
cirurgia. As escolhas deverão permitir a aplicação do principio de 
individualização [HALSEY87] pelo qual "cada paciente deve receber a anestesia 
que mais se adapte às necessidades individuais. Anestésicos, medicamentos 
adjuntos da anestesia, técnicas e métodos devem ser escolhidos com o objetivo 
de manter, tanto quanto possivel, o equilibrio homeostático daquele 
individuo". A partir desse princípio torna-se aceitável a utilização de um 
sistema especialista de apoio à decisão médica de maneira que, manipulando os 
conhecimentos da especialidade, possa propor as condições desejadas 
permitindo uma maior individualização dos procedimentos, como também 
proporcionar uma alternativa de avaliação de propostas para determinados 
casos problemáticos.
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2.1.- PROCEDIMENTO DE PLANEJAMENTO 
O procedimento na proposta dos procedimentos anestésicos que um 
especialista da área de anestesiologia executa pode ser esquematizado como na 
figura 2.1, com a finalidade de obter as alternativas de pré-medicação e de 
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Figura 2.1 Proposta de procedimento anestésico
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3.2.- PROCEDIMENTO DE AVALIAÇÃO 
Analogamente, o procedimento na avaliação dos procedimentos 
anestésicos são efetuado por um especialista analisando várias limitações, o 
que pode ser esquematizado na figura 2.2. 
Em ambos os esquemas as linhas pontilhadas separam os 
conhecimentos e as informações iniciais dos processos de decisão. Indica-se 
também a associação de cada rede neural utilizada no sistema, com o processo 
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Figura 2.2.- Avaliação de procedimentos anestésicos
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CAPITULO III 
REDES NEURAIS E SISTEMAS ESPECIALISTAS PARA ANESTESIOLOGIA 
3.1.- SINERGISMO ENTRE REDES NEURAIS E SISTEMAS ESPECIALISTAS 
Os sistemas computacionais de quinta geração que estão 
estruturados em torno de sistemas baseados em conhecimentos e estruturas de 
processamento paralelo, começam a evoluir para os sistemas de sexta geração, 
marcando o final da decada de 80. 
Estes sistemas de sexta geração [SOUCEK88] estão sendo orientados 
para obter sistemas computacionais que simulem as atividades do cérebro 
humano, não só em sua função, mas também em sua estrutura, utilizando 
técnicas Ópticas, bio-chips e computação neural. Como na atualidade não é 
possivel uma emulação do cêrebro, tende-se a simular algumas funções 
associadas à inteligência, efetuadas pelo sistema biológico. Os sistemas de 
sexta geração não podem ser desenvolvidos centralizados numa determinada 
área científica, mas na interação de várias delas. Nessa integração interagem 
tecnologicamente especialidades como psicologia, fisiologia, lingüística, 
lógica, engenharia, etc. Isso visa a criação de estruturas integradas de 
técnicas e paradigmas . 
A partir dessas premissas, as técnicas e estruturas dos sistemas 
especialistas deverão modificar-se para absorver essas tendências. Estima-se 
que a tendência logica dos sistemas especialistas, primariamente baseados em 
métodos de solução de problemas e estruturas baseadas em lógica matemática, 
seja para os sistemas integrados de processamento semântico-númerico. Com 
essa integração, criam-se sistemas híbridos que permitam uma melhor simulação
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das funções do cérebro. O cérebro humano pode ser dividido em dois 
hemisférios: esquerdo e direito. As evidências permitem associar, para a 
maioria das pessoas, o hemisfério esquerdo com tarefas seqüenciais e mais de 
natureza lógica; enquanto que o hemisfério direito está associado com tarefas 
de solução por processos de natureza paralela e intuitiva. Essas tarefas 
seqüenciais como operações matemáticas, compreensão da linguagem, e 
basicamente as estruturas de sistemas especialistas baseados em regras, são 
procedimentos que podem ser decompostos em subtarefas independentes. Podem 
ser resolvidas com a obtenção de dados parciais e podem ser facilmente 
modeladas nos sistemas computacionais tradicionais. Até a década de oitenta, 
todas as aplicações de técnicas de inteligência artificial eram feitas em 
máquinas sequenciais baseadas nesses procedimentos seqüenciais, especialmente 
em sistemas especialistas. Isso limitou o desempenho desses sistemas. Em 
meados da década de 80 aparecem as aplicacões visando soluções em estruturas 
paralelas, o que nas aplicações de técnicas de inteligência artificial tenta 
aprimorar os modelos que simulam as atividades do cérebro associadas às 
atividades "inteligentes", permitindo a associação integrada dos dois 
hemisférios do cérebro humano. 
As tarefas paralelas apresentam a limitação de necessitar todos 
os dados disponiveis antes de iniciar o processamento. Portanto esses 
procedimentos representam uma síntese global, não permitindo decomposição do 
problema. Dentre os paradigmas paralelos, os sistemas conexionistas 
apresentam atualmente uma solução intermediária por permitir a solução de 
problemas simulando estruturas paralelas em máquinas sequenciais. Nesse 
paradigma as redes neurais [LlPPMAN86] são as mais utilizadas. Esses sistemas 
simulam os processos de armazenamento e comunicação paralela entre os 
neurônios biológicos, permitindo representar os processos de aprendizado e de 
memória distribuída. Obtem-se assim o processo de sinergismo existente entre
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o hemisfério esquerdo e o direito do cérebro para realizar tarefas 
denominadas inteligentes, permitindo uma aproximação do objetivo de simulação 
das funções inteligentes do cérebro. Acredita-se que essa solução integrada 
de -sistemas seqüenciais como sistemas especialistas baseados em regras de 
produção com sistemas de natureza paralela como redes neurais, geram um 
sinergismo semântico-numérico que facilita a aplicação de técnicas de 
inteligência artificial, especialmente na áreas médica. Essa área apresenta 
grande parte dos conhecimentos e procedimentos de tipo dinâmico causal nos 
processos de decisão . A tendência dos sistemas integrados ou híbridos 
representa uma alternativa interessante para as novas estruturas de sistemas 
especialistas na área médica.
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3.2.- REDES NEURAIS NA REPRESENTAÇÃO DO CONHECIMENTO MÉDICO 
As redes neurais artificiais são paradigmas importantes para as 
máquinas cognitivas. Sua principal característica é a representação 
distribuída da informação ou conhecimento, na forma de conexões entre um 
grande número de elementos simples, os neurônios artificiais. Esses elementos 
realizam a mesma função operacional entre entrada-saída: uma soma ponderada 
das suas entradas e uma transformação não linear como função de transferência 
na saída . A estrutura básica de um neurõnio artificial é apresenta na figura 
3.1. Esse neurõnio artificial é associado a outros elementos iguais para 
formar uma estrutura de rede. Essa rede é formada por uma ou mais camadas 
interligadas dependendo do modelo topológico e por um algoritmo de 
aprendizado. Com esses parâmetros definidos a rede é treinada para mapear uma 
certa relação entrada-saida baseada num conjunto de exemplos. O grande 
interesse na utilização desta técnica está baseado no poder de generalização 
da estrutura. Isso facilita a modelagem de funcões não algorítmicas de 
conhecimento empírico. Dentro desse paradigma a representação de 
conhecimentos é uma aplicação interessante que, mesmo com certas limitações, 
pode ser uma ferramenta para a representação de conhecimento intuitivo ou de 
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Figura. 3.1 - Um tipo de modelo de neurõnio artificial 
As causas do aumento do interesse nas aplicações das redes 
neurais artificiais (RNAs) estão ligadas ao avanço tecnológico e ao 
aparecimento de computadores digitais de maior velocidade e capacidade. 
Nesses, os modelos de redes neurais podem ser mais facilmente simulados . O 
grande interesse em estruturas de processamento paralelo, como opção para a 
sexta geração de computadores, favorece também a aplicação dos paradigmas de 
redes neurais, já que o processamento dessa estrutura apresenta 
características paralelas com representação de informação distribuída. Por 
outro lado, o desenvolvimento de novos algoritmos de aprendizado para 
diferentes tipos de estruturas topológicas, com resultados até certo ponto 
inesperados, estimulou no final da década do 80 o aumento considerável de 
pesquisas e aplicações de redes neurais artificiais.
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Essas arquiteturas conexionistas não pretendem emular o 
funcionamento de um cérebro humano, mas sim obter informações de como o 
cérebro efetua o processamento da informação. É importante salientar também, 
que os modelos de topologias de RNAS são teóricos e na maioria dos casos não 
realizáveis fisicamente, uma das razões que alguns pesquisadores utilizam 
para a não aceitação deste paradigma. Uma das premissas do conexionismo para 
aplicações em inteligência artificial é o fato de que se pode analisar um 
problema, do ponto de vista de como o cérebro realiza os procedimentos de 
resolução, ativando uma série de neurônios biológicos que interagem numa rede 
biológica, e não através de manipulação simbólica por regras de produção ou 
outro meio simbólico de representação. 
Uma das maiores limitações dos sistemas especialistas baseados só 
em processamento simbólico é a representação de conhecimento de senso comum. 
Esse é um tipo de conhecimento mais intuitivo do contexto de aplicação que 
favorece a generalização dos processos de inferência. Isso, na atualidade, 
limita a eficiência desse paradigma de sistemas especialistas. Acredita-se 
que o senso comum provem da nossa capacidade do armazenamento de grande 
quantidade de informação. Mais importante entretanto é a habilidade do 
cérebro humano para extrair rápida e eficientemente o conhecimento relevante 
no instante certo [KNIGHT90]. 
O funcionamento de cérebro humano para efetuar esse processo de 
recuperação de informação é basicamente um acesso à memória direcionado pelo 
conteúdo. Nesse processo, quando se pensa em algum objeto ou conhecimento 
desejado, pensa-se em suas características básicas, geralmente incompletas. 
Essa informação é associada com um padrão característico de algum objeto ou 
conhecimento armazenado na memória. Todo esse processo de extração de 
conhecimento direcionado por conteúdo é basicamente um processo de
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classificação de padrões, o qual, na atualidade, pode ser simulado por 
estrutura de redes neurais artificiais. Essa estrutura de rede neural, é 
treinada para armazenar o conhecimento de um dominio específico, distribuido 
nas suas topologias e ponderações. Esse processo de treinamento cria uma 
superfície das soluções plausiveis no dominio. Essa superficie é subdividida 
em áreas características associadas a cada família de padrões de treinamento. 
Depois do treinamento, na execução as RNAs efetuam um 
processamento numérico, classificando o padrão apresentado dentro de uma 
dessas áreas de decisão geradas no processo de treinamento. Isso permite 
inferir (extrair informações) com dados incompletos, além de permitir um 
processo de generalização. Esse processo de generalização é obtido pelo fato 
de não ser necessário treinar a rede com todas as opções possiveis de solução 
no domínio, senão só com as mais características. Assim, a estrutura de RNA 
pode interpolar ou extrapolar os seus resultados, apresentados em níveis 
difusos a informação desejada, representada pelo nível de ativação do 
neurönio artificial da camada de saída que caracteriza o objeto ou o 
conhecimento a extrair. 
O processo de classificação que realiza uma rede neural 
artificial pode ser considerada uma tarefa "inteI1'gente", baseada na 
experiência. Assim, uma tarefa inteligente pode ser definida como um 
reconhecimento de padrões baseados em alto grau de treinamento. Uma tarefa 
especialista, entretanto, pode ser associada a uma série de tarefas 
inteligentes possíveis de serem realizadas num domínio limitado de aplicação. 
Com isso, as aplicações de RNAs em sistemas especialistas permitem preencher 
algumas limitações do processamento simbólico, porém com algumas limitações. 
Utilizando redes neurais artificiais, pode ser realizado o processo de 
aquisição dos conhecimentos a partir de um conjunto de exemplos. Isso permite
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treinar uma rede, para que o conhecimento fique representado pelas 
ponderações da rede. Isso facilita o grande problema de aquisição do 
conhecimento de um ou de vários especialistas. Para um especialista é muito 
difícil definir a sua metodologia de resolução dos problemas do dominio. Mais 
difícil, ê ainda para ele estruturar regras com todos ou a maioria dos 
parâmetros dos quais depende a conclusão. Para 0 especialista da área médica, 
em geral ê mais facil dar exemplos característicos de determinados casos. 
Este tipo de informação ê mais apropriada para uma máquina de inferência 
indutiva, o que implica em aprendizado baseado em exemplos que podem ser 
geradas por uma RNA. 
Esse paradigma conexionista apresenta algumas desvantagens e 
limitações. Por exemplo, a eficiência da rede será tão boa quanto o conjunto 
de exemplos para treinamento for característico do domínio . No caso de rede 
perceptron multicamada ela dependerá do processo de minimização da soma do 
erro quadrático sobre os padrões aprendidos. Como esse processo ê uma forma 
de regressão não linear, se o espaço de solução do problema não for bem 
representado pelos padrões de treinamento, a interpolação ou extrapolação do 
resultado com outros padrões não gerará um resultado plausível. Esse tipo de 
representação de conhecimento, que a RNA efetua através dos valores numéricos 
das ponderações e não de forma simbólica, ê uma forma distribuída e de alto 
grau de opacidade representando basicamente uma função caixa preta que mapea 
um relacionamento entrada-saída. Com isso dificulta-se enormemente o processo 
de explanação necessário num sistema especialista, limitando a criação de 
sistemas especialistas baseados só em redes neurais artificiais. Por outro 
lado, as RNAs podem ser utilizadas eficientementeem processo de inferências 
parciais, com boa eficiência e rapidez no processo. Uma das limitações 
maiores desse paradigma é em aplicações onde existem fenômenos dependentes do 
tempo. Este parâmetro é dificil de incluir no tipo tradicional de RNAS, porém
\
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existem variantes para estruturas de RNAS de tipo recorrentes [SERRA89]. 
Com relação ao processo de explanação, geralmente é realizado 
através da interpretação da regra ativada em sistemas de processamento 
simbólico . No caso das RNAS a explanação só pode ser feita relacionando os 
parâmetros do padrão apresentado à rede como causa do padrão característico 
da saida ou associando uma estruturas semântica [GALLANT88]. Isso é 
basicamente uma explanação causal muito Limitada. Apesar destas limitações a 
área médica é um dominio interessante para aplicações de RNAS, onde grande 
parte das condutas, embora baseadas em critérios científicos, podem ser 
influenciados pela formação ou escola do especialista, e são baseadas em 
conhecimentos obtidos depois de longos períodos de observações de 
causas/efeitos. Além disso, a maior parte dos problemas reais possuem 
conhecimentos integrados, o que facilita, como é proposta, a utilização de 
representação de conhecimentos integrando diferentes técnicas dependendo do 
tipo de conhecimento ou tarefa desejada. A integração das RNAs com módulos de 
regras de produção é uma alternativa que pode melhorar a tarefa de 
explanação, diminuindo a opacidade do sistema geral. Uma integração parcial 
gera o que se conhece como sistemas híbridos [MACHADO91] onde são integrados 
sistemas conexionistas e sistemas simbólicos, ou redes especialistas 
[CAUDILL91] e ainda adicionando, como é proposto, outras técnicas de 
representação geram-se os sistemas especialistas integrados.
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3.3.- PROPRIEDADES GERAIS. 
Há uma tendência atual para utilizar os modelos conexionistas 
para aplicações em inteligência artificial, porém não são os únicos nesse 
paradigma de sistemas dinâmicos . Existem também modelos de redes booleanas, 
sistemas de classificação, modelos de reação-difusão, [SERRA90]. As 
características principais desses sistemas dinâmicos são robustez, 
generalização e tolerância a falhas, vantagens de grande utilidade em 
aplicações em sistemas cognitivos. Todos esses sistemas tem uma inspiração em 
modelos biológicos, como o caso das redes booleanas baseadas em redes 
genéticas, e especialmente os modelos conexionistas como as redes neurais 
artificiais baseadas no sistema nervoso humano. Além das propriedades 
aproveitâveis em IA, existem desvantagens, como a perda da linha de 
raciocinio do processo inferencial, o que limita o poder de explicar "porquê" 
da conclusão, ainda que existam alternativas de estruturas mistas redes 
neurais-redes semânticas como soluções parciais ao problema de explanação dos 
modelos conexionistas [GALLAN'l`88]. Por outra parte, este processo de 
explanação é relativamente facil de obter em sistemas simbólicos." E valido 
supor, portanto, que pode existir uma complementação de ambas as técnicas, 
obtendo um sinergismo benéfico para aplicações em sistema de apoio à decisão 
médica. Como no processo de estruturação de um sistema simbólico, o qual 
precisa de um processo de aquisição e escolha do conhecimento relevante do 
domínio, os sistemas conexionistas precisam de um processo para a definição 
da estrutura e topologia das redes neurais. Isso consiste em determinar 
número de ele-mentos, número de camadas, tipos de funções de transferência, 
parâmetros de aprendizado, conjunto de padrões de aprendizado, algoritmo de 
aprendizado, etc. Todos esses elementos permitem obter através de uma 
representação distribuídas nas ponderações das ligações da rede, o 
conhecimento necessário para inferir as saidas plausiveis do sistema.
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CAPITULO IV 
ESTRUTURA DO SISTEMA 
O sistema foi desenvolvido nas linguagens Pascal e dBase utilizando 
um sistema computacional IBM-PC compativel. Para execução recomenda-se uma 
configuração mínima de AT286 com 2 Mbytes de disco rigido disponível e 
sistema operacional DOS versão 3.3 ou superior. Como o sistema está composto 
por uma série de módulos integrados é necessário analisar separadamente cada 
um deles: 
- módulo gerenciador; 
- módulo de redes neurais; 
- módulo de bases de dados; 
- módulo de modelo clínico; 
- módulo de explanação. 
4.1.- AMBIENTE DE DESENVOLVIMENTO DO SISTEMA GERENCIADOR (SHELL) 
O módulo gerenciador é baseado em regras de produção. Para a 
estruturação desse módulo deve-se analisar o ambiente no qual é desenvolvido. 
Na definição do tipo de "shell" e do tipo de máquina de inferência, 
consideraram-se as propriedades de cada tipo de busca, cujas caracteristicas 
mais se adaptassem ao problema. . 
Na estratégia de busca progressiva ou para frente ("ƒorWard 
chajn1'ng"), o controle da inferência é feito pelo antecedente da regra de 
produção (cláusula IF). A mudança é feita no conseqüente da regra (cláusula 
THEN). Essa estratégia é mais apropriada a problemas de projetos. Nessas
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aplicações as soluções possíveis não podem ser enumeradas no início e devem 
ser construídas pela aplicação. Essa estratégia também é conhecida como busca 
orientada pelos dados ("data-dr1'ven"). 
_A estratégia de busca regressiva ou para trás ("backward 
cha1'n1'ng"), ou também conhecida como busca orientada por objetivos 
("goa1-dr1'ven")› é aplicável a processos de diagnósticos onde geralmente é 
possível conhecer todos os dados necessários na inferência no início do 
processo. Nessa estratégia, para sistemas estruturados em regras de produção, 
o que controla a inferência é o conseqüente da regra (cláusula THEN) e o que 
muda é o antecedente (cláusula IF). 
O processo de proposta e avaliação de procedimentos anestésicos, 
ainda que se configure como planejamento, apresenta mais caracteristicas de 
diagnóstico. Em geral na proposta ou avaliação de procedimentos anestêsicos 
todos os dados estão disponíveis no inicio do processo de inferência. Por 
isso, para a estrutura do tipo de máquina de-inferência do módulo baseado em 
regras de produção foi escolhida a estratégia de busca -regressiva ("backward 
chain1`ng"). O protótipo foi desenvolvido num "shell", em linguagem Pascal, 
numa versão adaptada ("custom1`zada") do Insight II+ , modificada para cumprir 
as necessidades do sistema , incrementando rotinas que permitem uma interface 
rápida com programas externos, especialmente com os programas simuladores de 
redes neurais artificiais. O módulo gerenciador é dividido em quatro tipos 
básicos de regrasz 
- regras de comparação; 
- regras de execução; 
- regras de controle de inferência; 
- regras de controle de relatórios; 
- filtros.
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REGRAS DE COMPARAÇÃO 
As regras de comparação são utilizadas para efetuar inferências 
parciais como análise dos exames clínicos, comparação dos procedimentos 
anestésicos, etc. Por exemplo, a verificação do tipo de explanação para o 
grau do estado fisico apresentado pelo paciente é feita pelas regras de 
produção da figura 4.1. 
RULE EXPLANACAO ESTADO F1 
IF EF = ”O paciente apresenta um estado fisico grau 1” 
THEN EST1_EXPLANADO 
AND DISPLAY EXPLAN_EST_1 
ELSE EST1_EXPLANADO 
RULE EXPLANACAO ESTADO F2 
IF EF = 'O paciente apresenta um estado fisico grau 2” 
THEN EST2_EXPLANADO 
AND DISPLAY EXPLAN_EST_2 
ELSE EST2_EXPLANADO 
RULE EXPLANACAO ESTADO F3 
IF EF = "O paciente apresenta um estado fisico grau 3' 
THEN EST3_EXPLANADO 
AND DISPLAY EXPLAN_EST_3 
ELSE EST3_EXPLANADO` 
RULE EXPLANACAO ESTADO F4 
IF EF = ”0 paciente apresenta um estado fisico grau 4” 
THEN EST4_EXPLANADO 
AND DISPLAY EXPLAN_EST_4 
ELSE EST4 EXPLANADO 
RULE EXPLANACAO ESTADO F5 
IF EF = *O paciente apresenta um estado fisico grau 5' 
THEN EST5_EXPLANADO 
AND DISPLAY EXPLAN_EST_5 
ELSE EST5_EXPLANADO 
FIGURA 4.1 - Regras de comparação
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REGRAS DE EXECUÇÃO 
As regras de execução de programas externos reaüzam a interface 
entre os :nódulos externos, reaﬁzando a transferëncka de dados através de 
arquivos textos de formato ASCII. Por exemplo, para o planejamento por 
consulta direta, a execução das redes neurais é realizada por uma estrutura 


























THEN EXECUTADA_RE DE 
FIGURA 4.2.- Regra de execução para controle das redes neurais 
REGRAS DE CONTROLE 
A figura 4.3 apresenta tipos de estruturas de regras de controle 
de inferência que são utilizadas na etapa consulta para o gerenciamento da 
entrada de dados.
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FIGURA 4.3.- Regras de controle para entrada de dados 
REGRAS DE IMPRESSÃO 
A impressão dos relatórios finais-«é--controlada -por estruturas 
de regras de produção como as da figura 4.4. No total o módulo gerenciador 
baseado em regras de produção é formado por 450 regras e várias telas de 
apresentação é de explanações parciais.
RULE IHPRES 
ASK IHPRESSAO 
IF IMPRESSAO IS SIM 
THEN IHPRESVER 
RULE IHPRES2 
IF IHPRESSAO IS NAO 
THEN INPRESVER 
AND INPRESFAZ 
RULE INPRES SINTOHAS1 
IF NUM >= I 
THEN IHPSINTOHASP1 







IF NUM >= 1 
THEN IHPLOCAL 
AND PRINT LOCALD 
ELSE IHPLOCAL 
RULE IHPRES DROGAANT 
IF DROGAANT >= 1 
THEN IHPDROGAANT 
AND PRINT DDROGAANT 
ELSE IHPDROGAANT 
RULE IMPRES REDES 
IF IHPRESSAO IS SIH 
AND INICIO_P1 IS PROPOSTA 
THEN IHPREDES 
AND PRINT DESTADO_FISlC0_TEL 
AND PRINT DDROGA_TELA 
AND PRINT DTECNICA_TELA 
ELSE IMPREDES 
nur: Tnvnss Renas: 
IF IHPRESSAO IS SIH 
Ano xN1c1o_P1 rs AvAL¡AcAo 
THEN TMPREDES 
AND PRINT nssTAno_r1s1co_TsL 
AND PRINT DDROGA_TELA_AVAL 
Aun PRINT nTscu1cA_TETA_AvAL 
:rss invnaues 
RULE TELA IMPRESAO INICIAL 
IF IMPRESSAO IS SIH 
THEN IHPTELAINICIAL 
AND PRINT TELA TEXTO 1 
AND PRINT DADOS 1 
AND PRINT EXAMES 1 
RULE VERIFICA SE TEM HABITOS 
IF IHPRESSAO IS SIH 
AND HABT <> " 
THEN IHPTELAHABITOS 
AND PRINT TELA HABITOS 1 
ELSE IHPTELAHABITOS -- 
A
A 
FIGURA 4.4.- Regras de controle de relatórios
M U rn *n D-'I t-I ›-1 ›‹=O REGRA 
As regras de filtro, genericamente referencia regras de produção 
que "filtram" as saídas das. redes neurais. Estas regras permitem introduzir o 
processamento lógico sobre o intuitivo das redes neurais. Através destas 
regras são representados os conhechnentos do especiaüsta sobre ünútações na
41 
utilização dos procedimentos e/ou drogas anestésicas em determinadas 
condições do paciente. Estes filtros verificam se as redes neurais fornecem 
saídas que possam ser pouco recomendaveis. Depois da execução das redes 
neurais, as quais armazenam um tipo de conhecimento mais intuitivo baseado em 
exemplos, as saídas são testadas por um conjunto de regras de produção para 
realizar um processamento lógico. Com isto verifica-se a existência ou não de 
alguma limitação importante que não tenha sido considerado no paciente. Neste 
caso, por exemplo, para pacientes que apresentam uma condição de abdome agudo 
obstrutivo, deve ser verificado que não seja proposta a utilização de oxido 
nitroso no caso da escolha de uma técnica de anestesia geral inalatória. Se a 
rede com seu processamento intuitivo fornece a proposta de oxido nitroso, o 
módulo de processamento logico filtra esta proposta, eliminando esta opção. 
Casos como estes criam um módulo de 132 regras que para cada rede neural 
executada realiza uma verificação eliminando, modificando e/ou adicionando 
opções à proposta. Por exemplo, para paciente com epilepsia, se a proposta de 
anestesia com técnica geral inalatória com enflurano, o módulo lógico 
modifica para isoflurano a escolha de inalante como sendo a mais apropriado 
ao paciente.
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4.2.- MODELO DE REDE NEURAL ARTIFICIAL 
Para a escolha da rede neural, considerou-se as necessidades da 
aplicação, entre elas : 
- Modelo com aprendizado supervisionado, baseado em exemplos; 
- Modelo heteroassociativo, onde os dados desejados na saída são 
de tipo diferente dos da entrada. 
A primeira condição elimina a alternativa de redes tipo Kohonen 
[KOHONEN84], que apresentam caracteristicas de aprendizado não 
supervisionado. Já a exigência de redes tipo heteroassociativas, elimina as 
redes do tipo Hopfield [HOPFIELD86], que também não possuem possibilidade de 
aprendizado por exemplos. A alternativa que mais se adapta às exigências do 
problema ê o tipo de rede conhecida como perceptron multicamada 
[RUMELHART86]. . 
A rede perceptron multicamada tem aprendizado supervisionado 
baseado no algoritmo de retropropagação, denominada também como redes 
"backpropagat1`on". Possuem uma topologia' baseada em camadas de neurônios sem 
interconexões internas e interligadas com todos ou alguns dos neurônios das 
camadas adjacentes através de ponderações (pesos) sem realimentação . Cada 
neurönio executa uma soma ponderada sobre a qual atua uma função de 
transferência não linear, geralmente do tipo sigmóide ou tangente 
hiperbólica. 
A topologia desse paradigma consiste de uma camada de entrada 
("buƒ`ƒ`er"), uma camada de saída e camadas intermediarias ("h1'dden"), 
chamadas escondidas ou obscuras, cuja interligação é caracterizada por
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ponderações que depois de treinadas armazenam a informação. Em toda rede o 
processo é dividido em duas etapas : 
- Estruturação e treinamento, 
- Execução. 
Na estruturação da rede neural realizam-se os seguintes passos: 
1.- Escolha do domínio de aplicação, especialmente contextos 
não algorítmicos; 
2.- Eleição das saídas desejadas; 
3.- Definição dos parâmetros que influenciam as saídas; 
4.- Escolha da topologia; 
5.- Obtenção de conjunto de exemplos de treinamento; 
6.- Escolha da função de ativação do neurônio; 
7.- Treinamento. 
A escolha da aplicação apropriada às redes neurais é sempre 
subjetiva. Considerações importantes para a verificação da aplicabilidade 
das RNAs são encontradas em [ROBERTS88] , como também as feitas por 
[KLIMASAUSKAS88]. Permitem ter uma visão geral sobre as perspectivas de 
aplicação das redes neurais. Domínios não algorítmicos favorecem a aplicação 
das RNAs dado o poder de síntese sobre o domínio de aprendizado. Assim é 
possível gerar respostas plausiveis em domínios onde sejam conhecidas somente 
informações causais. Além da escolha da estrutura e topologia da rede, é 
interessante analisar o processo de aprendizado que apresenta uma série de 
características gerais importantes.
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No processo de treinamento usando o algoritmo de retropropagação 
do erro, as ponderações iniciais são aleatórias e de valor pequeno. Essa 
condição inicial é importante para a evolução do processo de treinamento, uma 
vez que se trata de um sistema dinâmico multivariável que possui um 
comportamento caótico. Esse ponto de partida influenciará a trajetória do 
processo de minimização do erro, podendo em alguns casos tornar o sistema 
instável. A escolha de valores pequenos menores que 1 e aleatórios visa 
aumentar a possibilidade de uma trajetória estável do processo de 
aprendizado. Essas ponderações são cicljcamente ajustadas cada vez que é 
apresentado um exemplo de entrada-saida. 
O processo de minimizar o erro é lento e recursivo, podendo ser 
obtidos mínimos locais. Além disso, é necessário um grande número de 
iterações para se obter um ajuste aceitável das ponderações. As vezes é 
necessário a mudança dos parâmetros de aprendizado e a introdução de ruído 
nos padrões de treinamento. A tarefa básica do algoritmo de retropropagação é 
treinar uma rede em malha aberta com très tipos de unidades básicas: de 
entrada, intermediárias ou de saída. Cada unidade possui entrada e saída de 
valores contínuos dentro de um intervalo. Para poder analisar o algoritmo e 
seus parâmetros, é conveniente definir sua estrutura 
Para um padrão conhecido p característico de uma saida tp, se no 
treinamento a rede produzir uma saída atual Op, as ponderações deverão ser 






Em cada ciclo de aprendizado do padrão p considera-se a 
restrição : 
1 2 E = 7 šuk - ok) ‹4.2) 
onde k é a faixa de elementos na camada de saida. 
Aplicando a regra de aprendizado para minimizar a função E,
\ 
através do teorema da gradiente descendente [RUMELHART86], a modificação da 
ponderação é : 
ala aqc Aw..=-1-= zu -o)- (4.3› *J aw.. k k k aw.. 
1J IJ 
com Awü sendo o ajuste da ponderação que liga o neurõnio i ao neurõnio j. 
Indutivamente a retropropagação do erro é introduzida 
proporcionalmente no incremento das ponderações : 
AWÚ or õj0i (4.4) 
onde para camadas intermediárias : 
. = O. 1-O. Õ W. 4.5 ôl J ( J) Xk k Jk ( ) 
e para a camada de saida : 
öi = ( ti- Oi) Oi (1 - Oi) (4.6)
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que é um ajuste proporcional ao erro. 
w.. = ô. o. 4.7 A U fr J 1 ( ) 
onde a contante de proporcionalidade n é denominada coeficiente de 
aprendizado ou passo de treinamento. 
Têm sido propostas várias modificações desse algoritmo visando 
melhorar sua convergência [RUMELHART86],[QUI92]. Uma das mais utilizadas é a 
versão "momentum", que adiciona um efeito de ação integral (ajuste 
acumulativo) ao efeito proporcional, obtendo-se assim uma ação 
proporcional-integral que atua como acelerador do processo de convergência.
~ Assim o ajuste das ponderaçoes : 
A Wü(n+1) = fz õjoi + oz [ Wü(n) - Wü(n-1) ] (4.8) 
onde oz é denominado coeficiente de atenuação ou "momentum" com valor, 
geralmente, menor que 1. 
Essa modificação permite reduzir o tempo de aprendizado, porém 
não elimina o principal problema desse algoritmo que é a instabilidade da 
convergência. Ainda que na maioria das aplicações obtem-se convergência a um 
estado estável, este pode ser as vezes um minimo local, que atua como 
atrator. 
Uma das técnicas utilizadas para escapar destes atratores e 
tentar obter o mínimo global, é conhecida como "Simulated Annealing" 
[CAUDILL91]. A proposta dessa busca estocástica para evitar os mínimos 
locais, é uma analogia com o processo de esfriamento gradual dos materiais 
II ' H t que é estudado na mecânica estatística e denominado Annealing . Nes es
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processos sabe-se que, um esfriamento rápido produz estados de energia mínima 
local nos materiais, provocando cristalízação e imperfeicões estruturais. A 
idéia é produzir um esfriamento cuidadoso ou analogamente uma redução 
cuidadosa na função do erro. Essa simulação introduz um parâmetro simulado de 
temperatura T que controlará a modificação das ponderações proporcionais ao 
erro. Basicamente, no processo de treinamento, em cada estado da rede é feita 
uma modificação fixa das ponderações verificando o efeito sobre a função do 
erro. Se a função do erro reduz , a modificação é mantida, em caso contrário 
ela é eliminada, Esse incremento pode ser adicionado, ou não, na atualização 
feito pelo algoritmo de retropropagação. Com essas modificações o algoritmo 
de aprendizado pode apresentar uma operação mais eficiente para algumas 
aplicações. 
Na fase de treinamento podem acontecer outras dificuldades Como o 
ciclo de aprendizadoé iterativo com a finalidade de obter uma função de erro 
zero ou proximo de zero deve-se ter cuidado, dependendo da estrutura da rede, 
para que ela não aprenda 'o padrão' e com isso limite as suas propriedades de 
generalização. Isto pode acontecer quando a rede gera um mapeamento 
específico só para cada padrão, e se traduz na associação de uma unidade na 
ou nas camadas intermediarias para representar este padrão. Esse problema é 
denominado sobreaprendizado,onde a rede aumenta a sua eficiência sobre o 
conjunto de exemplos de treinamento, porém reduz a sua eficiência sobre o 
conjunto de exemplos de testes, comforme é apresentado graficamente na figura 
4.5. 
Algumas das causas mais freqüentes desse problema é a utilização 
de um número muito grande de elementos na camada intermediária, que pode 
permitir associar cada padrão de entrada a um elemento da camada 
intermediaria. Para tentar evitar esse problema existem algumas alternativas
COmO 
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Redução do número de elementos da camada intermediaria, para 
evitar a associação de cada padrão a uma unidade. Isso obriga 
a uma compactação da representação interna das correlações; 
Adicionar ruído aleatório aos padrões de treinamento, evitando 
que esse seja associado a algum elemento intermediário da rede; 
Evitar o sobreaprendizado, definindo limites de convergência 
diferentes de zero, de maneira a,alcançado um mínimo aceitável 
ainda que o erro não seja zero, deter o processo.
›
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FIGURA 4.5.- Sobreaprendizado em rede de escolha de 
drogas para medicação pré-anestésica 
Neste gráfico pode-se observar o fenômeno de sobreaprendizado 
onde, a partir de 3000 iterações sobre um conjunto de 120 exemplos, a 
eficiência da rede sobre o conjunto de treinamento aumenta, porém sobre o 
conjunto de teste essa eficiência comença a diminuir. Isso caracteriza o 
fenômeno de especialização da rede, no qual ela se torna especialista só 
dentro do conjunto de exemplos de treinamento, diminuindo a sua propriedade 
de generalização.
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4.2.1.- ESTRUTURAS DAS REDES NEURAIS 
Nas aplicações de inteligência artificial na área médica, grande 
parte da dificuldade no desenvolvimento está na representação do conhecimento 
médico. Diferentes técnicas de aquisição e escolha do conhecimento são 
utilizadas para selecionar o conhecimento que formará a base do sistema 
especialista. Existe uma alternativa de utilizar estruturas de redes neurais 
artificiais (RNA) para armazenar parte do conhecimento especialista baseado 
nas características de armazenamento distribuido e na generalização das RNA. 
Com a existência de um número consideravel de bases de dados 
médicos, é possivel treinar uma RNA com um conjunto de exemplos reais 
extraídos de bases de dados e criar uma topologia que funcione como 
classificador. Esse classificador pode categorizar condições fisiopatológicas 
em diagnósticos ou terapias. Para a especialidade de anestesiologia, 
dependendo das condições fisiopatológicas, tipos de medicamentos prévios e a 
região da cirurgia, infere-se o tipo de procedimento anestésico mais 
apropriado para um paciente em determinado ato cirúrgico. São utilizadas RNAs 
tipo perceptron multicamada, com treinamento através do algoritmo de 
retropropagação, estruturadas especificamente para processos de classificação 
do estado físico do paciente, escolha das drogas para a pré-medicação e 
escolha da técnica anestésica. Essas redes formam p‹arte da base de 
conhecimentos do sistema especialista para apoio à definição de procedimentos 
anestésicos. 
CONJUNTO DE PADRÕES DE TREINAMENTO 
Todas as redes neurais utilizadas foram treinados a partir de 
conjuntos de exemplos obtidos de uma base de dados. Esta base de dados é
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formada por registros cujas fichas foram preenchidas por residentes e médicos 
da equipe de médicos anestesiologístas de dois hospitais de Florianopolis e 
refletem técnicas e drogas que foram preferidas para a realização de 
cirurgias abdominais e cirurgias de membros. A amostra escolhida foi filtrada 
por um especialista assessor para minimizar o problema de possiveis 
inconsistências devido as diferentes escolas de pensamento existentes dentro 
da especialidade. A amostra utilizada totalizou um número de 1500 casos. Este 
filtro age como um selecionador de casos, aumentando a eficiência do 
treinamento e fazendo com que este treinamento possa ser feito com um número 
reduzido de casos-exemplos. 
A partir de uma analise de distribuição de casos, foram escolhidos 
os casos-exemplos para o conjunto de treinamento de cada rede, ,dependendo do 
tipo de saída desejada. Assim para a rede de classificação do estado físico 
do paciente com cinco saídas, representando os cinco graus possiveis e só um 
estado ativo desejado, foram escolhidos 5 conjuntos de 80 exemplos para 
treinamento e 5 conjuntos de 70 exemplos' para testes. Todos estes conjuntos 
foram ordenados sequêncialmente em relação à saida desejada, sendo que o 
número de cada tipo de padrão no conjunto é proporcional à incidência de cada 
tipo de padrão na distribuição da amostra. Assim, pacientes do tipo 1, 2 e 3 
tem maior número de exemplos nos conjuntos. Em geral, este procedimento é 
repetido para cada rede onde se modificam o número de exemplos. No caso 
particular da rede de escolha de técnica é modificada a sequência de 
apresentação dos casos-exemplos e feita uma apresentação em sequência 
aleatória dos exemplos na rede, visando melhorar a convergência no 
aprendizado. No capitulo V, apresenta-se as estruturas dos conjuntos de 
treinamentos e testes utilizadas para cada rede neural.
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MÉTODO DE TREINAMENTO 
O método de treinamento utilizado para todas as estruturas, além de 
utilizar varios conjuntos de padrões ou exemplos, sempre teve inicio num 
ponto aleatório do domínio das ponderações. O primeiro passo foi a 
verificação do formato da região de convergência de cada rede, fazendo uma 
sessão de treinamento para verificar os pontos de minimos da região. Para 
isto, utilizou-se um passo ou coeficiente de treinamento r¡ grande, em alguns 
casos maior que um, para um número de iterações fixo, por exemplo 1000. Para 
cada um destes estados terminais da rede foi feito uma avaliação da 
eficiência sobre os conjuntos de treinamento e teste. A repetição deste 
procedimento permite verificar através de uma analise as regiões de minimos 
sobre as quais serão feitas novas sessões de treinamento, com passos menores, 
que sejam variaveis e decrescentes. Este procedimento verificou-se eficiente 
para obter bons indices nos testes de eficiências das redes. 
CRITÉRIO DE ATIVAÇÃO DOS NEURÕNIOS 
Quando as redes neurais são ativadas, os neurônios da camada de 
saida são ordenados decrescentemente segundo o seu nivel de ativação. O maior 
valor é considerado como primeira opcão. Qualquer neurõnio na faixa de 30% 
abaixo do valor máximo e maior que 0,3 ê considerado ativo e dependendo da 
rede neural podem ser considerados como a segunda, terceira, quarta, etc 
opções. Exístindo coincidência de valores no nivel máximo, é considerada 
primeira opção o neurõnio com menor índice de identificação na rede neural. 
Ou seja, se os neurônios 123 e 127 tem niveis de ativação iguais, a primeira 
opção é o neurõnio 123.
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4.2.2 REDE NEURAL PARA CLASSIFICAÇÃO DO ESTADO FÍSICO DO PACIENTE 
Inicialmente o sistema realiza a classificação do estado físico 
que reflete as condições clínicas orgânicas do paciente. Para isso utiliza-se 
a classificação proposta pela American Society of Anesthesiologists, que 
define o estado fisico do paciente em cinco graus ou categorias: 
GRAU 1 : Paciente com nenhuma patologia além da causa da cirurgia, 
e sem distúrbios sistêmicos. Por exemplo, hérnia inguinal 
num paciente sem problemas de saúde. 
GRAU 2 : Paciente com distúrbios sistëmicos leves ou moderados, 
causados ou não pela condição a ser tratada pela cirurgia. 
Por exemplo: anemia discreta. 
GRAU 3 : Paciente com distúrbios sistëmicos graves causados pela 
própria condição cirúrgica ou por doença sistêmica . Por 
exemplo: alteração hidroeletrólitica. 
GRAU 4 : Paciente com distúrbios sistêmicos extremamente graves 
originados ou não pela cirurgia, com risco de morte a curto 
prazo. Por exemplo: insuficiência renal terminal programada 
para transplante. 
` 
GRAU 5 : Paciente moribundo com poucas probabilidades de 
sobrevivência além de 24 horas. Por exemplo: trombose 
mesentêrica externa. 
O estado físico do paciente revela a capacidade do individuo para 
enfrentar exigências funcionais. Esse parâmetro não ê sinônimo de risco.
\
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A rede neural, com topologia de rede perceptron multicamada, está 
estruturada com 5 neurônios de saida representando cada um dos graus de 
estado fisico. As entradas foram definidas em 297 parâmetros listados no 
anexo C. Ainda que esta rede seja contínua, o valor dos parâmetros de entrada 
limitou-se a valores binários por opção, não perdendo a generalidade do 
processo. Com isso, a etapa mais crítica na estruturação da rede foi 8. 
escolha do número de camadas intermediárias e o número de elementos dessas 
camadas. Determinou-se empiricamente uma camada intermediária com um limite 
de 8 elementos contituintes. Uma análise do desempenho de várias estruturas é 
apresentada na tabela 4.1. A figura 4.6 apresenta a estrutura final com os 
parâmetros de influência. 
çcimmu càmnâz CAMADA3 _c/mânàâ r; cz 1' cicios gn x 
mam: 1 291 io ---- s 0,7 0,9 o,o1 azoo eo/as 
REDE 2 297 15 ---- 5 0,6 0,3 0,01 azoo so/4o 
í
5 REDE 3 297 
Í 
8 ---- 0,5 0,7 --- 4300 91/70 
REDE 4 297 9 B 5 0,6 0,7 0,01 8200 70/50 
REDE 5 `297 10 10 5 0,5 0,6 --- 9400 60/50 
CAHADAS: .número de elementos de cada camada. 
Camadalzentrada . . . . . . . . . . . . . . . . ..Camada4: saida 
U, G, T 2 parâmetros utilizados no algoritmo de aprendizado. Várias 
combinações foram utilizadas; apresentam-se as com melhor 
desempenho. 
CICLOS : número de iteraçõea do treinamento sobre o conjunto de 80 
exemplos. 
R 1 . indica a eficiência da rede no reconhecimento de padrões. 
60/30 interpreta-se como: 
60% de padrões reconhecidos sobre os B0 de treinamento. 
30% de padrões reconhecidos sobre os 70 padrões de teste. 
TABELA 4.1..- Desempenho da estrutura da rede neural para 
classificação do estado fisico do paciente
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REDE NEURAL PARA CLASSIFICAÇÃO DO ESTADO FÍSICO DO PACIENTE 
1) IDADE ~) Camada 1 297 ESTADO FÍSICO 
7Q> EXAMES ~) ~) 
Camada 2 8 GRAU 1 
GRAU 2 










Camada 3 5 I GRAU 4 
{ 
-í GRAU 5 
CONDIÇÕES DO PACIENTE EXEMPLOS 
Cardiovasculares =ä Hipertensão arterial 
Respiratórias =) Asma / Bronquite 
Hematológicas =} Anemia / Leucemia 
Neuromuscularea à Parkinsonismo / Epilepsia 
FIGURA 4.6 - Estrutura da rede de classificação 
do estado físico do paciente
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4.2.3.- REDE NEURAL PARA A ESCOLHA DE DROGAS PARA MEDICAÇÃO PRÉI~ANESTÉSICA 
Um dos procedimentos num planejamento do ato anestésico é 
determinar a necessidade ou não da medicação pré-anestésica do paciente. 
Medicação pré-anestésíca (conforme definição da Confederação Latinoamericana 
de Sociedades de Anestesiologia -CLASA- [DUARTE79]), consiste na 
"administração de droga ou drogas no período pré-operatório destinado a 
reduzir a ansiedade, facilitar a anestesia e minimizar as suas complicações 
e/ou efeitos colaterais". Para realizar esse processo foram escolhidas 7 
grupos de drogas mais utilizadas na medicação pré-anestésica, o que define o 
número de elementos necessários da camada de saida da rede neural, 
adicionando mais um elemento representativo no caso em que não seja 
necessária nehuma droga, completando o total de 8 saidas. Para a definição do 
número de elementos da camada de entrada e da escolha dos parâmetros de 
influência foram testadas várias opções. Inicialmente a camada de entrada foi 
definida na faixa de 180 a 480 elementos. Porém, para facilitar a criação 
dos arquivos de dados das redes, ela foi finalmente sobredimensionada na 
entrada, igualando-se á rede .de .escolha de técnicas,. com 510-elementos..__Com 
essa mudança empiricamente não se detectou diferença no desempenho. Os 
resultados obtidos entre várias estruturas são comparativamente apresentados 
na tabela 4.2 . 
A camada intermediária é a que mais problemas apresenta na sua 
estruturação. A escolha minima de elementos dessa camada sempre é maior que a 
da camada de saida, para não realizar compressão dos dados e permitir uma 
faixa aceitável de correlações. O número máximo de elementos é limitado para 
evitar reduzir a propriedade de generalização da rede, e também minimizar o 
tempo de aprendizado. Após vários testes realizados na faixa de 45 a 8 
elementos, optou-se por 13 elementos. A estrutura final é apresentada na
figura 4.7. As alternativas de drogas para este processo são apresentadas na 
figura 4.8. 






c^n^nA1 CAMADA2 c.u4An/43 CAMADA4 n a T clcros R x 
:so 15 ---- a 0,5 0,7 o,o1 'lezoo so/as 
mo ao ---- e 0,2 0,9 o,o1 1-:ooo 40/as 
510 13 ---- 8 0,2 0,9 --- 4oooo se/19 




R Í : 
número de elementos de cada camada. 
Camada1:entrada . . . . . . . . . . . . . . . . ..Camada4: saida 
2 parâmetros utilizados no algoritmo de aprendizado. Várias 
combinações foram utilizadas; apresentam-se as com melhor 
desempenho. 
_ número_.de .iterações do treinamento sobre__o conjunto _de 80 
exemplos. 
indica a eficiencia da rede no reconhecimento de padrões. 
60/30 interpreta-se como: 
60% de padrões reconhecidos sobre os 80 de treinamento. 
301 de padrões reconhecidos sobre os 70 padrões de teste. 
TABELA 4.2 - Comparação de estruturas da rede neural 












REDE NEURAL PARA A ESCOLHA DE DROGAS PARA MEDICAÇÃO PRÉ-ANESTÊSICA 
IDADE 9 ~ REDE TEMPOS ~Ô 
HABITOS Camada 1 5101 
EXAMES ~9 DROGAS PARA 
MEDICAÇÃO PRÉ-ANESTÉSICA 





- ANTIHISTAMXNICOS H1-Hz 
















l==à ( PROCEDIMENTOS MÉDICOS QUE PRECISAM DE ANESTESIA ) 
( EXEMPLO : ENDOSCOPIA DIGESTIVA ) 
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FIGURA 4.8 - Drogas para medicação pré-anestésica
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4.2.3.- REDE NEURAL PARA A ESCOLHA DA TÉCNICA DE ANESTESIA 
Os fatores principais que facilitam ao anestesiologista a 
escolha adequada do tipo de técnica de anestesia, bem como na indicação das 
drogas ideais a serem utilizadas são : avaliação do estado físico do paciente 
através da visita pré-anestésica, a fisiopatologia das doenças, e o 
conhecimento da farmacocinética e da farmacodinâmica das drogas, bem como as 
possiveis interações entre elas. 
A presença de doenças associadas â patologia cirúrgica, podem 
limitar ou contraindicar algumas alternativas, como no caso de hipertensão 
arterial, doenças cardiopulmonares, problemas hepáticos, etc. A estrutura da 
rede neural para a escolha da técnica de anestesia tem 18 saídas possiveis 
representando as técnicas mais utilizadas. Essas opções de escolha, como 
também as drogas e/ou inalantes a serem utilizados são apresentados 
esquematicamente na figura 4.9 . A estrutura final proposta é apresentada na 
figura 4.10. Os resultados obtidos entre varias estruturas são 
comparativamente apresentadas na tabela 4.3. 
Para completar a técnica anestésica é necessário definir uma série 
de parâmetros complementares. Dependendo se a técnica anestésica é regional 
ou geral deve definir-se parâmetros como : drogas para sedação, níveis de 
bloqueio, bloqueadores neuromusculares, etc. Estes parâmetros são definidos 
por dois módulos de redes neurais complementares um para o caso de anestesia 
regional e o outro para anestesia geral. As estruturas destas redes 
complementares e a suas correspondentes saidas desejadas são apresentadas na 
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FIGURA 4.9 - Tipos de técnicas de anestesia
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9 ( PROCEDIMENTOS MEDICOS QUE PRECISAM DE ANESTESIA ) 
( EXEMPLO : ENDOSCOPIA DIGESTIVA ) 
FIGURA 4.10.- Estrutura da rede de escolha 
da técnicas de anestesia
CAHADA1 CAMADA2 CAMADA3 CAMADA4 Ú G T CICLOS R % 
REDE 1 510 45 ---- 18 0,5 0,9 0,01 20000 80/30 
REDE 2 510 24 ---- 18 1,2 0,6 0,01 13000 70/40 
REDE 3 510 20 ---- 18 --- 8000 0,3 0,7 76/69 
REDE 4 510 40 '18 18 0,3 0,7 0,01 14000 70/30 
REDE 5 510 20 19 10 0,9 0,5 --- 16000 50/30 
CAHADAS: 
na as T 
CICLOS : 
R Í : 
número de elementos de cada camada. 
Camada1:entrada . . . . . . . . . . . . . . . . ..Camada4: saida 
2 parâmetros utilizados no algoritmo de aprendizado. 
combinações foram utilizadas; apresentam-se as com 
desempenho. 
número de iterações do treinamento sobre o conjunto 
exemplos. 
indica a eficiência da rede no reconhecimento de padrões. 
60/30 interpreta-se como: 
80% de padrões reconhecidos sobre os 80 de treinamento. 
30% de padrões reconhecidos sobre os 70 padrões de teste. 
TABELA 4.3 - Comparação de estruturas de 





QZQLI- REDES NEURAIS COMPLEMENTARES PARA ANESTESIA LOCO-REGINAL 
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FIGURA 4.11 - Rede de escolha do nível do bloqueio regional 
REDE NEURAL PARA A ESCOLHA DE DROGAS PARA SEDAÇÃO 
I 
REDE 
========:) Camada 1 90 








DROGAS PARA SED 
ANESTESIA LOCO- ~) 






U'¡‹bbJN›-fl 14> Ttcnicàs ======H 
Auasrtslcas camada 3 E- 
FIGURA 4J2 - Rede para a esmmha de drogas de sedação 
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REDE NEURAL PARA A ESCOL 










1) IDADE ~ Camada 2 8 
14> TÉCNICAS 1-'É-'=*-) 
ANESTÉSICAS Camada 3 4 
..___.í-. íí__~ _¿í..__í.í___.í--z-
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HA DOS PROCEDIMENTOS ADKHONAIS(ADJUVANTES) 
Camada 1 90 ADJUVANTES PARA 
ANESTESIA LOCO-REGIONAL ~à 
-hQ[\)›-D 
- CATETER 
- ELICITAÇÃO DE PARESTESIAS 
- ESTIMULADOR DE NERVO 
- CATETER na oxxcâuxo 
FIGURA 4.13 - Rede neural para a escolha de adjuvantes
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¢2Jl2r REDES NEURAIS COMPLEMENTARES PARA TÉCNICAS DE ANESTESIA GERAL 
REDE NEURAL PARA A ESCOLHA DA MODALIDADE DEINDUÇÃO 










U4 > Camada 1 80 MODALIDADE DE INDUCAO 
ANESTESIA GERAL ~-à 
1) IDADE ~ Camada 2 13 - ENnovENosA 
- ENnovENosA+1NALATÓR1A 
4> TÉCNICAS =======â - GRAVITACIONAL 




~í_. - RETAL 
- sEouÊNc1A RÁPIDA DE xor 
PRÉ-cuRAR1zAÇÃo 
- Pnlnnluc 
- IT As cEcAs 
- IT AconnAno 
(IOT : Incubação orotraqueal) 
(IT : Intubaçäo) 
FIGURA 4.14 - Rede neural para a escolha de modalidade de indução
REDE NEURAL PARA A ESCOLHA DAS DROGAS DE INDUÇÃO/MANUTENÇÃO 
EM ANESTESIA GERAL 
REDE 
75) LOCAL ~ DA Camada 1 80 CIRURGIA DROGAS PARA INDUÇÃO/MANUTENÇÃO 
EH ANESTESIA GERAL 
==========% 
- ALFENTANIL 
- - DIAZEPAH 













17- OXIDO NITROSO 
18- TIOPÉNTAL 
19- OUTROS 
1 IDADE ~) > Camada 2 20 
GJ\10'1U1-h(›)N›-h 
4> TÉCNICAS -í--=-› 
Aussrsslcâs camaaaza 19 
.._í_í aa-_._íí~ 
FIGURA 4.15 - Rede Neural para a escolha da drogas 
para indução/manutenção
75) 
REDE NEURAL PARA A ESCOLHA DO BLOQUEADOR NEUROMUSCULAR
n ~
r 
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EM ANESTESIA GERAL 
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Camada 1 80 BLOQUEADOR NEUROHUSCULAR 









Fig 4.16.- Rede neural para a escolha do bloqueador neuromuscular 













MANUTENÇÃO VIAS AÉREAS 
ANESTESIA GERAL ~) 
1- INTUBAÇÃO NASOTRAQUEAL 
2- INTUBAÇÃO OROTRAQUEAL 
4> TÉCNICAS =====›› 3- MÁSCARA FACIAL 
~) Camada 1 80 
1) IDADE ~-*Q Camada 2 4 
ANESTÉSICAS camada 3 3 
¡ I
r .~
FIGURA 4.17 - Rede neural para a escolha da manutenção das vias aéreas
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4.3.- BASES DE DADOS EM ANESTESIOLOGIA 
A anestesiologia é, entre mais de 60 especialidades médicas, uma 
das que deve registrar o maior número de dados, num espaço de tempo que ocupe 
apenas uma pequena percentagem do tempo total da internação do paciente. Por 
isso, para melhorar o registro e processamento dos dados é útil a 
implementação de bases de dados que incluam : 
- Dados das condições prévias do paciente; 
- Interação de medicamentos com drogas e/ou agentes 
anestésicos; 
- Limitações e/ou contraindicações de drogas e técnicas 
de anestesia com respeito às condições fisiopatológicas. 
Até os anos 70 o arquivo era o elemento mais importante da 
hierarquia de dados. A partir dessa data, o arquivo foi progressivamente 
substituido pelas bases de dados. Uma base de dados é uma coleção de arquivos 
logicamente interrelacionados e estruturados. A idéia fundamental da base de 
dados é que os mesmos dados podem ser utilizados por diferentes programas 
e/ou usuários, evitando assim a sua duplicação e redundância. Das estruturas 
de dados a mais utilizada na atualidades é o modelo relacional. Esse modelo 
supõe que os dados sejam armazenados na forma de filas e colunas (as filas 
são os registros e as colunas os campos associados a cada dado). Fisicamente, 
ele é o mesmo que o arquivo simples, porém existem regras especificas para a 
sua organização. O objetivo do modelo relacional, apresentado em 1970 por 
Codd , visa facilitar o acesso aos dados.
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4.3.1.- BASE DE DADOS DE CONDIÇÕES PRÊVIAS DO PACIENTE 
A base de dados relacional cumpre duas finalidades importantes 
dentro da estrutura do sistema : 
- base de exemplos para treinamento das redes neurais; 
- base de exemplos e/ou armazenamento do número de pacientes 
para análise do sistema. 
Para a estruturação da base utilizou-se, como referência, uma 
base de dados de anestesiologia já existente [DUARTE90], em constante 
atualização, com aproximadamente 7000 procedimentos anestésicos cadastrados. 
A partir dessa estrutura foram definidos os parâmetros de interesse que mais 
influenciam as etapas de decisão médica da especialidade, chegando-se à 
escolha e limitação de 510 parâmetros os quais incluem: 
- 256 condições fisiopatológicas; 
- 103 drogasou .medicamentos de pré-operatórios; 
- 78 exames de laboratório; 
~ . \ - 58 regioes de cirurgias, 
- 15 procedimentos diagnósticos especiais com necessidade de 
anestesia. 
No Anexo C é apresentada uma lista dos parâmetros que formam 
essa base.
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4Jl2r-BASE DE DADOS DE INTERAÇÃO DE DROGAS 
A base de dados relacional é utilizada como parte do controle de 
inferência para analisar se existe alguma interação das drogas e medicamentos 
pré-operatórios administrados ao paciente com as drogas utilizadas nos 
processos de pré-medicação, indução e manutenção do ato anestésico. A 
informação armazenada na base forma parte da base de conhecimento estático 
do sistema. Essa base de tipo relacional apresenta a estrutura da figura 
4.16. Na figura 4.17 é apresentado um exemplo dessa base de dados. 
REGISTRO NÚMERO 
CAMPO1 DROGA ANESTESICA 
CAMPO2 DROGA INTERAGENTE 
CAMPO3 TEXTO1 
CAMPO4 DROGA INTERAGENTE 
CAMPOS TEXTO2 
CAMPO6 DROGA INTERAGENTE 
CAMPO7- TEXTO3 - 
CAMPO8 DROGA INTERAGENTE 
CAMPO9 TEXTO4 
CAMPOIO DROGA INTERAGENTE 
CAMPO11 TEXTOS 
CAMPO12 DROGA INTERAGENTE 
CAMPO13 TEXTO6 
Figura 4.16.- Estrutura da base de dados de interação de drogas
DROGA ANESTÉSICA 
SUCCINILCOLINA 
DROGA INTERAGENTE 1 
DIGITÁLICOS 
TEXT01 
Interação entre Succinilcolina e Digitálicos 
Mecanismo de interação : Potencialização do efeito 
cardíaco do glicosldio tanto no que se refere à condução 
quanto ao aumento da excitabilidade ventricular. 
Implicações : Aparecimento de disritmias cardíacas- 
Fígura 4.17.- Exemplo de texto para interação de medicamentos
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4.3.3.- BASE DE DADOS DE SÍNDROMES 
Existem vários síndromes cujas implicações anestésicas são 
ponderáveis. Selecionado um conjunto de síndromes, foi implementada uma base 
de dados que permitisse ao usuário ter acesso às informações das 
características patológicas e clínicas e as suas implicações anestésicas. 
Essas informações permitem complementar a explanação do sistema, sempre que o 
paciente apresente uma síndrome característica dentre as 23 atualmente 
escolhidas como de maiores implicações anestésicas. A base de dados 
relacional está associada a um arquivo aleatório encarregado de fornecer os 
textos explanatorios correspondentes. A estrutura básica é apresentada na 
figura 4.18., com um exemplo. 
CAMPO1 NOME DA SÍNDROME 
CAMPO2 PATOLOGIA 




stNnRom›: DE HUNTER 
PATOLOGIA 
É uma enfermidade hereditária 
caracterizada por nanismo, macroglossia 'pectus excavatum”, 
cifoscoliose , hepato-esplenomegalia , valvulopatias e 
coronariopatias. 
1nPL1cAçõ¡›:s ANx~:s'rf:s1cAs 
Obstrução fácil de vias aéreas superiores 
exigindo os cuidados pertinentes na indução, possiveis 
hiperesplenismos e/ou insuficiência cardíaca. Tendência para 
infeçäo pulmonar. 
Figura 4.18.- Estrutura e exemplo da base de dados de síndromes
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4.4.- MÓDULO DE MODELOS CLÍNICOS 
Os modelos matemáticos podem ser incorporados de várias formas ás 
bases de conhecimentos : 
- Modelos externos com intercâmbio de parâmetros, como modelos 
empíricos e/ou estatísticos de algum processo fisiológico; 
- Modelos semi-integrados com parte pertencente à base de 
conhecimentos, como modelos adaptáveis às condições específicas de 
cada paciente; 
- Modelos totalmente integrados, os quais podem simular a 
fisiologia do domínio, numa maneira adequada, como modelos do 
sistema cardiovascular. Um modelo causal provê uma das relações 
úteis para raciocínio de diagnóstico, prognóstico e conhecimento 
básico sobre o processo. 
Inicialmente o protótipo do sistema só ativa um modelo clínico 
para fazer a predição de infarte miocárdico peri-operatório e/ou morte por` 
causa cardíaca [KAMLESH90] em cirurgias não cardíacas, baseado nas condições 
fisiopatológicas do paciente. Parâmetros como cirurgia de emergência, idade 
maior de 70 anos, operação abdominal ou torácica, hipocalemia etc são 
ponderados para obter um índice de probabilidade de morte por causa cardíaca
Matematicamente esse modelo pode ser descrito por [KAMLESH90] 
x = a1Y1 + a2Y2 + a3Y3 + a.4Y4 + 
a5Y5 + a6Y6 + a7Y7 + 
Com função de probabilidade : 
Hx) = eXp(×) 
1 + exp(x) 









onde a determinação estatística dos coeficientes ai define :-[KAMLESH90] 
Cirurgia de emergência; 
Insuficiência coronária; 
Sinais de isquemia; 
Infarte miocárdico prévio; 
Idade maior de 70 anos; 
Cirurgia abdominal ou torácica; 
Cirurgia aórtica ou vascular periférica; 
Hipocalemia. 
al - 1,28 as 0,77 
a2 = 1,04 a6 = 0,68 
a3 = 1,17 8.7 = 0,72 
a4 = 0,86 a8 = 1,5 
a8Y8 - 4.88 (4.4.l) 
(4.4.2) 
Trabalhos futuros pretendem introduzir modelos farmacocmeticos e 
farmacodinämicos para a proposta da avaliação de dosagens de medicamentos 
utilizados no ato anestésico.
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4.5.- MÓDULO DE EXPLANAÇÃO 
O módulo de explanação é o encarregado de realizar uma explanação 
causal do processo de inferência. É realizado em função das condições 
fisiopatológicas do paciente utilizadas como entradas do sistema. A 
explanação obtida pode ser em relação a : 
A - Aspectos fármaco-clínicos; 
B - Peculiaridades do tipo de cirurgia; 
C - Problemas especiais; 
D - Bibliografia 
O usuário pode escolher o tipo de item para explanação numa série 
de sub-menus. Por exemplo, se escolher o item A para aspectos 
farmaco-clínicos, as alternativas serão as apresentada na figura 4.19 : 
A - ASPECTOS FARMACO-CLÍNICOS 
A1 - Aussrtslcos vlzuosos; 
A2 - AGENTES INALATÓRIOS; 
A3 - atoousânomts usuno-Muscui/mas; 
A4 - Aussrzsm Loco-Ri-:G1oNA1.. 
Fig. 4.19.- Sub-menu do módulo de explanação 
No sub-menu, se a escolha do usuário for o item A4 as opções de 
escolha serão as do sub-menu da figura 4.20.
\
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A4 - ANESTESIA LOCO-REGIONAL 
I DEFINXÇÃO 
11 CARACTERISTICAS Físico-QuIn1cAs E FARMAcoc1NÉT1cAs 
111 CLASSIFICAÇÃO E CARACTERÍSTICAS FARuAcon1NÃn1cAs 
Iv cous1oERAÇõEs FARnAcoc1NÉr1cAs 
v coNs1uERAÇöEs cL1N1cAs 
FIGURA 4.20 - Sub-menu de explanação para técnicas 
de anestesia loco-regional 
Escolhendo, por exemplo, os items I e V deste sub-menu os textos 
de explanação são os das figuras 4.20 e 4.21 respectivamente : 
I DEFINIÇÃO 
Definição - Perda da sensibilidade dolorosa e eventualmente 
de outros tipos de sensibilidade numa área circunscrita 
devido ao bloqueio da excitação em terminações nervosas ou 
do bloqueio do processo de condução ao longo do 1 neurõnio . 
FIGURA 4.21 - Um texto de explanação para o item I 
de técnicas de anestesías loco-regionais
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V CONSIDERAÇÕES CLÍNICAS 
1 - O emprego de opióides na medicação pré-anestésica 
pode ser recomendado desde que o procedimento exija 
múltiplas injeções e o aparecimento de parestesias não seja 
essencial. 
2 - O emprego de benzodi azeplnicos na medicação 
pré-anestésica é justificável quando se busca aneiolise.Näo 
é recomendável como profilático de toxicidade sistêmica. 
3 - A sedação durante a anestesia loco-regional pode 
ser necessária em função do estado emocional do paciente e 
também quando o procedimento ci rúrgico é prolongado ou 
quando a execução da cirurgi a implica ações que são 
conscientizadas pelo paciente de forma desagradável. 
4 - A sedação pode ser obtida com barbitúricos ou 
benzodiazepinicos administrados “in bolus” ou sob a forma de 
infusão. Desde que o paciente se ja sedado é prudente 
administrar O2 (cateter nasal) e monitorizar a saturação de 
02 com oximetro de pulso. 
FIGURA 4.22 - Um texto de explanação para item V 
de técnicas de anestesias loco-regionais 
Os menus disponíveis para explanações e mais alguns exemplos de 
textos utilizados para explanações são apresentados no Anexo D.
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4.6.- SEGURANÇA DOS DADOS 
A proposta feita pelo sistema não tem a pretensão de ser o único 
caminho aceitavel. Pretende apenas apontar um dos caminhos, entre outros, que 
pode ser correto. A segurança dos resultados dependerá principalmente da 
interpretação e utilização' dos dados fornecidos pelo sistema. 
Deve-se ressaltar que o médico è o único responsavel legalmente 
pelas decisões que toma, mesmo que estas decisões estejam baseadas nas 
informações do sistema. Assim, como a orientação principal deste sistema é 
para residentes da especialidade de anestesiologia e como complemento para 
médicos especialistas de anestesiologia, a utilização deste programa 
necessita um conhecimento minimo dos conceitos da especialidade que permitam 
uma boa interpretação e utilização da proposta do sistema. 
4.7.- CUSTOS DO DESENVOLVIMENTO 
A avaliação dos custos de desenvolvimento de um sistema 
especialista é dificil de se quantificar. Como o desenvolvimento de um 
sistema especialista depende da assessoria de um ou vários especialista da 
área e vários outros profissionais, a principal incidência no custo do 
desenvolvimento é o número de horas homem (HH) utilizadas destes 
profissionais. A quantificação deste custo não é fácil, principalmente pela 
variedade de especialidades participantes. Em geral, estima-se como aceitavel 
uma media de US$ 200,00 a HH. Considerando um total de 120 semanas com media 
de 20 horas, o custo estimado em HH é US$ 480.000,00. Os custos de 
equipamentos e custos fixos são insignificantes comparadas com as HH. Um 
sistema computacional de pequeno porte para o desenvolvimento do sistema é
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uma configuração IBM-PC compativel da familia AT286 com monitor RGB e 40 
Mbytes de disco Winchester. O custo desta configuração è de aproximadamente 
US$ 3.000,00. Os custos fixos são estimados em US$ 5.000,00. Com isto 




5.1.- EFICIÊNCIA DO SISTEMA 
Para analisar a eficiência do sistema foram feitos dois diferentes 
tipos de avaliações : 
- Testes objetivos : neste tipo de testes os resultados foram 
comparados diretamente com os existentes na 
base de dados, dentro da amostra utilizada 
para teste, diferente da usada para 
treinamento. 
- Testes subjetivos : onde a avaliação dos resultados foi feita por 
um grupo de médicos residentes na 
especialidade de anestesiologia e um grupo de 
médicos anestesiologistas. 
Para avaliar os resultados é necessário fazer uma análise de cada 
um dos módulos envolvidos: 
- módulo de redes neurais; 
- módulo gerenciador; 
- módulo de explanação;
82 
5.1.1.- MÓDULO DE REDES NEURAIS 
Na avaliação do módulo de redes neurais foi feito o teste de 
eficiência de cada uma das redes, utilizando o tipo de teste objetivo. É 
importante salientar que este tipo de avaliação é muito restrita já que ele 
só compara o número de acertos totais com respeito da base de dados. Como em 
geral toda decisão médica não é única, este tipo de avaliação não reflete 
totalmente o potencial do módulo de redes neurais. Ou seja, poderiam existir 
inferências das redes neurais que sejam diferentes das alternativas 
escolhidas e existentes na base de dados porém, poderiam ser válidas. Ainda 
considerando esta limitação o tipo de teste é um índice indicador de 
eficiência aceitavel. 
Para efetuar este teste foram escolhidos 5 conjuntos 
diferentes de padrões de treinamento e 5 conjuntos diferentes de padrões de 
testes para cada rede neural, com número variável de elementos,. A estrutura 
da rede neural foi testada com diferentes configurações de camadas. Cada 
tipo de rede é representada por duas tabelas e um gráfico representativo da 
melhor eficiência obtida com uma estrutura especifica. 
As redes testadas são : 
'a.- Rede de classificação do estado físico; 
b.- Rede para a escolha da medicação pré-anestésica; 
c.- Rede para a escolha do tipo de técnica, com as sub-redes. 
No caso de escolha de anestesia loco-regional: 
cl.-Rede para a escolha do nível de bloqueio regional; 
c2.~Rede para a escolha da droga para sedação; 
c3.-Rede para a escolha de adjuvantes na anestesia
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regional. 
No caso de escolha de anestesia geral: 
c4.-Rede para a escolha do procedimento de indução; 
c5.-Rede para a escolha das drogas de indução/manutenção; 
c6.-Rede para a escolha do bloqueador neuromuscular; 
c7.-Rede para a escolha da manutenção das vias aéreas; 
Os parâmetros de treinamento, a escolha de cada estrutura e a 
eficiência de cada rede nos conjuntos de padrões são apresentados em tabelas 
e gráficos, respectivamente. 
Avaliação da rede neural para a classificação do estado físico do paciente 
Na tabela 5.1 são apresentadas algumas estruturas testadas, e a 
estrutura de rede neural escolhida por melhor desempenho . O gráfico da 
figura 5.1 representa a avaliação da estrutura escolhida dentro de um ciclo 
de treinamento.
I 
CAMADA1 CAMADA2 CAMADA3 CAMADA4 U U T . CICLOS R Z 
297 10 5 0,7 0,9 0,01 8200 60/35 
297 15 5 0,6 0,3 0,01 3200 50/40 
297 5 0,5 0,7 --- 4300 97/75 





REDE 5 297 10 10 5 0,5 0,6 9400 60/50 
REDE 3 ESTRUTURA ESCOLHIDA 
PARA ESSA REDE NEURAL 
ÍCAMADA1 ENTRADA 297 ELEMENTOS CONDIÇÕES FISIOPATOLÓGICAS 
CAMADA2 c0RRELAÇ0Es 
ECAMADA3 SAIDA ELEMENTOS GRAU DE ESTADO FISICO 
E1 E2 E3 E4 E5
U 3 2 0,5 0,7 0,1 
E 
0: 0,1 0,3 0,7 0,3 0,3 
E
T 0,1 0,001 0,001 0,001 
CICLOS 3700 4200 4300 5200 8100 
ER u 20/5 80/65 
INTERMEDIÁRIA 8 ELEMENTOS 
97/75 70/40 80/50 
CAHADAS: número de elementos de cada camada 
Camada1:entrada . . . . . . . . . . . . . . . . ..Cam 
d al oritmo de aprendizado. Várias n, a, T : 
combinações oram 
R Í : 
desempenho. 
CICLOS : número de iterações do treiname 
parâmetros utiliza os no g 
exemplos. 
indica a eficiência da rede no reconhecimento de padrões. 
60/30 interpreta-se como: 
60% de padrões reconhecidos sobre os 80 de treinamento. 
30% de padrões reconhecidos sobre os 70 padrões de teste. 
ada4:saida 
Tabela 5.1.- Teste de eficiência da rede neural de 
‹ﬂassñ1cacã0 do estado físico do paciente 
f utilizadas; apresentam-se as com melhor 
nto sobre o conjunto de 80
Eficiência da Rede Neural 










Figura 5.1.- Gráfico de eficiência da estrutura escolhida da 
rede neural para a classificação do grau de 
estado físico do paciente
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Avaliação da rede neural para a escolha de drogas para medicação 
pré-anestésica 
CICLOS : número de iterações do treinamento sobre 0 conjunto de 150 
R % : indica a eficiência da rede no reconhecimento de padrões. 
8X emplos. 
60/30 interpreta-se como: 
60% de padrões reconhecidos sobre os 150 de treinamento. 
30% de padrões reconhecidos sobre os 300 padrões de teste. 
CAMADA1 CAHADA2 CAMADA3 CAMADA4 T7 CICLOS R 1 
REDE 1 180 15 8 0,5 18200 50/35 
REDE 2 180 10 8 0,2 14000 40/35 
REDE 3 510 13 8 0,2 40000 88/79 
REDE 4 510 10 8 8 0,3 0,? 18200 40/30 






0,5 --- 29200 70/50 
REDE 3 ESTRUTURA ESCOLHIDA PARA ESSA REDE NEURAL 
CAHADA1 ENTRADA 510 ELEMENTOS CONDIÇÕES FISIOPATOLÓGICAS 
CAMADA2 
CAHADA3 SAÍDA ELEMENTOS Miznrc/lcxo PRE-Aussrâsxcâ 
E1 E2 E3 E4 E5 
fl 2 0,2 0,1 0,4 0,7
G 0,7 0,9 0,0 0,6 0,3
T 0,1 0,01 0,001 0,001 
CICLOS 13700 40000 14200 25200 38100 
R X 20/5 88/79 50/15 70/40 
INTERHEDIÁRXA 13 ELEMENTOS CORRELAÇÕES 
80/S0
\ 
Tabela 5.2.- Teste de eficiência da rede neural na escolha 
de drogas para medicação pré-anestésica
Eficiência da Rede Neural 
Medicação pré-anestesica 
Teste Treinamento 























Figura 5.2.- Gráfico de eficiência da estrutura escolhida da rede 
neural para a escolha de drogas para medicação 
pré-anestésíca
Avaliação da rede neural para a escolha da técnica anestésica 
CICLOS : número de íterações do tnﬁnamento sobre o conjunto de 300 
exemplos. 
indica a eﬁcíëncía da rede no reconhechnento de padrões 
Ex :60/30 interpreta-se como: 
R % : 
60% de padrões reconhecidos sobre os 300 de treinamento. 
30% de padrões reconluxúdos sobre os 300 padrões de teste. 
CAMADA1 CAMADA2 CAMADA3 CAMADA4 n a T CICLOS R % 
REDE 1 510 45 ---- 18 0,5 0,9 0,01 20000 80/30 
REDE 2 510 24 ---- 18 1,2 0,6 0,01 13000 70/40 
REDE 3 510 20 ---- 10 0,3 0,7 --- 9000 76/69 
REDE 4 510 40 18 18 0,3 0,7 0,01 14000 70/30 
REDE 5 510 20 19 18 0,9 0,6 --- 16000 50/30E 
REDE 3 ESTRUTURA ESCOLHIDA PARA ESSA REDE NEURAL 
CAMADA1 ENTRADA 510 ELEMENTOS coNDIÇõEs Frs1oPAroLÓc1cAs 
CAMADA2 CORRELAÇOES 
CAMADA3 SAIDA 18 ELEMENTOS Tâcuxcâ Aussrãslcà 
E1 E2 E3 E4 E5
Ú 0,9 0,3 1 0,7 0,7
G 0,7 0,7 0,2 0,3 0,3
T 0,1 0,5 0,001 0,001 
CICLOS 3700 9000 4200 5200 8000 - 
,R 1 20/5 
INTERMEDIÁRIA 20 ELEMENTOS 
76/69 50/15 70/40 80/50 
Tabela 5.3.-4 Teste da eficiência da rede neural para a 





Eficiência da Rede Neural 

















lteraçõ'es x 1000 
Figura 5.3- Gráfico de eficiência da es 
red 
trutura escolhida da 
e neural para a escolha da tecnica anesté sica
Avaliação da rede neural para a escolha do nível de bloqueio regional 
CICLOS : número de iterações do treinamento sobre o conjunto de 90 
exemplos 
R % : indica a eficiência da rede no reconhecimento de padrões 
Ex : 60/30 interpreta-se como: 
60% de padrões reconhecidos sobre os 90 de treinamento. 
30% de padrões reconhecidos sobre os 200 padrões de teste. 
CAHADA1 CAMADA2 CAHADA3 CAMADA4 U G T CICLOS R 2 
REDE 0,01 48000 60/35 
REDE 30000 50/40 
REDE 90000 89/69 






5 23 24 25 
20 ---- 25 0,1 0,9 
25 ---- 25 _m0,õ 0,3 0,01 
1e ---- 25 0,1 0,3 --- 
25 25 25 0,6 0,7 0,01 
0,5 0,6 90000 60/50 
REDE 3 ESTRUTURA ESCOLHIDA PARA ESSA REDE NEURAL 








cz 0,7 0,3 0,2 0,3 0,9 
'r 0,1 0,5 0,001 0,001 
CICLOS 30000 90000 44000 35000 48000 
R % 30/15 89/69 40/15 60/40 70/50 
CAMADA3 SAÍDA 25 ¡~:LE›1ENTos_ MVEL DE BLOQUEIO REGIONAL 
E1 E2 E3 E4 
r; 1,0 0,1 1,0 0,7 
Tabela 5.4.- Teste da eficiência da rede neural para a 
escolha de nível de bloqueio regional
Figura 
Eficiência da Rede Neural 














///////// 0' i 1 i 1 z i 1 i 
2 4 6 8 10 20 40 ao eo 
Iterações x 1000 
Efc 
5.4.- Gráfico de eficiência da estrutura selecionada da 
rede neural para a escolha do nível de bloqueio 
regional
Avaliação da rede neural para a escolha de drogas para sedação 
CICLOS : número de iterações do treinamento sobre o conjunto de 150 
exemplos. 
R % : indica a eficiência da rede no reconhecimento de padrões. 
Ex : 60/30 interpreta-se como: 
60% de padrões reconhecidos sobre os 150 de treinamento. 
30% de padrões reconhecidos sobre os 80 padrões de teste. 
CAHADA1 CAHADA2 CAMADA3 CAHADA4 U G T CICLOS R $ 
REDE 1 90 11 5 0,7 0,9 0,01 11000 70/45 
REDE 2 90 10 5 0,6 0,3 0,01 12000 60/40 
REDE 3 90 8 5 0,5 0,1 10000 87/79 
REDE 4 90 10 9 5 0,6 0,7 0,01 18000 60/40 
REDE 5 90 12 10 5 0,5 0,6 20000 50/30 
REDE 3 ESTRUTURA ESCOLHIDA PARA ESSA REDE NEURAL 
CAMADA1 ENTRADA 0 ELEMENTOS counxcõcs F1s1oPAT0LÓc1cAs 
CAMADA2 INTERHED 1ÁR1A 9 ELEMENTOS CQRRELAÇÕES 
CAMADA3 SA! 0A 5 ELEMENTOS 
E1 E2 E3 E4 E5 
fl 0,9 0,2 0,1 0,5 0,7 
oz 0,1 0,5 _ 0,2 0,1 0,3 
T 0,1 0,001 0,001 
CICLOS 23000 44000 15000 10000 18000 
R % 20/12 70/35 50/10 87/79 60/40 
DROGAS PARA SEDAÇÃO 
Tabela 5.5.- Teste da eficiência da rede neural para a 
escolha de drogas para sedação
ènca
%






Eficiência da Rede Neural 








Figura 5.5.- Gráfico de eficiência da estrutura selecionada da 
rede neural para a escolha de drogas para sedação
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Avaliação da rede neural para a escolha de adjuvantes de anestesia regional 
CICLOS : número de iterações do treinamento sobre o conjunto de 150 
exemplos. 
R % : indica a eficiência da rede no reconhecimento de padrões. 
Ex : 60/30 interpreta-se como: 
60% de padrões reconhecidos sobre os 150 de treinamento. 
30% de padrões reconhecidos sobre os 100 padrões de teste. 
CAMADA1 CAHADA2 CAMADA3 CAMADA4 Ú d T CICLOS R X 
REDE 1 10 ---- 4 0,7 0,9 0,01 18000 60/55 
REDE 2 12 ---- 4 0,6 0,3 0,01 13000 50/45 
REDE 3 8 ---- 4 0,3 0,7 --- 10000 98/98 
REDE 4 9 6 4 0,5 0, 7 0,01 10000 68/58 
REDE 5 10 s 4 0,5 0,6 29000 60/50 
REDE 3 ESTRUTURA ESCOLHIDA PARA ESSA REDE NEURAL 
CAHADA1 ENTRADA 90 ELEMENTOS CONDIÇÕES FISIOPATOLÓGICAS 
CAHADA2 INTERHEDIÁRIA 8 ELEMENTOS CQRRELAÇÕES 
CAMADA3 SAIDA 4 ELEMENTOS ADJUVANTES ANESTESIA REGIONAL 
E1 E2 E3 E4 E5
Ú 0,3 0,3 1,0 0,7 0,5
G 0,7 0,7 0,2 0,3 0,9
T 0,1 0,5 0,001 0,001 
CICLOS 20000 10000 16000 25000 20000 
R 1 92/72 98/98 50/40 70/60
I 
80/70 
Tabela 5.6.- Teste de eficiência da rede neural para a 
escolha de adjuvantes em anestesia regional
Eficiência da Rede Neural 
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Figura 5.6.- Gráfico de eficiência da estrutura selecionada da 
rede neural para a escolha de adjuvantes em anestesia 
regional
Avaliação da rede neural para a escolha da modalidade de indução na 
anestesia geral 
CICLOS : número de iterações do treinamento sobre o conjunto de 150 
exemplos. 
R % : indica a eficiência da rede no reconhecimento de padroes 
Ex : 60/30 interpreta-se como: 
60% de padrões reconhecidos sobre os 150 de treinamento. 
30% de padrões reconhecidos sobre os 100 padrões de teste. 
R % 
REDE 1 80 10 -___ 11 0,1 0,9 0,01 18000 70/45 
REDE 2 80 15 ---- 11 0,9 0,3 0,01 23000 56/40 
REDE 3 80 13 ---- 11 0,2 0,7 --- 10000 83/81 
REDE 4 80 12 5 11 0,3 0,7 0,01 28000 75/55 
REDE 5 87 12 11 11 0,3 0,7 
CAMADA1 CAHADA2 CAMADA3 CAMADA4 Ú G T 
~CICLOS 
48000 70/60 
REDE 3 ESTRUTURA ESCOLHIDA PARA ESSA REDE 
NEURAL 
CAHADA1 ENTRADA 80 ELEMENTOS couoi ções F 1 s 1 0P/.rotóc 1 c/às 
CAHADA2 INTERHEDIARIA 13 ELEMENTOS CORRELAÇÕES 
CAHADA3 SAÍDA 11 Eisnenros MODALIDADE DA INDUÇÃO 
E4 E5 
fl 2,0 0,2 
A 
0,7 0,? 0,3





0,001 0,001 0,001 












Tabela 5.7.- Teste de eficiência da rede neural para a 
escolha da modalidade de indução
Eficiência de Rede Neural 
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Figura 5.7.- Gráfico de eficiência da estrutura selecionada da 
rede neural para a escolha da modalidade de indução
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Avaliação de rede neural para a escolha de drogas para indução/manutenção 
CICLOS : número de iterações do treinamento sobre o conjunto de 150 
exemplos. 
R % : indica a eficiência da rede no reconhecimento de padrões. 
Ex : 60/30 interpreta-se como: 
60% de padrões reconhecidos sobre os 150 de treinamento. 
30% de padrões reconhecidos sobre os 300 padrões de teste. 
CAMADA1 CAMADA2 CAMADA3 CAMADA4 Ú U T CICLOS R 1 
REDE 1 20 ---- 19 0,7 0,9 0,01 60000 50/25 
REDE 2 23 ---- 19 0,7 0,3 0,01 40000 80/30 
REDE 3 --- 76000 20 ---- 19 0,1 0,4 95/85 
REDE 4 22 20 19 0,6 0,9 0,01 74000 75/56 
REDE 5 20 20 19 0,5 0,0 --- 39000 61/40 
REDE 3 ESTRUTURA ESCOLHIDA PARA ESSA REDE NEURAL 
CAHADA1 ENTRADA 80 ELEMENTOS counlcõss F1s1oPn01.ÓG1c›.s 
CAHADA2 INTERHEDIÁRIA 20 ELEMENTOS CORRELAÇÕES 
CAHADA3 SAIDA 19 ELEMENTOS DROGAS INDUÇÃO/MANUTENÇÃO 
E1 E2 E3 E4 E5 
fl 3,0 0,2 1 0,1 0,7
G 0,3 0,3 2 0,4 0,3
T 0,1 0,001 0,01 0,001 
CICLOS 40000 80000 60000 76000 90000 
R 1 30/15 80/60 50/25 95/85 80/50 
Tabela 5.8.- Teste de eficiência da rede neural para a 
escolha de drogas para indução/manutenção.
ca% 
-_» Q- E 
cèn 
Eficiência da Rede Neural 
Drogas para Indução/Manutenção 
I Teste Treinamento 
,mmWW~W 
// /' . 
°° 0 
wW~////// /////// O - | 1 1 1 1 o 
2 4 6 8 20 78 
Iterações x 1000
5O 
Figura 5.8.- Gráfico de eficiencia da estrutura selecionada da 
rede neural para a escolha de drogas para indução/ 
manutenção da anestesia geral
Avaliação da rede neural para a escolha de bloqueadores neuromusculares 
CICLOS : número de iterações do treinamento sobre o conjunto de 150 
exemplos. 
R % : indica a eficiência da rede no reconhecimento de padrões. 
Ex : 60/30 interpreta-se como: 
' 60% de padrões reconhecidos sobre os 150 de treinamento. 
30% de padrões reconhecidos sobre os 100 padrões de teste. 
R Í 
REDE 1 80 20 ---- 7 0,7 70/60 
REDE 2 80 15 ---- 7 0,4 70/30 
REDE 3 80 10 ---- 7 96/80 
REDE 4 80 9 8 7 0,7 20000 40/20 
10 7 REDE 5 80 0,1 
CAMADA1 CAMADA2 cAMA0A3,cAnA0A4 n a r clcios 
0,9 0,01 30000 
0,6 0,01 30000 
0,3 0,7 --- 45000 
_ 




0,2 --- 40000 50/30 
REDE 3 ESTRUTURA ESCOLHIDA PARA ESSA REDE NEURAL 
CAHADA1 ENTRADA B0 ELEMENTOS CONDIÇÕES FISIOPATOLÓGICAS 
CAHADA2 INTERMEDIÁRIA 10 ELEMENTOS connsiàcõss 
CAMADA3 l SAÍDA 7 ELEMENTOS BLOOUEADORES NEUROHUSCULARES 
E1 E2 E3 E4 E5 
Ú 1,0 0,3 0,1 0,7 0,6 
G 3,0 0,7 0,2 0,9 0,9 
` 
T 0,1 0,05 0,001 0,001 
CICLOS 40000 45000 50000 60000 70000 
R X 30/10 96/80 50/35 70/60 85/55 
Tabela 5.9.- Teste de eficiência da rede neural para a 
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d eficiência da estrutura selecionada da Figura 5.9.- Gráfico e 
rede neural pa ra a escolha de bloqueadores neuro- 
musculares
Avaliação da rede neural para a escolha do procedimento de manutenção das 
vias aéreas 
CICLOS : número de iterações do treinamento sobre o conjunto de 80 
exemplos. 
R % : indica a eficiência da rede no reconhecimento de padrões 
Ex : 60/30 interpreta-se como: 
60% de padrões reconhecidos sobre os 80 de treinamento. 
30% de padrões reconhecidos sobre os 80 padrões de teste. 
CAHADA1 CAMADA2 CAHADA3 CAMADA4 Ú G T CICLOS R 1 
REDE 1 80 10 ---- 3 0,7 0,9 0,01 15000 70/40 
REDE 2 80 15 ---- 3 0,6 0,3 0,01 14000 50/40 
mansa 00 4 ,---- 3 0,3 0,7 0,001 10000 100/88 
REDE 4 80 9 8 3 0,6 0,? 0,01 20000 70/50 
REDE 5 B0 10 10 3 O 0,6 --- 30000 70/60 
REDE 3 ESTRUTURA ESCOLHIDA PARA ESSA REDE NEURAL 
CAHADA1 .ENTRADA 80 ELEMENTOS CONDIÇÕES FISIOPATOLÓGICAS 
`CAHADA2 ¬ INTERHEDIÁRIA 4 ELEMENTOS CORRELAÇÕES ` 
CAHADA3 SAÍDA 3 ELEMENTOS MANUTENÇÃO VIAS AÉREAS 
E1 E2 E3 E4 E5 
17 0,4 0,3 0,9 0,7 0,7 
oz 0,1 0,? 0,9 0,3 0,2 
T 0,01 0,001 0,05 0,001 0,001 
CICLOS 10000 10000 14000 25000 40000 
R 2 90/75 100/88 70/G5 70/50 80/50 
Tabela 5.10.- Teste de eficiência da rede neural para a 
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F1gura 5 10.- Gráfico de 'eficiência da estrutura seleclonada da 
rede neural para a escolha 'do ~ procedimento de 
manutenção das vias aereas
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Para minimizar o problema da subjetividade na avaliação, os testes 
foram feitos com cinco conjuntos de padrões de testes diferentes para cada 
rede neural. Os resultados obtidos não apresentaram influência significativa 
na eficiência da rede sobre os conjuntos de testes. A maxima variabilidade 
obtida foi para a rede de escolha de técnica de anestesiaque representou 
variações de mais ou menos 5% na eficiência máxima obtida. Isto ê 
representado no gráfico da figura 5.11. 
Comparaoão de Eficiência 
Rede Neuralzfšscol a Técnica de Anestesia 
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\~\o " ' ' Iterações x 1000 
Figura 5.11.- Gráfico da variabilidade de eficiência da 
estrutura selecionada da rede neural para a 
escolha da técnica anestêsica.
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5.1.2.- MÓDULO GERENCIADOR 
O módulo gerenciador é o encarregado de receber, interpretar e 
apresentar a informação dos demais módulos envolvidos na inferência. Para o 
teste de eficiência do funcionamento deste módulo foi selecionado um conjunto 
de teste de 124 pacientes dos quais, 64 para entrada direta e 60 para entrada 
via base de dados. Estes 124 pacientes não pertencem ao grupo de treinamento 
e/ou teste das redes neurais e foi selecionado tentando abranger no máximo, 
as possibilidades mais comuns e pela escolha de cada usuário . A distribuição 
desta amostra foi dependente do local da cirurgia sendo apresentada 
graficamente na figura 5.12. 
Os resultados obtidos se apresentam separadamente para os contextos 
parciais de 'inferência do estado físico do paciente, medicação 
pré-anestésica, e técnica anestésica, na tabela 5.11. Esta tabela representa 
a comparação dos resultados obtidos por entrada direta comparados com o 
resultado esperado pelo usuário (médico residente ou especialista em 
anestesiologia) na segunda coluna. A terceira coluna representa a comparação 
dos resultados obtidos com os procedimentos armazenados para os pacientes da 
base de dados. Neste caso o tipo de erro e definido por avaliação do 
especialista. Assim, por exemplo, no caso da classificação do estado fisico 
para 64 pacientes por entrada direta foram obtidos 46 acertos totais, 16 com 
erros aceitaveis e 2 tipos de classificação errada, o que da uma percentagem 
de 97% de acertos. Os tipos de erro são classificados em : 
Para a classificação do estado f isico do paciente; 
E1 : Erro na classificação do estado fisico no qual o sistema faz a 
classificação um grau maior que o esperado;
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E2 : Erro na classificação do estado físico no qual o sistema faz a . 
classificação um grau menor que o esperado; 
E3 : Erro na classificação do estado fisico no qual o sistema faz a 
classificação muito diferente do grau esperado. 
Para a escolha de drogas para a medicação pré-anestésica; 
M1 : Erro na escolha de droga para pré-medicação. Escolha de droga 
que não é necessária, porém não é contraindicação absoluta; 
M2 : Erro na escolha de droga para pré-medicação. Não é proposta 
droga que poderia ajudar na pré-medicação; 
M3 : Erro na escolha de droga para pré-medicação. Proposta de droga 
que é contraindicada.. 
Para a escolha da técnica e procedimentos anestésicos; 
T1 : Erro na escolha da técnica anestésica. Escolha de um dos 
procedimentos errados , porém não é contraindicação absoluta; 
T2 : Erro na escolha da técnica anestésica. Em casos onde seja 
definido dois locais de cirurgias, o sistema pode considerar 
somente um como mais importante; 
T3 : Erro na escolha da técnica anestésica. Proposta de droga ou 
procedimento contraindicado.
Número de pacientes Entrada Via B 
‹ Direta de Da 
Contexto 64 __ 60 
ase 
dos 
UI ›-I Estado Físico 46 72% 85% 
LJUI 
E1 11 18% 
E2 4 5 7% 
8% 
5% 
¡_¡ E3 2 3% 2% 
[1 U 
II TI 
UI UI 91% Medicação Pré-anestèsica 38 60% 
M1 24 40% M -b 7% 
¡...\ M2 2 3% 2%
O M3 O 0% 0% 
ll 
ÍI 
-l> IQ Técnica anestésica H 47 73% 70% 
›- 
U1 T1 13 20% 25%
N T2 3 5% 4 3% 
›-4 T3 1 2% 2% 
Tabela 5.11 Teste de eficiência do módulo gerenciador. 
¡I\ Teste de Eficlencia 
Distribuição Segundo Local da Cirurgia 
Estomago 
26 '_' Orgaos Genitais 






Membros Inf . 




Figura 5.12.- Distribuição da amostra para teste de eficiência
I.
108 
5.1.3.- MÓDULO DE EXPLANAÇÃO 
O módulo de explanação é o encarregado de apresentar informação 
referente á proposta. Este procedimento é realizado por um programa 
estruturado em menus que permite ao usuário escolher o tipo e o nivel de 
profundidade da informação necessária para dar uma resposta de explanação de 
tipo causal sobre o procedimento anestésico proposto. A escolha desta 
estrutura foi feita principalmente pela grande variabilidade dos contextos o 
que dificulta uma explanação mais específica. Os itens disponíveis para a 
explanação são listados no anexo D. A avaliação deste módulo foi feita 
através de testes subjetivos, especialmente por médicos residentes da 
especialidade de anestesiologia, já que o sistema é uma ferramenta 
essencialmente didática. Como resultado esse módulo foi bem aceito pelos 
médicos residentes, principalmente pela ampla variedade de informações 
apresentada. Como foi dito, esse módulo possui uma estrutura de menus, onde 
o próprio usuário escolhe a informação da qual deseje mais detalhes. Esta 
informação é disponivel para cada item do procedimento anestésico 
representando o apoio didático do sistema.
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- LIMITAÇÕES Do SISTEMA 
No estágio atual o protótipo existem algumas limitações funcionais: 
-É conveniente definir somente um local de cirurgia por vez. Por 
exemplo, para pacientes com cirurgias no baço e membros 
inferiores, o sistema pode apresentar uma solução válida 
principalmente para membros inferiores. 
-Dados definidos nos exames complementares, por exemplo ECG e 
Radiografia torácica, que identifiquem alguma patologia no 
paciente, devem ser entradas também nos itens correspondentes para
~ condiçoes prévias. 
- Pacientes em condições extremas, por exemplo chocados e 
politraumatizados, podem apresentar soluções pouco satisfatórias.
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5.3.- VALIDAÇÃO DO SISTEMA 
Na validação de um sistema especialista, geralmente apresenta-se 
uma série de dificuldades metodológicas [FIESCHI84], sendo que a simples 
concordância da resposta do sistema e a opinião do especialista não são 
suficientes para avaliar o nível de "espertice" do sistema. Porém, sistemas 
infalíveis não são realizáveis. Os sistemas especialistas de apoio ao 
diagnóstico ou à decisão médica é necessário avaliar vários outros aspectos 
importantes, por exemplo, além da eficiência na operação, devem apresentar 
caracteristicas que não modifiquem a rotina médica habitual para não 
dificultar a sua aceitabilidade. Alguns aspectos importantes a serem 
avaliados são : 
- Base de conhecimentos; 
- Métodos de representação dos conhecimentos; 
- Facilidade de atualização; 
- Qualidade da explanação; 
- Interface com o usuário; 
- Tempo de duração da consulta; 
- Tempo de resposta. 
Toda essa avaliação do sistema deve ser feita visando a 
qualificação dos usuários, e dependendo do nivel básico do conhecimento dos 
IUGSIUOS. 
Analisando a estrutura proposta, a base de conhecimento na área 
de anestesiologia, e em qualquer outra área médica, é fortemente influenciada
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pela escola seguida pelo especialista, representando um domínio limitado. 
Como a àrea de anestesiologia representa uma multi-especialidade dentro da 
área médica, abrangendo um domínio amplo, é de difícil limitação para 
estruturar um sistema especialista. A proposta e a avaliação dos 
procedimentos anestesicos implicam a análise de cada especialidade na qual 
esteja sendo feito o procedimento cirúrgico, o que levou a limitar a atuação 
do protótipo desenvolvido, inicialmente, às áreas especificas de cirurgias 
abdominais e de membros. Isso devido a que mais de 80% dos procedimentos 
cirúrgicos estão relacionados com essas regiões. Logo, a base de conhecimento 
tenta representar o contexto apropriado ao dominio escolhido, utilizando 
várias técnicas de representação dos conhecimentos. 
Os métodos de representação do conhecimento utilizando técnicas 
integradas obrigaram à decomposição do problema em domínios parciais que 
permitiram um melhor aproveitamento, por exemplo, dos sistemas conexionistas, 
representados pelas redes neurais. Nesses domínios parciais foram 
implementadas redes neurais, modelos clínicos, bases de dados e um sistema de 
regras de produção, atuando sinergisticamente. Essa decomposição facilita 
tanto a implementação como também a atualização da base de conhecimentos, 
sendo necessário só modificar o contexto parcial desejado. 
Um dos problemas importantes apresentados na implementação de um 
sistema especialista integrado é, sem dúvida, o controle da linha de 
SF :3 gn (L F3; ... raciocínio. Esse probi culta o processo de explanação, sendo que,num 
sistema de regras de produção, e facilmente realizado pela interpretação das 
regras executadas. Nos sistemas integrados os contextos parciais devem ser 
controlados para conseguir uma explanação aceitável. Nessa aplicação optou-se 
por uma explanação de tipo causal, o que em alguns casos a torna muito geral, 
não só pela sensibilidade do processo a mudanças na condição fisiopatologica
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do paciente, mas também pela vasta informação técnica que deve ser 
apresentada.Grandes dificuldades se apresentaram na escolha dos textos 
apropriados para cada explanação, chegando-se finalmente á escolha do sistema 
de menus por itens de interesse para o usuário escolher, ele mesmo, o nível 
de explanação desejado. Esse tipo de explanação, ainda que primária, 
apresenta um desempenho aceitável. Porém, é amplo o campo de pesquisa nessa 
área para otimizar a explanação e os niveis necessários a serem implementados 
num sistema especialista integrado. 
Com respeito á interface com o usuário, os sistemas especialistas 
baseiam-se em duas estruturas : entrevista por perguntas-respostas, ou 
entradas por preenchimento de fichas. Como a área de aplicação apresenta um 
grande número de parâmetros de interesse, o que implicaria uma entrevista 
muito extensa, optou-se pela estrutura de menus, onde o usuário marca as 
escolhas apropriadas ao paciente sob análise. Com isso o sistema se torna 
mais rápido permitindo uma entrada de dados do paciente em média em 2 a 4 
minutos. Por exemplo, os exames laboratoriais são ingressados numericamente e 
a avaliação e a formatação para utilização são feitas pelo sistema. O tempo 
de processamento também é curto, dado que a maior parte das inferências é 
feita por estruturas de redes neurais. Isso permite que em 1 a 2 minutos 
possa ser obtida uma resposta. Já a duração do processo de explanação 
dependerá diretamente da quantidade de informação que o usuário solicitar. 
Porém uma media de 10 minutos é 0 tempo estimado para uma boa resolução do 
problema proposto, o qual é basicamente o tempo usado em alguns sistemas 
especialistas só na fase de entrevista. 
Todas essas caracteristicas, ainda que com limitações, permitem 
concluir que a utilização de sistemas especialistas integrados é uma 
alternativa viável de ser aplicadas em sistema de apoio na decisão médica,
-›
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facilitando em grande parte a sua implementação; e que as redes neurais são 





CONCLUSÕES E PERSPECTIVAS 
6.1.- CONCLU SÕES 
- A identificação do tipo de conhecimento e a sua melhor 
representação computacional são um ponto crucial para uma boa implementação 
da base de conhecimento de um sistema especialista. O importante é não 
adaptar o conhecimento a uma determinada técnica de representação, mas 
procurar a técnica que melhor se adapte ao tipo de conhecimento. 
- Pode-se facilitar a utilização de redes neurais como parte da 
base de conhecimento de um sistema especialista integrado, através da 
decomposição do domínio principal em domínios parciais, de forma que, várias 
redes neurais resolvam contextos parciais e não que uma única rede neural 
seja aplicada ao contexto geral. Isso é devido ao fato de que redes neurais 
muito grandes dificultam tanto o processo de treinamento como, o mais 
importante, o processo de explanação das inferências. 
- Ainda que as RNAS sejam consideradas caixas pretas, onde o 
conhecimento está armazenado nas interconexões de seus elementos, as 
limitações de explanação podem ser superadas por uma boa indexação causal. 
- Grande parte do conhecimento médico é derivado de observações 
de causas e efeitos, analisadas durante longos periodos de tempo que se 
constituem em casos típicos (exemplos) cujo estudo em geral é um conhecimento 
baseado em exemplos, que se adapta facilmente as estruturas de RNAs com 
aprendizado supervisionado.
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- O nível de eficiência das RNAS depende fortemente da qualidade 
dos exemplos utilizados no treinamento. Essa qualidade permitirá às redes 
neurais efetuarem uma boa representação do espaço de soluções da aplicação. 
Com isto pode-se obter boas Ínterpolações dentro do contexto, permitindo 
soluções plausíveis no processo de generalização. 
-- Em geral, os exemplos de treinamento são obtidos de bases de 
dados. Essas bases devem ser estruturadas com a informação pertinente, e com 
dados confiáveis, sendo que ás vezes isso não é tão fácil de conseguir. 
Grandes dificuldades se apresentam, porque muitas vezes as fichas não são 
preenchidas cuidadosamente ante a prioridade que é o atendimento ao paciente. 
Isso gera dados incompletos e inválidos para a escolha como exemplos. Uma 
solução para isso é criar fichas de fácil e rápido preenchimento pelos 
especialistas, porém contendo toda a informação indispensável para a 
representação do dominio, e num formato apropriado ao armazenamento no 
computador. 
- Com respeito ás bases de dados, outro problema importante que 
existe para a escolha dos exemplos para treinamento das redes neurais, é o 
fato de existirem informações armazenadas provenientes de vários 
especialistas daárea. Isso produz problemas, basicamente pela existência de 
diferentes escolas de pensamento com tendências a utilizarem varias opçoes 
diferentes de solução para um mesmo problema, que podem ser contraditórias 
U' ._ ro E3 C0 gerando um pro de ambigüidade. Isso pode gerar, em alguns casos, 
problemas de convergência nas redes neurais, pela inconsistência dos 
exemplos. A solução foi escolher uma escola pensamento mais representativa e 
basear nesta escola a representação do domínio da aplicação. 
- Há até um determinado tempo existia uma radicalização para a
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não utilização de estruturas procedurais como parte da representação do 
conhecimento. Entendia-se que toda representação deveria ser simbólica e de 
fácil interpretação para o usuário. Com isso, o desenvolvimento de sistemas 
especialistas era feito baseado principalmente na semântica da linguagem 
Lisp, ou no processo de unificação do Prolog. Na atualidade, flexibilizam-se 
essas posições, abrindo margem ao sinergismo entre processos simbólicos e 
procedurais. Acredita-se que esse é o melhor caminho para a obtenção de 
resultados funcionais na utilização de técnicas de inteligência artificial. 
- A análise de eficiência dos vários algoritmos de aprendizado 
para redes multi-camadas podem ser de grande ajuda para definir melhor os 
parámetros de aprendizado e com isso acelerar o processo de treinamento. Uma 
opção interessante a ser analisada são os algoritmos com estruturas que 
variam, dependendo do ponto na região de soluções em que estiverem sendo 
aplicadas. Outra idéia interessante é a utilização de mais de um algoritmo em 
paralelo, utilizando um ou outro para a atualização das ponderações da rede 
neural, dependendo do efeito sobre a função de erro a minimizar. 
- Para melhorar o tipo de explanação, deixa-se proposta a opcão 
de controlar o contexto no qual a rede está atuando, de tal forma que através 
da definição de contextos locais se permita uma explanação mais especifica. 
Isso poderia ser obtido fazendo uma decomposição do problema que permita 
ligar um contexto local a cada plano parcial, melhorando com isso a 
propriedade dos sistemas integrados na área médica de explicar o porquê do 
resultado. 
- Com respeito á interface com o usuário, há duas possibilidades: 
entrevista por perguntas-respostas, ou entradas por preenchimento de fichas. 
Como a área de aplicação apresenta um grande número de parâmetros de
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interesse, o que implicaria uma entrevista muito extensa, optou-se pela 
estrutura de menus, onde o usuário marca as escolhas apropriadas. Com isso o 
sistema se torna mais rápido permitindo uma entrada de dados em 2 a 4 
minutos em média. Por exemplo, os exames laboratoriais são inseridos 
numericamente e a avaliação e a formatação para utilização são feitas pelo 
sistema. 
- O tempo de processamento do sistema é curto, dado que a maior 
parte das inferências é feita por estruturas de redes neurais. Isso permite 
uma resposta em 1 a 2 minutos. Já a duração do processo de explanação 
dependerá diretamente da quantidade de informações que o usuário solicitar. 
Estima-se uma media de 10 minutos para isso. 
- No estágio atual do protótipo existem algumas limitações 
funcionais. Sempre é conveniente definir somente um local de cirurgia por 
vez. Por exemplo, para pacientes com cirurgias no baço e membros inferiores, 
o sistema pode apresentar uma solução válida principalmente para membros 
inferiores. É importante definir os resultados de exames complementares 
também como entradas nos itens correspondentes as condições prévias, como 
por exemplo ECG e radiografia torácica, que podem identificar alguma 
patologia no paciente. No caso especifico de pacientes em condições extremas, 
por exemplo chocados e politraumatizados, o sistema pode apresentar soluções 
pouco satifatórias. 
- A avaliação subjetiva do sistema foi feita por 6 alunos 
residentes na especialidade de anestesiologia e 6 médicos especialistas em 
anestesiologia. Depois de testes com 124 pacientes, os usuários verificaram 
mais de 90% de eficiência do sistema. SÓ foram encontradas 2 contraindicações 
absolutas de pacientes classificados com alguma caracteristica de limitação
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- A portabilidade do sistema fica limitada a centros nos quais se 
utilizam da escolawde pensamento representada. Qualquer mudança implica no 
re-treinamento das redes neurais. 
- Todas essas caracteristicas, ainda que com limitações, permitem 
concluir que a utilização de sistemas especialistas integrados é uma 
alternativa viável a ser aplicadas em sistemas de apoio na decisão médica, 
facilitando em grande parte a sua implementação. As redes neurais são uma 
ferramenta útil na representação do conhecimento médico de tipo 
dinâmico-causal ou conhecimento intuitivo.
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6.2.» PROPOSTAS DE DESENVOLVIMENTOS FUTUROS 
São várias as perspectivas futuras da estrutura proposta de 
sistema especialista integrado. Dentre elas podem ser citadas : 
- Trabalhos de interesse na representação de conhecimentos 
médicos com redes neurais, incluem o estudo da representatividade das camadas 
intermediárias, em redes multi-camadas e a sua correlação com diagnósticos 
intermediários parciais. 
- Adicão de novos modelos clínicos e/ou matemáticos como modelos 
farmacocinéticos e farmacodinámicos de alguns medicamentos utilizados nos 
procedimentos anestésicos com a finalidade de definir dosagens. 
- Complementação dos bancos de dados de interação de drogas e 
síndromes. 
- Melhora da interface com o usuário utilizando, por exemplo, a 
potencialidade do ambiente Windows da Microsoft, para microcomputadores 
pessoais tipo IBM-PC ou compativeis. 
- Estudo de modificações no algoritmo de treinamento de 
retropropagaçëo do erro, visando otimizar os módulos de redes neurais 
- Criação de módulos especializados com redes neurais para casos 
especificos como por exemplo procedimentos anestésicos para pacientes 
críticos.
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- Ampliar o número de regiões operadas como por exemplo para 
procedimentos cirúrgicos cardiovasculares, oftalmológicos, torácicos,etc. 
criando módulos especializados de regras e redes neurais integrados ao módulo 
gerenciador. 
- Aplicação da estrutura utilizada neste trabalho em outras áreas 
de aplicação médica; 
- Criação de um ambiente de desenvolvimento ("shell") para o 
desenvolvimento de sistemas especialistas integrados e/ou híbridos.
ANEXO A
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PROPOSTQ É QVALIQCGO DC PROCEDIMENTOS ANKSTESICOS E f f __ .z_u-.~f f ..-z-..;~.'_.;;,__`.a5E'f f.;z~Jz' ..%_í:z_'.:__ V saí» fz =.âm|ä-f~ af-¬a=‹=az =f~-¬=ﬁ== ffzlí' PROPOSTA VIQ DE DQDOS 
1'-¬._«›_. 1 ,%_ C3 1> U) 
F7! 
DQTA 8 10 1992 HORARIO 9:41 
Registro numero 473 
Hospital CELSO RQMOS 




Idade 74 QNOS 
Altura l74 CENTIHETROS 
Peso 45-0 QUILOS 
êtendímênto ELETIVO 
Permanência INTERNQDO 
Jejum (período) MAIS DE Óh
_ ~ __..  fz _-z z. z,ffz~~_ » ff 'fz zz ' íÍ`_=""°~ az ~ zz z _ 
PRES. ENTER QPOS LER. 
2 CONT 3 STRT 6 _ 7 PRNT 8 MENU 9 HELP 10 SQIR
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13 :3 O 13 32 rn co -â 'fx cz: F4 O :> w OSTÊ E âVâLIêCâO DE PROCEDIMENTOS _ 
.ff 'af 37:?-H' ' "›f_~ø-_.-v' ' '-*-:-o-:z-:›-&:z^^o-~c-c1:F-"‹.-:-:-:›>~:;:-ø-_-c-c-;›‹.~¡:-:-:,o>oo-_-f›f:¡3‹::~:-:.‹›Í:I:-cl: rE§~E&%E:~<W&€ ~&~ ›c-:-:-<-:-:-:-:-rzc-:-rf:-ø~:¬:-:‹-Wc-rfrf-29-=~:-e-:-':‹-:-:za-:¬t-:-:c~:¬1-'.2r¢'4_0;›$>:-:wc-1:-10€-eøë-Läizwfërfz-‹¿0;=_ _=:G_-'_.-. ..- _ ._,.zz¿.- _ ._ _ - . _-_ _ -:- _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ ' _ ->'1'~"=-240€:¢ "Ê 5* 
F j›< ãí-2 .Fã FH 
-_-_._.._ W> normal 
'J 
13DO 
............._.. ""> I'\O¡"I"|'¡ 1) Õ x x I I 1 I x 1 I x 1 x 1 I Q! ¡..l 
PULSO.-___._--..-.--_...._ W> normal 
13 ‹:O I I I I I ao rn 3 .-_______ ""> ÊXÊNE 
;:-§;c-:;:;:;:;:¡:;:;§;:~¿:;:;:;:;:;>¿;:5-:-;¡_-:-:;§¡¿\:;¡¬;:¿o;:-5;:-:-:-5;:;:;:-:;§«:-:;:_;:-:~:¿;:¿ç-:›:-:5¡:_;:-:;5g:;'5:-:-:-:;f_¿c-';§;:-;z:;:-3:3-;5;:-25;:-:;:¡3ç~:-:¿:;:z:¡;-_.-Doc;:¡:¿ee-D-M$¡:5-: ~_»~_:;:¡:_›p:=:¡qo¿:-§;:;:z;:¡z:5¿\y¬~:-Lg:;:z¿c¬:-q:¿';;«z¿~;:¿>¿:;:‹:-:¿5¡:-3:-:Ê ~n O ~_ ~6&ﬁÚ Ê r" O ×.›Ú 7.1 f'-1 U) TflZ ~i TT! 3] F' Ff! 33 
2 CONT 3 STRT Ó _ 7 PRNT 8 MENU 9 HELP 10 SAIR
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U2 mgw L›_ 
2 CONT 3 
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O 32 Fã w 4 m 
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SICO3 '  - _- --_-_-_-_ ¬.r -_-_- ¬_---_---_-_-_-.-_-_-_ -_-_-_--_- - _ - -- - _- vv»-.¬_ _ _-\ç.l~_ - - _-_ --,_-,QQ _ ¡'\çg.Qz_-_ -,:vv_\‹_L_'\0l\(_ -_ ___-z 
l"' k (TT Y'\ O É “I AT P Q OQ L L l\ _ 
8 MENU 9 HELP 10
PROPOSTQ E QVQLIQCQO DE 13 :3 Q ía *W O Y-¡. :< É Í; O ao rww -‹m -ea 1'-í QN ~~w=¬ﬂ=¬eaô^f¬f~¬f' -- -- -" - ' _ _ _ _ _ _ _ _ _ _ ~ _-_-_-.JI-.. _ _ _-_-O-_-:~:-_-:-Ê>:äo§~-:ZÉ-f:3:D;:3:'5.:F:\7::'Z3'PÊ.'7Ê\7::'P;1>7§913:%:Z¡'§:7$`.'F':3:9;5:119S:5;°;::°:3:3ÍC'š3:CL'Z'-E37É3'S:3:3:¡::'3:32°S::'P:7f.°3":ë$5š:95:Ê35$Ê\7RQ::1°§Ê°°¢'- 52.'-XC:-":3:°°$'1::¡:7':¡f_3'4"'9_°_~'¢"_°'\`-`_'-23:59 
I \ .'\.I.II...- 
L... r» r“|| |¡....\.,› 
X : HI?ERINSUFL- ÊULMONQR 
CG : NORMâL/RITMO SINUSQL 
_ _¬37f_'-35. _~ _ 
-:-:-:-o--:»--f-¬:›:-:.c‹:--*-:›~¬--Hc-a‹:--'-' ' ¬-' ' :_ _É t2~9S~ V~5 ' _ ` _ _ _ _ _ _-_ _-_ _-_-_-_ _ _ _ _ _-_-_ _-_-_-_ _ _ _-._-_-:-:_-1:-995: i~ F' Ô 73 7.1 fz (_, F3Z -¬lÚ 
2 CONT 3 STRT Ó _ 7 PRNT 8 MENU 9 HFLP 10 É IP
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PROÊOSTQ E QVQLIQCÊO DE S ANESTESICOS 
:¿c3:¡o¿.zc;q_oc;:¿‹:y-:¡:¡:.a‹:~:-og-c;:¿@of.zo;:za›:›:-oc~c›c-:-o-.z:;:;:;J;:›c;op-›cz:oo›:f›cf:¡;\¿:¿:,c;›¿:;:~:of.:-c-c;:¿.;oo-o-›o-:;:¡:z:-¿.;_-:~.¡_;:-_1.:;c›¿.;a;.-:¿~:-:-cz-cz.;:¿_-:¿_¡:›..¬c-.fc-c;_-ez-õ.3.»-:;.›_;.;.z-.z-:‹-a-:¡:;:-:-o-5-.~:›:›:zf:-c-_-5;:-cfc-x-:\¡:-‹›c›:¬:›c-.:›:5 %“ﬁ~i~73 É O O 13'! O ›-4 32 ff? Z -4O 
É '^-~' .~"'-. 
L.. .-¬. r¬ Iš.É Ê? F* ii 1? ff] 2.5 E5 F äBO rm ~ : \ ~ ~ H ' ._ ..._ '_J ._ 2.. 
FT r¬ Gr* TT
U F 1>Q L- rn -«x 1> ao 
~BÊ€9RRQ~~£W®9K°@°Q”ﬁ”~% _ __.- ._ _ _ _ _ _ __ . _ _ _ ¬p%nx‹›19.‹›.‹z‹'ê 
':r:=;°_‹'=:=›zzf:=:=:=:=:=:=:2<:=:=:=99:=5›ﬁ~=:=:=-:I:=:°:=:=:=E=š=z=:2=:°:2°S:=ﬂ¢=>%°ED9;'=:=:C:Cí‹:=:=:2=4=:=fﬁ=ﬁ'-:'‹=:=:=íâ<¿Cz=z=›s;C:2C:=¿ﬁz=:=:=:=:=:=s:==z~=›t°9ﬁ›z=:=:=:=s:=:=:=:°z=&2~¬z=§»;=z42=:D=›*=';=-fd-=›'_ _=›szfz=§z~'›.=:D¢_*:_-›~›->°_~1‹=z=:›'-=\<:=f=¬=f*_‹'›W~'. 
PP APOS LER. 
2 CONT 3 STRT 6 _ 7 PRNT 8 MENU 9 HELP 10 SAIR 
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I FROFOSTQ É QVQLIÊCÊO DÊ PROCEDIMENTOS ÊNESTÉSICOS 
_ z=_z_.z;_. _ ___-. 
'Ã '›_- *'=zÍ=|==rff
H 
l¬l"'||\.H"\ T |"~|"'|!T.'z'1`f “ " ' ' ” " 
\_'\...¡| ^'l L/ J. '...' ¡....7L.\_' """I 4 Í"`| ‹:; Eh-I 'ÊÉ f_šÍ 







ESTADO ENOCIONQL: QNSIOSO 
~fã._ ^&_...._. 7 7 ri *kw E 7 7 f 7 7 _ Í __ ___* 7 _' ____ _ Í- _=' --- ?RES- ENTER APOS LER 
2 CONT 3 STRT Ó _ 7 PRNT 8 MENU 9 HELP 10 SQIR
?ROPOSTQ E QVQLIACAO DE 9ROCEDIMENTOS QP 
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Í ._._._. _ ._ ..._. ~_'Éš z: .___z....._. f f;iE_.__i_ _ ___ ._....-_§' f f ___.. i`_ f f ' Í _._=' f fr' '¡==~ Nf I
Ú QR W w _ ENTER ÊÊOS ,-u T3 2? 
2 CONT 3 STRT 6 _ 7 PRNT 8 MENU 9 HCL? 10 SAIR
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PROPOSTQ E QVQLIÊCÊO DE PROCEDIMENTOS QNÉSTESICOS ~¿__z_...__:m_;L.._amâ_ __._§ E 
|== f~' f~ É äzﬂ 
LOCAL Dê CIRURGIA 
CGVIOQOE QBDOMINQL 
ESTOHQGO 
I DELGâDO 7 -l ¬ ,o -z )- -4. 7Ó 
E5* .L ag-Fzz-z=;z%_z _. ~z .J Ef ,R 
=_ \ 1:* ai z :aa E”. R-ma f ==ã 1-azmg É za PRES-ENTER ÂPOS LER. 
2 CONT 3 STRT é . 7 PRNT 8 MENU 9 HELF 10 SQIR
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PROPOSTA E ÊVALIQCQO DK PROCEDIMENTOS QNESTSSICOS 
DCGTHUHC HC 
1 1_.| x J. \_×-_.~'L_ﬂ-__' :_-'v_ 
-~|`" ¬ --1-‹ ^ ,-.›--¬'-¬›-Â ~-. H "`.\.-"I."'. 
f I '¬ f""'¬‹ C"-.L ‹:.¬. zz .z:.¬"~.' 
33 Fã r. 1 -1 ff* ;:. 3.. `I -| Â 
r- 
. \ | . 4 . z-~. . › « r¬ , L* !..\í €IÍ\ {.'Í\ \...' ...I _.. |¬l Í _ ... _ ... 
S? .--~.|`-.-. ›-I-‹ ~:x :1 -_× u ~:1. Ê] 'EJ EIÍ 
2 CONT 3 STRT 
E. ..._ ._ .. . ... ....
I C Ú 55
1 _/ 
pz ¬ 
-¬r¬~ H “vn mém Ê. E C1 LJ n .¡I.. ‹...' ¡I! J. I I n
( K) ~ 7 PRNT 8 MENU 9 HELP lO SAIR
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PROPOSTI-ä E ›1ä`v'ﬁ`«L I ACAO DE PROCED I MENTOS fäNES.ITES I COS 
=€ê== -'=»EE:'$#;11:-¬=E:?=zà?= =.- - ê-â '¬ -'~-"J '-=“'-¬ __ ~i - -'=='f"'--'.- --*-=-' ' " InnpnnnIII__IIIInnQ;U_555nQQ5EEEEEE:Eësgugaqaagaaqmmäuassasa 
ESF“ECI¢‹L IDQDIÍS 
F1 (X) 'U FJO I QL. I CJ€`1DE :GERAL 
L__ _. _z_iz___L _ EI! ¿ “__ 1f f _z______ .Jar _f§|a- I -._ _ V , _ z_ _ br z , 
À É '*:_; ;_1:: h ~ r r"* H" " PRE:›_ENTCR' ¢¬F-“OS LER. ~%ﬁ=aíé› 
2 CONT 3 STRT (5 _ 7 PRNT 8 MENU 9 |“|íÍL_z'5" 10 SQIR
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PROPOSTQ DE ESTADO FÍSICO DO PÊCIENTÉ 
õzczíerzte apresenta um estado fisico grau 3 
VEÍÍ-'Q íä E,`~(‹'3L.FäNâC¢¬O'? 
3 STRT Ó 8 MENU 9 I~1ELF` 10 SAIR
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PROPOSTA E AVALIQCQO DE PROCHDIMENTOS ANESTESICO3
K W 'El 
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SOCISET8 Wm MmSOTÚMIOECORpKOOACAIL MH NNEA T-SOpOR D' 
_” _: ___ _" um_ ___ ___ __ _m__ __ 
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9RO90$Tê É ÊVÊLIÂCQO DE PROCÉDIMÉNTOS QJESTL O3 em zzz_zz :?__ _;_., ao NICOS 
fl U) ›-‹ O 
Cí) Ff! Z N O Í? H I> \1 Fl Ú H 
Os benzodiazepinicos apresentam em comum as seguintes 
proríedades farmacologicas: ensiolitica, hípnotica, relaxante muscular 
(acao central), anticonvulsivante e amnesica. Gracas a uma ou mais dessa 
propriedades o seu emprego e muito difundido em anesteseologia. 
Na medicacao pre anestesíca e aproveitada, basicamente, a 
proríedade ansiolitica e, secundaríamente, a propriedade nípnotica- Deve 
ter acrescentado due em dois terapeuticos os benzodiazepinicos em geral 
nao alteram a estabilidade cardiovascular nao contribuem para o aumento da 
incidencia de vomitos pos operatorios e nao provocam, sinao muito 
raramente, reacoes de tipo alergico. Tem ainda a vantagem de promoverem 
amnesia em grau variado, segundo a droga escolhida- Infelizmente nao 
apresentam efeito analgesico- 
TflZ -4 T3 33 Pres. para continuar. ~ z Y: zf z zl V ` fa, V V ' _ i""'¡ a ~% ~Ez=:_ à;=== ef _==z
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9OSTê E QVQLIQCQO OE PROCEDIMENTOS ÊNESTESICOS 
PROPOSTA DE TECNICÊ ANESTESICÂ GERAL 
tecnica anestesíca proposta poderia ser INQLATORIA QUALITQTIVA 
äêgun 
ÍIÍ! 
'Ii .J LJ LJ
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DEFINICQO : 
ÊNESTESIA GERQL INQLQTORI 
' áL.~"~ .ía
Q 
"” “ »“ induzida ou nao por agentes venosos e cuja u adueia 
manutencao depende, primariamente, do uso de Halogenados 
.. ¿ (T IÀÀ potentes, com ou sem o emprego da u .. 
Baseado em: 
W Collins V.J-,"princíp1es of Anestnesíology". Lea and 
' - C1 *8- Febíger, Philadelphias, 1966, pag J 
M Dripps R.S., Eckenhoff J.E. e Vandans L.D., 
"Anestesiologia", 5 Edicao. Interamericana, RJ. l980, 
pag 163 
Pres- ENTER para continuar. 
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H
PROPOSTA VIA BASE DE DADOS 
DATA 1 11 1992 
Registro numero 
Hospital 





















MAIS DE 6h 
PERIODOS DE ANESTESIA E OPERACAO 
O tempo estimado da anestesia : 240 min. 
O tempo estimado da operacao : 230 min 
EXAMES 
PAS ..................... .. -> normal 
PAD ..................... .. -> normal 
PULSO ................... .. -> normal 
PVC ..................... .. -> SEM EXAME 
HEMATOCRITOS ........... .. -> baixo 
HEMOCLOBINA ............. .. -> baixa 
GLICOSE ................. .. -> normal 
UREIA ................... .. -> normal 
CREATININA ......... -> normal 
K ....................... .. -> normal 
FOSFORO ................. .. -> SEM EXAME 
CALCIO .................. .. -> SEM EXAME 
CPK ..................... .. -> SEM EXAME 
TRANSAMINASES ........... .. -> SEM EXAME 
NA ..................... .. -> baixo 
TAP .................... .. -> normal 
KPTT ................... .. -> SEM EXAME 
PLAQUETA ............... .. -> SEM EXAME 
BILIRRUBINA ............ .. -> SEM EXAME 
FOSFATASE~ALCALUIL .... .. -> SEM EXAME 
LEUCOCITOS .............. .. -> normal 
MASNESIO ................ .. -> SEM EXAME 
OSMOLALIDADE PLASMATICA... -> SEM EXAME 
TS ...................... .. > SEM EXAME 
OUTROS EXAMES 
RX : HIPERINSUFL. PULMONAR 
ECC 2 NORMAL/RITMO SINUSAL
EXAMES COMPLEMENTARES (SUGESTAO) 
PT e PTT 
PLAQUETAS 
CONDICOES PREVIAS 







ESTADO EMOCIONAL: ANSIOSO 
ESPECIALIDADES 
ESPECIALIDADE :GERAL 









PROPOSTA DE ESTADO FISICO DO PACIENTE 
O paciente apresenta um estado fisico grau 3 
PROPOSTA DE MEDICACAO PRE-ANESTESICA 
Medicacao pre-anestesica proposta: BENZODIAZEPINICOS 
A medicacao pre-anestesica poderia ser combinada com :GASTROCINETICOS 
PROPOSTA DE TECNICA ANESTESICA GERAL 
A tecnica anestesica proposta poderia ser INALATORIA QUALITATIVA 
A segunda escolha poderia ser COMBINADA 
E' proposta a modalidade de inducao : PRIMINC 
E' proposta a manutencao das vias aereas por : INTUBACAO OROTRAQUEAL 
Droga para manutencao : ENFLURANO 
Droga para inducao : TIOPENTAL 
Droga para inducao/manutencao : FENTANIL 
Bloqueador neuromuscular para intubacao com priming : ATRACURIO 
E' proposto bloqueador neuromuscular para manter relaxamento : ATRACURIO 
PROPOSTA PARA MONITORIZACAO TRANS-ANESTESICA 
AUSC. CARD.-ESTETOSC. PRECORDIAL 




OXIMETRIA DE PULSO 










































































MENOS DE 2h 
2-6h 




ABDOME AGUDO INFLAMATORIO 
ABDOME AGUDO OBSTRUTIVO 
ABDOME AGUDO PERFURATIVO 




MASSAS ABDOÍVÍINO/PELVICAS 'v'OLUIvíOSAS 
OBSTRUCAO PILORICA 
ULCERA PEPTICA / GASTRITE 
ANEURISMA DE AORTA 
ARTERIOPATIA PERIFERICA 
CARDIOPATIA CONGENITA ACIANOTICA 































































HIPERTENSAO ARTERIAL SISTEMICA 
HIPERTENSAO ARTERIAL PULMONAR 
IAM PREVIO MENOS DE 3 MESES 
IAM PREVIO 3-6 MESES 
IAM PREVIO MAIS DE 6 MESES 
IAM TEMPO INDETERMINADO 
ICC 




















DIABETE MELITO TIPO I 










SINDROME DE CUSHING 
SECRECAO INAPROPRIADA DE ADH 
AEERRACOES CROMOSSOMICAS 
























































































LESAO EXPANSIVA INTRACRANIANA 














TRM - FASE AGUDA 
TRM - SUB-AGUDO/CRONICO 
TETRAPLEGIA / PARESIA 
DOENCA CEREBRO-VASCULAR 
ARTRITE REUMATOIDE 




























































EEBRE REUMATICA ATIvA 











RETRAcAo CICATRMUAL FACE/PEScoÇo 
RETRAcAo cIcATRunAL TRoNco/AxILA 









INEEccAo DAS VIAS AEREAS INEERIORES 
















TRAUMA DAS VIAS URINARIAS 
UROPATIA oBSTRUTIvA 
ALERGIA A DRoGAS 
AToPIAS 
coMPLIcAcAo DE ANESTESIA ANTERIOR 
DISTUREIOS Do sENSoRIo E c0NDUTA 
EALENCIA DE MULTIPLOS SISTEMAS 
GESTAcAo DE Ig TRIMESTRE 










































































































































































BLOQUEADOR CANAL DE CALCIO 
BUPRENORFINA 

















































































































SAIS DE FERRO 

























































































ELICTTACAO DE PARESTESIAS 
ESTTMULADOR DE NERVO 
CATETER DE OXIGENIO 
CATETER DE OXIGENIO 








































































SEQUENCIA RAPIDA DE IOT 
PRE-CURARIZACAO 
PRIMING 
IT AS CEGAS 
IT ACORDADO 













































AUSC. CARD.-ESTETOSC. PRECORDIAL 





















































FUNCAO NEUROMUSCULAR - ENP 
OXIMETRIA DE GASES INSPIRADOS 
OXIMETRIA DE PULSO 
POTENCIAIS EVOCADOS 
PA - DIRETA 
PA - DOPPLER 
PA - ESFINGMOMANOMETRO 
PA - OSCILOMETRICO 
PRESSAO ATRIAL ESQUERDA 
PRESSAO CAPILAR PULMONAR - SG 
PRESSAO INTRACRANIANA 
PRESSAO INTRATRAQUEAL 
PRESSAO VENOSA CENTRAL 




GLICEMIA PARA PAC. DIABETICO 




























































































































































































































































EXAMES COMPLEMENTARES : GASOMETRIA 
[1598] = GASOMETRIA NORMAL 






















































EXAMES COMPLEMENTARES 2 RADIOGRAFIAS 

















EXAMES COMPLEMENTARES 2 ELECTROCARDIOGRAMA 
2 NORMAL/RITMO SINUSAL 
: TAQUICARDIA SINUSAL 
2 BRADICARDIA SINUSAL 











































LINHAS B DE KERLEY 
MASSA PULMAO/MEDIASTINO 
























2 DISRRITMIA VENTRICULAR 
: BLOQUEIO A-V 
: BLOQUEIO DE RAMO 
2 SOBRECARGA DE CAMARAS 
: ISQUEMIA SUBENDOCARDICA 
: ISQUEMIA SUBEPICARDICA 
: ISQUEMIA TRANSMURAL 
: ZONAS INATIVAS 
1 ALTERACOES DE REPOLARIZACAO 








LISTA DE ITENS PARA EXPLANAÇÃO 
I (Listagens do computador) 
M E N U P R I N C I P A L 
A - ASPECTOS FARMACO-CLINICOS 
A1 - ANESTESICOS VENOSOS 
A2 - AGENTES INALATORIOS 
A2.2- HALOGENADOS 
A3 - BLOQUEADORES NEUROMUSCULARES 
A4 - ANESTESIA LOCO-REGIONAL 
A4.5- DISTRUBUIÇÃO DOS DERMATOMOS 









B - PECULIARIDADES DO TIPO DA CIRURGIA 
B1 - CIRURGIA ABDOMINAL 
B1.1 - ASPECTOS ANATOMICOS 
B1.2 - ABDOME SUPERIOR 
PARA CIRURGIA DA AORTA ABDOMINAL 
B1.3 - ABDOME INFERIOR 
B2 - CIRURGIA DE MEMBROS 
B3 - PROCEDIMENTOS CIRURGICOS LAPAROSCOPICOS 
I - CIRURGIA ARTERIAL DE MEMBROS INFERIORES 
II - ARTROPLASTIA DE QUADRIL 
C - PROBLEMAS ESPECIAIS 
CI - SINDROMES 
C2 - DOENCAS E DISTURBIOS FUNCIONAIS 
C2 - CARUIOPATIAS 
- PROBLEMAS ESPECIFICOS EM CARDIOPATAS 
- CHOQUE 
- HIPERTENSAO ARTERIAL 
C2. - INSUFICIENCIA RENAL 
C2.5 - OBESIDADE 
C2.6 - PNEUMOPATIAS 
C2.7 - DIABETES MELLITUS 
C2.B - MIASTENIA GRAVIS 
C2.9 - FEOCROMOCITOMA 
C2.10- PACIENTE NEOPLASICO 
C2.1I- HEPATOPATIAS 
C2.12- OBSTRUÇÃO INTESTINAL 
C3 - INTERACOES MEDICAMENTOSAS 
C3.3 - PRINCIPAIS INTERACOES FARMACOCINETICAS 
C3.4 - PRINCIPAIS INTERACOES FARMACODINAMICA 
C3.5 - INTERACOES NAO ESCLARECIDAS 
D - REFERENCIA BIBLIOGRAFICA (Bibiografia) 
DEFINIÇÃO 
CARACTERISTICAS FISICO-QUIMICAS E FARMACOCINETICAS 
CLASSIFICAÇÃO E CARACJERISTICAS FARMACODINAMICAS 














C3.1 - CONCEITOS E TIPOS DE INTERACOES 
C3.2 - CLASSIFICAÇÃO 
ANESTESICO LOCAL X VASOCONTRITOR 
ANESTESICOS INALATORIOS POTENTES(HALOGENADOS) X OPIOIDES 
BARBITURICOS(TIOPENTAL,METOHEX.) X CONTRASTES RADIOLOGICOS 
SUCCILNILCOLINA X ANESTESICOS LOCAIS 
LIDOCAINA X ISOPROTERENOL 
PROPANOLOL X CIMETIDINA 
CATECOLAMINAS X COCAINA 
CATECOLAMINA X QUETAMINA 
SUCCINILCOLINA X CITOSTATICOS 
SUCCINILCOLINA X ANTICOLINESTERASICOS 
SIMPATOMIMETICOS DE AÇÃO INDIRETA X INIBIDORES DA MAO 

























































- IMPACTO DA TERAPEUTICA ANTI-HIPERTENSIVA 
TECNICAS E DROGAS ANESTESICAS 
PROBLEMAS COMUNS AOS PACIENTES UREMICOS 
- PREPARO PRE-OPERATORIOS 

















































TOXICIDADE SISTEMICA CAUSADA POR QUIMIOTERAPICOS 
CONSIDERACOES SOBRE A ANESTESIA 
PATOLOGIAS COMUNS ASSOCIADAS AS ARTERIOPATIA 
OCLUSAO ARTERIAL AGUDA - ANESTESIA LOCO-REGIONAL 
OCLUSAO ARTERIAL AGUDA - ANESTESIA GERAL 
OCLUSAO ARTERIAL AGUDA - CUIDADOS ESPECIAIS 
CIRURGIA ELETIVA - PECULIARIDADES PRE-OPERATORIAS 
CIRURGIA ELETIVA - ANESTESIA 
REGIONAL - VANTAGENS E DESVANTAGENS 
GERAL E COMBINADA - VANTAGENS E DESVANT. 
PROBLEMAS PRE-OPERATORIOSS 
PREPARO PRE-OPERATORIOS 
TECNICAS E DROGAS ANESTESICAS 
MONITORIZAÇÃO 
CONSIDERACOES SOBRE BLOQUEIOS CENTRAIS 
PROBLEMAS TRANS-OPERATORIOSS 
ECULIARIDADES 
II - TECNICA E DROGAS ANESTESICAS 
III- PROBLEMAS TRANS-OPERATORIOSS 






























HIDRO-ELETROLITICOS E ACIDO-BASE 
CUIDADOS PRE-OPERATORIOSS 
TECNICAS E DROGAS ANESTESICAS 
1 - cENERAL1nADEs 
11 - cousEouENc1As 
111- TEcN1cAs E DROGAS ANESTEs1cAs - LAPARoscoP1As 
A2_1- oxxno u11Roso 
A2.2.2- PR1Nc1PA1s ErE11os 
A2.2.1- PRoPn1£nAnEs Fxsxco-ou1n1cA a1o1R^usF. 
coucs1To 
Rsssscçxo Aanonluo-PERINEAL no RETO 
c1RuRc1^s c1NEcoLoc1cAs Pon v1^ Asnon1NA1 
c1sTEcTon1As 
cLAss1r1cAcÃo / Psnrxs na nxsruuçxo 
AuEs1es1A eu nosucàs Pàesuoulnârosàs AcunAs 
ooaucâs PARENou1nA1osAs cRoN1cAs z cLAss1F1cAÇÃo 
nosucàs PARENou1nArosAs cnouxcàs z PROBLEMAS 
noeucàs PARsNou1nATos^s cnou1cAs z Tzcnlcà 










































.3.2 - IMPACTO DA TERAPEUTICA ANTI-HIPERTENSIVA 
.3.3 - TECNICAS E DROGAS ANESTESICAS 
.I- CONCEITOS BASICOS 
.2- DADOS FARMACOCINETICOS 
.3- DADOS FARMACODINAHICOS 
.4- PRINCIPAIS EFEITOS 
A3.5- SUCCINILCOLINA (INCONVENIENTES) 
OENCAS QUE AFETAM O APARELHO RESPIRATORIO 
REPARO PRE-OPERATORIOS NAS DOENCAS OBSTRUTIVAS 
EDICAÇÃO PRE-ANESTESICA 








- PATOLOGIA E CLINICA 
- PREPARAÇÃO PRE-OPERATORIA 
- DROGAS E TECNICAS ANESTESICAS 
- PROBLEMAS PERI-OPERATORIOSS 
C2.7.1 CONCEITOS E CLASSIFICAÇÃO 
C2.7.2 PROBLEMAS PRE-ANESTESICOS 
C2.7 CUIDADOS GERAIS PERI-OPERATORIOSS 
C2.7 CONTROLE PERI-OPERATORIOS DE GLICEHIA 
C2.7 TECNICAS E DROGAS ANESTESICAS 
C2. . PATOLOGIAS CLINICAS 
C2. . PRE-HEDICAÇÃO 









Ejemplo de textos do módulo de explanação do sistema especialista 
integrado. Estes textos são apresentados dependendo da escolha do usuário. 
Ex : Se desejada uma explanação com relação ao aspecto farmaco-clínico 
num procedimento cirurgico com anestesia loco-regional :
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M E N U P R I N C I P A L 
- ASPECTOS FARMACO-CLINICO ] - PECULIARIDADES DO TIPO DE CIRURGIA 
- PROBLEMAS ESPECIAIS 
- BIBLIOGRAFIA 
UOUI1> 
A - ASPECTOS FARMACO-CL Í N ICO 
A1 - ANESTÊSICOS VENOSOS 
A2 - AGENTES INALATÓRIOS 
A3 - BLOQUEADORES NEUROMUSCULARES 
| 
A4 - ANESTESIA LOCO-REGIONAL ]
I 
A4 - ANESTESIA LOCO-REGIONAL 
[A4.I- DEFINIÇÃO J _ A4.2- CARACTERISTICAS FISICO-QUIMICAS E FARMACOCINETICAS 
A4 3- CLASSIFICAÇÃO E CARACTERISTICAS FARMACODINÃMICAS 
A4.4- EXTENSÃO DAS ANESTESIAS OBTIDAS POR BL. CENTRAIS 
A4.5- DISTRIBUÇÃO DOS DERMATOMAS 
A4.6- CONSIDERAÇÕES FARMACOCINETICAS 




Definição - Perda da sensibilidade dolorosa e ,eventualmente 
de outros tipos de sensibilidade, numa àrea Circuscrita 
devido ao bloqueio da excitação em terminações nervosas ou 
do bloqueio do processo de condução ao longo do 1 neurõnio . 
Outras alternativas no mesmo item São apresentadas a continuação.
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A4.2- CARACTERÍSTICAS FISICO-QUÍMICAS E FARMACOCINÉTICAS 




















LIPOSSULUBILIDADE LIGAÇÃO PROTEICA 












A4.3- CLASSIFICAÇÃO E CARACTERÍSTICAS FARMACODINÃMICAS 
III CLASSIFICAÇÃO E CARACTERISTICAS FARMACODINÃMICAS 
1 - soLUÇÃo ‹%) 2 - DosE MAXIMA (mg/kg) 3 -LIMIAR Toxlco 





















* - > 6 mg somente acrescida de vasocostritor 
# _ 
1 2 3 4 















-1 4-7* 5-6 



















+ - Volume usual para extremidade superior 20 a 40 ml 
= - Mesmos valores dados para anestesia infiltrativa
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A4.6- CONSIDERAÇÕES FARMACOCINÉTICAS 
IV CONSIDERAÇÕES FARMACOCINÉTICAS 
I - A absorção do anestésico local (AL) depende da 
droga,da dose,da concentração,da vascularização da região e 
da adição de vasoconstritor. 
II - A velocidade de absorção do AL em função da 
técnica obedece a seguinte ordem,independente do Al 
utilizado.Infiltração < plexo braquial < epidural < 
caudal < intercostal < intratraquial. 
III - O acréscimo de adrenalina ou de outro 
vasoconstritor aplicavel em anestesia loco~regíonal retarda 
a absorção.Consequentemente alonga a duração da anestesia e, 
dentro de certos limites ,previne a toxidade sistêmica do 
AL. 
IV - Em áreas cujo aporte de sangue depende de uma 
arteria terminal como dedos dos pés e das maos e penis,o 
emprego de vasoconstritor é contraindicado. 
A4.7- CONSIDERAÇÕES CLÍNICAS 
V CONSIDERAÇÕES CLÍNICAS 
1 - O emprego de opioides na medicação pré-anestésica 
pode ser recomendada desde que o procedimento exija 
multiplas injeções e o aparecimento de paristesias não seja 
essencial. 
2 - O emprego de benzodiazepínicos na medicação 
pré-anestésica é justificavel quando se busca ansio1ise.Não 
é recomendavel comoprofilatico de toxidade sistêmica. 
- 3 - A sedação durante a anestesia loco-regional pode 
ser necessária em função do estado emocional do paciente e 
também quando o procedimento cirurgico é prolongado ou 
quando a execução da cirúrgia implica ações que são 
concientisadas pelo paciente de forma desagradavel. 
4 - A sedação pode ser obtida com barbituricos ou 
benzodiazepínicos administrados "in bolus" ou sob a forma de 
infusão.Desde que o paciente seja sedado é prudente 
administrar O2 (cateter nasal) e monitorizar a saturação de 
O2 com oximetro de pulso.
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Para o caso de explanação sobre a utüização de bloqueadores 
neuromusculares: 
M E N U P R I N c I P A L 
| 
- AsPEcTos FARMAco-cLINIco ] - PECULIARIDADES Do TIPO DE CIRURGIA 
- PRQBLEMAS ESPECIAIS 
~ BIBLIOGRAFIA 
U(`)Cﬂ3> 
A - ASPECTOS FARMACO-CLINICO 
A1 - ANESTÊSICOS VENOSOS 
A2 - AGENTES INALATÓRIOS 
| 
A3 - BLOQUEADORES NEUROMUSCULARES 1 AÃ - ANESTESIA LOCO-REGIONAL 
T _ 
A3 - BLOQUEADORES NEUROMUSCULARES$ 
A3 - CONCEITOS BASICOS 
A3 - DADOS FARMACOCINETICOS 
A3 - DADOS FARMACODINAMICOS 
A3 - PRINCIPAIS EFEITOS 
A3 - SUCCINILCOLINA (INCONVENIENTES) 
U1-ãb.›K\J›-I 
A3.1- CONCEITOS BASICOS 
São substancias que promovem relaxamento muscular 
interferindo com a transmissão neuromuscular ao nivel da 
placa motora. 
Atuam predominantemente, por mecanismo competitivo como 
a acetilcolina nos receptores pos-sinapticos e 
classificam-se em : 
BNM despolarizante - representados pela Succinilcolina 
que difere dos demais pela sua atuação cujo mecanismo não 
corresponde a uma competição farmacologica. 
BNM adespolarizante que atuam por competição 
farmacologica com os receptores colinergicos.
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A3.2- DADOS FARMACOCINETICOS 
Dados Farmacocineticos
1 
5 - Pipecuronio 
- Pancuronio 2 - Vecuronio 3 - Atracurio 4 - Doxacurio 
Vd T1/2 B CP Biotransformação Acumulo 
(1/kg) (min) (ml/kg/min) 
0,29-0,47 76-372 1-3 Hidroxilização 
0,260 62 4,6 Hídroxilização 
0,16 20 5,5 Eliminação hofmam Hidrolise enzímatica 
" in natura " (RIM) 









+ : Aumento 





A3.3- DADOS FARMACODINAMICOS 
Dados farmacodinamicos 
DE 95 Dose IT Inicio Ação Retorno 
(mg/kg) (mg/kg)* (min) (95%-min 























* - A dose de intubação (IT) corresponde de 2 a3 DE 








95 e a 
inicial
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A3.4- PRINCIPAIS EFEITOS 
Principais efeitos 
Bloqueio Bloqueio Liberação Circulatorios 
Gauflimar Vagal Histamina FC PA DC 











+ : Aumenta 
+/- : Aumento discreto 
# : Não altera 
* : Bloqueia a recaptação de CA 
** : Dose < 0,4 mg/kg (doses maiores podem causar hipotensão 
e taqui/bradicardia) 
A3.5- SUCCINILCOLINA (INCONVENIENTES) 
Succinilcolina 
lncovenientes 
Embora a succinilcolina seja o BNM cujo inicio de 
ação e o mais rapido e cuja duração de efeito e a menor dos 
BNM em uso, apresentando por essas caracteristicas as 
condições ideais para promover relaxamento visando uma 
intubação traqueal rapida , tem o incoveniente de promover: 
Fasciculações musculares 
Dores musculares PO 
Elevação do K Plasmatico 
Aumento da pressão IG 
Aumento da PIO 
Liberação da histamina 
Bloqueio prolongado * 
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