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Precise molecular transition frequencies are needed in various studies including the test of funda-
mental physics. Two well isolated ro-vibrational transitions of 12C16O at 1.57 µm, R(9) and R(10) in
the second overtone band, were measured by a comb-locked cavity ring-down spectrometer. Despite
the weakness of the lines (Einstein coefficient A ' 0.008 s−1), Lamb-dip spectra were recorded with
a signal-to-noise ratio over 1000, and the line positions were determined to be 191 360 212 761.1
and 191 440 612 662.2 kHz respectively, with an uncertainty of 0.5 kHz (δν/ν = 2.6× 10−12). The
present work demonstrates the possibility to explore extensive molecular lines in the near-infrared
with sub-kHz accuracy.
Rotation-resolved molecular transitions are convenient
natural frequency grids used in spectroscopy, communi-
cation [1], metrology [2] and astrophysics [3]. Their pre-
cise positions are also concerned in fundamental physics,
being used to determine physical constants, either the
values [4] or the space-time variation [5–7], to find parity-
violation effects [8], and even to search new physics be-
yond the Standard Model [9]. Accuracy is crucial in these
measurements. For example, a fractional uncertainty
of 10−15 to 10−20 is needed [10, 11] to detect parity-
violation effects in chiral molecules.
Absorption spectroscopy is the most frequently em-
ployed method to derive molecular line parameters used
in miscellaneous applications, but often lacks precision
and sensitivity. By putting sample gases in an opti-
cal resonant cavity of high finesse, the sensitivity can
be enhanced by orders of magnitude to detect extremely
weak transitions [12, 13]. Meanwhile, the resonance effect
also considerably enhances the intra-cavity light inten-
sity, which allows saturation spectroscopy measurements
using low-power continuous-wave lasers [14–16]. In re-
cent years, considerable efforts [15–20] have been carried
out to pursue both high sensitivity and high precision by
combining resonant cavities and frequency combs. The
method has been applied to determine absolute infra-
red line positions from Lamb-dip measurements of sev-
eral molecules [1, 14–16, 20–29]. Most of the reported
molecular line positions have an uncertainty at the kHz
level (fractional accuracy 10−11), including the C2H2 line
positions near 1.54 µm recommended by Bureau Interna-
tional des Poids et Mesures for practical realization of the
metre and secondary representations of the second.
Here we present a method that enables Lamb-dip ab-
sorption spectroscopy of weak molecular transitions with
a frequency accuracy of sub-kHz and a sensitivity of
10−12 cm−1 as well. The positions of two ro-vibrational
transitions of 12C16O at 1.57 µm, with Einstein coeffi-
cients of about 8 mHz, were determined with an accu-
racy of 0.5 kHz (δν/ν = 2.6× 10−12). To the best of our
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knowledge, it is the first time that near infrared (NIR)
transitions of molecules have been determined with sub-
kHz accuracy. The CO molecule was chosen here because
it is one of the most extensively studied and prototype
diatomic molecule. As the second most abundant neutral
molecule in the universe only after the molecular hydro-
gen, CO plays a key role in the gas-phase chemistry in
the interstellar medium. The spectroscopic parameters of
CO are also of great needs in astrophysical studies [30].
These two well-isolated transitions, R(9) and R(10) lines
in the 3-0 band, were also selected [31] for the optical
determination of the Boltzmann constant [32, 33], where
both precision and sensitivity are critical. The method
can be applied in various studies, for example, to im-
prove the frequency standards in the near-infrared, and
to determine the proton-electron mass ratio from the ro-
vibrational spectroscopy of the HD molecule.
The configuration of the experimental setup is pre-
sented in Fig. 1. The probe laser (Koheras NKT E15)
is locked to a ring-down (RD) cavity using the Pound-
Drever-Hall (PDH) method. The RD cavity has a finesse
of 1.56×105 and a free-spectral-range (FSR) of 336 MHz.
The 50 cm-long RD cavity is installed in a stainless-
steel vacuum chamber and its temperature is stabilized
at 0◦C with a fluctuation below 1 mK, detected by two
calibrated thermal sensors attached on two sides of the
cavity. Owing to the thermo-stability of the cavity, the
day-to-day drift of the FSR value is below 10 Hz, much
less than the linewidth of the cavity mode (2.2 kHz).
The cavity length is stabilized through a piezo actuator
(PZT) driven by a phase-lock circuit based on the beat
signal between the probe laser and a reference laser. The
reference laser is locked to a Fabry-Pe´rot interferometer
made of ultra-low-expansion glass, [34] and its absolute
frequency is calibrated by a frequency comb which is syn-
thesized by a Er:fiber oscillator operated at 1.56 µm. The
repetition frequency (fR ≈ 180 MHz) and carrier offset
frequency (f0) of the comb are locked to precise radio-
frequency sources, both referenced to a GPS-disciplined
rubidium clock (SRS FS725). The beat signals among
the probe laser, the reference laser, and the comb were
recorded by a frequency counter (Agilent 53181A), and
ar
X
iv
:1
70
7.
07
28
6v
2 
 [p
hy
sic
s.a
tom
-p
h]
  2
6 A
ug
 20
17
2they are illustrated in Fig. 2. We can see that the probe
laser frequency follows well with the reference laser. The
fast fluctuation of the beat signal between the probe laser
and the comb comes mainly from the line width of the
comb tooth, while the long-term drift is due to the slow
drift (2 kHz/hr) of the reference laser.
FIG. 1. Configuration of the experimental setup. The probe
laser frequency is locked with the cavity (the “locking” beam).
Another beam from the probe laser (referred to as “spectral”
beam) is frequency shifted and used for CRDS measurement.
The ring-down cavity length is locked according to the beat
signal between the probe and reference lasers. Abbreviations:
AOM: acousto-optical modulator; APD: avalanche photodi-
ode detector; DAQ: data acquisition system; EOM: electro-
optical modulator; PD: photodiode detector; PZT: piezo ac-
tuator.
A separated beam from the probe laser, which passes
an acousto-optic modulator (AOM) and a fiber electro-
optic modulator (EOM), is used to produce the ring-
down signal. The input laser power to the fiber EOM is
about 3 mW, and about 1/3 of the power is delivered to
one of the 1st-order sidebands. The laser light transmit-
ted from the cavity is detected by an avalanche photodi-
ode detector (APD). The transmittance of an empty cav-
ity is about 3 %, leading to [16, 35] an intra-cavity laser
power of about 8 W. A combination of polarizing wave-
plates and Glan-Tylor prisms was used to separate the
two beams for frequency locking and spectral probing. In
addition, because of the significant frequency difference,
the beat signal between the two beams is out of the band-
width of the detectors. Finally, the interference between
the frequency locking and RD detection signals has been
reduced to a negligible level. The frequency fAOM used
to drive AOM is fixed at 80.0009 MHz and the frequency
fEOM used to drive EOM is tuned to fulfill the equation:
fAOM + fEOM = fM+n− fM , where fM is the frequency
of the cavity mode which the probe laser is locked with,
fM+n is the frequency of a nearby cavity mode with n
value of about 3. In this case, only one 1st-order sideband
in the beam is on resonance and passes the cavity, while
the carrier and other sidebands are completely reflected.
In this way, the frequency of the laser beam for CRDS
detecting is set to be: ν = νref + fB + fEOM + fAOM .
The acousto-optic modulator is also used to periodi-
cally chop the spectral beam to initiate ring-down events.
The ring-down curve is fit by an exponential decay func-
tion to derive the decay time τ , and the sample absorp-
tion coefficient α is determined according to the equation:
α = (cτ)−1 − (cτ0)−1, where c is the speed of light, and
τ0 is the decay time of an empty cavity. Fig. 2(c) shows
the recorded (cτ)−1 values of the empty cavity, and the
corresponding Allan deviation is given in Fig. 2(d). The
limit of detection, presented as the minimum detectable
absorption coefficient, reaches about 3.5 × 10−12 cm−1
at an averaging time of about 70 seconds, being compa-
rable to those best records obtained by cavity enhanced
absorption spectroscopy [36–38]. Compared to our previ-
ous method [16], the frequency lock is kept when we chop
the spectral beam for ring-down measurements, resulting
with an improved frequency lock. Precise temperature
control of the cavity is also essential to maintain a sat-
isfactory frequency stability during the scan. Moreover,
the present method allows us to synchronize ring-down
events to an external trigger source. It is very useful
when the sample molecule is short-lived species, such as
transient species produced in photolysis. When a stable
gas samples is used, an advantage is to maximize the rep-
etition rate of the RD events, which is only limited by the
decay and build-up time of each ring-down curve. In this
study, the repetition rate is about 1.5 kHz, over one order
of magnitude higher than that obtained in our previous
study, leading to a considerably improved sensitivity.
FIG. 2. The frequency precision and sensitivity of the CRDS
instrument. (a) Beat frequencies among the probe laser, the
reference laser and the frequency comb. Data are shifted for
better illustration. (b) Allan deviation of the beat frequencies.
(c) Absorption coefficient detected with an empty cavity. (d)
Allan deviation of the data shown in (c).
Natural carbon monoxide sample gas was used in the
measurement. As given in the HITRAN database [39],
R(9) and R(10) lines in the V = 3 − 0 overtone band of
12C16O are located at 6383.09 cm−1 and 6385.77 cm−1,
with intensities of 2.03 × 10−23cm/molecule and 1.88 ×
10−23cm/molecule, respectively. The saturation power
is estimated to be about 1.5 kW cm−2, according to
the formulas given by Giusfredi et al. [14] Note that
the intra-cavity power also decays during a RD event,
3which reduces the saturation effect and leads to an non-
exponential decay [14]. Since the main purpose of the
present study is to determine the precise line position
instead of the profile of the saturation spectrum, we sim-
ply applied a single exponential decay function to fit the
RD curve. Only data within the beginning 50 µs of each
RD curve were included in the fit, while the ring-down
time was about 30 µs at a sample pressure of 1 Pa. The
intra-cavity light intensity was estimated to be from 3 W
to 0.5 W during this period. Taking into account a laser
beam waist radius of 0.76 mm, we estimated that the
saturation parameter was below 10%. The spectral scan
was accomplished by tuning the frequency fB . At each
frequency point, about 3000 RD events were recorded
within 2 seconds. Each scan took about 100 seconds
when a typical frequency step of 50 kHz around the
line center was applied. We also tried with finer fre-
quency steps but did not see notable differences. Spec-
tra were recorded with sample pressures in the range be-
tween 0.2 Pa and 1.5 Pa, and some of them are shown
in Fig. 3(a). Each spectrum shown in the figure is an
average of 20 scans and the signal-to-noise ratio reaches
over 1000.
FIG. 3. (a) Cavity ring-down saturation spectra of the R(10)
line in the (3-0) band of 12C16O. (b) positions of the R(10)
line determined from spectra recorded with different sample
pressures. The red point indicates a measurement took about
half year later than other measurements (black points). The
blue line indicates the weighted average of the data.
The line parameters, position, depth, and width,
are derived by fitting the spectra. For simplicity, the
Lorentzian function was used in the fit, although devia-
tion from the Lorentzian profile has been found in sat-
uration spectra [40, 41]. The derived line width (full
width at half maximum) is about 0.2 MHz, being consis-
tent with the transit-time broadening width of 0.13 MHz
estimated from the mean velocity of the CO molecules
and the laser beam waist. Fig. 3(b) shows the R(10) line
positions obtained at different pressures, and each data
point stands for an averaged value derived from about 30
scans. The red point in Fig. 3(b) is the result from the
measurement taken half a year after other measurements
(black points). The excellent agreement indicates the
long-term stability of the measurements. The horizon-
tal line shown in Fig. 3(b) gives the weighted average of
the line positions obtained at different pressures and the
statistical uncertainty is 0.1 kHz. Other contributions to
the uncertainty have been investigated, described below.
If we use a linear fit to the data shown in Fig. 3(b), we
can get a coefficient of 0.2±0.2 kHz/Pa. However, a self-
pressure induced shift of -189 MHz/atm (1.9 kHz/Pa) has
been reported [42] based on the Doppler-broadened spec-
tra of CO recorded under normal pressures (∼ 104 Pa).
There is a considerable difference between the line shift
obtained from saturation spectra and that from conven-
tional Doppler-limited spectra. Similar results [35, 40,
41] have been reported before, but it has not yet been
well interpreted. Here we simply use the value averaged
from the positions obtained from spectra recorded at dif-
ferent pressures, but an uncertainty of 0.2 kHz is left
for possible contribution from the pressure-induced shift
which needs further investigation. We also include an un-
certainty of 0.2 kHz due to the model of the line profile,
although we did not observe any asymmetry above the
noise level.
The spectral laser frequency is determined by the refer-
ence laser frequency νref , the beat frequency fB , and the
radio frequencies applied on AOM and EOM. The refer-
ence laser frequency is calibrated by the frequency comb
and eventually by the GPS-disciplined rubidium clock.
The rubidium clock has a stated frequency stability of
1 × 10−11 at 10 s and the absolute frequency accuracy
is 2 × 10−12 (0.4 kHz at 1.57 µm) when disciplined by
the GPS signal. The beat frequency fB is monitored by
a frequency counter which shows a fluctuation well be-
low 50 Hz (Fig. 2). The RF frequency fAOM applied on
the AOM has a fluctuation below 50 Hz, mainly due to
the drift of the room temperature. The EOM driven fre-
quency fEOM is also referenced to the rubidium clock,
and the accuracy is better than 1 Hz. Taking a root-
square mean velocity of 493 m/s of the CO molecule at
273 K, we estimate that the shift due to the second or-
der Doppler effect is -258 Hz and the related uncertainty
is below 10 Hz. Under a laser power of 3 W inside the
cavity, the AC Stark shift is negligible for these two CO
transitions. We have also used a different input laser
power in the measurement, but found no difference in
the line position within the experimental uncertainty.
The overall uncertainty budget is given in Table I. The
positions for lines R(9) and R(10) are determined to be
191 360 212 761.1 kHz and 191 440 612 662.2 kHz re-
spectively, with an overall uncertainty of 0.5 kHz. The
R(9) line position agrees with the value of 191 306 212
770(7) kHz from our previous study [16], but the accu-
racy has been improved by an order of magnitude. Note
that a recoil shift of -2.9 kHz has been included in this
work but not in our previous study. The results also agree
with the line positions reported by Mondelain et al [43]
4from Doppler-limited CRDS study, which were 191 360
212.54 MHz and 191 440 612.43 MHz with an uncertainty
of 0.3 MHz.
TABLE I. Uncertainty budget, R(9) and R(10) lines in the
V = 3− 0 band of 12C16O (unit: kHz).
Source Frequency Uncertainty
Statistical 191 360 212 763.7 (R9) 0.1
191 440 612 664.8 (R10) 0.1
Comb frequency 0.4
Locking servo 0.05
EOM frequency 0.001
AOM frequency 0.05
Pressure shift 0.2
Line profile asymmetry 0.2
2nd order Doppler +0.26 0.01
Recoil shift -2.9 -
Total 191 360 212 761.1 (R9) 0.5
191 440 612 662.2 (R10) 0.5
In conclusion, a laser-locked cavity ring-down spec-
trometer, with both the probe laser and the high-finesse
cavity locked and referenced to an optical frequency
comb, was constructed and used to record the Lamb-
dip spectra of the R(9) and R(10) lines in the V = 3− 0
band of CO. The present work demonstrates an accuracy
of 0.5 kHz and also a sensitivity of 3.5 × 10−12 cm−1.
Note that the accuracy is currently limited by the rubid-
ium clock, the line profile model, and the collision effect,
while the statistical uncertainty is only 0.1 kHz. By using
a more accurate clock (like a hydrogen maser or a foun-
tain clock), and taking further analysis on the Lamb-dip
line profile, we expect to pursue an accuracy of 0.1 kHz or
better. There are an enormous amount of molecular tran-
sitions in the near infrared with a transition rate higher
than the CO lines studied here, and their positions can be
determined with the same method, which could consid-
erably enlarge and improve the near-infrared frequency
standards. We are also using the method to detect the
saturation spectrum of the HD molecule. The strongest
absorption line of HD accessible by a NIR diode laser is
the R(1) line in the first overtone, located at 7241 cm−1,
with a saturation power of 3 × 107 W cm−2. Using
an external-cavity diode laser with several tens of milli-
Watt, we would be able to detect the Lamb-dip at a sen-
sitivity of 10−12 cm−1 and expect to determine the line
position with a fractional accuracy of 10−10. Combined
with the progress on the theoretical calculation [44] of
this two-electron molecule, such a measurement will pro-
vide an independent determination of the proton-electron
mass ratio.
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