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Día a día, los clientes de la compañía requieren soluciones sobre IaaS. Otros operadores que 
ofrecen estos servicios para compañías en crecimiento o que desean tener su servicio 
funcionando a largo plazo, además de no ofrecer una administración adecuada sobre lo 
contratado ya que las administraciones de las distintas tecnologías entregadas en el catálogo 
de venta de estos operadores resultan ser aún más costoso que la solución requerida. La 
implementación del sistema de gestión de seguridad informática permitió mejorar 
considerablemente las implementaciones de IaaS sobre sistemas operativos que no tenían 
esta premisa para el paso a operación, debido que la atención solo se enfocaba en la entrega 
del servicio productivo y no en su respectivo hardening, niveles de administración y seguridad. 
Además de tardar meses en el estado de transición. 
 
 Ante esta problemática, se analiza cuál es la mejor solución de la compañía Claro Colombia 
como prestadora de IaaS, basados en confiabilidad, usabilidad y viabilidad sobre la prestación 
del servicio. La compañía, desea validar a través de la infraestructura Solaris, Linux, redes y 
SAN sobre la puesta en producción de servicios IaaS para pymes y mipymes implementando 
las características de seguridad informática basadas en ISO 27001. La aplicación del SGSI 
sobre la infraestructura tecnológica, además de la operación para realizar la implementación 
fue de suma importancia para poder aplicar la norma y validar las diferentes carencias de las 
que las áreas de la célula de implementación en conjunto con las demás torres administrativas 
fallaban. 
 
La aplicación de soluciones orientadas en el estándar ISO 27001 sirvió a la compañía para 
tener un punto a favor sobre vulnerabilidades o posibles ataques cibernéticos que puedan 
generarse por no tener presente el aseguramiento adecuado del sistema, el cual es dejado a 
un lado cuando el servicio final se pone en producción para el cliente, ya que esto puede afectar 
su funcionamiento. Sin embargo, existen formas de abordar temas de incidentes y problemas 
que se conviertan en un riesgo informático para el área usuaria. Además, de considerar que 
cada torre debe tener niveles de administraciones para la toma de decisiones y estar al frente 
de un problema del cual no están preparados hace parte de las recomendaciones de la norma. 
Este frente no se detalla mucho en la compañía, ya que los rasgos de experiencia y 
conocimiento suelen ser muy altos y, el conocimiento no siempre es transmitido a los niveles 
inferiores, es por ello que toda la información sobre cambios a la plataforma debe estar 
totalmente documentada en un sitio compartido de libre acceso para los involucrados en un 
control de cambio, incidente o problema. 
 
Acorde a los hallazgos, la falta de coordinación sobre los tiempos de implementación versus 
la necesidad de cliente fueron un fallo enorme. Con la aplicación de la norma ISO27001 se 
logró solventar los aspectos claves de seguridad que ponían en riesgo el sistema, además, de 
aplicar la solución en tiempos record de menos de una semana por componente gracias a 
Scrum, como mitología ágil que se logró aplicar en la implementación de los sistemas 
operativos y el laboratorio de IaaS. 
 
PALABRAS CLAVES: Infraestructura como servicio (IaaS); Redes de almacenamiento (SAN); 
Sistemas operativo; Linux; Solaris; Servidores; Seguridad Informática; Estándar ISO 27001; 





La solución planteada bajo el concepto de infraestructura como servicio (IaaS) es una 
propuesta hacia el crecimiento y estandarización de la compañía Claro Colombia para clientes 
internos y externos. Surge de la necesidad de aportar este nuevo esquema de negocio, el cual 
no estaba adecuado para integrar los servicios y necesidades que el usuario final deseaba. 
 
Si bien, la compañía cuenta con el acceso a recursos tecnológicos de última generación; existe 
un modelo empresarial sobre Claro, el cual es tercerizar, es decir, contratar bajo licitación para 
que otras compañías operen sus servicios administrados, soluciones empresariales, redes, 
entre otros. 
 
El modelo empresarial de Claro Colombia ha permitido generar empleo en todo el país, sin 
embargo, esta tercerización ha traído consigo profesionales en distintas disciplinas del 
conocimiento y la tecnología haciendo que este sea el tema central de la organización y del 
planteamiento de la aplicación de un estándar sobre IaaS, dado que cada persona responsable 
de su plataforma puedan realizar sus labores diarios según la experiencia que se tenga y no 
bajo un proceso definido por las áreas de arquitectura o “release”. 
 
En respuesta a esta problemática, se desarrolla la idea IaaS como solución empresarial hacia 
los diferentes clientes de Claro Colombia, con el fin de que la compañía crezca como 
prestadora de servicios y soluciones. Así podrá competir con otras empresas de tecnología 
que ya ofrecen estos servicios dentro de su catálogo de ventas. Empresas pymes y mipymes 
tienen mayor acceso a servicios de infraestructura tecnológica ya que los costos disminuyen 
al no comprar, alquilar servidores o equipos físicos ubicados en sus puntos de trabajo y centros 
de datos. Al adquirir la solución de IaaS la reducción de energía y espacio se ven altamente 
eficientes y atractivas para la adquisición, ya que los costos de un servicio virtualizado resultan 
ser más rentables que la infraestructura física.1 
 
Dicho lo anterior, al estandarizar los servicios y plataformas hizo que la compañía tenga 
notoriedad dentro de la industria tecnológica, ya que siempre estuvo buscando la forma de 
innovar y estar bajo la mira de los clientes más ambiciosos, teniendo en cuenta que el factor 
tecnológico y humano deben ir de la mano, a pesar de ser un servicio que funcione bajo el 
concepto de automatización. Pese a esto, el valor del ingeniero como implementador y 
arquitecto de soluciones es fundamental para la integración de los servicios. 
 
Por ende, el incentivo que Claro Colombia desea otorgar al buen uso y prestación del servicio 
dentro de su catálogo de ventas es la estandarización de su IaaS bajo el entorno de sistemas 







                                               





El proyecto sobre el análisis de viabilidad bajo el contexto de IaaS sobre sistemas operativos 
Solaris y Linux a clientes de Claro Colombia, determina las obligaciones de sus 
administradores de plataformas de virtualización, redes, SAN, seguridad administrada y 
sistemas operativos Unix a la hora de realizar el despliegue del servicio solicitado a sus torres 
de operación. La importancia del proyecto de IaaS como solución, es garantizar que, dentro 
de la solicitud del usuario final, este servicio sea otorgado a la mayor brevedad, garantizando 
la conectividad, almacenamiento y políticas de seguridad previamente establecidas entre el 
área comercial o la organización, de este modo, se puede dirigir al área de la implementación 
para empresas y servicios. Definiendo un conjunto de documentos incorporados al proyecto 
de IaaS se ejecutó las condiciones bajo el estándar   ISO 27001, sin dejar a un lado la 
satisfacción de la necesidad del cliente, ya que las buenas prácticas de la implementación 
deben ser transparentes y auditables, con el propósito de cumplir como empresa prestadora 
de servicios administrados. 
 
La alta demanda que la compañía ha tenido a lo largo de los últimos años, desde el año 2016 
a la actualidad, ha generado un punto para tener en cuenta para los ejecutivos de Claro 
Colombia y Claro México (casa matriz) a buscar certificaciones internacionales para el 
datacenter Triara Colombia, y así lograr que los servicios que el cliente adquirió son 
garantizados por aquellas compañías que venden y distribuyen sus productos. Aun así, sus 
administradores de turno son capacitados por Claro, bajo la modalidad de cursos externos 
donde los profesionales tengan mayor capacidad administrativa y de toma de decisiones. Sin 
embargo, esto no significa que las fallas dejen de existir, ya sea por una mala implementación, 
por una falla del servicio adquirido como un bug (error informático) o por qué no se tuvo en 
cuenta los factores externos que lo componían. 
 
Sobre el uso de la norma de ISO 27001, se toma como base la aplicación del proyecto, ya que 
se ajusta a la estandarización de servicios informáticos para empresas. Ahora bien, se pudo 
usar la norma de CIS (Center for Internet Security) que documenta las formas más adecuadas 
de realizar un análisis y solución de vulnerabilidades, pero se queda corto en el sentido de la 
implementación, puesto que este documento solo indica cómo se debe solucionar los 
problemas que traen las diferentes versiones de sistemas operativos basados en kernel Red 
Hat Linux y Oracle Solaris por ser un sistema Unix, es demasiado cerrado y la documentación 
que existe es poca. Se encuentran varios documentos para realizar una buena instalación y 
despliegue de servicios, pero ninguna está sujeta bajo un estándar para una compañía grande 
como Claro pueda usar2. 
 
  
                                               
2 FENZ, Stefan, et al. Information security fortification by ontological mapping of the ISO/IEC 27001 standard. En 13th Pacific 
Rim International Symposium on Dependable Computing (PRDC 2007). IEEE, 2007. p. 381-388. 
 
2. PLANTEAMIENTO DEL PROBLEMA 
 
¿Podrán la norma ISO 27001 satisfacer la implementación de IaaS en los clientes internos y 
externos de la compañía Claro Colombia sin impactar el paso a operación de los servicios 
adquiridos? 
 
La compañía ya cuenta con la infraestructura tecnológica para brindar la solución de IaaS como 
una herramienta rápida y fácil de adquirir. Sin embargo, las plantillas para el despliegue de los 
diferentes sistemas operativos aún no cuentan con un estándar de buenas prácticas para la 
implementación.  Adicional a eso, se tienen dos frentes de solución de vulnerabilidades. 
 
El primero, cuenta desde el momento en que el área de seguridad administrada y dentro de su 
inventario realiza la solicitud al grupo de la operación, sea la torre de Unix o el mismo cliente, 
impactando -de alguna forma- la disponibilidad del servicio y poniendo en riesgo la 
productividad del nodo, ya que este proceso consume recursos sobre la máquina y no siempre 
se puede contar con que todos los nodos a examinar posean enormes cantidades de recursos 
de procesamiento. 
  
El segundo escenario está representado es el análisis de esta vulnerabilidad que según la CIS 
(Center For Internet Security Red Hat Enterprise Linux) se debe realizar antes de desplegar el 
nodo, es decir en la instalación y configuración de la plantilla. El problema con el segundo 
punto radica en que su aplicación es casi nula, ya que se basa en solución y análisis de 
vulnerabilidades. 
 
Se aplicó los escenarios, pero esta vez orientado a Oracle Solaris, se debe aplicar las 
recomendaciones con el proveedor, ya sea contactándolo, creando un caso al MOS (My Oracle 
Support) o usando el Oracle Proactive Support, el cual también puede ser usado para solicitar 
información o ir directamente a la solución de la vulnerabilidad. Esto se debe a temas 
contractuales debido a que la mala manipulación del servidor físico SPARC puede acarrear en 
la perdida de la garantía por el proveedor. 
 
Otro aspecto importante, es la falta de coordinación para realizar una implementación 
adecuada basada en ISO 27001, debido a que el sistema de gestión de seguridad no está 
definido concretamente. Varios de los componentes que son administrados e implementados 
por áreas distintas poseen varios desacuerdos, lo que lleva que la implementación sea 
engorrosa y demorada. Teniendo en cuenta las recomendaciones de la norma, como la 
aplicación de metodologías agiles como Scrum, se pudo llevar a cabo la entrega de 












3. OBJETIVOS DEL PROYECTO 
 
3.1. OBJETIVO GENERAL 
 
Diseñar un manual de buenas prácticas de seguridad informática basada en estándar ISO 
27001 para IaaS en Claro Colombia 
 
 
3.2. OBJETIVOS ESPECÍFICOS 
 
 Generar requerimientos de implementación sobre IaaS basado en estándar 27001 en el 
anexo 4 Sistema de gestión de la seguridad de la información. 
 Revisar las fortalezas y debilidades de IaaS basados en el estándar 27001 en el anexo 
8-A Mejora del SGSI 
 Proponer soluciones de buenas prácticas de seguridad para clientes internos y externos 
a nivel de sistemas operativos Solaris 11 y Linux Red Hat 7. 
 Crear manual de aplicación de la norma ISO27001 basado en el anexo 4 para ejecución 































4. ESTADO DEL ARTE 
 
La infraestructura tecnológica como servicio, nace de la necesidad de llevar los productos, 
cuentas, recursos humanos o cualquier otro activo que las empresas dispongan o entreguen 
bajo un requerimiento cuya finalidad es satisfacer el consumidor. Dicho de otra forma, las 
empresas buscan constantemente llevar un control de sus ingresos y egresos, como capital, 
productos en venta o fabricación, cuentas de nómina y cobro. Claro está que la solución no 
siempre es asequible, ya que las soluciones presentes en muchos operadores que ofrecen 
IaaS son costosas y no dan el resultado adecuado. No siempre se cuenta con personal experto 
en empresas que contratan estos servicios. Ahora, con base a lo anterior, la implementación 
hace que estos procesos de adquisición sean tratados como proyectos a mediano o largo 
plazo, aplicando entregas parciales por medio de fases de producción. Los precios al adquirir 
un servidor físico pueden rondar sin problema los 8 mil dólares, resultando en una compra que 
las pymes o mipymes no siempre podrán apropiarse. Quitando del medio el valor de cada 
dispositivo físico, viene el consumo de electricidad y la ubicación de fierros en centros de datos 
que protejan los servidores de accesos no deseados, temperaturas del medio ambiente o 
manipulación de personas sin experiencia, lo cual incrementa el valor de una compra o venta 
bajo un servicio de administración. 
 
Tratando el tema medioambiental, existen factores que una empresa no siempre tendrá a su 
disposición, como es la función de un Tier3. A diferencia de un clúster de un servicio de base 
de datos, capa media o file system, los tier son servicios de alta disponibilidad entre centros 
de datos, los cuales están calificados sobre la disponibilidad que pueden ofrecer los distintos 
operadores4: 
 
Tier1  Con poca o sin capacidad redundante 
 Ante este escenario cualquier eventualidad generara indisponibilidad del servicio 
existente, impactando a los consumidores del servicio.  
Disponibilidad: 99.671%. 
Tier 2  Centro de datos redundante 
 Cuentan con suministros de redundancia de servicios vitales para la operación como el 
sistema de refrigeración del datacenter, sin embargo, no poseen varios caminos 
eléctricos bajo un suelo elevado donde se encuentra el cableado eléctrico. 
Disponibilidad: 99.741%. 
Tier 3 Centro de datos compatible con mantenimiento  
 Además, de poseer el nivel Tier 2, este nivel posee alta redundancia sobre los circuitos 
eléctricos, con una configuración sobre los RAC en los cuales funcionan las fuentes de 
poder en activo/pasivo. En caso de fallas, la operación no se detendrá y podrán 
continuar labores de reparación sin afectación del servicio. 
 Debe poder realizar una conmutación a Tier 4 sin interrupciones. 




                                               
3 ERSOZ, Deniz; YOUSIF, Mazin S.; DAS, Chita R. Characterizing network traffic in a cluster-based, multi-tier data center. 
En 27th International Conference on Distributed Computing Systems (ICDCS'07). IEEE, 2007. p. 59-59. 
4 Orjuela, Juan Carlos. "La confiabilidad en los sistemas eléctricos." Schneider Electric (2008). 
 
Tier 4 Centro de datos flexible a fallas 
Este nivel debe cumplir las exigencias del Tier 3, además de soportar cualquier incidente sin 
que existe afectación del centro de datos, como puede ser el daño del sistema de refrigeración 
o un UDP que perdió su servicio eléctrico.  
 Cuenta con dos o más de un sistema eléctrico, para lo cual, es necesario que exista un 
daño simultaneo en sus componentes energéticos para percibir afectación del servicio. 
 Disponibilidad: 99.995%. 
 
 
A mayor nivel de Tier, mayor es el consumo eléctrico de un centro de datos, por lo cual, las 
compañías como pymes y mypymes optan por la compra del servicio de datacenter para 
colocar sus recursos tecnológicos en estos sitios. También es notable que cuando una 
empresa adquiere estos productos, el consumo eléctrico disminuya en una enorme proporción 
o simplemente no se asume el costo que puede tener el mantener un servidor funcionando por 
24 horas durante 7 días de la semana5. 
 
Algunos operadores han considerado que el mercado transcurre en un constante cambio, en 
el cual se busca la adquisición de sus productos a precios atractivos, en donde las dos partes 
ganen tanto por el ahorro como por el valor de la compra que el usuario final está dispuesto a 
cancelar. Para lograr esto, fue necesario migrar los servicios que una vez existieron en 
servidores físicos a un entorno virtualizado. Si bien, no todos los servidores o servicios son 
posibles llevarlos a estos entornos, un gran número de nodos si puede conformar parte de un 
clúster virtualizado centralizado o dedicado6. Como primera solución del problema económico, 
el resultado se observa en corto plazo, ya que la creación de una máquina virtual es bastante 
asequible y más sencilla de desplegar, tiende a ser tolerante a fallos sobre los servidores 
locales y es posible realizar ventanas de mantenimiento cuyo plan retorno es restaurar la 
maquina en el momento anterior a la ejecución de un control de cambio programado. Otra 
cualidad, es la personalización del nodo, ya que este se puede desplegar bajo demanda para 
que se adecue más a la necesidad de su administración o servicios que funcionaron dentro del 
nodo. El problema con esta solución es el crecimiento de la misma infraestructura virtual, es 
decir, los servidores alojados en un clúster virtualizado. Si bien no es un gran problema, se 
convierte en un punto a mejorar entre los operadores ya que este procedimiento es manejado 
de formas distintas entre ellos. Un ejemplo es la compra de más almacenamiento, 
procesadores o memoria RAM. Como punto a favor la compra es factible, las disposiciones de 
los nuevos recursos pueden tardar en entregarse según la demanda que exista detrás de esta 
solicitud, convirtiendo la solución práctica en tiempos de espera para poder tener lo 
anteriormente adquirido bajo una compra que muchos esperar gozar de forma casi inmediata.  
 
Llevando la virtualización a un proceso de automatización, fue posible entregar servicios de 
IaaS, como Cloud Computing. Este producto me ofrece la ventaja de la virtualización, con la 
apropiación casi inmediata del servicio que es deseable para las compañías. Para el operador, 
basta con tener la herramienta de virtualización orientada a Cloud como lo es FusionCompute 
                                               
5 AODBC IN THE CLOUD. Clasificación TIER en el Datacenter, el estándar ANSI/TIA-942. [Citado 05 de julio de 2019]] [En 
línea] Disponible en Internet <URL:http://blog.aodbc.es/2012/07/10/clasificacion-tier-en-el-datacenter-el-estandar-ansitia-
942/>  
6 DOÑA, Jesús, et al. Virtualización de Servidores-Una Solución de Futuro. Hospital Universitario Virgen de La Victoria. 
Málaga. España, 2010. 
 
de la empresa china Huawei, la cual permite agrupar grillas de servidores, SAN, redes y demás 
componentes de IaaS para entregar la solución de forma efectiva7. Sin embargo, este modelo 
no siempre es el indicado y debe realizar las respectivas validaciones dentro de una empresa, 
ya que el suministro de la maquina siempre vendrá bajo una plantilla creada para ser 
desplegada las veces requeridas, cambiando la licencia sobre las maquinas o los productos 
adyacentes para el buen funcionamiento del sistema, teniendo en cuenta el tema de auditoria8. 
 
Ya se tomaron los puntos ambientales y económicos de forma macro que interactúan con un 
sistema de IaaS para diferentes empresas. Ahora, existe otra característica que no es muy 
tratada bajo servicios automatizados (como Cloud Computing), servidores en contexto de 
virtualización o físicos, y es la seguridad informática detrás de los elementos que componen 
un riesgo para el sistema, ya sea porque se generó una indisponibilidad, un daño o existió 
manipulación de la información que no estaba autorizada. La aplicación del estándar ISO 
27001 tiene como propósito la implementación de un sistema de seguridad informática a nivel 
empresarial que resguarde de la mejor forma posible la información. La manipulación de este 
también es abarcada bajo el estándar y además indica una serie de elementos para evaluar 








                                               
7 HUAWEI. FusionCompute V100R003C00 Product Description 04. [Citado 05 de julio de 2019] [En línea] Disponible en 
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8 FOSTER, Ian, et al. Cloud computing and grid computing 360-degree compared. arXiv preprint arXiv:0901.0131, 2008. 
9 FENZ, Stefan, et al. Information security fortification by ontological mapping of the ISO/IEC 27001 standard. En 13th Pacific 
Rim International Symposium on Dependable Computing (PRDC 2007). IEEE, 2007. p. 381-388. 
 
5. MARCO TEÓRICO 
 
5.1. CLOUD COMPUTING COMO SOLUCIÓN DE IAAS 
 
Compañías como Amazon Web Service (AWS) son pioneras en la prestación de servicios de 
IaaS, cambiando la forma en que se adquiere infraestructura dedicada a brindar soluciones de 
esta índole. Empresas como Google con su “Google Cloud” y Microsoft con su servicio 
“Microsoft Azure”, se han logrado posicionar como compañías pioneras para brindar 
arquitecturas que se ajustan a la necesidad inmediata de las empresas. También con la nueva 
adquisición de IBM con Red Hat Enterprise Linux, empresa que más allá de tener el famoso 
sistema operativo, logro orientarlo a las necesidades de Cloud, usando tanto su Hypervisor 
como ajustándose como hosts locales en un Vcenter o un OVM (Oracle Virtural Machine)10 
 
La propuesta de Cloud Computing como solución ágil a las crecientes necesidades de los 
clientes para desplegar soluciones de IaaS de forma rápida y eficaz, ha obligado a las 
compañías que venden y prestan soluciones de infraestructura tecnología a tomar medidas de 
desarrollo e inversión para ganar y mantener clientes, los cuales, como usuarios finales, son 
los que se beneficiaron del Cloud. 
 
Los servicios que ofrece esta plataforma constan de varios componentes informáticos, los 
cuales proporcionan al área usuaria seguridad, versatilidad y solución a su necesidad, ya que 
este es quien termina armando el servicio que usara al final, debido a que el despliegue es 
bastante rápido, incluso en servidores robustos con alta capacidad de almacenamiento, 
procesamiento y RAM.   
 
Como se menciona, se puede realizar la ampliación de los recursos del servicio y la 
disminución en cualquier momento, además, que las empresas dedicadas a IaaS no solo 
prestan un servidor con servicios, sino cajas de almacenamiento (SAN), granjas de CPU’s y 
disponibilidad de memoria RAM en cualquier momento, ya que esta solución fue pensada para 
crecer en cualquier momento, como, por ejemplo, en una temporada de ventas altas. Adicional 
a eso, se puede alquilar una administración de los servicios o comprar toda la solución, es 
decir, tercerizar la operación y así la compañía podría ocuparse de otros asuntos dentro de su 
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Otro aspecto que tiene la computación en la nube -en cuanto a IaaS se refiere- es sobre el 
monitoreo de los recursos. Algunas plataformas ofrecen este medio para realizar estadísticas 
sobre los SLA que una compañía establece para otorgar alta disponibilidad de sus servicios. 
El monitoreo de los recursos de un servidor desplegado bajo el servicio de Cloud –como 
cualquier otro- resulta ser una de las herramientas más importantes en este negocio, ya que, 
si bien el cliente pudo adquirir este servicio, puede que no tenga la noción del estado actual de 
su sistema y, en la peor de las ocasiones, este problema sea visto por el usuario debido a que 
percibió la falla. 
 
En la figura 1 se puede apreciar una arquitectura de un sistema compuesto por servidores en 
grilla, el cual posee distintos servicios alojados bajo una dependencia de SAN el cual pasa a 
través de un switch dedicado para la prestación del servicio bajo fibra óptica, el cual se 
conectan a los nodos bajo las HBA que poseen. 
 
El modelo que conforma el sistema tiene una solución de red compleja en su configuración. El 
despliegue de un nodo cuenta con una ip pública, la cual entrega la compañía para que este 
pueda salir a internet. También, otorga un certificado de llave pública (SSL) el cual permite al 
cliente ingresar al servidor sin haber realizado una configuración de un usuario con privilegios 
de administrador. El Cloud también permite contratar servicios de firewall para tener control de 
acceso hacia los componentes de la red externa que la compañía contratante crea que son 
perjudiciales para su información. 





Bajo este concepto, el proyecto tiene como solución la implementación de servidores 
virtualizados que facilitaron mediante un convenio al estudiante en formación. La capacidad de 
despliegue de servidores con básicas configuraciones en sistemas operativos Oracle Solaris 
11 y Red Hat Enterprise Linux 7.7 en el cual se pueda observar la presentación de 
almacenamiento externo, configuración de rutas, propagación de PVLAN (Private VLAN) 
dentro de un Vcenter y un Oracle Sparc T4-1. Sin dejar atrás un modelo y un manual de 
estándar basado en ISO 27001 y documentación de CIS para sistemas operativos basados en 
kernel Red Hat Enterprise Linux 7. 
 
En la arquitectura de Cloud Computing, se puede encontrar un servicio más robusto en cuanto 
a la prestación del servicio y su diseño. En la figura 2 se detalla el conjunto de un grupo de 
servidores que prestan sus servicios para conformar los recursos básicos como RAM y CPU, 
la SAN de un sistema de Cloud existe en este modelo bajo un servicio de “SAN BOX” dedicado 
para la plataforma y nodos dedicados a soportar el sistema bajo una GUI y una base de datos 
que lleva el registro de cada nodo virtualizado dentro del Cloud. También, la compañía debe 
garantizar protección a su IaaS adquirida por terceros, la cual es cubierta por uno o más firewall 
centralizados bajo la plataforma, controlando los accesos de otras máquinas o aplicaciones 
consideradas maliciosas.  
6. MARCO CONCEPTUAL 
 
6.1. COMPUTACIÓN EN LA NUBE (CLOUD COMPUTING) 
 
 
La computación en la nube se define como el conjunto de servicios bajo demanda que 
conforman el sistema operacional que se busca para una solución de IaaS. Este grupo de 
componentes informáticos se realizan bajo pedido y están relacionados entre sí, como es el 
servicio de red, corta fuegos (firewall), SAN (almacenamiento), sistema operativo como el 
servicio parcial y configurable. Una de las enormes ventajas que tiene la computación en la 
nube, es su veloz despliegue y fácil conectividad al servidor11. 
 
 
6.2. SISTEMA OPERATIVO 
 
Un sistema operativo se caracteriza por ser un software complejo capaz de controlar 
adecuadamente los recursos de hardware y proporcionar una comunicación estable y 
coherente entre los recursos que el kernel administra, así mismo, es capaz de asimilar futuras 
configuraciones y nuevos hardware (periféricos o no). Frente al proyecto, los sistemas 
operativos Linux y GNU Unix son bastante eficientes con el control y la comunicación entre los 
procesadores, núcleos y el hardware; ya que el administrador puede configurar estos recursos 
según la necesidad de la organización12.  
 
Entrando en contexto con el proyecto, algunos sistemas operativos se diferencian de otros sin 
importar que pertenezcan a distribuciones UNIX o Linux, esto es referente a las distintas 
propiedades que existen para atraer clientes y satisfacer necesidades frente a otros que quizá 
no sean tan atractivos a la hora de adquirir la licencia. Aquí están algunas características de 
los sistemas operativos a nivel de servidor que se trataron a lo largo del proyecto: 
 
Solaris: Es uno de los sistemas operativos más reconocidos del mundo. Tiene como 
característica el entorno de la nube, donde los clientes pueden implementar aplicaciones de 
misión crítica sin tener afectación de sus servicios por alguna falla del servidor físico, es decir, 
tiene la capacidad de instanciar el aplicativo desde y hacia la nube. Otra de las características 
llamativas de este sistema operativo, es la flexibilidad y la seguridad que Oracle proporciona a 
la organización13 
 
Red Hat Enterprise Linux: Es sin duda el sistema operativo más usado por las organizaciones 
en el mundo. Una de las grandes referencias que tiene este popular sistema, es la seguridad 
de nivel militar y la maleabilidad que ofrecen todos los sistemas basados en Linux. No obstante, 
la interoperabilidad que posee Red Hat hace que los procesos y el consumo dentro del servidor 
sea agradables y tolerantes frente al umbral general de la mayoría de empresas, además de 
                                               
11 MELL, Peter; GRANCE, Tim. The NIST definition of cloud computing.  
12  Gaithersburg. Computer Security Division Information Technology Laboratory National Institute of Standards and 
Technology. Retrieved from https://www. nist. gov/publications/nist-definition-cloud-computing, 2011. 
13  ORACLE. Oracle Solaris 11. [Citado 22 de octubre de 2016] [En línea] Disponible en Internet 
<URL:https://www.oracle.com/lad/solaris/solaris11/index.html> 
contar con la posibilidad de implementar el sistema operativo guest en nubes públicas e 
hipervisores compatibles, haciéndolo altamente flexible para el negocio de las compañías14 
 
 
6.3. REDES COMPUTACIONALES  
 
También llamadas redes informáticas, es define como el conjunto de dispositivos 
interconectados entre dos o más nodos, los cuales intercambian recursos e información y, 
siempre bajo los roles de emisor y receptor. Actualmente y por estándar, el modelo de red más 
usado en infraestructura tecnológica a la hora de implementar servicios como bases de datos 
o capa media, es denominado como TCP/IP basado en el modelo OSI15. 
 
6.4. CORTAFUEGOS (FIREWALL) 
 
Un cortafuego es un sistema o un software cuya función es administrar la red de uno o varios 
sistemas computacionales como servidores.  Bajo diferentes políticas de control de accesos 
para la red externa e interna, se puede brindar mayor seguridad a la información fluyente sobre 
la red corporativa o con exposición a internet, bloqueando o permitiendo diferentes accesos 
por medio de DNS, puertos e incluso direccionamiento IPv4 e IPv6.16 
 
6.5. SAN (ALMACENAMIENTO) 
 
La SAN (Storage Area Network) es el almacenamiento presentado por medio de fibra óptica a 
través de puertos especializados como las HBA sobre puertos SCSI, cuya función es brindar 
la conexión entre la caja de almacenamiento externo y el servidor.  De esta forma, la facilidad 
de presentación de discos o extensión de espacio sobre discos existentes se puede realizar 
de forma rápida y de inmediata percepción para el usuario.17   
 
Tal como se observa en la figura 3, el esquema de un sistema de SAN, está relacionado con 
dos áreas de almacenamientos, estos son conocidos como “Fabric” switches de SAN. Estos 
se encuentran conectados contra una o varias cajas de almacenamiento que contienen los 
discos y facilitan la creación de diferentes arreglos para los distintos servicios adquiridos. Al 
determinar el RAID sobre el que va a ir en cada nodo, este se vio reflejado una vez sea 
habilitado por la SAN el disco preseleccionado y será a través de la fibra óptica de que va 






                                               
14 RED HAT. Red Hat Enterprise Linux. [Citado 22 de octubre de 2016] [En línea] Disponible en Internet 
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15 REDUSERS COMUNIDAD DE TECNOLOGIA. ¿Qué es una red informática? [Citado 26 de marzo de 2019] [En línea] 
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17 RABE, Bruce R.; CLIFFORD, Mark; MILES, Norm. Storage area network (SAN) management system for discovering SAN 
components using a SAN management server. U.S. Patent No 7,194,538, 20 Mar. 2007. 
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6.6. CPU (UNIDAD CENTRAL DE PROCESAMIENTO) 
 
La CPU o Unidad Central de Procesamiento es quien se encarga de ejecutar la gran mayoría 
de los procesos. Esta unidad fundamental en cualquier máquina de computo, se deriva en tres 
partes: 
 
 Unidad de Control: Revisa todas las operaciones informáticas entre la unidad de 
registros y envía instrucciones a la ALU sobre los procesos que esta unidad puede 
realizar. 
 
 ALU (Unidad Lógica Aritmética): Esta se encarga de realizar operaciones a escalas muy 
pequeñas que requieran de operaciones matemáticas simples o complejas y de 
decisiones como "SI","Y","O" y "NO". 
 
 Unidad de Registro: Esta unidad guarda los datos intermedios que se usan en la 
ejecución de las instrucciones enviadas por el CPU 
 
 
El componente de CPU puede ser configurado y programado desde el lenguaje de máquina, 
el cual permite al administrador aumentar el desempeño de la máquina y obtener un mejor 
resultado a nivel general18. También influye su arquitectura, el fabricante da instrucciones y 
recomendaciones sobre el buen uso y rendimiento de la CPU. Un ejemplo de esto son los 
procesadores Intel, que tienen la opción Hyper-Threading que permite al procesador aumentar 
sus núcleos, es decir, si el CPU tiene 8 núcleos, con la configuración de Hyper-Threading 
puedo duplicar esos núcleos, es decir ahora la CPU tendrá 16 núcleos (Intel Corporation)19. 
Esta configuración es indispensable en los servidores de los Datacenter. 
 
6.7. MEMORIA RAM 
 
La memoria RAM (Random Access Memory o memoria de acceso aleatorio) es un dispositivo 
físico volátil donde se almacenan temporalmente datos o instrucciones que son usadas 
posteriormente por la máquina de cómputo. Entre más grande sea la memoria RAM, mayor es 
el acceso aleatorio de la información, así evitando el swap o paginación el cual compromete el 
o los discos duros de la máquina disminuyendo gradualmente su eficiencia, ya que este 
proceso consiste en separar un espacio en el disco duro para que la memoria RAM pueda 
alojar temporalmente información e instrucciones mientras libera espacio. Como antes se 
mencionó esta memoria no puede almacenar información de manera permanente, por lo tanto, 
sus únicas operaciones son de lectura y escritura, donde la operación de lectura indica la 
trasferencia de entrada y de escritura la de salida20. 
 
6.8. VLAN (RED DE ÁREA LOCAL VIRTUAL) 
 
El concepto de VLAN nace como la necesidad de separar segmentos lógicos de una red que 
forman una LAN sin la necesidad de realizar intercambios de información entre ellos. Estas 
VLAN pueden ser propagadas sobre un switch que tiene una LAN configurada21.  
 
Una VLAN predeterminada consta de una puerta de enlace que se define según la necesidad, 
esto con el fin de que la información y los paquetes enviados por la red solo sean recibidas 
entre nodos que se encuentra bajo una misma VLAN. Este concepto sirve para disminuir 
costos de transmisión y recursos informáticos; como ejemplo, un empleado de una compañía 
se mueve a otro piso. Si tuviera una configuración de red por LAN, esta sería costosa ya que 
esto implicaría que cada sitio de trabajo tuviera una LAN diferente, pero con la VLAN, este 
problema se resuelve, ya que bajo una LAN puedo realizar configuración de VLAN para 
disminuir estos costos y así tener un área de trabajo más ágil, como se muestra en la figura 4. 
 
Por ende, la VLAN se define como un conjunto de nodos entrelazados por un software de 
control de dominio para realizar transmisiones de paquetes de forma lógica. Cualquiera de 
estos nodos puede conectarse con miembros de la LAN física para realizar intercambios de 
información. Además, que administrativamente es posible crear agrupaciones lógicas de 
                                               
18 MANO, M. Morris. Arquitectura de computadoras. Pearson Educación, 1994. p 256 
19  INTEL. Intel Hyper-Threading Technology. [Citado 22 de octubre de 2016] [En línea] Disponible en internet 
<URL:http://www.intel.com/content/www/us/en/architecture-and-technology/hyper-threading/hyper-theading-technology.html> 
20 MANO, M. Morris. Arquitectura de computadoras. Pearson Educación, 1994. p 64 
21 J. Pérez Porto (2015), M. Merino (2017), Definición de VLAN. [31 de marzo de 2019] [En línea] Disponible en Internet 
<URL:https://definicion.de/vlan/> 
 
usuarios y red, llegando al punto de que cada usuario aparezca como un miembro más de la 
LAN22. 
 






6.9. ISO 27001  
 
La norma establecida por la Organización Internacional de Normalización (ISO) para el 
diseño e implementación de un sistema de gestión de la información (SGSI) que brinda un 
modelo para solventar problemas de seguridad, realizar seguimientos y revisiones sobre el 
desempeño y dinamismo que ayudan a prevenir riesgos empresariales. Además de establecer 
los requisitos para operar el SGSI conllevando a una mejora continua del sistema. La norma 
provee herramientas medibles para estimar el riesgo informático que yace en la organización, 
por lo cual cualquier empresa que tenga un departamento o un gobierno de información y 
computación, debe tener como mínimo los siguientes criterios: 23 
 
                                               
22 ITURRALDE, Carol E. System for broadcasting messages to each of default VLAN ports in subset of ports defined as VLAN 
ports. U.S. Patent No 6, 128,665, 3 Oct. 2000.  
23  NORMA TÉCNICA, NTCISO; COLOMBIANA, I. E. C. 27001. Tecnología de la Información. Técnicas de Seguridad. 
Sistemas de Gestión de la Seguridad de la información (SGSI). Requisitos. 2006. 
 
 Aceptación del riesgo: La compañía puede optar por asumir un riesgo latente o conocido, 
ya que su solución puede generar afectación en el servicio y la organización prefiere 
asumir dicho riesgo y dejarlo por escrito con una carta de aceptación de riesgo. 
 Análisis de riesgo: Estudiar las posibles causas que pueden ser o convertirse en un 
potencial riesgo. 
 Confidencialidad: Los datos de la compañía o la estructura de la misma deberán estar 
bajo un acuerdo de confidencialidad acordado previamente con la compañía, donde se 
decidió donde, como y con quien se puede divulgar información. 
 Disponibilidad: Tener acceso a los datos en cualquier momento, teniendo en cuenta los 
roles de los responsables que deseen consultar u obtenerla. 
 Evaluación del riesgo: Entregar el valor sobre el análisis del riesgo previamente 
establecido para discutir si es necesario o no tomar alguna acción, ya que esto puede 
generar afectación en el servicio. 
 Evento de seguridad de la información: Suceso imprevisto que pone en riesgo la 
información. 
 Incidente de seguridad de la información: Suceso que está impactando de alguna 
manera la información, pudiente ocasionar daño a la integridad de los datos. 
 Integridad: La información debe permanecer intacta ante cualquier evento o incidente.  
 Seguridad de la información: Aplicación de una o varias herramientas para resguardar 
la información. 
 Sistema de gestión de la seguridad de la información (SGSI): Aplicación de las políticas 
de la administración de la información dentro de la organización. 
 Valoración del riesgo: Estimar el valor del riesgo según la estimación del evento o 
incidente. 






La metodología que se usó para el desarrollo del proyecto será Scrum, el cual define prácticas 
y roles dentro del proyecto, permitiendo el desarrollo y la ejecución en el menor tiempo posible, 
teniendo en cuenta la flexibilidad de cambios que puedan presentarse durante las distintas 
fases del proyecto. A partir de la misma, se realizó la planificación y seguimiento de las tareas 




 Generar acta de reunión con el área encargada de IT y acuerdo de despliegue de la 
solución, donde se define los requerimientos funcionales basados en la implementación 
de Seguridad Informática Empresarial en ISO27001 basado en el anexo 4 
 Definir la arquitectura de la solución IT en diagrama de Ingeniería de detalle y HLD (High 
Level Design) basado en el anexo 4 de la norma ISO27001 
 Solicitud de asignación del recurso de Hardware y Software bajo una solicitud principal 
de cliente en la plataforma Claro Colombia lleva tareas de la solicitud principal 
 evidencia del despliegue de las maquinas Linux Red Hat 7 virtualizados y Solaris 11 
ldom's virtualizados 
 Aplicar Hardening de Claro Colombia para su infraestructura Linux y Solaris. 
 Aplicar el objetivo de control y controles del Anexo 8-A de la norma ISO27001 en la 
infraestructura de Linux y Solaris. 
  




 Diseñar un protocolo de implementación basado en la NTC ISO 27001 de 2006 del 
numeral 4, anexos b-2, b3, d, e-1, e-2, e-3, f-1, f-2, f-3. 
 Implementar un servicio de Vcenter sobre servidores otorgados por Claro. 
 Instalar y configurar el servidor Oracle Sparc. 
 Desplegar servidores virtualizados en sistema operativo Red Hat Enterprise Linux 7.7 
sobre el Vcenter. 
 Desplegar servidores virtualizados en sistemas operativos Solaris Oracle 11.3 sobre 
Oracle Sparc. 
 Comprobar crecimiento de CPU en los servidores virtualizados. 
 Comprobar crecimiento de almacenamiento de los servidores virtualizados. 




 No será un servicio administrado por Claro Colombia y solo lo administra el estudiante 
bajo el proceso de tesis. 
 En el Vcenter solo se desplegaron servidores con sistema operativo Red Hat Enterprise 
Linux 7.7.  
 En el servidor Oracle Sparc solo se desplegaron servidores con sistema operativo 
Oracle Solaris 11.3, ya que Red Hat Enterprise Linux no es compatible con el hardware 
de Oracle Sparc. 
 Los servidores virtualizados no tendrán más de 200GB de almacenamiento. 
 Los servidores virtualizados no tendrán más de 4 CPU y 4 VCPU. 
 Los servidores virtualizados no tendrán más de 16GB de RAM. 
 La conexión de los servidores será a través de VPN otorgada por Claro. 
 El Vcenter no tendrá más de 4 servidores almacenados. 
 El servidor Sparc no tendrá más 4 servidores almacenados.  




Tabla  2: Productos a entregar 
PRODUCTOS A ENTREGAR 
TIPO NOMBRE DEL PRODUCTO FECHA DE ENTREGA 
Documento 
Manual de buenas prácticas de seguridad informática 
basada en estándar ISO 27001 para IaaS en Claro 
Colombia Por Definir 
Documento Proyecto de grado Por Definir 
Fuente. Autor. 
 
Tabla  3: Presupuesto 






Servidor HP Proliant DI380 G9 0 0 
Servidor HP Proliant DI380 G9 0 0 
Servidor HP Proliant DI380 G9 0 0 
Servidor Oracle Sparc 0 0 
Servidor Oracle Sparc 0 0 
Auxilio o patrocinio para la 
elaboración del trabajo 0 0 
Recurso Humano - Honorarios de 
servicios y personal 0 0 
Materiales (Papelería) 0 50.000 
Pruebas de laboratorio 0 0 
Imprevistos     0 0 
TOTAL       0 50.000 
Fuente. Autor. 
 
Nombre de la tarea Duración días (d) Inicio Finalizar
Raqueo servidores Sparc T4-1 12d 26/03/19 07/04/19
Raqueo servidores HP Gen 9 12d 26/03/19 07/04/19
Solicitud de propagación de red 3d 07/04/19 10/04/19
Definición de requisitos funcionales para Vcenter 3d 10/04/19 13/04/19
Definición de requisitos funcionales para Sparc T4-1 3d 13/04/19 16/04/19
Instalación de Vmware ESXI en servidores HP Gen 9 6 d 13/04/19 19/04/19
Instalación Oracle Solaris 11.3 en Sparc T4-1 3d 20/04/19 23/04/19
Instalación y configuración Vcenter Cluster 6 d 24/04/19 30/04/19
Instalación y conifguración de LDOM’s en T4-1 9d 21/04/19 01/05/19
Pruebas funcionales del Vcenter 3d 02/05/19 05/05/19
Pruebas funcionales de la T4-1 3d 06/05/19 09/05/19
Despliegue de servidores Red Hat sobre Vcenter 8d 10/05/19 18/05/19
Despliegue de LDOM’s sobre la T4-1 8d 19/05/19 27/05/19
Pruebas de conectividad sobre los servidores 4d 28/05/19 02/06/19
Pruebas de crecimiento de recursos 4d 03/06/19 07/06/19
Desarrollo de manual de implementación para estandar basado en ISO 27001 30d 08/06/19 08/07/19
9. RESULTADOS 
 
El flujo para cualquier tipo de solicitud, incluso para la implementación de un sistema IaaS en 
Claro Colombia inicia con un HLD donde se define los componentes físicos y lógicos que 
conformaron la solución. Posteriormente, la información es socializada entre el líder técnico, 
quien es aquel que lleva la función de orquestar la implementación y los implementadores, 
quienes se encargan de poner en marcha el diseño para entregarlo al líder técnico como 
producto final y ponerlo en producción. 
 
Se tuvo como factor principal del requerimiento para el despliegue del laboratorio de IaaS la 
forma habitual en la que Claro Colombia hace su gestión, sin tener en cuenta la norma ISO 
27001. El flujo fue el siguiente: 
 
 Planteamiento de la necesidad del laboratorio para pruebas de ISO 27001 sobre IaaS. 
 Solicitud al coordinador y el líder del área de la célula de implementación, los recursos 
para el desarrollo de la actividad. 
 Asignación de líder técnico que tuvo a cargo el proyecto. 
 Arquitectura de la solución IaaS para la implementación del laboratorio. 
 Solicitud de recursos tecnológicos por parte del líder técnico. 
 Asignación de carga y espacio en el bunker de datacenter Triara Colombia. 
 Asignación y propagación de VLAN y cableado sobre los servidores y switches de 
gestión. 
 Asignación reglas en el firewall centralizado. 
 Pruebas de conectividad. 
 
En el anexo A se define el nombre del proyecto y se realiza una breve descripción del servicio 
que se pondrá en implementación. En este formato, no se suele tener en cuenta ninguna 
aplicación sobre normas o estándares, por lo cual se puede tener una alta probabilidad de 
incurrir en un incidente a mediano o largo plazo, peor aún, tener fugas de información por no 
tener en cuenta este tipo de normas y confiar en su totalidad en los sistemas que la 
organización administra. Puntualmente, la necesidad del laboratorio recae en la ejecución de 
las pruebas para determinar si con lo previamente mencionado es suficiente para que el 
sistema de IaaS o cualquier otro no tenga problemas de seguridad durante y posterior a su 
implementación. 
 
Una vez que se estableció el acercamiento con el coordinador y el líder de la célula de 
implementación de Claro Colombia, se formaliza el despliegue de la solución por medio de la 
solicitud habitual en la plataforma de control de casos de Claro. Este requerimiento solo puede 
ser creada por tres actores. El primero, es el coordinador del área que rara vez realiza esta 
petición, sin embargo, es quien realiza el escalamiento para la selección del líder técnico que 
se hará cargo. El segundo y menos habitual es el líder de la célula de implementación, ya que 
la función de este actor es gestionar que todas las actividades puestas en el caso sean 
ejecutadas a cabalidad. Por último, se encuentra el líder técnico, quien es el que genera las 
tareas sobre el requerimiento para que los implementadores de la célula inicien con sus 
respectivas actividades. En la figura 5 se aprecia como el requerimiento llega a la bandeja de 
casos de los implementadores para que inicien su respectiva labor.  
 
 




Para legalizar dicha actividad es necesario que se adjunte el formato que cada área requiere 
para comenzar su trabajo y entregar la evidencia en caso de que falte algún tipo de información 
o finalice exitosamente, esto se puede evidenciar en la figura 6. 
 





Después de que el caso principal fue creado, se inicia el despliegue de las tareas a los 
respectivos departamentos tecnológicos de la célula de implementación, en este caso, fue 
asignada la tarea para que el grupo de virtualización instalara el hipervisor ESXi de VMware 
para desplegar las máquinas virtuales que fueron usadas para la validación sobre la aplicación 
de la norma ISO 27001 y así compararlas con las que Claro Colombia habitualmente genera 
cuando un cliente solicita un recurso de IaaS.  La figura 7 contiene la información mínima con 
la que Claro Colombia puede iniciar una configuración de un nuevo sistema, teniendo en 
cuenta que existe una aprobación por los diferentes coordinadores de las torres que involucran 


















El líder técnico es quien entrega la arquitectura de la solución de forma que el grupo de trabajo 
lo entienda fácilmente como se aprecia en la figura 8. A partir de este punto se inicia la 
respectiva validación sobre los recursos disponibles y como debe quedar la implementación al 
final. El modelo sirve para orientar a los implementadores sobre las interacciones de sus 



















Lo siguiente es definir el HLD como proyecto, es decir, crear el documento base que tuvo todos 
los recursos necesarios para su implementación, el cual puede ser consultado en el numeral 
9.1 el cual contiene un ejemplo de su aplicación. Este formato de Claro Colombia tiene factores 
de aplicación que todas las áreas involucradas deben conocer, desde la descripción de la 
necesidad hasta los componentes que tuvo el sistema.  
 
9.1. LABORATORIO IAAS APLICACIÓN DE LA NORMA DE ISO 27001 
 
9.1.1. Viabilidad sobre la aplicación de la norma ISO 27001 en IaaS Claro Colombia. 
 
La solución planteada bajo el concepto de infraestructura como servicio (IaaS) como una 
propuesta para el crecimiento y estandarización de la compañía Claro Colombia para clientes 
internos y externos, surge de la necesidad de aportar este nuevo esquema de negocio bajo 
contexto de aplicación de ISO 27001 como norma de implementación de seguridad informática 
empresarial orientado a IaaS. Como dueños globales de la plataforma IaaS, enfocar dicha 
infraestructura para realizar la aplicación de ISO 27001 en los anexos 4 y 8 de la norma para 
definir su viabilidad. Está prohibido a los proveedores o servidores, administradores y usuarios 
de las redes globales de la información divulgar información sobre la arquitectura física, su 
alojamiento y servicios que esta solución pueda tener a lo largo del proyecto.  
.  
9.1.2. Que impacto tiene para el servicio y/o negocio la falla de cualquiera de los 
componentes de la solución a implementar una vez esté operando 
 
La plataforma de ambiente laboratorio de Solaris Sparc y servidores Linux ubicados en 
VMware Vcenter se encuentra desplegada para dar cumplimiento de la aplicación de la norma 
ISO 27001 bajo los anexos 4 y 8 de la normal la cual tiene como propósito brindar mayor 
seguridad a la información que la compañía alberga en sus diferentes componentes. El impacto 
es de índole operacional, reputaciones y económico debido a que en la empresa no está claro 
quiénes son los autores que deben gestionar el control de información; adicional a eso, 
tampoco está regulado bajo ninguna norma aparente que indique la mejor practica de manejo 
y control de información corporativa, más allá de sanciones a empleados que incurran en actos 
poco éticos. 
 
9.2. ALCANCE DEL LABORATORIO DE IAAS PARA APLICACIÓN DE LA NORMA ISO 
27001 
 
9.2.1. Alcance del grupo de Implementación (CIS) 
 
A continuación, las tareas para el despliegue de la solución del laboratorio relacionadas por 
CIS (Líder Técnico infraestructura): 
- Raqueo de infraestructura Sparc 
- Raqueo de servidores HP (Hewlett Packard) 
- Despliegue del sistema operativo Solaris 11.3 en Sparc 
- Asignación de servidores HP al cluster de Implementación en la plataforma VCenter en 
el Octadecacore03 
- Despliegue del servidor virtual Red Hat 7.7 en el nuevo cluster de Implementación. 
- Despliegue de LDOM’s sobre la plataforma Sparc 
 
9.2.2. Alance del proveedor durante la implementación 
 
- Garantizar el correcto funcionamiento de la plataforma ya existente de firewall. 
Proveedor Fortinet 
- Garantizar el correcto funcionamiento de la plataforma ya existente de los switch de 
producción y gestión. Proveedor Nexus. 
- Garantizar el funcionamiento correcto del hardware y el sistema operativo del servidor 
Sparc T4-1. Proveedor Oracle. 
- Garantizar el funcionamiento correcto del hardware de los servidores HP. Proveedor HP. 
- Velar por el correcto despliegue de la infraestructura, y ejecución de los procesos 
correspondientes al nuevo clúster de Implementación. 
 
9.2.3. Alance del proveedor una vez el servicio empiece a operar 
 
El proveedor del hardware no tendrá ninguna tarea post a la implementación funcional del 
servicio de ambiente laboratorio en el clúster de Implementación en VCenter y sobre los 
LDOMS de la plataforma Solaris Sparc 
 
9.2.4. Alcance del área solicitante/PMO del proyecto 
 
Velar por el funcionamiento de este, y hacer puentes con proveedores, fabricante de la 
plataforma, con el fin de garantizar el acompañamiento para el éxito del proyecto. 
 
9.2.5. Alcance del dueño del servicio: 
 
 Establecer los elementos tecnológicos necesarios para la implementación del cloud 
computing sistemas operativos Red Hat Enterprise Linux 7.7 y Oracle Solaris 11. 
 Diseñar un protocolo de implementación basado en ISO 27001 sobre los anexos 4 y 8 
 Instalar y configurar el servidor Oracle Sparc. 
 Desplegar servidores virtualizados en sistema operativo Red Hat Enterprise Linux 7.7 
sobre el Vcenter. 
 Desplegar servidores virtualizados en sistemas operativos Solaris Oracle 11.3 sobre el 
T4-1. 
 Comprobar crecimiento de CPU en los servidores virtualizados. 
 Comprobar crecimiento de almacenamiento de los servidores virtualizados. 
 Comprobar crecimiento de RAM sobre los servidores virtualizados 
 Definir un modelo de ingeniería de detalle sobre los componentes de IaaS de Solaris 11 
y Red Hat 7.7. 
 
9.3. DEFINICIÓN DE POLÍTICAS DEL SISTEMA DE GESTIÓN PARA LA SEGURIDAD 
INFORMÁTICA SGSI 
 
El propósito del laboratorio es implementar una solución viable bajo la norma ISO 27001 que 
no genere mayor impacto a los clientes que la compañía tiene actualmente. La política de 
seguridad frente al SGSI debe ser de aceptación total y no como una buena práctica, ya que 
esta obliga a su organización a seguir la aplicación esta nueva norma frente a su estructura ya 
consolidada. Se tuvo en cuenta para la generación de políticas los siguientes aspectos: 
 
 Todas las soluciones de IaaS deben contar con resguardo y hardening (endurecimiento) 
de sus recursos redes, sean físicos o lógicos, con el fin de mitigar la mayor cantidad de 
vulnerabilidades que se pueden presentar. 
 Los servidores fiscos deben contar con la actualización de firmware o soporte lógico 
para reducir fallos de compatibilidad con el sistema que alojara. 
 La conectividad de los servidores o componentes de servicio deben estar conectados 
siempre hacia un firewall (cortafuegos) dedicado o centralizado. Eso se define según la 
necesidad del cliente. 
 Los administradores e implementadores deberán velar y aplicar el hardening teniendo 
en cuenta la necesidad del cliente y las recomendaciones del proveedor a cargo del 
servicio otorgado por Claro Colombia. 
 El hardening debe ser aplicado antes de que el servicio del cliente esté funcionando. En 
caso de que esto no sea así, la compañía o el encargado del proyecto debió solicitar la 
respectiva autorización para realizar la configuración requerida para resguardar su 
sistema. 
 Cualquier tipo de modificación que se realice sobre un servicio o sistema que se 
encuentra productivo para el cliente, debió realizarse de manera controlada y con toma 
de evidencia sobre el antes y el después de la aplicación de la modificación. 
 Todos los servidores, servicios y sistemas debieron contar con políticas de backup 
(respaldo) como contingencia. La retención de la información tuvo que ser aceptada por 
mutuo acuerdo entre la compañía y el cliente. 
 Los acuerdos de nivel de servicio debieron ser fijados entre el área de ventas y el cliente. 
 Los servidores, servicios o sistemas deben tener una etiqueta y estar bajo un inventario 
para su localización en caso de que esta información sea requerida por personal 
autorizado por la compañía. 
 La atención de incidentes debe contar con una prioridad mucho mayor que un 
requerimiento. 
 La manipulación de los servidores, servicios y sistemas será exclusiva de los 
especialistas de cada área a no ser que un tercero cuente con la aprobación de un 
coordinador o superior para acceder a la información.  
 
El planteamiento las políticas anteriormente descritas, sirvieron para que la empresa garantice 
a sus clientes que sus servicios están en buenas manos, ya que se siguió la norma ISO 27001 
para su consideración y así mismo, no perjudicar la productividad de la solución adquirida o ya 
implementada, ya que, según la norma, el impacto al aplicar ISO 27001 debe ser mínimo o 
nulo. 
 
Al revisar la aplicación de este modelo propuesto sobre IaaS, se determinó que la norma no 
está aplicada en su totalidad, es decir, la consideración para entregar un nodo con el visto 
bueno de la implementación y la operación de Unix de Claro Colombia es demasiado sencilla, 
dejando por fuera factores con mayor relevancia y que pueden ser utilidad. La información que 
se encuentra como ejemplo en el numeral 9.1 es de relevancia para la aplicación de la norma 
ISO 27001. A continuación, se puede detallar las consideraciones de Claro Colombia para que 
un servidor que se encuentra en fase de transición pueda pasar a operación administrada de 
Linux: 
 
 Ruta de hoja de vida del servidor: Ruta compartida con toda la información sobre el 
servidor  
 Ruta de documentación cliente:  Ruta compartida con la solicitud del cliente. 
 Validación registro de sistema operativo: Verificar si el nodo esta licenciado o no. 
 Validación agente de backup instalado: Verificar si existe el agente de backup instalado 
en el servidor. 
 Versión so: Agregar la versión del sistema operativo del servidor. 
 Actualizaciones de s.o y/o parchado (opcional): El S.O del servidor debe estar en la 
última versión si es requerido y si es posible.   
 Antivirus instalado (si aplica): Aplica solo si el cliente compro licencia de antivirus. 
 Verificación de red, debe tener producción, gestión y servicios:  Debe contar con 
tres interfaces de redes configuradas como mínimo operativo, en el que se garantiza 
gestión de la operación administrada de Unix, red de servicios para backup y antivirus 
y para la gestión y servicio del cliente. 
 Configuración por administrador de volúmenes lógicos (LVM por sus siglas en inglés, 
Logical Volume Manager) para las particiones: Toda configuración de sistema de 
archivos debe ir con LVM. 
 Log de eventos sin errores: Se debe entregar el servidor sin ningún error relacionado a 
sistema operativo. 
 Snmp habilitado y configurado:  El protocolo de simple de administración de red o 
SNMP permite que el nodo pueda ser monitoreado por los diferentes agentes de Claro 
Colombia. 
 Validación rutas: Los servidores deben tener las rutas estáticas enviadas por diseño y 
arquitectura. 
 Ntp configurado (denother o sic): El protocolo de tiempo de red o NTP es el servicio que 
maneja el tiempo del servidor, el cual es configurado con varios servidores 
especializados para prestar este servicio.  
 Selinux deshabilitado: Se deshabilita por petición de la operación administrada 
Unix. 
 Verificar vmwaretools (servidor virtual): Verificar el servicio de vmwaretools instalado. 
 Verificar configuración de queue depth (san): Configuración de I/O pendientes para los 
volúmenes. 
 Iptables y/o firewalld deshabilitado: cortafuegos deshabilitados por solicitud de la 
operación administrada Unix. 
 Verificar bonding si está configurado (server fisicos): Creación de interfaz lógica 
compuesta por dos o más interfaces de red físicas para mejorar el ancho de banda y la 
alta disponibilidad de la red. 
 validación Network Manager en Red Hat 5 y 6 deshabilitado, Red Hat 7 y 8 habilitados: 
Servicio que controla la red. 
 Remover ctrl+alt+spr en máquinas: remover el servicio de reinicio del servidor por medio 
de combinación de teclas. 
 Verificar tamaño de los discos, grupo de volúmenes (vg's),  volúmenes lógicos (lv's) y 
filesystem: Validar que los tamaños coincidan. 
 Validar discos de swap presentados: Verificar que la swap sea la mitad o igual a la RAM 
de la máquina. 
 Reinicio del servidor menor a 30 días. 
 
 Para Solaris, las consideraciones son mucho menos: 
 
 Validación Sistema Operativo: Verificar versión de sistema operativo. 
 Validación Agente de backup instalado:  Verificar agente de backup instalado.  
 Actualizaciones de s.o al dia: Actualizar el servidor si es requerido o viable.  
 Configuración por ZFS: El sistema de archivos configurado debe ser ZFS 
 Snmp habilitado y configurado: Verificar servicio de SNMP activo. 
 Direccionamiento (Gestión, Servicios, Producción): Debe contar con tres interfaces de 
redes configuradas como mínimo operativo, en el que se garantiza gestión de la 
operación administrada de Unix, red de servicios para backup y para la gestión y servicio 
del cliente.  
 Validación rutas: Debe tener las rutas estáticas enviadas por arquitectura y diseño. 
 NTP configurado (DENOTHER o SIC): Servicio configurado con los NTP de Claro. 
 Verificar ZPOOL o RPOOL y tamaños de lso ZFS. 
 Validación de SWAP: Debe ser igual o mayor a la RAM del servidor 
 Reinicio del LDOM menor a 30 días. 
 
La mayoría de los anteriores puntos sea para Linux o para Solaris, no posee mayor relevancia 
frente a la seguridad de la información. Es decir, como mínimos operativos esto queda muy 
expuesto frente a temas de seguridad informática ya que no se toma en cuenta la información, 
sino el estado actual de la máquina. 
 
La norma ISO 27001 recomienda que cada organización deba estructurar niveles de 
aceptación, sea sobre un criterio o un riesgo.24  Los criterios de aceptación de un servicio 
actualmente se basaron en cuatro aspectos que todas las áreas administrativas aceptaron: 
 
Primero: Garantizar acceso por red de gestión de Claro Colombia. 
Segundo: Monitoreo del sistema. 
Tercero: Sistema modelado con su respectiva arquitectura en la plataforma de Claro Colombia. 
Cuarto: Backup (respaldo) siempre y cuando el cliente lo haya contratado. 
Quinto: Scan de vulnerabilidades por Nessus. 
Sexto: Parchado del servicio, servidor o sistema. 
Séptimo: Reinicio de servicio, servidor o sistema menor a 30 días. 
 
No están contemplados los criterios de riesgo, por lo cual sigue estando una vulnerabilidad 
latente a pesar que en el quinto criterio de aceptación se menciona un scan de vulnerabilidades 
sobre los componentes del sistema ya que no se tomó en cuenta los incidentes que acarrea el 
simple hecho de no garantizar un hardening y pruebas posteriores a esta configuración. Los 
tiempos para normalizar el sistema deben ser vitales y aceptados tanto por el área de 
implementación, como por el grupo de administración de los diferentes componentes del 
sistema ya que esto puede conllevar a un riesgo la implementación generando incidentes o 
problemas a corto o mediano plazo. 
 
Un ejemplo de esta falta de coordinación recae en los antecedentes de la célula de 
implementación; al no existir un orden y comunicación entre las áreas que lo componen los 
servicios pasaban con muchas vulnerabilidades o siquiera sin terminar, generando incidentes 
de varios tipos y claro, sin calificación alguna ya que para la compañía casi todo incidente 
reportado es tratado con una prioridad demasiado alta, dejando al lado lo que realmente si es 
altamente demandable. 
 
La compañía debe llevar los niveles de riesgo bajo una estimación, cuyos profesionales en el 
área deben promover y dar a conocer para optimizar los tiempos de atención y no afectar los 
acuerdos de nivel de servicio. Por lo cual se propone que, para toda implementación los 
criterios de riesgo deben tenerse en cuenta siguiendo las recomendaciones de la norma ISO 
27001, por lo cual se plantean los siguientes niveles de riesgo25 
 
Primer nivel: Incidente mayor que genere indisponibilidad total del servicio. Causa raíz 
desconocida, por lo cual es necesario el acompañamiento constante del fabricante o proveedor 
del servicio para dar una solución.  
 
 Tiempo de respuesta: Inmediato. 
 Actores involucrados para la atención: Administradores senior de la plataforma, área 
usuaria, proveedor o fabricante del servicio prestado, coordinadores y líderes de área 
involucrados en la afectación. 
                                               
24 CALDER, Alan. Information Security based on ISO 27001/ISO 27002. Van Haren, 2009. p03, p22 
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Segundo nivel: Incidente mayor que genere indisponibilidad total o parcial del servicio. Causa 
raíz conocida y documentada. La solución debe poder gestionarse entre los niveles de 
administración de los servicios afectados. 
 
 Tiempo de respuesta: Inmediato. 
 Actores involucrados para la atención: Administradores senior o semi senior de la 
plataforma, área usuaria, coordinadores y líderes de área involucrados en la afectación. 
 
Tercer nivel: Incidente medio que genere intermitencia o afectación parcial sobre el servicio. 
Causa raíz conocida y documentada. La solución puede ser atendida por los primeros niveles 
de atención de la administración de la plataforma y no siempre es necesario un escalamiento 
al senior de la torre afectada. 
 
 Tiempo de respuesta: 1 hora a 4 horas. 
 Actores involucrados para la atención: Administradores junior de la plataforma. 
 
Cuarto nivel: Incidente bajo que pueda generar intermitencia o afectación parcial del servicio. 
Causa raíz conocida y documentada. La solución puede ser atendida por los primeros niveles 
de atención de la administración y no requiere escalamiento al siguiente nivel de la torre 
afectada. 
 
 Tiempo de respuesta: 24 horas. 
 Actores involucrados para la atención: Administradores junior o semi junior de la 
plataforma. 
 
9.4. FORTALEZAS Y DEBILIDADES DE LA INFRAESTRUCTURA COMO SERVICIO 
DESDE LA NORMA ISO 27001. 
 
La norma técnica Colombiana ICONTEC NTC ISO 27001 del 2006 menciona en el anexo 8-A 
que la organización que esté interesada en implementar el SGSI puede aplicar la matriz del 
anexo 8-A teniendo en cuenta los puntos del anexo 4. Sin embargo, la compañía lleva más de 
una década prestando servicios de infraestructura tecnológica, por lo cual se debe analizar las 
fortalezas y debilidades sobre la matriz de la norma ISO 27001, debido a que esta se enfoca 
en su implementación26. 
 
9.4.1. Manejo de la seguridad de la información interna de la compañía. 
 
Se toman los elementos de la tabla A.1 de la norma técnica colombiana ICONTEC NTC ISO 
27001 del 2006 sobre el anexo A.6.1 para analizar las fortalezas y debilidades de la compañía 
frente al manejo de la información dentro de la implementación de nuevos servicios o aquellos 
que se encuentren en transición. El objetivo de este punto analizar la gestión de la información 
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frente a nuevos cambios de negocio o implementaciones con nuevas tecnologías de control 
de información, dicho lo anterior, la norma menciona los siguientes puntos a evaluar27: 
 
 Compromiso de la dirección con la seguridad de la información. 
 Coordinación de la seguridad de la información. 
 Asignación de responsabilidades para la seguridad de la información. 
 Proceso de autorización para los servicios de procesamiento de información 
 Contacto con las autoridades 
 Contacto con grupos de interés especiales 
 Revisión independiente de la seguridad de la información. 
 
Toda compañía que ofrezca IaaS dentro de su catálogo de venta debe considerar que la 
información es un recurso valioso tanto para la empresa como para el cliente. Por ende, la 
organización que omita el tratamiento de información estuvo incurriendo en un grave incidente 
de seguridad, debido a que está latente que la información quede expuesta a terceros no 
autorizados para la manipulación de este activo. Además, se debe considerar que la 
arquitectura de la infraestructura física o virtual, la ubicación, tipo de red, sistema operativo y 
almacenamiento debe ser de total confidencialidad entre la parte prestadora del servicio y el 
área usuaria, porque esto conlleva a la fuga de información sobre el esquema de la solución y 
puede abrir una enorme brecha sobre qué servicio está consumiendo un cliente o peor aún, 
caer en espionaje industrial por no llevar este control constantemente. En el anexo B se 
analizan las fortalezas y debilidades de este componente y es considerado como parte esencial 
de la implementación del SGSI sobre IaaS de la compañía, ya que se puede observar que no 
está implementado en su totalidad. 
 
9.4.2. Manejo de la seguridad de la información externa de la compañía. 
 
Claro Colombia, es una compañía que suele usar la contratación bajo licitación para que 
administren sus servicios. Puntualmente, la infraestructura tecnológica es un fuerte apetecido 
por varias compañías que cuentan con la capacidad administrativa, tecnológica y humana para 
presentarse frente a una licitación y aspirar a ganar un área para gestionar en Claro Colombia. 
La empresa siempre hace mención de que todos sus servicios de control de información son 
una fuente vital y activo económico e industrial, por ende, deben aceptar un acuerdo de 
confidencialidad para poder trabajar con sus servicios y brindar la adecuada administración. 
La NTC ISO 27001 de 2006 menciona tres aspectos a considerar28:  
  
 Identificación de los riesgos relacionados con las partes externas. 
 Consideraciones de la seguridad cuando se trata con los clientes. 
 Consideraciones de la seguridad en los acuerdos con terceras partes. 
 
El análisis obtenido en Claro Colombia bajo la experiencia de la administración de proyectos 
internos y externos demostró que la empresa está bien calificada en este aspecto y que las 
herramientas de control de la información son de última generación. Las políticas de control de 
nivel de la información son llevadas a cabalidad. Sin embargo, se realizó la recomendación 
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que debe existir un ente de control frente a los aliados que administran los servicios propiedad 
de Claro Colombia por medio de auditoria de todas las plataformas administradas, el cual 
puede ser consultada en el anexo C donde se encontraron las fortalezas y debilidades del 
punto evaluado. 
 
9.4.3. Gestión de la responsabilidad de los activos informáticos y de infraestructura 
tecnológica. 
 
La información es un activo con gran valor, sobre todo para empresas que ofrecen servicios 
de telecomunicaciones, infraestructura tecnológica, IaaS o toda aquella que esté involucrada 
con el manejo de la información. Debido a esto, no es de extrañarse que muchas compañías 
tomen medidas extremas para resguardar este activo, incluso la manipulación de información 
es regulada por leyes en muchos gobiernos. ISO es una de las organizaciones que tomo 
medidas para realizar una norma para la implementación de las medidas de seguridad de la 
información. No obstante, ignorar las regulaciones o recomendaciones de llevar un sistema de 
seguridad informática empresarial desde su implementación hasta su puesta en marcha puede 
acarrear en enormes pérdidas económicas, sanciones gubernamentales e incluso 
demandas29.  
 
Toda empresa de tecnología, incluyendo a Claro Colombia debe tener un esquema de 
calificación de información, debido a que este activo se puede considerar como uno de los más 
valiosos que puede tener una organización tecnológica. El análisis sobre como Claro afronta 
este punto, demuestra la fortaleza que tiene como ente prestador de servicios tecnológicas y 
de telecomunicaciones. Si bien, la información no pudo ser entregada en su totalidad por temas 
contractuales, si suministraron puntos clave para poder realizar las fortalezas y debilidades 
que se encuentran en el anexo D y anexo E respectivamente30.  
 
9.4.4. Gestión de comunicaciones y operaciones del servicio por terceros. 
 
Adentrando en el tema de la subcontratación (outsourcing), La compañía prestadora del 
servicio realiza licitaciones cada determinado tiempo, ya sea porque el contrato con algún 
aliado está próximo a culminar o porque este infringió las cláusulas de contrato obligando a 
Claro Colombia a tomar medidas disciplinarias. No obstante, antes de realizar cualquier firma 
sobre el contrato, tanto en el documento como el representante legal de la compañía, hace 
referencia sobre la confidencialidad de la información, estructura organizacional y arquitectura 
de servicios y plataformas, por lo cual siempre recomiendan realizar un empalme con los 
coordinadores y líderes de las áreas administrativas para crear controles y procedimientos 
internos sobre el trato con el cliente y los servicios a administrar. Una de las fortalezas que 
posee la empresa dentro del centro de datos es como se lleva a cabo los cambios sobre las 
diferentes plataformas. Si bien, no siempre se obtiene un resultado eficaz de la gestión para 
solicitar la modificación sobre los servicios, los cambios exitosos son notificados a diario como 
la gran mayoría sobre los no exitosos que resultan ser un porcentaje muy bajo de los casos. 
Un ejemplo de esto es sobre diez controles de cambios programados, uno solo resulta como 
fallido. Esta información se hace llegar vía correo electrónico diariamente a todas las áreas, 
desde la gerencia hasta el administrador de turno por el grupo de gestión de cambios. El grupo 
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de gestión de cambios es quien notifica al área usuario o al administrador sobre la actividad 
que se llevó a cambio.  
 
Un control de cambio se describe como la modificación en la configuración, políticas y accesos 
a una plataforma consolidada y productiva. Estos cambios generan modificaciones en la 
estructura consolidada por lo cual se debe realizar la actualización sobre los inventarios de los 
servicios que serán manipulados durante el control de cambio. Además, que las áreas 
involucradas deben estar en constante comunicación para evitar un incidente mayor o un 
posible “plan retorno” (rollback) sobre lo que se ha estado ejecutando durante el periodo 
autorizado por el área usuaria. Dado esto, se han generado inconvenientes por falta de 
comunicación, por lo cual pudo causar que un cliente perdiera todos sus servicios, 
afortunadamente, la gran mayoría de controles de cambios no se ejecuta sin antes tener un 
respaldo de toda la plataforma en caso que sea requerido abortar toda la configuración 
planeada. La transparencia en esta gestión es de total importancia, ya que se le está 
informando al cliente que sus plataformas serán modificadas, sea para solventar alguna 
vulnerabilidad, añadir o eliminar algún componente, incluso el cambio de direccionamiento. En 
los anexos 10 y 11 se pudo comprobar que dentro de sus fortalezas existe el componente de 
la gestión de cambios y los diversos canales que este tiene para llevar a cabo una modificación. 
Sin embargo, el factor humano hace que esto no siempre sea llevado a cabalidad. Se 
recomendó que la capacitación sobre la gestión de cambios a las áreas administrativas sea 
llevado constantemente y agendado para reducir los errores en la creación de los 
requerimientos (ver anexo F). 
 
NTC ISO 27001 del 2006 tiene varios puntos a considerar para ser evaluados durante la fase 
de la implementación de la gestión de cambios. Tomando esta referencia, la organización 
posee esa debilidad, ya que al tener los servicios en una etapa de implementación o transición 
no se les da la importancia adecuada para llevar la gestión de control de cambios. Igualmente, 
el monitoreo sobre los servicios y plataformas no se realiza hasta que estos se encuentren en 
la operación, por lo cual, y como se mencionó en el anexo G, los servicios quedan ausentes 
del monitoreo, por ende, no hay quien preste atención a las fallas sobre los servicios 
contratados que se encuentran en la fase de implementación31.  
 
9.4.5. Control de Accesos 
 
Uno de los factores más importantes a implementar en una organización que provee servicios 
de IaaS, infraestructura tecnológica, telecomunicaciones e información es el control de acceso 
de los usuarios. Una política definida sobre quien acceda a sus plataformas, al igual de quien 
puede modificar la configuración u obtener información es vital para la organización. Es una 
de las políticas más complejas de implementar y no precisamente por el nivel técnico que debe 
tener el administrador para configurarlo, sino porque cada área maneja sus políticas de 
usuarios, por lo cual poner de acuerdo con cada área es sumamente desgastante. Existen 
factores como un servicio en alta disponibilidad controlado por un agente, que a su vez es un 
usuario dentro del sistema operativo. El sistema operativo, según la operación de Linux y Unix 
estableció que los usuarios deben tener una vigencia de contraseña de treinta días, a partir del 
quinto día se notificó al usuario por medio de un banner o correo que el usuario debió cambiar 
la contraseña. Pero al no tener en cuenta que el servicio de alta disponibilidad no debería estar 
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bajo esta política, seguramente al llegar el último día de aviso de expiración de contraseña, el 
servicio podría sufrir fallas, generando indisponibilidad e impactando la productividad del área 
usuaria. Algo tan sencillo como esto se pude haber evitado con el dialogo entre las áreas 
administrativas que conforman el sistema de IaaS contratado por el cliente. Ahora, como se 
expone en el anexo H, la falta de comunicación con el área de seguridad informática 
administrada expone la gravedad de no llevar un buen control de usuarios y aplicación de 
hardening, debido que cada día es más difícil encontrar malware o accesos mal intencionados 
desatando consecuencias que pueden ser catastróficas para servicios productivos. La NTC 
ISO 27001 del 2006 da una serie de pautas a considerar para llevar a cabo el control de 
accesos en fase de implementación, incluso en la operación. Para mayor detalle de la fortaleza 
y debilidad de control de accesos consultar el anexo I. 
 
Ahora bien, como fortaleza sobre el control de accesos, esta es aplicada y controlada en la 
operación, pues son ellos quienes se encargan de crear los usuarios y perfilarlos para la 
administración. Sin embargo, el paso a operación de sistemas operativos o componentes de 
IaaS no es de un día para otro, por lo cual permanecen bastante tiempo en la fase de transición 
hasta que por fin son aceptados por la operación. Durante el tiempo transcurrido en la etapa 
transitoria antes de ser administrada por el grupo correspondiente no existió una aplicación de 
políticas de control de acceso o incluso administración completa sobre las plataformas, esto 
se puede ver en las fortalezas y debilidades del anexo 13. La parcialidad del control de acceso, 
como otros puntos de la implementación de la norma ISO 27001 han demostrado que una de 
las mayoras debilidades de la compañía, recae en el proceso de comunicación y el paso a 
operación de los servicios en la etapa de transición.  
 
Cada área tuvo que crear un esquema de responsabilidad de usuarios según el hallazgo en 
las fortalezas y debilidades del anexo K, esto con el fin de que sean derogados los niveles de 
usuarios y puedan acceder a la información que necesitan para su día a día. No existe una 
norma en la compañía que estandarice que puede hacer un administrador semi junior, junior, 
semi senior o senior. Se ha asumido que todos tienen el beneficio de usuarios con privilegios 
de administrador, lo cual es una clara debilidad organizacional y administrativa. No todos los 
usuarios están calificados para realizar consultas o modificaciones sobre las plataformas, 
incluso el acceso tuvo que ser un punto para tomar en cuenta. Aplicar un estándar por niveles 
administrativos ayudo a reducir errores humanos o mal intencionados, como también accesos 
no autorizados a los servicios. Como se explica en el anexo J sobre como las debilidades del 
control de acceso y niveles de usuario son esenciales durante la fase de implementación y 
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9.5. BUENAS PRÁCTICAS DE IMPLEMENTACIÓN DE IAAS SOBRE SISTEMAS 
OPERATIVOS LINUX RED HAT 7 Y SOLARIS 11 BASADO EN ISO 27001. 
 
El análisis entre las fortalezas y debilidades de la implementación de SGSI e IaaS en Claro 
Colombia demuestra que la compañía cuenta con la infraestructura y los recursos necesarios 
para aplicar la norma ISO 27001. Se tuvo en cuenta el método de despliegue de servicios 
dentro de la célula de implementación de la compañía, quien es la principal área de estudio y 
sobre la cual se encontraron varias ausencias sobre la seguridad informática e implementación 
de IaaS.  
 
En el punto 6.3 se mencionó los requisitos mínimos que el área administrada de la operación 
Linux y Unix requieren para recibir un sistema operativo por parte de la célula de 
implementación. Partiendo de este hecho, tanto la operación Linux y Unix como la célula de 
implementación no hace mayor esfuerzo para recibir un servicio completamente con el SGSI, 
peor aún, los servicios tardan bastante en ser recibidos por la operación ya que se observó 
que la operación está muy familiarizada con los servidores bajo estándar de datacenter y no a 
la medida del cliente, impactando el servicio contratado de administración. La aplicación de 
metodologías agiles debe ser un factor a tener en ambas áreas. Por un lado, la célula de 
implementación pudo organizarse en grupos para tomar decisiones sobre que se realizó 
durante el día laboral y el líder de la célula de implementación debe actuar como el Produc 
Owner, ya que según Scrum, es el actor quien define las prioridades y tiene mayor 
acercamiento con las áreas que solicitaron el servicio. Tomando este modelo, los componentes 
no deben pasar más de un mes en el estado de implementación y transición. En las áreas de 
sistemas operativos, sea en implementación u operación, se debe crear roles en los que ambas 
torres estén en comunicación constante y conozcan el producto de IaaS que está a punto de 
pasar a la operación. Si bien, en la operación existen niveles de administración, en la célula de 
implementación de la torre Linux y Unix solo existe el nivel 3, quien es el senior, y este no tiene 
bien definido cuáles son sus labores, ya que se observó que hace de las tareas del nivel 1 al 
nivel 3 lo cual es un grave error bajo cualquier modelo administrativo. Se recomendó traer más 
personal al área de implementación Linux y Unix, además de definir los roles de la siguiente 
forma: 
 
 Nivel 1 de implementación Linux y Unix: Se encargó de recibir las tareas de 
implementación y validar dentro de su experiencia la viabilidad de ejecutar la tarea. 
Requerimientos catalogados como de sencilla ejecución bajo tiempos no mayores a 8 
horas. 
 Nivel 2 de implementación Linux y Unix: Abordo los temas más complejos de 
implementación como parametrización y ejecución de hardening. Requerimientos de 
medio nivel con ejecución bajo tiempos no mayores a 24 horas. 
 Nivel 3 de implementación Linux y Unix: Definió la solución para las implementaciones 
de sistema operativo teniendo en cuenta los servicios que los servidores alojaron, 
además de las modificaciones de rendimiento del sistema operativo. A cargo de la 
automatización de procesos para facilitar los pasos a operación y las necesidades del 
cliente. Requerimientos de alto nivel con tiempos no mayores a 72 horas después de 
su socialización y análisis de sobre la necesidad del cliente. 
 
El nivel 1 tendrá que realizar el 80% de las solicitudes que lleguen durante los diferentes 
proyectos en los que esté involucrado, mientras que el nivel 2 tendrá el 15% de las 
implementaciones con posible aumento de atención por escalamientos del nivel o del líder de 
la célula de implementación. En cuanto al nivel 3, este debió atender el 5% o menos, ya que 
su labor está enfocada en realizar el análisis y la adecuación de los servidores con sistemas 
operativos Linux y Solaris para alojar el servicio final del cliente, básicamente tendrá un rol 
similar al del arquitecto o diseñador, debido a que es quien tiene la experiencia para decidir 
cómo se implementa. Scrum menciona que, si un elemento del equipo falta, los otros restantes 
tendrán la capacidad técnica de soportar sus actividades a corto plazo, por lo cual se 
recomiendo siempre realizar las reuniones diarias entre el líder de la célula de implementación 
y el equipo de implantadores para que todos conozcan en que tareas están y en que se han 
retrasado y cuál fue el motivo del incumplimiento. 
 
Las máquinas virtuales Linux en su mayoría son desplegadas en un ESXi, también conocido 
como VMware vSphere, el cual una plataforma de virtualización que permite alojar servidores. 
Como una solución de IaaS, la plataforma permite un manejo sencillo de los recursos de los 
servidores, además de aumentar o disminuir recursos en caliente sin generar afectación en la 
operación del cliente. Se propuso puntos a mejorar sobre el sistema operativo, como crear un 
clúster de alta disponibilidad cuando los servicios contratados son altamente transaccionales 
o su solución recae en la alta disponibilidad como se aprecia en la figura 9 y 10. Muchas veces 
esta tarea que suele ser compleja, se deja o bien al cliente o a un proveedor para esta 
implementación. Los implementadores deben tener este nivel técnico para realizar la 
configuración de clúster de sistema operativo Linux, ya que así proporciona mayor seguridad 
al servicio del área usuaria. Al manejar clúster, se debe tener cuidado con los tipos de acceso 
y niveles de usuario que pueden manipular la configuración y los servicios alojados en el 
sistema operativo. Esta configuración se debe realizar en los servidores con sistema operativo 
Linux y Solaris en el archivo /etc/sudoers, el cual se encarga de llevar la configuración de los 
respectivos usuarios según el nivel que se crea necesario para ejecución del entorno de la 
administración. Para ello, es necesario definir alias que permitan identificar y administrar los 
permisos dentro del sistema operativo. En la figura 11 se observa cómo se debe agregar los 
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Si la organización decide optar por un servicio de alta disponibilidad (HA) para brindar mayor 
seguridad sobre la información y el servicio del área usuario, debió tener estos aspectos para 
crear implementar este servicio. El primero punto, es tener en cuenta que el mejor servicio de 
HA es la configuración activo/activo, sin embargo, esta es una decisión que debe ser tomado 
por el área usuaria, la preventa, el arquitecto o el nivel 3 de la implementación de Linux y Unix. 
En el ejemplo de la figura 9 se observa como la configuración de un GFS2 (Global File System). 
El segundo pasó para tener en cuenta, son los recursos que conformaran el clúster en HA, en 
este fue requerido: 
 
 Una Ip versión IPv4 para que tenga la función de heartbeat. También conocida como 
VIP. 
 Configuración en el archivo /etc/hosts con la ip y el hostname de los nodos que 
conforman el servicio de clúster. 
 Un disco de 10 GB compartido entre los servidores para conformar el servicio de GFS2. 
 Un disco de 1GB compartido entre los nodos para crear el cercado con STONITH (Shoot 
The Other Node In The Head) para evitar corrupción de la integridad de los datos34. 
 
Los puntos anteriores son los recursos mínimos para tener en cuenta para crear un servicio 
HA y garantizar que la información del cliente se encuentre siempre protegida y sin afectación 
de servicio. El tercer punto para considerar es la configuración de los recursos del sistema de 
HA que consiste en: 
 
                                               




 Crear el DLM (gestor de cerrojo distribuido) el cual se encargó de vigilar y controlar los 
accesos al GFS235. 
 Crear el CLVM (Cluster Logical Volume Manager) que se encargó de controlar el 
almacenamiento compartido dentro del clúster. 
 Configurar el conteo de fallas, en cuanto el servicio o el servidor que fue retirado del 
clúster vuelva a ser parte de la solución de HA. 
 Crear el volumen group (VG) que se compartirá en HA. 
 Creación del recurso de clúster activo/activo (clone). 
 Heartbeat (latido de corazón) que monitorea el servicio de cluster.  
 
El resultado final tuvo que ser un sistema de archivos con extensión GFS2 el cual es 
administrado por el servicio de HA del sistema operativo Red Hat. Al estar presentado en 
ambos nodos, el sistema de archivos se encuentra en modo activo/activo vigilado por el DLM 
y controlado por el CLVM. En caso de fallas o anomalías en el sistema, el servicio de STONITH 
apagara el nodo donde detecto los cambios no autorizados o sospechosos para conservar la 
integridad de la información. En la figura 10, se observa el resultado final del servicio de HA. 
 








En la figura 12, se aprecia el alias de los comandos. Esta configuración permite agrupar los 
binarios que, en un alias creado con anterioridad, estén asociados a un grupo específico para 
su uso. Los comandos que inicien con el carácter “!” son aquellos que el administrador no 
permitió ejecutar a los usuarios que pertenezcan al alias NIVEL1, aquellos que no lo tenga, lo 
podrán ejecutar sin problema o restricción alguna.  Dentro del archivo de configuración, los 
privilegios deben ser administrados por un nivel de administrador semi senior o senior, es decir 
por un nivel 2 o un nivel 3. Se debe garantizar que la agrupación de comandos no interfiera 
con la buena administración, ya que negar comandos que son usados mayormente para 
consultar hace que esta actividad sea innecesaria y caiga en un reproceso, por lo que el nivel 
1 de la administración y la implementación de Linux y Unix no tendrá otra acción que tomar 
que realizar el escalamiento por no poseer las herramientas necesarias para laborar. Para esta 
configuración se recomienda un amplio conocimiento técnico y conocer el negocio tanto del 
cliente como de la compañía. 
 
                                               








Las reglas del archivo /etc/sudoers sirven para proporcionar los niveles de ejecución y 
permisos que cada grupo de alias puede tener dentro del sistema operativo. En la figura 13 se 
aprecia cómo se determina lo que puede hacer cada alias del sistema operativo. Se 
recomienda no modificar los permisos del usuario root, ya que puede generar fallas en 
funciones básicas del servidor. Teniendo en cuenta esta configuración, se logra cumplir los 
niveles de la administración, acceso y manipulación del sistema operativo y de la información 
que el servidor aloja como servicio del área usuaria, 




Es deber del implementador crear las reglas de acceso al sistema operativo desde el principio, 
por lo cual debe conocer e informarse constantemente sobre las políticas de acceso y 
seguridad informática de la plataforma de sistemas operativos Linux y Solaris. 
 
Todos los sistemas operativos, Linux y Solaris deben tener un mensaje de bienvenida donde 
se aclare las consecuencias legales si accedió al sistema operativo de forma no autorizada 










Se observó en varios servidores que las políticas de caducidad de contraseña estaban puestas 
de forma diferente, es decir, no hallo un estándar de políticas de control de usuarios y accesos 
sobre el servidor con sistema operativo Red Hat Linux 7 y Solaris 11. En la figura 15 enseño 
un estándar que se aplicó en todos los sistemas operativos Red Hat Linux 7 para tener mayor 
control sobre los usuarios del sistema operativo.  
 




En cuanto a Solaris, a pesar de que la configuración es distinta, no es ajena a la falta de 
atención de la administración y la implementación sobre el control de politicas de acceso. En 
la figura 16 se observa lo que no tuvo que estar configurado, ya que los tiempo en los que se 
mantiene una contraseña y la longitud de la cadena son incoherentes con una buena 
administración. Para la longitud de la cadena de la contraseña se recomienda que sean 14 
caracteres como minimo, que la verificación entre el usuario y la contraseña que este configuro 
siempre sea revisada por el sistema operativo en los archivos /etc/passwd y /etc/shadow. La 
contraseña no debe ser recordada mas de 3 veces y los espacios en blanco no deben estar 
permitidos. La cantidad maxima que la contraseña sea la misma deberia ser de 4 semanas y 
la notificación de la expiración sea a la tercera semana. El cambio de contraseña puede ser 














El servicio ssh, es un protocolo que permite conectarse remotamente al servidor por medio de 
una IP, sea por IPv4 o IPv6. Este servicio está configurado en todos los sistemas operativos 
Linux y Unix para que el acceso al nodo sea por el puerto por defecto, es decir, el puerto 22. 
Si bien, este puerto es seguro, no significa que sea invulnerable, por lo cual se recomienda la 
modificación del puerto sea sobre el 2222. Este cambio también debe realizarse en el firewall 
ya que si no se realiza por este servicio no se podrá acceder al nodo y se debe optar por un 
rollback del cambio al puerto por defecto. Ningún sistema operativo bien configurado bajo las 
normas ISO y los estándares de seguridad de la información debe permitir que se acceda al 
nodo sin ingresar la contraseña ya que esto es una clara violación a las políticas de acceso, 
además que también se debe restringir la cantidad de sesiones que un usuario puede abrir 
dentro del nodo para evitar saturación de accesos y posibles suplantaciones. También, la 
sesión de trabajo bajo inactividad debe ser de 30 segundos, donde se enviar mensajes de 
inactividad del usuario y se cerrara la sesión ssh cuando se reciban 60 mensajes de del servicio 
de ssh. Esto evitara que las ejecuciones sean cerradas mientras se está trabajando sobre el 
nodo de forma regular, incluso cuando se está realizando instalaciones que toman bastante 
tiempo. El banner de bienvenida debe estar configurado en el archivo /etc/ssh/sshd y sobre 
todo se debe agregar los algoritmos de cifrado para la contraseña y el establecimiento del 
acceso. Todas las configuraciones recomendadas se encuentran en la imagen 17 y debe ser 
tomada como referencia para que la organización realice la comparación entre lo que existe 
actualmente en la operación y lo que se planteó por parte del grupo de la célula de 




















Al igual que el sistema operativo Red Hat, Solaris 11 cuenta con un esquema de configuración 
del servicio ssh. Este sistema operativo es considerado en la organización como un sistema 
especial, por lo cual su configuración no es igual a la de Red Hat 7. Sin embargo, se tomaron 
medidas para que sea un servicio que brinde la mayor seguridad para el acceso del sistema 
operativo como se aprecia en la figura 18. 
 




Para Red Hat Linux 7, se recomiendo realizar una modificación sobre los parámetros del kernel 
para otorgar mayor seguridad y eficiencia sobre la red y los componentes del núcleo de sistema 
operativo. Para ello, se creó una lista de las modificaciones que debe tener el sistema operativo 
dentro del archivo de configuración /etc/sysctl.conf. La primera recomendación es deshabilitar 
el protocolo de IPv6 siempre y cuando no sea usado por la organización o haga parte de la 
solución del área usuaria.  Debido a que se suele ignorar que este tipo de direccionamiento 
puede ser asignado por medio de DHCP, peor aún, la configuración del sistema operativo por 
defecto permite que tanto para IPv4 como para IPv6 la posibilidad de que el sistema operativo 
funcione como enrutador, exponiendo la información sin haber contemplado esta 
implementación o configuración. Suele haber muchos ataques cibernéticos referentes por este 
tipo de configuración que el administrador o el implementador de turno ignoro. En la figura 19 
se encuentra la configuración recomendada deshabilitar el protocolo IPv6 dentro del sistema 
operativo.  
 




La red por donde se consuma el servicio debe ser configurada con interfaces que proporcionen 
velocidad de 10 GB. Dado el caso, es recomendable conversar con el área de implementación 
o administración de redes de la organización, esto con el fin de establecer que el puerto por 
donde esté conectada la interfaz de red que proporciona la solución del cliente debe tener una 
unidad máxima de transferencia (MTU) de 9000, para garantizar que la tarjeta de red (NIC) 
funcione con la velocidad otorgada en el switch, que debe ser de 10 GB. La segunda 
recomendación para sistemas operativos Red Hat Linux se centra en la configuración de red 
de IPv4 y las tarjetas de red del sistema operativo. En la figura 20 se aprecia cómo debe ir 
configurada la NIC para que funcione a 10GB de velocidad. Cabe aclarar, que la velocidad es 
proporcionada por el switch y no por la NIC únicamente, por lo que establecer la relación con 















Lo siguiente es configurar la NIC con MTU a 9000 como se observa en la figura 21, lo que 
permitirá enviar paquetes de 9192 bytes a través de la red y sobre esa NIC únicamente, ya 
que cada NIC debe tener una VLAN o PVLAN para aislar la red de los servicios del área usuaria 
36. 
 




                                               
36 CISCO. Configurar los VLAN privados aislados en los switches de Catalyst. [Citado 14 de octubre de 2019] [En línea] 
Disponible en Internet <URL: https://www.cisco.com/c/es_mx/support/docs/lan-switching/private-vlans-pvlans-promiscuous-
isolated-community/40781-194.pdf>  
 
Partiendo del hecho que la configuración de las NIC fue realizada, queda restando la 
recomendación del ajuste de rendimiento y reforzamiento del servicio IPv4, por donde el 
servicio del área usuaria será consumido, por ende, el servicio que se debe proteger. La 
configuración propuesta en la figura 22 muestra cómo debe ir configurado el sistema operativo 
para sacar el mayor provecho a la velocidad de la red protegiendo la misma de 
vulnerabilidades, evitando ataques como inundación SYN37. 
 




El tamaño máximo de envío y recepción del buffer por UDP sea mayor a la determinada por 
defecto por el sistema operativo. La configuración se puede realizar hasta el máximo del buffer 
permitido por el sistema operativo, ya que si se configura más allá de los límites, la red sobre 
el servidor presentara latencia o congelamientos en sus servicios de red. La figura 23 expone 
como debe está configurado el tamaño del buffer. 
 




En Solaris, la configuración de la red es otorgada por el servidor principal denominado por 
Oracle como Primary. La función del Primary es alojar los servidores virtualizados conocidos 
como LDOM’s (dominios lógicos). La eficacia en la red es controlada por los virtual switch de 
                                               
37  TECHTARGET. Inundación SYN. [Citado 14 de octubre de 2019] [En línea] Disponible en Internet 
<https://searchdatacenter.techtarget.com/es/definicion/Inundacion-SYN>  
 
los servidores Primary que a su vez concretan con las VLAN y PVLAN suministradas en el 
switch de red de la organización. Por ende, la configuración y parametrización de la red no es 
algo que el implementador de turno o el administrador de la plataforma pueda manipular, ya 
que esta configuración es exclusiva del proveedor Oracle y su manipulación puede acarrear 
en la perdida de la garantía sobre el servidor físico y los dominios lógicos creados en el 
Primary38. 
 
Por último, se recomienda que todos los servidores con sistema operativo Red Hat Linux 7 y 
Solaris 11 pasen por un scan de vulnerabilidades es divido en tres fases. La primera, cuando 
se finalice la instalación básica del sistema operativo. La segunda ejecución del scan se debe 
realizar cuando el área usuaria haya instalado su servicio y este esté totalmente funcional. El 
último scan debe hacerse con 5 días de anterioridad como máximo al paso a operación de la 
plataforma del cliente, ya que en este tiempo y bajo el estado de transición de la plataforma es 
posible corregir cualquier nueva amenaza. 
 
 
9.6. INFRAESTRUCTURA REQUERIDA LABORATORIO IAAS. 
 
Si bien, la solución de sistema operativo no es un estándar que está definido a nivel mundial, 
si existen buenas prácticas que cada compañía desarrolla a medida que tiene experiencia 
sobre la necesidad del cliente. El laboratorio de Linux está desplegado sobre un ESXi 6.0, un 
VCenter dedica de pruebas que fue creado con el propósito de realizar la aplicación de la 
norma ISO 27001 sobre la solución de máquinas virtualizadas en este ambiente. En cuanto al 
nodo virtualizado de Solaris, este se encuentra un servidor físico SPARC el cual cumple con la 




El sistema de calidad administrada (QA) se requiere aplicar en el Datacenter Triara Colombia 
como necesidad de la aplicación y análisis de la norma ISO 27001. 
 
En la tabla 4 se aprecia la solicitud de computo que debió tener cada máquina para poder 
proseguir con el laboratorio de implementación del SGSI sobre IaaS. 
 
Tabla  4: Información de recursos de computo a nivel de aplicación requeridos 





























QA 2 2.80GHz 4 6 100GB 11GB N/A 
Virtual 
QA 1 5067 MHz 6 4 100GB 150GB N/A 
Virtual 
 Fuente. Autor. 
                                               




Los servidores no fueron incluidos al sistema de monitoreo debido a que son de ambiente de 
pruebas y calidad de la célula de implementación de la compañía, debido a que cada servidor 
debe contar con un licenciamiento para por ser registrado en estos ambientes de monitoreo. 
En la tabla 5 se solicitó la información de instancias de bases de datos y el tipo de motor que 
debieron ser respaldadas, además de la cantidad de almacenamiento requerido para montar 
las instancias. En el laboratorio no se instalaron motores de base de datos ya que no eran 
requeridos para la implementación del laboratorio de IaaS. 
 










N/A N/A N/A 
N/A N/A N/A 
Fuente. Autor. 
 
 Información de frecuencia y retención a respaldar: No aplica, ambiente temporal de 
calidad. 
 
Se aseguró que los servidores contaran con políticas de respaldo (Backup) para tener como 
contingencia a algún incidente o problema. En la tabla 6 solo se indica el rol de cada nodo mas 
no las políticas o el tiempo de retención debido que ningún agente fue instalado en los 
servidores. 
 
Tabla  6: Políticas de Backup 









lab_290 QA N/A N/A N/A 
lab_291 QA N/a N/A N/A 
FDB0415 QA N/A N/A N/A 
Fuente. Autor. 
 
Como no se obtuvo la licencia sobre el agente de respaldo, ningún servidor cuenta con 
información sobre qué sistema de archivos se respaldaría o el tamaño de cada backup, el cual 
es apreciable en al tabla 7. 
 
Tabla  7: Información de rutas filesystem a respaldar 
Rol de la Maquina Ruta/Fichero a respaldar 
Tamaño de la ruta 
a respaldar (GB) 
lab_290 QA N/A N/A 
lab_291 QA N/A N/A 
FDB0415 N/A N/A 
Fuente. Autor. 
 
Información de Bases de datos a Respaldar: N/A 
La solicitud de direccionamiento de los nodos fue entregada bajo las VLAN 689 y 2280, con 
mascara de red 24 para la VLAN 689 y 22 para la VLAN 2280, además de haber contado con 
una ip virtual (VIP) para la configuración del clúster de sistema operativo Red Hat 7 como se 
muestra en la tabla 8. 
 
Tabla  8: Direccionamiento 
 
SERVICIO NOMBRE SERVIDOR DIRECCIONAMIENTO VLAN 
QA lab_290 172.18.214.124/24 689 
QA lab_291 172.18.214.125/24 689 
CLUSTER QA Cluster lab-IaaS  172.18.214.122/24 689 
QA FDB0415 172.18.248.188/22 2280 
Fuente. Autor. 
 
La solicitud de conectividad requerida en la tabla 9, fue manejada para que los nodos LAB_290 
y LAB_291 se pudieran ver entre ellas a través de del mismo segmento de red sin que existiera 
restricción de corta fuegos. 
 
















172.18.214.0/24 172.18.214.124 172.18.214.125 172.18.214.0/24 TCP n/a 
172.18.214.0/24 172.18.214.125 172.18.214.124 172.18.214.0/24 TCP n/a 
172.18.214.0/24 172.18.214.124 172.18.214.122 172.18.214.0/24 TCP n/a 
172.18.214.0/24 172.18.214.125 172.18.214.122 172.18.214.0/24 TCP n/a 





9.7. POLÍTICAS DE MONITOREO (PUEDE SER UN RIESGO) 
 
A continuación, se muestran las variables básicas que se monitorean con Nagios en 
Datacenter Triara, las cuales son RAM, CPU, espacio consumido en disco y estado de 
interfaces de red, como se aprecia en la tabla 10. Por medio de Nagios, una herramienta de la 
compañía, se puede observar el consumo de estos recursos en tiempo real. La solicitud de 










Tabla  10: Recurso a monitorear 
Ítem Monitoreo Marcar con X si aplica 
RAM x 
CPU x 
Espacio en Disco x 
Estado Interfaces x 
Fuente. Autor. 
 
9.8. RIESGOS EVIDENCIADOS EN FASE DE DISEÑO / PLANEACIÓN 
 
No existe riesgo alguno para la compañía o para clientes debido a que el servicio es para 
realizar pruebas de calidad bajo la norma ISO 27001 y este no tendrá salida a producción. 
 
9.9. DISPONIBILIDAD DEL SERVICIO. 
 
EL servicio cuenta con una VM stand alone esta tiene 99,8% de disponibilidad, y una maquina 
física cuya disponibilidad es 99,7%, y ninguna ofrece HA en escenario de falla de alguna de 
las dos, la disponibilidad del servicio sería (0,997x0,998) *100 = 99,5% 
 
 
10. APLICACIÓN DE BUENAS PRÁCTICAS PARA IMPLEMENTACIÓN DE SISTEMAS 
OPERATIVOS LINUX Y SOLARIS. 
 
10.1. ALCANCE Y LIMITACIONES DE LA APLICACIÓN DE LA NORMA ISO 27001. 
 
El laboratorio solo cuenta con una vida útil de un semestre, por lo cual la aplicación de la norma 
ISO 27001 debe quedar registrada en este documento. Por lo tanto, se definió el alcance y los 
límites del laboratorio simulando un ambiente productivo dentro de la organización: 
 
Alcances: 
 Diseñar un manual para la implementación de sistema operativo Red Hat Linux 7 y 
Oracle Solaris 11 aplicando el SGSI según la norma NTC ISO 27001 del 2006. 
 Proponer buenas prácticas para la aplicación del SGSI en sistemas operativos Red Hat 




 Todas las nuevas soluciones tecnológicas y de negocio debió estar documentadas y 
avaladas por las áreas de arquitectura, diseño e implementación. 
 Los servidores físicos y virtuales debieron contar con un código de calificación según el 
cliente que haya adquirido su servicio de IaaS. 
 Cada proyecto o cliente tuvo que contar con un sitio de almacenamiento compartido 
para cargar toda la información, desde la fase de compras hasta la fase de producción 
y controles de cambio sobre la misma. 
 La creación de usuarios dentro la plataforma de sistema operativo e IaaS tuvo que 
contar con una solicitud aprobada por coordinación.  
 
10.2. MANUAL DE BUENAS PRÁCTICAS DE IMPLEMENTACIÓN RED HAT 7. 
 
Definir e implementar un estándar de instalación de sistema operativo Red Hat Enterprise Linux 
7 siguiendo los puntos del SGSI de la norma ISO 27001. Además, crear un estándar que 
contribuya al proceso de capacitación del personal nuevo en el área de aplicaciones y entregar 
un procedimiento de instalación de sistema operativo Linux para implementaciones o 
reinstalaciones ejecutadas por el área de implementación Linux y Unix. 
 
Abreviatura: 
LV  Logical Volume 
VG  Volume Group 
PV  Physical Volume 
CD  Compact Disk 
USB  Universal Serial Bus 
NFS  Network File System 
FTP  File Transfer Protocol 
 
10.2.1. Alcance del manual. 
 
El presente documento está orientado al uso en sus tareas de administración, implementación 
y operación de los siguientes roles: 
 
 Implementador Linux y Unix N1, N2, N3. 
 Administrador Linux y Unix N1, N2, N3. 
 Ingenieros Field Support – Soporte de campo o manos remotas. 
 Ingenieros Recursos Tecnológicos – Administrados o Implementados 
 
 
10.2.2. Instalación de Red Hat Enterprise Linux. 
 
La instalación del sistema operativo Linux (RHEL) se debe realizar teniendo en cuenta como 
mínimo las siguientes particiones de sistemas de archivos como se encuentra en la tabla 11: 
 











/dev/sd* XFS 1 standard boot 
/ XFS 30 LV lv_root 
/var XFS 10 LV  lv_var 
/opt XFS 5 LV lv_opt 
/var/log  XFS 5 LV  lv_varlog 
/tmp XFS 5 LV lv_tmp 
/home XFS 5 LV lv_home 
swap XFS la mitad de la RAM LV lv_swap1 
Fuente. Autor. 
 
El tamaño de las particiones debe calcularse teniendo en cuenta los siguientes Ítems. 
 Tamaño en Disco (Mínimo 100 GB) 





 Si la RAM llegase a ser mayor a 32GB, se deben crear dos particiones, cuya suma sea 
la mitad del total de RAM.  
 
Al iniciar el por medio de la unidad extraíble o la ISO de instalación, saldrá la siguiente imagen 
en la que se debe escoger “Install Red Hat Enterprise Linux 7.X” donde la X representa la 
versión del sistema operativo que se quiere instalar como se indica en la figura 24. 
 
Figura 24. Grub de instalación de Red Hat Enterprise Linux 7.7 
 
Fuente. Red Hat [ISO]. Red Hat Enterprise Linux 7.7. Selección de instalación. [Consultado 18 de octubre de 
2019]. Disponible en Internet <URL: https://access.redhat.com/downloads/content/69/ver=/rhel---
7/7.7/x86_64/product-software> 
 
Una vez seleccionada la opción de instalación, se redirigirá a la ventana de selección de 
idioma, el cual siempre debe ser ingles de EE. UU (English United States) como se aprecia en 
















Figura 25. Selección de idioma Red Hat Enterprise Linux 7.7 
 
Fuente. Red Hat [ISO]. Red Hat Enterprise Linux 7.7. Selección de idioma. [Consultado 18 de octubre de 2019]. 
Disponible en Internet <URL: https://access.redhat.com/downloads/content/69/ver=/rhel---7/7.7/x86_64/product-
software> 
 
Después de que el idioma es seleccionado, se llega al menú de instalación y configuración. 
Este menú de la figura 26 muestra: 
 
 Día y tiempo: Configuración del protocolo de tiempo en la red, este se sincroniza o bien 
con los servidores de Red Hat (siempre y cuando tenga internet) o con los que la 
organización tenga configurado. 
 Teclado: Se configura el teclado deseado para el sistema operativo. Se recomienda que 
el idioma del teclado sea ingles norteamericano. 
 Lenguaje: Lenguaje nativo del sistema operativo. 
 Recursos de instalación: Además de poder configurar dispositivos o repositorios de 
instalación externos, cuenta con la posibilidad de seleccionar los paquetes para la 
configuración del servidor en alta disponibilidad. 
 KDUMP: Configuración de volcado de memoria para que el sistema operativo capture 
las fallas del servidor en caso de fallas graves que comprometan el nodo. 
 Red y Hostname: Configuración de red y el nombre del servidor. 
 Políticas de seguridad: 
Figura 26. Menú de instalación y configuración Red Hat Enterprise Linux 7.7 
 
Fuente. Red Hat [ISO]. Red Hat Enterprise Linux 7.7. Menú de configuración. [Consultado 18 de octubre de 2019]. 
Disponible en Internet <URL:https://access.redhat.com/downloads/content/69/ver=/rhel---7/7.7/x86_64/product-
software> 
 
El paso siguiente es configurar el protocolo de tiempo de red (NTP) el cual consiste en la 
sincronización con servidores especializados para brindar la hora exacta. Se recomienda que 
la configuración sea la zona horaria local. Cabe aclarar que puede cambiarse en cualquier 
momento según el proyecto, ya que existe la posibilidad que otros países adquieran una 
solución de IaaS por lo tanto se deba ajustar a la zona horaria requerida. En la figura 27 se 









Figura 27. Configuración NTP Red Hat Enterprise Linux 7.7 
 
Fuente. Red Hat [ISO]. Red Hat Enterprise Linux 7.7. Configuración de NTP. [Consultado 18 de octubre de 2019]. 
Disponible en Internet <URL:https://access.redhat.com/downloads/content/69/ver=/rhel---7/7.7/x86_64/product-
software> 
 
La siguiente opción para tener en cuenta es de recursos de instalación. Esta configuración 
permite elegir diferentes repositorios por red, ftp o local. Además, de ser requerido o necesario, 
se podrá elegir la opción de Red Hat High Avillity y Resilent Storage para crear File System en 
alta disponibilidad y otros servicios. La figura 28 muestra la configuración que debe tener por 
defecto, de esta forma se garantiza que, si el cliente o el implementador deben instalar algún 
















Figura 28. Selección de instalación de recursos Red Hat Enterprise Linux 7.7 
 
Fuente. Red Hat [ISO]. Red Hat Enterprise Linux 7.7. Instalación de recursos. [Consultado 18 de octubre de 2019]. 
Disponible en Internet <URL: https://access.redhat.com/downloads/content/69/ver=/rhel---7/7.7/x86_64/product-
software> 
 
La configuración del sistema operativo debe ser con el propósito de ser un servidor de 
infraestructura, debido a que esta configuración permite satisfacer todas las necesidades del 
área usuaria. En caso de que se requiera algún otro componente, este puede ser instalado 
post instalación. En esta opción, se seleccionan los paquetes básicos de sistema operativo 
que permiten la buena administración del nodo. A continuación, en la figura 29 representa la 













Figura 29. Selección de instalación de recursos Red Hat Enterprise Linux 7.7 
 
Fuente. Red Hat [ISO]. Red Hat Enterprise Linux 7.7. Menú de selección de paquetes. [Consultado 18 de octubre 
de 2019]. Disponible en Internet <URL: https://access.redhat.com/downloads/content/69/ver=/rhel---
7/7.7/x86_64/product-software> 
 
El paso siguiente es configurar las particiones para el VG00 (volume group de root). También, 
tener en cuenta que, si el disco es superior a 100GB como se observa en la figura 30, se debe 
crear una partición de 100GB, esto para garantizar el manejo de las particiones del sistema 
operativo y el espacio restante para la necesidad del cliente. La recomendación frente al 
espacio restante de las 100GB (29GB libres en el VG00) es que debe ser de uso exclusivo del 
sistema operativo para poder crecer los sistemas de archivo en caso de que estos se llenen. 
Adicional a eso, si el disco llegase a ser superior al recomendado para sistema operativo, se 
debe crear un VG nuevo que será dedicado para el cliente, de esta forma, se está separando 
la función de sistema operativo y servicios del servidor, pero compartiendo un mismo disco o 
arreglo de discos. En lo posible, el disco de sistema operativo y el de servicios deben ser 
separados en su totalidad, ya que, en una falla del sistema operativo, se garantiza que el 




Figura 30. Selección de disco para instalación de sistema operativo. 
 
Fuente. Red Hat [ISO]. Red Hat Enterprise Linux 7.7. Destino de instalación. [Consultado 18 de octubre de 2019]. 
Disponible en Internet <URL: https://access.redhat.com/downloads/content/69/ver=/rhel---7/7.7/x86_64/product-
software> 
 
Cada sistema de archivos, por excepción de /boot debe estar cifradas, de esta forma se está 
brinda mayor seguridad a la información que aloja y no podrá ser manipulada fácilmente. La 
herramienta LUKS (Linux Undefined Key Setup) véase en la figura 31, permite brindar mayor 
seguridad a los sistemas de archivo sin impactar el rendimiento, además de impedir el 











Figura 31. Creación de sistemas de archivo con cifrado. 
 
Fuente. Red Hat [ISO]. Red Hat Enterprise Linux 7.7. Creación de manual de particiones. [Consultado 18 de 




La recomendación sobre el cifrado de sistemas de archivo recae en la buena práctica 
recomendada por la norma ISO 27001 donde la seguridad de la información debe ser prioridad 
para la compañía sin que esta sea compleja en su administración, por ello, la clave según la 
figura 32 debe ser compartida entre las áreas de administración e implementación. La clave 
de cifrado no debe ser compartida entre otras áreas o personal no autorizado, ya que se está 
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Figura 32. Clave del servicio de cifrado LUKS. 
 
Fuente. Red Hat [ISO]. Red Hat Enterprise Linux 7.7. Contraseña de LUKS. [Consultado 18 de octubre de 2019]. 
Disponible en Internet <URL:https://access.redhat.com/downloads/content/69/ver=/rhel---7/7.7/x86_64/product-
software> 
 
Al salvar los cambios, debe proseguir con la instalación del sistema operativo, donde se 
observa la ventana de la figura 33. En este menú se debe elegir la contraseña del usuario root 
y la creación de un usuario con privilegios de administrador. La recomendación es no crear 
dicho usuario, ya que el administrador del nodo solo puede ser root y los usuarios 
administradores e implementadores son los únicos que podrán tener la propiedad de 
convertirse en usuario root o suplantar sus funciones según el nivel de administración que se 





















Figura 33. Configuración de usuarios y contraseña root. 
 
Fuente. Red Hat [ISO]. Red Hat Enterprise Linux 7.7. Selección de contraseña de usuario root. [Consultado 18 
de octubre de 2019]. Disponible en Internet <URL: https://access.redhat.com/downloads/content/69/ver=/rhel---
7/7.7/x86_64/product-software> 
 
10.2.3. Aplicación de hardening Red Hat Linux 7. 
 
El hardening del sistema operativo sirvió para mitigar una gran cantidad de vulnerabilidades 
del servidor, además de aumentar la seguridad del sistema y los servicios que aloja. La 
solución de esta aplicación debe venir del implementador o administrador Senior, debido a que 
estos perfiles son los que mejor conocen el sistema operativo y por ende debió ser quienes 
tomen la decisión de aplicar o no la corrección sin afectar la operación. La aplicación de esto 
no suele ser fácil, ya que se requiere un conocimiento sobre el sistema y la plataforma que 
conforma toda la solución de un proyecto, por lo que se recomienda un acompañamiento de 
las áreas para aplicarlo y en lo posible un control de cambio donde el área usuaria este 
notificada sobre los cambios que tendrá su servicio. Es decir, al ser una actividad planeada y 
controlada, se cuenta con un rollback en caso de falla o mal aplicación del hardening (véase 
en el numeral 9.5). 
 
La recomendación para iniciar con el hardening, es configurar la auditoria del servidor, la cual 
se encuentra en el archivo de configuración /etc/audit/rules.d/audit.rules. La configuración que 
se realice en este archivo se replicó automáticamente a /etc/audit/audit.rules debido a que el 
archivo anterior es el demonio que controla todos los parámetros de las reglas de auditorías, 
en cambio archivo /etc/audit/audit.rules es quien se encarga de la administración y el 
funcionamiento de las reglas de auditoria. No se recomienda colmar de reglas el servicio de 
auditorías, ya que este servicio escribe constantemente y puede llenar el sistema de archivos 
/var/log/ impidiendo que otros logs de sistema operativo o de servicio escriban 
adecuadamente. Como siguiente ejemplo, la configuración de la auditoria requiere que todas 
las ejecuciones fallidas de comandos, como los cambios de contraseña e ingreso al servidor 
queden totalmente registrados y sean auditables por el área correspondiente. Además, de 
garantizar que solo el administrador del sistema operativo pueda realizar cambios en las 
auditorias del servidor bajo un requerimiento puntual del área usuaria o del auditor. Para esta 
configuración puntual se debe agregar las siguientes líneas al archivo 
/etc/audit/rules.d/audit.rules: 
 
 Remover reglas previamente existentes antes de su configuración 
o –D 
 Tamaño del bufer  Se puede aumentar el valor si el nodo entra en Panic Kernel 
o -b 8192 
 Modo de Fallo  Valores posibles: 0 (silencioso), 1 (printk, imprimir un mensaje de 
falla), 2 (pánico, detener el sistema) 
o -f 1 
 Ignorar errores  Posible error generados por usuarios. 
o –i 
 Conjunto de auditoría del sistema para que la regla de auditoría no pueda ser modificado 
con AUDITCTL.  Estableciendo el indicador "-e 2" auditoría fuerzas para poner en 
modo inmutable. cambios de auditoría sólo se pueden hacer en el reinicio del sistema.  
o –e 2 
 Auditoria passwd y arquitectura de 64 Bit 
o -w /etc/group -p wa -k identity 
o -w /etc/passwd -p wa -k identity 
o -w /etc/gshadow -p wa -k identity 
o -w /etc/shadow -p wa -k identity 
o -w /etc/security/opasswd -p wa -k identity 
o -a always,exit -F arch=b64 -S sethostname -S setdomainname -k system-locale 
o -a always,exit -F arch=b32 -S sethostname -S setdomainname -k system-locale 
o -w /etc/issue -p wa -k system-locale 
o -w /etc/issue.net -p wa -k system-locale 
o -w /etc/hosts -p wa -k system-locale 
o -w /etc/sysconfig/network -p wa -k system-locale 
o -w /var/run/utmp -p wa -k session  
o -w /var/log/wtmp -p wa -k session  
o -w /var/log/btmp -p wa -k session 
 
 Al finalizar, se debe guardar el archivo y ejecutar los comandos: 
 service auditd restart 
 systemctl enable auditd 
 
De esta forma se garantiza que el servicio de auditoría quede funcionando inmediatamente y, 
que al reiniciar el nodo este servicio quede activo. Ahora, se debe proceder con deshabilitar el 
servicio de actualizaciones automáticas y el servicio de reinicio del servidor con la combinación 
de teclas “ctrl+alt+supr”. El primer servicio deshabilitado tiene como propósito que toca 
actualización del sistema operativo, tanto del firmware, kernel y software sean manuales y así 
evitando impacto en el negocio por no contar con una matriz de compatibilidad de versiones 
entre el sistema operativo y el servicio productivo del área usuaria. Por otro lado, la 
combinación de teclas para reiniciar el servidor evitó que se presente el error humano y 
mantener así el servicio. Los comandos para proceder son 1.) “systemctl mask rhnsd” y 2.) 
“systemctl mask ctrl-alt-del.target”. 
 
Lo siguiente será garantizar que el servicio de SSH haya sido configurado (véase en el numeral 
9.5, figura 17) para impedir el acceso al usuario root de forma remota. Sin embargo, no es 
suficiente ya que puede ocurrir que el usuario root como administrador pueda acceder a una 
terminal de entrada y salida de texto o TTY. Para esto, los permisos sobre el archivo 
“/etc/securetty” deben ser de solo lectura, descritos de otra forma, el archivo debe contar con 
permisos 40040. 
 
Para la administración de usuarios locales de sistema operativo, es recomendable que 
después de 30 días de ausencia sea bloqueado hasta que el usuario aparezca o bien, sea 
eliminado por el administrador. Se puede tomar los 30 días como un estado de purga del 
usuario ya que este no ha registrado ningún tipo de conexión hacia el nodo. Esto ayuda a 
mantener el servidor libre de posibles suplantaciones de usuario. Con el comando “useradd -
D -f 30” se está forzando a esta necesidad. Deshabilitar servicios dentro del servidor también 
es una forma de resguardar la seguridad de la información, ya que a pesar de que existen 
como servicios básicos del sistema operativo, estos cuentan con varias vulnerabilidades. La 
recomendación, es desactivar servicios que no son usados por la solución del área usuaria, 
además, de deshabilitar otros que no hacen parte de la administración. Tomar como ejemplo 
los servicios que pueden ser un riesgo para la seguridad del servidor: 
 
 Anacron  Tareas asincrónicas programadas. 
 Netfs  Permite montar sistemas de archivos compartidos después del arranque del 
sistema operativo. 
 Bluetooth  Servicio de bluetooth. 
 avahi-daemon  Servicio que permite la conexión automática sobre recursos de redes 
locales. 
 nfs  Servicio de sistema de archivo en la red. 
 iscsi-shutdown  Permite que un dispositivo tenga la propiedad de apagar el nodo en 
caso de fallas. 
 iscsid rpcgssd  Permite la conexión y montura de dispositivos externos por la red. 
 rpcidmapd  Permite la conexión y montura de dispositivos externos y mapeados en la 
red. 
 cups  Servicio de impresora. 
 nfslock  Propiedad de bloqueo de NFS. 
 postfix.service  Servicio de correo electrónico. 
 rpcbind.socket  Socket del servicio de montura externa. 
 rpcbind.target  Apuntador del servicio de montura externa. 
 cups-config-daemon  Servicio de configuración de impresora. 
 portmap  Servicio de mapeo y registro de puertos. 
 ip6tables  Cortafuegos de protocolo de IPv6 
 rawdevices  Controlador de dispositivos de acceso directo. 
 iptables  Cortafuegos protocolo IPv4 
 kudzu  Servicio que detecta y configura hardware nuevo en el servidor. 
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 iscsi Servicio de protocolo SCSI para conexión mediante TCP/IP. 
 iscsid  Demonio de protocolo SCSI para conexión mediante TCP/IP. 
 firewalld Cortafuegos de sistema operativo Red Hat 7. 
 autofs  automontaje de sistemas de archivos. En su defecto se usa el archivo de 
configuración /etc/fstab.  
 rhsmcertd  Administrador de suscripciones de Red Hat. 
 atd  Demonio de tareas programadas diarias. 
 mdmonitor  Componente de monitoreo para RAID del servidor. 
 portreserve  Manejar los puertos conocidos y mapeados dentro del servidor. 




La mayoría de los servicios deben estar desactivados para evitar que otros servidores puedan 
interactuar con él. Cabe aclarar, que, si la solución del servicio recae en la comunicación que 
estos servicios proveen, debe omitirlos en la desactivación. Una forma de hacer rápidamente 
este procedimiento es con la sentencia: 
 
“for i in anacron bluetooth avahi-daemon nfs iscsi-shutdown rpcgssd cups nfslock 
postfix.service rpcbind.socket rpcbind.target cups-config-daemon portmap ip6tables 
rawdevices iptables rhnsd kudzu netfs iscsi iscsid firewalld autofs rhsmcertd atd iscsd 
mdmonitor portreserve rpcbind rpcidmapd;do;systemctl stop $i;systemctl disable $i; systemctl 
mask $i;done” 
 
El cortafuego del servidor (en este caso) se desactiva, ya que otro servicio lo asume, ya sea 
por un firewall de gestión o de producción (véase en el numeral 6, figura 8). 
El gestor de dispositivos de Linux puede ser administrado por sus diferentes archivos. Una de 
las recomendaciones es crear el archivo /etc/udev/rules.d/80-readonly-removables.rules que 
permite que todo dispositivo externo solo pueda tener permisos de solo lectura. Dentro de este 
archivo, se debe agregar la línea “SUBSYSTEM=="block",ATTRS 
{removable}=="1",RUN{program}="/sbin/blockdev --setro %N"  “ . Despues de guardar la 
configuración en el archivo recién creado, deberá ejecutar “udevadm trigger” y “udevadm 
control –reload”41. 
 
El algoritmo de cifrado por hashing de contraseña viene por defecto con SHA-256. Si bien, este 
algoritmo no es malo se puede subir la seguridad con el SHA-512. El numero de 256 o 512 
representa la longitud fija en bits. La recomendación es subir el cifrado del hash a 512 con el 
comando “authconfig --passalgo=sha512 --update”42.  
 
Por último, el servicio “aide” funciona para vigilar y alertar sobre cambios o violaciones sobre 
la integridad de los archivos del sistema operativo. Para iniciar el servicio se debe ejecutar el 
comando “aide --init”, este proceso puede tardar varios minutos, por lo que se recomienda que 
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256. Entropy, 2018, vol. 20, no 9, p. 716. 
una vez se agreguen todos los sistemas de archivo que el servidor tendrá se ejecute este 
comando. Cuando termine, se debe cambiar el nombre del archivo resultante que a su vez es 
una base de datos llamada “aide.db.gz”. Para obtener este resultado, debe ejecutar “mv 
/var/lib/aide/aide.db.new.gz /var/lib/aide/aide.db.gz”. Ahora, la base de datos por sí sola no 
hace nada, ya que se debe validar la integridad de los archivos por medio del comando “aide 
--check”, por lo cual es necesario crear una tarea programada que se ejecute en horas donde 
el tráfico red y los recursos de la maquina (CPU y memoria RAM) sean menores al día en que 
se consume los servicios operativos del cliente. Para ello, se recomienda que la tarea 
programada se ejecute todos los días a las cuatro de la mañana o antes de esta hora y en 
caso de un control de cambios, esta tarea programada debe posponerse hasta el otro día para 
no caer en incongruencias. Con el comando “crontab -e” el cual abre el archivo de tareas 
programadas que tenga el usuario, se recomienda que esto sea creado por root. Una vez 
dentro del crontab, se agregan las siguientes líneas: 
 
 ###VERIFICACIÓN DE INTEGRIDAD DE ARCHIVOS 
 0 4 * * * /usr/sbin/aide --check 
 
Por cada tarea programada, se debe poner un título sobre la tarea que se ejecuta. Por último, 
el servicio de SELinux se deja en estado permisivo o deshabilitado. Esto como recomendación, 
debido a que varios servicios, sobre todo de bases de datos, cuentan con problemas de 
instalación y administración. Más allá del servicio de seguridad basado en etiquetado, este 
servicio si no se administra bien desde un inicio puede ser un verdadero dolor de cabeza para 
la operación. Se deja a consideración de quien desee usarlo43. 
 
La toma de evidencia física puede tomarse siguiendo el ejemplo del anexo L y ejecutando el 
script del anexo M. 
 
10.2.4. Instalación de servidor virtual Oracle Solaris 11. 
 
La instalación de un servidor virtual Oracle Solaris 11 (LDOM) se inicia desde el prompt del 
servidor SPARC. Se debe tener en cuenta el nombre que la maquina tendrá, además de los 
recursos de CPU y memoria. Cabe aclarar, que los recursos obtenidos son del mismo servidor 
físico que los provee, por lo cual se recomienda realizar un análisis de viabilidad de recursos 
para no exponer los demás componentes de servidor, ya que es muy posible que estando 
productivo una maquina SPARC, esta pueda alojar más de una máquina virtual. Ahora, Se 
debe identificar el disco que es el dispositivo donde se alojará el sistema operativo. Se 
recomienda particionar el disco y seleccionar el segmento 2 (s2) para cualquier instalación de 
servidores virtuales o sistema de archivos ZFS44. 
 
Una vez que se tengan los requisitos anteriores, se debe ejecutar los comandos desde el 
prompt del SAPR: 
 
 ldm add-domain FDB0415 Creación del servidor FDB0415. 
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 ldm add-vcpu 6 FDB0415 Asignación de 6 Virtual CPU’s al servidor FDB0415. 
 ldm add-memory 4G FDB0415  Asignación de 4 GB de RAM al servidor FDB0415. 
 ldm add-vdsdev /dev/dsk/c0t6000D31001568A0000000000000002B3d0s2 
FDB0415_vol@primary-vds0  Asignación del disco al servidor FDB0415. 
 ldm add-vdisk id=200 FDB0415_vol FDB0415_vol@primary-vds0 FDB0415  
Creación de disco virtual con identificador para el administrador con valor de 200. Disco 
principal catalogado como vds0. 
 ldm add-vdisk iso Sol11.3@primary-vds0 FDB0415  Asignación de dispositivo DVD 
con la ISO del sistema operativo Oracle Solaris 11. 
 ldm set-variable auto-boot\?=false FDB0415  El servidor virtual no arrancara 
automáticamente cuando detecte algún dispositivo ISO. 
 
En este momento, el servidor cuenta casi todos sus dispositivos cargados y listos para iniciar 
la instalación del servidor. El paso siguiente es validar si efectivamente el nodo fue creado 
satisfactoriamente. Usando el comando “ldm list” seguido del nombre del servidor podrá 
observar las características del nodo como se aprecia en la imagen 34: 
 




Ahora se debe vincular el servidor al dominio lógico del SPARC con el comando “ldm bind” 
seguido del nombre del LDOM recién creado.  Para observar el cambio, debe listarse 
nuevamente el LDOM y se observar que ahora el estado no es inactivo, sino ligado como se 
presenta en la figura 35. De esta forma se ingresar a la consola de la maquina por medio del 
puerto 5008 y el servicio de telnet sin antes haber ejecutar “ldm start FDB0415”. 
 




Antes de iniciar la instalación del sistema operativo, se debe identificar el dispositivo ISO que 
está asignado al servidor. Con el comando “ldm list-bindings FDB0415 |grep -i disk” se puede 
observar que este servidor virtual solo cuenta con dos dispositivos. El primero, el disco que 
será parte del sistema operativo, el segundo es el dispositivo de DVS conectado con la ISO de 
Oracle Solaris 11 como esta en la figura 36.   
 




Ahora, para ingresar al nodo tan solo hace falta usar el comando “telnet 0 5008” el cual permite 
conectarse directamente al servidor que aún no cuenta con direccionamiento especifico, el 
cual es el LDOM recién creado. Una vez en la consola del LDOM se ejecuta el comando “show-
disks”, se observa un menú que permite seleccionar varias opciones. Si se realizó el paso de 
la figura 37, queda evidente que el disco para iniciar la instalación debe ser el de la opción “b” 
el cual tiene el disco con identificador 0 al final. Al seleccionar la opción “b” como se observa 
en la figura 38, se inicia el proceso de instalación del servidor.  
 




10.2.5. Aplicación hardening Oracle Solaris 11. 
 
La aplicación del hardening en gran medida cambia respecto a Red Hat Linux. Solaris es un 
sistema operativo basado en Unix, por lo cual las configuraciones de parámetros básicos son 
en gran parte distintos a cualquier Linux. Para iniciar, se recomienda que los parámetros de 
autentificación al servidor virtual por puertos seriales sea deshabilitado por medio de los 
comandos “svcs -Ho state svc:/system/console-login:terma” y “svcs -Ho state 
svc:/system/console-login:termb”. De esta forma se protege el acceso al servidor virtual desde 
el servidor físico por medio de puertos seriales en caso de que alguien desee ingresar. Ahora, 
se debe inhabilitar el acceso a usuarios “nobody”. Este tipo de usuarios es usual verlos en 
directorios compartidos o servicios que permitan compartir ficheros entre otros nodos, sin 
embargo, al no tener claro quién o que está teniendo acceso al servidor se convierte 
inmediatamente en una amenaza a la seguridad del sistema operativo, por lo cual se debe 
denegar el acceso. La configuración se realiza desde el archivo de configuración 
“/etc/default/keyserv” y se agrega la línea “ENABLE_NOBODY_KEYS=NO” 45. 
 
Se recomienda habilitar el entorno grafico por medio del servicio SSH (véase en el numera 9.5  
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). Varios parámetros de este servicio están homologados para Unix y Linux, por lo cual no es 
de extrañarse que compartan similitudes en su configuración. Dentro del archivo 
/etc/ssh/sshd_config se debe modificar o agregar la línea “X11Forwarding no “por 
“X11Forwarding yes”. Cabe resaltar, que para que el servicio de X11 funcione, se debe instalar 
las librerías y paquetes de X11 en el servidor, ya que, sin estas librerías, simplemente no 
funciona, aunque por defecto en su instalación, el sistema operativo Oracle Solaris 11 cuenta 
con dicha paquetería. Ahora bien, no debe aplicarse para todos los proyectos, esta 
configuración debe ser requerida en la etapa de transición ya que es aquí donde se instalan 
los componentes que serán parte de la solución del área usuaria. Para la administración, se 
recomienda deshabilitar dicho servicio si no es requerido por el cliente. Además, se recomienda 
agregar un mensaje de bienvenida explicando las consecuencias legales que puede tener al 
acceder al nodo sin tener la debida autorización (véase en el numera 9.5, figura 14). El cambio 
no genera afectación de servicio debido a que solo se carga el servicio de ssh usando el 
comando “svcadm restart svc:/network/ssh:default”. 
 
La configuración del servicio FTP debe estar restringida, ya que el puerto 21 es usado para el 
funcionamiento de este servicio, dicho puerto presenta varias fallas de seguridad, por lo cual 
es fácil acceder al servidor mediante FTP. Se debe tener claro que usuarios pueden usar este 
servicio de transferencia de archivos. Sin embargo, se puede empezar por bloquear o eliminar 
el usuario “nobody” y “noaccess” del archivo “/etc/ftpd/ftpusers”. La recomendación sobre 
intentos fallidos de acceso al servidor debe ser 4 segundos, esto permite garantizar tanto el 
bloqueo del usuario por intentos fallidos como la posibilidad de que la persona que está 
tratando de ingresar al servidor recuerde la contraseña. De esta forma, se está garantizando 
la seguridad al servidor y evitando la suplantación de usuarios. Para agregar este parámetro 
tan solo basta modificar la línea o el valor “SLEEPTIME=4” en el archivo “/etc/default/login”. En 
este mismo archivo, se debe poner el valor “RETRIES=3” para garantizar que, con tres intentos 
fallidos, el usuario quede bloqueado. Los parámetros de caducidad de contraseña ayudara a 
proporcionar mayor seguridad sobre los usuarios. Al forzar el cambio, los usuarios propietarios 
no tendrán más opción que actualizar su inventario de contraseñas para manejar al día, 
ayudando que estos puedan ser suplantados o cifrados en el peor de los casos (véase en el 
numera 9.5, figura 16). 
 
En Solaris 11, la recomendación del uso de tareas programadas bajo el servicio de cron o at 
debe ser exclusivo de root. Por lo cual en el archivo “/etc/cron.d/cron.allow” se debe garantizar 
que solo exista el usuario root y no ningún otro. Para aumentar la seguridad de la contraseña 
establecida se deberá modificar el archivo /etc/default/passwd y agregar los siguientes valores 
recomendados: 
 
 PASSLENGTH=8  Longitud de la cadena de caracteres mínimo de 8. 
 HISTORY=10  Historial de la misma contraseña con valor a 10. 
 MINDIFF=3  Define la cantidad mínima requerida en caracteres para cambiar la 
próxima contraseña en caso que uso alguna frase o contraseña similar a la anterior. 
 NAMECHECK=YES  Impide que la contraseña sea igual al nombre del usuario. 
 MINALPHA=2  Número mínimo de caracteres alfabéticos que debe tener la 
contraseña. 
 MINUPPER=1  Número mínimo de caracteres alfabéticos con mayúscula que debe 
tener la contraseña. 
 MINLOWER=1  Número mínimo de caracteres alfabéticos con minúscula que debe 
tener la contraseña. 
 MINNONALPHA=1  Número mínimo de caracteres especiales que debe tener la 
contraseña. 
 MAXREPEATS=0  Número máximo de veces consecutivas que puede repetir una 
contraseña expirada. 
 WHITESPACE=YES  Permite que la contraseña cuente con espacios en blanco como 
espacios o tabuladores. 
 
El servidor RPC debe estar desactivado en el sistema operativo. Como en Red Hat Linux 7, en 
Solaris 11 se procede a deshabilitar los componentes del servicio RPC como el cifrado de 
clave, para impedir que el RPC ejecute el comando “svcs -Ho state svc:/network/rpc/keyserv”. 
Al igual que el mapeo de puertos local por RPC, se debe ejecutar el comando “svcs -Ho state 
svc:/network/rpc/bind”. El puerto 21 es un puerto de servicios inseguro, además de que el FTP 
funcione ahí el servicio de telnet que permite conexiones remotas por este puerto no es la 
excepción, por lo cual se debe desactivar cuanto antes este servicio con el comando svcs -Ho 
state svc:/network/telnet. Cuando el hardening finalice, se recomienda realizar la validación 






































La aplicación de la norma ISO 27001 junto a la NTC ISO 27001 del 2006 fueron de total 
satisfacción para los alcances que se tenían previstos para lograr la meta. Los sistemas 
operativos, como base de instalación de servicios IaaS tiene un impacto sobre el negocio que 
no se había calculado, ya que este factor se deja a un lado por la necesidad de desplegar 
rápidamente la solución del área usuaria. Sobre los sistemas operativos, no se contemplaba 
un nivel de acceso o administración sobre los usuarios que habitualmente se conectan a estos. 
Tampoco existía una forma adecuada de realizar una auditoría a los sistemas operativos, lo 
cual es un punto de transparencia empresarial esencial. Los servidores que cumplieron la 
función de laboratorio arrojaron resultados sobre las implementaciones que no eran 
suficientemente satisfactorias a nivel de seguridad y rendimiento, esto se puede observar en 
que los aspectos de seguridad que el sistema operativo también ofrece son delegados a otros 
componentes externos que satisfacen esta necesidad, sin embargo y por temas de negocio 
simplemente son desactivados. La norma ISO 27001 es clara en su aplicación, si bien, la 
norma otorga las recomendaciones que debe tener una organización como mínimo para la 
implementación de un sistema de gestión de seguridad informática, deja abierta la 
implementación de tal forma que la organización, según su normativa, pueda aplicarlo sin 
afectar las futuras puestas en producción. La seguridad de los sistemas operativos no tenía 
mayor control y esto es claramente evidente a lo largo del trabajo de grado, ya que se plantean 
varias soluciones de diseño e implementación para mejorar el aspecto de seguridad de la 

























Anexo  A. Acta de inicio de proyecto. 





ANALISIS DE VIABILIDAD BAJO EL CONTEXTO DE IAAS 
SOBRE SISTEMAS OPERATIVOS SOLARIS Y LINUX A 
CLIENTES DE CLARO.  




Actores involucrados Líder Técnico: Fabián Gutiérrez 
Célula de implementación 
  
Necesidad 
Realizar el aprovisionamiento de un (1) servidor LDOM 
Solaris 11.3 en Sparc dos (2) servidores Red Hat 7.7 con el 
rol de QA (Calidad) para realizar pruebas de viabilidad de 




Implementación de dos (2) servidores virtuales en el clúster 
CLT101_IMPLEMENTACIONES de Implementación con 
sistema operativo Red Hat Enterprise Linux 7.7 y una (1) 
máquina virtual LDOM en el servidor Oracle Solaris T4-1. 
 
El almacenamiento actualmente presentado se utilizará para: 
SO: 100GB c/u 
Memoria: 4 GB c/4 
SWAP 10 GB c/u 
 
El nuevo servidor tendrá 2 interfaces de red de acuerdo con 
la siguiente distribución: 
Gestión y Producción: del VCenter de pruebas de 
Implementación. 
 
No tendrá backup, por lo tanto, tampoco políticas de 
respaldo. 
 
No abra conectividad entre los nodos. 
Fecha de inicio   Fecha fin   
 
Acuerdos 
La comunicación, seguimiento y avances de la 
implementación se hará directamente entre el líder técnico y 
el solicitante. 
Observaciones 
Se aclara que cualquier modificación al alcance indicado 
puede generar demoras asociadas a la disponibilidad de 
recursos y a los reprocesos que esto conlleva.  
Fuente. Claro Colombia. Acta de inicio de proyectos internos y eternos. 
 
 
Anexo  B. Fortalezas y debilidades de la organización y manejo de la seguridad informática 
interna. 
ORGANIZACIÓN DE LA SEGURIDAD DE LA INFORMACIÓN 
Organización interna 
Objetivo: gestionar la seguridad de la información dentro de la organización. 
Objetivo 
para 
validar Descripción Fortaleza Debilidad 
Compromis







La dirección debe apoyar 
activamente la seguridad dentro de 
la organización con un rumbo claro, 
un compromiso demostrado, una 
asignación explícita y el 
conocimiento de las 
responsabilidades de la seguridad 
de la información. 
La organización tiene la 
potestad de divulgar o 
resguardar la información 
según su criterio de 
seguridad informática. 
También debe tener la 
facultad de exponer los 
cambios sobre el manejo 
de la información y los 
responsables de esta. 
La compañía 
no posee un 
grupo o ente 
administrativo 
que se haga 
responsable 






fuga de la 
información. 
Esta función 
no puede caer 
en el consejo 
de ética de la 
organización. 
Coordinació





Las actividades de la seguridad de 
la información deben ser 
coordinadas por los representantes 
de todas las partes de la 
organización con roles y funciones 
laborales pertinentes. 
Delegación de funciones 
de seguridad de la 
información sobre los 
responsables de las 
plataformas 
administradas, en fase de 
implementación o 
preventa disminuye en 
gran medida el personal 
involucrado de seguridad 
informática empresarial. 





frente a los 
delegados de 
la función del 











Se deben definir claramente todas 
las 
responsabilidades en cuanto a 
seguridad de la información. 
Las responsabilidades del 
manejo de la información 
pueden llevarse como 
punto contractual del 
personal de la empresa. 














Se debe definir e implementar un 
proceso de autorización de la 
dirección para nuevos servicios de 
procesamiento de información 
La definición sobre el 
nuevo producto para el 
procesamiento de 
información sirve para 
mitigar incidentes 
conocidos o problemas 
con el control de 
información que 
herramientas anticuadas 










ya que se 









Se deben mantener contactos 
apropiados con las autoridades 
pertinentes. 
La auditoría debe ser 
definida según sea 
pertinente para llevar una 
evidencia sobre las 
políticas de seguridad 
informática y sus buenas 
prácticas de 
implementación, 
garantizando que la 
información es bien 
manejada frente a las 







clientes de la 
compañía y 
caer en las 









Se deben mantener los contactos 
apropiados con grupos de interés 
especiales, otros foros 
especializados en seguridad de la 
información, y asociaciones de 
profesionales. 
Puede servir para que la 
empresa se certifique con 
























El enfoque de la organización para 
la gestión de la seguridad de la 
información y su implementación (es 
decir, objetivos de control, controles, 
políticas, procesos y procedimientos 
para seguridad de la información) se 
deben revisar independientemente 
a intervalos planificados, o cuando 
ocurran cambios significativos en la 
implementación de la seguridad 
Una revisión al azar 
permite detectar si la 
estructura posee fallos de 
seguridad informática y ser 
corregidos lo más pronto 
posible. La planificación de 
una revisión forma parte 
clave del control de 
información sobre los 



















implicar en un 
incidente en el 
cual la 
información 
de un cliente 
quede 
expuesta. 
Fuente. NTC-ISO, Norma Técnica; COLOMBIANA, Iec. 27001 Consultado en: http://www. bogotaturismo. gov. 
co/sites/intranet. bogotaturismo. gov. co/files/fil e/Norma. 20NTC-ISO-IEC% 2027001. Pdf, p15. 
 
 
Anexo  C. Fortalezas y debilidades de la organización y manejo de la seguridad informática 
externa. 
ORGANIZACIÓN DE LA SEGURIDAD DE LA INFORMACIÓN 
Organización externa 
Objetivo: mantener la seguridad de la información y de los servicios de procesamiento de 
información de la organización a los cuales tienen acceso partes externas o que son 
procesados, comunicados o dirigidos por éstas. 
Objetivo a 






Se deben identificar 
los riesgos para la 
información y los 
servicios de 
procesamiento de 
información de la 
organización de los 
procesos del negocio 




antes de autorizar el 
acceso. 
El control de usuarios y 
el nivel de acceso a la 
información debe ser 
prioridad para la 
compañía, ya que no 
todos los involucrados 
conocen como debe ser 
tratada la información, 
ocasionando fugas de 
información. 
Si no se lleva un 
nivel de acceso 
sobre los diferentes 
servicios de la 
información de la 
compañía, podría 




imagen de la 
empresa y los 
colaboradores. 
Consideraciones 
de la seguridad 
cuando se trata 
con los clientes 
Todos los requisitos 
de seguridad 
identificados se deben 
considerar antes de 
dar acceso a los 
clientes a los activos o 
la información de la 
organización 
La información esta 
resguardada de malas 
intenciones o errores 
humanos. 
Si el hermetismo se 










de la seguridad en 
los acuerdos con 
terceras partes 
Los acuerdos con 




gestión de la 
información o de los 
servicios de 
procesamiento de 
información de la 
organización, o la 
adición de productos o 
servicios a los 
servicios de 
procesamiento de la 
información deben 
considerar todos los 
requisitos pertinentes 
de seguridad 
La empresa que desee 
licitar con la 
organización prestadora 
de servicios de 
infraestructura 
tecnológica y de la 
información, deberá 
aceptar bajo su contrato 
un acuerdo de total 
confidencialidad, cuya 
divulgación de 
información solo será 
autorizada por la 
compañía prestadora de 
la administración del 
servicio de outsourcing 
(subcontratación) 
El control sobre 
este acuerdo no 
tiene un nivel de 
control, lo que 
puede conllevar a 





los servicios de 
procesamiento de 
información 
Se debe definir e 
implementar un 
proceso de 
autorización de la 
dirección para nuevos 
servicios de 
La definición sobre el 
nuevo producto para el 
procesamiento de 
información sirve para 
mitigar incidentes 
conocidos o problemas 
con el control de 
Tarda bastante 
tiempo la definición 
de un nuevo 
servicio de 
procesamiento de 
información, ya que 










para su función. 
Fuente. NTC-ISO, Norma Técnica; COLOMBIANA, Iec. 27001 Consultado en: http://www. bogotaturismo. gov. 
co/sites/intranet. bogotaturismo. gov. co/files/fil e/Norma. 20NTC-ISO-IEC% 2027001. Pdf, p16. 
 
Anexo  D. Fortalezas y debilidades de la gestión de activos de la organización. 
GESTIÓN DE ACTIVOS 
Responsabilidad por los activos 
Objetivo: lograr y mantener la protección adecuada de los activos organizacionales. 
Objetivo a 
validar Descripción Fortaleza Debilidad 
Inventario 
de activos 
Todos los activos deben 
estar claramente 
identificados y se deben 
elaborar y mantener un 
inventario de todos los 
activos importantes. 
Mayor control sobre 
las plataformas 
administradas tanto 
para clientes internos 
como clientes 
externos de la 
compañía. 
Muchas de las áreas aún 





Toda la información y los 
activos asociados con los 
servicios de 
procesamiento de 
información deben ser 
propiedad de una parte 
designada de la 
organización 
La compañía tendrá 
mayor resguardo al 
delegar el manejo de 
la información las 
áreas involucradas 
sobre este activo. 
Mal manejo de la 
información, ya que se 
delegó un solo propietario 
de este activo y este actor 







Se deben identificar, 
documentar e 
implementar las reglas 
sobre el uso aceptable de 
la información y de los 
activos asociados con los 
servicios de 
procesamiento de la 
información 
La organización 




o mejorar las ya 
existentes. 
La documentación es un 
punto débil ya que no 
siempre se designa al 
personal adecuado para 
realizar informes sobre 
manipulación, resguardo 
y manejo de la 
información. 
Fuente. NTC-ISO, Norma Técnica; COLOMBIANA, Iec. 27001 Consultado en: http://www. bogotaturismo. gov. 
co/sites/intranet. bogotaturismo. gov. co/files/fil e/Norma. 20NTC-ISO-IEC% 2027001. Pdf, p17.  
 
Anexo  E. Fortalezas y debilidades de la calificación de la información. 
GESTIÓN DE ACTIVOS 
Clasificación de la información 
Objetivo: asegurar que la información recibe el nivel de protección adecuado. 
Objetivo a 
validar Descripción Fortaleza Debilidad 
Directrices de 
clasificación 
La información se debe 
clasificar en términos de 
su valor, de los 
requisitos legales, de la 
sensibilidad y la 
importancia para la 
organización. 
La información 
calificada puede ser 
consultada por 
ciertos actores o 
áreas. Genera 
mayor control y 
disminuye la fuga de 
información. 




además de abrir la 
brecha para que 
personal no autorizado 
consulte información con 
un valor industrial alto. 
Etiquetado y 
manejo de la 
información 
Toda la información y los 
activos asociados con 
los servicios de 
procesamiento de 
información deben ser 
propiedad de una parte 
designada de la 
organización 
La compañía tendrá 
mayor resguardo al 
delegar el manejo de 
la información las 
áreas involucradas 
sobre este activo. 
Mal manejo de la 
información, ya que se 
delegó un solo 
propietario de este activo 
y este actor podría 
manipular la información 
para beneficio propio. 
Fuente. NTC-ISO, Norma Técnica; COLOMBIANA, Iec. 27001 Consultado en: http://www. bogotaturismo. gov. 
co/sites/intranet. bogotaturismo. gov. co/files/fil e/Norma. 20NTC-ISO-IEC% 2027001. Pdf, p17, p18. 
 
Anexo  F. Fortalezas y debilidades de los Procedimientos operacionales y responsabilidades. 
GESTIÓN DE COMUNICACIONES Y OPERACIONES 
Procedimientos operacionales y responsabilidades 
Objetivo: asegurar la operación correcta y segura de los servicios de procesamiento de 
información. 
Objetivo a 






de operación se 
deben documentar, 
mantener y estar 
disponibles para 
todos los usuarios 
que los necesiten. 
Además de ser un 
punto fuerte para 
demostrar la 
operatividad de la 
compañía y las áreas 
administrativas, 
funciona para abordar 
incidentes conocidos 
de forma oportuna. 
No se realiza 
habitualmente, 
llevando que la 
información quede 
desactualizada y en 
ocasiones inservible. 




Se deben controlar 
los cambios en los 




El comité de control de 
cambios es el 
encargado de llevar 
todo el procedimiento 
que tendrá a cabo 
cualquier plataforma 
de IaaS y que pueda 
impactar de alguna 
forma al área usuaria 
Los administradores 
que deben gestionar 
esta solicitud incurren 
constantemente en 
fallos sobre el 






Las funciones y las 
áreas de 
responsabilidad se 




autorizada o no 
intencional, o el uso 
inadecuado de los 
activos de la 
organización 
Existen los esquemas 
de cambio emergente, 
cambio inmediato o 
incidente mayor. El 
control de la actividad 
es llevada a cabo por 
las áreas afectadas, el 
área usuaria y el 
administrador de 
control de cambios. 
Desconocer el 
procedimiento de los 
esquemas de alta 
prioridad puede llevar a 
un incidente mayor con 
total afectación del 
servicio, impactando el 
negocio del área 
usuaria y sin ser este 







Las instalaciones de 
desarrollo, ensayo y 
operación deben 
estar separadas 
para reducir los 
riesgos de acceso o 
cambios no 
autorizados en el 
sistema operativo. 
Las áreas se 
encuentran totalmente 
aisladas para no 
comprometer la 
operación, el 
desarrollo y las 
pruebas de calidad de 
los servicios. 
Falta de comunicación 
de las áreas puede 
poner en riesgo 
cualquier operación, 
implementación, 
incluso las pruebas de 
calidad del servicio. 
Fuente. NTC-ISO, Norma Técnica; COLOMBIANA, Iec. 27001 Consultado en: http://www. bogotaturismo. gov. 
co/sites/intranet. bogotaturismo. gov. co/files/fil e/Norma. 20NTC-ISO-IEC% 2027001. Pdf, p20 
 
Anexo  G. Fortalezas y debilidades de la prestación de servicios por terceras partes. 
GESTIÓN DE COMUNICACIONES Y OPERACIONES 
Gestión de la prestación del servicio por terceras partes 
Objetivo: Implementar y mantener un grado adecuado de seguridad de la información y de 
la prestación del servicio, de conformidad con los acuerdos de prestación del servicio por 
terceras partes 
Objetivo a 
validar Descripción Fortaleza Debilidad 
Prestación 
del servicio 
Se deben garantizar que 
los controles de 
seguridad, las 
definiciones del servicio 
y los niveles de 
prestación del servicio 
incluidos en el acuerdo 
sean implementados, 
mantenidos y operados 
por las terceras partes. 
Se realizó la toma de 
evidencia para el área 
usuaria durante la fase 
de implementación 
para garantizar lo 
adquirido en el 
catálogo de servicio de 
la compañía. 
Ignorar la toma de 
evidencia puede generar 
especulaciones, 
inconformidades, incluso 
la cancelación del 
servicio por temor a que 









Los servicios, reportes y 
registros suministrados 
por terceras partes se 
deben controlar y 
revisar con regularidad y 
las auditorias se deben 
Todos los servicios son 
monitoreados según 
las políticas 
contratadas por el 
cliente y las estándar 
de la empresa. 
El monitoreo no se aplica 
en su fase de 
implementación y 
transición, por lo cual el 
servicio queda ausente 
llevar a cabo a intervalos 
regulares. 
de administración 







Los cambios en la 
prestación de los 
servicios, incluyendo 
mantenimiento y mejora 
de las políticas 
existentes de seguridad 
de la información, en los 
procedimientos y los 
controles se deben 
gestionar teniendo en 
cuenta la importancia de 
los sistemas y procesos 
del negocio 
involucrados, así como 
la reevaluación de los 
riesgos. 
Tanto el área usuaria 
como el administrador 
del servicio pueden 
tomar la decisión de 
realizar el control de 
cambio sobre su 
plataforma. Este 
proceso es llevado con 
el grupo de control de 
cambios quien es el 
intermediario entre el 
cliente y el 
administrador. 
La aplicación del cambio 
sobre la plataforma solo 
es llevada a cabo en 
servicios productivos y 
no transitorios a la 
puesta en producción, 
por lo cual recae en un 
falla del procedimiento y 
así mismo se castiga el 
servicio funcional del 
cliente al no tener a todas 
las áreas involucradas. 
Fuente. NTC-ISO, Norma Técnica; COLOMBIANA, Iec. 27001 Consultado en: http://www. bogotaturismo. gov. 
co/sites/intranet. bogotaturismo. gov. co/files/fil e/Norma. 20NTC-ISO-IEC% 2027001. Pdf, p21 
 
Anexo  H. Fortalezas y debilidades de la prestación de servicios por terceras partes. 
GESTIÓN DE COMUNICACIONES Y OPERACIONES 
Protección contra códigos maliciosos y móviles 
Objetivo: proteger la integridad del software y de la información 
Objetivo a 





Se deben implementar 
controles de 
detección, prevención 






concientización de los 
usuarios. 
El área de la seguridad 
informática (SOC) se 
encarga de que todos 
los accesos maliciosos 
y sospechosos sean 
controlados. Además de 
ser el grupo quien 
realiza las 
recomendaciones sobre 
la instalación de 
antivirus. 
Desconocimiento de los 
demás servicios que la 
compañía ofrece hace 
que los incidentes por 
malware o accesos no 
autorizados sean 
causantes de los 
problemas más 
relevantes de la 
compañía. Se 
recomienda mayor 
capacitación sobre la 
administración e 
implementación de los 
servicios del catálogo de 







Cuando se autoriza la 
utilización de códigos 
móviles, la 
configuración debe 
asegurar que dichos 
códigos operan de 
acuerdo con la política 
de seguridad 
claramente definida, y 
se debe evitar la 
ejecución de los 
códigos móviles no 
autorizados. 
La aplicación del 
hardening sobre los 
servicios hará que la 
plataforma sea menos 
vulnerable y propensa a 
fugas de información o 
daño colateral por un 
código malicioso. 
No todos los 
administradores de las 
respectivas áreas saben 
aplicar el hardening, 
dejando vulnerable la 
plataforma de ataques 
cibernéticos. 
 
Anexo 13: Fortalezas y debilidades de los requisitos de negocio para el control de acceso. 
 
CONTROL DE ACCESO 
Requisito del negocio para el control de acceso 
Objetivo: controlar el acceso a la información. 
Objetivo a 




Se debe establecer, documentar y 
revisar la política de control de 
acceso con base en los requisitos 
del negocio y de la seguridad para 
el acceso 
La política de 
control de acceso 
está definida para 
servicios en 
operación 
No existen la política de 
control de accesos en la 
etapa de implementación o 
transición 
Fuente. NTC-ISO, Norma Técnica; COLOMBIANA, Iec. 27001 Consultado en: http://www. bogotaturismo. gov. 
co/sites/intranet. bogotaturismo. gov. co/files/fil e/Norma. 20NTC-ISO-IEC% 2027001. Pdf, p22, p23  
 
Anexo  I. Fortalezas y debilidades de la gestión de acceso de usuarios. 
CONTROL DE ACCESO 
Gestión del acceso de usuarios 
Objetivo: asegurar el acceso de usuarios autorizados y evitar el acceso de usuarios no 
autorizados a los sistemas de información. 
Objetivo a 
validar Descripción Fortaleza Debilidad 
Registro de 
usuarios. 
Debe existir un 
procedimiento formal 
para el registro y 
cancelación de usuarios 
con el fin de conceder y 
revocar el acceso a 
todos los sistemas y 
servicios de 
información. 
El procedimiento establecido 
indica que todo usuario nuevo 
sobre una plataforma debe 
ser autorizado por el 
coordinador del área. Para la 
cancelación, el usuario tuvo 
que haber salido del área 
administrativa en la que se 
encontraba o salir a 
vacaciones. 
No existe un 
procedimiento de 





Se debe restringir y 
controlar la asignación y 
uso de privilegios. 
Los privilegios son otorgados 
según el tipo de usuario, para 
ellos siempre se crean 
políticas de administración de 
usuarios dentro de las 
plataformas. 
No existe la gestión de 
privilegios en 
implementación o 





La asignación de 
contraseñas se debe 
controlar a través de un 
proceso formal de 
gestión. 
Cada área maneja un criterio 
de caducidad de contraseña. 
Esto solo es aplicado 
cuando se solicita la 
línea base y el 
hardening de la 





de acceso de 
los usuarios. 
La dirección debe 
establecer un 
procedimiento 
formal de revisión 
periódica de los 
derechos de acceso de 
los usuarios. 
Auditorias de los usuarios que 
se encuentran en la 
plataforma de la operación de 
la compañía. 
Aplica únicamente en la 
operación. No se revisa 
ningún parámetro de 
usuarios en las etapas 
de implementación y 
transición. 
 Fuente. NTC-ISO, Norma Técnica; COLOMBIANA, Iec. 27001 Consultado en: http://www. bogotaturismo. gov. 
co/sites/intranet. bogotaturismo. gov. co/files/fil e/Norma. 20NTC-ISO-IEC% 2027001. Pdf, p24, p25 
 
Anexo  J. Fortalezas y debilidades del control de acceso al sistema operativo. 
CONTROL DE ACCESO 
Control de acceso al sistema operativo 
Objetivo: evitar el acceso no autorizado a los sistemas operativos. 
Objetivo a 




El acceso a los 
sistemas operativos 
se debe controlar 
mediante un 
procedimiento de 
registro de inicio 
seguro 
El ingreso de los 
usuarios a los 
diferentes sistemas 
operativos se realiza 
por puertos seguros 
como el ssh en el 
puerto 22 que es para 
Linux y Unix y el 3389 
para la conexión por 
RDP para Windows. 
Son puertos seguros, sin 
embargo, no se toman 
medidas para realizar el 
cambio de puertos de 
acceso ya que estos son 
conocidos por la 
comunidad. Se 
recomienda además del 
cambio de puerto de 
acceso a protocolos de 
conexión segura, la 
aplicación de algoritmos 




Todos los usuarios 
deben tener un 
identificador único 
(ID del usuario) 
únicamente para su 
uso personal, y se 
debe elegir una 




de un usuario. 




al sistema operativo y 
tener mayor control 
sobre la 
administración de 
usuarios. Mejora la 
toma de evidencia 
para la auditoria. 
Se entrega únicamente 
el otorgado por el 
sistema operativo, esta 
política no es tomada en 




Los sistemas de 
gestión de 
contraseñas deben 
ser interactivos y 
deben asegurar la 





de la cadena y uso de 
caracteres 
especiales fuera del 
diccionario como 
requisito para asignar 
una contraseña. 
Puede ser engorroso, 
por lo cual suele saltarse 
esta advertencia con un 
usuario de privilegios de 
administrador para el 
control y cambio de 
contraseña. 
Uso de las 
utilidades del 
sistema 
Se debe restringir y 
controlar 
estrictamente el uso 
de programas 
utilitarios que pueden 
anular los 
controles del sistema 
y de la aplicación. 
Crear perfiles 
administrativos para 
el acceso a los 
servicios nativos del 
sistema operativo y la 
configuración del 
servidor. 
No se aplica este paso 
por falta de conocimiento 
de la administración. 
Tiempo de 
inactividad de la 
sesión 
Las sesiones 
inactivas se deben 
suspender después 





sistema operativo ya 
que la política de 
inactividad tiene 
como función cerrar 
No existe una política 
formal sobre el tiempo 
que debe llevar inactivo 
el usuario para cerrar 
sesión. 





Se deben utilizar 
restricciones en los 
tiempos de conexión 
para brindar 
seguridad adicional 
para las aplicaciones 
de alto riesgo 
Limitar el tiempo de 
conexión aumenta la 
seguridad del 
servidor ya que el 
tiempo de 
manipulación sobre 
el sistema operativo 
se reduce. 
Puede afectar una 
instalación o 
configuración que 
impacte el negocio. Se 
recomienda definir bien 
la política de limitación 
de acceso para evitar 
afectaciones. 
Fuente. NTC-ISO, Norma Técnica; COLOMBIANA, Iec. 27001 Consultado en: http://www. bogotaturismo. gov. 




Anexo  K. Fortalezas y debilidades del control a las aplicaciones y la información. 
 
CONTROL DE ACCESO 
Control de acceso a las aplicaciones y a la información 
Objetivo: evitar el acceso no autorizado a la información contenida en los sistemas de 
información. 
Objetivo a 
validar Descripción Fortaleza Debilidad 
Restricción 
de acceso a 
la 
información. 
Se debe restringir el 
acceso a la información 
y a las funciones del 
sistema de aplicación 
por parte de los 
usuarios y del personal 
de soporte, de acuerdo 
con la política definida 
de control de acceso. 
Solo personal calificado 
podría acceder a la 
información requerida. 
La restricción debe ser 
por parte de una 
política definida y una 
aplicación por parte del 
área administrativa. 
No restringir el acceso 
de la información las 
aplicaciones o servicios 







Los sistemas sensibles 
deben tener un entorno 
informático dedicado 
(aislados). 
No se compromete 
información sensible, 
ya que no existe 





plataformas se deben 
excluir del sistema. 
Fuente. NTC-ISO, Norma Técnica; COLOMBIANA, Iec. 27001 Consultado en: http://www. bogotaturismo. gov. 
co/sites/intranet. bogotaturismo. gov. co/files/fil e/Norma. 20NTC-ISO-IEC% 2027001. Pdf, p2. 
 
Anexo  L. Ejemplo de check para paso a operación servidores Linux 
A continuación, un ejemplo de la plantilla de Excel para realizar un check de paso a operación. 
Este formato debe contar con evidencia fotográfica para su aprobación. 
 
LIDER TECNICO: FABIAN GUTIERREZ 
ADMINISTRADOR:   
NUMERO TICKET SM:   
FECHA DE ENTREGA A 
LINUX: 
  





NOMBRE SERVIDOR: LIPAAPPRDBUS01 TIPO (Fisica - Virtual): Virtual 
VERIFICACION COMPONENTES BASE 
Ruta de Hoja de vida:   
Ruta de Documentación Cliente:   
Validación registro de Sistema Operativo:   
Validación Agente de backup instalado:   
VERIFICACION DE SISTEMA OPERATIVO 
Versión SO   
Actualizaciones de s.o al día:    
Verificación de Red, debe tener Producción, Gestión y 
servicios:   
configuración por LVM para las particiones:   
Log de eventos sin errores:    
snmp habilitado y configurado:   
Validación rutas   
NTP configurado (DENOTHER o SIC) 
172.31.239.53 y 172.22.21.181 
 
    
selinux deshabilitado   
Verificar VMwareTools   
Verificar configuración de Queue Depth (SAN)   
iptables y/o firewalld deshabilitado   
Verificar bonding si está configurado (Server Físicos)   
validación Network Manager en Red Hat 5 y 6 disable. Red 
Hat 7 y 8 Habilitado   
remove ctrl+alt+spr en maquinas   
Verificar que el tamaño del disco del s.o   corresponda con el 
VG  creado, especialmente máquinas de cloud.   
validar discos de SWAP presentados, especialmente 
máquinas de cloud.   
reinicio del servidor.   
Identificación Grupo Oracle Grid   
A continuación las Librerías instaladas:   
Fuente. Claro Colombia. Check paso a operación de servidores Linux para proyectos internos y eternos. 
Anexo  M. Script para validación de componentes de paso a operación 
El siguiente código, fue creado para ser ejecutado bajo la Shell de sistemas operativos 
basados en kernel Red Hat y Oracle Linux UEK con el propósito de automatizar y validar 
rápidamente la entrega de los sistemas operativos Linux. 
 
#!/bin/bash 
# Title:    CHECK PASO A OPERACIÓN LINUX DATACENTER 
# Author:   FABIAN ANDRES GUTIERREZ 




##RELEASE DEL SERVIDOR: 
echo -e "======================VERIFICACION DE SISTEMA OPERATIVO======================\n" 
ditribuidor=$(lsb_release -a|grep "Distributor ID"|awk '{print $1,$2,$3}') 
release=$(lsb_release -a|grep "Release"|awk '{print $2}') 




echo -e "Versión S.O|Verificación de Servidor|DISTRIBUIDOR| Red 
Hat/Oracle/CentOS|$ditribuidor|$rev_dist" 
echo -e "Versión S.O|Verificación de Servidor|RELEASE| Release|$release|$rev_dist" 
else 
rev_dist=$nopassed 
echo -e "Versión S.O|Verificación de Servidor|DISTRIBUIDOR| Red 
Hat/Oracle/CentOS|$release|$rev_dist" 




fs_val=$(df -hTP | grep -i vg00 | egrep -v 'usr' | grep -v 'opt' | grep -v home | grep -v tmp | grep 
-v var |grep '/var/log'| grep '/'| awk '{ print $7}') 
for i in $(echo $fs_val);do echo "ERROR EN VG00 FILESYSTEM ENCONTRADO" $i;done 
if [[ -n $fs_val ]]; 
then 
rev_fs=$nopassed 
echo -e "Versión S.O|Verificación de Servidor|FILESYSTEM|ESTANDAR|$rev_fs" 
else 
rev_fs=$passed 
echo -e "Versión S.O|Verificación de Servidor|FILESYSTEM|ESTANDAR|$rev_fs" 
fi 
 
##SNMP HABILITADO CON USUARIOS DE MONITOREO 
val_comm=$(cat /etc/snmp/snmpd.conf |grep -i rocommunit | awk '{ print $2 }') 
rev_monitoreo=$passed 
validar_snmp(){ 
snmp_val=$(cat /etc/snmp/snmpd.conf | grep -i $1) 
if [[ -n $snmp_val ]];then   
echo -e "Versión S.O|Verificación de Servidor|SNDMP|COMUNIDAD: $val_comm|$rev_monitoreo" 
else 











##RUTAS ESTATICAS DEL SERVIDOR 
ip route show|awk '{print $1}' > route.txt 
rev_rutas=$passed 
validar_rutas(){ 
ruta_val=$(cat route.txt | grep -i $i) 
if [[ -n $ruta_val ]];then  
#echo "Ruta: "$ruta_val "OK"  
echo -e "Versión S.O|Verificación de Servidor|RUTAS|$ruta_val|$rev_rutas" 
else 
#echo -e "$Error Ruta: "$i" NO Encontrada: "$ruta_val "fail\n${NC}" 
rev_rutas=$nopassed 




for i in default 10.244.170.0/24 10.244.171.0/24 10.244.180.0/23 10.244.138.0/23 10.59.208.0/23 
10.100.17.0/24 10.100.18.0/24 172.18.183.48/29 172.18.191.64/27 172.22.16.0/24 172.22.21.0/24 





##NTP / CHRONY 
 
OS=`uname -r` 
EL7=`echo $OS |grep 'el7'|wc -l` 
if [[ "$EL7" == "1" ]]; then 
grep ^server /etc/chrony.conf |awk '{print $2}' > chrony.txt 
rev_ntp=$passed 
validar_ntp(){ 
ntp_val=$(cat chrony.txt | grep -i $i) 
if [[ -n $ntp_val ]];then  
#echo "NTP: "$ntp_val "OK"  
echo -e "Versión S.O|Verificación de Servidor|NTP|$ntp_val|$rev_ntp" 
else 







EL6=`echo $OS |grep 'el6'|wc -l` 
if [[ "$EL6" == "1" ]]; then 
grep ^server /etc/ntp.conf |awk '{print $2}' > ntp.txt 
rev_ntp=$passed 
validar_ntp(){ 
ntp_val=$(cat ntp.txt | grep -i $i) 
if [[ -n $ntp_val ]]; then  
echo "NTP: "$ntp_val "OK"  
else 














if [[ ("$val_selinux" = 'Permissive')||("$val_selinux" = 'Disabled') ]]; 
then 
echo -e "Versión S.O|Verificación de Servidor|SNDMP|$val_selinux|$selinux_val" 
else 
selinux_val=$nopassed 




##IP DE LAS MAQUINAS: 
gestion=$(ip route show|grep "10.244.170.0/24"|awk '{print $5}') 
servicios=$(ip route show|grep "172.22.88.0/24"|awk '{print $5}') 
prod=$(ip route show | grep -i default | awk '{print $5 }') 
 
##VMWARE TOOLS INSTALADAS 
vmw_chk1=$(vmware-toolbox-cmd -v|cut -d '(' -f2|cut -d ')' -f1|cut -d '-' -f1) 
vmw_chk2=$(vmware-toolbox-cmd -v) 
vmw_val=$passed 
if [[ ("$vmw_chk1" != "$vmw_chk2")]]; 
then 
echo -e "Versión S.O|Verificación de Servidor|VMWARE TOOLS|$vmw_chk2|$vmw_val" 
else 
vmw_val=$nopassed 





EL7=`echo $OS |grep 'el7'|wc -l` 
if [[ "$EL7" == "1" ]]; then 
fw_sts=$(systemctl status firewalld|grep -A0 Active|awk '{print $3}'|cut -d '(' -f2|cut -d ')' -
f1|cut -d '-' -f1) 
rev_fw=$passed 
if [[ ("$fw_sts" = 'dead')||("$fw_sts" = 'disabled') ]];then  
echo -e "Versión S.O|Verificación de Servidor|FIREWALLD|$fw_sts|$rev_fw" 
else 
rev_fw=$nopassed 





EL6=`echo $OS |grep 'el6'|wc -l` 
if [[ "$EL6" == "1" ]]; then 
fw_sts=$(service iptables status|awk '{print $4,$5,$6}') 
rev_fw=$passed 
if [[ "$fw_sts" = 'not running.' ]];then  
echo -e "Versión S.O|Verificación de Servidor|IPTABLES-FW|$fw_sts|$rev_fw" 
else 
rev_fw=$nopassed 





##NETWORK MANAGER HABILITADA EN RHEL 7-8 Y DESHABILITADO EN RHEL 6 
OS=`uname -r` 
EL7=`echo $OS |grep 'el7'|wc -l` 
if [[ "$EL7" == "1" ]]; then 
NM_sts=$(systemctl status NetworkManager|grep -A0 Active|awk '{print $3}'|cut -d '(' -f2|cut -d ')' 
-f1|cut -d '-' -f1) 
rev_NM=$passed 
if [[ "$NM_sts" = 'running' ]];then  
echo -e "Versión S.O|Verificación de Servidor|NETWORK MANAGER|$NM_sts|$rev_NM" 
else 
rev_NM=$nopassed 





EL6=`echo $OS |grep 'el6'|wc -l` 
if [[ "$EL6" == "1" ]]; then 
NM_sts=$(service --status-all|grep networkmanager|awk '{print $4,$5}') 
rev_NM=$passed 
if [[ "$NM_sts" != 'is running...' ]];then  
echo -e "Versión S.O|Verificación de Servidor|NETWORK MANAGER|$NM_sts|$rev_NM" 
else 
rev_NM=$nopassed 




## CONTROL+ALT+SUPR DESHABILITADO 
OS=`uname -r` 
EL7=`echo $OS |grep 'el7'|wc -l` 
if [[ "$EL7" == "1" ]]; then 
rev_ctr_alt_sup=$passed 
var=$(systemctl status ctrl-alt-del.target |grep -i masked|awk '{ print $2 }') 
#echo $var 
if [[ -n $var ]]; then 
echo -e "Versión S.O|Verificación de Servidor| ctrl-alt-del|$rev_ctr_alt_sup" 
else 
rev_ctr_alt_sup=$nopassed 





EL6=`echo $OS |grep 'el6'|wc -l` 
if [[ "$EL6" == "1" ]]; then 
rev_ctr_alt_sup=$passed 
var=$(cat /etc/init/control-alt-delete.conf |grep -i ^start) 
#echo $var 
if [[ -z $var ]]; then 
echo -e "Versión S.O|Verificación de Servidor| ctrl-alt-del|$rev_ctr_alt_sup" 
else 
rev_ctr_alt_sup=$nopassed 




##VALIDACIÓN DEL TAMAÑO DEL PV SEA IGUAL AL VG  
pvs=$(pvdisplay /dev/sda2|grep "PV Size"|awk '{print $3}') 
vgs=$(vgdisplay vg00|grep "VG Size"|awk '{print $3}') 
 
if [[ ("$pvs" == "$vgs") ]];then 
pvs_rev=$passed 









swapon -s|grep -A100 Size|awk '{print $3}'|grep -v Size > /root/swap.txt 
swp_tam=$(cat /root/swap.txt| awk 'BEGIN { sum=0 } { sum+=$1 } END {print sum }') 
mem_totl=$(free -m|grep -A1 total|awk '{print $2}'|grep -v used) 
val_mem=$(expr $mem_totl / 2) 
swp_total=$(($swp_tam / 1024)) 
if [[ ("$swp_total" -ge "$val_mem") ]]; then 
rev_swp=$passed 
echo -e "Versión S.O|Verificación de Servidor|MEMORIA :$mem_totl|SWAP: $swp_total|$rev_swp" 
else 
rev_swp=$nopassed 




var_uptime=$(uptime | awk '{print $3,$4}'|cut -d ',' -f1) 
upt=$(uptime | awk '{print $3}') 
uptime_rev=$passed 
if [[("$upt" -le '30')]]; then 
uptime_rev=$passed 
echo -e "Versión S.O|Verificación de Servidor|UPTIME MENOR A 30 DÍAS: $var_uptime|$uptime_rev" 
else 
echo -e "Versión S.O|Verificación de Servidor|UPTIME MENOR A 30 DÍAS: $var_uptime|$uptime_rev" 
fi 
 
##INTERFACES DE RED 
OS=`uname -r` 
EL7=`echo $OS |grep 'el7'|wc -l` 
if [[ "$EL7" == "1" ]]; then 
rev_ip=$passed 
check_gestion=$(nmcli dev show $gestion) 
#echo -e "======================= INTERFAZ GESTIÓN =======================\n${NC}" 
#echo -e "$check_gestion" 
#echo -e "===============================================================\n${NC}" 
check_servicios=$(nmcli dev show $servicios) 
#echo -e "======================= INTERFAZ SERVICIO =======================\n${NC}" 
#echo -e "$check_servicios" 
#echo -e "===============================================================\n${NC}" 
check_prod=$(nmcli dev show $prod) 
#echo -e "======================= INTERFAZ PRODUCCIÓN =======================\n${NC}" 
#echo -e "$check_prod" 
#echo -e "===============================================================\n${NC}" 




echo -e "Versión S.O|Verificación de Servidor|IP|MGMT/SERV/PROD|$gestion/$servicios/$prod|$rev_ip" 
exit 
fi 
EL6=`echo $OS |grep 'el6'|wc -l` 
if [[ "$EL6" == "1" ]]; then 
check_gestion=$(ifconfig $gestion) 
#echo -e "======================= INTERFAZ GESTIÓN =======================\n${NC}" 
#echo -e "$check_gestion" 
#echo -e "===============================================================\n${NC}" 
check_servicios=$(ifconfig $servicios) 
#echo -e "======================= INTERFAZ SERVICIO =======================\n${NC}" 
#echo -e "$check_servicios" 
#echo -e "===============================================================\n${NC}" 
check_prod=$(ifconfig $prod) 
#echo -e "======================= INTERFAZ PRODUCCIÓN =======================\n${NC}" 
#echo -e "$check_prod" 
#echo -e "===============================================================\n${NC}" 










Anexo  N. Check paso a operación servidores Solaris virtuales 
A continuación, un ejemplo de la plantilla de Excel para realizar un check de paso a operación. 
Este formato debe contar con evidencia fotográfica para su aprobación. 
 
LIDER TECNICO: Fabian Gutierrez 
ADMINISTRADOR:   
NUMERO TICKET SM:   
FECHA DE ENTREGA A 
UNIX: 
  











N TIPO (Fisica - Virtual): 
Virtual - 
LDOM 
Ruta de Hoja de vida:   
Ruta de Documentacion Cliente:   
Validacion Sistema Operativo:   
Validacion Agente de backup instalado:   
Validación de Monitoreo configurado:     
VERIFICACION DE SISTEMA OPERATIVO 
Versión SO:   
Actualizaciones de s.o  al dia:    
configuracion por ZFS:   
snmp habilitado y configurado:   
Direccionamiento (Gestión, Servicios, Producción)   
Validación rutas   
NTP configurado (DENOTHER o SIC) 
172.31.239.53 y 172.22.21.181   
Verirficar ZPOOL o RPOOL y tamaños de lso ZFS   
Validación de SWAP:   
Reinicio del LDOM:   
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