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1. INTRODUCTION
The existence of positive solutions of a second order differential equation
of the form
z"+ g(t) f (z)=0 (1.1)
with suitable boundary conditions has proved to be important in theory
and applications whether g is continuous in [0, 1] or g has singularities.
These equations often arise in the study of positive radial solutions of a
nonlinear elliptic equation of the form
2u+h( |x| ) f (u)=0, (1.2)
for example, see [3, 7, 8, 18, and 23]. Moreover, Eq. (1.1) contains many
important equations which arise from other fields. For example, the generalized
EmdenFowler equation, where f =z p, p>0 and g is continuous (see [21]
and [24]), arises in the fields of gas dynamics, nuclear physics, and chemi-
cally reacting systems [24]; and the ThomasFermi equation, where f =z32
and g=t&12, so g has a singularity at 0 (see [9, 10 and 21]), was developed
in studies of atomic structures (see, for example, [21]) and atomic
calculations [5].
When g is continuous, the existence of positive solutions of Eq. (1.1)
with suitable boundary conditions has been studied in [23] by using norm-
type cone expansion and compression theorems. The key conditions on f
are either f is superlinear, that is, limx  0 f (x)x=0 and limx   f (x)x=
or f is sublinear, that is, limx  0 f (x)x= and limx  0 f (x)x=0.
However, it is known that Eq. (1.1) with g#1 has positive solutions for
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some functions which may not be superlinear. Such a result was obtained
by D. Guo [11] (see Example 2.3.1, p. 96, in [13]) again using norm-type
cone expansion and compression theorems, when f satisfies 0lim supx  0
f (x)x<8 and 24 - 3<lim supx  0 f (x)x.
When g has a singularity at 0 and f is decreasing and satisfies other
stronger conditions, Eq. (1.1) was studied by Z. Guo (see Theorem 4 in [14])
using Leray-Schauder degree. The Thomas-Fermi equation where g=t&12,
which has a singularity at 0, was studied by Granas, Guenther and Lee [9]
and [10], using the Topological Transversality Theorem of A. Granas, and
by Luning and Perry [20], using iterative techniques.
In this paper we improve on previous results in several ways. We consider
Eq. (1.1) when g # L1(0, 1) (in particular, g is allowed to have a finite number
of singularities) and f satisfies either 0lim supx  0( f (x))x<a and
b<lim infx   f (x)x or 0lim supx   f (x)x<a and b<lim infx  0
f (x)x for suitable a and b. We shall give varieties of estimates for a
and b and our results are often new even when g is continuous.
The main idea is to change Eq. (1.1) into a Hammerstein integral equation
of the form
z(t)=|
1
0
k(t, s) g(s) f (z(s)) ds#Az(t). (1.3)
Although g # L1(0, 1), we can still show that A is compact. This allows us
to apply the theory of fixed point index for compact maps. We shall
employ a well-known nonzero fixed point theorem (see Lemma 2.1) and
prove that A has a positive solution under our weak conditions. One of
the key steps is to find a function , such that A satisfies the condition
x{Ax+*, in the cited fixed point theorem. It seems to be difficult to
utilize the norm-type expansion and compression theorems to prove our
Theorem 2.2.
As a first application of our new results we consider the existence of
eigenvalues for the equation z"+*g(t) f (z)=0. The eigenvalue problem
was recently studied in [16] when g is continuous on [0, 1]. Our new
results are well suited to treat such eigenvalue problems. Moreover, we
give examples to show that our results are improvements of the earlier
ones.
As a second application we consider the existence of positive radial solu-
tions for Eq. (1.2) with the usual boundary conditions. We allow h to have
suitable singularities and f need not be superlinear or sublinear. Previous
results only treat the cases when f is superlinear or sublinear, for example,
see [3, 8, 18 and 23]. Equation (1.2) with h(t)#1 in general bounded
domains has been intensively studied in recent years (see [2, 4, 19, and
22]).
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2. EXISTENCE OF POSITIVE SOLUTIONS OF INTEGRAL
EQUATIONS OF HAMMERSTEIN TYPE
In this section we shall consider the existence of positive solutions of the
Hammerstein equation of the form
z(t)=|
1
0
k(t, s) g(s) f (z(s)) ds#Az(t). (2.1)
We always assume the following conditions.
(1) k: [0, 1]_[0, 1]  [0, ) is continuous.
(2) f : [0, )  [0, ) is continuous.
(3) g # L1(0, 1) and g(s)0 a.e.
It is clear that the following condition is a special case of the condition (3):
(3$) For given points t1 , ..., tm , g: E=[0, 1]"[ti : i=1, ..., m]  [0, )
is continuous and the integral 10 g(s) ds exists.
We emphasize that the condition (3$) allows g to have finitely many
singularities at t1 , ...tm .
Let P=[x # C[0, 1]: x(t)0 for t # [0, 1]]. Then P is a cone in C[0, 1].
It is known that if g is defined on [0, 1] and is continuous in [0, 1], the
map A: P  P is compact, that is, A is continuous and A(Q) is compact for
each bounded subset Q/P. A more general result can be found, for example,
in Chapter 1, p.46, [17]. We shall generalize the simple result to the case
when g satisfies the weak condition (3).
Theorem 2.1. Under the hypotheses (1)(3) above, the map A defined
in (2.1) maps P into P and is compact.
Proof. It is easy to verify that under the hypotheses (1)(3) A is well
defined and for every z # P, Az(t) is non-negative and continuous on [0, 1].
Hence A maps P into P. Now, we prove that A is compact. This is trivial
if 10 g(s) ds=0, so suppose that 
1
0 g(s) ds>0. We first prove that A is
continuous. Let M=max[k(t, s): t, s # [0, 1]]. Assume that zn , z0 # P and
zn  z0 . Then &zn&M$< for every n0. Since f is continuous on
[0, M$], it is uniformly continuous. Therefore, for =>0 there exists $>0
such that |z$&z"|<$ implies that | f (z$)& f (z")|<=(M 10 g(s) ds)
&1. Since
zn  z0 , there exists n0 # N such that &zn&z0&<$ for nn0 . Thus we
have
| f (zn(t)& f (z0(t))|<= \M |
1
0
g(s) ds+
&1
for nn0 and t # [0, 1].
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This implies that
|Azn(t)&Az0(t)||
1
0
k(t, s) g(s) | f (zn(s))& f (z0(s))| ds<=
for t # [0, 1] and nn0
and therefore &Azn&Az0&= for nn0 .
Next, let B/P be bounded, i.e., &x&m for all x # B and some m>0,
and let b=max[ f (x): 0xm] 10 g(s) ds. Then A(B) is uniformly bounded,
because we have &Ax&bM for x # B. To prove A(B) is compact it is sufficient
to prove that A(B) is equicontinuous. In fact, since k is unformly continuous,
for =>0 there exists $>0 such that |k(t1 , s)&k(t2 , s)|<=b&1 for |t1&t2 |<$
and s # [0, 1]. This implies that |Az(t1)&Az(t2)|10 |k(t1 , s)&k(t2 , s)|_
g(s) f (z(s)) ds<=. K
We shall need the following well-known result (see, for example,
Theorem 12.3 in [1]).
Let K be a cone in a Banach space X and let Kr=[x # K: &x&<r], Kr
=[x # K: &x&=r] and K \, r=[x # K: \&x&r], where 0<\<r<.
Lemma 2.1. Let K be a cone in a Banach space X and A: K r  K a
compact map. Assume that the following conditions hold.
(i) &Ax&&x& for x # Kr .
(ii) There exists e # K1 such that x{Ax+*e for x # K\ and *>0.
Then A has a fixed point in K \, r . The same conclusion remains valid if (i)
holds on K\ and (ii) holds on Kr .
Notation. Let f :=lim supx  : f (x)x and f:=lim infx  : f (x)x, where
: denotes either 0 or .
Now we give the main result in this section.
Theorem 2.2. Assume that the following conditions hold.
(G) There exist a, b # [0, 1] with a<b such that ba g(s) ds>0.
(C) There exist a continuous function 8: [0, 1]  R+ and a number
# # (0, 1] such that
k(t, s)8(s) for t, s # [0, 1] and
#8(s)k(t, s) for t # [a, b] and s # [0, 1].
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(H) One of the following conditions holds.
(h1) 0 f 0 <M1 , and m1< f , .
(h2) 0 f  <M1 and m1< f0 , , where
M1=(max0t1 10 k(t, s) g(s) ds)
&1 and
m1=(minatb ba k(t, s) g(s) ds)
&1.
Then Eq. (2.1) has a solution z # P with z(t)0 for t # [0, 1] .
Proof. From Theorem 2.1, A: P  P is compact. Let
P(1)=[x # P: min[x(t): atb]#&x&].
Then P(1) is a cone in C[0, 1]. We prove that AP/P(1). Indeed, by (C)
we have for each z # P, &Az&10 8(s) g(s) f (z(s)) ds and
min[Az(t): atb]# |
1
0
8(s) g(s) f (z(s)) ds.
Hence, min[Az(t): atb]# &Az& and Az # P(1) for all z # P.
(I) Assume that (h1) holds. By the first part of (h1), there exists
\>0 such that f (x)M1\ for 0x\. For every z # P (1)\ we have
Az(t)=|
1
0
k(t, s) g(s) f (z(s)) dsM1\ |
1
0
k(t, s) g(s) ds\=&z&.
This implies &Az&&z& for every z # P (1)\ .
By the second part of (h1), there exists ’>#\ such that f (x)m1 x
for x’. Let r=#&1’. Then we have
min[z(t): atb]#&z&=’ for z # P(1)r .
Let ,(t)#1 for t # [0, 1]. Then , # P (1)1 . We prove that
z{Az+*, for z # P (1)r and *>0.
In fact, if not, there exist z0 # P (1)r and *0>0 such that z0=Az0+*0,. Let
+=min[z0(t): atb]’. Then we have, for atb,
z0(t)=|
1
0
k(t, s) g(s) f (z0(s)) ds+*0,(t)m1 |
b
a
k(t, s) g(s) z0(s) ds+*0
m1+ |
b
a
k(t, s) g(s) ds+*0++*0 .
This implies +++*0>+, a contradiction. It follows from Lemma 2.1 that
A has a fixed point z in P (1)\, r .
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(II) Assume that (h2) holds. Choose some ; # ( f , M1). By the first
part of (h2), there exists r1>0 such that f (x);x for xr1 . Since f is
continuous, we have c=max[ f (x): 0xr1]<. Hence 0 f (x)c+;x
for 0x<. Let r=c(M1&;)&1. Then we have for z # Pr ,
|Az(t)|(c+;&z&) |
1
0
k(t, s) g(s) ds(c+;&z&)M1=r=&z&.
This implies &Az&&z& for every z # Pr . On the other hand, by the last
part of (h2), there exists \ # (0, r) such that f (x)m1 x for 0x\. By
a similar argument to that used in (I) we have z{Az+*, for z # P (1)\
and *>0. The result follows from Lemma 2.1. K
Remark 2.1. In the proof of Theorem 2.2 one of the key steps is to find
the function ,. We note that it seems to be difficult to prove the theorem
by using norm-type cone expansion and compression theorem.
3. EXISTENCE OF POSITIVE SOLUTIONS OF z"+g(t) f (z)=0
In this section we consider the existence of positive solutions for the
equation of the form
z"+g(t) f (z)=0, a.e. on [0, 1], (3.1)
subject to one of the following sets of boundary conditions:
z(0)=z(1)=0, (3.2)1
z(0)=z$(1)=0, (3.2)2
z$(0)=z(1)=0. (3.2)3
By a solution to (3.1)(3.2)i we mean a function z # C1[0, 1], z$ # AC[0, 1]
and z satisfies (3.1)(3.2) i , i=1, 2, 3, where AC[0, 1] denotes the space of
absolutely continuous functions defined on [0, 1].
Remark 3.1. It is easy to verify that z(t) is a solution of Eq. (3.1) with
(3.2)2 if and only if z(1&t) is a solution of (3.1) with (3.2)3 . Hence we only
consider Eq. (3.1) with (3.2)1 and with (3.2)2 in the following leaving the
statement of results for Eq. (3.1) with (3.2)3 to the reader.
For each i=1, 2, we define ki : [0, 1]_[0, 1]  [0, ) as follows.
k1(t, s)={t(1&s) if 0ts1,s(1&t) if 0s<t1, k2(t, s)={
t if 0ts1,
s if 0s<t1.
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The following result shows that existence of solutions of Eq. (3.1) can be
derived from existence of solutions of Eq. (2.1). Its proof is straightforward
and we omit it.
Lemma 3.1. Assume that g # L1(0, 1). Let k=ki , i=1, 2. in Eq. (2.1),
respectively. Then for z # P,
(i) Az # C 1[0, 1]
(ii) (Az)$ # AC[0, 1],
(iii) (Az)" (t)=&g(t) f (z(t)) a.e. on [0, 1] and
(iv) if z # P is a solution of Eq. (2.1) with k=ki , i=1, 2, respectively,
then z is also a solution of (3.1)(3.2) i , i=1, 2, respectively.
Remark 3.2. In Lemma 3.1 if g satisfies the condition (3$), then we
have, for z # P,
(R1) (Az)"(t)=&g(t) f (z(t)) for t # E;
(R2) Az(t) # C2(E) & C1[0, 1];
(R3) if z is a solution of Eq. (2.1) with k=k i , i=1, 2, respect-
ively, then z is also a solution of (3.1)(3.2)i , i=1, 2, respectively, and
z # C 2(E) & C 1[0, 1].
We first give a general result on the existence of positive solutions of the
equation (3.1)(3.2)1 , by using Theorem 2.2.
Theorem 3.1. Assume that there exist a, b # (0, 1) with a<b such that
ba g(s) ds>0 and f satisfies (h1) or (h2) of Theorem 2.2 with k=k1 . Then
Eq. (3.1)(3.2)1 has a solution z # P with z(t)0 for t # [0, 1].
Proof. Let 8(s)=s(1&s) for s # [0, 1] and #=min[a, 1&b]. Then (C)
of Theorem 2.2 with k=k1 holds. It follows from Theorem 2.2 and (iii) of
Lemma 3.1 that the Equation (3.1)(3.2)1 has a positive solution. K
As special cases of Theorem 3.1 we give several Corollaries. The condi-
tions used do not depend explicitly on k1 and so are easily verified in
applications.
Corollary 3.1. Assume that there exist a, b # (0, 1) with a<b such
that ba g(s) ds>0 and f satisfies one of the following conditions.
(i) 0 f 0<4( 10 g(s) ds)
&1 and (a(1&b) ba g(s) ds)
&1< f.
(ii) 0 f <4( 10 g(s) ds)
&1 and (a(1&b) ba g(s) ds)
&1< f0.
Then the result of Theorem 3.1 holds.
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Proof. Since k1(t, s)s(1&s)14 for t, s # [0, 1] and k1(t, s)a(1&b)
for t, s # [a, b], (i) and (ii) imply (h1) and (h2) in Theorem 3. 1, respectively. K
When g is continuous in [0, 1], the integral in (i) or (ii) can be replaced
by other values. Let L1=max[g(s): 0s1], w= 12 min[a(b&a)(2&a&b),
(1&b)(b2&a2)] and d1=min[g(t): atb]. Then we have
Corollary 3.2. Assume that g: [0, 1]  R+ is continuous and there
exist a, b # (0, 1) with a<b such that d1>0. Assume that f satisfies one of
the following conditions.
(i) 0 f 0<8(L1)&1 and (d1w)&1< f.
(ii) 0 f <8(L1)&1 and (d1w)&1< f0.
Then Eq. (3.1)(3.2)1 has a solution z # C2[0, 1] such that z(t)>0 for 0<t<1.
Proof. Since 10 k1(t, s) ds18 for t # [0, 1], it is easy to verify that
8L&11 M1 . Let F(t)=
b
a k1(t, s) ds for t # [a, b]. By calculation we have
for atb,
F(t)=
1
2 _
(a+2b&b2)2
4
&a2&\t&a
2+2b&b2
2 +
2
& .
Noting that 2aa2+2b&b22b, we obtain that F(t)min[F(a), F(b)]=
w for t # [a, b]. Hence m1(d1w)&1. The result follows from Theorem 3.1. K
As a special case of Corollary 3.2 we have the following result.
Corollary 3.3. Let g: [0, 1]  R+ be continuous such that g is not
identically zero in [0, 1]. Assume that f satisfies either 0 f 0<8(L1)&1
and f= or 0 f <8(L1)&1 and f0=. Then the conclusion of
Corollary 3.2 holds.
Remark 3.3. Let f (x)=x p. Then if p>1, f 0=0 and f=, and if
0<p<1, f =0 and f0=. Hence, Corollary 3.3 generalizes Corollary 4.2
in [15].
In Corollary 3.2 when g(t)#1 for t # [0, 1], the best estimates are
obtained by making w as large as possible. It is easily checked by calculus
that the maximum of w on the region 0a<b1 occurs on the line
a+b=1 and the two formulae coincide on that line. Therefore, w takes its
maximum 116 when a=14 and b=34. Hence, when g(t)#1, a=14 and
b=34, we obtain the following interesting result.
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Corollary 3.4. Assume that f satisfies either 0 f 0<8 and 16< f
 or 0 f <8 and 16< f0. Then the equation z"(t)+ f (z(t))=0
with (3.2)1 has a solution z # C2[0, 1] such that z(t)>0 for 0<t<1.
Remark 3.4. A special case of Corollary 3.4 was first obtained by Guo
[11], where the number 16 in the first condition of Corollary 3.4 is
replaced by the larger number 24 - 3 (also see Example 2.3.1, p. 96 in
[13]). Therefore, Corollary 3.4 not only generalizes Guo’s result but also
applies when the second condition in Corollary 3.4 holds.
As an application of Theorem 3.1 we consider the following eigenvalue
problem.
z"+*g(t) f (z)=0 (3.2)
with the boundary condition (3.2)1 . We list the following conditions:
(P) 3414 g(s) ds>0;
(P1) f>0, f 0{ and m1 f<M1  f 0;
(P2) f {, f0>0 and m1 f0<M1 f .
We write m1  f:=0 if f:= and M1 f := if f :=0, where :=0, .
We have the following new result on existence for the eigenvalue
problem (3.2).
Theorem 3.2. Assume that (P) and (P1) hold. Then for every * #
(m1  f , M1 f 0), Eq. (3.2) with (3.2)1 has a solution z with z(t)0 for
t # [0, 1] and z(t)0 on [0, 1]. The same result remains valid for every
* # (m1  f0 , M1  f ), if (P) and (P2) hold.
Proof. If (P1) holds, 0<*f 0<M1 and *f>m1 so Theorem 3.1
applies. K
Remark 3.5. The first and second results in Theorem 3.2 generalize
Theorems 2 and 3 in [16] respectively in the following ways: (1) g may
not be continuous; (2) g may vanish on [0, 14] and [34, 1]; (3) f : may
not equal f: , where : denotes either 0 or  and (4) even when
f := f: , the interval (m1f , M1 f 0) contains the interval (4c1 f0 , 1c2 f )
given in Theorem 2 in [16] and the interval (m1  f0 , M1 f ) contains the
interval (4c1 f0 , 1c2 f ) given in Theorem 3 in [16], where c1=
max0t1 3414 k(t, s) g(s) ds and c2=
1
0 s(1&s) g(s) ds.
The above inclusions can be easily proved by considering the following
inequalities:
k(t, s)s(1&s) for t, s # [0, 1] and
s(1&s)4k(t, s) for t # [14, 34], s # [0, 1].
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Moreover, the inclusions may be strict. For example, taking g(t)#1,
a=14 and b=34 in Theorem 3.2 we obtain m1=16, M1=8. If g(t)#1,
c1=332 and c2=16. If we take f (x)=x2(1+x) for x # [0, ), then
f 0=0 and f=1; if we take f (x)=x(1+- x) for x # [0, ), then f0=1
and f =0. In both cases, the inclusions are (1283, )/(16, ).
Now we consider Eq. (3.1)(3.2)2 .
Theorem 3.3. Assume that there exist a # (0, 1) and b # (a, 1] such that
ba g(s) ds>0 and f satisfies one of the following conditions:
(h3) 0 f 0<M2 and m2< f;
(h4) 0 f <M2 and m2< f0, where M2=(max0t1 10 k2(t, s)
g(s) ds)&1, m2=(minatb ba k2(t, s) g(s) ds)
&1.
Then Eq. (3.1)(3.2)2 has a positive solution z with z(t)0 on [0, 1].
Proof. Let 8(s)=s for s # [0, 1]. Then the condition (C) of Theorem
2.2 holds with k=k2 and #=a. It follows from Theorem 2.2 and (iv) of
Lemma 3.1 that Eq. (3.1)(3.2)2 has a positive solution z with z(t)0 on
[0, 1]. K
Similar to Corollaries 3.13.4, we have the following results.
Corollary 3.5. Assume that g satisfies the condition in Theorem 3.3
and f satisfies one of the following conditions:
(i) 0 f 0<( 10 g(s) ds)
&1 and (a ba g(s) ds)
&1< f;
(ii) 0 f <( 10 g(s) ds)
&1 and (a ba g(s) ds)
&1< f0;
Then the conclusion of Theorem 3.3 holds.
Corollary 3.6. Assume that g: [0, 1]  R+ is continuous and there
exist a # (0, 1) and b # (a, 1] such that d1>0. Assume that f satisfies one of
the following conditions.
(i) 0 f 0<2(L1)&1 and (a(b&a) d1)&1< f;
(ii) 0 f <2(L1)&1 and (a(b&a) d1)&1< f, where L1 =
max[g(s):0s1] and d1=min[g(t): atb]. Then Eq. (3.1)(3.2)2 has
a solution z # C2[0, 1] such that z(t)>0 for 0<t<1.
Proof. Since 10 k2(t, s) ds12 for t # [0, 1], then 2L
&1
1 M2 . Let
G(t)=ba k2(t, s) ds for t # [0, 1]. By a small calculation we have G(t)=
[(b2&a2)&(b&t)2]2a(b&a). Hence m2(a(b&a) d1)&1. The result
follows from Theorem 3.3. K
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Corollary 3.7. Let g: [0, 1]  R+ be continuous such that g is not
identically zero in [0, 1]. Assume that f satisfies either 0 f 0<2(L1)&1 and
f= or 0 f <2(L1)&1 and f 0=. Then the conclusion of Corollary 3.6
holds.
In Corollary 3.6, let g#1, a=12, and b=1. Then we have
Corollary 3.8. Assume that f satisfies either 0 f 0<2 and 4< f
or 0 f <2 and 4< f0. Then the equation z"+ f (z(t))=0 with (3.2)2
has a solution z # C2[0, 1] such that z(t)>0 for 0<t<1.
4. ON EXISTENCE OF POSITIVE RADIAL SOLUTIONS
OF THE EQUATION 2u+h( |x| ) f (u)=0
In this section we shall apply the results obtained in the above section
to the existence of positive radial solutions in an annulus for the equation
2u+h( |x| ) f (u)=0, a.e. on |x| # [R1 , R0], x # Rn, n2. (4.1)
with one of the following sets of boundary conditions:
u=0 on |x|=R1 and |x|=R0 , (4.2)1
u=0 on |x|=R1 and
u
r
=0 on |x|=R0 , (4.2)2
u
r
=0 on |x|=R1 and u=0 on |x|=R0 . (4.2)3
where r=|x| and ur denotes differentiation in the radial direction.
We always assume that the following conditions hold.
(1) 0<R1<R0<.
(2) f : [0, )  [0, ) is continuous.
(3) h # L1(R0 , R1) and h(r)0 a.e.
We note that the condition (3) allows h to have finitely many singularities.
By a solution to (4.1)(4.2)i we mean a function u # C1[R1 , R0],
u$ # AC[R1 , R0] and u satisfies (4.1)(4.2) i , i=1, 2, 3.
Since we consider the existence of a positive radial solution u=u(r)
for (4.1)(4.2), we can write (4.1) in the form
u"(r)+
n&1
r
u$(r)+h(r) f (u(r))=0 a.e. on [R1 , R0], n2. (4.3)
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Now we change Eq. (4.3) into Eq. (3.1) by means of the following
variables.
Let r2(t)=R1&t0 R
t
1 , rn(t)=(an+(bn&an) t)
&1(n&2) for n3 and z(t)=
u(rn(t)), where an=R&(n&2)0 and bn=R
&(n&2)
1 . Let ,2(t)=(R0(1&t)
log(R0R1))2 for t # [0, 1] and ,n(t)=((bn&an)(n&2))2 (an+(bn&an)t)&&n,
where &n=2(n&1)(n&2). Then Eq. (4.3) becomes
z"(t)+ gn(t) f (z(t))=0, a.e. on [0, 1] (4.5)
where gn(t)=,n(t) h(rn(t)) for t # [0, 1]. Moreover, the boundary condi-
tions (4.2) i become (3.2)i for i=1, 2, 3. Hence the results in Section 3 can be
applied directly to Eq. (4.5) with (3.2)i and thus, the existence of positive radial
solutions for (4.1)(4.2)i can be derived from Eq. (4.5) with (3.2) i .
Let p2(r)=(log(R0 R1))&1 log(R0 r), pn(r)=(1rn&2&an)(bn&an) for
n3. Let :2=(log(R0 R1))&1 and :n=(n&2)(bn&an) for n3.
By using Corollary 3.1 we have the following:
Theorem 4.1. Assume that there exist r1 , r2 # (R1 , R0) such that
r2r1 h(r) dr>0 and f satisfies one of the following conditions.
(i) 0 f 0<4(Wn)&1 and (wn)&1< f.
(ii) 0 f <4(Wn)&1 and (wn)&1< f0, where Wn=,n(0) :n
R0R1 (h(u)u
n&1) du, wn=a(1&b) ,n(b) :n r2r1 (h(u)u
n&1) du, a= pn(r2),
b= pn(r1).
Then Eq. (4.1)(4.2)1, has a positive radial solution.
Proof. We only prove (4.5) with the boundary condition (3.2)1 , has a
positive solution. It is sufficient to show that f and gn , satisfy all the condi-
tions of Corollary 3.1. Noting that ,n is decreasing in [0, 1] and  t2t1 h(rn(s)) ds
=:n rn (t1)rn (t2) (h(u)u
n&1) du for t1 , t2 # [0, 1] with t1<t2 , we have
|
1
0
gn(s) ds,n(0) |
1
0
h(rn(s)) ds=,n(0) :n |
R0
R1
h(u)
un&1
du=Wn .
and a(1&b) ba gn(s) dsa(1&b) ,n(b) :n 
r2
r1
(h(u)un&1) du=wn . The
result follows from Corollary 3.1. K
As a special case of Theorem 4.1 we have the following:
Corollary 4.1. Let h: R+  R+ _ [+] be a function such that for
any R1 , R0 # R+ with R1<R0 , there exist at most r1, ..., rm # [R1 , R0] such
that h: [R1 , R0]"[ri: i=1, ..., m]  R+ is continuous, R0R1 h(r) dr exists and
h is not identically zero in [R1 , R0]. Assume that f satisfies either f 0=0 and
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f= or f =0 and f0=. Then Eq. (4.1)(4.2)1 has a positive radial
solution for all R1 , R0 with 0<R1<R0<.
Proof. For R1 , R0 # (0, ) with R1<R0 , there exist r1 , r2 # [R1 , R0]
with r1<r2 such that r2r1 h(r) dr>0. It is easy to see that Wn>0 and
wn>0. The result follows from Theorem 4.1. K
Remark 4.1. Corollary 4.1 generalizes Theorem 2.7 in [18], where
f # C 1(R) and h # C1((0, )); and Theorem 1 in [23], where h is required
to be continuous.
When h is continuous in [R1 , R0], Corollary 3.2 gives the following
result.
Theorem 4.2. Assume that h: [R1 , R0]  R+ is continuous and there
exist r1 , r2 # (R1 , R0) with r1<r2 such that d2 :=min[h(r): r1rr2]>0.
Assume that f satisfies one of the following conditions.
(i) 0 f 0<8(;n)&1 and (#n)&1< f.
(ii) 0 f <8(;n)&1 and (#n)&1< f0, where ;n=,n(0) max[h(r):
R1rR0], #n=,n(b) d2w, b= p(r1), a= p(r2) and w= 12 min[a(b&a)
(2&a&b), (1&b)(b2&a2)].
Then Eq. (4.1)(4.2)1 has a positive radial solution.
Let h(r)#1 for r # [R1 , R0], and a=14 and b=34. Theorem 4.2 gives
the following corollary.
Corollary 4.2. Assume that f satisfies either 0 f 0<8(,n(0))&1 and
16(,n( 34))
&1< f or 0 f <8(,n(0))&1 and 16(,n( 34))
&1< f0.
Then the equation 2u+ f (u)=0 with (4.2)1 has a positive radial solution.
Similar to the arguments in Theorem 4.1, by using Corollary 3.5 we have
Theorem 4.3. Let r2 # (R1 , R0) and r1 # [R1 , r2) be such that
r2r1 h(r) dr>0. Assume that f satisfies one of the following conditions.
(i) 0 f 0<(Wn)&1 and (w$n)&1< f.
(ii) 0 f <(Wn)&1 and (w$n)&1< f0, where Wn is the same as
in Theorem 4.1, w$n=a,n(b) :n r2r1 (h(r(s)r
n&1) dr and a=pn(r2) and b= pn(r1).
Then Eq. (4.1)(4.2)2 has a positive radial solution.
Remark 4.2. Theorem 4.3 gives generalizations of Theorem 2.7 in [18]
and Theorem 1 in [23].
When h is continuous in [R1 , R0], by using Corollary 3.6 we have
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Theorem 4.4. Assume that h: [R1 , R0]  R+ is continuous and there
exist r2 # (R1 , R0) and r1 # [R1 , r2) such that d2 :=min[h(r): r1rr2]>0.
Assume that f satisfies one of the following conditions.
(i) 0 f 0<2(;n)&1 and ({n)&1< f.
(ii) 0 f <2(;n)&1 and ({n)&1< f0, where ;n is the same as
in Theorem 4.2, {n=a(b&a) ,n(b) d2 , a= pn(r2) and b= pn(r1). Then
Eq. (4.1)(4.2)2 has a positive radial solution.
Corollary 4.3. Assume that f satisfies either 0 f 0<2,n(0) and
4,n(1)< f or 0 f <2,n(0) and 4,n(1)< f0<. Then the equation
2u+ f (u)=0 with (4.2)2 has a positive radial solution.
Remark 4.3. According to Remark 3.1 we can modify the correspond-
ing conditions of the above results for Eq. (4.1) with (4.2)2 to obtain results
on Eq. (4.1) with (4.2)3 . We omit the obvious statements.
REFERENCES
1. H. Amann, Fixed point equations and nonlinear eigenvalue problems in ordered Banach
spaces, SIAM. Rev. 18 (1976), 620709.
2. A. Ambrosetti and P. H. Rabinowitz, Dual variational methods in critical point theory
and applications, J. Funct. Anal. 14 (1973), 349381.
3. C. Bandle, C. V. Coffman, and M. Marcus, Nonlinear elliptic problems in annular
domains, J. Differential Equations 69 (1987), 332345.
4. H. Brezis and E. L. Turner, On a class of superlinear elliptic problems, Comm. Partial
Differential Equations 2 (1977), 601614.
5. P. Csavinszky, Universal approximate solution of the ThomasFermi equation for ions,
Phys. Rev. A. 8 (1973), 16881701.
6. K. Deimling, ‘‘Nonlinear Functional Analysis,’’ Springer-Verlag, New YorkBerlin, 1985.
7. L. H. Erbe, S. Hu, and H. Wang, Multiple positive solutions of some boundary value
problems, J. Math. Anal. Appl. 184 (1994), 640648.
8. X. Garaizar, Existence of positive radial solutions for semilinear elliptic equations in the
annulus, J. Differential Equations 70 (1987), 6992.
9. A. Granas, R. B. Guenther, and J. W. Lee, A note on the ThomasFermi equations,
Z. Angew. Math. Mech. 61 (1981), 240241.
10. A. Granas, R. B. Guenther, and J. W. Lee, Nonlinear boundary value problems for
ordinary differential equations, Dissertationes Math. (1985).
11. D. Guo, Numbers of nontrival solutions for nonlinear two points boundary value problems,
Math. Res. Expo. 4 (1984), 5556.
12. D. Guo, ‘‘Nonlinear Functional Analysis,’’ Shangdong Sci. and Tech. Press, Jinan, China,
1985. [Chinese]
13. D. Guo, and V. Lakshmikantham, ‘‘Nonlinear Problems in Abstract Cones,’’ Academic
Press, San Diego, 1988.
14. Z. Guo, Solvability of some singular nonlinear boundary value problems and existence of
positive radial solutions of some nonlinear elliptic problems, Nonlinear Anal. 9 (1991),
781790.
420 LAN AND WEBB
15. G. B. Gustafson and K. Schmitt, Nonzero solutions of boundary value problems for
second order ordinary and delay-differential equations, J. Differential Equations 12 (1972),
129147.
16. J. Henderson and H. Wang, Positive solutions for nonlinear eigenvalue problems, J. Math.
Anal. Appl. 208 (1997), 252259.
17. M. A. Krasnosel’skii, ‘‘Topological Methods In The Theory Of Nonlinear Integral
Equations,’’ Pergamon, Elmsford, NY, 1964.
18. S. S. Lin, On the existence of positive radial solutions for nonlinear elliptic equations in
annular domains, J. Differential Equations 81 (1989), 221233.
19. P. L. Lions, On the existence of positive solutions of semilinear elliptic equations, SIAM
Rev. 24 (1982), 441467.
20. C. D. Luning and W. L. Perry, An iterative technique for solution of the ThomasFermi
equation utilizing a nonlinear eigenvalue problem, Quart. Appl. Math. 35 (1977), 257268.
21. C. D. Luning and W. L. Perry, Positive solutions of negative exponent generalized
EmdenFowler boundary value problems, SIAM J. Math. Anal. 12 (1981), 874879.
22. S. I. Pohozaev, Eigenfunctions of the equation 2u+*f (u)=0, Soviet Math. Dokl. 5
(1965), 14081411.
23. H. Wang, On the existence of positive solutions for semilinear elliptic equations in the
annulus, J. Differential Equations 109 (1994), 17.
24. J. S. W. Wong, On the generalized EmdenFowler equations, SIAM Rev. 17 (1975),
339360.
421POSITIVE SOLUTIONS WITH SINGULARITIES
