1. Introduction and acknowledgment. In 1948 Professor E. Kolchin initiated the study of the Galois theory of differential fields with his papers on the PicardVessiot theory [3; 4] . In a recent paper Bialynicki-Birula developed a Galois theory, more general than is given here, but which will not handle the cases of interest in difference algebra^). The purpose of this paper is to develop a "PicardVessiot" theory for difference algebra.
It is a pleasure to acknowledge the advice received from Professor Richard Cohn of Rutgers University during the period in which this was written.
2. Summary. A solution field M/ K is a field obtained from K by adjoining a fundamental system for a linear homogeneous difference polynomial. (All fields are inversive difference fields of characteristic zero.) If the field of constants of K is algebraically closed and equal to the field of constants of M, then Misa PicardVessiot extension (PVE) of K. The transformal Galois group G of a PVE is an algebraic matrix group over the field of constants of K. The Galois correspondence is one-to-one between relatively algebraically closed subfields of M and subgroups of G which are connected in the Zariski topology. A generalized Liouvillian extension (GLE) of K is a difference overfield of K which can be obtained from K by a chain of adjunctions of solutions to algebraic equations and equations of the form yx= Ay ox yy= y + B. A PVE is contained in a GLE if and only if the component of the identity of G is solvable. If C(x) denotes the difference field of rational functions of x over the field of complex numbers with the transforming operation defined by xx = x + 1, then certain second order difference equations over C(x) have the following property. Each solution is contained in a PVE of C(x), but no solution is contained in a GLE of C(x).
In [3] it is shown that if the corresponding definitions are made for differential equations then it is sufficient to restrict one's attention to the case of solution fields which are PVE. This is not the case in difference algebra since for some difference equations every fundamental system introduces new constants. For solution fields which are not PVE, a preliminary Galois theory and a theory of solvability analogous to the above are given. In order to apply either of these it is necessary to know that certain matrix groups are dense in varieties containing them. Examples are given to illustrate the difficulties involved. Certain nontrivial second order equations over C(x) are shown to have the following property. No solution field is a PVE of C(x) and no solution is contained in a GLE of C(x).
The transcendence degree of a solution field over its constant field is an invariant of the equation. Compatible PVE are isomorphic, and a PVE is a specialization of any solution field compatible with it. Since any two solution fields over C(x) are shown to be compatible, this is sufficient to establish the unicity of PVE (when they exist) over C(x).
3. Notation and terminology. In general, the notation and terminology will be as in [1] .
If L is a subfield of M then the transcedence degree of M over L is denoted by "t.d.(M,L)" and the algebraic closure of L in M by "L". If L = L then L will be said to be "relatively closed." CL is the field of constants of L, that is, the subset of L of elements satisfying yx = y. All fields will be inversive difference fields of characteristic zero. The ordinary difference field obtained from K by adjoining a solution of a linear difference equation is inversive. An "algebraic extension" will mean the inversive closure of a difference field extension by an algebraic element, and "K<a>" will denote the inversive difference field generated by K and a. Since all fields are assumed to be inversive the concepts of order and effective order coincide.
The Casorati of a vector b = (6(1), ■••, bw) is defined as the determinant b (1) .» bw
If C*(b) t¿ 0 then the elements b(i),---,bw are linearly independent over the constant field of any difference field containing them [1, Chapter 8, Lemma 3] . The following proposition contains several results which will be needed in succeeding sections.
Proposition
1. Assume that M is a difference overfield of K and R c: CM. (1) A subset of R linearly dependent over K is linearly dependent over CK. (2) A subset of R algebraically dependent over K is algebraically dependent over CK. Proof. Assume that (1) is false and w is a minimal linearly dependent set over K which is linearly independent over CK. If w(1)= Zfc0)w0) for k(i)eK, then, transforming and subtracting shows that kU) e CK.
If w is an algebraically dependent set over K with/(w) = 0 and v is a vector space basis of K over CK then/can be written/(x) = Zn0)(x)t;(j) for h(l)eCK\x~\. Since v is linearly independent over CK, v is linearly independent over CK(w). Therefore nO)(w) = 0.
A vector space basis v of K\R~]/K can be chosen with vij) a power product of elements of R, hence, constant. Then by (1) , v is linearly independent over N. Therefore K(R) and N axe linearly disjoint over K [5, p. 50] .
If (4) is false it is false for a finite set. By induction it is sufficient to consider the case where R consists of a single element d. If d is algebraic over K then each element of K(d) can be written uniquely in the form Za(i)d(i). Transforming and subtracting shows that a(0 e CM. If d is transcendental over M then a new constant can be written uniquely as a quotient of relatively prime polynomials in d. Transforming shows that the coefficients are in CM.
If M is a solution field for/ over K with basis b and b' is any solution off in a difference overfield N of M, then b' = Zc0)b0) for some c0) eCN [1, Chapter 8, Theorem 13] . Therefore a homomorphism of K{b}/K into a difference overfield N of M determines an n x n matrix c(j in CN by the equations h(b(i))= Zc,j£>0). The matrix so determined is unique as the 6(l) are linearly independent over CN. A homomorphism will be identified with its matrix. The* following theorem and corollary show that the matrices corresponding to homomorphisms satisfy a set of algebraic equations over CM, and, in the case of a PVE, form an algebraic matrix group. 
The proof for the case CM = CK can now be completed exactly as in [2, p. 35] . The proof of the following corollary follows easily from part (3).
Corollary. // M/K is a PVE then the transformal Galois group is an algebraic matrix group over CK.
In the case of a PVE the Galois group corresponds to a variety T less its singular matrices. The singular matrices form a subvariety of lower dimension in the component of the identity of T, and cannot be dense in T. The following example shows that if CM # CK then the variety T can be irreducible and have Zariski dense subsets of automorphisms, isomorphisms "into," and homomorphisms with nonzero kernel. Example 1. If M = K(c), where cx = c, then M is a solution field for y y -y =0. If c is transcendental then the set of equations determined as in Theorem 1 is {0}. h(c) = fee defines a difference homomorphism of X[c] to M for each fe e CM. If k 7¿ 0, k e CK or k = t/ c2 for t # 0, t e CK, then h extends to a difference automorphism of M. If fe is a polynomial of positive degree in c, n extends to an isomorphism of M into M. For k = t/c, where t e CK, h is a homomorphism of X[c] with nonzero kernel.
If M/K is a solution field and b a basis of M/K then "Sb" will denote the set of polynomials in Theorem 1, and "T6" its variety in the algebraic closure of CM. If there is no danger of confusion they will be denoted by "S" and "T." The following example shows that a matrix in T may not correspond to a difference homomorphism of K{b}. The existence of proper monadic algebraic extensions suggests the existence of solution fields which are not normal extensions. Whether or not Ml K is always a normal extension is not known at present. The following theorem is a weaker result. If PeB' then P = ZP^m0'* for P0) e B and m0) e M. Therefore any element in J' can be written F(P) = I1F(Pu))mU) for F(PU))eJ. If H e S' there is an L e J' with L = //t>(1) + Z//0V-°. Also
By the unicity of expression in terms of a vector space basis H = ¿Zd(l'J,k)G(,'J) where the sum is for all i,j, k with vUJ-k)= p(1). Therefore He£ Since Sis contained in S',S = S'. Since S' is prime, T is irreducible.
Since M is compatible with a generic zero of B, ordB = ordß' [1, Chapter 8, Theorem 9]. Therefore
The Galois correspondence for relatively closed intermediate fields in a PVE is given by the following theorem. Primes will be used in the usual way to denote the Galois correspondence. Theorem 3. Assume that M/K is a PVE with transformal Galois group G, L is an intermediate field and H is an algebraic subgroup of G.
(1) L' is an algebraic matrix group.
(2) H is Galois closed.
(3) IfL is relatively closed, then M is normal over L and L is Galois closed.
(4) There is a one-to-one correspondence between relatively closed intermediate fields and connected algebraic subgroups.
(5) If H is connected and normal in G, then G/H is the full group of H' over K and H' is normal over R.
(6) // L is relatively closed and normal over K, then L is normal in G and G/L' is the full group of L over K.
Proof. Since M/L is a PVE, the first assertion follows from Theorem 1. Since H is Zariski closed by hypothesis, to show // = //" it is sufficient to show that H is dense in H", or that a polynomial vanishing on H vanishes on H". Iff vanishes on H but not on H" define F by F(y) =f(WyWb~1) where Wy and Wb are the Casorati matrices of y and b. If s e G and the matrix of s is S then F(s(b))=f(Ws(b)Wb~1)=f(SWbWb~1)=f(S).
Therefore there are polynomials F e M {y} with F(s(b)) = 0 for all s e H but not for all s e H". Choose such a polynomial E of minimal length as a sum of monomials and with some coefficient 1. If for teH, "£t" denotes the result of applying t to the coefficients of E, then Et(s(b)) = t(E((t~1s)b)) = 0 for seH. Since E -Et is shorter than E, it vanishes at s(b) for all seH". If E -E, were not identically zero there would be a k e M with E-k(EEt) shorter than E. Since E -k(E -Et) is zero at s(b) for all s e H but not all s e //", this contradicts the choice of E. Therefore E -Et is identically zero, and the coefficients of E are left fixed by each teH. Therefore they are in //' and are left fixed by H". Therefore E(t(b)) = t(E(b)) = 0 for all t e H", contradicting the choice of E. This completes the proof of (2). If H is connected and z is algebraic over H' with conjugates z(1), ••-,z(n) then the equations F(z) = z(l) partition H into a finite number of closed, disjoint, hence open subsets. Since H is connected it is contained in one of them. Since H contains the identity, all of H leaves z fixed. Therefore zeH' and H' is relatively closed. If L is relatively closed then M/ L is a PVE whose variety T is irreducible by Theorem 2. By Theorem 1, T = L'UR where R is the set of singular matrices of T. Since T contains the identity, R is of lower dimension than T. Therefore L' is dense in T. If L' were not connected there would be closed sets E and F with L' contained in their union but not contained in either E or F. Since L' is dense in T and E U F is closed, T cE\JF.
Since T is irreducible, T and therefore L' is contained in either £ or F contradicting the choice of £ and F. To show that M is normal over L and L =L" it is sufficient to show that each element z of M-L is not in L". If this is not the case, since L is connected, L" is relatively closed and L leaves L<z> fixed. If T and T(z) are the varieties determined by L and L<z> then dim T > dim T(z). As above T = L' U R. Since L' c T (2> Tis contained in the union of two varieties of lower dimension than T. This contradiction completes the proof of (3) and (4).
Assume that H is normal in G and connected. If xeH', seG and teH then s~x tse H so t(s(x)) = s(x) and s(x) e H'. Since s~1 also maps H' into itself, s maps //' onto itself. Therefore the restriction mapping of G to the group D of //' over K is a homomorphism. Its kernel is H and its range is the subgroup of D of elements having extensions to elements of G. We wish to show that this is all of D. Assume that seD. Each z in //' can be written as P/ Q for P and Q in /c{i>}. A difference isomorphism s' of M will map z to s(z) if and only if it satisfies s'(P) = s(z)s'(Q). Therefore s' maps z to s(z) if and only if its matrix satisfies p(Z*ybW) = s(z)ß(ZV>Ü)).
These equations for the Xy can be combined with S to give a set of equations in CK[x] whose nonsingular solutions in difference overfields of M are difference isomorphisms extending s. Since H is relatively closed, there is an extension of s to a difference isomorphism of M [1, Chapter 9, Corollary to Theorem 1] . Therefore the set of equations has a nonsingular solution in CN for some difference overfield N of M. Since CK is algebraically closed there is a nonsingular solution in CK, and s has an extension to an element s' of G. Finally, since M is normal over K and //' is stable under G, //' is normal over K.
If L is normal over K and relatively closed in M then, as above, every automorphism s of L over K extends to an s' e G. Since L is stable under s', if t e L' and x e L then i(s'(x)) = s'(x), so s' _1is' e L'. Therefore each such s'e N, where N is the normalizer of L. Since L is normal overX, N'C\L=K. Since L'cN, JV' cLsoJV'=K.
The normalizer of an algebraic matrix group is an algebraic matrix group [2, p. 29] , so N = G. Therefore L' is normal in G. G/L' is the full group of L over K by (5) .
In general the full transformal Galois group is not naturally isomorphic to a matrix group. The matrix of the composite of g and h is the matrix of g times the matrix obtained by applying g to the entries of the matrix of h. However, by adjoining the field CM to K, and considering M as a solution field over K(CM), one obtains a group D which is naturally isomorphic to a group of matrices contained in an algebraic variety T. Theorem 1 implies that T consists only of isomorphisms and singular matrices. The Galois correspondence given in Theorem 4 below for D and fields between K(CM) and M depends in part on whether a subgroup of D is dense in a variety containing it. Examples where this is not the case are not known.
Theorem 4. Assume that M/K is a solution field with basis b and H is any group of automorphisms of M/K which is naturally isomorphic to the set of matrices in Tb corresponding to H.
(1) Algebraic subgroups of H are Galois closed in H. Proof. The first two assertions can be proved as in Theorem 3. If L is relatively closed then Tb is irreducible. L' is dense in an irreducible variety so V is connected. Assume that z is not in L but L' leaves z fixed. Since L' is connected, V leaves L(zy fixed. However, by Theorem 2 the variety of L<z> is of lower dimension than TbL and cannot contain a dense subset of TbL. This contradiction shows that L = L".
A crucial step in the study of the solvability of differential equations is the theorem that a solvable connected matrix group over an algebraically closed field is triangularable.To imitate the approach used in differential algebra, it is necessary to obtain a group of automorphisms whose matrix entries, with respect to some basis, are in an algebraically closed field, and whose fixed field has simple structure over K. If M/K is a solution field with basis b then the subsets of Tb and D consisting of nonsingular matrices with entries in CK are automorphism groups. The following propositions and examples investigate these groups. Proposition 2. // M/K is a solution field with basis b and T is a subfield of CM then there is a set Sb' <= r[xy] so that thefollowing hold.
(1) A solution to S'b is a solution to Sb. Take S'b as the set of all suchfw. The first two statements are now clear and the third can be proved using [2, Lemma 5.3] .
Theorem 4 applies to any group Gb^ obtained by deleting the singular matrices from a variety Tb(1) determined as in Proposition 2 by a basis b and a subfield T. In ail applications T will be the constants of the original ground field. That is, even if M is being considered as a solution field over K(CM), Gb{1) will be the group of automorphisms of M/K(CM) with matrix entries with respect to b in CK. To be useful in the study of solvability it is necessary for each element in the fixed field of such a group to be algebraic over K(CM).
Proposition 3. Assume that M/K is a solution field with basis b, T is an algebraically closed field of constants of K, G^1' is the group determined as in Proposition 2, Cib1) the component of the identity of GbX) and Cb the irreducible subvariety of Tb determined by R. The following are equivalent and imply that R is Galois closed with respect to C£X).
(a) C¿1} is dense in Cb.
(b) dimC6=dimC¿1). Proof. If C6 (1) is dense in Cb then R is Galois closed with respect to c£1} by Theorem 4. (Special case of (3) Therefore a generic zero of Cdl) is x 0
x -x2 x2 which shows that C(d1) is not dense in Cd. Therefore C1fl"+m = Ca"+m and Cx = C. Equating coefficients of a"+m_1 gives mBC + EyC + A= CyE + Ay + nBCy. Then, since Cv = C, (A/ C) -E satisfies y y -y = (m -n)B and m = n. If there were constants not in K, then there would be a rational function F of a whose numerator had minimal positive degree. By the above, F is of the form F(a) = (Can +f(a))/(an + g(a)) = C + (f(a) -Cg(a))/\(a" + g(a)).
Since C is constant,/(a) -Cg(a) = 0, and F(a) = C, a contradiction. Now suppose L is an intermediate difference field, L ^ K. L is not algebraic over K as K(a) is just the ordinary rational functions over K. Therefore a is algebraic over L. Then, as in the first step of the proof, there is an element E in L satisfying y y -y = B. Then a -Eis constant and in CK, so a eL and L = K(a). If there is a solution feK to yt-y = B, then a-f is constant and K(a) = K(a -f) is an extension of K by a constant.
To obtain the matrices with respect to (a, 1), clearly 1->1. If a-* xa + y then the equation ax -a = B gives x = 1. Therefore, the eligible matrices are at most all the matrices By the dimension theorem, if a is transcendental, the matrices are all of the above. The last assertion is obvious.
It is not always possible to solve equations of the form yx = Ay in a PVE. The following example shows that the existence of a PVE depends essentially on the ground field and not on A.
Example 4. If CK is algebraically closed and there is no solution to yt = A"y in K then Proposition 6 (below) shows that adjoining a solution b to y¡ = -Ay preserves the constants of K. If a is a solution to y, = Ay over K<[ b} then a2/b2 is constant. It cannot be specialized to a constant in CK as a/ b is not constant and CK is algebraically closed. Equating coefficients of an+m gives C^A" = CAm. Therefore Cj = Am~"C, and C =£ 0 gives m = n, Ct = C. The proof that there are no new constants can now be completed as in Proposition 5.
If Lis an intermediate difference field and L=£K, then a is algebraic over L. As above there is a nonzero solution £in Lto y1 = A"y, for some positive integer n. Proof. It is sufficient to show that CN = CK. By the preceding propositions it is sufficient to show that an algebraic step in the chain (1) does not introduce new constants. The first such constant introduced would be algebraic over CK. Since CK is algebraically closed this is impossible.
Detection of the solvability of an equation from the solvability of a matrix group is based on the following proposition. The cU) may be adjoined by the inductive assumption, and then the f>(j) by solving yi~ y == cU). If Cy = 8UCU then for each n, h(aU)) = CnaU) so (a[j)/a(J))eL.
The proof for the case Cu = 1 will be made by induction. Since n(a(n)) = a(n), a(n) is already in L. In the above Cy = 1 so the c0) can be adjoined by the inductive assumption, and the bU) as above. Proof. By the previous proposition it is sufficient to apply the theorem that a solvable connected matrix group over an algebraically closed field admits triangular form.
Corollary. IfM/K or M/K(CM) is a GPVE with C^ dense and solvable then M/ K is a GLE.
For PVE the situation is as in differential algebra. The group of M/K will be denoted by "G(M,/C)" and its component of the identity by "C(M,X)." If G and H are groups of automorphisms having matrix representations with respect to a vector b then "// < G" will mean that each matrix of an automorphism in H is the matrix of an automorphism in G. (It is not necessary that H and G be isomorphic to their matrices.) [September The following proposition will be used to extend the theory to solution fields contained in GLE. If a satisfies y y = Ay over K then a" is in M for some positive integer n, K(a") is stable under G(M,K) and G(K(a"), K) is commutative (Proposition 6). C(M,K(a")) < G(M,K(any) < G(M(ay,K(ay) (by Proposition 8 (4)) so C(M,K(a")) is solvable. Since G(M,K(a")) is normal in G(M,K) with commutative factor group C(M,K) is solvable [2, Lemma 4.9] .
The following theorem is useful in the study of the solvability of particular difference equations in GLE (e.g. Theorem 13 below).
Theorem 10. Assume that K is a difference field and L and M are solution fields for f over K. If L is contained in a GLE N of K and M is compatible with N then M is contained in a GLE of K.
Proof.
Since M and N are compatible there is a field M(N'y with JV' isomorphic to N. Then M< N'y = JV'< CM<¡v->> is a GLE of K containing M. Corollary 1. If N is a generic solution field for f and some solution field forf is contained in a GLE of K then N is contained in a GLE of K.
Proof. K is algebraically closed in JV. Corollary 2. // K = C(x) and a solution field for f is contained in a GLE of K then every solution field for f is contained in a GLE of K.
Proof. K is algebraically closed in any solution field.
7. Application to second order equations. Throughout this section L will be the difference polynomial y2 -Ay y -By over a difference field K with CK algebraically closed, and a will be a solution to L with t. The following lemma will be used to prove the existence of PVE for certain equations over C(x).
Lemma. If K = C(x) and there is a solution in X< a > not in K to y y -Dy for some DeK then there exist E, FeCTx], GeK and a positive integer n with (Eoty + Fa)" = G(E«y + Fa) # 0. Choose an extension of the transform to the algebraic closure R of K and define ti = t. Factor / in K\t] to /(f) = H(t -s (1) Assume that some s(j) is not in K. Then there is an i with s*0 = 04s(l) + B)/s(J)-s(i) is not rational as B ^ 0 and for some k, s¿k)= (As(i) + B)/sc'\ s(k) = ((AAi + B«J su) + AlB)/(AsU) + B). Continuing in this way one obtains a chain s°\ s(,), s(k), ■■■ in which each term is not rational and so that each term has a transform which can be expressed rationally in terms of any preceding term. Such a chain must have a repetition so some sp<4), p > 0, can be expressed rationally in terms of s<q). Since s (9) is not rational, s(q) and spq) have different branch points. This contradiction shows that each s0) is rational.
Replacing s0) by £0)/F0) and b by oq/a one obtains
This can be rewritten as Therefore no such relation is possible and no PVE of K for L is contained in a GLE of K.
To complete the proof it is sufficient by Theorem 11 and Proposition 9 to show that if Zy =jB"ZforZ=i:0andZinZ<:<a> then n = 0andZeCK. If ZeK then n = 0 and Z e CK. If Z is not in K then the lemma applies and there are polynomials E, F not both zero and a rational function G with (£ax + Fu)j = G(£a1+Fa) for some j>0. To complete the proof it is sufficient to show that no such relation can exist.
If either £ or F is zero the relation has the form a,-= Ha for some H in K. This is clearly impossible for j = 1. To show that it is impossible for j > 1 we will show that for each such j there exist unique polynomials R and S with positive leading coefficients so that a,-= Rdy + Sa. The unicity is immediate since t.d. (K(ay,K) = 2 and the existence will be proved by induction. For 7 = 2, a2 = a1 + /3a. If ak = R<Xy + Soc where R and S have positive leading coefficients then ak+y=(Ry+Sy)Cty+RyBa so ak+1 is of the same form.
If neither £ nor F is zero we may assume that either £ or F is monic. We may also assume that; is even. If EU)oty + F0)a = (Eocy + Fa); then
Since a relation as above gives £(2j) = G£ and F(2j) = GF the following must hold.
( Therefore is a Z2 constant not in CK, and no PVE of K contains a.
If ft is a solution with t.d.(K~< by,K) = 2 then a linear polynomial as described in the lemma is by -xb, since (by -xb)y = -x(by -xb).
By trivial modifications of the proof of Theorem 12 one may show that equations of various types do not have solution fields which are PVE contained in GLE of C(x). The difficulty is in showing that PVE suffice for the study of the solution fields of such equations.
The following lemmas will be used to prove that equations exist which do not have solution fields M/K with M/K(CM) a GPVE. Since ab = jb2 and a2 = j2b2, (E -H)j + F -Gj2 = 0. Since j2 = jf'-e, (E-H -Gf)j + (F + Ge) = 0. Since 1 and j are linearly independent over CM, H = E -G/and F = -Ge. Lemma 2. Assume that B has the following properties.
(1) If B" = PPy for P in K then n = 0. for SPß 7^ 0. Transforming twice gives SB" = S2B1 so S is constant. Long division shows that F -S = 0, and each constant in X< a> is in CK.
Example 6. The following examples indicate that hypotheses (1) and (2) Example 7. Assume that B is as in Lemma 2 and a is any solution to L. Choose g and h transcendental over X<a> and set gy = -g, hy = 1/h, M = X<a,g> and N = K(ot,hy. M and JV are solution fields for L with bases (a, go) and (a, ha). M and JV are minimal solution fields in the sense that their only specializations are generic. If M and JV were transformally isomorphic over K there would be A, B, C, DeCN so that a-*Aa + Bah, ga-*Ca + Dah, and therefore g-*(A + Bh)/(C + Dh). By direct computation from gy = -g one obtains the contradiction h = -1.
The following theorem establishes a second class of equations solvable in PVE but not in GLE. In addition the concept of GPVE is shown to be nonvacuous.
Theorem 13. Assume that X = C(x), L(y) = y2 -Ayy -ey where A is a polynomial of positive degree and e a complex number, and M is a solution field for L. (1) No solution of L is contained in a GLE of K.
(2) M is a GPVE of M(K(CMj).
(3) // e is not a root of unity then M is generic and a PVE. (4) If e is a root of unity but e^ -1 then M is not a PVE.
Proof. If a solution of L is contained in a GLE of K then a generic solution field N = X<a,/?> is contained in a GLE and the group D of JV/ K(CN) is solvable. A contradiction will be obtained by showing that D is the full group of 2x2 matrices if e is not a root of unity and the full unimodular group if e is a root of unity. The complete proof will use the following three lemmas whose proofs are below.
