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1. Introduction
Let R be a commutative ring with a unit 1 = 0. Let n be a positive integer. By AR(n), we denote
the polynomial ring R[cμ,ν : 1  μ,ν  n] in n2-indeterminants cμ,ν . Elements of AR(n) which are
products of minors of the n × n matrix (cμ,ν) are usually assigned to pairs of tableaux of the same
shapes and called bideterminants, see [9, Section 4.3]. These elements have been studied for a long
time, in classical invariant theory, in the geometry of ﬂag varieties, and in the representation theory
of the symmetric and general linear groups. In [5], Doubilet, Rota and Stein proved the Standard Basis
Theorem: the set of semi-standard bideterminants (corresponding to pairs of semi-standard tableaux)
is a (free) R-basis for AR(n). This theorem has had many applications, see for example [1,3,7,11].
Let A and B be tableaux of the same shape and let (A : B) be the associated bideterminant. By the
Standard Basis Theorem, (A : B) =∑i ci(Ai : Bi) where ci ∈ R and Ai, Bi are semi-standard tableaux.
Let d be a natural number and let Td(A) and Td(B) denote the d-complements of A and B respectively
([6, Section 3], see also Section 2.2). We consider the expansion of the bideterminant (Td(A) : Td(B))
and compare it with that of (A : B). It turns out that as long as d is large enough, then (Corollary 4.5)
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Td(A) : Td(B)
)=∑
i
ci
(
Td
(
Ai
) : Td(Bi)) (1)
where Td(Ai) and Td(Bi) are again semi-standard tableaux by [6, Theorem 3.2]. We remark that this
result is not surprising from the point of view of the representation theory of the general linear group
GLn(R) [9]. Indeed, the complement construction here corresponds to the group anti-automorphism
g → g−1 on GLn(R). However, the combinatorics behind this combinatorial statement is far from
transparent.
In this paper, we aim to give a purely combinatorial proof of the statement (1) by ﬁnding a
straightening algorithm which is compatible with the complement construction of tableaux. Instead
of checking the existing straightening algorithms one by one, we prove, to our knowledge, a new
algorithm and check its compatibility. The outline of the paper is as follows. In Section 2, we study
the combinatorics related to complements of partitions and tableaux. Using the representation theory
of general linear groups and a known construction of the dual Weyl modules [2,7,9], we describe in
Theorem 3.3 some speciﬁc vectors in the tensor product of exterior powers. Based on this technical
result, we obtain, to our knowledge, a new straightening algorithm for bideterminants (Theorem 3.6).
Similar to Grosshans–Rota–Stein’s straightening algorithm (a generalization of Doubilet–Rota–Stein’s
algorithm in the supersymmetric case [11, Section 3, Proposition 10]), the new algorithm leads to a
recursive procedure to express any monomial in AR(n) as an integral linear combination of semi-
standard bideterminants. Noting that Grosshans–Rota–Stein’s algorithm is formulated in the language
of Hopf algebras, we see by an example in Section 3 that the two algorithms are very different in
straightening procedures. In Section 4, we use the combinatorial results in Section 2 to show that
the new algorithm is compatible with the complement construction of tableaux (Theorem 4.4), from
which the statement (1) follows immediately. As another application of the compatibility, we give a
purely combinatorial construction of the isomorphisms between generalized (classical) Schur algebras
introduced ﬁrst by Henke, Steffen and the author.
2. Notation
We recall some of the notation from [6, Section 3] and the representation theory of general linear
groups from [9].
2.1. Combinatorial notation
Let n = {1, . . . ,n}. We deﬁne I(n) to be the set of ﬁnite sequences i = (i1, i2, . . .) with each
iρ ∈ n. The elements of I(n) are called multi-indices. The number of entries of a multi-index i is called
the length of i and is denoted by |i|. Subsequences of a multi-index are called multi-subindices. It is
convenient to think of a multi-index just as a set of integers and to consider the union or intersection
of two multi-indices. For a natural number r, let
I(n, r) = {i = (i1, . . . , ir) ∣∣ iρ ∈ n},
I∗(n, r) = {i ∈ I(n, r) ∣∣ i1, . . . , ir are distinct},
I+(n, r) = {i ∈ I(n, r) ∣∣ i1 < · · · < ir}.
Let P+(n, r) be the set of weakly decreasing sequences of integers α = (α1,α2, . . .) such that α1 +
α2 + · · · = r and 0 αi  n for all i. The elements of P+(n, r) are called partitions. The ordering to be
considered on P+(n, r) is the dominance ordering, namely,
α β ⇐⇒ α1 + · · · + αs  β1 + · · · + βs, for all s 1. (2)
Let α = (α1, . . . ,αm) ∈ P+(n, r) be a partition. Different from the usual convention, but to avoid con-
jugating partitions, we deﬁne an α-tableau to be a tableau whose column lengths are α1, . . . ,αm
respectively. Let
1172 M. Fang / Journal of Algebra 322 (2009) 1170–1186Tab(α) = {α-tableaux with entries in n},
Tab+(α) = {S ∈ Tab(α) ∣∣ the entries of S are strictly increasing down columns},
STab(α) = {S ∈ Tab+(α) ∣∣ the entries of S are weakly increasing along rows}.
The elements in STab(α) are called semi-standard tableaux. Given an α-tableau S and a number 1
i m, let Si be the multi-index obtained by reading the ith column of S downwards. In this way, we
think of a tableau as a set of multi-indices. The total ordering to be considered on the set Tab(α) is
given by (see also [7, Chapter 8])
T ′ > T ⇐⇒ In the right-most column where T and T ′ differ, the lowest box where they
differ has a larger entry in T ′. (3)
Example. Take α = (2,2,1) ∈ P+(2,5). Then in Tab(α) we have
1 2 3
2 4
>
1 4 3
5 2
>
1 4 2
3 5
.
Let S be a two columns tableau. Let s ⊂ S1 and t ⊂ S2 be multi-subindices with |s| = |t|. We deﬁne
r(S; s, t) to be the tableau obtained from S by exchanging the entries of s and t pairwise. Let R(S; t)
be the set of all r(S; p, t) with p ⊂ S1 and |p| = |t|. The elements of R(S; t) are called exchanges
of columns of S with respect to t . If t = (t1, . . . , tk) consists of exactly the top k entries of S2, we
shall use the notation R(S;k) instead of R(S; t). By R∗(S; t), resp. R∗(S;k), we denote the subset of
R(S; t), resp. R(S;k) in which every tableau has no repeated entries in each column.
Example. Let
S =
2 1
3 4
1
.
Then S1 = (2,3,1) and S2 = (1,4). Choose s = (2,1) ⊂ S1 and t = (1,4) = S2. We have
r(S; s, t) =
1 2
3 1
4
, R(S;2) =R(S; t) =
⎧⎨
⎩
1 2
4 3
1
,
1 2
3 1
4
,
2 3
1 1
4
⎫⎬
⎭
and
R∗(S;2) =
⎧⎨
⎩
1 2
3 1
4
,
2 3
1 1
4
⎫⎬
⎭ .
2.2. Complements of partitions and tableaux
Let α = (α1,α2, . . . ,αm) be a partition in P+(n, r) and d any ﬁxed natural number. Deﬁne the
d-complement of α by (see also [6, Section 3])
Td(α) := (n − αd, . . . ,n− α1) ∈ P+(n,nd − α1 − · · · − αd).
If d is not less than m and is clear from the context, we simply write αˇ instead of Td(α) for short.
If n r, we deﬁne the complement of a multi-index i ∈ I+(n, r) to be the multi-index iˇ ∈ I+(n,n − r)
such that i ∩ iˇ = ∅. As a convention, we deﬁne the complement of the multi-index (1,2, . . . ,n) ∈
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the tableau Td(S) in Tab
+(Td(α)) such that its ith column is the complement of the (d + 1 − i)th
column of S for every 1 i  d. When d is suﬃciently large and is clear from the context, we write
Sˇ instead of Td(S) for short.
Example. Let α = (3,2,1,1) ∈ P+(4,7) where n = 4. Then T3(α) = (4− α3,4− α2,4− α1) = (3,2,1)
and T4(α) = (3,3,2,1). Let S be the α-tableau displayed below. Then
S =
1 2 4 2
3 4
4
, T3(S) =
1 1 2
2 3
3
, T4(S) =
1 1 1 2
3 2 3
4 3
, T5(S) =
1 1 1 1 2
2 3 2 3
3 4 3
4
.
Theorem 2.1. For α = (α1, . . . ,αm) a partition in P+(n, r) and dm a natural number,
(1) T 2d (S) = S for any S ∈ Tab+(α);
(2) Td(S) is semi-standard for any semi-standard α-tableau S.
We remark that the semi-standard tableaux used in [6] were deﬁned slightly differently from what
we use here. However, in view of the proof of [6, Lemma 6.2], the theorem above follows from [6,
Theorem 3.2].
2.3. Pumping and inserting
We introduce two operations on multi-indices, namely pumping and inserting. In the following,
assume n and r to be two positive integers with n r.
We denote by Σr the symmetric group on r letters. Consider the natural actions of Σn from the
left and of Σr from the right on I(n, r): for i = (i1, . . . , ir) ∈ I(n, r),
ω · i = (ω(i1), . . . ,ω(ir)), ∀ω ∈ Σn,
i · σ = (iσ(1), . . . , iσ(r)), ∀σ ∈ Σr .
The actions of Σr and Σn on I(n, r) commute, and the Σr-orbits in I∗(n, r) are in one to one cor-
respondence with the set I+(n, r). Therefore, for each i ∈ I∗(n, r), there exists a unique permutation
σ(i) ∈ Σr such that
i+ := i · σ(i) ∈ I+(n, r).
Deﬁnition 2.2. Let i ∈ I∗(n, r). We deﬁne the sign of i to be the sign of the permutation σ(i), and
denote it by sgn(i).
Example. Consider the multi-indices i = (4,5,1) ∈ I∗(5,3) and j = (3,2) ∈ I∗(3,2). Then σ(i) =
(1,3,2) and σ( j) = (1,2). Hence sgn(i) = 1 and sgn( j) = −1.
Proposition 2.3. Let i ∈ I∗(n, r) and j ∈ I∗(n,n− r) be twomulti-indices such that their intersection is empty.
For natural numbers p ∈ i and q ∈ j, write (p,q) for the transposition of p and q in the symmetric group Σn.
Then
sgn
(
(p,q)i
) · sgn((p,q) j)= (−1)|p−q|−1 · sgn(i) sgn( j).
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p−q = ±1 and X = {q+ 1,q+ 2, . . . , p− 1} if p−q 2 and X = {p+ 1, p+ 2, . . . ,q− 1} if q− p  2.
Since i ∪ j = n and i ∩ j = ∅ by assumption, we have
sgn
(
(p,q)i
)
sgn
(
(p,q) j
)= sgn((p,q)i+) sgn((p,q) j+) sgn(σ ) sgn(τ )
= sgn((p,q)i+) sgn((p,q) j+) sgn(i) sgn( j)
= (−1)|X∩i| · (−1)|X∩ j| sgn(i) sgn( j)
= (−1)|X | sgn(i) sgn( j) = (−1)|p−q|−1 sgn(i) sgn( j). 
For a multi-index i ∈ I∗(n, r) and p an entry of i, we denote by i  p the multi-index obtained
from i by pumping p to the ﬁrst place in i and maintaining the relative ordering of the other entries.
Equivalently, we ﬁrst delete the entry p from i, then insert p in the ﬁrst place of the resulting multi-
index. If q is not an entry of i, we denote by i  q the multi-index obtained by inserting q at the end
of i.
Proposition 2.4. For any multi-index i in I+(n, r) and any entry p ∈ i, we have
sgn(i  p) · sgn(iˇ  p) = (−1)n+1−r−p .
Proof. Let X = {ρ ∈ i: ρ < p} and X ′ = {ρ ∈ i: ρ > p}. Then Y = {η ∈ iˇ: η > p} = {p + 1, . . . ,n} − X ′ .
Hence, sgn(i  p) sgn(iˇ  p) = (−1)−|X | · (−1)|Y | = (−1)n+1−r−p . 
Remark. In general, for a multi-index i ∈ I∗(n, r) and entries a1, . . . ,aw of i and b1, . . . ,bw not in i,
we write
i  (a1, . . . ,aw) = (i  (a2, . . . ,aw))  a1,
i  (b1, . . . ,bw) = (i  (b1, . . . ,bw−1))  bw .
Example. Let i = (2,3,1,5,4). Then i  (3,4,5) = (3,4,5,2,1) and i  (7,6) = (2,3,1,5,4,7,6).
Proposition 2.5. For any multi-index i = (i1, . . . , ir) ∈ I+(n, r) and entries a1 < · · · < aw of i and b1 < · · · <
bw not in i, we have
sgn
(
i  (a1, . . . ,aw)
)= (−1)w(w−1)/2 sgn(i  a1) · · · sgn(i  aw),
sgn
(
i  (b1, . . . ,bw)
)= sgn(i  b1) · · · sgn(i  bw).
Proof. Let Xi = {ρ ∈ i: ρ < ai} and Yi = Xi − {a1, . . . ,ai−1} for each 1  i  w . Then sgn(i 
(a1, . . . ,aw)) = sgn(i  (a1, . . . ,aw−1)) · (−1)|Yw | = (−1)
∑
i |Yi | = (−1)w(w−1)/2+
∑
i |Xi | . On the other
hand, sgn(i  ai) = (−1)|Xi | for each i. The ﬁrst equality follows. Similarly, we get the second equal-
ity. 
2.4. Representations of general linear groups
Let R = k be an inﬁnite ﬁeld of arbitrary characteristic. The polynomial ring Ak(n) = k[ci j: i, j ∈ n]
is a k-bialgebra with the comultiplication and counit given by
Δ(ci j) =
n∑
cik ⊗ ckj, ε(ci j) = δi, j .
k=1
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mogeneous polynomial representations of degree r of the general linear group G = GLn(k) are then
exactly the comodules of Ak(n, r) [4,8,9].
Let E and V be the natural left and right G-modules. Then the exterior powers, as well as the
tensor product of exterior powers of E and V are again left and right G-modules. Choose a basis
{e1, . . . , en} of E and a basis {v1, . . . , vn} of V . Then
∧r V has a k-basis {vˆi | i ∈ I+(n, r)} with vˆi = vi1 ∧ · · · ∧ vir ,
∧r E has a k-basis {eˆi | i ∈ I+(n, r)} with eˆi = ei1 ∧ · · · ∧ eir .
Let α be a partition in P+(n, r) and S be a tableau in Tab(α). We deﬁne
eˆS = eS(1,1) ∧ · · · ∧ eS(α1,1) ⊗ eS(1,2) ∧ · · · ∧ eS(α2,2) ⊗ · · · ,
vˆS = v S(1,1) ∧ · · · ∧ v S(α1,1) ⊗ v S(1,2) ∧ · · · ∧ v S(α2,2) ⊗ · · · .
Here S(i, j) denotes the entry of S in the ith row and jth column. Obviously the tensor product of
exterior powers ∧α E :=⊗i ∧αi E has a basis {eˆS : S ∈ Tab+(α)} and similarly ∧αV :=⊗i ∧αi V has a
basis {vˆS : S ∈ Tab+(α)}.
For a pair of multi-indices i = (i1, . . . , ir), j = ( j1, . . . , jr) ∈ I(n, r), we write ci, j for the monomial
ci1 j1 · · · cir jr in Ak(n, r) and deﬁne (i : j) =
∑
π∈Σr sgn(π)ciπ, j where iπ = (iπ(1), . . . , iπ(r)). In general,
for S, T ∈ Tab(α) we deﬁne the bideterminant (S : T ) to be the product ∏i(Si : Ti), where Si and Ti
are the ith columns of S and T respectively.
Lemma 2.6. (See [4, Lemma 1.3.1].) Let α be a partition in P+(n, r). Then the tensor product of exterior powers
∧α E is a right comodule of Ak(n, r). Similarly ∧αV is a left comodule of Ak(n, r). Their structure maps τα,E
and τα,V are determined by the formulas
τα,E(eˆS) =
∑
T∈Tab+(α)
eˆT ⊗ (T : S),
τα,V (vˆS ) =
∑
T∈Tab+(α)
(S : T ) ⊗ vˆT ,
for any S ∈ Tab+(α).
Consider the following two bilinear maps (see also [4, Lemma 1.2.2])
Φα :∧αV × ∧α E −→ Ak(n, r) (4)
(−,−) :∧αV × ∧α E −→ k (5)
which are deﬁned, respectively, for any S, T ∈ Tab+(α) by
Φα(vˆS , eˆT ) = (S : T ), (vˆS , eˆT ) = δS,T (Kronecker symbol).
By [4], the bilinear form (−,−) is non-degenerate and G-contravariant: (v · g, e) = (v, g · e) for any
g ∈ G and v ∈ ∧αV , e ∈ ∧α E . Let β be another partition in P+(n, r). For any G-module homomorphism
f :∧αV → ∧βV , we deﬁne a k-linear map f ∗ :∧β E → ∧α E , called the adjoint morphism of f , such
that for any tableau S in Tab+(α) and A in Tab+(β)
(
vˆS , f
∗(eˆA)
)= ( f (vˆS ), eˆA). (6)
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homomorphism: for any g ∈ G , A ∈ Tab+(β) and S ∈ Tab+(α)
(
vˆS , f
∗(g · eˆA)
)= ( f (vˆS ), g · eˆA)= ( f (vˆS ) · g, eˆA)
= ( f (vˆS · g), eˆA) ( f is a G-module homomorphism)
= (vˆS · g, f ∗(eˆA))= (vˆS , g · f ∗(eˆA)).
Similarly, given a G-morphism g :∧α E → ∧β E , we can deﬁne its adjoint morphism g∗ . Clearly
( f ∗)∗ = f .
Proposition 2.7. Let α and β be partitions in P+(n, r). Let f :∧α E → ∧β E be a G-module homomorphism
and f ∗ its adjoint morphism. Then for any A ∈ Tab+(β) and S ∈ Tab+(α)
Φβ
(
vˆA, f (eˆS )
)= Φα( f ∗(vˆA), eˆS).
Proof. Let f (eˆS) =∑B∈Tab+(β) xSB eˆB . Then f ∗(vˆA) =∑T∈Tab+(α) xT A vˆT by the deﬁnition of adjoint
morphisms. Thus
LHS = Φβ
(
vˆA, f (eˆS)
)= ∑
B∈Tab+(β)
xSB(A : B)
and
RHS= Φα
(
f ∗(vˆA), eˆS
)= ∑
T∈Tab+(α)
xT A(T : S).
Since f is a G-module homomorphism, it is an AR(n, r)-comodule homomorphism. So ( f ⊗ id)τα,E =
τβ,E f . Evaluating both sides of this equation on eˆS , we have by Lemma 2.6
∑
A∈Tab+(β)
eˆA ⊗
( ∑
T∈Tab+(α)
xT A(T : S)
)
=
∑
A∈Tab+(β)
eˆA ⊗
( ∑
B∈Tab+(β)
xSB(A : B)
)
.
Comparing the coeﬃcients of eˆA , we obtain LHS= RHS as desired. 
2.5. Dual Weyl modules
Recall the following construction of the dual Weyl modules [7, Chapter 8], see also [2,9]. Let α be
a partition in P+(n, r). Consider the k-submodule Q α E of the tensor product of exterior powers ∧α E
which is generated by all elements of the form eˆS −∑ eˆA for S ∈ Tab+(α), where the sum is over
all A ∈ Tab(α) obtained from S by an exchange between two given columns, with respect to a given
subset of boxes in the right chosen column. The quotient ∧α E/Q α E is known as the Schur module
or the dual Weyl module of highest weight α′ (the conjugated partition of α). By [7, Theorem 1],
∧α E/Q α E has as a basis the image of {eˆS : S ∈ STab(α)}. Moreover, given a tableau S ∈ Tab+(α), not
semi-standard, there exist natural numbers j and k such that the kth entry of the jth column of S is
strictly larger than the kth entry of the ( j + 1)th column of S . Then
eˆS ≡
∑
eˆA
(
mod Q α E
)
(7)
M. Fang / Journal of Algebra 322 (2009) 1170–1186 1177where the sum is over all A ∈ Tab(α) obtained from S by an exchange between S j and S j+1 with
respect to the top k entries of S j+1. We remark that each A in this summation is strictly larger than
S with respect to the total ordering on tableaux (3).
Example. Take α = (3,2) ∈ P+(3,5). We write Sˆ instead of eˆS for simplicity. Then
̂1 1
3 2
4
≡
̂1 1
2 3
4
+
̂1 1
3 4
2
(
mod Q (3,2)E
)
.
3. Straightening algorithm
Since bideterminants are products of minor determinants, to describe a straightening algorithm for
bideterminants, it is enough to restrict ourselves to the case of straightening the bideterminant (S : T )
with S and T having only two columns. Throughout this section, α = (l,m) is a two part partition in
P+(n, l +m).
3.1. Straightening vectors
Let S ∈ Tab+(α) be a tableau with ﬁrst and second columns S1 and S2 respectively. Deﬁne
DS := S2 − S1, S = |DS |. (8)
If S is not semi-standard, then there exists a smallest integer a := aS such that S(k,1)  S(k,2) for
all k < a and S(a,1) > S(a,2). In this case we deﬁne
D∗S = DS ∩
{
S(1,2), . . . , S(a,2)
}
, κS =
∣∣D∗S ∣∣. (9)
We shall regard both DS and D∗S as multi-subindices of S2. Note that if S is not semi-standard, then
S(a,2) ∈ D∗S and in particular, κS > 0.
Lemma 3.1. Let S be a tableau in Tab+(α). Then
∑
A∈R(S;aS )
eˆA =
∑
A∈R∗(S;D∗S )
eˆA . (10)
Proof. If S is semi-standard, then aS = 0 and D∗S = ∅. Both sides of the equation are zero and we
are done. If S is not semi-standard, let a = aS , j = S2 and t = D∗S . Note that there is a one to one
correspondence between R∗(S; t) and R∗(S;a). Indeed, given a tableau A = r(S; p, t) ∈R∗(S; t) for
some multi-subindex p of S1, let q be the multi-subindex of S1 with entries from (( j1, . . . , ja)−t)∪ p.
Then T = r(S;q, ( j1, . . . , ja)) ∈R∗(S;a). Moreover, let σ ∈ Σl and τ ∈ Σm ⊂ Σl be the permutations
such that q  p = qσ and j  t = jτ . Then A1σ = T1τ and A2τ = T2σ . As a result, sgn(A1) sgn(A2) =
sgn(T1) sgn(T2) and hence eˆA = eˆT . Since in the left-hand side of (10), the summation actually runs
over A ∈R∗(S;a), we are done. 
If S is not a semi-standard α-tableau, then (see Section 2.5) eˆS ≡∑ eˆA (mod Q α E). Next, we
describe the difference eˆS −∑ eˆA . Let a and b be positive integers. Consider the G-module homomor-
phism
∧aV ⊗ ∧bV −→ ∧a+bV
1178 M. Fang / Journal of Algebra 322 (2009) 1170–1186which sends (v1 ∧ · · · ∧ va) ⊗ (v ′1 ∧ · · · ∧ v ′b) to v1 ∧ · · · ∧ va ∧ v ′1 ∧ · · · ∧ v ′b . If a + b  n, its adjoint
morphism is deﬁned:
∧a+b E −→ ∧aE ⊗ ∧b E
which sends a basis element eˆi with i ∈ I+(n,a+b) to the sum ∑ sgn( j  k)eˆ j ⊗ eˆk where j ∈ I+(n,a)
and k ∈ I+(n,b) satisfy j ∪ k = i. Similarly, we have the canonical map ∧aE ⊗ ∧b E → ∧a+b E and its
adjoint morphism ∧a+bV → ∧aV ⊗ ∧bV . For each natural number 1 h  b, consider the following
G-module homomorphisms
ϕh : ∧aE ⊗ ∧b E −→ ∧aE ⊗ ∧h E ⊗ ∧b−h E −→ ∧a+h E ⊗ ∧b−h E, (11)
φh : ∧aV ⊗ ∧bV −→ ∧aV ⊗ ∧hV ⊗ ∧b−hV −→ ∧a+hV ⊗ ∧b−hV , (12)
and their adjoint morphisms if a + h n:
ϕ∗h : ∧a+hV ⊗ ∧b−hV −→ ∧aV ⊗ ∧hV ⊗ ∧b−hV −→ ∧aV ⊗ ∧bV , (13)
φ∗h : ∧a+h E ⊗ ∧b−h E −→ ∧aE ⊗ ∧h E ⊗ ∧b−h E −→ ∧aE ⊗ ∧b E. (14)
Remark. The four morphisms deﬁned above are independent of the choices of a and b as long as the
conditions 1 h  b and h + a n are satisﬁed. Therefore, we can use these maps without reference
to the integers a and b, as long as they are deﬁned.
Theorem 3.2. Let S be a non-semi-standard tableau in Tab+(α). If κS = S , then
eˆS −
∑
T∈R(S;aS )
eˆT =
S∑
b=1
(−1)b−1φ∗b ◦ ϕb(eˆS). (15)
Proof. By Lemma 3.1 and the assumption κS = S , both sides of (15) are linear combinations of eˆA ’s
where A ∈X = {r(S; p,q) ∈R∗(S; p,q): p ⊂ S1,q ⊂ DS , |p| = |q|}. Clearly, {eˆA: A ∈X } is a linearly
independent set in ∧α E . We ﬁnish the proof by showing that the coeﬃcients of eˆA coincide on both
sides for each A ∈X .
Let A = r(S; p,q) ∈ X and s = |q|. Consider the non-degenerate bilinear form (−,−) :∧αV ⊗
∧α E −→ k (see Section 2.4) and evaluate (vˆA,−) on both sides of (15):
LHS= (vˆA, eˆS) −
∑
T∈R(S;aS )
(vˆA, eˆT ) =
⎧⎨
⎩
1, s = 0;
0, 0< s < S ;
−1, s = S .
Indeed, if s = 0, then A = S /∈ R(S;aS ). If s = S , then A ∈ R∗(S; D∗S ) and by the correspondence
between R∗(S;aS ) and R∗(S; D∗S ) in the proof of Lemma 3.1, there exists a unique T ∈R∗(S;aS )
such that T equals A up to column permutations; furthermore eˆT = eˆA . If 0 < s < S , then A2, as
a set, is different from S2 and T2 for any T ∈R∗(S;aS ). By the deﬁnition of adjoint morphisms in
Section 2.4 and Proposition 2.7,
RHS=
S∑
b=1
(−1)b−1(vˆA, φ∗b ◦ ϕb(eˆS))=
S∑
b=1
(−1)b−1(φb(vˆA),ϕb(eˆS)).
Let φb(vˆA) =∑B∈Y1 λB vˆB and ϕb(eˆS ) =∑C∈Y2 δC eˆC where λB , δC are non-zero coeﬃcients in the
ﬁeld k. The elements of Y1 and Y2 are chosen as follows: for each B ∈ Y1, we have B1 = A1  i
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C1 = S1  j for some multi-subindex j ⊂ S2 with | j| = b and C2 = S2 − j.
If b < s, then note that S2 and A2 have s different entries; for any B ∈Y1 and C ∈Y2, the multi-
indices B2 and C2 have at least (s − b) different entries. In particular, (φb(vˆA),ϕb(eˆS )) = 0. Next we
assume s b S . Since p∩q = ∅, there exists a unique permutation ω ∈ Σn which sends p to q and
ﬁxes the other integers in n. Clearly, ω is a product of s transpositions and A1 = ω · S1 and A2 = ω · S2.
Given a tableau B ∈Y1 with B1 = A1  i and i ⊂ A2. Let C be the tableau with C1 = S1  (ω · i) and
C2 = S2 − ω · i. Clearly, eˆB = 0 if and only if eˆC = 0. So C ∈ Y2. In this way, we get a bijection
from Y1 to Y2. Furthermore, given the tableaux B and C in correspondence as above, we see that
λB = δC = ±1 and (vˆB , eˆC ) = (−1)s when q ⊂ i ⊂ DS . The number of such B in Y1 is
(
S−s
b−s
)
. Note that
for all other cases, (vˆB , eˆC ) = 0. So
(
φb(vˆA),ϕb(eˆS )
)=
{
0, 0 b < s;
(−1)s(−sb−s), s b  ,
where  = S and hence
RHS=
⎧⎪⎪⎨
⎪⎪⎩
(

1
)− (2)+ · · · + (−1)−1()= 1, s = 0;
(−1)s(−1)s−1{(−s0 )− (−s1 )+ · · · + (−1)−s(−s−s)} = 0, 0< s < ;
(−1) · (−1)−1(−
−
)= −1, s = ,
i.e., LHS = RHS and we are done. 
To remove the assumption κS = S above, we associate with each tableau S in Tab+(α) an interme-
diate tableau S which has three columns S1 = S1, S2 = S2 − (DS − D∗S ) and S3 = DS − D∗S . Clearly
S is a tableau in Tab+(β) with β = (l,m+κS −S , S −κS ) and eˆS = sgn(S2 S3)(id⊗ϕS−κS )(eˆS ).
For brevity, we denote sgn(S2 S3) by sgn∗(S).
Example. Let S be the tableau below. All data introduced so far for S are listed:
S =
1 2
3 3
5 4
6 7
8 8
10 9
, S =
1 2 7
3 3 9
5 4
6 8
8
10
,
aS = 3,
DS = {2,4,7,9}, S = 4,
D∗S = {2,4}, κS = 2,
sgn∗(S) = −1.
Theorem 3.3. Let S be a non-semi-standard tableau in Tab+(α). LetS be the intermediate tableau associated
with S and a = aS ,  = S , κ = κS . Then
eˆS −
∑
T∈R(S;a)
eˆT = sgn∗(S)
κ∑
b=1
(−1)b−1(id⊗ϕ−κ )
(
φ∗b ◦ ϕb ⊗ id
)
(eˆS ). (16)
Proof. Let A be the tableau consisting of the ﬁrst two columns S1 and S2 of the tableau S . Then
κA = A = κ and aA = a. We have by Theorem 3.2,
eˆA −
∑
B∈R(A;a)
eˆB =
κ∑
b=1
(−1)b−1φ∗b ◦ ϕb(eˆA). (17)
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ψ(− ⊗ eˆS3 ) to both sides of (17) to obtain:
ψ(eˆA ⊗ eˆS3 ) −
∑
B∈R(A;a)
ψ(eˆB ⊗ eˆS3 ) =
κ∑
b=1
(−1)bψ(φ∗b ◦ ϕb(eˆA) ⊗ eˆS3). (18)
Clearly, ψ(eˆA ⊗ eˆS3 ) = sgn∗(S)eˆS . Moreover, there is a natural bijection between R(A;a) and R(S;a):
let t be the multi-subindex consisting of the top a entries of A2, then for each B = r(A; p, t) ∈
R(A;a) with p ⊂ A1 = S1, one gets T = r(S; p, t) ∈ R(S;a). By this one to one correspondence,
ψ(eˆB ⊗ eˆS3 ) = sgn∗(S)eˆT . After rewriting ψ(φ∗b ◦ ϕb(eˆA) ⊗ eˆS3 ) = (φ∗b ◦ ϕb ⊗ id)(eˆS ), Eq. (16) fol-
lows. 
3.2. Straightening bideterminants
To simplify notations, we make the following convention: by id⊗φb we emphasize that φb acts
on the last two factors of a tensor product of exterior powers and all other factors are identities.
Similarly, by φb ⊗ id, we mean that φb acts on the ﬁrst two factors and by id⊗ϕ∗b , we mean that ϕ∗b
acts on the last factor.
Lemma 3.4. Let S be a non-semi-standard tableau in Tab+(α) and 1 b κS . Then
(
id⊗ϕ∗−κ
)
(id⊗φ−κ )(φb ⊗ id)
(
id⊗ϕ∗−κ
)
vˆS =
(
m− b
 − κ
)
(φb ⊗ id)
(
id⊗ϕ∗−κ
)
vˆS , (19)
where  = S and κ = κS .
Proof. It is clear that both sides of (19) are k-linear combinations of vˆA ’s where A is obtained from
S by moving some b entries of S2 to the end of S1 and moving some other different  − κ entries
of S2 to a third new column. Let β = (l + b,m − b −  + κ,  − κ). Then all non-zero vectors vˆA in
∧βV with A arising this way are linearly independent. Let A be such a tableau, obtained by moving
j1, . . . , jb ∈ S2 to the end of S1 and moving jb+1, . . . , j−κ+b to the third new column. Let
j˜ = ( j1, . . . , jb, . . . , jm, jb+1, . . . , j−κ+b)
and let S˜ be the tableau with the ﬁrst column S1 and the second column j˜. With respect to the
non-degenerate bilinear form (−,−) :∧βV × ∧β E → k, we evaluate (−, eˆA) on both sides of (19) to
obtain:
LHS= ((id⊗ϕ∗−κ )(id⊗φ−κ )(φb ⊗ id)(id⊗ϕ∗−κ )vˆS , eˆA)
= ((φb ⊗ id)(id⊗ϕ∗−κ )vˆS , (id⊗φ∗−κ )(id⊗ϕ−κ )eˆA) (Eq. (6))
= sgn( j˜)((φb ⊗ id)(id⊗ϕ∗−κ )vˆ S˜ , (id⊗φ∗−κ )(id⊗ϕ−κ )eˆA)=
(
m− b
 − κ
)
sgn( j˜),
RHS=
(
m− b
 − κ
)(
(φb ⊗ id)
(
id⊗ϕ∗−κ
)
vˆS , eˆA
)
=
(
m− b
 − κ
)
sgn( j˜)
(
(φb ⊗ id)
(
id⊗ϕ∗−κ
)
vˆ S˜ , eˆA
)=
(
m− b
 − κ
)
sgn( j˜).
So LHS= RHS and Eq. (19) follows. 
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(id⊗φ−κ )(φb ⊗ id)
(
id⊗ϕ∗−κ
)
vˆS =
(
m− b
 − κ
)
φb(vˆS ), (20)
where  = S and κ = κS .
Proof. Arguing similarly as in Lemma 3.4, we are done. 
Theorem 3.6 (Notations as in Theorem 3.3). Let S and T be tableaux in Tab+(α). If S is not semi-standard,
then we have in the polynomial ring AR(n)
(T : S) =
∑
A∈R(S;a)
(T : A) +
κ∑
b=1
(−1)b−1Φγb
(
φb(vˆT ),ϕb(eˆS )
)
, (21)
where γb = (l + b,m− b), a = aS , κ = κS ,S is the intermediate tableau associated with S, and
ϕb(eˆS) = sgn∗(S)(id⊗ϕ−κ )(ϕb ⊗ id)(eˆS ). (22)
Proof. Assume ﬁrst that R = k is a ﬁeld of characteristic zero. Since I = (T : S) = Φα(vˆT , eˆS) by the
deﬁning equation (4) of Φα , we have by Theorem 3.3
I =
∑
A
Φα(vˆT , eˆA) + sgn∗(S)
κ∑
b=1
(−1)b−1Φα
(
vˆT , (id⊗ϕ−κ )
(
φ∗b ◦ ϕb ⊗ id
)
(eˆS )
)
=
∑
A
(T : A) + sgn∗(S)
κ∑
b=1
(−1)b−1Φβ
(
(φb ⊗ id)
(
id⊗ϕ∗−κ
)
(vˆT ), (ϕb ⊗ id)(eˆS )
)
,
where β = (l + b,m + κ −  − b,  − κ) and the second equality follows by Proposition 2.7. On the
other hand, by Lemmas 3.4 and 3.5,
II := Φβ
(
(φb ⊗ id)
(
id⊗ϕ∗−κ
)
(vˆT ), (ϕb ⊗ id)(eˆS )
)
= 1/
(
m− b
 − κ
)
Φβ
((
id⊗ϕ∗−κ
)
(id⊗φ−κ )(φb ⊗ id)
(
id⊗ϕ∗−κ
)
(vˆT ), (ϕb ⊗ id)(eˆS )
)
= Φβ
((
id⊗ϕ∗−κ
)
φb(vˆT ), (ϕb ⊗ id)(eˆS )
)
= Φγb
(
φb(vˆT ), (id⊗ϕ−κ )(ϕb ⊗ id)(eˆS )
)
(Proposition 2.7).
Substituting II into the expression of I , we obtain Eq. (21). Notice that this is an equation on bide-
terminants with all coeﬃcients integers. It holds in particular in the polynomial ring AZ(n). By base
change, it holds in the polynomial ring AR(n) for any commutative ring R with a unit. 
Remark. By (22), we can regard ϕb as a restrictive version of ϕb in the following sense: ϕb corre-
sponds to all actions on a tableau S in Tab+(α) which move some b elements in DS to the end of
S1; ϕb corresponds to all actions on a tableau S in Tab
+(α) which move some b elements in D∗S to
the end of S1. We remark that, in general, extending ϕb to a linear map from ∧α E to ∧γb E is not a
G-module homomorphism.
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and κS = S , then we have in AR(n)
(T : S) =
∑
A∈R(S;a)
(T : A) +
κ∑
b=1
(−1)b−1Φγb
(
φb(vˆT ),ϕb(eˆS )
)
, (23)
where γb = (l + b,m− b), a = aS and κ = κS .
Remark. In Eq. (21), each A ∈R(S;a) is strictly larger than S with respect to the total ordering on
tableaux (Section 2.1). Moreover, for each 1  b  κS , we have γb = (l + b,m − b) (l,m) = α. Thus
we get a recursive algorithm to express any monomial in AR(n) as an integral linear combination
of semi-standard bideterminants. Observing that Grosshans–Rota–Stein’s straightening algorithm is
formulated in the language of Hopf algebras, we illustrate by an example that the two algorithms are
very different in straightening procedures.
Example. By Corollary 3.7, we have the following straightening procedure:
⎛
⎝ 1 23 4
4 5
:
1 2
4 3
5 4
⎞
⎠=
⎛
⎝ 1 23 4
4 5
:
2 1
4 5
3 4
⎞
⎠+
⎛
⎜⎝
1 4
3 5
4
2
+
1 2
3 4
4
5
:
1 3
4 4
5
2
−
1 2
4 4
5
3
⎞
⎟⎠−
⎛
⎜⎜⎜⎝−
1 4
3
4
2
5
:
1 4
4
5
2
3
⎞
⎟⎟⎟⎠
=
⎛
⎝ 1 23 4
4 5
:
2 1
3 4
4 5
⎞
⎠+
⎛
⎜⎝
1 4
2 5
3
4
+
1 2
3 4
4
5
:
1 3
2 4
4
5
−
1 2
3 4
4
5
⎞
⎟⎠+
⎛
⎜⎜⎜⎝
1 4
2
3
4
5
:
1 4
2
3
4
5
⎞
⎟⎟⎟⎠ .
Note that when we permute the entries in a column, we get a sign which is exactly the sign of that
permutation. It remains to straighten the ﬁrst term using Theorem 3.6:
⎛
⎝ 1 23 4
4 5
:
2 1
3 4
4 5
⎞
⎠=
⎛
⎝ 1 23 4
4 5
:
1 2
3 4
4 5
+
2 3
1 4
4 5
⎞
⎠+
⎛
⎜⎝
1 4
3 5
4
2
+
1 2
3 4
4
5
:
2 4
3 5
4
1
⎞
⎟⎠
=
⎛
⎝ 1 23 4
4 5
:
1 2
3 4
4 5
−
1 3
2 4
4 5
⎞
⎠−
⎛
⎜⎝
1 4
2 5
3
4
+
1 2
3 4
4
5
:
1 4
2 5
3
4
⎞
⎟⎠ .
Using (
∑
aS S :∑bT T ) =∑aSbT (S : T ), we eventually expand the given bideterminant into a Z-
linear combination of semi-standard bideterminants.
Next, we write down the straightening procedure by using Grosshans–Rota–Stein’s algorithm (fol-
lowing [11, Section 3, Proposition 10])
⎛
⎝ 1 23 4
4 5
:
1 2
4 3
5 4
⎞
⎠=
⎛
⎝ 1 23 4
4 5
:
1 2
3 4
4 5
⎞
⎠−
⎛
⎝ 1 23 4
4 5
:
1 3
2 4
4 5
⎞
⎠
−
⎛
⎜⎝
1 4
2 5
3
4
:
2 1
3 4
4
5
⎞
⎟⎠−
⎛
⎜⎝
1 2
3 4
4
5
:
2 1
3 4
4
5
⎞
⎟⎠−
⎛
⎜⎜⎜⎝
1 4
2
3
4
:
1 4
2
3
4
⎞
⎟⎟⎟⎠ .5 5
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⎛
⎜⎝
1 4
2 5
3
4
:
2 1
3 4
4
5
⎞
⎟⎠=
⎛
⎜⎝
1 4
2 5
3
4
:
1 4
2 5
3
4
−
1 3
2 4
4
5
+
1 2
3 4
4
5
⎞
⎟⎠−
⎛
⎜⎜⎜⎝
1 4
2
3
4
5
:
1 4
2
3
4
5
⎞
⎟⎟⎟⎠ ,
⎛
⎜⎝
1 2
3 4
4
5
:
2 1
3 4
4
5
⎞
⎟⎠=
⎛
⎜⎝
1 2
3 4
4
5
:
1 4
2 5
3
4
−
1 3
2 4
4
5
+
1 2
3 4
4
5
⎞
⎟⎠−
⎛
⎜⎜⎜⎝
1 3
2
3
4
5
:
1 4
2
3
4
5
⎞
⎟⎟⎟⎠ .
Remark. We observe that in this particular example the bideterminant of the largest shape is canceled
once when applying Grosshans–Rota–Stein’s straightening algorithm, whereas no cancellation occurs
for the new algorithm.
Remark. There is a ring isomorphism ι on AZ(n) which sends cμ,ν to cν,μ . With this isomorphism,
we can straighten the bideterminant (T : S) when T is not semi-standard.
4. Compatibility with complement constructions
As before, we ﬁx a partition α = (l,m) ∈ P+(n, l +m) unless stated otherwise. Let S be a tableau
in Tab+(α). We denote by Sˇ the complement T2(S) of S , see Section 2.2. For convenience, we denote
by S S the intermediate tableau associated with S , see Section 3.1. In the following, we compare the
bideterminant (S : T ) with its complement ( Sˇ : Tˇ ) for S, T ∈ Tab+(α) by applying our new straighten-
ing algorithm (Theorem 3.6) once.
Lemma 4.1 (Notations as in Section 3.1). Let S be a non-semi-standard tableau in Tab+(α). Then
(1) DS = DSˇ , D∗S = D∗Sˇ andS S3 =S Sˇ3 , whereS S3 denotes the third column ofS S . In particular, S =  Sˇ ,
κS = κ Sˇ .
(2) There is a one to one correspondence betweenR∗(S;aS ) andR∗( Sˇ;aSˇ ).
Proof. Let S1 = i = (i1, . . . , il) and S2 = j = ( j1, . . . , jm). By the deﬁnition of complements of tableaux
we have Sˇ1 = jˇ = (x1, . . . , xn−m) and Sˇ2 = iˇ = (y1, . . . , yn−l).
(1) First we note that jq ∈ DS implies jq ∈ DSˇ and vice versa. So DS = DSˇ and in particular,
S =  Sˇ . Let a = aS and b = aSˇ . We consider the new tableaux S ′ and S ′′ where S ′ has columns S1 and
( j1, . . . , ja−1) and S ′′ has columns S1 and ( j1, . . . , ja). Clearly, S ′ is semi-standard while S ′′ is not. By
Theorem 2.1, we see that Sˇ ′ is also semi-standard and Sˇ ′′ is not semi-standard. Since ( Sˇ ′)2 = iˇ = ( Sˇ ′′)2,
it follows that yb = ja and
D∗S = { jρ ∈ DS | jρ  ja} = { jρ ∈ DSˇ | jρ  yb} = D∗Sˇ
and in particular κS = κ Sˇ . Notice that S S3 as a multi-subindex of S2 equals DS − D∗S . We get
S S3 =S Sˇ3 .
(2) By the proof of Lemma 3.1, there is a one to one correspondence between the sets R∗(S;a)
and R∗(S; D∗S ). Given a tableau r(S; p, D∗S ) in R∗(S; D∗S ), we have p ∩ j = ∅, hence p is a multi-
subindex of jˇ = ( Sˇ)1. By (1), r( Sˇ; p, D∗S ) is a tableau in R∗( Sˇ; D∗Sˇ ). In this way, we get a one to
one correspondence between the sets R∗(S; D∗S ) and R∗( Sˇ; D∗Sˇ ). However the latter is in one to one
correspondence with R∗( Sˇ;aSˇ ). 
1184 M. Fang / Journal of Algebra 322 (2009) 1170–1186Let β be a partition with two parts and βˇ = T2(β) be its complement. We consider the k-linear
map from ∧β E to ∧βˇ E which sends the basis element eˆS with S ∈ Tab+(α) to eˆ Sˇ . We denote this
map and the similar k-linear map from ∧βV to ∧βˇV by ¯ .
Proposition 4.2. Let 0 b min{n− l,m}. Consider the canonical G-homomorphisms φb :∧l V ⊗∧mV −→
∧l+bV ⊗ ∧m−bV and φ′b :∧n−mV ⊗ ∧n−l V −→ ∧n+b−mV ⊗ ∧n−b−l V . For each tableau S ∈ Tab+(α), we
have
φ′b(vˆ Sˇ ) = (−1)(m+n−l)bφb(vˆS ). (24)
Proof. Let β = (l + b,m − b) and i = S1, j = S2. Note that φb(vˆS ) is a linear combination of vˆA ’s
where A ∈ Tab+(β) is obtained from S by moving some b elements in DS , say x1 < · · · < xb , into S1.
Moreover, the coeﬃcient of vˆA is
I = sgn( j  (x1, . . . , xb)) · sgn(i  (x1, . . . , xb)).
On the other hand, φ′b(vˆ Sˇ ) is a linear combination of vˆB ’s where B ∈ Tab+(βˇ) is obtained from Sˇ by
moving some b elements in DSˇ into Sˇ1. By Lemma 4.1(1), DSˇ = DS , so there is a unique tableau B in
Tab+(βˇ) such that B is obtained from Sˇ by moving x1 < · · · < xb in DSˇ into ( Sˇ)1 = jˇ. It is clear that
each B is obtained in this way. The coeﬃcient of vˆB is
II = sgn(iˇ  (x1, . . . , xb)) · sgn( jˇ  (x1, . . . , xb)).
By Propositions 2.4 and 2.5,
I · II = sgn( j  (x1, . . . , xb)) · sgn(i  (x1, . . . , xb)) · sgn(iˇ  (x1, . . . , xb)) · sgn( jˇ  (x1, . . . , xb))
=
b∏
k=1
sgn( j  xk) sgn(i  xk) sgn(iˇ  xk) sgn( jˇ  xk)
=
b∏
k=1
(−1)n+1−m−xk · (−1)n+1−(n−l)−xk = (−1)(m+n−l)b.
So I = (−1)(m+n−l)b II . By the deﬁnition of the morphism ¯ , Eq. (24) follows. 
Proposition 4.3 (Notations as in Lemma 4.1). Let S be a non-semi-standard tableau in Tab+(α). Then for any
integer 1 b  κ = κS ,
sgn∗( Sˇ)(id⊗ϕ−κ )(ϕb ⊗ id)(eˆS Sˇ ) = (−1)(m+n−l)b sgn∗(S)(id⊗ϕ−κ )(ϕb ⊗ id)(eˆS S ). (25)
Proof. Similar to the proof of Proposition 4.2. 
Now we combine Lemma 4.1, Propositions 4.2 and 4.3 to prove that our new straightening algo-
rithm is compatible with the complement construction of tableaux.
Theorem 4.4. Let α = (α1, . . . ,αs) be a partition in P+(n, r). Let d s be a natural number. For any tableaux
A and B in Tab+(α), if B is not semi-standard and
(A : B) =
∑
βα,S∈Tab+(β)
cA,B,S(A : S)
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(
Td(A) : Td(B)
)= ∑
βα,S∈Tab+(β)
cA,B,S
(
Td(A), Td(S)
)
is the expression of (Td(A) : Td(B)) by using our straightening algorithm once.
Proof. Without loss of generality, we can assume that α = (l,m) and d = 2. Let i = B1, j = B2 and
q = D∗B . Let Bˇ = T2(B), Aˇ = T2(A), a = aBˇ , κ = κBˇ . By assumption, B is not semi-standard, so Bˇ is not
semi-standard as well by Theorem 2.1 and
( Aˇ : Bˇ) =
∑
S∈R∗(Bˇ;a)
( Aˇ : S) +
κ∑
b=1
(−1)b−1Φδb
(
φb(vˆ Aˇ),ϕb(eˆBˇ)
)
(Theorem 3.6)
=
∑
S∈R∗(Bˇ;D∗
Bˇ
)
( Aˇ : S) +
κ∑
b=1
(−1)b−1Φδb
(
φb(vˆ Aˇ),ϕb(eˆBˇ)
)
(Lemma 3.1)
=
∑
S∈R∗(Bˇ;D∗
Bˇ
)
( Aˇ : S) +
κ∑
b=1
(−1)b−1+(m+n−l)bΦδb
(
φb(vˆA),ϕb(eˆBˇ)
)
(Proposition 4.2)
=
∑
S∈R∗(Bˇ;D∗
Bˇ
)
( Aˇ : S) +
κ∑
b=1
(−1)b−1Φδb
(
φb(vˆA),ϕb(eˆB)
)
, (Proposition 4.3)
where δb = γˇb with γb = (l + b,m − b). By Lemma 4.1, D∗Bˇ = D∗B = q and there is a one to one
correspondence between R∗(B,q) and R∗(Bˇ,q) which sends a tableau X = r(B; p,q) to S = r(Bˇ; p,q).
Clearly, |p| = κ = |q| and p ∩ q = ∅. Let ω be the unique permutation in the symmetric group Σn
which sends p to q and keeps the other numbers in n unchanged. Let sgn(X) = sgn(ω · i) sgn(ω · j) and
sgn(S) = sgn(ω · jˇ) sgn(ω · iˇ). Then we get by Proposition 2.3, sgn(X) = sgn(S) and eˆX = sgn(X)eˆX+
and eˆS = sgn(S)eˆS+ for some X+ ∈ Tab+(α) and S+ ∈ Tab+(αˇ). Clearly, X+ is the complement of S+ .
So ( Aˇ : S) = sgn(S)( Aˇ : S+) = sgn(X)( Aˇ : ˇ(X+)). By writing ( Aˇ : Xˇ) for sgn(X)( Aˇ : ˇ(X+)), we have
( Aˇ : Bˇ) =
∑
X∈R∗(B;D∗B )
( Aˇ : Xˇ) +
κ∑
b=1
(−1)b−1Φδb
(
φb(vˆA),ϕb(eˆB)
)
=
∑
X∈R∗(B;aB )
( Aˇ : Xˇ) +
κ∑
b=1
(−1)b−1Φδb
(
φb(vˆA),ϕb(eˆB)
)
(Lemma 3.1).
By the deﬁnition of the map ¯ and Theorem 3.6
(A : B) =
∑
X∈R∗(B;aB )
(A : X) +
κ∑
b=1
(−1)b−1Φγb
(
φb(vˆA),ϕb(eˆB)
)
.
Comparing the expression of ( Aˇ : Bˇ) with that of (A : B), we are done. 
Corollary 4.5. Let α = (α1, . . . ,αs) be a partition in P+(n, r) and d  s be an integer. Let S and T be
tableaux in Tab+(α). If (S : T ) =∑i cS,T ,i(Si : T i) is the expansion of (S : T ) into a linear combination of
1186 M. Fang / Journal of Algebra 322 (2009) 1170–1186semi-standard bideterminants, i.e., S i and T i are semi-standard tableaux, then we have (Td(S) : Td(T )) =∑
i cS,T ,i(Td(S
i) : Td(T i)).
For a subset Π ⊂ P+(n, r), we denote by A(Π) the R-submodule of AR(n) spanned by the set
{(S : T ) | S, T ∈ Tab+(α), α ∈ Π}. Clearly, A(Π) is an R-subcoalgebra of AR(n). If Π is cosaturated,
i.e., x> y ∈ Π implies x ∈ Π , then A(Π) is a free R-module with the R-basis {(S : T ) | S, T ∈ STab(α),
α ∈ Π} [10, Theorem 6.2]. In this case, the dual R-module SR(Π) = HomR(A(Π), R) is called general-
ized classical Schur algebra.
Let d be an integer such that every partition in Π has not more than d parts. Deﬁne Πˇ =
{αˇ | α ∈ Π}. If Π is a cosaturated subset of P+(n, r), then Πˇ is a cosaturated subset of P+(n,nd − r)
as well [6, Lemma 3.1].
Corollary 4.6. Let Π be a subset of P+(n, r) and d be an integer such that every partition in Π has not more
than d parts. Then there exists a coalgebra isomorphism Θ : A(Π) → A(Πˇ) which sends (S : T ) to ( Sˇ : Tˇ )
where S and T are tableaux in Tab+(α) for some α ∈ Π . In particular, if Π is cosaturated, there is an R-
algebra isomorphism between generalized classical Schur algebras: SR(Π) ∼= SR(Πˇ).
Proof. If Π is cosaturated, we deﬁne an R-linear isomorphism Θ : A(Π) → A(Πˇ) which sends the
basis element (S : T ) to ( Sˇ : Tˇ ) where S and T are semi-standard tableaux. By Corollary 4.5, it follows
that Θ is a coalgebra homomorphism and sends (S : T ) to ( Sˇ : Tˇ ) for any tableaux S , T in Tab+(α)
and α ∈ Π . In turn, Θ induces an isomorphism between the R-algebras SR(Π) and SR(Πˇ).
Note that for each subset Ω ⊂ Π , the isomorphism Θ restricts to a coalgebra isomorphism from
A(Ω) to A(Ωˇ) which sends (S : T ) to ( Sˇ : Tˇ ) for S, T ∈ Tab+(α) and α ∈ Ω . When Π is not necessarily
cosaturated, we choose a cosaturated subset Γ such that Π ⊂ Γ and every partition in Γ has not
more than d parts. By the arguments above, there exists a coalgebra isomorphism Θ from A(Γ ) to
A(Γˇ ) which restricts to a coalgebra isomorphism from the subcoalgebra A(Π) to A(Πˇ). 
Remark. By this corollary, we get a purely combinatorial construction of the isomorphisms between
generalized classical Schur algebras introduced ﬁrst by Henke, Koenig and the author for the cosatu-
rated case [6, Theorem 5.4] and by Donkin for the general case [6, Appendix, Principle 3].
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