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Abstract
A local strict comparison theorem and some converse comparison theorems are
proved for reflected backward stochastic differential equations under suitable condi-
tions.
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1 Introduction
The comparison theorem turns out to be one classical result for backward stochastic
differential equations (BSDEs). It allows us to compare the solutions of two real-valued
BSDEs by comparing the terminal conditions and the generators. In a converse way, Peng
is concerned in 1997 with the following converse comparison property for BSDEs: if the
solutions of two real-valued BSDEs are equal at the initial time for any identical terminal
condition, their generators are identical. For works on this problem, the reader is referred to
among others: Chen [3], Briand et al. [1], Coquet et al. [2], and Jiang [9]. In their arguments,
the strict comparison theorem of BSDEs plays a crucial role.
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On the other hand, the solution Y of a reflected BSDE (RBSDE) characterizes the
value process of an optimal stopping time problem, and the price process {Yt}0≤t≤T of an
American option is a solution of an RBSDE (See El Karoui et al. [5]):
Yt = (XT − k)
+ −
∫ T
t
[rYs + θZs]ds+KT −Kt −
∫ T
t
ZsdBs, (1.1)
with
Yt ≥ St := (Xt − k)
+, ∀t ∈ [0, T ];
∫ T
0
(Yt − St) dKt = 0.
Here θ := σ−1(µ − r) is the premium of the market risk, and {Xt}0≤t≤T is the stock price
process satisfying the following SDE:
Xt = X0 +
∫ t
0
µXsds+
∫ t
0
σXsdBs, t ∈ [0, T ].
Define the stopping time τ := inf {t : Yt = St}, which is the time when the investor would
take the action to sell or buy the stock. The theory of RBSDEs existing in the literature
only reveals how the price Yt depends on the generator g(y, z) := ry + θz, y ∈ lR, z ∈ lR and
the strike price k (more generally speaking, the obstacle and the terminal value) as well.
It is natural to ask how the premium θ (more generally speaking, the generator g) can be
obtained from a family of American options parameterized by the strike price k? Then, the
relation among the solution, the generator and the obstacle becomes interesting.
In this paper, we are concerned with comparison theorems and converse comparison
theorems for RBSDEs under suitable conditions, which reveal some monotonicity between
the solution, and the generator and the obstacle of a RBSDE.
The rest of the paper is organized as follows. In Section 2, we provide some preliminary
results on BSDEs and RBSDEs. In Section 3, we first illustrate that quite different from
BSDEs, RBSDEs do not have the global comparison property. Then we prove a local strict
comparison theorem for RBSDEs. In Sections 4 and 5, we discuss converse comparison
properties for RBSDEs when the obstacle is not previously given and when the obstacle is
previously given, respectively. Some interesting comparison theorems are obtained in both
cases.
2 Preliminaries
In this section, we give some basic results on BSDEs and RBSDEs. They will be used
in the subsequent sections.
Let (Ω,F , P ) be a probability space and {Bt}t≥0 be a d-dimensional standard Brownian
motion on this space such that B0 = 0. Denote by {Ft}t≥0 the filtration generated by
Brownian motion {Bt}t≥0: Ft := σ{Bs, s ∈ [0, t]} ∨ N , t ∈ [0, T ], where N is the set of all
P-null subsets. Let T > 0 be a given real number. For any positive integer n and z ∈ Rn,
|z| denotes the Euclidean norm.
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Define the following two spaces of processes:
H2(0, T ;Rn) := {{ψt}0≤t≤T is an Rn-valued predictable process s.t. E
∫ T
0
|ψt|
2 dt < +∞}
and
S2(0, T ;R) := {{ψt}0≤t≤T is a predictable process s.t. E[ sup
0≤t≤T
|ψt|
2] < +∞}.
Consider function g : Ω×[0, T ]×R×Rd → R such that {g(t, y, z)}t∈[0,T ] is progressively
measurable for each (y, z) in R×Rd. We make the following assumptions on g throughout
the paper.
(A1) There exists a constant K > 0 such that a.s. for t ∈ [0, T ],
|g(t, y1, z1)− g(t, y2, z2)| ≤ K(|y1 − y2|+ |z1 − z2|), ∀t ∈ [0, T ], ∀y1, y2 ∈ R, z1, z2 ∈ R
d.
(A2) The process g(·, 0, 0) ∈ H2(0, T ;R).
(A3) g(t, y, 0) = 0 a.s. for any (t, y) ∈ [0, T ]×R.
(A4) The mapping t 7→ g(t, y, z) is continuous a.s. for any (y, z) ∈ R×Rd.
Remark 2.1. It is obvious that Assumption (A3) implies Assumption (A2).
It is by now well known (see Pardoux and Peng [10] for the proof) that under Assump-
tions (A1) and (A2), for any random variable ξ ∈ L2(Ω,FT , P ), the BSDE
yt = ξ +
∫ T
t
g(s, ys, zs)ds−
∫ T
t
zs dBs, 0 ≤ t ≤ T (2.1)
has a unique adapted solution (yT,g,ξ, zT,g,ξ) ∈ S2(0, T ;R)×H2(0, T ;Rd).
In the sequel, we always assume that g satisfies (A1) and (A2). We introduce the
following operator εg,T : for any ξ ∈ L2(Ω,FT , P ), denote by εg,T [ξ] and εg,T [ξ|Ft] the initial
value yT,g,ξ0 and the value y
T,g,ξ
t at time t of the solution to BSDE (2.1), respectively. For a
stopping time τ , the operator εg,τ can be defined in an identical way.
We give some basic results of BSDEs, including Lemmas 2.1, 2.2 and 2.3, which can
be found in Briand et al. [1] or Peng [11], El Karoui et al. [6], and Jiang [9], respectively.
Lemma 2.1. (Comparison Theorem) Assume that two fields g1 and g2 satisfy (A1) and
(A2). Consider ξ1, ξ2 ∈ L2(Ω,FT , P ). We have
(i) (Monotonicity) If ξ1 ≥ ξ2 and g1 ≥ g2 a.s., then εg1,T [ξ1] ≥ εg2,T [ξ2], and
εg1,T [ξ1|Ft] ≥ εg2,T [ξ2|Ft] a.s. for t ∈ [0, T ].
(ii)(Strict Monotonicity) If ξ1 ≥ ξ2, g1 ≥ g2, and P ({ξ1 > ξ2}) > 0, then P ({εg,T [ξ1|Ft] >
εg,T [ξ2|Ft]}) > 0 for t ∈ [0, T ]. In particular, εg,T [ξ1] > εg,T [ξ2].
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Lemma 2.2. Assume that the field g satisfies assumptions (A1) and (A2). Consider the
stopping time τ ≤ T and ξ ∈ L2(Ω,Fτ , P ). Define
g(t, y, z) := g(t, y, z)1[0,τ ](t), ∀(t, y, z) ∈ [0, T ]×R×R
d.
Then
εg,τ [ξ] = εg,T [ξ] and εg,τ [ξ|Ft] = εg,T [ξ|Ft] a.s. for t ∈ [0, τ ].
Lemma 2.3. Assume that two functions g1 and g2 satisfy assumptions (A1), (A2) and (A4).
Then the following two assertions are equivalent:
(i) εg1,τ [ξ] = εg2,τ [ξ] for each stopping time τ ≤ T and any ξ ∈ L
2(Ω,Fτ , P ).
(ii) g1(t, y, z) = g2(t, y, z) a.s. for any (t, y, z) ∈ [0, T ]×R×R
d.
We introduce the conditional g-expectation (see Peng [11, 12], Chen [3], Coquet et
al. [2, 4]). Suppose g satisfies (A1), (A3) and (A4). We set, for any stopping time τ taking
values in [0, T ],
εg[ξ|Fτ ] := y
T,g,ξ
τ (= εg,T [ξ|Fτ ]).
It can be shown that εg[ξ|Fτ ] is the unique Fτ -measurable, square-integrable random variable
η such that
εg[1Aη] = εg[1Aξ], ∀A ∈ Fτ .
Therefore it is called the g-expectation conditioned on Fτ . Notice that g-expectation εg is a
particular example of the nonlinear expectation introduced in [3, 4, 11, 12]. Now we borrow
from [2] the converse comparison theorem for g-expectation.
Lemma 2.4. Suppose that two functions g1 and g2 satisfy assumptions (A1), (A3) and (A4).
Then the following two assertions are equivalent:
(i) εg1[ξ] ≥ εg2[ξ] for any ξ ∈ L
2(Ω,FT , P ).
(ii) g1(t, y, z) ≥ g2(t, y, z) a.s. for any (t, y, z) ∈ [0, T ]×R×Rd.
A reflected BSDE is associated with a terminal condition ξ ∈ L2(Ω,FT , P ), a generator
g, and an “obstacle” process {St}0≤t≤T . We make the following assumption:
(A5) {St}0≤t≤T is a continuous process such that {St}0≤t≤T ∈ S2(0, T ;R).
The solution of a RBSDE is a triple (Y, Z,K) of Ft-progressively measurable processes
taking values in R×Rd ×R+ and satisfying
(i) Z ∈ H2(0, T ;Rd), Y ∈ S2(0, T ;R), and KT ∈ L2(Ω,FT , P );
(ii) Yt = ξ +
∫ T
t
g(s, Ys, Zs)ds+KT −Kt −
∫ T
t
ZsdBs, t ∈ [0, T ]; (2.2)
(iii) Yt ≥ St a.s. for any t ∈ [0, T ];
(iv) {Kt} is continuous and increasing, K0 = 0 and
∫ T
0
(Yt − St)dKt = 0.
The following two lemmas are borrowed from El Karoui et al. [7].
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Lemma 2.5. Assume that g satisfies (A1) and (A2), ξ ∈ L2(Ω,FT , P ), {St}0≤t≤T satisfies
(A5), and ST ≤ ξ a.s.. Then RBSDE (2.2) has a unique solution (Y, Z,K).
Remark 2.2. For simplicity, a given triple (ξ, g, S) is said to satisfy the Standard Assump-
tions if the generator g satisfies (A1) and (A2), the terminal value ξ ∈ L2(Ω,FT , P ), the
obstacle S satisfies (A5), and ST ≤ ξ a.s..
Lemma 2.6. (comparison theorem) Suppose that two triples (ξ1, g1, S
1) and (ξ2, g2, S
2) sat-
isfy the Standard Assumptions (in fact, it is sufficient for either g1 or g2 to satisfy the
Lipschitz condition (A1)). Furthermore, we make the following assumptions:
(i) ξ1 ≤ ξ2 a.s.;
(ii) g1(t, y, z) ≤ g2(t, y, z) a.s. for (t, y, z) ∈ [0, T ]×R×Rd;
(iii) S1t ≤ S
2
t a.s. for t ∈ [0, T ].
Let (Y 1, Z1, K1) and (Y 2, Z2, K2) be adapted solutions of RBSDEs (2.2) with data (ξ1, g1, S
1)
and (ξ2, g2, S
2), respectively. Then Y 1t ≤ Y
2
t a.s. for t ∈ [0, T ].
Lemma 2.7. Assume that (ξ1, g1, S) and (ξ2, g2, S) satisfy the Standard Assumptions. Fur-
thermore, we make the following assumptions:
(i) ξ1 ≤ ξ2 a.s.;
(ii) g1(t, y, z) ≤ g2(t, y, z) a.s. for (t, y, z) ∈ [0, T ]×R×Rd.
Let (Y 1, Z1, K1) and (Y 2, Z2, K2) be adapted solutions of RBSDEs (2.2) with data (ξ1, g1, S)
and (ξ2, g2, S), respectively. Then we have
K1t ≥ K
2
t a.s. for t ∈ [0, T ], and K
1
t −K
2
t is increasing in time variable t. (2.3)
See Hamade`ne et al. [8, Proposition 41.3] for the detailed proof of Lemma 2.7.
3 Local strict comparison theorem for RBSDEs
In contrast to BSDEs, the strict comparison theorem is not true in general for RBSDEs.
Here are two counterexamples.
Example 3.1 Take T = 1, g = 1
3
, ξ1 =
1
3
, ξ2 =
1
2
, and St = −2t + 1 for t ∈ [0, T ].
Then the solution (Y 1, Z1, K1) of RBSDE (2.2) with data (ξ1, g, S) is given by
Y 1t =
{
1− 2t, if 0 ≤ t ≤ 1
5
2
3
− 1
3
t, if 1
5
< t ≤ 1;
Z1t = 0, 0 ≤ t ≤ 1; K
1
t =
{
5
3
t, if 0 ≤ t ≤ 1
5
1
3
, if 1
5
< t ≤ 1.
The solution (Y 2, Z2, K2) of RBSDE (2.2) with data (ξ2, g, S) is given by
Y 2t =
{
1− 2t, if 0 ≤ t ≤ 1
10
5
6
− 1
3
t, if 1
10
< t ≤ 1;
Z2t = 0, 0 ≤ t ≤ 1; K
2
t =
{
5
3
t, if 0 ≤ t ≤ 1
10
1
6
, if 1
10
< t ≤ 1.
5
Obviously, Y 1t = Y
2
t for t ∈ [0,
1
10
] and Y 1t < Y
2
t for t ∈ (
1
10
, 1]. Moreover, K1t ≥ K
2
t for
t ∈ [0, 1]. The strict comparison theorem of RBSDE (2.2) does not hold.
The following example shows that even if the generator is zero, it happens that the
strict comparison theorem of RBSDE (2.2) may not be true.
Example 3.2 Take T = 1, g = 0, ξ1 =
1
3
, ξ2 =
1
2
, and St = −2t + 1 for t ∈ [0, T ].
Then the solution (Y 1, Z1, K1) of RBSDE (2.2) with data (ξ1, g, S) is given by
Y 1t =
{
1− 2t, if 0 ≤ t ≤ 1
3
1
3
, if 1
3
< t ≤ 1;
Z1t = 0, 0 ≤ t ≤ 1; K
1
t =
{
2t, if 0 ≤ t ≤ 1
3
2
3
, if 1
3
< t ≤ 1.
The solution (Y 2, Z2, K2) of RBSDE (2.2) with data (ξ2, g, S) is given by
Y 2t =
{
1− 2t, if 0 ≤ t ≤ 1
4
1
2
, if 1
4
< t ≤ 1;
Z2t = 0, 0 ≤ t ≤ 1; K
2
t =
{
2t, if 0 ≤ t ≤ 1
4
1
2
, if 1
4
< t ≤ 1.
Obviously, Y 1t = Y
2
t for t ∈ [0,
1
4
] and Y 1t < Y
2
t for t ∈ (
1
4
, 1]. Moreover, K1t ≥ K
2
t for
t ∈ [0, 1]. The strict comparison theorem of RBSDE (2.2) does not hold.
However, we have the local strict comparison theorem.
Theorem 3.1. Suppose that two triples (ξ1, g, S) and (ξ2, g, S) satisfy the Standard Assump-
tions. Moreover, assume that
ξ1 ≤ ξ2 a.s. and P ({ξ1 < ξ2}) > 0.
Let (Y 1, Z1, K1) and (Y 2, Z2, K2) be adapted solutions of RBSDE (2.2) with data (ξ1, g, S)
and (ξ2, g, S), respectively. Then there exists a stopping time τ such that τ < T almost surely
and P ({Y 1t < Y
2
t , ∀t ∈ [τ, T ]}) > 0.
Proof. From Lemma 2.6, we have
Y 1t ≤ Y
2
t a.s. for t ∈ [0, T ]. (3.1)
Define a sequence of stopping times {τk}
∞
k=1 in the following way:
τ1 := 0
and
τk+1 = inf{t ≥ τk +
1
2
(T − τk) : Y
1
t = Y
2
t } ∧ T, k = 1, 2, . . . .
It is obvious that the sequence {τk}∞k=1 is both bounded by T and non-decreasing. Therefore,
it has an almost sure limit τ , which is still a stopping time satisfying τ ≤ T . Since
τk+1 ≥ τk +
1
2
(T − τk), k = 1, 2, . . . ,
we have by passing to the limit that τ ≥ τ + 1
2
(T − τ), that is, τ ≥ T. Hence, τ = T .
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Furthermore, we assert that there is some positive integer k0 such that P ({τk0 = T}) >
0. Otherwise, we have
P ({τk < T}) = 1, k = 1, 2, . . . .
This implies the following
Y 1τk = Y
2
τk
, k = 1, 2, . . . .
Passing to the limit, we have Y 1T = Y
2
T a.s. . That is, ξ1 = ξ2, which contradicts the
assumption that P ({ξ1 < ξ2}) > 0.
Take the smallest integer k˜ among those positive integers k0 such that P ({τk0 = T}) >
0. Then, we have
k˜ ≥ 1, P ({τk˜ = T}) > 0, τk˜−1 < T a.s. .
We assert that the stopping time
τ˜ := [τk˜−1 +
1
2
(T − τk˜−1)] < T
is a desired one of the theorem. In fact, by definition of τk˜, we have Y
1
t < Y
2
t on the interval
[τ˜ , T ] whenever τk˜ = T . Therefore,
P ({Y 1t < Y
2
t , ∀t ∈ [τ˜ , T ]}) ≥ P ({τk˜ = T}) > 0. (3.1)
The proof is complete.
Corollary 3.1. In Theorem 3.1, if g is either bounded from below by a nonnegative constant
C1 or satisfies (A3), ξi (i = 1, 2) are bounded from below and the obstacle process S are
bounded from above by a constant C2, then we have
Y 1t ≤ Y
2
t a.s., and P ({Y
1
t < Y
2
t }) > 0 for t ∈ [0, T ].
In particular, we have Y 10 < Y
2
0 .
Proof. Consider the following BSDEs:
Y ′it = ξi +
∫ T
t
g(s, Y ′is , Z
′i
s )ds−
∫ T
t
Z ′is dBs, 0 ≤ t ≤ T, i = 1, 2.
Obviously, it follows from Lemma 2.1 that Y ′it ≥ C2 ≥ St a.s., i = 1, 2, and P ({Y
′1
t < Y
′2
t }) >
0 for t ∈ [0, T ]. From Lemma 2.5, we have
Y it = Y
′i
t , Z
i
t = Z
′i
t , and K
i
t = 0 a.s. for t ∈ [0, T ].
Therefore P ({Y 1t < Y
2
t }) > 0 for t ∈ [0, T ]. Then the proof is complete.
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4 A converse problem for RBSDEs
In this section, we consider the general converse comparison theorem for RBSDE (2.2).
Coquet et al. [2] prove the converse comparison for BSDEs: if g1, g2 satisfy (A1), (A3) and
(A4), and εg1,T [ξ] ≥ εg2,T [ξ] for any ξ ∈ L
2(Ω,FT , P ), then g1(t, y, z) ≥ g2(t, y, z) a.s. for
(t, y, z) ∈ [0, T ]×R×Rd.
Consider the converse comparison for RBSDE (2.2). It is interesting since the strict
comparison theorem is not true for RBSDE (2.2) and several arguments developed for BSDEs
have to be modified for RBSDEs.
In the sequel, we always assume that the data (ξ, g, S) satisfies the Standard Assump-
tions for RBSDEs. We introduce the following operator εrg: denote by ε
r
g,T [ξ] and ε
r
g,T [ξ|Ft]
the initial value Y T,g,ξ,S0 and the value Y
T,g,ξ,S
t at time t of the solution of RBSDE (2.2) with
data (ξ, g, S), respectively.
Theorem 4.1. Suppose that two functions g1 and g2 satisfy assumptions (A1), (A3) and
(A4). Then the following two conditions are equivalent:
(i) εrg1,T [ξ] ≥ ε
r
g2,T
[ξ] for any ξ ∈ L2(Ω,FT , P ) and any obstacle process (St)0≤t≤T
satisfying (A5) and ξ ≥ ST a.s..
(ii) g1(t, y, z) ≥ g2(t, y, z) a.s. for (t, y, z) ∈ [0, T ]×R×Rd.
Proof. Thanks to Lemma 2.6, it is obvious that (ii) implies (i). It is sufficient to prove
that (i) implies (ii).
For ξ ∈ L2(Ω,FT , P ), consider the following BSDE:{
−dyi(t) = gi(t, y
i(t), zi(t))dt− zi(t)dBt, t ∈ [0, T ],
yi(T ) = ξ,
for i = 1, 2. In view of Lemma 2.4, it suffices to show that εg1,T [ξ] ≥ εg2,T [ξ].
Consider the following BSDE:
Yt = ξ +
∫ T
t
[−K|Ys| −K|Zs|]ds−
∫ T
t
ZsdBs, 0 ≤ t ≤ T,
where K = max(K1, K2) with K1 and K2 being the Lipschitz constants of g1 and g2, respec-
tively. Then {Yt}0≤t≤T satisfies (A5) (see El Karoui et al. [6] for the detailed proof). Set
S := Y . Since ξ ≥ ST , from assumptions (A1), (A3) and Lemma 2.1, it follows that
yi(t) ≥ St a.s. for t ∈ [0, T ].
From Lemma 2.5, we see that (yi, zi, 0) is the solution of RBSDE (2.2) with data (ξ, gi, S)
for i = 1, 2. In particular, εrgi,T [ξ] = y
i(0) for i = 1, 2. Therefore, we get from the assumption
that
εg1,T [ξ] = ε
r
g1,T
[ξ] ≥ εrg2,T [ξ] = εg2,T [ξ].
The proof is complete.
As an immediate consequence of Theorem 4.1, we have
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Corollary 4.1. Assume that functions g1 and g2 satisfy assumptions (A1), (A3) and (A4).
Then the following two conditions are equivalent:
(i) εrg1,T [ξ] = ε
r
g2,T
[ξ] for any ξ ∈ L2(Ω,FT , P ) and any obstacle process {St}0≤t≤T
satisfying (A5) and ξ ≥ ST a.s..
(ii) g1(t, y, z) = g2(t, y, z) a.s. for any (t, y, z) ∈ [0, T ]×R×Rd.
Remark 4.1. The assertion of Theorem 4.1 is not true if assumption (A3) fails to be
satisfied. To show this fact, consider the following example:
g1(t) = t1[0,T
2
)(t) +
T
2
1[T
2
,T ](t) and g2(t) =
T
2
1[0,T
2
)(t) + (T − t)1[T
2
,T ](t).
Then, for any ξ ∈ L2(Ω,FT , P ), any {St}0≤t≤T satisfying (A5), and ξ ≥ ST a.s., it follows
from El Karoui et al. [5, Proposition 2.3] that
εrg1,T [ξ] ≤ ε
r
g2,T
[ξ].
However, g1 6≤ g2.
Remark 4.2. If the obstacle process {St}0≤t≤T is previously given and εrg1,T [ξ] ≥ ε
r
g2,T
[ξ] only
for those ξ ∈ L2(Ω,FT , P ) such that ξ ≥ ST a.s., then Theorem 4.1 is not true in general.
It suffices to consider the following example:
g1(t, y, z) = µ1(y − c1)
− ∧ |z| and g2(t, y, z) = µ2(y − c2)
− ∧ |z|,
with c1 < c2 and µ1 > µ2. It is obvious that g1 and g2 satisfy assumptions (A1), (A3),
and (A4). Furthermore, take St = c2, t ∈ [0, T ]. Then for any ξ ∈ L2(Ω,FT , P ) satisfying
ξ ≥ ST a.s., we have
εrg1,T [ξ] = ε
r
g2,T
[ξ] and εrg1,T [ξ|Ft] = ε
r
g2,T
[ξ|Ft] a.s. for t ∈ (0, T ].
However, we have neither g1 ≥ g2 nor g1 ≤ g2.
When assumption (A2) instead of (A3) is made on g, we have the following converse
comparison result.
Theorem 4.2. Assume that functions g1 and g2 satisfy assumptions (A1), (A2) and (A4).
Then the following two conditions are equivalent:
(i) εrg1,τ [ξ] = ε
r
g2,τ
[ξ] for any stopping time τ ≤ T , any ξ ∈ L2(Ω,Fτ , P ), and any
obstacle {St}0≤t≤T satisfying (A5) and ξ ≥ Sτ a.s..
(ii) g1(t, y, z) = g2(t, y, z) a.s. for any (t, y, z) ∈ [0, T ]×R×Rd.
Proof. Thanks to Lemma 2.6, it is obvious that (ii) implies (i). It is sufficient to prove
that (i) implies (ii).
For ξ ∈ L2(Ω,Fτ , P ), consider the following BSDE defined on the interval [0, τ ] :{
−dyi(t) = gi(t, yi(t), zi(t))dt− zi(t)dBt,
yi(τ) = ξ,
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for i = 1, 2. In view of Lemma 2.3, it suffices to show that εg1,τ [ξ] = εg2,τ [ξ].
Consider the obstacle process {St}0≤t≤T which is defined to be ξ on [τ, T ], and on [0, τ ]
is taken to be one component of the solution of the following BSDE:
St = ξ +
∫ τ
t
[g1(s, 0, 0) ∧ g2(s, 0, 0)−K|Ss| −K|Zs|]ds−
∫ τ
t
ZsdBs,
where K = max(K1, K2), K1 and K2 are the Lipschitz constants of g1 and g2, respectively.
The above equation admits a unique solution {St}0≤t≤T , which satisfies (A5). Since ξ ≥ Sτ ,
it follows from assumptions (A1), (A2), Lemmas 2.1 and 2.2 that
yi(t) ≥ St a.s. on the interval [0, τ ].
From Lemma 2.5, we get that (yi, zi, 0) is the solution of RBSDE (2.2) with data (ξ, gi, S)
on the interval [0, τ ] for i = 1, 2. In particular, εrgi,T [ξ] = y
i(0) for i = 1, 2. Therefore, it
follows from the assumption that
εg1,τ [ξ] = ε
r
g1,τ
[ξ] = εrg2,τ [ξ] = εg2,τ [ξ].
The proof is complete.
Remark 4.3. From the example in Remark 4.1, we can get that if g only satisfies (A1), (A2),
and (A4), assertion (ii) of Theorem 4.2 fails to hold under the condition (i) of Corollary 4.1.
5 Alternative converse problem for RBSDEs with the
obstacle process {St}0≤t≤T being given
Remark 4.2 shows that if the obstacle process {St}0≤t≤T is previously given, it is im-
possible in general to compare the generator g on the whole space Ω × [0, T ]×R ×Rd. In
this section we shall show that we can still have the local converse comparison theorem for
RBSDEs on an upper semi-space Ω× [0, T ]× [C,+∞)×Rd, specified by the uniform upper
bound C of the obstacle, which is actually the whole space if the generator does not depend
on the first unknown variable y (see Theorem 5.2 below).
Assume that the data (ξ, g, S) satisfies the Standard Assumption for RBSDEs. But to
emphasize the dependence on the obstacle process {St}0≤t≤T , denote by ε
r,S
g,T [ξ] and ε
r,S
g,T [ξ|Ft]
the initial value Y T,g,ξ,S0 and the value Y
T,g,ξ,S
t at time t of the solution of RBSDE (2.2) with
data (ξ, g, S), respectively.
Proposition 5.1. Suppose that g satisfies (A1) and (A2), and the obstacle process {St}0≤t≤T
satisfies (A5). For the stopping time τ ≤ T , and the terminal value ξ ∈ L2(Ω,Fτ , P ) such
that ξ ≥ Sτ a.s., then we have
εr,Sg,τ [ξ] = ε
r,S
g,T [ξ]
where
g(t, y, z) := g(t, y, z)1[0,τ ](t) and St := St∧τ a.s. for (t, y, z) ∈ [0, T ]×R×R
d.
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Proof. Consider the solution (Y τ,g,ξ,S, Zτ,g,ξ,S, Kτ,g,ξ,S) of RBSDE (2.2) with data
(ξ, g, S) on the interval [0, τ ], and (Y
T,g,ξ,S
, Z
T,g,ξ,S
, K
T,g,ξ,S
) of RBSDE (2.2) with data
(ξ, g, S) on the interval [0, T ]. Obviously, εr,Sg,τ [ξ] = Y
τ,g,ξ,S
0 and ε
r,S
g,T [ξ] = Y
T,g,ξ,S
0 .
For simplicity, denote (Y τ,g,ξ,S, Zτ,g,ξ,S, Kτ,g,ξ,S) and (Y
T,g,ξ,S
, Z
T,g,ξ,S
, K
T,g,ξ,S
) by (Y, Z,K)
and (Y , Z,K), respectively. From Lemma 2.5, we have
Y (t) = ξ, Z(t) = 0, K(t) = K(τ) on the interval (τ, T ];
Y (t) = Y (t), Z(t) = Z(t), K(t) = K(t) on the interval [0, τ ].
Therefore,
εr,Sg,τ [ξ] = ε
r,S
g,T [ξ].
Theorem 5.1. Assume that two functions g1 and g2 satisfy assumptions (A1), (A3) and
(A4), and the obstacle process {St}0≤t≤T satisfies (A5). Moreover, assume that there is a
constant C such that
sup
0≤t≤T
St ≤ C a.s..
If for each stopping time τ ≤ T , we have
εr,Sg1,τ [ξ] ≥ ε
r,S
g2,τ
[ξ] for any ξ ∈ L2(Ω,Fτ , P ) such that ξ ≥ Sτ a.s.,
then we have
g1(t, y, z) ≥ g2(t, y, z) a.s. for any (t, y, z) ∈ [0, T ]× [C,+∞)×R
d.
Proof. For each δ > 0 and (y, z) ∈ (C,+∞)×Rd, define the following stopping time:
τδ = τδ(y, z) = inf{t ≥ 0 : g1(t, y, z) ≤ g2(t, y, z)− δ} ∧ T.
If the result does not hold, then there exists δ > 0 and (y, z) ∈ (C,+∞)×Rd such that
P ({τδ(y, z) < T}) > 0.
For such a triple (δ, y, z), consider the following SDEs defined on the interval [τδ, T ]:
{
−dY 1(t) = g1(t, Y
1(t), z)dt− zdBt,
Y 1(τδ) = y
and {
−dY 2(t) = g2(t, Y 2(t), z)dt− zdBt,
Y 2(τδ) = y.
For i = 1, 2, the above equations admit a unique solution Y i ∈ S2(τδ, T ;R).
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Now we define the following stopping times:
τ 1δ = inf{t ≥ τδ : Y
1
t ≤ St} ∧ T,
τ 2δ = inf{t ≥ τδ : Y
2
t ≤ St} ∧ T,
τ ′δ = inf{t ≥ τδ : g1(t, Y
1(t), z) ≥ g2(t, Y
2(t), z)−
δ
2
} ∧ T.
Note that τ 1δ = τ
2
δ = τ
′
δ = T, if τδ = T . Obviously, {τδ < τ
1
δ } = {τδ < τ
2
δ } = {τδ < τ
′
δ} =
{τδ < T}. Define
τ 3δ = τ
1
δ ∧ τ
2
δ ∧ τ
′
δ.
Hence P ({τδ < τ 3δ }) > 0. Moreover, we have Y
1
t > St and Y
2
t > St on the interval [τδ, τ
3
δ ).
Then the solution (Y i(t), z, 0) is the solution of RSBDE (2.2) with data (Y i(τ 3δ ), gi, S) on
the interval [τδ, τ
3
δ ] for i = 1, 2.
We first get the following three lemmas.
Lemma 5.1. εr,Sgi,τδ [y] = εgi,τδ [y] = y for i = 1, 2.
Proof. Consider the following BSDE defined on the interval [0, τδ]:
{
−dy1(t) = g1(t, y
1(t), z1(t))dt− z1(t)dBt,
y1(τδ) = y.
From assumption (A3), we see that
y1(t) = y and z1(t) = 0 on the interval [0, τδ].
Obviously, the triple (y1, z1, 0) is the solution of RSBDE (2.2) with data (y, g1, S) on the
interval [0, τδ]. Similarly, we have ε
r,S
g2,τδ
[y] = εg2,τδ [y] = y. The proof is complete.
Lemma 5.2. The strict inequality Y 1(τ 3δ ) > Y
2(τ 3δ ) holds on {τδ < τ
3
δ }.
Proof. From the definitions of τ ′δ and Y
i, we have
Y 1(τ 3δ )− Y
2(τ 3δ ) =
∫ τ3
δ
τδ
[g2(s, Y
2(s), z)− g1(s, Y
1(s), z)]ds ≥
δ
2
(τ 3δ − τδ) > 0,
on {τδ < τ 3δ }. The proof is complete.
Lemma 5.3. ε
r,S
g2,τ
3
δ
[Y 1(τ 3δ )] = εg2,τ3δ [Y
1(τ 3δ )].
Proof. Consider the following BSDE:
{
−dY˜ 2(t) = g2(t, Y˜ 2(t), Z˜2(t))dt− Z˜2(t)dBt, t ∈ [0, τ 3δ ];
Y˜ 2(τ 3δ ) = Y
1(τ 3δ ).
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From the definition of τ 3δ and Lemma 5.2, we get
Y 1(τ 3δ ) ≥ Y
2(τ 3δ ) and P ({Y
1(τ 3δ ) > Y
2(τ 3δ )}) > 0.
On the other hand, we have
ε
r,S
g2,τ
3
δ
[Y 2(τ 3δ )] = εg2,τ3δ [Y
2(τ 3δ )] and ε
r,S
g2,τ
3
δ
[Y 2(τ 3δ )|Ft] = εg2,τ3δ [Y
2(τ 3δ )|Ft] on [0, τ
3
δ ].
From Lemma 2.1, we get Y˜ 2(t) ≥ εg2,τ3δ [Y
2(τ 3δ )|Ft] ≥ S(t) on [0, τ
3
δ ]. Therefore (Y˜
2, Z˜2, 0)
is the solution of RBSDE (2.2) with data (Y 1(τ 3δ ), g2, S) on the interval [0, τ
3
δ ]. The proof is
complete.
Let us return to the proof of Theorem 5.1.
Thanks to Lemma 5.1, we have
y = εr,Sg1,τδ [y] = ε
r,S
g1,τδ
[εr,S
g1,τ
3
δ
[Y 1(τ 3δ )|Fτδ ]] = ε
r,S
g1,τ
3
δ
[Y 1(τ 3δ )],
and
y = εr,Sg2,τδ [y] = ε
r,S
g2,τδ
[εr,S
g2,τ
3
δ
[Y 2(τ 3δ )|Fτδ ]] = ε
r,S
g2,τ
3
δ
[Y 2(τ 3δ )].
On the other hand, from the definition of τ 3δ and Lemma 5.3, it follows that
ε
r,S
g2,τ
3
δ
[Y 2(τ 3δ )] = εg2,τ3δ [Y
2(τ 3δ )]
and
ε
r,S
g2,τ
3
δ
[Y 1(τ 3δ )] = εg2,τ3δ [Y
1(τ 3δ )],
respectively. Furthermore, from Lemma 2.2 we get
ε
r,S
g2,τ
3
δ
[Y i(τ 3δ )] = εg2,τ3δ [Y
i(τ 3δ )] = εg2,T [Y
i(τ 3δ )], i = 1, 2.
Here, g2(t, y, z) := g2(t, y, z)1[0,τ3
δ
](t) for a.e. t ∈ [0, T ] and any (y, z) ∈ R × R
d. From the
definition of τ 3δ and Lemma 5.2, it follows that
Y 1(τ 3δ ) ≥ Y
2(τ 3δ ) and P ({Y
1(τ 3δ ) > Y
2(τ 3δ )}) > 0.
Therefore, in view of Lemma 2.1, we have
εg2,T [Y
2(τ 3δ )] < εg2,T [Y
1(τ 3δ )]. (5.1)
Concluding the above, we get
y = εr,S
g2,τ
3
δ
[Y 2(τ 3δ )] = εg2,τ3δ [Y
2(τ 3δ )] = εg2,T [Y
2(τ 3δ )] < εg2,T [Y
1(τ 3δ )] = εg2,τ3δ [Y
1(τ 3δ )]
= εr,S
g2,τ
3
δ
[Y 1(τ 3δ )] ≤ ε
r,S
g1,τ
3
δ
[Y 1(τ 3δ )] = y.
This is a contradiction. The proof is complete.
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Remark 5.1. Consider the example given in Remark 4.2. Furthermore, assume that µ2 > 0.
Immediately, we have the following three facts: (i) g1(·, y, ·) = g2(·, y, ·) when y ≥ c2; (ii)
g1(·, y, z) < g2(·, y, z) when c1 ≤ y < c2 and z 6= 0; and (iii) g1(·, y, z) > g2(·, y, z) when
y ≤ c1 − |z| and z 6= 0.
On the other hand, since
εrg1,T [ξ] = ε
r
g2,T
[ξ] and εrg1,T [ξ|Ft] = ε
r
g2,T
[ξ|Ft] a.s. for t ∈ (0, T ]
for any ξ ∈ L2(Ω,FT , P ) satisfying ξ ≥ ST a.s., we deduce the above fact (i) from Theorem
5.1. The other two facts (ii) and (iii) demonstrate that the conclusion of Theorem 5.1 is the
best possible in the underlying example.
In Theorem 5.1, the bound assumption on the obstacle process appears to be very
restrictive. In what follows, we show that if the generator of RBSDE (2.2) does not depend
on the first unknown variable y, we can get the following global converse comparison result
without the bound assumption.
Theorem 5.2. Suppose that two fields g1 and g2 satisfy assumptions (A1), (A3) and (A4),
and the obstacle process {St}0≤t≤T satisfies (A5). Furthermore, assume that g1 and g2 do
not depend on y. If for each stopping time τ ≤ T ,
εr,Sg1,τ [ξ] ≥ ε
r,S
g2,τ
[ξ] for any ξ ∈ L2(Ω,Fτ , P ) such that ξ ≥ Sτ a.s., (5.2)
then we have
g1(t, z) ≥ g2(t, z) a.s. for (t, z) ∈ [0, T ]×R
d. (5.3)
Proof. Step 1. If sup0≤t≤T St is bounded from above, then the desired assertion is
immediate.
Step 2. For a large integer n, define the stopping time
τn := inf{t ≥ 0 : St ≥ n} ∧ T.
Then 0 ≤ τn ≤ T a.s. . Since S0 is a deterministic finite number and S is continuous, we
have τn > 0 a.s. for any n > S0 + 1.
For every n > S0 + 1, define gi(t, z) := gi(t, z)1[0,τn](t) and St = St∧τn for (t, z) ∈
[0, T ]×Rd with i = 1, 2. Then for each stopping time τ ≤ T and any ξ ∈ L2(Ω,Fτ , P ) such
that ξ ≥ Sτ , if we have
ε
r,S
g1,τ
[ξ] ≥ εr,Sg2,τ [ξ], (5.4)
then noting that St ≤ n on [0, T ] (in view of the definition of τn), we have from Step 1 that
g1(t, z) ≥ g2(t, z) a.s. for (t, z) ∈ [0, T ]×R
d.
That is,
g1(t, z) ≥ g2(t, z) a.s. for (t, z) ∈ [0, τn]×R
d.
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Obviously, τn ↑ T as n→∞. Passing to limit, from assumption (A4) we get
g1(t, z) ≥ g2(t, z) a.s. for (t, z) ∈ [0, T ]×R
d.
The proof is then complete. Therefore we only need to prove inequality (5.4).
Define g˜i(t, z) = gi(t, z)1[0,τ ](t) and S˜t = St∧τ for (t, z) ∈ [0, T ] ×R
d with i = 1, 2. It
follows that g˜i(t, z) = gi(t, z)1[0,τ∧τn](t) and S˜t = St∧τ∧τn for (t, z) ∈ [0, T ] × R
d, i = 1, 2.
From Proposition 5.1, we have
ε
r,S
gi,τ
[ξ] = εr,S˜g˜i,T [ξ], i = 1, 2.
On the other hand, from the definitions of g˜1(t, z) and S˜, we have
ε
r,S˜
g˜1,T
[ξ] = εr,S˜g˜1,τ∧τn [ε
r,S˜
g˜1,T
[ξ|Fτ∧τn]] = ε
r,S
g1,τ∧τn
[εr,S˜g˜1,T [ξ|Fτ∧τn]].
Therefore
ε
r,S
g1,τ
[ξ] = εr,Sg1,τ∧τn[ε
r,S˜
g˜1,T
[ξ|Fτ∧τn]].
Similarly,
ε
r,S
g2,τ
[ξ] = εr,Sg2,τ∧τn[ε
r,S˜
g˜2,T
[ξ|Fτ∧τn]].
Also, thanks to the definitions of g˜1(t, z), g˜2(t, z) and S˜, we get
ε
r,S˜
g˜1,T
[ξ|Fτ∧τn] = ε
r,S˜
g˜2,T
[ξ|Fτ∧τn].
For simplicity, we set η := εr,S˜g˜1,T [ξ|Fτ∧τn]. Obviously η ∈ L
2(Ω,Fτ∧τn , P ) and η ≥ Sτ∧τn . Then
from the assumption, it follows that
ε
r,S
g
1
,τ [ξ] = ε
r,S
g1,τ∧τn
[η] ≥ εr,Sg2,τ∧τn[η] = ε
r,S
g
2
,τ [ξ].
Now we end up with the proof.
Remark 5.2. Obviously, (5.2) and (5.3) in Theorem 5.2 are also equivalent.
If assumption (A3) is replaced with assumption (A2) in Theorem 5.1, then we have
Theorem 5.3. Assume that two random fields g1 and g2 satisfy assumptions (A1), (A2)
and (A4), and the obstacle process {St}0≤t≤T satisfies (A5). If for any two stopping times τ
and σ such that τ ≤ σ ≤ T ,
εr,Sg1,σ[ξ|Fτ ] ≥ ε
r,S
g2,σ
[ξ|Fτ ] a.s. for ξ ∈ L
2(Ω,Fσ, P ) such that ξ ≥ Sσ a.s., (5.5)
then for any continuous process Y ∈ S2(0, T ;R) such that Y (t) ≥ St a.s. with t ∈ [0, T ], we
have
g1(t, Y (t), z) ≥ g2(t, Y (t), z) a.s. for (t, z) ∈ [0, T ]×R
d. (5.6)
In particular,
g1(t, S(t), z) ≥ g2(t, S(t), z) a.s. for (t, z) ∈ [0, T ]×R
d. (5.7)
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Proof. In view of the continuity of g1(t, y, z) and g2(t, y, z) in y, it is sufficient to
prove (5.6) for any continuous process Y ∈ S2(0, T ;R) such that Y (t) ≥ St + ǫ a.s. with
t ∈ [0, T ] for some constant ǫ > 0. We shall prove it by contradiction.
Otherwise, there would exist δ > 0 and z ∈ Rd such that
P ({τδ(z) < T}) > 0.
Here for δ > 0 and z ∈ Rd, we have defined the following stopping time:
τδ = τδ(z) := inf{t ≥ 0 : g1(t, Y (t), z) ≤ g2(t, Y (t), z)− δ} ∧ T.
For such a pair (δ, z), analogous to the proof of Theorem 5.1, consider the following
SDEs defined on the interval [τδ, T ]:
{
−dY 1(t) = g1(t, Y 1(t), z)dt− zdBt,
Y 1(τδ) = Y (τδ)
and {
−dY 2(t) = g2(t, Y 2(t), z)dt− zdBt,
Y 2(τδ) = Y (τδ).
The above SDEs admit unique solutions Y i ∈ S2(τδ, T ;R) with i = 1, 2.
Define the following stopping times:
τ 1δ = inf{t ≥ τδ : Y
1
t ≤ St} ∧ T,
τ 2δ = inf{t ≥ τδ : Y
2
t ≤ St} ∧ T,
and
τ ′δ = inf{t ≥ τδ : g1(t, Y
1(t), z) ≥ g2(t, Y
2(t), z)−
δ
2
} ∧ T.
Note that τ 1δ = τ
2
δ = τ
′
δ = T, if τδ = T . Obviously, {τδ < τ
1
δ } = {τδ < τ
2
δ } = {τδ < τ
′
δ} =
{τδ < T}. We define
τ 3δ = τ
1
δ ∧ τ
2
δ ∧ τ
′
δ.
Hence P ({τδ < τ 3δ }) > 0. Moreover, we have Y
1
t > St and Y
2
t > St on the interval [τδ, τ
3
δ ).
Therefore, the triple (Y i, z, 0) is the solution of RSBDE (2.2) with data (Y i(τ 3δ ), gi, S) on
the interval [τδ, τ
3
δ ] for i = 1, 2. Consequently,
ε
r,S
g1,τ
3
δ
[Y 1(τ 3δ )|Fτδ ] = εg1,τ3δ [Y
1(τ 3δ )|Fτδ ] = Y (τδ)
and
ε
r,S
g2,τ
3
δ
[Y 2(τ 3δ )|Fτδ ] = εg2,τ3δ [Y
2(τ 3δ )|Fτδ ] = Y (τδ).
Identical to the proof of lemmas 5.2 and 5.3, we get
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Lemma 5.4. We have
Y 1(τ 3δ ) > Y
2(τ 3δ ) on {τδ < τ
3
δ } (5.8)
and
ε
r,S
g2,τ
3
δ
[Y 1(τ 3δ )|Fτδ ] = εg2,τ3δ [Y
1(τ 3δ )|Fτδ ]. (5.9)
From the definition of τ 3δ and (5.8), we have
Y 1(τ 3δ ) ≥ Y
2(τ 3δ ) a.s. and P ({Y
1(τ 3δ }) > Y
2(τ 3δ )) > 0.
Then it follows from Lemmas 2.1 and (5.9) that
ε
r,S
g2,τ
3
δ
[Y 1(τ 3δ )|Fτδ ] = εg2,τ3δ [Y
1(τ 3δ )|Fτδ ] ≥ εg2,τ3δ [Y
2(τ 3δ )|Fτδ ] = ε
r,S
g2,τ
3
δ
[Y 2(τ 3δ )|Fτδ ] a.s.
and
P ({εr,S
g2,τ
3
δ
[Y 1(τ 3δ )|Fτδ ] > ε
r,S
g2,τ
3
δ
[Y 2(τ 3δ )|Fτδ ]}) = P ({εg2,τ3δ [Y
1(τ 3δ )|Fτδ ] > εg2,τ3δ [Y
2(τ 3δ )|Fτδ ]}) > 0.
The last relation implies that
P ({εr,S
g2,τ
3
δ
[Y 1(τ 3δ )|Fτδ ] > Y (τδ)}) > 0
which contradicts the assumption that
ε
r,S
g2,τ
3
δ
[Y 1(τ 3δ )|Fτδ ] ≤ ε
r,S
g1,τ
3
δ
[Y 1(τ 3δ )|Fτδ ] = Y (τδ) a.s..
The proof is complete.
The following gives an immediate consequence of Theorem 5.3.
Corollary 5.1. Suppose that two generators g1, g2 satisfy assumptions (A1), (A2) and (A4),
and the obstacle process {St}0≤t≤T satisfies (A5). Furthermore, assume that g1 and g2 do
not depend on the first unknown variable y. If for each pair of stopping times τ and σ such
that τ ≤ σ ≤ T , we have
εr,Sg1,σ[ξ|Fτ ] ≥ ε
r,S
g2,σ
[ξ|Fτ ] a.s. for any ξ ∈ L
2(Ω,Fσ, P ) such that ξ ≥ Sσ a.s.,
then we have
g1(t, z) ≥ g2(t, z) a.s. for any (t, z) ∈ [0, T ]×R
d.
Acknowledgements. Both authors would like to thank Professor Shige Peng for his helpful
comments, and Guangyan Jia and Zhiyong Yu for detecting an error in the original proof of
Theorem 3.1. They are also very grateful to the Associate Editor and the anonymous referee
for their helpful suggestions and criticisms.
17
References
[1] P. Briand, F. Coquet, Y. Hu, J. Me´min, and S. Peng, A converse comparison theorem
for BSDEs and related properties of g-expectation, Electron. Comm. Probab., 5 (2000),
pp. 101-117.
[2] F. Coquet, Y. Hu, J. Me´min, and S. Peng, A general converse comparison theorem for
BSDEs, C. R. Acad. Sci. Paris, Se´rie I, 333 (2001), pp. 577-581.
[3] Z. Chen, A property of backward stochastic differential equations, C. R. Acad. Sci.
Paris, Se´rie I, 326(4) (1998), pp. 483-488.
[4] F. Coquet, Y. Hu, J. Me´min, and S. Peng, Filtration consistent nonlinear expectations
and related g-expectation, Probab. Theory Related Fields, 123 (2002), pp. 1-27.
[5] N. El Karoui, E. Pardoux, and M. C. Quenez, Reflected Backward SDEs and American
options, in: Numerical methods in finance, Publ. Newton Inst. Cambridge Univ. Press,
Cambridge (1997), pp. 215-231.
[6] N. El Karoui, S. Peng, and M. C. Quenez, Backward stochastic differential equations
in finance, Math. Finance 7 (1) (1997), pp. 1 - 71.
[7] N. El Karoui, C. Kapoudjian, E. Pardoux, S. Peng, and M. C. Quenez, Reflected solu-
tions of backward SDE’s, and related obstacle problems for PDE’s, Annals. Probability,
25 (2) (1997), pp. 702 - 737.
[8] S. Hamade`ne, J. P. Lepeltier, and A. Matoussi, Double barrier backward SDEs with
continuous coefficient. In: El Karoui N. and Mazliak L. (Eds.), Backward Stochastic
Differential Equations. Pitman Research Notes in Mathematics Series, 364 (1997), pp.
161 - 177.
[9] Jiang L., Some results on the uniqueness of generators of backward stochastic differential
equations, C. R. Acad. Sci. Paris, Se´rie I 338 (2004) 575 - 580.
[10] Pardoux E., Peng S., Adapted solution of a backward stochastic differential equation,
Systems Control Lett. 14 (1 - 2) (1990) 61 - 74.
[11] Peng S., Backward Stochastic Differential Equations, Nonlinear Expectations, Nonlinear
Evaluations and Risk Measures, Lecture Notes in Chinese Summer School in Mathe-
matics, Weihai, 2004.
[12] Peng S., Backward SDE and related g-expectation, in: Backward Stochastic Differential
Equations, Paris, 1995 - 1996, Pitman Res. Notes Math. Ser., Vol. 364, Longman,
Harlow, 1997, pp. 141 - 159.
18
