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Введение
Системный анализ является прямым продолжением и дальнейшим развитием такой науки, как киберне-тика. Существует большое количество различных ее 
определений.
Академик А. И. Колмогоров писал, что «кибернетику опре-
деляют как науку о способах восприятия, хранения, переработ-
ки и использования информации в машинах, живых организ-
мах и их объединениях» [1]. Другие определения дали видные 
российские ученые, академики: А. И. Берг — «наука об управ-
лении сложными динамическими системами и процессами», 
В. М. Глушков — «наука об общих законах преобразования ин-
формации в сложных управляющих системах».
Каждое определение подчеркивает тот или иной аспект на-
уки, а вместе взятые они отражают многообразие конкретных 
областей ее применения. Обобщая различные определения, 
можно прийти к такому заключению: кибернетика — это наука 
об общих закономерностях, принципах и методах управления 
в различных областях материального мира — в технике, био-
логии, обществе.
Управление здесь рассматривается в информационном 
аспекте, поэтому во многих определениях кибернетика пред-
ставляется как наука об информации и общих законах ее преоб-
разования. Прикладные аспекты науки можно отнести к любой 
области исследований: к технике и биологии, физике и социо-
логии и т. п. Теоретическим содержанием этой науки является 
общая теория управления, не связанная непосредственно ни с од-
ной прикладной областью, но применимая в любой из них.
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Многообразие изучаемых объектов, общий характер разра-
батываемых идей и обширная сфера применения оказали свое 
влияние на развитие кибернетики. Появившись в результате 
интеграции на стыке многих наук, кибернетика в ходе своего 
развития начала дифференцироваться, делиться на ряд част-
ных наук в соответствии с областью проводимых исследований 
и использования их результатов. В настоящее время существует 
уже не единая наука кибернетика, а несколько самостоятель-
ных кибернетических наук: теоретическая, техническая, био-
логическая, медицинская, психологическая, правовая, педа-
гогическая, нейрокибернетика и др. В последние десятилетия 
разрабатываются теоретические основы управления безопас-
ностью жизнедеятельности.
Системный анализ расширил сферу исследования киберне-
тики, включив в рассмотрение сложные, многоуровневые си-
стемы. Такие системы чаще всего бывают слабо структуриро-
ваны и в значительной своей части не могут быть полностью 
представлены формализованным описанием.
Системный анализ изучает и такие основополагающие во-
просы, как закономерности образования и функционирования 
сложных многоуровневых систем. Помимо строго формализо-
ванных (кибернетических) методов, системный анализ раз-
рабатывает и предлагает для практического применения эв-
ристические и содержательные методики, которые позволяют 
не только исследовать и проектировать сложнейшие системы, 
но и эффективно управлять ими [1].
Таким образом, системный анализ вобрал в себя лучшие до-
стижения кибернетики: основные понятия динамических си-
стем, методологию моделирования, строгую математизацию 
описания систем и т. д. Вместе с тем системный анализ внес 
современные подходы в исследование систем, их проектиро-
вание и управление: теорию измерений, экспертные оценки, 
теорию и практику принятия решений.
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Глава 1.  
Основы системного подхода
1.1. Место системного анализа в системе наук
Мы живем и действуем в мире систем, перемещаясь из одной в другую, и являемся при этом сами весьма сложной системой. Изучением принци-
пов строения и механизмов функционирования систем само-
го различного рода занимается область знаний и их практиче-
ских приложений, называемая системным анализом (анализом 
систем). Иногда совокупность исследований и методологиче-
ских приемов по изучению систем называют также системным 
подходом. Это направление разрабатывалось многими отече-
ственными и зарубежными учеными: Б. Трентовским, Е. Г. Фе-
доровым, А. А. Богдановым — в конце XIX и начале XX в., Н. Ви-
нером, Л. Берталанфи, И. Месаровичем [2], Н. Н. Моисеевым 
и многими другими в наше время [1].
Системный подход является современным принципом ис-
следования и решения задач, но становление его следует рас-
сматривать и в историческом плане. Представления античных 
ученых о природе, человеке и обществе, дошедшие до нас в ми-
фах и философских трудах, уже отличались достаточно сложной 
и удивительно органичной системностью. В этих представле-
ниях находила отражение сложность и взаимосвязанность мно-
гочисленных явлений, фактов и свойств окружающего мира. 
Но эти представления имели не только созерцательный харак-
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тер, с ними люди прошлого жили и добивались поразительных 
успехов в технике, экономической жизни, военном деле.
Стремительное развитие естественных наук в средние века, 
их дифференциация и специализация, тщательное изучение от-
дельных явлений и фактов означали наряду с прогрессом отход 
от принципа системности. Это привело к развитию элемента-
ристского подхода, который глубоко внедрился в научную ме-
тодологию и практику решения задач.
В наше время, уже на новом уровне познания мира, необ-
ходимость возврата к системному подходу как всеобщему ме-
тодологическому принципу стала ощущаться особенно остро 
в связи с увеличением числа практических задач анализа, про-
ектирования и управления сложными системами в технике, 
производстве, экономике и обществе и совмещением в техни-
ческих решениях принципов различных областей науки. Для 
работы с простым объектом вполне достаточно содержатель-
ного (предметного) знания и здравого смысла. Для объектов 
сложных этого недостаточно, необходимо применять еще спе-
циальную методологию.
Методология системности включает системный анализ, си-
стемный подход и теорию систем [1, 3].
Системный анализ возник в ответ на требование практики, 
поставившей нас перед необходимостью изучать и проектиро-
вать сложные системы, управлять ими в условиях неполноты 
информации, ограниченности ресурсов, дефицита времени. 
Другими словами, cистемный анализ можно считать и наукой, 
и искусством, и технологической дисциплиной в зависимости 
от того, с какими системами мы имеем дело (в том числе со-
циальными и социотехническими, где решающую роль игра-
ют люди).
Системный анализ является меж- и наддисциплинарным 
курсом, обобщающим методологию исследования сложных си-
стем: технических, природных, социальных.
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Любая деятельность может быть более или менее систем-
ной. Появление проблемы — признак недостаточной систем-
ности; решение проблемы — результат повышения системно-
сти, переход на новый, более высокий уровень системности 
в нашей деятельности. Поэтому системность не столько состо-
яние, сколько процесс. Системность есть всеобщее свойство ма-
терии, форма ее существования.
Принцип системности рассматривает явления в их взаим-
ной связи, как целостный набор или комплекс.
Признаками системности являются:
·	 структурированность системы;
·	 взаимосвязанность составляющих ее частей;
·	 подчиненность организации всей системы определенной 
цели.
Эти признаки легко обнаружить в нашей практической де-
ятельности:
1) всякое наше осознанное действие преследует определен-
ную цель;
2) в любом действии легко увидеть его составные части, бо-
лее мелкие действия;
3) эти составные части должны выполняться не в произволь-
ном порядке, а в определенной последовательности.
Это и есть та самая определенная, подчиненная цели взаи-
мосвязанность составных частей, которая и является призна-
ком системности (алгоритмичность).
1.3. Системность практической деятельности
Понятие алгоритма возникло сначала в математике и означа-
ло задание точно определенной последовательности однозначно 
понимаемых операций над числами или другими математиче-
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скими объектами. В последние годы стала осознаваться алго-
ритмичность любой деятельности: говорят об алгоритме приня-
тия управленческих решений, обучения, игры в шахматы и даже 
об алгоритмах изобретательской деятельности или композиции 
музыки. При этом отходят от математического понимания ал-
горитма: сохраняя логическую принудительность последова-
тельности действий, мы допускаем, что в алгоритме данной 
деятельности могут присутствовать и такие действия, которые 
не формализованы: важно лишь, чтобы этот этап успешно вы-
полнялся человеком, хотя и неосознанно.
Существует мнение, что «…подавляющее большинство эле-
ментов творческой деятельности, выполняемых человеком 
“легко и просто”, “не думая”, “по интуиции”, на самом деле 
является неосознанной реализацией определенных алгорит-
мизируемых закономерностей, реализацией неосознаваемых, 
но объективно существующих и формализуемых критериев кра-
соты и вкуса».
Подведем итог.
1. Любая деятельность алгоритмична.
2. Не всегда алгоритм реальной деятельности осознается 
(композитор сочиняет музыку, шофер мгновенно реагирует 
на изменение дорожной обстановки, летчик, когда ведет само-
лет на посадку, решает «в уме» систему из 20 дифференциаль-
ных уравнений и т. п.).
3. В случае неудовлетворенности результатом деятельности 
возможную причину неудачи следует искать в несовершенстве 
самого алгоритма.
«Если не получаете желаемого — измените свои действия», — 
гласит старинная китайская поговорка.
Это означает необходимость пытаться выявить алгоритм, ис-
следовать его слабые места, устранять их, т. е. совершенствовать 
алгоритм, повышать системность деятельности.
Таким образом, явная алгоритмизация любой практической 
деятельности является важным средством ее развития.
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1.4. Внутренняя системность  
познавательных процессов
Сам процесс познания системен, и знания, добытые чело-
вечеством, также системны.
Некоторые ученые-философы в дальнейшем развили после-
довательность познания и предложили трехступенчатую диа-
лектическую теорию познания, которая состоит:
1) из феноменализма — ступени наблюдения;
2) номинализма — ступени формулировки теорий;
3) ступени выявления фундаментальных принципов [4].
На первой ступени происходит сбор информации, когда каж-
дое явление или эксперимент описывается самостоятельно. 
В развитии механики Ньютона такой ступени соответствуют 
наблюдения Тихо Браге.
На второй ступени формируется внутренняя структура, 
в процессе чего формулируются законы теории. Этой стадии 
соответствуют законы Кеплера.
Третья ступень выявляет наиболее общие законы, которым 
подчиняются изученные явления. Этой стадии соответству-
ет ньютоновский закон движения [4]. Такая трехступенчатая 
теория показывает, что ее диалектическое развитие основано 
на следующих фактах:
1) природа сама по себе имеет многоуровневую структуру;
2) научное познание есть не что иное, как погружение в бо-
лее глубокие слои этой структуры, то есть механизм ди-
алектического познания вытекает из диалектической 
структуры самой природы.
Особенностью познания, которая позволяет поэтапно раз-
решить противоречия между неограниченностью желаний че-
ловека познать мир и ограниченностью существующих воз-
можностей сделать это, между бесконечностью природы 
и конечностью ресурсов человечества, является наличие ана-
10
Глава 1. Основы системного подхода 
литического и синтетического образов мышления. Суть анали-
за состоит в разделении целого на части, в представлении слож-
ного в виде совокупности более простых компонент. Но чтобы 
познать целое, сложное, необходим обратный процесс — син-
тез. Это относится не только к индивидуальному мышлению, 
но и к общечеловеческому знанию.
Аналитичность человеческого знания находит свое отражение 
в существовании различных наук, в продолжающейся дифферен-
циации наук, во все более глубоком изучении все более узких во-
просов, каждый из которых сам по себе не менее интересен, важен 
и необходим. Аналитические методы создали научную классифи-
кацию (таксономию). Между тем столь же необходим и обратный 
процесс синтеза знаний. Так возникают «пограничные науки» 
типа биохимии, физикохимии, биофизики или бионики. Однако 
это лишь одна из форм синтеза. Другая, более высокая форма син-
тетических знаний реализуется в виде наук о самых общих свой-
ствах природы. Философия выявляет и отображает все (любые) 
общие свойства всех форм материи; математика изучает некото-
рые, но также всеобщие отношения. К числу синтетических от-
носятся и системные науки: кибернетика, теория систем, теория 
организации и др. В них необходимым образом соединяются тех-
нические, естественные и гуманитарные знания.
Итак, расчлененность мышления на анализ и синтез и вза-
имосвязанность этих частей являются очевидными признака-
ми системности познания.
1.5. Системность окружающего мира
Мир, в котором мы живем, можно рассматривать как сложную 
взаимосвязанную совокупность естественных и искусственных 
систем. Современные научные данные и современные систем-
ные представления позволяют говорить о мире как о бесконечной 
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иерархической системе систем, находящихся на разных стадиях 
развития, на разных уровнях системной иерархии. «В материаль-
ном мире существуют определенные иерархии — упорядоченные 
последовательности соподчинения и усложнения. Они служат 
эмпирической основой системологии. Все многообразие наше-
го мира можно представить в виде последовательно возникших 
иерархий: природной (П), физико-биологической (Ф — Б), со-
циальной (С), технической (Т) иерархий. Объединение систем 
из разных иерархий приводит к смешанным классам систем — 
экологическим или экономическим» [5].
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Биоценоз
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Стадо
Клетка
Молекула
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Коллектив
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Рис. 1. Иерархии материальных систем:
Ф — физическая (физико-химическая), Б — биологическая, С — социальная, 
Т — техническая
Таким образом, системность есть всеобщее свойство мате-
рии, форма ее существования, что иллюстрируется схемой, при-
веденной на рис. 2 [1].
При этом роль системных представлений в практике по-
стоянно увеличивается, растет сама системность человеческой 
практики.
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Рис. 2. Системность как всеобщее свойство материи
Так, практикой доказана эффективность системного подхо-
да при управлении БЖД по отношению к разрозненным, част-
ным мерам по охране труда, экологии, ликвидации уже прои-
зошедших аварий катастроф и других чрезвычайных ситуаций. 
Например, в ОАО «Газпром» действует «Единая система управ-
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Контрольные вопросы
ления охраной труда и промышленной безопасностью в газовой 
промышленности» — нормативный документ, решающий во-
просы обеспечения безопасности в газовой промышленности 
с системных позиций на всех уровнях многоуровневой струк-
туры ОАО «Газпром».
Контрольные вопросы
1. Что такое системный анализ? Предмет, задачи, особен-
ности методологии.
2. Что такое системность? Назовите три признака систем-
ности.
3. В чем состоит системность практической деятельности? 
Приведите примеры.
4. В чем выражается системность познавательного процес-
са? Назовите три ступени процесса познания.
5. В чем заключается системность окружающего мира?
6. Как проявляется системность в отношениях человека 
с окружающей средой?
7. Что такое алгоритм и какова его роль в практической де-
ятельности?
8. Обоснуйте тезис: «Системность — всеобщее свойство ма-
терии».
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Глава 2.  
Проблемы системы
2.1. Понятие проблемной ситуации
Цели, которые ставит перед собой человек, редко дости-жимы только за счет его собственных возможностей или внешних средств, имеющихся у него в данный 
момент. Такое стечение обстоятельств называется проблемной 
ситуацией. Так, когда обычные способы сбора и переработки 
информации перестали обеспечивать необходимую полноту 
и быстроту ее обработки, что значительно снижало качество 
принимаемых управленческих решений, выходом из этой си-
туации стало создание АСУ.
В общем случае после осознания потребности переходят 
к выявлению проблемы и, наконец, к формулировке цели. 
Цель — это субъективный образ несуществующего, но желаемо-
го состояния среды, которое решило бы возникшую проблему.
Последующая деятельность, способствующая решению этой 
проблемы, направлена на достижение поставленной цели. Та-
ким образом, система есть средство достижения цели. Это и есть 
первое определение системы.
2.2. Проблема повышения производительности труда
Любая деятельность человека носит целенаправленный ха-
рактер. Наиболее четко это прослеживается на примере трудо-
вой деятельности [1, 4].
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Простейший и исторически первый способ повышения эф-
фективности труда — механизация. Недостаток механизации: 
возможности ограничены участием человека.
Решение проблемы состоит в исключении участия челове-
ка из конкретного производственного процесса — в автома‑
тизации.
У автоматизации существует естественный предел: в реаль-
ной жизни часто приходится сталкиваться с непредвиденными 
условиями и с невозможностью полной формализации многих 
практических действий.
Наиболее остро такие проблемы возникают в процессе ру-
ководства человеческими коллективами, при управлении про-
изводственными системами, при проектировании и эксплуа-
тации крупных технических комплексов, при вмешательстве 
(например, медицинском или исследовательском) в жизнедея-
тельность человеческого организма, при воздействии человека 
на природу, т. е. в тех случаях, когда приходится взаимодейство-
вать со сложными системами. В целях повышения эффектив-
ности такого взаимодействия человечество вырабатывает спо-
собы решения возникающих при этом проблем.
Совокупность таких способов представляет собой третий 
уровень системности практической деятельности человека. 
Этот уровень можно назвать кибернетизацией, поскольку ки-
бернетика посвящена научному решению проблем управления 
сложными системами.
Основная идея разрешения проблем, связанных со слож-
ными системами, состоит в том, чтобы в тех случаях, ког-
да автоматизация (т. е. формальная алгоритмизация) невоз-
можна, использовать способность человеческого интеллекта 
ориентироваться в незнакомых условиях и находить решение 
слабо формализованных задач. При этом человек выполня-
ет именно те операции в общем алгоритме, которые не под-
даются формализации (например, экспертную оценку или 
сравнение многомерных и неколичественных вариантов, при-
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нятие управленческих решений, взятие на себя ответствен-
ности). Именно на этом принципе строятся автоматизиро-
ванные (в отличие от автоматических) системы управления, 
в которых формализованные операции выполняют автоматы 
и ЭВМ, а неформализованные (и, возможно, неформализуе-
мые) операции — человек.
2.3. Безопасность жизнедеятельности  
как следующий уровень системности
Когда на смену примитивным станкам, приводимым в дви-
жение человеческими мускулами (механизация), пришли мощ-
ные агрегаты, небрежное обращение с которыми стало грозить 
работающему серьезной травмой (автоматизация), возникла 
техника безопасности — свод простых и эффективных эмпири-
ческих правил. Сегодня оператор имеет дело со сложнейши-
ми промышленными комплексами, и простых эмпирических 
правил уже недостаточно. Техника безопасности должна сме-
ниться теорией безопасности, способной обнаруживать наибо-
лее рискованные звенья производственных комплексов и под-
сказывать оптимальные пути их замены. При этом в рамках 
системного подхода при оценке надежности системы «чело-
век — машина» (СЧМ) человек-оператор представляется в виде 
компонента системы.
Развитие цивилизации, под которой мы, в частности, пони-
маем прогресс науки, техники, экономики, индустриализацию 
сельского хозяйства, использование различных видов энергии, 
включая ядерную, применение различных видов удобрений 
и средств для борьбы с вредителями, значительно увеличива-
ет количество вредных факторов, негативно воздействующих 
на человека. Важным элементом в обеспечении жизнедеятель-
ности человека становится защита от этих факторов.
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Вторгаясь в природу, законы которой еще не познаны в пол-
ной мере, создавая новые технологии, люди сформировали ис-
кусственную среду обитания — техносферу, которая теперь 
представляет опасность для них самих. Поэтому и возникла 
дисциплина «Безопасность жизнедеятельности» как переход 
на следующий уровень системности.
«БЖД — система знаний, направленных на обеспечение без-
опасности и сохранение здоровья человека в производственной 
и непроизводственной среде с учетом влияния человека на сре-
ду обитания» [6].
Безопасность жизнедеятельности, таким образом, являет-
ся комплексной дисциплиной, опирающейся на достижения как 
фундаментальных, так и прикладных научных и научно-техни-
ческих дисциплин.
В структуре курса БЖД выделены следующие разделы:
·	 теоретические основы БЖД;
·	 безопасность в бытовой и производственной среде;
·	 безопасность в окружающей природной среде;
·	 безопасность при чрезвычайных ситуациях.
На основе системного подхода разрабатывается теория 
управления БЖД.
Бытовая среда — это вся сумма факторов, воздействующих 
на человека в быту. Реакцию организма на бытовые факторы 
изучают такие разделы науки, как коммунальная гигиена, ги-
гиена питания, гигиена детей и подростков.
Производственная среда — это совокупность факторов, воз-
действующих на человека в процессе трудовой деятельности.
Безопасность в природной среде — это одна из отраслей эко-
логии. Экология изучает закономерности взаимодействия жи-
вой и неживой природы на атомно-молекулярном уровне.
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Контрольные вопросы
1. Что такое проблемная ситуация?
2. Каковы этапы повышения производительности труда?
3. Что такое механизация?
4. В чем заключается автоматизация производственного 
процесса?
5. Что такое кибернетизация процесса?
6. Почему безопасность жизнедеятельности можно считать 
переходом на следующий уровень системности? Какова 
структура БЖД?
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Глава 3.  
Основные понятия системного анализа. 
Классификация систем
3.1. Основные определения
Термин «система» используют в тех случаях, когда хо-тят охарактеризовать исследуемый или проектируемый объект как нечто единое, целое, сложное, о котором 
невозможно дать простое представление в виде математиче-
ского выражения или графического изображения, например 
финансы предприятия, рынок ценных бумаг, систему высше-
го образования.
Существует несколько десятков определений понятия «си-
стема», однако все они принадлежат одному из двух направле-
ний системного подхода [1].
Дескриптивный (описательный) подход
Система есть такое множество элементов, что свойства это-
го множества определяются совокупностью элементов и отно-
шений между ними.
Система есть совокупность взаимосвязанных элементов, 
обособленная от среды и взаимодействующая с ней как еди-
ное целое.
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В идеологии указанного подхода процесс функционирова-
ния системы объясняется ее строением, например, Солнечная 
система, физиология человека.
Конструктивный (целевой) подход
Система есть конечное множество элементов и отношений 
между ними, выделяемых из среды с заданной целью, в преде-
лах определенного временного интервала, необходимых и до-
статочных для достижения сформулированных целей.
Система — средство достижения цели.
Рассмотрим основные понятия, помогающие уточнить пред-
ставление о системе.
Цель. Понятие цели и связанные с ним понятия целесоо-
бразности и целенаправленности лежат в основе конструктив-
ного определения системы. Условно можно выделить субъек-
тивные и объективные цели.
Субъективная цель — мыслимое, идеальное состояние си-
стемы, побуждающее к действию по его достижении.
Объективная цель — итог развития системы, то ее состояние, 
к которому она приходит в результате влияния на нее субъективных 
воздействий, внешних факторов и объективных законов развития.
С учетом этого можно обобщить определение системы.
Система — это совокупность элементов, обособленных 
от среды и взаимодействующих между собой таким образом, 
что достигается определенный результат, или цель.
Цель или результат, который дает система, называют систе-
мообразующим элементом.
Функция. Способ существования системы, ее свойство в ди-
намике, процесс реализации цели, для которой система спро-
ектирована.
Например, функции системы управления безопасностью 
труда (СУБТ) [7]:
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·	 анализ и оценка состояния объекта (предприятия, цеха 
и т. д.);
·	 прогнозирование и планирование мероприятий для до-
стижения целей и задач управления;
·	 организация, координация выполнения работ и опера-
тивное управление;
·	 контроль состояния безопасности и т. д.
Если в системе есть субъект, то функция системы этим субъ-
ектом рассматривается как цель, ради которой система и суще-
ствует.
Элемент системы. Под элементом системы принято пони-
мать ее часть, принимаемую для решаемой задачи или данно-
го этапа анализа неделимой. Систему можно разделить на со-
ставляющие элементы различными способами в зависимости 
от формулировки задачи и ее уточнения в процессе системно-
го анализа. Те элементы, которые в дальнейшем также пред-
полагается рассматривать как системы, называются подси-
стемами.
Связь. Понятие связь означает наличие и содержание отно-
шений между частями системы. Связь обеспечивает возникно-
вение и сохранение целостных свойств системы. Это понятие 
одновременно характеризует и строение (статику), и функци-
онирование (динамику) системы.
Связь понимают и как ограничение степени свободы эле-
ментов. Действительно, элементы, вступая во взаимосвязь друг 
с другом, утрачивают часть тех своих свойств, которыми они об-
ладали в свободном состоянии.
Связи можно охарактеризовать по направлению, силе, виду.
По направлению связи делятся на направленные и ненаправ-
ленные, прямые и обратные.
По силе — на сильные и слабые.
По виду различают связи равноправные, подчинения, по-
рождения (генетические), управления, информационные, тех-
нологические и т. д.
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Структура (от латинского structura — строение, расположе-
ние, порядок) отражает взаимосвязи, взаиморасположение со-
ставных частей системы, ее устройство. Иными словами, струк-
тура характеризует организованность системы, устойчивую 
упорядоченность ее элементов и связей.
Одна и та же система может быть представлена различными 
структурами в зависимости от стадии ее познания, цели и аспек-
та рассмотрения. Структуры бывают статичными и динамичны-
ми, они взаимосвязаны и могут переходить друг в друга.
Состав системы — набор частей системы, например штатное 
расписание предприятия.
Состав элементов и отношений системы — это та субстан-
ция, которая наполняет элементы и отношения в системе.
Среда — совокупность всех остальных систем, кроме той, ко-
торая рассматривается в данный момент. Множество систем, 
находящихся в постоянном непосредственном контакте с дан-
ной системой и оказывающих на нее ощутимое влияние, об-
разуют ее актуальную среду. Для студентов — преподаватели, 
другие студенты и т. д.
Входом называется множество «контактов» (дискретное или 
непрерывное), через которые воздействие среды передается си-
стеме.
Выход — дискретное или непрерывное множество контак-
тов, через которые система воздействует на среду.
Состояние. Понятием «состояние» обычно характеризуют 
мгновенную фотографию, «срез» системы, остановку в ее раз-
витии. Состояние определяют либо через набор значений вход-
ных и выходных характеристик в некоторый фиксированный 
момент времени, либо через макросвойства системы (давление, 
температуру, проходной балл и т. д.).
Поведение системы — развернутая во времени последова-
тельность реакций системы на внешнее воздействие.
Статическая система — это система с одним возможным со-
стоянием.
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Динамическая система — система с множеством состояний, 
в которой с течением времени происходит переход из состоя-
ния в состояние.
Равновесие. Способность системы в отсутствие внешних воз-
мущающих воздействий (или при постоянных воздействиях) 
сохранять свое поведение сколь угодно долго.
Устойчивость. Под устойчивостью понимают способность 
системы возвращаться в состояние равновесия после того, как 
она была из этого состояния выведена под влиянием внешних 
возмущающих воздействий.
Развитие (прогресс или регресс) — поведение системы при 
изменении достигаемой цели или актуальной среды. В случае 
если система успевает приспосабливаться к изменениям, гово-
рят о прогрессивном развитии системы, в ином случае предпо-
лагается регресс системы.
Можно утверждать, что объектом приложения любой про-
фессиональной деятельности является система.
Свойства (признаки) систем
Основные системообразующие признаки, характерные для 
всех без исключения систем, — это эмерджентностъ, иерархич-
ность, полиструктурность и принцип необходимого разнообра-
зия элементов.
Эмерджентность (целостность) системы заключается в следу-
ющем. Во-первых, основные части системы не являются взаи-
мозаменяемыми, и ни одна отдельная часть системы не может 
заменить ее всю. Во-вторых, система в отличие от простого набо-
ра элементов обладает некоторым новым качеством, определяю-
щим ее как именно эту, конкретную систему. Например, отдель-
но взятые газы водород и кислород не обладают теми многими 
качественно новыми свойствами, как их соединение — вода.
С другой стороны, любая часть (подсистема), будучи элемен-
том системы, больше (обладает новыми качествами), нежели 
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вне системы. Это важнейшее свойство систем, именумое эмер-
джентностью, лежит в основе анализа любой системы. Это оз-
начает, что, изымая из системы входящий в нее элемент, мы 
меняем свойства и информационную структуру всех остальных 
подсистем и этой системы в целом, вплоть до ее разрушения.
Принцип необходимого разнообразия элементов. Система 
не может состоять из абсолютно идентичных элементов. Ника-
кая система не может быть организована из элементов, лишен-
ных индивидуальности. Нижний предел разнообразия — не ме-
нее двух элементов (болт и гайка, белок и нуклеиновая кислота, 
он и она), верхний — бесконечность.
Иерархичность — свойство систем органично включать в себя 
элементы и подсистемы, быть их организованной целостностью 
и в то же время входить составной частью в другие системы, 
быть их элементом или подсистемой. Примером такой иерар-
хически построенной системы может служить организм, являю-
щийся совокупностью систем органов, которые состоят из вза-
имосвязанной совокупности тканей, каждая из которых, в свою 
очередь, состоит из очень сложно устроенных клеток и т. д. Со-
циальное устройство общества, управленческие структуры так-
же являют собой примеры иерархичности.
Полиструктурность. В зависимости от числа взаимоотноше-
ний системы с окружающей средой или целей, для достижения 
которых существует система, в ней можно выделить множество 
структур, функционированием которых и обеспечивается су-
ществование этих отношений или достижение целей. Напри-
мер, на предприятии можно выделить производственно-тех-
нологические, финансово-экономические, управленческие, 
сбытовые, охранные, представительские, социально-психо-
логические и другие структуры, которые в своей совокупно-
сти обеспечивают функционирование предприятия и дости-
жение его целей.
Системность не является неким искусственным подходом. 
Системными являются и мышление, и человеческая практи-
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ка, и сама природа — вся Вселенная. Системность является 
настолько присущим и всеобщим качеством материи, что его 
можно назвать формой существования материи. Время, про-
странство, движение, структурированность представляют со-
бой частные проявления, аспекты системного мира.
3.2. Классификация систем
Системы разделяют на классы по некоторым признакам. 
В зависимости от решаемой задачи можно выбрать разные при-
знаки классификации. Естественно, различных классифика-
ций существует множество. Одной из простейших, например, 
является классификация, делящая системы на искусственные, 
естественные и смешанные.
Важно понять, что классификация — это только модель ре-
альности, поэтому ее не следует абсолютизировать, поскольку 
реальность всегда сложнее любой модели.
Рассмотрим классификации систем по следующим при-
знакам:
· по происхождению;
· по объективности существования;
· по степени связи с окружающей средой;
· по зависимости от времени;
· по обусловленности действия;
· по месту в иерархии систем.
Часто оказывается необходимым провести разграничения 
внутри одного класса систем, не отказываясь тем не менее 
от общности в его рамках, что приводит к многоуровневой, ие-
рархической классификации. Например, двухуровневая клас-
сификация систем по происхождению может быть представле-
на таким образом.
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Естественные системы:
· элементарная частица, ядро, электронная оболочка, атом, 
молекула, вещество, физическое тело;
· клетка, ткань, орган, система органов, организм, популя-
ция, биоценоз, биосфера, ноосфера;
· атмосферная влага, подземные воды, ручьи, реки, боло-
та, озера, моря, океаны;
· растения — травоядные — хищники.
Искусственные системы:
· социальные: наука, религия, политика, культура, искус-
ство;
· технические: транспортные и энергетические системы, 
телевидение, коммуникационные и компьютерные сети;
· технологические: столярное и гончарное дело, металлур-
гия, производство пластмасс, ткачество и т. д.;
· экономические: хозяйственные и акционерные общества, 
государственные предприятия, производственные коопе-
ративы, биржи, банки и т. п.
Смешанные системы:
·	 медицина;
·	 сельское хозяйство;
·	 добывающие отрасли промышленности;
·	 биотехнологии и т. д.
Если полнота классификации первого уровня логически 
ясна, то второй уровень на полноту не претендует, ведь список 
можно продолжить. Кроме того, существует ряд противоречий, 
связанных с принадлежностью элементов тому или иному клас-
су (например, не решен окончательно вопрос о том, куда следу-
ет отнести вирусы: к живым или неживым системам).
По объективности существования системы могут быть:
· материальными, существующими объективно, т. е. неза-
висимо от сознания человека;
· идеальными, т. е. «сконструированными» в сознании че-
ловека в виде гипотез, образов, представлений.
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В последнем случае они могут выступать в виде формул, 
уравнений, знаковых схем, музыкальных и зрительных обра-
зов и т. п.
По степени связи с окружающей средой системы могут быть:
· открытыми;
· относительно обособленными;
· закрытыми;
· изолированными.
Строго говоря, не существует закрытых или изолированных 
систем, и вместе с тем каждая система является как минимум 
относительно обособленной.
По виду обмена веществом и/или энергией с окружающей сре-
дой различают:
· изолированные системы (никакой обмен не возможен);
· замкнутые системы (невозможен обмен веществом, но об-
мен энергией возможен в любой форме);
· открытые системы (возможен любой обмен веществом 
и энергией).
По зависимости от времени различают системы:
· статические, характеристики которых не зависят от вре-
мени;
· динамические, чьи характеристики связаны со временем 
и могут являться даже функцией времени.
По обусловленности действия системы бывают:
· детерминированными;
· вероятностными;
· хаотическими;
· смешанными.
В детерминированных системах одной и той же причине всег-
да соответствует четкий, строгий, однозначный результат. В си-
стемах вероятностного типа одной и той же причине в одних 
и тех же условиях может соответствовать один из нескольких 
возможных результатов. Для их предсказания используется те-
ория вероятностей. Примерами вероятностных систем являют-
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ся школьный класс, группа студентов, персонал фирмы, кото-
рые приходят на работу или учебу: каждый раз число учеников, 
студентов, рабочих может быть различным, как и их состав. Для 
хаотических систем не представляется возможным предсказать 
поведение отдельных элементов, но можно говорить о каких-
то макроскопических параметрах таких систем. Примеры: тур-
булентное течение жидкости, броуновское движение молекул.
Системы различаются по месту в иерархии систем. Напри-
мер, Земля является системой, но она входит в Солнечную си-
стему, которая, в свою очередь, входит в галактику и т. д. В свя-
зи с этим различают:
· суперсистемы:
· большие системы;
· подсистемы;
· элементы.
Системы могут быть классифицированы и множеством дру-
гих способов в зависимости от целей, условий и задач иссле-
дования. Одна из наиболее обобщенных и интересных клас-
сификаций, проведенная по уровням сложности организации 
систем, предложена Кэннетом Боулдингом и прокомментиро-
вана автором.
1. Статические системы или остовы — кристаллы, жест-
кие конструкции строения, автомобильные и железные доро-
ги и т. д. (Понятно, что неизменность таких систем относитель-
на с точки зрения масштаба измерения, времени и допустимых 
перемещений.)
2. Простые динамические структуры с заданным законом 
функционирования (часовой механизм, токарный станок, хи-
мическая реакция, компьютерная программа).
3. Кибернетические системы с управляющими циклами об-
ратной связи (термостаты, регуляторы, системы наведения). 
Такие устройства способны на протяжении определенного вре-
мени регулировать отдельные параметры в определенных пре-
делах изменений.
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4. Открытые системы с самосохраняемой структурой (клет-
ки, популяции, биоценозы, этносы). Помимо способности к ре-
гулированию значений многих параметров, открытые системы 
обладают качественно новыми особенностями: реагированием 
на внешние раздражители, ассимиляцией элементов внешней 
среды, воспроизведением подобных себе особей (клетки — ве-
гетативным путем).
5. Живые организмы с низкой способностью воспринимать 
информацию (растения, кораллы). Появилась новая форма раз-
множения — половым путем. За счет формирования у рождаю-
щихся живых организмов новых хромосомных наборов из роди-
тельских пар увеличивается число их возможных комбинаций, 
что ведет к более эффективному эволюционному отбору. Это 
повышает приспособляемость живых организмов к условиям 
окружающей среды и, как следствие, расширяет область их рас-
пространения.
6. Животные (живые организмы с более развитой способно-
стью воспринимать информацию, но не имеющие «самосозна-
ния»). Обладают мобильностью, целеустремленностью, обуча-
емостью; владеют «языками» мимики, телодвижений, запахов 
и звуков; способны создавать примитивные социальные обра-
зования: семьи, стаи, колонии.
7. Люди (системы, характеризующиеся самосознанием, раз-
витым языком и нетривиальным коммуникативным поведени-
ем). Из известных нам живых существ только люди способны 
к товарному производству, развитым языку и письменности, 
осознанному приспособлению окружающего мира к своим по-
требностям.
8. Социальные системы — системы организованной деятель-
ности людей, включающие в себя такие сложные разнородные 
подсистемы, как люди, техника, технологии, коммуникации, 
организации, планы, нормативы и т. п.
9. Трансцендентальные системы — непознанные или лежащие 
в настоящий момент вне нашего познания системы.
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Приведенная выше классификация составлена с исполь-
зованием многоаспектных оснований для выделения уровней 
организации систем. Более того, при переходе от одного уров-
ня сложности к другому основания эти изменяются. Этот факт 
лишний раз подчеркивает сложность окружающих нас систем 
и глубину самого понятия «система».
Контрольные вопросы
1. Понятие «система». Какие определения системы суще-
ствуют? Чем объясняется существование различных опре-
делений системы? Как совместить справедливость каж-
дого из них с тем, что они различны?
2. Опишите основные системообразующие принципы: эмер-
джентность, принцип необходимого разнообразия эле-
ментов, иерархичность, полиструктурность, устойчи-
вость. Каковы критерии разнообразия?
3. Что такое равновесие и устойчивость системы?
4. Сформулируйте понятие субъективной и объективной 
цели. Приведите примеры.
5. Придумайте систему и опишите ее структуру, состав 
и окружающую среду.
6. Каковы принципы системного анализа?
7. Опишите классификацию систем:
· по виду обмена с окружающей средой;
· происхождению;
· объективности существования;
· степени связи с окружающей средой;
· зависимости от времени;
· обусловленности действия;
· месту в иерархии систем.
8.  Существуют ли объекты, которые не входят в какую-либо 
систему?
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Глава 4.  
Причинные связи и системное поведение
4.1. Причинные связи
Взаимодействие между элементами системы может иметь различную природу и выражаться разными функциями. Научный анализ систем всегда был сосредоточен в ос-
новном именно на изучении этих функций. Между тем, поведе-
ние системы часто определяется не столько функциональными 
характеристиками связей, сколько их причинной направленно-
стью. Это продемонстрировал в ряде своих работ известный си-
стемный аналитик Д. Медоуз [5]. Здесь мы используем его ме-
тодический подход.
Основные типы поведения, наблюдаемые в системах, мож-
но изобразить в виде графика базовой динамики (рис. 3), где 
на оси абсцисс откладывается время t, а на оси ординат — су-
щественные факторы динамики системы F (рис. 3).
Допустим, что некоторый фактор А с течением времени сна-
чала возрастает, а затем начинает уменьшаться. Это может быть 
ход температуры за время вегетационного периода, изменение 
плодородия почвы за ряд лет, возрастные изменения физи-
ческой выносливости человека, темпы экономического роста 
и т. д. Есть другой фактор, В. Он может быть не связан с факто-
ром А и не реагировать на его изменения (0-связь). Если же связь 
между ними существует (это можно представить как А → В), 
то возможны варианты этой зависимости. В одном случае изме-
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нения А приводят к однонаправленным изменениям В: A → +B1. 
Знак «+» здесь означает именно однонаправленность измене-
ний. Так, продукция земледелия следует за плодородием по-
чвы, а скорость роста теплолюбивых растений — за ходом тем-
пературы.
t
F
B3
B1
B2
B0
A
Рис. 3. График базовой динамики
В другом случае изменения А приводят уже к противополож-
ным изменениям В: А → –В2. Это противонаправленная (отрица-
тельная) причинная связь. С ростом числа насекомых-вредите-
лей падает урожай плодов в саду; здоровье человека находится 
в обратной зависимости от потребления алкоголя; наращива-
ние вооружений уменьшает безопасность людей и т. д. Иногда 
изменение А не сразу приводит к изменению В, подобное запаз-
дывание обозначается как А → В3. Наличие отрицательной при-
чинной связи совсем не означает, что это обязательно какое-то 
плохое воздействие: следует различать направленность влияний 
и качественный результат. Ведь с уменьшением числа вредите-
лей урожай сада повышается, а снижение цен ведет к повыше-
нию уровня жизни. Это положительные результаты при отри-
цательной причинной связи.
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4.2. Сети взаимодействий  
и контуры обратных связей
В реальных системах рассмотренные зависимости образуют 
сложные цепи и сети причинных связей, потому что А влияет 
не только на В, а В в свою очередь может влиять на ряд других 
элементов или факторов системы. Между нажатием клавиши 
на клавиатуре компьютера и появлением буквы на экране мо-
нитора происходит множество элементарных электронных про-
цессов. Точно так же появление в окружающей среде вредного 
вещества влияет на самочувствие человека через длинную цепь 
молекулярных процессов.
Многие цепи причинных связей образуют замкнутые коль-
ца, контуры обратных связей. Простейшим примером такого 
контура может быть модель взаимовлияния численностей по-
пуляций хищника и жертвы:
 Х ↔ Ж (–).
Они связаны и отрицательной, и положительной причин-
ными зависимостями. Чем больше численность хищника, 
тем меньше становится численность жертвы (отрицательная 
связь, –), но чем меньше жертв, тем меньше пищи для хищни-
ков, и численность их популяции уменьшается (положитель-
ная связь, +). Если речь идет об одном виде хищника и одном 
виде жертвы (реально в природе такая ситуация встречается ред-
ко), хищник не может себе позволить уничтожить всех жертв, 
иначе погибнет. Большая часть жертв обычно избегает встре-
чи с хищником.
В целом такой контур имеет отрицательный знак (–): «плюс 
и минус дают минус». Это означает, что система способна сама 
себя поддерживать, хотя и колеблется около какого-то более или 
менее стабильного уровня. Можно сказать, что в некоторый пе-
риод количество жертв уменьшилось потому, что в предыдущем 
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периоде оно увеличилось. Каждый из связанных таким обра-
зом членов системы становится причиной своего собственно-
го поведения во времени.
Рассмотрим поведение более сложного контура (рис. 4). 
В экологической системе замкнутого водоема можно выделить 
такие компоненты: растворенные в воде минеральные пита-
тельные вещества (обозначим их как М); потребляющие их 
водоросли (В); животные, поедающие водоросли и других жи-
вотных (Ж); отмершие остатки организмов и продукты их жиз-
недеятельности — детрит (Д) и разлагающие детрит до мине-
ральных веществ бактерии (Б).
Минеральные 
питательные 
вещества 
Фитопланктон 
(водные 
растения) 
Детрит 
(мертвая 
органика) 
Бактерии, 
деструкторы 
М 
Б Д 
З 
− 
+ 
+ 
− 
+ 
+ 
Зоопланктон 
(водные 
животные) 
− 
− 
−
- 
 
− 
В 
+
− 
+ 
Рис. 4. Схема взаимодействий (причинных связей) между основными 
биотическими компонентами экосистемы водоема
Допустим, что под влиянием внешнего фактора, например 
повышенной температуры или попадания в водоем удобре-
ний, началось усиленное развитие фитопланктона — водорос-
лей. Это приводит к уменьшению запаса минеральных веществ 
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и росту количества животных — от зоопланктона до рыб. Вы-
званное этим повышенное выедание планктона приводит че-
рез какое-то время и к ограничению размножения животных. 
Временное повышение биомассы гидробионтов ведет к нарас-
танию массы детрита. Будучи пищей для бактерий, детрит об-
условливает их усиленное размножение и преобразуется ими 
в минеральные продукты. Цикл замыкается. Контур в целом 
имеет отрицательный знак. Система способна к самоподдер-
жанию. На подобных механизмах основаны процессы самоо-
чищения водоемов.
Необходимо подчеркнуть исключительное значение отрица-
тельных обратных связей и отрицательных контуров для любых 
систем, в которых осуществляется регуляция. Отрицательная 
обратная связь — главный элемент любого регулятора в техни-
ке. На принципе отрицательной обратной связи построены все 
механизмы регуляции физиологических функций в любом ор-
ганизме и поддержание постоянства внутренней среды и вну-
тренних взаимосвязей — гомеостаза любой авторегуляторной 
системы. Все экологические системы включают контуры отри-
цательных обратных связей.
В отличие от них контуры положительных обратных связей 
не только не способствуют регуляции, а наоборот, генерируют 
дестабилизацию систем, приводя их либо к угнетению и гибели, 
либо к ускоряющемуся росту, за которым, как правило, также 
следуют срыв и разрушение системы. Так, наращивая производ-
ство и применение пестицидов, мы через какое-то время стал-
киваемся с повышением устойчивости вредителей к ядам и их 
усиленным размножением из-за того, что оказались отравлен-
ными их естественные враги в природе — птицы. Приходится 
разрабатывать новые препараты и снова увеличивать их произ-
водство, хотя ясно, что победа может быть только временной.
В любом растительном сообществе плодородие почвы (ПП), 
урожай растений (УР), количество отмерших остатков расте-
ний — детрита (Д) и количество образующегося из него гуму-
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са (Г) формируют замкнутый контур положительных связей 
(рис. 5). Система находится в неустойчивом равновесии, так 
как достаточно потери части плодородного слоя почвы в резуль-
тате эрозии или изъятия части урожая растений без последую-
щего возврата в почву необходимого количества питательных 
веществ, чтобы начался процесс деградации почвы и сниже-
ния продуктивности растений. Эта «спираль» получила назва-
ние закона убывающего плодородия. Наши предки вплотную 
сталкивались с действием этого закона в эпоху подсечно-огне-
вого земледелия, когда из-за быстрого снижения урожая при-
ходилось сводить все новые участки леса под новую пашню.
ПП УР
+
+
+
+
+
ДГ
УР
+ + Д
Г
+
+
ПП
+ДУР+‒ 
ПП +
Г
+
УР+‒ 
Рис. 5. Схема контура положительной обратной связи 
в примитивном земледелии
Спираль иллюстрирует процесс снижения плодородия по-
чвы, ПП, и урожая растений, УР (Д — детрит, остатки расте-
ний; Г — гумус).
На контурах положительной обратной связи основаны неко-
торые механизмы современной экономики, когда рост произ-
водства поддерживается взаимной стимуляцией предложения 
и спроса с помощью навязчивой рекламы, которая искусствен-
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но провоцирует новые потребности. Ярким примером фа-
тальности положительной обратной связи может быть гонка 
вооружений, при которой увеличение количества оружия уве-
личивает риск поражения оружием и потребность в усилении 
вооруженной защиты, что ведет к новому витку производства 
еще более мощных вооружений.
В сложных системах всегда сочетаются контуры обоих зна-
ков. При рассмотрении контуров с большим числом связей су-
ществует важное правило: при четном числе последовательных 
отрицательных связей в контуре он становится контуром поло-
жительной обратной связи («минус и минус дают плюс»).
Следует повторить, что поведение подобных систем в боль-
шей степени определяется наличием контуров обратной связи, 
а не конкретными значениями коэффициентов, которые обу-
словливают силу каждой отдельной причинной связи. Чтобы 
изменить поведение системы, недостаточно изменить коэффи-
циенты, гораздо важнее добавить или изъять какие-то кольца 
связей, которые могли бы изменить знак системы.
Контрольные вопросы
1. Что такое системные взаимодействия и контуры обрат-
ных связей? Приведите примеры положительных и от-
рицательных связей.
2. Изобразите график базовой динамики.
3. Что значит «нулевая связь»?
4. Какие изменения относятся к однонаправленным? При-
ведите примеры.
5. Какие изменения относятся к противоположным? При-
ведите примеры.
6. Приведите пример связи и с отрицательной, и с положи-
тельной причинными зависимостями.
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7. Какая из систем обратной связи способна к самоподдер-
жанию? Объясните почему.
8. Приведите пример положительной обратной связи.
9. Какое правило используется при рассмотрении контуров 
с большим числом связей?
10. Опишите схему функционирования управляемой систе-
мы. Какое значение имеют отрицательные обратные свя-
зи для регулируемых систем? Что такое гомеостаз?
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основные процедуры системного подхода
5.1. Анализ и синтез в системных исследованиях
Ранее мы уже рассматривали вопрос о соотношении ана-лиза и синтеза в человеческом познании. Их единство позволяет понять окружающий мир. Это относится 
ко всем отраслям знаний. Важно понять, как выполняются опе-
рации разделения целого на части и объединения частей в це-
лое и почему они выполняются именно так.
Аналитический метод — изначально, органически прису-
щий человеческому мышлению — в явной форме был осознан, 
выделен и сформулирован как самостоятельный технический 
прием познания в XVII в. представителями рационализма. Так, 
Р. Декарт писал: «расчлените каждую изучаемую вами задачу 
на столько частей <…>, сколько потребуется, чтобы их было 
легко решить».
Успех и значение аналитического метода состоит не столько 
в том, что сложное целое расчленяется на все менее сложные 
(и в конечном счете простые) части, а в том, что, будучи соеди-
нены надлежащим образом, эти части снова образуют единое 
целое. Этот момент агрегирования частей в целое является ко-
нечным этапом анализа, поскольку лишь только после этого мы 
можем объяснить целое через части — в виде структуры целого.
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Аналитический метод имеет большое значение в науке 
и на практике. Разложение функций в ряды, дифференциаль-
ное и интегральное исчисление и т. д.
Во-первых, аналитический метод приводит к достижению 
наивысших результатов, если целое удается разделить на неза-
висимые друг от друга части, поскольку в этом случае их отдель-
ное рассмотрение позволяет составить правильное представле-
ние об их вкладе в общий эффект (как в случае функциональных 
ортогональных рядов, интегрального исчисления, мозаики, на-
копления денег и пр.). Однако случаи, когда система является 
«суммой» своих частей, не правило, а редчайшее исключение. 
Правилом же является то, что вклад данной части в общеси-
стемный эффект зависит от вкладов других частей. В качестве 
примера можно напомнить виды комбинированного воздей-
ствия вредных веществ: суммация (суммирование эффектов 
воздействия), синергизм (усиление) или антагонизм (ослабле-
ние) суммарного эффекта. Поэтому, например, если каждая 
часть будет функционировать наилучшим образом, то в целом 
эффект не будет наивысшим. Можно сказать, что, отобрав луч-
шие в мире карбюратор, двигатель, фары, колеса и т. д., мы 
не только не получим самого лучшего автомобиля, но вообще 
не сможем собрать машину, так как детали машин разных ма-
рок не подойдут друг к другу. Итак, при анализе «неаддитив-
ных» систем следует делать акцент на рассмотрение не отдель-
ных частей, а их взаимодействия. Управление неаддитивной 
системой окажется более эффективным, если управлять не дей-
ствиями ее частей отдельно, а взаимодействием между ними.
Во-вторых, конечной целью аналитического метода явля-
ется установление причинно-следственных отношений между 
рассматриваемыми явлениями.
Как бы то ни было, и при аналитическом, и при синтетиче-
ском подходе наступает момент, когда необходимо разложить 
целое на части либо объединить части в целое. Будем называть 
эти операции соответственно декомпозицией и агрегированием.
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Таким образом, анализ и синтез являются неэлементарны-
ми действиями, которые содержат более простые операции де-
композиции и агрегирования.
5.2. Декомпозиция и агрегирование
Основной операцией анализа является разделение целого 
на части. Задача распадается на подзадачи, система — на под-
системы, цели — на подцели и т. д. Для последовательного раз-
биения целого на составляющие его элементы или подсистемы 
используется упорядоченный набор оснований декомпозиции. При 
необходимости этот процесс повторяется, что приводит к ие-
рархическим древовидным структурам. Объект анализа сло-
жен, слабо структурирован, плохо формализован, поэтому опе-
рацию декомпозиции выполняет эксперт. При анализе одного 
и того же объекта разными экспертами полученные древовид-
ные списки будут различаться. Обычно эксперт легко разделя-
ет целое на части, но испытывает затруднения, если требуется 
доказательство полноты и безызбыточности предлагаемого на-
бора частей. Основанием всякой декомпозиции является мо-
дель рассматриваемой системы.
Например, в системном анализе часто приходится использо-
вать модель типа «жизненный цикл», позволяющую декомпо-
зировать анализируемый объект на набор его состояний в со-
ответствии с операциями от его возникновения или создания 
до утилизации, или модели вида «состав управляющей подси-
стемы», «состав управляемого объекта».
Aлгоритм декомпозиции определяет последовательность 
действий над объектом анализа. Последовательность исполь-
зования оснований декомпозиции, как правило, определяется 
эвристическим путем на основе профессионально-логическо-
го анализа декомпозируемой системы. В результате получается 
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древовидная иерархическая структура системы. Декомпозиция 
прекращается, когда на нижнем уровне иерархии получены эле-
ментарные фрагменты. Элементарность фрагментов устанавли-
вается на основе критерия окончания декомпозиции.
В качестве такого критерия при декомпозиции целей может 
служить, например, достижимость целей, то есть возможность 
реализации поставленных перед организационной системой це-
лей уже имеющимися звеньями аппарата управления.
Полученное в результате декомпозиции множество составля-
ющих систему элементов должно удовлетворять критериям полно‑
ты и достаточности. Это означает, что последовательная реали-
зация элементов, составляющих дерево целей, должна привести 
к реализации всей системы. То есть состав представленных в де-
реве элементов должен быть достаточным, но не избыточным.
Схема декомпозиции целей оргсистемы представлена на рис. 6.
 
 
 
 
 
 
 
 
 
 
 
Подцели следующих уровней 
.
 
Критерий окончания декомпозиции: 
Элементарные (достижимые) подцели - задачи 
ГЛОБАЛЬНАЯ ЦЕЛЬ 
1-  
Подцели первого уровня 
е основание декомпозиции:
2-е основание декомпозиции: 
Подцели второго уровня 
Рис. 6. Схема декомпозиции целей оргсистемы
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В алгоритме имеются как формально описываемые операции 
(графическое оформление процедуры декомпозиции, составле-
ние содержательных формул фрагментов дерева), так и нефор-
мальные действия (формулировка оснований декомпозиции, 
проверка элементов на существенность и элементарность, со-
держательная интерпретация получаемых в результате деком-
позиции фрагментов). Формальные операции можно возло-
жить на компьютер, неформальные выполняются экспертом.
Противоположна декомпозиции операция агрегирования, 
то есть объединения нескольких элементов в единое целое. 
Последовательное агрегирование элементов производится 
на основании некоторых обобщающих признаков — оснований 
агрегирования — до тех пор, пока из совокупности элементов 
и отношений не будет получена целостная система, например 
содержательная формулировка глобальной цели или верхний 
элемент организационной системы.
5.3. Системный подход к оценке состояния  
окружающей городской среды
Кардинальным (основополагающим) моментом системного 
подхода к исследованию того или иного объекта является опре-
деление его как системы.
Ранее окружающая городская среда была рассмотрена как 
динамически развивающаяся, т. е. изменяющаяся во времени 
сложная система. Изучение поведения таких систем требует 
введения понятия состояние системы. Последнее может харак-
теризоваться числом элементов и специфических связей между 
ними. Кроме того, сама система допускает расчленение на ряд 
частных представлений, отвечающих реально существующему 
дроблению исследуемого объекта на меньшие объекты, являю-
щиеся элементами первого и способные функционировать как 
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относительно автономные подсистемы. В свою очередь, выде-
ляемые элементы системы в соответствии с принципами си-
стемного подхода также должны быть определены как системы.
Процесс «дробления» ограничивают достижением опреде-
ленного уровня структурной иерархии, который меняется в за-
висимости от задач исследования, сформулированных в виде 
целенаправленной программы (программно-целевой метод), 
имеющей четко очерченные цели и ясную временную ориен-
тацию. Процесс разработки целевой программы начинается 
с определения проблемы, т. е. выделения задачи, подлежащей 
решению. В данном случае это проблема охраны и улучшения 
окружающей городской среды.
Программа охраны и улучшения окружающей городской сре-
ды строится по иерархическому принципу: от глобальной цели 
(или цели нулевого уровня) к составляющим ее подцелям пер-
вого уровня, затем к подцелям второго уровня и т. д. до тех пор, 
пока цели более низких уровней не дифференцируются на эле-
ментарные конструктивные задачи, решения которых могут 
обеспечить конкретные мероприятия. Все позиции програм-
мы выражаются в виде нормативных заданий и ранжируются 
по относительной важности
Такое «дерево целей» позволяет распределить усилия, необ-
ходимые для достижения глобальной цели, между элементами 
различных уровней таким образом, что каждый элемент име-
ет свою собственную цель, и в то же время связь между этими 
частными целями способствует достижению системной гло-
бальной цели. Различают цели стратегические и конкретные 
(см. рис. 1, уровень I).
Стратегическая цель — это достижение социального опти-
мума качества окружающей среды, т. е. наиболее рациональ-
ная с функциональной и эколого-гигиенической точки зре-
ния организация без каких-либо сознательных ограничений 
основных жизненных процессов в городе в соответствии с со-
временным уровнем научных знаний. На современном этапе 
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развития градостроительной науки такой организации наибо-
лее полно отвечают многофункциональные (труд — жилище — 
отдых) комплексные городские структуры. Организация таких 
структур возможна лишь при условии полного перехода к авто-
матизированным производствам с безотходными технологиче-
скими процессами, а также безвредным с гигиенической точки 
зрения видам транспортных средств.
Конкретные цели сознательно ограничиваются действую-
щими экологическими и санитарно-гигиеническими норма-
тивными показателями по планируемому состоянию окру-
жающей среды. В зависимости от экологической ситуации 
конкретных территорий, а также наличия материально-тех-
нических ресурсов для различных периодов времени могут 
предусматриваться следующие целевые установки (порознь 
или в сочетаниях):
·	 стабилизирующие существующее состояние окружающей 
среды;
·	 допускающие снижение качества среды до нормативных 
уровней;
·	 восстанавливающие качество среды до нормативного 
уровня.
В целях анализа и практического решения проблему охра-
ны и улучшения окружающей среды можно расчленить на две 
узловые подпроблемы:
1) сохранение и развитие природной среды;
2) обеспечение сохранения и развития здоровья человека 
(уровни II и III).
Разработка первой подпроблемы включает исследование 
факторов и компонентов природной среды (климат, геология, 
почвенный и растительный покров и др.), выявление законо-
мерностей изменений этих компонентов в результате антро-
погенного воздействия на городскую территорию и разработ-
ку мер по их охране.
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Рис. 7. Дерево целей в области оздоровления городской среды
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Вторая подпроблема связана с предотвращением таких фак-
торов, как рост загрязненности атмосферы, почв водных бассей-
нов, увеличение уровней шума, нарушение термических и аэра-
ционных условий, сокращение площади зеленых насаждений 
и др., определяющих качество окружающей среды и оказыва-
ющих влияние на здоровье населения (основание декомпози-
ции — модель «человек — среда»).
Системный анализ позволяет на каждом уровне вертикаль-
ных связей произвести пофакторный анализ. Рассмотрим, на-
пример, более подробно фактор загрязненности атмосферы 
и соответственно подпроблему «Защита воздушного бассейна 
города от загрязнения».
Основным направлением решения этой проблемы является 
борьба с загрязнением воздушного бассейна теплоэнергетиче-
скими установками, промышленными предприятиями и авто-
транспортом (рис. 7, уровень IV).
Каждое из этих направлений включает соответствующую 
подпрограмму разработки мероприятий. Разработка меропри-
ятий осуществляется по трем основным направлениям:
·	 совершенствование технологических процессов в целях 
сокращения выделения вредных отходов (технологиче-
ская подпрограмма);
·	 очистка и нейтрализация отходящих газов (техническая 
подпрограмма);
·	 разработка градостроительных мероприятий, способству-
ющих уменьшению загрязнения воздушного бассейна 
(градостроительная подпрограмма, рис. 7, уровень V).
Системный подход к проблеме позволяет найти наиболее 
эффективный способ ее решения — создание единой страте-
гии всех направлений.
Таким образом, многокомпонентный и многоцелевой ха-
рактер проблемы охраны и улучшения окружающей городской 
среды обусловливает применение методологического аппара-
та, основанного на системном (программно-целевом) подхо-
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де, который позволяет структурно выявить исходную пробле-
му, наметить варианты ее решения и обосновать комплексную 
программу достижения поставленных целей. Важной стадией 
системного анализа состояния окружающей городской среды 
является разработка путей перехода от локальных оценок от-
дельных факторов к их комплексной оценке.
Контрольные вопросы
1. Что такое декомпозиция?
2. Что такое агрегирование?
3. Назовите критерии элементарности фрагментов системы.
4. В чем заключается аналитический метод?
5. Проанализируйте дерево целей в области оздоровления 
городской среды.
6. В чем особенности синтетических методов системного 
анализа?
7. Что такое агрегирование?
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Глава 6.  
Проектирование систем
6.1. Основные этапы системного анализа.  
Схема проектирования систем
Рассмотрим последовательность этапов системного ана-лизаI. Выбор проблемы
Возникшие неудовлетворенные потребности могут быть удов-
летворены одним из трех путей.
Первый: возникшая ситуация является лишь временным за‑
труднением и не требует никаких действий, кроме одного, — 
ждать какое-то время.
Второй: возникшая ситуация является задачей, то есть име-
ются все средства и нужно лишь приложить усилия для ее ре-
шения.
Третий случай: потребности не могут быть удовлетворены 
имеющимися средствами, что порождают проблемную ситуацию.
Анализ проблемной ситуации позволяет сформулировать 
проблему. Правильное и точное формулирование проблемы яв-
ляется первым и необходимым этапом проектирования. Про-
блемы могут заключаться в отсутствии в окружающей среде 
системы, способной удовлетворить наши потребности, или 
в невозможности воспользоваться продуктами существующих 
систем по тем или иным причинам. Данный этап предусматри-
вает выбор правильного метода для решения данной пробле-
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мы. Как показывает опыт, на практике часто не учитываются 
существенные практические аспекты проблемы, с одной сто-
роны, а с другой — ряд представлений об известных процессах 
настолько широко распространен, что их можно использовать 
без дополнительных обоснований. Поэтому, с одной стороны, 
можно взяться за решение проблемы, не поддающейся систем-
ному анализу, а с другой — выбрать проблему, которую можно 
более экономно решить, не используя всю мощь методов си-
стемного анализа. Такая двойственность первого этапа делает 
его критическим для успеха (или неудачи) всего исследования.
II. Постановка задачи и ограничение степени ее сложности
Как только существование проблемы осознано, требуется 
упростить задачу настолько, чтобы она имела по возможности 
аналитическое решение, сохраняя в то же время все те элемен-
ты, которые допускают содержательную практическую интер-
претацию. Это тоже критический этап, характерный для лю-
бого системного исследования, на котором успех или неудача 
во многом зависят от тонкого равновесия между упрощением 
и усложнением — равновесия, при котором сохранены все су-
щественные связи с исходной проблемой и при этом можно по-
лучить решение, поддающееся качественному анализу и имею-
щее наглядную интерпретацию.
III. Установление иерархии целей и задач
После постановки задачи и ограничения степени ее слож-
ности (как правило, разумного упрощения) можно приступать 
к установлению целей и задач исследования. Обычно цели и за-
дачи выстраивают в некоторую цепочку (образуют иерархию) 
по степени их возможности; при этом производят подразде-
ление (декомпозицию) основных задач на ряд более простых 
(второстепенных). Однако здесь следует иметь в виду, что за-
дачи, важные с точки зрения получения научной информации, 
в ряде случаев довольно слабо влияют на вид решений, прини-
маемых относительно воздействий на нашу систему. Поэтому 
установление приоритетности тех или иных задач в иерархиче-
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ской цепочке — одна из центральных проблем системного ана-
лиза. Особенно это проявляется в ситуации, когда исследова-
тель заведомо ограничен определенными формами управления 
и концентрирует максимум усилий на задачах, непосредствен-
но связанных с самими экологическими процессами (при ре-
шении экологических проблем).
IV. Выбор путей решения задач
На данном этапе можно выбрать несколько путей решения 
проблемы. В общем случае естественно искать наиболее общее 
аналитическое решение, поскольку это позволит максималь-
но использовать результаты исследования аналогичных задач 
и соответствующий математический аппарат. При этом выбор 
семейства, в рамках которого производится поиск аналитиче-
ского решения, во многом зависит от специалиста по систем-
ному анализу. Как правило, аналитик разрабатывает несколько 
альтернативных решений и выбирает из них то, которое лучше 
подходит для исследуемой задачи.
V. Моделирование
После того как проанализированы подходящие альтернати-
вы, приступают к важному этапу моделирования сложных ди-
намических взаимосвязей между различными аспектами про-
блемы. Здесь следует отметить, что моделируемым процессам, 
а также механизмам обратной связи присуща внутренняя нео-
пределенность, что значительно усложняет понимание как са-
мой системы, так и возможностей ее управляемости.
VI. Оценка возможных стратегий
Как только моделирование доведено до стадии, на которой 
модель можно (по крайней мере, предварительно) использовать, 
начинается этап оценки потенциальных стратегий, полученных 
из модели. В ходе оценки исследуется чувствительность резуль-
татов к допущениям, сделанным при построении модели. Если 
окажется, что основные допущения некорректны, возможно, 
придется вернуться к этапу моделирования и скорректировать 
модель. Обычно это связано с исследованием модели на «чув-
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ствительность» к тем аспектам проблемы, которые были исклю-
чены из формального анализа на втором этапе, когда ставилась 
задача и ограничивалась степень ее сложности.
VII. Внедрение результатов
Заключительный этап системного анализа представляет со-
бой применение на практике результатов, полученных на пре-
дыдущих этапах. Если исследование проводилось по описан-
ной схеме, то шаги, которые для этого необходимо предпринять, 
будут достаточно очевидны. В то же время как раз на послед-
нем этапе может выясниться неполнота тех или иных стадий 
или необходимость их пересмотра, в результате чего придется 
скорректировать модель и снова пройти какие-то из уже завер-
шенных этапов.
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Рис. 8. Схема системного анализа для решения практических задач
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6.2. Схема проектирования систем
Процесс проектирования систем имеет достаточно общий 
характер и может быть представлен обобщенной схемой про-
ектирования. Такая схема представлена на рис. 9.
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Рис. 9. Обобщенная схема проектирования систем
Осмысление и анализ проблемы дают возможность форму-
лировать цели создаваемой системы. Постановка целей даже 
в самом общем виде должна постоянно соотноситься с нали-
чием доступных ресурсов и возможностью реализации систе-
мы имеющимися средствами. Полученная на первом этапе гло‑
бальная цель является обобщенной формулировкой и не может 
быть непосредственно использована для организации деятель-
ности. Ее необходимо разбить на частные цели, которые, в свою 
очередь, тоже могут быть разбиты на еще более элементарные. 
Для этого можно воспользоваться описанным выше алгорит-
мом декомпозиции. Совокупность всех полученных в резуль-
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тате применения указанного алгоритма частных целей должна 
быть необходимой и достаточной для разрешения проблем-
ной ситуации.
Создание системы предполагает далее анализ целей и про-
ектирование наиболее рациональных структур и функций для 
их реализации. На этом этапе используются знания и методы 
конкретных предметных подходов и опыт проектирования ана-
логичных систем. Например, если определено функциональ-
ное назначение (т. е. цели создания) набора программных мо-
дулей, то следующим этапом будет проектирование алгоритмов 
программ.
Затем формулируются требования к составу элементов и от‑
ношений. Применительно к рассмотренному примеру с про-
граммным комплексом речь идет о формулировании требова-
ний к языку программирования и структуре входных данных. 
Далее в соответствии с этими требованиями происходит на-
полнение спроектированных элементов и отношений струк-
туры субстанцией из ресурсов окружающей среды. Для того же 
примера это будет кодирование программ на выбранном языке 
программирования и подготовка входных данных.
После того как система полностью создана, поставлена в за-
данные условия и в результате организационных усилий на-
чинает функционировать по заданным правилам, происходит 
реализация поставленной перед системой цели. Успех в дости-
жении поставленной цели в немалой степени зависит от эф‑
фективности управления. Например, неправильное управление 
полностью исправным автомобилем может привести к аварии, 
то есть к недостижению цели.
Достигнутая (субъективная) цель сравнивается с поставлен-
ной (объективной) целью и производится анализ степени удов‑
летворения потребностей за счет спроектированной системы. 
В случае неудачи процесс проектирования должен быть повто-
рен с того этапа, на котором была допущена ошибка.
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Контрольные вопросы
1. На какие группы делят неудовлетворенные потребности 
и какими путями их можно удовлетворить?
2.  Какой путь решения задач является наиболее рациональ-
ным и почему?
3.  Каковы основные этапы системного анализа?
4. С какой целью необходимо устанавливать иерархию це-
лей и задач?
5. Перечислите основные этапы проектирования систем.
6. Объясните, почему успех в достижении поставленной 
цели в немалой степени зависит от эффективности управ-
ления. Приведите пример.
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7.1. Понятие об управлении БЖД
В силу объективных закономерностей неизбежен переход от осуществления разрозненных, частных мер по ох-ране труда, экологии, ликвидации уже происшедших 
аварий, катастроф и других чрезвычайных событий к научно-
му управлению безопасностью. На соответствующей методоло-
гической основе с учетом практического опыта, накопленного 
у нас в стране и за рубежом, должна быть создана эффектив-
ная система управления (государственная, региональная, от-
раслевая, на предприятии), предусматривающая обеспечение 
безопасности человека во всех сферах его жизнедеятельности.
Под управлением БЖД понимается организованное воздей-
ствие на систему «человек — среда» в целях достижения жела-
емых результатов [8, 9].
Управлять БЖД — это значит осознанно переводить объект 
из одного состояния (опасное) в другое (менее опасное).
Управление безопасностью жизнедеятельности состоит 
в подготовке, принятии и реализации решений, обеспечиваю-
щих безопасность и сохранение здоровья человека в среде оби-
тания, предотвращение или снижение риска возникновения 
чрезвычайных ситуаций.
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При этом объективно соблюдаются условия экономической 
и технической целесообразности, сравнение затрат и получе-
ние выгод.
Система управления безопасностью жизнедеятельности 
(СУБЖ) — это совокупность органов управления, реализую-
щая определенными методами функции управления в целях 
достижения заданного, социально приемлемого уровня безо-
пасности.
С точки зрения кибернетики СУБЖ, как и всякая система 
управления, представляет собой совокупность управляющей 
части — субъекта управления — и объекта управления, связан-
ных каналами передачи информации (рис. 10).
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Рис. 10. Принципиальная схема СУБЖ
Деятельность (и труд) как целенаправленный процесс взаи-
модействия человека с природой и антропогенной средой мо-
жет быть представлена в виде системы «человек — среда оби-
тания», между элементами которой существуют реактивные 
взаимосвязи.
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Бинарная система «человек — среда» — многоцелевая. Одна 
из целей, стоящих перед данной системой, — исключение в ре-
зультате деятельности нежелательных последствий. С точки 
зрения безопасности к ним относятся различные формы при-
чинения ущерба жизни и здоровью людей: несчастные случаи 
и заболевания, аварии, пожары, техногенные и экологические 
катастрофы. Естественно, что каждая система имеет и некото-
рую конкретную цель, связанную с достижением определен-
ного результата. Согласование целей и устранение возможных 
противоречий между ними — весьма сложная задача, которая 
должна быть решена при разработке систем.
Конечная цель управления безопасностью жизнедеятельно-
сти — обеспечение заданного уровня безопасности системы 
«человек — среда обитания». Эта цель подразделяется, в свою 
очередь, на две подцели:
·	 обеспечение безопасности среды обитания;
·	 обеспечение безопасности поведения человека.
Исходя из сферы деятельности, можно выделить следующие 
основные цели СУБЖ:
·	 обеспечение безопасности производственной деятель-
ности;
·	 обеспечение безопасности деятельности в непроизвод-
ственной сфере;
·	 обеспечение экологической безопасности;
·	 предотвращение, снижение риска возникновения и мас-
штабов последствий чрезвычайных ситуаций.
Объектом управления в СУБЖ является процесс обеспечения 
безопасности в системе «человек — среда обитания». Подсисте-
ма «среда обитания» включает в себя всю совокупность элемен-
тов, с которыми взаимодействует человек и которые могут оказы-
вать на него какое-либо влияние. К таким элементам относятся 
предметы, орудия и продукты труда (деятельности), технология, 
энергия, флора, фауна, природно-климатические условия, люди. 
В более узком смысле под средой понимают производственную 
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среду, характеризующую условия трудовой, производственной 
деятельности человека. В СУБЖ следует рассматривать все эле-
менты как производственной, так и непроизводственной среды 
обитания. Объекты управления делятся на уровни в зависимо-
сти от иерархической структуры управления.
Сущность управления заключается в том, что управляющий 
орган на основании информации, поступающей по каналам об-
ратной связи с объекта управления, вырабатывает управленче-
ские решения и осуществляет соответствующие управляющие 
воздействия, направленные на регулирование входов системы 
«человек — среда обитания». Таким образом, происходит це-
ленаправленный замкнутый процесс, обеспечивающий дости-
жение приемлемого уровня безопасности.
7.2. Принципы организации и функционирования СУБЖ. 
Стадии жизненного цикла
СУБЖ строится на общих принципах управления. К основ-
ным общесистемным принципам управления безопасностью 
относятся:
· комплексность: реализуется путем построения системы 
управления, охватывающей все области деятельности, все 
функции управления, все уровни производственной и ор-
ганизационной структуры, все стадии жизненного цикла 
продукции, все этапы производственного процесса;
· делимость: реализуется путем последовательного деления 
структуры системы управления на элементы: подсисте-
мы, специальные функции управления, задачи управле-
ния и т. д.;
· иерархичность: реализуется путем формирования много-
уровневой организационно-функциональной структуры 
системы управления;
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· целенаправленность: реализуется путем формирования це-
левых под-систем в соответствии с основными сферами 
деятельности и целями СУБЖ;
· замкнутость цикла управления: реализуется путем осущест-
вления в СУБЖ полного управленческого цикла (прогно-
зирование, планирование, организация, координация, 
оперативное управление, активизация, стимулирование, 
учет и контроль, анализ и оценка).
В соответствии с принципом иерархичности СУБЖ пред-
приятие, будучи относительно обособленной информационной 
системой, является элементом системы управления безопасно-
стью более высокого порядка (республика, регион, отрасль). 
В свою очередь, внутри предприятия также могут формиро-
ваться различные уровни организационно-функциональной 
структуры управления — от рабочего места, участка до пред-
приятия в целом.
Так, в рамках данной системы формируются самостоятель-
ные целевые подсистемы:
·	 управления безопасностью труда;
·	 управления экологической безопасностью и охраной 
окружающей среды;
·	 управления в чрезвычайных ситуациях.
Стадии, на которых должны учитываться требования безо-
пасности, образуют полный цикл деятельности, а именно: на-
учный замысел, НИР, ОКР, проект, реализация проекта, ис-
пытания, производство, транспортирование, эксплуатация, 
модернизация и реконструкция, консервация и ликвидация, 
захоронение.
Своевременный учет требований безопасности на каждой 
стадии обусловливается не только техническими, но и эконо-
мическими соображениями.
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7.3. Функции управления БЖД
Достижение целей и задач СУБЖ обеспечивается в резуль-
тате выполнения управляющим органом комплекса необходи-
мых, повторяющихся работ — функций управления. Они харак-
теризуют определенную сферу управленческой деятельности 
и отвечают на вопросы: что нужно делать в системе управле-
ния, какие виды управленческих работ необходимо выполнять.
Управление безопасностью жизнедеятельности состоит 
из следующих взаимосвязанных функций:
·	 учет, анализ и оценка состояния безопасности в системе 
«человек — среда обитания»;
·	 прогнозирование условий жизнедеятельности;
·	 планирование мероприятий для достижения целей и за-
дач управления;
·	 организация, координация выполнения работ и опера-
тивное управление;
·	 активизация и стимулирование обеспечения высокого 
уровня безопасности;
·	 определение эффективности мероприятий;
·	 контроль состояния безопасности и функционирования 
СУБЖ.
Перечисленные функции в СУБЖ образуют замкнутый 
управленческий цикл.
7.4. Методы и средства управления БЖД
Функции управления реализуются посредством системы ме-
тодов управления, то есть способов целенаправленного воздей-
ствия на управляемый объект, с помощью которых осуществляет-
ся управленческая деятельность и достигается нужный результат.
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В СУБЖ используются все группы методов, применяемых 
в организационных системах управления: экономические, ад-
министративные, социально-психологические. Управление 
наиболее эффективно при комплексном использовании всех 
перечисленных методов. Однако в настоящих условиях осо-
бую актуальность приобретает проблема создания эффектив-
ного экономического механизма обеспечения безопасности 
жизнедеятельности.
К средствам управления БЖД относятся: образование насе-
ления; воспитание культуры безопасного поведения; профес-
сиональное обучение; профессиональный отбор; медицинский 
отбор; психологические воздействия на субъекты управления; 
рационализация режимов труда и отдыха; технические и ор-
ганизационные средства коллективной защиты (СКЗ); сред-
ства индивидуальной защиты (СИЗ); система льгот и компен-
саций и др.
7.5. Декомпозиция предметной деятельности
Управление безопасностью связано с выделением в сложной 
системе более простых элементов — декомпозицией деятель-
ности. Уровень детализации зависит от особенностей системы, 
условий и целей управления и других факторов. Например, для 
анализа обычного трудового процесса в общем случае можно 
выделить следующие элементы, как показано на рис. 11.
Нетрудно увидеть, что каждый из названных элементов си-
стемы по своей природе системен и при необходимости может 
быть подвергнут процессу декомпозиции.
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Рис. 11. Декомпозиция деятельности:
1 — человек; 2 — предметы труда; 3 — средства труда; 4 — энергия; 5 — продукт 
труда; 6 — технология; 7 — флора; 8 — фауна; 9 — информация; 10 — природно-
климатические условия; 11 — организация; 12 — коллектив, общество; n — дру-
гие элементы
7.6. Примерная схема проектирования БЖД
Проектирование условий безопасности — достаточно слож-
ный процесс, требующий соответствующей подготовки лиц, 
которым он поручается. Примерная схема действий приводит-
ся ниже.
Логико-методическая схема анализа и проектирования  
безопасности деятельности
Последовательность действий Результат действий
1 Декомпозиция проектируе-
мых или существующих объ-
ектов на элементы
Конкретизируются:
1) предметы труда;
2) средства труда: машины, соору-
жения, здания;
3) продукты труда, полуфабрикаты;
4) энергия (электрическая, пнев-
матическая и др.);
5) технологические процессы, опе-
рации, действия;
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Последовательность действий Результат действий
Декомпозиция проектируе-
мых или существующих объ-
ектов на элементы
6) природно-климатические фак-
торы;
7) растения, животные;
8) персонал;
9) рабочие места, цехи, участки 
и т. д. 
2 Идентификация опасностей, 
создаваемых каждым элемен-
том, определенным в п. 1.
Перечень опасностей
3 Построение дерева причин 
и опасностей
Причины опасностей
4 Количественная и качествен-
ная оценка опасностей, срав-
нение с допускаемыми зна-
чениями и уровнем риска
Перечень причин и опасностей, за-
щита от которых необходима
5 Определение целей Количественное определение па-
раметров, условий труда, которые 
должны быть достигнуты 
6 Комплексная оценка объек-
тов по параметрам безопас-
ности
Принятые интегральные или 
балльные показатели
7 Анализ возможных принци-
пов, методов и средств обе-
спечения безопасности
Набор принципов, методов, аль-
тернатив
8 Анализ достоинств и недо-
статков, потерь и выгод 
по каждой альтернативе
Выбор приемлемого варианта
9 Анализ приемлемых методов, 
принципов и средств
Выбор конкретных методов, 
средств, принципов
10 Расчеты Конкретные решения
11 Оценка эффективности Показатели технического, соци-
ального, экономического эффек-
тов
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Контрольные вопросы
Контрольные вопросы
1. Что значит «управление безопасностью жизнедеятельно-
сти»? Дайте определение.
2. Что такое СУБЖ, какова ее структура?
3. Назовите основные общесистемные принципы управле-
ния безопасностью.
4. Какова конечная цель управления безопасностью жизне-
деятельности, на какие подцели она подразделяется?
5. Перечислите стадии, на которых должны учитываться тре-
бования безопасности
6. Какие функции образуют замкнутый управленческий 
цикл в СУБЖ?
7. Перечислите методы, при использовании которых управ-
ление наиболее эффективно. Какой из них приобретает 
особую актуальность для обеспечения безопасности жиз-
недеятельности?
8. Что относится к средствам управления БЖД?
9. Изобразите схему декомпозиции предметной деятельно-
сти.
10. Охарактеризуйте логико-методическую схему анализа 
и проектирования безопасности деятельности.
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Глава 8.  
Модели и моделирование
8.1. Широкое толкование понятия модели
Осознание объективной системности любой деятельно-сти происходит с большой задержкой на более поздних этапах стихийного повышения системности. Не яв-
ляется исключением такая форма человеческой деятельности, 
как моделирование, т. е. построение, использование и совер-
шенствование моделей. Интересно, например, проследить, как 
развивалось само понятие модели.
Первоначально моделью называли некое вспомогательное 
средство, объект, который в определенной ситуации заменял 
другой объект. При этом далеко не сразу была понята универ-
сальность законов природы, всеобщность моделирования, т. е. 
не просто возможность, но и необходимость представлять лю-
бые наши знания в виде моделей. Например, древние философы 
считали невозможным моделирование естественных процессов, 
так как по их представлениям природные и искусственные про-
цессы подчинялись различным закономерностям.
Очень долго понятие «модель» относилось только к мате-
риальным объектам специального типа, например манекенам 
(модель человеческой фигуры), гидродинамическим уменьшен-
ным моделям плотин, моделям судов и самолетов, чучелам (мо-
дели животных) и т. п.
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8.2. Развитие понятия модели
Типичным примером многочисленных определений модели 
служит следующее: моделью называется некий объект-замени-
тель, который в определенных условиях может заменять объект-
оригинал, воспроизводя интересующие нас свойства и характе-
ристики оригинала, причем имеет существенные преимущества 
удобства (наглядность, обозримость, доступность испытаний, 
легкость оперирования с ним и пр.). Модельными свойствами 
обладают и чертежи, рисунки, карты — реальные объекты ис-
кусственного происхождения, воплощающие абстракцию до-
вольно высокого уровня. Моделями могут служить не только 
реальные объекты, но и абстрактные, идеальные построения, 
например математические модели. В результате деятельности 
математиков, логиков и философов была создана теория моде‑
лей, согласно которой модель определяется как результат ото-
бражения одной абстрактной математической структуры на дру-
гую, также абстрактную, либо как результат интерпретации 
первой модели в терминах и образах второй.
Таким образом, модель стала осознаваться как нечто уни-
версальное, хотя и реализуемое различными способами. Мо-
дель есть способ существования знаний.
Моделирование — неотъемлемый этап всякой целенаправ-
ленной деятельности.
С другой стороны, процесс труда есть деятельность, направ-
ленная на достижение определенной цели.
Таким образом, сама цель является моделью желаемого со-
стояния, и модель предстает не просто отображением оригина-
ла, а отображением целевым. Отсюда следует множественность 
отображений одного и того же объекта: для разных целей обыч-
но требуются разные модели. По типам целей все множество 
моделей можно разделить на два класса.
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8.3. Классификация моделей
8.3.1. по типам целей: 
познавательные и прагматические модели
Все виды деятельности удобно разделить по направленности 
основных потоков информации, циркулирующих между субъ-
ектом и окружающим его миром. Разделение моделей на по-
знавательные и прагматические соответствует делению целей 
на теоретические и практические.
Познавательные модели являются формой организации 
и представления знаний, средством соединения новым зна-
ний с имеющимися. Поэтому при обнаружении расхождения 
между моделью и реальностью встает задача устранения этого 
расхождения с помощью изменения модели.
Познавательная деятельность основана на приближении мо-
дели к реальности, которую модель отображает (рис. 12, а).
            а                                                       б
РЕАЛЬНОСТЬ
МОДЕЛЬ
МОДЕЛЬ
РЕАЛЬНОСТЬ
Рис. 12. Познавательные (а) и прагматические (б) модели
Прагматические модели являются средством управления, 
средством организации практических действий, способом пред-
ставления образцово правильных действий или их результата, 
т. е. являются рабочим представлением целей. Поэтому исполь-
зование прагматических моделей состоит в том, чтобы при об-
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наружении расхождений между моделью и реальностью напра-
вить усилия на изменение реальности так, чтобы приблизить 
реальность к модели (рис. 12, б).
Таким образом, прагматические модели носят нормативный 
характер, играют роль стандарта, образца, под который «подго-
няется» как сама деятельность, так и ее результаты. Примера-
ми прагматических моделей могут служить планы и программы 
действий, уставы организаций, кодексы законов, алгоритмы, 
рабочие чертежи и шаблоны, параметры отбора, технологиче-
ские допуски, нормативные требования (например, нормати-
вы предельно допустимых выбросов вредных веществ в атмос-
феру) и т. д.
Различие между познавательными и прагматическими моде-
лями можно выразить так: познавательные модели отражают 
существующее, а прагматические — не существующее, но же-
лаемое и (возможно) осуществимое.
Следует отметить, что это деление (как, впрочем, и всякое 
другое) относительно: в процессе практической деятельности 
вносятся коррективы в чертежи, законы, стандарты, нормати-
вы и т. д.
8.3.2. по поведению во времени:  
статические и динамические модели
Другим принципом классификации целей моделирования мо-
жет служить деление моделей на статические и динамические.
Системы, в которых происходят изменения во времени, на-
зывают динамическими, а модели, отображающие эти измене-
ния, — динамическими моделями систем. Введение переменной 
величины — времени — преобразует статические модели в ди-
намические. Так, если зависимость, выявленная при исследо-
вании системы, двумерна, то рассмотрение характера этой за-
висимости во времени приводит к трехмерной динамической 
модели.
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Модели, отображающие конкретное состояние интересу-
ющего нас объекта, называются статическими. Примером яв-
ляются структурные модели систем. В тех же случаях, когда 
наши цели связаны не с одним состоянием системы, а с раз-
личием между состояниями, возникает необходимость в ото-
бражении процесса изменений состояния. Такие модели на-
зываются динамическими, примером служат функциональные 
модели систем.
Функционирование системы проявляется в ее переходе 
из одного состояния в другое или сохранении некоторого со-
стояния в течение определенного времени. Таким образом, 
функция системы проявляется в движении точки системы в про-
странстве состояний по некоторой траектории.
Достижение целевого состояния системы может происхо-
дить по разным траекториям. Возникает управленческая зада-
ча оценки качества траектории, или эффективности функцио-
нирования системы [1].
Функциональные модели систем строятся на основе выяв-
ленных между характеристиками систем функциональных за-
висимостей. Это наиболее исследованная группа моделей, 
для реализации и анализа которых разработан мощный ма-
тематический аппарат. С помощью таких моделей возможно 
решение оптимизационных задач. Обобщенный вид функ-
циональной модели можно проиллюстрировать примером ка-
нонической записи модели математического линейного про-
граммирования:
найти min или max F (x) = Σсx
при ограничениях
qx ≤ а,
где  F (х) — целевая функция, то есть специально сконструиро-
ванный показатель эффективности системы;
х — вектор управляемых переменных, например некото-
рых ресурсов;
с — ценностная оценка использования i‑го вида ресурса;
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q — функция потребления i-го вида ресурса;
а — ограничения по i-му виду ресурса.
При построении функциональных моделей, как правило, ис-
пользуются экспериментальные наблюдения за моделируемым 
объектом. Полученную совокупность наблюдений обрабатыва-
ют методом корреляционного анализа для выявления зависимо-
сти между наблюдаемыми величинами. В случае установления 
факта наличия зависимости методом регрессионного анализа под-
бирается функция, наилучшим образом соответствующая мно-
жеству экспериментальных наблюдений.
Динамическая модель структуры может существовать, на-
пример, в виде сетевого графика множества проектных работ.
Различают два вида динамики — функционирование и раз-
витие: в первом случае система реализует стабильную цель — 
расписание движения транспорта, расписание занятий. Во вто-
ром случае изменения в системе связаны с изменением целей 
(изменение расписания движения поездов при смене сезона, 
смена расписания при переходе на следующий курс).
8.3.3. по способам воплощения моделей:  
абстрактные и материальные
Отображение, которым является модель, — это отношение 
между отображаемым и отображающим объектами. В модели 
отображаются интересующие нас свойства и характеристики 
оригинала. Какие именно свойства и характеристики оригинала 
должна отображать модель, определяется целью, под которую 
создается модель. Рассмотрим теперь, из чего строятся модели.
Так как мы обсуждаем (пока) только модели, сознательно 
создаваемые человеком, то в его распоряжении имеются два 
типа материалов для построения моделей — средства самого 
сознания и средства окружающего материального мира. Соот-
ветственно этому модели делятся на абстрактные (идеальные) 
и материальные (реальные, вещественные).
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8.3.3.1. Абстрактные модели и роль языков
Абстрактные модели являются идеальными конструкциями, 
построенными средствами мышления, сознания. Очевидно, 
что к абстрактным моделям относятся языковые конструкции, 
хотя согласно современным представлениям о мышлении и со-
знании языковые модели являются своего рода конечной про-
дукцией мышления, уже готовой или почти готовой для пере-
дачи другим носителям языка. На более ранних стадиях работы 
человеческого мозга важную роль играют и неязыковые формы 
мышления, которые мы называем «эмоции», «интуиция», «об-
разное мышление», «подсознание», «эвристика» и т. д. Все это, 
однако, касается механизма мышления, т. е. внутренних моде-
лей нашего мозга [1]. Мы будем рассматривать модели, пред-
назначенные для общения между людьми, создаваемые сред-
ствами языка.
Многозначность слов (или неопределенность) вместе с мно-
говариантностью их соединений во фразы позволяет любую си-
туацию отобразить с достаточной для обычных практических 
целей точностью.
Поэтому языковые модели занимают особое место среди аб-
страктных моделей. Но язык обычного общения не подходит 
для целей моделирования в силу того, что он обладает высокой 
избыточностью и неоднозначностью. Для построения языко-
вой модели системы набор входящих в нее понятий фиксиру-
ется и образует словарь однозначно толкуемых терминов, или 
тезаурус системы.
В тезаурус системы, как правило, входят понятия-элементы 
и понятия-отношения. Создавая языковую модель некоторой 
системы, надо, основываясь на фиксированном тезаурусе дан-
ного языка, построить в нем систему, элементы, свойства и от-
ношения которой были бы подобны моделируемому прототипу.
Таким образом создаются более точные (профессиональные) 
языки, вплоть до максимально формализованного языка мате-
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матики. Математические модели обладают абсолютной точно-
стью, но чтобы дойти до их использования в данной области, 
необходимо получить достаточное для этого количество знаний.
8.3.3.2. Материальные модели и виды подобия
Перейдем теперь к рассмотрению материальных моделей. 
Чтобы некоторая материальная конструкция могла быть ото-
бражением, т. е. замещала в каком-то отношении оригинал, 
между оригиналом и моделью должно быть установлено отно-
шение подобия. Существуют разные способы установления та-
кого подобия, специфичные для каждого случая.
Прежде всего это подобие, устанавливаемое в результате фи-
зического взаимодействия в процессе создания модели. При-
мерами таких отображений являются фотографии, масштаби-
рованные модели самолетов, кораблей или гидротехнических 
сооружений, макеты зданий, куклы, протезы, шаблоны, вы-
кройки и т. п. Назовем такое подобие прямым. При этом возни-
кают проблемы переноса результатов моделирования на ори-
гинал. Рассмотрим, например, испытание гидродинамических 
качеств уменьшенной модели корабля. Часть условий экспе-
римента можно привести в соответствие масштабам модели 
(скорость течения), другая же часть условий (вязкость и плот-
ность воды, сила тяготения, определяющие свойства волн и т. д.) 
не может быть масштабирована. Задача пересчета данных мо-
дельного эксперимента на реальные условия становится нетри-
виальной. Возникла разветвленная, содержательная теория по-
добия, относящаяся именно к моделям прямого подобия.
Второй тип подобия в отличие от прямого назовем косвен-
ным. Косвенное подобие между оригиналом и моделью уста-
навливается не в результате их физического взаимодействия, 
а объективно существует в природе, обнаруживается в виде со-
впадения или достаточной близости их абстрактных моделей 
и после этого используется в практике реального моделирова-
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ния. Наиболее известным примером этого является электро-
механическая аналогия. Оказалось, что некоторые закономер-
ности электрических и механических процессов описываются 
одинаковыми уравнениями; различие состоит лишь в разной 
физической интерпретации переменных, входящих в эти урав-
нения. В результате оказывается возможным не только заменить 
неудобное и громоздкое экспериментирование с механической 
конструкцией на простые опыты с электрической схемой, пе-
репробовать множество вариантов, не переделывая конструк-
цию, но и «проиграть» на модели варианты, в механике пока 
неосуществимые (например, с произвольным и непрерывным 
изменением масс, длин и т. д.). Роль моделей, обладающих кос-
венным подобием оригиналу, очень велика. Часы — аналог вре-
мени; подопытные животные у медиков — аналоги человече-
ского организма; автопилот — аналог летчика; электрический 
ток в подходящих цепях может моделировать транспортные по-
токи информации в сетях связи, течение воды в городской во-
допроводной сети.
Третий, особый класс реальных моделей образуют модели, 
подобие которых оригиналу не является ни прямым, ни косвен-
ным, а устанавливается в результате соглашения. Назовем та-
кое подобие условным. Примерами условного подобия служат 
деньги (модель стоимости), удостоверения личности (офици-
альная модель владельца), всевозможные и разнообразные сиг-
налы (модели сообщений), рабочие чертежи (модели будущей 
продукции), карты (модели местности) и т. д.
С моделями условного подобия приходится иметь дело очень 
часто, поскольку они являются способом материального вопло-
щения абстрактных моделей, вещественной формой, в кото-
рой абстрактные модели могут передаваться от одного челове-
ка к другому, храниться до (иногда очень отдаленного) момента 
их использования, т. е. отчуждаться от сознания и все-таки со-
хранять возможность возвращения в абстрактную форму. Это 
достигается с помощью соглашения о том, какое состояние ре-
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ального объекта ставится в соответствие данному элементу аб-
страктной модели. Такое соглашение принимает вид совокуп-
ности правил построения моделей условного подобия и правил 
пользования ими.
8.3.3.3. Знаковые модели и сигналы
Эта общая схема конкретизируется в ряде наук, в которых 
используются или непосредственно изучаются модели услов-
ного подобия. Например, теория связи, теория информации, 
радиотехника, теория управления и ряд других наук имеют дело 
со специфическими моделями условного подобия, которые 
применяются в технических устройствах без участия челове-
ка; они получили название сигналов. В этих науках правила по-
строения и способы использования сигналов, названные ко-
дом, кодированием и декодированием, сами стали предметом 
углубленных исследований (например, возникла очень разви-
тая теория кодирования).
С иных позиций рассматриваются модели условного подо-
бия в науках, изучающих создание и использование моделей са-
мим человеком. У предназначенных для этого моделей имеется 
своя специфика, позволяющая дать им специальное назначе-
ние — знаки — и требующая специальных методов для ее иссле-
дования. Возникшая в связи с этим область знаний получила 
название семиотика (от греч. «знак»). Семиотика изучает зна-
ки не в отдельности, а как входящие в знаковые системы, в ко-
торых выделено три основных группы отношений:
· синтаксис (греч. «построение, порядок»), т. е. отноше-
ния между различными знаками, позволяющие отличать 
их и строить из них знаковые конструкции все более вы-
сокой сложности;
· семантика (греч. «обозначение»), т. е. отношения между 
знаками и тем, что они обозначают, или вложенный, из-
начальный смысл знаков;
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· прагматика (греч. «дело, действие»), т. е. отношения меж-
ду знаками и теми, кто их использует в своей деятельно-
сти, или понятый, воспринятый смысл знаков.
Существуют и другие многочисленные аспекты исследова-
ния моделей условного подобия: языкознание, картография, 
криптография, графология, техническое черчение, нумизма-
тика, информатика, литературоведение и т. д.
Контрольные вопросы
1. Что такое модель?
2. Дайте классификацию моделей:
·	 по типам целей;
·	 поведению во времени;
·	 способам воплощения.
3. Какие два типа динамики моделей системы существуют?
4. Что представляют собой абстрактные модели и какова 
роль языков в них?
5. Опишите три вида подобия модели и оригинала.
6. Что представляют собой знаковые модели? Что такое сиг-
нал?
7. Что изучает семиотика?
8.  Какие три группы отношений между знаками существуют?
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Глава 9.  
Соответствие между моделью 
и действительностью: различия
Рассмотрим вопросы, связанные с отношением моделей с отображаемой ими действительностью: чем отлича-ются модели и моделируемые объекты или явления. 
Начнем с главных различий между моделью и действительно-
стью: конечность, упрощенность и приближенность модели.
9.1. Конечность моделей
Мир, частью которого мы являемся, бесконечен, как беско-
нечен и любой объект, не только в пространстве и во времени, 
но и в своих связях с другими объектами, и в том, что к любому 
числу отношений, в которых мы рассматривали данный объект, 
всегда можно добавить еще одно. Однако ограничены наши соб-
ственные ресурсы: число нейронов мозга, число действий, кото-
рые мы можем выполнить в единицу времени, да и само время, 
которое мы можем затратить для решения какой-то задачи, — 
максимум вся сознательная жизнь. Ограничены и внешние ре-
сурсы, которые мы можем вовлечь в конкретный процесс прак-
тической или теоретической деятельности.
Возникает противоречие: необходимо познавать 
бeсконeчный мир конечными средствами. Способ преодоле-
ния этого противоречия состоит в построении моделей. Прежде 
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всего необходимо обсудить вопрос самой конечности моделей. 
Конечность абстрактных моделей очевидна (они сразу наделя-
ются строго фиксированным числом свойств), тогда как реаль-
ные модели, будучи вещественными объектами, бесконечны. 
Здесь и проявляется различие между самим объектом и тем же 
объектом, используемым в качестве модели другого объекта. 
Из бесконечного множества свойств объекта-модели выбира-
ются и используются лишь некоторые свойства, подобные ин-
тересующим нас свойствам объекта-оригинала. Модель подобна 
оригиналу в конечном числе отношений — это один аспект конеч-
ности реальных моделей.
Другой аспект возникает в связи с реальными моделями, 
обладающими свойством непрерывности, ведь непрерыв-
ность — одно из проявлений бесконечности. Видимо, можно 
говорить о конечности моделей и в этом случае, если считать, 
что непрерывность — это свойство природы, а не модели. В аб-
стракции же понятие непрерывности получается в результате 
рассмотрения дискретной совокупности последовательных со-
стояний. Кроме того, после открытия атомарности вещества, 
пространства, действия (а теперь исследуется вопрос о возмож-
ной дискретности и времени) можно усомниться в реальности 
непрерывности: не является ли она только удобной, эконом-
ной абстракцией. Например, для непрерывных сред мы ввели 
понятие плотности, но это понятие теряет смысл, если объем 
взять очень малым (охватывающим несколько молекул) или 
очень большим (скажем, размера Солнечной системы): в ре-
альности нет непрерывных сред, это просто удобная абстракт-
ная модель. То есть понятия непрерывности или плотности ото-
бражают определенные свойства окружающей нас реальности, 
но проявляться (и вообще существовать) эти свойства могут 
лишь при определенных условиях. С другой стороны, не всякое 
понятие отображает нечто осязаемое, непосредственно суще-
ствующее; абстракция может быть многоуровневой, иерархи-
ческой; можно говорить не только о модели чего-то реально-
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го, но и о модели моделей, и число таких ступеней ограничено, 
по-видимому, только практической надобностью. Рассмотрим 
теперь факторы, которые позволяют с помощью конечных мо-
делей эффективно, т. е. достаточно правильно отображать бес-
конечную действительность.
9.2. Упрощенность моделей
Первый фактор — это упрощенность моделей. Сама конеч-
ность моделей делает их упрощенность неизбежной. Важно то, 
что для практических целей упрощенность моделей являет-
ся приемлемой. Более того, для конкретных целей такое упро-
щение является необходимым, а не только достаточным. Что 
именно из свойств объекта включать в модель, а что — нет, за-
висит от целей моделирования. Упрощение позволяет выявить 
главные эффекты в исследуемом явлении: это видно на приме-
ре таких моделей физики, как идеальный газ, непоглощающее 
зеркало, абсолютно черное тело, математический маятник, пру-
жина без массы, конденсатор без утечки и т. д.
Следующая причина вынужденного упрощения модели свя-
зана с необходимостью оперирования ею. За неимением ме-
тодов решения нелинейного уравнения мы его линеаризуем; 
в других случаях искусственно уменьшаем размерность, заме-
няем переменные величины постоянными, случайные — детер-
минированными и т. д. По мере распространения ЭВМ и с раз-
витием численных методов эти упрощения ликвидируются.
Есть и еще один довольно интересный аспект упрощен-
ности моделей. Из двух моделей, одинаково хорошо опи-
сывающих данное явление, та, которая проще, оказывается 
ближе к истинной природе отображаемого явления. Исто-
рия науки знает множество примеров, подтверждающих это. 
Один из них — переход от геоцентрической модели Птоле-
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мея к гелиоцентрической модели Коперника. Первая из них 
позволяла с нужной точностью рассчитать движение планет, 
предсказать затмения Солнца — хотя и по очень громоздким 
формулам, с переплетением многочисленных «циклов». Этот 
пример выявляет разницу между эффективностью и правиль-
ностью (истинностью) моделей. А. Эйнштейн сформулировал 
два эвристических критерия истинности модели применитель-
но к научной теории. Он назвал их «критериями адекватности 
научной теории» [10]:
·	 критерий внешнего оправдания;
·	 критерий внутреннего совершенства.
В первом случае речь идет о том, что теория (модель) долж-
на соответствовать наблюдаемым фактам. В случае математи-
ческой модели это означает, что модель верно описывает уже 
известное поведение моделируемой системы в пошлом.
Во втором случае имеется в виду естественность, логиче-
ская простота, взаимосвязанность основных конструкций мо-
дели и соотношений между ними. В конечном итоге опреде-
ляющим критерием является возможность ее практического 
применения для управления реальной системой в интересах 
человека.
Можно предположить, что простота правильных моделей 
отражает некое глубинное свойство природы. «Природа про-
ста и не роскошествует излишними причинами вещей», — пи-
сал И. Ньютон. Или, как говорили древние схоласты, «просто-
та — печать истины».
Хорошо известно, что основополагающие законы, описы-
вающие окружающий мир: законы Кеплера, Галилея, Ньюто-
на, Менделеева, Эйнштейна, — представлены достаточно про-
стыми моделями.
Таким образом, упрощенность моделей основана как на свой-
ствах мышления, ресурсов моделирования, так и на свойствах 
самой природы.
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9.3. Приближенность моделей
Второй фактор, позволяющий преодолевать бесконечность 
мира в конечном познании, — это приближенность отобра-
жения действительности с помощью моделей. Конечность 
и упрощенность характеризуют качественные различия между 
оригиналом и моделью, тогда как термин «приближенность» 
указывает на такие их различия, которые допускают количе-
ственное («больше — меньше») или хотя бы ранговое («луч-
ше — хуже») сравнение.
Приближенность модели может быть очень высокой (под-
делки денежных знаков или произведений искусства, гологра-
фические фотографии предметов). В других случаях прибли-
женность модели видна сразу и может варьироваться (например, 
карты местности в разных масштабах); но во всех случаях мо-
дель — это другой объект, и различия неизбежны (единствен-
ной совершенно точной картой местности является сама эта 
местность).
Различие само по себе не может быть ни большим, ни ма-
лым: оно либо есть, либо его нет. Величину, меру, степень при-
емлемости различия можно внести, только соотнеся его с целью 
моделирования. Например, точность наручных часов, вполне 
достаточная для бытовых целей, совершенно недостаточна при 
регистрации спортивных рекордов или для целей астрономии.
9.4. Относительность моделей
Модель всегда строится в рамках общепринятых парадигм — 
достигнутого на данный момент времени уровня познания мира, 
и поэтому соответствие модели объекту-оригиналу является от-
носительным. Например, существовавшие при астрономиче-
ских расчетах математические трудности побудили Коперни-
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ка пересмотреть геоцентрическую модель солнечной системы 
Птолемея в пользу гелиоцентрической, а до этого времени до-
статочно успешно развивалась и использовалась «неадекватная 
действительности» геоцентрическая модель.
Модель, с помощью которой успешно достигается постав-
ленная цель, будем называть адекватной этой цели. Введенное 
таким образом понимание адекватности не полностью совпа-
дает с требованиями полноты, точности и правильности (ис-
тинности): адекватность означает, что эти требования выпол-
нены не вообще, а лишь в той мере, которая достаточна для 
достижения цели. Так, геоцентрическая модель Птолемея была 
неправильной, но адекватной с точки зрения точности описа-
ния движения планет. Следует отметить, что эта модель не была 
лишена истинности вовсе: и Солнце, и планеты действитель-
но движутся относительно Земли. В противоположность этому 
христианская модель поведения «Десять заповедей» адекватна 
по отношению к целям морали (чем и можно объяснить ее жи-
вучесть), но не обладает истинностью своего якобы божествен-
ного происхождения.
9.5. Условия реализации свойств моделей
Для того чтобы модель отвечала своему назначению, необхо-
димо, чтобы существовали условия, обеспечивающие ее функ-
ционирование.
Например, бумажные денежные знаки могут играть роль мо-
дели стоимости только до тех пор, пока в среде их обращения 
существуют правовые нормы и финансовые учреждения, под-
держивающие функционирование денег: царские ассигнации 
и «керенки», может быть, и имеют сейчас некоторую истори-
ческую ценность, но уже не как деньги. Программа для ЭВМ — 
машинная модель алгоритма: малейшее рассогласование в ней 
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с языком машины полностью обесценивает программу; можно 
расшифровать сигнал только зная его код.
Итак, для реализации своих модельных функций необходи-
мо, чтобы модель была согласована с культурной средой, в ко-
торой ей предстоит функционировать, входила в эту среду как 
ее естественная часть.
Для функционирования модели нужны ресурсы, в том чис-
ле и материальные, даже если модель абстрактна. Это означа-
ет, что не только в модели должны быть предусмотрены «сты-
ковочные узлы» (интерфейсы) со средой, но и в самой среде 
должны быть реализованы подсистемы, другие модели и ал-
горитмы, обеспечивающие функционирование модели и ис-
пользование результатов: не только модель должна приспоса-
бливаться к среде, но и среда к модели.
Таким образом, модель оказывается многоместным отноше‑
нием. Понятие модели включает (в определенных отношениях): 
субъекта, организующего моделирование и задачу, ради реше-
ния которой проводится моделирование; моделируемый объ-
ект-оригинал; средства, из которых создается модель; среду, 
в которой модель должна функционировать (рис. 13).
ОБЪЕКТ
МОДЕЛЬОБЪЕКТ-ОРИГИНАЛ
СРЕДА (КУЛЬТУРА)
Рис. 13. Схема, отображающая модель как многоместное отношение
84
Глава 9. Соответствие между моделью и действительностью: различия 
Контрольные вопросы
1. Назовите главные различия между моделью и действи-
тельностью.
2. Является ли упрощение средством для выявления главных 
эффектов в исследуемом явлении? Приведите пример.
3. Как определить меру приемлемости различия между мо-
делью и действительностью?
4. Назовите два аспекта конечности модели.
5. Перечислите факторы, которые позволяют с помощью 
конечных моделей отображать бесконечную действитель-
ность.
6. Назовите причины упрощенности моделей.
7. Назовите два эвристических критерия истинности моде-
ли по Эйнштейну.
8. Назовите два вида приближенности модели, приведите 
примеры.
9. Сформулируйте определение адекватной модели, приве-
дите примеры.
10. Назовите условия реализации модели.
11. Назовите составляющие части понятия модели.
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Поскольку различия между моделью и реальностью принципиально неизбежны и неустранимы, суще-ствует предел истинности, правильности наших зна-
ний, сконцентрированных в моделях.
10.1. Истинность моделей
Важно выявить соотношение истинного и предполагаемого 
(могущего быть как верным, так и неправильным) во всех мо-
делях: только в практическом соотнесении модели с отобража-
емой ею действительностью выявляется степень истинности. 
При этом изменение условий, в которых ведется сравнение, 
существенно влияет на его результат: именно из-за этого воз-
можно существование двух противоречивых, но одинаково ис-
тинных моделей одного объекта. Пример — волновая и корпу-
скулярная модели света или электрона; эти модели различны, 
противоположны и истинны каждая в своих условиях. Важно 
подчеркнуть, что каждая модель явно или неявно содержит ус-
ловия своей истинности, и одна из серьезных ошибок состоит 
в применении модели без проверки выполнения этих условий. 
Например, для обработки экспериментальных данных часто 
употребляют статистические процедуры, не проверяя условий 
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их применимости (скажем, нормальности или независимости). 
Иногда это делается вынужденно (не всякое условие можно 
проверить), но тогда и к полученным результатам следует от-
носиться осторожно.
10.2. Сочетание истинного и ложного в модели
Еще один важный аспект соотношения истинного с предпо-
лагаемым при построении моделей состоит в том, что ошибки 
в предположениях имеют разные последствия для прагматиче-
ских и познавательных моделей. Ошибки в предположениях для 
прагматических моделей вредны и даже губительны; при по-
строении познавательных моделей поисковые предположения, 
истинность которых еще предстоит проверить, — единствен-
ный способ отвлечься от фактов, значительная часть научной 
работы состоит в выдвижении и проверке гипотез. Важно пред-
ставлять: что известно точно, достоверно; что — с оцениваемой 
степенью неопределенности (например, с известной вероятно-
стью для стохастических моделей или с известной функцией 
принадлежности для расплывчатого описания); что — с нео-
пределенностью, не поддающейся оценке; что может считать-
ся достоверным только при выполнении определенных усло-
вий; наконец — что известно о неизвестном.
Главная ценность моделей как формы знаний состоит в том, 
что они содержат объективную истину, т. е. в чем-то правильно 
отображают моделируемое. Однако кроме безусловно истинно-
го содержания в модели имеется и условно истинное (т. е. вер-
ное лишь при определенных условиях), и предположительно 
истинное (т. е. условно истинное при неизвестных условиях), 
а следовательно, и ложное. При этом в каждых конкретных ус-
ловиях неизвестно точно, каково же фактическое соотношение 
истинного и ложного в данной модели. Ответ на этот вопрос 
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дает только практика. Однако в любом случае модель принци-
пиально беднее оригинала, это ее фундаментальное свойство.
10.3. О динамике моделей
Модели, как и все в мире, проходят свой жизненный цикл: 
они возникают, развиваются, взаимодействуют или соперни-
чают с другими моделями, уступают место более совершен-
ным. Одни модели живут дольше отдельных людей, и тогда эта-
пы жизненного цикла моделей изучаются в виде истории той 
или иной отрасли знаний или деятельности (например, исто-
рии физики, истории авиации и т. д.).
Жизненный цикл других моделей должен быть обязательно 
завершен в обозримый срок, и тогда перевод модели от этапа 
к этапу становится технологическим действием и должен вы-
полняться как можно эффективнее. В свою очередь, это невоз-
можно без моделирования самого процесса моделирования, т. e. 
алгоритмизации моделирования.
Необходимость алгоритмизации моделирования особенно 
важна там, где проблема эффективности действия стоит осо-
бенно остро: в проектной деятельности, в исследовании опе-
раций, в изобретательском поиске, в создании АСУ, в имита-
ционном моделировании*.
Рассмотрим основные причины и закономерности динами-
ки моделей.
Очевидно, что процесс моделирования структурирован, ор-
ганизован, состоит из последовательности этапов. Этапы могут 
отличаться конкретными целями и средствами и должны вы-
полняться в определенной последовательности. Например, при 
* Имитационная модель основана на описании внешних характеристик 
моделируемого объекта.
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конструировании новой технической системы ее модель раз-
вивается от воплощения в виде результатов предыдущей науч-
но-исследовательской работы по стадиям технического зада-
ния, технического проекта, рабочего проекта, опытного образца, 
опытного образца мелкой серии до модели, предназначенной для 
промышленного выпуска. Другой пример дают рекомендации 
по последовательности этапов имитационного моделирования: 
формирование целей моделирования — построение абстрактной 
модели — создание имитационной реальной модели — ее иссле-
дование — обработка и интерпретация результатов.
10.4. Сложности алгоритмизации моделирования
В практике моделирования чаще всего не удается строго вы-
держать рекомендуемую последовательность действий, да и во-
обще не cyществyeт какого-то единого, пригодного для всех 
случаев алгоритма работы с моделями. Это вызвано разными 
причинами.
Во-первых, модель функционирует в культурной среде, 
и конкретное окружение каждой модели может настолько от-
личаться, что опыт работы с одной моделью не может без из-
менений переноситься на другую.
Во-вторых, противоречивы требования, предъявляемые 
к модели: полнота модели противоречит ее простоте, точность 
модели — ее размерности, эффективность — затратам на ре-
ализацию. Многое в истории данной модели зависит от того, 
какой именно компромисс выбран между этими противореча-
щими критериями.
В-третьих, с самого начала невозможно предусмотреть все де-
тали того, что произойдет в будущем с любой моделью. Началь-
ные цели впоследствии могут оказаться неполными. Например, 
по результатам испытаний опытного образца часто приходится 
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вносить изменения в техническое задание и снова возвращать-
ся к этапам проектирования образца. Другой пример: после ин-
терпретации результатов имитационного моделирования цели 
уточняются, в модель вносятся изменения, и моделирование по-
вторяется. Недостатки модели проще и легче обнаружить и ис-
править в ходе моделирования, чем предусмотреть их заранее. 
Это еще одна из причин динамичности моделей.
10.5. Принцип развивающейся модели
Всегда следует начинать с возможно более простых моде-
лей реальных процессов. Вначале целесообразно значительно 
огрублять изучаемые явления, и только выявив, чем огрублен-
ные модели плохи, вводить их усложнение. Последовательность 
моделей, все лучше и лучше описывающих действительность, 
сама по себе представляет интерес. В то же время при построе-
нии слишком сложной модели легко запутаться и стать на лож-
ный путь. Реализации этого принципа призвана способствовать 
блочная (модульная) структура модели. В этом случае модель 
состоит из сравнительно автономных блоков, модулей, описы-
вающих соответствующие части системы. Такая структура по-
зволяет наращивать число блоков, учитывать новые факторы 
и естественно-научные сведения [10].
Среди всех причин невозможности полной алгоритмизации 
следует отметить «человеческий фактор» — роль отдельного че-
ловека в развитии модели. Разработка моделей невозможна без 
эвристического, творческого, неформального начала.
В процессе моделирования кроме осознанных, формализо-
ванных, технических и научных приемов существенную роль 
играет то, что мы называем творчеством, интуитивным искус-
ством. В этом одна из главных причин невозможности полной 
формализации процесса моделирования.
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10.6. Естественная эволюция моделей
Зачастую моделирование осуществляется не отдельным ин-
дивидуумом, а коллективно, не осознанно, а как бы стихий-
но, эволюционным путем. Проявлением такого способа моде-
лирования является фольклор. Другие примеры дают методы 
коллективного системного анализа, такие как мозговой штурм 
и синектика.
Развитие модели естественным путем наблюдается не только 
в действительно естественных условиях (например, в языковой 
практике — слухи и анекдоты), но и в более специфических ус-
ловиях инженерной практики. Так, в имитационном моделиро-
вании все чаще начинают с реализации самой простой модели 
самой сложной ситуации (минимаксный подход), а затем ее ус-
ложняют и отрабатывают. В проектировании технических систем 
часто прибегают к созданию реальной, пусть плохой, но действу-
ющей системы-макета, а затем ее «доводят», постепенно улучшая. 
Таким образом разрабатываются системы программного обеспе-
чения ЭВМ. Однако эволюционное развитие научно-техниче-
ских моделей происходит не только тогда, когда мы организуем 
его, но и независимо от нашего желания. Эту тенденцию на при-
мере истории техники последовательно проследил С. Лем [11].
Итак, еще один путь неформализуемого развития модели — 
это ее эволюционная динамика в среде, в которой она функ-
ционирует.
Известно много определений модели. Это объясняется тем, 
что определение также является моделью; разным целям требу-
ется сопоставить разные аспекты моделей: этим и обусловлено 
различие в определениях модели. Еще одна причина различия 
состоит в том, что модель должна быть согласована с культур-
ной средой, в которой ей предстоит функционировать, входить 
в эту среду как ее естественная часть. Одинаковую мысль на раз-
ных языках приходится выражать по-разному.
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Контрольные вопросы
В заключение можно сформулировать еще одно определе-
ние модели: модель есть системное отображение оригинала.
Контрольные вопросы
1. Как выявляется степень истинности моделей?
2. Каким образом сочетаются истинное и ложное в модели?
3. Назовите основные причины и закономерности динами-
ки моделей.
4. В чем состоят сложности алгоритмизации процесса мо-
делирования?
5. Опишите принцип развивающейся модели.
6. Как происходит естественная эволюция моделей?
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Моделирование систем
Множество существующих моделей систем располага-ется в пространстве, условно ограниченном крайни-ми значениями таких понятий, как «абстрактное — 
конкретное», «формальное — содержательное», и определяется 
степенью проявления этих признаков в описании модели систе-
мы. На рис. 14 представлено схематическое изображение про-
странства расположения моделей систем.
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Рис. 14. Пространство моделей систем
На уровне современных знаний дескриптивный подход по-
зволяет выделить три уровня моделей, различающихся по сте-
пени детализации систем и глубине их описания
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11.1. Модель черного ящика
Это название отражает отсутствие сведений о внутреннем со-
держании «ящика» — системы. В этой модели задаются только 
входные и выходные связи системы со средой.
Рис. 15. Модель черного ящика
Такая модель широко используется в практической дея-
тельности человека. Так, не зная устройства, например, авто-
мобиля, мы тем не менее успешно справляемся с его управ-
лением.
Целью исследования системы с помощью такой модели яв-
ляется выявление зависимостей между входными и выходны-
ми ее параметрами. Исследование объекта в целях построения 
модели проводится путем активного либо пассивного экспери-
мента. При активном эксперименте значения входных параме-
тров изменяются по специально заданной схеме и фиксируют-
ся значения выходных параметров. При пассивном эксперименте 
ведется исследование естественного поведения объекта, то есть 
изменение выходных параметров объекта при изменении вход-
ных, например изучение реакций экологической системы на ан-
тропогенное воздействие.
На практике знание результатов исследования, проведен-
ного на модели, позволяет использовать выявленные зависи-
мости для управления выходными параметрами объекта-ори-
гинала путем изменения входных.
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описание входов и выходов
Описание входов и выходов может быть как содержательным 
словесным (телевизор: входы — шнур электропитания, антен-
на, ручки управления и настройки; выходы — экран кинескопа 
и звукодинамики), так и количественным. Максимальная фор-
мализация этой модели — задание двух множеств Х и Y входных 
и выходных переменных, но никаких других отношений между 
этими множествами фиксировать нельзя (использование гото-
вых компьютерных программ для выполнения расчетов).
Сложность построения модели черного ящика заключает-
ся в неоднозначности выбора, какие входы и выходы следует 
включать в модель. Существует опасность неполноты состав-
ления перечня входов и выходов как вследствие того, что важ-
ные из них могут быть сочтены несущественными, так и в силу 
неизвестности некоторых из них в момент построения модели. 
Критерием отбора при этом является целевое назначение моде-
ли, существенность той или иной связи по отношению к цели. 
Важно как можно раньше, лучше всего еще на стадии постро-
ения (проектирования) модели учесть все наиболее важное. 
В результате главную цель приходится сопровождать задани-
ем дополнительных целей. Выполнение только основной цели 
недостаточно, потому что невыполнение дополнительных це-
лей может сделать ненужным или даже вредным и опасным до-
стижение основной цели.
Модель черного ящика оказывается не только полезной, 
но в ряде случаев единственно применимой при изучении си-
стемы. Например, при изучении психики человека или влия-
ния лекарства на живой организм, т. е. в таких исследованиях, 
где нужно получить данные о системе в обычной для нее обста-
новке, где важно, чтобы измерения как можно меньше влияли 
на саму систему. Или в случае отсутствия сведений о внутрен-
нем устройстве системы. Например, мы не знаем, как устроен 
электрон, но знаем, как он взаимодействует с электрическим 
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и магнитными полями, с гравитационным полем. Это и будет 
модель электрона на уровне черного ящика.
11.2. Модель состава системы
Модель состава системы показывает, из каких частей (под-
систем и элементов) состоит система.
 
 
 
n  
 
Рис. 16. Модель состава системы
Элементами называются те части системы, которые рассма-
триваются как неделимые. Те части системы, которые состоят 
более чем из одного элемента, называются подсистемами. Воз-
можны подсистемы различных уровней, что указывает на ие-
рархию частей.
Сложность построения модели состава
Во-первых, модели состава получаются разными вследствие 
того, что понятие элементарности можно определить по-разному. 
То, что в одной задаче является элементом, в другой оказывается 
подсистемой, подлежащей дальнейшему разделению.
Во-вторых, как и любые модели, модель состава является 
целевой, и для различных целей один и тот же объект следует 
разбить на разные части. Например, одно и то же предприятие 
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для директора, главного бухгалтера, начальника пожарной ох-
раны состоит из различных подсистем. То, что для одних це-
лей необходимо включить в модель, для других целей являет-
ся несущественным.
В-третьих, модели состава различаются потому, что всякое 
разделение целого на части, всякое деление системы на подси-
стемы является относительным, в определенной степени услов-
ным, следовательно, границы между подсистемами тоже услов-
ны, относительны. Это относится и к границам между самой 
системой и окружающей средой.
Например, солдат в отпуске или студент на каникулах в опре-
деленной степени остаются элементами соответствующих си-
стем; а возвращающийся с работы человек, упав и получив трав-
му, имеет разные права в зависимости от того, произошло ли 
это на крыльце заводской проходной или его собственного 
дома (травма считается производственной или бытовой соот-
ветственно, и юридические последствия различны).
При создании модели состава системы может возникнуть 
необходимость более углубленного ее изучения, вплоть до опи-
сания субстанции, из которой состоят элементы системы.
Моделью состава является спецификация сборочного узла, 
список студентов группы, составные части компьютера и т. п. 
Полезность модели заключается в возможности разработки 
и использования разных подходов к исследованию, проекти-
рованию элементов и подсистем или управлению ими.
11.3. Модель структуры системы
Модель структуры системы отображает связи между компо-
нентами ее состава.
Для достижения ряда практических целей достаточно модели 
черного ящика или модели состава. Однако очевидно, что есть 
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вопросы, решить которые с помощью этих моделей не представ-
ляется возможным. Необходимо еще установить между элемен-
тами определенные связи — отношения.
Совокупность необходимых и достаточных для достижения цели 
отношений между элементами называется структурой системы.
отношения и структуры
Перечень связей между элементами (т. е. структура систе-
мы) является отвлеченной, абстрактной моделью: установлены 
только отношения между элементами, но не рассмотрены сами 
элементы. Хотя на практике безотносительно к элементам го-
ворить о связях можно лишь после того, как отдельно рассмо-
трены сами элементы (т. е. рассмотрена модель состава), теоре-
тически модель структуры можно изучать отдельно.
Между реальными объектами, включенными в систему, име-
ется бесчисленное множество отношений. Однако когда мы 
рассматриваем некоторую совокупность объектов как систему, 
то из всех отношений выбираем конечное число связей, кото-
рые являются существенными для достижения цели. Например, 
при расчете механизма не учитываются силы взаимного притя-
жения его деталей, хотя согласно закону всемирного тяготения 
такие силы объективно существуют. Зато вес деталей (т. е. силу 
их притяжения к Земле) необходимо учитывать.
Контрольные вопросы
1. Изобразите схему пространства моделей систем.
2. Дайте определение модели «черный ящик», приведите 
пример такой модели.
3. В чем заключается трудность построения модели черно-
го ящика?
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4. Чем объясняется множественность входов и выходов мо-
дели «черный ящик»?
5. Какими путями проводится исследование объекта с по-
мощью модели черного ящика?
6. Дайте определение модели состава системы. Приведите 
пример.
7. В чем состоит сложность построения модели состава?
8. Что называется структурой системы? Как соотносятся меж-
ду собой понятия «структура», «элемент», «отношения»?
9. Какова основная сложность при построении модели 
структуры системы?
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Глава 12.  
Второе определение системы.  
Структурная схема системы
Объединяя все изложенное в предыдущих параграфах, можно сформулировать второе определение системы: система есть совокупность взаимосвязанных элементов, 
обособленная от среды и взаимодействующая с ней как целое.
12.1. Структурная схема  
как соединение моделей
Очевидно, что это определение охватывает модели черно-
го ящика, состава и структуры. Все вместе они образуют еще 
одну модель, а именно структурную схему системы; в литера-
туре встречаются также термины «белый ящик», «прозрачный 
ящик», подчеркивающие ее отличие от модели черного ящи-
ка, а также термин «конструкция системы», который мы бу-
дем использовать для обозначения материальной реализации 
структурной схемы системы. В структурной схеме указывают-
ся все элементы системы, все связи между элементами внутри 
системы и связи определенных элементов с окружающей сре-
дой (входы и выходы системы).
Такая модель является наиболее полной, отображающей 
не только элементы и подсистемы, но и совокупность отно-
шений, которыми они связаны между собой в процессе функ-
ционирования системы.
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СИСТЕМА 
ОКРУЖАЮЩАЯ СРЕДА 
Рис. 17. Структурная схема системы
12.2. Применение теории графов  
при построении моделей систем
Все структурные схемы имеют нечто общее, и это побудило 
математиков рассматривать их как особый объект математиче-
ских исследований. Для этого пришлось абстрагироваться от со-
держательной стороны структурных схем, оставив в рассматри-
ваемой модели только общее для каждой схемы. В результате 
получилась схема, в которой обозначается только наличие эле-
ментов и связей между ними, а также (в случае необходимо-
сти) разница между элементами и между связями. Такая схема 
называется графом. Следовательно, граф состоит из обозначе-
ний элементов произвольной природы, называемых вершина‑
ми, и обозначений связей между ними, называемых ребрами 
(иногда дугами).
На рис. 18 изображен граф: вершины обозначены в виде 
кружков, ребра — в виде линий. Часто бывает необходимо от-
разить несимметричность некоторых связей, в таких случаях 
линию, изображающую ребро, снабжают стрелкой. Если на-
правления связей не обозначаются, то граф называется неориен‑
тированным, при наличии стрелок — ориентированным (полно-
стью или частично). Данная пара вершин может быть соединена 
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любым количеством ребер; вершина может быть соединена 
сама с собой (тогда ребро называется петлей). Если в графе тре-
буется отразить другие различия между элементами или свя-
зями, то либо приписывают разным ребрам различные веса 
(взвешенные графы), либо раскрашивают вершины или ребра 
(раскрашенные графы). Оказалось, что для графов может быть 
построена интересная и содержательная теория, имеющая мно-
гочисленные приложения.
Разнообразные задачи этой теории связаны с различными 
преобразованиями графов, а также с возможностью рассмотре-
ния различных отношений на графах: весов, рангов, цветов, ве-
роятностных характеристик (стохастические графы) и т. д. [8].
Вершина
Изолированная 
вершина
Петля
Рис. 18. Пример графа
Графы могут изображать любые структуры, если не накла-
дывать ограничений на пересекаемость ребер. Некоторые типы 
структур имеют особенности, важные для практики, они выде-
лены из других и получили специальные названия. Так, в орга-
низационных системах часто встречаются линейные, древовидные 
(иерархические) и матричные структуры; в технических систе-
мах чаще встречаются сетевые структуры (рис. 19); особое ме-
сто в теории систем занимают структуры с четными связями, 
которые соответствуют кольцевым путям в ориентированных 
графах — об этом уже говорилось в разделе 4.2.
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а)
б) в) 
г) 
Рис. 19. Графы, соответствующие различным структурам:
а) линейная структура; б) древовидная структура; в) матричная структура;  
г) сетевая структура
12.3. Динамические модели систем
В предыдущих главах основное внимание было уделено по-
нятию системы, ее составу и устройству. Были построены мо-
дели, которые являются как бы «фотографиями» системы, ото-
бражают ее в некоторый момент времени.
Рассмотренные варианты моделей черного ящика, соста-
ва, структуры и структурной схемы системы могут быть назва-
ны статическими моделями, что подчеркивает их неподвиж-
ный характер.
12.3.1. отображение динамики системы
Теперь важно понять и описать, как система «работает», что 
происходит с ней самой и с окружающей средой в ходе реализа-
ции поставленной цели. Разрабатываемые модели должны от-
ражать поведение систем, описывать происходящие с течени-
ем времени изменения, последовательность каких-то действий, 
причинно-следственные связи.
Введение переменной величины — времени — преобразу-
ет описанные выше статические модели в динамические. Так, 
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если зависимость, выявленная при исследовании системы с по-
мощью модели черного ящика, двумерна, то рассмотрение ха-
рактера этой зависимости во времени приводит к трехмерной 
динамической модели.
Для разных объектов и систем разработано большое коли-
чество динамических моделей, описывающих процессы с раз-
личной степенью детальности: от самого общего понятия ди-
намики, движения вообще, до формальных математических 
моделей конкретных процессов типа уравнений движения в ме-
ханике или волновых уравнений в теории поля. Развитие мо-
делей происходит примерно в той последовательности, как это 
было изложено: от черного ящика к белому. Однако этот путь 
совершенствования моделей для многих систем еще не закон-
чен из-за недостаточности имеющихся знаний.
12.3.2. Функционирование и развитие
Уже на этапе черного ящика различают два типа динами-
ки системы: ее функционирование и развитие. Под функци-
онированием подразумевают процессы, которые происходят 
в системе (и окружающей ее среде), стабильно реализующей 
фиксированную цель (городской транспорт, станок, школа 
и т. д.).
Развитием называют то, что происходит с системой при из-
менении ее целей. Когда существующая структура перестает 
соответствовать новой цели, для обеспечения новой функции 
приходится изменять структуру, а иногда и состав системы, пе-
рестраивать всю систему.
В целом система не всегда находится либо в фазе развития, 
либо в состоянии функционирования. При реконструкции, на-
пример, одного цеха остальные функционируют, завод в целом 
развивается. Даже при коренной перестройке системы какие-то 
элементы и даже подсистемы старой структуры могут продол-
жать функционировать в новой по-прежнему. Возможны и та-
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кие системы, для функционирования которых какие-то подси-
стемы должны быть постоянно в развитии.
Далее при построении динамических моделей необходимо 
конкретнее отобразить происходящие изменения. Следует раз-
личать этапы происходящего процесса, рассматривать их взаи-
мосвязи. Типы динамических моделей такие же, как и статиче-
ских, только элементы этих моделей имеют временной характер. 
Например, динамический вариант черного ящика — указание 
начального («вход») и конечного («выход») состояний системы 
(например, как в перспективном плане). Модели состава соот-
ветствует перечень этапов в некоторой упорядоченной после-
довательности действий.
Динамический вариант белого ящика — это подробное опи-
сание происходящего или планируемого процесса. Например, 
на производстве широко используют так называемые сетевые 
графики — графы, имеющие сетевую структуру; их вершинами 
служат выполняемые производственные операции, а ребра ука-
зывают, какие операции не могут начаться, пока не окончатся 
предыдущие. Здесь же некоторым образом (например, с помо-
щью задания длин или весов ребер) изображается длительность 
выполнения операций, что и позволяет находить на графе «кри-
тические» пути, т. е. последовательности операций, от которых 
главным образом зависит ритмичность всей работы.
12.4. Типы динамических моделей
При математическом моделировании некоторого процесса 
его конкретная реализация описывается в виде соответствия 
между элементами множества Х возможных значений х и эле-
ментами упорядоченного множества Т моментов времени t, т. е. 
в виде отображения Т → X: x (t) О ХТ, t О Т. С помощью этих по-
нятий можно строить математические модели систем.
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Рис. 20. Динамическая модель черного ящика:  
задание процессов на входах и выходах системы
Рассматривая выход y(t) системы (это может быть вектор) 
как ее реакцию на управляемые u(t) и неуправляемые v(t) вхо-
ды x(t) = {u(t), v(t)} (рис. 19), можно модель черного ящика вы-
разить как совокупность двух процессов: XТ = {x(t)} и YТ = {y(t)}, 
t О Т. Если даже считать y(t) результатом некоторого преобра-
зования Ф процесса x(t), т. е. y(t) = Ф(x(t)), то модель черного 
ящика предполагает, что это преобразование неизвестно. 
В том же случае, когда мы имеем дело с «белым ящиком», со-
ответствие между входом и выходом можно описать тем или 
иным способом.
Например, иногда бывает известно, что система мгновенно 
преобразует вход в выход, т. е. что y(t) является функцией толь-
ко x(t) в тот же момент времени. Остается задать или найти эту 
функцию. На практике чаще всего известна лишь безынерци-
онность системы и требуется, наблюдая входы и выходы, вос-
становить неизвестную функцию у = Ф(х).
Однако класс систем, которые можно считать безынерцион-
ными, весьма узок. Необходимо строить математические моде-
ли систем, выход которых определяется не только значением 
входа в данный момент времени, но и теми значениями, кото-
рые были на входе в предыдущие моменты. Более того, в самой 
системе с течением времени как под влиянием входных воздей-
ствий, так и независимо от них могут происходить изменения, 
что также следует отразить в модели.
Но при всем невообразимом многообразии реальных систем 
принципиально различных типов моделей систем очень немно-
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го: модель типа «черный ящик», модель состава, модель струк-
туры, а также их разумные сочетания и, прежде всего, объеди-
нение всех трех моделей, т. е. структурная схема системы. Это 
относится как к статическим моделям, отображающим фикси-
рованное состояние системы (рис. 19, а), так и к динамическим 
моделям, отображающим характер временных процессов, ко-
торые происходят с системой (рис. 19, б). Рис. 19 иллюстриру-
ет общность типов статических и динамических моделей. Мож-
но сказать, что структурная схема («белый ящик») получается 
как результат «суммирования» моделей черного ящика, соста-
ва и структуры системы.
Все указанные типы моделей являются формальными, отно-
сящимися к любым системам и, следовательно, не относящи-
мися ни к одной конкретной системе. Чтобы получить модель 
заданной системы, нужно придать формальной модели кон-
кретное содержание, т. е. решить, какие аспекты реальной си-
стемы включать как элементы модели избранного типа, а ка-
кие — нет, считая их несущественными.
Главной является задача создания полной модели:
·	 необходимо стремиться учесть все существенные факто-
ры, влияющие на рассматриваемое явление; поскольку та-
кая существенность не всегда очевидна, лучше включить 
в модель несущественный элемент, чем не включить су-
щественный;
·	 одним из необходимых признаков полноты модели явля-
ется наличие в ней противоречивых элементов; напри-
мер, при перечислении выходов надо включать в перечень 
не только желательные целевые выходы (связи, продук-
цию и т. п.), но и нежелательные (отходы, брак и т. п.);
·	 в реальности всегда есть неизвестные факторы; чтобы 
не упустить из виду возможность чего-то существенно-
го, но пока неизвестного, рекомендуется включать в мо-
дель неявные «запасные», неконкретные элементы (типа 
«все остальное», «что-то еще») и на различных стадиях 
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системного анализа обращаться к этим элементам, что-
бы дополнить модель еще одним явным элементом.
Черный ящик Состав Структура
Структурная схема
а)
Черный ящик Состав Структура
Структурная схема
Вход: Начальное 
состояние
Выход: Конечное
(желаемое) 
состояние
Перечень действий, 
необходимых для 
перехода от начального 
состояния в конечное
Последовательность 
действий и 
продолжительность 
каждого действия
Сетевой график всего процесса
б)
Рис. 21. Типы моделей:
а) статический вариант; б) динамический вариант
Контрольные вопросы
1. Сформулируйте второе определение системы. Охаракте-
ризуйте структурную схему как объединение моделей.
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2. Как применяется теория графов при построении моделей 
систем?
3.  Какие модели систем называют динамическими?
4. Как осуществляется отображение динамики системы?
5. Опишите два типа динамики: функционирование и раз-
витие.
6. Какие типы динамических моделей существуют?
7. Сопоставьте типы формальных моделей: статический ва-
риант и динамический вариант.
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Имитационные модели
К имитационному моделированию приходится прибе-гать, когда моделируемый объект описывается такой большой и громоздкой моделью, которая вручную 
практически решена быть не может. Например, при модели-
ровании таких крупных экологических объектов, как Черное 
море, модель содержит сотни тысяч функциональных зависи-
мостей, вероятностных описаний, условий и предположений. 
Не менее громоздкие модели получаются и при попытках как 
можно более полно и точно смоделировать функционирование 
крупного объекта экономики: большого предприятия, муници-
пального образования, региона, экономики страны.
В основе имитационного моделирования заложена идея чер-
ного ящика. Имитационная модель представляет собой набор 
взаимосвязанных черных ящиков.
Имитационные модели могут быть натурными и компью‑
терными. Натурные модели имитируют реальный объект 
в уменьшенном или увеличенном масштабе. Например, в авиа- 
и автомобилестроении уменьшенные модели создаваемых кон-
струкций продуваются в аэродинамических трубах. Компьютер-
ные имитационные модели создаются и реализуются с помощью 
вычислительной техники. Компьютерная имитационная модель 
представляет собой комплекс программ для ЭВМ.
Реально это воплощается в виде большого программного 
комплекса, где программные модули имитируют функциони-
рование выделенных элементов системы и отношения между 
этими элементами.
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На вход модели подаются воздействия, имитирующие вли-
яние окружающей среды па реальную систему. Наблюдает-
ся и фиксируемся поведение, как отдельных элементов, так 
и всей системы в целом. В нашей стране в 1970-е гг. акаде-
мик Н. Н. Моисеев создал имитационную модель ядерной во-
йны двух сверхдержав. Выводы, полученные на этой модели, 
оказали серьезное влияние на всю международную полити-
ку. Модель «предсказала», что итогом такой войны будет ядер-
ная зима, в которую наша планета впадет на многие годы, если 
не навсегда.
Построение имитационной модели значительно сложнее 
по сравнению с математической моделью, а ее реализация тре-
бует наличия мощной ЭВМ.
На некоторых тактах работы алгоритма имитационной мо-
дели используются параметры, выбираемые ЛПР*, — управля-
ющие воздействия. Выбор управляющих воздействий осущест-
вляется из некоторого множества и обычно имеет критерий 
качества этого выбора — целевую функцию. Перед тем как вво-
дить управляющие воздействия в имитационной модели, реша-
ется оптимизационная задача. Имитация позволяет моделиро-
вать отклик системы на оптимальные управления ею.
Если множество управляющих воздействий не слишком бо-
гато, то все они с какой-то степенью точности могут быть пе-
репробованы в имитационной системе. Результат имитации 
в этом случае позволяет провести оценку управляющих воз-
действий — отобрать заведомо плохие, ранжировать по каче-
ству оставшиеся и т. п. Имитационная система здесь выступа-
ет в качестве лаборатории, в которой анализируются некоторые 
технологии: часть бракуется, часть остается для дальнейшего 
использования.
* ЛПР — лицо, принимающее решение.
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Модель управления водохранилищем
Водные системы используются для орошения, производства 
электроэнергии, водоснабжения, коммерческого рыболовства, 
как место для отдыха и т. д. С таким разнообразным характером 
эксплуатации ресурсов всегда связано столкновение различных 
интересов, что в свою очередь приводит к необходимости срав-
нения между собой разных стратегий управления.
Мы рассмотрим более простую задачу — управления водо-
хранилищем, т. е. накопления определенного запаса пресной 
воды и такого управления этим запасом, чтобы наилучшим об-
разом удовлетворялись потребности в пресной воде. Выберем 
также некоторый период времени, для которого будем решать 
задачу управления, пусть это будет 5 лет.
Итак, нас интересует величина Х t — запас воды в водохрани-
лище в момент времени t и ее изменение с течением времени.
Выделим природные факторы, которые оказывают влияние 
на величину Х t:
·	 приток по реке, на которой построено водохранилище, 
обозначим его через R t;
·	 пополнение запаса воды за счет боковой приточно-
сти — B t;
·	 выпадение осадков на поверхность водохранилища — O t;
·	 испарение воды с поверхности водохранилища — I t;
·	 фильтрация воды в нижнем створе водохранилища — F t.
Помимо этого есть и факторы антропогенного происхожде‑
ния, из которых для простоты выделим два:
· вода расходуется на нужды сельского хозяйства — S t 
и коммунальное водоснабжение — K t;
· часть воды пропускается через плотину дальше 
по реке — Р t.
Естественно предполагать, что запас воды в водохранилище 
не должен становиться меньше некоторой минимальной вели-
чины Хmin, но и не должен превышать объем водохранилища V:
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 Хmin ≤ Хt ≤ V. (13.1)
Схематически динамику запаса воды в водохранилище мож-
но представить следующим образом (рис. 22).
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Рис. 22. Схема процессов, определяющих запас воды в водохранилище
Следующий вопрос, который необходимо решить, касается 
характера изменений этих факторов во времени. Пусть имеют-
ся ряды наблюдений среднегодовых величин стока (выше водо-
хранилища), осадков в районе водохранилища и боковой при-
точности за предыдущие 20 лет.
Возможны два способа представления величин O t, R t, B t 
и прогнозирования их значений на 5 лет — детерминирован-
ный и вероятностно-статистический.
1. Можно считать, что величины O t, R t, B t детерминирова‑
ны, и законы их изменения в течение года определять по име-
ющимся данным в течение 20 лет. В этом случае в каждый мо-
мент времени на протяжении всех 5 лет значения величин O t, 
R t, B t будут равны среднему значению этих величин за 20 лет 
в соответствующие моменты времени, т. е. их можно положить 
равными средним значениям за 20 лет:
 R T R Rt t t( ) = = ( )
=
е120 1
20
t
t
,  (13.2)
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 В T В Вt t t( ) = = ( )
=
е120 1
20
t
t
,  (13.3)
 О T О Оt t t( ) = = ( )
=
е120 1
20
t
t
,  (13.4)
где Т = 1, 2, 3, 4, 5.
2. В рамках вероятностно-статистического подхода предпо-
лагается, что процессы формирования речного стока, боковой 
приточности и осадков носят случайный характер. Тогда для их 
исследования необходимо применить статистические методы. 
В качестве иллюстрации приведем два из них.
2.1. По известным рядам наблюдений построить функции 
распределения случайных величин O t, R t, B t, а затем по най-
денным законам распределения в течение 5 лет задавать слу-
чайным образом значения соответствующих величин (здесь ре-
шается задача генерирования случайных чисел).
2.2. По известным рядам наблюдений построить функции:
 R T f T Ut R Rt t( ) = ( ) + ,  (13.5)
 B T f T Ut B Bt t( ) = ( ) + ,  (13.6)
 О T f T Ut О Оt t( ) = ( ) + ,  (13.7)
где fRt, fВt, fОt — детерминированные, или систематические, со-
ставляющие речного стока, боковой приточности и осадков, 
зависящие от времени Т, а URt, UВt, UОt — случайные состав-
ляющие, не зависящие от времени Т. Здесь детерминирован-
ные составляющие — это нормы стоков, боковой приточности 
и климатическая норма осадков, которые можно считать либо 
средними за 20 лет значениями, либо определять, решая зада-
чу минимизации функционала:
 F f f
tT
= -( ) ®( ) ( )
=
е t j t
t 1
2
min, (13.8)
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где fφ(τ) — фактическая траектория изменений соответствующей 
величины за прошедший период времени.
Решение этой оптимизационной задачи f
t
t( ) будет задавать 
последова-тельность значений детерминированной составля-
ющей в течение года.
Для переменных O t, R t, B t можно предположить, что вели-
чины URt, UВt, UОt распределены равномерно. Прогнозные зна-
чения этих величин будут получены генерированием равно-
мерно распределенных случайных чисел на заданном отрезке.
Перейдем к рассмотрению процессов расходования воды. 
Один из них — испарение. В отличие от O t, R t, B t испарение 
воды с поверхности водохранилища не измеряется, и динамику 
этой величины нельзя определить описанными методами, по-
скольку отсутствуют ряды наблюдений. Однако известно, что 
величина испарения воды с зеркала водохранилища U t зависит 
от некоторых факторов: температуры воды и воздуха, дефицита 
влажности воздуха, скорости ветра и т. п. А для этих факторов 
имеются 20-летние ряды наблюдений. Очевидно, что для опре-
деления величины U t достаточно выявить эту зависимость. Для 
простоты выделим один наиболее существенный фактор — де-
фицит влажности D t — и будем считать, что величина U t прямо 
пропорциональна дефициту влажности воздуха, т. е.
 U t = αD t, (13.9)
где α — эмпирический коэффициент пропорциональности.
Величину D t, так же как и осадки, можно моделировать с по-
мощью описанных выше методов. Используя соотношение (13.9), 
по найденным величинам D t можно вычислять величины U t.
Величина F t (объем воды, профильтровавшейся в нижнем 
створе водохранилища в момент времени t) тоже не измеря-
ется. Предположим, что величина F t пропорциональна объе-
му воды в водохранилище и зависит от типа грунтов, его под-
стилающих, т. е.
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 F t = kD t,  (13.10)
где k — коэффициент пропорциональности, соответствующий 
определенному типу грунта.
Расход воды через плотину Р t — величина регулируемая, т. е. 
она задается в каждый момент времени в зависимости от запа-
са воды в водохранилище. Для простоты требуется, чтобы она 
удовлетворяла условиям
 Р
Х V
X V Х V
t
t
t t
=
Ј
-( ) >
м
н
п
оп
0 для 
для 
,
.
  (13.11)
Величины потребления S t, K t также являются управляемы-
ми и формируются в зависимости от объема воды в водохрани-
лище и запросов на воду со стороны потребителей.
Итак, после рассмотрения всех процессов формирования 
воды в водохранилище можно записать закон сохранения мас-
сы воды:
 Х t+∆t = Х t + Пt — Y t,   (13.12)
 П t = Rt + O t + B t,  (13.13)
 Y t = U t+ F t+ Р t+ Z t,  (13.14)
 Z t = S t + K t.  (13.15)
Эти уравнения часто называют уравнениями баланса. Зада-
вая условия накопления и расходования воды и решая уравне-
ния водного баланса, можно получить ответ на поставленный 
вопрос: чему равен запас воды в водохранилище в каждый мо-
мент времени. Делать это вручную можно лишь для очень ма-
лого числа вариантов поступления и расходования воды, а так-
же для малого числа моментов времени. Если же иметь в виду 
анализ большого числа вариантов в течение большого проме-
жутка времени, то необходим программный комплекс, который 
позволит проводить расчеты на ЭВМ в автоматическом режи-
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ме. Этот комплекс и будет представлять собой имитационную 
модель водохранилища. Блок-схема соответствующего расче-
та на ЭВМ приведена на рис. 23.
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Рис. 23. Блок-схема расчета водного баланса на ЭВМ
Первые три блока в специальных комментариях не нужда-
ются. Блок «внешние факторы» с шагом в один месяц про-
гнозирует значения внешних факторов по заданным времен-
ным рядам. Следующий блок, используя прогнозные значения 
внешних факторов, осуществляет вычисление количества воды, 
испарившейся и профильтровавшейся из водохранилища. Блок 
«Водный баланс I» вычисляет запас воды, который был бы в во-
дохранилище в отсутствие промышленно-потребительских фак-
торов использования воды.
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Блок «Допустимые стратегии» оценивает количество воды, 
потребляемой в течение месяца сельским хозяйством и комму-
нальным водоснабжением. В блоке «Водный баланс II» прово-
дится соответствующая корреляция количества воды в водохра-
нилище с учетом антропогенного фактора. Варьируя количество 
воды, потребляемой водопользователями, можно путем числен-
ных экспериментов составить прогноз водопользования и на его 
основе осуществлять выбор стратегии на практике.
Контрольные вопросы
1. В чем различие компьютерных и натурных имитацион-
ных моделей?
2. Опишите имитационную модель водохранилища.
3. Какие процессы определяют запас воды в водохрани-
лище?
4. Назовите два способа представления величин речного 
стока, боковой приточности и осадков, влияющих на за-
пас воды в водохранилище.
5. Как определяется величина объема воды, профильтро-
вавшейся в нижнем створе водохранилища?
6. От чего зависит испарение воды с поверхности водохра-
нилища?
7. Как формируются величины потребления воды?
8. Запишите балансовые уравнения, определяющие закон 
сохранения массы воды.
9. Начертите блок-схему расчета водного баланса на ЭВМ.
118
 
Глава 14.  
Современное понятие измерений. 
Измерительные шкалы
И змерение — это набор алгоритмических операций, ко-торые данному наблюдаемому состоянию объекта, процесса, явления ставят в соответствие определен-
ное обозначение: число, номер или символ. Это соответствие 
обусловлено тем, что результаты измерений содержат инфор-
мацию о наблюдаемом объекте. Нужная информация получа-
ется из результатов измерений с помощью обработки экспери-
ментальных данных.
Степень соответствия между состояниями и их обозначения-
ми зависит не только от организации измерений, но и от природы 
измеряемой величины. Кроме того, степень соответствия опре-
деляет допустимые и недопустимые способы обработки данных.
Современное понятие измерений шире традиционного, 
предусматривающего лишь количественные и однозначные 
измерения, и предполагает следующее.
1. Измерения могут носить качественный, а не только коли‑
чественный характер. Есть наблюдаемые явления, не измеряе-
мые числовой мерой, например вкус пищи, перспективность. 
Результаты измерения таких явлений можно фиксировать в ка-
чественных шкалах, учитывать их в моделях и получать вполне 
обоснованные выводы.
2. Измерение может не снимать неопределенность измеря-
емой величины, если она имеет расплывчатую природу. Рас-
плывчатость некоторых наблюдений также признана их неотъ-
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емлемым свойством, которому придана строгая математическая 
форма. Разработан формальный аппарат работы с такими на-
блюдениями.
3. Измерение обычно сопровождается неизбежными погреш-
ностями. Они являются не чем-то побочным, чуждым для изме-
рений (сторонние помехи, результат небрежности или ошибок 
экспериментатора), но естественным и неотъемлемым свойством 
самого процесса измерения, например неустранимые собствен-
ные шумы измерительной аппаратуры, неразличимость для на-
блюдателя соседних значений измеряемой величины.
4. Интересующая величина часто не наблюдаема и поддает-
ся лишь косвенным измерениям. Для таких случаев также раз-
работан формальный аппарат, позволяющий по измеряемым 
параметрам определять значения не наблюдаемых непосред-
ственно величин, например метод факторного анализа.
Рассмотрим такие объекты, про любые два состояния ко-
торых можно сказать, различимы они или нет, и только такие 
алгоритмы измерения, которые различным состояниям ставят 
в соответствие разные обозначения, а неразличимым состояни-
ям — одинаковые. Это означает, что как состояния объекта, так 
и обозначения удовлетворяют следующим аксиомам тождества:
1. Либо А = В, либо А ≠ В.
2. Если А = В, то и В = А.
3. Если А = В и А = С, то В = С.
Здесь символ «=» означает эквивалентность состояний объ-
екта, а в том случае, когда А и В числа, он означает равенство.
14.1. Шкалы наименований
Если число различимых состояний объекта конечно, то из-
мерение состоит в том, что каждому такому состоянию ставит-
ся в соответствие обозначение, отличное от обозначений других 
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классов. Теперь измерение будет состоять в том, чтобы, проведя 
эксперимент над объектом, определить принадлежность резуль-
тата к тому или иному классу и записать это с помощью симво-
ла, обозначающего данный класс. Такое измерение называется 
измерением в шкале наименований (номинальной, классифика-
ционной). Указанное множество обозначений и образует шкалу.
Шкала наименований используется в тех случаях, когда из-
меряются дискретные по своей природе явления (например, 
различные объекты). Для обозначения классов могут быть ис-
пользованы как слова естественного языка (например, гео-
графические названия, собственные имена людей, названия 
политических партий и т. д.), произвольные символы (гербы 
и флаги государств, эмблемы родов войск, всевозможные ло-
готипы и т. д.), номера (регистрационные номера автомобилей, 
номера на майках спортсменов), так и их различные комбина-
ции (например, почтовые адреса, экслибрисы личных библио-
тек, печати и пр.). Все эти обозначения эквивалентны простой 
нумерации (в некоторых странах человек при рождении по-
лучает номер, под которым он фигурирует в государственных 
информационных системах всю жизнь), но на практике часто 
предпочитают другие обозначения.
Поскольку присваиваемое классу объектов обозначение 
в принципе произвольно (хотя и однозначно), эту свободу в вы-
боре можно использовать для удобства. Так, при большом и/или 
нефиксированном числе классов их конкретизация упрощается 
и облегчается, если обозначения вводятся иерархически. При-
мером могут служить почтовые адреса: страна — территориаль-
ная административная единица (республика, штат, область) — 
населенный пункт — улица — дом — квартира — адресат. Другой 
пример — автомобильные номера: в их символике есть обозна-
чение как территории, так и принадлежности машины (госу-
дарственная или личная).
Необходимость классификации возникает и в тех случаях, 
когда классифицируемые состояния образуют непрерывное 
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множество. Задача сводится к предыдущей, если все множе-
ство разбить на конечное число подмножеств, искусственно 
образуя тем самым классы эквивалентности. Теперь принад-
лежность состояния к какому-либо классу снова можно реги-
стрировать в шкале наименований.
Однако условность введенных классов рано или поздно про-
явится на практике. Например, возникают трудности точного 
перевода с одного языка на другой при описании цветовых от-
тенков: в английском языке голубой, лазоревый и синий цве-
та не различаются.
Аналогичная ситуация имеет место в профессиональных 
языках. Например, названия болезней также образуют шкалу 
наименований. Психиатр, ставя больному диагноз «шизофре-
ния», «маниакальная депрессия» или «психоневроз», использу-
ет номинальную шкалу; и все же иногда врачи не зря говорят, 
что «нужно лечить больного, а не болезнь»: название болезни 
лишь обозначает класс, внутри которого на самом деле имеют-
ся различия, так как эквивалентность внутри класса носит ус-
ловный характер.
Перейдем теперь к вопросу о допустимых операциях над дан-
ными, выраженными в номинальной шкале. Подчеркнем еще 
раз, что обозначения классов — это только символы, даже если 
для этого использованы номера. Номера лишь внешне выглядят 
как числа, но на самом деле числами не являются. Если у од-
ного спортсмена на спине номер 2, а другого — 4, то никаких 
других выводов, кроме того, что это разные участники, делать 
нельзя: так, нельзя сказать, что второй «в два раза лучше». С но‑
мерами нельзя обращаться как с числами, за исключением опре-
деления их равенства или неравенства: только эти отношения 
определены между элементами номинальной шкалы (см. при-
веденные выше аксиомы 1–3).
На множестве значений шкалы наименований некоррек-
тны математические операции, за исключением определения 
их равенства или неравенства, то есть определения количества 
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эквивалентных объектов во множестве или относительной ча-
стоты их появления.
Поэтому при обработке экспериментальных данных, зафик-
сированных в номинальной шкале, непосредственно с самими 
данными можно выполнять только операцию проверки их со-
впадения или несовпадения. Изобразим эту операцию с помо-
щью символа Кронекера: δij = {1: xi = xj; 0; xi ≠ xj}, где xi, xj — за-
писи разных измерений.
С результатами этой операции можно выполнять более слож-
ные преобразования: считать количества совпадений (напри-
мер, число наблюдений k-го класса равно nk kj
j
n
=
=
еd
1
, п — общее 
число наблюдений), вычислять относительные частоты клас-
сов (например, частота k-го класса есть рk = пk/п), сравнивать 
эти частоты между собой (находя, например, моду — номер наи-
более часто встречающегося класса k р
k
kmax argmax= ), совершать 
различные статистические процедуры, следя, однако, чтобы 
в этих процедурах с исходными данными не выполнялось ниче-
го, кроме операции проверки их на совпадение.
14.2. Порядковые шкалы
Следующей по «силе» является порядковая шкала (ранго-
вая). Этот класс шкал появляется, если, кроме аксиом 1–3, со-
стояния объекта и их обозначения удовлетворяют следующим 
аксиомам упорядоченности:
4. Если А > В, то В < А.
5. Если А > В и В > С, то А > С.
Здесь символ «>» означает «предпочтительнее». Введение 
этих аксиом позволяет получить шкалу простого порядка. При-
мерами применения такой шкалы являются: нумерация очеред-
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ности, воинские звания, призовые места в конкурсе, классы ус-
ловий труда, классы опасности вредных веществ.
Иногда оказывается, что не каждую пару состояний можно 
упорядочить по предпочтению, некоторые пары считаются рав-
ными. В таком случае аксиомы 4–5 видоизменяются:
4ў. Либо А > В, либо А < В.
5ў. Если А ≥ С и В ≥ С, то А ≥ С.
Шкала, соответствующая аксиомам 4ў–5ў, называется шка-
лой слабого порядка. Примером шкалы слабого порядка может 
быть шкала родства с конкретным лицом (мать = отец > сын = 
дочь, дядя = тетя < брат = сестра).
Если имеются пары классов, не cравнимые между собой, 
то есть ни А ≥ В, ни В ≥ А, то говорят о шкале частичного по-
рядка. Шкалы частичного порядка часто возникают в реальной 
жизни, например покупатель часто не в состоянии выбрать один 
из двух разнородных товаров.
Особенность порядковых шкал — это то, что отношение по-
рядка ничего не говорит о дистанции между сравниваемыми 
классами. Поэтому порядковые экспериментальные данные, 
даже если они изображены цифрами, нельзя рассматривать как 
числа, над ними нельзя выполнять действия, приводящие к та-
кому преобразованию шкалы, которое нарушает их порядок.
Примеров использования порядковых шкал в человече-
ской деятельности довольно много: шкала твердости минера-
лов по Моосу, шкала силы ветра по Бофорту, шкала землетря-
сений по Рихтеру, балльная система оценки знаний студентов.
14.3. Модифицированные порядковые шкалы
Опыт работы с сильными числовыми шкалами и желание 
уменьшить относительность порядковых шкал побуждают ис-
следователей к различным модификациям, придающим поряд-
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ковым шкалам некоторое усиление. К тому же многие изме-
ряемые в порядковых (дискретных) шкалах величины имеют 
непрерывный характер: сила ветра или землетрясения, твер-
дость вещества, глубина и прочность знаний, овладение навы-
ками и т. п. Сама возможность введения между любыми двумя 
шкальными значениями третьего способствует тому, чтобы по-
пытаться усилить шкалу.
Все это вместе взятое привело к появлению и использованию 
на практике ряда порядковых шкал, но не в таком «строгом смыс-
ле», как те, о которых мы говорили выше. При этом иногда с по-
лученными данными начинают обращаться как с числами, даже 
если произведенная модификация не выводит шкалу из класса 
порядковых. Это сопряжено с ошибками и неправильными ре-
шениями. Рассмотрим некоторые из известных модификаций.
Шкала твердости по Моосу. Из двух минералов тверже тот, 
который оставляет на другом царапины или вмятины при доста-
точно сильном соприкосновении. Отношение «А тверже В» — 
типичное отношение порядка. В 1811 г. немецкий минеролог 
Ф. Моос предложил установить стандартную шкалу твердости, 
постулируя только десять ее градаций. За эталоны приняты сле-
дующие минералы с возрастающей твердостью: 1 — тальк, 2 — 
гипс, 3 — кальций, 4 — флюорит, 5 — апатит, 6 — ортоклаз, 
7 — кварц, 8 — топаз, 9 — корунд, 10 — алмаз. Шкала Мооса 
устанавливает искусственно слабый порядок, так как промежу-
точных единиц градаций твердости эта шкала не имеет. Града-
ции твердости все равно не носят числового характера: нельзя 
говорить что алмаз в два раза тверже апатита, или что разница 
в твердостях флюорита и гипса такая же, как у корунда и квар-
ца; измерения твердости методом царапания не дают основа-
ний для оправдания таких утверждений.
Шкала силы ветра по Бофорту. В 1806 г. английский гидро-
граф и картограф адмирал Ф. Бофорт предложил балльную шка-
лу силы ветра, определяя ее по характеру волнения моря: 0 — 
штиль (безветрие), 4 — умеренный ветер, 6 — сильный ветер, 
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10 — шторм (буря), 12 — ураган. Кроме штиля, градации силы 
ветра имеют условный, качественный характер.
Шкала магнитуд землетрясений по Рихтеру. В 1935 г. амери-
канский сейсмолог Ч. Рихтер предложил 12-балльную шкалу 
для оценки энергии сейсмических волн в зависимости от по-
следствий прохождения их по данной территории. Затем он раз-
вил метод оценки силы землетрясения в эпицентре по его маг-
нитуде на поверхности земли и глубине очага.
Балльные шкалы оценки знаний учащихся. Слушая ответы уча-
щихся или сравнивая их письменные работы, опытный препо-
даватель может обнаружить разницу между ними и установить, 
чьи ответы лучше; это типичное отношение порядка. Методом 
сравнения можно определить, кто в классе лучше других зна-
ет данный предмет; сложнее, но иногда возможно (это зависит 
от состава класса) определить лучшего ученика в классе. Срав-
нение старшеклассника с младшеклассником по степени овла-
дения знаниями некорректно.
Потребность общества в официальном определении сте-
пени квалифицированности проходящих обучение, незави-
симо от того, где, когда и как они получают образование, спо-
собствовала введению общепринятых шкал для оценивания 
знаний учащихся в виде баллов (такие шкалы введены повсе-
местно). Все испытывают, в том числе и на собственном опыте, 
неточность, приблизительность этой шкалы. Одна из попыток 
«улучшить» шкалу баллов состоит в увеличении числа града-
ций. В наших школах принята 5-балльная, в вузах — 2-балль-
ная (для зачетов) и 4-балльная (для экзаменов) системы оценок, 
в некоторых европейских странах — 10-балльная, а в англоя-
зычных странах — 100-балльная система. Это не спасает по-
ложения, и преподаватели неофициально («для себя») вводят 
дополнительные градации — присоединяют к баллам плюсы, 
минусы, точки. Примечательно, что и при 100-балльной шкале 
некоторые преподаватели используют дробные баллы. Все это 
происходит потому, что не существует абсолютного стандар-
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та, единого для всех людей, и знания могут оцениваться только 
в порядковой шкале. Тем более важно понимать, что балльная 
шкала принадлежит к классу порядковых. Хотя зачастую даже 
в официальных вопросах, влияющих на судьбы людей, учиты-
вают среднеарифметический балл — величину, не имеющую 
смысла в порядковой шкале.
Некоторый оттенок объективности и количественности 
балльной шкале пытаются придать директивным определени-
ем того, каким требованиям должен удовлетворять учащийся, 
чтобы иметь право на тот или иной балл, т. е. введением неза-
висимых стандартов. Однако преподаватели неизбежно по-
разному понимают и выполняют инструкции, и оценки все рав-
но получаются относительными: известно, что уровень знаний 
отличников разных школ или вузов заметно различается. Имен-
но поэтому в ответственных случаях устраивают не конкурсы 
документов об успеваемости, а конкурсы самих претендентов, 
т. е. возвращаются к порядковому измерению, непосредствен-
ному сравнению обладателей знаний.
14.4. Шкала интервалов
Если объективно равные интервалы некоторой величины из-
меряются равными отрезками шкалы, где бы они на ней ни рас-
полагались, то следствием равномерности шкал этого класса 
является независимость отношения двух интервалов от того, 
в какой из шкал они измерялись.
Если два интервала в одной шкале выражаются числами Δ1х 
и Δ2х, а при другом выборе нуля и единицы — числами Δ1y и Δ2у, 
а объективно это те же самые интервалы, то Δ1х/Δ2х = Δ1y/Δ2у. 
Отсюда следует, что введенные шкалы могут иметь произ-
вольные начала отсчета и единицы длины, а связь между по-
казаниями таких шкал является линейной, у = ах + b, а > 0, 
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–х < b < х. Построенные таким образом шкалы называются 
интервальными.
Примерами величин, которые по физической природе либо 
не имеют абсолютного нуля, либо допускают свободу выбора 
начала отсчета и поэтому измеряются в интервальных шкалах, 
являются температура, время и высота местности. Например, 
начало летоисчисления у христиан установлено от рождества 
Христова, у мусульман — на 622 г. позднее, от переезда Мухам-
меда в Медину. Высоту принято отсчитывать от уровня моря, 
и это привело, например, к тому, что большая часть террито-
рии Голландии имеет отрицательную высоту, так как располо-
жена ниже уровня моря.
В данной шкале только интервалы имеют смысл настоящих 
чисел и только над ними допустимо выполнять арифметиче-
ские операции. Иначе получаются бессмысленные результа-
ты. Например, если сказать, что температура воды увеличи-
лась в два раза при нагреве с 9 до 18 градусов по шкале Цельсия, 
то по шкале Фаренгейта температура изменится соответствен-
но с 37 до 42 градусов.
14.5. Шкалы отношений
Пусть наблюдаемые величины удовлетворяют не только ак-
сиомам 4 и 5, но и аксиомам аддитивности:
6. Если А = Р и В > 0, то А + В > Р.
7. А + В = В + А.
8. Если А = Р и В = М, то А + В = М + Р.
9. (А + В) + С = А + (В + С).
Это существенное усиление шкалы: измерения в такой шкале 
являются «полноправными» числами, с ними можно проводить 
любые арифметические действия, так как вычитание, умноже-
ние и деление — лишь частные случаи сложения. Веденная таким 
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образом шкала называется шкалой отношений. Этот класс шкал 
обладает следующей особенностью: отношение двух наблюдае-
мых величин не зависит от того, в какой из таких шкал произве-
дены измерения х1/х2 = у1/у2. Этому требованию удовлетворяет 
соотношение вида у = ах, а ≠ 0. Таким образом, величины, изме-
ряемые в шкале отношений, имеют естественный абсолютный 
нуль, хотя остается свобода в выборе единиц. Примерами вели-
чин, природа которых соответствует шкале отношений, являют-
ся длина, вес, электрическое сопротивление, деньги.
14.5. Абсолютная шкала
Шкала, которая имеет и абсолютный нуль, и абсолютную 
единицу, называется абсолютной шкалой. Важной особенностью 
абсолютной шкалы является отвлеченность (безразмерность) 
и абсолютность ее единицы. Указанная особенность позволяет 
производить над показаниями абсолютной шкалы такие опера-
ции, которые недопустимы для показаний других шкал: употре-
блять эти показания в качестве степени и показателя логарифма.
Числовая ось используется как измерительная шкала в яв-
ной форме при счете предметов и как вспомогательное сред-
ство присутствует во всех шкалах.
Измерительные шкалы
На-
звание 
шкалы
Определя-
ющие отно-
шения
Эквивалент-
ное преоб-
разование 
шкал
Допустимые 
операции 
над данными 
(первичная 
обработка)
Вторичная обра-
ботка данных 
Номи-
наль-
ная
Эквива-
лентность
Перестанов-
ки наимено-
ваний
Вычисление 
символа Кро-
некера δij
Вычисление от-
носительных ча-
стот и операции 
над ними
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14.5. Абсолютная шкала
На-
звание 
шкалы
Определя-
ющие отно-
шения
Эквивалент-
ное преоб-
разование 
шкал
Допустимые 
операции 
над данными 
(первичная 
обработка)
Вторичная обра-
ботка данных 
Поряд-
ковая
Эквива-
лентность; 
предпочте-
ние
Не изменя-
ющее по-
рядка (мо-
нотонное)
Вычисление 
δij и рангов Ri
Вычисление отно-
сительных частот 
и выборочных 
квантилей, опера-
ции над ними
Интер-
вальная
Эквива-
лентность; 
предпочте-
ние; сохра-
нение от-
ношения 
интервалов
Линейное 
преобразо-
вание
у = ах + b, 
а > 0, b О R
Вычисление 
δij, рангов Ri 
и интерва-
лов (разно-
стей между 
наблюдени-
ями)
Арифметические 
действия над ин-
тервалами
Цикли-
ческая
Эквивалент-
ность; пред-
почтение; 
сохранение 
отношения 
интервалов; 
периодич-
ность
Сдвиг
у = х + nb,
b = const,
n = 0, 1, 2, …
То же То же
Отно-
шений
Эквивалент-
ность; пред-
почтение; 
сохранение 
отношения 
интервалов; 
сохранение 
отношения 
двух значе-
ний
Растяжение
у = ах, а > 0
Все арифме-
тические опе-
рации
Любая подходя-
щая обработка
Абсо-
лютная
Эквивалент-
ность; пред-
почтение; 
сохранение 
отношения 
интервалов; 
сохранение 
отношения 
двух значе-
ний
Шкала уни-
кальна
Все арифме-
тические опе-
рации; ис-
пользование 
в качестве 
показателя 
степени, ос-
нования и ар-
гумента лога-
рифма
Любая необходи-
мая обработка
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Контрольные вопросы
1. Каковы особенности современного понятия измерений?
2. Опишите виды измерительных шкал:
·	 шкалы наименований;
·	 порядковые и модифицированные порядковые шкалы;
·	 шкалы интервалов;
·	 шкалы отношений;
·	 абсолютная шкала.
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Глава 15.  
Основные понятия расплывчатых множеств
На практике встречаются случаи, когда тождество или различие двух состояний и/или наблюдений нельзя утверждать с полной уверенностью. Это 
хорошо видно на примере шкал, в которых классы обознача-
ются конструкциями естественного языка. «В комнату вошел 
высокий молодой человек» — класс, к которому принадлежит 
человек, назван (т. е. измерение состоялось), но какого он ро-
ста и сколько ему лет? «В руках он держал тяжелый сверток» — 
какого веса была его ноша? Если разобраться, то почти каждое 
слово обозначает некоторое не вполне определенное множе-
ство. («Почти» — какой процент? «Наше» — чье именно? «Неко-
торое» — какое именно? «Не вполне» — насколько? «Опреде-
ленное» — каким образом? и т. д.) Это свойство естественного 
языка, полезное, но приводящее к затруднениям, когда нео-
пределенность мешает. Древние логики спорили о том, сколько 
песчинок должно быть собрано вместе, чтобы получилась куча 
песка; сегодня мы просто говорим, что слово «куча» — это лишь 
метка нечетко определенного множества. Спор о том, сколько 
песчинок в «куче», эквивалентен спору о том, в каком возрас-
те человек становится «старым» или сколько волосинок долж-
но остаться у него на голове, чтобы он был «лысым».
Эта неопределенность смысла языковых конструкций яв-
ляется одной из основных трудностей автоматизации анализа 
и синтеза речи, автоматического (и не только автоматическо-
го) перевода с одного языка на другой.
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В литературе по автоматизации перевода приводится рас-
сказ о кольцевой работе программ, переводящих с одного язы-
ка на другой: фраза «плоть слаба, а дух силен» после несколь-
ких переводов превратилась в «мясо тухлое, но водка крепкая».
Таким образом, можно ввести понятие лингвистической пере-
менной как переменной, значение которой расплывчато по сво-
ей природе, как метки размытого, расплывчатого множества* 
(термин пока не стандартизирован). Хотя теория размытых мно-
жеств, построенная Л. Задэ, хорошо иллюстрируется языко-
выми примерами и имеет полезные приложения, размытость 
оказывается свойством не только естественного языка. Напри-
мер, в математике применяются понятия «значительно больше» 
(символ >>) и «приблизительно равно» (символ ≈), являющие-
ся типично расплывчатыми.
Расплывчатость — это такое свойство явлений, при котором 
не выполняется соотношение эквивалентности: явление мо-
жет одновременно принадлежать данному классу и не принад-
лежать ему. Неопределенность такого типа описывается с по-
мощью функции принадлежности. Значение данной функции 
выражает степень уверенности, с которой мы относим дан-
ный объект к указанному классу. Сам класс в итоге становит-
ся неопределяемым однозначно и называется расплывчатым 
множеством.
Для каждого элемента х расплывчатого множества можно 
задать число μа(х), 0 ≤ μа(х) ≤ 1, выражающее степень принад-
лежности этого элемента к расплывчатому множеству А. Если 
μа(х) = 0, то элемент х определенно не принадлежит множе-
ству А, если μа(х) = 1, то определенно входит в него. Величи-
на μа(х), рассматриваемая как функция аргумента х, называет-
ся функцией принадлежности. Если μа(х) принимает значения 
только либо 0, либо 1, то множество А является нерасплывча-
тым. Характерным признаком расплывчатости множества яв-
ляется наличие хотя бы одного элемента х с функцией принад-
лежности, отличной от 0 и 1.
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Расплывчатое множество А в Х определяется как совокуп-
ность упорядоченных пар вида А = {х, μа(х)}, х О Х.
Пустое расплывчатое множество Ø определяется как такое, 
для которого μØ(х) = 0.
Равенство двух расплывчатых множеств А и В определяется 
следующим образом: (А = В) <=> (μа(х) = μв(х)) х О Х.
Существуют несколько подходов к определению μа(х):
1. Эвристический подход, когда субъект сам определяет, 
как он понимает степень принадлежности (например, числа n 
к множеству «несколько»).
2. Статистический подход, при котором μа(х) определяется 
усреднением функций, задаваемых разными экспертами.
3. Интервальное определение типа задания пессимистиче-
ской и оптимистической границ для функции μа(х).
Контрольные вопросы
1. Сформулируйте основные понятия расплывчатых мно-
жеств.
2. Что характеризует функция принадлежности? Как ее 
определить?
3. Постройте графики функций принадлежности чисел x О R+ 
к расплывчатым множествам «мало», «много», «несколько».
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Глава 16.  
Регистрация и обработка наблюдений
Результат любого наблюдения фиксируют, а затем об-рабатывают. Иногда эти операции практически совме-щены во времени, например при автоматизации экс-
перимента в реальном масштабе времени. В некоторых случаях 
(таких как научные исследования, системный анализ, контроль-
ная, ревизионная, следственная и другие виды административ-
ной деятельности) обработка экспериментальных данных яв-
ляется отдельным самостоятельным этапом, промежуточным 
между этапом получения информации (измерения) и этапом ее 
использования (принятия решений). В таких случаях исходной 
информацией для обработки являются протоколы наблюдений 
(матрицы данных, экспериментальные таблицы).
Характер самих протоколов наблюдений и методы их обра-
ботки зависят от того, какова модель, для уточнения которой 
ставится эксперимент: фактически обработка данных — это 
просто преобразование информации к виду, удобному для ис-
пользования.
16.1. Классификационные модели
Классификационные модели являются первичными форма-
ми знания. Узнавание окружающих предметов — характерный 
пример классификационных процессов в мыслительной дея-
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тельности человека (и животных). В науке познание начина-
ется с соотнесения изучаемого объекта с другими, выявления 
сходства и различия между ними.
Кластеризация — поиск «естественной» группировки объ-
ектов. Не заданы ни границы классов в пространстве призна-
ков, ни число классов. Требуется их определить, исходя из при-
знаков близости, похожести или различия описания объектов: 
Хi = (хi1, …, хin). Компоненты вектора Х0 — признаки кластера, 
значения которых подлежат определению.
Классификация (распознавание образов). Число классов за-
дано. Если также заданы границы между классами, то имеем 
априорную классификацию, если границы требуется найти, 
оценить по классифицированным примерам, то задача назы-
вается «распознавание образов по обучающей выборке». Це-
левой признак Х0 имеет значение в номинальной шкале (име-
на классов).
Упорядочение (ранжирование) объектов. Требуется установить 
отношения порядка между хi0, …, хN0 (или некоторой их частью) 
по определенному критерию предпочтения.
16.2. Уменьшение размерности модели
Классификационные модели учитывают множество предпо-
ложений, которые еще надо проверять. Сам список признаков X 
формируется эвристически, часто «с запасом», и оказывается 
довольно длинным, избыточным, содержащим дублирующие-
признаки. Поэтому одна из важных задач совершенствования 
классификационных моделей состоит в уменьшении размерно-
сти модели с помощью отбора наиболее информативных при-
знаков, «склеивания» нескольких признаков в один и т. п. Как 
следует из практики, информационные признаки могут ока-
заться различными для разных классов.
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Пример. Вернадский выделял девять интегральных биохи-
мических функций биосферы, и в том числе живого вещества: 
газовую, кислородную, окислительную, кальциевую, восстано-
вительную, концентрационную, функцию разрушения органи-
ческих соединений, функцию восстановительного разложения 
органических соединений и функцию метаболизма и дыхания 
организмов. С учетом данных современной науки некоторые 
из них можно объединить и рассмотреть пять основных функ-
ций живого вещества: энергетическую, газовую, концентраци-
онную, деструктивную и средообразующую.
16.3. Числовые модели
Числовые модели отличаются от классификационных тем, 
что: 1) целевые признаки х0 измеряются в числовых шкалах; 
2) числа х0 представляют собой функционалы или функции 
признаковых переменных (которые не обязательно все явля-
ются числовыми); 3) в них гораздо чаще учитываются связи пе-
ременных во времени. Поэтому и протоколы наблюдений мо-
гут не обязательно относиться к множеству объектов: модель 
можно уточнять и по экспериментам с одним объектом в раз-
ные моменты времени.
Числовые модели могут задавать связь между переменными 
как в параметризованной форме (т. е. в виде функции с конеч-
ным числом параметров), так и в непараметризованной форме 
(в виде функционала). Например, зависимость между входом 
х = {хi} и выходом у некоторой системы может задаваться в виде 
параметризованной линейной регрессии у = Σаixi + b либо 
в непараметризованной форме как функционал линии регрес-
сии y x y p y x dy( ) ( )= Чт у (х), где p y x( ) — неизвестная плотность 
условного распределения вероятностей. Приведем типичные 
задачи для числовых моделей.
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Косвенные измерения (оценка параметров). Требуется опре-
делить значение Х0 по заданному множеству {хij}. В отличие 
от классификации Х0 измеряется не в номинальной, а в циф‑
ровой шкале. Если {хij} определены до некоторого момента t0, 
а Х0 требуется оценить для t > t0, то задача называется прогно-
зированием. (Прогнозирование имеет смысл и в задаче класси-
фикации: например, ранняя диагностика заболевания.)
Поиск экстремума (планирование эксперимента). Считает-
ся, что имеется возможность пошагового измерения величин 
{хij (tk)}, tk = — t0 + kΔt, k = 0, 1, 2, … . Требуется изменить их так, 
чтобы в конце концов получить экстремальное значение целе-
вого признака х0.
16.4. Особенности протоколов наблюдений
Существуют особенности реальных протоколов наблюде-
ний, которые следует учитывать при их обработке.
Большая размерность. Во многих исследованиях число объек-
тов и число признаков велико, а учет времени приводит к боль-
шему увеличению блока данных. В настоящее время примене-
ние ПК существенно расширяет количественные возможности 
обработки данных, но «проклятие размерности» остается в силе.
Разнотипность данных. Разные признаки могут измеряться 
в различных шкалах. Многие алгоритмы построены для одно-
типных переменных, что вызывает необходимость приводить 
разнотипные данные к одной шкале. Ясно, что более правиль-
ной стратегией поведения является разработка алгоритмов, спе-
циально построенных так, чтобы имелась возможность обра-
батывать разнотипные данные, не внося в протокол никаких 
изменений, не связанных с экспериментом.
Пропущенные значения. Незаполненная ячейка в таблице 
данных — нередкий случай, особенно если наблюдения произ-
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водятся в естественных условиях. Исключить из таблицы стро-
ку и столбец, на пересечении которых находится пустая ячейка, 
не всегда приемлемо. Можно, используя избыточность табли-
цы, «восстановить» пропущенные значения, а затем обрабаты-
вать таблицу так, будто их и не было. Однако критерий «восста-
новления» и цель обработки должны быть согласованы, поэтому 
не может быть универсального способа «восстановления» про-
пусков. Более перспективным представляется конструирова-
ние алгоритмов обработки, позволяющее использовать табли-
цы с пробелами без их предварительного заполнения.
Зашумленность. Довольно часто измерение, занесенное 
в протокол, на самом деле отличается от измеряемого значе-
ния на некоторую случайную величину. Статистические свой-
ства этой добавочной величины — помехи — могут не зави-
сеть от измеряемой величины, и тогда говорят об аддитивном 
шуме. В противном случае имеет место неаддитивная или за-
висимая помеха. Все эти варианты должны по-разному учиты-
ваться при обработке.
Искажения, отклонения от предположений. Приступая к об-
работке протокола наблюдений, мы всегда исходим из опреде-
ленных предположений о природе величин, занесенных в про-
токол. Любой способ обработки дает результаты ожидаемого 
качества только в том случае, если данные отвечают определен-
ным предположениям. Далеко не всегда в ходе обработки дан-
ных обращают внимание на то, действительно ли данные от-
вечают предположениям, заложенным в алгоритм обработки. 
Например, данные могут выглядеть как неразмытые, но быть 
на самом деле расплывчатыми. Цифры в действительности мо-
гут быть символами, а мы можем считать, что они числа. Из-
меряемая величина может быть непрерывной, но в протоколе 
она неизбежно приводится с округлением, и это также являет-
ся искажением. Чтобы повысить качество выводов, получаемых 
при обработке данных, необходимо обеспечить соответствие 
свойств данных и алгоритмов, применяемых для обработки.
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В таблице (см. раздел 14.6) приведены основные сведения 
обо всех рассмотренных здесь измерительных шкалах. Можно 
сказать, что чем сильнее шкала, в которой производятся изме-
рения, тем больше сведений об изучаемом объекте, явлении, 
процессе дают измерения. Однако важно иметь в виду, что вы-
бор шкалы измерения должен ориентироваться на объективные 
отношения, которым подчинена наблюдаемая величина, и луч-
ше всего производить измерения в той шкале, которая макси-
мально согласована с этими отношениями. Можно измерять 
и в шкале более слабой, чем согласованная (это приведет к по-
тере части полезной информации), но применять более силь-
ную шкалу опасно: полученные данные на самом деле не бу-
дут иметь той силы, на которую ориентируется их обработка.
Аналогичная ситуация имеет место и после того, как прове-
дены измерения. У исследователя могут быть причины, побуж-
дающие его преобразовать протокол наблюдений, переведя их 
из одной шкалы в другую. Если при этом данные переводят-
ся в более слабую шкалу, то обычно исследователь отдает себе 
отчет в том, что в результате происходит некоторое ухудшение 
качества выводов. Иногда же исследователи усиливают шкалы; 
типичный случай — «оцифровка» качественных шкал: клас-
сам в номинальной или порядковой шкале присваиваются но-
мера, с которыми дальше работают как с числами. Если в этой 
обработке не выходят за пределы допустимых преобразований, 
то «оцифровка» — это просто перекодировка в более удобную 
(например, для ЭВМ) форму. Однако применение других опе-
раций сопряжено с ошибками, так как свойства, навязываемые 
подобным образом, на самом деле не имеют места.
Стоит упомянуть о еще одной особенности преобразований 
протоколов наблюдений: некоторые из преобразований могут 
ненамеренно изменить уровень шкалы. Например, в акустике 
и радиотехнике часто отношение мощностей сигналов пред-
ставляется в децибелах: N = 10 lg (P2/P1). Мощности P1 и Р2 из-
меряются в шкале отношений, следовательно, все необходи-
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мые операции допустимы. Но величина N принадлежит шкале 
интервалов, что следует учитывать при дальнейшем опериро-
вании с нею (например, нельзя говорить, что мощность данно-
го сигнала равна такому-то количеству децибел, и не указать, 
в сравнении с чем).
16.5. Классификация моделей систем  
по типу переменных
На рис. 24 приведена трехуровневая классификация систем 
по типу входных (X), выходных (Y) и внутренних (Z) (если опи-
сание ведется не на уровне черного ящика) переменных.
 
 
 
 
 
 
 
 
Системы 
С количественным  
описанием переменных 
С качественным  
описанием переменных 
Со смешанным  
описанием переменных  
содержательное  
описание 
формализованное 
описание 
смешанное описание 
дискретные 
непрерывные 
смешанные детерминированные 
стохастические 
расплывчатые 
смешанные 
Рис. 24. Классификация моделей систем по описанию переменных
Принципиально разных подходов требуют переменные, опи-
сываемые качественно и количественно, что и дает основание 
для первого уровня классификации. Для полноты введен тре-
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тий класс, к нему отнесены системы, у которых часть пере-
менных носит качественный характер, а остальные являются 
количественными. На следующем уровне классификации си-
стем с качественными переменными различаются случаи, ког-
да описание ведется средствами естественного языка, и случаи, 
допускающие более глубокую формализацию. Второй уровень 
классификации систем с количественными переменными вы-
зван различиями в методах дискретной и непрерывной мате-
матики, что и отражено в названиях вводимых классов; пред-
усмотрен и случай, когда система имеет как непрерывные, так 
и дискретные переменные. Для систем со смешанным количе-
ственно-качественным описанием переменных второй уровень 
является объединением классов первых двух ветвей и на ри-
сунке не приводится. Третий уровень классификации одина-
ков для всех классов второго уровня и изображен только для 
одного из них.
Контрольные вопросы
1. В чем заключается регистрация и обработка наблюдений?
2. Назовите виды классификационных моделей.
3. Какие способы уменьшения размерности модели суще-
ствуют?
4. Какие модели называются числовыми?
5. Каковы особенности протоколов наблюдений и как их 
учитывать?
6. Дайте классификацию моделей систем по типу переменных.
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Глава 17.  
Информация
17.1. Понятие информации
Понятие «информация» можно определить как сово-купность сведений, определяющих меру наших зна-ний о некоторых событиях и явлениях. Такое опреде-
ление подчеркивает многообразное содержание информации, 
которая сопутствует всем физическим, экономическим и со-
циальным явлениям.
Информация — это данные, используемые потребителем для 
решения определенной задачи и уменьшающие неопределен-
ность, свойственную условию задачи. Если данные заранее из-
вестны получателю, они вообще не представляют собой ин-
формации.
Пониманию того, что же такое информация и какую роль 
она играет в искусственных и естественных системах, способ-
ствовала совокупность знаний, полученных разными науками: 
биологией, философией, кибернетикой, теорией связи и т. д. 
Изначальный смысл слова «информация» (знания, сведения, 
сообщения, т. е. нечто, присущее только человеческому созна-
нию и общению) начал расширяться и обобщаться, обогатив-
шись учением об отражении как всеобщем свойстве материи.
Высшей, специфической формой отражения является со-
знание человека; существуют и другие формы — психическая, 
присущая животным, раздражимость, имеющаяся у растений 
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и простейших организмов, и, наконец, самая элементарная 
форма — запечатление взаимодействия, присущее и неоргани-
ческой природе. Как только состояния одного объекта находят-
ся в соответствии с состояниями другого объекта (например, 
соответствие между показанием термометра и температурой 
объекта или соответствие данных бухгалтерского баланса пред-
приятия состоянию его производственных, финансовых и эко-
номических показателей), мы говорим, что один объект отра-
жает другой, содержит информацию о другом.
В настоящее время информация рассматривается как фун-
даментальное свойство материи. Для кибернетики понятие ин-
формации столь же фундаментально, как понятие энергии для 
физики. Одно из определений кибернетики, данное А. Кол-
могоровым: кибернетика — это наука, которая занимается из-
учением систем любой природы, способных воспринимать, 
хранить и перерабатывать информацию и использовать ее для 
управления и регулирования.
Информацию об объекте можно рассматривать как модель 
объекта, которая может существовать независимо от него са-
мого и от того, будет ли эта информация кем-то и когда-то ис-
пользована. Однако если информация как некоторое отобра-
жение может существовать независимо от человека, то говорить 
о ценности информации, о ее потребительской стоимости мож-
но только применительно к человеку, который эту информацию 
потребляет, и в связи с процессом, в котором она используется.
17.2. Характеристики информации
Целевое назначение. Информация имеет определенную цель 
в момент сбора и передачи ее для использования. В производ-
ственно-экономических системах основными целями сбора 
и обработки информации являются: принятие решений, плани-
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рование, оперативное управление и контроль. Но одна и та же 
информация может иметь многоцелевое применение.
Ценность информации. Под ценностью информации или ее 
потребительской стоимостью понимается тот эффект, который 
дает использование данной информации. С этой точки зрения 
можно считать, что ценность информации определяется значи-
мостью объекта для субъекта. Информация о разных объектах 
может иметь разную ценность для одного и того же потребите-
ля, но и информация об одном и том же факте имеет различ-
ную ценность для разных людей, а порой и для одного челове-
ка, но в разных ситуациях. В значительной степени ценность 
информации определяется также надежностью и оперативно-
стью системы сбора данных, скоростью старения информации 
и другими факторами. Например, ценность информации, полу-
ченной до момента принятия решения и использованной в этом 
процессе, значительно выше, нежели у той, которая получена 
после принятия и реализации решения. Зависимость ценности 
сообщений от объема обычно имеет нелинейный характер: цен-
ность возрастает медленнее, чем объем.
Полезность информации. Отражает смысловую значимость 
информации для ее пользователя. Полезность информации 
определяется многими факторами, прежде всего уже имеющим-
ся представлением об объекте. Очевидно, что если мы не име-
ем представления о каком-либо объекте, то информация о нем 
будет лишена для нас всякого смысла.
При этом следует различать задачи обучения и управления. 
В процессе обучения целью обработки данных как раз и явля-
ется получение, накопление и анализ данных о новых объектах. 
При решении задач управления используются уже разработан-
ные алгоритмы для известных и изученных объектов. Поэтому 
в системе управления предполагается, что потребитель данных 
понимает, о чем идет речь в данных сообщениях, и что в систе-
ме отсутствует информация об объектах, не известных управ-
ляющим субъектам.
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Смысл информации становится также доступным понима-
нию только в том случае, если пользователю данных известна 
форма представления знаний, иначе говоря, система кодиро-
вания данных. Например, для человека, не знающего какого-
либо иностранного языка, сообщение на нем лишено смысла.
Полезность может быть выражена в различной степени в за-
висимости от уровня понимания воспринимающим субъектом 
смысла заложенной в данных информации. Чем глубже сте-
пень познания объекта получателем данных, тем больше смыс-
ла несет для него сообщение о нем при условии, что оно имеет 
какую-либо новизну для получателя.
Надежность информации. Надежность информации опреде-
ляется надежностью средств сбора, передачи и обработки ин-
формации. В этом смысле надежность измеряется степенью 
уверенности (оценкой вероятности) получателя информации 
в том, что она поступит к моменту принятия решения и будет 
соответствовать заданным потребительским свойствам.
Достоверность информации характеризует то, в какой сте-
пени эта информация отражает истинное состояние объекта. 
Понятно, что абсолютно достоверной информация быть не мо-
жет, во-первых, поскольку она отражает состояние объекта 
в динамике. Во-вторых, информация может становиться недо-
стоверной в результате воздействия на нее шумов и помех в си-
стеме сбора, передачи и обработки данных.
Избыточность. В системах, где стоимость ошибок в результа-
те неправильного понимания данных велика, надежность обе-
спечивается избыточностью данных. Но увеличение избыточно-
сти приводит к росту объема сообщения, а значит, к увеличению 
времени доставки информации и ее удорожанию. Обнаружение 
и исправление ошибок может быть достигнуто за счет избыточ-
ности данных путем введения в передаваемые сообщения до-
полнительных признаков.
Насыщенность информации. Насыщенность информации 
определяет отношение полезной информации, содержащейся 
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в сообщении, ко всему объему обрабатываемых данных. Должен 
соблюдаться определенный компромисс между требованиями 
к экономичности и эффективности системы обработки данных 
и требованиями эргономики и психологии управления. Пока-
затели экономичности и эффективности тем выше, чем насы-
щеннее обрабатываемые данные. Вместе с тем большое значе-
ние для успешности управления имеет эмоциональная окраска 
сообщения, форма подачи информации.
Периодичность информации. Периодичность поступления 
данных связана с частотой принимаемых на их основе реше-
ний. Для оперативного управления требуется поступление ин-
формации с периодичностью, соответствующей происходящим 
реальным событиям.
Периодичность передачи или поступления информации ока-
зывает существенное влияние на ее ценность. Редкие сообще-
ния могут потерять всякую ценность и не нести практически 
никакой информации. Слишком частое поступление инфор-
мации может оказаться помехой, отвлекающей внимание и вы-
зывающей перегрузку потребителя, воспринимающего эту ин-
формацию.
Удобство восприятия и обработки данных. Данные, поступаю-
щие в систему управления, должны иметь форму, удобную для 
восприятия потребителем информации, и облегчать процеду-
ры обработки. Современные средства вычислительной техники 
предоставляют для этого развитый и удобный инструментарий 
в виде текстовых и табличных редакторов, систем управления 
базами данных и т. п.
Затраты. Информационные ресурсы играют далеко не по-
следнюю роль наряду с остальными ресурсами — материаль-
ными, энергетическими, временными, кадровыми. Как веще-
ство и энергия, информация требует затрат на ее получение 
и переработку. Затраты на информацию определяются коли-
чеством труда, который затрачивается на сбор, хранение, обра-
ботку и поиск информации. Обычно они довольно существен-
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ны. Поэтому, прежде чем получить какую-либо информацию, 
нужно сопоставить ее ценность с затратами на получение.
17.3. Измерение информации
Понятно, что для изучения сложных явлений, объектов, си-
стем требуется большое количество информации. Однако введе-
ние количественной меры информации является весьма слож-
ной задачей. Одна и та же информация может представлять 
разную ценность для различных людей, вместе с тем из сооб-
щений равного объема можно извлечь разное количество ин-
формации.
Логично связывать понятие информации с новым, допол-
нительным знанием, именно из этого исходит статистическая 
теория количественного измерения информации. Статистиче-
ский подход к измерению информации заключается в том, что 
информация рассматривается как фактор, уменьшающий нео-
пределенность знаний о состоянии системы.
Для измерения количества информации наиболее пригодна 
логарифмическая функция. Обозначив число возможных состо-
яний системы Х до получения сообщения о ней через n, а после 
получения — через n ў, неопределенность Н состояния систе-
мы до сообщения — Н(Х) и после сообщения — Н ў(Х), находим 
Н(Х) = log n, H ў(X) = log n ў. Количество информации, получен-
ное при этом, можно рассчитать как разность неопределенно-
сти состояния системы до сообщения о ней и после него, то есть 
как величину I = Н(Х) — Н ў(Х) = log n — log n ў = = log (n/n ў).
Такой подход к измерению информации был предложен 
Л. Хартли в 1928 г. Однако он имеет существенный недоста-
ток: считается, что вероятности наступления того или иного 
состояния равны. На самом же деле различные состояния си-
стемы не равнозначны между собой. Они могут иметь разные 
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вероятности наступления, а потому измерение количества ин-
формации таким способом не всегда будет точным.
В 1948 г. К. Шенон предложил другой метод оценки коли-
чества информации с применением той же логарифмической 
функции, но с учетом разницы в вероятности наступления воз-
можных состояний системы. Этим было положено начало раз-
витию современной статистической теории информации. Для 
анализа работы и выбора оптимальных характеристик техниче-
ских систем передачи и преобразования информации эта мера 
оказывается достаточной и наиболее рациональной. В систе-
мах организационного управления, когда должны принимать-
ся во внимание смысл и ценность информации, она неприем-
лема. Кроме того, количественное определение информации 
как разности числа состояний, в которых может находиться 
система до и после получения сообщения о ней, правомерно, 
но неудобно, а на практике, например в производственно-эко-
номических системах, нереализуемо.
Довольно часто количество информации измеряется в нату-
ральных единицах (документах, знаках, разрядах, словах, пока-
зателях, байтах). Эти единицы широко используются на прак-
тике. Однако их нельзя признать подлинными единицами 
количества информации, так как они измеряют не количество 
информации, а объемы данных. А это не одно и то же.
Количественный анализ информационных процессов в ряде 
случаев оказывается неудовлетворительным, поскольку освеща-
ет лишь одну из сторон такого сложного понятия, как инфор-
мация. При рассмотрении информации с целью более глубо-
кого познания ее сущности учитывают также содержательную 
(смысловую) сторону, ее ценность (полезность для получателя) 
и ряд других факторов. На практике же мы считаем информаци-
ей не просто новые, но понятные и полезные для нас сообщения. 
Сообщение является формой передачи знания — упорядочен-
ного отражения объектов и процессов в понятиях, суждени-
ях и других построенных из понятий образах. Чтобы воспри-
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нять и усвоить сообщение, его получатель сам должен обладать 
определенным запасом знаний. Обычно этот запас представ-
ляют в виде тезауруса, т. е. систематизированного словаря по-
нятий с указанием логических смысловых связей между ними. 
Тогда под информацией понимается мера расширения, разви-
тия тезауруса получателя. Можно считать любую семантиче-
скую информацию потенциально полезной, хотя не исключено, 
что мы загружаем свою память и ненужными знаниями. Чаще 
нас интересует актуально полезная информация, способствую-
щая решению стоящих перед нами задач. Остальную усвоенную 
информацию мы отсекаем как «прагматический шум». В этом 
случае под прагматической оценкой информации понимается 
мера полезности полученных и усвоенных получателем знаний.
О полезности информации можно судить чисто экономиче-
ски: сопоставить затраты на ту или иную информацию с полу-
ченным в результате ее использования экономическим эффек-
том и рассчитать на основе таких данных эффективность затрат 
на различные виды информации в разные периоды времени или 
на одну и ту же информацию, получаемую разными методами.
Содержательный (семантический) подход к рассмотрению ин-
формации предполагает раскрытие ее содержания и выяснение 
таких вопросов, как понимание получателем информации, его 
способность сравнивать полученные сведения с теми, которы-
ми он располагал до сообщения. При этом необходимо отме-
тить, что одно и то же сообщение при одинаковой потребности 
в нем будет с различной глубиной воспринято разными получа-
телями. Точно так же для получения одинакового уровня вос-
приятия сообщений разными получателями приходится пере-
давать сведения с различной полнотой информации.
Для одного и того же получателя равные по количеству ин-
формации сообщения о разных объектах также могут иметь 
неодинаковое значение. Кроме того, одна и та же информация, 
переданная в разное время (заранее, вовремя, с опозданием), 
также может иметь для воспринимающего разное значение.
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17.4. Передача данных
В системах передачи данных информация существует в фор-
ме сигналов — материализованных сообщений. Сигнал есть 
форма перенесения информации в пространстве и времени. 
Один и тот же объект может служить для передачи разных сиг-
налов: колебания воздуха могут нести речь лектора, пение птиц 
или шум самолета; с магнитной ленты можно стереть одну за-
пись и сделать другую и т. д. Но в качестве сигналов использу-
ются не сами по себе объекты, а их состояния.
Поскольку сигналы служат для переноса информации в про-
странстве и времени, то для их передачи могут использовать-
ся только объекты, состояния которых достаточно устойчивы 
во времени или к изменению положения в пространстве. С этой 
точки зрения сигналы делятся на два типа.
К первому типу относятся сигналы, существующие в форме 
стабильных состояний физических объектов (например, книга, 
фотография). Такие сигналы называются статическими.
Ко второму типу относятся сигналы, существующие в фор-
ме силовых полей. Примерами таких сигналов могут служить 
световые, звуковые и радиоволны. Сигналы указанного типа 
называются динамическими. Динамические сигналы использу-
ются преимущественно для передачи, а статические — для хра-
нения информации.
Некоторые объекты специально проектируются и использу-
ются для фиксации или передачи сигналов. Для запоминания 
и хранения сигналов служат носители данных: магнитная лента, 
магнитные диски и карты, компакт-диски и т. д. Для передачи 
сигналов создается специальная передающая среда, называемая 
каналом связи, например система доставки почтовых сообще-
ний, кабель локальной вычислительной сети и т. д. Посторон-
ние воздействия, нарушающие передачу данных, называются 
помехами или шумами. Шумами будем называть естествен-
ные процессы, влияющие на канал связи или непосредствен-
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но на носитель данных. Помехами назовем искусственно соз-
даваемые шумы.
Для передачи сигнала через систему передачи данных ис-
пользуется операция кодирования, то есть введения однознач-
ного соответствия между некоторым состоянием объекта и циф-
ровым или иным кодом. Кодирование позволяет обеспечить:
· преобразование сигнала в форму, принятую в данной си-
стеме передачи;
· защиту передаваемых данных от искажений в результате 
воздействия на них шумов и помех;
· засекречивание данных.
Схема передачи данных изображена на рис. 25. Данные от ис-
точника кодируются, то есть преобразуются в такой вид энергии 
или знаковую систему, которая используется в данной систе-
ме для передачи. Например, в телефонной сети звуковая речь, 
существующая в виде звуковых волн, преобразуется в импуль-
сы электрического тока, которые могут передаваться на сколь 
угодно большое расстояние, затем эти импульсы вновь преоб-
разуются в звуковые сигналы. Далее сигнал передается через ка-
нал связи либо непосредственно на носителе данных (напри-
мер, письмо путешествует на бумажном носителе), или сигнал 
многократно преобразуется в разные формы представления 
(например, факс существует вначале на бумаге, затем преобра-
зуется в импульсы электрического тока в проводах или ради-
оволнах, а затем вновь переносится на бумагу) и в таком виде 
проходит через канал связи.
Шумы и помехи, воздействуя на передаваемый по каналу 
связи сигнал, искажают его, делая информацию недостовер-
ной. Для защиты от шумов и помех, а вернее, для возможно-
сти обнаружить и исправить возникшие искажения применя-
ют избыточное кодирование. Суть его заключается в следующем: 
перед входом в канал связи к закодированному сигналу добав-
ляется дополнительный защитный код. Этот код формируется 
по специальному алгоритму и его значение зависит от значения 
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кода сигнала. После прохождения сигнала через канал связи 
в фильтре по содержанию переданного сигнала вновь форми-
руется защитный код и сравнивается с ранее созданным. Если 
сигнал был искажен, новый код не совпадает с прежним. В та-
ком случае чаще всего прибегают к повторной передаче сигна-
ла, чтобы получить неискаженное сообщение.
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Рис. 25. Схема передачи данных
В настоящее время широкое распространение получили си‑
стемы цифровой передачи и обработки данных. В них использу-
ются цифровые коды для передачи и обработки любой инфор-
мации. Практически любые данные могут быть закодированы 
числовым кодом:
1. Количественные параметры явлений и объектов представ-
лены результатами непосредственных измерений или оценок, 
то есть числами, и кодирование может использоваться либо 
для изменения масштаба, либо для обеспечения секретности 
данных.
2. Текстовые данные представлены буквами алфавита и слу-
жебными символами. Каждой букве национального и между-
народного алфавита и служебному символу присваивается свой 
(чаще всего трехзначный) код.
3. Звуковые сигналы характеризуются частотой (высотой 
звука) и амплитудой (силой звука). То есть для любого момен-
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та времени звуковой сигнал характеризуется набором из двух 
чисел.
4. Черно-белое изображение. Каждая точка кодируется тре-
мя числами: первые два определяют местонахождение точки 
в пространстве (при координатном представлении это значе-
ния по осям х и у; при векторном представлении это длина век-
тора и угол его наклона к одной из координатных осей), третье 
число определяет интенсивность черного цвета.
5. Цветное изображение. Каждая точка кодируется пятью 
числами: первые два определяют местонахождение точки в про-
странстве, три следующих числа определяют интенсивность ос-
новных цветов: красного, синего и желтого.
Цифровое кодирование любых данных при использовании 
систем защиты от искажений позволяет обеспечить передачу 
достоверной информации. На этом принципе строится циф-
ровая звукозапись, телевидение высокой четкости и т. п. После 
устранения искажений сигнала данные декодируются в фор-
му, используемую потребителем информации, а в дальнейшем 
процессе обработки представляются в виде, удобном для при-
нятия решений.
Информация играет в системах очень важную роль. Если 
энергетические и вещественные потоки «питают» систему, 
то потоки информации, переносимые сигналами, организуют 
ее функционирование, управляют ею. Из этого можно сделать 
следующий вывод. Главное отличие подхода к изучению объек-
та как системы состоит в том, что мы не ограничиваемся рас-
смотрением и описанием его вещественных и энергетических 
потоков, но прежде всего анализируем информационные ком-
поненты: цели, структуры, информационные связи, сигналы, 
схемы управления, организационные взаимодействия.
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Контрольные вопросы
1. Что такое информация?
2. Опишите характеристики информации:
· целевое назначение;
· ценность;
· полезность;
· надежность;
· достоверность;
· насыщенность;
· периодичность;
· удобство восприятия и обработки данных;
· затраты.
3. Какие существуют подходы к измерению информации?
4. Что включают в себя системы передачи данных? Назови-
те способы защиты от шумов и помех.
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18.5. Управление как информационная система
Если изменение состояния одного объекта влечет за со-бой изменение состояния другого объекта, то между ними существует связь. Она может состоять в переносе 
вещества, энергии или в передаче информации (сигнала о ка-
ком-либо событии или закодированного его эквивалента). Та-
кие связи называют информационными.
Информация, как правило, представлена на материальном 
носителе, с помощью которого и осуществляется ее передача, 
будь то магнитные импульсы или письменное сообщение. Если 
отвлечься от материальной стороны передачи сообщений, тог-
да становится возможным выделить системы, между элемента-
ми которых определены лишь информационные связи, а сами 
элементы рассматривать как преобразователи информации. Та-
кие системы называют информационными в отличие от веще-
ственно-энергетических систем.
Блоки — преобразователи информации и связывающие их 
коммуникации можно рассматривать как элементы, осущест-
вляющие переработку и передачу информации в системах. На-
значение этих элементов зависит от функций в структуре ин-
формационной системы управления.
Конечной задачей управления является достижение задан-
ного состояния выхода объекта управления. Для этого необхо-
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дима управляющая система, которая наблюдает за значениями 
выхода объекта управления и воздействует на него с тем, что-
бы минимизировать отклонения фактических значений выхо-
да от заданных.
Рассмотрим основные информационные схемы управления.
Чтобы упорядочить подходы к классификации систем, 
воспользуемся общей схемой функционирования системы 
(рис. 26), выделив отдельно систему S, подлежащую управле-
нию U, и управляющую систему, которая это управление вы-
рабатывает. При этом важно, что для выработки управления 
U требуется предсказание его последствий, т. е. нужна модель 
всей ситуации.
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Рис. 26. Схема функционирования управляемой системы
С помощью этой модели управляющая система и опреде-
ляет, какое управление подать на управляемый вход системы. 
Это иллюстрирует рис. 26, где схема изображена еще раз вну-
три управляющего блока.
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18.2. Виды управления
18.2.1. программное управление
Программное управление — распространенная схема управ-
ления, отличающаяся сравнительной простотой и невысоки-
ми затратами на поддержание функционирования системы. 
Создается для тех объектов, работа которых хорошо изучена, 
известны условия, в которых объект будет функционировать, 
и эти условия на протяжении длительных промежутков вре-
мени остаются неизменными. Схема программного управле-
ния приведена на рис. 27.
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Рис. 27. Схема программного управления
Схема действует следующим образом. Как только в самой 
системе и окружающей среде устанавливаются условия, для 
которых разработана программа, или наступает время работы 
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объекта управления, а внешние условия это позволяют, на про-
граммный блок поступает сигнал, включающий программу 
управления. Например, летчик включает автопилот, когда са-
молет набрал заданную высоту и лег на выбранный курс, а по-
годные условия и работа узлов самолета позволяют это сделать.
Через исполнительный блок осуществляется процесс управ-
ления объектом. При изменении условий или окончании вре-
мени работы объекта управления программный блок отклю-
чается. Понятно, что наилучшее управление объектом будет 
происходить в тех условиях, для которых создана управляющая 
программа. По такому принципу работает множество техниче-
ских устройств, особенно в безлюдных технологиях. Но и в про-
изводственно-экономических и социальных системах такой 
принцип управления широко распространен. Более того, есть 
группа профессий, вся деятельность которых строится по прин-
ципу программного управления. Это врачи, милиция, военные, 
пожарные, служба спасения и т. д.
Если деятельность работника заключается в выполнении 
ограниченного числа операций, программой управления слу-
жит его должностная инструкция (например, работа продавца, 
кассира, оператора и т. п.).
18.2.2. многопрограммное управление  
и самонастраивающиеся системы
Многопрограммное управление можно считать продолже-
нием и развитием программного способа управления, при том 
что в системе управления заложено несколько программ для 
различных условий функционирования системы. Например, 
современные стиральные машины-автоматы имеют несколь-
ко программ стирки в зависимости от вида белья, степени его 
загрязненности, наличия или отсутствия горячей воды. В мно‑
гопрограммных системах выбор программы осуществляется че-
ловеком, а в самонастраивающихся предусмотрен специальный 
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блок распознавания внешних условий и выбора соответствую-
щей программы управления.
Основные недостатки систем с программным управлением: 
во-первых, резкие изменения условий функционирования сни-
жают эффективность управления и даже делают его невозмож-
ным; во-вторых, в системе управления отсутствует информа-
ция о состоянии объекта управления.
18.2.3. Управление с компенсацией возмущений
Этот вид управления заключается в следующем. На вход 
управляющей системы поступает информация о возможных 
изменениях во внешней и внутренней среде. Поступающая ин-
формация анализируется с целью выявления и отбора наибо-
лее вероятных возможных событий. Далее определяется харак-
тер этих событий, то есть являются они для системы типовыми 
или совершенно новыми. Для типовых ситуаций выбирают-
ся программы действий, которые уже показали свою эффек-
тивность, и они направляются в исполнительный орган с тем, 
чтобы управляющее воздействие компенсировало возможные 
негативные воздействия или наилучшим образом использова-
ло благоприятные условия.
Для нетиповых ситуаций разрабатывается программа ком-
пенсации, а после апробации производится анализ ее эффек-
тивности. В случае если программа показала свою эффектив-
ность, она заносится в блок типовых программ для дальнейшего 
использования в подобных ситуациях. Неудачные программы 
действий также запоминаются для того, чтобы в будущем не по-
вторять допущенных ошибок. На рис. 28 показана структура 
системы управления по принципу компенсации возмущений.
Понятно, что для успешной адаптации к окружающей среде 
в любой организационной системе должна быть предусмотрена 
такая схема предвидения и приспособления к происходящим 
изменениям. Возможно, этот принцип должен являться одной 
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из управленческих функций руководителя. В крупных фирмах 
это может быть задачей одного из функциональных отделов си-
стемы управления.
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Рис. 28. Схема управления по принципу компенсации возмущений
18.6.4. Управление с обратной связью
Широко распространенный принцип управления. Нали-
чие управляющих цепочек обратной связи было открыто в на-
чале XX в. русским физиологом И. П. Павловым при изучении 
им условных и безусловных рефлексов, но на всеобщность дан-
ного принципа управления в живой и неживой природе указал 
в середине века Н. Винер.
Схема управления по принципу обратной связи изображе-
на на рис. 29.
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Рис. 29. Схема управления по принципу обратной связи
На схеме приняты следующие обозначения:
х — фактическое значение регулируемого параметра или ка-
чественной характеристики объекта управления;
у — управляющее воздействие на объект управления;
z — нормативное значение регулируемого параметра или ка-
чественной характеристики объекта управления.
Схема работает следующим образом. На вход блока выра-
ботки отклонений поступают два значения: фактическое зна-
чение регулируемой характеристики и нормативное ее значе-
ние. Нормативное значение может быть постоянным, а может 
и изменяться по заданному закону. Например, нормальным 
значением температуры человеческого тела считается 36,7 °C.
Если фактическое значение регулируемой величины отли-
чается от заданного, то на вход блока выработки управляюще-
го воздействия подается сигнал, пропорциональный величине 
этого отклонения. В блоке вырабатывается управляющий сиг-
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нал: y = α│x — z│. Из данного выражения видно, что при отсут-
ствии отклонения он не вырабатывается. Управляющий сигнал 
через исполнительный блок воздействует на объект управления.
В системах с отрицательной обратной связью управляющее 
воздействие направлено на уменьшение отклонения фактиче-
ского значения регулируемой величины от ее нормативного 
значения. На рис. 30 показано влияние управляющего воздей-
ствия на регулируемую величину.
Нормативное значение регулируемой величины:
постоянное                                                                   переменное
z
x
z
xt t
Рис. 30. Схема воздействия управляющего сигнала  
на регулируемую величину при отрицательной обратной связи
При переменной нормативной величине большое значение 
имеют динамические свойства управляющей системы и объ-
екта управления. Необходимо, чтобы реакция системы и объ-
екта управления соответствовала скорости изменения норма-
тивной величины.
В системах с положительной обратной связью управляю-
щий сигнал воздействует на объект управления таким обра-
зом, чтобы отклонение от некоторого заданного значения z 
увеличивалось. То есть системы с положительной обратной свя-
зью «стимулируют» отклонение от нормы. По такому принци-
пу работает система морального и материального стимулиро-
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вания роста производительности труда и качества продукции 
в менеджменте. Так же работают импульсные радиотехниче-
ские устройства и т. д.
Важной особенностью принципа управления с обратной 
связью является относительная простота системы управления. 
В ней отсутствуют сложные блоки анализа причин отклоне-
ния, поскольку система работает таким образом, что управляю-
щее воздействие вырабатывается независимо от этой причины. 
Системы управления с обратной связью обеспечивают и регу-
лирование рыночной цены в свободной экономике, и функ-
ционирование биологических объектов, и работу многих тех-
нических устройств.
В реальных системах управления, несмотря на возрастаю-
щую дифференциацию их блоков и усложнение организаци-
онных структур, далеко не всегда удается отождествить ту или 
иную функцию управления с определенными структурными 
блоками. Как правило, управляющий орган связан с выполне-
нием многих функций.
Развитые системы управления предприятиями, фирма-
ми, научными и проектными организациями, не говоря уже 
об управлении отраслью, регионом или экономикой в целом, 
построены как многоуровневые системы. Преимущества мно-
гоуровневых (иерархических) систем управления состоят, пре-
жде всего, в том, что они более эффективны при больших объе-
мах, интенсивности и сложности перерабатываемой в процессе 
управления информации.
Так, блок принятия решений в одноуровневой системе дол-
жен постоянно иметь дело со всем объемом данных от объекта 
управления — cо всеми наблюдаемыми и управляемыми пере-
менными. Он должен обладать достаточным быстродействи-
ем, чтобы своевременно переработать этот объем информа-
ции и правильно реагировать на изменение условий. В целом 
такая система будет работать со скоростью, не превышаю-
щей быстродействия самого медленно работающего звена. 
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Ее надежность также ограничена надежностью самого слабо-
го в ней звена.
Управление как технологический процесс производит ин-
формацию, и каждый функциональный блок — преобразова-
тель информации является своего рода технологическим звеном 
этой системы. В качестве предмета труда такого звена высту-
пает информация. Ее важные отличия от материальных пото-
ков состоят в том, что:
· каждая единица информационного сырья — показатель, 
сообщение — может существовать в единичном экзем-
пляре, поскольку ее дублирование не увеличивает коли-
чества информации;
· первичные источники получения информационного сы-
рья рассредоточены по всем объектам экономики и не мо-
гут быть сконцентрированы, это относится и к процессам 
сбора и обработки данных;
· информация не теряет своего содержания (не «расходу-
ется») при производстве конечного продукта — принятии 
решений на ее основе, но может терять свою ценность;
· многократное использование информации делает эф-
фективной централизацию процессов ее хранения и об-
работки.
Возможность многократного использования информации 
ведет к тому, что существенная ее часть может быть условно от-
несена к основным фондам (функционирующим более одного 
года). Соответственно, правомерно говорить о моральном из-
носе этих фондов — старении информации, темпах и масшта-
бах ее обновления, о совершенствовании ее структуры и т. п.
Эти особенности производства информации определяют 
и технологию ее обработки. Можно отвлечься от содержания 
информации и рассматривать ее преобразование как обосо-
бленный процесс обработки данных. Предполагается, что тре-
бования к функциональным блокам обработки данных заданы 
в виде определенного набора входных и выходных данных, их 
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Контрольные вопросы
объема, сроков обработки и формы их выдачи. Предстоит опре-
делить мощность и конфигурацию системы и разработать сред-
ства обработки данных.
Контрольные вопросы
1. Что представляет собой управление как информацион-
ная система?
2. Опишите виды управления:
·	 программное управление;
·	  многопрограммное управление и самонастраивающи-
еся системы;
·	  управление с компенсацией возмущений;
·	  управление с обратной связью.
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Глава 19.  
Основные принципы кибернетики как науки 
об управлении сложными системами
19.1. Развитие систем обработки данных
Основой современного управления являются системы обработки данных, которые в своем развитии прош-ли ряд этапов. Постепенно они преобразуются в чело-
веко-машинные управляющие системы в той степени, в какой 
с новой техникой переработки информации совмещаются но-
вая технология, организация и методика управления.
Первый большой этап рассматриваемого процесса ус-
ловно можно назвать этапом механизации обработки данных 
(1940–60-е гг.). В эти годы появляются первые ламповые ЭВМ 
с бо́льшим быстродействием, чем у существующих релейных 
машин. Начинается механизация отдельных расчетных опе-
раций, которая существенно не затрагивает информационных 
потоков. Человек как элемент управляющей системы «индиви-
дуально» обращается к машине (будь то арифмометр, калькуля-
тор или ЭВМ) для проведения необходимых расчетов. Резуль-
таты расчетов возвращаются в ту же функциональную ячейку 
управляющей системы и попадают далее в прежнее техноло-
гическое русло. Машина работает как бы над линией управле-
ния и служит практически вспомогательным средством на от-
дельных операциях.
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На этапе автоматизации обработки данных (1970–80-е гг.) 
осуществляется систематический ввод данных в ЭВМ и регу-
лярное использование полученных результатов для нужд управ-
ления. Большие ЭВМ начинают заменяться персональными 
компьютерами, что позволяет радикально изменить всю тех-
нологию управления. Машина встраивается в технологическую 
линию и работает в режиме обеспечения управленческих реше-
ний, заменяя соответствующий человеческий блок обработки 
данных. Такой подход потребовал перестройки соответствую-
щих информационных потоков, их синхронизации с работой 
ЭВМ, отбора и изменения показателей, создания новых форм 
документов, классификаторов и кодификаторов.
Следующий этап — интегрированные системы обработки дан‑
ных (1990-е гг. и далее), которые уже органически сливаются 
со всем комплексом информационных процессов управления. 
Персональные ЭВМ объединяются в компьютерные сети. Ка-
чественное отличие этого этапа заключается в существенной 
перестройке коммуникационной структуры и функциониро-
вании управляющей системы в соответствии с новой техникой 
и технологией обработки данных. Интеграция существенно из-
меняет все информационные потоки и временные параметры 
информационных процессов, функции работников и их взаи-
мосвязи, показатели, формы документов и документооборот. 
Видоизменяется методика планирования и руководства, по-
скольку она должна быть основана на принципе интеграции 
системы управления с системой обработки данных.
В информационную систему вводятся первичные непреоб-
разованные данные непосредственно из источников их возник-
новения — рабочих мест, складов, технологических чертежей, 
прейскурантов, от заказчиков. В большинстве случаев ввод дан-
ных автоматизируется с помощью разветвленной сети перифе-
рийного оборудования (датчиков, считывающих устройств).
К первичным данным применяется принцип однократного 
ввода — любое сообщение вводится в систему лишь один раз, 
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и тем самым в ней фиксируется отображаемое событие. Это пер-
вичное «информационное сырье» претерпевает все дальнейшие 
преобразования и используется действительно комплексным 
образом. На его основе осуществляются все производствен-
ные, технологические, экономические, организационные рас-
четы и другие операции с информацией.
Кибернетика как наука об общих законах управления слож-
ными системами выводит принципы, которые учитываются 
и применяются в различных областях материального мира: 
в экономике, производстве, технике и т. п. Выделим основные 
принципы кибернетики:
1. Принцип необходимого разнообразия.
2. Принцип выбора решений на основании отбора и преоб-
разования информации.
3. Принцип обязательности обратной связи.
4. Принцип усиления регулирования.
5. Принцип внешнего дополнения.
19.2. Принцип необходимого разнообразия
Объект управления обычно находится во многих различ-
ных состояниях или, иными словами, обладает определенным 
разнообразием состояний, отдельные из которых желательны, 
а другие — нежелательны для него. Управляющее устройство 
системы призвано препятствовать попаданию объекта управ-
ления в нежелательные состояния. Оно может делать это, вы-
рабатывая соответствующее управляющее воздействие, то есть 
принимая некоторое свое состояние, препятствующее попада-
нию объекта управления в нежелательное состояние.
Такой взгляд на процесс управления приводит к следую-
щим выводам: чтобы сократить количество возможных попада-
ний управляемого объекта в нежелательные состояния (то есть 
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уменьшить его разнообразие), необходимо увеличить число 
состояний управляющего устройства (его разнообразие), ко-
торыми оно препятствует этому. Чтобы управляющее устрой-
ство могло эффективно управлять объектом, разнообразие со-
стояний, которыми оно препятствует переходу управляемого 
объекта в нежелательное состояние, должно быть не меньшим, 
чем разнообразие возможностей системы попасть в указанное 
состояние.
Полученные таким образом выводы позволяют понять смысл 
сформулированного в кибернетике закона необходимого раз-
нообразия, согласно которому разнообразие исходов управляе-
мой подсистемы, если оно минимально, может быть еще более 
уменьшено за счет соответствующего разнообразия, которыми 
располагает управляющая подсистема.
Закон необходимого разнообразия впервые обосновал 
У. Р. Эшби. Отечественные и зарубежные ученые считают его 
фундаментальным и имеющим важное практическое значе-
ние для управления сложными системами. Из закона выте-
кают следствия и практические выводы, которые необходимо 
учитывать в управлении производством, в частности утверж-
дение о невозможности создать простую систему управления, 
способную эффективно управлять сложным объектом. Напри-
мер, часто можно услышать призывы создавать простые систе-
мы управления, которые не ошибаются. Однако такие систе-
мы не справятся с разнообразием окружающей среды, так как 
сами не обладают достаточным разнообразием.
Структура и характеристики управляющей системы не могут 
выбираться произвольно, они зависят от свойств управляемого 
объекта. При этом чем сложнее управляемый объект, чем боль-
ше множество его возможных состояний, тем соответственно 
сложнее будет и система управления. Возрастание сложности 
системы управления не следует смешивать с ростом числа ра-
ботников в ней. Наоборот, возрастание сложности управления 
требует перехода к более рациональным методам, основанным 
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на использовании современных управленческих решений и бы-
стродействующей вычислительной техники.
Управляющая система, следовательно, должна быть не менее 
разнообразной, то есть не менее сложной, чем та система, кото-
рой она управляет. Это еще одна видоизмененная формулировка 
закона, имеющая множество подтверждений в экономике. Ана-
лизируя необходимое разнообразие управляющих воздействий, 
позволяющих эффективно управлять объектом, можно сделать 
вывод, что это разнообразие не должно быть и чрезмерно боль-
шим, избыточным. Поэтому рассматриваемый закон форму-
лируют как закон необходимого и достаточного разнообразия.
19.3. Принцип выбора решений на основании отбора 
и преобразования информации
Процесс управления включает в себя реализацию процеду-
ры принятия решения, то есть возможности выбора из многих 
альтернативных вариантов действий какого- то одного. Имеется 
в виду выбор не случайный, а разумный, целесообразный. Мож-
но сказать, что там, где нет выбора, нет и управления. Следова-
тельно, для эффективного осуществления функций управления 
управляющему устройству необходимо наличие альтернативных 
вариантов решения и возможности выбора, наиболее подходя-
щего с точки зрения заданной оценочной функции (критерия). 
Для этого каждый вариант должен характеризоваться некото-
рыми данными, сравнивая и анализируя которые управляющая 
подсистема оценивает каждый из возможных вариантов и вы-
бирает наилучший.
Рассуждая таким образом, можно сформулировать принцип, 
введенный в кибернетику также У. Р. Эшби, согласно которому 
любая система выполняет подходящий отбор (на ступень выше 
случайного), пользуясь полученной информацией.
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Это и есть суть принципа выбора решений на основании 
отбора и преобразования информации. Сформулированный 
принцип отражает фундаментальное представление о том, что 
управление — это выбор решения из многих альтернативных 
вариантов путем обработки необходимого и достаточного ко-
личества информации.
В современном производстве, для которого характерно ус-
ложнение взаимосвязей и увеличение количества влияющих 
факторов, значение принципа выбора решения на основании 
отбора и преобразования информации резко возрастает. Так, 
например, от выбора технологии при изготовлении продукции 
на предприятии будут зависеть условия труда работников, их 
производительность, время изготовлении продукции и ее ка-
чество, что, в свою очередь, скажется на себестоимости, а зна-
чит, и прибыльности самого предприятия.
Для экономических процессов вообще характерно наличие 
противоположных тенденций, например: рост капитальных 
вложений, увеличивая себестоимость продукции, приводит 
в то же время к экономии на текущих затратах; повышение на-
дежности продукции обычно вызывает ее удорожание, но при-
обретение и эксплуатация качественной продукции выгодны 
потребителю. Поэтому возникает необходимость сопоставле-
ния многих вариантов экономических решений.
Многие важные решения, например инвестиционные вло-
жения, требуют сбора большого объема информации и тщатель-
ного ее анализа, постольку потери от неудачного вложения де-
нег во много раз превышают затраты на сбор и анализ данных.
19.4. Принцип обязательности обратной связи
В предыдущей главе был рассмотрен принцип управления 
с обратной связью и отмечены его положительные свойства. До-
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статочно очевидно, что управление является процессом, протека-
ющим во времени. В сложных производственно-экономических 
системах первоначальное воздействие может не дать желаемых 
результатов и его придется уточнять, усиливать или ослаблять. 
В управляемом подразделении условия могут измениться и стать 
не такими, как те, на которые был рассчитано управляющее воз-
действие. Кроме того, за первой проблемой появится вторая, тре-
тья и т. д. Для решения каждой из них требуется не только знание 
окружающих условий, но и информация о фактическом поло-
жении управляемого объекта. Потребность в поступлении такой 
информации будет ощущаться постоянно, поскольку управле-
ние осуществляется как непрерывный процесс.
Следовательно, для управления в сложных динамических 
системах обязателен канал связи, по которому в управляющее 
устройство поступает информация о фактическом состоянии 
объекта управления, в соответствии с которой управляющий 
орган выбирает, уточняет, соизмеряет или изменяет выраба-
тываемые им управляющие воздействия.
Это и есть выработанный в кибернетике принцип обязатель-
ности обратной связи. Управление сложной системой не осуще-
ствимо без использования принципа обратной связи. Ученые 
считают, что впервые этот принцип сформулировал русский 
врач и физиолог Н. А. Белов. В литературе принцип обратной 
связи как всеобщий принцип управления в живой и неживой 
природе впервые сформулировал Н. Винер.
19.5. Принцип усиления регулирования
Принцип усиления регулирования формулирует требования 
к многоуровневым системам управления. В нем утверждается, 
что чем ближе в иерархии управления к управляемому объекту 
находится управляющая система; тем больше в ее функциях со-
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держится регулирующих воздействий. И наоборот, чем дальше 
по иерархии управления находится управляющий орган от объ-
екта управления, тем меньше регулирующих функционирова-
ние этого объекта воздействий должно составлять его управ-
ленческую деятельность.
Это подтверждается простыми логическими рассуждения-
ми. Поскольку регулирование есть не что иное, как управле-
ние в режиме реального времени, следовательно, для его реа-
лизации совершенно необходима оперативная и достоверная 
информация о состоянии объекта и о тех условиях, в которых 
ему приходится действовать в данный момент.
Вместе с тем понятно, что чем длиннее путь информации 
по ступеням управления, тем больше задержка во времени между 
произошедшими в объекте управления событиями и моментом 
выработки управляющего воздействия. Следует учесть и время 
на прохождение управляющего сигнала обратно по ступеням 
иерархии. Получается, что к приходу управляющего воздей-
ствия ситуация в объекте управления может измениться на пря-
мо противоположную и выполнение управленческой команды 
принесет объекту управления, а следовательно, и всей системе 
не пользу, а вред. Чем выше динамичность объекта управления, 
тем менее эффективным является управление на расстоянии.
Кроме того, прохождение информации по иерархической 
лестнице неизбежно приводит к потере достоверности и на-
дежности. Данные, поступающие на верхние этажи управления, 
обобщаются, агрегируются, что приводит к потере содержатель-
ности, пониманию специфики ситуации, отрыву от реальности.
Именно такой недостаток был присущ (двух- и трехуровне-
вой) отраслевой системе управления социалистической про-
мышленностью. На отраслевые министерства было возложе-
но множество регулирующих производство функций. То есть 
доля функций по регулированию объекта управления увели-
чивается по мере приближения к нему (по уровню иерархии) 
органа управления.
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19.6. Принцип внешнего дополнения
Опыт научных исследований и практического управления 
показывает, что как бы тщательно ни было проведено описа-
ние и формализация некоторого объекта, всегда есть основа-
ния предполагать, что за пределами описания остались неко-
торые факторы, влияющие на его функционирование. Такие 
характеристики моделей, как конечность, приблизительность 
и относительность, имеют прямое отношение к вышесказан-
ному.
Принцип внешнего дополнения может быть сформулиро-
ван следующим образом: в систему управления должен быть 
встроен элемент, способный при необходимости компенси-
ровать влияние неучтенных факторов. Очевидно также, что 
в системе должны быть предусмотрены ресурсы для того, что-
бы обеспечить возможность такой компенсации. Причем речь 
может идти не только о негативных моментах. Внешние фак-
торы могут создать и благоприятную ситуацию для объекта 
управления, и система должна иметь возможность восполь-
зоваться этим.
Элемент, встраиваемый в систему управления, должен обла-
дать следующим свойством: в ситуациях, не сводящихся к ти-
повым, он должен найти алгоритм управления, который позво-
ляет принять если не наилучшее, то, по крайней мере, не самое 
плохое решение. В технических системах для этой цели могут 
быть созданы специальные блоки, которые работают по прин-
ципу самонастраивающихся или обучающихся систем поиска 
решений методом проб и ошибок и т. п. В системах организаци-
онного управления роль такого элемента возлагается на челове-
ка. Именно он в критических ситуациях может найти эвристиче-
ское решение, основанное скорее на интуиции и предвидении, 
нежели на строго формальных методах.
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Контрольные вопросы
1. Каковы этапы развития систем обработки данных?
2. Опишите основные принципы кибернетики:
· принцип необходимого разнообразия;
· выбора решений на основании отбора и преобразова-
ния информации;
· обязательности обратной связи;
· усиления регулирования;
· внешнего дополнения.
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Глава 20.  
Моделирование экосистем
20.1. Экосистемный и популяционный подходы 
к изучению экологических систем
Экология — достаточно цельная наука, опирающаяся на определенную совокупность теоретических постро-ений. Цельность экологии, однако, не исключает на-
личия в ней сильно различающихся подходов, делающих упор 
на разные аспекты изучения одного объекта. Можно выделить 
два подхода к предмету экологии:
· аутэкология, которая исследует взаимодействие отдель-
ных организмов и видов со средой;
· синэкология, которая изучает сообщество.
В соответствии с этим при моделировании экосистем вы-
деляют экосистемный и популяционный подходы. Популяци-
онный подход в центр внимания ставит популяцию — сово-
купность организмов одного вида, совместно проживающих 
на какой-то территории. Остальные компоненты экосистемы 
относятся в этом случае к разряду окружающей среды.
Напомним, что экосистема — это совокупность различных 
обитающих вместе организмов, а также физических и химиче-
ских компонентов среды, необходимых для их существования 
или являющихся продуктами их жизнедеятельности. В экоси-
стему наряду с неживыми компонентами входят растения, жи-
вотные, микроорганизмы. Выбор границ экосистемы условен, 
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потому что между экосистемами существует обмен веществом, 
энергией и информацией.
Важнейшую роль в комплексных экологических исследова-
ниях играет математическое моделирование.
Как и в математической экономике, при построении моде-
лей математической экологии используется опыт математи-
ческого моделирования механических и физических систем. 
Конечно, биологические системы обладают множеством спец-
ифических особенностей, тем не менее можно сформулировать 
некоторые общие принципы моделирования применительно 
к таким системам.
20.2. Иерархия моделей
Система моделей математической биологии должна стро-
иться в соответствии с уровнями организации живой природы. 
Согласно Н. В. Тимофееву-Ресовскому [12], можно выделить 
четыре таких уровня: 1) клеточно-молекулярный; 2) организ-
менный; 3) популяционный; 4) биогеоценологический. К об-
ласти экологии относятся два последних уровня. Популяцию 
можно определить как любую группу организмов одного вида, 
занимающую определенное пространство и функционирую-
щую как часть биотического сообщества.
Биотическое сообщество, в свою очередь, определяется как 
совокупность популяций, которая функционирует как целост-
ная единица в отведенном ей пространстве физической среды 
обитания.
Биогеоценоз (БГЦ) — это «совокупность на определенном про-
тяжении земной поверхности однородных природных явлений 
(атмосферы, горной породы, растительности, животного мира 
и мира микроорганизмов, почвы и гидрологических условий), 
имеющая свою особую специфику взаимодействий этих слага-
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ющих ее компонентов и определенный тип обмена веществом 
и энергией между собой и с другими явлениями природы и пред-
ставляющая собой внутренне противоречивое диалектическое 
единство, находящееся в постоянном движении, развитии» [10].
Понятия БГЦ и экосистемы близки по смыслу и часто упо-
требляются как синонимы, однако они не тождественны. Ос-
новное различие между ними заключается в том, что при вы-
делении экосистемы несущественны имеющиеся природные 
границы: в качестве экосистемы можно рассматривать не толь-
ко реально существующие сообщества, но любые, даже неустой-
чивые или не обладающие целостностью структуры.
При построении иерархии моделей нужно стремиться к тому, 
чтобы объекты моделирования низшего уровня служили эле-
ментами моделей высшего уровня.
20.3. Свойства экологических систем
Как и всякой системе, экологической системе присущи сле-
дующие черты:
1. Сложность (большое количество элементов, связей между 
ними, сложная разветвленная иерархическая структура).
Сложность структуры системы определяется числом n ее эле-
ментов и числом m связей между ними. Если в какой-то систе-
ме исследуется число частных дискретных состояний, то слож-
ность системы Hm определяется логарифмом числа связей:
 Hm = lgm.
Системы условно классифицируются по сложности сле-
дующим образом: системы, имеющие до тысячи состояний 
(0 < Hm < 3), относятся к простым; до миллиона состояний 
(3 < Hm < 6) — к сложным; свыше миллиона (Hm > 6) — к очень 
сложным.
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Все реальные природные биосистемы очень сложны. Даже 
в структуре единичного вируса число биологически значимых 
молекулярных состояний на несколько порядков выше.
2. Целостность (поведение системы в целом определяется 
взаимодействием между ее отдельными элементами).
3. Управляемость (способность за конечное время перехо-
дить из одного состояния в другое и возможность целенаправ-
ленно подействовать на этот процесс).
4. Наблюдаемость (возможность по наблюдаемому в насто-
ящий момент состоянию определить предыдущее состояние).
5. Буферность (переход из одного состояния в другое не яв-
ляется взрывом).
6. Способность хранить и перерабатывать информацию.
Функционирование системы определяется характером цир-
куляции вещества и энергии и энергомассообменом со средой.
Сложность системы определяет ее стабильность: чем слож-
нее биологические и экологические системы, тем они стабиль-
нее в пространстве и во времени.
20.4. Системный подход к изучению экосистем.  
Этапы системного анализа
Методологической основой экологии становится системный 
анализ как особое направление исследования, ориентированное 
на изучение специфических характеристик сложных объектов, 
многообразие связей между элементами системы.
Системный подход к изучению экосистемы состоит, 
во-первых, в определении образующих ее составных частей 
и взаимодействующих с ней объектов окружающей среды; 
во-вторых — в установлении структуры системы, т. е. в уста-
новлении внутренних связей, а также связей с окружающей сре-
дой; в-третьих — в установлении характера изменения компо-
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нентов системы и связей между ними под действием внешних 
объектов. При системном подходе любая система разбивает-
ся на подсистемы различных уровней и рассматривается вза-
имодействие этих подсистем с учетом иерархии. Общая схема 
системного исследования описана в главе 6 (рис. 8). Отметим 
некоторые особенности применительно к экологическим си-
стемам.
В первую очередь изучение системы включает в себя сбор ин-
формации о системе, выделение в ней конечного числа свойств 
и процессов, которые наиболее существенны для решения по-
ставленной задачи.
20.4.1. информационное обеспечение
Когда выяснена схема течения процесса и на этой основе 
сформулирована математическая задача, тем самым очерчены 
исходные данные, которые необходимы для проведения рас-
четов по моделям. Эти данные можно разделить на две части:
1) характеризующие начальное состояние системы;
2) характеризующие интенсивность протекания тех или иных 
частных процессов, которые, в свою очередь, расчленяются 
на две группы — параметры и соотношения между ними:
а) данные, которые можно извлечь из известных общих за-
конов природы;
б) данные, которые при изучении данного явления должны 
быть найдены экспериментально.
Все, что касается группы 2а, может быть извлечено из спра-
вочников общего характера; то, что относится к группам 1 и 2б, 
следует собирать путем специальных наблюдений и экспери-
ментов.
Необходимо обеспечить достаточно полный набор значений 
исходных данных, а также их точность. Это означает, что многие 
исходные данные находят в результате наблюдений, проводи-
мых на разных участках территории, занятой изучаемым БГЦ, 
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или на его границе. При этом важно рационально разместить 
пункты наблюдений и обеспечить требуемую точность измере-
ний, чтобы результаты, доставляемые моделью на основе этих 
исходных данных, были бы достаточно точны.
Далее на основе известных сведений и представлений об изу-
чаемой системе строится достаточно полная и логически непро-
тиворечивая вербальная модель, которая представляет собой 
формализованный вариант описания изучаемой системы, со-
стоящий из научного текста, сопровождаемого блок-схемой си-
стемы, графиками, таблицами.
На втором этапе на основе вербальной модели определяет-
ся количество переменных будущей математической модели, 
строится сама модель, представляющая собой систему урав-
нений, выражающих закон изменения каждой из переменных 
во времени. Аналитическое решение задачи возможно лишь 
в исключительных случаях. В большинстве своем строится про-
грамма для ЭВМ. Эта работа требует определенной подготов-
ки по программированию и наличия средств математическо-
го обеспечения.
На третьем этапе — испытания модели — происходит сум-
мирование всех полученных решений, устанавливается, в ка-
кой степени модель способна воспроизводить интересующие 
исследователя черты системы-оригинала, подсистем различ-
ных уровней, и рассматривается взаимодействие этих подси-
стем с учетом иерархии.
Четвертый этап — окончательная оценка пригодности моде-
ли. Оценка может быть дана только на основе ее всестороннего 
анализа, сравнения с данными наблюдений и экспериментов, 
на основе практического использования модели.
Между этапами возникают обратные связи, которые выра-
жаются в корректировке поставленных целей и получаемых ре-
зультатов, в отладке идей и программ решения задачи.
На этапах испытания и анализа модели осуществляется оцен-
ка потенциальных стратегий, полученных из модели. В ходе 
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оценки исследуется чувствительность результатов к допущени-
ям, сделанным при построении модели. Если окажется, что ос-
новные допущения некорректны, возможно, придется вернуть-
ся к этапу моделирования и скорректировать модель.
20.4.2. математическая интерпретация  
устойчивости экосистем
Одной из центральных проблем экологии вообще и матема-
тической экологии в частности является проблема устойчиво-
сти, стабильности экосистем. Долго существовать могут лишь 
устойчивые экосистемы. С другой стороны, пределы устойчи-
вости устанавливают те максимальные нагрузки на нее, превы-
шение которых приведет к разрушению. Этот аспект приобре-
тает особую актуальность в связи с усилением антропогенного 
воздействия на экосистемы.
Несмотря на кажущуюся очевидность понятия устойчивости, 
его общепринятое однозначное определение до сих пор отсут-
ствует. Выделяют два типа устойчивости (стабильности): рези‑
стентную (способность оставаться в устойчивом состоянии под 
нагрузкой) и упругую (способность быстро восстанавливаться); 
эти два типа стабильности связаны обратной зависимостью [13].
Применительно к биологическим сообществам понятие 
устойчивости обычно сводится к требованию сохранения чис-
ла видов в течение длительного времени.
Если имеется достаточно полная и адекватная модель био-
логического сообщества, то на вопрос об устойчивости реаль-
ного сообщества можно ответить, исследуя модель методами 
математической теории устойчивости. Методологически такой 
подход вполне оправдан, так как анализ устойчивости модели 
позволяет формировать различные гипотезы о поведении моде-
лируемого объекта, выполнение либо отсутствие которых в ре-
альности дает дополнительное основание для суждения об адек-
ватности модели [14].
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Контрольные вопросы
Будем говорить, что сообщество устойчиво, если устойчи-
во некоторое нетривиальное положительное решение системы 
дифференциальных (разностных) уравнений, являющейся мо-
делью этого сообщества. Как правило, рассматривается только 
устойчивость стационарных решений, причем таких, для кото-
рых численность ни одного из видов не равна нулю или беско-
нечности. Эти решения называются нетривиальным равнове-
сием (или просто равновесием) сообщества. Из устойчивости 
таких решений следует сохранение числа видов в сообществе.
Из многих математических определений устойчивости бу-
дет использоваться устойчивость по Ляпунову.
Контрольные вопросы
1. В чем заключаются экосистемный и популяционный под-
ходы к изучению экологических систем?
2. Как строится иерархия моделей?
3. Назовите свойства экологических систем.
4. В чем состоит системный подход к изучению экосистем? 
Перечислите этапы системного анализа.
5. Какие данные необходимы для построения математиче-
ской модели экосистемы?
6. Что представляет собой математическая интерпретация 
устойчивости экосистем?
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Глава 21.  
Виды моделей математической экологии
21.1. Модели популяционной экологии
Существуют различные математические модели роста численности популяций. Для того чтобы модель была простой и удобной для изучения, делают ряд упроща-
ющих допущений, принимая постоянными такие факторы, как 
плотность других видов, не принадлежащих данной популяции, 
климатические условия и др.
21.1.1. нелимитированная популяция
Рассмотрим простейшую математическую модель популяци-
онной динамики, отражающей изменение общей численности 
популяции за счет рождаемости и смертности, а также состоя-
ния трофической цепи. При построении модели приняты сле-
дующие упрощения:
1) не учитывается структура популяций, т. е. возрастные, по-
ловые и генетические различия;
2) не учитывается явно влияние абиотических факторов 
среды;
3) не учитывается трофический уровень популяции, счита-
ется, что всегда есть низший уровень, служащий пищей 
для данной популяции.
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Пусть х — число особей популяции. Изменение численно-
сти популяции dx происходит за счет рождения и смерти осо-
бей, причем соотношение между ними можно считать в первом 
приближении постоянным. Тогда простейшее дифференциаль-
ное уравнение динамики популяции будет иметь вид
 dx
dt
x= -( )b a ,  (21.1)
где α и b — коэффициенты, с помощью которых учитывают 
рождаемость и смертность в данной популяции. Разность b a-( ) 
определяет прирост популяции r, который зависит от числа осо-
бей х. Тогда
 dx
dt
rx= .  (21.2)
Приняв, что в начальный момент времени t = 0 численность 
популяции была равна х0, получим решение уравнения (21.2):
 х = х0 еrt.  (21.3)
Графически выражение (21.3) представлено на рис. 29.
При достаточно большой емкости трофического уровня 
(r > 0), т. е. достаточном количестве пищи, численность попу-
ляции возрастает (кривая 1 на рис. 29) или остается неизмен-
ной (r = 0) — кривая 2. Недостаток пищи (r < 0) может привести 
к голоду, болезням и росту смертности (численность популя-
ции х уменьшается) — кривая 3.
Эксперимент показывает наличие тормозящего действия 
среды. Популяция из-за ограниченной скорости продукции 
пищи не может неограниченно увеличивать численность. Та-
ким образом, уравнение (21.2) справедливо лишь для ограни-
ченного периода времени, в конечном счете популяция может 
стабилизироваться на некотором устойчивом значении и ис-
пытывать около него регулярные или нерегулярные флукту-
ации.
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Рис. 31. Решение уравнения х = х0еrt для различных r
21.1.2. лимитированная популяция  
(учет внутривидовой конкуренции)
Введем в уравнение (21.2) коэффициент «торможения», с по-
мощью которого учитывают тормозящее действие среды. Пред-
полагается, что это тормозящее действие пропорционально х 2, 
т. е. числу встреч между особями. Тогда математическую модель 
процесса изменения биомассы популяций можно представить 
уравнением (21.4), которое в экологической литературе назы-
вают логистическим.
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Разделив переменные, получим
 dx
r
b
x x
bdt
-
=
2
,  (21.5)
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Интеграл от левой части (21.6) будет равен
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Окончательно получим:
 x
r
b
x
Сert
-
= .  (21.8)
Значение константы С определим из начального условия:
 С x
r
b
x
=
-
0
0
.  (21.9)
Подставив найденную константу в уравнение (21.8), после 
несложных преобразований получим решение задачи Коши 
(21.4) в виде
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При t ®Ґ в выражениях (21.10) x r
b
k® =  (см. уравне-
ние (21.4)). Таким образом, k — емкость среды — максималь-
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ная численность, которую может достигнуть популяция при 
данных условиях.
Найдем производную от выражений (21.10):
 dx
dt
r
b
x r
r
b
x
r
b
x e xrt
=
- - -ж
и
з
ц
ш
ч
й
л
к
щ
ы
ъ
-ж
и
з
ц
ш
ч +
й
л
к
щ
ы
ъ
-
0 0
0 0
2 .  (21.11)
x(t) — убывающая функция при r
b
x
dx
dt
> <
0
0, ;
x(t) — возрастающая функция, если r
b
x
dx
dt
< >
0
0, .
Найдем стационарное решение уравнения (21.4):
 dx
dt
r
k
x xs s= - =0 1
1
0или ( ) .  (21.12)
Корень этого уравнения x ks =  — емкость экосистемы. При 
x ks >  продуценты обеспечить рост численности не могут.
Графическая интерпретация полученных выводов представ-
лена на рис. 32.
Решение (21.10) обладает следующими свойствами:
1) при малых значениях х уравнение сводится к уравне-
нию (21.1) и рост носит экспоненциальный характер: кривая 1 
на рис. 29; этому соответствует емкость среды k = ∞ (кривым 2 
и 3 также соответствует k = ∞ при r = 0 и r < 0 cоответственно);
2) с возрастанием t величина х монотонно приближается 
к постоянному значению, что имеет место в эксперименте (кри-
вая 4).
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Рис. 32. Решение уравнения (21.4) при различных значениях х0
21.2. Учет взаимодействия двух популяций
21.2.1. два вида, борющиеся за общую пищу  
(учет межвидовой конкуренции)
Пусть обе популяции употребляют один и тот же корм, ко-
личество которого ограничено, и из-за этого находятся в кон-
курентной борьбе.
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Первые члены характеризуют скорость роста популяций 
без ограничивающих факторов, вторые учитывают изменение 
в скоростях, которое обусловлено ограниченностью корма.
Прежде чем исследовать, как будет вести себя система (21.13), 
заметим, что в любой момент времени ее состояние полностью 
описывается значениями х и у: каждому состоянию системы со-
ответствует некоторая точка (х, у) на плоскости хОу, называемой 
«фазовой плоскостью». Каждой точке фазовой плоскости можно 
поставить в соответствие указывающий направление движения 
в этой точке вектор (стрелку на рис. 33) с координатами, кото-
рые являются правыми частями системы. Проведя из начальной 
точки линии, касательные к этим векторам, получим траектории, 
по которым будет происходить движение системы, т. е. реше-
ния задачи Коши для системы (21.13) с начальными условиями
 x t x y t y x y x y0 0 0 0 0 0( ) = ( ) = ( )О, , , .O
Чтобы составить представление о траекториях движения си-
стемы, построим линии, на которых dx
dt
= 0 (здесь векторы па-
раллельны оси Оу) и dy
dt
= 0 (здесь векторы параллельны оси Ох). 
Обозначим x c y c0 1 0 22 2= =g g; , 
dy
dt
y= .
Имеем
x = 0, когда а1x — с1 (λ1x + λ2y)x = 0,
y = 0, когда а2x — с2 (λ1x + λ2y)x = 0,
т. е. x = 0 на двух прямых в фазовой плоскости:
 x a
c
a
c
= ( ) ж
и
з
ц
ш
ч
ж
и
з
ц
ш
ч0 0 0 01 1
1
1 1
1
, , , ,
l l
и ,
а y = 0 также на двух прямых:
 y x y a
c
= + =0 1 2
2
2
и l l .
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В обоих случаях имеем три стационарные точки, в которых 
одновременно x = 0 и y = 0, а именно: 0 0 0 01 1
1
2 2
2
, , , ,( ) ж
и
з
ц
ш
ч
ж
и
з
ц
ш
ч
a
c
a
c
l l
и .
При этом если a
c
a
c
1
1
2
2
>  (рис. 31), то устойчивой является толь-
ко точка a
c
1 1
1
0
l
,
ж
и
з
ц
ш
ч, а если 
a
c
a
c
1
1
2
2
< , то точка 0 2 2
2
,
a
c
lж
и
з
ц
ш
ч (рис. 33).
у 
х y = 0 
y = 0 
х = 0 
х = 0 
2lс
а  
lс
а  
22
2
lс
а  
22
2
lс
а  
Рис. 33. Фазовый портрет динамической системы (21.13)  
при условии a
c
a
c
1
1
2
2
>
Таким образом, если a
c
a
c
1
1
2
2
> , то вторая популяция вымира-
ет, y (t) → 0, t → ∞, а первая стабилизируется, x (t) →a
c
1 1
1
l , t → ∞ 
(рис. 34).
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y0 
x(t) 
y(t) 
x , y 
х0 
с
а l  
Рис. 34. Динамика численности двух популяций  
с учетом межвидового взаимодействия
Если же a
c
a
c
1
1
2
2
< , то имеем обратную картину: первая популя-
ция вымирает, x (t) → 0, t → ∞, а вторая стабилизируется, у(t) → 
→ a
c
1 1
1
l , t → ∞ (рис. 35).
у 
х y = 0 
х = 0 
х = 0 
y = 0 
22
2
lс
а  
22
2
lс
а  
lс
а  
2lс
а  
Рис. 35. Фазовый портрет динамической системы (21.13)  
при условии a
c
a
c
a
c
1
1
2
2
= =
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Наконец, если a
c
a
c
a
c
1
1
2
2
= = , то кроме неустойчивой точки (0,0) 
имеем линию стационарных точек — отрезок прямой l l1 2x y
a
c
+ =  
(рис. 33).
В дальнейших рассмотрениях будем для простоты считать, 
что а1 = а2 = а и с1 = с2 = с. Тогда, деля второе уравнение систе-
мы (21.13) на первое, получим
 dy
dx
y
x
= ,  (21.14)
откуда
 y t y
x
x t( ) = ( )0
0
,  (21.15)
т. е. траекториями являются отрезки прямых, выходящих из на-
чала координат (рис. 36). 
 
 
у 
х y = 0 
х = 0 
yх  = = 0 lс
а  
2lс
а  х0 х0 
у0 
у0 
Рис. 36. Фазовый портрет динамической системы (21.13)  
при условиях а1 = а2 = а, с1 = с2 = с
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Обе популяции не вымирают, и численность их стабилизи-
руется к значениям, которые можно найти как координаты пе-
ресечения прямых l l1 0 2 0x y
a
c
+ =  и y y
x
= 0
0
, откуда
 
t t
lim lim
®Ґ ®Ґ
( ) =
+( ) ( )
=
+( )
x t
ax
c x y
y t
ay
c x y
0
1 0 2 0
0
1 0 2 0l l l l
,   (16)
21.2.2. модель двух популяций «хищник — жертва»
Модель динамики двух популяций «хищник — жертва» 
в 1920-х гг. предложил А. Лотка, а несколько позднее независи-
мо от него — В. Вольтерра. Модель не учитывает структуру по-
пуляций, влияние абиотических факторов и пр. Единственным 
фактором, ограничивающим численность жертвы, является 
хищник. Коэффициент торможения среды b = 0, и в отсутствие 
хищника численность жертв увеличивается экспоненциально. 
Смертность хищников компенсируется рождением новых осо-
бей, скорость которого зависит от наличия пищи, т. е. количе-
ства жертв.
Обозначив численность жертв х, а численность хищников 
у и приняв, что скорость выедания хищником жертвы пропор-
циональна произведению их численностей, получим следую-
щую систему уравнений модели:
 
dx
dt
a x c xy
dy
dt
a y c xy
= -
= - +
м
н
пп
о
п
п
1 1
2 2
,
.
  (21.17)
Здесь а1 — удельная скорость роста жертв; с1 — константа, свя-
зывающая смертность жертв с численностью хищника; с2 — 
константа, связывающая рождаемость хищников с численно-
стью жертв; а2 — удельная смертность хищников.
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Согласно этим уравнениям, каждая из взаимодействующих 
популяций в своем увеличении ограничена только другой по-
пуляцией, т. е. рост числа жертв лимитируется преследовани-
ем хищниками, а рост числа хищников — недостаточным ко-
личеством жертв.
Стационарное решение системы (21.17) следующее:
 
a x c x y
a y c x y
c s s
s s s
1 1
2 2
0
0
- =
- + =
м
н
о
,
,
  (21. 18)
или
 
x
a
c
y
a
c
s
s
=
=
м
н
п
п
о
п
п
2
2
1
1
,
.
  (21.19)
Система уравнений (21.17) нелинейна, для ее линеариза-
ции рассмотрим небольшие отклонения от стационарного со-
стояния х*, у*.
Тогда х = хs + х*, у = уs + у*. Обозначим g g1 1 2
2
2 2
1
1
= =с
а
с
с
а
с
и ; 
подставим в уравнения (21.17):
 dx
dt
*
= a а
с
a x c
a
c
x
a
c
y1
2
2
2 1
2
2
1
1
+ - +
ж
и
з
ц
ш
ч +
ж
и
з
ц
ш
ч
* * * .  (21.20)
Раскрывая скобки, получим
         dx
dt
a
а
с
a x а
а
с
а х с
а
с
у с х у у
*
* * * * * *= + - - - - = -1
2
2
1 1
2
2
1 1
2
2
1 1g . (21.21)
Таким образом, получаем систему
 
dx
dt
у
dy
dt
x
*
*
*
*
= -
=
м
н
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о
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п
g
g
1
2
,
.
  (21.22)
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Решением системы (21.22) является выражение
 ( ) ( )х
С
у
С
* *
+ =
2
1
2
22 2
1
g g
,  (21.23)
а фазовой траекторией — эллипс. Точка, изображающая состо-
яние двух популяций, перемещается по эллипсу. Если развер-
нуть процесс во времени, получим осцилляции численностей 
популяций, описываемые системой уравнений
 
х х
y y
*
*
=
=
м
н
п
оп
0
0
*
*
t
t
cos( ),
sin( ),
w
w
  (21.24)
 x c y c0 1 0 22 2= =g g; .
Х2'
Х1'
Х2
Х2S
Х1
t
Х1S
t
Рис. 37. Фазовый портрет динамики популяций «хищник — жертва»
Колебания численностей происходят с некоторой постоян-
ной амплитудой, зависящей от начальных условий. У системы, 
находящейся в начальный момент времени близко к состоянию 
равновесия, амплитуда колебаний невелика, а у системы, ис-
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ходно далекой от точки покоя, колебания будут иметь большую 
амплитуду. Причем колебания численности хищника отстают 
по фазе от колебаний численности жертвы. Когда велико чис-
ло жертв, численность хищников увеличивается, что приводит 
к повышению пресса хищников на популяцию жертв и тем са-
мым к снижению ее численности. Это снижение ведет к огра-
ничению хищников в пище и падению их численности, которое 
вызывает ослабление пресса хищников и увеличение численно-
сти жертв, что снова приводит к росту популяции хищника и т. д.
Х2
Х1
t
t
dx1
dt
=0
a2
c2
dx2
dt
=0
a1
b
a1
c1
Рис. 38. Осцилляции численностей популяций хищника и жертвы  
при наличии торможения среды
Все приведенные выше рассуждения были сделаны с учетом 
допущения, что единственным фактором, ограничивающим 
численность жертвы, является хищник. Если учесть тормозя-
щее действие среды (b ≠ 0), то рост популяции жертвы в отсут-
ствие хищника будет происходить в соответствии с логистиче-
ским уравнением. Система (21.24) примет вид
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dx
dt
a х bx c хy
dy
dt
a y c xy
= - -
= - +
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н
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о
п
п
1
2
1
2 2
,
.
  (21.25)
Фазовый портрет такой системы представлен на рис. 38. Ко-
лебания в этом случае будут иметь затухающий характер — чис-
ленность и жертвы, и хищника колеблется с уменьшающейся 
амплитудой, причем колебания численности хищника также 
отстают по фазе от колебаний численности жертвы.
21.2.3. анализ модели «хищник — жертва»
Важное свойство периодичности х и у можно получить, пе-
реписав уравнения (21.17) в виде
 
1
1
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1
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x
dx
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a c y
y
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a c x
= -
= - +
м
н
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,
,
  (21.26)
или
 
d x
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,
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Интегрируя по периоду Т, получим
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аТ с уdt
a T c xdt
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t
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,
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  (21.28)
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или
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Таким образом, x a
c
y
a
cs s
= =2
2
1
1
и  являются средними значе-
ниями х1 и х2 в течение периода Т.
Предположим, что производится равномерное во времени 
и пропорциональное численностям популяций истребление 
особей каждого вида (отлов, отстрел и т. п.).
Если за время dt истребляется αλx dt жертв и βλу dt хищни-
ков, то система (21.17) принимает вид
 
dx
dt
a c y х
dy
dt
a c x у
= - -( )
= - - +
м
н
пп
о
п
п
1 1
2 2
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bl
,
( ) ,
  (21.30)
где числа α > 0 и β > 0 характеризуют способ истребления, 
а λ > 0 — скорость истребления.
Легко увидеть, что система (21.30) получена из (21.17) заме-
ной а1 и а2 выражениями a1 -( )al  и a2 +( )bl  соответственно.
Предыдущие результаты справедливы только в том случае, 
если a1 0-( ) >al .
Если задан способ истребления, то, пока интенсивность l 
остается меньшей, чем а1/λ, будут происходить флуктуации (ко-
лебания численности). В этом случае среднее число жертв, по-
требляемых в единицу времени, равно
 x
Т
уdt
а
сt
t T
= =
+( )+
т
1
0
0
2
2
al bl
.  (21.31)
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Сравним эти колебания с теми, которые были в случае до ис-
требления.
Средние значения для х, у вместо a
c
a
c
2
2
1
1
и  будут
 х a
c
у
a
c
=
+
=
-2
2
1
1
bl al
и .  (21.32)
Полученные результаты позволяют сформулировать следу-
ющие законы.
Закон периодического цикла
Колебания численности двух видов периодичны. Для неко-
торой пары значений численностей состояние биологического 
сообщества стационарно и равновесие устойчиво.
Закон сохранения средних
Средние в течение периода Т  численности особей двух ви-
дов не зависят от начальных условий и равны числам, соответ-
ствующим нетривиальному стационарному состоянию для дан-
ных значений параметров а1, а2, с1, с2.
Закон изменения средних
Если два вида истребляются равномерно и пропорциональ-
но численности особей, то среднее число жертв увеличивает-
ся, а хищников — уменьшается.
21.2.4. запаздывание при наличии обратной связи
Модель Лотки — Вольтерра довольно упрощена по сравне-
нию с реальными зависимостями, описывающими изменения 
численностей хищников и жертв. Тем не менее эта модель по-
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зволяет показать основную тенденцию в отношениях «хищ-
ник — жертва», которая выражается в возникновении колеба-
ний численностей. Основным механизмом таких колебаний 
является запаздывание во времени.
Известно, что если система, в которой происходит суще-
ственная задержка, регулируется обратной связью, то весьма 
вероятно возникновение колебаний с большой амплитудой.
В экологических системах запаздывание регуляции числен-
ности может быть вызвано следующими факторами.
1. Конечное время развития. Увеличение пищи может приве-
сти к росту численности популяции, но только лишь по проше-
ствии некоторого времени Т, равного времени развития взрос-
лой особи из зародыша.
2. Дискретность сезонов размножения. Многие виды живот-
ных и растений способны размножаться в определенное вре-
мя года. Особенно эта причина сказывается на динамике чис-
ленности в том случае, если взрослые особи, размножающиеся 
в данном году, не доживают до следующего года, как, напри-
мер, однолетние растения, многие насекомые.
3. Запаздывающее действие экологических факторов, ограничи‑
вающих численность. Обычно наблюдается в тех случаях, когда 
ограничивающим фактором является какой-то вид животного 
или растения, для которого и самого характерно запаздывание, 
обусловленное либо временем развития, либо дискретностью 
сезонов размножения. Причем этот ограничивающий вид мо-
жет быть как хищником, так и источником пищи.
Контрольные вопросы и задания
1. Как строится математическая модель популяционной ди-
намики, отражающей изменение общей численности по-
пуляции за счет рождаемости и смертности (нелимитиро-
ванная популяция)?
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2. Покажите, что график логистического уравнения имеет 
единственную точку перегиба. Найдите ее и дайте биоло-
гическую интерпретацию.
3. Рассмотрите систему, описывающую динамику численно-
сти двух популяций, учитывающую межвидовую конку-
ренцию, для случая a
c
a
c
1
1
2
2
= . Найдите отношения x
x
Ґ
0
 и y
y
Ґ
0
.
4. Проанализируйте модель динамики двух популяций 
«хищник — жертва». Сформулируйте следующие законы:
·	 закон периодического цикла;
·	 сохранения средних;
·	 изменения средних.
5. Какие факторы определяют запаздывание при наличии 
обратной связи?
21.3. Матричные модели
Матричную модель можно рассматривать как конечно-раз-
ностный аналог динамической модели. Рассмотрим один 
из ранних вариантов такой модели, разработанный Льюисом 
и Лесли и позволяющий предсказать будущую возрастную 
структуру популяции самок по известной структуре в настоя-
щий момент времени и гипотетическим коэффициентам вы-
живания и плодовитости. Популяцию разбивают на (n + 1) 
возрастную группу (т. е. 0,1,2, …, n, причем каждая группа со-
стоит из особей одного возраста) так, что самая старшая груп-
па, или группа, в которой все доживающие до данного возрас-
та животные вымирают, имеет номер n. Обозначив через xn 
число особей в каждой возрастной группе, получим вектор 
at

 = (x0t, x1t, …, xnt), представляющий возрастную структуру 
в момент времени t.
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Модель описывается матричным уравнением
 a Aat t

+ =1   (21. 33)
или в развернутом виде
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где величины fi (i = 0, 1, …, n) представляют число самок, про-
изводимых самкой i-го возраста, рi (i = 0, 1, …, n–1) — вероят-
ность того, что самка i-го возраста доживет до (i + 1).
Тогда для численности возрастных групп к моменту вре-
мени t0+k
 a A at k n t

0 0+ = .  (21. 35)
Квадратная матрица А имеет (n + 1) собственных чисел (с уче-
том кратности) и (n + 1) собственных (и присоединенных) век-
торов. Элементы А неотрицательны, поэтому наибольшее соб-
ственное число и координаты соответствующего собственного 
вектора положительны и при этом имеют определенный эко-
логический смысл.
Покажем это на одной из простейших моделей, предложен-
ной Уильямсоном [14].
Пусть а0 = (0,0,1), т. е. популяция состоит из одной самки 
старшего возраста. Матрица А имеет вид
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По прошествии одного временного интервала имеем
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т. е. а1 = (12,0,0), и в популяции уже будет 12 самок младшего 
возраста.
Последовательно применяя данную модель, легко убедить-
ся, что, например, а4 = Аа3 = (24,12,0) и т. д.
Каждое животное старшего возраста, прежде чем умереть, 
успевает произвести в среднем 12 потомков; каждое животное 
среднего возраста, прежде чем умереть или перейти в следую-
щий возрастной класс (вероятности этих событий одинаковы), 
производит в среднем 9 потомков. Молодые животные не про-
изводят потомства и с вероятностью 1/3 попадают в среднюю 
возрастную группу. На рис. 39 в логарифмическом масштабе 
нанесены численности каждой возрастной группы для первых 
20 временных интервалов. Начиная с какого-то момента вре-
мени, до которого наблюдаются колебания численностей, пред-
сказанные численности экспоненциально возрастают, причем 
соотношение между численностями животных младшего, сред-
него и старшего возрастов остается постоянным.
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Рис. 39. Предсказанные численности самок младшего,  
среднего и старшего возрастов
Квадратные матрицы обладают одним важным свойством, 
а именно: для любой такой матрицы существуют собственные 
числа и собственные векторы. В общем случае, если матрица 
n × n, существует n собственных чисел λ, причем среди них мо-
гут быть повторяющиеся, отрицательные и мнимые.
По определению собственного числа
 An ln= ,  (21. 36)
где n — устойчивая возрастная структура популяции, причем 
численности разных возрастных классов представлены в виде 
относительных величин. Если построить график зависимости 
логарифма размера популяции от времени, то наклон этого гра-
фика после достижения устойчивой структуры популяции бу-
дет равен lnλ — внутренней скорости естественного прироста. 
Главное собственное число дает скорость, с которой возраста-
ет размер популяции, когда ее возрастная структура стабили-
зировалась. В свою очередь, соответствующий главному соб-
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ственному числу собственный вектор отражает устойчивую 
возрастную структуру популяции.
Зная главное собственное число, можно, воспользовавшись 
уравнением
 H = -100 1l
l
,
оценить также число особей, которых необходимо изъять из по-
пуляции, чтобы размер ее стал равен исходному. Здесь Н — доля 
особей, изымаемых из популяции, %.
Найдем собственные числа и собственные векторы матри-
цы А. Полагая n = (x, y, z), с учетом (21.36) получим систему ли-
нейных алгебраических уравнений
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  (21. 37)
определитель которой равен Δ = –λ3 + 3λ + 2 = –λ3 + 4λ — λ + 2 = 
= λ(2 + λ) (2 – λ) — λ + 2 = (2 — λ) (λ 2 + 2λ + 1) = (2 — λ) (λ + 1) 2.
Следовательно, главное собственное число λ1 = 2; λ 2 = λ3 = –1.
Подставим значение λ1 в матрицу А и определим ее ранг:
 rang rang
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Ранг матрицы равен числу линейно независимых строк 
(столбцов). Проведем эквивалентные преобразования нашей 
матрицы:
1) 3-ю строку умножим на 6 и сложим с 1-й;
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2) 2-ю строку умножим на 6 и сложим с 1-й:
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Верхняя строка — нулевая. Следовательно, число независи-
мых переменных будет равно n — r = 3–2 = 1. Пусть ею будет z. 
Положим z = 1. Тогда x = 24, у = 4 и главный собственный век-
тор ν1 = (24, 4, 1).
Аналогично определим собственный вектор, соответствую-
щий λ2 = –1: ν2 = (6, —2, 1).
Вектор ν3, называемый присоединенным, найдем из уравнения
 ( )A E- =l n n2 3 2
  , (21. 38)
где Е — единичная матрица.
Уравнение (21. 38) эквивалентно системе
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= - , (21. 39)
откуда ν3 = (0, –2, –2).
Таким образом, возрастная структура популяции представ-
ляется вектором в трехмерном пространстве, с базисом, обра-
зованным векторами
 n1 = (24, 4, 1), 

n2 = (6, –2, 1), ν3 = (0, –2, –2).
 a0 1 2 3= + +an bn gn

,  (21. 40)
где α, β, γ — некоторые положительные числа.
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Тогда уравнение (21. 35) примет вид
а k
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Пояснение. Из выражения (21. 36) следует, что
 Аn l n n3 2 3 2= + ;
 Аg n g l n n0 3 0 2 3= + ;
 А A A2 3 2 3 2 2 3 2 2 22 3 2 22n l n n l n l n l n l n= + = + = +( ) ;
 А A3 3 22 3 2 23 3 22 2 22 2 23 3 22 22 2 3n l n ln l n l n l n l n l n= + = + + = +( ) ;
 А A4 3 23 3 22 2 24 3 23 23 4n l n l n l n l n= + = +( ) ;
 А kk k kn l n l n3 2 3 2 1 2= + - .  (21.42)
Поскольку λ2 = –1, знаки в правой части выражения (21.41) 
будут чередоваться.
Так как k/2 k → 0 при k → ∞, то при t → k → ∞ популяция воз-
растает по закону
  ak k» 2 0 1a n ,  (21.43)
т. е. как показательная функция.
Главное собственное число λ1 дает скорость, с которой воз-
растает размер популяции (в нашем примере за каждый вре-
менной интервал популяция удваивается), а собственный век-
тор ν1 определяет устойчивую возрастную структуру популяции, 
т. е. отношение численностей особей разных возрастных групп 
остается постоянным и равным 24:4:1. Нетрудно видеть, что 
если мы в конце каждого временного интервала будем изымать 
половину популяции и использовать на корм, то размер ее ста-
нет равным исходному а0.
Матричные модели очень удобны для расчета на ЭВМ и на-
ходят все более широкое применение, например для анализа 
круговорота питательных веществ в экосистемах, в различных 
стохастических моделях и т. д.
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Контрольные вопросы и задание
1. Какие факторы учитывают матричные модели и в чем их 
достоинства?
2. Что позволяют прогнозировать матричные модели?
3. Исходная популяция имеет структуру а0 = (0,6,12) и ма-
трица Лесли А — следующий вид:
A =
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л
к
к
к
к
к
к
к
щ
ы
ъ
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ъ
ъ
0 18 18
1
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0
2
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0
 Найдите (приближенно) численность популяции через 
достаточно большое число n лет и ее устойчивую возраст-
ную структуру.
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Глава 22.  
Построение моделей экосистем 
(биогеоценозов) на основе системного 
подхода
При системном подходе к изучению БГЦ одним из ос-новных этапов исследования является построение структурно-функциональной схемы БГЦ. Речь идет 
об описании системы круговоротов вещества и потоков энер-
гии в БГЦ.
22.1. Основные понятия системного анализа 
применительно к моделированию экосистем 
(биогеоценозов)
Суть системного подхода к изучению БГЦ состоит в следу-
ющем:
1) каждый БГЦ рассматривается как система из определен-
ных блоков;
2) в каждом из блоков имеется запас различных субстанций;
3) существуют потоки субстанций, переходящие из одного 
блока в другой, а также входящие и выходящие из неко-
торых блоков БГЦ за его пределы.
Под субстанциями понимаются вещества и энергия, цирку-
лирующие в биосфере. Под блоком понимается некоторый эле-
мент БГЦ, в который субстанция поступает, где она хранится, 
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быть может, перерабатывается и из которого она выходит. При 
описании обменных процессов в одном и том же БГЦ его можно 
членить на блоки разного масштаба. В одном случае под блоками 
можно понимать популяцию, в другом — функциональную груп-
пу организмов и т. д. Каждый блок характеризуется набором суб-
станций, которые в нем хранятся, и их количествами — запасами.
Потоком субстанции из одного блока в другой называется 
часть той или иной субстанции, которая в данный момент на-
ходится в процессе перемещения из одного блока в другой.
Интенсивностью потока называется количество субстанции, 
которое переносится данным потоком из одного блока в другой 
за единицу времени в единице площади или объема.
Выделение субстанций, блоков и потоков должно удовлет-
ворять требованиям полноты описания, которые конкретизи-
руются следующим образом:
1. Если в некоторый блок поступает некоторая субстанция, 
то должны быть учтены все потоки данной субстанции, при-
водящие либо к заметному изменению количества данной суб-
станции в блоке, либо к заметному перемещению субстанции 
через блок. Кроме того, для каждого потока количество любой 
поступающей субстанции должно равняться количеству суб-
станции, выдаваемому этим потоком в другие блоки.
Иначе говоря, для каждой учитываемой субстанции, каждо-
го блока и каждого потока полнота описания должна обеспе-
чивать возможность составления баланса.
2. Не все потоки и не все перераспределяющиеся в блоке суб-
станции независимы друг от друга.
3. Следует выяснить, какие субстанции играют существен-
ную роль в судьбе блока, и описать их циркуляцию.
Для построения математической модели важно определить 
интенсивность всех потоков. Для этого необходимо выяснить, 
от каких параметров зависят коэффициенты пропорциональ-
ности между интенсивностью потоков и запасами субстанций, 
какими законами природы управляются эти зависимости и как 
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они количественно выражаются. В простейшем случае можно 
считать коэффициенты постоянными или изменяющимися сту-
пенчато или линейно.
Таким образом, построение математической модели обмен-
ных процессов в БГЦ сводится к тому, что для каждого блока, 
а также для каждой субстанции в пределах блока подсчитыва-
ется баланс за определенный промежуток времени. Это позво-
ляет пересчитать новое распределение изучаемых субстанций 
между блоками системы.
Для следующего момента времени по установленным пра-
вилам надо пересчитать все интенсивности потоков; затем, ис-
пользуя балансовые уравнения, вычислить распределение суб-
станции по блокам на новый момент времени. Последовательно 
повторяя эту операцию, можно проследить перераспределение 
субстанций между блоками системы с течением времени.
22.2. Модель озерной экосистемы
Особый интерес вызывает явление эвтрофикации озер — увели-
чение в них органической биомассы вследствие поступления био-
геннных веществ извне (с территории водосбора). По этому при-
знаку выделяют олиготрофные, мезотрофные и эвтрофные озера 
(соответственно с низким, средним и высоким запасом органики).
Спектр разрабатываемых математических моделей озерных 
экосистем достаточно широк: от простейших двумерных, даю-
щих возможность аналитического изучения основных трендов 
развития экосистем, до сложнейших многомерных систем диф-
ференциальных уравнений в частных производных, описыва-
ющих динамику пространственного распределения основных 
компонент озерных экосистем.
Рассмотрим простейшую модель эвтрофикации, включа-
ющую в себя несколько весьма агрегированных переменных 
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и допускающую аналитическое исследование [7]. Эта модель 
строилась в первую очередь для того, чтобы разобраться в про-
цессе эвтрофикации озер в целом, качественно его проанали-
зировать и выделить ключевые управляющие этим процессом 
параметры экосистемы.
Состояние экосистемы пресноводного водоема достаточно 
полно описывают следующие фазовые переменные:
a(t) — биомасса продуцентов (фитопланктон);
z(t) — биомасса консументов (зоопланктон);
n(t) — концентрация биогенных (питательных) веществ в во-
доеме;
s(t) — масса детрита (мертвой органики);
b(t) — биомасса бактерий;
x(t) — концентрация растворенного в воде кислорода.
Каждая из переменных, в свою очередь, может быть подразде-
лена на отдельные составляющие, но в общем случае динамика 
именно этих веществ оказывает решающее воздействие на состо-
яние экосистемы и качество воды. Взаимодействие между указан-
ными переменными описывается диаграммой потоков (рис. 38).
Рис. 40. Диаграмма потоков вещества в озере
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Она дает качественное описание процессов трансформации 
веществ в эвтрофицируемых водоемах, т. е. представляет собой 
концептуальную модель процесса эвтрофикации.
Математическая модель представлена системой уравнений:
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где qij — поток вещества из i-го блока в j-й; хn — концентрация кис-
лорода при насыщении им воды; k — коэффициент реа эрации.
Конечно, реально существующая стратификация озера вно-
сит некоторые изменения в эту схему. Однако на первом этапе 
достаточно рассмотреть локальную (точечную) модель для ос-
редненных концентраций. Кроме того, поскольку в большин-
стве реальных водоемов свет не является лимитирующим фак-
тором, можно не учитывать зависимость скорости фотосинтеза 
от освещенности.
Попытаемся теперь, исходя из общеэкологических сооб-
ражений о трансформации веществ в системе и основываясь 
на асимптотических оценках, максимально упростить модель, 
чтобы провести ее аналитическое исследование
В блоке «Консументы» объединяются биомассы зоопланкто-
на, бентоса, рыб и т. п., но даже при такой агрегации в реальных 
экосистемах биомасса консументов является малой величиной 
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по сравнению с биомассами продуцентов или бактериопланкто-
на. В то же время в этом блоке постоянно происходит перера-
ботка значительных количеств вещества: выедается фитоплан-
ктон, выделяется детрит. С другой стороны, обычно биомасса 
консументов — сравнительно медленно меняющаяся компо-
нента экосистемы. Это объясняется тем, что, во-первых, кон-
сументы связаны в иерархические трофические цепи с устой-
чивой структурой и, во-вторых, имеют достаточно сложное 
трофическое поведение, позволяющее им в значительно мень-
шей степени зависеть от колебаний ресурса.
Все это дает право рассматривать блок «Консументы» как 
проточный, в котором происходит быстрая трансформация ве-
щества. Поэтому можно считать, что qaz ≈ qzs и dz/dt имеет по-
рядок ε, где ε << 1 — малый параметр.
Тогда z(t) ≈ z 0 = const, a
 qaz = Va(a, z) ∙ z ≈ Va(a, z 0) ∙ z 0,  (22.2)
где Va(a, z 0) — трофическая функция потребления фитоплан-
ктона консументами.
В природных системах трофические цепи обычно напряже-
ны и эффект насыщения отсутствует. Если к тому же предпо-
ложить, что внутривидовой конкуренцией среди консументов 
можно пренебречь, то естественно zVa(a, z) представить в виде 
z 0Va(a, z 0) ≈ m 1az 0 = m 1а ∙ a. При этом константа m 1а описыва-
ет некоторую дополнительную «смертность» фитопланктона 
за счет консументов. Увеличение сложности трофических це-
пей в экосистеме (как и увеличение биомассы консументов) ве-
дет к возрастанию m 1а.
Поскольку характерные времена роста микроорганизмов 
меньше характерных времен остальных процессов, можно 
считать, что биомасса бактерий не лимитирует скорости био-
разложения органического вещества: численность бактерий-
деструкторов быстро подстраивается к изменениям в среде, 
практически не задерживая процесс разложения. Конечно, это 
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справедливо только для достаточно осредненных систем, в ко-
торых не учитываются различные эффекты температурного, 
светового, токсического и тому подобного ингибирования.
С учетом иерархии времен соответствующие уравнения для 
бактерий в (22.1) точнее было бы записать в виде
 edb
dt
q qsb bn= - .  (22.3)
Величина b(t) быстро стремится к своему стационарному зна-
чению, которое естественно считать функцией биомассы детри-
та: чем больше количество мертвой органики, тем больше био-
масса разлагающих ее бактерий. Следовательно, b(t) → b*(s) ≈ λs 
при t → ∞. После этого можно считать, что поток qsb примерно 
равен потоку qbn, поскольку биомасса детрита s в бактериаль-
ном масштабе времен является медленной переменной и, зна-
чит, db*/dt ≈ 0. Поток qsb можно выразить в следующем виде:
 qsb = qsb(s, b, x) = μ 0(x)Q(s, b),  (22.4)
где μ 0(x) кислородный коэффициент, Q(s, b) — скорость мине-
рализации органики.
В сделанных предположениях Q(s, b) ≈ Q(s, b*) ≈ λ 0s. Таким 
образом,
 qsb = λ 0μ 0(x) s = sμ(x).  (22.5)
Здесь μ (x) — коэффициент бактериального распада детрита, за-
висящий от концентрации кислорода в воде (рис. 41).
μ1 
μ2 
 0    х2а     х1а            хn        х 
Рис. 41. Зависимость скорости бактериального разложения детрита 
от концентрации кислорода в воде
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Функция μ(x) отражает изменение скорости биоразложе-
ния при переключении от аэробных к анаэробным условиям: 
х 1а и х 2а — некоторые пороговые значения концентрации О2; 
х > х 1а соответствует аэробным условиям, х < х 2а — анаэроб-
ным, а при х 2а < х < х 1а устанавливаются определенные проме-
жуточные режимы.
Далее, пусть qna = aVn(n, а), где Vn(n, a) — трофическая функ-
ция потребления биогенов фитопланктоном.
В простейшей модели можно считать, что Vn = Vn(n). По-
скольку Vn(0) = 0 и Vn(∞) < ∞, то для конкретного задания Vn(n) 
можно использовать функцию Моно:
 V n n
nn
( ) =
+
a
d
,  (22.6)
где α — максимальная скорость роста фитопланктона, δ — кон-
станта Михаэлиса.
Естественная смертность фитопланктона задается в виде 
dаs = ma a; тогда суммарная убыль биомассы фитопланктона
 qas + qaz = ma a + m 1а a = ρа.  (22.7)
Можно считать, что поток кислорода, образующийся при 
фотосинтезе, линейно зависит от биомассы фитопланктона: 
qxa = qxa(a) = βa, где β — коэффициент скорости выделения 
кислорода.
Наконец, qxb = γqsb, где γ — коэффициент потребления кис-
лорода при разложении органического вещества (БПК).
Собирая все сделанные правдоподобные допущения, мож-
но записать модель в виде
 
ds
dt
а s x
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  (22.8)
218
Глава 22. Построение моделей экосистем (биогеоценозов) на основе системного подхода 
Исследуем эту систему. Для первых трех переменных имеет 
место закон сохранения вещества, так что
 a + n + s = A = const.
Тогда (22.8) можно свести к системе трех уравнений
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где B = αA — ρA — ρδ.
Эта система имеет две стационарные точки:
1) а*1 = 0, s*1 = 0; х*1 = хн; n*1 = А;   (22.10)
2) а В2* ;= +( ) -( )
m
r m a r
 s B x2 2* *;= +( ) -( )
= ( )r
r m a r
m m ;
x2
* является решением уравнения
 
k x х В х
х
В х
х
n -( ) + ( )
-( ) + ( )( )
-
( )
-( ) + ( )( )
=
b m
a r r m
gr m
a r r m
0;  (22.11)
 n2* .= -( )
rd
a r
Для того, чтобы вторая стационарная точка имела биологи-
ческий смысл, естественно потребовать, чтобы а*2, s*2, n*2, х*2 
были неотрицательны. Легко увидеть, что а*2 > 0 и s*2 > 0 при 
A >
-( )
rd
a r
, n*2 > 0 при α > ρ. Строго говоря, Vn(n) надо опреде-
лить как
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 Vn(n) = 
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и уравнение для нахождения стационарного решения n*
 Vn(n) = ρ
вообще не имеет решения при n < 0. Единственная стационар-
ная точка при этом будет задаваться соотношениями (22.11).
Анализ устойчивости стационарных точек по линейному 
приближению показывает, что при α > ρ и A <
-( )
rd
a r
 первая точ-
ка является устойчивой, вторая — неустойчивой; при α > ρ 
и A >
-( )
rd
a r
, наоборот, первая точка становится неустойчивой, 
вторая — устойчивой. Таким образом, условие устойчивости 
второй точки совпадает с одним из условий ее существования.
При α < ρ единственной стационарной точкой остается пер-
вая, и она будет устойчива. Можно считать, что этот случай со-
ответствует гибели озерной экосистемы, которая неминуема, 
когда убыль биомассы фитопланктона ρ превышает максималь-
ную скорость его прироста α.
Итак, рассмотрена простейшая модель эвтрофикации водое-
ма, дающая качественную картину экодинамики пресноводной 
системы. Наиболее важным управляющим параметром оказа-
лось суммарное количество вещества А: по сути дела, именно 
этот параметр определяет скорость и степень эвтрофикации.
Ввиду сильной агрегированности модели все результаты но-
сят сугубо качественный характер и не годятся для конкретных 
прогнозов. Однако предложенная модель дает довольно разум-
ное теоретическое описание всего процесса эвтрофикации пре-
сноводных водоемов.
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Контрольные вопросы
1. Сформулируйте основные понятия системного анализа 
применительно к моделированию экосистем (биогеоце-
нозов).
2. Опишите систему круговоротов вещества и потоков энер-
гии в БГЦ.
3. Проанализируйте модель озерной экосистемы.
4. Что такое эвтрофикация пресноводных водоемов? Проа-
нализируйте этот процесс с помощью рассмотренной мо-
дели.
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Глава 23.  
Модели эколого-экономического 
взаимодействия
Трудно обойтись при изучении экосистем без социаль-но-экономических наук, поскольку основная цель эко-логии в широком смысле — организация рациональ-
ного природопользования, гармоничного сосуществования 
биосферы и человека.
23.1. Принципы моделирования  
эколого-экономических систем
До недавнего времени математическая экономика и матема-
тическая экология развивались параллельно, независимо друг 
от друга, разрабатывая концептуальные основы и аппарат мо-
делирования. Однако в последние годы все большее внимание 
привлекают проблемы взаимодействия человечества с окру-
жающей природной средой. Это связано прежде всего с тем, 
что увеличение нагрузки на природу, вызванное интенсивным 
развитием материального производства и ростом народонасе-
ления, приводит к нарушению экологического равновесия как 
в отдельных регионах, так и в масштабе планеты в целом, что 
угрожает самому существованию человечества. Поэтому взаи-
модействие человеческого общества и природной среды на лю-
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бом уровне должно рассматриваться в рамках единой эколо-
го-экономической системы, объединяющей взаимосвязанные 
социальные, экономические и природные процессы. Возни-
кает потребность в математическом моделировании эколого-
экономических систем.
Полная модель эколого-математической системы должна 
содержать математическое описание следующих четырех вза-
имосвязанных аспектов:
1) социально-экономической подсистемы;
2) природной подсистемы (экосистемы);
3) антропогенного воздействия на природную среду (и оцен-
ку его последствий);
4) влияния природных факторов на жизнедеятельность об-
щества и здоровье человека.
Проблема оценки последствий воздействия на природную 
среду является центральной в системе взаимоотношений об-
щества и природы. Загрязнение окружающей среды всевозмож-
ными вредными веществами и соединениями, сверхинтенсив-
ная добыча полезных ископаемых и эксплуатация естественных 
ресурсов, отчуждение природных территорий под промышлен-
ное и городское строительство, создание каналов и водохрани-
лищ, осушение болот и обводнение засушливых земель — все 
эти и многие другие виды воздействия приобретают глобаль-
ный характер и существенно меняют установившееся течение 
природных процессов, что зачастую ведет к непредсказуемым 
и труднопоправимым последствиям.
Оценка воздействия на окружающую среду должна стать 
неотъемлемой составной частью планирования основных видов 
человеческой деятельности. Задача математического моделиро-
вания заключается в том, чтобы научиться описывать динамику 
экологических систем в условиях антропогенного воздействия.
Можно предложить следующую упрощенную формализацию: 
если поведение экосистемы в «естественном» состоянии опи-
сывается системой нелинейных дифференциальных уравнений
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 dx/dt = f(t, x(t)),   (23.1)
где x(t) — вектор-функция состояния экосистемы, то учет ан-
тропогенного воздействия означает переход к системе
 dx/dt = f(t, x(t), μ(t)),   (23.2)
где μ(t) — обобщенная характеристика воздействия.
Для построения модели типа (23.2) необходимо изучить все 
относящиеся к делу физико-химические, биологические, эко-
номические, технические и социальные факторы. Например, 
при исследовании процессов загрязнения надо знать количе-
ство и расположение источников загрязнения, состав и дина-
мику выбросов, закономерности перемещения и трансформа-
ции загрязняющих веществ в различных геофизических средах, 
возможности самоочищения элементов биосферы, ответную 
реакцию биоты, меры по контролю и предотвращению загряз-
нения, что составляет естественный переход к анализу четвер-
того аспекта эколого-экономического взаимодействия — влия-
нию природных факторов на жизнедеятельность общества. Дело 
в том, что наибольший интерес вызывает не только и не столь-
ко преобразование или даже деградация природных систем са-
мих по себе, сколько последствия этих изменений для человека 
и общества в целом. Отношение человека к природе неизбеж-
но носит исторический характер, и критерии «экологического 
благополучия» всегда детерминированы социально.
С ростом материального благосостояния и культурного уров-
ня людей требования к качеству окружающей среды возраста-
ют, и экологические составляющие играют все более важную 
роль при определении качества жизни.
В самом общем виде можно сказать, что если y(t) — вектор-
функция состояния социально-экономической системы, то его 
динамика определяется соотношением
 dy/dt = g(t, y(t), x(t), dx/dt),   (23.3)
где dx/dt находится из (23.2).
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Тогда функционирование эколого-экономической системы 
в целом описывается соотношениями (23.1) и (23.2) при
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Система (23.4) предполагает подробное описание экономи-
ческих и природных процессов с учетом их взаимозависимости. 
При этом необходимо уделять особое внимание описанию об-
ратных связей в эколого-экономической системе.
В качестве примера рассмотрим простейшую модель эко-
лого-экономического взаимодействия «предприятие — ре-
сурс» [12].
23.2. Модель «предприятие — ресурс»
Пусть V — мощность некоторого лесоперерабатывающе-
го предприятия, R — запас леса на выделенной предприятию 
территории.
Постоянную долю своих доходов предприятие тратит на рост 
производственной мощности; темпы этого роста уменьшаются 
с уменьшением запаса леса по закону
 a g
R
- ,
где а — идеальный темп роста производственной мощности 
при неограниченном запасе леса (R → ∞), g — некоторая кон-
станта в зависимости от ресурса. Здесь отражается тот факт, что 
по мере уменьшения запаса леса как сырья производство пере-
ходит от лучших видов леса к оставшимся худшим с увеличени-
ем производственных затрат.
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Производственное потребление леса происходит с интенсив-
ностью сV, которая значительно превосходит естественную ско-
рость восстановления, так что ею можно пренебречь.
Динамика совокупной системы «предприятие — ресурс» опи-
сывается системой уравнений
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с начальными условиями
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Предполагается, что начальный запас леса R0 достаточно ве-
лик: g
R0
0»
ж
и
з
ц
ш
ч.
Качественно динамика описываемой системы иллюстриру-
ется графиком на рис. 42.
      tc      tk     t 
V, R 
R = const 
R0 
V0 
Rc 
V 
V 
1 
2 
Рис. 42. Динамика системы «предприятие — ресурс»
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Видно, что на некотором начальном этапе запас леса R прак-
тически не меняется, а мощность увеличивается почти экспо-
ненциально и может быть подсчитана практически без учета ре-
сурсного управления. Однако ресурсная составляющая по мере 
истощения ресурса все больше влияет на поведение системы, 
которое приобретает кризисный характер: мощность V проходит 
через максимум и резко падает. Этот характер сохраняется при 
любом значении констант. Чтобы избежать кризиса до какого-
то отдаленного момента tk, можно предложить две стратегии.
1. Уменьшить идеальный темп роста; при этом, очевидно, 
кризис можно оттянуть.
2. Активно восстанавливать лес путем насаждения, затрачи-
вая определенную долю средств, что приведет к снижению ско-
рости роста мощности предприятия на величину u:
 dV
dt
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V u= -ж
и
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ч - .  (23.6)
Cкорость восстановления будем считать пропорциональ-
ной u c коэффициентом α (эффективность затрат). Предполо-
жим, что u удастся задать так, что запас леса стабилизируется:
 dR
dt
= 0; тогда u cV=
a
.  (23.7)
Подставим в (23.6):
 dV
dt
a
g
R
с
V
c
= -
ж
и
з
ц
ш
ч -
й
л
к
к
щ
ы
ъ
ъa
  (23.8)
и мощность V будет меняться по экспоненте, которая будет тем 
круче, чем выше идеальный темп роста а, стабилизированный 
запас леса Rc и эффективность восстановления α.
 V V a g
R
с
t
c
= -
ж
и
з
ц
ш
ч -
й
л
к
к
щ
ы
ъ
ъ
0 exp a
.  (23.9)
На рис. 42 этому соответствует кривая 2.
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Как видно, активное управление ресурсной составляющей 
системы приводит к качественно иному, гораздо лучшему по-
ведению экономической составляющей и системы в целом 
на длительном отрезке времени, хотя это связано с жертва-
ми со стороны экономической составляющей, совершенно 
не оправданными с точки зрения ближайших перспектив.
Качественный характер полученного эффекта и определенные 
отклонения в поведении только что рассмотренной модели и неко-
торых глобальных моделей говорят о том, что управление при-
родными ресурсами как составляющей глобальной системы либо 
отдельных природно-экономических подсистем должно играть 
важнейшую роль при решении проблемы управления в целом.
Трудности, возникающие при математическом моделирова-
нии экономических и природных систем, обусловлены необ-
ходимостью одновременного комплексного рассмотрения 
разнородных физико-химических, биологических и социаль-
но-экономических процессов, многие из которых еще недо-
статочно полно изучены в содержательном плане.
Значительно усугубляются и сложности информационного 
обеспечения моделей, необходимого для их идентификации 
и верификации, а также проблемы, связанные с высокой раз-
мерностью моделей.
Отмеченные трудности обусловили необходимость посте-
пенного, поэтапного перехода от моделей математической эко-
номики и математической экологии к эколого-экономическим 
моделям. В этой связи можно выделить два основных направ-
ления построения «промежуточных» моделей.
23.3. Учет антропогенного воздействия  
в моделях экосистем
В моделях этого типа за основу берутся модели математиче-
ской экологии. Антропогенная деятельность рассматривается 
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как экзогенное воздействие на экосистему. Следует отметить, 
что уже в основополагающей работе [13, 15] изучалось воздей-
ствие на динамику популяции отлова части ее особей. Наибо-
лее распространенными представителями рассматриваемого 
класса моделей выступают модели оптимальной эксплуатации 
естественных ресурсов («сбора урожая»). Их отличительной осо-
бенностью является наличие экономического критерия, в со-
ответствии с которым осуществляется политика эксплуатации 
изучаемой популяции или сообщества.
Пусть x(t) — численность изучаемой популяции в году t, 
а u(t) — величина отлова особей популяции.
Тогда динамику численности можно описать уравнением
 dx/dt = f(x(t)) — u(t), t = 1, …, Т.   (23.10)
Критерий эффективности эксплуатации («сбора урожая») 
можно задавать различными способами, например
 р и t dt
Т
( ) Ют max.
1
   (23.11)
где р — цена одной особи.
Для выяснения судьбы эксплуатируемой популяции за пре-
делами периода Т надо наложить дополнительное ограниче-
ние типа
 х(Т) ≥ Хт,   (23.12)
где ХТ — некоторая критическая численность популяции, необ-
ходимая для ее выживания.
23.3.1. модель оптимального сбора урожая
Независимо от того, какой вид природных ресурсов исполь-
зуется человеком, его цель всегда состоит в том, чтобы оптими-
зировать снимаемый урожай полезной биомассы, т. е. получать 
максимальную продукцию, совместимую с устойчивостью со-
ответствующей экосистемы.
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Оптимальная величина урожая — это максимальный урожай, 
который может быть изъят у популяции без нарушения ее спо-
собности компенсировать путем размножения потерянную при 
сборе урожая биомассу. У большинства видов оптимальная ве-
личина урожая непрерывно меняется в зависимости от погоды, 
местных факторов, интенсивности межвидовой борьбы или 
хищничества, а также под влиянием болезней и различных вну-
тренних факторов (зависящих от плотности).
Таким образом, важнейшим необходимым условием выбора 
оптимальной стратегии эксплуатации естественных ресурсов 
выступает познание и практическое использование экологиче-
ских процессов, управляющих жизнедеятельностью популяций, 
сообществ и экосистем, поэтому математические модели опти-
мальной эксплуатации биологических ресурсов (модели «сбо-
ра урожая») представляют собой естественное обобщение рас-
смотренных ранее биоценотических моделей математической 
экологии. К описанию биоценотических процессов добавля-
ется описание изъятия из популяции (сообщества) некоторого 
числа особей в соответствии с определенной стратегией. Ста-
вится задача оптимизации этой стратегии, которая может про-
водиться в соответствии с различными критериями.
Рассмотрим задачу оптимизации сбора урожая для локальной 
однородной популяции. Локальность означает, что популяция 
рассматривается в одной точке пространства, т. е. численность 
популяции совпадает с ее плотностью. Однородность предпола-
гает, что все особи в популяции одинаковы (неразличимы), т. е. 
деление на половые, возрастные и т. п. группы не учитывается.
Модель имеет следующий вид:
 dN/dt = αN — γN 2,   (23.13)
где N — численность особей в популяции в момент времени t; 
α — коэффициент естественного прироста численности осо-
бей; γ — коэффициент внутрипопуляционной конкуренции.
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При малых значениях N dN/dt ≈ αN, и популяция растет 
по экспоненциальному закону N(t) =N(0)eαt. С увеличением 
численности ее прирост уменьшается пропорционально ква-
драту численности, соответствующему числу встреч между осо-
бями. Формулу (23.13) можно переписать в виде
 dN/dt = αN(1 — γ N/α) = αN(1 — N/K).  (23.14)
Величина K = α/γ называется емкостью среды; это предель-
ное значение численности популяции, которое может суще-
ствовать в данных условиях среды.
Решение уравнения (23.13) имеет вид
 N t
KN
N K N e
N e
N et
t
t
( ) = ( )
( ) + - ( )( )
=
( )
+ ( )( ) -( )-
0
0 0
0
0 1a
a
a
a
a g
.  (23.15)
График решения уравнения (23.13) описывается логистиче-
ской кривой (рис. 43).
к
N(0)
N(t)
N(t)
0 t
Рис. 43. График логистической кривой
Пусть в популяции, описываемой этой моделью, произво-
дится сбор урожая путем отбора части биомассы и выведения 
ее из репродукционного цикла.
Процесс сбора урожая предполагается дискретным по вре-
мени с равными временными интервалами.
Оптимальное управление данной системой производства 
биомассы предполагает определение величины собираемой 
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на каждом шаге биомассы и величины шага между двумя по-
следовательными сборами при условии, чтобы суммарный уро-
жай, собранный за фиксированный отрезок времени [0, Т], был 
максимален. В конечный момент времени Т процесс прекра-
щается путем полного отбора биомассы.
Отрезок времени [0, Т] делится на п равных частей точками 
ti = h, 2h, …, nh = Т, и на каждом шаге величина собираемого 
урожая (функция дохода) определяется как
 gi = kiNi–, i = 1, …, n,   (23.16)
при этом
 Ni+ = (1 — ki)Ni–,   (23.17)
где индексом (–) обозначено состояние системы в момент сбо-
ра урожая слева от ti, а индексом (+) — справа от ti, величины 
ki О [0, 1], выбираемые на каждом шаге, рассматриваются как 
возможные управления, определяющие для данного состояния 
системы Ni– величину собираемого урожая.
Процесс его сбора рассматривается как многошаговый про-
цесс с функцией состояния fi(N), равной величине собранного 
за i шагов урожая при условии, что на предшествующих шагах 
использовались оптимальные управления. Тогда задача заклю-
чается в максимизации дохода:
 max maxk N f Ni i
i
n
n
-
=
= ( )е
1
.  (23.18)
Будем решать эту задачу методом динамического програм-
мирования.
Рекуррентные соотношения для функции дохода имеют вид
 f1(N) = max{kN}, 
 fi(N) = max{kN + fi–1 [P(k, N)]},  (23.19)
где N = N1– — начальное значение переменной состояния; Р — 
решение системы (23.19) при условии оптимального выбора 
управлений k.
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Для любого начального состояния N при одношаговом про-
цессе
 f1(N) = N(k = 1).
Тогда, согласно (23.19), в силу принципа оптимальности
 f2(N) = max{kN + P(N1+)} = max{kN + P [(l — k)N]} =
 = max{kN + 
a
a g
a
a
1
1 1
2 1
2 1
-( )
+ -( ) -йл щы
-( )
-( )
k Ne
k N e
t t
t t
}.  (23.20)
Пустъ λ = eαh = eα(t1 – t2), δ = 1 — k.
Можно показать, что максимум f2(N) по δ достигается при
 d a
g g
=
+( )N 1 ,  (23.21)
откуда управление на втором шаге
 k
N
= -
+( )
1
1
a
g g
  (23.22)
Подставив найденное значение k в уравнение (23.20), мож-
но получить максимальное значение функции состояния за два 
шага при двухшаговом процессе оптимизации:
 f N
N
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N
N
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, .если N k
  (23.23)
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Аналогично находится максимальное значение функции со-
стояния за три шага оптимизации и соответствующее управ-
ление:
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Если на всей траектории значение переменной состояния 
удовлетворяет условию
 N >
+( )
a
l g1
,   (23.25)
то соответствующие оптимальные управления ненулевые:
 k
N
= -
+( )
№1
1
0
a
g l
,
и значение функции состояния за n шагов процесса сбора уро-
жая равно
 f n N
n
n ( ) = +
-( ) -( )
+( )
a l
l g
1 1
1
,  (23.26)
где N определяется формулой (23.17).
Последнее равенство можно переписать в виде
 f N
N e
N e
T h e
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h
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Поскольку (23.27) имеет смысл только при h > 0, то можно 
показать, что максимум fn(N) пo h достигается в пределе при 
h → 0, независимо от значений α, γ, N(0).
Следовательно, максимум функции состояния достигается 
при непрерывном сборе урожая, причем этот максимум равен
 lim 0h nf N N
T
® ( ) = ( ) +0 4
2a
g
.   (23.28)
Значение управления при этом определяется как
 lim lim0 0h h hk N e N® ®
= -
+( )
ж
и
з
з
ц
ш
ч
ч
= -1
1
1
22
a
g
a
ga /
,  (23.29)
и должно выполняться ограничение N > a
g2
. Это неравенство 
позволяет определить оптимальные начальные условия, при 
которых имеет смысл ставить задачу о сборе урожая.
Пусть условие (23.25) не выполняется на каком-либо шаге. 
Можно показать, что если на i-м шаге условие (23.25) выпол-
нено, то оно будет выполнено и для любого j-гo шага, j > i (если 
управления выбираются оптимальными).
Поэтому условие (23.25) может не выполняться только на ка-
ких-либо I начальных шагах процесса. Тогда на этих I ша-
гах управление должно быть нулевым (k = 0) до тех пор, пока 
на (I + 1) шаге не будет выполнено (23.25).
Число I зависит от выбора N(0) и h и определяется как
 I = entier(x) DТ
h
ж
и
з
ц
ш
ч +1,
где entier(x) — целая часть х; ΔT — корень уравнения
 a
g
a
a ga
a
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N e
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T
T/2 1
0
0 1-( )
=
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+ ( ) -( )
D
D
.
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Контрольные вопросы
Таким образом, при значениях численности популяции ниже 
некоторого уровня, определяемого неравенством (23.25), сбор 
урожая вообще нецелесообразен. Суммарная величина его за-
висит от величины шага процесса и достигает максимума при 
непрерывном сборе.
Контрольные вопросы
1. Сформулируйте принципы моделирования эколого-эко-
номических систем
2.  Сформулируйте основные понятия системного анализа 
применительно к экологическим системам.
3. Опишите структуру полной модели эколого-математиче-
ской системы.
4. Какими соотношениями описывается функционирова-
ние эколого-экономической системы в целом?
5. Опишите и проанализируйте модель «предприятие — ре-
сурс».
6. Какая стратегия является оптимальной с точки зрения 
устойчивости функционирования системы?
7. Перечислите способы учета антропогенного воздействия 
в моделях экосистем.
8. Опишите и проанализируйте модель оптимального сбо-
ра урожая.
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