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Abstract 
The viability of electrical resistivity surveys (ERS) depends on schemes 
for inverting measurements into accurate subsurface resistivity values. These in- 
version schemes typically involve a forward modelling capability and a method for 
calculating the rate of change of each measurement with respect to each resistiv- 
ity value (i. e. the Jacobian matrix). Directly calculating the Jacobian matrix (the 
perturbation method) is unpopular because it is time consuming. 
A suite of numerical methods for solving Poisson's equation over a 3D 
finite-difference grid, including a non-iterative 3D method, was developed and tested 
for various resistivity distributions. Method-dependent preferred orientations were 
discovered for the homogeneous case. However, for non-homogeneous cases the time 
taken was dominated by the heterogeneities. To minimise the time taken, a set of 
guidelines was developed on the basis of numerical experiments. 
It is common for measurements to be inverted using a pre-computed Ja- 
cobian for the homogeneous case, sometimes with the addition of a fast updating 
method which assumes that the Jacobian does not vary widely from the homoge- 
neous case. Another method uses the adjoint to the forward problem where the 
elements of the Jacobian are calculated utilising solutions from additional forward 
problems. This method is fast but includes a second order approximation. 
This adjoint method has been tested against the perturbation method 
using a numerical simulation having a complex distribution of highly variable re- 
sistivities. Inversions of synthetic measurements using these two approaches, to 
calculate the Jacobian, produced large differences in the estimated of resistivity val- 
ues; the perturbation method was more accurate. Correction schemes were applied 
to the adjoint method but yielded little or no improvement. 
Comparing Jacobian matrices calculated by the above approaches for 
the same resistivities showed differences of many orders of magnitude and changes 
in sign. Similarly, these matrices were seen to change vastly during the course of 
inversions. By considering individual measurements in the matrices calculated from 
the solution and the best result which was given by the perturbation method, it was 
seen that regions of low resistivity were associated with the dominant elements and 
that the depth of the investigation increased when the electrodes overlaid these low 
resistivity regions. 
To stabilise inversions using the adjoint method, it was necessary to 
stiffen the smoothness constraint, as is also the case for noisy measurements (Sasaki 
[1992]). Smooth results are seen in the literature when either the adjoint or ap- 
proximate methods are used with noise free data (e. g. Sasaki [1992], Loke & Barker 
[1995]). Consequently, it is concluded that errors in Jacobian matrices, as well as 
errors in the measurements, degrade the accuracy of the estimation of resistivity 
values. There is a need to improve the 'fast' methods currently used to calculate 
the Jacobians, particularly when close to a solution. 
It is common for the resistivity of a geological formation to be anisotropic. 
The methods developed here are capable of modelling and interpreting structures 
with anisotropic resistivity. 
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Various non-destructive and non-invasive methods can be used to obtain 
knowledge of the structure and properties of a given solid object, without damag- 
ing the object. An example is the use of X-rays to find the location of a tumour 
or fracture. The use of invasive investigative techniques will sometimes have the 
unfortunate effect of changing the nature and characteristics of the object under 
investigation. For example, a borehole will draw water to it, thus changing the 
groundwater level in the soil around it. 
The technique which has been investigated in detail is electrical resistivity 
tomography (ERT) and, in particular, its application to the field of geophysics. Even 
with the resistivity information that will be provided by our technique it will not 
always be possible to ascertain the actual type of mineral/rock/deposit that form 
the region of subsurface under investigation. However, it is possible to estimate its 
location and size. 
In studying the resistivity of the subsurface, there are other properties 
that are of interest apart from the structure; these include pore space, grain size, 
density, permeability and pore contents. Such properties are useful, in particular 
to the oil industry, in order to give an accurate estimation of the amount of oil in 
any particular field, together with a measure of its ease of extraction. Needless to 
say, some investigative techniques are better at identifying certain properties than 
others. It is possible to build up a fuller picture of the subsurface by using more 
than one of these. 
There are various types of surveying techniques. The best known is 
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Figure 1.1: The relationship between apparent resistivity and measuring current 
frequency (from Kearey & Brooks [1991]) which illustrates the regions in which the 
electrical methods work. 
representation of the structure. This is the most widely used technique as it is 
reasonably easy to interpret because the sound waves travel in relatively straight 
lines. Another method is ground penetrating radar. Other methods use anomalies 
in the gravitational, magnetic and potential fields. Electrical methods can be divided 
into three, see figure 1.1, according to the frequency of the electrical current used, 
namely high (3), medium (2) and low (1). It is the low frequency technique which 
will be investigated. The reason for using AC (0 to 5Hz) rather than DC is to 
alleviate the problem of capacitance occurring in the subsurface. An example of 
how capacitance occurs is given in figure 1.2. This (low frequency) AC can be 
modelled as DC because the unwanted capacitance is not modelled and at such low 
frequency any inductance is effectively resistive. This low frequency method AC is 
called electrical resistivity surveying (ERS). 
ERS is used to produce images of the resistivity distribution of the sub- 
surface. The resistivity of the subsurface does not necessarily deliver useful informa- 
tion, even though it gives details of the structure of the subsurface, identifying both 
faults and beds. The method is useful for finding conductive minerals, which mainly 
take the form of salts. However, as most rock is of high resistivity, the current will 
tend to flow though any water present, particularly if it contains salts, as the ions 
produce a much lower resistance than the rock. Therefore ERS is useful for inves- 
tigating both the level of groundwater and monitoring the pollutants, specifically 







Figure 1.2: Capacitance in blocked pore spaces (from Kearey & Brooks [1991]). 
contains information on the pore space, including both size and contents of the 
pores. If this method is used in conjunction with others, such implicit information 
can be investigated further and clarified. 
For us be able to deduce these properties, ERT must produce not only 
a schematic representation of the resistivities but also fairly accurate values of the 
resistivities themselves. Some of the methods of interpretation used (reviewed in 
chapter 4) may be fast but yield inaccurate resistivity values. The aim of this 
work will be to produce a method of interpreting ERS which is more accurate and 
reasonably quick. The algorithms and techniques developed in later chapters are 
designed to solve fully 3D problems, even if the test problem (in chapter 6) is a 2D 
grid of 3D zones. The reason for this, is that the ground is a 3D space and it is not 
best modelled by trying to force 1D or 2D methods upon it. 
1.2 Electrical resistivity tomography 
This section introduces ERT and shows how electrodes are arranged in 
geophysical surveys. It also introduces some of the terminology used in later chap- 
ters. 
Most applications of ERT resemble figure 1.3, where the subject of the 
investigation, which has a resistivity distribution (p), is surrounded by electrodes. 
When any given set of electrodes is used they either supply electrical current (cur- 
rent electrodes) or axe used to measure potential difference (potential electrodes). 
A series of measurements is taken from a combination of current electrodes and 
potential electrodes. These measurements are then interpreted to produce an image 




Figure 1.3: A 2D schematic of electrical resistivity tomography as usually applied. 
Most of the published methods use a model of the material which consists 
of zones (or blocks)' which tend to be box shaped. The subject of the investigation as 
seen in figure 1.3 is made up of these zones. The methods use the model to calculate 
synthetic measurements of potentials to compare with the actual measurements as 
a part of the interpretation algorithms. The difference between actual and modelled 
measurements can also be used as a convergence criterion. 
Applications, which resemble figure 1.3, can be used in medical imag- 
ing (Barber & Brown [19841, Powell, Barber & Freeston [1987]), fault detection in 
materials (Santosa [1995]) and in the imaging of core samples (Lovell & Jackson 
[1991]). The technique used in figure 1.3 has advantages over the surveys used in 
the field. The greatest of these is to have definite boundaries and the ability to apply 
electrodes to all of them. This means that current can be passed through the centre 
of the subject easily. It also means that any external influences can be removed so 
that the measurements will not suffer from any pre-existing electrical fields. An- 
other advantage is that given that the boundaries are defined all the current will 
stay within these boundaries thus making the problem mathematically simpler be- 
cause it is possible that the resistivity can be uniquely determined Kohn & Vogelius 
[1984]. 
Surveys used in the field can be divided into two types, firstly where 
electrodes are placed both in boreholes and on the surface and secondly, those where 
the electrodes are only placed on the surface. The techniques developed in later 
chapters will work for both cases since they work independently of the location of 
electrodes. However, the surveys with electrodes on the surface will be the main 
I The terminology varies from author to author. We shall refer to "zones" in what follows. 
4 
examples used. The results displayed in chapter 6 relate to electrodes only placed 
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Figure 1.4: A schematic of electrical resistivity survey with surface electrodes. This 
is known as the dipole-dipole survey. 
Figure 1.4 shows the basic structure of a survey. There are two current 
electrodes, C1 being the current source electrode and C2 being the current sink 
electrode. P1 and P2 are the two electrodes between which the potential difference 
is measured. The most important difference between figure 1.4 and 1.3, is that only 
one boundary is defined, i. e. the surface of the ground. The surface is taken to 
be flat plane to ease the mathematics but there are various techniques which can 
be used for uneven ground (Sasaki [1994]). The other boundaries are assumed to 
be theoretically infinitely far from the electrodes. (However, the numerical model 
considers these boundaries to be at a large finite distance. ) 
Figure 1.5: A Wenner electrode configuration. 
Figure 1.6: A Schlumberger electrode configuration. 
Figures 1.5 and 1.6 are two types of dipole-dipole which are widely used 
in practice. Both have the potential electrodes placed on a straight line between the 
5 
current electrodes. It is not necessarily the case with all dipole-dipole surveys that 
the potential electrodes need to be between the current electrodes. 
cl PI 
. 
Figure 1.7: A schematic of pole-pole . 
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Figure 1.9: A schematic of pole-dipole . 
There are other layouts of electrodes used. Figure 1.7 shows a schematic 
of a pole-pole survey. This is often used because it makes the mathematics of the 
interpretation much simpler and as such tends to be used for testing new methods. 
Figure 1.8 is a dipole-pole electrode formation which appears not to be widely used, 
(given the lack of mention in any of the papers reviewed). Both pole-pole and 
dipole-pole surveys tend to suffer much more from background electrical fields as 
they measure an absolute value for the potential whereas methods which use a dipole 
are measuring a change in potential over a certain distance. 
Figure 1.9 shows a schematic of a pole-dipole. This is the type which is 
used by the British Geological Survey (BGS) and as such is the type which will be 
used in later chapters. It is also be called a "half Schlumberger" array although it 
will from now on be referred to as a pole-dipole survey. It does not suffer from the 
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errors which can occur when measuring with a single pole. However, measuring a 
potential difference does tend to make the measurements smaller. Figure 1.9 also 
defines a and b values where a is the distance between C1 and P1 and b is the 
distance between C1 and P2. The length of A can be used as a rough estimate of 3 
the depth to which most of the current being used is likely to flow. As will be seen 
in chapter 7 this is not true for heterogeneous media which may vary widely from 
the homogeneous case. 
The implementation of all the methods which involve a pole rather than 
a dipole place the other electrode far enough away from the region being surveyed so 
as not to effect the other electrodes. However, when these various pole methods are 
modelled these electrodes are assumed to be outside the boundaries of the survey. 
The model used for representing the current behaviour of subsurface is 
described in detail in Appendix A. However to summarise, it includes: - 
e One finite boundary, namely the surface of the ground, modelled by a Neu- 
mann boundary condition, i. e. no current flows through the boundary. 
Five infinite boundaries. These are in practice taken to be far enough away 
from the zones to have negligible effect. These are modelled by Dirichet bound- 
ary conditions, i. e. the potential is set at a fixed value. 
A current source, the survey being modelled is a pole-dipole survey. The 
current sink is taken to be well, beyond the boundaries. 
9 Measurements are taken from potential electrodes. 
* The ground is assumed to be continuous and connected. This means that 
there is no point which can take an arbitrary value of potential. 
It is assumed that the ground can be modelled by a finite difference grid. This 
is analogous to using a 3D grid of nodes connected by resistors (as in figure 
1.10). 
If Kirchoff Laws are solved for every node on the grid then there exists a 
solution for all the potentials, given the values of all the resistors, the size and loca- 
tion of the current source and the boundaries. This produces a set of simultaneous 
equations for the value of the potential which can be written in the form 
Ax=b 
7 
Figure 1.10: 3D resistor grid. 
where A is a matrix containing the conductances, b contains the sources and bound- 
ary conditions, and x is a vector of the unknowns. If the grid cells tends to be 
infinitely small, then Poisson's equation (1.2) can be derived in the same form as 
steady state heat conduction. 
V. (kVo) =a (1.2) 
where k is the conductivity (is the inverse of resistivity), a is the source term and 0 
(or T) is the value of potential, whether it is electrical potential (or temperature). 
This method could be adapted to solve equivalent problems which con- 
tain anisotropic resistivities. Although no anisotropic medium has been actually 
modelled, this is a direction in which further research should be pursued. In ap- 
pendix A, one method of modelling anisotropy is given (the same as in Carslaw & 
Jaeger [1959]). This involves k being a matrix. If the matrix is a diagonal matrix 
for the whole volume of the ground being modelled, then the present network of 
resistor model would work. This does not imply that the whole space has to be 
homogeneous as well as being anisotropic. 
There are a number of limitations on ERSs, as set out below, which are 
quoted from Kearey & Brooks [19911: - 
1. Interpretations are ambiguous. Consequently, independent geophysical and 
geological controls are necessary to discriminate between valid alternative in- 
terpretations of resistivity data. 
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2. Interpretation is limited to simple structural configurations. Any deviations 
from these simple situations may be impossible to interpret. 
3. Topography and the effects of near-surface resistivity variations can mask the 
effects of deeper variations. 
4. The depth of penetration of the method is limited by the maximum electrical 
power that can be introduced into the ground and by the practical difficulties 
of laying out long lengths of cable. The practical depth limit for most surveys 
is about 1km. 
1,3 and 4 appear to be correct and 2 can be overcome by using an appropriate 
control in the method for interpretation. An example of this can be seen in the test 
problem used in the inversions in chapter 6. 
1.3 Forward problem 
This section introduces the "forward problem": given p and 0' (e. g. from 
a survey) find the value of 0 at various locations using equation (1.2). 
The forward problem is solved over a finite difference grid using knowl- 
edge of the location of the current electrodes, the size of the current applied and 
the resistivity distribution, to calculate the value of the potential for every node 
on the grid. Therefore, to model a whole survey, the number of forward problems 
which need to be calculated is proportional to the number of different locations of 
the which there is a C1 electrode'. If only one calculation is used per C1 location, 
then there will be only one forward problem per C1 location, therefore number of 
forward problems to be solved would be equal to the number of locations C1. How- 
ever, this is not the case if more than one grid is used. In the program used during 
the interpretation in chapter 6 two grids were used. The reason for this is discussed 
below and it is the reason for the problem discussed in section 5.4.2. 
The modelling of the surveys described in section 1.2 requires a means 
of accurately modelling the boundaries. The simplest boundary to model is the 
surface of the ground, which is a Neumann boundary, Le. no current flows through 
the boundary. All the other boundaries are an infinite distance from the electrodes. 
Thus, as it is not possible to solve the heterogeneous case analytically, these infinite 
boundaries have to be modelled by finite boundaries. Such theoretical boundaries 
2 This is true for pole-dipole surveys. In general, it is proportional to the number of different 
sets of source electrodes. 
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are modelled by Dirichet boundary conditions where either the potentials are set to 
zero or the homogeneous values taken from the analytic solution of the homogeneous 
case. Instead of using one large grid, two grids are used, where a large but sparse 
grid is used to calculate the boundaries and the starting point for a smaller grid with 
a finer mesh which includes all the electrodes. This is tending towards a multigrid 
approach. 
The forward problem amounts to solving Poisson's equation, (see equa- 
tion (1.2)) with a point source. This is discretised over a finite difference grid as 
used in Reece [1986] and Williams [1996]. It is possible to solve Poisson's equa- 
tion analytically for a point source with a homogeneous resistivity distribution. For 
heterogeneous resistivity distributions numerical methods have to be used. The nu- 
merical methods used are discussed in chapter 2 and these include a direct method, 
the conjugate gradient method and other iterative methods. The accuracy of these 
methods is dependent on the discretisation and grid size and not on the methods 
themselves as they are all unconditionally convergent to the solution apart from the 
conjugate gradient method. There are various properties of these methods which 
affect the time taken to obtain the solution. 
1.4 Inverse problem 
The interpretation of either real or test data, will be referred to as the 
"inverse problem", i.. e. given u and a sparse, incomplete set of 0, trying to recon- 
structed p. It is however, only one example of a group of problems which come under 
the name of inverse problems. Inverse problems have a number of associated traits 
which are regularly (though not invariably) encountered. The traits are: the data is 
inconsistent and sparse, and the solution space has an infinite number of minima (an 
infinite number of solutions may exist). This means that finding the correct solution 
can be hard, or even impossible. One of the means of getting around this last trait 
is to introduce constraints (or a set of constraints) to the problem. This can have 
the effect of reducing the number of minima in the solution space (i. e. reduce the 
number of possible solutions). In doing so, it is likely that it is only possible to get 
into the neighbourhood of the solution, or maybe only close to the neighbourhood 
of the solution. 
There are various methods which are used to solve' the inverse problem. 
3 "Solve" in most of these cases means producing a solution, not necessarily a solution even close 
to reality. 
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A number of these techniques are described in chapter 4 and where the algorithms 
were given in any particular papers these have been included. The method previewed 
in section 4.2 and used in chapter 6 is a smoothness-constraint least-squares inversion 
scheme. 
The part of this scheme which is investigated in detail is the calculation 
of the Jacobian matrix. It is a fundamental part of most of the inversion schemes 
used in solving the inverse problem. Chapter 7 compares the Jacobian matrices 
calculated at various points in the calculation of the inverse problem. 
1.5 Objectives 
There are a number of important geophysical properties that geologists 
would like to be able to determine in any subsurface. These include properties like 
porosity and the content of the pore space, e. g. oil or water. There are other linked 
properties such as the concentration of ionised pollutants in the ground water and 
the monitoring of such pollutants. This implicitly includes the structure of the 
rock/ground in any particular region. Such properties cannot be found by using 
one type of surveying technique in isolation but require the comparison of values 
obtained from a number of differing surveying techniques. In order to predict these, 
the methods for interpreting surveys must be accurate if a reliable answer is to be 
obtained. One of the surveying techniques geologists wish to use is ERS. They need 
a reliable method of inversion which is accurate, does not take too long to run and 
will distinguish gradual changes as well as sharp changes in the value of resistivity. 
What is needed is a method of inversion which produces accurate values of 
the resistivity. There are also other restraints, such as the accuracy of the resistivity 
values and speed. On a practical note if it is possible to process overnight the data 
collected in one day out in the field, then the speed of the interpretation process 
is fast enough. Furthermore, if an interesting feature, whether is it the edge of a 
pollutant or a complex fault, then a greater concentration of measurements can be 
taken in that particular area so as to give a more accurate picture. 
In general the objectives are to increase the speed whilst retaining the 
accuracy of the interpretation of the data. In the forward problem the objective is 
to find a technique for picking the fastest method for a particular problem. There 
are only two types of problem which are of particular interest. The first of these 
is the fast solution of complicated resistivity distributions starting reasonably far 
from the solution. In the case where the forward problem is used to calculate 
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synthetic measurements. The second is for the same type of distributions as the first 
problem but starting close to the solution. This is analogous to the way in which the 
perturbation method' for calculating the Jacobian matrix uses the forward problem. 
The most time consuming part of an inversion scheme is the calculation 
of the Jacobian matrix. The objectives are not only to increase the speed of the 
calculation but also reduce the number of terms that determine the time taken 
for the calculation of this matrix. It will also be demonstrated that the accurate 
calculation of the Jacobian increases the overall accuracy of the inversion scheme. 




Methods for Solving the Forward 
Problem 
2.1 Introduction 
This chapter introduces various techniques for solving the forward prob- 
lem. The objectives (discussed in section 1.5) give some criteria by which these 
methods may be judged. The ideal method should be fast, robust and accurate. It 
would help if the methods were able to use other information, for example, an initial 
condition that is reasonably close to the solution. 
The schemes described in this chapter can be split into three types: - 
1. Non-iterative methods. 
2. Stationary Iterative methods. 
3. Non-stationary Iterative methods. 
The difference between the first and the other two types is obvious. The difference 
between the second two is more subtle, and in order to explain the difference, the 
term "stationary" should be defined (per the definition used in Barrett, Berry, Chan, 
Demmel, Donato, Dongarra, Eijkhout, Pozo, Romine & Van der Vorst (1994]). Most 
iterative methods can be expressed in the form 
X(k) = BX(k-1) +C 
For the method to be "stationary", B and c do not depend on the iteration count k. 
An example of a stationary method is point iteration. Most of the non-stationary 
methods are based on the conjugate gradients method. 
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The non-iterative method, described in section 2.2, uses the structure 
of the A matrix. In particular, the fact that the A matrix can be written as a 
block tridiagonal matrix. Physically, the blocks actually represent planes of nodes. 
There are other methods that could be used but most rely on being able to store 
the whole of the A matrix. This is neither practical nor possible, in most cases, for 
even relatively small 3D forward problems, since the number of elements in A is the 
square of the number of nodes'. 




Figure 2.1: Detail of compound methods. 
The stationary iterative methods described in section 2.3 are similar to 
the Gauss-Seidel method. The first, point iteration, is the same as Gauss-Seidel but 
the floating point divisions are done before the first iterations, therefore changing 
the problem to a normalised version. The line iteration and panel iteration methods 
use the non-iterative solver to directly in lines or panels nodes and iterate in other 
directions (see figure 2.1, where the third direction, not drawn, is solved either 
iteratively or directly depending which method is being used). The reasoning behind 
these latter two composite methods is to have fewer iterations but make them more 
efficient, although each iteration takes longer. 
Two non-stationary methods were investigated (for the purposes of this 
chapter). These were the basic conjugate gradient method' and a variant in the 
form of GNIRES (generalised minimal residual) Method. This connects with work 
done by Zhang, Mackie & Madden [19951 and Spitzer & NVurmstich [1995]. 
'This includes the boundary nodes. 
2R, ecommended in private communication with Gene Golub and Andy Wathen. 
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2.2 Complete inversion 
This is a non-iterative method, and as its name suggests solves equation 
(1.1) "exactly"' without any iterative steps. The method does however take full 
advantage of the structure of A. A is a heptadiagonal matrix which is very large for 
most problemS4 and this means that A-' is not only large but it is a "full" matrix 
and therefore, if calculable, is almost certainly not easily storable. This also implies 
that means that finding A-' by Gaussian elimination or LU decomposition, etc, 
is not practicable (or usually possible for actual surveys). The complete inversion 
method used here, is an extension of an algorithm developed by Buzbee in (Buzbee, 
Golub & Nielson [1970] and Buzbee, Dorr, George & Golub [19711). The reason 
that this algorithm can be used is because A can be written as a block tridiagonal 
matrix. 
Choose a direction (in this case k which is n nodes long) 
for k=1,2, ..., n 
M, = Dk - -Ck. 
Ek-1 
vi = bk - ýQk. bk-l 
Solve M1-M2 = E, for M2 
Solve Mi. bk = V1 for bk 
Ek = M2 
end 
Xn : -- 
bn 
for k=n-1, ..., 2,1 
Xk = bk+l - Ek-Xk+l 
end 
Figure 2.2: Method for Complete Inversion 
In figure 2.2 Mi and M2 are two matrices and v, is a vector used during 
the algorithm. Xk is a set of vectors which together make up x in the same way bk 
makes up b. The matrices Ck, Dk and Eq, are the blocks from arranging A in such 
'Exactly, means that it produces the exact answer to the set of simultaneous equations but not 
necessarily the exact answer to the continuous problem. 
4The number of nodes for the test problem in chapter 6 is 25 x 15 x 15 which means that A is 
a square matrix with 5625 rows. 
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a way that it is block tridiagonal matrix. 
(Dj 





Ck and Ek are diagonal matrices, however only Ck can be stored in such away to 
take advantages of this, as Ek is altered during the algorithm in such away that, off 
diagonal terms are added. Dk is actually a pentadiagonal matrix, which is in essence 
a 2D problem. In practice the two "Solve" statements in figure 2.2 are done together 
by Gaussian elimination and back substitution as Mi has no special structure. 
Even with this algorithm, which saves memory, more memory is required 
than any of the other methods discussed in this chapter. But it will solve mildly 
realistic problems even if it does take a long time. The major advantages of this 
method being: - 
1. No matter how complex the problem it will take the same time to produce the 
solution. 
2. No initial conditions are needed. 
If the only purpose of the method were to model potentials produced from 
current sources with a complex resistivity distribution then this might be a technique 
to consider. The second advantage is a drawback in our problems considering the a 
priori knowledge, which takes the form of a good initial condition (starting point). 
2.3 Iterative methods 
This section investigates and develops three stationary iterative methods. 
These methods can be explained using equation 1.1 but are intuitively explained 
using a stencil, see figure 2.3. The 'iterative' part of the methods is based around a 
Gauss-Seidel method, which we call point iteration, and is the first of the methods 
which will be discussed. The other two techniques, line iteration and panel iteration, 
are forms of composite methods. 
The idea behind using a composite method is to reduce the number of 
iterations. The drawback is that each iteration is computationally more expensive. 
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Both methods are a cross between point iteration and complete inversion. The 
iterative part is not a value but a vector (a line or plane of points in the grid). 
2.3.1 Point iteration 
Point iteration is a variant on the Gauss-Seidel method. Both methods 
work by using the potential value at the nodes and calculate a weighted mean, 
where the weights are the conductances (which are calculated from the resistivity 
values and the mesh size). This updates the potential value in x, so that when the 
neighbouring nodes are calculated it use the new value from the previous node. 
Like all iterative methods of this type there exists a stencil. This is shown 
in figure 2.3. These stencils can show update in both space and time but as this is a 
steady state problem the time element can be ignored. The central node in updated 
using the values of the surrounding nodes and the associated conductance values. 
w 
Figure 2.3: Point iteration stencil. 
The equation for Gauss-Seidel is 
e 
bi - F, aij 




jý'i sixi (2.2) 
ai, i 
The disadvantage of the Gauss-Seidel method is the need for a floating point division 
for every node in the grid. This is a very time consuming operation compared with 








ai, i j<i ai, i j>i ai, i 
As can be seen, the two methods are equivalent except that in point iteration the 
values of (2aLL, ) and (a, i, ) are calculated prior to the start of the iterations. The 
effect of this is that the same number of variables are being stored without any 
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floating point division in the iterations. This makes a very considerable difference 
to the speed of each iterative step, which is not only because we perform one fewer 
operation, but also because floating point division is much slower than multiplica- 
tion. If 1 is multiplied instead the method is then roughly 5% slower and takes up ai, j 
more space in the memory. 
The following is relevant for all similar iterative methods, which have a 
direction of the iteration. Point iteration updates x as it goes through an iteration, 
which means it solves faster in some directions, namely the direction of the iteration. 
This can be used as an advantage by setting up the method so that it iterates from 
one corner, then iterates from another corner and so on until all corners have been 
iterated. Therefore, a single "iteration7 commences from each of the corners in 
turn of the 3D grid, thus iterating through the grid eight times. This method was 
implemented and seems to work very well. There is a second improvement, which 
is to use more knowledge about the problem being solved. In this case, we know 
that there is a point current source, therefore if all calculations are started from 
the current source and radiate outwards, the result of the previous calculation can 
be utilised in next calculation, thereby increasing efficiency. This has not been 
implemented due to the complexity of ensuring that the calculations are carried out 
in the correct sequence within the rectangular grid, putting it outside the scope of 
this work. 
2.3.2 Line iteration 
This algorithm was described by Reece [1986]. The method works by 
solving each line of nodes as a one dimensional problem. The solutions of the lines 
have a 2D point iteration applied to them. This process is shown in figure 2.4. 
Figure 2.4 gives the pseudo-code of the line iteration implemented. There 
is a moderation to the original version in that the method starts by directly solving 
all the lines. This allows the first iterative part of the method to be more efficient 
as it iterates away from a line of nodes (in the case of a point source) rather than 
starting with a point. The code for this can be found on the CD ROM (with the main 
components of the algorithm being found in procedure 'solve' and its subprocedures). 
This method, like point iteration has a direction of iteration. Unlike 
point iteration there are 4 different directions for the iteration of any particular line 
being solved. The four directions come from starting at each of the four corners of a 
rectangle where each point represents a directly solved line of nodes. The direction 
of the line being solved can be rotated to two other directions. However, in practice 
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Choose a direction, in this case k which is p nodes long, 
with the other two directions being i with m nodes and 
with n nodes 
for i=1,2, ..., m 
for j=1,2, ..., n 
Solve for all lines in i 
end 
end 
While error > max. error then 
for k= 11 2) ---, p 
for i= 11 2, ..., m 
for j=1,2, ..., n 
Point Iterate in jk plane 
end 
end 
for j=1,2, ..., n 





Figure 2.4: Method for line iteration 
the implementation which has been used for calculating the results in chapter 3 uses 
half of these, excluding the reverse directions. An improvement to this would be 
to use the same suggestion put forward at the end of section 2.3.1, i. e. starting 
from the current source'. This could work by taking the two directions of the point 
iteration and solving the lines in the same direction. A second improvement would 
be to solve the lines through the source and radiate from these lines. 
'This is consistent with the recommendations in Reece [1986) to work from high values to low 
ones, thereby achieving much more rapid convergence. 
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2.3.3 Panel iteration 
This algorithm was developed to take advantage of the complete inversion 
method. It is very similar to line iteration except that instead of solving lines of 
nodes this method solves panels (planes) of nodes, which by their very nature are 
2D, with point iteration applied to the third direction. This is a very similar to line 
iteration in that it involves a 2-step process. This can be seen by comparing figure 
2.5 with figure 2.4. 
Choose a direction, in this case k which is p nodes long, 
with the other two direction being i with m nodes and 
with n nodes 
for i=1,2, ..., m 
Solve for all j-k planes 
end 
While error > max. error then 
for k= 11 2, ..., p 
for i=1,2, ..., m 
for j=1,2, ..., n 
Point Iterate in i lines 
end 
end 




Figure 2.5: Method for panel iteration 
This method, like point iteration (and line iteration) has a direction 
of iteration, except there are only 2 different directions to be iterated in for each 
particular orientation of the panels. The method can be improved by using the 
source optimisation method described briefly at the end of section 2.3.1. 
No rotation of the direction of iteration has been attempted, although 
this may be possible. The main reason was the practicalities of implementation, 
namely the requirement of either twice or three times as much memory and/or a lot 
of book keeping. 
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2.4 Conjugate gradient methods 
This section investigates two non-stationary iterative methods, conjugate 
gradients and one of its variants GMRES. Conjugate gradients, and its variants, are 
widely discussed in the numerical analysis literature, Golub & Van Loan [1988], 
Barrett et al. [1994]. These methods are widely used in various computationally 
intensive linear algebra problems which solve equation 1.1, for example, in the field 
of computational fluid dynamics. However, these methods are not so widely used in 
ERT, although they are discussed in Spitzer & Wurmstich [1995] and Zhang et al. 
[1995]. 
The conjugate gradient method will only converge if the A matrix is 
symmetric 6 positive' definite'. Unfortunately, in general, A is not a symmetric 
matrix, although it is always positive definite due to the physical constraints of 
the problem. Both Spitzer & Wurmstich [1995] and Barrett et al. (1994], contain 
comparisons of the conjugate gradient methods, and its variants, from which a 
variant was sought. It should be noted that Spitzer & Wurmstich [1995] also found 
that it was not possible to use the basic conjugate gradient method for solving only 
homogeneous forward problems9. 
The variant chosen was GMRESII since it has no requirement for A to 
be a symmetric matrix. 
The GMRES method has a few drawbacks. These are mainly concen- 
trated on the amount of memory needed. Not only does A have to be stored but 
so do the results of at least the last five iterations. This method is not totally 
guaranteed to convergell, and was never coded up and tested. 
So far in this section we have looked at finding a method to solve unsym- 
metric A. However, since the basic conjugate gradient method is very efficient 
' 
it 
would therefore be preferable to use a matrix which is symmetric. Hence, a method 
to convert A into a symmetric matrix is required. Let us consider the 1D case. 
'Symmetric is when the matrix is its own mirror image in the leading diagonA i. e. aij = aj, j. 
7Positive is when all the eigenvalues are positive. 
8Definite is when all the eigenvalues are non zero. 
9It was found that it also had to be on a uniform grid. 
"Choice of GMRES confirmed in a private communication with Andy Wathen 
11Convergence is only guaranteed to if the results of n iterations can be stored, where n is the 
number of rows in A. 
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If AcR"" is a positive definite and bcR' and solve 
Ax =b for xcR" 
x(o) is an initial guess 
For j=1,2,... 
Solve r from Mr =b- Ax(I) 
V(I) r llrll2 
s := llrll2e, 
for i= 11 2, ..., m 
Solve w from Mr =b- Av(') 
for j=1,2, ..., i 
hk, i = 
(W) 
V(i) 




V(i+l) w hi+,, i 
apply Jl,..., Ji-, on (hl, i,..., hi+,, i) 
construct Ji, acting on ith and (i + 1)st 
component of h., j such that (i + 1)st 
of Jih., i is 0 
S := jis 
if s(i + 1) is small enough then 
(UPDATE(x, i) and quit) 
end 
UPDATE(x, i) 
check convergence; continue if necessary 
end 
Figure 2.6: Method for generalised minimal residual 
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Ci cý cý C4 
yý X2 X3 X4 X5 
Figure 2.7: 1D forward problem with five nodes. 
In this case A would look like 
1 0 0 0 0 
cl 
C2 0 0 
Cl+C2 Cl +C2 
0 C2 Ca 0 
C2+C3 C2+C3 
0 0 C3 Q 
C3+C4 C3 +C4 
0 0 0 0 1 
(2.4) 
The reason for choosing such a large problem is to display an internal 
node. A diagonal matrix -S 
is chosen such that 
(1000 0) 
Cl (Cl + C2) C2 00 
SA= 0 C2 (C2 + C3) C3 0 (2.5) 
00 C3 (C3 + C4) C4 
00001 
S is the leading diagonal of the matrix shown above. It can be seen that SA is very 
nearly a symmetric matrix and the conjugate gradient method may solve the above 
problem but it is not guaranteed. 
It is possible to perform column operations on SA, which are contained 
in a matrix S, so that 
1 Cl 000ý 
Cl (Ci + Cl + C2) C2 00 
PSA= 0 C2 (C2 + C3) c3 0 (2.6) 
2) 00 C3 (C3 + C4 + Ci C4 
000 C4 1 
Now this is a symmetric matrix. But we wish to solve Ax = b, which is 
the same as solving 
PSAx=PSb (2.7) 
The matrices P and S cannot be singular. This is because as -S 
is a diagonal matrix 
and P is an identity matrix plus two off - diagonal elements. In general, there is 
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the same number of off diagonal terms as there are boundary nodes in the original 
forward problem. In practice these extra matrix multiplications should have little 
effect on the time taken to carry out the calculations. This method will only work 
for specific problems. There are various limitations on the above technique, e. g. the 
resistivity. from east to west must be the same as from west to east, i. e. not like a 
diode. 
If AER"' is a symmetric positive definite and b , Rn and 
solve Ax =b for xER' 
needs correcting 
k=0 
xO =0 or an initial start position 
ro =b 




pi = ro 
rT rk-I Ok 
= 
k-I 
rT rk-2 k-2 
Pk = rk-1 + J6Pk-1 
end 
rT k-Irk-I 
a =- TArk Pk 
Xk = Xk-l+ aPk 
Pk = rk-l- aAPk 
end 
X ýXk 
Figure 2.8: Method for conjugate gradients 
The algorithm for the conjugate gradient technique without the matrix 
manipulation is given at figure 2.8. This is not a practical algorithm as it stands, 
as rk will never reach zero in a numerical calculation. Therefore another criterion 
must be chosen, e. g. r. r becoming less than a certain value, as was used in this case. 
In figure 2.8, r. and p. are vectors which are updated during each iteration. Both 
a and 6 are constants calculated during each iteration. 
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Chapter 3 
Results of Methods for Solving the 
Forward Problem 
3.1 Introduction 
This chapter displays and discusses the results of the numerical tech- 
niques given in chapter 2. There has been a lot of work done on the conjugate 
gradient method including a little in applying the technique to ERS (Spitzer & 
Wurmstich [1995], Zhang et al. [1995]). Point iteration ought to exhibit similar 
properties to Gauss - Seidel. Line iteration has been used before in this field e. g. 
Williams [1996], Jackson, Busby, Meldrum & Reece [1988] & Jackson, Earl & Reece 
[1997], but there is little work on its behaviour. During this chapter two attributes 
of the methods will be discussed. 
The first is the speed (efficiency) of the methods and in particular the 
impact of the size and shape' of the grid. This follows a 'well trodden' path for 
measuring the speed of a method and the memory space required. In general, ERS do 
not use uniform grids of homogeneous resistivity distributions. The grid uniformity 
and the resistivity distribution are connected in that both are needed to produce 
the conductances (in the conjugate gradient method) or relative conductances (the 
other methods) contained in the A matrix. Speed is important to the solution of the 
inverse problem because all the measurements are calculated during each iteration. 
This involves solving many heterogeneous forward problems. 
The second depends on the starting point xo, particularly when it is 
'Shape refers to the ratio of number of nodes in each direction rather than the actual physical 
dimensions. 
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close to the solution. This is of interest to the perturbation method 2 for calculating 
the Jacobian, where forward problems are solved numerous times, starting from a 
position very close to the solution. 
The issue of convergence, which is important when considering all numer- 
ical methods, is less of a problem in solving this forward problem since the methods 
are unconditionally convergent. However, the speed of conversion can be slow for 
some methods as will be seen in section 3.2. 
All the timings in this chapter where produced using a 90Mhz Pentium 
PC. The code used can be found on the CD ROM and is written in C. Each timing 
refers to the time taken for just the calculation using the algorithm. All of the 
methods use the same basic setup files but the complete inversion and the conjugate 
gradient methods store the A matrix in different ways to the other methods. 
3.2 Results on speed of the methods 
This section presents the results of a number of numerical experiments 
run on the methods discussed in chapter 2. These experiments come in two forms, 
the first deals with the issue of size and shape of the grid, and the second with 
the effect of resistivity distribution. The results of both forms of experiments are 
intended to be the basis for choosing which particular method should be used for 
particular problems. 
However, before discussing the results of the size and shape experiments, 
the task set for each method, for the purposes of comparison, needs to be explained. 
The task set had to be symmetric in all directions so as to eliminate the effect of 
rotation i. e. if the number of nodes in each direction differed then if the task was 
rotated in any way this may effect the time taken to complete the task, which would 
not be attributable to the method used. Thus making a level playing field. This 
meant that the type of boundaries used had to be the same and the source term 
symmetric. Therefore, within such constraints there were two possiblies, namely, to 
have a point source in the centre of a 3D cube or to have an uniform source term 
over the whole cube. The latter was chosen, since the former needed a node centred 
on the centre of the cube which only occurs when there is an odd number of nodes 
in each direction'. This constraint would reduce the number of data points which 
2See section 6.3.1 for details of the perturbation method 
'This need to have a node at a the location of a point source is a major constraint on the grids 
used to model the surveys. 
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could be collected. In the task set the grid cells were uniform i. e. identical to all 
the other cells in the task. The conductivity was set a at 1W/mK and the uniform 
source was set at 100 Joules per ml. The size of the cube was set at 1ml. The 
boundaries were Dirichet and set at zero, whilst initially all nodes were zero. 
The size of any grid should give a clear indication of how long a forward 
problem should take to solve. Although a number of other factor which are explored 
in this section and section 3.3 also have an effect. However for the complete inversion 
method the time to produce the solution is only dependent on the number of nodes in 
each direction. For the other techniques there is also the question of the convergence 
criteria. As it happens the conjugate gradient method has a built in convergence 
criterion, but the other methods require a convergence criterion to be defined. The 
one chosen resembles the one in conjugate gradients. The criterion being the sum of 
the modulus of the change in each potential value, divided by the number of nodes, 
being less than 10-1. 
Given the above, the speed of all methods will be dependent on the size 
of the task set. As such it should be possible to predict the time taken to solve a 
particular problem on a particular computer. Leaving aside the factor relating to 
the using a different machine, the time taken will be proportional to the number of 
nodes in each direction. Therefore 
b k. x. y z 
and for the case where there are equal number of nodes in all directions then 
b k. x'. y Z' = k. n (3.2) 
where x=y=z=n and d=a+b+c. x, y and z are the number of nodes in each 
direction and n is the number of nodes in one direction. All results ignore the time 
to setup the arrays containing all the conductances, sources and initial conditions. 
The first of the methods tested is the complete inversion method. This 
method is completely dependent on the size and shape of the grid. Therefore the 
results here apply to any combination of sources and all realistic resistivity distri- 
butions. 
The logarithmic version of figure 3.1 is in appendix B. 1 in figure B. 1 
which shows that as the number nodes increases the time taken tends to 
'The problem being modelled is a heat conduction problem and the units of "zero" is in Kelvin 
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Figure 3.2: Time taken against number of nodes in one of the direction with 12 
nodes in both of the others, for complete inversion. 
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0.000038 xn5.88 (3-3) 
This is due to lower order terms which are caused by various overheads. Also, as the 
values are produced statistically' they do not necessarily show the whole picture as 
only the highest order term is being calculated. 
2.4 2.5 0.9 0.000038. x yZ (3.4) 
The values of a, b, and c were calculated from the data in figure B. 2, but as can be 
seen from figure 3.2 the highest order term in each direction seems to fit the data. 
The data is produced by setting two of the directions, in this case to 12 nodes, and 
varying the other direction. Equation (3.4) not only gives a guide to the time taken 
but also a rule as how to arrange the directions to obtain the quickest solution. For 
this method the rule deduced is 
nodes in z> nodes in x> nodes in 
It should be noted that this due to the way in which this method was set up i. e. 
the direction in which Buzbee's method has been used, but the method will solve 
better by using a particular orientation of the co-ordinates. 
This method is generally very slow and memory hungry. The reason for 
the latter being the need to store an array of X2 X y' xz which is the size of all 
the blocks on the leading diagonal when A is written as a block tridiagonal matrix. 
The other arrays are insignificant compared to this. 
Point iteration is dependent upon size and shape, as well as others prop- 
erties. With regard to size, point iteration is different from complete inversion in 
that it is a lot faster and the rate of increase is not as steep. 
0.0000324 xn4.48 (3.5) 
This is demonstrated by the highest order term being 4.48. However, figure 3.4 
displays the results at each direction, which is surprising since, the method is meant 
to be symmetric. The most likely reason is that some insignificant part of the coding 
making one of the directions faster. The other reason may be linked to the ordering 
of the changes in direction. In figure 3.4 the lines do not intersect the points and 
actually full below them. They do intersect if a constant is added. The reason for 
this is that the method seems to have some large lower order terms which can be 
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Figure 3.4: Time taken against number of nodes in one of the direction with 12 
nodes in both of the others, for point iteration. 
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seen to have an effect on size of the region in which the regression lines could be 
drawn, see figure B. 4. 
1.44 1.35 1.36 0.0000324. x yZ (3.6) 
For the reason given above the powers of y and z may be a little lower than they 
should be. Also as the method should be symmetric, as the method does start at all 
the corners in one iteration and the three powers in equation (3.6) should be added 
to give the one in equation (3.5) but they are all a little small. 
The memory requirement for this method is 9 times the number of nodes. 
The method can be altered to work with 7 times the number of nodes with a 5% 
increase in the time taken. 
Line iteration, being one of the compound methods, is more affected by 
size than point iteration. If the method rotates of the directions of the lines would 
change the values of the powers. 
0.0000339 xn5.5 (3.7) 
Equation (3.7) shows that this order of the method is between that of point iteration 
and complete inversion. The value of the power is likely to be small if the lines are 
rotated as the method will be more efficient. 
0.0000339. xl . 
98. y2. z 1.47 (3.8) 
This method like point iteration has some large lower order terms which dominate 
for small numbers of node. The rule application to this method is 
nodes in z> nodes in x <> nodes in 
as it does not matter whether x or y is largest as the difference is well within the 
order accuracy, in fact, x is almost certainly of the same power as y. being the two 
iterative directions. The effect of solving once in each direction during each iteration 
would mean than all three powers would be the same. 
Panel iteration was expected to work in a similar fashion to that of line 
iteration except that there would be less iterations, although each iteration may 
take a little longer. The actual values of the time taken are less than those of line 
iteration. 
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Figure 3.6: Time taken against number of nodes in one of the directions with 12 
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Figure 3.8: Time taken against number of nodes in one of the directions with 12 
nodes in both of the others, for panel iteration. 
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However, this is the highest power of any of the methods and although quicker than 
line iteration, the upper end of the test data is fast approaching that of line iteration. 
The effect of rotating the direction of solution would be interesting, but is likely to 
loose the advantages gained in book keeping, just to get the method to work. 
0.00001. X2.24. yl. z 
2.78 (3.10) 
The other drawback of rotating the direction is shown in equation (3.10) which 
strongly shows a preference for the direction in which way the method should be 
orientated. In this case, if the method is not orientated in the right direction the 
timing is likely to be greatly affected. The rule for this method is 
nodes in y> nodes in x> nodes in z 
Like line iteration, if panel iteration was arranged so that the method solved planes 
whose normals were in each directions then these values would be similar. The 
storage for both compound methods is slightly more expensive than point iteration 
due to the arrays needed during calculation. 
The conjugate gradient method is a widely used method in other fields 
and the results of Spitzer & Wurmstich [1995] are an useful guide to how this method 
solves these homogeneous problems. However, the results produced are not as ex- 
pected and in particular they are not smooth, in fact all of them seem to exhibit 
a jump in speed. The reason for this is not known and has not been seen in other 
publications. This leads one to believe to that there is a problem with this piece of 
code. However, the converges of these methods is not always smooth, which could 
be another explanation. 
0.000229 xn2.63 (3.11) 
This method is the fastest and the order is the smallest of all the methods. There 
is a step reduction in figure 3.9 between 26 and 27 nodes in each direction. 
0.65 0.64 0.69 0.000229. x yZ (3.12) 
Figure 3.10 shows that there are a number of step changes. The values 
plotted in figure 3.10 are the mean of eight calculations and therefore the step is a 
repeatable result. Equation (3.12) uses the values across the step changes but the 
lines of data points between the step changes are nearly at the power of 1. 
Having looked at the effect of size and shape on the time taken, we now 
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Table 3.1: Results of various tests of the effect of different resistivity distribution 











1 0.66 1.27 15.6 19.55 86.45 
2 10.1 28.02 14.9 248.54 86.45 
3 32.9 27.85 14.9 246.40 86.45 
4 42.89 118.04 273.04 1066 86.45 
5 8.18 1.16 14.61 18.51 86.45 
6 777.25 1.1 12.14 19.00 86.45 
7 3.35 1.54 21.04 22.57 86.45 
8 7.36 64.86 228.11 719.35 86.45 
9 432.75 1.15 15.33 15.98 86.45 
10 3.51 2.42 28.01 36.47 86.45 
different test task was set, namely a much closer model to that of the ERS, with a 
source and a sink near the centre of a 12 by 12 by 12 node cube. This is small when 
compared to modelling surveys but allows the comparison of complete inversion with 
the other methods. The resistivity distributions for each test are given in appendix 
B. 2. As can be seen from table 3.1 test 1 is the homogeneous case and it shows 
that the homogeneous case is calculated fastest by the conjugate gradient and point 
iteration methods. The other tests vary widely from this result and therefore it 
should be recognised that the speed is not only dependent on the size and shape 
of the grid. The exception is the complete inversion method, which as predicted 
in chapter 2 is not effected by the resistivity distribution. This method comes 
into its own when calculating complex resistivity distributions with a wide range of 
resistivities. In particular tests 4 and 8 which contain mostly conductive regions. 
The three stationary iterative schemes seem to show the same trend 
although their relative speeds change. This trend must be dominated by the rate 
of convergence of the iterative part but there being cases where the direct part of 
the compound methods make the methods more efficient. panel iteration seems to 
suffer most when there is a slow rate of convergence in the iterative scheme which 
is almost certainly due to the direct part of each iteration being comparatively time 
consuming. - However, both the compound methods seem to be relatively stable in 
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the time taken compared with the other two iterative methods., The results for the 
conjugate gradient method are interesting. There is a huge variation in the time 
taken. The reasons for this are not obvious except to say it can react very badly to 
certain distributions. 
The heterogeneous resistivity distributions, in most cases, take longer to 
calculate than the homogeneous case. The most obvious factor that could cause 
this slow down is the boundary between two regions of resistivity. Let us consider 
boundaries between two regions, see figure 3.11. If the current is flowing from left to 
Figure 3.11: Boundary between low resistivity (left hand side) and high resistivity 
(right hand side). 
right it will be fast. This is because the node on the right hand side of the boundary 
is dominated by the node on the other side of the boundary. The node on left hand 
side is dominated the nodes in that region and not the node on the other side of the 
boundary. However, if the current was flowing from right to left then the nodes on 
both sides of the boundary will be inhibiting the current flow as both the nodes are 
dependent on the node to which the current is flowing to rather than the node from 
which the current is flowing. 
The nature of point iteration is that at each iteration the current flows 
away from the source. Therefore if the source is in a resistive material compared 
to the region to which it is flowing, then the point iteration method will be very 
slow because of the difference in the resistivity values. It was also noticed that the 
conjugate gradient method was using very small a values. Referring to figure 2.8, 
the effect is to make the update Of Xk smaller, thereby making the method slower 
by reducing the effectiveness of each iteration. The reason that the a value is small 
that is the denominator is large, in fact, it must be three or four orders of magnitude 
larger than the modulus of rk-1 (which is not small at the beginning). 
The problems caused by boundaries in the resistivity distribution also 
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extend to the iterative directions of the two compound methods. However, the 
solving directions break down these barriers so that the current flows in the same 
way as it would in the field but is immediately is spread across the boundary so that 
the iterative is useful and the fast areas can be utilised. 
This hypothesis has not been proven but is useful in showing why test 
8 takes so long for all the iterative schemes. Test 8 consists of a very conductive 
plate being put between the electrodes and is in the iterative directions of both 
the compound methods. This hypothesis would also explain the reason why the 
methods take larger to converge when the sizes of the grid cells are increased around 
the boundaries of the surveys. The increase in size of the grid cell is analogous to 
reducing the resistivity value in those cells. 
3.3 The effect of the initial conditions 
This section investigates the how three of the methods perform calcu- 
lations analogous to those which are used to calculate the perturbation method 
Jacobian'. As far as the forward problem is concerned, the initial condition is the 
solution of the forward problem before the resistivity of one of the zones is per- 
turbed. The perturbation tends to be very small. There are two reasons for this, 
the first is it improves the accuracy of the method, and the second is that it is 
quicker to calculate. However, the perturbation cannot be too small otherwise the 
volume becomes effected by machine accuracy. 
The three methods chosen were point iteration, line iteration and panel 
iteration. There is little point in using the complete inversion method as it does 
not use an initial condition and therefore throws away a very important piece of 
information, since its starting point is always in the neighbourhood of the solution. 
The conjugate gradient method was not included but there is very little reason to 
suppose that it would not produce similar results to the other iterative methods. 
The resistivities for each test number are the same as those in the pre- 
vious section with a zone within the grid having its resistivity value increased by 
one percent. These perturbations are defined in appendix B. 3. Even far from the 
perturbed zone, the effect of the perturbations is not in doubt, although it can be 
very small: the task is obviously related to the size of the change to the particular 
zone. The effect of these perturbations even far from the zone is not in doubt but 
can be very small as seen in chapter 7. The time taken is obviously related to the 
'The perturbation method Jacobian is defined in section 6.3.1 
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Table 3.2: Results of starting close to the solution. 
Test Point Iteration Line Iteration Panel Iteration 
1 0.33 0.83 2.09 
2 0.06 0.21 1.04 
3 0.88 10.22 12.85 
4 0.17 0.33 1.04 
5 0.17 0.33 0.98 
6 0.17 0.49 1.04 
7 0.05 0.33 0.99 
8 0.72 11.09 12.85 
9 1.04 4.06 7.25 
0.33 2.03 3.63 
effect of the change. 
The values given in the table 3.2 below are in seconds. Rather than 
concentrating on the size of the change, table 3.2 concentrates on comparing the 
performance of each individual method. The results show that point iteration ap- 
pears to be the most efficient at dealing with this particular type of problem. The 
reason for this is likely to be that point iterations can carry out a number of iter- 
ations very quickly. The other interesting point to note about the results are that 
all the methods seem to follow the same tend. This latter observation is not partic- 
ularly surprising since the zones with the greatest change are likely to be the ones 
which take longest to calculate. 
Comparing the table in this section with the one in the last section it is 
possible to see that the time taken to calculate the original problem is not related to 
the time taken to calculate the perturbed problem. A good example of this is test 
9 where the time for point iteration to calculate the perturbed problem is nearly 
as long as the original (the difference being 0.11 seconds). In most cases the time 
saving of starting near the solution is considerable. 
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Chapter 4 
Review of Literature on Inverse 
Methods 
4.1 Introduction 
This chapter will review the techniques used for solving the inverse 
problem. The first part is a review smoothness-constrained least-square inversion 
schemes which includes Occam's method. The second part of the chapter reviews 
other techniques that have been used to interpret ERS. 
Section 4.2 will concentrate on smoothness-constrained inversion schemes. 
Smoothness-constrained least-squares inversion schemes are now the method of choice 
for 2D and 3D resistivity inversion (Constable, Parker & Constable [1987], Sasaki 
[1992], Sasaki [19941, Loke & Baxker [1995] & Loke & Barker [1996b]). This type of 
scheme is also used in other fields for similar Inverse Problems. 
A number of methods have been used for solving this particular inverse 
problem. Some of these techniques were developed specifically for the field of geo- 
physics others have been used in other fields. These include methods from "sim- 
ulated annealing" to the "maximum likelihood inversion method" used by Park & 
Van [1991] and Zhang et al. [19951. There are interesting comparisons of these tech- 
niques in Yorkey & Webster [19871 and Tsourlos, Dittmer & Szymanski [1995]. The 
latter contains the formulas for the updates' and shows a number of methods which 
depend heavily on the calculation of the Jacobian. 
'The formulas for updating the resistivity values in each iteration. 
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1 4.2 Smoothness- constrained least-squares inversion 
techniques 
This section will give an explanation of the various parts of the smoothness- 
constrained least-squares inversion algorithm used, together with the constants and 
variables referred to in later chapters. This type of scheme used is widely in solving 
inverse problems and as a consequence it goes under various names and forms, for 
example, linear regularisation (Press, Teukolsky, Vetterling & B. P. Flannery [19921), 
Marquardt Method (Ridge Regression) (Tsourlos et al. [1995] & Narayan, Dusseault 
& Nobes [1994]) and Occam's Method (Constable et al. [1987]). The differences are 
in the form of the smoothness constraint. 
There are various methods which rely on least-squares (the following 
are taken from the appendix in Narayan et al. [1994]). The simplest least-squares 
methods only use the Jacobian and the difference between the observed and the 
calculated measurements at each iteration. The update and misfit for this least- 
squares solution are as follows. 
Ax = jT Ad (4.1) 
N 
e= Ad 
T Ad (di - 
di, d,, t,, 
)2 (4.2) 
A more advanced version described in Narayan et al. [1994] uses a weight matrix 
W and is called the weighted least-squares (WLS) (or Gauss-Newton) method. The 
WLS also involves the use of an estimate of the model misfit. 
Ax = 
(. ýT3yZ)-' jTWAd (4.3) 
2=-1M (di - 
di, d,, t,, 
)2 
(4.4) XR 
0,2 N-Mý i 
The technique adopted is basically the Marquardt method but with the 
inclusion of a constraint. 
Ax = (IT3YsZ + ki) -I jT WAd (4.5) 
(Note that this is different from the definition in Tsourlos et al. [1995] even though 
they both quote from the same source. The jT is 3YJT in Tsourlos et al. [1995]. ) 
Aln(x) = (IT3YIZ + ki) -1 jT WAIn (dd,, t,, - d) (4.6) 
This logarithmic form allows for a uniform weighting of data and model parameters. 
A drawback to this method is that to avoid negative values the modulus of the 
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measurements (or difference between modelled and data measurements) is taken, 
which means losing a sign. 
"Occam's method" derives its name from the "razor" of William of 
OccaM2: 
Entia non sunt multiplicanda praeter necessitatem. 3 
This method was proposed for resistivity inversion by Constable et al. 
[1987]. It has become the successor to the Marquardt method as a technique for 
solving this particular inverse problem. This is the method that has been used in 
chapters 5,6 and 7 below. Constable et al. set out with the intention of interpreting 
the solution with an arbitrary initial condition on the resistivity within the zones. 
The aim was to be able to pick out the main structures from a smoothed solution. 
The authors believed that sharp structural changes would not be found because "the 
diffuse nature of energy propagation 'smears out' the real structure of the ground. " If 
this is true, then using any technique means that only the most noticeable structures 
will be found and that these would have 'smudged' edges. There is some justification 
for the view of Constable et al. but certainly for test problems it is possible to 
identify sharp changes in the resistivity (see section 6.3 below) although some of 
the best results may well appear to have 'smudged' edges especially those far from 
the electrodes. Furthermore, the stiff smoothness constraint may be smudging the 
edges. Constable et al. 's view is consistent with Occam's razor as it means that only 
the major structural changes are found, i. e. "no more" structure is "presumed to 
exist than" is "absolutely necessary". 
Constable et al. suggest that successive iterates of the scheme Xk+I, are 
found by choosing A (the value of the smoothness constraint parameter) in such a 
way that the linear approximation to the misfit is arranged to match the desired 
tolerance. This form rarely converges, as a consequence of the large distance between 
the initial starting and end points. However Constable et al. suggest a modified 
form which is effective, namely supposing the kth iterate has been computed then 








)T Wdk (4.7) HH 3yj l7k Xk+l 
(A) --: -- 
(3y-Jk 
where Jk and dk are function Xk- Constable et al. then sweep through values of A 
2William of Occam c. 1285-1349, English Franciscan friar and philosopher 
3No more things should be presumed to exist than are absolutely necessary. 
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computing the true misfit of the model Xk+1 (A) 
Xk+l (A): --: 113Yd - 3MF [Xk+l (A)] 11 (4.8) 
where W is the diagonal MxM matrix 
3M = diag 
1,1,... 
,11 Orl 0'2 OIM 
and 11 . 11 denotes the usual' Euclidean Norm. 
The data are contained within a vector d= (di, d2) ..., dm)T . These 
data can be either measurements from an actual survey or synthetic measurements 
produced from a test problem. There are M measurements. Each of these measure- 
ments has an associated error estimate oj. 
The generally accepted method for modelling the subsurface is to divide 
the ground into discrete zones. The resistivity value for each of these zones makes 
up the model (the cross section of the model used is figure 6.1). The zones are 
usually in the shape of boxes, mainly for convenience. The model xEF is a vector 
a in Euclidean space of N dimensions, as are the measurements dE Fm. Hence the 
forward problem can be expressed as 
dj = Fj [x] ,j=1,2, ..., 
where Fj is the non-linear forward function associated with the jth datum, and 
could be expressed as 
d=F [x] 
H is an NxN matrix given by 
00 
-1 1 
11= -1 1 
0 -1 1 
HTH is the initial guess which is the homogeneous case. Therefore, the solution 
produced is dependent on A as to the extent to which the homogeneous case is 
allowed to smooth the solution. 
4 The Euclidean norm is the root of the sum of the squares (Pythagoras) i. e. a measure of 
distance. 
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The rows of T are the discrete equivalents of the Fr6chet derivatives in the continuous 
profile problem. 
The method for calculating the Jacobian is the subject of chapter 5 and 
its effect on this technique will be shown in chapters 6 and 7. However, the depen- 
dence of equation (4.7) upon the Jacobian should be noted. 
Equation (4.7) is derived from a non-linear equation, which contains a 
set of simultaneous non-linear equations which must be solved for x. Two methods 
of solving the problem were given in Constable et al. The first was "to attack [the 
non-linear] equation directly and solve the system by Newton's method". But to 
do this required differentiation of j to find the second derivative of F, which the 
authors describe as "a very tedious piece of algebra". Newton's method appears 
very attractive, but it may swing wildly while providing only a very small reduction 
in mismatch. Press et al. [1992], (section 9.6 page 379) state that "there are no 
good general methods for solving systems of more than one nonlinear equation. 
Furthermore, it is not hard to see why (very likely) there never will be any good, 
general methods"(the italics is that of Press et al. ). This seems to contradict the 
views of Constable et al., as their paper implies that it is possible (but that they 
could not do it). 
Constable et al. state that (if convergent), equation 4.7 will solve the 
minimisation and that the limit should therefore be independent of the starting 
point. The problem with this method is that a straightforward minimisation scheme 
is very likely to diverge from the 'required' solution. 
Constable et al. discuss the Marquardt method, which modifies the ma- 
trix jT J by adding a constant value to the diagonal, thus decreasing the size of 
the computed perturbation. The constant is chosen to decrease the misfit at each 
iteration for a fixed Jacobian. This is used to bring the misfit down to an accept- 
able level, and not to the minimum possible value. The problem with this is that 
the solution lies close to the initial guess since the changes are kept small. The 
model is thus strongly influenced by the initial choice. Sometimes the misfit can not 
be reduced sufficiently, requiring the introduction of more parameters. Also large- 
amplitude oscillations may develop with no real means of controlling the Marquardt 
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scheme. 
Constable et al. found that their method met two of their criteria. 
Firstly, the method does not depend on the number of layers used. There are 
various methods which are dependent on the number of layers being set before the 
inversion is started. Secondly, the success of the method does not depend on the 
initial guess, although it works better if the solution is close to the initial guess. In 
the example they choose the method converged after six iterations. The reason for 
this rapid convergence is that the smoothness constraint is very strict, yielding a 
very smooth solution. The major feature of the algorithm given by Constable et al. 
is that the actual value is calculated rather than the change in the value which is 
customary. The effect of this is that the method smoothes the values and not the 
change in the values. 
An example of Occam's method being used for medical imaging can be 
found in an unpublished paper Binley, Ramirez & Daily [c. 1993]. This a much 
simpler task than a geophysical survey as there is access to all the boundaries. 
Binley et al. [c. 1993] look at practical problems associated with carrying 
out and interpreting ERT. Most of these problems are associated with reduction 
noise and errors. The smoothness constraint also helps to overcome some of the 
noise but it remains the fact that as in all non-linear problems a small amount of 
noise can have a large effect. 
There are other smoothness-constrained least-squares inversion schemes: 
these are similar to Occam's method and contain similar parameters. Sasaki [1992] 
investigates how the size of the zone, the damping factor, the choice of electrode 
array and an outside anomaly affects the result of using a smoothness-constrained 
least-squares inversion routine, in the case of borehole-borehole-surface surveys. 
The inversion routine used is similar to Occam's method although not 
identical to it: they would be identical if W were the identity matrix. The update 
Ax is given by 
AH T H+ jTj) AX = jT Ad (4.9) 
where A which may be regarded as either a Lagrange multiplier or a damping factor 
and H is a 2D Laplacian operator. 
Given that the surveying technique used involves placing electrodes down 
boreholes the results could be expected to be more accurate. Although this method 
is robust under Gaussian noise, one of the most striking results is that dipole-dipole 
surveys appear to be more robust vis-h-vis this noise than pole-dipole. There is a 
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strong argument against adding a fixed amount of noise to each measurement, as 
the noise will in reality be at such a level that for large measurements its effect will 
be very small while for a small measurements it will form a significant fraction of 
the measured value. 
The effects of introducing inhomogeneities outside the volume of interest 
are revealing and should encourage study of the result of surrounding the volume of 
interest by sacrificial zones. 
Sasaki [19941 uses exactly the same inversion algorithm as in his 1992 
paper except that an equivalent system has been found. This equivalent system can 
be solved using single value decomposition or modified Gram-Schmidt methods. 
Sasaki's model is interesting, as the 3D finite element mesh used allows 
for surface contours. However, this form would not take well to anisotropy. This 
could also mean, if not very carefully applied, that some electrodes may have much 
larger grid cells than is necessary (or wise) for accurate modelling. On the other 
hand, this method could be altered in such a way as to place large numbers of extra 
grid cells near the sources and in regions of particular interest. This would involve 
highly non-uniform grids as are occasionally used in computational fluid dynamics. 
The results in Sasaki [1994] for a flat surface distinguished the features 
on the surface. However, the calculated apparent resistivities were not particularly 
close to the actual values. The non-flat surface example produces a worse result but 
this could have been caused by the size of those grid cells that contain electrodes. 
Sasaki's conclusions appear sensible: in particular his comment that an 
improvement in the modelling of the forward problem would increase the accuracy 
of the solution. 
Loke and Barker have been trying to perform very fast inversions which 
produce reasonable results with structure but not with the actual resistivity values. 
Loke & Barker [1995] look at 2D surveys comprising rectangular zones which are 
infinitely long in the y direction. The inversion scheme used is almost identical to 
the one used in Sasaki [19921 and Sasaki [19941, the only difference being that the 
update equation (4.9) for Ad is "the discrepancy vector containing the logarithmic 
differences between the measured and calculated apparent resistivity values". 
The main part of Loke & Barker [1995] deals with the calculation of the 
Jacobian. It is very similar to the results in section 5.5.2 below except that it is 
restricted to 2D. Loke & Barker [19951 is a useful approach as it produces a fairly 
accurate homogeneous isotropic Jacobian. The results are what can be expected 
from a method that uses just the homogeneous Jacobian. The results do reveal 
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some simple structure. It is perhaps better to regard these solutions as the results 
of a first iteration rather than as a solution. 
In Loke & Barker [1996b] the same update formula for the resistivities 
is used. However, equation (4.9) is then solved using two different methods: the 
Gauss - Newton method and the quasi - Newton method. The first is described as 
the "conventional method", whilst the second is referred to in Press et al. [1992] as 
Broyden's method although they are in essence two variants of the same method. 
Boyden's method produces an approximation to update the Jacobian. 
The reasons for using such an update are to reduce the work considerably 
and to obtain a Jacobian which is rather closer to the actual Jacobian than is the 
homogeneous Jacobian. The results of Loke & Barker [1996b] are some of the best yet 
published but they are still (for example) 50% too small for the simple problem of a 
block in a homogeneous medium. The method is also quite fast and not particularly 
"memory-hungry". This method would be good for pre-processing the data so that 
the initial condition for a more accurate method might be gained quickly thereby 
reducing the number of iterations required. 
Loke & Barker [1996a]5 contains much of the work published in their pre- 
vious two papers. It basically puts the two methods together for pole-pole surveys 
on a small surface grid. The main thrust of the paper concentrates on the method 
of conducting the surveys rather than the interpretation of the results. 
4.3 Other methods 
A large variety of methods have been used and developed to solve the 
inverse problem, in addition to the smoothness-constrained least-squares inversion 
technique. Three review papers (Narayan et al. [1994], Tsourlos et al. [1995] and 
Yorkey & Webster [1987]), between them cover the field comprehensively. The 
last paper actually deals with ERT applied to medical imaging, but this is also 
relevant to geophysical problems. Narayan et al. [19941 review mainly least-square 
methods. Other methods published include some which use the conjugate gradient 
and approach some which use other nonlinear techniques. 
The Yorkey & Webster [1987] paper contains a comparison of methods 
used for medical imaging. Unfortunately, the paper does not actually define the 
algorithms, but does compare the following techniques: - 
9 The Newton - Raphson algorithm, which uses the Newton - Raphson technique 





modified by Yorkey to reconstruct the resistivity distribution, allowing a finite 
element method to reproduce the observed potentials as closely as possible. 
This method is "guaranteed to converge to the optimal solution" and is defined 
in Yorkey, Webster & Tompkins [1987]. This assertion may be true for the 
limited range of resistivities and boundary conditions in medical applications 
of ERT, but (as we observed in section 4.2 above) this is unlikely to be the 
case for geophysical tomography as such linearisation would not hold where 
the variations in resistivity are not so small. 
9 The sensitivity method, which was developed by Murai and Kagawa and is 
based on Geselowitz's Sensitivity Theorem. 
The perturbation method developed by Kim, Webster & Tompkins [1983]. This 
method produces a perturbation matrix (the same as the Jacobian discussed in 
chapter 5 below). This uses Gilbert's Simultaneous Iteration Reconstruction 
Technique. 
The equipotential lines and iterative equipotential line method which are based 
on a method proposed by Barber, Brown & Freeston [1983]. These methods 
compare their survey measurements with the measurements for the homoge- 
neous case: they then use the resistivity measured between the equipotential 
lines at the measurement electrodes. This may work well in the neighbourhood 
of the homogeneous case but calculating the equipotential lines in a medium 
with large variations in the resistivity would not be a simple matter. 
The double constraint technique was proposed by Wexler et al [1985]. This 
constrains the finite element method with the measured potentials and the 
current source value. The calculated potential gradient in each element is 
used to determine the resistivity of each element. 
The results for the Newton - Raphson and sensitivity methods produce 
the most accurate answers. The Newton - Raphson method is computationally 
intensive but the most accurate (but only for medical ERT's in general). 
A further group of methods include Monte Carlo methods and genetic 
algorithms. Both tYPes rely on a degree of randomness. 
Chunduru, Sen, Stoffa & Nagendra [1995] looked for three types of struc- 
ture, namely the "outcropping vertical dike, hemispherical sink and sphere models. " 
If geological structures consisted of simple mathematical shapes in a homogeneous 
medium then this approach would have been more fruitful. If the methods discussed 
48 
by Chunduru et al. [1995] were general rather than specific, they could be tested on 
more complex problems. 
The Monte Carlo methods use an energy function which is an L2-norm 
misfit function, which is the same as the least squares criterion. One of the ap- 
proaches is called "simulated annealing" (SA), which is essentially an optimisation 
technique. The algorithm (this version is Metropolis simulated annealing) is: 
1. Perturb xi to produce a new value xj and calculate E(xi) 
2. Calculate AE = E(xj) - E(xi) 
3. If AE <0 then xj is accepted. 
AE 
Else the new model is accepted with a probability P= e- T 
where E(x) is the energy of the model and T is a control parameter which is called 
the "temperature" (by analogy with solutions of the heat equation). 
The second approach is called very fast simulated annealing (VFSA). 
This is basically the same as SA except that the temperature T is given by 
Ti (K) = To, je-CiKk 
where Ti(K) is the temperature of the Kth iteration, TO, j are the initial values of 
the temperature, Ci is defined by the user (called the decay factor) and N is the 
number of model parameters. This is a possible method for choosing the zone that 
is to be updated. 
Both approaches avoid the calculation of a Jacobian matrix, but they 
do process objective functions with arbitrary constraints. The algorithm is simple 
and most SAs are very likely to find an optimal solution. Unfortunately, SAs are 
generally very computationally intensive (although the VFSA is not). 
The third method described in Chunduru et al. (1995] is a genetic al- 
gorithm. This method was developed a model of Darwinian evolution. Genetic 
algorithms are to evolution what neural networks are to the brain. Genetic Algo- 
rithms widely used in machine learning and similar areas. 
The results show that VFSA is better than the Genetic Algorithm and 
much better than SA. The authors also note that VFSA can be used to perform 
inversions on "data from geologically complex media. " 
An improvement to VFSA is given in Chunduru, Sen & Stoffa [19961. 
This uses cubic splines to reduce the number of model parameter from 450 to 24 
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(or 72 using the 2D splines). The results given are not particularly impressive. The 
effect of the splines is to give a drastic smoothing effect. 
Another method for solving inverse problems is to use Fourier transforms. 
This is not a widely used. Molyneux & Witten [1994] tackle the inverse problem 
from an analytical prospective. They recognise that the process is nonlinear and 
proceed to linearise it "by assuming that the conductivity variations to be imaged 
are a small perturbation on the constant background value. " This means that the 
inversion procedure will not necessarily be stable (or produce correct results) for 
wide ranges in resistivity. 
The inversion formula is based on relating the Fourier transform of the 
measurements taken, to the Fourier-Laplace transform of the conductivity variations. 
Also some a priori knowledge of the conductivities is assumed. The DC electrical 
resistivity is taken to be considered as the limit as the frequency tends to zero. 
Two interesting questions are posed at the end of this paper. The first 
concerns the "limits of resolution" and the importance of the "signal to noise ratio". 
The second is the validity of the small perturbation assumption which holds for 
other applications of ERT, although not necessarily in the field of geophysics. 
It is possible to use an approximate inversion method, for example as 
stated in Li & Oldenburg [1994], where an iterative algorithm for inverting 3D pole- 
pole DC resistivity data was produced. The algorithm used was an AIM (approx- 
imate inversion mapping), which updates both model space (AIM-MS) and data 
space (AIM-DS). AIM uses Fourier transforms and avoids both the generation and 
inversion of 3D sensitivity and the use of a Jacobian matrix, which makes the method 
fast since only one forward problem needs to be solved per iteration. 
Li & Oldenburg [1994] show that good results have been produced by 
using this method. However, there is smoothing of the structures far from the 
electrodes and quite a lot of noise near the surface. Although this method is very 
fast it is unlikely to produce a more accurate result as it uses approximate inversion. 
Another paper which investigates the subject of approximations is Dabas, 
Tabbagh & Tabbagh [1994]. The inversion scheme used in this paper is an un- 
weighted version of the Marquardt method. ' the authors also tested the Born and 
localised non-linear approximations. The conclusions drawn in this paper were that 
even if the computational time could be drastically reduced, these "cannot be used 
in the inversion process. " The results of the inversions are good, but it should be 
borne in mind that this is not a complicated structure even though it is 3D (there 
are an upper and a lower level of zones). 
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Other criteria can be used apart from smoothness, for example as dis- 
cussed in Park & Van [19911. This paper is split into two parts. The first, proves 
that the adjoint to the forward problem is of the same form as the forward problem. 
This is explained in detail in appendix C below. The second part deals with an 
inversion scheme, namely the maximum likelihood inversion (MLI). This was devel- 
oped by Tarantola & Valette [1982] and is the same method as used in Zhang et al. 
[1995). 
The MLI method may be regarded as a variant of a least-squares method 
with a constraint other than smoothness: however the precise nature of the con- 
straint is not explicitly defined in either Park & Van [1991] or Zhang et al. [1995]. 
MLI is designed to find the values which provide the best fit to the data observed 
minimising a function: 
(12x + 76x - d) ', Rtjj (!! x + Jbx - d) 
+ (X + bx - x0), 
1 R;; ', (X + 6x - xo) 
where 
operator for the forward problem, 
sensitivity matrix, 
bx perturbations in the model, 
XO = a priori model, 
d= observed data, 
X= current model, 
R= ! dd data covariance matrix, 
and 
Rmm = model covariance matrix. 
The superscript H denotes the Hermitian. Z, the sensitivity matrix, is defined by 
jAx = Ad (4.11) 
Equation (4.10) was differentiated and the result set to zero. This gave the following 
equation with a matrix problem produced for bx: 
HR 1! Z+R 1 1: tid 
m] 
6x + Rzil (d ;;. r 
R Dx) + R;; ' (xo - x) (4.12) 
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By substituting into equation (4.12) X --` Xk and 6X ý--: Xk+l -x-k, we obtain 
Xk+l : -- Xk + 




estimate of model, 
Xk+I (k + 1)th estimate (update) of model, 
c 21 damping, 
and 
Ad = the vector of differences between modelled responses and observed data. 
This method updates under the dual constraints of fitting the observed 
data and of not deviating far from the a priori model. It should be noted that Park 
& Van assumed that Rdd is the product an "average standard deviation" times the 
identity matrix, and also that RM,, in equation (4.13) is divided by the average 
standard deviation of the observed data. 
Park & Van [19911 say that least-squares inversion "may result in more 
complicated models than are necessary" and suggest an alternative constraint to 
that of smoothness. Such constraints may be applied to the total inverse of the 
model covariance matrix, R; 1 . This is generated before the iterations start and M 
can be used to weight various model parameters. R-' can be used to smooth the MM 
model or to hold parameters constant. Park & Van use a diagonal matrix with 
uniform weights. Also, Park & Van state that "linearisation of a nonlinear problem 
in which the material properties vary over several orders of magnitude ... will result 
in a very slowly converging solution". To get around this, Park & Van compute 
A In p and A In d by recasting equation (4.11) into a logarithmic form: 
Alnd = JAInx (4.14) 
The elements of the sensitivity matrices are calculated in different ways 
in these two papers. J defined in equation (4.11) as same to the J. Park & Van 
use equation (5.8) to calculate this matrix. In equation (4.14) it is unfortunately 
not always possible to take the logarithm of the measurements. In this case (pole- 
pole) the values will all be positive but this is not necessarily true for difference 
measurements (pole-dipole, etc. ). The rest of the paper basically shows a simple 
test case and an actual application, though neither is particularly accurate. This is 
worrying in the test case but wholly predictable, since the real observed data for a 
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pole-pole survey, usually contain large errors in the measurements, which are mostly 
unavoidable. 
Apart from using maximum likelihood inversion, Zhang et al. [1995] use 
an interesting method for calculating the sensitivity matrix. The major point of 
this paper is to use the conjugate gradient technique for both the forward and 
inverse problem. The former of these is a useful pointer to a method which deserves 
wider application. The use of the technique for the inversion part of the problem 
is interesting however if the matrix (which corresponds to A in Ax = b) is nearly 
singular, then this inversion technique is less reliable. The elements of the sensitivity 
matrix are defined as 
T -ldK Jq, r = -a qK dp v 
(4.15) 
where a is a vector that picks out the node at the potential electrode, v is a vector 
of voltage at each node and K is the matrix containing the conductivities. 
The results of this method are similar to those in Park & Van [19911. 
Mang et al. [1995] show that the Park & Van method allows us to pick out simple 
structures, although unfortunately the methods have not been applied to a compli- 
cated structure. 
Ellis & Oldenburg [1994] use a method which converts the inverse prob- 
lem into an objective-function optimisation problem. The minimisation method used 
is conjugate gradients. The synthetic test case used by Ellis & Oldenburg [19941 is 
the most complex of all the problems used in the literature reviewed (i. e. the five 
prism model). The results show most of the structure of the test case. The lack of 
resolution is blamed on a global smoothness constraint. Ellis & Oldenburg [1994] 
point out that ERT is better at resolving low resistivity than high resistivity. 
The second of the comparison papers which are reviewed in this section is 
Tsourlos et al. [1995]. The authors compare Marquardt's method (ridge regression), 
Occam's method, quasi-Newton and simulated annealing. This is a diverse set of 
methods which incorporate most methods (although not the MLI method). 
The Marquardt method, proposed by Marquardt [1963], uses an iterative 
procedure to update the resistivity. 
zt) 
T7-1 
izt)T Axt+l = oy _ 
oy 
_C. _t) 
+ ki] oy (4.16) 
Xt+l = Axt+i + Xt (4.17) 
where k is a damping factor and 3Y is a weighted diagonal matrix. 
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The quasi-Newton method updates the Jacobian at each iteration with- 
out having to start from scratch each time. The updating formula given is 
+ 
[(dt+, 
- dt) - ZtAxt] Ax T TAXt t Axt 
As this depends on the change in d from the previous to the present measurements, 
there is room for a prediction part. This would take the form of replacing dt+l with 
dt+l + c(dobs. - dt+, ). The effect of this is not obvious but the idea is to use the 
Jacobian to push the method in the direction of the solution by making it contain 
a small part of the Jacobian of the solution. Equation 4.18 was also used to update 
the Jacobian in Occam's method with some success. 
The results given by Tsourlos et al. [1995] plainly show Occam's method 
to be the best and while the quasi-Newton Jacobian produces a worse result it 
was four times quicker after the first iteration. The conclusions of this paper also 
included a comment on simulated annealing, which was "extremely slow (by several 
orders of magnitude)". This seems to agree with others who have published work 
on simulated annealing. 
The third of the comparative papers by Narayan et al. [1994] looks at a 
number of different inversion schemes beginning with 1D and 2D problems which 
are interesting. However the paper goes on to discuss 3D inversions giving both 
comment and the form of the actual schemes themselves (in the appendix of the 
paper). 
The early work done on 3D problems tended to use the alpha centres 
method for modelling the forward problem and ridge regression (Marquardt method) 
for the inversions. Unfortunately, the alpha centres method cannot be used to model 
complex resistivity distributions. 
The parameters of this model depend on the size of "the eigenvalues of 
the matrix (i. e. transpose of the square of the coefficient matrix)", which also has an 
effect on the stability of the solution. "The large range of eigenvalues encountered 
in most resistivity problems cause oscillations in the model parameters". The single 
value decomposition method, shown in Tripp, Hohmann & Swift Jr. [1984], is based 
on this information but its calculation of the single value decomposition of the 
coefficient matrix is intensive. 
The results produced by Narayan et al. [19941 are not particularly good. 
The resemblance between the result and actual test problems is not convincing. The 
models are more complicated than some that have been used in other papers. Some 
of the conclusions drawn are interesting, for instance, "the sensitivity of the mea- 
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surements at the surface is directly proportional to the amount of power dissipated 
across the heterogeneous region. " Also, these methods require accurate solutions of 
the forward problem. 
There are various assumptions made when using least-squares. Al-Chalabi 
[1992] was published because "there is a general lack of awareness among 'lay' pro- 
fessionals regarding the limitations of least-squares". Unfortunately this paper is 
full of destructive rather them constructive criticism. The basic thrust of the paper 
is that using the L2-norm is popular but it is not suitable due to limitations on the 
error of the normal distribution. This paper does not mention what these errors 
may be, although they are unlikely to be Gaussian. Apart from such comments this 
paper is unlikely to yield constructive developments. Although there is no explana- 
tion for the errors referred to in the paper, these may include the presence of white 
noise at a certain value. 
Despite this some conclusions contained in the paper would seem to give 
two pointers. First, if the central limit theorem is applicable then "such cases are 
amenable to a least-squares treatment" and even if it is close the effect is still present. 
Secondly, low norms are suggested "e. g. LOA, Lo. 75" or other alternatives such as 
"curtailment" or "robust statistics". 
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Chapter 5 
Calculating the Jacobian for 
Resistivity Inversion 
5.1 Introduction 
This chapter deals with a novel method for calculating the Jacobian ma- 
trix used in resistivity inversion. There are four basic ways of conducting ERS: 
pole-pole, pole-dipole, dipole-pole and dipole-dipole. Each of these methods re- 
quires a slightly different algorithm to calculate the Jacobian matrix; only one of 
these, pole-dipole, are described in this chapter, the others are presented in ap- 
pendices. The same approach is used for the derivation of the analytic Jacobian. 
The reason for choosing the pole-dipole survey was given in chapter 1 above. The 
pole-dipole technique has the following advantages: 
1. High lateral resolution, independent of the depth of the survey. 
2. The data can be constructed from pole-pole data. 
3. The measurement dipole allows external noise to be rejected. 
Resistivity inversion was covered comprehensively in the last chapter 
therefore no further description of the method is presented here. We shall, however 
investigate the role of the Jacobian. A brief outline of the methods used at present 
to calculate the Jacobian is given in section 5.1.1. In section 5.1.2 and appendix C 
we discuss the method Park & Van [19911 used to prove the'adjoint of the forward 
problem, which could be used to calculate the Jacobian in an accurate and efficient 
manner. 
The remainder of the chapter is split into four parts: 
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e an extension to Park & Van's work so that their adjoint can be used in surveys 
other than pole-pole 
9 The derivation of a new method for pole-dipole surveys 
e The practical implementation of this method, with a section on the use of 
more than one grid. 
* The last section of the chapter concerns the derivation of the analytic Jacobian 
for the homogeneous case. 
5.1.1 Methods for calculating the Jacobian 
This section reviews methods which have previously been used to calcu- 
late the Jacobian matrix. Starting with the obvious way of calculating the elements 





which is the change in the qth measurement caused by a perturbation in the resistiv- 
ity of the rth zone. This means that in practice the potential difference is calculated 
between a pair of electrodes and then the resistivity of the zone is perturbed by a 
small positive or negative amount and the potentials are recalculated (for each of 
the directions if both are used). If the resistivity of the zone q is perturbed in one 
direction then the value is the difference divided by the size of the perturbation in 
x,: this gives the (q, r) element of J. If the resistivity is perturbed in both direc- 
tions, a parabola can be fitted and the derivative calculated more accurately as the 
value of the gradient for the original resistivity is the value of the element in the 
Jacobian. 
There are various problems in calculating the Jacobian in this fashion. 
The first of these is choosing the size of the perturbation. This involves balancing 
the need for the perturbation to be small enough for the linear approximation to 
hold but large enough for the value to be easily measured without introducing large 
numerical errors. The second problem is the time taken to calculate this Jacobian. 
This arises from having to solve two or three forward problems for each element in 
the Jacobian. In practice it is possible to do slightly better than this. The time 
taken by this method is proportional to the product of the number of current sources 
and the number of zones. This is because the potential electrodes are measuring 
points and therefore have no effect on the actual calculation. The last problem, is 
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that of the zones which lie far from the electrodes. These zones are always going 
to create small values in the Jacobian that are usually close to the accuracy of the 
finite difference model and thus unlikely to be reliable; there is also an argument 
that they have very little effect on the solution. This point will be discussed in detail 
in chapter 7 below. 
There are other ways of calculating (or avoiding calculating) the Jaco- 
bian. The first of these definitely comes under the latter description. It involves 
calculating the homogeneous Jacobian, as this is where almost everyone starts, and 
then merely re-using the homogeneous Jacobian without performing any further cal- 
culations. For example Loke & Barker [19951 looked at a 2D method for a pole-pole 
survey. Their practical procedure includes the following: "The Jacobian matrix Z 
is calculated for the electrode array from the partial derivative values that have 
been precomputed and stored in a data file. " Their model then uses this to calculate 
the solution. They do very well on the structure but not so well on the resistivity 
values. This is really fast as there is no need to recalculate the Jacobian thereby 
missing out the part which takes longest. This is legitimate only if it is assumed 
that the structure of the solution is close to the homogeneous case, or if one just 
ignores all the non-linear terms wherever they occur. The example in Loke & Barker 
[1995] involved a block of material of five times the resistivity of the surrounding 
space with a sharp change. The results of their tests show a smooth change in the 
resistivity. This is a good start for predicting geological structure but is unsuitable 
as an assessment of subsurface properties. 
Another method used is Broyden's update (Loke & Barker [1996b)). This 
works by approximating the Jacobian matrix with a matrix B. Several 'tricks' 
are needed in this method, as it requires a square matrix. Problems occur with 
this method: e. g. it could fail to converge as B is not the exact Jacobian and 
therefore "we are not guaranteed" the right "descent direction". "Thus the line 
search algorithm can fail to return a suitable step if B wanders far from the true 
Jacobian" Press et al. [1992]. There are also problems when -B 
becomes nearly 
singular but this will also affect other methods. One great advantage of this method 
is that if it works it is very much faster. The results however are not nearly good 
enough to meet the objectives. Unfortunately, this method seems to suffer from 
a tendency to predict a resistivity value far from the actual resistivity values used. 
"The highest model resistivity value near the centre of the rectangular block is about 
250Qm, which is less than the true value of 50OOm" Loke & Barker [1996b]. The 
structure obtained by this method is reasonable. Whether this could be improved is 
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an open question although it looks somewhat of a numerical art to get good results. 
Loke & Barker [1996b] seem to be trying to get a good idea of struc- 
ture with the actual value of the resistivity being less important. Whatever their 
aims their work is important in this area. The two papers by Loke & Barker and 
McGillivray & Oldenburg [1990] are typical of the approach of other workers in the 
field. The shortcomings of what has been done provide further motivation for the 
present project. 
5.1.2 Adjoint of the forward problem 
The adjoint of the forward problem as derived in Park & Van [1991] 
has been used to calculate sensitivity matrices e. g. Park & Van [19911 and the 
basis for the homogeneous Jacobian in Loke & Barker [1995]. The derivation of the 
adjoint in Park & Van [1991] is based on a pair of coupled equations derived from 
Poisson's equation (see appendix A for the connection between Poisson's equation 
and equations 5.2 and 5.3). 
PJ + VO =0 (5.2) 
and 
V. j = 11 (5.3) 
where p= resistivity, J= current density, 0= electric potential and 1. = current 
source in current per unit volume. The two above equations can be rewritten as 
Pi V01, (5.4) IV. 
01 [J] = 101 
where I is a3x3 identity matrix. Let us replace the matrix p! with a more 
general form: a matrix R of (not necessarily uniform) resistivity in Cartesian co- 
ordinates'. For the moment the only constraint on R is that it is not the null matrix. 
For mathematical considerations, this definition is broader than is necessary; its 
geological significance is that it models most anisotropic rocks. Therefore if R is 
substituted for p! in (5.4) then 
V. 001. 
(5.5) 
IR VI [il 
= 
101 
'There is a precedent for describing anisotropy in this way, for example see section 1.17 of 
Carslaw & Jaeger [1959]. 
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By perturbation of material properties and field quantities in equation (5.4) the 
following is obtained 




V. 0 60 0 
where 6J and 60 are first order quantities. Higher order perturbations are neglected. 
The 2nd order term neglected at this point is bRbJ. We shall return to this point 
in section 7.4 (see equations (7.1) and (7.2)) where the actual size of this term will 
be discussed. The term is assumed to be negligible for the rest of this chapter. 
Following Park & Van [19911 from equation (5.6) (see appendix C) 
(ffiJ). J'dr I,, 'bOd7- (5.7) 
If 1; is a delta function at the receiver location (xpl, ypi, zpl) then X is the current 
from a point at the receiver location (i. e. a Green's function). 
60 (xpl, ypl, zpl) = 
f, (ffiJ). J'd7- (5.8) 
where J is the current density at any point due to a source at the current electrode, 
and X is the corresponding current density for a source at the potential electrodes 
at location (xpl, ypi, zpl). T is'the size of the zone. Equations (5.7) and (5.8) are 
the basis for the main part of this chapter. 
However, this is only possible if (see appendix C) 
X. (RbJ) = 6J. (RY) (5.9) 
R must be defined in such a way that equation (5.9) is true. The obvious choice of 
is that R is a diagonal matrix. Equation (5.9) infact holds if R being a symmetric 
matrix. R will clearly be a positive matrix since its elements are resistivities, which 
are always positive. 
As R is a symmetric matrix it will have three real eigenvalues. The impli- 
cation of this in the physical system is that there are three independent resistivities 
which are in mutually orthogonal directions. A practical example of such a system 
is the case of some sedimentary rocks and slate where anisotropy is significant. The 
general matrix R is outside the scope of the work reported here. 
The case of a diagonal matrix R, is of geological interest, modelling, as 
it does for more general systems than those with scalar resistivities. 
60 
px 00 




This problem can be modelled by the finite difference formulation used here. Angle 
and directions are set by restricting p to be dependent on the direction of the co- 
ordinates of the model. The restrictions on R also apply to 6R, which must therefore 
be symmetric for the most general case. If R is diagonal, 6R can be one of the 
following. 
px 000000 
00 0) , 
(0 
bp 0) , 
(0 




The reason for using the particular definitions give above, is that the different di- 
rections of resistivity would each appear as zones in the inversion. This problem 
may be tackled by solving for an isotropic material i. e. p,, = py = pý, =p (i. e. using 
the last of the four possible 6R) which is the original method, then introducing 
the directional p when the method nears convergence. The reason for this is that 
using a diagonal 6R triples the number of unknowns in the problem, as each zone 
then has three components of resistivity. The time taken to calculate the Jacobian 
matrix will increase by at least a factor of three (for the perturbation method), 
while for the inversion routine the solution space will have more local minima to be 
avoided. There is the question of what is actually gained by this ability to solve for 
anisotropic materials. The effects measured would give an idea of the structure of 
the rock, etc. which is extremely useful, relevant information. 
5.2 Extensions to current adjoint method 
This section considers the extension to the adjoint method beyond pole- 
pole surveys. Loke & Barker [1995] use the adjoint method but apply it to the 
homogeneous and 2D case. Although they give an example using a dipole-dipole 
survey their derivation is incomplete, as their 60 is a change in potential at a point 
rather than the change in the measurement. These issues are discussed in more 
detail in section 5.5.2, when we deal with the calculation of an analytical Jacobian 
matrix for the homogeneous case. 
61 
Starting from equation (5.7), which takes account of the boundary con- 
ditions but does not restrict the form of J, X or I,. 
(MJ). J'd7- I, 'bOdT (5.7) 
where I, ' is the source at the receiver position. This equation is completely general 
and applicable to any electrode array that may be used to acquire data in the field. 
Re-stating equation (5.8) for the pole-pole survey. 
(bRJ). J'dT (5.8) 
Now consider the case of a dipole-pole survey (two sources C1 and C2 
and one receiver Pl). Here, I, ' and Y will be the same as in the pole-pole case 
the only difference will be in J. By the principle of superposition for point sources, 
equation (5.8) can be rewritten for the dipole-pole case as 
60pi WRI Pcl - JC2)). Jdr (5.12) 
The surveys of most interest are those where a potential difference is 
measured using an electrode dipole. 
If we consider a pole-dipole survey using current electrode C1 and po- 
tential electrodes P1 and P2. This problem can be considered as the difference 
between two pole-pole surveys where the electrodes are C1 and Pl, and C1 and 
P2. Therefore, these can be written as 
and 
f (ýýcj). Xpj&- (5.13) 
6OP2 
f (6RJC1)'JIP2dr (5.14) 
.r 
The change in the potential difference is 
(OPI - OP2) : -": 
6OP1 - 6OP2 
(ffljcj). J'pjd7- - RJCI)'Jfp2d7 
Equation (5.15) can be rewritten as 
60PI - 6OP2 
f (IWCI) 
- 
PIPI - JIP2) d7- (5.16) 
T 'r 
Similarly for the case of a dipole-dipole survey, if J is the current density 
of a dipole rather than a pole, it can be split into Jc1and JC2. Applying the 
arguments stated above and equation (5.12) it follows that: 
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6OP1 - 6OP2 
f (§-R 
p (5.17) (JC1 - JC2)) - (JIPI - JI 2) dr T 
We now examine equations (5.8), (5.12), (5.16) and (5.17). First, the 
change in the measurement is equal to the change in the resistivity multiplied by 
the product of actual and adjoint current densities in the zone. Secondly, the actual 
and adjoint parts are summed to give the total current densities for an elemental 
volume. The implication of this is that however many current sources there are, the 
solution would take the same form. There are no restrictions in the size or shape of 
the zone. There are also no restrictions on where the electrodes can be placed. 
It follows that if the survey is carried out not on but near the surface the 
same boundary conditions can be used. However, if the survey is carried out between 
deep boreholes, then it can be assumed that the secondary field goes to zero below 
the surface, which means that all the boundary terms vanish for the same reason at 
the other five boundaries. This simplifies the problem because the volume modelled 
does not need to be as large as if the surface were included, thereby making it easier 
to solve. 
5.3 Adjoint method for calculating the Jacobian 
This section will show the connection between the Jacobian matrix and 
the adjoint described in section 5.2, for pole-dipole surveys. The derivations for 
pole-pole, dipole-pole and dipole-dipole will be found in appendices E, F and G 
respectively. Although 6R is more general than needed, it does enables us to see 
how the system develops for anisotropic zones. 
As the title of this section suggests the aim is to calculate the Jacobian 
matrix using the adjoint of the forward problem. The intention is to use the equa- 
tions developed in section 5.2. Before showing mathematically that there is a link 
between these equations, we shall explain the physical reasons for any link between 
the elements of the Jacobian and a perturbation in the resistivity, and a link between 
the Jacobian and the current densities of a zone. 
Let us consider the elements of the Jacobian defined as 
j=V., F 




Of these two definitions, the second is more informative. x is the resistivity distribu- 
tion, Fq[xl is the predicted measurement from such x, q is a particular measurement 
and r is a particular zone. Therefore J is the rate of change of the predicted 
measurements with respect to the rate of change of the resistivity of the zone. A 
value can be produced for this by perturbing the model slightly in each direction 
and finding the difference in the modelled measurements (Jackson, Gunn, Meldrum 
& Flint [1994)). The perturbation method helps us to understanding the physical 
implications of the Jacobian. The calculating of Z is very time consuming and the 
objective of this chapter is to investigate another method for doing this. 
5.3.1 Physical significance of current density in calculating 
the Jacobian 
Let us look at a single zone the resistivity of which we wish to perturb. 
In order to ascertain what is occurring we will reduce this to its simplest case. Let 
us look at the 2D case, since in 1D all the current would have to pass through the 
zone. Let us assume that the space is homogeneous, isotropic, and that the current 
is applied to this space so that it flows from one electrode to another electrode (in 
the pole-dipole case this electrode is assumed to be infinitely far away). The easiest 
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Figure 5.1: Current flow in homogeneous isotropic material. 
In figure 5.1 there is no increase or decrease in the current density between 
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Figure 5.2: Current flow with a zone of higher resistivity than the surroundings. 
the zone and its surroundings. This is the reference point for most of the other 
diagrams in this section. The first type of perturbation is where 6R = bpi which 
is the isotropic case. There are both positive and negative perturbations to the 
resistivity and which produce different flow patterns. 
Let us give a positive perturbation to the resistivity zone in figure 5.1. 
The outcome, figure 5.2, shows that this reduces the current flowing through the 
zone. There are two implications of this: the first is that an increase in the re- 
sistivity means that less current will be flowing through the zone. Therefore the 
measurements will be higher, this is not likely to be a linear connection between 
the measurements and the change of resistivity in the zone. The second implica- 
tion is that if the resistivity in the zone is much greater than the resistivity of the 
surroundings less current will flow in the zone: the accuracy of any measurements 
relating to the zone is then likely to be impaired. This may give a clue as to the 
reason for the occurrence of smearing during resistivity inversion (e. g. Sasaki [1992], 
Sasaki [1994], Loke & Barker [1996b]). This smearing is very common: in fact it 
is probably better to say that it is very rare for it not to occur. Smearing (i. e. an 
increase in resistivity) occurs at the side of the zone furthest from the electrode, as 
can be seen in 5.3. 
The resistivity contours from the inversion are typically more spread out 
beneath the zone. This may be because the resistive zone directly above reduces the 
current flow beneath the zone, making the zone beneath harder to solve, because of 
a reduced current density. The current flow for this case would be similar to figure 
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contour lines of 
zone of ...... resistivity from 
higher resistivity an inversion 
Figure 5.3: 'Smearing' of results beneath a zone of higher resistivity. 
5.4. 
cuqýnt source currents' k 
surface of the ground 
------------------------- 
% ---------------- %% ----------------- --- 
zoneof 
higher resistivity 
Figure 5.4: An example of reduced current flow beneath a zone of higher resistivity. 
The effect of a decrease in resistivity is to encourage the current to flow 
through the zone, thereby increasing the zone's current density. This means that 
less current will be flowing through surrounding zones. 
The current flow through an anisotropic zone is more complex. The 
ratio of the resistivities in the different directions will have the greatest effect, but 
there will also be an effect due to the angle of the anisotropy to the direction of 
current flow. The directions of these resistivities will be given by the eigenvectors 
of the matrix R. Figure 5.6 shows that the current will flow through an anisotropic 
zone. There is little doubt that the current around the zone will be affected by the 
anisotropic resistivity of the zone. If one of the directions inside the zone has a much 
larger resistivity than the rest, then locally, within the zone, the effect will be to 
allow us to treat the divergence of the current as one-dimensional. 
66 
---------------------------------------- 





------------; ---------ý:: - 
Zone cuffent flow lines 
Figure 5.5: Current flow with a zone of higher resistivity than the surroundings. 





Figure 5.6: Current flow with a zone with a strong anisotropy. 
5.3.2 Derivation of a method for pole-dipole surveys 
This section will concentrate on pole-dipole surveys. Derivations for the 
other types of surveys will be found in the appendices E, F and G. In all four 
derivations a general form is given which allows for anisotropy. 
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Below is a schematic diagram (figure 5.7) of a pole-dipole survey, where 
the positive current source is at electrode C1 with a value i, the measurement v is 
the difference in the potentials at electrodes PI and P2. All the electrodes are on 
the surface but there is no requirement for them to be on the surface. 
Figure 5.7: An example of a pole-dipole measurement. 
Hence the normalised measurement is given by the difference between 
the potential at P1 and P2 divided by the current i (the notation used is icl). 
OPI - OP2 (5.18) 
icl 
It follows from this that if there is a positive perturbation in the resistivity 
of a block r, this will give 
V+ 
(OP1 + 6OPI, r) - 
(OP2 + 6OP2, r) 
ici 
and the result of a negative perturbation on block r is 
V 
(OP1 - 
(OP2 - 6OP2, r) (5.20) 
ici 
From the three equations above it is possible to produce three forms of bv. 












6V = V+ + V- = 
260pl,, - 26OP2,, - 
-2 
(60p,,, - 6OP2, r) (5.23) 
ic, ici 
Equation (5.23) is the central difference formula and has twice the perturbation of 
the other two. Also bv+ is the same as bv-, this is not necessarily true when using 
the perturbation approach but it is roughly true. 
This gives us a formula for calculating the change in the measured voltage 
due to the change in resistivity of a block using the adjoint outlined above. To 
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relate this to the Jacobian J, equation (5.1), let us choose bv+ as the change due 
to the perturbation of bp, and define bvqýr to be the change in the voltage of the q th 
measurement due to a change in the resistivity of the r th zone. It follows from this 
that 
Mq fxl 6Vq (5.24) 
19xr bPr 
By substituting equation (5.21) into equation (5.24) we see that 
q, r = 
6OPl, 
q, r - 
6OP2, 
q, r (5.25) 
bpric, 
Now substituting equation (5.16) into equation (5.25), 




q) d7,. (5.26) 1q, 
r - bpicl 
At the end of section 5.1.2 some examples were given as to the forms bR 
could take. To simplify equation (5.26) choose bR such that 
bR = bp5 (5.27) 
where S is a symmetric matrix of only 1's and O's. Examples of S could be as 
follows: - 0) 
, 
(1 
etc S= 01000 0) , 
(00 
10 (0 





q) -( P1, q ' P2, q) dr, - (5.28) 
2: L-4'r bPriCl 
As bpr is merely a scalar constant, which is set to a certain value when 
using the perturbation method, it can be taken out of the integral. It can also be 


















I, q - 
JI 
2, q) drr (5.30) 
T rPP Tcl 















q) d7-, - (5.31) 
0 0) To simplify equation (5.31), the current density vectors may be written as vector 
components. Therefore equation (5.31) becomes 







0 clq"v ýpl 
00 JCIqy 1 
r Zci 
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The implications of this are that the change in the measurement due to 
a change in the resistivity in the x direction is dependent on the current densities 
in the x direction from both the current and potential electrodes. This is a useful 
result as it implies that one only needs to know the current densities in the direction 
in which the resistivity is being perturbed. It follows that it is possible to calculate 
the Jacobian for anisotropic problems using the adjoint method. 
The adjoint current density is calculated in an identical way to that for 









q) d7-r (5.33) 
T tci 'r, 
Equation (5.33) gives us a means of calculating the Jacobian that does 
not depend on choosing a perturbation of the resistivity of a zone. All that is needed 
to calculate the value is the current density within the zone from each electrode used 
in the particular measurement. In this case they are the three electrodes C1, Pi 
and P2. 
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5.4 Practical implementation 
This section describes the implementation of the adjoint method for cal- 
culating the Jacobian. It contains a description of the algorithm used to calculate 
the values in the Jacobian and the theoretical advantages and disadvantages of the 
particular method chosen. A particular problem arises in marrying the potentials 
from two finite difference meshes used to calculate the forward problem. The prob- 
lem involves the question of how the potentials are used and the effect of errors in 
these potentials. A solution using overlapping grids of different sizes (but with some 
common nodes) is presented. 
5.4.1 The method as implemented 
Equation (5.33) as derived in section 5.3.2 is in itself not particularly 
useful as it is not possible to derive an analytic function for current densities in 3D 
heterogeneous space. However, the forward problem calculates potentials and not 







Jq, P2) d7- (5-33) 
%cl 
where the r zone is made up of a number of cells of the finite-difference mesh. Hence, 
equation (5.33) can be rewritten as a sum over all the cells in the rth zone where 
bx, by and bz are the dimensions of the cells in the zone. 2 
Jq, 
r : --: -1E 
Jq, Cl - 
(Jq, PI - Jq, P2) bXbYbZ (5.34) 
Sci 'r 
If the number of cells is very large, equation (5.34) tends to equation 
5.33. This is a good approximation, except where there are rapid changes in current 
density, which occurs only in the region around the electrodes. Equation (5.34) is 
then a good approximation to the true value of an element of the Jacobian. 
There are three methods that could be used to improve this. First, we 
could increase the number of grid cells in each zone, particularly near the electrodes, 
since this would either mean that the zones were bigger and fewer in number or that 
the mesh would be finer. Neither of these options is helpful. Secondly, we could 
use a numerical integration scheme such as the trapezium rule or Simpson's rule. 
Both would be an improvement on the current method but neither is particularly 
good at interpolating near the electrode source; but neither is equation (5.34) for 
'bx, 6y and bz can vary from cell to cell. 
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the same reason. The error arises due to the finite-difference approximation of a 
point source. Using a better numerical integrating package on an approximation 
is not necessarily going to be beneficial. Thirdly, we could use a correction factor. 
Correction factors are used widely in this field (e. g. Dey & Morrison [1979]). They 
are used in correcting the modelled measurements using a comparison with analytic 
potentials, and are, therefore, an integral part of any direct perturbation method. 
It is possible to write current density in terms of potential: using the 
vector form of Ohm's Law 
E= -Vo = pJ (5.35) 
where E is the electrical field. This approach will be used as one of the methods of 
calculating an analytic homogeneous Jacobian in section 5.5.2. However this is not 
a particularly practical way forward as differentiating at discrete points leads to an 
increase in errors and the likelihood of singularities. Therefore a different route is 





Equation (5.36) gives the current density in the x direction in terms of 1, the current 
in the x direction can be calculated directly from the 3D forward finite difference 
model. 
Let us consider the 1D case, with three nodes, and in particular the 
current density of the middle node: 
C12 1ý2 02 C13 R23 03 
112 123 
Figure 5.8: 1D case for calculating current at node 2 
C is the value of conductance between the nodes and 0 is the potential 
at each node. Applying Ohm's Law to this case produces 
Ilz _ 
02 - 01 
-'z (02 - 01) c12 (5.37) R12 
If the above is repeated between nodes 2 and 3, 
Ilz _ 
0,3 - 02 
= (03 - 02) c23 (5.38) R23 
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From equations (5.37) and (5.38) the total current at node 2 can be found: 
total current ý 112 + 123 (5.39) 
This is a very useful check of the method since it is effectively applying Kirchoff's 
Law at node 2, which means that the total should equal zero unless there is a current 
source at that node. We shall now define a direction (the x direction in this case) 
of the current density J as -- 
J2 
(112 + 123) 1 12 
(5.40) 
2 bybz : -, z ýyb-z 
where 12 is the average current flowing in the cell. The fact that this is an average 
and not a derivative means that it smoothes rather than roughens the solution. 
w 
z 
y t:. ýx 
Figure 5.9: Labelling scheme in 3D. 
e 
Using figure 5.9 equation (5.40) would become a series of equations in 
3D, which are 
2(bybz) bybz 
jy = 
(1y. + IYI) IY (5.42) 
2(bxbz) 6X6z 
Jz = 
(Izt + Izb) Iz 
(5.43) 
2(bxby) Wy 
These substitutions would express the Jacobian in terms of the currents. Let us 
consider a node (k, 1, m) in the finite-difference grid. Using the left-hand side of 
equation (5.37) a template is provided for all three directions, for converting current 
into potential. Then equations (5.41), (5.42) and (5.43) become 
Jx, k, l, m = 
(Ok-1,1, 
m - 
Ok, I, m) 
Cw, k, l, m + 
(Ok, t, m - 
Ok+I, I, m) 
Ce, k, l, m (5.44) 
26Yk, I, mbZk, I, m 
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Jy, k, l, m = 
Ok, l, m) 
Cn, k, l, m + 
(Ok, l, m - 
Ok, 1+1, m) 
Cs, k, l, m (5.455 
2bXk, l, m6Zk, l, m 
Jz, k, l, m = 
Ok, l, m) 
Ct, k, l, m + 
(Ok, l, m - 
Ok, l, m+l) 
Cb, k, l, m (5.46) 
2 (6Xk, l, mbYk, l, m) 
Expanding equation (5.34), 









+JC1, y, qp- 
(JP1, 
y, qp - 
JP2, 





z, qp-(Jpl, z, q, p-JP2, z, q, p)bXp-bYp-bZp) 
By substituting equations (5.44), (5.45) and (5.46) into equation (5.47), it 
is possible to obtain an algorithm for the adjoint method for calculating the Jacobian 
from the finite-difference potentials produced by solving the forward problems. This 
algorithm is given in equation (D. 2) of appendix D. 
This method requires the potentials for all cells of the finite-difference 
grid within the zones plus a layer cells around the outside of the zones, for all 
the electrodes that are current electrodes and/or potential electrodes. Even for 
a reasonable-sized array of electrodes very large numbers of potentials need to be 
accessed. Consequently, large amounts of RAM are required or the program is run 
with excessive disk access. 3 
5.4.2 The two grid problem 
This section describes the method that was developed to solve a problem 
encountered during the development of the adjoint method. The solution provided 
an insight into the constraints on calculating the Jacobian using this method. 
The problem was caused by the fact that two grids are used Jackson et 
al. [1997]. A coarse grid (L) is used to calculate the boundary potentials for the fine 
grid (S) '. This arrangement is satisfactory as long as all the zones are within a fine 
grid. However this is not always the case (see figure 5.10). The fine grid could be 
increased in size to encompass the zones, however this was rejected as it would take 
too long to calculate. 
3 For the test problem used in Chapter 6 it was nearly possible to run it in RAM, but as this 
was only a 2D array of 3D zones it was decided to use a set of temporary files on the hard disk. 
Large problems could be tackled, but at the expense of slower running. After a large amount of 
memory was assigned to disk caching, it was found that the computational speed was increased 
dramatically and the disk access reduced. It is now becoming possible to move to a completely 
RAM based approach, since 128MBytes of RAM, or more, is widely accessible. This can be easily 
incorporated into the program. 
'(L) and (S) stand for large and small which is the definitions used in the inversion program. 
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Coarse Grid (L) 
I 





xA Zone Total Area of Zones (T) 
Figure 5.10: Plan view of the two grids and zones 
A third grid (T) was developed using the same size cells as the fine 
grid but covering the whole of the volume of the zones. Onto this third grid (T) 
interpolated coarse grid potentials were placed. Then the potentials calculated using 
the fine grid (S) were used to define the potentials in the 'fine grid region' of the 
third grid (T). These potentials were then used to calculate the current densities 
for the values of the Jacobian. The result of this was to produce a Jacobian with 
values that did not always correspond to those that had been calculated to test the 
adjoint method. This was a surprise, as the potentials were the same as those used 
for the test case, and since the code used to calculate the values of current density 
and the Jacobian had not been changed, the only difference was that previously the 
zones where totally within the fine grid. It was found that the total current flowing 
into each node was not always close to zero. This test defines the finite-difference 
error at each node. The interpolated nodes and those of the original fine mesh 
were largely 'error free' but on the boundary between the two there were substantial 
errors. These errors were of similar magnitude to the potentials at these nodes, 
resulting in errors of three or four orders of magnitude greater than the elements of 
the Jacobian. 
The obvious answer to this problem was to make the fine grid bigger. 
This was not really practical as the time to calculate each of the sources became 
vastly greater. During the search for an answer various interpolation schemes were 
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investigated but the 3D nature of the of the boundary meant that some sort of 
iterative solver was required. One solution was to use the same code as the forward 
problem to recalculate this boundary, but this entailed calculating a much larger 
fine mesh. 
The solution that was chosen and eventually developed, evaded these 
problems by joining the grids together at the last stage rather than superimposing 
them at the first stage as follows: 
1. the value of the Jacobian J, is calculated using potentials on the coarse grid 
(L) and then interpolated on to an extended finer grid (T) which includes the 
whole of each zone. 
2. the value of the Jacobian Z2 is calculated using the interpolated potentials in 
L(above) but now over the portion of the zone that lies within the fine grid 
(s). 
I the value of the Jacobian J3 in 2 above is calculated using the potential 
calculated on the fine grid (s). 
The Jacobian is calculated as Z= 11 - SZ2 + -13 , 
as shown in figure 5.11, 
solving the problem of the different sized grids. To calculate the adjoint Jacobian 
the grids must be set up so that the coarse grid (L) interpolates correctly onto the 
extended fine grid (T) otherwise parts of the program which rely on the nodes being 
in the same place will fail. 
The main conclusion arising from this section is that the adjoint method 
for calculating the Jacobian depends on the calculation of accurate potentials to 
produce accurate current densities. Accuracy is important because a potential dif- 
ference is being used and the potentials can be of similar magnitude. I 
5Fortran variables were used which stored sixteen significant figures and the convergence crite- 
rion for iterative forward problem solvers is set at 1X 10-14. This allows the potential difference 
between neighbouring nodes to be at least three orders of magnitude larger than the error in the 
potentials. 
However there is a disadvantage to the method, namely the need to store both the fine grid 
(S) potentials and the ones interpolated coarse grid (L) for all the electrodes used, in addition to 
the conductivities for the extended fine mesh. The test survey had 41 electrodes each of which 
had associated coarse and fine grids. The fine grid (S) takes up 96K and the extended fine grid 
(T) takes up 384K. It was possible to store these in 64Mb of memory but the PC was only able 
to run a very basic operating system and did not always load the program. A version of the 
(continued on p78) 
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= Coarse grid potentials interpolated on to the fine grid. 
= Potentials calculated on the fine grid. 
Figure 5.11: plaii view of' I-2+3n ict hod 
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5.5 Analytic methods for calculating the homo- 
geneous Jacobian 
The homogeneous Jacobian is calculated using a homogeneous resistivity 
for the whole of the volume of the survey. The Jacobian is also the starting point 
for the inversions. Loke & Barker [1995] showed that it was possible to calculate 
the homogeneous Jacobian for a 2D grid of zones by making the zone infinitely long 
in the y direction. However they used this Jacobian in all the iterations for their 
inversion. However, the equation is used for solving the inverse problem only if 
the Jacobian is calculated from the most recent synthetic model. This is obviously 
not the case, since Loke & Barker were solving for a rectangle of zones of 5000M 
surrounded by 10OQm. They noted that some values of the predicted resistivity 
were more than 50% less than the values of the synthetic model. 
There are two reasons why the knowledge of the analytical homogeneous 
Jacobian would nevertheless be useful. The first is that it could be used for the first 
iteration of the inversion which does not involve having to calculate the potentials 
by solving the forward problem. This would be quicker, reducing the time taken to 
calculate the inversion. The second is that it could be used to produce a correction 
factor or as a test of both methods. 
5.5.1 Using finite difference 
In this section the development and applications of a Jacobian calculated 
from analytic potentials are described, extending the method developed in section 
5.4 above. 
This method is the similar to equation (D. 2), in that the same equation is 
used to calculate the Jacobian. The difference lies in the method used for calculating 
the potential, namely a half-space for a point source. If the source is at the origin, 
then the potential is calculated by 
(continued from p76) 
program which calculates the adjoint Jacobian using potentials read from files has been developed 
(there are two per electrode). These files are pre-processed so that the files contain only the 
potentials in a structure that is known by the program. During the calculation of the Jacobian 
in the program, the appropriate six files were loaded so that all the zones for each particular 
measurement could be calculated. While this approach is disk intensive and slower, it is generally 




where R is the distance from the source, using Cartesian co-ordinates where the 





21rý(x _ Xo)2 + (y _ yo)2 + (Z _ ZO) 
where xO, yo and zo are the co-ordinates of the electrode. 
This is used to calculate all the nodes in the grid except the source node. 
This has to be calculated differently as the potential would of course be infinite, as 
would the value of the Jacobian for the zone including the electrode. This is neither 
realistic nor particularly practical. The method used for calculating this is to use 
the finite-difference equations at the source (i. e. using Kirchoff's Law). 
Our purpose in calculating this approximation was to provide a simple 
method for checking the algorithm from equation (D. 2). ' This method was not 
developed to be used as a correction but it could be used as a computationally cheap 
method for calculating the first iteration of an inversion. The time saving comes 
from not reading any potential files during the calculation of the Jacobian. 
5.5.2 Using numerical integration 
This section produces an good approximation to the 'analytic homoge- 
neous' Jacobian for the pole-dipole survey in 3D. This is similar in some ways to 
the work done by Loke & Barker [1995]. They started from an isotropic form of 
equation (5.8), except with the current densities substituted by the divergence of 
the potential. Loke & Barker were primarily interested in 2D zones where the zones 
were infinitely long in the y direction. They also forced the electrodes to be at the 
ground surface. 
As with section 5.4 the solution of equation (5.33) is to be calculated 
from potential values. 
Jq, 






q) d-rr (5.33) 
Ici r,. 
In section 5.4.1 the use of 
-vo = Pi 
6 This proved a much better method for spotting mistakes in the code than comparison with 
the perturbation method Jacobian although this was also used. 
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was rejected because numerical differentiation inherently increases errors in this case 
enough to affect the results significantly. However this limitation does not apply to 













The value of the current source is icl. Using equation (5.49), assuming 






The locations of the three electrodes Cl, P1 and P2 are (xCj, yCl, zcl), 
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Equation (5.52) and the versions forJP1, q and JP2, q can be substituted 
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Equation (5.53) can be simplified by expanding out the dot product. 
This splits the problem into the difference between two pole-pole surveys. 7-,. is the 
volume over which the integration is performed. -r, be a rectangular box defined by 
the opposite corners (Xb, rs Yb, r, Zb, r) and (xe, ri Ye, rs Ze, r) (b is the "beginning" and 
e is the "end" of the box). 
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. dx. dy. dz (5-54) 
At the current electrode the two terms in the integral both tend to oo 
therefore the triple integral becomes oo - oo, which is not particularly useful. At the 
first potential electrode, the first term becomes infinity, and at the second potential 
electrode, the second term becomes infinity. 
To gain a better understanding of the integrand, it has been plotted using 
"Maple". For this C1 is at (5,0,0), P1 is at (10,0,0) and P2 is at (15,0,0). The 
z value has been fixed for both of the diagrams the layout of the electrodes means 
that the solution will be rotationally symmetric about the x axis. 
From figures 5.12 and 5.13 we see that apart from the vicinity of the 
electrodes (discontinuities). the values of this function are very close to zero. This 
means that most of the zones will involve an integral over small values. The impli- 
cations of this are that for zones not close to the electrodes the function will be flat 
and also close to zero. The further the zone is from the electrode, the smaller will 
be the value. The implication is that the method of calculating the value of the Ja- 
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Figure 5.12: Plot of function multiplied bY 10: 1 for ;, = -0.1 
Jacobian. The errors Nvill he large near the clecirodes as this is where (he hinction 
beconles, verv sk'op. flowever, near Hic discontillilit](1s, 1111N, 1111111(11'iC; 1l 111tegi -at ion 
1110110d IN-ill rul) into difficulfies. 
As we know the location of the clecti-ode", and the Zones of interest are 
kjiowii, it, would he useful to gaill all understanding bY umllpal-ing III(' 1111111crical 






Figure 5.13: PlOt Of fillIC-fiOll M"It' Pli('d b. v 105 for ýý = -2.5 
83 
Chapter 6 
Results of the calculation the 
Jacobian matrix 
6.1 Introduction 
This chapter contains the results of the various methods of calculating of 
the Jacobian matrix. These results show the effects on the solution (the resistivity 
distribution) of a particular test problem. 
Section 6.2 gives the results for calculating the homogeneous Jacobian, 
and shows that the different methods produce different results. We see the effect of 
small changes in the Jacobian on the result. (These differences are in the Jacobian 
are further discussed in section 7.2. ) 
Section 6.3 explains the various correction factors used and analyses 
the results produced by the various methods of calculating the Jacobian for the 
smoothness-constrained least-squares inversion scheme. We also compare the speed, 
accuracy and convergence of all the methods investigated. 
Section 6.4 investigates the effect of the addition of an extra layer of 
nodes in the coarse grid near the surface. This is designed to improve the accuracy 
of the current density near the surface, which should not improve the results not 
only near the surface but also generally. However, this method of improving the 
results is very computationally expensive. 
The inverse problem used as a test for this chapter uses 112 zones with 
352 measurements. Using such a test problem means that the Jacobian is a matrix 
of 112 columns x 352 rows, (a selection of the matrices are shown in chapter 7). The 





Figure 6.1: The zones of the test survey 
The survey that has been used to calculate these results relies on elec- 
trodes that are only on the surface. They are spaced at 5m intervals along the x 
axis between the origin and x= 195m. This makes the survey effectively 2D. The 
zones, as shown in figure 6.1, form a grid in the xz plane and go from -75m to 40M 
in y. The zones are in 7 layers of 16 and are numbered from left to right and from 
top to bottom. The zones in the columns on either side and the row at the bottom, 
are there so that the space outside these can be modelled, thus taking into account 
variance in the resistivity outside the region of the survey (although these external 
zones are not specifically needed in our test problem). 
I These zones in the bottom row will only be partially displayed (e. g. see figures 6.2 and 6.3) as 
otherwise they tend to dominate the images. 
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6.2 Results of calculating non-analytic hornoge- 
neous Jacobian 
There are two ways in which the Jacobians can be compared. The first is 
a comparison of their output from the first iteration of the inversion. This is shown 
in figure 6.2. The second method (see chapter 7) will be to compare the elements of 
the Jacobian. 
The starting point for this research was the perturbation method (see 
section 6.3.1) for calculating Jacobian. This was compared with all the other Jaco- 
bians produced. The perturbation method is a way of producing the Jacobian for 
this inversion scheme. 
The first of the homogenous Jacobians produced was that of the un- 
corrected adjoint method. This is the direct output of equation (D. 2) using the 
finite-difference potentials. Even though the adjoint methods are different from the 
perturbation method, this does not mean that the results will be different, just that 
they are likely to suffer from different problems. 
The images in figure 6.2 are the resistivity distributions produced after 
the first iteration by all the methods Used. All the images are similar. Comparing 
the perturbation method with the uncorrected adjoint method, the area of orange 
(high resistivity) is not as deep as, but wider than that given by the uncorrected 
adjoint method. The top layer of zones of the perturbation method has a higher 
value than the adjoint method, although the lower zones of the adjoint method 
have higher value than those of the perturbation method. This can be seen also by 
looking at the first pages in appendices H. 3 (perturbation method) and H. 4 (adjoint 
method) below, where the actual values are displayed. The values are different but 
it can be seen that the structures are similar which suggests that neither is wildly 
incorrect. 
The other three images in figure 6.2 are the measurement-corrected ad- 
joint method, potential-corrected adjoint method and hybrid method: these are very 
similar in their structure, although the values are subtly different. The values for the 
meaSurement-corrected adjoint are generally smaller than the other adjoint methods 
below the second layer of zones and greater in the top two layers. It should be noted 
that small changes in the values of the Jacobian have quite an effect on the result 
of the iteration and these are best seen by looking at the actual values which are in 
'The measurements will effected the results of the first iteration but since the effect is the same 
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Figure 6.2: The resistivity values of the zones after the first iteration of all five 
inethods used for calculating the Jacobian. 
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measurement corrected adjoint potential corrected adjoint 
method method 
hybrid method 
Table 6.1: Comparison of the RMS value after the first iteration. 
method RMS Value 
perturbation method 13.9 
adjoint method 14.9 
measurement corrected adjoint 14.7 
potential corrected adjoint 15.0 
hybrid method 18.0 
appendices H. 5 (measurement-corrected adjoint method), H. 6 (potential-corrected 
adjoint method) and H. 7 (hybrid method). It can be seen in appendix H. 6 that all 
the values of the potential-corrected adjoint method are bigger than in the uncor- 
rected adjoint method. (We shall return to this subject in chapter 7. 
The last matter which should be mentioned is the RMS misfit value. 
This is the quantity that the smoothness-constraint least-squares inversion scheme 
minimises: it will be used for comparison later, in section 6.3, as one of the means 
of testing how well a particular inversion has progressed. 
6.3 Results from solving the inverse problem 
This section contains the results of the inversions run on a test problem. 
The results from the three adjoint method Jacobians and the hybrid Jacobian will 
be compared with the perturbation method Jacobian. 
To compare the results of these techniques some measures of convergence 
are needed. The three chosen were: 
1. The RMS misfit between the actual measurements and the calculated potential 
differences generated from the present resistivity distribution. 
2. A measure of difference between the present model and the test model used 
to calculate the actual measurements. 3. 
3. The comparison of the structure of the present resistivities with those of the 
solution. 
3This is defined this measure of the difference between logs of the test model and the result. 
value =i '0910(Pmod) no. zones 
Fa 
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The first two comparisons produce a value.; the third is a much more subjective 
question. The comparison of structure will reveal the existence of a feature and 
whether its location is correct. A feature will be either a group of zones which have 
the same (or similar) resistivity or boundaries between such groups of zones. All 
three comparisons tend to give similar results but there do exist cases where the 
difference between the measurements is negligible but the actual difference in the 
values is quite large. This can also apply to the structure, but it does not follow 
that the other two measures of convergence will produce a good result. 
The first two means of comparison rely on a knowledge of the, test case. 
The typical test case used contains a rectangular volume of zones of a higher resis- 
tivity than the surrounding area. The one chosen in this case is more complex (see 
figure 6.3). The resistivity values of the test model are shown in appendix H. 2. The 
In(p) Al 
4 
Figure 6.3: The natural logarithm of resistivity values of the test case (solution). 
(The realistic model "data" was kindly supplied by B. G. S.. ) 
natural logarithm is used to compress the wide range of resistivity values. Otherwise 
the lower value. -, tend to he amalgamated even if they differ from each other by a 
factor of 10. In common with accepted practice (Jackson et al. [19971), during each 
iteration of these inversions the smoothness constraint is reduced, automatically 
improving the results. 
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6.3.1 Perturbation method 
In this section the results of using the perturbation method to calculate 
the Jacobian for the test problem are shown, to provide a 'yard stick' to comparing 
the other methods developed. The actual values calculated are displayed in appendix 
H-3. 
The perturbation method used is a method of producing the Jacobian 
for the inverse problem as described in section 5.1.1. A correction is used on the 
measurements, which for the purpose of this chapter will be called the measurement 
correction. This correction has been applied to all the measurements used in all 
the inversions described in this chapter, but since only the perturbation Jacobian 
uses the measurements, only the perturbation Jacobian will be affected by the mea- 
surement correction. This correction was developed by Dey & Morrison [1979] and 
is now widely used. The correction works in such a way that the finite-difference 
potentials for the homogeneous case become those of the analytic potentials. This 
correction is then used on the heterogeneous cases thereafter. 
The top four images in figure 6.4 shows the convergence of the pertur- 
bation method for calculating the Jacobian for the test problem. The images are 
ordered left to right and top to bottom. By the third iteration the method has 
identified the top layer and the major fault in the centre. The solution produced by 
the 7th already shows much the structure on the left-hand side. However, the right- 
hand side seems to have less structure than the test problem. The solution from 
iteration 11 is beginning to identify the structure on the left hand side. By iteration 
17 the structure is almost complete and the resistivities are generally satisfactory. 
The lower four images in figure 6.4 displays the converged results for the 
perturbation method. The first three of these images are from the same inversion 
as the top four images. The most noticeable feature is how smooth these are in 
comparison with those later in the chapter. The best of the three is the last one 
which is from iteration 21. The last image shows what is possible. This is one of 
the best results obtained. It has a far lower A (smoothness-constraint, see section 
4-2) value than the rest and has a faster reduction in the stiffness in the value of A. 
The convergence, shown in figure 6.5, of the perturbation method is steep 
to begin with, then levels off and descends very slowly. It is possible to keep this 
method descending quickly by having a much faster rate of slackening of A, this being 
the method used to produce image 8 in figure 6.4. Figure 6.6 shows a measure of the 
difference between the test model and the current solution. This has a minimum at 
iteration 11, showing non-optimal values of A have been used. 
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Figure 6.4: The natural logarithm of the resistivity values of the zones using the 
perturbation method Jacobian. 
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Figure 6.6: A measure of the deviation between the result of each iteration and the 
test model for the perturbation method Jacobian. 
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The time4 taken to perform one iteration of the perturbation method is 
about 5 hours'. Unlike the adjoint methods of calculating the Jacobian only the 
current source needs to be calculated, which for the test problem is one third of 
the electrodes. Virtually all the time taken by this method is to calculating the 
Jacobian. The time taken, directly depends on the product of the number of zones, 
the number of current sources and the time taken to compute the Forward Problem. 
The rest of the calculation takes about 10 minutes, i. e. insignificant compared with 
that for calculating the Jacobian. This time is not dependent on the method of 
calculating the Jacobian as will appear in the adjoint method timings. 
6.3.2 Adjoint method 
This section shows the way in which the uncorrected adjoint method 
affects the solution of the test inverse problem. The values of the resistivity at each 
iteration are given in appendix HA. 
The top four images in figure 6.7 shows the way in which the solution 
develops using the adjoint method to calculate the Jacobian. In general, the method 
detects a major change in resistivity in the middle of the survey volume. There is 
also a strip along the surface of the ground which has a resistivity similar to that 
of the left hand side. We thus see that some of the major features of the solution 
have been found. As the method develops, the left-hand side begins to display more 
structure and is where the reduction in the smoothness constraint has its greatest 
effect. The values in the top layers gradually become more accurate. This is to be 
expected as all the current must first pass through the top layer. 
By the time the method reaches iteration 15 there is a good reproduction 
of the top three layers in structure and some of the value of resistivity. However, 
there is definite blurring of the structure below this level. In particular, the right- 
hand side, where there are the lowest resistivities, the block of zones with very low 
resistivities are almost completely masked by the zones above. On the left-hand 
side the third layer is not distinct from the fourth layer but shows evidence of a low 
resistivity region. The method has not identified many of the features in the lower 
layers and seems to have created a spurious area of very high resistivity. This area 
is slightly less than twice the resistivity of the solution. 
The lower four images in Figure 6.7 show what happens to the solution 
once it arrives at the minimum values of the RMS error as shown in figure 6.8. Also 
'Time taken on a Pentium Pro 20OMHz PC with 64Mb of RAM. 
'This can be reduced by a factor of three if all the potentials are stored in memory. 
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Figure 6.7: The natural logarithm of the resistivity values of the zones using the 
adjoint method Jacobian. 
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Figure 6.8: The convergence of the RMS error for the adjoint method Jacobian. 
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Figure 6.9: A measure of the deviation between the result of each iteration and the 
test problem for the adjoint method Jacobian. 
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shown in figure 6.7 is the result of the final iteration (no. 31). This last image 
shows how coarse the solution has become. There are some sharp changes in the 
value of the resistivity but the lower half and the boundaries reveal some elements 
of the structure, though these are not particularly close to the correct resistivity 
values. The other three images are possible solutions which are the first minimum, 
the lowest' minima and the last minimum of the RMS misfit in figure 6.8. Of these 
three, the first two are similar and both are "smoother" solutions than the third. 
The image from iteration 22 would be chosen as the best solution as it is the one 
with the lowest RMS error. 
Initially, the convergence of the method (as shown in figure 6.8) is rel- 
atively fast. The error reduces, at a less steep, but nearly constant rate until iter- 
ation17. The method continues more or less uniformly until to iteration 26, after 
which point the RMS misfit starts to diverge. 
Figure 6.9 shows a measure of how the result from each iteration com- 
pares with the test model. The solution is closest to the results of iterations 13-15. 
Even at these points the solution still has a reasonably large error in both the re- 
sistivities and the structure. The method then diverges from the test model until it 
reaches iteration 25. The divergence occurs in the lower zones first, because these 
from large errors compared with their small values in the Jacobian. The last part of 
the plot shows a wildly-varying function. This is probably caused by the slackness 
of the smoothness constraint. 
The time7 to complete one iteration is 60 minutes, of which 45 minutes is 
used to calculate the Jacobian. This is a fixed overhead and depends on the number 
of measurements and cells in the region containing all the zones. It is possible to 
write a more efficient program which will fit into the memory' but if the size of 
problem is increased the present program would be able to cope with it without a 
great increase in time. The most of the other 15 minutes is spent calculating the 
potentials and depends on the size of the changes in resistivity values. 
6.3.3 The measurement-corrected adjoint method 
This method is similar to the adjoint method. The correction factor is 
the same as for the perturbation method. There are differences in the results as 
6 This is not necessarily the global minimum of either this minimisation or of the whole problem. 
7Time taken on a Pentium Pro 20OMHz with 64Mb of RAM. 
gThe effect of storing all the potentials in memory would reduce the time to calculate the 
Jacobian down to about 15 minutes. 
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compared with the adjoint method although these are not easily seen in the top half 
of figure 6.10. These are best seen by comparing the values in appendices HA and 
H-5. Noticeable differences occur in the other layers. 
These differences tend to be near the lower resistivity values and, in 
particular the third layer down, where the values are lower. This is also true for 
the blue patch on the right hand side, which is both deeper and bigger than in the 
adjoint method. The results are similar to those generated by the adjoint method 
especially in the upper layers. In the lower layers there is less than a 10% difference. 
The lower four images in figure 6.10 display the results for increasing 
iterations. These are ordered in the same way as section 6.3.2. Of these only 
iteration 17 is similar to that of the adjoint method. The solution from iteration 
31 is still becoming coarser and does not correctly predict the lower layers. The 
solution from iteration 20 would be chosen because of the lower RMS error. This 
method, like the adjoint method, has reproduced most of the features. The errors 
are again largest in the neighbourhood of the lower resistivity values. 
The convergence of the method is similar in form to that of the adjoint 
method (see figure 6.11). It converges faster for the first five iterations than does the 
adjoint method. After the method has reached the lowest minimum it appears not 
to diverge as quickly as the uncorrected adjoint method. It is not clear by iteration 
31 whether or not the RMS error value has in fact reached its global minimum. 
However, this method is unlikely to lead to a better solution than one of images 5-7 
in figure 6.10. 
Figure 6.12 shows a measure of how the result of each iteration compares 
with the test model. The result at iteration 13 is the closest to the solution. At 
this point the smoothness constraint is still reasonably stiff. Even at this point 
the solution still has a reasonably large error in both the resistivities and structure. 
After this point the method diverges from the test model fairly rapidly. As in section 
6.3.2, this divergence is caused by the inaccuracies in the lower zones. 
The time taken by this method is the same as for the adjoint method. 
The correction is performed just before the Jacobian is written to a file. Each value 
undergoes one floating point multiplication with the correction. The time taken to 
do this is negligible in comparison with the time taken to calculate the Jacobian. 







Figure 6.10: The natural logarithm of the resistivity values of the zones using the 
measurement corrected adjoint method Jacobian. 
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Figure 6.11: The convergence of the RMS error for the measurement-corrected ad- 
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Figure 6.12: A measure of the deviation between the solution at each iteration and 
the test problem for the measurement-corrected adjoint method Jacobian. 
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6.3.4 Potent ial- corrected adjoint method 
The potential-correction method does not directly correct the Jacobian 
unlike the measurement correction method. Instead, as the name implies, it corrects 
the potentials. The way this works in practice, is to use a modified version of the 
forward problem solver run on the homogeneous case which produces a correction 
for all the potentials rather than just the measurements Dey k Morrison [1979]. 
The homogeneous Jacobian calculated by this method is the same matrix as that 
described in section 5.5.1. The reason for using this correction was that the ad. joint 
method uses most of the potentials in the grid, not just the top layer (i. e. where 
all the measurements are taken). There are disadvantages in using this correction, 
firstly two variants on the forward program are required; secondly, this modification 
to the program for calculating the Jacobian is not a trivial one and involves loading 
in another set of potentials. 
These results progress in a similar wýýy to those of the ad. joint method 
and ineasurement corrected adjoint method (see in figure 6.13). There are soille 
small differences on the top layers but these are best seen by comparing the values 
in appendices HA and H. 6. The differences that are noticeable occur ill the lower 
layers. 
These differences tend vet again to be near the lower resistivity values 
and in particular the third laver down, where the values of resistivity are higher. 
This is also true for the blue, patch on the right-hand side, which has larger vallies of 
resistivity than the adýjoiiit method. There is no overall pattern to the differences. 
Comparing the resistivity values, the top layer is closer to Ow test model but, the 
second layer is less accurate than in the ad. joint method. 
The four lower iniages in figure 6.13 shows the possible solutions geiier- 
ated bY using the potential-corrected adjoint inethod for calculating the Jacobian. 
However, unlike all the previous results of this chapter, the last iteration is actually 
on a seemingly downward trend (see figure 6.14). The solution which has the best 
structure is from iteration 20. 
Figure 6.15 shows a measure of how the solution produced with each 
iteration compares with the test niodel. The solution is closest to the results pro- 
duced by iteration 13. At this point the sinoothiless constraint is still reasonably 
Even at this point the result still has a reasonably large error in both the stiff. 
resistivities and structure. After this point the niethod diverges from the test model 
inore rapidly than the other two ad. joint inethod variants. This denionstrates that 
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Figure 6.13: The natural logarithm of the resistivity values of the zones of the 
potential-corrected adjoint method Jacobian. 
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Figure 6.15: A measure of the deviation between the result of each iteration and the 
test case for the potential corrected adjoint method Jacobian. 
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best result. 
The time taken is slightly greater than that for the ad . joint method. 
The 
correction is calculated in the first iteration. However, the potentials are corrected 
while they are being processed at the beginning of the program to calculate the 
Jacobian. In effect twice the amount of data is read from disk at this point, followed 
by a small amount of processing. Otherwise it is the same as the ad. joint method 
for calculating the Jacobian. 
6.3.5 Hybrid method 
This method combines the perturbation method and the potential-cor- 
rected adjoint method for calculating the Jacobian. There are various of ways of 
deciding which algorithm is to be used to calculate which parts of the Jacobian. 
The major considerations are the accuracy of the Jacobian and the tinie taken to 
calculate it. The version implemented used the perturbation method for the zones 
containing electrodes, and the potential-corrected adjoint method for the rest. The. 
reasoning is as follows: the adjoint methods differ widely in the zones with electrodes 
in them. Therefore we use the perturbation method for these zones because it does 
not suffer from the same errors and is accurate when the calculating value is large 
resistivity. However, the perturbation method is very computationally expensive 
and should be used as little as possible. 
The errors in the adjoint methods in the zones with electrodes in are 
caused by corresponding errors in the current densities at those. nodes that iire the 
locations of the electrodes. The model will work better if more cells are placed in 
this region as it is the part with the most rapidly changing, as well as the steepest, 
potential gradient (see section 5.5.2 above). The errors in the perturbation inethod 
are small for large values in the Jacobian because they are mainly duc to the errors 
associated with calculating derivatives numerically. 
The algorithin for choosing the zones which are calciflated wholly or 
partly by the perturbation inethod is as follows. If the, C1 electrode is in Clio zone 
the perturbation inethod is nsed no matter what other electrodes are also iii the 
zone. If both the PI and P2 electrodes are. in the. zone then the value is calculated 
in the following way. 
Starting with equation (5.25) 
60111, 
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Figure 6.18: A ineasure of the deviation between the result of each iteration and the 
test problem for the hybrid niethod Jacobian. 
This shows that the problem can be split into two parts, oile for vach potential 
electrode. Changing tile notation so that each potential has both a source and 
potential electrode associated with it, i. e. 6OPI, q,, - becomes 60PI, Cl, q, r) 
(5.25) hecomes 
6OP1, Cl, q, r 
6OP2, Cl, q, r jq, 
7- 
(6.1) 
6P'? 'Cl 6p"lul 
By elther using the theory of reciprocity or by converting both parts into the ad- 
. 
joint form, swapping actual and adjoint current densities and then restoring to the 




6OC1, ['I, q, r 
6OC1,112, 
q, r (6.2) 
6PrZ'Cl 61)"Ic"I 
In practice this incans that the change in the, CI potential has to be calculated when 
PI and P2 are current electrodes. 
The. last class of zones which use the. perturbation method is those with 
just one. of PI or P2 in the. Let PI be in the zone. Starting from equation (6.1), 
the PI part becomes the Pl part of equation (6.2) and the P2 part uses the a(tjoint 
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J('I. 
q-JI'2, qd7-r (6.3) bPriCl cI. 
i", 
The results produced by this technique are showil in figure 6.16. The 
most noticeable feature is that this method becomes closest to the solution in fewer 
iterations than the adýjoiiit methods. However, the technique was terminated carl 
'y 
because it becomes unstable before it reached iteration 31. This method develops 
in a very similar way to that of the other techniques but faster. The. results are not 
so good as those from the perturbation method but are generally better than those 
given by the adjoint methods although it is similar the potential-corrected adjoint, 
which is not surprising as this method is used to calculate most of the elements in 
the Jacobiaii. 
Figure 6.17 shows that the minimum value of the RMS inisfit is at iter- 
ation. 9. The trend is tending downwards at iterations 11-15, but after iteration 15 
it becomes unstable. A similar trend occurs when the solutions are compared with 
the test model in figure 6.18. 
Even though only one zone is being perturbed for each current source 
this takes about 15 to 20 minutes9 to calculate 14 wilues. This may be worth the 
extra time taken, even though the method appears to "blow up" ; iftcr a certain 
length of time, as the result is produced more quickly but the value of A is much 
larger than any of the other results. 
6.4 The effect of increasing the number of nodes 
Inercasing the number of nodes does not invariably producc a ', tl', Ilgllt, - 
forward increase in accuracy (see section 7.2.2 below) this inay not always be the 
case. The test problem was (! hanged by adding an extra layer of coarse grid nodes at 
z= -5ni which introduced three new layers in the fine grid. The small grid lost its 
uniformity in the z direction. This ineans that the number of nodes was increased 
near the surface and the electrodes. The extra, nodes should be well positioned 
because this is the region where the steepest changes in current densitY occur. It 
should also improve the accuracy of the model for the same reason. 
The first and most obvious effect is to increase the time. (and iiiiinber of 
iterations) taken to solve the related forward problems. This does not appear to have 
the saine effect oil the time taken to calculate the hicobimi, which did not, hicrease, 
greatlY. This Nvould not be true for the perturbation inet, liod, where a sniall hicrease 
'On a Pentium Pro PC 200M Hz 
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in the time taken to calciilate the forward problem would be greatly magnified as it 
is heavily due to its dependent on the forward problem. 
The adjoint inethod Jacobian and the potential-corrected a(tjoint Jaco- 
bian were calculated using the new grids, as were the measurements for the test case. 
The convergence (as shown in figure 6.19) is similar to the convergence of the ineth- 
ods without the extra nodes until the lowest minimum is reached, after which both 
of the methods start diverging. However, the potential-corrected adjoint reaches its 
lowest minimum later and reaches a smaller value does than the a(tjoint method. 
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Figure 6.19: The convergence of the RMS error for the adjoint, inethod Jacoblan and 
the potent i al-corrected adjoint iliethod Jacobian with extra nodes at the surface. 
The results of the two solutions are shown in figures 6.20 and 6.21. It, 
can be seen that iteration 31 of both methods is beyond where the inversion should 
have ended. At the bottom left-hand corner of each there appears to be a very poor 
solution. The structure below the third layer is beginning to disappear. The results 
froin iterations 17 & 20, have a greater RMS error than when the extra nodes are not, 
included. The results appear to show the patch of low resistivity on the right-hand 
side more accurately than any of the other a(ýjoiiit methods used, without the extra 
nodes. Therefore, although the RMS error is large, the solutions appear to be closer 
to the true vallies. 
Figure 6.22 shows how the results of each iteration deviate from the 
solution. As can be scen the best agreement is produced by the potential-corrected 
107 
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Figure 6.20: The natural logarithm of the resistivity values of the zones using the 
adjoint method Jacobian with extra nodes at the surface. 
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Figure 6.21: The natural logarithm of the resistivity values of the zones using the 
potent ial-corrected adjoint inethod Jacobian with extra nodes at the surface. 
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Figure 6.22: A measure of the deviation between the result of each iteration and tile 
test problem with all increased number of node. s. 
ad 
. joint method 
is in iteration 25 and follows roughly the saine shape as it did without 
the extra nodes in figure 6.15. The adýjoiiit method Jacobian performs inuch better 
than the corrected version" and has it lowest difference at iteration 25. 
"This is not true -when the extra nodes are not included. 
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Chapter 7 
The Effect of the Jacobian on 
Resistivity Inversion 
7.1 Introduction 
This chapter looks in detail at the Jacobians used in calculating the 
results in chapter 6. Its purpose is to show that the calculation of the Jacobian 
is an important part of the inversions. Being able to view the Jacobialis is an 
important part of assessing which method is most likely to produce a Jacobian 
matrix close to the analytic Jacobian for both the homogeneous case (for which an 
actual comparison can be produced) and the, heterogeneous case. It, will highlight 
errors occurring which Nvould otherwise go unseen in such it large matrix vdiere the 
elements vary over several orders of inagnitude. 
The Jacobians discussed and displayed in this chapter are split into two 
types. The first are the homogeneous Jacobians produced for each of the different 
methods. These Jacobians contain patterns, which are not affected b. v variations in 
resistivity, such as "striping" (see figures 7.2,7.3) etc. ) which runs in every case frorn 
bottom left to top right of each "block". It should however be borne in mind wlien 
examining the Jacobian. that the patterns may not, be iininediately evident from 
the matrix. The second are the heterogeneous Jacobians. Three different resistivity 
distributions are compared: 
1. The uses of the measurements to calculate a better starting point fOr the 
iterations thail the homogeneous case. 
2. The best result calculated (a perturbation method Jacobian). 
3. The actual solution. 
110 
The comparisons reveal the effect of the resistivity distributions on the Jacobian 
and how close the best result is to the solution. These Jacobians, when compared 
with the homogeneous case. show why it is necessary to spend enough tinie on these 
calculations. 
Section 7.4 looks at the structure of the solution, which can be seen in 
Jacobian and discusses whether the Jacobian leads the resistivity distributions or 
trails them. The effect of a stiff smoothness-constranit oil damping errors ill the 
Jacobian is also discussed. 
To be able to display these Jacobians, the values inust be transformed to 
reduce tile seven orders of magnitude between the largest and smallest values. After 
a period of trial and error tile following mapping was applied: - 
fillictioll = 
loglo (a) + 10 a>Ix 10" 
-logio (-a) - 10 a< -1 x 10" 
-1 x 10" <a<1x 10-111 
This allows the parameter a. to be both positive and negative and allows for large 
variations in magnitude. It should be noted that the magnitude of the. parameter is 
in the range 10-9 < lal < 10-1. 
As well as looking at images of the whole Jacobian, four different mea- 
surements will be used. These are measurements 1,169,189 and 352. (Measurement 
I contains one of the largest values in the Jacobian (under the electrodes). Mea- 
Surement 189 is the inirror image of measurement I. Measurement 169 has the 
electrodes placed far apart, and its the mirror iniage is ineaslireillelit 352. ) A ta, ble. 
of the first two measurements of the computed homogeneous Jacoblan c; ui be f'Muid 
in appendix H. I. 
The measurement correction adjoint inethod is not discussed lit this chap- 
ter since it is very similar to the other adjoint inethods. The corrections produced 
by the measurement and potential-correction methods are small. This means that 
the major differences between the uncorrected adjoint method and the perturbation 
inethod still hold for these two. The measurement correction is constant at 0.922 as 
shown in figure 7.1 which relates to the first measurement and is thus represented 
by a straight line. The potential correction tends oilly to correct, by ±3, /O. This is 
not true for the zones on the left hand boundary (i. e. zones I and 17) where the 
correction is slightly less than a 15% reduction in the size of the original value. It 
also increases the value of the Jacobian far inore than it decreases it, making the 
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Figure 7.1: A Comparison of the values of measurement and potential correction 
factors. 
7.2 Homogeneous Jacobian 
There are two types of homogeneous Jacobian, firstly those calculated 
froin the potentials froin the finite difference model and secondl. v the oile that ini- 
plicitly calculates the, potentials. The foriner type uses, inethods that are the resnits 
we have seen in chapter 6. These will be described in section 7.2.1. The second uses 
the analytic inethod derived in section 5.5.2 will be found in section 7.2.2 
7.2.1 Results of the calculated homogenous Jacobians 
Comparing the results for the first iteration for all the methods, in section 
6.2, shows that slightly different results are produced. This must be caused by 
differences between the Jacobians, as all the, other parameters remain the same for 
all the inversions. However, before discussing the differcrices, the structure of the 
Ja, cobians must be explained. 
Taking the lioniogencous adjoint Jacobian, shown in figure 7.2, its an 
example, the most noticeable structure is that the inatrix seems to be divided up 
into a number of' rectangles which are split by a diagonal which runs from the 
bottorn left to top right of each rectangle (not DecessarilY froin corner to corner). 




The vertical bars are due to the electrode positions being reset to the left hand end 
of the survey and their relative distances changed. The reason for the diagonals 1. 
that the electrodes are moved across the surface with a constant separation. The 
matrix is split into two after measurement 176. This is because the current source 
leads the potential electrodes for the first half and trails for the second. We note 
that largest values are close to the diagonal changes, and are the. points closest to 
the electrodes. As the distance between the electrodes is increased, a stripe of values 
of the opposite sign develops. This can be best seen by comparing the bottom row 
of rectangles up to measurement 176. It should be noted that these are the values 
in the zones on the surface (see later in this section). 
Comparing the adjoint, potential-corrected a(tjoint (figure 7.3) and the 
hybrid (figure 7.4), there is very little difference between them. This is not, surprising 
as they are calculated by variations of the same basic method. However there is a 
difference between these three and the perturbation method Jacobiaris (figure 7.5). 
These differences are in zone, -, 49 to 80, where zones 49 to 64 appear to have a 
positive constant added to that of the adjoint. The zones 65 to 80 appear to have 
had a negative value added to them. 
It is easier to see the difference by comparing measurements 1,169,189, 
and 352. These form two pairs (1,189 and 169,352) which are reflections of the other 
in the pair. The values of the Jacobian are laid out in the saine way as the zones. 
Comparing the first measurement of the ad. joint (figure 7.6) to the hybrid (figure 
7.7), it can be seen that zone 2 changes sign. This is one of the zone.. -, where the 
hybrid calculation uses the perturbation method. Zone 2 for the first ineasureincrit 
also happens to be associated with one of the largest values in the Jacobian. This 
phenomenon is repeated where the electrodes are close together (e. g. measurements 
2 and 3). 
Comparing the a(ýjoiut with tile. perturbation Jacobian, some distinct 
differences (-an he noted. These are, like the hybrid Jacobian, at zone 2 for the first 
measurement and also show large discrepancies in the fourth and fifth layers. The 
major differencc is at zone 2 where there is not only a change of sign but also an 
order ofinagnitude difference. From the relevant lines in the table in appendix H. 1 
it can be seen that this occurs only for the surface zones. The two zones shown Ilere 
are both on the surface and contain the P2 electrode. The. ), both have some of the 
largest values in their respective rows. The implication of this is that this difference 
may have a large effect on the result. 
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Figure 7.6: Measurenicnts 1.169.189,352 in the homogeneous Jacobian calculated 
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Table 7.1: Table of sign differences between the perturbation method and adjoint 
method Jacobians 
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let us start with the fourth layer and from the left hand end. The first zone has 
a lar er, and more negative, value than might have. been expected, given that the 9, 
zone above (in the third layer which is closer to the electrodes and is the same size) 
is not as large. The rest of the layer looks as if a positive value has been added to 
it, as, Judging by the whole Jacobian, have all the measurements. The fifth layer is 
the exact opposite of the fourth layer. There are a few zones where the value has 
changed. These values are not particularly large but their effect on the result is very 
noticeable, when comparing the results of the hybrid and the perturbation methods. 
It thus follows that the perturbation method produces a Jacobian for the 
homogeneous case which is significantly different from the corresponding Jacobian 
calculated by the adjoint methods. 
7.2.2 Results of calculating the analytic homogenous Jaco- 
bian 
The homogencous Jacobian cail be calculated by iising various numerical 
inetbods of integration, e. g. Simpson's rule, trapezium rule and summing of the 
values of tile sniall cells within the zone , as described in section 5.5.2. I'll(, results 
of the numerical integration of the analytic formula will be compared xvith tile 
perturbation method and ad . joint method 
Jacobians. However, a complete Jacobiýjll 
inatrix has not been computed due to the length of tline taken to calculate one 
element. Maple V release 4 was used to calculate tile values given in this section. 
If the. number of cells is large enough all three numerical integration 
techniques will give the saine answer. Comparing any one of thern with the pertur- 
bation inethod and adjoint method Jacobians is not necessarily fidr, as both of the 
non-analytic Jacobians are calculated over a inuch coarser grid. 
In figure 7.9 it can be seen that for most values the malYtic Jacobian 
Follows the adjoint inetbod Jacobiin. However, the analytic Jacoblan is not defined 








Figure 7.9: Comparing the element of the Jacobian given by the first measurement 
and zones I to 32. 
discontinuous in these zones. As a consequence, the values have been set to zero. It 
differs from the adjoint method Jacobian in the value furthest from the electrodes, 
i-e. zone 16 is greater than zone 15 (this is also true for the zones 31 and 32 directly 
beneath 15 and 16). 
The trapezium rule with 14 points in each direction in cach zone was 
used to produce figure 7.10. Although the zones containing the electrodes have. 
been calculated, these will contain errors due to the discontinuities in these zone. s. 
Comparing this with the imil-analytic methods, we see that the structure is almost 
identical to that of t lie. hybrid Jacobian. This is because to the zones with electrodes 
have tile same sign as the hybrid method. This highlights t lie errors in t he extended 
fine inesh caused by interpolating the coarse mesh potentials. 
During the calculation of the most accurate values of the Jacobian, it was 
noticed that there was not always a smooth reduction in the error as the number 
of nodes m each direction was increased. This sevined to be contrarv the results in 
section 6.4. 
Let us consider the. behaviour of the Simpson's rule output as the number 
of cells is increased. Values of two zones are shown in figures 7.11 and 7.12. The, 
value taken as a, reference was calculated by increasing the number of cells in each 
direction to 60. Both zones converge satisfactorily. The trapezium rule for 60 (-(, Ils 
120 
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Figure 7.10: Measurements 1.169.189,352 in the homogeneous Jacobian calculated 
from the analytic equation. 9 current electrode 0 potential electrode 
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Figure 7.11: The value of the element of the Jacobian for measurement I and zone 
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Figure 7.12: The value of the element of the Jacobian for measurement I and zone 
18 for different numbers of nodes for Simpson's rule. 
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The Number of Nodes in Each Direction 
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Figure 7.13: The value of the element of the Jacobian for measurement 1 and zone. 
19 for different numbers of nodes for trapeziurn rule. 
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Figure 7.14: The value of the element of the Jacobian for measurement, 1 and zone 
18 for different numbers of nodes for trapezium rule. 
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gives the same results to 2 significant figures. This result is close that of analytical 
solution. Zone 19 is directly below the potential electrodes which is why it has a 
large value. In figure 7.11 the error decays with the increase in nodes. However, in 
figure 7.12 the error actually increases before decreasing again. The two figures are 
similar properties in that the graphs converge after a period of oscillatory behaviour. 
The convergence of the trapezium rule can be seen to be similar to that 
of Sinipson's rule (figures 7.13 and 7.14), except that the trapezium rule c. onverges 
more rapidly than Simpson's rule, rather surprisingly, as Sinipson's rule is usually 
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Figure 7.15: The value of the element of the Jacobian for measurement 1 and zolic 
19 for different numbers of nodes given by summing the cell values. 
Figure 7.15 shows tile convergence achieved by surnining the vallies in all 
the cells within a zone as a function of the cell-size (i. e. the number of cells in the 
zone). Summing produces results similar to those given by the trapezinin rnle for 
20 x 20 x 20 cells in each zone. All three methods show damped oscillatory decay 
as the number of cells increases. 
Thus, increasing the number of cells by one in each direction may not 
actually improve the value produced and moreover it may actually make it worse 
when there are only a small number of cells. However, for larger numbers of cells 
the value will be reasonably close to the value of the analytic Jacobiall. 
Changing to a "better" method (Simpson's rule or trapezium rule) for 
124 
III wrica IIIII(, gl,; It H) II does it ot It it prove tIw calcu [it tion enotigh (, () warraid II I(, ex I ra 
11111v required. 
7.3 Heterogeneous Jacobian 
lli"'ý ", c(A Iml c(M: ý1der', I he Am-obians produced from heterogenvolls resis- 
tivity (list riblit ions. Three different resistivity distributions are discussed. The first, 
11ses I he mitput from the first iterabon t. o estimate dic resistivitivs. This was one 
of the m-iginal methods used for interpretation and was used as a starling point, 
by Jackson vt al. 11994]. The second uses one of the best. resiflfs generated durilig 
an mvel-sioll lisilig tlj(ý p, 1-1111-bation method t, o calctilate the Jacobian. The last, is 
the test problem It'self. III this way we shotild be ; )ble to highlight, Hie difference 
between the Jacoblans for the same resistivity (list rikitions as well its showing how 
I hey differ from t ll(' homogeneous case as described in sect, ion 7.2. 
I., 
/11(p) 1 
Figure 7.16: The r(, sult of using the memurenients to estimate the resistivity. 
The first resistivity (list ri bu tion is shown in figure 7.16. This is actually 
closer to the solution than the first iteration of any of the methods which start 
from the homogeneous case. All the techniques for calculating the Jacobian used in 
section 7.2.1, have been t ested on this set of resistivities. 
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The uncorrected adjoint method Jacobian, which is displayed in figure 
7.17, has the same basic structure as the homogeneous Jacobiail. The differences 
between them are seen in figure 7.18, which shows the loss of smoothness. The 
deepest zones have most of the brightest patches (the largest differences). There are 
two types: diagonal stripes and horizontal stripes. The blotches are a combination 
of the two types. There are many small changes which are generally tile opposite 
sign to those in the same position in figure 7.17. 
Looking in more detail at the Jacobian for the chosen measurements, (in 
figure 7.19), there is no symmetry between measurements I and 189 and between 
169 and 352. In fact if figure 7.19 is compared with figure 7.6 it can be seen that 
there have been considerable cliaDges in various regions of the grid. The general 
structure. caused by the location of the electrodes is still a major influence on these 
images. 
One ofthe changes in sign can be seen in measurement 169, where there 
is a vertical blue stripe which corresponds to a series of horizontal stripes in figure 
7.17. While changes in sign are the most noticeable differences, there is also a greater 
range of values and particularly the small (very pale) values, particularly near the 
surface far from the electrodes. 
Figure 7.20 shows some, details of the potential-corrected adjoint Jaco- 
bian. 'rhe differences from figure 7.19 are so small that they are invisible on a 
logarithmic scale. 
The perturbation inethod Jacobian (figure 7.21) shows a inuch smoother 
result than that produced by the adjoint methods: it is nearly as smooth as the 
homogeneous case. Froin figures 7.21 and 7.5 we see how similar the structures of 
the t-, vo Jacobians are. The most obvious differences (! an be seen in the diagonal 
stripes ofblue in the fourth and sixth layers. Also the first, two layers are lighter in 
toile (snialler in value) than the lioniogencous Jacobian. 
Figure. 7.22 shows the differences betwevii figures 7.21 and 7.5. This 
has the diagonal stripes but none of the horizontal ones (see in figure 7.18). The 
implication. is that the horizontal stripes in adjoint inethod Jacobian may be duc 
not to the resistivity differences but to errors in the adjoint method. 
Looking in greater detail at the perturbation Illetbod, 11111ch of the strilc- 
ture seen in the homogeneous case is still evident (figure 7.23). However, the values 
bave changed. It is possible to see the influence of the resistivity distribution on the 
Jacobian. The boundaries between the red and blue have moved, generallY down- 
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Figure 7.17: Jacobian calculated by the adjoint method on the resistivity distribu- 
tion from the measurement start. 
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Figure 7.19: Measurements 1,169,189,352 in the Jacobian calculated by tile adjoint 
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Figure 7.20: Measurements 1,169,189,352 in the Jacobian calculated by the 
potential-corrected adjoint method. current electrode o potential elec- 
trode 
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Figure 7.21: Jacobian calculated bY the perturbation method on the resistivity 
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Figure 7.23: Measurements 1., 169,189,352 in the Jacobian calculated by the per- 
turbation method. 0 current electrode o potential electrode 
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352 where the blue region has changed shape and increased in area. 
The hybrid Jacobian, shown in figure 7.24, is predictably similar to the 
adjoint method. This can also be seen in the measurements shown in figure 7.26. 
The hybrid method was used to improve the result by correcting the largest vallies. 
To a certain extent this was successful, as shown in section 6.3.5 but the problem 
remains that the method still has all the errors of the ad. joint nietliods for otlier 
elements of the Jacobian. 
The differences between the hybrid and perturbation methods are shown 
ill figure 7.25 (and thus in effect the differences between the adjoint inethod and 
the perturbation method). The differences not included are in the largest values, 
in the layer of zones on the surface (zones 1 to 16). Most of the bright patches 
of figure 7.25 are the horizontal strips from tile ad . joint method. 
There are verY 
few diagonal stripes most of which are concentrated below the third laver and in 
those parts of the Jacobian where the current source and potential electrodes are far 
apart. Tile last and least noticeable feature is uniformly a very pale shade of blue 
almost everywhere. This is different from all the other comparisons where the pale 
shades were evenly distributed between red and blue. The values are thus less than 
or equal to those given the perturbation method. 
The remainder of this section concentrates on the, Jacobians calculated 
from the best available result and from the actual solution of the test problem. The 
first of these Jacobians is taken from on(! of the best solution.,; generated and its 
image is shown In figure 7.27. Comparing figure 7.27 with both figures 7.5 and 
figure 7.21 clear difference.,,; are evident. The structure has not clianged greatly but 
the values of soine of the elements have changed by several orders of magnitude. 
The differences between figure 7.27 and figure. 7.5 are shown in figure 
7.28. The major changes are of the diagonal stripe type with 110 horizontal stripes: 
thus is consistent with the, other perturbation inethod Jacohians. The vducs, (-all be 
seen to be orders of magnitude different from the previous resistivity distribution 
(see, figure 7.22). 
Figure 7.29 shows some of the detail of the Jacobiail displaYed ill figure 
7.27. However, unlike the. other images of the Jacobiiin the colour s(-; il(, represents the 
actual values. Looking at the brightest parts of the Jacobian, oil the left 11; 111(1 side 
the third la. yer is bright for all the measurements. Oil the right ]land side t he foilrt, l) 
and fifth layers are bright. These. correspond to the bright parts of figure 7.27 and 
also to the lowest values of resistivity. The zones with reduced values ofthe elements 
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Figure 7.24: Jacobian calculated by the hybrid Method on the resistivity distribution 
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Figure 7.26: Measurements 1,169,189,352 in the Jacobian calculated by the hybrid 
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Figure 7.27: Jacobian calculated by the perturbation method oil tile resistivitY 
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Figure 7.29: Measurements 1,169,189,352 in the result Jacobian calculated by the 
perturbation method for the best result produced. current electrode 
o potential electrode 
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some correlation with the resistivity distribution from which the measurements Avere 
created. 
The perturbation method Jacobian calculated from the solution (figure. 
7.30), apart from showing how close the result is to figure 7.28, gives many indi- 
cations of the major effects of the resistivity distribution on the Jacobian, as seen 
in figure 7.32, where the structure of the resistivity distribution can be discerned. 
There are differences between figure 7.27 and figure 7.30, nainelY, there Is inore hi- 
minosity in the sixth layer in the solution than in the best result. The difference 
between the figures 7.32 and 7.29 shows that there are a number of detailed dif- 
ferences, most of which are in the lower layers. One of the features of figures 7.27 
and 7.30 is the depth of the investigation on the right-hand side in third and fourth 
images and highlights the importance of the deepest zones to the ineasurenient. 
Figure 71.33 shows the corresponding ad. joilit Illet'llod Jacobiall calculated 
using the solution. There are few similarities with the perturbation inctliod Jaco- 
bian. There is none of the smooth structure that exists in the perturbation Jacobian. 
These observations are confirmed in figure 7.34 which show,, the differences between 
the homogeneous case and the solution. Comparing figures 7.34 and 7.31 illustrates 
how vastly different the adjoint method Jacoblan has become coinpared to the per- 
turbation method Jacobian. 
The main conchision of this section is that all the Jacohians calculated for 
the homogeneous case have a similar general structure caused by the location of dic 
electrodes, while they become progressively different as the resistivity (list rilmt ion 
becomes more heterogeneous. 
7.4 Effects of the Jacobian 
This section discusses the importaiwe of' the Jacobian to the solut ion of 
the inverse problem and the effect of the smoothness constraint in reducing I liv effect, 
of the errors in the Jacobian. The intention is to bring together the results fi-oin 
sections 6.3 and 7.3. 
By comparing the restilts produced in chapter 6 with those in published 
papers it is possible to see that the general method used of trying to (-; Ilculate an 
accurate Jacobiaii and a slackening smoothiiess-constritilit produces better results. 
As image 8 in figure 6.4 shows, it is possible to produce results which are quite dose. 
to the solution by using ii steeper descent in the value of A (i. c. a quick sbickening of 
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Figure 7.30: Jacobian calculated by the perturbation method on the resistivity 
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Figure 7.32: Measurements 1,169,189,352 iii the result Jacobian calculated by 
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Figure 7.33: Jacobian calculated by the adjoint method on the resistivity distribu- 
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Figure 7.34: Difference between figures 7.33 and 7.2. 
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for calculating the Jacobian. The other techniques became unstable after a few 
iterations, the hYbrid inethod being the least stable. 
Theoretical approximations are required in the adjoint method for cal- 
culating the Jacobiaii using heterogeneous resistivity distriblitiolis which are not 
required in the homogeneous case. Any errors in the homogeneous case are (Ille to 
the interpolation of the coarse grid (L) on to the extended fine grid (T), blit they are 
small compared to the variability seen in the heterogeneous case. Let lis consider 
theoretical errors in the heterogeneous case. Equations (5.2) and (5.3) are perturbed 
by letting p, p+ 6p. 6 --+ 0+ 60 and J-J+ 6J, giving 
p6j + V60 = -6pj - 6p6j 
and 
17.6j = (7.2) 
The effect oil the proof of the adjoint is not obvions but, it is likely to be negligible: 
it is not, used e. g. in the proof given in Park k Van [1991]- 
However, the right-hand sides of equations (7.1) and (7.2) are used in the 
derivation of the integral and appear in equation (C. 11). If the extra terin is added 
it follows through in such a way that equation (5.8) becomes 
60 (XPI ý YPI, zpl) =I 
(bp (J + 6J)). JdT (7.3) 
This extra torin appears only in the current density terni. This llwails thaf tile 












q) dTr (7.4) 
'IC1 -r,. 
This sho-, vs that there is an extra terin caused by the. second order in equation (7.1). 
Equation (71.1) can be rearranged to give, 
(60) - bf)J 
P+bp 
ýi - 
-V (b0) bpj (7.5) 
+ bp p+ bl) 
The only quantity which is small is 6p (p > bp), as this can bc chosen 
to be Hifinitesimal. This memis that the. second terin on the right hand sIde tends 
to zero. Equation (7.2) gives 
(9b Jý, (9 b ý, j (96,1, 
Ox Oy oz 
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This means that the components of 6J are independent of x, y, and z for an. v given 
bp. 
The first term on the right hand side of equation (7.5) does not obviously 
tend to zero. Also this term is likely to be largest when p is small. It is known that 
ýý tends to a limit as these are related to the elements values in the Jacobian matrix. 6P 
Taking the x direction as an example, this term is the change in 60 diie to a change 
in x. Let us consider the case of two zones, a left and a right zone, where the left 
zone is of very low resistivity and the right is of high resistivity. Given that these 
two zones are neighbours, the distance to the electrodes is similar (assuming theY do 
,, 
ý will be very large in the region of not have an electrode in either of them). Then ax 
the boundarv and as a consequence so will 2-J. Also the left-hand zone is likely to Ox 
have a much larger value in the Jacobian than the right hand zone. The implication 
is that there is a change in 60 between the two zones. Therefore "60 is going to i)x 
exist with a non zero, possibly large value. Considering just the left-hand side of 
the boundary where p is small and 060 is not small then it is possible for 6J to be Ox 
not sinall. The approximation in the adjoint theory may thus not be negligible. 
It is possible to conclude that some (if not most, ) of the errors are due to 
small errors in the calculation of the gradient. 
There are errors in the Jacobian, especially in the adjoint method and it', 
variants for heterogeneous resistivity distribution. However, far from the solution 
(see section 6.3), the adjoint methods produced arguably better results than the 
Perturbation Method, using a set of large N values which decreased slowly. It is 
known that a large A value will smooth out errors in the measurements, especially 
those from field data. Given that the results from using the adjoint niethod were 
reasonably smooth but not so smooth as the results from the perturbation inethod, 
it could be hypothesised that the smoothness constraint sinoothes otit errors not 
only in the measurements but also in the Jacobian. 
Assuming that the above hypothesis is true, then adjoint method,, colild 
be used in the solution of this inverse problem in such a, way that most of the itera- 
tions could be performed in this way, subsequently using the, perturbation method. 
This method would require A to decrease slowly for the adjoint iterations and then 
to decrease, faster for the iterations which use the. perturbation inethod Jacobian. 
This would be faster than just using the perturbation method. 
It may be worth observing that at various points in our work ive have 
found that the simplest (least sophisticated) approach was not only the most robust 
but often the fastest. For example, the results of point iteration in chapter 3 (her(, 
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the saving was in CPU time)., and the use of simple summation of values for the 
integration in section 7.2.2, where the integral actually converged faster for the 
simplest method. The moral' would seem to be: 
1. That we should not despise, or worse discard, simple methods without revis- 
iting them occasionally. 
2. That we should not assume that methods devised to overcome the limitations 
of early, slow computers are necessarily still relevant in the context of the fast 
and powerfid machines now available. 
We have denionst rated that 
1. It is possible to produce good results if the Jacobian is calculated accuratel. y. 
2. The Jacoblan depends on the resistivity distribution (and therefore on the 
current density). 
3. The errors in the Jacobian can be reduced by stiffening the smoothness (. on- 
straint. 
We should expect future research in this field to be underpinned by these conclusions. 




Solving the inverse problem to produce a fast and accurate solution in- 
volves the need for fast and accurate solution of the forward problem and the Jaco- 
bian. It must be noted that the forward problem is an integral part of the inverse 
problem since it is essential for both the calculation of the Jacobian and of the syn- 
thetic measurements, while the Jacobian is a fundamental part of algorithms used 
for solving the inverse problem. 
8.1 Forward methods 
The results in chapter 3 show that it is not possible to pick a method 
of choice as being superior in all circumstances. However, a set of rules emerges 
which can be used to choose the most suitable method for solving for a given set of 
conditions. The rules are flexible enough to choose the method best suited to the 
"new" conditions. All the methods considered converge to the solution for the finite 
difference discretisation and the results referred to in this section are derived mainly 
from chapter 3. 
For solving homogeneous problems, the conjugate gradient method was 
shown to be the quickest and is not affected by the ratio of the number of nodes 
in differences directions. The number of iterations for a given size of grid is small. 
Point iteration, although slower than the conjugate gradient method is far quicker 
than the other methods and is also not affected by the orientation of the grid. The 
other three methods, line and panel iteration and complete inversion, were much 
slower and had a preference as to the orientation of the grid according to the ratio 
of the number of nodes in the different directions. 
The results for the heterogeneous case show that all the iterative schemes 
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are greatly affected by the resistivity distribution. The tests were chosen to find the 
weaknesses of the methods and are a guide to how each method would perform 
in calculating the synthetic measurements used in the calculation of the inverse 
problem. The complete inversion method is oblivious of the resistivity distribution 
and will always produce an answer in the same time for a given size of grid. The 
reason that the conjugate gradient method took so long was because a (the size 
of the update) is very small. The other three iterative methods seem to follow the 
same trends, which is not surprising given that their iterative are effectively the 
same. Point iteration is the fastest method in most of the tests, while in most of the 
tests, line iteration appears to produce the most constant value of the time taken. 
This method can also be faster than point iteration. 
Section 3.3 describes the ability of the three stationary iterative methods 
to solve forward problems, which are of a type akin to those solved when the pertur- 
bation method Jacobian is calculated. Point iteration seems to be the fastest, and 
is entirely satisfactory for our purpose, although there is no reason to suppose that 
the conjugate gradient method would not be quick at this type of problem equally 
quickly. 
The test problems were run using a smaller grid than would normally be 
used in modelling surveys. This was to enable all the methods to be used, including 
complete inversion. The grids had a ratio of 1: 1: 1 of the number of nodes in each 
direction. The size of the grid would indicate that the results may be slightly biased 
against the conjugate gradient method which is less dependent on size of the grid 
than the other methods. 
Of the two algorithms developed, complete inversion has the greatest 
potential, as it could be modified to permit repeated calculations over the same 
resistivity distributions. There are drawbacks in this, namely the need for large 
amounts of RAM in solving practical surveys. Panel iteration is similar to line 
iteration but can be very slow when the direct part of the calculation forms a large 
proportion, since this is computationally expensive. 
The method of choice depends on the exact nature of the problem but 
the following rules can be used as a guide for choosing the appropriate method: - 
Small problems, particularly those with complicated resistivity distributions, 
are best solved by complete inversion. 
Homogeneous or nearly homogeneous problems should be solved by the con- 
jugate gradient method. 
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Strongly heterogeneous problems by point iteration or line iteration in some 
cases (see section 3.3) 
Problems starting near to the solution e. g. those involving small perturba- 
tions of the resistivities, should be solved using either point iteration or the 
conjugate gradient method. 
We saw in chapter 5 how a two-grid system can be used to model the 
surveys. This drastically reduced the number of potentials to be calculated and 
stored, and thus the amount of time and memory used (Jackson et al. [19971). A 
further refinement of such a system is an area for further research. As suggested in 
chapter 2, another future development may be by iterating radially from the source 
electrode to calculate the forward problem. We have also shown that some forms of 
anisotropy could be included in the forward model (and hence the inverse problem) 
enabling a very common geological situation to be addressed. 
8.2 Inverse methods 
The inverse problem associated with the interpretation of electrical re- 
sistivity tomography can be tackled with a number of different techniques. Most 
of these techniques require the calculation of a sensitivity or Jacobian matrix. The 
accurate calculation of this part is often overlooked, mainly because, for geophysical 
surveys, the matrix is large, difficult to display and time-consuming to calculate. 
The adjoint Jacobian method derived in chapter 5 uses the knowledge 
of the adjoint of each measurement to the corresponding Jacobian. This method 
uses current densities originating from both the current and potential electrodes 
in the zones to calculate the value of the Jacobian. However, the actual scheme 
which was implemented did not explicitly calculate the current densities but took 
the potentials calculated from the forward problem to calculate the elements of the 
Jacobian. This method is much faster than the perturbation method and is does not 
depend on the number of zones, making it ideal for large surveys which have many 
zones. The adjoint method depends on the number of electrodes and the number of 
measurements. In section 5.5 we showed how to produce very close approximations 
to the analytic homogeneous isotropic Jacobian. 
In any of the zones which had electrodes there was found to be a change 
of sign between the adjoint and perturbation Jacobians. The hybrid method was 
produced to alleviate this problem by using the perturbation method for the zones 
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with electrodes in them and the potential-corrected adjoint, method' for the remain- 
der. 
Perturbation Method Jacobian 
Homogeneous Neighbourhood of solution 
Adjoint Method Jacobian 
Figure 8.1: A representation of how the methods behave in solution space and how 
different methods of calculating the Jacobian affect Occam's method for calculating 
the inverse problem. 
The results in chapter 6 use a smooth slowly slacking smoothness-constraint. 
The adjoint methods perform well in these conditions better than the perturbation 
method. The hybrid performs well at the beginning, but suddenly diverges. How- 
ever, the best result was obtained by using a much steeper descent of the smoothness- 
constraint and using the perturbation method. Figure 8.1 gives a idea as to how 
the methods behave. None of them actually penetrating the neighbourhood of the 
solution though the perturbation method comes closest. Unfortunately, the pertur- 
bation method is the slowest, even if only a third of the electrodes were current 
electrodes. The perturbation method took seven times as long as the adjoint meth- 
ods whilst the hybrid method took slightly more than twice as long as the adjoint 
methods. 
Chapter 7 demonstrated the differences in the Jacobians. The techniques 
can be directly compared in both the homogeneous and heterogeneous cases. For the 
homogeneous case, the adjoint methods performed well but encountered a problem 
with the sign of the value in the zones with the electrodes. There were also a few 
problems in boundary zones caused by errors in the interpolation of potentials. The 
perturbation method has a pattern of small errors in the lower zones even for the 
homogeneous Jacobians. The hybrid method generates values closest to the result 
of numerical integration of the formula given in section 5.5.2 in x, y, and z. 
'This is a variant on the adjoint method, see section 6.3-4. 
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Hybrid Method Jacobian 
The Jacobians produced by the heterogeneous cases were quite different 
from those produced by the homogeneous case. It follows that the use of the ho- 
mogeneous Jacobian must introduce large errors in typical inversion schemes. It 
was found that there were three types of changes between the heterogeneous and 
homogeneous Jacobians: 
* Diagonal stripes which occurred near large values in the Jacobian, which oc- 
curred in all the methods. 
9 Horizontal stripes which only occurred in the Adjoint and Hybrid methods. 
e Smaller changes in the magnitude of the values. 
The last being caused by the relative values of the resistivity. The diagonal stripes 
are major changes caused by the differences between the resistivity distributions. 
The horizontal stripes are errors likely to be caused by neglecting a term which is 
in fact negligible only when the resistivity distribution changes smoothly2, which 
is not the case. The structure of the Jacobian is dependent on the location of the 
electrodes and the resistivity distribution, which is linked to the current flow and 
thus current density. 
It was found that the adjoint method suffers from large errors for highly 
heterogeneous resistivity distributions. These errors can be explained in part by an 
approximation in the adjoint theory. It has been demonstrated (e. g. Sasaki [1992]) 
that if a set of measurements has errors then a stiffer smoothness-constraint will 
'average' these errors during an inversion. The results in chapter 6 combined with 
the knowledge of errors in heterogeneous Jacobians calculated partly or wholly by 
using the adjoint, lead to the conclusion that a stiffer smoothness constraint will 
also smooth out these errors. This is consistent with the 'smoothed' nature of the 
tomograms presented in the literature (e. g. Sasaki [1992], Loke & Barker [1996b]) 
for test problems where the solution is known. 
A common practice is to use 'approximate' and 'fast' methods for cal- 
culating the Jacobian. Our conclusion is that, on the contrary, greater emphasis 
should be placed on the accuracy of the Jacobian. Therefore a balance should be 
struck between the errors in the measurements and the errors in the Jacobian, we 
have demonstrated that the perturbation method is the most accurate numerical 
method for calculating the Jacobian. It follows that if a fast method, such as the 
2 The resistivity distribution used to model the ground is piecewise constant. 
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adjoint method, is used at the beginning of the inversion then the perturbation 
method should be used for the last few iterations. 
The adjoint methods for calculating the Jacobian would work well on 
anisotropic survey data since effectively the number of zones is tripled. A method 
that is independent of the number of zones will thus have a considerable speed 




The ground is assumed to be a conducting (not necessarily particularly 
conductive) solid. Therefore given that Ohm's Law is 
pJ 
where E is the electrical field and E= -VO, J is the current density and p is the 
resistivity. We occasionally need to consider anisotropic media, which we treat by 
replacing p with a matrix R which is assumed to be positive definite' (resistivity is 
positive). The anisotropic version of Ohm's Law is 
-Vo = RJ (A. 2) 
Also the divergence of the current density over a particular volume is zero unless 
there is a current source/sink present i. e. V. J. However, if in the space being 
modelled there is a current source 1,, it can be shown that 
V. j = 1, (A. 3) 
By rearranging equation (A. 2) to produce a formula for J and substituting into 
equation (A. 3) a form of Poisson's equation is produced. 
V. (KVO) = -I, (A. 4) 
where K= R-1. In Poisson's equation K would normally be a scalar conductivity 
k (or p-1) and I, would be a scalar source term. 
As can be seen in figure A. 1, the space being modelled is a 3D half-space. 
It is assumed that no current flows across the air/ground boundary which is thus a 
'A matrix AER,, xn is positive definite if XTAx >0 for all nonzero xE Rn. Effectively, this 
means that all the eigenvalues are positive. 
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---------------- Ili ------------- Volume of zones 
Figure A. 1: Model of a measurement during an electrical resistivity survey 
Neumann boundary, i. e. 2ý = 0, analogous to an adiabatic boundary in the case of &Z 
heat conduction. 
As a half space is being modelled, the other five boundaries are infinitely 
far from the electrodes. This is not practicable for numerical modelling purposes and 
is overcome by setting the boundaries at a finite but comparatively large distance 
from the survey, and their potential set either at zero or at the analytic homogeneous 
potential value for that point. 
The ground is assumed to be connected and a continuum. The latter 
assumption implies that the microstructure is not of interest. This is not totally 
true: the parts of the micro structure which are of interest are those which have 
noticeable macro effects, e. g. the contents of the pores, the alignment of grains to 
produce anisotropy'. The ground is assumed to be "connected", which is equivalent 
to assuming that there exists a non-arbitrary potential at every point. 
The particular type of survey is used here is pole-dipole surveys. This 
means that the current sink electrode is said to be infinitely far from the other 
electrode. In practice this electrode is set a long way from the survey, and is often 
placed perpendicular to the line of the other electrodes. 
There are various methods of discretising this problem of which a se- 
lection is given in Spitzer & Wurmstich [1995]. However, the version which has 
'This is a similar sort of alignment as is found in liquid crystals. 
151 
been used, is a simple finite difference scheme which only uses the six nearest nodes 
Reece [1986], Williams [1996]. The more complex varieties mentioned by Spitzer & 
Wurmstich [1995] produce a better model but this is often outweighed by the storage 






----* --------------------- 0 ----------------- 
Figure A. 2: One grid cell. This is figure 7.2 from [Reece 1986]. 
Figure A. 2 shows a 2D grid cell (the shaded area) where P is the node 
in the node in the cell. If just the horizontal direction x is considered then the net 
flow of current across the cell is 
kpE 15E -16P - kwp 16P -Ow TE--TP Tp-xý 
XPE - -TWP 
quoted from Reece [1986]. In the above formula, 0. is the potential at a point *, 
'ý"I* - -. U2* 
is the distance between xj* and -12* and 
kpE is the conductivity between 
nodes P and E. From this, a set of simultaneous equations for the potential at 
each node in the grid can be produced and can be written as the matrix equation 
(equation(l. 1)) 
Ax=b 
where the A contains the conductivities (or relative conductivities), b contains the 
sources and boundary conditions and x the vector of values of 0. 
The method used in modelling the measurements during the inversions 
uses two grids. The coarser one models the boundary conditions and the general 
structure and a finer grid to model more accurately the space where the electrodes 
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are positioned. The large grid produces the boundary conditions and the initial 
starting point for fine grid. 
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Appendix B 
Results of Forward Problem 
B. 1 The results of the effect of size on the forward 
problem 
The figures in this first -part of this appendix relate to the first half of 
section 3.2. This related to the size and shape of the forward problems. The task 
was to solve a steady state heat conduction problem. In the task set the grid cells 
were uniform. The conductivity was set a at 1TV/mK and the uniform source was 
set at 100 Joules per M3. The size of the cube was set at 1m3 . The boundaries were 
Dirichet and set at zero, whilst initially all nodes were zero. 
For each method used for solving this problem on a finite difference grid 
there are two graphs. The first, concentrates on size alone, and the second on the 
shape. The lines, which have been fitted, were done to fit the highest order term 
and not the average. As a consequence, only the last four or five data points could 
be used due to the effect of lower order terms, but as can be seen from most of the 
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Figure B. 2: Log-log plot of time taken against the number of nodes in a particular 
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Figure BA: Log-log plot of time taken against the number of nodes in a particular 
direction for Point Iteration. 
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Figure B. 6: Log-log plot of time taken against the number of nodes in a particular 
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Figure B. 8: Log-log plot of time taken against the number of nodes in a particular 














-0.8 L 1.1 
Conjugate Gradient Method 
n*2.64-3.65 
1.15 1.2 1.25 1.3 1.35 1.4 1.45 1.5 1.55 
Logarithm (base 10) of the number of nodes in each direction 
Figure B. 9: Log-log plot for a cube of nodes for the Conjugate Gradient Method. 
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direction for the Conjugate Gradient Method. 
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B. 2 The results of the effect of the resistivity dis- 
tribution on the forward problem 
All the tests are on 12 x 12 x 12 nodes. The boundaries have Dirichet 
(fixed) boundary conditions with the potential at the boundary set at zero. There 
are two current sources. These sources are at (3,5,5) and (7,5,5) therefore these 
are neither central nor to close to the boundaries. The background resistivity is 
lohm/m. 
test Value of source Value of sink Beginning End Resistivity 
number Electrode Electrode of block of block value 
1 1000 -1000 n/a n/a n/a 
2 1000 -1000 (2,5,2) (5,10,4) 1000 
3 1000 -1000 (2,5,2) (5,10,4) 1000 
(8,8,5) (12,12,10) 0.01 
4 1000 -1000 (2,5,2) (5,10,4) 1000 
(8,8,5) (12,12,10) 0.01 
(6,2,6) (8 12 10) 2000 
5 1000 -1000 (2,5,2) (5,10,4) 0.0001 
(8,8,5) (12,12,10) 0.01 
(6,2,6) (8 12 10) 0.01 
6 1000 -1000 (2,5,2) (5,10,4) 0.0001 
(8,8,5) (12,12,10) 0.01 
(6,2,6) (8 12 10) 0.00001 
(11,22) (12,12,10) 100000 
7 1000 -1000 (4,2,2) (6,12,12) 0.0001 
8 0.001 -1000 (4,2,2) (7,12,12) 1000 
9 1000 -1000 (3,2,2) (5,12,12) 100000 
1 (4,2,2) (6,12,12) 0.00001 
1000 -1000 (3,2,2) (5,12,12) 10 
(6,2,2) (8,12,12) 0.1 
The first test is the homogeneous case. The rest have heterogeneous 
resistivity distributions. These heterogeneous blocks which can be described by two 
points (a beginning and an end). If the block is superimposed on another it deletes 
the previous values. 
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B. 3 The results of the starting close to the solu- 
tion 
These are the same tests as described in appendix B. 2 except that each 
has been perturbed by the following (using the same rules for defining the perturbed 









1 (6,2,4) (8,4,6) 1.01 
2 (2,2,2) (4,4,4) 1010 
3 (6,2,6) (8,4,10) 0.0101 
4 (6,2,6) (8,4,10) 2020 
5 (6,2,6) (8,4,10) 0.0101 
6 (6,2,6) (8,4,10) 0.0000101 
7 (4,2,6) (6,4,10) 0.000101 
8 (4,2,6) (6,4,10) 1010 
9 (6,2,6) (8,4,10) 0.0000101 
10 (6,2,6) (8,4,10) 0.101-1 
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Appendix C 
Derivation of Anisotropic Adjoint 
to the Forward Problem 
This appendix runs in parallel to section 5.1.2 and mirrors the first half 
of Park & Van [1991] except this is the anisotropic version. 
Park and Van start not with Poisson's equation but with a pair of coupled 
first order P. D. E. s. By taking equation (5.2) 
PJ + VO =0 
and substituting for -VO in Ohm's Law into Poisson's equation to produce equation 
(5.3) 
V. j = I, 
where p= resistivity, J= current density, 0= electric potential and I, current 
sources and is -o,. The two above equations can be rewritten as equation (5.4) 




where I is a3x3 identity matrix. Let us replace the matrix p! with a more general 
matrix R which describes the resistivity in Cartesian co-ordinates. Equation (5.5) 
is 
V. 0 
R VI [J] 
= 
101 
Perturbation of material properties and field quantities in equation (5.4) 
produces equation (5.6), 
IR V] [bJ] 
= 
[-bRj] 
V. 0 60 0 
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where 6J and bo are first-order quantities. Higher order perturbations are neglected. 
The term neglected at this point is MO. Park and Van next use reciprocity by 
applying the bilinear identity 
UT (IjbV) _ 6VT (D-bv)*1 d7- (Boundary Terms) ds 
to equation (5.6) and the adjoint to equation (5.5). For the above equation, u is the 
solution to the adjoint problem, D is the normal operator, D is the adjoint operator, 
bv is the solution to the normal problem for secondary fields and s is the surface 
enclosing the volume r. This identity is outlined in Lanczos (1961). 
By substituting these 
bv = 
[6j], 
U=R. and u= 




into the left hand side of equation (C. 1) we get 
R V] [6j] 
- [bJ 60] 
_V] dr (C. 2) 
V. 0 60 _V 0 
By multiplying out equation (C. 2) we obtain 
( X. (RO) - J'. Vbo + 6J. (RY) + 6J. VO'- boV. J') dr (C. 3) 
To simplify equation (C. 3), R must satisfy equation (5.9) 
X. (R6J) = 6j. PLY 
(See section 5.1.2 for details. ) 
By applying the identity V. (OJ) = J. VO + OV. J and assuming equation 
(5.9) holds then (C. 3) becomes 
I V. (O'bJ - 60Y) dr (C. 4) 
Using the divergence theorem on the equation (C. 4) it becomes 
60J'). ds (C. 5) 
Therefore (C. 2) equals (C. 5) 
of IR 601 
R [-J'I) dr IV. 
0 60 






60Y) A (C. 6) 
where s is the unit vector normal to the surface. 




J11T where 6 is a source term for the adjoint. If [0 and we expand equation 
(C. 7), the coupled equations are: 
IR V] [J 
I 
(C. 8) 
V. 0 O'l = 
lioll 
This is the adjoint to equation (5.5) which is the adjoint for the system for the more 
general form. For the original proof R is substituted by p! to obtain the adjoint of 
the original system. 
pil + Vol =0 (C. 9) 
and 
VII I= Is (C. 10) 
R-orn the above and equations (5.2) and (5-3) it is easy to see that the 
normal problem is identical to the adjoint problem. However equation (C-6) can be 
further simplified by substituting the right hand side of equation (5.6) for the first 
term and the right hand side of equation (C. 7) for the second term, obtaining 
6.1 di- (0'6J - bOX) ds (C. 11) ir 0 il 
(It should be noted that there is a typographical error in the equivalent equation in 
Park & Van [1991]. They have -6J where it should be -bpJ. ) The boundaries of 
the problem, five of which are chosen to be far enough away for the secondary field 
to be zero and the other is the surface (surface of the earth) cause the secondary 
fields also to vanish because both X and 0 are both parallel to the surface, but s 
is the unit normal to it. Thus all the boundary terms in equation (C. 11) are zero, 
and it can be written as equation (5.7) 
(LRJ). J'dr f Vbo& 
If 1; is a delta function on at the receiver location (xpl, ypi, zpl) then X is the 
current from a point at the receiver location (i. e. a Green's function). This choice 
reduces equation (C. 6) to equation (5.8) 
60 (xpl, ypi, zpl) (fflJ) J. J'dr 
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Appendix D 
Algorithm for Calculating the 
Adjoint Method Jacobian from 
Finite Difference Potential 
This appendix gives the algorithm used for calculating the Adjoint Jaco- 
bian. Equation (5.47) is 
1 no. cells 
JC1, 
x, q, p- 
(JPI, 
x, qp - 
JP2, 
x, q, p) 
bXp-bYp-b-yp 
'7q, r= . 
1: +JCI, y, qp- 
(JPI, 
y, qp - 
JP2, 




+JC1, z, q, p- 
(JP1, 




By substituting equations (5.44), (5.45) and (5.46) into equation (5.47) 
the following is obtained 
1 no. cells (OCl, q, k-I, I, m - 
OCI, 
q, k, l, m) 
Cw, k, t, m 
l7q, r -E 26Yk, l, mbZk, l, m ZCI in r 
+ 
(OCl, 
q, k, l, m - 
OCI, 
q, k+I, I, m) 
Ce, k, l, m 
2bYk, l, mbZk, l, m 
(OPI, 
q, k - 1,1, m - 
OPl, 
q, k, l, m) 
Cw, 
k, l, m 
26yk, l, mbzk, l,, n 
+ 
(OPI, 
q, k, l, m - 
OPl, 
q, k+I, I, m) 
C4!, k, l, m 
26Yk, l, m6Zk, t, m 
(OP2, 
q, k-1,1, m - 
OP2, 
q, k, l, m) 
Cw, k, l, m 
26yk, l,,, 6zk, l, m 
+ 
(OP2, 
q, k, l, m - 
OP2, 
q, k+I, I, m) 
Ce, k, l, m 
26yk, l, mbzk, l, m 
. 
bXk, l, mbYk, l, mbZk, l, m 
+ 
((OCl, 
q, k, 1-1, m - 
OCl, 
q, k, t, m) 
Cn, k, l, m 




q, k, l, m - 
OCI, 
q, k, 1+1, m) 
Cs, k, t, m 
2bXk, l, mbZk, l, m 
(((OPI, 
q, k, I-I, M - 
OPI, 
q, k, l, m) 
Cn, 
k, l, m 
2bXk, l, m6Zk, t, m 
+ 
(OPI, 
q, k, l, m - 
OPI, 
q, k, I+I, m) 
Cs, k, i, m 
26Xk, t, mbZk, l, m 
(OP2, 
q, k, I-I, m - 
OP2, 
q, k, l, m) 
Cn, k, l, m 
26-Tk, t, m6Zk, t, m 
+ 
(OP2, 
q, k, t, m - 
OP2, 
q, k, I+I, m) 
Ca, k, t, m 
26Xk, i, m6Zk, l, m 
-bYk, l, mbXk, l, m6Zk, l, m 
(OCI, 
q, k, l, m-1 - 
OCI, 
q, k, l, m) 
Ct, k, l, m 
bXk, l, m6Yk, t, m 
+ 
(OCl, 
q, k, l, m - 
OCl, 
q, k, l, m+l) 
Cb, 
k, l, m 
bXk, l, mbYk, l, m 
(OPI, 
q, k, t, rn-I - 
Opi, 
q, k, l, m) 
Ct, k, l, m 
bXk, l, m6Yk, l, m 
+ 
(OPl, 
q, k, l, m - 
OPI, 
q, k, l, m+l) 
Cb, k, l, m 
bXk, t, m6Yk, l, m 
(OP2, 
q, k, l, m-1 - 
OP2, 
q, k, l, m) 
Ct, k, t, m 
bXk, t, mbYk, l, m 
+ 
(OP2, 
q, k, l, m - 
OP2, 
q, k, i, m+l) 
Cb, k, l, m 
bXk, l, m6Yk, t, m 
-bZk, l, m6Xk, l, m6Yk, t, m) (D. 1) 




q, k-I, I, m - 
OCI, 
q, k, l, m) 
Cw, k, l, m 
ZCI in r 
+ (OCI, q, k, l, m - 
OCI, 
q, k+1,1, m) 
Ce, 
k, l, m) 
OPl, 
q, k, l, m) 
Cw, k, l, m 
(OPl, 
q, k, t, m - 
OPl, 
q, k+1,1, m) 
Ce, k, l, m) 
- 
((OP2, 
q, k-I, I, m - 
OP2, 
q, k, l, m) 
Cw, k, l, m 
+ (OP2, q, k, l, m - 
OP2, 
q, k+l, i, m) 
Ce, k, l, m)) 
bxk, l, m 
4bYk, l, mbZk, l, rn 
+ ((OCI, q, k, I-I, m - 
OCI, 
q, k, l, m) 
Cn, k, 1,7n 
+ (OCI, q, k, l, m - 
OCI, 
q, k, 1+1, m) 
C,, k, l, m) 
(((OPI, 
q, k, 1-1, ln - 
OPl, 
q, k, l, m) 
Cn, k, l, m 
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OPI, 
q, k, 1+1, m) 
C,, k, l, m) 
- 
((OP2, 
q, k, I-I, m - 
OP2, 
q, k, l, m) 
Cn, k, l, m 
+ (OP2, q, k, l, m - 
OP2, 
q, k, I+I, m) 
C,, k, t, m)) 
bYk, t, m 
46Xk, l, mbZk, l, m 
((OCI, 
q, k, l, m-1 - 
OCl, 
q, k, l, m) 
Ct, k, l, m 
+ (OCI, q, k, l, m - 
OCI, 
q, k, l, m+l) 
Cb, k, l, m) 
- 
(((OP1, 
q, k, l,? 7z-l - 
OPI, 
q, k, l, m) 
Ct, k, l, m 
+ (OPI, q, k, l, m - 
OPI, 
q, k, l, m+l) 
Cb, k, l, m) 
- 
((OP2, 
q, k, l, m-1 - 
OP2, 
q, k, t, m) 
Ct, k, l, m 
+ (OP2, q, k, l, m - 
OP2, 
q, k, l, m+l) 
Cb, k, l, m)) 
bZk, [, m (D. 2) 
46Xk, l, mbY-k, l, m 
) 
Equation (D. 2) was implemented and the results of this are displayed 
in chapter 6 and the Jacobians shown in chapter 7. However, some explanation of 
the subscripts is in order, k, 1, m are the indices of the nodes in the finite difference 
grid. They are not related to the zones but to a grid covering all the zones. The 
summation is over all the nodes within a zone, therefore there is no limit on the 
shape or size of the zone. All this information is contained within r. C1, PI 
and P2 are the electrodes and in conjunction with q define which electrode in the 
electrode array, is the current source for the potentials. n, s, e, w, t and b are 
the direction for the conductivities and correspond to north, south, east, west, top 
and bottom. The whole expression is normalised by ic, as the current can change 
between measurements, but for the example used in Chapter 6 ic, is a constant. 
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Appendix E 
Derivation of Adjoint Jacobian for 
Pole-Pole Surveys 
This appendix is an extension of the work done in Park & Van [1991], and 
it will follow the derivation in section 5.3.2 and 5.4.1 also the analytical homogeneous 
formula will be given at the end of this appendix. 
Starting from equation (5.24) 
19Fq [M] bVq, r 
5mr 6p, 
bVq,, is just a potential at the P1. Therefore equation (5.25) becomes 
6OPl, 
q, r (E. 1) r bp,. ici 
Now by substituting equations (5.7) and (5.27) into equation (E. 1) produces 





S'Zq, r= 6pic, 
(E. 2) 





q) -( Pl, q) d7r (E. 3) 
Zcl r,. 






q) dr, (E. 4) q, rr Ici T 




EJq, Cl-Jq, PlbXbYbZ (E. 5) Zcl 'r 
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Expanding the scalar product, 
1 noxells 
JC1, 
x, qp-JPI, x, qpbXp-bYp-bZp 
Jq, 
r =-1: 




z, q, p-JP1, z, q, pbXp-bYp-bZp) 
The actual algorithm can be produced by substituting equations (5.44), (5.45) and 
(5.46) into equation (E. 6) to obtain the pole-pole version of equation (D. 1). This 
can be simplified to give the pole-pole equivalent to equation (D. 2). 
The pole-pole equivalent to equation (5.54) 
ZC1, q f 
Z"I" yx 
Jq, 
r -- -ý7r2 j 
Zb ". 
lYb 
". Xb, r 
((X-XCI, 













(x-zpl,,, ) 1\ 
dx. dy. dz (E. 7) 




Derivation of Adjoint Jacobian for 
Dipole-Pole Surveys 
This appendix contains the derivation of the adjoint Jacobian for dipole- 
pole surveys and as such will mirror the derivation in chapter 5. This will follow 
the derivation in section 5.3.2 and 5.4.1. The analytical homogeneous formula will 
be given at the end of this appendix. 











r is just a potential at the P1. Therefore equation (5.25) becomes 
6OPl, 
q, r (F. 1) bpric, 
Now by substituting equations (5-12) and (5.27) into equation (F. 1) produces 
Jq, 
r - 





q) d7-r (F. 2) bpric, 
















q) dr,. (F. 4) , -Zq, r p %Cl 








Expanding the scalar products, 
1 no. cells 
(Jcl, 
x, qp - 
JC2, 
x, q, p) -JPI, x, q, pbXp-bYp-bZp 
Jq, 
r = -- 
+ (JCI, y, q, p - 
JC2, 





z, q, p - 
JC2, 
z, q, p) -JP1, z, q, p6Xp-bYp-bZp 
) 
The actual algorithm can be produced by substituting equations (5.44), (5.45) and 
(5-46) into equation (F. 6) to obtain the dipole-pole version of equation (D. 1). This 
can be simplified to give the dipole-pole equivalent to equation (D. 2). 
The dipole-pole equivalent to equation (5.54) 
IC1, q f 
j7r2 j 
lYb 
zb" r xb" 






4r)2+(Y_Vpl, 9)2 +(Z-ZPI, q 
)2) 
((X-XC2, 








X_Xpl, q)2 +(Y-YPI. q 
)2+(Z_ZPI, 
9)2NT 
dx. dy. dz (F. 7) 




Derivation of Adjoint Jacobian for 
Dipole-Dipole Surveys 
This appendix contains the derivation of the Adjoint Jacobian for dipole 
- dipole surveys and as such will mirror the derivation in chapter 5. This will 
refer follow the derivation in section 5.3.2 and 5.4.1 also the analytical homogeneous 
formula will be given at the end of this appendix. 






























which can be simplified to 








q) dr, (G. 3) 
Ici 







1, q - 
JI 
2, q) drr (G. 4) pp %cl 





(Jq, Cl - Jq, C2) - 
(Jq, PI - JP2, q) 
bXbYbZ (G. 5) ZCI 
7- 
Expanding out the dot product produces 
-- 
1 no, ýIs 
(JC1, 
x, q, p - 
JC2, 
x, q, p) -JPI,. x, q, pbXp-bYp-bZp 
l7q, r ": -- 
+ (JCI, 
y, qp - 
JC2, 




z, qp - 
JC2, 
z, qp) - 
JPI, 





The actual algorithm can be produced by substituting equations (5.44), (5.45) and 
(5.46) into equation (G. 6) to obtain the dipole-pole version of equation (D. 1). This 
can be simplified to give the dipole-dipole equivalent to equation (D. 2). 
The dipole-dipole equivalent to equation (5.54) 
zy Xe, r ZCI, q 
f el" 
: F7r2 JZb. 
r 















q x _Zpl, q)2) 
((X-XC2, 
q)(X-XPI, q)+(Y-YC2, q)(Y-YPI, q)+(Z-ZC2, q)(Z-ZPI, q)) --T 







q 1 9)2) 
((X-XCI, 











)2+ (Z-ZP2,9 )2) 
((X-XC2, 







)2)1 ((X--TP2,11 )2+ (Y-YP2, 
q)2+(Z-ZP2,9) 
2 
. dx. dy. dz (G. 7) 
This is the equation which has to be solved to produce the analytic homogeneous 
case. Note, this is effectively four pole - pole surveys joined together. 
173 
Appendix H 
Results of Inversions 
H-1 Table of the first two measurements for the 
homogeneous Jacobian 
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Meas. Zone Brute Force Adjoint Adjoint mes Adjoint pot 
1 1 -. 6137E-04 -. 6309E-04 -. 5818E-04 -. 5382E-04 
1 2 . 8042E-03 -. 4012E-04 -. 3699E-04 -. 3834E-04 
1 3 . 7872E-02 . 1328E-01 . 1225E-01 . 1326E-01 
1 4 . 2126E-03 . 1969E-03 . 1815E-03 . 1940E-03 
1 5 . 1296E-04 . 1014E-04 . 9354E-05 . 1022E-04 
1 6 . 3217E-05 . 2060E-05 . 19OOE-05 . 2074E-05 
1 7 . 1104E-05 . 6324E-06 . 5831E-06 . 6454E-06 
1 8 . 4595E-06 . 2430E-06 . 2241E-06 . 2510E-06 
1 9 . 2178E-06 . 1086E-06 . 1002E-06 . 1125E-06 
1 10 . 1126E-06 . 5407E-07 . 4986E-07 . 5572E-07 
11 . 6183E-07 . 2902E-07 . 2676E-07 . 2965E-07 
12 . 3546E-07 . 1639E-07 . 1511E-07 . 1657E-07 
1 13 . 2102E-07 . 9512E-08 . 8771E-08 . 9515E-08 
1 14 . 1280E-07 . 5521E-08 . 5091E-08 . 5464E-08 
1 15 . 7984E-08 . 3061E-08 . 2823E-08 . 3002E-08 
1 16 . 1139E-07 . 1586E-08 . 1463E-08 . 1629E-08 
1 17 -. 3863E-04 -. 7333E-04 -. 6762E-04 -. 6326E-04 
1 18 -. 3326E-03 -. 5481E-03 -. 5054E-03 -. 5440E-03 
1 19 -5993E-02 . 5715E-02 . 5270E-02 . 5683E-02 
1 20 . 1841E-03 . 2087E-03 . 1925E-03 . 2062E-03 
1 21 . 1469E-04 . 1695E-04 . 1563E-04 . 1733E-04 
1 22 . 2943E-05 . 3637E-05 . 3354E-05 . 3742E-05 
1 23 . 8061E-06 . 1162E-05 . 1072E-05 . 1203E-05 
1 24 . 2769F, 06 . 4584E-06 . 4227E-06 . 4769E-06 
1 25 . 1133E-06 . 2082E-06 . 1919E-06 . 2164E-06 
1 26 . 5276E-07 . 1046E-06 . 9646E-07 . 1080E-06 
27 . 2695E-07 . 5651E-07 . 5211E-07 . 
5781E-07 
28 . 1472E-07 . 3205E-07 . 
2955E-07 . 3243E-07 
29 . 8458E-08 . 1866E-07 . 1721E-07 . 
1868E-07 
30 . 5054E-08 . 1085E-07 . 1001E-07 . 
1075E-07 
1 31 . 3120E-08 . 6023E-08 . 5554E-08 . 
5911E-08 





I . 3180E-08 
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Mea. s. Zone Brute Force Adjoint Adjoint mes Adjoint pot 
33 -. 2216E-04 -. 4901E-04 -. 4519E-04 -. 4211E-04 
34 -. 1614E-03 -. 1729E-03 -. 1594E-03 -. 1680E-03 
35 . 9888E-03 . 9906E-03 . 9134E-03 . 9676E-03 
36 . 8694E-04 . 1059E-03 . 9766E-04 . 1048E-03 
37 . 8283E-05 . 1340E-04 . 1235E-04 . 1386E-04 
38 . 1851E-05 . 3219E-05 . 2968E-05 . 3368E-05 
39 . 5947&06 . 1081E-05 . 9969E-06 . 1131E-05 





41 . 9903E-07 . 2016E-06 . 1859E-06 . 2102F, 06 
1 42 . 4783E-07 . 1022E-06 . 9423E-07 . 1057E-06 
1 43 . 2499E-07 . 5550E-07 . 5118E-07 . 5683E-07 
1 44 . 1386E-07 . 3159E-07 . 2913E-07 . 3199E-07 
1 45 . 8045E-08 . 1843E-07 . 1700E-07 . 1846E-07 
1 46 . 4841E-08 . 1073E-07 . 9899E-08 . 1063F, 07 
1 47 . 3004E-08 . 5956E-08 . 5493E-08 . 5847E-08 
1 48 . 1167E-08 . 3013E-08 . 2778E-08 . 31OOE-08 
1 49 -. 4401E-04 -. 2467E-04 -. 2275E-04 -. 2155E-04 
1 50 -. 5147E-04 -. 4831E-04 -. 4455E-04 -. 4540E-04 
1 51 . 2304E-03 . 2097E-03 . 1934E-03 . 2009E-03 
1 52 . 5662E-04 . 5010E-04 . 4620E-04 . 5185F, 04 
1 53 . 1342E-04 . 9773E-05 . 9012E-05 . 1055E-04 
1 54 . 4526E-05 . 2795E-05 . 2577E-05 . 3012E-05 
1 55 . 1805F, 05 . 1008E-05 . 9299E-06 . 1071E-05 
1 56 . 8114E-06 . 4218E-06 . 3890E-06 . 4443E-06 
57 . 4004E-06 . 1976E-06 . 1822E-06 . 2065E-06 
58 . 2118E-06 . 1010E-06 . 9316E-07 . 
1046E-06 
59 . 1179E-06 . 5515E-07 . 5086E-07 . 
5648E-07 
60 . 6823E-07 . 3150E-07 . 2905F, 
07 . 3189E-07 
61 . 4069E-07 . 1843E-07 . 1699E-07 . 
1845E-07 
62 . 2489E-07 . 1075E-07 . 9916E-08 . 
1065F, 07 
63 . 1557E-07 . 5977E-08 . 5511E-08 . 
5865E-08 




. 2797E-08_ . 3121E-08 
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Meas. Zone Brute Force Adjoint Adjoint mes Adjoint pot 
1 65 -. 5582E-05 -. 1440E-04 -. 1328E-04 -. 1442E-04 
1 66 -. 3680E-05 -. 1489E-04 -. 1373E-04 -. 1425E-04 
1 67 . 5331E-04 . 6162E-04 . 5682E-04 . 5857E-04 
1 68 . 1775E-04 . 2512E-04 . 2316E-04 . 2702E-04 
1 69 . 5896E-05 . 6954E-05 . 6412E-05 . 7578E-05 
1 70 . 1902E-05 . 2273E-05 . 2096E-05 . 2452E-05 
1 71 . 6434E-06 . 8723E-06 . 8044E-06 . 9297E-06 
1 72 . 2445E-06 . 3792E-06 
I 
. 3496E-06 . 4009E-06 
73 . 1051E-06 . 1823E-06 . 1681E-06 . 1911E-06 
74 . 5020E-07 . 9496E-07 . 8756E-07 . 9852E-07 
75 . 26OOE-07 . 5254E-07 . 4845E-07 . 5388E-07 
76 . 1432E-07 . 3032E-07 . 2796E-07 . 3072E-07 
77 . 8270E-08 . 1788E-07 . 1649E-07 . 1792E-07 
78 . 4957E-08 . 1051E-07 . 9690E-08 . 1042E-07 
79 . 3066E-08 . 5881E-08 . 5423E-08 . 
5778F, 08 
80 . 1201E-08 . 3033E-08 . 2797E-08 . 
3138E-08 
81 -. 5035E-05 -. 1117E-04 -. 1030E-04 -. 1146E-04 
82 -. 8229E-05 -. 6651F, 05 -. 6133E-05 -. 6060E-05 
83 . 2182E-04 . 2699E-04 . 2489E-04 . 2468E-04 
84 . 1138E-04 . 1448E-04 . 1335E-04 . 1594E-04 
85 . 2974E-05 . 5033E-05 . 4641E-05 . 5453E-05 
86 . 9287E-06 . 1836E-05 . 1693E-05 . 1976E-05 
87 . 3580E-06 . 7496E-06 . 6912E-06 . 
8020E-06 
88 . 1571E-06 . 3395E-06 I . 3131E-06 . 3GO6E-06 
89 . 7548E-07 . 1679E-06 . 1548E-06 . 
1767E-06 
90 . 389GE-07 . 8912E-07 . 8218E-07 . 
9272E-07 
91 . 2128E-07 . 4997E-07 . 
4608E-07 . 5134E-07 
92 . 1217E-07 . 2910E-07 . 
2683E-07 . 2953E-07 
93 . 7212E-08 . 1727E-07 . 1592E-07 . 
1732E-07 
94 . 4404E-08 . 1018E-07 . 
9389E-08 . 1010E-07 
95 . 2761E-08 . 5695E-08 . 
5252E-08 . 5599E-08 
96 . 1090E-08 
I 
. 2801E-08 
I . 2583E-08 I . 2907E-08 
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Meas. Zone Brute Force Adjoint Adjoint mes Adjoint pot 
97 -. 2374E-04 -. 2151E-04 -. 1983E-04 -. 2235E-04 
98 -. 8022E-05 -. 9307E-05 -. 8582E-05 -. 7502E-05 
99 . 2572E-04 . 2365E-04 . 2181E-04 . 1989E-04 
100 . 2221E-04 . 2061E-04 . 1901E-04 . 2187E-04 
101 . 1198E-04 . 1123E-04 . 1036E-04 . 1218E-04 
102 . 6187E-05 . 5689E-05 I . 5246E-05 . 6216E-05 
1 103 . 3243E-05 . 2934E-05 . 2706E-05 . 3204E-05 
1 104 . 1754E-05 . 1574E-05 . 1451E-05 . 1705E-05 
1 105 . 9824E-06 . 8815E-06 . 8129E-06 . 9427E-06 
1 106 . 5672E-06 . 5137E-06 . 4737E-06 . 
5409E-06 
1 107 . 3361E-06 . 3093E-06 . 2852E-06 . 
3206E-06 
1 108 . 2035E-06 . 1907E-06 . 1759E-06 . 1946E-06 
1 109 . 1255E-06 . 1188E-06 . 109GE-06 . 1196E-06 
1 110 . 7866E-07 . 7323E-07 . 6752E-07 . 7279E-07 
1 111 . 5011E-07 . 4272E-07 . 3940E-07 . 
4209E-07 
1 112 . 6041E-07 . 2246E-07 . 2071E-07 . 
2383E-07 
2 1 -. 1139E-04 -. 8491E-05 -. 7829E-05 -. 7650F, 05 
2 2 -. 3923E-04 -. 3818E-04 -. 3520E-04 -. 3617F, 04 
2 3 . 8047E-03 -. 4220E-04 -. 3891E-04 -. 
4041E-04 
2 4 . 7871E-02 . 1328E-01 . 1225E-01 . 
1326E-01 
2 5 . 2126E-03 . 1966E-03 . 1813E-03 . 
1937E-03 
2 6 . 1294E-04 . 1013E-04 . 9344E-05 . 
1021E-04 
2 7 . 3206E-05 . 2058E-05 . 1898E-05 . 2071E-05 
2 8 . 1099E-05 . 6312E-06 I . 5820E-06 . 6438E-06 
2 9 . 4572E-06 . 2419E-06 . 2230E-06 . 
2496E-06 
2 10 . 2166E-06 . 1076E-06 . 
9920E-07 . 1113E-06 
2 11 . 1120E-06 . 5304E-07 . 
4890E-07 . 5461E-07 
2 12 . 6154E-07 . 2800E-07 . 
2582E-07 . 2857E-07 
2 13 . 3532E-07 . 1535E-07 . 
1415E-07 . 1549E-07 
2 14 . 2098E-07 . 8434E-08 . 
7776E-08 . 8418E-08 
2 15 . 1283E-07 
I 




Meas. Zone Brute Force Adjoint Adjoint mes Adjoint pot 
2 16 . 1787E-07 . 1466E-08 . 1352E-08 . 1608E-08 
2 17 -. 5372E-05 -. 1235E-04 -. 1139E-04 -. 1191E-04 
2 18 -. 4449E-04 -. 5613E-04 -. 5175E-04 -. 5375E-04 
2 19 -. 3338E-03 -. 5358E-03 -. 4941E-03 -. 5318E-03 
2 20 . 5993E-02 . 5714E-02 . 5268E-02 . 5682E-02 
2 21 . 1849E-03 . 2083E-03 . 1921E-03 . 2058E-03 
2 22 . 1470F, 04 . 1694E-04 . 1562E-04 . 1731E-04 
2 23 . 2937E-05 . 3634E-05 . 3351E-05 . 3737E-05 
2 24 . 8034E-06 . 1160E-05 
I . 1070E-05 . 1200E-05 
2 25 . 2757E-06 . 4563E-06 . 4207E-06 . 4743E-06 
2 26 . 1128E-06 . 2061E-06 . 1900E-06 . 2140E-06 
2 27 . 5252E-07 . 1026E-06 . 9459E-07 . 1058E-06 
2 28 . 2683E-07 . 5450E-07 . 5025E-07 . 5567E-07 
2 29 . 1468E-07 . 30OOE-07 . 2766E-07 . 3031E-07 
2 30 . 8458E-08 . 1653E-07 . 1524E-07 . 1651E-07 
2 31 . 5080E-08 . 8596E-08 . 7925E-08 . 
8505E-08 
2 32 . 1940E-08 . 2813E-08 . 2594E-08 . 
3096E-08 
2 33 -. 3260E-05 -. 1002E-04 -. 9240E-05 -. 1012E-04 
2 34 -. 2554E-04 -. 3497E-04 -. 3224E-04 -. 3345E-04 
2 35 -. 1598E-03 -. 1724E-03 -. 1589E-03 -. 1675E-03 
2 36 . 9882E-03 . 9896E-03 . 9124E-03 . 9667E-03 
2 37 . 8671E-04 . 1057E-03 . 9745E-04 . 1046E-03 
2 38 . 8265E-05 . 1338E-04 . 1234E-04 . 
1384E-04 
2 39 . 1845E-05 . 3217E-05 . 2966E-05 . 3364E-05 
2 40 . 5923E-06 . 1079E-05 I . 9949E-06 . 1128E-05 
2 41 . 2262E-06 . 4356E-06 . 4016E-06 . 4553E-06 
2 42 . 9856E-07 . 1996E-06 . 1841E-06 . 
2079E-06 
2 43 . 4761E-07 . 1002E-06 . 9240E-07 . 
1036E-06 
2 44 . 2489E-07 . 5351E-07 . 
4934E-07 . 5472E-07 
2 45 . 1382E-07 . 2955E-07 . 
2725E-07 . 2988E-07 
2 46 . 8044E-08 . 1631E-07 . 
1504F, 07 . 1630E-07 
2 47 . 4866E-08 . 8482E-08 . 7821E-08 . 
8395E-08 
2 48 . 1866E-08 . 2688E-08 
I 
. 2478E-08 
I . 2971E-08 
179 
Meas. Zone Brute Force Adjoint Adjoint mes Adjoint pot 
2 49 -. 1469E-04 -. 7642E-05 -. 7046E-05 -. 8352E-05 
2 50 -. 2233E-04 -. 1982E-04 -. 1827E-04 -. 1984E-04 
2 51 -. 5271E-04 -. 4738E-04 -. 4368E-04 -. 4446E-04 
2 52 . 2298E-03 . 2091E-03 . 1928E-03 . 2003E-03 
2 53 . 5648E-04 . 4999E-04 . 4609E-04 . 
5173E-04 
2 54 . 1337E-04 . 9764E-05 . 9003E-05 . 
1054E-04 
2 55 . 4506E-05 . 2793E-05 . 2576E-05 . 
3009E-05 
2 56 . 1797E-05 . 1007E-05 
I 
. 9282E-06 . 1068E-05 
2 57 . 8073E-06 . 4200E-06 . 3873E-06 . 
4420E-06 
2 58 . 3983E-06 . 1957E-06 . 1805E-06 . 
2044E-06 
2 59 . 2107E-06 . 9914E-07 . 9141E-07 . 
1025E-06 
2 60 . 1173E-06 . 5324E-07 . 4909E-07 . 
5445E-07 
2 61 . 6796E-07 . 2951E-07 . 2721E-07 . 
2983E-07 
2 62 . 4061E-07 . 1634E-07 . 1507E-07 . 
1632E-07 
2 63 . 2493E-07 . 8524E-08 . 
7859E-08 . 8434E-08 
2 64 . 3487E-07 . 2757E-08 . 
2542E-08 . 3041E-08 
2 65 -. 2579E-05 -. 5552E-05 -. 5119E-05 -. 6169E-05 
2 66 -. 7687E-05 -. 1178E-04 -. 1086E-04 -. 1219E-04 
2 67 -. 5026E-05 -. 1594E-04 -. 1470E-04 -. 1531E-04 
2 68 . 5341E-04 . 6123E-04 . 5646E-04 . 
5818E-04 
2 69 . 1784E-04 . 2506E-04 . 2311E-04 . 
2696E-04 
2 70 . 5892E-05 . 6950E-05 . 
6408E-05 . 7571E-05 
2 71 . 1897E-05 . 2272E-05 . 2095E-05 . 
2450E-05 
2 72 . 6409E-06 . 8711E-06 
I . 8032E-06 . 9277E-06 
2 73 . 2434E-06 . 3777E-06 . 3482E-06 . 
3990E-06 
2 74 . 1046E-06 . 1807E-06 . 
1666E-06 . 1893E-06 
2 75 . 4996E-07 . 9328E-07 . 
8600E-07 . 9667E-07 
2 76 . 2589E-07 . 5079E-07 . 
4683E-07 . 5201E-07 
2 77 . 1428E-07 . 2846E-07 . 
2624E-07 . 2880E-07 
2 78 . 8267E-08 . 1590E-07 . 
146GE-07 . 1590E-07 
2 79 . 4980E-08 . 8373EL08 . 
7721E-08 . 8296E-08 





I . 3118E-08 
180 
Meas. Zone Brute Force Adjoint Adjoint mes Adjoint pot 
2 81 -. 1368E-05 -. 4452E-05 -. 4105E-05 -. 4864E-05 
2 82 -. 5167E-05 -. 6925E-05 -. 6385E-05 -. 7278E-05 
2 83 -. 8286E-05 -. 8556E-05 -. 7889E-05 -. 7962E-05 
2 84 . 2181E-04 . 2680E-04 . 2471E-04 . 2449E-04 
2 85 . 1134E-04 . 1446E-04 . 1333E-04 . 1591E-04 
2 86 . 2961E-05 . 5031E-05 . 4639E-05 . 5450E-05 
2 87 . 9244E-06 . 1835E-05 . 1692E-05 . 1975E-05 
2 88 . 3562E-06 . 7487E-06 
I 
. 6903E-06 . 8003E-06 
2 89 . 1563E-06 . 3382E-06 . 3118E-06 . 3589E-06 
2 90 . 7509E-07 . 1664E-06 . 1534E-06 . 
1749E-06 
2 91 . 3876E-07 . 8753E-07 . 8070E-07 . 
9095E-07 
2 92 . 2119E-07 . 4827E-07 . 4451E-07 . 
4953E-07 
2 93 . 1213E-07 . 2729E-07 . 2516E-07 . 2764E-07 
2 94 . 7209E-08 . 1532E-07 . 1412E-07 . 
1533E-07 
2 95 . 4424E-08 . 8061E-08 . 7432E-08 . 
7992E-08 
2 96 . 1730E-08 . 2452E-08 
I . 2261E-08 . 
2758E-08 
2 97 -. 1340E-04 -. 1203E-04 -. 1109E-04 -. 1297E-04 
2 98 -. 1180E-04 -. 1194E-04 -. 11OIE-04 -. 1233E-04 
2 99 -. 8552E-05 -. 9426E-05 -. 8691E-05 -. 7626E-05 
2 100 . 2548E-04 . 2361E-04 . 2177E-04 . 
1983E-04 
2 101 . 2206E-04 . 2062E-04 . 1901E-04 . 
2187E-04 
2 102 . 1190E-04 , . 1124E-04 1 . 1037E-04 . 
1218E-04 
2 103 . 6147E-05 . 5697E-05 . 5253E-05 . 
6220E-05 
2 104 . 3222F, 05 . 2937E-05 . 2708E-05 . 
3204E-05 
2 105 . 1743E-05 . 1573E-05 . 1451E-05 . 
1702E-05 
2 106 . 9763E-06 . 8783E-06 . 
8098E-06 . 9379E-06 
2 107 . 5638E-06 . 5085E-06 . 
4688E-06 . 5347E-06 
2 108 . 3342E-06 . 3024E-06 . 
2788E-06 . 3129E-06 
2 109 . 2025E-06 . 1821E-06 . 
1679E-06 . 1855E-06 
2 110 . 1251E-06 . 1083E-06 . 
9981E-07 . 1087E-06 
2 111 . 7868E-07 . 6033E-07 . 
5562E-07 . 6003E-07 
[2 112 . 9336E-07 . 2236E-07 
I 
. 2062E-07 
I . 2549E-07 
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Appendix I, 
Contents of CDROM 
(This contains the C code used in testing the 
methods used to solve the Forward Problem) 
Comp--inv (The codefor Complete Inversion) 
Point-iter (The code for Point Iteration) 
Line_iter (The code for Line Iteration) 
Panel-iter (The code for Panel Iteration) 
Con-grad (The code for Conjugate Gradient) 
tests (This contains the test inputfiles) 
an (This contains the 
Fortran files totally or partly written 
by the present author which are designed to link in 
with the programs written by A Jackson. ) 
e (This contains the Maplefiles used in *ýmwsfbrmat) 
text (This contains the text version of the Maple 
files so that they may be used in any version ofMaple. ) 
Its (This contains the results and some of the Jacobians 
from solving the test Inverse Problem) 
Adjoint-m (Uncorrected Adjoint Method) 
Mea. adj-m (Measurement Corrected Adjoint Method) 
Pot-adj-m (Potential Corrected Adjoint Method) 
Hybrid-m (HybridMethod) 
Pert_m (Perturbation Method) 
S 
Plot-jac (The picture filesfor the images of the Jacobians 




Si=818a. for (The parts written by the present author 
are marked as "*****new to L7a". This 
is part on a program to calculate the 
potential-correction. ) 
jTdma-v4. for (The present author wrote only procedure 
tdmarl. This is the point iteration code 
for theforward solver. ) 
usr7fun8. for (This was mostly written by the author. It 
is the main part of the uncorrected adjoint 
Jacobian program. ) 
usr7fu8a. for (This was mostly written by the author. It 
is the main part of the potential 
corrected adjoint Jacobian program. ) 
usr7fu8h. for (These are the main part of two hybrid 
& usr7fu8i. for methods developedfrom the above two 
procedures by the present author. ) 
The all the files in the C directory were written by the present author. 
However, the direct solver engine is based on a 2D direct solver written in Pascal 
by G. Reece. 
It is hoped that most file titles will be self-explanatory. Each directory 
has a readme. txt file which will distinguish all the different files. However, there are 
various file type which may not be self-explanatory. These are: - 
9 *. jac are binary files which contain the Jacobian (usually produced by the 
Perturbation Method. 
e *. ada are binary files which contain the Jacobian produced by an adjoint 
method. 
e *. asc are text files of Jacobians (note: these are 2Mb files) 
*.??? where ??? is a3 digit number indicating the measurement number and 
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