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Coarse-to-fine theories of vision propose that the coarse information carried by the low spatial frequencies (LSF)
of visual input guides the integration of finer, high spatial frequency (HSF) detail. Whether and how LSF mod-
ulates HSF processing in naturalistic broad-band stimuli is still unclear. Here we used multivariate decoding of
EEG signals to separate the respective contribution of LSF and HSF to the neural response evoked by broad-band
images. Participants viewed images of human faces, monkey faces and phase-scrambled versions that were either
broad-band or filtered to contain LSF or HSF. We trained classifiers on EEG scalp-patterns evoked by filtered
scrambled stimuli and evaluated the derived models on broad-band scrambled and intact trials. We found reduced
HSF contribution when LSF was informative towards image content, indicating that coarse information does guide
the processing of fine detail, in line with coarse-to-fine theories. We discuss the potential cortical mechanisms
underlying such coarse-to-fine feedback.1. Introduction
Naturalistic visual input contains a wide range of spatial frequencies
(SF) that are closely correlated in space and that are processed in an
integrative fashion to support visual perception. Several theories have
proposed that the visual system integrates visual input in a coarse-to-fine
(CtF) manner. In this framework, coarse, low spatial frequency (LSF)
information is processed first and quickly projects from primary visual
cortex to higher level visual areas, which generate a feedback signal that
subsequently guides the processing of finer-grained high spatial fre-
quency (HSF) information (Marr, 1982; Watt, 1987; Schyns and Oliva,
1994; Bullier, 2001; Bar, 2003, 2004; Bar et al., 2006; Hegde, 2008). For
example, when you look at a dog, its general shape, carried by LSF, helps
with the integration of finer details carried by HSF, such as the individual
hairs of the dog's fur. Using LSF information to guide HSF processing is
feasible, because both ranges are strongly correlated in natural images
(i.e. the shape of a dog restricts where the fur can be). CtF strategies have
been shown to be highly beneficial in terms of both speed and efficiency
in many computer vision applications (e.g. Burt, 1988; Gavrila and
Philomin, 1999; Zhou et al., 2013; Zhang et al., 2014), as well as in
computational models of higher level vision (Kay and Yeatman, 2017).
But despite an abundance of evidence for coarse over fine precedence in
response to simple (see e.g. Jones and Keck, 1978; Parker, 1980;Petras).
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vier Inc. This is an open access arMusselwhite and Jeffreys, 1985; Parker and Dutch, 1987; Watt, 1987;
Hughes et al., 1996; Mihaylova et al., 1999; Mazer et al., 2002 for dots,
lines and gratings), as well as to more complex stimuli like faces and
natural scenes (Parker et al., 1992, 1997; Schyns and Oliva, 1994; Halit
et al., 2006; Peyrin et al., 2006; Vlamings et al., 2009; Goffaux et al.,
2010; Lu et al., 2018), direct evidence for coarse-to-fine integration is
still scarce. Coarse to fine integration requires not only that coarse image
information is processed quicker than finer details, but also that this
initial processing influences later stages of HSF information integration.
To be beneficial, CtF integration should reduce either the required pro-
cessing time and/or the metabolic cost of visual processing by alleviating
resources from processing redundant detail information. In order to
experimentally investigate CtF integration, several fundamental charac-
teristics of natural visual input need to be mimicked. A first characteristic
is that natural images are broad-band, i.e. they contain a combination of
both low and high spatial frequencies. Second, the different ranges of SF
composing an image are highly correlated in space: without such corre-
lation (i.e., if LSF offers no information on the content of HSF), CtF
integration is not computationally advantageous. Finally, natural images
follow a roughly 1/SFα amplitude spectrum: the LSF components of a
natural image generally have much higher contrast than its HSF
components.
In spite of the broad-band nature of visual input, previous studiesctober 2018
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narrow-band spatial frequency filtered stimuli (e.g. Goffaux et al., 2010;
De Cesarei and Codispoti, 2013; Musel et al., 2014). While they provide a
solid foundation for coarse over fine precedence, they cannot address CtF
integration, because SF ranges were presented separately in space, time, or
both. Other studies have used so-called hybrid stimuli, combining LSF
and HSF from different images, for example the LSF components of a
female face with the HSF components of a male face (e.g. Schyns and
Oliva, 1999). While hybrid stimuli present an observer with high and low
frequencies simultaneously, the uncorrelated nature of LSF and HSF is in
violation of the second characteristic of natural images, namely spatially
correlated LSF and HSF signals. Additionally, the LSF and HSF stimuli
used in past studies had different contrasts, which causes a considerable
confound, because visual sensitivity and stimulus contrast are closely
linked (Robson, 1966). Other studies equalized stimuli for contrast across
SF conditions (Goffaux and Rossion, 2006; Peyrin et al., 2006; Vlamings
et al., 2009; Mu and Li, 2013) which is in violation of the 1/SFα ampli-
tude spectrum of natural images and might bias visual analysis strategies
(Kauffmann et al., 2015). Notably, one approach to avoid the problems
that arise through filtering and contrast matching is to mask out infor-
mation in a given spatial frequency range by replacing the information
with its phase-scrambled version. This strategy renders the masked fre-
quency range uninformative without interfering with the natural
amplitude spectrum (N€as€anen, 1999; Ojanp€a€a and N€as€anen, 2003).
However, while the resulting images meet the requirements of being
broad-band and following a natural amplitude spectrum, the masking
disrupts the correlation between LSF and HSF necessary for CtF inte-
gration to occur. In summary, by attempting to disentangle LSF and HSF
at the level of the stimulus, all of the above research employed stimuli
that departed considerably from the fundamental characteristics of
naturalistic visual input which are essential to successful CtF integration.
In the present study, we employ a novel paradigm using multivariate
pattern classification to tease apart LSF and HSF contributions during the
processing of broad-band (BB) stimuli. Separating SF at the level of the
cortical response rather than at the level of the stimulus allows us to
preserve the fundamental properties of naturalistic broad-band vision,
thus allowing to investigate CtF in more ecological settings than achieved
so far. With Electroencephalography (EEG) we measure LSF- and HSF-
related neural responses expressed as scalp topographies. Then, we
train a set of linear classifiers to differentiate between these responses
and test their generalization to broad-band visual stimulation over time.
Namely, the classifier labels the broad-band response as either LSF or
HSF, depending on which one is more prominent in the broad-band to-
pographies; therefore, we interpret classifier prediction as spatial fre-
quency dominance. Comparing SF dominance patterns over time allows
us to directly address the essential prediction of CtF theories: LSF pro-
cessing influences subsequent HSF processing in broad-band visual input.
We include four different stimulus types: human faces, monkey faces, and
both their phase-scrambled versions. Human faces were chosen as stimuli
because they elicit a strong and well characterized EEG response (Eimer,
2011). Monkey faces share many of the same features without being
equally ubiquitous in the normal human visual diet. While in both cat-
egories of intact images LSF is informative with respect to HSF, this is not
the case for the phase-scrambled ones. Further, while both human and
monkey faces show similar low level image properties and rely on largely
similar resources for their processing, human face processing has been
shown to be exceptionally efficient compared to other visual categories
(Farah et al., 1998; Haxby et al., 2000). This effect is thought to strongly
rely on LSF information (Sergent, 1982, 1986; Fiorentini et al., 1983;
Goffaux and Rossion, 2006; Goffaux et al., 2010; Richler et al., 2011).
Thus, responses to human and monkey faces should be similar if basic
image properties drive coarse-to-fine integration but differ if higher level
content information, which presumably is more readily available for
human faces, is used instead. Consequently, we expected that when LSF is
informative towards HSF content (i.e., in intact stimulation conditions),
early LSF dominance would coincide with a reduced need to process the104correlated HSF information, signified by reduced HSF dominance later in
processing time (i.e. CtF integration) and that this effect would be
stronger for human compared to monkey faces. To avoid any influence of




21 healthy volunteers (mean age 26.7, range 21–34, 10 female) with
normal or corrected to normal visual acuity participated in the EEG
experiment. Data were collected as part of a technical development
project aimed at improving EEG source reconstruction. Therefore, a
subset of the participants also took part in a separate fMRI experiment not
further described here and all EEG recordings were performed while
participants were lying on their back in a mock-scanner. All participants
gave written informed consent and were reimbursed for their participa-
tion in the form of gift vouchers (7.5/hour). The EEG experiment lasted
55min with an additional set-up time of 15–35min. The subjects who
also participated in the MRI experiment additionally underwent a 10-min
anatomical scan and two functional localizer runs of 12min each. All
procedures have been approved by the ethical committee of the Uni-
versite Catholique de Louvain (approval number: 2016/13SEP/393).
2.2. Stimuli
Stimuli were created from seven original frontal views each of female
human and monkey faces. Images were scaled and aligned so that the
distance between eyes and mouth was equal for all images, cropped to
the same oval occlusion and pasted onto a uniformly gray background.
They were then converted to grayscale and luminance and root-mean-
square (RMS) contrast was equalized using custom made functions in
Matlab (Mathworks, 2016). Images of faces usually follow a roughly
1/SFα amplitude spectrum, were α is close to 2, giving considerably
higher spectral energy to low than to high spatial frequencies. Since vi-
sual processing is strongly influenced by the contrast of the stimulus (De
Valois and De Valois, 1980; Boynton et al., 1996), it is common practice
to equalize RMS contrast between stimuli by enhancing contrast in HSF
images after filtering (Vlamings et al., 2009; Goffaux et al., 2010; Mu and
Li, 2013; Kauffmann et al., 2015). However, since such a manipulation
would result in non-natural amplitude spectra we developed the
following normalization to avoid contrast differences between LSF and
HSF stimuli while maintaining a natural spectrum for the composite
broad-band (BB) images (see Fig. 1). We first constructed 5th order
Butterworth frequency filters with cut-offs chosen such that, averaged
over all images, the summed Fourier-space amplitudes of LSF and HSF
images were equal. Since most energy is contained in extremely low SF,
our cutoff manipulation would lead to LSF images containing only very
coarse visual information if applied to full spectrum images. To prevent
such large imbalances in information content, we excluded the first 5
cycles per face (cpf) prior to determining the filter cut-offs. The Fourier
amplitude of each image was then multiplied with the resulting filters
and transformed back into image space. To create BB images, the
Fourier-amplitudes of the original images were multiplied with the sum
of the low (5–8 cpf) and the high (>8cpf) SF filters and then also trans-
formed back into image space. Importantly, there was no post-hoc
contrast enhancement of HSF images. Instead, the design of the
Butterworth-filters ensured that mean contrast was ‘naturally’ similar
between HSF and LSF images, namely 0.0185 and 0.018 respectively (see
Fig. 1).
To derive meaningless noise images with power spectra similar to
those of the original images, we created phase-scrambled versions of full
spectrum images by shuffling the phase information of the Fourier-
Transform. Operations in Fourier space require input images to be rect-
angular and cannot be restricted to the region occupied by the face.
Fig. 1. The cut-off frequency for the Butterworth filters was determined as the
frequency for which on average over all images, the area under the curve of the
Fourier amplitude spectrum was equal to either side of the cut-off. To avoid very
small bandwidths in the LSF condition, we excluded the first 5 cycles per image
before determining the cut-off. Note that this is a conceptual illustration and not
to scale.
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105Therefore, the phase-scrambling may artificially increase LSF energy due
to the low frequency uniform background leaking into the oval face area
and vice versa. To minimize the effects of such leakage, we employed the
following iterative approach to phase scrambling: Images were cropped
to the square that most closely matched the occlusion and phase-
scrambled in Fourier space before being transformed back into image
space. The original, non-scrambled face pixels were pasted onto the
resulting phase-scrambled images. This procedure was repeated 100
times so that face areas and backgrounds had similar power spectra
before moving on to the next step. The scrambled face areas were then
pasted back onto the original gray backgrounds. In effect, by making the
spectral properties of face and background pixels more similar, this
procedure minimized contaminations of the scrambled image by the
uniform background (see Fig. 2). The images were then subjected to the
same Butterworth filter procedure as the phase-intact images to derive
LSF, HSF and BB versions. Images were displayed on a standard LCD
monitor (1900 1200px) with an absolute size of the face area of 5.8 cm
(max. height of the oval shape) x 4.7 cm (max. width of the oval shape) at
a viewing distance of approx. 60 cm thus covering ~5.5 x ~4.5 of vi-
sual angle.
2.3. Procedure
During the experiment, participants were passively viewing intact
and scrambled images of human faces and monkey faces in the 3 filterFig. 2. Upper panel: Example stimuli. Full spectrum
grayscale pictures of human and monkey faces (left-
most column, note that the original images were never
shown to the participant) were filtered to contain low
and high, only low, or only high spatial frequencies.
All faces were aligned at the horizontal connecting the
eyes and scaled such that the vertical distance be-
tween eyes and mouth was equal across images.
Lower panel: Images with similar amplitude and
orientation spectra as the original face images, but
without any semantic content were created. Face im-
ages on gray background were cropped to the closest
square surrounding the oval face outline and scram-
bled in Fourier-phase. To reduce the loss of spatial
frequency information due to the uniform background
leaking into the oval image area, the intact face was
pasted back onto the scrambled image and the whole
process was repeated 100 times before adding the
original gray background.
Fig. 3. Left: Power spectrum comparing intact and scrambled images. Spectra were averaged over human and monkey images. Right: Power spectra comparing human
and monkey images. Note that differences between categories are minimal and well within standard error margins.
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presented in blocks. Each stimulus was on screen for 300ms with a dark
grey fixation cross superimposed in the center of the image. Block order
was counterbalanced between participants. Stimulus order within each
block as well as inter-trial-interval (1.5–2.5 s) were counterbalanced via
an m-sequence (Buracas and Boynton, 2002) to avoid any potential order
effects. Participants underwent a total of 1440 trials subdivided into 6
blocks. Each block contained 206 experimental trials and 34 catch trials
in which participants had to indicate whether a black shape appearing on
the current image was a circle or a square by pressing one of two buttons
on a button box. Catch trials were included to ensure participants paid
attention to the stimuli (Performance: mean 97.8% correct, range 89.2%–
99%). They, as well as the trials immediately following them, were
excluded from further EEG analysis.2.4. EEG recording and analysis
An EGI geodesic sensor net (Electrical Geodesics Inc., Eugene, OR,
USA) was soaked in a potassium chloride solution for 10min to facilitate
conductivity of the sponges placed within plastic cups between scalp and
electrodes. The net was fitted on the participant's head such that elec-
trode Cz, which served as a reference for the remaining 255 electrodes,
was located on the intersection of the midlines between nasion and inion
and the preauricular points. We then carefully removed hair trapped
between electrodes and scalp and re-moistened sponges that did not meet
our scalp-electrode impedance requirements (<40 kΩ at the beginning
of the recording). EEG signals were amplified with a high input-
impedance of ~200MΩ using a Net-Amps dense array amplifier (Elec-
trical Geodesics Inc., Eugene, OR, USA) and sampled at a rate of 1000Hz.
To prevent sponges from drying out during the long recording session, we
wrapped the participants head in cling film held together with tape
which also served to keep electrodes in place and close to the scalp once
participants laid on their backs. We could thus maintain scalp-electrode
impedances <50 kΩ throughout the recordings for almost all electrodes.
Participants were placed in a mock-MRI-scanner (no magnetic field
present) and viewed a screen at a distance of 60 cm via a mirror mounted
to the (not connected) head coil.
EEG data were preprocessed using the Fieldtrip toolbox (Oostenveld
et al., 2011) under Matlab. Data were re-referenced to the average of all
electrodes and band pass filtered to 0.5–40Hz. Trials were segmented
into epochs ranging from500ms to 1500ms around stimulus onset and
down-sampled to 256Hz. We then manually removed trials with exces-
sive muscle artifacts (but not blinks) and subjected the remainder of the
data to an ICA algorithm (Runica, implemented in Fieldtrip) and subse-
quently removed components containing ocular artifacts. Finally, to
reduce the number of features and as a consequence the computational106demands for classification, only a region of interest consisting of the 47
electrodes covering occipital and temporal regions were a-priori selected
(see Fig. 4 for locations).
2.5. Classification
The aim of the study was to investigate the contribution of low and
high SF over the time course of broad-band image-processing. To avoid
any influence of semantic content on our classifiers, we only used phase-
scrambled image trials for training. Classifiers were trained to discrimi-
nate between LSF and HSF scrambled trials. We then used this “low vs
high scrambled”model and evaluated its prediction in response to broad-
band scrambled and intact trials. This provided us with information
about the dominance of either low or high spatial frequency in the EEG
signal during broad-band viewing conditions.
We used the support vector machine algorithm provided by libsvm
(Chang and Lin, 2011) running under Matlab for all classifications. We
employed a linear kernel and kept the regularization parameter c equal to
1 throughout classifications. Epochs included the 100 to 600ms time
window around stimulus onset (rounded to fit sampling rate). Then, we
created time bins by shifting a 12ms window in 8ms steps (rounded to fit
sampling rate) resulting in 90 bins. For each time bin we averaged am-
plitudes over the 4 samples per channel contained in it and, separately for
all conditions, transformed feature-vectors into unit vectors such that:
bu ¼ ujuj






To validate our LSF vs. HSF model we pseudo-randomly split the
training data for each subject into training and validation sets retaining
20% of the original data for model validation. This procedure was
repeated 150 times to ensure the greatest variability in fold composition
that was computationally feasible. Statistical significance of above
chance classification was assessed for each data point via two-sided
paired samples t-tests against the empirical chance level of each partic-
ipant. Data across all participants was corrected for multiple comparisons
using cluster based permutation testing (Oostenveld et al., 2011) at a
cluster alpha of 0.05 using the maximum sum of all t values within a
cluster as a test statistic and testing against the Monte-Carlo estimates of
the critical values from the permutation distribution (10 000 permuta-
tions). The empirical chance distribution was derived by label permu-
tations. At each randomization, twomodels were generated and assessed:
Fig. 4. Left: Event related potential at electrode PO8. Note the typical N170 response (grey shaded area) that is most prominent for human faces and least prominent
for scrambled images. Right: Averaged EEG scalp topographies at the latency of the N170 component (160–180ms). Note that both human faces and monkey faces
evoke a right lateralized negativity over occipito-temporal areas.
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permuted before classification performance was assessed. All reported
accuracies for within condition classification are the average over all
randomizations and participants. Please note that, because we kept class
frequencies balanced in all training and validation sets, the commonly
used area under the curve (AUC) and plain accuracy are the same. We
therefore report accuracy throughout the results section.
The generalization of the LSF/HSF scrambled classifier was assessed
on all available trials for each BB condition (human, monkey, intact and
scrambled) for each of the 150 models per time bin. To assess classifier
generalization performance all BB trials were arbitrarily labeled as HSF.
Off-chance generalization was interpreted as LSF or HSF dominance
dependent on bias direction (<50% as LSF and >50% as HSF domi-
nance). The statistical procedure (paired samples t-tests against empirical
chance and cluster correction for multiple comparisons on the group
level) was identical to the model validation procedure.
For between condition contrasts (Intact vs. Scrambled and Human vs.
Monkey) we contrasted the individual condition cross-timematrices with
each other and tested for statistical significance using paired sample t-
tests. Results were again cluster corrected at a cluster alpha of 0.05.
3. Results
3.1. Successful spatial frequency decoding in scrambled images
The SVM classifiers were able to separate LSF and HSF trials signifi-
cantly better than empirical chance starting from around 90ms after
stimulus onset, [p< 0.001, cluster-based permutation tests for multiple
comparisons using the maximum sum of cluster t-values against empir-
ical chance (see methods for details), cluster statistic¼ 5153.4] until
about 560ms after stimulus onset (Fig. 5). Although class frequencies
were balanced in all training and testing folds, on average over all iter-
ations, trials and subjects, classifiers predicted topographies as belonging
to LSF-trials 51,2% and HSF-trials 48.8% of the time. When training time
and testing time match (no generalization case) classification shows no
bias (see suppl. figure 3). To assess the classification stability over time,
we tested generalization of each classifier to every time-sample of the
cross-validation trials (for procedure see King and Dehaene (2014) and
methods). If the evoked scalp patterns used for classifier training and
prediction remain similar across those time samples a classifier trained at107a given time-sample t can still successfully predict SF class at a later (or
earlier) time-sample t’. As expected, the highest classification accuracy
was found around the diagonal of the time-generalization matrix; i.e.
when training and testing times were identical (no generalization). While
the performance of classifiers trained at early time windows (<200ms
post stimulus onset) rapidly decayed with temporal distance between
training and testing samples, classifiers trained on time windows later
than 200ms post stimulus onset remained efficient in predicting SF
condition for up to 200ms. This difference in temporal generalizability
could indicate either a stabilization of the cortical representation over
time, or it could simply be due to a larger variance in the later evoked
responses. All models (i.e. trained classifiers) resulting from the
cross-validation procedure were stored to use for the subsequent
analyses.
Notably, SF dominance is not only determined by the evolution of
testing time (pattern changes in x direction of the temporal generaliza-
tion matrix), but also by the training time, i.e. the model used to perform
the prediction (patterns change along the y-direction, see Fig. 5 C & D
and Fig. 6). This model evolution indicates that the classifier used
different criteria to label a trial as LSF or HSF dependent on the progress
of visual processing. Based on visual inspection we differentiated at least
two different main time-courses of model validation. The first general-
ization pattern depends on models trained at times ranging from
~110ms to ~220ms after stimulus onset and the second on models
trained at times ranging from ~230ms to ~440ms after stimulus onset.
These latencies coincide with the P1–N1 and the P2–P3 ERP complex,
respectively. We did not foresee this shift of critical information used by
the classifier but speculate that over the course of visual processing
different features, potentially originating from different cortical sites, are
indicative of the spatial frequency content of the processed stimulus (see
discussion). We however remain cautious to draw any strong conclusions
based on post-hoc explanations.
3.2. Coarse-to-fine pattern of spatial frequency dominance in broad-band
image processing
We applied the models trained to differentiate between LSF and HSF
phase-scrambled stimuli to broad-band images of intact and phase-
scrambled human and monkey faces (where LSF and HSF contributed
equally to the overall image contrast) and assessed their predictions.
Fig. 5. (A) Time generalized spatial frequency
decoding between LSF and HSF scrambled images.
The black contour indicates decoding performance
significantly above empirical chance. (B) Time-course
of spatial frequency decoding against empirical
chance. Note that this is identical to the diagonal of
the matrix in (A). Margins indicate standard error of
the mean. (C) Spatial frequency dominance in intact
broad-band images. Black contour indicates signifi-
cant low or high spatial frequency dominance. (D)
Spatial frequency dominance in scrambled broad-
band images. (E) Difference between C and D. Black
contour indicates significantly stronger low spatial
frequency dominance in intact images.
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each of the LSF vs. HSF classifiers to each of the BB trial time windows.
Because LSF and HSF components contribute equally to our BB images,
classifier prediction now indicates the relative resemblance of the current
scalp pattern to those associated with LSF and HSF trials, hereafter
referred to as SF dominance, rather than SF class membership.
For all BB conditions, classifier prediction deviated significantly from
chance only when ‘training-time’ fell into the window of successful
classification between LSF and HSF trials, that is starting from 90ms after
stimulus onset on (see Fig. 5C and D). In other words, when a model was
successfully trained to classify LSF vs. HSF scrambled images, this model
generalized to predict BB trials as either LSF or HSF in a non-random
fashion. These findings support the validity of our generalization results.
SF dominance patterns evoked by intact BB images (pooled over
human and monkey faces) contain three post stimulus clusters of sig-
nificant LSF dominance [128ms-207ms testing time, cluster statis-
tic¼ 1206.6, p< 0.01], [238ms-395ms testing time, cluster
statistic¼ 728.8, p< 0.05] and [451ms-600ms testing time, cluster
statistic¼ 1147.3, p< 0.01] and one cluster of significant HSF domi-
nance [215ms-427ms testing time, cluster statistic¼ 589.1, p< 0.05].
In contrast, the SF dominance matrices evoked by scrambled BB images
contain only two post-stimulus clusters of significant LSF dominance
[151ms-530ms testing time, cluster statistic¼ 831.7, p< 0.01] and108[458ms-600ms testing time, cluster statistic¼ 738.6, p< 0.01] as well
as two separate clusters of significant HSF dominance [200ms-466ms
testing time, cluster statistic¼ 1588.6, p< 0.01] and [199ms-466ms
testing time, cluster statistic¼ 762, p< 0.05]. All latency ranges indi-
cated here refer to testing time (x-axes of the temporal-generalization
plots). Interestingly, we also find significant LSF dominance in the pre-
stimulus period for both intact and scrambled BB conditions [Intact:
-100ms - 90ms testing time, cluster statistic¼ 2523, p< 0.001; Scram-
bled: -100ms–100ms testing time, cluster statistic¼ 3188, p< 0.001].
This pre-stimulus LSF dominance did not differ significantly between
conditions (see Fig. 6 E). Because the stimulus is removed from the screen
during the baseline period, what remains is the very low SF of the uni-
formly gray screen (0 cpi). Therefore, the pre-stimulus (empty) screen is
sensibly labeled as LSF by the classifier (also see suppl. figure 3).
3.3. Coarse-to-fine integration for intact, but not scrambled images
Low and high spatial frequencies are spatially aligned in intact im-
ages, satisfying the prerequisite for CtF integration. This is not the case
for scrambled images. To statistically evaluate the differences in SF
dominance between intact and scrambled BB conditions we contrasted
predictions for BB-intact and BB-scrambled conditions. Results show
significantly larger LSF dominance in intact compared to scrambled
Fig. 6. (A) and (B): Spatial frequency dominance in
intact and scrambled human face images. Black con-
tour indicates significant low or high spatial frequency
dominance. (C) and (D): Spatial frequency dominance
in intact and scrambled monkey face images. (E)
Difference between (A) and (C). Black contour in-
dicates significantly stronger low spatial frequency
dominance in human, compared to monkey images.
(F) Difference between (B) and (D). No differences
were found in spatial frequency dominance between
scrambled human and scrambled monkey faces.
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(see Fig. 5 E). Because we use binary classifiers, larger LSF dominance
can equally be interpreted as reduced HSF dominance. However, the
early LSF component is present only in the intact, but not in the scram-
bled trials whereas the late HSF component is present only in the
scrambled, but not in the intact images. We therefore interpret the
contrast as indicating an early LSF dominance and a late HSF reduction
for intact, compared to scrambled images in line with CtF integration
when low spatial frequencies are predictive of high spatial frequency
information.3.4. High level category dependence of spatial frequency dominance
The use of intact and phase-scrambled trials allowed us to compare
between conditions in which low spatial frequency is or is not informa-
tive about high spatial frequency. Comparing human trials to monkey
trials taps into a finer functional distinction. Indeed human and monkey
faces are two visually similar classes of stimuli in which low spatial fre-
quency is similarly informative towards high spatial frequencies in the
image space. Images of human and monkey faces also share similar
amplitude spectra (see Fig. 3) and cortical resources for their processing.
However, the human visual system has been shown to be particularly
sensitive to conspecific faces and highly efficient in their processing109indicating further specialization for this stimulus class (Bruce and Young,
1986). Generalizing SF classifiers to BB images of human and monkey
faces separately, we found EEG responses to human faces to be signifi-
cantly LSF dominated in the post stimulus period [128ms-200ms testing
time, cluster statistic¼ 1221.6, p< 0.01], [246ms-400ms testing time,
cluster statistic¼ 909.7, p< 0.05] and [460ms-600ms testing time,
cluster statistic¼ 1044.7, p< 0.01]. While responses to monkey faces
also showed early [144ms-207ms testing time, cluster statis-
tic¼ 1146.8, p< 0.01] and later [458ms–600ms testing time, cluster
statistic¼ 1133.4, p< 0.01] LSF dominance, they additionally demon-
strated an intermediate period of HSF dominance [215ms-419ms testing
time, cluster statistic¼ 638.7, p< 0.05].
Directly comparing SF dominance evoked by intact human faces to SF
dominance evoked by intact monkey faces, we find significantly higher
LSF dominance for the human face trials [96ms-175ms testing time,
cluster statistic¼ 520.3, p¼ 0.01; 246ms-420ms testing time, cluster
statistic¼ 667.6, p< 0.01]. Again, our use of binary classifiers limits the
interpretation of directionality of the effect. Only in combination with
the generalization patterns against empirical chance does it become
apparent, that the stronger LSF dominance later in trial-time for human
face trials is in fact driven by the absence of the HSF dominance period
present in monkey trials. Importantly, this difference in SF dominance
patterns is not driven by purely low-level image properties: results show
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on their scrambled versions (see Fig. 6 F). Both human and monkey
phase-scrambled images evoked LSF as well as HSF dominant patterns in
the post stimulus period [Human scrambled LSF: 159ms-529ms testing
time, cluster statistic¼ 946.6, p< 0.05; 458ms–600ms testing time,
cluster statistic¼ 867.9, p< 0.05]; [Human scrambled HSF:
199ms–458ms testing time, cluster statistic¼ 3134.2, p< 0.001;
207ms–443ms testing time, cluster statistic¼ 946.6, p< 0.05] and
[Monkey scrambled LSF: 183ms–521ms testing time, cluster statis-
tic¼ 760.5, p< 0.05]; [Monkey scrambled HSF: 199ms–466ms testing
time, cluster statistic¼ 1486.3, p< 0.01; 199ms–435ms testing time,
cluster statistic¼ 812.3, p< 0.05]. We found no significant differences
between the two categories of phase-scrambled stimuli (P> 0.05).
We therefore conclude that intact, more than scrambled, and human,
more than monkey, face images evoke early LSF dominant responses.
Furthermore, the late HSF dominance is significantly reduced for intact
and particularly for human face trials. These findings are in line with CtF
theories that predict a LSF precedence along with a reduction of HSF
processing load when LSF is predictive of HSF content.
4. Discussion
Coarse-to-fine theories are a highly influential alternative to feed-
forward models of visual processing. So far, the main empirical support
for CtF processing came from studies presenting LSF or HSF in isolation
and showing coarse over fine temporal precedence. Here we directly
investigated the CtF integration underlying the processing of more
naturalistic broad-band input. In intact images, i.e. when image LSF were
aligned to, and therefore informative about, HSF content, we found a
reduction in the late contribution of HSF to the neural responses to BB,
suggesting that informative LSF does modulate the processing of HSF
information. Further, we found this pattern to be more prominent in
response to human faces, for which the human visual system has devel-
oped robust perceptual templates and therefore strong predictions
compared to monkey faces. These results are consistent with coarse-to-
fine theories of visual processing where coarse LSF information guides
the integration of fine HSF details.
While it is generally assumed that coarse-to-fine integration relies on
feedback projections from higher level inferior-temporal or parietal vi-
sual cortices, little is known about the nature of such feedback. One
possibility is that feedback to early visual cortex is retinotopically orga-
nized in a similar fashion as feedforward input. Because LSF and HSF
components in natural images are closely correlated in visual space, a
retinotopic organization would allow for LSF evoked feedback to be
projected onto the same (albeit larger because of larger receptive field
sizes in higher level visual cortex) retinotopic locations, which are then
reached by the delayed HSF-related feedforward signal. Evidence from
animal electrophysiology suggests that LSF feedback and HSF feedfor-
ward input to primary visual cortex temporally coincide (Bullier, 2001).
Further support for the temporal feasibility of CtF perception comes from
a recent study that found response latencies of SF selective clusters in
monkey visual cortex (V1 – V4) to reflect CtF organization (Lu et al.,
2018). Therefore, retinotopic feedback to early visual cortex presents a
feasible mechanism for LSF information to directly influence the pro-
cessing of the HSFs in close spatial proximity. This is in line with our
results for intact versus scrambled images where we observed reduced
HSF dominance in response to intact images, but not in response to
scrambled images in which LSF and HSF content are not correlated in
space. However, purely retinotopic feedback cannot explain the differ-
ences in EEG generalization between human and monkey faces. Human
faces evoked a stronger LSF dominance early in the trial and a subse-
quently reduced HSF dominance compared to monkey faces, although in
both stimulus categories LSF are equally indexing HSF, and the categories
do not vary much in terms of local contrast changes (similar prominence
of e.g. eyes and mouth across exemplars). A recent fMRI study (Revina
et al., 2017) showed classification of natural scenes that generalized110across spatial frequency, but not across feedforward and feedback con-
ditions. Because fMRI measures metabolic demands within small voxels,
retinotopic feedback should evoke similar patterns to feedforward input
from the same stimulus and should thus allow generalization between
feedforward and feedback information. The absence of retinotopic
generalization in Revina et al. (2017) is inconsistent with simple reti-
notopic mapping of feedback although this null result has to be consid-
ered with caution.
An alternative feedback mechanism might rely on non-retinotopic,
higher level information about the stimulus. This notion is supported
by a recent study on the macaque face processing hierarchy that shows
feedback to carry features of higher level areas (Schwiedrzik and Frei-
wald, 2017). The authors manipulated stimulus expectation and found
that when the expected stimulus sequence was violated, the prediction
error measured in low level face selective areas reflected identity speci-
ficity and view invariance, properties generally represented in higher
level face selective patches. These results indicate that feedback from
higher level areas preserves the tuning properties of its origin and makes
those properties available as predictions to regions earlier in the visual
hierarchy. Such recurrent predictive feedback could explain our results
for both intact and scrambled image categories. While the LSF compo-
nents in scrambled images do not allow for any coherent predictions of
HSF content, the intact images do. Further, it has been shown that the
processing of human face images strongly relies on LSF information
(Goffaux et al., 2003; Goffaux and Rossion, 2006; Goffaux, 2009; Quek
et al., 2018). This highly efficient face perception at a glance has been
attributed to the strong expertise human observers have developed early
in life in processing faces. For monkey faces, the same expertise is usually
not achieved (Pascalis et al., 2005). Therefore, the differences in SF
dominance patterns between human andmonkey trials could indicate the
need to integrate more HSF information in the latter case to reduce un-
certainty about the image when LSF is not sufficient to form an adequate
prediction. In future studies, progressively obscuring content information
from experimental stimuli while leaving spatial correlations between LSF
and HSF intact could provide a way to more finely investigate to which
extent retinotopic proximity of LSF and HSF information on the one hand
and higher level content information on the other hand are driving CtF
integration. Also note that in our experiment the first 5 cycles (which
according to Quek et al. (2018) are sufficient for face detection) were
excluded to avoid contrast dissimilarities between SF conditions. LSF
information was limited to 5–8 cycles whereas our HSF range (>8 cycles)
included what is more commonly referred to as mid-range frequencies.
This choice of filter cut-offs might have reduced effect sizes in our study
and potentially obscured additional differences in SF dominance over
time. Future experiments should test different ranges of SF to allow for a
more precise mapping of SF integration.
In summary, our findings indicate that LSF information modulates the
processing of HSF details, in line with CtF theories. The reduced HSF
dominance in intact human face-, compared to intact monkey face im-
ages, along with the evidence about the high-level content of feedback
information provided by Revina et al. and Schwiedrzik and Freiwald
favors a high-level interpretation of feedback. Although we expect CtF to
be the general mode of spatial frequency integration, our experiment
only contrasted highly relevant (face-) stimuli with entirely meaningless
noise. We therefore cannot conclude from our data that the described
effects will indeed generalize to other image categories. Future research
including a larger range of stimuli is needed to assess whether reduced
HSF dominance in CtF integration could qualify as a general mechanism
or whether our results are limited to face processing.
Where exactly the initial LSF processing takes place and hence where
the feedback comes from remains unresolved. In the current study, we
used EEG-topography based decoding for the assessment of SF domi-
nance, exploiting EEG's high temporal resolution at the cost of spatial
specificity. All classifiers were trained on EEG topographies formed by 47
occipital-temporal electrodes, which cover the full range of the visual
hierarchy, from early visual cortex to high level category selective
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along the processing hierarchy, different regions become responsible for
the amplitude distribution patterns observed on the scalp surface. To
reduce potential confounds of stimulus category on SF decoding, we
trained all classifiers exclusively on data from scrambled image trials.
However, because scrambled images are likely not processed in the same
higher level visual regions, which is reflected in the scalp patterns (see
suppl. Figure 1), generalization performance between scrambled and
intact image trials might suffer. Supplementary figure 2 illustrates the
reduction in generalization performance over trial time as a function of
such progressive diversification of cortical sources contributing to the
observed scalp pattern. Importantly though, generalization performance
remains significantly above chance until about 300ms into testing time.
The low spatial resolution of EEG recordings is a limiting factor in our
experiment. Conclusions about the potential origin of LSF feedback
require an extension of our paradigm to include parcellations of the
cortical sources. A promising candidate for the source of feedback in our
example are the high-level face-selective visual regions in the occipito-
temporal cortex (i.e., fusiform face area or FFA, and occipital face area,
or OFA). Both regions have repeatedly been linked to EEG scalp topog-
raphies in response to faces at a latency consistent with the N170 ERP
component (Yovel et al., 2008; Nguyen and Cunnington, 2014). FFA has
also been shown to represent the LSF structure of the face before its finer
details (Goffaux et al., 2010). In our own data, the earliest latencies at
which we find differences in SF dominance between stimulus categories
are compatible with typical N170 latencies, thus potentially reflecting
sources in FFA/OFA. Given the recent advancements in EEG and MEG
source reconstruction methods (Henson et al., 2010; Colclough et al.,
2015; Farahibozorg et al., 2018), our paradigm can easily be extended to
analyze distinct regions of interest as well as the relationships among
them.
In our experiment, SF dominance also varied as a function of the
temporal window that the classification model was based on. This in-
dicates that the pattern of information about SF which the classifier ex-
tracts changes with time. Although SF classification is robust at a latency
of ~90ms–~560ms post stimulus onset, for models trained at the later
portion of this time window the generalizability across time increases.
There are several explanations for this. First, visual evoked potentials
display high temporal variability across trials, with larger uncertainty
later in processing time (Ouyang et al., 2016). Due to this temporal
smearing, markers of a given neuronal representation appear to be more
widely spread across trials, although the representation might be tran-
sient in each individual trial. Further, due to EEG's poor spatial resolu-
tion, changes in contributions between close-by sources might be missed.
We believe that our approach based on pattern classification and
generalization from single processes to integrated processing conditions
provides an ideal tool to characterize complex components of human
cognition without the need to interfere with the process under study. The
principle of recognizing the building blocks of any complex task and
subsequently delineating their neural footprints from the integrated
whole can be applied to various problems in neuroscience research in
which interactions between processes or the integration of components
are the target of investigation. This integrative approach may be trans-
ferred to other neuroimaging techniques, such as MEG and fMRI.
In conclusion, we found evidence for category-dependent spatial
frequency dominance patterns in the processing of broad-band images.
Intact images, especially of human faces, evoked patterns consistent with
a coarse-to-fine parsing of the visual stimulus. Our results demonstrate
the potential of multivariate decoding techniques to separate stimulus
features at the level of the neural response, thus facilitating the use of
more ecologically valid stimuli.
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