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Naslov teze: Kalibracija distribuiranog vixekanalnog prijemnog sistema
beiqnim putem
Rezime – Predmet ove doktorske disertacije je kalibracija distribuiranog
vixekanalnog prijemnog sistema beiqnim putem, tako xto se vrxi obrada pri-
mǉenih radio signala. Distribuirani prijemnici imaju nezavisne analogno-
digitalne konvertore i lokalne oscilatore, te su vremenski, frekvencijski i
fazno nesinhronizovani. Pod kalibracijom se podrazumijeva procjena i kompen-
zacija vremenskih, frekvencijskih i faznih pomaka izmeu signala u prijemnim
kanalima u ciǉu postizaǌa vremenske, frekvencijske i fazne sinhronizacije, koja
je preduslov za pravilno funkcionisaǌe obrade signala sa antenskih nizova.
Pretpostavǉa se da postoji prostorna koherencija signala, xto znaqi da se
faza nosioca predvidivo mijeǌa po prostoru tako xto je linearna funkcija vre-
mena propagacije talasa i frekvencije nosioca. Pored toga, smatra se da se snaga
reflektovanih komponenti signala (Non-Line-of-Sight – NLoS) moe zanemariti u
odnosu na direktnu komponentu (Line-of-Sight – LoS). Ove pretpostvake vae pri
prenosu u mmWave opsegu u malim elijama, xto je karakteristiqno za nado-
lazeu petu generaciju mobilne telefonije, gdje se oqekuje primjena rezultata
istraivaǌa u tezi.
Pretpostavǉa se da se predajnici i prijemnici ne kreu. Prijemnici su po-
vezani sa fuzionim centrom putem digitalnih linkova, posredstvom kojih nije
mogu prenos analognih referentnih signala za sinhronizaciju. Zbog jednostav-
nosti, teza se najveim dijelom bavi dvokanalnim prijemnim sistemima, a pro-
xireǌe na vixekanalne sisteme moe se postii posmatraǌem parova kanala.
Analizirana su dva scenarija.
U prvom scenariju, izmeu prijemnih kanala postoje konstantni vremenski po-
mak, poqetni fazni pomak i promjenǉivi frekvencijski pomak. Ciǉ je razvoj i
ispitivaǌe performansi metoda koje, procjenom i kompenzacijom pomaka izmeu
primǉenih signala, omoguuju distribuirani digitalni beamforming (BF) i lo-
kalizaciju izvora radio signala korixeǌem datog sistema. Sa tom namjerom je
u tezi predloena procedura za kalibraciju. U sluqaju lokalizacije, procedura
obuhvata zdruenu procjenu i kompenzaciju vremenskog i trenutnog faznog pomaka
izmeu prijemnih kanala. U tu svrhu se koristi predajnik za kalibraciju, beacon,
koji xaǉe uskopojasni i xirokopojasni pilot. U sluqaju beamforming-a, procedura
obuhvata zdruenu procjenu i kompenzaciju vremenskog i trenutnog faznog pomaka
izmeu primǉenih korisnih signala i, opciono, ekvalizaciju korisnog signala.
Pored uskopojasnog i xirokopojasnog pilota koje xaǉe beacon, koriste se i usko-
pojasni pilot (ako se vrxi ekvalizacija) i xirokopojasna preambula, poslati
od strane korisniqkog predajnika. Poxto je frekvencijski pomak promjenǉiv,
ne procjeǌuje se eksplicitno, ve je formulisan novi adaptivni algoritam za
procjenu trenutnog faznog pomaka. Nekoherentni algoritam tipa maksimalne vje-
rodostojnosti (Maximum Likelihood – ML), predstavǉen u drugom dijelu teze, vrxi
procjenu vremenskih pomaka. Numeriqki prost algoritam baziran na korelaciji
signala koristi se za procjenu konstantnog faznog pomaka. U svrhu evaluacije
predloene procedure i algoritama vrxene su Monte-Karlo simulacije i ekspe-
rimenti sa softverski definisanim radio-ureajima. Rezultati eksperimenata
su pokazali odliqno slagaǌe sa rezultatima simulacija, xto potvruje isprav-
nost matematiqkog modela i usvojenih pretpostavki. Adaptivni algoritam za
procjenu trenutog faznog pomaka pokazao je sposobnost praeǌa naglih promjena
iv
frekvencijskog pomaka. Dobijene preciznosti pokazuju da su predloena proce-
dura i algoritmi pogodni za prijemni beamforming, i nekoherentnu i polukohe-
rentnu lokalizaciju. Ako se frekvencijski pomak mijeǌa dovoǉno sporo, mogua
je i primjena u predajnom beamforming-u. Predloena procedura je modularna,
svaki algoritam moe se zamijeniti nekim drugim algoritmom istog tipa.
U drugom scenariju, izmeu vremenski sinhronizovanih prijemnih kanala po-
stoji poqetni fazni pomak i konstantni frekvencijski pomak. Ciǉ je razvoj me-
toda za zdruenu procjenu TDoA (Time Difference of Arrival – razlika u vremenu
pristizaǌa signala), faznog i frekvencijskog pomaka izmeu kanala, kao i ana-
liza uticaja korixeǌa faza nosilaca pristiglih signala (Carrier Phase of Arrival
– CPoA) na performanse tih metoda. Formulisan je diskretni matriqni model
signala u kojem je CPoA poseban qlan. U zavisnosti od toga koji od parametara su
poznati, analizirana su tri sluqaja – Sluqaj 1: TDoA, frekvencijski i fazni po-
maci nepoznati; Sluqaj 2: frekvencijski i fazni pomaci nepoznati, TDoA poznat;
Sluqaj 3: frekvencijski i fazni pomaci poznati, TDoA nepoznat. Za poznatu ori-
ginalnu sekvencu, dati su analitiqki izrazi za Fixerovu informacionu matricu
(FIM) za Sluqaj 1, i analitiqki izrazi za Kramer-Raovu granicu (Cramér-Rao Bo-
und – CRB) za Sluqajeve 2 i 3. Formulisana su dva koherentna (koriste CPoA)
algoritma ML tipa, po jedan za poznatu i nepoznatu sekvencu. Monte-Karlo si-
mulacije su pokazale da su algoritmi statistiqki efikasni u xirokom opsegu
odnosa signal-xum (Signal-to-Noise Ratio – SNR) i da je za nie vrijednosti SNR
algoritam sa poznatom sekvencom superioran. Navedeni su stroi uslovi koji
moraju biti zadovoǉeni da bi se iskoristila poznatost sekvence. Algoritmi su
djelimiqno numeriqki optimizovani. CRB i rezultati simulacija su pokazali da
korixeǌe CPoA ne doprinosi poboǉxaǌu preciznosti procjene frekvencijskog
i faznog pomaka ni u jednom od Sluqajeva. Za procjenu vremenskog pomaka, u Slu-
qaju 1 nema poboǉxaǌa usled korixeǌa CPoA, korjen sredǌe kvadratne grexke
(Root-Mean-Square Error – RMSE) procjene sliqan je kao za nekoherentne algoritme
(ne koriste CPoA), tj. 1–3 reda veliqine ispod inverzne vrijednosti xirine op-
sega signala, za razuman SNR i trajaǌe opservacionog intervala. U Sluqaju 3,
kad se koristi CPoA, odgovarajui RMSE je 1–3 reda veliqine ispod inverzne vri-
jednosti frekvencije nosioca. Ovo dramatiqno poboǉxaǌe preciznosti procjene
mogue je samo kada je rijexen problem vixeznaqnosti, koji je svojstven kohe-
rentnoj procjeni vremenskog pomaka i ogleda se u pojavi visokih boqnih lobova
u kriterijumskoj funkciji algoritma. Emitovaǌe na razliqitim frekvencijama
nosioca, poveaǌe xirine opsega signala, poveaǌe SNR-a i poveaǌe trajaǌa
opservacionog intervala su navedni kao mogui naqini za ublaavaǌe/rexavaǌe
ovog problema. Koherentna procjena TDoA moe biti iskorixena za raqunaǌe
koeficijenata distribuiranog beamformer-a, za xta vixeznaqnost ne predstavǉa
problem, ali i za precizno raqunaǌe rastojaǌa, odnosno precizno pozicioniraǌe
antena, koje je neophodno u sistemima za koherentnu lokalizaciju.
Kǉuqne rijeqi: distribuirani prijemni sistem, kalibracija beiqnim pu-
tem, prostorna koherencija, faza nosioca pristiglog signala, procjena vremen-
skog pomaka, procjena frekvencijskog pomaka, procjena (trenutnog) faznog pomaka,
TDoA, prijemni digitalni beamforming, lokalizacija izvora radio signala
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Dissertation title: Over-the-air calibration of a distributed multichannel receiving system
Summary – The dissertation deals with over-the-air calibration of a distributed multi-
channel receiving system, by processing the received radio signals. Distributed receivers have
independent analog-digital converters and local oscillators, so they are time, frequency, and
phase unsynchronized. The calibration includes estimation and compensation of time, frequ-
ency, and phase offsets between the signals in the receiving channels with the aim of achieving
time, frequency, and phase synchronization, which is a prerequisite for proper operation of array
processing.
Spatial coherence of signals is assumed, meaning that the carrier phase changes predictably
over the space, being the linear function of the propagation delay and the carrier frequency.
Additionally, we assume that the Non-Line-of-Sight components (NLoS) are negligible compa-
red to the Line-of-Sight (LoS) components. These assumptions are valid for communication in
mmWave range in small cells, which are typical of 5G, where the application of the investigation
in the thesis is expected.
All of the transmitters and receivers are assumed to be stationary. The receivers are con-
nected to a fusion center via digital links, which are incapable of conveying analog reference
signals for the synchronization. For the sake of simplicity, the thesis mostly addresses two-
channel receiving systems, but the generalization to multichannel systems can be achieved by
dealing with pairs of the channels. Two scenarios are analyzed.
In the first scenario there is a constant time offset, an initial phase offset and a variable
frequency offset between the receiving channels. The goal is to develop and investigate the
performance of the methods that, by estimating and compensating for the offsets between the
received signals, enable distributed digital beamforming (BF) and the radio source localization
using that system. To this end a procedure for calibration is proposed in the dissertation. In
the localization case, the procedure includes joint estimation and compensation of the time
offset and instantaneous phase offset between the receiving channels. For that purpose a
calibration transmitter, the beacon, sends a narrowband and a wideband pilot. In the BF case,
the procedure includes joint estimation and compensation of the time offset and instantaneous
phase offset between the received signals, and, optionally, equalization of a user signal. For
that purpose a narrowband pilot (if the equalization takes place) and a wideband preamble sent
by the user transmitter are used, in addition to the beacon signals. Since the frequency offset
is time-variable, it is not estimated explicitly, but a new adaptive algorithm for instantaneous
phase offset estimation is formulated. A non-coherent maximum likelihood (ML) algorithm,
presented in the second part of the dissertation, is used for the time shifts estimation. A
numerically cheap algorithm based on signal correlation is used for the constant phase offset
estimation. Monte-Carlo simulations and experiments using software defined radio devices have
been carried out to evaluate the procedure and algorithms. The results of the experiments
have shown excellent matching with the simulation results, which confirms the correctness of
the signal model and adopted assumptions. The adaptive algorithm for instantaneous phase
offset estimation has shown capability of following abrupt changes in frequency offsets. The
obtained accuracies show that the proposed procedure and algorithms are especially suited to
receive BF and non-coherent/semi-coherent localization. If the frequency offset changes slowly
enough, application in transmit BF is also possible. The proposed procedure is modular, i.e.
every algorithm can be replaced by another algorithm of the same type.
In the second scenario there is an initial phase offset and a constant frequency offset between
time-synchronized receiving channels. The goal is to develop methods for joint estimation of
time difference of arrival (TDoA), the phase and frequency offsets between the channels, and
vi
analyze the impacts of taking into account the carrier phase of arrival (CPoA) on performance of
the methods. A discrete-time matrix signal model where CPoA is a separate term is formulated.
Depending on which of the parameters are known, three cases are analyzed – Case 1: TDoA, the
frequency and phase offsets unknown; Case 2: the frequency and phase offsets unknown, TDoA
known; Case 3: the frequency and phase offsets known, TDoA unknown. For a known original
sequence, Fisher information matrix (FIM) for Case 1 is given in closed form, and Cramér-Rao
bound (CRB) for Cases 1 and 2 is given in closed form. Two coherent (they use CPoA) ML-type
algorithms are formulated, one for the known sequence scenario and the other for the unknown
sequence scenario. Monte-Carlo simulations have shown that the algorithms are statistically
efficient over a wide range of signal-to-noise ratio (SNR) values, and that at lower SNR values
the algorithm for known sequence is superior. The additional requirements that need to be
met in order for the sequence knowledge to be used are named. The algorithms are partially
numerically optimized. The CRBs and simulation results have shown that using CPoA does not
improve the frequency and phase offsets estimation accuracy in any of the Cases. Regarding
the time shifts estimation, there is no improvement in Case 1 by using CPoA, root-mean-square
error (RMSE) of the estimate is similar to the one for non-coherent algorithms (they do not use
CPoA), i.e. 1–3 orders of magnitude below the inverse of the signal bandwidth, for reasonable
SNRs and observation interval lengths. In Case 3, when CPoA is used, the corresponding
RMSE is 1–3 orders of magnitude below the inverse of the carrier frequency. This dramatic
improvement in estimation accuracy is achieved only if the ambiguity is resolved, which is
inherent to the coherent estimation of time shifts, and manifests itself as high side-lobe levels
in the algorithm criterion function. Emitting at different carrier frequencies, increasing the
signal bandwidth, increasing SNR, and increasing the observation interval length are named as
possible ways of reducing/resolving the ambiguity problem. Coherent TDoA estimates could
be used for calculating the coefficients for a distributed beamformer, for which the ambiguity
does not represent an issue, but also for ranging, or accurate antenna positioning, which is
necessary in systems for coherent localization.
Keywords: distributed receiving system, over-the-air calibration, spatial coherence, carrier
phase of arrival, time offset estimation, frequency offset estimation, (instantaneous) phase offset
estimation, TDoA, receive digital beamforming, radio source localization
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Predmet istraivaǌa doktorske teze je kalibracija distribuiranog vixeka-
nalnog prijemnog sistema beiqnim putem (over-the-air), tako xto se vrxi obrada
primǉenih radio signala. Distribuirani prijemnici imaju nezavisne analogno-
digitalne konvertore i lokalne oscilatore, te su vremenski, frekvencijski i
fazno nesinhronizovani. Pod kalibracijom se podrazumijeva procjena i kom-
penzacija vremenskih, frekvencijskih i faznih pomaka (offsets) izmeu signala u
prijemnim kanalima u ciǉu postizaǌa vremenske, frekvencijske i fazne sinhro-
nizacije, koja je preduslov za pravilno funkcionisaǌe obrade signala sa anten-
skih nizova (array processing). Dva scenarija su analizirana. U prvom scenariju
izmeu prijemnih kanala postoje konstantni vremenski pomaci, poqetni fazni po-
maci i promjenǉivi frekvencijski pomaci. Ciǉ je razvoj i ispitivaǌe perfor-
mansi metoda koje procjenom i kompenzacijom pomaka izmeu primǉenih signala
omoguuju distribuirani beamforming (BF) i lokalizaciju izvora radio signala
korixeǌem datog sistema. U drugom scenariju izmeu vremenski sinhronizova-
nih prijemnih kanala postoje poqetni fazni pomaci i konstantni frekvencijski
pomaci. Ciǉ je razvoj metoda za procjenu TDoA (Time Difference of Arrival – ra-
zlika u vremenu pristizaǌa signala), faznog i frekvencijskog pomaka izmeu
kanala, kao i analiza uticaja korixeǌa faza nosilaca pristiglih signala na
performanse tih metoda. U ovoj glavi je dat uvod u problematiku kojom se teza
bavi, predstavǉeno je trenutno staǌe u ovoj oblasti i istaknuti su doprinosi
disertacije u odnosu na postojee metode.
1.1 Staǌe u oblasti
Array processing podrazumijeva obradu signala sa antenskih nizova sa ciǉem
postizaǌa beamforming-a (usmjeravaǌe snopa), lokalizacije (procjene pozicije)
izvora radio signala, procjene smjera dolaska signala, itd. DSP (Digital Signal
Processor) se pritom oslaǌa na relativne vremenske i fazne odnose izmeu sig-
nala sa antena. Zbog toga, da bi array processing pravilno funkcionisao, neophodno
je da prijemni kanali, koji povezuju antene i DSP, budu vremenski, frekvencij-
ski i fazno sinhronizovani. Ako kanali koriste zajedniqki generator takta za
analogno-digitalne (A/D) konvertore, potrebno je jox samo softverski defini-
sati zajedniqki poqetak vremenskih osa u kanalima da bi se postigla vremenska
sinhronizacija. Naravno, ovo vai uz pretpostvku da su putevi od generatora
takta do (A/D) konvertora u kanalima meusobno jednaki. Ako prijemni kanali
koriste zajedniqke lokalne oscilatore (LO) za frekvencijske mjexaqe (mixers),
frekvencijska sinhronizacija je automatski postignuta, a ako su putevi od LO do
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mjexaqa u kanalima meusobno jednaki i prijemnici vremenski sinhronizovani,
postignuta je i fazna sinhronizacija. Meutim, prijemni kanali qesto imaju
nezavisne lokalne oscilatore i generatore takta (npr. kanali su posebni ure-
aji), pa izmeu prijemnih kanala postoje vremenski, frekvencijski i poqetni
fazni pomaci. Zbog toga se, radi frekvencijske i fazne sinhronizacije LO, do-
vodi eksterna referenca u vidu sinusoide na nekoj specifiqnoj frekvenciji, npr.
10 MHz, a radi vremenske sinhronizacije A/D konvertora, vremenska referenca u
vidu npr. periodiqne povorke impulsa. Kod klasiqnih (centralizovanih) anten-
skih nizova prijemni kanali su kolocirani, pa je, ako ve ne koriste zajedniqke
LO i generatore takta, dostavǉaǌe referenci relativno jednostavno. U tu svrhu
mogu se koristiti koaksijalni kablovi jednakih duina. Treba imati na umu da
ovaj zahtjev nije trivijalan, pogotovo za frekvencije reda GHz i vixe.
Prostorno distribuirani radio primopredajnici imaju potencijal za velike
dobitke u oblasti distribuiranog beamforming-a (poboǉxana usmjerenost, a time
poveana energetska efikasnost i/ili spektralna efikasnost) [2–5] i lokaliza-
cije izvora radio signala (poboǉxana preciznost) [6, 7]. Oni omoguavaju upo-
trebu ureaja sa jednom antenom kao dijelova virtuelnog niza, qime se qine maǌe
striktnim ograniqeǌa vezana za otvor antenskog niza i broj antena u nizu, koja su
karakteristiqna za centralizovane antenske nizove. Ako se ne kae drugaqije, u
tezi e se smatrati da predajnici i prijemnici raspolau sa po jednom antenom.
Jedan naqin da se formira distribuirani prijemni antenski niz (isto vai i za
predajni niz) jeste da se antene distribuiraju (razmaknu) i poveu kalibrisanim
koaksijalnim kablovima, ili optiqkim kablovima sa elektrooptiqkim pretvara-
qima (Radio Frequency over Fiber – RFoF), sa kolociranim prijemnicima [6,7]. Tada
se u pogledu sinhronizacije nixta ne mijeǌa u odnosu na klasiqne antenske ni-
zove. Drugi naqin je da se prijemnici distribuiraju u prostoru i digitalnim
linkovima (npr. eternet (Ethernet)) poveu sa fuzionim centrom, preko kojih
mu, nakon demodulacije i A/D konverzije, dostavǉaju digitalne odbirke primǉe-
nih signala u osnovnom opsegu za daǉu obradu (beamforming, lokalizacija, itd).
Trei naqin formiraǌa distribuiranih antenskih nizova su senzori, koji ne-
maju iqnu vezu ni meusobno ni sa fuzionim centrom, ve se sva komunikacija
odvija beiqno. U fokusu ove doktorske teze je drugi navedeni naqin, sa ko-
rixeǌem digitalnih linkova izmeu prijemnika i fuzionog centra.
Smatramo da preko ovih linkova nije mogu prenos referenci za sinhroniza-
ciju [3]. Dakle, potrebno je nekim drugim putem dovesti referentne signale do
prijemnika, xto predstavǉa jedan od najveih izazova pri praktiqnoj realiza-
ciji distribuiranih antenskih sistema [3]. Najjednostavnije bi bilo razvesti
reference do prijemnika pomou umjerenih koaksijalnih kablova. Meutim, kva-
litet prenosa koaksijalnim kablovima opada sa poveanem duine [8, 9] i frek-
vencije [9]. Drugi naqin je korixeǌem RFoF tehnike prenosa, koja omoguuje
kvalitetan prenos na velike udaǉenosti i na veim frekvencijama. Ovakvo rexe-
ǌe ima primjenu u astronomiji [10]. Meutim, instalacija optiqkih kablova nije
jeftina. Pored toga, upotreba bilo kakvih kablova nije praktiqna za mobilne
prijemnike (iako se teza ne bavi tim scenarijom). Trea opcija je over-the-air
kalibracija, odnosno referentni signali se xaǉu beiqno u RF (Radio Frequency)
opsegu od strane posebnog predajnika za kalibraciju. Prednost je to xto nema
korixeǌa kablova, ali neophodna je sloenija obrada signala. Ovakvom sin-
hronizacijom se bavi doktorska teza.
Prije nexto vixe od jedne decenije, beiqna sinhronizacija je predloena
[2] kao jedno atraktivno, fleksibilno i skalabilno rexeǌe za sinhronizaciju
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distribuiranih primopredajnika. Znaqajan broj autora se bavio ovim proble-
mom [2–5,11–20]. Obiqno je sinhronizacija bazirana na master-slave principu [2],
gdje jedan ureaj – master xaǉe pilot signal (referentni signal) koji preostali
ureaji – slaves koriste da se sinhronizuju sa master-om. Sinhronizacija se vrxi
u analognom domenu, odnosno hardverski, zakǉuqavaǌem fazno kontrolisane pet-
ǉe (Phase Locked Loop – PLL) na fazu i frekvenciju pristiglog pilot signala, ili u
digitalnom domenu, odnosno softverski, obradom signala, tako xto se procjeǌuju
fazni i frekvencijski pomaci u odnosu na pristigli signal pa se vrxi kompen-
zacija. Digitalne metode imaju veu preciznost [12] i ǌima se bavi doktorska
disertacija, kao i veina navedenih radova iz literature [2–4,11–17,19,20].
Najvei broj autora pristupao je problemu u kontekstu distribuiranog pre-
dajnog beamforming-a [2–5,11–16]. U ǌihovim radovima akcenat je na protokolima
i implementaciji sistema za beiqnu sinhronizaciju. Koeficijenti za beamfor-
ming se raqunaju na osnovu informacije o staǌu kanala (Channel State Information
– CSI) dobijene kroz kooperaciju sa prijemnikom ka kom se eli usmjeriti di-
jagram zraqeǌa antenskog niza. U [3] je, izmeu ostalog, predloen master-slave
protokol za beiqnu kalibraciju distribuiranog predajnog sistema za digitalni
BF, gdje su predajnici povezani digitalnim iqanim linkovima. Podrazumijeva
se korixeǌe OFDM-a (Orthogonal Frequency Division Multiplexing). Modelovana je i
razlika u frekvenciji odabiraǌa izmeu predajnika. Smatra se da je gruba vre-
menska sinhronizacija obezbijeena kroz digitalne linkove. Predloen je esti-
mator tipa maksimalne vjerodostojnosti (Maximum Likelihood – ML) za zdruenu
procjenu vremenskog i frekvencijskog pomaka. Fazna sinhronizacija predajnika
se postie u okviru mjereǌa CSI, odnosno koeficijenata za beamforming, pri qemu
se koristi TDD (Time Division Duplex) i reciproqnost uplink-a i downlink-a. Peri-
odiqno se smjeǌuju kalibracija i slaǌe podataka (vremensko dijeǉeǌe resursa)
jer postoje grexke u frekvencijskoj estimaciji koje qine da se nagomilava fazna
grexka, a, osim toga, vremenski, frekvencijski i fazni pomaci mogu biti promjen-
ǉivi u vremenu. Ista grupa autora je, za sliqan sistem, u [11] implementirala
AirSync, xemu koja u realnom vremenu obezbjeuje beiqnu vremensku sinhroni-
zaciju unutar OFDM CP-a (Cyclic Prefix) i faznu sinhronizaciju sa preciznoxu
od nekoliko stepeni. Poxto se ne zahtijeva velika preciznost vremenske sinhro-
nizacije (zbog OFDM), akcenat je na faznoj sinhronizaciji. Pokazali su da su
ove preciznosti dovoǉne da se obezbijedi funkcionisaǌe jednog OFDM DM MIMO
(Distributed Multiuser Multiple-Input-Multiple-Output) sistema. Neprekidno se prati
trenutni fazni pomak, istovremeno sa slaǌem podataka, tako xto se jedna od an-
tena svakog slave-a predajnika koristi za prijem referentnog signala od master
predajnika, za koji je rezervisan poseban opseg. Zbog ovoga se ne mogu kori-
stiti obiqni komercijalni (off-the-shelf ) ureaji. Na osnovu procijeǌenog faznog
i frekvencijskog pomaka na poqetku jednog predajnog slota, raquna se fazni pomak
unutar tog slota. Poxto se radi o predajnom sistemu, mora postojati predikcija
faze, ne moe se estimirati i u istom trenutku koristiti data procjena. Za
izraqunavaǌe BF koeficijenata, xaǉu se poznati OFDM simboli ka prijemniku,
koji xaǉe povratnu informaciju (feedback). Sliqan sistem, nazvan Joint Multiuser
Beamforming, je implementiran u [16] korixeǌem komercijalnih ureaja. Prije
slaǌa svakog informacionog paketa, procjeǌuje se trenutni fazni i frekvencij-
ski pomak izmeu kanala. Procjena faznog pomaka se koristi za kompenzaciju
na poqetku paketa, a procjena frekvencijskog pomaka za kompenzaciju za vrijeme
trajaǌa paketa. Autori su prepoznali da je frekvencijski pomak promjenǉiv i
da nije optimalno kompenzovati fazni pomak raqunajui samo frekvencijski po-
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mak jer se tada fazna grexka akumulira zbog grexke u procjeni frekvencijskog
pomaka. Rad se ne bavi vremenskom sinhronizacijom. U [17] je implementirana
frekvencijska sinhronizacija distribuiranih prijemnika i predajnika u jednom
OFDM sistemu, sa jednim od prijemnika u ulozi master-a. Sinhronizacija se vrxi
prije svakog OFDM paketa. Rad se ne bavi faznom i vremenskom sinhronizacijom.
U [5] je opisana implementacija xeme za potpuno beiqni distribuirani pre-
dajni beamforming (ne postoji eternet backbone), ukǉuqujui master-slave beiqnu
sinhronizaciju, korixeǌem standardnih open platform ureaja, bez ikakvih har-
dverskih modifikacija. Smatra se da je frekvencijski pomak konstantan. Proto-
kol za sinhronizaciju u prvom koraku obavǉa frekvencijsku sinhronizaciju, a u
drugom faznu. Koristi se Kostasova petǉa (analogna) za frekvencijsku sinhro-
nizaciju i one-bit feedback za podexavaǌe faza predajnika tako da im se signali
konstruktivno sabiraju na prijemu. Dedicated master xaǉe referentni nosilac
za frekvencijsku sinhronizaciju, a prijemnik xaǉe channel feedback (analogno) za
faznu sinhronizaciju. Dok primaju ova dva signala, predajnici u isto vrijeme
xaǉu signale koji sadre podatke. Dakle, svaki signal dobija odvojen frek-
vencijski podopseg. Rad se ne bavi vremenskom sinhronizacijom. Inaqe, one-bit
feedback je metoda predloena u [13] koja se koristi u mnogim implementacijama
zbog svoje jednostavnosti. Sastoji se u tome da prijemnik emituje jedan bit
koji ukazuje na promjenu ukupne primǉene sredǌe snage nakon svakog primǉenog
paketa. Svaki predajnik koristi ovu indikaciju da proizvoǉno koriguje fazu
signala koji xaǉe. Postupak se iterativno ponavǉa dok algoritam ne iskonver-
gira ka maksimalnoj snazi u prijemniku. Implementacija sliqna onoj u [5] je
opisana u [14], ali umjesto analogne, realizacija je digitalna. Proxireni Kal-
manov filtar (Extended Kalman filter) se koristi za procjenu frekvencijskog pomaka
umjesto analogne Kostasove petǉe. Zbog toga nije potrebno primati neprekidno
pilot za ovu svrhu. Pored toga, umjesto analognog, koristi se digitalni one-bit
feedback. Eksplicitno je istaknuto da je frekvencijski pomak nestabilan. Ova im-
plementacija je modifikovana u [15] tako xto umjesto jednog od predajnika, ulogu
master-a za frekvencijsku sinhronizaciju ima prijemnik. Ne prati se neprekidno
frekvencijski pomak, ve se koristi vremensko dijeǉeǌe resursa (time slotting mo-
del), tj. dok se xaǉu korisni podaci, predviaju se fazni i frekvencijski pomaci
sa proxirenim Kalmanovim filtrom.
U [18] je predloena tehnika za prijemni beamforming koja ne koristi CSI (eks-
plicitnu procjenu kanala), ve sinusoidalnu referencu koja se xaǉe istovre-
meno sa korisnim signalom. Podrazumijeva se savrxena vremenska sinhroniza-
cija (mada koristi se OFDM, pa ne mora biti precizna). Poxto korisni xi-
rokopojasni signal i sinusoida nisu na istoj frekvenciji, fazna kaxǌeǌa nisu
jednaka za isti TDoA, pa korisni signali koji se sabiraju na izlazu nisu u fazi.
Rad se bavi i uticajem ove nesavrxenosti. Prednosti ove tehnike su jednostav-
nost i mala koliqina potroxenih resursa na sinhronizaciju.
U [19] je opisana implementacija zdruene vremenske i frekvencijske sinhro-
nizacije za distribuirane antenske nizove na master-slave principu korixeǌem
USRP (Universal Software Radio Peripheral) platformi. Naizmjeniqno se vrxe sin-
hronizacija i slaǌe podataka (vremensko dijeǉeǌe resursa). Koristi se uskopo-
jasna aproksimacija. Ne procjeǌuje se fazni pomak, kao ni kanal, a smatra se da
je frekvencijski pomak konstantan. Autori su svjesni da je kod USRP platformi
frekvencijski pomak nestabilan, pa su za potrebe eksperimenta doveli eksternu
frekvencijsku referencu. Prvo se grubo procjeǌuje vremenski pomak korelacijom
(rezolucija je interval odabiraǌa), zatim frekvencijski pomak na osnovu ukupne
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promjene faze u datom vremenskom intervalu i na kraju necjelobrojni vremenski
pomak korelacijom, ali sa bankom filtara, od kojih je svaki pomjeren za neki
necjelobrojni pomak. Dodatne informacije o ovoj oblasti mogu se pronai u
preglednim radovima [2,4,20] i referencama koje sadre.
Drugi dio teze se bavi procjenom konstantnih vremenskih, frekvencijskih i
faznih pomaka. Problem estimacije ovih pomaka u dvokanalnom prijemnom si-
stemu prouqava se ve decenijama. U [21] je predloen ML estimator za vremen-
ski pomak izmeu verzija realnog sluqajnog signala primǉenih od strane dva
prostorno razdvojena prijemnika u prisustvu nekorelisanog xuma. Estimator
je realizovan kao par prefiltera propusnika opsega korisnog signala, iza ko-
jih slijedi kroskorelator. Procijeǌeno kaxǌeǌe je jednako vremenskom pomaku
drugog signala u odnosu na prvi za koji je najvea vrijednost na izlazu korela-
tora. U [22] je predloen zdrueni estimator za TDoA, fazne i diskretne Dople-
rove frekvencijske pomake (umnoxci rezolucije Furijeove transformacije) ko-
rixeǌem sluqajnih Gausovih uskopojasnih signala. Izvedena je Kramer-Raova
granica (Cramér-Rao Bound – CRB), tj. doǌa teorijska granica za sredǌu kvad-
ratnu grexku (Mean Square Error – MSE) procjene svakog od pomaka, i pokazano je
da su grexke procjene vremenskih, frekvencijskih i faznih pomaka asimptotski
– za dovoǉno dugaqak opservacioni interval i dovoǉno visok odnos signal xum
(Signal-to-Noise Ratio – SNR), nekorelisane. Vremenski i frekvencijski pomaci pro-
cjeǌuju se kao argumenti maksimuma apsolutne vrijednosti kroskrelacije prvog
signala i vremenski i frekvencijski pomaknutog drugog signala, odnosno argu-
menti maksimuma apsolutne vrijednosti generalizovane ambiguity funkcije [23,24],
koja predstavǉa generalizaciju kroskorelacije (1D, vremenski pomak, na 2D, vre-
menski i frekvencijski pomak). Fazni pomak se dobija kao argument kroskore-
lacije prvog signala i drugog signala pomaknutog za procijeǌene vremenske i
frekvencijske pomake. U [25] su data izvoeǌa za CRB procjene vremenskog kax-
ǌeǌa i CRB procjene Doplerovog pomaka izmeu akustiqkih sluqajnih signala u
dvokanalnom prijemnom sistemu u prisustvu nekorelisanog xuma.
U [24] je predloen ML estimator za zdruenu procjenu vremenskog kaxǌe-
ǌa i Doplerovog pomaka za sluqajeve kada je spektar snage xuma ravan (bijeli
xum) i kada nije (prisustvo interferencije). Kada je xum bijel, ML kriteri-
jum se svodi na traeǌe maksimuma apsolutne vrijednosti kompleksne ambiguity
funkcije, a kada xum nije bijel, dodatno se ubacuju filtri za ǌegovo izbjeǉiva-
ǌe. Smatra se da je frekvencijski pomak cjelobrojni umnoak rezolucije DFT-a
(Discrete Fourier Transform). Poslati signal je nepoznat i ne postoji informacija o
ǌegovoj strukturi. U [26] je predstavǉen diskretni model signala sa TDoA, pro-
izvoǉnim Doplerovim pomacima i sluqajnom fazom, i korixeǌem nepoznatih
deterministiqkih signala. Autori su takoe izveli CRB za dati matematiqki
model i pokazali da su grexke procjene vremenskog i frekvencijskog pomaka za
neke sekvence, a posebno za chirp-like sekvence, meusobno korelisane, za razliku od
Gausovih sekvenci, gdje su grexke asimptotski nekorelisane. Pored toga, poka-
zano je da poznavaǌe varijanse xuma asimptotski (u SNR smislu) ne utiqe na vri-
jednost CRB. Autori tvrde da se, poxto je medijum xirokopojasno-disperzivan,
faza signala mora modelovati kao sluqajna nepoznata veliqina. U [27] je ukazano
na uticaj koji imaju razlike u modelovaǌu signala kao Gausovog (akustiqki sig-
nali) i kao (nepoznatog) deterministiqkog (radio signali) na CRB i ML estima-
tor. Razlike su posledice toga xto kod sluqajnog Gausovog signala kovarijaciona
matrica uzorka primǉenih signala zavisi od vektora nepoznatih parametara, a
sredǌa vrijednost signala ne zavisi od vektora nepoznatih parametara i jednaka
5
je nuli, dok je kod deterministiqkih signala situacija obrnuta, kovarijaciona
matrica ne zavisi od vektora nepoznatih parametara, ve samo od xuma, a sred-
ǌa vrijednost signala zavisi od vektora nepoznatih parametara. Zakǉuqeno je,
da bi ML estimator bio ekvivalentan nefiltrirnom (filtar za bijeǉeǌe) kore-
latoru, za Gausove sluqajne signale je potrebno da i signal i xum u opsegu od
interesa imaju ravan spektar, dok je za deterministiqke signale dovoǉno da xum
ima ravan spektar.
U navedenim radovima faza nosioca pristiglog signala (Carrier Phase of Arri-
val – CPoA) modelira se kao dio nepoznatog faznog qlana [22,26], dio nepoznatog
kompleksenog slabǉeǌa [24], dio nepoznatog poslatog signala [27], ili nije mo-
delirana u akustiqkom scenariju [21, 25]. Zbog toga je u ovim radovima korjen
sredǌe kvadratne grexke (Root-Mean-Square Error – RMSE) procjene vremenskog po-
maka, odnosno TDoA, odreen xirinom propusnog opsega signala, tj. inverzno mu
je proporcionalan.
U [28–30] je analizirana procjena TDoA korixeǌem analognih bandpass sig-
nala primǉenih od strane dva prostorno razmaknuta, vremenski, frekvencijski i
fazno sinhronizovana prijemnika. Poxto se estimacija vrxi nad bandpass signa-
lima, faze ǌihovih nosilaca se implicitno uzimaju u obzir. Autori su prepo-
znali problem vixeznaqnosti (ambiguity problem) i izveli modifikovanu Ziv-Zakai
doǌu granicu, koja predstavǉa kompozitnu teoretsku granicu za preciznost pro-
cjene TDoA. Problem vixeznaqnost ogleda se u pojavi visokih boqnih lobova
u kriterijumskoj funkciji algoritma za procjenu i nemogunosti prepoznavaǌa
glavnog loba, onog koji odgovara stvarnoj vrijednosti procjeǌivanog parametra.
Vixeznaqnost se javǉa zbog toga xto se faza nosioca mjeri po modulu 2π, pa
je razmak izmeu maksimuma (koji je po prirodi vremenski pomak) jednak inver-
znoj frekvenciji nosioca. Pojam vixeznaqnosti e biti detaǉnije objaxǌen u
kasnijem dijelu teksta. Za uskopojasne signale, kod kojih je odnos frekvencije
nosioca i xirine opsega signala mnogo vei od 1, Ziv-Zakai granica je podijeǉena
na qetiri regiona, u zavisnosti od vrijednosti SNR [28,29]. Dati su analitiqki
izrazi za graniqne vrijednosti SNR kao funkcije xirine opsega signala, frek-
vencije nosioca, trajaǌa opservacionog intervala i opsega moguih vrijednosti
vremenskog pomaka. U prvom regionu (noise-dominated region) SNR je toliko ni-
zak da su primǉeni signali potpuno utopǉeni u xum i beskorisni za procjenu
vremenskog pomaka. MSE procjene je ograniqen veliqinom domena za pretragu,
odnosno moguim vrijednostima pomaka. U drugom regionu (ambiguity-dominated
region) SNR je vixi, ali vixeznaqnost ne moe biti razrijexena i teoretska
granica je iznad CRB za faktor srazmjeran odnosu frekvencije nosioca i xirine
opsega signala, a ML metoda se svodi na kroskorelaciju anvelopa primǉenih
signala u kanalima. U qetvrtom regionu (ambiguity-free region) SNR je najvixi,
vixeznaqnost moe biti razrijexena i teoretska granica odgovara CRB, a ML me-
toda se svodi na kroskorelaciju primǉenih signala u kanalima. Trei region je
prelazni izmeu drugog i qetvrtog, i karakterixe ga efekat praga, odnosno pomje-
raǌe procjene izmeu maksimuma kriterijumske funkcije. Preciznost u drugom
regionu je odreena xirinom opsega signala, dakle kao kada se ne koristi CPoA, a
u qetvrtom regionu preciznost je odreena frekvencijom nosioca signala. U [30]
je pokazano da je za xirokopojasne signale, za koje je odnos frekvencije nosioca
i xirine opsega signala reda veliqine 10, struktura Ziv-Zakai granice sliqna,
s tim xto postoji i prelazni reim izmeu prvog i drugog regiona. U istom
radu je pokazano da za signale u osnovnom opsegu Ziv-Zakai granica ima 3 regiona,
noise-dominated region, ambiguity-free region i prelazni region izmeu ǌih. Ovo
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je intuitivno jasno, jer zbog odsustva nosioca, ne postoji problem vixeznaqno-
sti, ali ni dobitak u preciznosti, pa je ovdje u ambiguity-free regionu preciznost
sliqna kao u ambiguity-dominated regionu za RF signale.
U [31] je implementirana tehnika za procjenu udaǉenosti (ranging) i vremensku
sinhronizaciju jednog para frekvencijski sinhronizovanih RF primopredajnika
koja dostie preciznost unutar jednog ciklusa frekvencije nosioca. Tehnika ko-
risti meusobnu razmjenu RF signala, a ovakva preciznost je dobijena usled upo-
trebe algoritma koji koristi CPoA. Ovaj algoritam je predloen u [32], gdje je
simulacijama pokazano da MSE blisko prati Ziv-Zakai granicu datu u [28, 29].
Algoritam vrxi procjenu vremenskog kaxǌeǌa u tri etape: prvo se vrxi gruba
procjena u vremenskom domenu bez korixeǌa CPoA, sa taqnoxu na nivou od-
birka, zatim slijedi fina procjena u frekvencijskom domenu korixeǌem ǋut-
novog metoda, jox uvijek bez uzimaǌa u obzir CPoA, i na kraju fino podexavaǌe
procjene korixeǌem CPoA. Autori tvrde da se, za tipiqne vremenske intervale
od interesa i tipiqne nesigurnosti frekvencije nosioca, frekvencijski pomak
izmeu predajnika i prijemnika moe ignorisati, barem za stacionarne (termin
e u tezi oznaqavati odsustvo kretaǌa) primopredajnike (za stacionarne pri-
mopredajnike ne postoji Doplerov pomak). Pored toga, navedeno je da rezultati
nisu osjetǉivi na upotrebu razliqitih talasnih oblika. U [33] su analizirane
performanse procjene vremenskog kaxǌeǌa i uticaj na Ziv-Zakai granicu kada se
umjesto signala sa priblino ravnim amplitudskim spektrom koriste signali
kod kojih je energija u izvjesnoj mjeri pomjerena ka krajevim opsega. Predloen
je i ML estimator koji blisko prati ovu granicu. Rezultati simulacija su po-
tvrdili da se koncentrisaǌem energije signala ka ivicama opsega poboǉxavaju
rezultati u odnosu na signale sa ravnim spektrom za vixe vrijednosti SNR i
prelaz sa ambiguity-dominated na ambiguity-free region se dexava na niim vrijed-
nostima SNR. Ovaj dobitak dolazi po cijeni loxijih performansi za nie vri-
jednosti SNR koje su ostale u ambiguity-dominated regionu. Xto je koncentrisaǌe
energije signala ka ivicama opsega izraenije, i opisani efekat je izraeniji.
U [34] je analizirana zdruena vremenska i frekvencijska sinhronizacija pri-
jemnika sa predajnikom koji periodiqno xaǉe pakete uskopojasniog signala za
sinhronizaciju. Umjesto ML filtra koji je podloan konvergiraǌu ka maksimu-
mima boqnih lobova kriterijumske funkcije (suboptimani lokalni maksimumi),
autori predlau upotrebu Bajesovog nelinearnog filtriraǌa, tj. partikl fil-
tara, koji su otporniji na vixeznaqnost. Autori takoe objaxǌavaju matema-
tiqku dualnost vixeznaqnosti prilikom procjene vremenskog pomaka korixeǌem
uskopojasnih signala sa jedne strane, i vixeznaqnosti prilikom procjene frek-
vencijskog pomaka korixeǌem nedovoǉno qestih transmisija signala kratkog
trajaǌa sa druge strane. U prvom sluqaju, pri procjeni vremenskog pomaka, nije
mogue razrijexiti taqan broj umnoaka od inverzne vrijednosti frekvencije
nosioca signala, dok u drugom sluqaju, pri procjeni frekvencijskog pomaka, nije
mogue razrijexiti taqan broj umnoaka od inverzne vrijednosti periode sa ko-
jom se xaǉu paketi signala za sinhronizaciju. Kao xto se poveaǌem opsega sig-
nala ublaava problem vixeznaqnosti procjene vremenskog pomaka u prvom slu-
qaju, tako se u drugom sluqaju ublaava problem vixeznaqnosti procjene frek-
vencijskog pomaka dodavaǌem jitter-a (promjenǉivog kaxǌeǌa) u periodu slaǌa
paketa signala za sinhronizaciju. U [35] je sugerisano da se vixeznaqnost faze
nosioca moe razrijexiti mijeǌaǌem frekvencije nosioca.
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1.2 Predmet istraivaǌa i doprinosi disertacije
Sinhronizacija distribuiranih primopredajnika je jedan od najveih izazova
pri implementaciji distribuiranog beamforming-a i masivnih MIMO sistema.
Upotreba skupih ureaja sa stabilnim lokalnim oscilatorima nije isplativa
jer je broj primopredajnika koji se koriste ogroman. Primjenom algoritama za
beiqnu sinhronizaciju omoguuje se upotreba jeftinih, potpuno nesinhronizo-
vanih ureaja u ovim sistemima. U prvom dijelu teze predloena je procedura za
beiqnu kalibraciju distribuiranog prijemnog sistema, za primjenu u distri-
buiranom beamforming-u i lokalizaciji izvora radio signala [36]. Prijemnici
su povezani sa fuzionim centrom preko digitalnih linkova, za koje se smatra da
ne mogu da prenesu referentne signale [3]. U sluqaju lokalizacije, procedura
obuhvata zdruenu procjenu i kompenzaciju vremenskog i trenutnog faznog po-
maka izmeu prijemnih kanala. U tu svrhu se koristi predajnik za kalibraciju,
beacon, koji xaǉe uskopojasni i xirokopojasni pilot. U sluqaju beamforming-a,
procedura obuhvata zdruenu procjenu i kompenzaciju vremenskog i trenutnog
faznog pomaka izmeu primǉenih korisnih signala i, opciono, ekvalizaciju ko-
risnog signala. Pored uskopojasnog i xirokopojasnog pilota poslatih od strane
beacon-a, koriste se i uskopojasni pilot (samo ako se radi ekvalizacija) i xiroko-
pojasna preambula, poslati od strane korisniqkog predajnika. Pretpostavǉamo
da su vremenski pomaci konstantni, a frekvencijski pomaci promjenǉivi u opser-
vacionom intervalu, kao xto je to sluqaj kod USRP platformi, koje su korixene
u eksperimentima. Zbog toga se ne procjeǌuje eksplicitno frekvencijski pomak,
ve je formulisan novi adaptivni algoritam za procjenu trenutnog faznog po-
maka. Stoga, procedura predloena u tezi neprekidno procjeǌuje fazni pomak,
za razliku od veine gore navedenih referenci, osim [5, 18], koje se, sa druge
strane, ne bave procjenom vremenskog pomaka. Treba imati u vidu da je u fokusu
navedenih radova iz literature predajni beamforming, pa je zahtjevnije neprekidno
pratiti fazni pomak (potrebna dodatna antena i frekvencijski podopseg za pri-
jem reference), a nemogue procijeǌeni fazni pomak koristiti za kompenzaciju
u istom trenutku, tj. neophodna je neka vrsta predikcije. U skladu sa tim, ako se
frekvencijski pomak sporo mijeǌa, procedura, analiza i rezultati iz teze se mogu
primijeniti i za predajni distribuirani beamforming. U tezi se podrazumijeva
prostorno koherentni scenario sa dominantnom LoS (Line-of-Sight) komponentom
signala, kao u mmWave range scenariju u [7]. Zbog toga, u tezi se ne koristi CSI
za beamforming, ve se raqunaju koeficijenti na osnovu procjene faznog pomaka i
TDoA korisniqkog signala u prijemnim kanalima. Nekoherentni algoritam ML
tipa, koji je predstavǉen u drugom dijelu teze, koristi se za procjenu vremen-
skih pomaka. Numeriqki jednostavan algoritam baziran na korelaciji signala se
koristi za procjenu konstantnog faznog pomaka. U svrhu evaluacije predloene
procedure i algoritama, vrxene su Monte-Karlo simulacije i eksperimenti sa
USRP platformama. Rezultati eksperimenata su pokazali odliqno slagaǌe sa
rezultatima simulacija, xto potvruje ispravnost pretpostavki matematiqkog
modela.
Drugi dio teze se bavi zdruenom procjenom TDoA, frekvencijskog i poqetnog
faznog pomaka izmeu prijemnika u distribuiranom dvokanalnom prijemnom si-
stemu koji je vremenski sinhronizovan, a fazno i frekvencijski nesinhronizovan.
Prijemnici su preko digitalnih linkova povezani sa fuzionim centrom. Vremen-
ski i frekvencijski pomaci su konstantni u opservacionom intervalu. Prijemni
sistem procjeǌuje navedene parametre na osnovu primǉenog RF signala, poslatog
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od predajnika na nepoznatoj ili poznatoj lokaciji, koji je proizvoǉno xirokopo-
jasan i qiji talasni oblik, odnosno sekvenca, moe biti poznata ili nepoznata
prijemnom sistemu. Poxto sekvenca moe biti poznata, za razliku od svih gore
citiranih radova, pomaci se modeliraju i u referentnom kanalu. Prijemnici i
predajnik su statiqni u opservacionom intervalu, tako da su frekvencijski po-
maci iskǉuqivo posledica razdexenosti lokalnih oscilatora, dakle ne postoji
Doplerov pomak. Frekvencijski pomak moe imati proizvoǉnu vrijednost, ne
mora biti cjelobrojni umnoak rezolucije DFT-a, jer se frekvencijsko pomjera-
ǌe signala realizuje u vremenskom domenu. Vremenski pomaci ne moraju biti
cjelobrojni umnoxci periode odabiraǌa jer se vremensko pomjeraǌe signala re-
alizuje u frekvencijskom domenu. Analizira se uticaj korixeǌa informacije
sadrane u fazi nosioca, CPoA, na preciznost procjene navedenih parametara u
prostorno koherentnom scenariju sa dominantnom LoS komponentom [37]. U ovom
scenariju, ako se CPoA modelira kao dio nepoznatog faznog qlana ili komplek-
snog slabǉeǌa, jedan dio informacije e biti izgubǉen. Zbog toga, sliqno kao
u [32, 34, 37, 38], u tezi se CPoA modelira kao poseban qlan. Formulisan je dis-
kretni matriqni model signala koji je u skladu sa gore navedenim. U zavisnosti
od toga koji od parametara su poznati, tri sluqaja su analizirana – Sluqaj 1:
TDoA, frekvencijski i fazni pomaci nepoznati; Sluqaj 2: frekvencijski i fazni
pomaci nepoznati, TDoA poznat; Sluqaj 3: frekvencijski i fazni pomaci poznati,
TDoA nepoznat. Za poznatu sekvencu, data je Fixerova informaciona matrica
(FIM) u zatvorenoj formi za Sluqaj 1 i izrazi za CRB u zatvorenoj formi za
Sluqaj 2 i Sluqaj 3. U tezi su formulisana dva koherentna (koriste CPoA) al-
goritma ML tipa, jedan za scenario sa poznatom sekvencom i drugi za scenario sa
nepoznatom sekvencom. Vrxene su Monte-Karlo simulacije koje su pokazale da su
algoritmi statistiqki efikasni (u xirokom opsegu vrijednosti SNR) i da je za
nie vrijednosti SNR algoritam sa poznatom sekvencom superioran. Navedeni su
stroi uslovi koji moraju biti zadovoǉeni da bi se iskoristila poznatost sek-
vence. Algoritmi su djelimiqno numeriqki optimizovani. Analiza je pokazala
da korixeǌe CPoA ne daje poboǉxaǌa pri procjeni frekvencijskog i faznog po-
maka ni u jednom od Sluqajeva. Kada je u pitaǌu procjena vremenskog pomaka,
u Sluqaju 1 nema poboǉxaǌa usled korixeǌa CPoA, RMSE je sliqan kao za
nekoherentne algoritme (ne koriste CPoA), tj. 1–3 reda veliqine ispod inver-
zne vrijednosti xirine opsega signala, za razuman SNR i trajaǌe opservacionog
intervala. U Sluqaju 3 se, kada je rijexen problem vixeznaqnosti, dobija dra-
matiqno poboǉxaǌe preciznosti procjene usled korixeǌa CPoA, RMSE je 1–3
reda veliqine ispod inverzne vrijednosti frekvencije nosioca, za razuman SNR
i trajaǌe opservacionog intervala. Analiza je pokazala koji uslovi moraju biti
zadovoǉeni da bi se dostigla preciznost procjene TDoA koja je dovoǉno dobra
da bude korixena za distribuirani beamforming. Detaǉno je analizirana ras-
podjela grexke procjene TDoA u Sluqaju 3 u zavisnosti od toga da li je rijexen
problem vixeznaqnosti. Rexavaǌe problema vixeznaqnosti nije u fokusu dok-
torske disertacije, ali su pokazani mogui naqini za ublaavaǌe/rexavaǌe ovog
problema, koji je svojstven estimaciji u Sluqaju 3.
Disertacija sadri sledee cjeline. U glavi 2 su uvedeni osnovni principi
matematiqkog modelovaǌa signala u doktorskoj tezi. U glavi 3 je opisana vremen-
ska, frekvencijska i fazna kalibracija distribuiranog vixekanalnog prijemnog
sistema beiqnim putem, kako bi se omoguio digitalni beamforming ka eǉenom
predajniku i/ili lokalizacija izvora radio signala. Nakon modela sistema i
signala, predloena je procedura za kalibraciju i formulisani su algoritmi
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korixeni u proceduri. Dati su rezultati Monte-Karlo simulacija i ekspe-
rimenata, uz opis hardverske i softverske platforme korixene za realizaciju
eksperimenata. U glavi 4 je opisana zdruena procjena TDoA, frekvencijskog i
faznog pomaka izmeu dva distribuirana, vremenski sinhronizovana, ali fazno
i frekvencijski nesinhronizovana prijemna kanala. Nakon modela sistema i sig-
nala, date su teorijske granice za varijansu grexke procjene pomaka za sva 3 Slu-
qaja za poznatu sekvencu, formulisana su dva ML algoritma, jedan za poznatu, a
drugi za nepoznatu sekvencu, i prikazani su rezultati Monte-Karlo simulacija,
uz detaǉnu analizu Sluqaja 3. U glavi 5 su sumirani najvaniji rezultati





U ovom poglavǉu se uvodi matematiqki model signala koji e biti korixen
u doktorskoj tezi. Na poqetku je prikazan model analognih signala u kvadra-
turnim predajnicima (Tx) i prijemnicima (Rx). Nakon toga, pokazano je da se
signali u ǌima mogu jednostavnije predstaviti korixeǌem kompleksnih bro-
jeva. Zatim su modelirani vremenski, frekvencijski i fazni pomaci u signalu
pri emitovaǌu, propagaciji i prijemu. Nakon toga je pokazano kako se prelazi iz
kontinualnog (analognog) u diskretni model signala. Na kraju, uveden je pojam
prostorne koherencije.
2.1 Kvadraturni predajnik i prijemnik
Predajnici i prijemnici koji se koriste u tezi su kvadraturni. Uproxena
xema jednog para kvadraturnih predajnika i prijemnika, sa propagacionim kax-
ǌeǌem signala od τ izmeu ǌih i jediniqnim slabǉeǌem kanala, data je na slici
2.1. Vremenska promjenǉiva je oznaqena sa t, dok je kruna frekvencija nosioca
(carrier) ωc. Smatra se da postoji savrxena vremenska, frekvencijska i fazna
sinhronizacija izmeu predajnika i prijemnika. Signali u granama u fazi su
oznaqeni sa I (In-phase), a signali u granama u kvadraturi (Quadrature) sa Q. Svi
signali na slici 2.1 su realni. Signali na ulazu modulatora (taqka A) u gra-
nama u fazi i kvadraturi su xAI(t) = xI(t) i xAQ(t) = xQ(t), respektivno. Signal
nakon modulacije i sabiraǌa (taqka B) ima oblik
xB(t) = xI(t) cosωct− xQ(t) sinωct. (2.1)
Signal u taqki C jednak je signalu iz taqke B zakaxǌenom za τ ,
xC(t) = xB(t− τ)
= xI(t− τ) cos (ωct− ωcτ)− xQ(t− τ) sin (ωct− ωcτ) . (2.2)
Signali na izlazu mnoaqa u granama prijemnika (taqka D) su
xDI(t) = xC · 2 cosωct
= 2xI(t− τ) cos (ωct− ωcτ) cosωct− 2xQ(t− τ) sin (ωct− ωcτ) cosωct
= xI(t− τ) (cosωcτ + cos (2ωct− ωcτ))
− xQ(t− τ) (sin (2ωct− ωcτ) + sin (−ωcτ))
= xI(t− τ) cosωcτ + xI(t− τ) cos (2ωct− ωcτ)
− xQ(t− τ) sin (2ωct− ωcτ) + xQ(t− τ) sinωcτ, (2.3)
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Slika 2.1: Kvadraturni predajnik i prijemnik.
xDQ(t) = xC · (−2 sinωct)
= −2xI(t− τ) cos (ωct− ωcτ) sinωct+ 2xQ(t− τ) sin (ωct− ωcτ) sinωct
= −xI(t− τ) (sin (2ωct− ωcτ) + sinωcτ)
+ xQ(t− τ) (cosωcτ − cos (2ωct− ωcτ))
= −xI(t− τ) sin (2ωct− ωcτ)− xI(t− τ) sinωcτ
+ xQ(t− τ) cosωcτ − xQ(t− τ) cos (2ωct− ωcτ) . (2.4)
Propuxtaǌem signala u granama kroz niskopropusne filtre, dobijamo signale
na izlazu demodulatora (taqka E), yI(t) i yQ(t),
yI(t) = xEI(t) = xI(t− τ) cosωcτ + xQ(t− τ) sinωcτ, (2.5)
yQ(t) = xEQ(t) = xQ(t− τ) cosωcτ − xI(t− τ) sinωcτ. (2.6)
Ako sada zamislimo da je prijemnik, umjesto sa predajnikom, vremenski i fazno
sinhronizovan sa nadolazeim signalom, to efektivno znaqi da je τ = 0, pa dobi-
jamo
yI(t) = xI(t), (2.7)
yQ(t) = xQ(t). (2.8)
Dakle, dva razliqita signala, xI(t) i xQ(t), prenesena su istovremeno kroz isti
kanal, na istoj uqestanosti, bez meusobne interferencije. To je omogueno time
xto su ova dva signala u toku prenosa pomnoena sa nosiocima koji su ortogo-
nalni, odnosno u kvadraturi, jer sinωct fazno kasni za π/2 u odnosu na cosωct.
2.2 Kompleksna predstava signala
Sistem sa kvadraturnim predajnikom i prijemnikom sa slike 2.1 moe se ekvi-
valentno matematiqki predstaviti korixeǌem kompleksne predstave signala,
slika 2.2. U osnovnom opsegu uqestanosti, signal u fazi i signal u kvadraturi
su zajedno predstavǉeni jednim kompleksnim signalom (umjesto po dvije, po jedna
grana u predajniku i prijemniku), xA(t) = x(t) = xI(t) + jxQ(t). Realni dio komplek-
snog signala predstavǉa signal u fazi, dok imaginarni dio predstavǉa signal u
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Slika 2.2: Kompleksna predstava kvadraturnog predajnika i prijemnika.
kvadraturi. Umjesto kvadraturnih nosilaca cosωct i sinωct, imamo kompleksni no-
silac ejωct = cosωct+j sinωct, pa se kompleksna modulacija predstavǉa kao mnoeǌe
sa ejωct. Signal u taqki B se dobija kompleksnom modulacijom signala iz taqke A,
xB(t) = x(t)e
jωct
= (xI(t) + jxQ(t)) (cosωct+ j sinωct) . (2.9)
Signal u RF opsegu dobija se kao realni dio odgovarajueg kompleksnog sig-
nala (matematiqki model sadri realni i imaginarni dio signala, ali fiziqki
propagira samo realni signal),
xRB (t) = Re xB(t)
= xI(t) cosωct− xQ(t) sinωct, (2.10)
xto je jednako odgovarajuem signalu sa slike 2.1, xB(t). RF signal u taqki C se
dobija kao za τ zakaxǌen signal xRB (t),
xRC (t) = x
R
B (t− τ)
= xI(t− τ) cosωc(t− τ)− xQ(t− τ) sinωc(t− τ), (2.11)
dok je odgovarajui kompleksni signal jednak za τ zakaxǌenom signalu xB(t),
xC(t) = xB(t− τ)
= x(t− τ)ejωc(t−τ). (2.12)
Demodulacija, zajedno sa filtriraǌem, u kompleksnom domenu se predstavǉa
mnoeǌem sa e−jωct. Stoga, signal u taqki D ima oblik
y(t) = xD(t) = xC(t)e
−jωct
= x(t− τ)e−jωcτ
= (xI(t− τ) + jxQ(t− τ)) (cosωcτ − j sinωcτ)
= xI(t− τ) cosωcτ + xQ(t− τ) sinωcτ
+ j (xQ(t− τ) cosωcτ − xI(t− τ) sinωcτ) , (2.13)
yI(t) = Re y(t) = xI(t− τ) cosωcτ + xQ(t− τ) sinωcτ, (2.14)
yQ(t) = Im y(t) = xQ(t− τ) cosωcτ − xI(t− τ) sinωcτ. (2.15)
Zakǉuqujemo da su signali na izlazu kompleksnog demodulatora, yI(t) i yQ(t), jed-
naki odgovarajuim signalima na izlazu kvadraturnog demodulatora. Nakon xto
smo pokazali ekvivalenciju realnog i kompleksnog modela signala, zbog jedno-
stavnije notacije i lakxeg izvoeǌa matematiqkih operacija, nadaǉe e u tezi
biti korixen kompleksni model signala.
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2.3 Pomaci u signalima pri emitovaǌu, propagaciji
i prijemu
U ovom odjeǉku razmatramo vremenske, frekvencijske i fazne pomake (offsets)
u signalima pri emitovaǌu, propagaciji i prijemu, slika 2.3. U opxtem slu-
qaju, predajnik i prijemnik su meusobno nesinhronizovani u pogledu vremena,
frekvencije i faze.
Vremenska osa predajnika je u opxtem sluqaju pomjerena u odnosu na vremensku
osu prijemnika. Neku proizvoǉno definisanu vremensku osu emo proglasiti za
nominalnu, a kaxǌeǌa vremenske ose predajnika i vremenske ose prijemnika u
odnosu na nominalnu emo oznaqiti sa τTx i τRx, respektivno. Pretpostaviemo
da su ova kaxǌeǌa nepromjenǉiva u vremenu i zvaemo ih vremenskim pomacima
(time offsets).
Frekvencije LO u predajniku i prijemniku, koji generixu nosioce za modu-
laciju i demodulaciju, respektivno, u opxtem sluqaju meusobno se razlikuju.
Nominalnu krunu frekvenciju nosioca emo oznaqiti sa ωc, a frekvencije LO
u predajniku i prijemniku sa ωc,LOTx i ωc,LORx, respektivno. Sada definixemo
frekvencijske pomake (frequency offsets) u predajniku i prijemniku kao
ωLOTx(t) = ωc,LOTx(t)− ωc, (2.16)
ωLORx(t) = ωc,LORx(t)− ωc. (2.17)
U opxtem sluqaju, ovi frekvencijski pomaci su promjenǉivi u vremenu.
U idealnom sluqaju, faza LO u predajniku, odnosno prijemniku, je jednaka 0
u trenutku t = 0 po odgovarajuoj lokalnoj vremenskoj osi predajnika, odnosno
prijemnika. Meutim, u praksi to najqexe nije ispuǌeno. Oznaqimo fazu LO
u predajniku u t = 0 po ǌegovoj osi sa ϕLOTx,0, a fazu LO u prijemniku u t = 0 po
ǌegovoj osi sa ϕLORx,0. Ove faze emo zvati (poqetnim) faznim pomacima ((initial)
phase offsets) predajnika i prijemnika. Trenutni fazni pomak (instantaneous phase
offset) predajnika u trenutku t po ǌegovoj osi, ϕLOTx(t), sastoji se od zbira poqet-
nog faznog pomaka i doprinosa (promjenǉivog) frekvencijskog pomaka do trenutka
t,




i sliqno za prijemnik,




Ako su frekvencijski pomaci u predajniku i prijemniku konstantni u vremenu,
moemo napisati:
ϕLOTx(t) = ϕLOTx,0 + ωLOTxt, (2.20)
ϕLORx(t) = ϕLORx,0 + ωLORxt. (2.21)
Dakle, trenutna faza LO u predajniku je
φLOTx(t) = ωct+ ϕLOTx(t), (2.22)
gdje je vrijeme izraeno po lokalnoj vremenskoj osi predajnika. Sliqno, trenutna
faza LO u prijemniku je
φLORx(t) = ωct+ ϕLORx(t), (2.23)
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Slika 2.3: Pomaci u signalu pri emitovaǌu, propagaciji i prijemu.
gdje je vrijeme izraeno po lokalnoj vremenskoj osi prijemnika.
Posmatrajmo sada sliku 2.3. Neka je signal u taqki A
x
(Tx)
A (t) = x(t) ∈ C, (2.24)
gdje eksponent “(Tx)” oznaqava da je signal po vremenskoj osi predajnika. Sig-
nal u ovoj taqki sistema zvaemo kompleksnom anvelopom ili talasnim oblikom
signala. Signal u taqki B po vremenskoj osi predajnika jednak je
x
(Tx)





Isti signal, ali po nominalnoj vremenskoj osi je
x
(Nom)
B (t) = x
(Tx)
B (t− τTx)
= x(t− τTx)ej(ωc(t−τTx)+ϕLOTx(t−τTx)). (2.26)
Ovaj signal stie u taqku C zakaxǌen za vrijeme propagacije τp,
x
(Nom)
C (t) = x
(Nom)
B (t− τp)
= x(t− τTx − τp)ej(ωc(t−τTx−τp)+ϕLOTx(t−τTx−τp)). (2.27)
Prijemnik nema informacije o nominalnoj vremenskoj osi, on posmatra signal u




C (t) = x
(Nom)
C (t+ τRx)
= x(t− τTx − τp + τRx)ej(ωc(t−τTx−τp+τRx)+ϕLOTx(t−τTx−τp+τRx)). (2.28)
Primijetiti da, za razliku od predajnika, kaxǌeǌe vremenske ose prijemnika za
neku vrijednost znaqi predǌaqeǌe signala za datu vrijednost u odnosu na signal
po nominalnoj osi. Signal u taqki D je
x
(Rx)




= x(t− τTx − τp + τRx)ej(ωc(−τTx−τp+τRx)+ϕLOTx(t−τTx−τp+τRx)−ϕLORx(t)). (2.29)
Radi jednostavnijeg zapisa, grupiximo pomjeraje koji su iste prirode:
−τ = −τTx − τp + τRx, (2.30)
ϕ(t) = ϕLOTx(t− τTx − τp + τRx)− ϕLORx(t). (2.31)
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Sada model signala u taqki D, tj. model kompleksne anvelope signala na prijemu,
ima sledei oblik:
y(t) = y(Rx)(t) = x
(Rx)
D (t) = x(t− τ)e
−jωcτejϕ(t). (2.32)
Gorǌi izraz predstavǉa opxti model signala na prijemu u osnovnom opsegu (Ba-
seband – BB) koji e biti korixen u doktorskoj tezi. Uticaj prenosa u RF opsegu
je zastupǉen preko qlana e−jωcτ . Vremenski pomaci, koji ukǉuquju relativni po-
mak izmeu vremenskih osa predajnika i prijemnika, kao i propagaciono kaxǌeǌe
signala, modeliraju se τ . Nesavrxenosti LO u predajniku i prijemniku modeli-
raju se qlanom ejϕ(t). Primijetiti da se vremensko pomjeraǌe signala modelira
sa dva qlana. Qlan x(t − τ) modelira vremensko kaxǌeǌe anvelope signala za τ .
Qlan e−jωcτ modelira kaxǌeǌe faze nosioca signala na prijemu (CPoA) u odnosu
na fazu nosioca koji generixe LO u prijemniku. (U stvari, razlika faza ova 2
nosioca je jednaka ωcτ samo kada nema gore opisanih nesavrxenosti LO u predaj-
niku i prijemniku. Ove nesavrxenosti, kako je ve navedeno, modeliraju se sa
ejϕ(t).) Modeliraǌe faze nosioca signala na prijemu sa e−jωcτ je mogue samo ako
postoji prostorna koherencija signala (vidjeti odjeǉak 2.6). Kao xto je intu-
itivno bilo oqekivano, odnos nominalne vremenske ose prema osama predajnika
i prijemnika ne figurixe u izrazu za signal na prijemu, ve samo meusobni
odnos vremenskih osa predajnika i prijemnika. Primijetiti da se faza LO pre-
dajnika/prijemnika raquna u odnosu na lokalnu vremensku osu, pa se pomjera u
vremenu u skladu sa pomjerajem te ose u odnosu na druge vremenske ose. Zbog toga,
na primjer, poveaǌe kaxǌeǌa vremenske ose predajnika za neku vrijednost ima
identiqan uticaj kao i poveaǌe propagacionog kaxǌeǌa za tu istu vrijednost.
Ako su frekvencijski pomaci u predajniku i prijemniku konstantni u vremenu,
koristei izraze (2.20), (2.21), (2.31) i (2.32), model kompleksne anvelope signala
na prijemu moemo napisati kao
y(t) = x(t− τ)e−jωcτejϕ0ejωt, (2.33)
gdje je ϕ0 = ϕLOTx,0 − ϕLORx,0 i ω = ωLOTx − ωLORx.
2.4 Normalizacija i oznake
Napiximo ponovo opxti model signala na prijemu:
y(t) = x(t− τ)e−jωcτejϕ(t). (2.34)
Neka signal kompleksne anvelope na prijemu, y(t), zauzima frekvencijski opseg
[−B/2, B/2). Smatramo da se odabiraǌe vrxi po Nikvistovom kriterijumu, tj.
frekvencija odabiraǌa je fs = 2 · B/2 = B. Perioda odabiraǌa je ∆t = 1/fs. Od-
govarajui radio signal zauzima opseg [fc − B/2, fc + B/2), gdje je fc = ωc/ (2π)
frekvencija nosioca. Ovo je kontinualni model signala. Sve veliqine koje smo
do sada definisali su u prirodnim (fiziqkim) jedinicama, dakle veliqine tipa
vremena u sekundama – [s] (t, τ, τTx, . . . , ), veliqine tipa frekvencije u hercima –
[Hz], tj. ciklusima po sekundi – [1/s] (fs, fc, . . .), ili radijanima po sekundi –
[rad/s] (ωc, ωc,LOTx, . . .), veliqine tipa faze u radijanima – [rad] (ϕ, ϕLOTx, . . .). Do-
meni funkcija po vremenu su takoe u sekundama (x(t− τ), y(t), ϕ(t), ωc,LOTx(t), . . .).
Poxto se teza bavi digitalnom obradom signala, zgodno je model signala na-
pisati u diskretnom domenu. Prvo emo izvrxiti normalizaciju veliqina. Ve-
liqine i domeni funkcija koji su dimenzije vremena normalizuju se sa ∆t, pa se
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izraavaju u odbircima. Veliqine koje su dimenzije frekvencije normalizuju se
sa B (koje je jednako fs), pa se izraavaju u ciklusima po odbirku – [1/odbirak]
(fc, fs . . .), odnosno radijanima po odbirku – [rad/odbirak] (ωc, . . .). Veliqine koje
su dimenzije faze ostaju u radijanima.
Nadaǉe e se u tezi podrazumijevati da su veliqine i domeni funkcija norma-
lizovani. Kada veliqine i funkcije budu predstavǉene u fiziqkim jedinicama,
bie oznaqene simbolom ˜. Ovo znaqi da vai: t̃ = t∆t, gdje je t̃ izraeno u sekun-




= x (t), domen od x̃(·) je u sekundama, a domen od x(·) u
odbircima; ω̃c = ωcB, ω̃c je u radijanima po sekundi, a ωc u radijanima po odbirku,
f̃s = B (B i daǉe oznaqava fiziqku xirinu propusnog opsega u [Hz]), itd. Za bilo
koji indeks k (npr. c,1,2,...) smatraemo da vai ωk = 2πfk, odnosno ω̃k = 2πf̃k.
2.5 Pomaci u signalu – diskretni model
Neka je x = [x0, x1, . . . , xN−1]T kompleksna sekvenca na ulazu u digitalno-analogni
(D/A) konvertor u predajniku, slika 2.4, gdje xn = x(n) predstavǉa vrijednost sek-
vence u n-tom odbirku, a (·)T oznaqava transpoziciju. Na osnovu sekvence x, D/A
konvertor generixe analogni signal x(t). Vezano za normalizaciju iz prethodnog





= x (n), domen od x̃(·) je u sekundama, a domen od x(·) u odbircima.
Napomena: termin kompleksna sekvenca emo koristiti kod diskretnih signala
kao odgovarajui za kompleksnu anvelopu ili talasni oblik kod kontinualnih
























, t ∈ R, (2.36)
gdje je xideal(t) kontinualni signal koji je periodiqan sa N i ograniqen u spek-
tru na [-1/2,1/2). Domen ovog signala definisan je za bilo koji realan broj, a
izraen je u odbircima. U prirodnim jedinicama, ovaj signal se moe izraziti
kao x̃ideal(t̃), kontinualni signal qiji domen je u sekundama, perioda N∆t, a spektar
ograniqen na [−B/2, B/2). Dakle, signal xideal(t) jednoznaqno predstavǉa qlanove
xn sekvence x za bilo koju vrijednost argumenta n, koja ne mora biti cjelobrojna.
Na primjer, x2.7 = xideal(2.7). Ovo je veoma vano, jer se teza bavi vremenskim po-
macima koji skoro nikad nisu cjelobrojni umnoxci periode odabiraǌa (izraeno
u fiziqkim jedinicama), odnosno nisu cjelobrojni (izraeno u normalizovanim
jedinicama, tj. u odbircima). Signal x(t) je jednak xideal(t) ako pretpostavimo
da je D/A konvertor idealan. Radi jednostavnosti matematiqkog modeliraǌa,
pretpostaviemo da su D/A i A/D konvertori sa slike 2.4 idealni [39] u smi-
slu da su odbirci signala na izlazu A/D konvertora identiqni odgovarajuim
vrijednostima analognog signala u trenucima odabiraǌa (odabiraǌe mnoeǌem
sa povorkom Dirakovih impulsa) i da se za dobijaǌe analognog signala na iz-
lazu D/A konvertora kao interpolator koristi nekauzalni filtar sa impulsnim
odzivom oblika sinx/x. Pretpostavǉamo takoe da D/A i A/D konvertori imaju
meusobno jednake frekvencije odabiraǌa f̃s = 1/∆t, xto ne znaqi da su meusobno
vremenski sinhronizovani.
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Slika 2.4: Pomaci u signalu za diskretni model signala.
Odgovarajui (kompleksni) RF signal moe se izraziti preko DFT koeficije-
nata sekvence x na sledei naqin:

















Kaxǌeǌe ovog signala za neko proizvoǉno τ ∈ R moe se predstaviti na sledei
naqin:









































Dakle, DFT koeficijenti za komleksnu anvelopu zakaxǌenu u RF opsegu za τ ∈ R
mogu se predstaviti kao











Na osnovu prethodne analize i kontinualnog matematiqkog modela iz (2.34),
dobijamo opxti diskretni matriqni model signala na prijemu u osnovnom opsegu,
slika 2.4:
y = ΦFHDτFx. (2.41)
Vektor y = [y0, y1, . . . , yN−1]T predstavǉa kompleksnu sekvencu na izlazu iz A/D












gdje su n = [0, 1, . . . , N − 1]T i k = [−N/2,−N/2 + 1, . . . , N/2− 1]T vektori vremenskih
i frekvencijskih indeksa, respektivno, a exp(·) je qlan-po-qlan eksponencijalna
funkcija. Svaka vrsta matrice F odgovara jednoj frekvenciji, a svaka kolona
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jednom trunutku. U odnosu na klasiqnu DFT matricu, matrica F je modifikovana
u dva koraka. Prvo, frekvencije su poreane u skladu sa prirodnim frekvenci-
jama RF signala time xto indeksi u vektoru k idu od −N/2 do N/2 − 1. Drugo,
pomnoena je sa skalarom 1/
√
N , tako da vai F−1 = FH, gdje (·)H oznaqava her-
mitaciju, a F−1 je IDFT (Inverse Discrete Fourier Transform) operator. Matrica Dτ












gdje je Diag(·) dijagonalna matrica na qijoj glavnoj dijagonali su elementi ar-
gumenta. Bitno je uoqiti da se Dτ sastoji iz dva qlana. Qlan e−jωcτ modelira
kaxǌeǌe faze nosioca. Matrica DBBτ modelira kaxǌeǌe anvelope signala, tj.
kaxǌeǌe u osnovnom opsegu. Dijagonalna matrica Φ predstavǉa operator faznog
pomaka. Na glavnoj dijagonali ove matrice su fazni qlanovi definisani elemen-
tima vektora ϕ, koji sadri fazni pomak za svaki odbirak. Formalno napisano:
Φ = Diag {exp (jϕ)} , (2.44)
ϕ = [ϕ(0), ϕ(1), . . . , ϕ(N − 1)]T . (2.45)
Izraz (2.41) moe se napisati i tako da se fazni pomaci u predajniku i prijemniku
modeluju sa dvije odvojene veliqine (vidjeti (2.31)), ΦLOTx i ΦLORx, respektivno:
y = ΦLORxF
HDτFΦLOTxx, (2.46)
gdje je ΦLORx = Diag {exp (−jϕLORx)}, ϕLORx = [ϕLORx(0), ϕLORx(1), . . . , ϕLORx(N − 1)]
T,
ΦLOTx = Diag {exp (jϕLOTx)} i ϕLOTx = [ϕLOTx(0), ϕLOTx(1), . . . , ϕLOTx(N − 1)]
T.
Da sumiramo: Operator F konvertuje signal u frekvencijski domen. Ope-
rator Dτ unosi RF kaxǌeǌe, tako xto svaka frekvencijska komponenta signala
biva fazno pomjerena u skladu sa kaxǌeǌem τ i ǌenom pozicijom u spektru kada
je signal u RF opsegu. Ovo nam omoguava da u diskretnom domenu modelujemo
vremenske pomjeraje koji nisu umnoxci signalizacionog intervala (periode oda-
biraǌa). Operator FH konvertuje signal nazad u vremenski domen. Operator Φ
modeluje pojedinaqno fazni pomak za svaki odbirak signala.
Ako su frekvencijski pomaci u predajniku i prijemniku konstantni u vremenu,
na osnovu kontinualnog matematiqkog modela iz (2.33), diskretni matriqni model
signala na prijemu u osnovnom opsegu ima oblik:
y = ejϕ0MωF
HDτFx. (2.47)
Dijagonalna matrica Mω predstavǉa operator faznog pomaka usled konstantnog
frekencijskog pomaka. Na glavnoj dijagonali ove matrice su fazni qlanovi koji
za svaki odbirak signala u vremenskom domenu predstavǉaju fazni pomak koji je
posledica konstantnog frekvencijskog pomaka ω. Formalno:
Mω = Diag {exp (jωn)} . (2.48)
Poreeǌem (2.41) i (2.47) jasno se vidi da je Φ = ejϕ0Mω, xto je i oqekivano, poxto
je ϕ(t) = ϕ0 + ωt.
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2.6 Pojam prostorne koherencije
Zamislimo scenario gdje su u nekom dijelu prostora jedan predajnik i M pri-
jemnika, Rx1,Rx2, . . . ,RxM . Neka Tx emituje signal na frekvenciji ωc. Oznaqimo
rastojaǌa Rx antena do Tx antene sa d1, d2, . . . , dM (pozicija antene se modelira
jednom taqkom). Posmatrajmo proizvoǉni par Tx-Rxm, sa antenama na rastojaǌu
dm. Neka su ϕTx(t) i ϕRxm(t) faze signala na antenama u nekom trenutku t.
U opxtem sluqaju, medijum za prenos moe biti nehomogen. Posledice su da
put koji signal prelazi, lm, ne mora biti pravolinijski, pa otuda ne mora biti
jednak dm, kao i da se brzina propagacije moe mijeǌati du preenog puta. Ovo
znaqi da, u opxtem sluqaju, ne vai: τ = dm/c, gdje je τ vrijeme propagacije
signala od Tx-a do Rxm (odnosno izmeu ǌihovih antena, a kaxǌeǌe pri propaga-
ciji signala kroz Tx i Rx moe se modelirati kao dio pomaka ǌihovih vremenskih
osa), a c je konstantna pretpostavǉena brzina propagacije. Odstupaǌe τ od ide-
alne vrijednosti dm/c ima zanemarǉiv uticaj na anvelopu signala, ali nikako
nije zanemarǉiv ǌegov uticaj na fazu nosioca signala (zbog mnoeǌa sa ωc koje
je reda GHz). Dakle, u opxtem sluqaju ne vai: ϕRxm(t)− ϕTx(t) = −ωcdm/c.
Prostorna koherencija signala izmeu Tx-a i Rxm postoji ako se razlika
faza signala izmeu ǌih jednoznaqno moe izraziti kao funkcija ǌihovog meu-
sobnog rastojaǌa i brzine propagacije, gdje god da se u datom dijelu prostora Tx
i Rxm nalaze, tj. ako vai:
ϕRxm(t)− ϕTx(t) = −ωcdm/c. (2.49)
Drugim rijeqima, vrijeme propagacije se moe izraziti kao: τ = dm/c.
Ako postoji prostorna koherencija signala izmeu svake dvije antene u posma-
tranom scenariju, tada kaemo da je scenario prostorno koherentan.
U tezi e se podrazumijevati da je scenario prostorno koherentan. Gorǌa de-
finicija prostorne koherencije signala obuhvata sluqajeve kada su od interesa
i ToA (Time of Arrival), tj. vrijeme pristizaǌa signala u dati prijemni kanal, i
TDoA, tj. razlika vremena pristizaǌa signala u prijemne kanale. Ako je od in-
teresa samo TDoA, dovoǉan uslov za prostornu koherenciju signala je da razlika
faza na dvijema prijemnim antenama, Rxm i Rxn, bude funkcija razlike ǌihovih
rastojaǌa do predajne antene (umjesto apsolutnih rastojaǌa do predajne antene),
ϕRxm(t)− ϕRxn(t) = ωc (dn − dm) /c. (2.50)
Ako su prijemne antene izmeu kojih se raquna TDoA meusobno mnogo blie u
odnosu na ǌihove udaǉenosti do predajne antene, ovaj uslov je blai, jer neho-
mogenost medijuma maǌe dolazi do izraja na maǌim rastojaǌima.
Teza se bavi scenarijima u kojima je snaga NLoS (Non-Line-of-Sight) komponenti
signala zanemarǉiva u odnosu na snagu LoS, tj. direktne, komponente signala.
Zbog toga je dovoǉno smatrati da postoji prostorna koherencija LoS komponenti
signala. Ovaj uslov je znatno blai, jer se dozvoǉava da NLoS komponente imaju
proizvoǉne faze.
Najvjerovatnija primjena rezultata istraivaǌa iz teze je u petoj generaciji
mobilne telefonije (5G). U 5G e biti korixen mmWave opseg jer omoguava
xire opsege signala. Takoe, bie korixene male elije usled veeg slabǉeǌa
signala u mmWave opsegu, pogotovo NLoS komponenti, pa e se zahtijevati optiqka
vidǉivost izmeu predajnika i prijemnika. U mmWave opsegu LoS komponenta
je dominantna, a u malim elijama se oqekuje da vai prostorna koherencija







U ovoj glavi, predmet istraivaǌa su metode za vremensku, frekvencijsku i
faznu sinhronizaciju distribuiranog vixekanalnog prijemnog sistema beiqnim
putem, da bi se omoguio prijemni digitalni beamforming – BF ka eǉenom pre-
dajniku i/ili lokalizacija izvora radio signala. Prijemnici su povezani sa
fuzionim centrom preko digitalnih linkova, preko kojih nije mogu prenos refe-
rentnih signala za sinhronizaciju. Smatramo da su vremenski pomaci konstantni
u opservacionom intervalu. Frekvencijski pomaci su promjenǉivi i zbog toga
umjesto frekvencijskih, procjeǌujemo i kompenzujemo trenutne fazne pomake. Na
poqetku je opisan model sistema i formulacija problema. Nakon toga dat je mo-
del signala, koji se oslaǌa na opxti model izveden u glavi 2. Zatim je opisana
procedura za kalibraciju distribuiranog prijemnog sistema beiqnim putem.
U sluqaju lokalizacije, procedura obuhvata zdruenu estimaciju (procjenu) i
kompenzaciju (ispravǉaǌe, neutralisaǌe) vremenskog pomaka i trenutnog faznog
pomaka izmeu prijemnih kanala. Prijemni sistem vrxi estimaciju pomaka na
osnovu xirokopojasnog pilot signala i uskopojasnog pilot signala koje xaǉe
kalibracioni predajnik (beacon). U sluqaju beamforming-a, procedura obuhvata
zdruenu estimaciju i kompenzaciju vremenskog pomaka i trenutnog faznog po-
maka izmeu primǉenih korisnih signala – etapa 1, i, opciono, ekvalizaciju
korisnog signala – etapa 2. U etapi 1 se koriste xirokopojasni i uskopojasni
pilot od beacon-a i xirokopojasna preambula poslata od strane korisniqkog pre-
dajnika (user Tx), a u etapi 2 samo xirokopojasna preambula i uskopojasni pilot
korisniqkog predajnika. Nakon procedure, opisani su algoritmi koji su u ǌoj
korixeni. Na kraju poglavǉa dati su rezultati Monte-Karlo simulacija i
eksperimenata, uz propratnu diskusiju.
3.1 Model sistema i formulacija problema
Prijemni sistem se sastoji od prijemnika Rx1,Rx2, ...,RxM distribuiranih u
prostoru, povezanih digitalnim linkovima sa fuzionim centrom, kao xto je pri-
kazano na slici 3.1. Svaki prijemnik ima sopstveni LO i A/D konvertor, koji su
nezavisni od onih u ostalim prijemnim kanalima. Dakle, ne postoji ni vremen-
ska, ni frekvencijsaka, ni fazna sinhronizacija izmeu prijemnih kanala. Me-
utim, pretpostavǉamo da gruba vremenska sinhronizacija postoji, u smislu da
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Slika 3.1: Model sistema.
Slika 3.2: Signali na prijemu u frekvencijskom domenu. Frekvencije su u osnov-
nom opsegu.
se opservacioni intervali u kanalima uglavnom preklapaju. Na prijemni sistem
istovremeno stiu signali sa dva razliqita predajnika na odvojenim lokaci-
jama, slika. 3.2. Korisniqki predajnik emituje, u RF opsegu na odgovarajuoj
BB frekvenciji fU, korisniqki signal (user signal), koji sadri korisni signal
(data signal) – prenosi korisne podatke, ali qiji prvi dio zauzima xirokopojasna
preambula, i, opciono (ako se vrxi etapa 2), uskopojasni pilot. Kalibracioni
predajnik emituje xirokopojasni pilot (wideband pilot) i uskopojasni pilot (nar-
rowband pilot), na odgovarajuim BB frekvencijama fW i fN, respektivno. Usko-
pojasni pilot korisniqkog predajnika moe zauzimati odvojen dio spektra pored
korisnog signala (kao kod kalibracionog predajnika), ili moe biti jedan od
podnosilaca ako je korisniqki signal OFDM tipa. U opxtem sluqaju, lokacije
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Slika 3.3: Model sistema sa dva prijemna kanala.
predajnika su nepoznate prijemnom sistemu. Pretpostavǉamo da se prijemnici i
predajnici ne kreu u toku opservacionog intervala, qime se eliminixe uticaj
Doplerovog efekta u modelu signala. Takoe, pretpostavǉamo da postoji optiqka
vidǉivost (LoS) izmeu svakog Tx-Rx para. U svakom prijemnom kanalu, primǉeni
signali se IQ demodulixu i A/D konvertuju, a zatim se dobijeni digitalni od-
birci preko digitalnih linkova (npr. eternet) dopremaju do fuzionog centra,
gdje se zdrueno obrauju. Pretpostavǉamo da svi A/D i D/A konvertori u si-
stemu imaju jednake frekvencije odabiraǌa, f̃s. Radi jednostavnosti, baviemo
se dvokanalnim prijemnim sistemom (M = 2), slika 3.3. Rezultati i zakǉuqci
mogu se lako proxiriti na sluqaj sa vixe od dva prijemna kanala razmatrajui
parove prijemnih kanala.
Sada e biti objaxǌeno znaqeǌe veliqina sa slike 3.3. Kao xto je opisano
u odjeǉku 2.3, faza LO u svakom od primopredajnika ima opxti oblik ωct + ϕ(t),
gdje je vrijeme izraeno po lokalnoj osi tog primopredajnika. Qlan ϕ(t) obuhvata
uticaj poqetne nespregnutosti LO i A/D, odnosno D/A konvertora, (faza LO u
t = 0) unutar datog primopredajnika, i uticaj (promjenǉivog) frekvencijskog
pomaka LO u odnosu na nominalnu frekvenciju nosioca, ωc. Ove frekvencijske
i fazne neusklaenosti za beacon, korisniqki Tx, Rx1 i Rx2 su predstavǉene sa
ϕB(t), ϕU(t), ϕ1(t) i ϕ2(t), respektivno. Odsustvo vremenske sinhronizacije izmeu
beacon-a, korisniqkog Tx-a, Rx1 i Rx2 se modeluje sa τB, τU, τT1, τT2, respektivno.
Ovo su kaxǌeǌa ǌihovih lokalnih vremenskih osa u odnosu na neku, proizvoǉno
izabranu, nominalnu vremensku osu. Duina opservacionog intervala je izabrana
tako da su ovi pomjeraji vremenskih osa konstantni za vrijeme ǌegovog trajaǌa.
Propagaciona kaxǌeǌa signala su konstantna jer nema kretaǌa primopredajnika
i oznaqena sa τPB1, τPB2, τPU1, τPU2. Talasni oblici beacon-a i korisniqkog Tx-a
oznaqeni su sa sB(t) i sU(t), respektivno. U opxtem sluqaju:
sB(t) = sW(t) + sN(t), (3.1)
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gdje su sW(t) i sN(t) talasni oblici xirokopojasnog i uskopojasnog pilota, re-
spektivno, i
sU(t) = sD(t) + sUN(t), (3.2)
gdje su sD(t) i sUN(t) talasni oblici korisnog signala i uskopojasnog pilota ko-
risniqkog Tx-a, respektivno.
Ciǉ je da se postigne vremenska, frekvencijska i fazna sinhronizacija dis-
tribuiranih prijemnih kanala korixeǌem signala beacon-a, da bi se omoguila
lokalizacija korisniqkog predajnika, ili da se postigne sinhronizacija pri-
mǉenih korisnih signala korixeǌem signala beacon-a i signala korisniqkog
predajnika, da bi se omoguio digitalni prijemni beamforming.
3.2 Model signala
Ovaj odjeǉak opisuje modelovaǌe signala u prijemnim kanalima kada beacon i
korisniqki predajnik xaǉu sekvence duine N .
Neka je sB = [sB0, sB1, . . . , sBN−1]
T kompleksna sekvenca na ulazu u D/A konvertor
u beacon-u. Kontinualni talasni oblik na izlazu D/A konvertora je sB(t), po lo-
kalnoj vremenskoj osi beacon-a. Ovaj signal se IQ modulixe i dobijeni RF signal
se vodi na antenu. Kompleksna anvelopa emitovanog signala, po nominalnoj vre-
menskoj osi, moe se napisati kao
sEkvB(t) = e
jϕB(t−τB)e−jωcτBsB (t− τB)
= sEkvW(t) + sEkvN(t).
(3.3)
Kao xto je reqeno u odjeǉku 2.4, ako se eksplicitno ne kae drugaqije, sve vre-
menske promjenǉive su normalizovane sa 1/f̃s, a sve frekvencijske promjenǉive sa
f̃s, tj. sa B.
Sliqno, neka je sU = [sU0, sU1, . . . , sUN−1]
T kompleksna sekvenca na ulazu u D/A
konvertor u korisniqkom predajniku. Kontinualni talasni oblik na izlazu D/A
konvertora je sU(t), po lokalnoj vremenskoj osi korisniqkog Tx-a. Ovaj signal
se IQ modulixe i dobijeni RF signal se vodi na antenu. Kompleksna anvelopa
emitovanog signala, po nominalnoj vremenskoj osi, moe se napisati kao
sEkvU(t) = e
jϕU(t−τU)e−jωcτUsU (t− τU)
= sEkvD(t) + sEkvUN(t).
(3.4)
Ova dva signala propagiraju do prijemnih antena.
Kao kratka digresija, na slici 3.4 su ilustrovani vremenski pomjeraji u sig-
nalu na Rx1 i Rx2, zajedno sa ǌihovim vremenskim osama, za signal poslat sa
nekog predajnika. Za nominalnu vremensku osu uzeta je vremenska osa predajnika.
Propagaciona kaxǌeǌa signala od izvora do Rx1 i Rx2 su oznaqena sa τP1 i τP2,
respektivno. Kao xto je reqeno u odjeǉku 2.5, za razliku od predajnika, kaxǌe-
ǌe vremenske ose prijemnika za vrijednost τT1 (slika 3.4 b)) odgovara kaxǌeǌu
signala za vrijednost −τT1 po toj vremenskoj osi.
Dakle, kompleksne anvelope koje odgovaraju RF signalima koji stiu do pri-
jemnih kanala 1 i 2, svaka po svojoj lokalnoj osi, su
s1(t) = a1e
−jϕ1(t)e−jωcτPB1e+jωcτT1sEkvB (t− τPB1 + τT1) +
a1e




Slika 3.4: Ilustracija vremenskih pomjeraja u signalu: a) signal, b) signal u
Rx1 i ǌegova vremenska osa, v) signal u Rx2 i ǌegova vremenska osa.
s2(t) = a2e
−jϕ2(t)e−jωcτPB2e+jωcτT2sEkvB (t− τPB2 + τT2) +
a2e
−jϕ2(t)e−jωcτPU2e+jωcτT2sEkvU (t− τPU2 + τT2) +
η2(t),
(3.6)
gdje je am konstantni realni skalarni faktor koji modelira propagaciono sla-
bǉeǌe, m ∈ {1, 2}, a ηm(t) Gausov xum u frekvencijskom opsegu [−1/2, 1/2). Bez
umaǌeǌa opxtosti, smatramo da primǉeni signali beacon-a i korisniqkog Tx-a
imaju jednake sredǌe snage. Model signala dat izrazima (3.5)–(3.6) je zgodan za
scenarije u kojima je originalna sekvenca koju xaǉe predajnik nepoznata prijem-
nom sistemu. Tada su nebitni vremenski i fazni pomaci u predajniku, od interesa
je signal na izlazu iz predajnika, kojeg nazivamo ekvivalentnim originalnim po-
slatim signalom i oznaqavamo indeksom “Ekv”. Ukoliko je originalna sekvenca
poznata i to znaǌe se koristi u algoritmima, tada je neophodno da u modelu
signala eksplicitno figurixu vremenski i fazni pomaci predajnika:
s1(t) = a1e
jϕB(t−τB−τPB1+τT1)e−jϕ1(t)e−jωcτBe−jωcτPB1e+jωcτT1sB (t− τB − τPB1 + τT1) +
a1e




jϕB(t−τB−τPB2+τT2)e−jϕ2(t)e−jωcτBe−jωcτPB2e+jωcτT2sB (t− τB − τPB2 + τT2) +
a2e
jϕU(t−τU−τPU2+τT2)e−jϕ2(t)e−jωcτUe−jωcτPU2e+jωcτT2sU (t− τU − τPU2 + τT2) +
η2(t).
(3.8)
Kao xto je opisano u odjeǉku 2.5, iz (3.5)–(3.6) se dobija diskretni matriqni
BB model signala u prijemnim kanalima za nepoznatu sekvencu:
s1 =a1Φ1F
HD−τT1DτPB1FsEkvB + a1Φ1F
HD−τT1DτPU1FsEkvU + η1, (3.9)
s2 =a2Φ2F
HD−τT2DτPB2FsEkvB + a2Φ2F
HD−τT2DτPU2FsEkvU + η2, (3.10)
i sliqno iz (3.7)–(3.8) za poznatu sekvencu:
s1 =a1Φ1F
HD−τT1DτPB1DτBFΦBsB + a1Φ1F
HD−τT1DτPU1DτUFΦUsU + η1, (3.11)
s2 =a2Φ2F
HD−τT2DτPB2DτBFΦBsB + a2Φ2F
HD−τT2DτPU2DτUFΦUsU + η2, (3.12)
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Slika 3.5: Signali u prijemnim kanalima za BF sluqaj.
gdje je sm = [sm(0), sm(1), . . . , sm(N − 1)]T i sliqno za sEkvB, sEkvU, sEkvW, sEkvN, sEkvD,
sEkvUN, sB, sU, sW, sN, sD, sUN i ηm. Vano je zapamtiti da su qlanovi ovih vektora
signala, npr. sD(n), definisani za bilo koju realnu vrijednost argumenta n, a
ne samo za cjelobrojne, jer svakom diskretnom signalu, tj. vektoru, jednoznaqno
odgovara jedan kontinualni signal, onako kako je opisano u odjeǉku 2.5. Xum ima
kruno simetriqnu kompleksnu Gausovu raspodjelu sa varijansom σ2m, CN (0, σ2m),
a ǌegove vrijednosti su nezavisne po odbircima, n, i nezavisne po prijemnim ka-
nalima, m. Smatraemo da je am = 1 (∀m), tako da varijansa xuma za dati kanal
modelira propagaciono slabǉeǌe u tom kanalu. Drugim rijeqima, smatramo da
se primǉeni signali u predobradi skaliraju sa 1/am, gdje raqunamo da su snage
signala i xuma poznate (npr. odreene mjereǌem snage xuma prije poqetka pri-
jema i mjereǌem ukupne snage signala i xuma u toku prijema). Znaqeǌe ostalih
veliqina opisano je u odjeǉku 2.5.
3.3 Procedura za kalibraciju
Razlikujemo dva sluqaja u kojima procedura moe biti primijeǌena, sluqaj
digitalnog beamforming-a i sluqaj lokalizacije izvora radio signala. Pored
toga, za signal primǉen u okviru jednog opservacionog intervala, razlikujemo
Inicijalnu fazu (initial phase) i Fazu prenosa podataka (data transfer phase).
Inicijalna faza predstavǉa obradu prvog dijela signala u opservacionom
intervalu. U BF sluqaju, ovaj dio signala sadri xirokopojasnu preambulu i,
opciono, korisniqki uskopojasni pilot, poslate od strane korisniqkog Tx-a, i
uskopojasni pilot i xirokopojasni pilot, poslate od strane beacon-a, slika 3.5.
Na slici je prikazana opcija kada se vrxi i etapa 2, a korisniqki uskopojasni
pilot zauzima dio spektra korisnog signala. Preambula i xirokopojasni pilot
sadre periodiqne signale, gdje jedna perioda odgovara sekvencama sU i sB, re-
spektivno. U toku estimacije vremenskog pomaka, prozor za korelaciju saqiǌen
od odbiraka jednog signala duine jedne periode, N , pomjera se du N odbiraka
i poredi sa, pri datom pomjeraju, odgovarajuim odbircima drugog signala (bie
detaǉnije objaxǌeno u odjeǉku 3.5). Bitno je da poslati signali postoje u ci-
jelom segmentu signala koji se koristi za korelaciju, inaqe imamo dio signala
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gdje postoji samo xum. Zbog toga se xaǉu bar tri periode, a prozor za korela-
ciju qine odbirci koji u idealnom sluqaju (bez vremenskih pomaka) odgovaraju
centralnoj poslatoj periodi. U sluqaju lokalizacije, razlika je u tome xto ko-
risniqki Tx ne mora da xaǉe preambulu, dok je struktura signala beacon-a ista
kao za BF sluqaj.
Faza prenosa podataka predstavǉa obradu sledeeg dijela signala. U BF slu-
qaju, ovaj dio signala sadri korisne podatke poslate od korisniqkog Tx-a, op-
ciono korisniqki uskopojasni pilot, i uskopojasni pilot od beacon-a. U sluqaju
lokalizacije, korisniqki Tx xaǉe samo korisni signal (ne xaǉe uskopojasni
pilot), a struktura signala beacon-a je ista kao za BF sluqaj. Duina opserva-
cionog intervala ograniqena je uslovom da su svi vremenski pomaci konstantni
za vrijeme ǌegovog trajaǌa. Naredni opservacioni intervali imaju istu ovakvu
strukturu signala.
Gorǌi modeli sistema i signala vae za Inicijalnu fazu i ǌome se bavi
najvei dio ove glave. Dakle, prvo detaǉno opisujemo proceduru za procjenu i
kompenzaciju za Inicijalnu fazu za BF sluqaj. Zatim ukazujemo na razlike u
Fazi prenosa podataka u odnosu na Inicijalnu fazu. Na kraju opisujemo razlike
u proceduri za sluqaj lokalizacije u odnosu na BF sluqaj.
U ovom odjeǉku emo koristiti sledee jednakosti:
DxDy = DyDx = Dx+y, (3.13)
xto izraava komutativnost operatora D, a isto vai i za ostale operatore u
obliku dijagonalnih matrica, kao xto je Φ; vremenski pomak od τ primijeǌen na
fazno pomaknuti analogni signal ejϕ(t)s(t),
ejϕ(t
′)s(t′)|t′=t−τ = ejϕ(t−τ)s(t− τ), (3.14)
u diskretnom matriqnom modelu se izraava kao
FHDτFΦs = Φ
−τFHDτFs, (3.15)
gdje Φ−τ oznaqava Φ kompenzovano za −τ , tj. zakaxǌeno za τ ; Φ je unitarna ma-
trica,
ΦH = Φ−1; (3.16)







Generalno, neki od signala u ovom odjeǉku (vektori/matrice) imaju eksponente
koji oznaqavaju vremenska i fazna pomjeraǌa. Eksponenti znaqe da je signal
kompenzovan za te vremenske/fazne pomake u redosledu u kojem su eksponenti na-
pisani. Na primjer, sϕ(t),τ znaqi da je s prvo kompenzovan za fazu ϕ(t), tj. u signal
je unijeto fazno predǌaqeǌe od ϕ(t), a nakon toga kompenzovan za vremenski pomak
τ , tj. dobijeni signal, sϕ(t), je vremenski ispredǌaqen za τ .
3.3.1 Inicijalna faza za BF sluqaj
Razlikujemo dvije etape (stage) u okviru procedure za estimaciju i kompenza-
ciju. Ove dvije etape mogu biti izvrxene u dva odvojena podsistema.
U etapi 1, koju nazivamo i etapa poravnaǌa (alignment stage), ciǉ je poravnati
signale u Rx2 sa signalima u Rx1, tj. sinhronizovati ih vremenski, frekvencijski
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i fazno, koristei signale beacon-a i korisniqke signale. Poznavaǌe original-
nih poslatih sekvenci/signala se ne zahtijeva. Zbog toga, xto se tiqe etape 1,
xirokopojasna preambula ne mora biti poznata, pa se dio korisnog signala moe
koristiti kao preambula. Procedura za estimaciju i kompenzaciju se sastoji
od qetiri koraka (steps). U svakom koraku, prvo se procjeǌuju neki od pomaka
(vremenski ili fazni) u jednom od signala primǉenih u kanalu 2 u odnosu na
odgovarajui signal primǉen u kanalu 1. Nakon toga, signali u kanalu 2 se
kompenzuju za taj procijeǌeni pomak. Na kraju ove etape, sistem jox uvijek ne
omoguuje ispravno dekodovaǌe korisnih podataka, budui da se ne ostvaruje
nikakava sinhronzacija sa korisniqkim predajnikom. Ako dekodovaǌe podataka
treba da bude omogueno, slijedi etapa 2. Odgovarajui korisniqki signali iz
kanala 1 i 2 se sabiraju meusobno i dobijeni zbirni signali (combined signals)
se koriste u etapi 2, qime se dobija vei efektivni SNR.
U etapi 2, koju nazivamo i etapa dekodovaǌa (decoding stage), ciǉ je izvrxiti
ekvalizaciju lanca [korisniqki Tx] - [propagacioni kanal] - [prijemni kanal 1]
(u ovom trenutku korisniqki signal iz kanala 2 je, do na grexku estimacije, vre-
menski, fazno (svaki odbirak, pa time implicitno i frekvencijski) poravnat sa
korisniqkim signalom iz kanala 1). U ovoj etapi se koriste samo signali kori-
sniqkog Tx-a. Poznavaǌe originalnih poslatih sekvenci se zahtijeva. Zbog toga
prvi dio korisnog signala zauzima poznata preambula. Dakle, poxto etape 1 i
2 koriste isto parqe signala poslato od strane korisniqkog Tx-a, ako se vrxi
etapa 2, preambula mora biti poznata i u etapi 1. Procedura za estimaciju i
kompenzaciju se sastoji od qetiri koraka. U svakom koraku, jedan od zbirnih sig-
nala iz etape 1 se poredi sa odgovarajuim originalnim signalom i procjeǌuje se
neki od pomaka. Nakon toga, zbirni signali se kompenzuju za procijeǌeni pomak.
Na kraju ove etape, sistem omoguuje ispravno dekodovaǌe korisnih podataka.
Etapa 1
Neka signali s1 i s2 stiu u fuzioni centar, slika 3.6. U ovoj etapi origi-
nalna sekvenca/talasni oblik je nepoznat, tako da pomaci u predajnicima nisu
od znaqaja, jer su na isti naqin sadrani u s1 i s2. Stoga, pixemo:
s1 = sW1 + sN1 + sU1, (3.18)
s2 = sW2 + sN2 + sU2, (3.19)
sW1 = Φ1F
HD−τT1+τPB1FsEkvW + ηW1, (3.20)
sN1 = Φ1F
HD−τT1+τPB1FsEkvN + ηN1, (3.21)
sU1 = Φ1F
HD−τT1+τPU1FsEkvU + ηU1, (3.22)
sW2 = Φ2F
HD−τT2+τPB2FsEkvW + ηW2, (3.23)
sN2 = Φ2F
HD−τT2+τPB2FsEkvN + ηN2, (3.24)
sU2 = Φ2F
HD−τT2+τPU2FsEkvU + ηU2. (3.25)
Ciǉ je da se estimira i kompenzuje vremenski pomak i trenutni fazni pomaci u
s2 u odnosu na s1. Poxto je frekvencijski pomak promjenǉiv u vremenu, umjesto
ǌega, procjeǌujemo trenutni fazni pomak. Nakon pristizaǌa u fuzioni centar, s1
i s2 prolaze kroz tri filtra, na qijem izlazu se dobijaju xirokopojasni piloti,
sW1 i sW2, uskopojasni piloti, sN1 i sN2, i korisniqki signali, sU1 i sU2. Vektori
Gausovog xuma na izlazu filtara su ηWm, ηNm i ηUm. U ovoj etapi imamo qetiri
koraka, odnosno qetiri para estimacija-kompenzacija.
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Slika 3.6: Xematski dijagram za korak 1 i korak 2 etape 1 za BF sluqaj i za
lokalizaciju. Pune linije oznaqavaju vektore, a isprekidane linije skalare.
U koraku 1 algoritam za konstantni vremenski pomak (the algorithm for constant
time shift – CTSA) (detaǉnije u odjeǉku 3.4) koristi sW1 i sW2 da estimira vre-
menski pomak opservacionih intervala u kanalima, tj. ∆12 = τT2 − τT1 (sW2 je
zakaxǌeno za −∆12 u odnosu na sW1). Meutim, ovi signali sadre i vremen-
ski pomjeraj usled razliqitih vremena propagacije od beacon-a do odgovarajuih
prijemnih antena, tj. TDoAB = τPB2 − τPB1, tako da mi u stvari procjeǌujemo
−∆12 + TDoAB. Procjena na izlazu algoritma je
τ̂I = −∆12 + TDoAB − τIerr, (3.26)
gdje je τIerr grexka usled faznih izobliqeǌa u signalima i Gausovog xuma. Ovo
je gruba procjena, sa preciznoxu reda veliqine jedne petine trajaǌa odbirka
(za razumne vrijednosti SNR i N).




















Unoxeǌe vremenskih i faznih pomaka ne mijeǌa statistiqke osobine Gausovog
xuma.
U koraku 2, adaptivni algoritam za fazni pomak (the adaptive algorithm for phase
shift – APSA) (odjeǉak 3.4) koristi sN1 i sτ̂1N2 da procijeni trenutni fazni pomak
izmeu kanala. Iako korisniqki Tx xaǉe sopstveni uskopojasni pilot, sUN, on se
ne koristi u etapi 1. Budui da je beacon dio naxeg sistema, vrlo je vjerovatno
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da ǌegovi signali imaju vei SNR nego signali korisniqkog Tx-a, tako da se usko-
pojasni pilot od beacon-a koristi i za estimaciju i kompenzaciju kod korisniqkih
signala. Ovo je mogue jer se ne koristi poznavaǌe originalne sekvence u pre-
dajniku, a prijemni sistem (jedini izvor faznog pomaka koji je od interesa u ovoj
etapi) je zajedniqki za oba predajnika. Poxto se fazni pomak estimira za vremen-
ski pomak τ̂I u odnosu na signale koji ulaze u prijemni sistem, fazna kompenzacija
korisniqkog signala treba da bude izvrxena za identiqan vremenski pomak. Zbog
toga je korisniqki signal u koraku 1 kompenzovan za vremenski pomak procijeǌen
na osnovu signala beacon -a (iako vremenski pomak u korisniqkim signalima ima
razliqitu vrijednost u opxtem sluqaju zbog razliqitih propagacionih puteva).
Nakon koraka 2, signali beacon-a i korisniqki signali se obrauju odvojeno.
Poxto je uskopojasni pilot cisoida (kompleksna sinusoida), predstavimo vre-
menske pomake u sN1 i sτ̂1N2 kao fazne qlanove:
sN1 = Φ1e




−jϕIIerrejϕN1 + ητ̂IN2, (3.31)
gdje
ejϕN1 = FHD−τT1+τPB1FsEkvN, (3.32)
e−jϕIIerrsEkvN = F
HDτIerrFsEkvN. (3.33)









gdje je Φ̂II dijagonalna matrica koja sadri procijeǌene trenutne fazne pomake,
kao sastavni dio od ejϕ̂II(t). Pored grexke usled xuma, ΦIIerr, i eǉenog qlana
Φτ̂I2 Φ
H
1 , Φ̂II sadri takoe i qlan e
−jϕIIerr, koji predstavǉa konstantnu faznu grexku,
gdje je ϕIIerr = (ωc + ωN) τIerr (mod 2π), a ωN kruna frekvencija uskopojasnog pilota
u osnovnom opsegu. Ovaj qlan se pojavǉuje jer nakon koraka 1 postoji preostali
vremenski pomak τIerr izmeu signala u kanalima. Stoga, umjesto odgovarajuih
odbiraka, fazni pomak se raquna izmeu odbiraka koji su pomjereni za τIerr, xto
je za cisoidu ekvivalentno faznom pomaku od e−jϕIIerr. Meutim, glavni zadatak
koraka 2 je da iskompenzuje vremenski promjenǉivu komponentu faznog pomaka.
Preostali konstantni fazni pomak se kompenzuje kasnije u koraku 4. Pretposta-
vǉamo da se frekvencijski pomjeraj ne mijeǌa znaqajno za vrijeme τIerr, koje je
reda jedne petine trajaǌa odbirka.























Da bi ova kompenzacija ispravno funkcionisala, signali unutar svakog od kanala
moraju biti poravnati u vremenu. To je samo po sebi ispuǌeno prije poqetka
procedure. Da bi bilo odrano do ovog trenutka, u koraku 1 su svi signali u
kanalu 2 pomjereni za istu vrijednost, τ̂I.
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Slika 3.7: Xematski dijagram za korak 3 i korak 4 etape 1 za BF sluqaj. Pune
linije oznaqavaju vektore, a isprekidane linije skalare.
U koraku 3, CTSA (odjeǉak 3.4) procjeǌuje vremenski pomak izmeu sτ̂I,ϕ̂II(t)U2 i
sU1, vidjeti sliku 3.7. Budui da signali nisu fazno sinhronizovani (u koraku
2 je unesen nepoznati fazni pomak ϕIIerr), informacija iz faze nosioca ne moe se
koristiti, odnosno ne bi bilo poboǉxaǌa u estimaciji vremenskog pomaka ako
bismo koristili koherentni algoritam, xto je objaxǌeno u glavi 4. Algoritam
na svom izlazu daje
τ̂UIII = −TDoAB + TDoAU + τIerr − τUIIIerr, (3.37)
gdje je τ̂UIII procijeǌeni vremenski pomak, a τUIIIerr grexka procjene usled xuma i
reda je veliqine 50-tog dijela odbirka (za razumne vrijednosti SNR i N). Indeks
“U” oznaqava da je procjena dobijena korixeǌem korisniqkih signala.
Napravimo ovdje kratku digresiju. Vremenski pomak RF signala je inherentno
praen odgovarajuim faznim pomakom faze nosioca (vidjeti odjeǉak 2.3), bez
obzira da li se faza nosioca koristi za estimaciju. Pretpostavimo da neki
RF signal, sa kompleksnom anvelopom s(t) i frekvencijom nosioca ωc, dobije vre-
menski pomak od τ . Tada je kompleksna anvelopa s(t − τ)e−jωcτ . Dakle, iako vre-
menski pomjeraj kompleksne anvelope od τUIIIerr moe biti zanemaren, fazni pomak
prouzrokovan sa τ̂UIII je znaqajan i, ako signal sU2 ima ravan spektar u svom po-
dopsegu, iznosi: ϕτUIIIerr = (ωc + ωU) τUIIIerr (mod 2π), gdje je ωU centralna kruna
frekvencija korisniqkog signala u osnovnom opsegu.















Unoxeǌe vremenskog pomjeraja nema uticaja na konstantne fazne qlanove, kao xto
je ejϕIIerr.
U koraku 4 algoritam za konstantni fazni pomak (the algorithm for constant phase
shift – CPSA) (odjeǉak 3.4) procjeǌuje sredǌi fazni pomak izmeu sτ̂I,ϕ̂II(t),τ̂UIIIU2 i sU1.

















− ϕτUIIIerr − ϕUIVerr, (3.39)
gdje je ϕUIVerr grexka fazne estimacije usled xuma. Operator C {·} oznaqava do-
prinos svog argumenta ukupnoj procijeǌenoj konstantnoj komponenti faze.
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gdje je, za bilo koji vektor/dijagonalnu matricu V, C̃ {V} = ejC{V}. Qlan DBBτUIIIerr









)τ̂UIII se priblino meusobno ponixtavaju. Takoe, ako se frek-
vencijski pomak ne mijeǌa znaqajno za τUIII (τUIII je obiqno maǌe od jednog odbirka






Φτ̂UIII1 ≈ Φ1. Preostala
grexka od prethodne dvije aproksimacije, zajedno sa ϕUIVerr, sadrana je u ΦUerr.








Dobijeni korisniqki signal se sada sabira sa odgovarajuim signalom iz kanala
1, dajui zbirni korisniqki signal sUS, qime postiemo dobitak beamforming-a
(beamforming gain), tj. vei efektivni SNR:
sUS = sU1 + s
τ̂I,ϕ̂II(t),τ̂UIII,ϕ̂UIV
U2 ≈ 2sU1. (3.42)
Usled izostanka sinhronizacije sa korisniqkim predajnikom, ispravno deko-
dovaǌe korisnih podataka jox uvijek nije mogue. Ako je dekodovaǌe potrebno,
slijedi etapa 2, u kojoj se postie pomenuta sinhronizacija.
Etapa 2
U ovoj etapi se procjeǌuju i kompenzuju vremenski i trenutni fazni pomaci
u zbirnom korisniqkom signalu u odnosu na odgovarajuu poznatu originalnu
sekvencu/talasni oblik, slika 3.8. Drugim rijeqima, vrximo ekvalizaciju niza
[korisniqki Tx ] - [propagacioni kanal] - [Rx kanal 1]. Dakle, za ovu etapu je
neophodno da korisniqki Tx xaǉe poznatu preambulu, tj. da segment signala od
korisniqkog Tx-a nad kojim se izvrxila etapa 1 bude poznat prijemnom sistemu.
Preambula treba da bude xirokopojasna jer se koristi za estimaciju vremenskih
pomaka. Prvo, sUS prolazi kroz dva filtra na qijem izlazu se dobijaju zbirni
korisniqki uskopojasni pilot, sUNS, i zbirni korisni signal, sDS. Vektori Ga-
usovog xuma na izlazu filtara za zbirni signal su ηUNS i ηDS. Za razliku od
etape 1, pomaci u predajnicima ne mogu se zanemariti, jer imaju uticaj na poslate
sekvence na ǌihovom putu ka prijemnicima. Stoga, pixemo:
sDS = 2Φ1F
HD−τT1+τPU1DτUFΦUsD + ηDS, (3.43)
sUNS = 2Φ1F
HD−τT1+τPU1DτUFΦUsUN + ηUNS. (3.44)
Procedura za kalibraciju se odvija u qetiri koraka, koji odgovaraju koracima
u etapi 1.
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Slika 3.8: Xematski dijagram za etapu 2 za BF sluqaj. Pune linije oznaqavaju
vektore, a isprekidane linije skalare.
U koraku 1, CTSA procjeǌuje vremenski pomak izmeu sDS i sD. Procjena koju
daje algoritam je
τ̂UI = −τT1 + τPU1 + τU − τUIerr, (3.45)
gdje je τUIerr grexka usled faznih izobliqeǌa i xuma. Ovo je gruba procjena, sa
preciznoxu reda veliqine jedne petine trajaǌa odbirka (za razumne vrijedno-


















U koraku 2 APSA procjeǌuje trenutni fazni pomak izmeu sUNS i sUN. Poxto
je uskopojasni pilot cisoida, sliqno kao u etapi 1, predstavimo vremenski pomak






−jϕUIIerrejϕUN + ητ̂UIUNS, (3.48)
gdje je
ejϕUN = sUN, (3.49)
e−jϕUIIerrsUN = F
HDτUIerrFsUN. (3.50)









gdje je Φ̂UII dijagonalna matrica koja sadri procijeǌene trenutne fazne pomake
kao sastavni dio od ejϕ̂UII(t), ΦUIIerr je grexka usled xuma i, sliqno kao u etapi 1,
ϕUIIerr = (ωc + ωUN) τIUerr (mod 2π) je qlan koji predstavǉa konstantnu faznu grexku,
gdje je ωUN kruna frekvencija korisniqkog uskopojasnog pilota u osnovnom op-













U koraku 3 CTSA procjeǌuje vremenski pomak izmeu sτ̂UI,ϕ̂UII(t)DS i sD. Algoritam
na izlazu daje
τ̂UIII = τUIerr − τUIIIerr, (3.53)
gdje je τ̂UIII procijeǌeni vremenski pomak, a τUIIIerr je grexka usled xuma koja je
reda veliqine 50-tog dijela trajaǌa odbirka (za razumne vrijednosti SNR i N).





















= ϕUIIerr + C̃
{(
ΦHUIIerr
)τ̂UIII}− ϕτUIIIerr − ϕUIVerr, (3.55)
gdje je ϕUIVerr grexka procjene faze usled xuma. Ako signal sDS ima ravan spektar,
vai da je ϕτUIIIerr = (ωc + ωD) τUIIIerr (mod 2π), gdje je ωD centralna kruna frek-
vencija korisnog signala u osnovnom opsegu. Sada se sτ̂UI,ϕ̂UII(t),τ̂UIIIDS kompenzuje za



























)τ̂UIII se priblino meusobno ponixtavaju. Preo-
stala grexka usled ove aproksimacije, zajedno sa ϕ̂UIVerr, sadrana je u ΦUerr.




DS ≈ 2ΦUerrsD + η
τ̂UI,ϕ̂UII(t),τ̂UIII,ϕ̂UIV
DS . (3.57)
Radi jednostavnosti zapisa, neke veliqine u okviru razliqitih etapa, npr. τ̂UIII,
ϕ̂UIV, oznaqene su identiqno jer je iz konteksta jasno na xta se odnose.
Konaqno, nakon etape 2 dekodovaǌe korisnih podataka je omogueno. Ako je
potrebno dekodovati podatke koje xaǉe beacon, procedura (etapa 1, etapa 2) je
ista kao za korisniqke signale.
3.3.2 Faza prenosa podataka za BF sluqaj
Procedura je ista kao u etapama 1 i 2 u Inicijalnoj fazi, sa izuzetkom da
se u koracima 1, 2 i 4 ne radi estimacija, ve samo kompenzacija. Za kompen-
zaciju signala u ovim koracima koriste se procjene iz odgovarajuih koraka iz
Inicijalne faze. Ovo procesorsko olakxaǌe omogueno je time xto su vremenski
pomaci konstantni u toku jednog opservacionog intervala. Xirokopojasni pilot
i korisniqka preambula nisu potrebni, pa se ne xaǉu u dijelu signala koji se
obrauje u ovoj fazi. Sa druge strane, procjena faznog pomaka u koraku 2 se
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Slika 3.9: Signali u prijemnim kanalima za sluqaj lokalizacije.
i daǉe vrxi zbog vremenski promjenǉivog frekvencijskog pomaka. Zbog toga su
uskopojasni piloti (oba, od beacon-a i od korisniqkog Tx-a) neophodni i xaǉu
se cijelo vrijeme. Primijetiti da se vremenska kompenzacija i daǉe vrxi u dva
odvojena koraka (korak 1 i korak 3). U suprotnom, ako bi se vremenska kompen-
zacija vrxila u jednom koraku (to je sada mogue jer znamo konaqnu vrijednost
vremenskog pomaka sa kojom se vrxi kompenzacija, jer koristimo procjene iz Ini-
cijalne faze), procjena faznog pomaka dobijena u koraku 4 etape 1 (ili etape 2)
Inicijalne faze ne bi vixe bila validna jer je spregnuta sa ϕIIerr (ili ϕUIIerr),
koje je daǉe spregnuto sa τIerr (ili τUIerr).
3.3.3 Sluqaj lokalizacije
Za razliku od BF sluqaja, u sluqaju lokalizacije ciǉ je da se postigne vre-
menska, frekvencijska i fazna sinhronizacija distribuiranih prijemnih kanala
– sinhronizacija kanala umjesto sinhronizacije signala. Signali korisniqkog
Tx-a ne koriste se ni za vremensku ni za faznu sinhronizaciju. Koriste se is-
kǉuqivo signali od beacon-a (xirokopojasni pilot i uskopojasni pilot). Zbog
toga uskopojasni pilot korisniqkog Tx-a nije potreban, pa se ne xaǉe. Signali
koji stiu u prijemne kanale prikazani su na slici 3.9.
U Inicijalnoj fazi, obrada u koracima 1 i 2 identiqna je kao u BF sluqaju.
U koracima 3 i 4 obrada je sliqna kao u BF sluqaju, ali postoje dvije znaqajne
razlike. Prva razlika je da se, umjesto preambule korisniqkog Tx-a (koja se sada
ne xaǉe), za estimaciju koristi xirokopojasni pilot, slika 3.10. Kompenzacija
za estimirane pomake se, kao i u BF sluqaju, primjeǌuje na korisniqki signal. U
koraku 3 kompenzacija se primjeǌuje i na xirokopojasni pilot jer se on koristi i
za estimaciju u koraku 4. Druga razlika je ta xto se korisniqki signal dodatno
kompenzuje za −TDoAB, tj. unosi se kaxǌeǌe od TDoAB u signal.
Procjena u koraku 3 je
τ̂III = τIerr − τIIIerr, (3.58)
gdje je τIIIerr grexka usled xuma. U BF sluqaju vremenska kompenzacija signala
obuhvata vremenske pomake prijemnih kanala i TDoA od korisniqkog Tx-a do pri-
jemnih kanala. Meutim, u sluqaju lokalizacije elimo da kompenzujemo samo
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Slika 3.10: Xematski dijagram za korak 3 i korak 4 za sluqaj lokalizacije. Pune
linije oznaqavaju vektore, a isprekidane linije skalare.
onaj dio vremenskog pomaka koji je uzrokovan pomacima prijemnih kanala, tako da
kaxǌeǌem signala u kanalu 2 za TDoAB eliminixemo kompenzaciju dijela vre-
menskog pomaka koji odgovara TDoA od beacon-a do prijemnih kanala. Ne elimo
da kompenzujemo signal za TDoAB, jer ovaj vremenski pomak nosi informaciju o
lokaciji izvora signala i zbog toga vrximo sinhronizaciju kanala, a ne sinhro-
nizaciju signala. Grexka procjene, τIIIerr, je reda veliqine 50-tog dijela trajaǌa
odbirka (za razumne vrijednosti SNR i N). Za razliku od BF sluqaja, ovdje se
zahtijeva poznavaǌe lokacije beacon-a. Budui da je beacon dio naxeg sistema,
ovaj uslov nije texko zadovoǉiti, tako da se mogu izraqunati propagaciona kax-
ǌeǌa od beacon-a, pa moemo rei da se pomak vremenskih osa prijemnih kanala
moe izraqunati sa preciznoxu reda veliqine 50-tog dijela trajaǌa odbirka.
Pored toga, SNR za signale beacon-a moe biti relativno visok, a moe se kori-
stiti i vei statistiqki uzorak za estimaciju, tako da preciznost sinhronizacije
moe biti jox boǉa od navedene.
Nakon kompenzacije u koraku 3, xirokopojasni pilot i korisniqki signal u





























gdje su sτ̂I,ϕ̂II(t)W2 i s
τ̂I,ϕ̂II(t)
U2 dati izrazima (3.35) i (3.36), respektivno.
















− ϕτIIIerr − ϕIVerr, (3.61)
gdje je ϕIVerr grexka procjene faze usled xuma. Korisniqki signal u kanalu 2,































































)τ̂III se priblino meusobno ponixtavaju. Takoe, ako se frekvencijski po-







Φτ̂III1 ≈ Φ1. Pored toga, pretpostavǉamo da je Φ
−TDoAB
1 ≈ Φ1 jer je
TDoAB reda veliqine odbirka. Grexka preostala nakon ove dvije aproksimacije,
zajedno sa ϕIVerr, sadrana je u Φerr. Daǉe, ako zanemarimo mali pomjeraj anvelope







gdje qlan D−τT1+τPU2 pokazuje da je u signalu, u kanalu 2, kompenzovan vremenski
pomak koji je posledica vremenske razdexenosti prijemnih kanala, a u signalu je
i daǉe prisutan vremenski pomak koji je posledica propagacije i koji se koristi
za lokalizaciju.
Sliqno kao za BF sluqaj, procedura u Fazi prenosa podataka (naziv uzet zbog
analogije sa BF sluqajem) ista je kao u Inicijalnoj fazi, osim xto se u koracima
1, 3 i 4 ne vrxi estimacija, ve samo kompenzacija. Procjene iz odgovarajuih
koraka iz Inicijalne faze koriste se za kompenzaciju signala i u ovim koracima.
Sada moemo rei da je, u pogledu sinhronizacije, distribuirani prijemni
sistem sveden na kolocirani prijemni sistem za upotrebu u nekoherentnoj i po-
lukoherentnoj lokalizaciji [7]. Koherentna lokalizacija uzima u obzir odnose
izmeu CPoA na svim antenama u sistemu. Polukoherentna lokalizacija uzima u
obzir odnose izmeu CPoA na svim antenama u okviru jednog podniza, ali ne iz-
meu razliqitih podnizova. Neoherentna lokalizacija ne uzima uopxte u obzir
odnose izmeu CPoA na antenama u sistemu. Za upotrebu predloene kalibracije
u koherentnoj lokalizaciji potrebno je poboǉxaǌe preciznosti jer ova lokali-
zacija implicitno koristi koherentne procjene vremenskih pomaka, pa su i pri
vremenskoj sinhronizaciji potrebne preciznosti koje daje koherentna estimacija.
Poboǉxaǌe koherentne estimacije vremenskog pomaka u odnosu na nekoherentnu
je, pod odreenim uslovima, srazmjerno sa fc (vixe o koherentnoj i nekoherentnoj
vremenskoj estimaciji u glavi 4). Kao xto je navedeno, u predloenoj proceduri
se koriste nekoherentni algoritmi za procjenu vremenskog pomaka jer postoje
relativni fazni pomaci u signalima. Neki od moguih puteva za poboǉxaǌe
preciznosti su poveaǌe SNR-a i/ili xirine opsega signala (za oboje postoje
oqigledna ograniqeǌa), ili poveaǌe statistiqkog uzorka signala.
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3.4 Algoritmi
3.4.1 Algoritam u koraku 1
U koraku 1 koristimo CTSA, ML algoritam koji je baziran na korelaciji sig-
nala. Algoritam je nekoherentna (ne koristi informaciju o fazi nosilaca sig-
nala) varijanta koherentnog algoritma izvedenog u glavi 4. Neka su x1 i x2 ∈ CN×1
vektori signala u prijemnim kanalima 1 i 2, respektivno. Neka oni sadre kori-
sni signal sa dva razliqita vremenska pomaka. Algoritam procjeǌuje relativni
vremenski pomak x2 u odnosu na x1. U ciǉu numeriqke optimizacije, estimacija
je podijeǉena na dva potkoraka.
U potkoraku 1, procjeǌuje se cjelobrojni dio vremenskog pomaka:
τ̂Iint = arg max
τIint∈{−N/2,...,N/2−1}
∣∣xH2 FHDτIintFx1∣∣ . (3.65)
Zatim se u potkoraku 2 procjeǌuje preostali, razlomǉeni dio vremenskog po-
maka, sa rezolucijom koju podexavamo prema eǉenoj preciznosti:
τ̂Ifrac = arg max
τIfrac∈[−0.5,0.5)
∣∣∣xH2 FHDτIfracFxτ̂Iint1 ∣∣∣ , (3.66)
gdje je xτ̂Iint1 = F
HDτ̂IintFx1. Konaqno, procijeǌeni vremenski pomak u koraku 1 se
dobija kao
τ̂I = τ̂Iint + τ̂Ifrac. (3.67)
Algoritam se moe dodatno numeriqki optimizovati izbjegavaǌem raqunaǌa
DFT-a i IDFT-a kroz taqke mree za pretragu, kao xto je opisano u odjeǉku 4.5.
3.4.2 Algoritam u koraku 2
U koraku 2 koristimo APSA, adaptivni algoritam za procjenu trenutnog faz-
nog pomaka. Oznaqimo vektor koeficijenata filtra sa w ∈ C2×1, w = [w1(n), w2(n)]T,
a vektor signala na dva ulaza u filtar u trenutku n sa x = [x1(n), x2(n)]
T. Al-
goritam treba da procijeni trenutni fazni pomak izmeu signala na ǌegovom
ulazu. Definiximo kriterijum za optimizaciju koeficijenata filtra kao mini-
malnu sredǌu snagu signala na izlazu filtra, jer, uz ograniqeǌe da apsolutne
vrijednosti koeficijenata ne mogu teiti nuli, npr. |w1(n)| = 1, ovaj kriterijum
je ekvivalentan tome da su signali na izlazu filtra u protivfazi. Signal na
izlazu filtra je
ε(n) = wH(n)x(n), (3.68)











gdje je E operator matematiqkog oqekivaǌa, (·)∗ oznaqava kompleksnu konjugaciju,




je kovarijaciona matrica signala na ulazu u filtar. Koe-
ficijenti filtra treba da se adaptivno mijeǌaju tako da minimiziraju sredǌu
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Slika 3.11: Xematski dijagram adaptivnog algoritma za procjenu trenutnog faz-
nog pomaka u dvokanalnom prijemnom sistemu.
snagu na izlazu filtra (koja u ovom sluqaju predstavǉa grexku), pa je optimalno
da se pomjeraju u smjeru suprotnom od gradijenta sredǌe snage:
w(n+ 1) = w(n)− 1
2
µϕ∇ξ(w(n)), (3.70)
∇ξ(w(n)) = 2Rw(n), (3.71)
gdje je µϕ parametar za veliqinu koraka konvergencije algoritma (step size para-
meter), ∇ξ(w(n)) je gradijent od ξ(w(n)) [41], a faktor skaliraǌa 1/2 u (3.70) je
dodat prosto da bi ponixtio faktor 2 u (3.71). Ako matricu R aproksimiramo
ǌenom trenutnom procjenom R(n) = x(n)xH(n), dobijamo LMS (Least Mean Square)
algoritam [41] u kojem se koeficijenti auriraju na sledei naqin:





w1(n+ 1) := 1, (3.74)
gdje je w(1) = [1, 1]T.
Isti rezultat se dobija polazei od standardne formule za LMS algoritam,





gdje je d(n) eǉeni signal na izlazu filtra. Postavǉajui da je d = 0, xto znaqi
(uz ograniqeǌe vrijednosti koeficijenata) da su signali na izlaznim granama
filtra (slika 3.11) u protivfazi, dobijamo:
w(n+ 1) = w(n)− µϕx(n)xH(n)w(n). (3.76)
Kompenzacija x2 za trenutni fazni pomak vrxi se prema sledeoj formuli:
x
ϕ̂II(t)
2 (n) = −w∗2(n)x2(n), (3.77)
gdje je znak “-” dodat jer, iako je algoritam izveden sa namjerom da se minimizira
sredǌa snaga na izlazu filtra, mi u stvari elimo da maksimiziramo sredǌu
snagu na izlazu, jer su u tom sluqaju signali na izlaznim granama filtra u
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fazi, tj. nema faznog pomaka meu ǌima. Da bi algoritam konvergirao mora da




, gdje je xH(n)x(n) snaga signala na ulazu u filtar u
trenutku n. Xto je µϕ maǌe, vei uticaj imaju prethodne vrijednosti koeficije-
nata, algoritam sporije konvergira, ali je procjena stabilnija. Poxto je snaga
signala na ulazu u filtar promjenǉiva, zgodno je napisati izraz (3.72) kao
w(n+ 1) := w(n)− µ̄ϕ
xH(n)x(n)
x(n)xH(n)w(n), (3.78)
gdje je µ̄ϕ = µϕxH(n)x(n), a uslov za konvergenciju algoritma je tada 0 < µ̄ϕ < 2.
3.4.3 Algoritam u koraku 3
U koraku 3 koristimo CTSA. Poxto se oqekuju vee preciznosti nego u koraku
1, u koraku 3 se obiqno koristi boǉa rezolucija u potkoraku 2 algoritma.
3.4.4 Algoritam u koraku 4
U koraku 4 koristimo CPSA, algoritam za procjenu sredǌeg faznog pomaka na
segmentu signala nad kojim se izvrxava. Neka su x1 i x2 ∈ CN×1 vektori signala
na ulazu u CPSA. Algoritam treba da procijeni sredǌi fazni pomak izmeu ovih






Ovaj algoritam je pogodan za scenarije u kojima je fazni pomak izmeu signala
konstantan.
Primijetiti da je procedura za kalibraciju, opisana u glavi 3.3, modularna.
Algoritam iz bilo kog koraka moe se zamijeniti nekim drugim algoritmom istog
tipa. Na primjer, u koracima 1 i 3 etape 1 moemo koristiti neki algoritam
koji koristi poznavaǌe originalne sekvence, xto bi donijelo boǉu preciznost
pri niim SNR vrijednostima po cijeni vee numeriqke kompleksnosti i stroih
zahtjeva (poznavaǌe sekvence na prijemu, ali to se svakako u proceduri podrazu-
mijeva ako se izvrxava etapa 2), kao xto je pokazano u glavi 4.
3.5 Numeriqki rezultati i diskusija
U ovom odjeǉku prikazani su numeriqki rezultati koji pokazuju kvalitet pre-
dloene procedure za kalibraciju u cjelini, kao i kvalitet pojedinaqnih ko-
rixenih algoritama. Predstavǉeni su rezultati Monte-Karlo simulacija i
eksperimenata. Radi jednostavnosti prikaza, dati su samo rezultati za BF sluqaj.
Slijedi dio teksta u kom su opisane zajedniqke osobine simulacija i eksperime-
nata.
Kao korisni signal, korixen je 4QAM signal. Ovaj signal je interpoliran sa
faktorom 4 i ǌegov spektar je smjexten na centralnu frekvenciju fU = 0.175, slika
3.12. Uskopojasni pilot korisniqkog Tx-a je cisoida na frekvenciji fN = 400/1024,
xto je cjelobrojni umnoak rezolucije DFT-a. Kao xirokopojasni pilot, ko-
rixena je Gausova sekvenca. Ovaj signal je interpoliran sa faktorom 4 i ǌegov
spektar je smjexten na centralnu frekvenciju fW = −0.25. Uskopojasni pilot je
cisoida na frekvenciji fN = −50/1024. Duina svakog od signala je N = 1024 od-


















Slika 3.12: Amplitudski spektar signala u Rx1 za a) simulaciju i b) eksperiment
(sliqno je za Rx2).
su dobijeni signali duine Nprmb = 3072 (to je duina preambule), koji sadri
tri periode polaznog signala. U toku estimacije vremenskog pomaka u koraku
3, prozor za korelaciju saqiǌen od odbiraka jednog signala (npr. u etapi 1
signal iz kanala 1) duine jedne periode, N , pomjera se du N odbiraka i po-
redi sa odgovarajuim odbircima (koji pri datom pomjeraju “upadaju” u prozor
za korelaciju) drugog signala (u etapi 1 signal iz kanala 2) kako bi se dobila
vrijednost kriterijumske funkcije algoritma za dati pomjeraj. Prozor za ko-
relaciju qine odbirci prvog pomenutog signala (u etapi 1 signal iz kanala 1)
koji u idealnom sluqaju (kad nema vremenskih pomaka) odgovaraju drugoj peri-
odi dobijenog signala, tj. odbirci 1025–2048. Za estimciju u koraku 4, gdje je
algoritam takoe blokovskog tipa, koriste se odbirci 1025–2048 odgovarajuih
signala. Za estimaciju u koraku 2, gdje algoritam vrxi procjene na nivou od-
birka, koristimo cijeli primǉeni signal. Polazni signal je proxiren da bi se
simulirao periodiqan signal, koji je zgodan jer omoguuje izbjegavaǌe iviqnih
efekata pri estimaciji vremenskih pomaka. Iviqni efekti se u simulacijama
ogledaju u diskontinuitetu faznog pomaka, jer se vremenski pomjeraji u Matlab-u
vrxe cikliqno. Iviqni efekti se u eksperimentima ogledaju u odsustvu eǉenog
signala (a xum je prisutan) u jednom dijelu signala koji koristimo za estima-
ciju. Ovakvim proxirivaǌem signala sredǌa perioda je zaxtiena od iviqnih
efekata ako su vremenski pomaci maǌi od trajaǌa jedne periode, xto je oqeki-
vano. Kompenzacija se vrxi nad cijelim poslatim signalom, tako da bilo koji
dio kompenzovanog signala moe biti prikazan u rezultatima. Kada se kompenza-
cija vrxi nad istim dijelom signala koji je korixen u koracima 1, 3 i 4, to po
terminologiji iz odjeǉka 3.3 odgovara Inicijalnoj fazi, a kada se kompenzacija
vrxi nad dijelom signala koji nije korixen u koracima 1, 3 i 4, to odgovara
Fazi prenosa podataka.
U scenarijima u kojima su vrijednosti frekvencijskog pomaka velike i/ili se
mijeǌaju brzo, ispostavilo se da je u koraku 1 boǉe koristiti krae segmente
signala za estimaciju. Testirani su segmenti signala razliqite duine (u si-
mulacijama), i za duinu od 50 odbiraka su dobijeni, ukupno gledano, najboǉi
rezultati. Prozor za korelaciju se pomjera du jedne periode signala (kao u
koraku 3), ali umjesto 1024, duina prozora je 50 odbiraka. Korixeni su od-
birci 1525–1574, xto je segment signala koji se nalazi priblino na sredini
druge periode. Poxto u ovom sluqaju prozor za korelaciju ne obuhvata cijelu
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periodu signala, a energija signala u opxtem sluqaju nije ravnomjerno raspore-
ena du jedne periode, vano je da korelacija u kriterijumskoj funkciji bude
normalizovana.
Frekvencija nosioca postavǉena je na fc = 3960. Parametar duine koraka za
APSA je µ̄ϕ = 1.
Radi lakxeg praeǌa teksta, veliki dio rezultata za etapu 2 je izostavǉen.
Oni su veoma sliqni rezultatima iz etape 1, ali imaju poboǉxaǌe od 6 dB. Dva
su uzroka dovela do ovog poboǉxaǌa: 1) dobili smo 3 dB jer su signali iz kanala
na kraju etape 1 meusobno sabrani (nivoi signala u kanalima su jednaki) – duplo
jaqi signal, i 2) dobili smo jox 3 dB jer se u etapi 2 zbirni signal poredi sa
originalnim signalom iz predajnika koji ne sadri xum, za razliku od etape 1
gdje su oba signala koja uqestvuju u estimaciji zaxumǉena – duplo slabiji xum.
Korisniqki signali iz kanala 1 i 2 na kraju etape 1 se razlikuju po nezavi-
snom xumu koji sadre i preostalim relativnim vremenskim i (promjenǉivim)
faznim pomacima. Normalizovana autokorelacija originalnog korisniqkog sig-
nala za dobijene pomake je bliska jedinici. Stoga, moemo da kaemo da su, zahva-
ǉujui preciznosti etape 1, korisniqki signali na ǌenom kraju skoro identiqni,
za razumne vrijednosti SNR. Ovo znaqi da moemo opravdano da koristimo arit-
metiqke sredine (teinovane ako signali nemaju istu snagu) vremenskih i faznih
pomaka u kanalima 1 i 2 na kraju etape 1 kao poqetne vremenske i fazne pomake
zbirnog signala (u odnosu na originalnu sekvencu) u etapi 2 koje je potrebno
procijeniti, za potrebe raqunaǌa grexaka estimacije. Da bismo olakxali pore-
eǌe rezultata simulacija i eksperimenata, tamo gdje je to mogue, odgovarajue
rezultate prikazujemo u okviru iste slike.
U dva sledea pododjeǉka su date preostale informacije vezane za simulacije
i eksperimente.
3.5.1 Simulacije – uvod
Simulacije su vrxene u programskom paketu Matlab.
Frekvencijski pomak u svakom od primopredajnika, ∆f(n), modelovan je na
sledei naqin:
∆f(n+ 1) = (1− α)∆f(n) + αβζ(n), (3.80)






gdje α odreuje autokorelaciju od ∆f(n): normalizovana autokorelacija (koefi-
cijent autokorelacije) je R∆f (k) = (1− α)|k|; ζ(n) ima Gausovu raspodjelu sa sred-
ǌom vrijednoxu 0 i varijansom 1, tj. ζ(n) ∼ N (0, 1) ,∀n; za proizvoǉne n1 6= n2,
ζ(n1) i ζ(n2) su nezavisni; σ je standardna devijacija od ∆f(0) izraena u [1/od-
birak], ali u daǉem dijelu teksta jedinica je izostavǉena; β je skalarni faktor
izabran tako da osigura da je E (∆f 2(n)) = σ2. Frekvencijski pomaci u razliqitim
primopredajnicima su meusobno nezavisni. Parametar ρ = R∆f (100) predstavǉa
normalizovanu autokorelaciju frekvencijskog pomaka za kaxǌeǌe od 100 odbi-
raka, slika 3.13. U simulacijama su korixene jednake vrijednosti za σ i ρ za
sva qetiri primopredajnika, iako se parametri za razliqite primopredajnike
meusobno razlikuju u opxtem sluqaju.
Fazni pomaci se modeluju na sledei naqin:
ϕ(n) = ϕ(n− 1) + 2π∆f(n), (3.83)
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Slika 3.13: Normalizovana autokorelacija frekvencijskog pomaka kao funkcija
kaxǌeǌa za razliqite vrijednosti ρ.
gdje ϕ(0) ima uniformnu raspodjelu na [−π, π), tj. ϕ(0) ∼ U [−π, π), i meusobno
je nezavisno za razliqite primopredajnike. Slika 3.17 g) prikazuje realizacije
faznog pomaka izmeu kanala za razliqite vrijednosti parametra ρ.
Vremenski pomaci se modeluju na sledei naqin: τB1 = τB + τPB1 − τT1; τB2 =
τB + τPB2 − τT2 = τB1 + τ ; τU1 = τU + τPU1 − τT1; τU2 = τU + τPU2 − τT2 = τU1 + τ + τrel;
gdje su τB1, τ i τU1 nezavisne sluqajne promjenǉive sa identiqnom raspodjelom
U (−100, 100); τ je vremenski pomjeraj signala beacon-a u kanalu 2 u odnosu na
isti signal u kanalu 1; ovaj vremenski pomjeraj se za signal korisniqkog Tx-a
razlikuje za τrel, xto je jednako razlici izmeu TDoA za korisniqki Tx i TDoA
za beacon ; τrel je sluqajna promjenǉiva sa raspodjelom τrel ∼ U (−0.05, 0.05).
Za svaku od kombinacija parametara: SNR = {5, 10, 15, 20, 25} dB, ρ = {0.1, 0.99},
σ = {0.15× 10−3, 0.5× 10−3, 1.5× 10−3, 5× 10−3}, izvrxeno je 1000 simulacija. Po-
qetni vremenski pomak je ograniqen na (−100, 100). U praksi, poxto su prijemni
kanali povezani digitalnim linkovima (npr. eternet), veoma gruba vremenska
sinhronizacija je obezbijeena. U skladu sa tim, procjena u koraku 1 je ograni-
qena na (−100, 100), qime se izbjegava situacija u kojoj korak 3 treba da procijeni
vremenski pomak izvan opsega [−512, 512) (algoritam u koraku 3 koristi signal sa
periodom duine 1024), odnosno dobijaǌe pesimistiqnih rezultata za korak 3.
3.5.2 Eksperimenti – uvod
Eksperimenti su vrxeni u urbanom okrueǌu, ispred Inovacionog centra
Elektrotehniqkog fakulteta u Beogradu, slika 3.14. Dvije USRP platforme NI-
2920 (opseg frekvencija: 50 MHz–2.2 GHz) su korixene kao predajnici, a dvije
USRP platforme NI-2932 (opseg frekvencija: 400 MHz–4.4 GHz) kao prijemnici.
Svi USRP-ovi su eternet kablovima preko gigabitnog sviqa (switch) povezani sa
raqunarom opxte namjene (plavi kablovi na slici 3.14). USRP-ovi su putem meu-
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Slika 3.14: Eksperimentalna postavka iz dva razliqita ugla.
sobno umjerenih kablova duine desetak metara vezani za omnidirekcione antene
(crni kablovi na slici 3.14) Udaǉenosti izmeu antena su bile reda veliqine
nekoliko metara, sa optiqkom vidǉivoxu (LoS) izmeu antena svakog Tx-Rx para.
Signali u predajnicima su pripremǉeni na isti naqin kao i u simulacijama,
slika 3.12, osim xto je signal duine 3072, koji se koristi za simulacije, ovdje
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Slika 3.15: Blok xema USRP platforme [1].
ponovǉen 10 puta. Ove dijelove signala duine 3072 emo zvati segmentima
signala 1–10. Prirodna frekvencija nosioca je f̃c = 990 MHz, xirina propusnog
opsega prijemnika B = 0.25 MHz, tako da je, kao i u simulacijama, fc = f̃c/B = 3960.
Hardverska platforma
USRP je softverski definisani radio ureaj. U reimu predaje, uzima od-
birke signala u osnovnom opsegu od raqunara i generixe odgovarajui RF signal,
koji daǉe prosleuje na izabrani antenski port za slaǌe. U reimu prijema, RF
signal primǉen na izabranom portu konvertuje u odbirke u osnovnom opsegu, koje
daǉe prosleuje raqunaru. Parametre, kao xto su centralna frekvencija, xi-
rina opsega, pojaqaǌe RF signala koje USRP xaǉe/prima, zadaje korisnik preko
raqunara. USRP kao sastavne dijelove sadri RF frontend, A/D konvertor (ADC ),
D/A konvertor (DAC ) i FPGA (Field-Programmable Gate Array) ploqu, slika 3.15.
RF frontend (dio slike od mjexaqa lijevo, ukǉuqujui i ǌih) definixe opseg
uqestanosti u RF-u koje USRP podrava. Predajni i prijemni lanci u USRP ure-
ajima su kvadraturni. FPGA izvrxava jednostavne operacije obrade digitalnih
signala koje su numeriqki zahtjevnije, kao xto su down konverzija sa meufrek-
vencije u osnovni opseg i decimacija (DDC na slici) u prijemnom lancu, odnosno
interpolacija i up konverzija na meufrekvenciju (DUC ) u predajnom lancu [42].
Pored toga, FPGA kontrolixe komunikaciju sa raqunarom (Tx Control, Rx Control).
U raqunaru se obavǉaju operacije digitalne obrade signala u osnovnom opsegu,
kao xto su modulacija/demodulacija, zaxtitno kodovaǌe/dekodovaǌe, itd. USRP-
ovi se sa raqunarom fiziqki povezuju preko gigabitnog eterneta.
Softverska platforma
Da bi bili izvrxeni eksperimenti, isprogramiran je softver za kontrolu
USRP ureaja. Baziran je na softveru za lokalizaciju [40,43]. Zbog velikog broja
gotovih fukcija za obradu kompleksnih signala, i matriqnog raquna, glavni dio
programa je razvijen u Matlab-u. Zbog potrebe da se komunikacija sa USRP urea-
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Slika 3.16: APSA koeficijenti za kanal 2 u koraku 2 etape 1 za a) simulaciju i
b) eksperiment.
jima odvija u realnom vremenu, dio softvera koji preko drajvera komunicira sa
USRP-ovima je programiran u jeziku C – pomoni programi, Tx C i Rx C. Poxto
se obrada vrxi nad segmentima signala, a obrada jednog segmenta u Matlab-u traje
vixe nego vrijeme potrebno da se Rx USRP bafer prepuni, ovi moduli moraju da
se izvrxavaju paralelno u vremenu (Rx C, Tx C, Matlab). U takvoj konfigura-
ciji pomoni (C) programi rade numeriqki jednostavan posao u realnom vremenu,
dok glavni (Matlab) program izvrxava numeriqki zahtjevne algoritme za obradu
signala, onoliko brzo koliko raqunar opxte namjene to omoguava. Korisnik
komunicira sa glavnim programom preko grafiqkog interfejsa (Graphic User Inter-
face – GUI). Glavni program zadaje parametre pomonim programima, izdaje im
komande, oqitava ǌihovo staǌe, prima poruke o grexci od ǌih, zadaje predajnu
sekvencu Tx C programu, i zahtijeva i dobija primǉene segmente signala od Rx C
programa. Glavni program komunicira sa Tx C i Rx C pomonim programima
preko TCP/IP soketa (socket). C programi komuniciraju sa USRP ureajima preko
drajverske biblioteke, tako xto uspostavǉaju drajverske sesije sa ǌima. Sesija
se neregularno zavrxava ako se Tx bafer USRP-a isprazni, ili ako se Rx bafer
USRP-a prepuni. Zahvaǉujui tome xto glavni program zatrai novi segment
onda kad zavrxi obradu prethodnog, i xto mu Rx C program prvi sledei mogui
put da novi segment, a odbacuje segmente pristigle iz USRP-a kad nema vixe mje-
sta u svom baferu, omoguena je obrada primǉenih signala u realnom vremenu,
bez obzira na brzinu izvrxavaǌa obrade signala u glavnom programu. Softver
ima podrxku za vixe od dva prijemna USRP-a. Poxto se simulira istovremeno
slaǌe sa dva predajnika, beacon je kontrolisan od strane gore opisanog softvera
(softver je pravǉen za lokalizaciju jednog izvora signala), a korisniqki pre-
dajnik je kontrolisan Labview programom koji se paralelno i potpuno nezavisno
izvrxava (u naxem scenariju korisniqki Tx je potpuno nezavisan od prijemnog
sistema).
3.5.3 Kvalitativni rezultati simulacija i eksperimenata
U ovom pododjeǉku su prikazani kvalitativni rezultati dobijeni u razliqi-
tim taqkama predloene procedure za estimaciju i kompenzaciju, za jedno pokre-
taǌe simulacije i jedan eksperiment. Parametri za simulaciju su: SNR = 20 dB,
σ = 1.5× 10−3, ρ = 0.1.
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Slika 3.17: a) Stvarni i procijeǌeni fazni pomak izmeu prijemnih kanala u
koraku 2 etape 1 – simulacija, b) stvarni frekvencijski pomak izmeu prijemnih
kanala u koraku 2 etape 1 – simulacija, v) procijeǌeni fazni pomak izmeu pri-
jemnih kanala u koraku 2 etape 1 – eksperiment, g) realizacije stvarnog faznog
pomaka za razliqite vrijednosti ρ – simulacija.
Prvo, prikazujemo rezultate vezane za APSA algoritam (korak 2). Slika 3.16
prikazuje koeficijente od APSA primijeǌene na signal u kanalu 2. Od interesa
je faza signala u kanalu 2 u odnosu na fazu signala u kanalu 1, pa su koefici-
jenti za kanal 1 fiksirani i jednaki 1. Algoritmu je potrebno samo nekoliko
odbiraka da bi iskonvergirao. Koeficijenti su promjenǉivi u vremenu usled
prisustva promjenǉivog faznog pomaka (frekvencijskog pomaka) izmeu signala
u kanalima. Poxto je perioda sinusoida na slici 3.16 a) oko 1000 odbiraka,
zakǉuqujemo da je u simulaciji frekvencijski pomak izmeu kanala iznosio pri-
blino 1 × 10−3 1/odbirak. Vrijednosti koeficijenata odstupaju od idealne ci-
soide jer je frekvencijski pomak promjenǉiv u vremenu. Ako izmeu signala,
pored frekvencijskog i faznog pomaka, postoji i vremenski pomak, algoritam ga
vidi kao dodatni konstantni fazni pomak, jer su signali koje koristi ovaj al-
goritam uskopojasni piloti, tj. cisoide. Posledica je konstantna grexka pri
estimaciji trenutnog faznog pomaka (ϕIIerr u (3.34)), kao xto se vidi na slici
3.17 a). Stvarni frekvencijski pomak izmeu kanala za simulaciju prikazan je
na slici 3.17 b). Na osnovu slika 3.17 v) i 3.17 g) zakǉuqujemo da je u ekspe-
rimentu ρ > 0.99. Pored toga, zakǉuqujemo da je prosjeqni frekvencijski pomak
izmeu kanala, koji je jednak sredǌem nagibu krive na slici 3.17 v), jednak:
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Slika 3.18: Realni dio uskopojasnog pilota u prijemnim kanalima a) na ulazu
u APSA u koraku 2 etape 1 – simulacija, b) na izlazu iz APSA – simulacija,
v) na ulazu u APSA u koraku 2 etape 1 – eksperiment, i g) na izlazu iz APSA –
eksperiment.
106 rad/(2π20000 rad ·odbirak) = 0.843×10−3 1/odbirak. Isti zakǉuqak se dobija na
osnovu periode koeficijenata na slici 3.16 b). Ova vrijednost frekvencijskog
pomaka priblino odgovara parametru σ = 0.5× 10−3 i na predaji i na prijemu u
simulaciji (to je jedna od korixenih vrijednosti).
Slika 3.18 prikazuje vremenski domen realnih dijelova uskopojasnih pilota
(beacon-a) u kanalima (korisniqki uskopojasni piloti se ne koriste za estimaciju
u etapi 1) na ulazu i na izlazu iz APSA. Slika 3.19 prikazuje konstelacione
dijagrame istih signala.
Sada slijede rezultati koji ilustruju kvalitet procedure za kalibraciju
u cjelini. Slika 3.20 prikazuje realne dijelove korisnog signala u kanalima
prije i nakon procedure, respektivno. U simulaciji, dobijeni normalizovani
dobitak beamforming-a (Normalized Beamforming Gain – NBFG) na kraju etape 1 iznosi
0.94. NBFG je skalarna mjera kvaliteta kompenzacije pomaka izmeu dva signala,










gdje su s1,in, s2,in signali prije kompenzacije pomaka, u naxem sluqaju (npr. za
etapu 1) korisni signali u kanalima na poqetku etape 1, a s1,out, s2,out su signali
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Slika 3.19: Konstelacioni dijagrami realnog dijela uskopojasnog pilota u pri-
jemnim kanalima a) na ulazu u APSA u koraku 2 etape 1 – simulacija, b) na izlazu
iz APSA – simulacija, v) na ulazu u APSA u koraku 2 etape 1 – eksperiment, i g)
na izlazu iz APSA – eksperiment.
nakon kompenzacije pomaka, u naxem sluqaju korisni signali u kanalima na kraju
etape 1. Sliqno je za etapu 2, samo su umjesto korisnih signala u kanalima 1 i
2, u pitaǌu originalna sekvenca i zbirni korisni signal, respektivno. Idealna
kompenzacija pomaka odgovara vrijednosti NBFG = 1 i tada kaemo da su signali
“poravnati” ili da se “poklapaju”, odnosno potpuno su vremenski, frekvencijski
i fazno sinhronizovani. U eksperimentu, dobijeni NBFG jednak je 0.995. Da bi se
potvrdila pretpostavka da su vremenski pomaci u USRP platformama konstantni
u opservacionom intervalu duine veeg broja perioda signala, za estimaciju u
koracima 1, 3 i 4 je korixen segment signala 1, i te procjene su korixene za
kompenzaciju pomaka i raqunaǌe NBFG vrijednosti za odbirke 28673–29696 (3.
perioda segmenta signala 10).
Slika 3.21 prikazuje konstelacione dijagrame korisnog signala u kanalima
na kraju etape 1. Slika 3.22 prikazuje konstelacione dijagrame zbirnog korisnog
signala kroz korake (0 do 4) u etapi 2, zajedno sa odgovarajuim originalnim
signalom u korisniqkom Tx-u. Korakom 0 nazivamo staǌe na poqetku procedure
u datoj etapi, prije bilo kakve kompenzacije. Radi lakxeg tumaqeǌa sadraja
slika, podsjetimo se da vremenski pomak anvelope signala uzrokuje intersim-
bolsku interferenciju, da konstantni fazni pomak izaziva konstantnu rotaciju
taqaka u konstelacionom dijagramu, a frekvencijski pomak promjenǉivu rota-
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Slika 3.20: Realni dio korisnog signala u prijemnim kanalima a) prije kom-
penzacije pomaka (etapa 1, korak 0) – simulacija, b) nakon kompenzacije pomaka
(etapa 1, korak 4) – simulacija, v) prije kompenzacije pomaka (etapa 1, korak 0)
– eksperiment, i g) nakon kompenzacije pomaka (etapa 1, korak 4) – eksperiment.

















Slika 3.21: Konstelacioni dijagrami korisnog signala na kraju etape 1 za a)
simulaciju i b) eksperiment.
ciju taqaka u konstelacionom dijagramu. Poxto je ciǉ etape 1 da se kompenzuju
pomaci u signalu iz kanala 2 u odnosu na signal u kanalu 1, jox uvijek nije












































Slika 3.22: Konstelacioni dijagrami korisnog signala kroz korake etape 2 za
simulaciju – lijevo: a), v), d), e), z), i eksperiment – desno: b), g), ), ),
i). Crveni kruii predstavǉaju zbirni korisni signal na prijemu, a zeleni
kruii predstavǉaju originalnu sekvencu.
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Slika 3.23: Konstelacioni dijagrami korisnog signala na kraju etape 2 za a)
scenario sa slike 3.22 – simulacija, i b) scenario sa istim SNR-om ali bez
pomaka u signalu – simulacija. Crveni kruii predstavǉaju zbirni korisni
signal na prijemu, a zeleni kruii predstavǉaju originalnu sekvencu.
jox uvijek nije mogue. Pratei korake etape 2, vidimo da je korak 1 djelimiqno
uklonio vremenski pomak (intersimbolsku interferenciju), ali je (promjenǉivi)
frekvencijski pomak ostao prisutan. Ovaj frekvencijski pomak se (do na grexku
estimacije) uklaǌa u koraku 2, ali i daǉe je prisutan konstantni fazni pomak. U
koraku 3 se (do na grexku procjene) uklaǌa vremenski pomak, xto se na slici vidi
kao smaǌena disperzija konstelacionih taqaka u odnosu na korak 2. Jox samo
preostaje (priblino konstantni, zavisno od kvaliteta koraka 2) fazni pomak.
Ovaj pomak se razlikuje za neku konstantnu vrijednost od onog na kraju koraka 2,
poxto vremenska kompenzacija u koraku 3 inherentno vrxi i konstantno pomjeraǌe
faze. U koraku 4 se (do na grexku estimacije) uklaǌa sredǌa vrijednost preo-
stalog faznog pomaka. Poxto je izvrxena kompenzacija u odnosu na originalnu
sekvencu, nakon etape 2 je mogue dekodovaǌe korisnih podataka. Da bi se lakxe
procijenio kvalitet procedure, na slici 3.23 poredimo konstelacioni dijagram
na kraju etape 2 za prethodni scenario iz simulacije, sa konstelacionim dija-
gramom na kraju etape 2 za scenario u kojem je simulirana ista vrijednost SNR,
ali bez vremenskih, frekvencijskih i faznih pomaka (funkcije procedure potpuno
iskǉuqene). Na slici 3.23 a), odstupaǌa taqaka od idealnih vrijednosti (zelene
taqke) izazvana su prisustvom xuma i grexkama pri estimaciji parametara u
proceduri, dok su na slici 3.23 b) odstupaǌa iskǉuqivo posledica xuma. Na
osnovu gore navedenog, moe se zakǉuqiti da procedura za date parametre ima
veoma dobre performanse. Poreeǌem konstelacionih dijagrama na kraju etape 2
za eksperiment sa odgovarajuim konstelacionim dijagramima (nisu prikazani)
za razliqite vrijednosti SNR dobijene simulacijama, indirektno je zakǉuqeno
da je vrijednost SNR u eksperimentu bila oko 40 dB. Zbog toga su na slikama
rezultati eksperimenata boǉi nego rezultati simulacija (SNR = 20 dB).
U ostatku odjeǉka analizirani su samo rezultati simulacija.
3.5.4 Fazna izobliqeǌa
Slika 3.24 prikazuje trenutna izobliqeǌa faze korisnog signala u prijemnim
kanalima kroz korake etape 1, za jedno izvrxavaǌe simulacije. Odgovarajui re-
zultati za zbirni korisni signal u etapi 2 dati su na slici 3.25. Na obje slike,
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Slika 3.24: Fazno izobliqeǌe korisnog signala kroz korake 0–4 (a)–d)) etape 1.
Plavom linijom oznaqen je signal u kanalu 1, a crvenom linijom signal u kanalu
2.
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Slika 3.25: Fazno izobliqeǌe korisnog signala kroz korake 0–4 (a)–d)) etape
2. Plavom linijom oznaqen je originalni signal u korisniqkom predajniku, a
crvenom linijom zbirni signal na prijemu.
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Slika 3.26: Funkcije raspodjele koje pokazuju uticaj duine prozora za korela-
ciju u koraku 1 etape 1 na grexku estimacije u istom koraku.
izobliqeǌa su prikazana u odnosu na originalni signal u korisniqkom predaj-
niku. Prikazana je jedna perioda signala, odbirci 1025–2048. Parametri su:
SNR = 20 dB, σ = 1.5× 10−3, ρ = 0.1. Poveaǌem σ poveavaju se fazna izobliqeǌa
(sredǌi nagib krivih) signala u kanalima na poqetku procedure, slika 3.24 a),
a poveaǌem ρ smaǌuje se sklonost ka naglim promjenama frekvencijskog pomaka
(hrapavost krivih). Primijetiti da je u obje etape fazni pomak izmeu signala
nakon koraka 2 konstantan u vremenu (do na grexku estimacije).
3.5.5 Performanse algoritama – funkcije raspodjele
U ovom pododjeǉku prikazujemo funkcije raspodjele (Cumulative Distribution Func-
tion – CDF) za apsolutnu vrijednost grexke estimacije za algoritme korixene u
etapi 1. U nastavku teze e se podrazumijevati da se radi o apsolutnoj vrijed-
nosti grexke pri prikazu CDF krivih. Prvo emo se osvrnuti na izbor duine
prozora za korelaciju pri estimaciji u koraku 1.
Testirane su razliqite duine prozora, sa razliqitim parametrima simula-
cija (SNR, σ, ρ). Prema oqekivaǌu, pri maǌe povoǉnim vrijednostima SNR (nii
SNR) boǉe rezultate daje prozor vee duine, jer se na duem signalu xum vixe
usredǌi. Isto tako, pri maǌe povoǉnim vrijednostima σ (vee σ) boǉe rezul-
tate daje prozor maǌe duine, jer je na kraim signalima maǌa promjena faze
izmeu ǌegovih krajeva pod uticajem frekvencijskog pomaka. Na slici 3.26 su
date CDF krive za grexku estimacije korixeǌem beacon signala za algoritam
u koraku 1 etape 1. Odgovarajui rezultati za korak 3 etape 1 prikazani su na
slici 3.27 a). Na slici 3.27 b), koja prikazuje gorǌi dio iste slike, se vidi
da je za duinu prozora 1024 vea vjerovatnoa pojave velikih grexaka nego za
duinu prozora 50. Za jox nie vrijednosti SNR i jox vee vrijednosti σ ove
razlike u performansama izmeu razliqitih duina prozora su izraenije, ali
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Slika 3.27: a) Funkcije raspodjele koje pokazuju uticaj duine prozora za kore-
laciju u koraku 1 etape 1 na grexku estimacije u koraku 3 etape 1, i b) uveani
prikaz gorǌeg dijela slike a).
ovdje su rezultati prikazani za vrijednosti parametara koje smo koristili u
simulacijama. Budui da procjena u koraku 3 ima veu vanost od procjene u
koraku 1, u obje etape je u koraku 1 korixen prozor za korelaciju duine L = 50
odbiraka.
Ostatak pododjeǉka prikazuje rezultate koji ilustruju kvalitet algoritama
u svakom od koraka. Rezultati dobijeni korixeǌem signala beacon-a predsta-
vǉeni su punim linijama, a rezultati za signale korisniqkog Tx-a isprekidanim
linijama.
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Slika 3.28: Funkcije raspodjele grexke estimacije vremenskog pomaka za algori-
tam a) u koraku 1 etape 1 i b) u koraku 3 etape 1.
Prvo je izabrana grupa parametara za koje CDF krive grexaka slijede odgo-
varajue (sredǌa vrijednost i standardna devijacija) Gausove CDF krive. Ovi
poqetni parametri su: SNR = 20 dB, σ = 0.5× 10−3, ρ = 0.99. Dodatno, pogorxavan
je jedan po jedan parametar da bi se pokazao uticaj svakog od ǌih na preciznost
estimacije. Rezultati za algoritme za vremenski pomak prikazani su na slikama
3.28 a) i b), a rezultati za algoritme za fazni pomak na slikama 3.29 a) i b).
Prema oqekivaǌu, preciznost algoritama u koracima 3 i 4 je znaqajno boǉa od one
u koracima 1 i 2, respektivno. Za korake 1, 3 i 4, statistika je dobijena na osnovu
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Slika 3.29: Funkcije raspodjele grexke estimacije faznog pomaka za algoritam
a) u koraku 2 etape 1 i b) u koraku 4 etape 1.
1000 simulacija. Za korak 2, statistika je dobijena na osnovu 1000 simulacija
i 1024 odbirka signala, jer u koraku 2, za razliku od ostalih koraka, algoritam
ne vrxi usredǌavaǌe, fazni pomak svakog odbirka signala predstavǉa rezultat
za sebe. Zbog toga su krive za korak 2 glatkije nego za ostale korake. Rezul-
tati sugerixu da, u scenarijima sa relativno boǉim uslovima, SNR dominantno
odreuje preciznost estimacije. Za SNR = 20 dB, medijane za grexku vremenske
estimacije u koraku 3 imaju vrijednost oko 50-tog dijela odbirka, medijane za
grexku procjene trenutnog faznog pomaka za algoritam u koraku 2 iznose oko
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Slika 3.30: Funkcije raspodjele grexke estimacije vremenskog pomaka za algori-
tam a) u koraku 1 etape 1 i b) u koraku 3 etape 1, sa efektom praga u koraku
1.
14-tog dijela radijana, tj. oko 4 stepena, dok su medijane za grexku estimacije
sredǌeg faznog pomaka za algoritam u koraku 4 oko 110-tog dijela radijana, tj.
oko 0.5 stepeni.
Sada emo prikazati rezultate za grupu parametara za koju CDF krive u ko-
raku 1 etape 1 odstupaju od odgovarajuih Gausovih CDF krivih, tj. imaju “efe-
kat praga”. Ovi polazni parametri su: SNR = 10 dB, σ = 5×10−3, ρ = 0.1. Dodatno,
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Slika 3.31: Funkcije raspodjele grexke estimacije faznog pomaka za algoritam
a) u koraku 2 etape 1 i b) u koraku 4 etape 1, sa efektom praga u koraku 1.
poboǉxavan je jedan po jedan parametar kako bi se pokazao uticaj svakog od ǌih
na preciznost estimacije. Rezultati za algoritme za vremenski pomak prikazani
su na slikama 3.30 a) i b), a rezultati za algoritme za fazni pomak na slikama
3.31 a) i b). Za razliku od prethodne grupe parametara, u gorǌim dijelovima
CDF krivih za vremensku estimaciju uoqava se pomenuti efekat praga. Za korak
1, poboǉxaǌe σ je, u pogledu odstupaǌa krivih od Gausove raspodjele, znaqajnije
nego poboǉxaǌe SNR. Za korak 3, poboǉxaǌe kako σ, tako i ρ, je, u pogledu od-
stupaǌa krivih od Gausove raspodjele, znaqajnije nego poboǉxaǌe SNR-a. Xto
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Slika 3.32: Funkcije raspodjele grexke estimacije faznog pomaka nakon a) koraka
2 etape 1 i b) koraka 4 etape 1, za SNR = 10 dB, σ = 1.5× 10−3, ρ = 0.1.
se tiqe fazne estimacije, u koraku 2 se ne osjeti efekat praga iz koraka 1, jer
algoritam u koraku 2 vremenske pomake vidi kao fazne. Za korak 4, slika 3.31 b),
primijetna je korelacija sa grexkom u koraku 3, slika 3.30 b).
3.5.6 Performanse procedure – funkcije raspodjele
U ovom pododjeǉku prikazujemo CDF krive za grexku estimacije kroz korake
etape 1. One ilustruju kvalitet procedure na kraju svakog koraka. Parametri
su: SNR = 10 dB, σ = 1.5× 10−3, ρ = 0.1. Za signale beacon-a, preciznost estimacije
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Slika 3.33: NBFG a) na kraju etape 1 i b) na kraju etape 2.
vremenskih pomaka nakon koraka 1 i 3 je jednaka preciznosti estimacije algori-
tama u ovim koracima. Isto vai za signale korisniqkog Tx-a nakon koraka 3.
Meutim, vremenski pomak nakon koraka 1 etape 1 za signale korisniqkog Tx-a je
vei nego za signale beacon-a, jer se u ovom koraku samo signali beacon-a koriste
za estimaciju, a poqetni vremenski pomaci u signalima beacon-a i korisniqkog
Tx-a su generalno razliqiti. Kada su u pitaǌu fazni pomaci nakon koraka 2 i
koraka 4, oni se za sve signale generalno razlikuju od grexaka algoritama pri
procjeni faznog pomaka u ovim koracima.
Fazna grexka nakon koraka 2 obuhvata i konstantni fazni pomak, ϕIIerr, usled
62












Slika 3.34: NBFG na kraju etape 1 (sa efektom praga u koraku 1).
grexke estimacije vremenskog pomaka u koraku 1, τIerr, poxto algoritam u koraku
2 (APSA) “vidi” vremenski pomak cisoide kao odgovarajui fazni pomak, koji
iznosi ϕIIerr = (ωc + ωN) τIerr (mod 2π). Ova fazna grexka se ne uzima u obzir kada se
ocjeǌuje kvalitet algoritma, ali mora se uzeti u obzir kada se ocjeǌuje kvalitet
procedure, kao xto je prikazano na slici 3.32 a). Budui da je vremenski pomak
nakon koraka 1 vei za signale korisniqkog Tx-a nego za signale beacon-a, vei
je i fazni pomak nakon koraka 2. Primijetiti da maksimalna apsolutna fazna
grexka ne moe biti vea od π.
Algoritam u koraku 4 (CPSA) procjeǌuje fazni pomak usredǌen po odbircima
signala duine 1024. Meutim, xto se tiqe kvaliteta procedure, ono xto je
bitno nakon koraka 4 je trenutni fazni pomak, tj. fazno izobliqeǌe svakog poje-
dinaqnog odbirka signala. Ova grexka je znatno vea od grexke algoritma, xto
se vidi na slici 3.32 b), i priblino je jednaka grexci algoritma u koraku 2.
Ova analiza je u skladu sa prethodnom tvrdǌom da korak 4 kompenzuje konstantni
fazni pomak koji unosi korak 2. Takoe, vezano za prethodni pododjeǉak, 3.5.5,
moemo da zakǉuqimo koje vrijednosti medijana imaju trenutne fazne grexke na
kraju koraka 4 (i ujedno na kraju etape 1) poxto su priblino jednake grexkama
za algoritam u koraku 2.
Slike 3.33 a) i b) prikazuju NBFG na kraju etape 1 i etape 2, respektivno, za
prvu grupu parametara iz prethodnog pododjeǉka, 3.5.5 (ne postoji efekat praga
u CDF krivima za grexku estimacije vremenskog pomaka). Slika 3.34 prikazuje
NBFG na kraju etape 1 za drugu grupu parametara iz prethodnog pododjeǉka (po-
stoji efekat praga u CDF krivima za grexku estimacije vremenskog pomaka). Efe-
kat praga je vidǉiv u doǌem dijelu NBFG krivih.
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Slika 3.35: Kvantil 0.9 vremenskog pomaka nakon koraka a) etape 1 i b) etape 2 u
zavisnosti od SNR-a, za σ = 0.5× 10−3 i ρ = 0.99.
3.5.7 Performanse procedure – zavisnost od odnosa signal-xum
Parametri za ovaj pododjeǉak su izabrani tako da σ i ρ budu jednaki od-
govarajuim parametrima za USRP u eksperimentima: SNR = {10, 15, 20, 25} dB,
σ = 0.5× 10−3, ρ = 0.99. Rezultati ilustruju kvalitet procedure.
SNR krive za kvantil 0.9 (apsolutne vrijednosti) vremenskog pomaka nakon ko-
raka (u kojima se procjeǌuje vremenski pomak) etapa 1 i 2 prikazane su na slikama
3.35 a) i b), respektivno. Poqetni vremenski pomaci, kao i pomaci nakon koraka
1, ograniqeni su na (−100, 100), a kako poqetni vremenski pomak ima uniformnu
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Slika 3.36: Kvantil 0.9 faznog pomaka nakon koraka a) etape 1 i b) etape 2 u
zavisnosti od SNR-a, za σ = 0.5× 10−3 i ρ = 0.99.
raspodjelu, vrijednosti na slici u koraku 0 priblino su jednake 90 odbiraka.
SNR krive za kvantil 0.9 trenutnog faznog pomaka nakon koraka (u kojima se
procjeǌuje fazni pomak) etapa 1 i 2 prikazane su na slikama 3.36 a) i b), re-
spektivno. Vrijednost za korak 0 je priblino jednaka 0.9π radijana jer fazni
pomak ima uniformnu raspodjelu na intervalu [−π, π). Fazni pomak se mijeǌa i
u koracima 1 i 3 kao dio kompenzacije vremenskog pomaka (vidjeti odjeǉak 2.3).
Navedene promjene faznog pomaka su sluqajne prirode pa nisu prikazane na sli-
kama, a koriguju se u okviru koraka 2 i 4, respektivno. Primijetiti da su na
slici 3.36 a) vrijednosti za fazni pomak korisnih signala nakon koraka 2 etape 1
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Slika 3.37: Kvantil 0.1 od NBFG na kraju etapa 1 i 2 u zavisnosti od SNR-a, za
σ = 0.5× 10−3 i ρ = 0.99.
Tabela 3.1: Kvantil 0.9 preostale vremenske i fazne grexke na kraju etape 1 i
odgovarajui NBFG (kvantil 0.1) u zavisnosti od SNR-a.
SNR [dB] vrijeme [odbirak] faza [stepen] NBFG
10 0.17 32 0.60
15 0.09 18 0.84
20 0.05 10 0.94
25 0.03 6 0.98
jednake kao u koraku 0, jer se u etapi 1 korisniqki uskopojasni pilot ne koristi,
ve samo uskopojasni pilot beacon-a.
Za SNR = 20dB, kvantili 0.9 za grexku procjene vremenskog pomaka i trenutnog
faznog pomaka na kraju etape 1 su 20-ti dio odbirka i 10 stepeni, respektivno.
Sa slika se vidi da rezultati etape 2 za odreenu vrijednost SNR odgovaraju
rezultatima etape 1 sa 6 dB veom vrijednoxu SNR.
Odgovarajue vrijednosti NBFG na kraju etapa 1 i 2, tj. krive za kvantil 0.1,
prikazane su na slici 3.37. Kao pomo pri tumaqeǌu prethodnih slika, rezultati




frekvencijskog i faznog pomaka
uzimajui u obzir fazu nosioca
pristiglog signala
U odnosu na sistem opisan u glavi 3, u ovoj glavi posmatramo, u izvjesnoj
mjeri, uproxen sistem. Naime, smatramo da su prijemni kanali vremenski sin-
hronizovani, a da je frekvencijski pomak konstantan u posmatranom opservaci-
onom intervalu. U glavi je opisana zdruena procjena TDoA, frekvencijskog i
poqetnog faznog pomaka izmeu dva distribuirana, stacionarna, vremenski sin-
hronizovana, ali fazno i frekvencijski nesinhronizovana prijemna kanala na
osnovu primǉenog radio signala poslatog od strane stacionarnog predajnika.
Prijemnici su povezani sa fuzionim centrom digitalnim linkovima kojima nije
mogu prenos referentnih signala za sinhronizaciju. U okviru ove glave termin
“fazni pomak” emo koristiti da oznaqi pojam poqetnog faznog pomaka, a kada
bude korixen da oznaqi pojam faznog pomaka kao zbira doprinosa poqetnog faz-
nog pomaka i frekvencijskog pomaka, to e, ili biti naglaxeno, ili biti jasno
iz konteksta. Analiziramo uticaj korixeǌa faza nosilaca pristiglih signala
(CPoA) na preciznost estimacije navedenih pomaka u prostorno koherentnom sce-
nariju sa dominantnom LoS komponentom. Pri tome, razlikujemo tri Sluqaja
(Cases). U Sluqaju 1, sva tri tipa pomaka, vremenski (TDoA), frekvencijski i
fazni, su nepoznati. U Sluqaju 2, TDoA je poznat, a frekvencijski i fazni pomak
su nepoznati. U Sluqaju 3, frekvencijski i fazni pomak su poznati, a TDoA je ne-
poznat. U svakom od tri navedena Sluqaja razlikujemo dva scenarija, prvi kada
je originalna sekvenca nepoznata prijemnom sistemu, i drugi kada je sekvenca
poznata i koristi se pri estimaciji. Za scenario sa poznatom sekvencom, dati
su analitiqki izrazi za Fixerovu informacionu matricu za grexku procjene u
Sluqaju 1, i analitiqki izrazi za CRB za grexku procjene u Sluqajevima 2 i 3.
U okviru poglavǉa su formulisana dva algoritma tipa maksimalne vjerodostoj-
nosti (ML) za zdruenu procjenu vremenskih, frekvencijskih i faznih pomaka,
jedan za poznatu sekvencu i drugi za nepoznatu sekvencu. Na kraju poglavǉa su
rezultati Monte-Karlo simulacija i propratna diskusija.
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Slika 4.1: Model sistema i model signala.
4.1 Model sistema, model signala i formulacija pro-
blema
Periodiqni proizvoǉno xirokopojasni pilot signal s̃(t̃) sa periodom T , ogra-
niqen u spektru na [−B/2, B/2), up-konvertuje se i xaǉe od strane stacionarnog
predajnika na nominalnoj frekvenciji nosioca f̃c. Nakon propagacije, signal se
prima sa dva vremenski sinhronizovana distribuirana stacionarna prijemnika,
sa nezavisnim lokalnim oscilatorima, IQ se demodulixe i odabira Nikvisto-
vom frekvencijom f̃s = B, a zatim se dobijeni odbirci preko digitalnih linkova
dopremaju do fuzionog centra, gdje se zdrueno obrauju. Svaki od prijemnika
akvizira N odbiraka u zajedniqkom opservacionom intervalu trajaǌa T = N/f̃s,
qiji poqetak je izabran nezavisno od poqetka slaǌa signala. Kao i u prethod-
noj glavi, koristiemo normalizovane oznake za promjenǉive i veliqine, onako
kako je definisano u odjeǉku 2.4. Dakle, ekvivalentno moemo rei da se sig-
nal s(t) sa periodom N , ograniqen u spektru na [−1/2, 1/2), xaǉe na nominalnoj
frekvenciji nosioca fc. Slika 4.1 prikazuje model opisanog sistema. Nakon xto
Tx izgenerixe RF signal, ovaj signal propagira do Rxm sa (konstantnim) fakto-
rom slabǉeǌa am i konstantnim vremenom propagacije τpm, gdje je m ∈ {1, 2} indeks
kanala. Pretpostavǉamo da postoji optiqka vidǉivost (LoS) od predajnika do oba
prijemnika. Smatramo da preko digitalnih linkova nije mogu prenos referenci
za frekvencijsku i faznu sinhronizaciju prijemnika.
Iako je u teoriji s(t) periodiqno, u praksi Tx xaǉe konaqan broj perioda, na
slici 4.2 oznaqene sa -2,-1,0,1. Slika takoe prikazuje propagaciona kaxǌeǌa i
konstantni pomak vremenske ose predajnika u odnosu na vremensku osu prijemnika,
oznaqen sa τ0. Prijemni sistem bira opservacioni interval proizvoǉno uz uslov
da signal postoji u oba kanala tokom cijelog opservacionog intervala. Tada se
poqetak vremenske ose prijemnika postavǉa na poqetak opservacionog intervala.
Poxto su prijemnici meusobno vremenski sinhronizovani, za nominalnu vre-
68
Slika 4.2: Vremenski odnosi izmeu signala i osa predajnika i prijemnika.
mensku osu se usvaja vremenska osa prijemnika. Vremenski pomak signala s(t) u
Rxm je τm = τ0 + τpm. Usvajamo pretpostavku da je 0 ≤ τm < N poxto je u praksi
τ2 − τ1  N .
Kako Tx emituje signal na nominalnoj frekvenciji fc, ukupni fazni pomak u
predajniku je konstantan u vremenu i jednak poqetnom faznom pomaku izmeu LO
predajnika i ǌegovog D/A konvertora. Ova razdexenost se modeluje veliqinom
ϕLOTx,0, koja predstavǉa fazu LO u trenutku t = 0 po vremenskoj osi predajnika.
Frekvencijski pomak LO u Rxm u odnosu na ωc (tj. frekvenciju nosioca predajnika)
je konstantan u opservacionom intervalu i iznosi ωLORxm, kao xto je definisano
u izrazu (2.17). Faza LO u prijemniku Rxm u trenutku t = 0 po vremenskoj osi pri-
jemnika, tj. nominalnoj vremenskoj osi, je ϕLORxm,0. Ovu vrijednost emo zvati
poqetni fazni pomak Rxm, ili krae fazni pomak Rxm. Po uzoru na (2.21), moemo
pisati da je ukupni fazni pomak u Rxm u trenutku t: ϕLORxm(t) = ϕLORxm,0 +ωLORxmt.
Budui da se predajnik i prijemnici ne kreu u toku opservacionog intervala,
Doplerov pomak ne figurixe u modelu signala, pa su frekencijski pomaci is-
kǉuqivo posledica razdexenosti lokalnih oscilatora. Pretpostavǉamo da svi
A/D i D/A konvertori u sistemu imaju jednake frekvencije odabiraǌa, f̃s. Re-
zultati i zakǉuqci iz ove glave se mogu lako proxiriti na sluqaj sa vixe od 2
prijemna kanala razmatrajui parove prijemnih kanala.
Signal s(t) se formira u predajniku polazei od poznate kompleksne sek-
vence s = [s0, s1, . . . , sN−1]
T na naqin opisan u odjeǉku 2.5. Kompleksne anvelope
RF signala koji stiu na prijemne kanale 1 i 2 imaju sledei oblik:
x̄1(t) = a1e
jϕ1,0ejω1te−jωcτ1s(t− τ1) + η̄1(t), (4.1)
x̄2(t) = a2e
jϕ2,0ejω2te−jωcτ2s(t− τ2) + η̄2(t), (4.2)
a akvizirani odbirci u prijemnim kanalima nakon skaliraǌa sa 1/am su
x1(n) = e
jϕ1,0ejω1te−jωcτ1s(n− τ1) + η1(n), (4.3)
x2(n) = e
jϕ2,0ejω2te−jωcτ2s(n− τ2) + η2(n), (4.4)
gdje je n ∈ {0, 1 . . . N − 1}; ϕm,0 = ϕLOTx,0 − ϕLORxm,0; ωm = −ωLORxm jer je ωLOTx = 0
(vidjeti (2.33) i propratni tekst); η1 i η2 su nezavisni ABGX (Aditivni Bijeli
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Gausov Xum) (Additive White Gaussian Noise – AWGN) procesi sa kruno simetriq-
nom raspodjelom i jednakom varijansom σ2; radi jednostavnosti, smatramo da su
SNR vrijednosti u kanalima poznate i meusobno jednake; faktori slabǉeǌa sig-
nala, am, su realni, jednaki, poznati i ukǉuqeni u σ2 (sliqno kao xto je objax-
ǌeno u odjeǉku 3.2); veliqine ϕ0 = ϕ2,0 − ϕ1,0, ω = ω2 − ω1, τ = τ2 − τ1 predstavǉaju
(relativni) fazni pomak, (relativni) frekvencijski pomak i (relativno) vremen-
sko kaxǌeǌe – TDoA, respektivno. Primijetiti da u modelu signala (4.3)–(4.4)
ne figurixu eksplicitno ϕLOTx,0 i τ0, ve kao sastavni dijelovi od ϕm,0 i τm, re-
pektivno, pa se ne mogu izdvojeno algoritmima procijeniti. Poxto su zajedniqki
za oba prijemna kanala, ϕLOTx,0 i τ0 ne utiqu na ϕ0 i TDoA, respektivno. Ipak,
ϕLOTx,0 i τ0 se ne mogu zanemariti u nekim sluqajevima kada se koristi poznatost
sekvence, xto e biti objaxǌeno u pododjeǉku 4.3.3. Termin “relativni” ozna-
qava pomake signala u kanalu 2 u odnosu na pomake signala u kanalu 1, mada e
nekada biti izostavǉen kada je iz konteksta jasno da se radi o relativnom po-
maku. Primijetiti da argument od s(·) u izrazima (4.3)–(4.4) ne mora biti cijeli
broj, xto najqexe i nije sluqaj. Sekvenci s jednoznaqno odgovara jedna peri-
oda kontinualnog signala s(t), onako kako je opisano u odjeǉku 2.5, tako da su
i diskretni signali definisani za svaku realnu vrijednost argumenta. Takoe,
frekvencijski pomaci su proizvoǉni, ne moraju biti umnoxci rezolucije DFT-a,
jer se modeluju u vremenskom domenu. U modelu signala smatramo da je poslati
signal/sekvenca poznata prijemnom sistemu, tako da se vremenski, frekvencijski
i fazni pomaci modeluju i u referentnom kanalu (kanal 1).




HDτ1Fs + η1, (4.5)
x2 = e
j(ϕ1,0+ϕ0)Mω1+ωF
HDτ1+τFs + η2, (4.6)
gdje je xm = [xm(0), xm(1), . . . , xm(N−1)]T i ηm = [ηm(0), ηm(1), . . . , ηm(N−1)]T. Znaqeǌe
ostalih veliqina objaxǌeno je u odjeǉku 2.5.
Za akvizirane odbirke u (4.3)–(4.4), odnosno u (4.5)–(4.6), ciǉ je da se procijene
ϕ0, ω i τ , ili neki ǌihov podskup, u zavisnosti od toga koje od ovih veliqina su
nepoznate, tj. u zavisnosti od toga da li je u pitaǌu Sluqaj 1, Sluqaj 2, ili
Sluqaj 3. Iako vrijednosti CPoA, tj. −ωcτ1 i −ωcτ2, kao takve nisu elementi
nepoznatog vektora parametara, implicitno se analiziraju kroz propagaciona
kaxǌeǌa τ1 i τ2.
4.2 Teorijske granice preciznosti procjena
Kada se vrxi procjena nekih parametara, zgodno je imati reference na osnovu
kojih bi se evaluirao kvalitet date procjene. U tezi se u tu svrhu koristi
Kramer-Raova granica (CRB). CRB je teoretski najmaǌa mogua vrijednost va-
rijanse procjene nekog parametra od strane proizvoǉnog nepristrasnog (unbiased)
estimatora za dati model signala i vektor nepoznatih parametara. Proizvoǉni
estimator je unbiased ako je sredǌa vrijednost grexke procjene koju daje jednaka
nuli. Qak i kada nije utvreno da li je dati estimator unbiased, CRB se qesto
koristi kao opxte prihvaena referenca za uporeivaǌe kvaliteta estimatora.
Bitno je primijetiti da CRB ne zavisi od korixenog estimatora (algoritma),
ve od modela uzorka signala koji se koristi za estimaciju i nepoznatih para-
metara u modelu. Poxto je uzorak signala koji se koristi za estimaciju (usled
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prisustva xuma) sluqajan, signal se opisuje funkcijom gustine vjerovatnoe (Pro-
bability Density Function – PDF). PDF uzorka zavisi i od parametara koji se procje-
ǌuju. Intuitivno, xto PDF uzorka signala koji se koristi za estimaciju vixe
zavisi od nekog nepoznatog parametra (bre se mijeǌa sa promjenom vrijednosti
parametra), mogua je preciznija procjena tog parametra. Kada se PDF uzorka
signala posmatra kao funkcija nekog nepoznatog parametra (sa fiksiranim uzor-
kom signala), tada PDF nazivamo likelihood funkcijom (funkcija vjerodostojnosti).
U nastavku su dati izrazi za CRB za procjenu nepoznatih parametara za tri
Sluqaja opisana u uvodu ove glave. Pri izvoeǌu CRB smatrano je da je origi-
nalna sekvenca poznata prijemnom sistemu. U Sluqaju 1, svih xest parametara
su nepoznati i vektor koji ih sadri je α1 = [ϕ1,0, ϕ0, ω1, ω, τ1, τ ]
T. Poxto η1(n) i
η2(n) u modelu signala predstavǉenom u odjeǉku 4.1 imaju kompleksnu kruno si-
metriqnu Gausovu raspodjelu sa varijansom σ2, tj. CN (0, σ2), slijedi da ǌihovi
realni i imaginarni dijelovi, Re ηm(n) i Im ηm(n), respektivno, imaju meusobno
nezavisne (realne) Gausove raspodjele sa sredǌom vrednoxu 0 i varijansom σ2/2,
tj. N (0, σ2/2). Na osnovu (4.3)–(4.4), moemo napisati:
x1(n) = s1(n) + η1(n),





j(ϕ1,0+ϕ0)ej(ω1+ω)te−jωc(τ1+τ)s(n− τ1 − τ). (4.8)
Daǉe slijedi da je Exm(n) = sm(n). Signal sm(n) je deterministiqki. Dakle,
xm(n) ima kompleksnu Gausovu raspodjelu sa varijansom σ2 i sredǌom vrijed-






































Predstavimo sve odbirke na prijemu kao jedan vektor x,
x = [x1(0), x1(1), . . . , x1(N − 1), x2(0), x2(1), . . . , x2(N − 1)]T. (4.10)






g (xm(n)|α1) , (4.11)





















Fixerova informaciona matrica [44] je simetriqna i definixe se na sledei
naqin:




gdje α1(i) predstavǉa i-ti element vektora α1. Izvoeǌe izraza za prve i druge
parcijalne izvode od G je dato u [45]. Qlanovi matrice FIM dati su sledeim
izrazima:













|s(n− τ1)|2 + |s(n− τ1 − τ)|2
)
, (4.15)













|s(n− τ1)|2 + |s(n− τ1 − τ)|2
)
, (4.17)





n2 |s(n− τ1 − τ)|2 , (4.18)



















js∗(n− τ1)s′(n− τ1) + ωc |s(n− τ1 − τ)|2 − js∗(n− τ1 − τ)s′(n− τ1 − τ)
)
, (4.20)








ωc |s(n− τ1 − τ)|2 − js∗(n− τ1 − τ)s′(n− τ1 − τ)
)
, (4.21)








2 − j2ωcs∗(n)s′(n) + |s′(n)|2
)
. (4.22)
Da bi se izraqunale CRB vrijednosti za odgovarajue parametre, potrebno je
da se FIM, I1, invertuje. Poxto redovi (i kolone) od I1 i I−11 odgovaraju nepozna-
tim parametrima u redosledu u kom se pojavǉuju u α1, CRB vrijednosti za ϕ0, ω










Izrazi (4.23)–(4.25) se nadaǉe numeriqki procjeǌuju.
U Sluqaju 2, vremenski pomaci τ1 i τ su poznati. Vektor nepoznatih parame-
tara je α2 = [ϕ1,0, ϕ0, ω1, ω]
T, tako da se posledǌa dva reda i kolone od I1 eliminixu
da bi se dobila FIM, I2,
I2 =
 I11 · · · I14... . . . ...
I41 · · · I44
 . (4.26)
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Ako je energija od s(n) priblino ravnomjerno rasporeena u vremenskom do-











N (N2 − 1) SNR
, (4.28)
gdje je SNR =
∑N−1
n=0 |s(n)|
2 /(Nσ2) odnos signal-xum. Ove CRB vrijednosti ne zavise
od ωc i dva puta su vee od vrijednosti za CRB u [44] (jednaqina 15.72), za cisoidu
u jednom kompleksnom ABGX kanalu.
U Sluqaju 3, fazni i frekvencijski pomaci ϕ1,0, ϕ0, ω1 i ω su poznati. Vektor
nepoznatih parametara je α3 = [τ1, τ ]
T, tako da se prva qetiri reda i kolone od I1







Ako DFT od s(n) oznaqimo sa S(k) =
∑N−1




















Ako je ωc dovoǉno veliko i |S(k)| ≈ const, onda vai:
CRB3(τ) ≈ 1/(Nω2cSNR). (4.31)
Ovaj rezultat je u skladu sa teorijskom granicom u [29,30] za visoke vrijednosti
SNR (ambiguity free region) i potvruje da CRB “ne vidi vixeznaqnost”, odnosno
daje granicu za grexku kada je problem vixeznaqnosti rijexen.
4.3 Algoritmi
U ovom odjeǉku opisana su dva algoritma ML tipa za zdruenu procjenu re-
lativnog vremenskog, frekvencijskog i faznog pomaka izmeu signala u dvoka-
nalnom prijemnom sistemu, predstavǉenih izrazima (4.5)–(4.6). Algoritam A ne
koristi poznavaǌe originalne sekvence s, dok Algoritam B koristi, pa ih nazi-
vamo i algoritmima sa nepoznatom i poznatom sekvencom, respektivno. Oba algo-
ritma koriste CPoA, pa ih nazivamo koherentnim algoritmima. Uvedimo oznake
Q1 = e
jϕ1,0Mω1F
HDτ1F i Q2 = e
j(ϕ1,0+ϕ0)Mω1+ωF






]T ∈ C2N×1, η = [ηT1 ,ηT2 ]T ∈ C2N×1 i Q = [QT1 ,QT2 ]T ∈ C2N×N .
Model signala sada ima oblik
X = Qs + η. (4.32)
ML algoritam kao procjenu daje onu vrijednost vektora nepoznatih parametara α
koja maksimizira likelihood funkciju, xto se svodi na traeǌe minimuma od
J1 = ‖X−Qs‖2, (4.33)
gdje je ‖·‖ Frobeniusova norma. Detaǉno izvoeǌe algoritama dato je u prilogu
A.
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4.3.1 Algoritam A – ML algoritam sa nepoznatom sekvencom
Vektor nepoznatih parametara sadri, pored nepoznatih vremenskih, frekven-
cijskih i faznih pomaka, i odbirke nepoznate sekvence, tj. formalno napisano:
αA = [ϕ1,0, ϕ0, ω1, ω, τ1, τ,Re s(0), Im s(0),Re s(1), Im s(1), . . . ,Re s(N − 1), Im s(N − 1)]T.
Parametri ϕ1,0, ϕ0, ω1, ω, τ1, τ su sadrani u Q. Potrebno je nai minimum od J1 po
s i Q. Prvo emo pronai s koje minimizira J1 za neko fiksno Q, a zatim emo
dobijenu vrijednost za s uvrstiti u (4.33) i nai minimum po Q. Vrijednost od s
koja minimizira J1 je





QH predstavǉa (lijevu) pseudoinverznu matricu od Q. Uvrx-
tavaǌem (4.34) u (4.33) i izvrxavaǌem niza matriqnih operacija, dobijamo da je








gdje je x̃2 = Mω1F
HD−τFM−(ω1+ω)x2, a procjena algoritma je
(ϕ̂0, ω̂1, ω̂, τ̂) = arg max
ϕ0,ω1,ω,τ
fML,A. (4.36)
Primijetiti da fML,A za date vrijednosti pomaka ϕ0, ω1, ω, τ u stvari predstavǉa
kroskorelaciju signala u prvom kanalu sa signalom u kanalu 2 kompenzovanim za
date pomake, i da kriterijum (4.36) odgovara maksimizaciji energije na izlazu
dvokanalnog beamformer-a [46]. Takoe, treba primijetiti da fML,A ne zavisi od
ϕ1,0 i τ1, ali zavisi od ω1. Razlog je taj xto, da bi se ispravno procijenila sva
tri tipa pomaka u signalima (vremenski, frekvencijski, fazni), kompenzacija
vremenskih i frekvencijskih pomaka mora da se odvija u redosledu suprotnom od
onog u kojem su uneseni u signale.
Napravimo ovdje kratku digresiju. Uzmimo proizvoǉan signal s(t), koji je po-
mjeren u vremenu za neko τ , a zatim su uneseni frekvencijski pomak ω i fazni
pomak ϕ0, tako da je dobijen signal ejϕ0s(t− τ)ejωt. Ovakav redosled pomaka u sig-
nalu odgovara naxem modelu signala. Zamislimo da nema xuma i da algoritam
pravi idealne procjene pomaka. Ako se prvo kompenzuje frekvencijski pomak pa
vremenski pomak i na kraju fazni pomak, svi pomaci e biti ispravno procije-
ǌeni. Trenutak u kojem se kompenzuje fazni pomak nije kritiqan jer je konstantan.
Meutim, ako prvo kompenzujemo vremenski pomak, a zatim frekvencijski pomak,
dobiemo signal ejϕ0s(t)ejωτ , pa e procijeǌeni fazni pomak, umjesto ϕ0, iznositi
ϕ0 + ωτ . Pored toga, poxto vremenske pomake signala u Matlab-u modeliramo ci-
kliqnim pomjeraǌem, faza usled frekvencijskog pomaka ima diskontinuitet, tj.
postoje iviqni efekti.
Za razliku od estimacije u glavi 3, gdje je ciǉ poravnavaǌe dva signala po
vremenu, frekvenciji i fazi, ovdje je ciǉ taqna procjena vremenskog, frekvencij-
skog i faznog pomaka. U prethodnom primjeru, ako izbjegnemo iviqne efekte (tako
xto xaǉemo vixe perioda signala pa posmatramo neku unutraxǌu periodu), na
kraju su signali poravnati, ali je procjena faznog pomaka pogrexna. Kada je u
pitaǌu Algoritam A, zadatak je da se kompenzuju pomaci u x2 u odnosu na x1. Ako
se kompenzuje prvo samo frekvencijski pomak ω u x2, a zatim vremenski pomak τ ,
imamo situaciju da se ovaj vremenski pomak kompenzuje na signalu koji jox uvijek
sadri frekvencijski pomak ω1 (do na grexku estimacije), a vremenski pomak je
unesen u signal koji nije bio frekvencijski pomaknut. To bi, kao xto je iznad
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opisano, uzrokovalo grexku fazne estimacije od ω1τ . Zbog toga algoritam pot-
puno kompenzuje frekvencijski pomak iz x2, zatim kompenzuje vremenski pomak u
odnosu na x1, pa se nakon toga unosi frekvencijski pomak jednak onom u x1, i na
kraju slijedi fazna kompenzacija. Ovo intuitivno objaxǌeǌe je potvreno i ma-
tematiqkim izrazom za Algoritam A. Treba imati na umu da smo zainteresovani
samo za procjenu relativnih pomaka, ϕ0, ω, τ .
Ako je ϕ0 nepoznato, u ciǉu smaǌeǌa numeriqke kompleksnosti, mogue je eli-
minisati pretragu po ϕ0, tako xto prvo procijenimo vremenski i frekvencijske
pomake:
(ω̂1, ω̂, τ̂) = arg max
ω1,ω,τ
∣∣xH1 x̃2∣∣ , (4.37)







Ako je neki od parametara poznat, ǌegova stvarna vrijednost se ubaci u (4.35) (ako
je ϕ0 poznato) ili (4.37)–(4.38) (ako je ϕ0 nepoznato) i ne vrxi se pretraivaǌe
po toj dimenziji.
Algoritam je implementiran na sledei naqin. Izvrxava se 3D pretraga po
mrei (search grid) definisanoj kao Dekartov proizvod elemenata vektora kolone
ω1, ω i τ . Ovi vektori sadre Nω1, Nω i Nτ vrijednosti od interesa od ω1, ω
i τ , respektivno. Ulazni podaci su x1, x2, N , ωc i mrea za pretragu. Koraci
algoritma su:
1. for j = 1 to Nω1 do
2. for k = 1 to Nω do
3. x2F = M−(ω1(j)+ω(k))x2
4. for l = 1 to Nτ do
5. x2FT = F
HD−τ (l)Fx2F
6. x2FTF = M(ω1(j))x2FT
7. sp = x
H
1 x2FTF
8. f(j, k, l) = |sp|




13. (j0, k0, l0) = arg max f
14. (ω̂1, ω̂, τ̂ , ϕ̂0) = (ω1 (j0) ,ω (k0) , τ (l0), ϕ̂0(j0, k0, l0))
15. return (ω̂1, ω̂, τ̂ , ϕ̂0).
U okviru prikaza koraka algoritma smatramo da “=” oznaqava dodjelu vrijedno-
sti.
4.3.2 Algoritam B – ML algoritam sa poznatom sekvencom
Kao kod CRB, vektor nepoznatih parametara je αB = [ϕ1,0, ϕ0, ω1, ω, τ1, τ ]
T. Po-















Budui da su sabirci prethodnog izraza nezavisni, maksimizacija zbira je ekvi-
valentna maksimizaciji pojedinaqnih sabiraka. Pretraga nad 6-dimenzionalnim
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domenom pretvara se u dvije pretrage nad 3-dimenzionalnim, xto ostvaruje ve-







gdje je s̃ = MωmF
HDτmFs. Procjena algoritma se dobija u dva koraka. Prvo se
izraqunaju nepoznati parametri u svakom od kanala:
(ϕ̂m,0, ω̂m, τ̂m) = arg max
ϕm,0,ωm,τm
fML,B,m, (4.41)
a zatim se izraqunaju vrijednosti relativnih parametra:
(ϕ̂0, ω̂, τ̂) = (ϕ̂2,0, ω̂2, τ̂2)− (ϕ̂1,0, ω̂1, τ̂1) . (4.42)
Algoritam B se raquna za svaki par (xm, s), za razliku od Algoritma A koji se
raquna direktno izmeu signala u kanalima, x1 i x2. Za razliku od kompenzacije
pomaka u x2 u odnosu na x1, u Algoritmu B pomaci se unose u s. Dakle, fML,B,m za
date vrijednosti pomaka ϕm,0, ωm, τm predstavǉa kroskorelaciju signala u kanalu
m sa originalnim signalom u koji su unijeti dati pomaci. Pomaci se unose u
redosledu u kojem su se desili u xm. Za razliku od fML,A, fML,B,m zavisi od samo
jednog frekvencijskog pomaka (pored faznog i vremenskog).
Sliqno kao za Algoritam A, mogue je smaǌiti numeriqku kompleksnost. Ako
je ϕm,0 nepoznato, mogue je eliminisati pretragu po ϕm,0 tako xto prvo procije-
nimo vremenski i frekvencijski pomak:
(ω̂m, τ̂m) = arg max
ωm,τm
∣∣xHms̃∣∣ , (4.43)
a zatim izraqunamo ϕm,0:






Ako je neki od parametara poznat, ǌegova stvarna vrijednost se ubaci u (4.40) (ako
je ϕm,0 poznato) ili (4.43)–(4.44) (ako je ϕm,0 nepoznato) i ne vrxi se pretraivaǌe
po toj dimenziji.
Algoritam izvrxava 2D pretragu po mrei definisanoj kao Dekartov proiz-
vod elemenata vektora kolona ωm i τm, koji imaju Nω i Nτ qlanova, respektivno.
Pored ulaznih elemenata u Algoritam A, i originalna sekvenca s je ulazni pa-
rametar. Koraci algoritma su:
1. for m = 1 to 2 do
2. for j = 1 to Nτ do
3. sT = F
HDτm(j)Fs
4. for k = 1 to Nω do
5. sTF = M(ωm(k))sT
6. sp = x
H
msTF
7. f(j, k) = |sp|
8. ϕ̂m,0(j, k) = − arg(sp)
9. end for
10. end for
11. (j0, k0) = arg max f
12. (ω̂m, τ̂m, ϕ̂m,0) =
(
ωm (j0) , τm(k0), ϕ̂m,0(j0, k0)
)
13. end for
14. (ω̂, τ̂ , ϕ̂0) = (ω̂2 − ω̂1, τ̂2 − τ̂1, ϕ̂2,0 − ϕ̂1,0)
15. return (ω̂, τ̂ , ϕ̂0).
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4.3.3 Poreeǌe predloenih algoritama
Algoritam A ne zahtijeva poznavaǌe originalne sekvence, poredi direktno
primǉene signale u kanalima i pronalazi relativne vremenske, frekvencijske i
fazne pomake izmeu ǌih. Kada se kae da postoji neki od tri tipa sinhroni-
zacije (vrijeme, frekvencija, faza), dovoǉno je da razlika odgovarajuih pomaka
u prijemnim kanalima bude poznata. Zbog toga τ0 i ϕLOTx,0 nisu bitni, jer su na
isti naqin sadrani u oba signala. Algoritam B zahtijeva poznavaǌe sekvence,
poredi svaki od primǉenih signala sa originalnom sekvencom i pronalazi apso-
lutne vremenske, frekvencijske i fazne pomake u svakom od primǉenih signala
(originalna sekvenca ne sadri pomake). U drugom koraku se raqunaju relativni
pomaci. Apsolutni vremenski pomaci su jednaki τm = τpm + τ0, apsolutni frekven-
cijski pomaci ωm = −ωLORxm, a apsolutni fazni pomaci ϕm,0 = ϕLOTx,0 − ϕLORxm,0.
Da bi se iskoristila poznatost sekvence pri estimaciji, moraju biti zadovoǉeni
neki stroi uslovi. Kada se kae da postoji neki od tri tipa sinhronizacije,
potrebno je da odgovarajui pomaci u prijemnim kanalima i predajniku budu
poznati.
Kada se Algoritam B primjeǌuje u Sluqaju 1, nema dodatnih stroih uslova
u odnosu na Algoritam A.
U Sluqaju 2 smatramo da je TDoA, tj. τ poznato. Ako se koristi poznatost
sekvence, nije dovoǉno poznavaǌe TDoA, ve je potrebno poznavaǌe ToA za oba
primǉena signala, tj. τ1 i τ2. Za poznavaǌe TDoA dovoǉno je precizno poznavaǌe
lokacije predajnika u odnosu na lokacije prijemnika, taqnije lokacije ǌihovih
antena, ili samo razlike vremena propagacije signala (prijemni kanali su vre-
menski sinhronizovani). Sa druge strane, za poznavaǌe ToA, pored lokacije pre-
dajnika, ili samo vremena propagacije signala, neophodno je i poznavaǌe τ0, tj.
potrebna je meusobna vremenska sinhronizacija predajnika i prijemnika. Maǌe
vjerovatna je opcija da su τ1 i τ2 kao cjeline procijeǌeni prethodno u scena-
riju koji odgovara Sluqaju 3, dakle sa frekvencijski i fazno sinhronizovanim
prijemnicima na istim pozicijama. Tada meusobna vremenska sinhronizacija
predajnika i prijemnika nije potrebna.
U Sluqaju 3 smatramo da je prijemni sistem frekvencijski i fazno sinhroni-
zovan, tj. da je razlika izmeu ω1 i ω2, odnosno izmeu ϕLORx1,0 i ϕLORx2,0, poznata.
Ako se koristi poznatost sekvence, to nije dovoǉno. Potrebna je i frekvencij-
ska sinhronizacija prijemnika sa predajnikom, tj. da su ω1 i ω2 poznati. Pored
toga, potrebno je i da ϕm,0 bude poznato, xto daǉe znaqi da ϕLOTx,0 i ϕLORxm,0
treba da budu poznati. Ovaj zahtjev se u praksi svodi na to da unutar svakog
ureaja (predajnik i dva prijemnika) moraju biti usklaeni lokalni nosilac i
takt, tj. faza LO u trenutku t = 0 po lokalnoj vremenskoj osi mora biti 0. Kod
veine komercijalnih ureaja LO i D/A, odnosno A/D, konvertor nisu meusobno
usklaeni.
Za razliku od Algoritma B, Algoritam A moe biti primijeǌen i za neko-
operativne predajnike. Algoritam A mora da se izvrxava u fuzionom centru,
dok kod Algoritma B obrada moe biti distribuirana izmeu prijemnih kanala.
Algoritam A direktno raquna relativne pomake, izvrxava se jednom, dok se Al-
goritam B izvrxava dva puta, za svaki kanal po jednom. Meutim, Algoritam A
vrxi 3D pretragu (mora da procijeni i ω1), a Algoritam B vrxi 2D pretragu.
Inaqe, proizvoǉni algoritam ne mora da koristi sve dostupne informacije u
modelu signala za koji je izvedena CRB. Zbog toga emo i rezultate simulacija
za Algoritam A porediti sa prethodno prikazanom CRB za poznatu sekvencu.
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4.4 Numeriqki rezultati i diskusija
Da bi se za predloene algoritme ispitao uticaj uzimaǌa u obzir CPoA na
procjenu vremenskih, frekvencijskih i faznih pomaka, korixene su Monte-Karlo
simulacije u programskom paketu Matlab. Numeriqka kompleksnost algoritama
dominantno zavisi od broja taqaka u mrei za pretragu i duine signala koji
se koristi za estimaciju, tj. periode sekvence (zbog DFT operacija). Iz izraza
za CRB u odjeǉku 4.2 se vidi da se poveaǌem N poboǉxava procjena, jer se
usredǌava uticaj xuma. Za fiksni opseg hipotetiqkih vrijednosti procjeǌiva-
nih parametara, vei broj taqaka u mrei za pretragu znaqi veu rezoluciju
pretrage, odnosno precizniju procjenu. Rezolucija mree ograniqava sa gorǌe
strane kvalitet procjene. Sa porastom broja dimenzija pretrage, broj taqaka
za pretragu po jednoj dimenziji dominantno odreuje numeriqku kompleksnost
algoritma. Zbog toga je korixena adaptivna mrea za pretragu. U okviru jed-
nog pokretaǌa simulacije, odnosno jedne procjene, u svakoj iteraciji mrea je
obuhvatala 5 taqaka du svake dimenzije pretrage. Ako je argument maksimuma
kriterijumske funkcije na nekoj od ivica mree, raqunaǌe se ponavǉa nakon po-
mjeraǌa mree za 3 taqke u smjeru date ivice. Postupak se nastavǉa dok se ne
dogodi da argument maksimuma nije ni na jednoj ivici mree, qime se zavrxava
tekua procjena. Za svaku vrijednost SNR simulacija je pokrenuta 8192 puta.
Razmak izmeu taqaka u mrei je odreen empirijski, tako xto je rezolucija
poboǉxavana dok rezultati ne poqnu da konvergiraju. Mrea je u veini simu-
lacija obuhvatala relativno uzak interval oko stvarnih vrijednosti parametara
da bi se postigla zadovoǉavajua preciznost pri umjerenoj raqunarskoj komplek-
snosti. Kao posledica, pretragom je obuhvaen samo jedan lob kriteruijumske
funkcije, pa problem vixeznaqnosti, koji je inherentan kada se koristi CPoA, ne
utiqe na rezultate. Kada u rezultate bude ukǉuqen uticaj vixeznaqnosti, to e
biti eksplicitno navedeno.
Svi rezultati koji e biti izloeni u ovom odjeǉku dobijeni su korixeǌem
prve od modulabilnih ortogonalnih sekvenci (modulatable orthogonal sequences) pre-
dloenih u [47], razliqitih duina N . Nadaǉe emo ove sekvence nazivati Ha-
tori sekvencama, po jednom od autora. Hatori sekvenca je kompleksna sekvenca.
Jedna perioda Hatori sekvence je neprekidna funkcija konstantne anvelope koja
linearno mijeǌa frekvenciju od fs do 0, dakle sekvenca je chirp-like. Zgodne oso-
bine ove sekvence su da ima veoma dobra autokorelaciona svojstva, tj. amplitud-
ski spektar je priblino ravan (vidjeti tekst nakon (4.30)), i energija je ravno-
mjerno rasporeena u vremenskom domenu (vidjeti tekst prije (4.27)). Nepovoǉna
posledica korixeǌa chirp-like sekvenci za estimaciju, u odnosu na korixeǌe
realizacija sluqajnog Gausovog procesa, jeste da su grexke procjene razliqi-
tih parametara meusobno korelisane [26], jer npr. za proizvoǉni frekvencijski
pomak postoji vremenski pomak koji ima ekvivalentan uticaj na sekvencu.
Slika 4.3 prikazuje za Algoritme A i B sredǌu kvadratnu grexku (MSE) pro-
cjene frekvencijskog pomaka, ω, kao funkciju SNR-a. Odgovarajui rezultati za
vremenski pomak, τ , prikazani su na slici 4.4. Obje slike su za Sluqaj 1, dakle
ϕ0, ω i τ su svi nepoznati. Ako se ne tvrdi drugaqije, smatraemo da su oba ϕ0
i ϕ1,0 ili poznati ili nepoznati, i sliqno za parove (ω, ω1) i (τ, τ1). Frekvencija
nosioca je ωc = 2π100, a duina sekvence uzima vrijednosti N ∈ {256, 1024, 4096}.
Odgovarajue CRB krive su takoe prikazane. Algoritam B blisko prati CRB na
cijelom opsegu posmatranih vrijednosti SNR i ima boǉe karakteristike od Algo-
ritma A pri niim vrijednostima SNR, koji u ovom opsegu divergira od CRB jer
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Slika 4.3: MSE i CRB za procjenu frekvencijskog pomaka u Sluqaju 1 u zavisnosti
od SNR-a i N , za ωc = 2π100.













Slika 4.4: MSE i CRB za procjenu vremenskog pomaka u Sluqaju 1 u zavisnosti
od SNR-a i N , za ωc = 2π100.
ne koristi poznavaǌe sekvence. Simulacije su vrxene i za ωc = {2π10, 2π1000}, i
dobijeni su isti rezultati kao za ωc = 2π100, pa zbog toga nisu prikazani. Stoga,
korixeǌe CPoA ne utiqe na preciznost procjene ω i τ u Sluqaju 1. Informacija
iz CPoA je izgubǉena jer je poqetna faza, ϕ0, nepoznata, pa algoritam ne moe
da “razdvoji” koji dio konstantnog faznog pomaka je usled propagacije (CPoA), a
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Slika 4.5: MSE i CRB za procjenu faznog pomaka u Sluqaju 1 i Sluqaju 2 u
zavisnosti od SNR-a i ωc, za N = 4096.















Slika 4.6: MSE i CRB za procjenu frekvencijskog pomaka u Sluqaju 1 i Sluqaju
2 u zavisnosti od SNR-a, za ωc = 2π100 i N = 4096.
koji usled ϕ0. Prema oqekivaǌu, vrijednosti MSE opadaju sa porastom N , kao i
sa porastom SNR-a.
Slika 4.5 prikazuje zavisnost vrijednosti MSE za procjenu ϕ0 od SNR-a u Slu-
qaju 1 (τ nepoznato), za N = 4096 i ωc/(2π) ∈ {10, 100, 1000}. Ove vrijednosti za ωc
priblino odgovaraju UWB, LTE i GSM sistemima, respektivno. Primijetiti
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Slika 4.7: MSE i CRB za procjenu vremenskog pomaka u Sluqaju 1 i Sluqaju 3 u
zavisnosti od SNR-a i ωc, za N = 4096.
da, poxto CRB ne uzima u obzir da je ϕ ∈ [−π, π), CRB krive prevazilaze odgo-
varajue MSE krive. Mala grexka u TDoA estimaciji moe da uzrokuje veliku
grexku pri procjeni poqetne faze zbog faznog qlana exp(−jωcτ), i ova grexka ra-
ste linearno sa ωc. Radi poreeǌa, rezultati za Sluqaj 2 (τ poznato) su takoe
prikazani. Dajemo rezultate samo za ωc = 2π100 jer ovi rezultati ne zavise od
ωc, vidjeti (4.27) (u ovom sluqaju fazni qlan exp(−jωcτ) ne unosi grexke). Na
osnovu prethodnog, zakǉuqujemo da je poznavaǌe vremenskih pomaka xto je preci-
znije mogue krucijalno za procjenu faznog pomaka. Treba imati na umu da, za
razliku od vremenskog i frekvencijskog pomaka, procjena poqetnog faznog pomaka
koji je posledica razdexenosti LO u prijemnim kanalima, ϕ0, bez uzimaǌa u ob-
zir CPoA nema mnogo smisla, jer je nemogue razdvojiti ovaj konstantni fazni
pomak od (u tom sluqaju nepoznatog) konstantnog faznog pomaka −ωcτ (CPoA), koji
je prisutan, bez obzira da li se koristi pri estimaciji ili ne.
Slika 4.6 uporedno prikazuje vrijednosti MSE za procjenu ω za Sluqaj 1 i
Sluqaj 2 kao funkcije SNR-a. Kao u Sluqaju 1, i u Sluqaju 2 preciznost pro-
cjene ne zavisi od ωc, vidjeti (4.28), pa prikazujemo rezultate samo za ωc = 2π100
i N = 4096. Poznavaǌe vremenskog pomaka u Sluqaju 2 omoguava nexto boǉu
procjenu, sa tim da je razlika najizraenija za Algoritam A pri nepovoǉnijim
vrijednostima SNR.
Slika 4.7 prikazuje vrijednosti MSE za procjenu τ za Sluqaj 3 kao funkciju
SNR-a, za N = 4096 i ωc/(2π) ∈ {10, 100, 1000}. Bitno je primijetiti da MSE opada
sa poveaǌem ωc. Radi poreeǌa, prikazujemo i krive za Sluqaj 1, ali samo za
ωc = 2π100, jer rezultati ne zavise od ωc. Vidimo da je za Sluqaj 3 korjen sredǌe
kvadratne grexke (RMSE) procjene τ za 1 do 3 reda veliqine nii od 1/fc, odno-
sno 1/f̃c u prirodnim jedinicama, xto predstavǉa znaqajno maǌu grexku procjene
vremenskog pomaka u poreeǌu sa tehnikama koje ne koriste CPoA (nekoherentni
algoritmi) i koje imaju RMSE za 1 do 3 reda veliqine nii od 1, odnosno 1/B u
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prirodnim jedinicama. Preciznost nekoherentnih metoda u Sluqaju 3 je sliqna
kao za koherentne metode u Sluqaju 1 (vidjeti sliku 4.4 i obratiti paǌu da je
na slici prikazan MSE), ali ipak oqekujemo da je malo boǉa od toga zbog odsustva
faznog i frekvencijskog pomaka. Stoga, dobitak u preciznosti usled uzimaǌa u
obzir CPoA srazmjeran je sa fc = f̃c/B, xto je u skladu sa [28–30]. Ne zaboraviti
da je ovaj dobitak mogu samo kada se rijexi problem vixeznaqnosti. Razlog
za ovaj dobitak u preciznosti jeste korelacija izmeu τ i ukupnog konstantnog
faznog pomaka kroz qlan exp(−jωcτ). Dakle, dobitak usled korixeǌa CPoA je
dostupan samo ako je ϕ0 poznato, jer tada algoritam “zna” da je svako odstupaǌe
konstantnog faznog pomaka od ϕ0 posledica vremenskog pomaka. Tada, qiǌenica da
vrlo mala promjena τ dovodi do velike promjene faze jer je ωc veliko, omoguava
veoma preciznu procjenu τ . Primijetiti da ista ova qiǌenica ima izuzetno ne-
gativne posledice po procjenu faznog pomaka u Sluqaju 1.
Slijedi primjer koji ilustruje prethodno opisanu preciznost procjene vre-
menskog pomaka u Sluqaju 3. Neka je fiziqka frekvencija nosioca f̃c = 2 GHz,
xirina opsega signala B = 5 MHz, odnos signal-xum 15 dB i N = 1024. Slijedi
da je ωc = 2π400. U Sluqaju 3 Algoritam A daje τ RMSE jednak 2.18 × 10−6 odbi-
raka (qime se implicitno pokazuje zavisnost od B), xto je 4 × 10−13 s, xto, kad
se pretvori u propagacionu razdaǉinu, iznosi 120µm. Ova razdaǉina odgovara
0.0008λc, gdje je λc talasna duina nosioca.
Umjesto Hatori sekvence, testirane su i realizacije sluqajnog Gausovog pro-
cesa. U prosjeku, rezultati su bili neznatno boǉi. Sredǌe vrijednosti procjena
parametara u simulacijama su uvijek bile bar za red veliqine maǌe od stan-
dardnih devijacija tih procjena, na osnovu qega zakǉuqujemo da su predloeni
estimatori nepristrasni (unbiased).
4.5 Sluqaj 3 – detaǉnija analiza i problem vixe-
znaqnosti
U ovom odjeǉku emo malo detaǉnije analizirati Sluqaj 3. Podsjetimo se,
u uskopojasnom sluqaju (ωc  1) CRB je data izrazom CRB(τ) ≈ 1/(Nω2cSNR).
Odgovarajua vrijednost CRB u [s2] je jednaka 1/(Nω̃2cSNR).
Poxto su frekvencijski i fazni pomaci poznati, xto je ekvivalentno tome da







gdje je x̃2 = FHD−τFx2, a procjena algoritma je
τ̂ = arg max
τ
fML,A,3. (4.46)






gdje je s̃ = FHDτmFs, a procjena algoritma je
τ̂m = arg max
τm
fML,B,3,m, (4.48)
τ̂ = τ̂2 − τ̂1. (4.49)
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Kao xto smo ranije naveli, Algoritmi A i B su koherentni. Nekoherentne va-
rijante ovih algoritama mogu se dobiti eliminisaǌem uticaja CPoA na ǌihove
kriterijumske funkcije, tj. zamjenom Re(·) sa | · | u izrazima (4.45) i (4.47).
Posmatrajmo sada kriterijumsku funkciju za Algoritam A. Algoritam se moe
numeriqki optimizovati tako xto se pretraga podijeli u tri koraka.
U prvom koraku se na intervalu τI ∈ {−N/2,−N/2 + 1, . . . , N/2− 1} sa rezolu-
cijom od jednog odbirka procjeǌuje vremenski pomak koristei kriterijumsku
funkciju koja ne koristi CPoA,
τ̂I = arg max
τI
∣∣xH1 FHD−τIFx2∣∣ . (4.50)
U drugom koraku se na uem intervalu, za povoǉne uslove to moe da bude
τII ∈ [−0.5 + τ̂I, 0.5 + τ̂I), sa poboǉxanom rezolucijom pretrauje vremenski pomak
koristei kriterijumsku funkciju koja i daǉe ne koristi CPoA,
τ̂II = arg max
τII
∣∣xH1 FHD−τIIFx−τ I2 ∣∣ , (4.51)
gdje je x−τ I2 = F
HD−τIFx2.
U treem koraku se na jox uem intervalu oko τ̂I + τ̂II sa jox boǉom rezoluci-
jom procjeǌuje vremenski pomak koristei kriterijumsku funkciju koja koristi
CPoA,










gdje je x−τ I−τ II2 = F
HD−τIIFx
−τ I
2 . Konaqno, procijeǌeni vremenski pomak se dobija
kao
τ̂ = τ̂I + τ̂II + τ̂III. (4.53)
Cjelobrojni vremenski pomak se, umjesto u frekvencisjkom domenu korixeǌem
operatora D, moe izvrxiti prostim cikliqnim pomjeraǌem odbiraka u vremen-
skom domenu, qime se izbjegava raqunaǌe DFT-a i IDFT-a u taqkama za pretragu,
pa se postie numeriqka uxteda i izbjegavaju numeriqke grexke. Postoji i opcija
koja eliminixe potrebu za raqunaǌem DFT-a i IDFT-a kroz mreu za pretragu u




2 se izraqunaju jednom u predobradi,
a kriterijumske funkcije kroz mreu za pretragu se raqunaju u frekvencijskom
domenu.
U svakom koraku algoritma rezolucija je grubo optimizovana, tako xto je za
red veliqine boǉa od standardne devijacije oqekivane grexke estimacije. Kako
se kroz korake poboǉxava rezolucija, smaǌuje se opseg pretrage. Bitno je da u
svakom koraku opseg pretrage obuhvati raspon grexke iz prethodnog koraka sa
velikom vjerovatnoom. Na isti naqin se moe smaǌiti numeriqka kompleksnost
Algoritma B.
Kada se koristi koherentni algoritam, svojstvena je pojava vixeznaqnosti (am-
biguity) pri procjeni vremenskog pomaka. Neodreenost je posledica toga xto se
faza nosioca mjeri po modulu 2π. Neka je poslat signal sa kompleksnom anvelopom
x(t). Neka je propagaciono kaxǌeǌe signala do prijemnika τ1, frekvencija nosi-
oca ωc i neka su, zbog jednostavnosti, predajnik i prijemnik vremenski, frekven-
cijski i fazno sinhronizovani. Tada kompleksna anvelopa na prijemu ima oblik
x(t − τ1)e−jωcτ1. Oznaqimo CPoA sa Φ, Φ = −ωcτ1, pa kompleksnu anvelopu na pri-
jemu moemo izraziti kao x(t − τ1)ejΦ. Tada e ista vrijednost CPoA odgovarati
svakom τ2 za koje vai: τ2 = (−Φ+ 2πk) /ωc, gdje je k ∈ Z. Neka je npr. k = 2, tj.
τ2 = τ1+2/fc. Tada e kompleksna anvelopa na prijemu imati oblik x(t−τ2)ejΦ. Ako
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Slika 4.8: Koherentna i nekoherentna kriterijumska funkcija Algoritma A za
N = 1024, SNR = 15 dB i a) B = 10 MHz, f̃c = 100 MHz, b) B = 10 MHz, f̃c = 50 MHz,
v) B = 20 MHz, f̃c = 50 MHz.
je signal uskopojasan, ǌegova anvelopa se mijeǌa vrlo malo za vremenski period
koji je reda veliqine periode nosioca, pa se moe pisati x(t− τ1) ≈ x(t− τ2), od-
nosno kompleksne anvelope na prijemu koje odgovaraju razliqitim propagacionim
kaxǌeǌima su priblino jednake. Xto je x(t) xirokopojasniji, aproksimacija
e u maǌoj mjeri vaiti, tj. problem vixeznaqnosti e biti maǌe izraen.
Na slici 4.8 su prikazane kriterijumske funkcije Algoritma A i ǌegove neko-
herentne varijante za nultu stvarnu vrijednost vremenskog pomaka, za razliqite
vrijednosti xirine opsega signala i prirodne frekvencije nosioca. Kriteri-
jumske funkcije za Algoritam B izgledaju sliqno. Primijetiti da je apscisa
u sekundama. Kriterijumska funkcija nekoherentnog algoritma je anvelopa za
kriterijumsku funkciju koherentnog algoritma. Rastojaǌe izmeu lobova u kri-
terijumskoj funkciji koherentnog algoritma je 1/f̃c. Polazei od slike 4.8 b), 4.8
v) je dobijeno tako xto smo B poveali dva puta, dok smo 4.8 a) dobili tako xto
smo f̃c poveali dva puta. Xto je ua anvelopa (vee B), maǌa je vjerovatnoa
da e procjena biti na nekom boqnom (pogrexnom) lobu. Xto je vea frekven-
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Slika 4.9: Funkcije raspodjele grexke nekoherentne i koherentne procjene TDoA
u zavisnosti od Ψc, za SNR = 15 dB, bez vixeznaqnosti.
cija nosioca, lobovi su ui, pa je boǉa preciznost procjena koje su na glavnom
(pravom) lobu.
Posmatrajui slike 4.8 a) i b) namee se jox jedno rexeǌe za problem vixe-
znaqnosti. Sastoji se u tome da sukcesivno poxaǉemo signal na dvije ili vixe
uzajamno prostih frekvencija nosioca i za svaku od frekvencija izraqunamo kri-
terijumsku funkciju, a zatim dobijene kriterijumske funkcije saberemo. Glavni
lob e biti priblino na istoj poziciji (do na grexku procjene koherentnog al-
goritma odgovara stvarnoj vrijednosti vremenskog pomaka), a boqni lobovi nee,
jer, kao xto slike pokazuju, ǌihova distribucija zavisi od frekvencije nosioca.
Time e se glavni lob istai u odnosu na ostale lobove. Naravno, za sprovoeǌe
ove ideje neophodno je imati na raspolagaǌu xiri frekvencijski opseg od onog
koji signal zauzima.
U dijelu teksta koji slijedi, prikazujemo rezultate Monte-Karlo simulacija
u vidu CDF krivih za grexku procjene vremenskog pomaka, tj. TDoA, za scena-
rije kada je problem vixeznaqnosti rijexen, i kada nije, za razliqite sistemske
parametre (xirina opsega signala, frekvencija nosioca, SNR). Pored rezul-
tata za Algoritme A i B, data je i linija koja oznaqava kvadratni korjen od
odgovarajue vrijednosti CRB. Podsjetimo se, CRB po prirodi odgovara sredǌoj
kvadratnoj grexci, a na slikama koje slijede prikazujemo apsolutnu vrijednost
grexke. Dodatno, poxto slike prikazuju raspodjelu apsolutne vrijednosti poje-
dinaqnih grexaka, a CRB vai za sredǌu grexku, znaqajan dio krivih e biti
sa lijeve strane linije koja predstavǉa kvadratni korjen od CRB, odnosno do-
ǌu teorijsku granicu za sredǌu vrijednost prikazanih rezultata. Korixena je
duina sekvence N = 1024. Broj izvrxavaǌa simulacije je 2500.
Slika 4.9 prikazuje CDF krive za grexku procjene TDoA za koherentnu esti-
maciju (CPoA se koristi) za Ψc = f̃c/B = 1000, 100, 10 (oqigledno je Ψc = fc, ali
uvodimo posebnu oznaku jer su na nekim slikama veliqine u prirodnim jedini-
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Slika 4.10: Funkcije raspodjele grexke koherentne procjene TDoA u zavisnosti
od SNR-a, za Ψc = 1000, bez vixeznaqnosti.
cama) i SNR = 15 dB, za Algoritme A i B. Rezultati na slici potvruju da grexka
estimacije opada sa prvim stepenom od Ψc. Za date parametre algoritmi imaju
sliqne performanse. Rezultati su dobijeni pod pretpostavkom da problem vi-
xeznaqnosti jeste rijexen (pretraga je zapoqeta na glavnom lobu kriterijumske
funkcije, vidjeti sliku 4.8). Radi poreeǌa, prikazana je i CDF kriva za neko-
herentnu estimaciju (CPoA se ne koristi, Ψc ne utiqe na kvalitet procjene) za
SNR = 15 dB. Evidentno je da je dobitak u preciznosti usled korixeǌa CPoA
vixe nego znaqajan. Poveaǌe Ψc moe se posmatrati na dva naqina. Prvo, pri-
mijetimo da je TDoA dato u odbircima. Ako xirinu opsega signala, B, drimo
konstantnom, tada poveaǌe Ψc znaqi poveaǌe (fiziqke) frekvencije nosioca,
f̃c, xto daǉe znaqi da je preciznost estimacije direktno proporcionalna parame-
trima Ψc i f̃c. Sa druge strane, ako poveamo Ψc tako xto smaǌimo B i drimo
f̃c konstantnim, tada treba imati u vidu da su prikazane vrijednosti grexke za
razliqite Ψc normalizovane sa razliqitim faktorima (jer se 1/B razlikuje).
Drugim rijeqima, vrijednosti grexke u sekundama su tada jednake za razliqite
Ψc, jer je f̃c konstantno.
Slika 4.10 prikazuje CDF krive za grexku procjene TDoA za koherentnu esti-
maciju za SNR = 15 dB,−5 dB,−25 dB i Ψc = 1000, za Algoritme A i B. Rezul-
tati su dobijeni pod pretpostavkom da problem vixeznaqnosti jeste rijexen. Za
SNR = 15 dB algoritmi imaju sliqne performanse. Za nie vrijednosti SNR Al-
goritam B daje boǉe rezultate od Algoritma A, xto je u skladu sa prethodnim
rezultatima.
Slika 4.11 prikazuje CDF krive za grexku procjene TDoA za koherentnu esti-
maciju za Ψc = 100, 1000 i SNR = 15 dB, za Algoritme A i B. Ψc je mijeǌano tako
xto je B mijeǌano, dok je f̃c podexeno na 10 GHz i drano konstantnim. Poxto
je grexka data u sekundama (a ne u odbircima), CRB vrijednosti za obje CDF
krive su jednake (jer je f̃c jednako). Rezultati su dobijeni pod pretpostavkom da
problem vixeznaqnosti nije rijexen. Zbog toga CDF krive imaju nagle promjene,
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Slika 4.11: Funkcije raspodjele grexke koherentne procjene TDoA u zavisnosti
od Ψc pri konstantnom f̃c, za SNR = 15 dB, prisutna vixeznaqnost.
odnosno grexka ima nagle skokove na pozicije koje odgovaraju boqnim lobovima
u kriterijumskoj funkciji. Poxto amplituda boqnih lobova slijedi anvelopu
kriterijumske funkcije, prelazak na boqne lobove u procesu estimacije direktno
zavisi od oblika anvelope, odnosno od B. Vjerovatnoa nepromaxivaǌa glavnog
loba (i postizaǌa preciznosti koju omoguava koherentna estimacija) je oko 0.12
za Ψc = 1000, i iznad 0.8 za Ψc = 100. Stoga, slika 4.11 pokazuje da problem
vixeznaqnosti moe biti ublaen/rijexen poveaǌem xirine opsega signala.
Dodatno, poxto je grexka data u sekundama, u regionu gdje je za obje krive pro-
maxen glavni lob, tj. obje krive su u regionu vixeznaqnosti (ambiguity-dominated
region), boǉi rezultati su dobijeni za vee B, jer je u ovom regionu grexka
procjene obrnuto proporcionalna sa B, kao kod nekoherentne procjene (vidjeti
takoe sliku 4.12).
Slika 4.12 prikazuje CDF krive za grexku procjene TDoA za koherentnu i ne-
koherentnu estimaciju za Ψc = 1000 i SNR = 15 dB, za Algoritme A i B. Rezultati
su dobijeni pod pretpostavkom da problem vixeznaqnosti nije rijexen. Slika
pokazuje da, kada se promaxi glavni lob, preciznost koherentne estimacije je
sliqna onoj kod nekoherentne estimacije po prosjeqnim vrijednostima, ali ne po
prirodi, jer se grexke koherentne estimacije grupixu oko vrhova boqnih lobova.
Kada je procjena na vrhu boqnog loba, to znaqi da su, nakon kompenzacije signala
u kanalu 2 za procijeǌeni vremenski pomak, faze signala u kanalima poravnate,
a anvelope vremenski smaknute za udaǉenost datog loba od glavnog loba.
Slika 4.13 prikazuje CDF krive za grexku procjene TDoA za koherentnu esti-
maciju za Ψc = 100 i SNR = 15 dB, 0 dB, za Algoritme A i B. Rezultati su dobijeni
pod pretpostavkom da problem vixeznaqnosti nije rijexen. Slika pokazuje da je
poveaǌe SNR-a takoe jedan od naqina za smaǌeǌe problema vixeznaqnosti.
Da sumiramo najvanije osobine koherentne TDoA estmacije u Sluqaju 3. Kada
je rijexen problem vixeznaqnosti, u odnosu na nekoherentnu estimaciju, kohe-
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Slika 4.12: Funkcije raspodjele grexke koherentne i nekoherentne procjene TDoA
za SNR = 15 dB i Ψc = 1000, prisutna vixeznaqnost.











Slika 4.13: Funkcije raspodjele grexke koherentne procjene TDoA u zavisnosti
od SNR-a, za Ψc = 100, prisutna vixeznaqnost.
rentna estimacija daje dobitak u preciznosti koji je srazmjeran sa Ψc. Qak i u
regionu vixeznaqnosti, raspodjela grexaka koherentne estimacije je mnogo po-
voǉnija za distribuirani beamforming, jer bi se RF signali konstruktivno sabi-
rali (faze poravnate), iako bi anvelope bile malo smaknute. Poveaǌe SNR-a
znaqi veu preciznost unutar (glavnog ili boqnog) loba, veu preciznost u re-
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gionu vixeznaqnosti i smaǌenu vjerovatnou promaxivaǌa glavnog loba. Vee
f̃c znaqi veu preciznost unutar loba. Vee B, za konstantno f̃c, znaqi sma-
ǌenu vjerovatnou promaxivaǌa glavnog loba i veu preciznost u regionu vi-
xeznaqnosti. Vjerovatnoa nepromaxivaǌa glavnog loba proporcionalna je sa
preciznoxu nekoherentne estimacije (vidjeti sliku 4.8). Iako rezultati nisu
prikazani, na osnovu izraza za CRB za Sluqaj 3, 4.30 i 4.31, namee se zakǉuqak
da poveaǌe N ima sliqan uticaj kao poveaǌe SNR-a.
U ovoj glavi smo analizirali uticaj uzimaǌa u obzir CPoA na preciznost
procjene vremenskog, frekvencijskog i faznog pomaka izmeu kanala u distri-
buiranom dvokanalnom prijemnom sistemu. CRB i Monte-Karlo simulacije su
korixeni da se utvrdi pod kojim uslovima su dobici mogui i da se ti dobici
kvantifikuju. Ako scenario nije koherentan, informacija iz CPoA ne moe se
iskoristiti za poboǉxaǌe preciznosti estimacije. Teza se bavi koherentnim
scenarijima. U tom sluqaju algoritam moe biti koherentan – koristi se CPoA,
ili nekoherentan – ne koristi se CPoA. Kao xto smo iznad vidjeli, qak i kada je
algoritam koherentan, nekada korixeǌe CPoA utiqe na preciznost estimacije, a
nekada ne. Za procjenu vremenskog pomaka, samo postojaǌe CPoA znaqi mogunost
da se procjena uqini preciznijom. Postojaǌe CPoA je posledica prenosa signala
u RF opsegu, za razliku od osnovnog opsega (akustiqki signali). Ta mogunost
e biti iskorixena ako je algoritam koherentan i ako izmeu signala koji se
koriste za procjenu ne postoji fazni (i frekvencijski) pomak (Sluqaj 3). Za pro-
cjenu poqetnog faznog pomaka (posledica LO), samo postojaǌe CPoA znaqi da je
ukupan konstantni fazni pomak izmeu signala jednak zbiru faznog pomaka koji
se procjeǌuje i CPoA, −ωcτ . Stoga, oba ova qlana moraju se procijeniti (CPoA
implicitno kroz τ). Inaqe, da bi uopxte imalo smisla procjeǌivati poqetni fa-
zni pomak korixeǌem signala koji je propagirao u RF opsegu, algoritam treba
da bude koherentan. Ako je vremenski pomak nepoznat, mala grexka u ǌegovoj
procjeni uzrokuje ogromnu grexku pri procjeni CPoA, a time istu takvu grexku
pri procjeni poqetnog faznog pomaka (Sluqaj 1). Ako je vremenski pomak poznat,
postojaǌe CPoA ne utiqe na procjenu faznog pomaka (Sluqaj 2). Postojaǌe CPoA
ne utiqe na preciznost procjene frekvencijskog pomaka, bez obzira na to koji
parametri su nepoznati, i bez obzira na to da li je algoritam koherentan.
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Glava 5
Zakǉuqak i pravci daǉih
istraivaǌa
U disertaciji su predstavǉeni rezultati istraivaǌa iz oblasti vremenske,
frekvencijske i fazne sinhronizacije distribuiranih prijemnih kanala, koja se
zasniva na procjeni vremenskih, frekvencijskih i faznih pomaka u signalima
primǉenim u tim kanalima. Podrazumijeva se prostorno koherentni scenario
signala sa dominantnom LoS komponentom, kao i stacionarnost svih predajnika
i prijemnika. Prijemnici su povezani sa fuzionim centrom putem digitalnih
linkova kojima nije mogue prenijeti referentne signale za sinhronizaciju.
U prvom dijelu disertacije predloena je procedura za beiqnu kalibra-
ciju distribuiranog dvokanalnog prijemnog sistema u kojem su kanali vremenski,
frekvencijski i fazno razdexeni, u ciǉu omoguavaǌa funkcionisaǌa digital-
nog beamforming-a i lokalizacije izvora radio signala. Pretpostavili smo kon-
stantne vremenske pomake i promjenǉive frekvencijske pomake. U sluqaju lokali-
zacije, procedura koristi xirokopojasni i uskopojasni pilot, koje xaǉe beacon.
U sluqaju beamforming-a, pored signala beacon-a, procedura koristi i xirokopo-
jasnu preambulu i, opciono, uskopojasni pilot, koje xaǉe korisniqki predajnik.
U sluqaju beamforming-a, procedura je podijeǉena na dvije etape, koje sadre iste
korake, ali primijeǌene na razliqite signale. Etapa 1 poravnava signal u ka-
nalu 2 sa signalom u kanalu 1 i omoguava dobitak beamforming-a. Etapa 2 je
opciona, poravnava sumu poravnatih signala iz kanala sa originalnom sekvencom
izabranog korisniqkog predajnika i omoguava pravilno dekodovaǌe korisnih
podataka. Svaka etapa sadri qetiri koraka. Korak 1 grubo poravnava signale
u vremenu korixeǌem nekoherentne verzije ML algoritma predloenog u drugom
dijelu teze. Korak 2 otklaǌa vremenski promjenǉivu komponentu faznog pomaka,
za xta je formulisan novi adaptivni algoritam. Korak 3 vrxi fino poravna-
ǌe signala u vremenu korixeǌem algoritma sliqnog onom u koraku 1. Korak 4
otklaǌa konstantni fazni pomak korixeǌem jednostavnog algoritma baziranog
na korelaciji signala. U sluqaju lokalizacije, procedura sadri samo etapu 1,
ali umjesto sihronizovaǌa signala, sinhronizuju se prijemni kanali, u smislu
da je TDoA saquvan u primǉenim korisniqkim signalima. Predloena procedura
je modularna, svaki algoritam moe biti zamijeǌen nekim drugim algoritmom
istog tipa. Adaptivni algoritam za procjenu trenutog faznog pomaka pokazao je
sposobnost praeǌa naglih promjena frekvencijskog pomaka. Dobijene precizno-
sti pokazuju da su predloena procedura i algoritmi pogodni za prijemni beam-
forming i nekoherentnu/polukoherentnu lokalizaciju. Ako se frekvencijski pomak
mijeǌa dovoǉno sporo, primjena u predajnom beamforming-u je takoe mogua. Re-
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zultati eksperimenata su pokazali odliqno slagaǌe sa rezultatima Monte-Karlo
simulacija, xto potvruje ispravnost matematiqkog modela i usvojenih pretpo-
stavki.
Kao jox jednu od primjena adaptivnog algoritma za procjenu trenutog faz-
nog pomaka, vrijedi napomenuti da je iskorixen za unapreeǌe frekvencijske
sinhronizacije izmeu predajnika i prijemnika u implementaciji rexeǌa za ko-
egzistenciju OFDM signala i signala sa frekvencijskim skakaǌem po principima
kognitivnog radija korixeǌem USRP platformi [48,49].
Pravci daǉih istraivaǌa mogli bi da ukǉuqe optimalnu generalizaciju
sa dvokanalnog na vixekanalni prijemni sistem, modelovaǌe i estimaciju pro-
mjenǉivih vremenskih pomaka, i scenario sa nestacionarnim primopredajnicima.
Bilo bi interesantno analizirati pod kojim uslovima se mogu dostii preci-
znosti neophodne za koherentnu lokalizaciju. Jox jedna generalizacija bila bi
na skup prijemnika od kojih svaki sadri antenski niz sa implementiranim ana-
lognim beamforming-om – hibridni BF . Kao krajǌi ciǉ istraivaǌa namee se
stvarna primjena predloene procedure u beamforming-u i lokalizaciji.
U drugom dijelu teze analiziran je uticaj uzimaǌa u obzir CPoA na preciz-
nost procjene TDoA, frekvencijskog i poqetnog faznog pomaka izmeu kanala u
vremenski sinhronizovanom, a fazno i frekvencijski nesinhronizovanom, distri-
buiranom dvokanalnom prijemnom sistemu. Pretpostavǉeno je da su vremenski
i frekvencijski pomaci konstantni. Formulisan je diskretni matriqni model
signala u kojem je CPoA poseban qlan, a vremenski i frekvencijski pomaci mogu
imati proizvoǉne vrijednosti. Posmatrana su tri Sluqaja, koji se razlikuju
po tome koji od pomaka su nepoznati. U Sluqaju 1, sva tri tipa pomaka, vre-
menski (TDoA), frekvencijski i fazni, su nepoznati, xto i za nepoznatu i za
poznatu sekvencu odgovara beiqnoj frekvencijskoj i faznoj sinhronizaciji vre-
menski sinhronizovanog dvokanalnog prijemnog sistema uz pomo jednog predaj-
nika na nepoznatoj lokaciji, ili procjeni TDoA sa meusobno frekvencijski i
fazno nesinhronizovanim, a vremenski sinhronizovanim kanalima. U Sluqaju 2,
TDoA je poznat, a frekvencijski i fazni pomak su nepoznati, xto za nepoznatu
sekvencu odgovara frekvencijskoj i faznoj sinhronizaciji vremenski sinhroni-
zovanog dvokanalnog prijemnog sistema uz pomo jednog predajnika na poznatoj
lokaciji. Za poznatu sekvencu dodatno je potrebno da predajnik i prijemnici
budu meusobno vremenski sinhronizovani. U Sluqaju 3, frekvencijski i fazni
pomak su poznati, a TDoA je nepoznat, xto za nepoznatu sekvencu odgovara esti-
maciji TDoA od strane potpuno (vremenski, frekvencijski, fazno) sinhronizova-
nog prijemnog sistema (distribuirani prijemni sistem kalibrisan korixeǌem
predajnika na poznatoj lokaciji kao u Sluqaju 2, ili sistem sa kolociranim
prijemnicima povezanim kalibrisanim koaksijalnim kablovima ili RFoF linko-
vima sa distribuiranim antenama). Za poznatu sekvencu dodatno je potrebno da
prijemnici budu frekvencijski sinhronizovani sa predajnikom i da svi ureaji
imaju usklaen takt sa lokalnim oscilatorom. U Sluqaju 1 korixeǌe CPoA ne
doprinosi poboǉxaǌu preciznosti procjene pomaka. Sa poveaǌem frekvencije
nosioca, pogorxava se kvalitet procjene poqetnog faznog pomaka. U Sluqaju 2
uzimaǌe u obzir CPoA nema uticaja na kvalitet procjene pomaka. U Sluqaju 3
uzimaǌe u obzir CPoA drastiqno poveava preciznost procjene TDoA, tako da je
RMSE 1 do 3 reda veliqine ispod inverzne vrijednosti frekvencije nosioca, pod
uslovom da se rijexi problem vixeznaqnosti. Ako se CPoA ne uzima u obzir u
ovom sluqaju, RMSE je 1 do 3 reda veliqine ispod inverzne vrijednosti xirine
opsega signala. Za Sluqaj 1 data je FIM u zatvorenoj formi, a za Sluqajeve 2
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i 3 CRB u zatvorenoj formi, za poznatu sekvencu. Formulisani su koherentni
ML algoritmi za poznatu i nepoznatu sekvencu. Algoritmi su statistiqki efi-
kasni u xirokom opsegu vrijednosti SNR. Za nie vrijednosti SNR algoritam sa
poznatom sekvencom ima boǉe performanse. Algoritmi su djelimiqno numeriqki
optimizovani. Analiziran je uticaj vixeznaqnosti na procjenu vrmenskog pomaka
u Sluqaju 3. Iako rexavaǌe problema vixeznaqnosti nije u fokusu disertacije,
navedeni su neki naqini za ǌegovo rexavaǌe, kao xto su emitovaǌe na razliqi-
tim frekvencijama nosioca, poveaǌe xirine opsega signala, poveaǌe SNR-a,
poveaǌe trajaǌa opservacionog intervala. Analiza u ovom dijelu teze, koja je
bazirana na CRB i Monte-Karlo simulacijama, pokazala je koje preciznosti pro-
cjene se mogu dostii kada se koristi CPoA i pod kojim uslovima su ti dobici
mogui.
Koherentna procjena TDoA moe biti iskorixena za raqunaǌe koeficije-
nata distribuiranog beamformer-a usmjerenog ka izvoru signala koji se koristi
za estimaciju. Za ovu primjenu vixeznaqnost ne predstavǉa problem, ali pravci
daǉih istraivaǌa trebalo bi da obuhvate optimalno proxireǌe sa dvokanalnog
na vixekanalni prijemni sistem. Pored toga, ima prostora za daǉu numeriqku
optimizaciju algoritama.
Procjena TDoA sa RMSE 1 do 3 reda veliqine ispod inverzne frekvencije nosi-
oca odgovara procjeni rastojaǌa sa grexkom 1 do 3 reda veliqine ispod talasne
duine nosioca. Ovo moe biti iskorixeno za mjereǌe elektriqkog rastojaǌa
izmeu antena, odnosno precizno pozicioniraǌe antena, koje je neophodno kada su
antene dio sistema koji vrxi koherentnu lokalizaciju izvora radio signala, koja
ima RMSE znatno ispod talasne duine nosioca. U ovoj primjeni jedna od antena
je na predajniku, a druga na prijemniku, koji moraju biti vremenski, frekvencij-
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[35] M. Scherhäufl, M. Pichler, and A. Stelzer, “UHF RFID localization based on phase eva-
luation of passive tag arrays,” IEEE Transactions on Instrumentation and Measurement,
vol. 64, no. 4, pp. 913–922, 2015.
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sistemima. Doktorska disertacija, Elektrotehnički fakultet, Univerzitet u Beogradu, 2019.
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Prilog A
Izvoeǌe ML algoritama za
zdruenu procjenu TDoA,
frekvencijskog i faznog pomaka
U ovom prilogu dato je izvoeǌe ML algoritama iz odjeǉka 4.3. Napiximo
ponovo diskretni matriqni model primǉenih signala u kanalima:
x1 = e
jϕ1,0Mω1F





HDτ2Fs + η2. (A.2)


























]T ∈ C2N×N . (A.7)
Model signala sada ima oblik
X = Qs + η. (A.8)
ML algoritam kao procjenu daje onu vrijednost vektora nepoznatih parametara
α koja maksimizira likelihood funkciju










G = −2N ln(πσ2)− 1
σ2
‖X−Qs‖2, (A.10)
gdje je ‖·‖ Frobeniusova norma.
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Za algoritam sa poznatom sekvencom (Algoritam B), vektor nepoznatih para-
metara je αB = [ϕ1,0, ϕ0, ω1, ω, τ1, τ ]
T. Za algoritam sa nepoznatom sekvencom (Al-
goritam A), vektor nepoznatih parametara sadri i odbirke nepoznate sekvence,
αA = [ϕ1,0, ϕ0, ω1, ω, τ1, τ,Re s(0), Im s(0),Re s(1), Im s(1), . . . ,Re s(N − 1), Im s(N − 1)]T.




= XHX−XHQs− sHQHX + sHQHQs. (A.11)




ω = M−ω, (A.12)
D−1τ = D
H
τ = D−τ , (A.13)
F−1 = FH, (A.14)
QHmQm = I⇒ QHQ = 2I, (A.15)
gdje je I jediniqna matrica. Pored toga, za proizvoǉne matrice A i B vai















)H. Koristimo i asocijativnost matriqnog mnoeǌa.
Algoritam A – ML algoritam sa nepoznatom sekvencom:
Kada je sekvenca s nepoznata, traimo minimum od J1 po s i Q. Prvo emo
pronai s koje minimizira J1 za neko fiksno Q, a zatim emo dobijenu vrijednost
















QH predstavǉa (lijevu) pseudoinverznu matricu od Q, a 0 je
























qijim uvrxtavaǌem u (A.18) dobijamo
J1 = X
HX− 2XHQQ†X + XHQQ†X
= XHX−XHQQ†X. (A.20)
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1 x1 + x2
]
, (A.23)








1 x1 + x
H
2 x2. (A.24)
U izrazu (A.24) prvi i qetvrti qlan su konstante, a drugi i trei qlan qine





















Konaqno, kriterijumska funkcija ML algoritma sa nepoznatom sekvencom je






gdje je x̃2 = Mω1F
HD−τFM−(ω1+ω)x2, a procjena algoritma je
(ϕ̂0, ω̂1, ω̂, τ̂) = arg max
ϕ0,ω1,ω,τ
fML,A. (A.27)
Poxto se ϕ1,0 i τ1 ne procjeǌuju (niti je to mogue sa Algoritmom A), izbacuju se
iz vektora nepoznatih parametara tako xto im se dodijeli vrijednost 0, a tada
su ǌihove stvarne vrijednosti sadrane u nepoznatoj sekvenci.
Algoritam B – ML algoritam sa poznatom sekvencom:
Napiximo ponovo jednakost (A.11),
J1 = X
HX−XHQs− sHQHX + sHQHQs. (A.28)
Poxto je QHQ = 2I i sekvenca s je poznata, prvi i qetvrti qlan su konstante,





























Budui da su sabirci prethodnog izraza nezavisni, maksimizacija zbira ekviva-
lentna je maksimizaciji pojedinaqnih sabiraka. Pretraga nad 6-dimenzionalnim
domenom pretvara se u dvije pretrage nad 3-dimenzionalnim, xto ostvaruje veliku
numeriqku uxtedu. Kriterijumska funkcija ML algoritma sa poznatom sekvencom








gdje je s̃ = MωmF
HDτmFs. Procjena algoritma se dobija u dva koraka. Prvo se
izraqunaju nepoznati parametri u svakom od kanala:
(ϕ̂m,0, ω̂m, τ̂m) = arg max
ϕm,0,ωm,τm
fML,B,m, (A.33)
a zatim se izraqunaju vrijednosti relativnih parametra:
(ϕ̂0, ω̂, τ̂) = (ϕ̂2,0, ω̂2, τ̂2)− (ϕ̂1,0, ω̂1, τ̂1) . (A.34)
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