Previous research shows that human eye movements can serve as a valuable source of information about the structural elements of the oculomotor system and they also can open a window to the neural functions and cognitive mechanisms related to visual attention and perception. The research field of eye movement-driven biometrics explores the extraction of individual-specific characteristics from eye movements and their employment for recognition purposes. In this work, we present a study for the incorporation of dynamic saccadic features into a model of eye movement-driven biometrics. We show that when these features are added to our previous biometric framework and tested on a large database of 322 subjects, the biometric accuracy presents a relative improvement in the range of 31.6-33.5% for the verification scenario, and in range of 22.3-53.1% for the identification scenario. More importantly, this improvement is demonstrated for different types of visual stimulus (random dot, text, video), indicating the enhanced robustness offered by the incorporation of saccadic vigor and acceleration cues. 
INTRODUCTION
Human eye movements serve as a vital mechanism for the selection of information from the visual environment. The physical structure of the oculomotor system is formed by the eye globe; six extraocular muscles working in agonist-antagonist pairs; and various surrounding tissues, liquids, and ligaments. Of the six extraocular muscles, the lateral and medial recti are responsible for horizontal eye movements, the superior and inferior recti are responsible for vertical eye movements, and the superior and This work is supported in part by the NSF CAREER Grant #CNS-1250718 and the NIST Grant #60NANB14D274. Special gratitude is expressed to Dr. Evgeny Abdulin, T. Miller, Ch. Heinich, and N Traylor Building, Baltimore, MD 21205-2195; email: shadmehr@jhu.edu. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org. inferior oblique are mainly responsible for torsional eye movements. The movements of the eye are coordinated by sequences of brain-generated pulses transferred via the oculomotor nerve (for the medial, superior, inferior recti, and inferior oblique muscles), the trochlear nerve (for the superior oblique muscle), and the abducens nerve (for the lateral rectus muscle) [Leigh and Zee 2006] .
The first systematic studies of eye movements were conducted in the late 19th century and involved the investigation of eye movements during reading [Javal 1878 ]. These early studies showed that when a person processes a visual stimulus (e.g., text), the eyes do not move in a homogeneous (continuous) manner but make extremely fast movements from one point of focus to another. These fast movements are called saccades, and the points of focus are called fixations. In the following years, research regarding eye movements during different visual processing tasks progressed further [Buswell 1935; Just and Carpenter 1980; Yarbus 1967] . A specific branch of research investigated the relation between eye movements and perception. The experiments of Eckstein et al. [2007] showed the existence of similarly activated neural mechanisms for perception and oculomotor action during visual search, whereas the work of Collins and Doré-Mazars [2006] investigated the effects of saccadic adaptation in perception. Furthermore, there were various studies exploring the interconnections between eye movements and selective attention [Holcomb et al. 1977; Kowler et al. 1995] . A more detailed review of the research studies related to the eye movements and perception can be found in Schutz et al. [2011] . The research of Stark [1971a, 1971b] and Choi et al. [2014] showed that, apart from the visual stimulus and the executed task, the eye movement strategies can also be influenced by idiosyncratic characteristics of the subject. The existence of intrasubject similarities in performed eye movement patterns was also reported in the study of Schnitzer and Kowler [2006] , where eye movement activity was explored in the case of repeated readings of text.
The findings from these earlier studies can support the research of eye movements as a source of biometric information. Generation of eye movements involves two mechanisms that can produce intersubject differences: (i) the physical oculomotor structure of every person and (ii) the brain activitysupporting functions of vision that can be connected to cognition and perception [Choi et al. 2014] . The newly established research field of eye movement biometrics utilizes the interperson dissimilarities in the execution of eye movements and concentrates on the formation, comparison, and classification of the respective biometric templates. Although the reliability of eye movement biometrics is still not comparable to traditional biometric recognition approaches like iris scanning, utilization of eye movement biometric cues can offer substantial advantages in terms of spoofing resistance . The functional components of the oculomotor system (eye globe, extraocular muscles, and brainstem) are well hidden inside the eye cavity, and their manifestation in the form of eye movements is not static and cannot be replicated from a single image, as it can be potentially done for modalities like fingerprints, face, and iris [Marcel et al. 2014] . Eye movements can be captured remotely and in an unobtrusive way along with other biometric modalities from the eye region, such as the iris [Komogortsev et al. 2012b ]. Thus, they provide an appealing natural interface for the extraction of biometric information during interactions with future wearable devices (e.g., Google Glass [Google]). Finally, because eye movements are a product of the human visual system that engages a variety of brain regions, manifestation of pathologies occurring in those regions can be detected in the features extracted from eye movements. An example involves the use of eye movements for the detection of mild traumatic brain injuries [Cifu et al. 2015; Komogortsev and Holland 2014] . In particular, Shadmehr et al. [2010] has suggested that the speed with which the eyes move during a saccade (i.e., saccade vigor) may be a reflection of between-subject differences in patterns of decision-making in health and disease. Also, eye movements can be used to evaluate a user's fatigue Yingying et al. 2014] . In this context, the extraction of biometric features from eye movements provides a unique opportunity for the creation of "smart biometric systems" that combine recognition and health monitoring using the same hardware and software.
Prior Art
The initial potential of eye movement biometrics was demonstrated in the work of Kasprowski and Ober [2004] . The analysis of eye movement characteristics using the Cepstrum transform brought about a False Acceptance Rate 1 (FAR) of 1.36% and a False Rejection Rate 1 (FRR) of 12.59% for a small test database of nine persons. Subsequent studies were based on a similar rationale and applied signal processing techniques already used in other domains. In the work of Bednarik et al. [2005] , properties of eye movement signals were inspected by applying the Fast Fourier Transform (FFT) and Principal Component Analysis (PCA). The best result for dynamic eye movement features using a database of 12 persons was a classification rate (correct identification) of 56%. In the work of Kinnunen et al. [2010] , techniques from the field of voice recognition were applied to eye movement signals to achieve an Equal Error Rate 1 (EER) of 30% using a database of 17 persons. The work presented in Komogortsev et al. [2012a] proposed a methodology based on the use of a model of the oculomotor system for the simulation of eye saccades. By comparing simulated eye movements with real ones, a set of modeling features was extracted and then used for biometric verification of human subjects. The achieved Half Total Error Rate (i.e., the average of FAR and FRR) for 59 subjects was 19%. The method was further modified in Komogortsev et al. [2014b] and tested both on a high-resolution database (32 subjects) and a low-resolution database (172 subjects). The achieved EER for the first database was 20.3% and the Rank-1 Identification Rate 1 (Rank-1 IR) was 65.7%, whereas for the second database the EER was 22.2% and the Rank-1 IR was 12.6%.
Another category of techniques examined the spatial distribution of eye movements with respect to visual stimulus. A characteristic example of this category is the graph-based technique presented in Rigas et al. [2012a] . In this case, the multivariate Wald-Wolfowitz runs test was used for the comparison of spatial distributions of fixation points. The achieved EER for a dataset of 15 subjects was 30%, and the identification rate was 70%. In the work of Cantoni et al. [2015] , a gaze analysis technique (GANT) based on graph modeling was tested for a larger population of 112 subjects, achieving a Rank-1 IR of 31.25% and an EER of 22.4%. An alternative spatial representation was proposed in Rigas and Komogortsev [2014] with the use of a set of probabilistic activation maps (fixation density maps-FDM) for the representation of fixation point distributions during the observation of video sequences. The achieved performances for single enrollments and for a large database recorded from 200 subjects were a top Rank-1 IR of 32.8% and a minimal EER of 12.1%.
A large number of methods investigated the extraction and employment of features describing the properties of fixation and saccadic profiles. In the work of Rigas et al. [2012b] , the graph-based scheme previously used in Rigas et al. [2012a] was employed to compare velocity and acceleration features extracted from fixation profiles. The method achieved a Rank-1 IR of 82% for a database of 79 subjects and 91.5% for a smaller database of 37 subjects. In the work presented by Holland and Komogortsev [2013a] , different characteristics from fixations and saccades were modeled using a Gaussian CDF and combined using a weighted fusion scheme. Databases with different numbers of subjects were used (22, 32, 173 subjects), with the best EER being 28% and the best Rank-1 IR being 53% (for the database of 32 subjects). The method was improved in the Complex Eye Movement Behavior (CEM-B) framework presented in Holland and Komogortsev [2013b] , where the distributions of primitive characteristics of fixations and saccades related to duration, amplitude, and velocity were compared using different statistical tests (Ansari-Bradley, Mann-Whitney U-test, Kolmogorov-Smirnov, and Cramér-von Mises). The performance for a database of 32 subjects was a minimal EER of 16.5% and a Rank-1 IR of 82.6%. In the work presented by Zhang and Juhola [2012] , data mining techniques (Neural Networks, SVM, RBF) were applied on saccadic features (amplitude, accuracy, latency, velocity, and acceleration) and reported a verification rate of about 90% for a database of 132 subjects. Also, the study of Yoon et al. [2014] used Hidden Markov Models (HMM) to model the relationships between gaze velocities in the case of cognitive visual stimulus composed of dot patterns. The classification performance for a small pool of 12 subjects ranged between 53% and 76%.
Motivation and Contribution
In this work, we present a comprehensive investigation of the effects obtained from integrating dynamic cues modeling of the saccadic properties into the CEM-B framework [Holland and Komogortsev 2013b] . The proposed scheme is based on the representation of saccadic vigor as an expression of the peak velocity and amplitude relationship [Choi et al. 2014 ] and on the modeling of saccadic acceleration and deceleration characteristics. The selected baseline biometric framework (CEM-B) in which the new features are integrated has already shown its efficacy for simpler features such as the duration, amplitude, and velocity of eye movements. We hypothesize that the incorporation of features that model more complex phenomena encoded in eye movements should improve the overall biometric performance. To test our hypothesis, we perform an extensive evaluation of the effects obtained from the integration of the new dynamic features in terms of recognition accuracy and robustness when using different types of visual stimulus.
The motivation for exploring the biometric potential of saccadic vigor was inspired by the recent work of Choi et al. [2014] that investigated the relationship between saccadic vigor and the impulsivity of subjects in a decision-making task. The results of this study showed the existence of a particular degree of idiosyncrasy in saccadic vigor that was correlated with decision-making behavior (i.e., subjects with higher vigor had a steep temporal discount function during the decision-making task). Also, previous studies have associated the vigor of a saccadic movement with the activity of the "buildup" cells in the intermediate layers of the superior colliculus (SC) [Ikeda and Hikosaka 2007] , the primary integrating area for eye movements.
Our work also explores the relationship between the acceleration and deceleration of saccadic eye movements by modeling the characteristics of saccadic acceleration profiles. In the past, the variability of dynamic saccadic features like peak velocity and the magnitude of peak acceleration were explored by Abrams et al. [1989] . The acceleration of a moving body (e.g., the eye globe) reflects the properties of the mechanisms that apply the moving forces; in this case, the muscles and neural pulse signals. The work of Carlton and Newell [1988] showed that variability in maximum acceleration can provide indications about the variability of force parameters. Thus, we can hypothesize that the examination of the saccadic acceleration profile can provide information about the possible differences in the viscosity/elasticity of the muscles and/or their control functions.
The contribution of our work in the field of eye movement biometrics can be summarized as follows:
r We employ saccadic vigor as a biometric trait. r We employ features modeling saccadic acceleration as a biometric trait. r We evaluate the improvement afforded by saccadic vigor and acceleration over previous baseline. r We investigate the robustness of the new biometric scheme for different visual stimuli.
METHODS
In this section, we describe the theoretical background related to the extraction of saccadic vigor and acceleration features and their incorporation into the CEM-B biometrics framework.
• 6:5 Fig. 1 . Representation of the peak velocity-amplitude relationship (main sequence) for saccades recorded from different subjects in our database. In all cases, the figure shows the horizontal component of the eye movement.
Modeling of Saccadic Vigor Features
The exploration of the relationships governing the basic characteristics of the saccades (e.g., the duration, amplitude, and peak velocity) has been the topic of various studies in the past. The work presented by established the term "main sequence" (borrowed from astronomy) to describe the relationships between peak velocity and duration and between peak velocity and amplitude (or magnitude) of saccadic eye movements. It was observed that the peak velocity increases almost linearly with saccadic duration, whereas the relationship between the peak velocity and saccadic amplitude deviates from linearity for saccades of increasing amplitude until it reaches a plateau. These findings were partially supported also by previous studies in the field [Robinson 1964; Zuber et al. 1965] . Despite the generally stereotyped behavior of saccadic characteristics, their exact values can vary due to several reasons. The main sources of variability in the characteristics modeled by the "main sequence" have been researched by a number of works [Abrams et al. 1989; Bahill et al. 1981; Bollen et al. 1993] . Furthermore, the main sequence and the variability of the saccadic characteristics have been explored in more recent studies using video-based eye-trackers [Di Stasi et al. 2011; Haith et al. 2012; van Beers 2007] .
In Figure 1 , we demonstrate the main sequence diagrams representing the saccades recorded from different subjects of our database. For comparison reasons, all the plots show the peak velocityamplitude relationship for the horizontal component of the eye movement. In the specific experiment, the subjects were observing a "random jumping" dot of light, and thus saccades of various amplitudes were acquired. A curve is fitted to the scattered data to exhibit the nonlinear shape of the main sequence. During the processing of the recordings, any saccades with peak velocities >1,000
• /s and amplitudes >100
• were filtered out since these values cannot physically represent actual saccades and should be attributed to various recording artifacts (e.g., eye blinks). A first observation of the data verifies the theoretically expected behavior of the main sequence, which deviates from linearity as the saccadic amplitudes get larger. A closer inspection reveals noticeable intersubject variations in the data-fitted shape of the main sequence and also in the exact degree of data scattering (dispersion from the fitted curve).
The work presented recently by Choi et al. [2014] investigated saccadic vigor as an expression of the peak velocity-amplitude relationship in relation to decision-making cost. The findings of this work supported that if we denote the across-subject peak velocity-amplitude function by g(x), then we can approximate the peak velocity of saccade j for subject i as a scaled version of this function:
(
The scaling factor a i can be employed as a gauge of the vigor of saccades for subject i. The conducted experiments showed that the values of vigor can present an idiosyncratic nature and also that they appear to be closely related to the anticipation behavior of every subject i. Based on these findings, we explored the intersubject variability of saccadic vigor and investigated its potential as a biometric feature. To this purpose, we calculated the vigor of saccades performed by a subject during the observation of visual stimuli. The feature vectors were formed by the distributions of the extracted vigor values and were integrated into the biometric templates. The use of the vigor-value distributions instead of a unique value from the entire recording was opted as a more robust approach for capturing any subject-specific behavior differences during the manifestation of vigor over time.
Saccadic peak velocities can be determined by their respective saccadic velocity profiles. The procedure for the calculation of velocity involves the first-order derivative of the eye movement positional signal. Computing a derivative can emphasize the presence of noise, especially for eye-trackers operating at high frequencies, as was the one used in our experiments. Thus, for the calculation of velocity from the positional signal, we opted to use the smoothing derivative formula proposed by Bahill and McDonald [1983] . Let us denote the raw positional eye movement signal with x and the sampling period with T s . The formula for calculating the velocity of the k-th sample is:
Assuming a sampling frequency of 1,000Hz, the achieved cutoff frequency (−3dB) is higher than 75Hz, and the significant information about saccades is not filtered out [Bahill and McDonald 1983] . Using the calculated velocity signal, we can extract velocity profiles for the individual saccades of a recording. First, we need to partition the eye movement recording into sequences of individual fixations and saccades. To this purpose, we employ the velocity threshold classification algorithm (I-VT) described in Salvucci and Goldberg [2000] . The specific algorithm takes as an input the smoothed velocity signal calculated using Equation (2), and, after its parameterization, it classifies all the samples with velocity over a threshold as belonging to a saccade (otherwise they belong to a fixation). During the second step of the algorithm, the samples that are classified as belonging to a saccade (or fixation) are merged to form the profiles of the individual saccades (or fixations) performed by the subject. In our current incarnation of the algorithm, we use a velocity threshold of 30
• /s. Also, a "micro-saccadic" filter is applied to reclassify any saccades with an amplitude of <0.5
• (micro-saccades), and a "micro-fixation" filter is applied to reclassify any fixations with a duration of <100ms. The values employed for the velocity and post-filtering thresholds are based on the normative values of human eye movement data [Leigh and Zee 2006] . Because the I-VT algorithm does not restrict the detection only to saccades occurring directly after some specific changes in the visual stimulus, it can also detect spontaneous saccades. However, the specific implementation of the I-VT algorithm cannot detect more complex movements such as smooth pursuits.
The first step for modeling the vigor of individual saccades is to determine a suitable generic nonlinear function for representing the parametric relationship between the peak velocity and amplitude of the saccades. Different empirical functions can be used to fit the data, and, in the current work, we employ the following inverse exponential function proposed by Baloh et al. [1975] :
In Equation (3), b is a rate parameter. To compute the vigor for each saccade, we follow two steps. Initially, we use a development set with saccades from different subjects (for more information on the development and evaluation sets, see Section 4.1), and, for each subject, we fit Equation (3) to the saccadic data. By averaging the across-subject (development set) rate parameter values-calculated via the curve fitting-we estimate the final value for b avg . Then, we can solve Equation (3) to estimate the vigor of each individual saccade j made by a subject i (evaluation set), as follows:
The complete vigor feature vector for an eye movement recording from subject i is formed by using the distribution of the vigor values corresponding to the N saccades extracted from the recording:
The use of the vigor features is expected to provide more robustness across different types of visual stimuli (that induce saccades of different amplitudes) than considering the peak velocity and amplitude separately. An alternative option for providing robustness across different stimuli would be to take the ratio of peak velocity and amplitude. However, modeling of the peak velocity-amplitude relationship using a nonlinear formula can provide a more accurate representation, as indicated by previous research studies Robinson 1964; Zuber et al. 1965 ].
Modeling of Saccadic Acceleration Features
Saccadic eye movements are executed via the combined application of agonist-antagonist forces from the oculomotor muscles. Thus, inspecting the acceleration profile of a saccade can provide valuable information regarding the underlying sources of the applied forces. During the execution of a saccade, eye velocity initially increases (acceleration phase) until it reaches a maximum value (peak velocity); then, velocity starts decreasing (deceleration phase) until the eye reaches its new position. Although the laws of physics require that the area for the acceleration phase must equal the area for the deceleration phase in the force-time profiles, this does not mean that the two parts of the curve need to mirror each other. For example, the force during the deceleration phase can have a smaller magnitude and be applied for a larger duration [Abrams et al. 1989 ]. To avoid any confusion in the subsequent description, the term acceleration profile refers to the curve containing both the acceleration phase (velocity increasing) and the deceleration phase (velocity decreasing).
The existence of asymmetries in acceleration profiles has been reported by several studies in the past. In the study of Thomas [1969] , the lack of symmetry was observed in the case of vertical saccades of different directions, compared to the more symmetric form of the horizontal saccades of different directions. The different behavior for the vertical and horizontal saccades was attributed by the author to the stiffer elasticity of the horizontal recti muscles compared to the composite stiffness of the four muscles involved in vertical eye rotations. Another important finding of this study was that acceleration profiles coming from different saccades can be similar in their initial parts but subsequently may diverge. In the work of Fricker [1971] , it was reported that the acceleration phase and the deceleration phase in the acceleration profiles can exhibit small asymmetries (e.g., the peak deceleration was found to be somewhat smaller than the peak acceleration). The work of Abrams et al. [1989] investigated the dynamic properties of eye movements with a particular focus on the speed-precision tradeoff of saccadic movements. During the inspection of acceleration profiles for saccades of different amplitudes, the peak deceleration appeared slightly smaller in magnitude compared to the peak acceleration, and the deceleration part of the curve was slightly skewed toward the end. Furthermore, the work of Collins et al. [2008] explored the dynamics of saccades during saccadic adaptation, and the findings of this study showed that it is the decelerating phase that tends to be modified by motor learning.
In the current work, we extracted descriptive characteristics from the acceleration profiles of saccades and modeled the asymmetries of the acceleration and deceleration phases. In Figure 2 , we present example acceleration profiles for saccades executed by different subjects. The saccades correspond to the same stimulus (i.e., a "jumping" point of light placed to induce horizontal saccades of approximately 30
• [eye moving from −15
). An inspection of the acceleration profiles reveals the existence of variations in (a) the overall profile shape, (b) the absolute peak values, and (c) the ratio of the peak acceleration and peak deceleration values. Apart from intersubject differences, there are also variations in the acceleration profiles of saccades coming from the same subject. The exact acceleration values depend on the exact amplitudes of the executed saccades. Saccades of larger amplitudes induce larger peak accelerations and decelerations. In Figure 3 , we show the acceleration profiles for saccades of large and small amplitude coming from the same subject. The goal of our work is to extract those features that emphasize intersubject variations with minimum interference from intrasubject variations.
The procedure for extracting the acceleration features initiates with the calculation of the second derivative from the positional eye movement signal. As in the case of velocity, we employed the corresponding smoothing second derivative formula suggested by Bahill and McDonald [1983] . For the calculation of acceleration for the raw positional sample k and sampling period of T s , we have:
Then, based on the extracted saccade boundaries given by the used classification algorithm (I-VT), we can extract the acceleration profiles for the individual saccades. The proposed features for the representation of the characteristics of saccadic acceleration profiles are related both to the overall shape of the profile and to the relative difference (ratio) of peak magnitudes during the acceleration and deceleration phases (accommodating thereby for saccades of different amplitudes). Let us denote acc pro f j i the acceleration profile corresponding to a saccade j made by subject i. The first type of features is extracted by calculating the mean activation m j i over the entire saccadic acceleration profile, thus providing an aggregated representation of the means during the acceleration and deceleration phases (i.e., m
, where L are the samples of the acceleration phase and K are the samples representing the whole acceleration profile.
The second type of acceleration features model the relative differences between peak accelerations and decelerations. The peak acceleration ratio for a saccade j made by subject i is calculated as follows:
The two types of acceleration feature vectors for a recording coming from subject i are formed using the distributions of all the respective values from the extracted N saccades: f are integrated into the CEM-B framework [Holland and Komogortsev 2013b] . The employment of the CEM-B framework provides two advantages: (i) the easy integration of the new dynamic features as univariate distributions along with the other features of the framework and (ii) the possibility for a direct evaluation of the achieved improvement from the integration of the new features compared to the baseline performance of the original features. The extracted features are calculated separately for the horizontal and vertical components of the eye movement. This modeling leads to a more robust representation of the characteristics of the underlying muscles and neural pulses, given the existing differences in the oculomotor system, previously reported in . The effects from these differences are also supported by the observed differences in the profiles of the horizontal and vertical saccades [Collewijn et al. 1988a; Collewijn et al. 1988b] .
In Table I , we present the original CEM-B features and the new proposed features added to the framework. The original CEM-B algorithm extracts a set of four fixation and eight saccade features related to duration, position, and velocity. With the integration of the new features of saccadic vigor and acceleration, the framework will contain a total of 18 features. These features are treated separately as univariate distributions, and their comparison can be performed with the use of different distribution similarity measures. In the current work, we use the Two-Sample Kolmogorov-Smirnov test as the preferred distribution comparison measure. During our preliminary experiments, we also tested the Two-Sample Cramer-von Mises test but it was found to present equal or inferior performance.
After the comparison phase, we end up with 18 similarity matrices containing the pairwise scores from the compared feature vectors. These matrices will be combined to generate a single similarity score for each pairwise comparison, which will be used to perform the biometric recognition. In this work, we evaluate four fusion schemes for the combination of similarity scores: the Simple Mean-or Sum-(SM) [Snelick et al. 2005] , the Weighted Mean based on Rank-1 IR performance (WM) [Rigas et al. 2015] , the Random Forests (RF) scheme [Breiman 2001] , and the Likelihood Ratio (LR) scheme [Nandakumar et al. 2008] . To train the parameters of the WM, RF, and LR fusion algorithms, we used the development dataset (see Section 4.1). In Figure 4 , we provide a schematic diagram summarizing the procedures followed for the extraction of the saccadic vigor and acceleration features and their incorporation into the CEM-B framework for performing the task of biometric recognition.
EXPERIMENTS

Apparatus
The eye-tracking device used was an SR Research EyeLink 1000 eye-tracker [EYELINK], working at 1,000Hz. During the experiments, the measured average calibration accuracy was 0.49
• (SD = 0.17 • ), and the average data validity was 96.8% (SD = 4.9%). The calibration accuracy was calculated via the measurement of the error of the eye landing positions compared to the expected positions of the calibration points (nine points were used in our experiments). The data validity was calculated via the measurement of the total percent of samples that the eye-tracker was not able to capture successfully (e.g., due to blinking, moisture, squinting, etc.). Furthermore, we used artificial eyes provided by SR Research to measure eye-tracking precision (noise), which was found to be 0.034
• (SD = 0.006 • ). The visual stimuli were presented on a flat-screen monitor with dimensions of 474 × 297mm and resolution of 1680 × 1050 pixels, placed at a distance of 550mm from the subject. To ensure the maximum quality of the recorded data, we used a chinrest with a head bar to stabilize the subject's head.
Participants
The experiments were conducted with 322 subjects (171 male/151 female), aged 18-46 (M = 22, SD = 4.2). Of those subjects, 163 had corrected vision (67 glasses/96 contact lenses). The subjects performed two recording sessions each, separated by a time interval of approximately 20 minutes for each visual stimulus, leading to the collection of 1,866 unique recordings. Texas State University's institutional review board approved the study, and every subject provided informed consent.
Visual Stimulus
The visual stimuli were chosen to induce saccades of various amplitudes, peak velocities, and accelerations, thus allowing for the evaluation of the saccadic vigor and acceleration cues. The adopted visual stimuli were the following:
Random "Jumping" Point (RAN): This stimulus consisted of a point (white circle with a black center) appearing at random positions against the black background of a computer screen. The point changed position every 1 second, and the duration of each experimental trial was 1 minute and 40 seconds. The specific stimulus induces random oblique saccades of different amplitudes.
Text Excerpts (TEX):
The participants read freely some text excerpts from the poem of Lewis Carroll "The Hunting of the Snark." The total time that was given to the participants to read the excerpts was 1 minute. For the specific stimulus, the amplitudes of the saccades are not totally random, but they can form patterns according to the reading behaviors of the subjects.
Video Sequence (VID): The participants watched freely a part from a video trailer of the Hollywood movie The Hobbit: The Desolation of Smaug. The total duration of the video sequence was 1 minute.
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• I. Rigas et al. For the specific stimulus, the subjects performed more complex patterns of fixations and saccades (and occasionally smooth pursuits) as they observed the dynamically changing video content.
Recordings for RAN, TEX, and VID stimuli were a part of a larger experiment in which subjects performed various eye movement tasks with several periods of rest to reduce possible fatigue effects. Total duration of all tasks and periods of rest did not exceed 1 hour.
RESULTS
Evaluation Procedure
In our experiments we split the data into development and evaluation datasets using 20 random partitions with a subject ratio of 50%-50% (the subjects of the development and evaluation sets did not overlap to avoid any overfitting effects). In each case, the data from the development set were used to train the algorithms' parameters (see Section 2.1 and Section 2.3), and the data from the evaluation set were used for the calculation of the performance rates presented later. All reported rates were calculated by averaging the results over the 20 partitions.
For the evaluation of biometric verification and identification performance we use the following measures:
Equal Error Rate (EER): The EER is a measure of the verification performance of a biometric system. A genuine score is defined as the score from the comparison of biometric samples from the same identity. An impostor score is defined as the score from the comparison of biometric samples from different identities. By defining an acceptance threshold (η) we can compute the False Rejection Rate (FRR) as the percentage of the genuine scores that fall under the threshold η, and the False Acceptance Rate (FAR) as the percentage of the impostor scores that are over η. The True Positive Rate (TPR) can be defined as the percentage of genuine scores that are over the threshold η, and it represents TPR = 1 − FRR. By changing the acceptance threshold, we can construct a Receiver Operating Characteristic (ROC) curve and calculate the EER as the point of operation where the FRR equals the FAR. For the construction of the ROC curves, we employed the technique of vertical averaging [Fawcett 2006 ] over the 20 partitions.
Rank-1 Identification Rate (Rank-1 IR):
The Rank-k Identification Rate (Rank-k IR) is a measure of the biometric identification performance that shows the percentage of genuine scores that can be found within the k top places of a ranked list. A Cumulative Match Characteristic (CMC) curve shows the change of the identification rate as a function of the used rank k. The Rank-1 IR is defined as the percent of biometric samples with a correct match in the first place of the ranked list.
Biometric Recognition Performance
In this section, we evaluate the biometric performance that can be achieved from the integration of the saccadic vigor and acceleration features in the original CEM-B framework. For these experiments, we use the Simple Mean (SM) as a common scheme for fusion in all tested cases. In Section 4.3, we additionally show the performances that can be achieved when using the other fusion schemes (WM, RF, LR). In Figures 5 and 6 , we present the achieved EER and Rank-1 IR performances for each type of visual stimulus in the form of bar diagrams, with error bars showing the error margins at a 95% confidence interval. For a comprehensive presentation of the relative improvement offered by the vigor and acceleration features, we show the results in the following four cases: (i) C1: the baseline performance of the original CEM-B framework; (ii) C2: the improvement offered by the incorporation of the vigor features alone; (iii) C3: the improvement offered by the incorporation of acceleration features alone; and (iv) C4: the finally achieved improvement by the incorporation of both types of features. It should be emphasized that during our experiments we used exactly the same settings (comparison/ fusion scheme, etc.) for the four cases to ensure a fair comparison.
In the verification scenario for the RAN stimulus ( Figure 5 , left) the baseline EER (C1) is 17.92%. The incorporation of the vigor (C2) and acceleration (C3) features separately improves the EER to 14.97% and 13%, respectively. The integration of both types of features (C4) leads to the final EER of 11.92%. For evaluating the significance of the improvements, we performed pairwise one-way ANOVAs across the four cases in the order of successive improvement, using the values from the 20 random partitions. The differences in performance were found to be statistically significant in all cases. For the pair C1-C2 we had F (1, 38) = 92.61, p < 0.001, for the pair C2-C3 F (1, 38) = 42.18, p < 0.001; and for the pair C3-C4 F (1, 38) = 9.63, p < 0.01. In the identification scenario for the RAN stimulus (Figure 6, left) , the baseline Rank-1 IR (C1) is 34.41%, and, with the incorporation of the vigor features (C2), it improves to 44.02%, whereas with the incorporation of the acceleration features (C3), it improves to 48.59%. The integration of both types of features (C4) leads to the final Rank-1 IR of 55.56%. The pairwise one-way ANOVAs reveal that the differences are statistically significant in all cases, and specifically, for the pair C1-C2 F (1, 38) = 166.44, p < 0.001, for the pair C2-C3 F (1, 38) = 34.9, p < 0.001, and for the pair C3-C4 F (1, 38) = 86.32, p < 0.001.
In the verification scenario for the TEX stimulus ( Figure 5 , middle), the baseline value for the EER (C1) is 14.61%. The incorporation of the vigor (C2) and acceleration (C3) features separately improves the EER to 12.45% and 10.64%, respectively. Finally, the integration of both features (C4) improves the EER to 9.57%. The pairwise one-way ANOVAs reveal a significant main effect for the pair C1-C2 with F (1, 38) = 61.74, p < 0.001, for the pair C2-C3 with F (1, 38) = 28.45, p < 0.001, and for the pair C3-C4 with F (1, 38) = 9.03, p < 0.01. In the case of the identification scenario for the TEX stimulus (Figure 6, middle) , the baseline Rank-1 IR (C1) is 52.58%. With the incorporation of the vigor features (C2), the Rank-1 IR improves to 56.34%, and, with the incorporation of the acceleration features (C3), it improves to 60.65%. The final value of Rank-1 IR after the integration of both features (C4) is 64.29%. The pairwise one-way ANOVAs reveal that all the differences are statistically significant, with the respective values for the pair C1-C2 F (1, 38) = 21.39, p < 0.001, for the pair C2-C3 F (1, 38) = 29.01, p < 0.001, and for the pair C3-C4 F (1, 38) = 18.26, p < 0.001.
In the verification scenario for the VID stimulus ( Figure 5 , right), the EER of the baseline CEM-B (C1) is 20.17%. The incorporation of the vigor features (C2) improves EER to 17.30%, and the incorporation of the acceleration features (C3) improves EER to 15.99%. The joint integration of the vigor and acceleration features (C4) leads to the final EER of 13.23%. The pairwise one-way ANOVAs across the 20 random partitions showed a statistically significant difference in all the tested cases. For the pair C1-C2 we had F (1, 38) = 52.42, p < 0.001, for the pair C2-C3 F (1, 38) = 9.43, p < 0.01, and for the pair C3-C4 F (1, 38) = 48.21, p < 0.01. In the identification scenario for the VID stimulus (Figure 6, right) , the baseline Rank-1 IR (C1) has a value of 23.07%. With the incorporation of the vigor features (C2), the Rank-1 IR increases to 30.63%, and, with the incorporation of the acceleration features (C3), it improves to 33.87%. The integration of both types of features (C4) leads to the final Rank-1 IR of 41.10%. The pairwise one-way ANOVAs demonstrate the statistical significance of the reported differences for the pair C1-C2 F (1, 38) = 106.95, p < 0.001, for the pair C2-C3 F (1, 38) = 19.48, p < 0.001, and for the pair C3-C4 F (1, 38) = 111.3, p < 0.001.
The EER and the Rank-1 IR are compact measures that can summarize the verification and identification performance of a biometric recognition system. We also present the ROC and CMC curves to provide a more global overview of the variation of biometric recognition rates when changing the sensitivity of the system. In Figure 7 , we show the ROC curve clusters for the four evaluated cases (C1-C4) and for each type of visual stimulus separately. Similarly, in Figure 8 , we present the CMC curve clusters for the respective cases. The diagrams allow for a generalized assessment of the relative improvement of the baseline scheme (C1) both when we integrate vigor or acceleration features separately (C2, C3), and when we integrate both feature types (C4).
Analysis of the Fusion Schemes
In this section, we provide a comparative presentation of the achieved biometric performances when employing different schemes for performing fusion in the comparison score level. In Tables II, III , and IV, we present the calculated values for the EER and Rank-1 IR for the RAN, TEX, and VID stimuli, respectively. An overview of the achieved rates reveals moderate performance differentiations of the employed fusion schemes. The Weighted Mean (WM) fusion scheme provides the optimum overall rates; however, the other schemes can also achieve competitive rates on several occasions. To examine the statistical significance of these differences, we report here the results of the performed ANOVA analyses across selected fusion schemes using the data from the 20 random partitions. In these analyses, we examine only the final case (C4; i.e., after the integration of both vigor and acceleration features) since it yields the finally achieved best recognition rates. An inspection of the fusion scheme comparison results for the RAN stimulus (Table II) reveals that, in this case, three of the fusion schemes (SM, WM, LR) yield similar performances, whereas the RF fusion scheme performs worse than the others. In this case, the one-way ANOVA across all schemes reveals a statistically significant main effect, F (3, 76) = 23.46, p < 0.001. The exclusive comparison of the top two performing schemes (WM, LR), though, does not reveal a strong effect, F (1, 38) = 3.18, p = 0.08. For the case of Rank-1 IR, the difference is statistically significant both across all schemes F (3, 76) = 54.4, p < 0.001 and between the top two performing schemes (WM, SM) F (1, 38) = 14.79, p < 0.001.
The fusion scheme comparison results for the TEX stimulus (Table III) reveal again a moderate superiority of the WM scheme over the others. This difference in performance is found to be statistically significant both across all fusion schemes, F (3, 76) = 10.46, p < 0.001 and during the exclusive comparison of the top two performing schemes (WM, RF) F (1, 38) = 9.11, p < 0.01. For the case of Rank-1 IR, the relatively lower performance of the LR scheme induces a significant main effect across all schemes F (3, 76) = 67.55, p < 0.001; however, the comparison of the top two performing schemes (WM, RF) does not show a strong statistical difference F (1, 38) = 3.12, p = 0.08. The biometric performance rates for the VID stimulus presented in Table IV show that, in this case, the effects of the different fusion schemes are even less pronounced. The results of the one-way ANOVA for the EER show a significant main effect across all fusion schemes F (3, 76) = 51.63, p < 0.001; however, there is no significant main effect across the top two performing schemes (WM, LR) F (1, 38) = 0.01, p = 0.93. The same results hold for the case of the Rank-1 IR, where the across fusion scheme effect was 
DISCUSSION
The Effects on Performance
Our main goal was to investigate the extent of improvement that can be achieved by incorporating information about saccadic vigor and acceleration in an eye movement biometric framework. We found that the addition of these features can improve biometric accuracy considerably. The complete extent of the achieved improvement can be quantified in terms of the relative improvement of the final performance (C4) compared to the baseline case (C1). For the case of the verification scenario (EER), the performance for the RAN stimulus improved by 33.5%, the performance for the TEX stimulus improved by 31.6%, and the performance for the VID stimulus improved by 32.3%. For the identification scenario, the relative improvement of Rank-1 IR was even more pronounced: performance improved by 53.1% for the RAN stimulus, by 22.3% for the TEX stimulus, and by 50% for the VID stimulus. Therefore, these results suggest that the addition of vigor and acceleration features can yield a considerable advance both for the baseline performance of the original CEM-B framework and for the field of eye movement biometrics in general. The improvement in performance was also notable when incorporating each of the proposed features (vigor, acceleration) separately. Specifically, incorporating the vigor features (C2) alone brought about a relative decrease in the EER rates by 19.4% (RAN), 19.9% (TEX), and 24.3% (VID), and a relative increase in Rank-1 IR rates by 28% (RAN), 10.9% (TEX), and 24.8% (VID). Analogously, when incorporating only the acceleration features (C3), there was a relative decrease in the EER rates by 26.4% (RAN), 27.4% (TEX), and 21.6% (VID), and an increase in the Rank-1 IR rates by 34.8% (RAN), 16.6% (TEX), and 35.9% (VID). These results underline the relevance of each of the newly proposed features (vigor, acceleration), and, more importantly, they show that the performance of one feature-type does not negate the performance of another during their common integration into the baseline biometric framework.
During our analysis, we also experimented with different fusion schemes for the combination of information coming from the different features. The evaluated schemes performed with similar rates, with the WM scheme showing the best performance and the most stable behavior. The other schemes interchanged their roles in the second place for the three types of visual stimulus. Furthermore, the VID stimulus seems to be less affected by the selection of a specific fusion scheme. Given the obtained results and considering the increased computational complexity of the more sophisticated fusion schemes (RF, LR), the WM scheme (or alternatively the SM scheme) appears to be the preferred choice for the biometric recognition scenario.
The Effects of Different Visual Stimuli
One objective of our research was to specifically inspect the impact in performance of the newly proposed features when using different types of visual stimulus. The results revealed that the relative improvement in performance was more emphasized for the cases of the RAN and VID stimuli, whereas the relative improvement for the TEX stimulus was, in most cases, the least among the three types. This result partially confirms our hypothesis that the proposed features can provide a more sophisticated modeling of the relationships between the amplitude, peak velocity, and acceleration of saccades. For example, in the case of the RAN and VID stimuli, the variety in the generated saccadic amplitudes is larger and can therefore justify the greater improvement in performance (almost doubling for Rank-1 IR). In the case of the TEX stimulus, the variety of the saccadic amplitudes can be limited due to the reading pattern layout. It should be noted that the relatively smaller improvement for the TEX stimulus can be also partially attributed to the fact that the performances for the other two types of stimulus start from a worse baseline, thus leaving a larger margin for improvement.
Practical Applicability Considerations
During the implementation of the experimental recordings, we employed a high-grade eye-tracking device, and we stabilized the subjects' heads in order to ensure the highest possible data quality. It should be noted, though, that during a practical (out-of-the-lab) implementation of a biometric recognition system, several factors can interfere with the capturing procedure, such as unconstrained (free) head movements, variable lighting conditions (inducing variability in the pupil size), and environmental noise. The advances in eye-tracking technology in recent years move toward the mitigation of such effects (e.g., via the development of robust remote and wearable solutions [SMI 2015; THEEYETRIBE 2015; TOBII 2015] ) that can perform eye-tracking with acceptable quality in less than ideal conditions. Furthermore, previous research [Holland and Komogortsev 2013a] has shown that the performance loss for eye movement-driven biometrics remains at acceptable levels for specifications of a minimum sampling rate of 250Hz, eye-tracking precision better (lower) than 0.5
• , and maximum allowed calibration error lower than 1.5
• . Eye movements require a prolonged recording time compared to static biometric features like the iris and fingerprints. This inherent limitation of eye movements can be counterbalanced by their intrinsic counterfeit resistance properties and also by the given opportunity to build applications for the task of continuous verification [Niinuma et al. 2010] . Another urgent investigation related to the practical adoption of eye movement biometrics regards the reliability of the extracted features under user physical and behavioral changes (as well as of his or her cooperation). Previous research shows that some eye movement characteristics can be influenced by several conditions, such as user fatigue , anxiety [Miltner et al. 2004] , and intoxication [Nawrot et al. 2004] . Also, the results of preliminary research show that the recording time intervals can induce template aging effects, which can also affect biometric performance [Komogortsev et al. 2014a] . A comprehensive exploration of such limitations and practical considerations is very important for the future adoption of eye movement biometrics since it would allow for the discovery of those features that can provide the optimal operational conditions in a real-world biometric scenario.
CONCLUSION
In this work, we utilized the saccadic eye movements of more than 300 individuals for the extraction of saccadic vigor and acceleration features, and then we incorporated the extracted features into an eye movement-driven biometric framework. Our findings support that the incorporation of the proposed features can lead to an increase in biometric accuracy and improve robustness when using different types of visual stimulus. In the future, we plan to investigate additional schemes for modeling eye movement features based on findings related to the physiological connections between eye movements and brain functionality. Also, it should be noted that the current work explored only saccadic and fixational features of eye movements, even in the case when smooth pursuit movements were exhibited in response to video stimulus. In future research, we intend to explore the properties of smooth pursuit movements to improve the accuracy and robustness of the ocular biometrics framework.
