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ABSTRACT
A careful analysis of the HEAO 1 A-2 2–10 keV full-sky map of the X-ray background (XRB) reveals
clustering on the scale of several degrees. After removal of the contribution due to beam smearing, the
intrinsic clustering of the background is found to be consistent with an autocorrelation function of the form
ð3:6 0:9Þ  1041, where h is measured in degrees. If current active galactic nucleus models of the hard
XRB are reasonable and the cosmological constant–cold dark matter (CDM) cosmology is correct, this
clustering implies an X-ray bias factor of bX  2. Combined with the absence of a correlation between the
XRB and the cosmic microwave background (CMB), this clustering can be used to limit the presence of an
integrated Sachs-Wolfe (ISW) effect and thereby to constrain the value of the cosmological constant,
  0:60 (95% CL). This constraint is inconsistent with much of the  parameter space currently favored
by other observations. Finally, we marginally detect the dipole moment of the diffuse XRB and find it to be
consistent with the dipole due to our motion with respect to the mean rest frame of the XRB. The limit on the
amplitude of any intrinsic dipole is I=I  5 103 at the 95% CL. When compared to the local bulk
velocity, this limit implies a constraint on the matter density of the universe of0:6m =bXð0Þe0:24.
Subject headings: large-scale structure of universe — X-rays: diffuse background — X-rays: galaxies —
X-rays: general
On-line material: color figures
1. INTRODUCTION
The X-ray background (XRB) was discovered before the
cosmic microwave background (CMB), but only now is its
origin being fully understood. The hard (2–10 keV) XRB
has been nearly completely resolved into individual sources;
most of these are active galactic nuclei (AGNs), but there is
a minor contribution from the hot, intergalactic medium in
rich clusters of galaxies (Rosati et al. 2002; Cowie et al.
2002; Mushotzky et al. 2000). In addition, the spectra of
these faint X-ray sources are consistent with that of the
‘‘ diffuse ’’ XRB. If current models of the luminosity func-
tions and evolution of these sources are reasonably correct,
then the XRB arises from sources in the redshift range
0 < z < 4, making them an important probe of density
fluctuations intermediate between relatively nearby galaxy
surveys (zd0:5) and the CMB (z  1000).
While there have been several attempts to measure large-
scale, correlated fluctuations in the hard XRB, these have
yielded only upper limits or, at best, marginal detections
(e.g., Barcons et al. 2001; Treyer et al. 1998 and references
therein). On small scales, a recent correlation analysis of 159
sources in the Chandra Deep Field South survey detected
significant correlations for separations out to 10000
(Giacconi et al. 2001). (At the survey flux level, these sources
comprise roughly two-thirds of the hard XRB.) On much
larger scales, a recent analysis by Scharf et al. (2000) claims
a significant detection of large-scale harmonic structure in
the XRB with spherical harmonic order 1  ‘  10 corre-
sponding to structures on angular scales of e10. The
autocorrelation results we describe here complement this
analysis, indicating clustering on angular scales of 3–10,
corresponding to harmonic order of ‘d30. However, all
three detections have relatively low signal-to-noise ratio and
require independent confirmation.
The dipole moment of the XRB has received particular
attention, primarily because of its relation to the dipole in
the CMB, which is likely due to the Earth’s motion with
respect to the rest frame of the CMB. If this is the case, one
expects a similar dipole in the XRB with an amplitude that
is 3.4 times larger because of the difference in spectral indi-
ces of the two backgrounds (Boldt 1987). In the X-ray litera-
ture, this dipole is widely known as the Compton-Getting
effect (Compton & Getting 1935). In addition, it is quite
likely that the XRB has an intrinsic dipole due to the asym-
metric distribution in the local matter density that is respon-
sible for the Earth’s peculiar motion in the first place.
Searches for both these dipoles have concentrated on the
hard XRB, since at lower energies the X-ray sky is domi-
nated by Galactic structure. There have been several tenta-
tive detections of the X-ray dipole (e.g., Scharf et al. 2000),
but these have large uncertainties. A firm detection of an
intrinsic dipole or even an upper limit on its presence would
provide an important constraint on the inhomogeneity of
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the local distribution of matter via a less often used tracer of
mass and a concomitant constraint on cosmological models
(e.g., Lahav, Piran, & Treyer 1997).
This paper is organized as follows. In x 2 we describe the
hard X-ray map used in the analysis, the determination of
its effective beam size, and cuts made to remove the fore-
ground contaminants. In x 3, we describe the remaining
large-scale structures in the map and the determination of
their amplitudes. The dipole is of particular interest and is
the topic of x 4. The correlation function of the residual map
and its implications for intrinsic correlations are discussed
in x 5. In x 6, we compare our results to previous observa-
tions and discuss the cosmological implications of these
results in x 7.
2. HEAO 1 A-2 2–10 keV X-RAY MAP
There has been much recent progress in understanding
the XRB through instruments such as ROSAT, Chandra,
and XMM. However, these either have too low an energy
threshold or have too small a field of view to study the large-
scale structure of the hard X-rays. The best observations rel-
evant to large-scale structure are still those from theHEAO
1 A-2 experiment that measured the surface brightness of
the XRB in the 0.1–60 keV band (Boldt 1987).
The HEAO 1 data set we consider was constructed from
the output of two medium-energy detectors (MED) with
different fields of view (3  3 and 3  1=5) and two high-
energy detectors (HED3) with these same fields of view.
These data were collected during the 6 month period begin-
ning on day 322 of 1977. Counts from the four detectors
were combined and binned in 24,576 1=3 1=3 pixels. The
pixelization we use is an equatorial quadrilateralized spheri-
cal cube projection on the sky, the same as used for the
COBE satellite CMB maps (White & Stemwedel 1992). The
combined map has a spectral bandpass (quantum efficiency
e50%) of approximately 3–17 keV (Jahoda & Mushotzky
1989) and is shown in Galactic coordinates in Figure 1. For
consistency with other work, all signals are converted to
equivalent flux in the 2–10 keV band.
Because of the ecliptic longitude scan pattern of the
HEAO satellite, sky coverage and therefore photon shot
noise are not uniform. However, the variance of the cleaned,
corrected map, 2:1 102 (TOT counts s1)2, is much larger
than the variance of photon shot noise, 0:8 102
(TOT counts s1)2, where 1 TOT counts s1 
2:1 1011 ergs s1 cm2 (Allen, Jahoda, & Whitlock
1994). This implies that most of the variance in the X-ray
map is due to ‘‘ real ’’ structure. For this reason and to
reduce contamination from any systematics that might be
correlated with the scan pattern, we chose to weight the
pixels equally in this analysis.
2.1. The Point-Spread Function
To determine the level of intrinsic correlations, we must
account for the effects of beam smearing, so it is essential to
characterize the point-spread function (PSF) of the above
map. The PSF varies somewhat with position on the sky
because of the pixelization and the asymmetric beam com-
bined with the HEAO 1 scan pattern. We obtained a mean
PSF by averaging the individual PSFs of 60 strongHEAO 1
point sources (Piccinotti et al. 1982) that were located more
than 20 from the Galactic plane. The latter condition was
imposed to avoid crowding and to approximate the win-
dowing of the subsequent analysis (see x 2.2). The composite
PSF, shown in Figure 2, is well fitted by a Gaussian with an
FWHMof 3=04.
Fig. 1.—Combined map from the HEAO 1 A-2 medium- and high-energy detectors, pixelized using the standard COBE quad cubed format (1=3 1=3
pixels.) The effective beam size is approximately 3. The most visible features, the Galactic plane and the nearby bright sources, are removed from the maps we
analyze. The units are TOT counts s1 (4.5 deg2)1.
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As a check of this PSF, we generated Monte Carlo maps
of sources observed with 3  3 and 3  1=5 (FWHM) tri-
angular beams appropriate for the A-2 detectors (Shafer
1983) and then combined the maps with quad cubed pixeli-
zation as above. The resulting average PSF from these trials
is also well fitted by a Gaussian with an FWHMof 2=91, i.e.,
about 4.5% less than that in Figure 2. Considering that the
widths of the triangular beams given above are nominal,
that the triangular beam pattern is only approximate (espe-
cially at higher energies), and that we did not take into
account the slight smearing in the satellite scan direction
(Shafer 1983), the agreement is remarkably good. In the fol-
lowing analysis, we use the 3=04 fit derived from the
observed map; however, changing the PSF FWHMby a few
percent does not significantly affect the results of this paper.
2.2. Cleaning theMap
To remove the effects of the Galaxy and strong extra-
galactic point sources, some regions of the map were
excluded from the analysis. The dominant feature in the
HEAOmap is the Galaxy (see Fig. 1), so all data within 20
of the Galactic plane or within 30 of the Galactic center
were cut from the map. In addition, large regions
(6=5 6=5) centered on 92 discrete X-ray sources with 2–10
keV fluxes larger than 3 1011 ergs s1 cm2 (Piccinotti et
al. 1982) were removed from the maps. Around the 16
brightest of these sources (with fluxes larger than
1 1010 ergs s1 cm2) the cut regions were enlarged to
9  9. Further enlarging the area of the excised regions
had a negligible effect on the following analysis, so we con-
clude that the sources have been effectively removed. The
resulting ‘‘ cleaned ’’ map (designated map A) has a sky cov-
erage of 55.5% and is our baseline map for further cuts.
To test the possibility of further point-source contamina-
tion, we also used the ROSAT All-Sky Survey (RASS)
Bright Source Catalog (Voges et al. 1996) to identify rela-
tively bright sources. While the RASS survey has somewhat
less than full sky coverage (92%), it has a relatively low flux
limit that corresponds to a 2–10 keV flux of
2 1013 ergs s1 cm2 for a photon spectral index of
 ¼ 2. Every source in the RASS catalog was assigned a
2–10 keV flux from its B-band flux by assuming a spectral
index of 3 <  < 1 as deduced from its HR2 hardness
ratio. For fainter sources, the computed value of  is quite
uncertain; if it fell outside the typical range of most X-ray
sources, 3 <  < 1, then  was simply forced to be 1
or 3. It is clear that extrapolating RASS flux to the 2–10
keV band is not accurate, so one must consider the level to
which sources are masked with due caution. However, we
are using these fluxes only to mask bright sources, so this
procedure is unlikely to bias the results.
We considered maps where the ROSAT sources were
removed at three different inferred 2–10 keV flux thresholds.
First, we identified sources with fluxes exceeding the
Piccinotti level, 3 1011 ergs s1 cm2. Thirty-four addi-
tional, high Galactic latitude RASS sources were removed,
resulting in a map with sky coverage of 52% (designated
map B). In order to compare more directly with the results
of Scharf et al. (2000) (see x 6) we removed sources at their
flux level, 2 1011 ergs s1 cm2. The map masked in this
way has 47% sky coverage (compared to the 48% coverage
of the Scharf et al. analysis) and is designated map C.
Finally, to check how sensitive our dipole results are to the
particular masking of the map, we lowered the flux cut level
to 1 1011 ergs s1 cm2, which reduced the sky coverage
to 34%. The map resulting from this cut is designated map
D in Table 3.
As an alternative to using the RASS sources, the map
itself was searched for ‘‘ sources ’’ that exceeded the nearby
background by a specified amount. Since the quad cubed
format lays out the pixels on an approximately square
array, we averaged each pixel with its eight neighbors and
then compared this value with the median value of the next
nearest 16 pixels (ignoring pixels within the masked
regions). If the average flux associated with a given pixel
exceeded the median flux of the background by a prescribed
threshold, then all 25 pixels (6=5 6=5) were removed from
further consideration. For a threshold corresponding to 2.2
times the mean shot noise in the map approximately 120
more ‘‘ sources ’’ were identified and masked, resulting in a
sky coverage of 42%. This map is labeled map E in Table 3.
Finally, we used an even more aggressive cut corresponding
to 1.75 times the mean shot noise, which resulted in a
masked map with 33% sky coverage. This map is labeled
map F.
3. MODELING THE LOCAL
LARGE-SCALE STRUCTURE
3.1. Sources of Large-Scale Structure
There are several local sources of large-scale structure in
the HEAO map that cannot be eliminated by masking iso-
lated regions. These include diffuse emission from the Gal-
axy, emission (diffuse and/or faint point sources) from the
Local Supercluster, the Compton-Getting dipole, and a lin-
ear time drift in detector sensitivity. Since none of these are
known a priori, we fit an eight-parameter model to the data.
Of course, the Compton-Getting dipole is known in princi-
ple if one assumes the kinetic origin of the dipole in the
CMB; however, there may also be an intrinsic X-ray dipole
that is not accounted for. (See x 4 below.) Only one correc-
tion was made a priori to the map, and that was for the
dipole due to the Earth’s motion around the Sun; however,
Fig. 2.—Mean PSF for the combined map found by averaging the
individual PSFs of 60 strongHEAO 1 point sources. The data are well fitted
by aGaussian with FWHMof 3=04.
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this correction has a negligible effect on the results. A more
detailed account of the model is given in Boughn (1999).
The XRB has a diffuse (or unresolved) Galactic compo-
nent that varies strongly with Galactic latitude (Iwan et al.
1982). This emission is still significant at high Galactic lati-
tude (bII > 20
) and extrapolates to 1% at the Galactic
poles. We modeled this emission in two ways. The first
model consisted of a linear combination of a secant lawGal-
axy with the Haslam 408 GHz full-sky map (Haslam et al.
1982). The latter was included to take into account X-rays
generated by inverse Compton scattering of CMB photons
from high-energy electrons in the Galactic halo, the source
of much of the synchrotron emission in the Haslam map. As
an alternative Galaxy model we also considered the two-
disk, exponentially truncated model of Iwan et al. (1982).
Our results are independent of which model is used.
In addition to the Galactic component, evidence has been
found for faint X-ray emission from the plane of the Local
Supercluster (Jahoda 1993; Boughn 1999). Because of its
faintness, very detailed models of this emission are not par-
ticularly useful. The model we use here is a simple ‘‘ pill-
box,’’ i.e., uniform X-ray emissivity within a circular disk of
thickness equal to 14 the radius and with its center located
4
5
of a radius from us in the direction of the Virgo Cluster (see
Boughn 1999 for details). The amplitude of this emission,
while significant, is largely independent of the details of the
model and, in any case, has only a small effect on the results.
Time drifts in the detector sensitivity can also lead to
apparent structure in the reconstructed X-ray map. At least
one of the A-2 detectors changed sensitivity by1% in the 6
month interval of the current data set (Jahoda 1993).
Because of the ecliptic scan pattern of the HEAO satellite,
this results in a large-scale pattern in the sky that varies with
ecliptic longitude with a period of 180. If the drift is
assumed to be linear, the form of the resulting large-scale
structure in the map is completely determined. A linear drift
of unknown amplitude is taken into account by construct-
ing a sky map with the appropriate structure and then fitting
for the amplitude simultaneously with the other parameters.
We investigated the possibility of nonlinear drift by consid-
ering quadratic and cubic terms as well; however, this did
not significantly reduce the 2 of the fit nor change the sub-
sequent results.
3.2. Modeling theMaps
The eight parameters that characterize the amplitude of
these structures are used to model the large-scale structure
in the HEAO map. Let the X-ray intensity map be denoted
by the vector I , where the element Ii is the intensity in the ith
pixel. The observed intensity is modeled as the sum of eight
templates with amplitudes described by the eight-
dimensional vector a,
I ¼ ~Xaþ n ; ð1Þ
where ~X is an 8 npix matrix whose elements are the values
of each template function at each pixel of the map. As dis-
cussed above, these template functions include a uniform
map to represent the monopole of the XRB, the three com-
ponents of a dipole (in equatorial coordinates), the large-
scale pattern resulting from a linear instrumental gain drift,
a Galactic secant law, the Haslam 408 GHz map, and the
amplitude of the ‘‘ pillbox ’’ model of the Local Super-
cluster. The noise vector n is assumed to be Gaussian dis-
tributed with correlations described by ~C  hnnT i.
As discussed above (x 2), we chose to weight each pixel
equally since the shot noise is considerably less than the
‘‘ real ’’ fluctuations in the sky. For the purposes of fitting
the map to the above model, we consider both photon shot
noise and fluctuations in the XRB (see Fig. 3) to be ‘‘ noise.’’
This noise is correlated, and a minimum 2 fit must take
such correlations into account. However, for simplicity, we
ignore these correlations when finding the best-fit model
amplitudes and perform a standard least-squares fit by min-
imizing jI  ~Xaj2 on the cleaned HEAO map. From the
standard equations of linear regression the values of the
parameters that minimize this sum are
a ¼ ~B1 ~XTI ; ð2Þ
where ~B ¼ ~XT ~X is a symmetric eight by eight matrix. This
would be the maximum likelihood estimator if the correla-
tion matrix were uniform and diagonal. Although this fit
ignores correlations in the errors, it is unbiased and is likely
to be very close to the minimum 2 (maximum likelihood)
fit, since the noise correlations are on a much smaller scale
than the features we are attempting to fit.
The correlated nature of the noise cannot be ignored
when the uncertainties in the fit are computed since there
are far fewer noise-independent data points than there are
pixels in the map. It is straightforward to show that errors in
the estimated parameters a are given by
haaT i ¼ ~B1 ~XT ~C ~X ~B1 : ð3Þ
This error is likely to be only slightly larger than would be
the case for the maximum likelihood estimator. ~C is a com-
bination of the uncorrelated shot noise and the correlated
fluctuations indicated in Figure 3.We assume it to be homo-
geneous and isotropic, i.e., that ~Cij depends only on the
angular separation of the i and j pixels.
Table 1 lists the values and errors of the parameters fitted
to map C (see x 2). Instrument time drift, the Galaxy, and
Fig. 3.—Autocorrelation function of the HEAO 1 A-2 map with bright
sources and the Galactic plane removed and corrected for large-scale, high
Galactic latitude structure. The dashed curve is that expected from beam
smearing due to the PSF of the map, while the solid curve includes a contri-
bution due to clustering in the XRB (see x 5).
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structure associated with the Local Supercluster all appear
to be significant detections. The dipole is detected at about
the 2  level and is consistent with that expected for the
Compton-Getting dipole (see Table 3). Table 2 lists the ele-
ments of the normalized correlation matrix of the fit param-
eters, and it is apparent that the parameters are largely
uncorrelated. This was supported by fits that excluded some
of the parameters (see x 4).
To compute the true 2  ðI  ~XaÞT ~C1ðI  ~XaÞ of the
fit requires inverting ~C, which is an 11; 531 11; 531 matrix.
Instead we compute an effective reduced 2 using
2eff 
1
N
ðI  ~XaÞT ~D1ðI  ~XaÞ ; ð4Þ
where ~D is the diagonal part of the correlation matrix,
~Dii ¼ 2s; i þ 2b, s; i is the shot noise in the ith pixel, 2b is the
variance of the fluctuations in the XRB, and N is the num-
ber of pixels minus 8, the number of degrees of freedom in
the fit. The shot noise in a given pixel is inversely propor-
tional to the number of photons received and we assume is
inversely proportional to the coverage of that pixel. This is
approximately true since all the nonflagged pixels are
exposed to approximately the same flux. We find 2eff ¼ 1:00
for this fit, which we take as an indication that we have
properly characterized the amplitude of the noise so that the
errors quoted in the table have neither been underestimated
nor overestimated. However, it should be emphasized that
2eff is not to be interpreted statistically as being derived
from a 2 distribution.
The residual maps show very little evidence for structure
on angular scales  > 10 above the level of the noise,
hI2i=I2  105, where I are the residual fluctuations in
X-ray intensity and I is the mean intensity (see Fig. 4). Since
all the components of the model have significant structure
on large angular scales, it seems that these particular
systematics have been effectively eliminated.
4. THE DIPOLE OF THE X-RAY BACKGROUND
The dipole fit to the map is consistent with the Compton-
Getting dipole, and there is no evidence for any additional
intrinsic dipole in the XRB. Tomake this more quantitative,
we corrected the maps for the predicted Compton-Getting
dipole and fitted the corrected map for any residual, intrin-
sic dipole. These dipole fit parameters are also included in
Table 1.
Leaving out any individual model component, such as the
time drift, the galaxy, Haslam or supercluster template,
made little difference in the amplitude of the fit dipole. This
is, perhaps, not too surprising since the Galaxy and time
drift models are primarily quadrupolar in nature and the
pancake model, while possessing a significant dipole
moment, has a relatively small amplitude. All such fits were
consistent with the Compton-Getting dipole alone. Even
when all four of these parameters were excluded from the
fit, the dipole amplitude increased by only 0.004 TOT
counts s1 with a direction that was 33 from that of the
CMB dipole. The effective 2 for the four-parameter fit was,
however, significantly worse, i.e., 2eff ¼ 1:05.
Table 3 lists the amplitude and direction of the dipole fit
to map C along with the fits to maps D, E, and F. All these
fits are consistent with amplitude and direction of the
Compton-Getting dipole (as inferred from the CMB
dipole), which is also indicated in the table. The effective 2
of these fits range from 0.99 to 1.01, again indicating that
the amplitude of the noise is reasonably well characterized.
No errors are given for these quantities for reasons that will
be discussed below. In order to check for unknown system-
atics, we performed dipole fits to a variety of other masked
maps with larger Galaxy cuts as well as cuts of the brighter
galaxies in the Tully Nearby Bright Galaxy Atlas (Tully
1988). The details of these cuts are discussed in Boughn
(1999); however, none had a significantly different dipole fit.
TABLE 1
Eight Fit Parameters for Map C
Component Parameter Uncorrected Corrected for C-G
a1 .................. Background 328.6  1.9 Same
a2 .................. x^ dipole 1.17  0.62 0.24  0.62
a3 .................. y^ dipole 0.38  0.98 0.68  0.98
a4 .................. z^ dipole 0.52  0.69 0.34  0.69
a5 .................. Time drift 7.15  1.23 Same
a6 .................. Secant law 3.28  0.84 Same
a7 .................. Haslammap 0.03  0.08 Same
a8 .................. Supercluster 4.11  1.35 Same
Note.—Sources brighter than 2 1011 ergs s1 cm2 have been
removed. The units are 0:01 TOT counts s1ð4:5 deg2Þ1
’ 1:54 1010 ergs s1 cm2. Fits are shown both for the original map
and for the map corrected for the Compton-Getting (C-G) dipole.
TABLE 2
Normalized Correlation Coefficients for the Fit
Parameters in Table 1
a1 a2 a3 a4 a5 a6 a7 a8
a1 ...... 1.0 0.0 0.5 0.1 0.4 0.6 0.1 0.3
a2 ...... 0.0 1.0 0.1 0.2 0.3 0.1 0.0 0.1
a3 ...... 0.5 0.1 1.0 0.1 0.0 0.7 0.0 0.3
a4 ...... 0.1 0.2 0.1 1.0 0.1 0.0 0.0 0.1
a5 ...... 0.4 0.3 0.0 0.1 1.0 0.0 0.0 0.2
a6 ...... 0.6 0.1 0.7 0.0 0.0 1.0 0.0 0.4
a7 ...... 0.1 0.0 0.0 0.0 0.0 0.0 1.0 0.3
a8 ...... 0.3 0.1 0.3 0.1 0.2 0.4 0.3 1.0
Fig. 4.—Residuals of the ACF fit from Fig. 3, after the shot noise, PSF,
and a simple model of the intrinsic fluctuations have been removed.
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Since all of these dipoles are consistent with the
Compton-Getting dipole, we also fitted these maps with a
six-parameter model in which the dipole direction was con-
strained to be the direction of the CMB dipole. The dipole
amplitude of these fits and errors computed according to
equation (3) are also given in Table 3.
Even though we find no evidence for an intrinsic dipole in
the XRB, it would be useful to place an upper limit on its
amplitude. We define the dimensionless dipole by writing
the first twomoments of the X-ray intensity as
Iðn^Þ ¼ Ið1þ D x n^Þ ; ð5Þ
where D is a vector in the direction of the dipole. There are
various approaches one could take to find an upper limit,
and the problem is complicated somewhat because the error
bars are anisotropic (see Table 1). The dipole in the y^ direc-
tion is less constrained than in the other directions because
of the anisotropic masking of the map. Here we take the lim-
its on the individual components of the intrinsic dipole and
marginalize over the dipole direction to obtain a distribu-
tion for its amplitude. For this, we use a Bayesian formalism
and assume a uniform prior on the amplitude, jDj. We find
D < 0:0052 at the 95% CL. If the direction of the dipole is
fixed to be that of the CMB dipole, then the 95% CL upper
limits on the dipole amplitudes fall in the range 0.0030–
0.0043 for the fits listed in Table 3.
The same sort of problem arises when one tries to attach
an error bar to the amplitude of the dipole fits to the maps
that include the Compton-Getting dipole. It seems clear
from Table 1 that we find evidence for a dipole at the 2 
level. This is supported by the six-parameter fits of Table 3,
where the various maps indicate positive detections at a 2–3
 level. However, in the eight-parameter fits, the dipole
amplitude is a nonlinear combination of the fit components.
There are two approaches we can take in converting the
three-dimensional limits to a limit on the dipole amplitude.
We can either fix the direction in the direction of the CMB
dipole, which results in the constrained limits shown in
Table 3. Alternatively, we can marginalize over the possible
directions of the dipole, which will necessarily result in
weaker limits than when the direction is fixed. This is partic-
ularly true here, where the direction of greatest uncertainty
in the dipole measurement is roughly orthogonal to the
expected dipole direction. In the case of the Compton-
Getting dipole, there is a strong prior that it should be in the
CMB dipole direction, so our limit is stronger than it would
be if we did not have information about the CMB.
In addition to the upper limit on the intrinsic dipole
amplitude, we can also constrain the underlying dipole var-
iance, which can, in turn, be used to test theoretically pre-
dicted power spectra. While the observed amplitude is
related to the dipole variance, hD2i ¼ 32D, there is large
uncertainty due to cosmic variance. The dipole represents
only three independent samplings of D. To constrain D, we
again take a Bayesian approach and calculate the likelihood
of observing the data given the noise and D,
PðDjDÞ /
Y
eD
2
i =2ð2iþ2DÞ 2i þ 2D
 1=2
; ð6Þ
where the product is over the three spatial directions and we
have ignored the small off-diagonal noise correlations (see
Table 2). With a uniform prior on D, its posterior distribu-
tion implies a 95% CL upper limit of D < 0:0064. This is
twice as high as would be inferred from the limit on the
dipole because of the significant tail in the distribution due
to cosmic variance. The limit implied by the dipole (of map
C), D ¼ D=
ffiffiffi
3
p
< 0:0030, is at the 80% CL. The difference
between the limits arises because occasionally a small dipole
can occur even when the variance is large.
The bottom line is that we have detected the dipole in the
XRB at about the 2  level and that it is consistent with the
Compton-Getting dipole. There is no evidence for any other
intrinsic dipole at this same level. We will discuss the appa-
rent detection of an intrinsic dipole by Scharf et al. (2000) in
x 6.
5. CORRELATIONS IN THE X-RAY BACKGROUND
A standard way to detect the clustering of sources (or of
the emission of these sources) is to compute the auto-
correlation function (ACF), defined by
!ðÞ ¼ 1I2N
X
i; j
ðIi  IÞðIj  IÞ ; ð7Þ
where the sum is over all pairs of pixels, i; j, separated by an
angle h, Ii is the intensity of the ith pixel, I is the mean inten-
sity, and N is the number of pairs of pixels separated by h.
Figure 3 shows the ACF of the residual map after being cor-
rected with the eight-parameter fit and for photon shot noise
in the  ¼ 0 bin. The error bars are highly correlated and
were determined from Monte Carlo trials in which the pixel
intensity distribution was assumed to be Gaussian with the
same ACF as in the figure. There is essentially no significant
structure for  > 13 once local structures have been
removed, as is evident in Figures 3, 4, and 5.
It is clear from Figure 3 that the residuals of map A pos-
sess significant correlated structure. It must be determined
how much, if any, is due to clustering in the XRB and how
much is simply due to smearing by the PSF of the map. It is
straightforward to show that an uncorrelated signal
smeared by a Gaussian PSF, PSFðÞ / e2=22p , results in
an ACF of the form !ðÞ / e2=42p , where p ¼ 1=29 is the
Gaussian width of the PSF in Figure 2 (2FWHM ¼ 82p ln 2:)
The dashed curve in Figure 3 is essentially this functional
form, modified slightly to take into account the pixelization.
In the plot, its amplitude has been forced to agree with the
TABLE 3
Dipole Amplitudes of Various Maps
Map Dipole
lII
(deg)
bII
(deg) ConstrainedDipole
MapC....... 0.0133 309 39 0.0117  0.0064
MapD ...... 0.0218 300 33 0.0184  0.0062
Map E....... 0.0150 296 50 0.0148  0.0059
Map F....... 0.0190 283 44 0.0184  0.0064
C-G........... 0.0145 264 48 0.0145
Note.—The dipole amplitude and directions are from the eight-
parameter fits in TOT units and Galactic coordinates. Map C is for
the map of Table 1; Map D is masked at a source level of
1 1011 ergs s1 cm2; Map E is masked with internal source
identification; and Map F is masked with a lower level of internal
source identification (see x 2 for full details). Also listed are the
amplitude and direction of the Compton-Getting dipole as inferred
from the CMB dipole. The constrained amplitudes are for dipole
models fixed to the direction of the CMB dipole.
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 ¼ 0 data point, while a maximum likelihood fit results in
an amplitude about 5% lower (a consequence of the corre-
lated noise). For e3, the ACF of the data clearly exceeds
that explainable by beam smearing, and this excess is even
more pronounced with the maximum likelihood fit. The
reduced 2 for the fit to the first eight data points (d9) is
2 ¼ 18:6 for 6 degrees of freedom, which is another meas-
ure of the excess structure between 3 and 9. Note, this is a
two-parameter fit since the photon shot noise (which occurs
only at  ¼ 0) is also one of the parameters.
While it is apparent that there is some intrinsic correla-
tion in the XRB, it cannot be estimated by the residual to
the above two-parameter fit since that overestimates the
contribution of beam smearing in order to minimize 2.
Instead, we also include in the fit a form for the intrinsic cor-
relation and find its amplitude as well. Since the signal-to-
noise ratio is too small to allow a detailed model of the
intrinsic clustering, we chose to model it with a simple
power law !ðÞ ¼ ð0=Þ. This form provides an acceptable
fit to the ACF of both radio andX-ray surveys on somewhat
smaller angular scales (Cress &Kamionkowski 1998; Soltan
et al. 1996; Giacconi et al. 2001). This intrinsic correlation
was then convolved with the PSF and applied to the quad
cube pixelization of the map (e.g., Boughn 1998).
Finally, it is important to take into account the effects of
the eight-parameter fit used to remove the large-scale struc-
ture as discussed in x 3. If the XRB has intrinsic structure on
the scale of many degrees, the eight-parameter fit will tend
to remove it in order to minimize 2. Since the model is com-
posed of relatively large scale features, the greatest effect is
expected for the largest angles. The significance of this effect
was determined by generating Monte Carlo trials assuming
a Gaussian pixel intensity distribution with the same ACF
as in Figure 3. The eight-parameter model was then fitted,
and each trial map was corrected accordingly. The ACFs
computed for these corrected maps indicate that, as
expected, the value of the ACF is significantly attenuated
for larger angles. The attenuation factor for  ¼ 9 is
already 0.55 and decreases rapidly for larger angles. The
errors indicated in Figure 3 were also determined from these
Monte Carlo trials and, as mentioned above, are highly cor-
related.
We model the autocorrelation function as a sum of three
templates and fit for their best amplitude. Much of the anal-
ysis parallels the discussion for the fits of large-scale struc-
ture in the map, with the exception that here the number of
bins is small enough that it is simple to calculate the maxi-
mum likelihood fit. Again, we model the observed correla-
tion function vector as ! ¼ ~Wcþ n!, where ~W is a 3 nbin
matrix containing the templates for shot noise (!s), beam
smearing (!PSF), and intrinsic correlations in the XRB
(!intr). The amplitudes are given by the three-element vector
c, and the noise is described by the correlation matrix deter-
mined fromMonte Carlo trials, ~C! ¼ hn!nT! i.
Shot noise contributes only to the first bin (zero separa-
tion) of the ACF and has amplitude given by its variance,
!s. Beam smearing contributes to the ACF with a template
that looks like the beam convolved with itself, so appears as
a Gaussian with an FWHM a factor of
ffiffiffi
2
p
larger than that
of the beam and has amplitude denoted as !PSF. Finally, the
intrinsic correlations are modeled as ð0=Þ, which is then
smoothed appropriately by the beam. Its amplitude is
denoted by its inferred correlation at zero separation, !intr.
We fit using a range of indices, 0:8 	  	 1:6, which cover
the range of theoretical models of the intrinsic correlation.
Both the PSF template and the intrinsic template are modi-
fied to include the effects of the attenuation at large angles
as discussed above.
Minimizing 2 with respect to the three fit parameters, c,
results in the maximum likelihood fit to the model if one
assumes Gaussian statistics. This assumption is reasonable
by virtue of the central limit theorem since each data point
consists of the combination of the signals from a great many
pixels, each of which is approximately Gaussian distributed.
In the presence of correlated noise, 2 is defined by
2 ¼ ð! ~WcÞT ~C1! ð! ~WcÞ : ð8Þ
It is straightforward to show that the value of the parame-
ters that minimize 2 are given by
c ¼ 1 ~WT ~C1! ! ; ð9Þ
where  ¼ ~WT ~C1! ~W : Because of the large attenuation of
the ACF at large angles, we chose to fit to only those data
points with i  9, i.e., i  8, even though there appears to
be statistically significant structure out to   13. The
results of the fit of the  ¼ 1 model to the ACF of the resid-
uals of map A are listed in Table 4 and plotted in Figure 3.
It is also straightforward to show that the correlation
matrix of the fit parameters is given by hcncmi ¼ 1nm,
so the errors given in Table 4 are given by 2cn ¼ 1nn
and the normalized correlation coefficients by
rnm ¼ 1nm=ð1nn 1mmÞ1=2. The correlations are as expected;
i.e., !intr and !PSF are highly correlated, while !s is relatively
uncorrelated with the other two parameters.
From the results in Table 4 it appears that intrinsic corre-
lations in the XRB are detected at the 4  level for sources
with flux levels below 3 1011 ergs s1 cm2. Of course, if
we have not successfully eliminated sources with fluxes
larger than this, then the clustering amplitude might well be
artificially inflated. It was for this reason that we used the
RASS catalog to identify and remove additional sources
Fig. 5.—Intrinsic ACF, with shot noise and PSF fits removed. For com-
parison, a simple h1 model for the intrinsic correlations is shown. The data
beyond 9 is not used because of uncertainty due to the fitting of the large-
scale structures. The model has been smoothed by the PSF and corrected
for the removal of the large-scale structures, which suppresses the correla-
tions on scales larger than 10.
678 BOUGHN, CRITTENDEN, & KOEHRSEN Vol. 580
with intensities e3 1011 ergs s1 cm2, the result of
which was map B (see x 2). The fits to map B are also listed
in Table 4. The clustering amplitude, !intr, of the fits to this
modified map was only 11% less than that of map A, i.e.,
considerably less than 1 . The 2 of both fits are
acceptable.
These results are not very sensitive to the attenuation cor-
rections. If they are removed from the model, the resulting
amplitude of the fit clustering coefficient decreases by only
20%, less than 1 . It should be noted that the corrections
were relatively small (an average attenuation factor of 0.83
ranging from 1.0 at  ¼ 0 to 0.55 for  ¼ 9) and in all
cases, the attenuation was less than the error bar of the cor-
responding data point. If data points with  > 9 are
included, the fits become more sensitive to the attenuation
corrections, which are, in turn, quite sensitive to the eight-
parameter fit.
Figure 4 is a plot of the residuals of the fit to the ACF of
map A for   9 and of the uncorrected ACF from 10 to
180. The vertical scale is the same as for Figure 3. The rms
of these 140 data points is 1 105, and it is clear that there
is very little residual structure at levels exceeding this value.
The observed correlation function for  > 10 in Figure 4 is
entirely consistent with the noise levels determined from the
Monte Carlo simulations: the rms of != is 1.03, indicating
that there is no evidence for intrinsic fluctuations on these
scales. We also take this as an indication that the errors are
reasonably well characterized by the Monte Carlo calcula-
tion. The variance of the photon shot noise, 2s ¼ !sI2, is
consistent with that expected from photon counting statis-
tics only (K. Jahoda 2001, private communication). It
should be noted that not only the shape but the amplitude
of the beam-smearing contribution, !PSF, can be computed
from source counts as a function of 2–10 keV flux. We will
argue in x 6 that, while our fitted value is consistent with cur-
rent number counts, the latter are not yet accurate enough
to correct the data.
Figure 5 shows the model of the intrinsic clustering, !intr,
compared to the data with both the shot noise and PSF
component removed. The model curve is not plotted beyond
 ¼ 9 since the attenuation factor due to the eight-parame-
ter fit corrections is large and uncertain at larger angles. The
amplitude of !intr is sensitive to the exponent in the assumed
power law for the intrinsic correlations. For example, the fit
amplitude for a h1.6 power law is a factor of2 larger than
for a h0.8 power law. However, for a range of fits with
0:8    1:6, the values of !intrðÞ at  ¼ 4=5 are all within
3% of each other. Therefore, we chose to normalize the
X-ray ACF at 4=5 when comparing to cosmological models
(see x 7.1). The 2 are reasonable for all these fits.
The bottom line is that there is fairly strong evidence for
intrinsic clustering on these angular scales at the level of
!XRB  3:6 1041 (see x 6.1). While the exponent is
  1, it is not strongly constrained. The implications of the
intrinsic clustering of the XRBwill be discussed in x 7.
6. COMPARISONS WITH PREVIOUS WORK
6.1. Clustering
As mentioned above, the component of the ACF due to
beam smearing, !PSF, can be determined with no free
parameters if the flux-limited number counts of X-ray sour-
ces are known. While such counts are still relatively inaccu-
rate for our purposes, we did check to see whether our
results are consistent with current data. Over a restricted
flux range, the X-ray number counts,N(<S), are reasonably
approximated by a power law, i.e.,Nð<SÞ ¼ KS , where S
is the flux of the source. It is straightforward to show that
the variance of flux due to a Poisson distribution of
sources is
2PSFð0Þ ¼
2pA2KS2
2  ; ð10Þ
where S is the upper limit of source flux, p is the Gaussian
width of the PSF, and A1 is the flux of a point source that
results in a peak signal of 1 TOT counts s1 in our composite
map. In our case, A ¼ 2:05 1010 ergs1 s cm2. Using the
BeppoSAX 2–10 keV number count data of Giommi, Perri,
& Fiore (2000), the Chandra data of Mushotzky et al.
(2000), and theHEAO 1 A-2 data of Piccinotti et al. (1982),
we constructed a piecewise power law N(<S) for the range
6 1016 ergs s1 cm2 < S < 3 1011 ergs s1 cm2
and computed !PSFð0Þ ¼ 2PSF=I2 to be 8:4 104. The
close agreement of this value with those in Table 4 is fortui-
tous given that the value depends most sensitively on the
number counts at large fluxes, which are the most unreli-
able, typically accurate only to within a factor of 2. How-
ever, it is clear that the !PSF of Table 4 are quite consistent
with the existing number count data.
The results of x 5 clearly indicate the presence of intrinsic
clustering in the XRB. Mindful that the detection is only
4 , we tentatively assume that the ACF has an amplitude
of !intr  2:5 104 (the average of the two values in Table
4) and is consistent with a h1 functional dependence. It is
straightforward to relate this to the underlying correlation
amplitude, h0. The variance of correlations smoothed by a
beam of Gaussian size  is given by
!intrð0Þ ¼ ð1 =2Þ
2
0

 
: ð11Þ
When  ¼ 1, then 0 ¼ 2!intr=1=2. Using this, we find
!XRBðÞ ’ 3:6 1041 ; ð12Þ
TABLE 4
Fit Model Parameters for Map A with 55% Sky Coverage and Map B with 52% Sky Coverage
after Removing Additional ROSAT Sources (See x 2)
Map !s  104 !PSF  104 !intr  104 25 r12 r13 r23
A........... 7.71  0.15 8.63  0.59 2.64  0.65 2.3/5 0.19 0.04 0.83
B ........... 7.57  0.15 8.22  0.59 2.33  0.65 3.6/5 0.19 0.04 0.83
Note.—The intrinsic fluctuations are modeled as ! / 1.
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where h is measured in degrees and the normalization is such
that !XRBð0Þ ¼ hI2i=I2.
For comparison, this amplitude is about a factor of 3
below the 2  upper limit determined by Carrera et al.
(1993) obtained with Ginga data (4–12 keV) for angular
scales between 0=2 and 2=0. The detection of a significant
correlation in the HEAO 1 A-2 data at the level of
3 105 at  ¼ 10 by Mushotzky & Jahoda (1992) was
later attributed to structure near the super-Galactic plane
(Jahoda 1993). To check for this effect in the present
analysis, we masked all pixels within 15 and 20 from
the super-Galactic plane. The results were indistinguish-
able from those of Table 4. It is interesting that the clus-
tering indicated in equation (12) is consistent with this
level of fluctuations at 10; however, our sensitivity has
begun to decline significantly at 10 because of the fit for
large-scale structures. A correlation analysis of ROSAT
soft X-ray background by Soltan et al. (1996) detected
correlations about 1 order of magnitude larger than indi-
cated in equation (12). Even considering that the ROSAT
band (0.5–2.0 keV) is distinct from the HEAO band, it is
difficult to imagine that the two correlation functions
could be so disparate unless the lower energy analysis is
contaminated by the Galaxy.
While there has yet to be a definitive detection of the
clustering of hard X-ray sources, a recent deep Chandra
survey of 159 sources shows a positive correlation of
source number counts on angular scales of 500–10000
(Giacconi et al. 2001). Although the signal-to-noise ratio
is low and dependent on source flux, the implied number
count ACF is roughly consistent with !NðÞ 
3 1031, where !Nð0Þ  hN2i= N2 and N is the mean
surface density of sources. This is consistent with the cor-
relation function determined by Vikhlinin & Forman
(1995) for sources identified within ROSAT PSPC deep
pointings. A direct comparison between the Chandra
result and that of equation (12) is complicated by the
more than 100 times difference in the angular scales of
the two analyses. It is doubtful that a single power-law
model is adequate over this range. Furthermore, one is a
luminosity ACF, while the other is a flux-limited, number
count ACF. Relating the two requires understanding the
luminosity function and its evolution as well as how the
X-ray bias depends on scale. For these reasons, a direct
comparison would be difficult to interpret. We only note
in passing that the small angular scale ACF is a factor of
8 larger than that of equation (12) assuming a h1
dependence.
Finally, the recent harmonic analysis of the HEAO 1 A-2
data by Scharf et al. (2000) yielded a positive detection of
structure in the XRB out to harmonic order l  10. The
present analysis looks at similar maps, so the results should
be comparable. A direct comparison is complicated by the
differences in analysis techniques, masking, and corrections
to the map. A rough comparison can be made by perform-
ing a Legendre transform on the h1 ACF model of
equation (12). The ACF can be expressed in terms of
Legendre polynomials as
!ðÞ ¼ 1
4
X
‘
ð2‘þ 1ÞC‘P‘ðcos Þ ; ð13Þ
where theC‘ constitute the angular power spectrum. Taking
the Legendre transform
C‘ ¼ 2
Z 1
1
!ðÞP‘ðcos Þ dðcos Þ ; ð14Þ
where P‘ðÞ is the Legendre polynomial of order ‘. Substi-
tuting the h1 model into this expression results in power
spectrum coefficients, C‘ ’ 4 105=‘ for ‘  5: Note that
for ‘  5, this expression is relatively insensitive to the index
 in the expression for !intr. While these values are highly
uncertain, they are comparable to those found by Scharf et
al. (2000) when the sky coverage and differences in notation
are accounted for. Considering the low signal-to-noise ratio
of the data as well as the differences in the two analyses, a
more detailed comparison would not be particularly useful.
6.2. The Dipole
Scharf et al. (2000) also searched for the XRB dipole
using a HEAO 1 A-2 map and similar methods to those
described in x 4. They claim a detection of an intrinsic dipole
with amplitude D  0:0065, though with a rather large
region of uncertainty, i.e., 0:0023dDd0:0085, and in a
direction about 80 from that of the Compton-Getting
dipole, in the general direction of the Galactic center. They
used the 3  1=5 HEAO 1 A-2 map restricted to regions
farther than 22 from the Galactic plane. In addition,
regions about sources with fluxes greater than
2 1011 ergs s1 cm2 were cut from the map. The sky
coverage and the level of source removal closely correspond
to those of our map C. However, since we used a combina-
tion of the 3  1=5 and 3  3 maps, our map has signifi-
cantly less (1= ffiffiffi3p ) photon shot noise. While our analyses
are similar, there are some significant differences: they cor-
rected the map beforehand for linear instrument drift and
Galaxy emission, while we fit for those components simulta-
neously with the dipole and with emission from the Local
Supercluster, which they ignore.
The upper limit on the intrinsic dipole we find is about the
same amplitude as the Compton-Getting dipole, i.e.,
D < 0:0052 at the 95% CL. Thus, we exclude roughly the
upper half of the Scharf et al. range and believe that their
claim of a detection is probably an overstatement. While
Scharf et al. do not take into account emission from the
plane of the Local Supercluster, even if we leave that com-
ponent out of our fit, the dipole moment (including the C-G
dipole) increases by only 0.005 TOT counts s1 and is still
consistent with the C-G dipole. The upper limit on the
intrinsic dipole with this fit is determined primarily by the
noise in the fit and is not significantly different from that
value given above. It is difficult to understand how their
quoted errors could be 2–4 times less than those quoted in
Table 3. The shot-noise variance in the map they used was 3
times greater than in our combination map, so one would
expect their errors to be somewhat larger than those above.
They performed only a four-parameter fit (offset plus
dipole), which would result in a slight reduction of error;
however, this is a bit misleading since their Galaxy model
and linear time drift are derived from essentially the same
data set. It is possible that their lower errors could result
from ignoring correlations in the noise (our detected ACF).
In any case, we find no evidence for an intrinsic dipole
moment in the XRB.
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7. IMPLICATIONS FOR COSMOLOGY
7.1. Clustering and Bias in the X-Ray Background
The observed X-ray autocorrelation can be compared to
the matter autocorrelation predicted by a given cosmologi-
cal model. The linear bias factor for the X-rays can then be
determined by normalizing to the observed CMB anisotro-
pies. Since X-rays arise at such high redshifts, the fluctua-
tions we measure are on scales 	  100 h1 Mpc,
comparable to those constrained by the CMB, i.e., on wave-
lengths that entered the horizon about the time of matter
domination.
The predicted X-ray ACF depends both on the cosmolog-
ical model and on the model for how the X-ray sources are
distributed in redshift, which is constrained by observed
number counts and the redshift measurements of discrete
sources. We use the redshift distribution described in
Boughn, Crittenden, & Turok (1998), based on the unified
AGN model of Comastri et al. (1995). (See also the more
recent analysis by Gilli, Salvati, & Hasinger 2001.) While we
will not reproduce those calculations here, the basic result is
that the XRB intensity is thought to arise fairly uniformly in
redshift out to z ¼ 4. Our results here are not very sensitive
to the precise details of this distribution.
Another issue in the calculation of the power spectrum is
the possible time dependence of the linear bias. Some recent
studies indicate that the bias is tied to the growth of fluctua-
tions and may have been higher at large redshift (Fry 1996;
Tegmark & Peebles 1998). For the purposes of the power
spectrum, an evolving bias will have the same effect as
changing the source redshift distribution. Again, our results
are not strongly dependent on these uncertainties, but they
comprise an important challenge to using the X-ray fluctua-
tion studies to make precision tests of cosmology.
Figure 6 shows the predicted XRB power spectrum, nor-
malized to our observations. On the scales of interest, the
predicted spectra are fairly featureless and reasonably
described by a power law in ‘, C‘ / ‘2, which corresponds
to the correlation of the form !ðÞ ¼ ð0=Þ. For the
models of interest, 1:1 <  < 1:6 for ‘ < 100 and decreases
at higher ‘ (smaller separations). Note that the spectra cal-
culated by Treyer et al. (1998) appear to be consistent with
our findings, suggesting  ¼ 1:2. The precise index  depends
on the position of the power spectrum peak, which is deter-
mined by the shape parameter,  ’ mh: Larger values of C
imply more small-scale power and thus higher .
For simplicity, we normalize to the X-ray correlation
function at 4=5, !ð4=5Þ ¼ 1:0 0:25 104. This separation
is large enough to be independent of the PSF contribution
to the ACF but not so large that the attenuation from the
large-scale fits becomes significant. In addition, the value of
the fit ACF at 4=5 is nearly independent of the index  (see
x 5). As can be seen from Figure 6, this normalization fixes
the power spectrum at ‘ ’ 5 7.
We normalize the fluctuations to the COBE power spec-
trum as determined by Bond, Jaffe, & Knox (1998). How-
ever, it should be noted that fits to smaller angular CMB
fluctuations indicate that using COBE alone may somewhat
overestimate the matter fluctuation level (Lahav et al. 2002).
The biases derived from the models appear to be largely
insensitive to the matter density. This is due to a cancella-
tion of two effects: the CMB normalization and the power
spectrum shape (White & Bunn 1995). The biases are
roughly inversely proportional to h. Typical biases appear
to be bX ¼ 2:3 0:3ð0:7=hÞ0:9, increasing slightly as C
decreases and the peak of the power spectrum moves to
larger scales.
7.2. The Intrinsic X-Ray Dipole
The theoretical models normalized to our observations
predict the intrinsic power on a wide range of scales, assum-
ing the X-ray bias is scale independent. In particular, these
models give a prediction for the variance of the intrinsic
dipole moment. We can compare our model predictions to
the upper limit for the intrinsic dipole to see if we should
have observed it in the X-ray map.
The dipole amplitude in the z^-direction is related to the
spherical harmonic amplitude by Dz ¼ 3=4ð Þ1=2a10. Thus,
the expected dipole amplitude is related to the power spec-
trum by
hD2i ¼ 3 3
4
hja1mj2i ¼ 9
4
C1 : ð15Þ
Note that there is considerable cosmic variance on this
because it is estimated with only three independent num-
bers; C1=C1 ¼ 23
 1=2, which corresponds to a 40%
uncertainty in the amplitude of the dipole.
Also shown in Figure 6 is the level of our dipole limit,
translated using equation (15), which corresponds to
C1 < 3:8 105. While our limit on the dipole limit is at the
95% CL, this translates to an 80% CL limit on the variance
C1 when cosmic variance is included. As discussed above,
the 95% upper limit is 4 times weaker when cosmic variance
is included, C1 < 1:5 104. Normalized to the ACF, all
the theories are easily compatible with the C1 bound. The
large cosmic variance associated with the dipole makes it
difficult to rule out any cosmological models.
With our detected level of clustering, typical theories
would predict a dipole amplitude of D ’ 0:003. While the
 
Fig. 6.—Power spectrum for a range of cosmologies normalized to the
observations (H0 ¼ 70 km s1 Mpc1). The various cosmologies show a
range of slopes 1:1 <  < 1:6, and the observations fix them at ‘ ’ 5. Also
shown is the 95% upper limit from the dipole, excluding cosmic variance.
With cosmic variance, the limit shown is at the 80% confidence level, and
the 95% upper limit is 4 times higher. The dot-dashed line shows the sup-
pression arising from beam smoothing, which smooths scales ‘ > 50. [See
the electronic edition of the Journal for a color version of this figure.]
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theories are not in conflict with the dipole range claimed by
Scharf et al., they strongly prefer the lower end of their
range, even for the most shallow of the models. A dipole
amplitude D 	 0:005 would be very unlikely from the
models, indicating either a significantly higher bias than we
find or a model with more large-scale power (  1:1).
7.3. The Dipole and BulkMotions
The dipole of the XRB provides another independent test
of the large-scale X-ray bias through its relation to our
peculiar velocity (e.g., see Scharf et al. 2000 and references
therein.) Like the gravitational force, the flux of a nearby
source drops off as an inverse-square law, so the dipole in
the X-ray flux is proportional to the X-ray bias times the
gravitational force produced by nearby matter. Our peculiar
motion is a result of this force and is related to the gravita-
tional acceleration by a factor that depends on the matter
density.
In typical CDM cosmologies, the dipole and our peculiar
velocity arise because of matter at fairly low redshifts
(z < 0:1). If this is the case, it is straightforward to relate
their amplitudes. Following the notation of Scharf et al., we
define D ¼ R dIðn^Þn^ ¼ 4ID=3. Using linear perturba-
tion theory, one can show that the local bulk flow is
v ¼ H0f
bXð0Þ
Xð0ÞD
 ; ð16Þ
where 
Xð0Þ is the local X-ray luminosity density, bXð0Þ is
the local X-ray bias, and f ’ 0:6m is related to the growth of
linear perturbations (Peebles 1993). From the mean
observed intensity (Gendreau et al. 1995) and the local
X-ray luminosity density (Miyaji et al. 1994) we find that
I ’ 2:4
Xð0Þc=4H0. This implies that
jvj ’ 2:4 105D 
0:6
m
bXð0Þ km s
1 : ð17Þ
This relation was derived by Scharf et al. (2000), although
their numerical factor was computed from a fiducial
model rather than directly from the observations,
as above. In any case, the uncertainty in 
Xð0Þ is
considerable, 6 1038 ergs s1 Mpc3 < 
Xð0Þ < 15 1038
ergs s1 Mpc3 (Miyaji et al. 1994), and so is the uncer-
tainty in this relation.
Our maps have bright sources removed, which corre-
spond to nearby sources out to 60 h1 Mpc. Thus, we need
to compare our dipole limit to the motion of a sphere of this
radius centered on us. Typical velocity measurements on
this scale find a bulk velocity of v60 ’ 300 100 km s1 (see
Scharf et al. 2000 for a summary). With our dipole limit, this
implies that 0:6m =bXð0Þe0:24 0:08 where the uncertainty
in I=
Xð0Þ is not included. This constraint is independent of
cosmic variance issues. While the diameter of the Local
(Virgo) Supercluster is generally considered to be on the
order of 40 h1 to 50 h1 Mpc (e.g., Davis et al. 1980), there
is evidence that the overdensity in the super-Galactic plane
extends significantly beyond 60 h1 Mpc (Lahav et al.
2000). One might, therefore, suspect that our correction for
emission from the Local Supercluster might effectively
remove sources at distances greater than 60 h1 Mpc in that
plane. In any case, that correction made very little difference
in dipole fits (see x 6.2), so our conclusions remain the same.
Note that this limit could potentially conflict with pre-
vious determinations by Miyaji (1994), who found
0:6m =bXð0Þ ¼ f45=3:5; where f45 is the fraction of gravita-
tional acceleration arising from R  45 h1 Mpc. This is
consistent only for f45  1, which is larger than is usually
assumed (f45  0:5). However, this limit comes from studies
of a fairly small sample (16) of X-ray–selected AGNs and is
subject to significant uncertainties of its own.
For typical biases suggested by the observed clustering
(bX  2:3), our constraint suggests a somewhat high matter
density, m > 0:37, for v60 ’ 300 km s1. This is consistent
with the ISW constraint discussed below and also with pre-
vious analyses of bulk velocities, which tend to indicate
higher m. However, if the bulk velocity is smaller and/or

Xð0Þ larger, this constraint is weakened. In addition, we
have assumed a constant X-ray bias. If the bias evolves with
redshift, then the local value could be considerably smaller,
which would also weaken this bound.
7.4. The Integrated Sachs-Wolfe Effect and
In models where the matter density is less than unity,
microwave background fluctuations are created very
recently by the evolution of the linear gravitational poten-
tial. This is known as the late-time integrated Sachs-Wolfe
(ISW) effect. Photons gain energy as they fall into a poten-
tial well and lose a similar amount of energy as they exit.
However, if the potential evolves significantly as the photon
passes through, the energy of the photons will be changed,
leaving an imprint on the CMB sky. The spectrum is modi-
fied most on large scales where the photons receive the larg-
est changes.
The CMB anisotropies created in this way are naturally
correlated with the gravitational potential. Thus, we expect
to see correlations between the CMB and tracers of the local
(z  2) gravitational potential such as the XRB (Crittenden
& Turok 1996). These correlations are primarily on large
scales such as those probed by theHEAO survey.
In an earlier paper, we searched for a correlation between
the HEAO maps and maps of the CMB sky produced by
COBE. We failed to find such a cross-correlation and were
able to use our limit to constrain the matter density and the
X-ray bias (Boughn, Crittenden, & Turok 1998, hereafter
BCT). However, translating our measurement into a cosmo-
logical bound was ambiguous because the level of the intrin-
sic structure of the XRB was unknown at the time. With the
observation of the X-ray ACF presented here, we are in a
position to revisit the cosmological limits implied by these
measurements.
To make cosmological constraints, we compare the
observed X-ray/CMB cross-correlation to those predicted
byCDMmodels. As above, we normalize the CMB fluctu-
ations using the band powers of COBE (Bond et al. 1998)
and also normalize the X-ray fluctuations as discussed in
x 7.1. The cross-correlation analysis of BCT was performed
with a coarser pixelization (2=6 2=6) than the ACF dis-
cussed above.We include this effect by using the numerically
calculated pixelization window function. The COBE PSF
used was that found by Kneissl & Smoot (1993), and we
used a 2=9 FWHM Gaussian for the underlying X-ray PSF
(recall that the 3=04 FWHM beam found above includes a
1=3 1=3 pixelization.)
The calculation of the HEAO-COBE cross-correlation
was discussed in BCT and has not changed. The results are
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shown in Figure 7, along with predictions for three different
values of . While the X-ray bias depends strongly on the
Hubble parameter, the predicted cross-correlation is only
weakly dependent on it, changing only 10% for reasonable
values of H0. The cross-correlation depends primarily on
; no correlation is expected if there is no cosmological
constant and the ISW effect increases as grows. The error
bars in Figure 7 are calculated from Monte Carlo simula-
tions and arise primarily because of cosmic variance in the
observed correlation. The error bars are significantly corre-
lated.
The observed correlation is most consistent with there
being no intrinsic cross-correlation ( ¼ 0:0). We set limits
by calculating the likelihood of a model relative to this no-
correlation model. Using the frequentist criterion used in
BCT,   0:65 at the 98% CL,   0:60 at the 95% CL.
Almost identical limits arise from a Bayesian approach,
where the relative likelihoods are marginalized over,
assuming a constant prior for  	 0. Figure 8 shows a
one-dimensional slice through the likelihood surface, where
only the cross-correlation information has been used to
calculate the likelihood.
One of the major assumptions we made in interpreting
the above result is how the sources of the XRB are distrib-
uted in redshift. It is likely that current models of the lumi-
nosity function will have to be substantially modified as
further deep observations of the sources of the XRB are
made. However, as pointed out above, the ISW is relatively
insensitive to the exact shape of the redshift distribution of
luminosity. If the true distribution includes a substantial
fraction of the luminosity at redshifts greater than 1, then
the above results will not change dramatically. On the other
hand, our constraint on  is quite sensitive to the value of
the bias parameter. If the sources of the XRB should turn
out to be unbiased, i.e., bX ¼ 1, then the constraint on 
could be weakened dramatically. We hasten to add that
such a low bias would require that the ACF of Figure 5 be
reduced by more than a factor of 4, which seems unlikely.
Previous determinations of X-ray bias have resulted in a
wide range of values, 1 < bX < 7 (see Barcons et al. 2001
and references therein). It is clear that firming up the value
of bX and determining how it varies with scale and redshift
will be required before the ISW effect can be unambiguously
interpreted.
The above limit may be compared to what we found from
cross-correlating COBE with the NRAO VLA Sky Survey
radio galaxy survey (Boughn & Crittenden 2002). There we
also found no evidence for correlations and were able to put
a 95% CL limit of   0:74, with some weak dependence
on the Hubble constant. While the above limit provides
important confirmation of that result, it should be noted
that these two limits are not entirely independent. Radio
galaxies and the XRB are, indeed, correlated with each
other (Boughn 1998).
An important source of noise in the cross-correlation of
Figure 7 is instrument noise of the COBE DMR receivers.
In addition, the relatively poor angular resolution of the
COBE radiometers reduces, somewhat, the amplitude of the
ISW signal. Therefore, some improvement can be expected
by repeating the analysis on future CMB maps, such as that
soon to be produced by NASA’s Microwave Anisotropy
Probe (MAP) satellite mission. If such an analysis still finds
the absence of an ISW effect, then the current CDMmodel
would be in serious conflict with observational data if the
X-ray bias can be similarly constrained. On the other hand,
a positive detection would provide important evidence
about the dynamics of the universe even if the X-ray bias
remains uncertain.
8. CONCLUSIONS
By carefully reconstructing the HEAO beam and analyz-
ing its autocorrelation function, we have been able to con-
firm the presence of intrinsic clustering in the XRB. This
gives independent verification of the multipole analysis of
Scharf et al. (2000), and the level of clustering we see is com-
parable. The clustering we see is in excess of that predicted
by standard CDMmodels and indicates that some biasing is
needed. The amount of biasing required depends on the
 
Fig. 7.—Calculated X-ray/CMB cross-correlation. The error bars are
highly correlated. Also shown are the predictions for three CDMmodels
with varying  (H0 ¼ 70 km s1 Mpc1). [See the electronic edition of the
Journal for a color version of this figure.]
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Fig. 8.—Relative probability of the observed cross-correlation for
varying cosmological constant, with the Hubble constant fixed
(H0 ¼ 70 km s1 Mpc1). The best fit is for no correlation. [See the elec-
tronic edition of the Journal for a color version of this figure.]
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cosmological model and on how the bias evolves over time;
if the bias is constant, typical models indicate that bX ’ 2:
The biases of galaxies, clusters of galaxies, radio sources,
and quasars have yet to be adequately characterized, so
whether or not the above X-ray bias is excessive is a ques-
tion that, for the present, remains unanswered.
We have also confirmed, at the 2–3  level, the detection
of the Compton-Getting dipole in the XRB due to the
Earth’s motion with respect to the rest frame of the CMB.
However, we have been unable to confirm the presence of
an intrinsic dipole in the XRB and have actually been able
to exclude a significant part of the range reported by Scharf
et al. (2000). While our dipole limit is still too small to con-
flict with any of the favored CDM models, combining our
dipole limit with observations of the local bulk flow enables
us to constrain 0:6m =bXð0Þ > 0:24. For constant-bias mod-
els, this suggests a relatively large matter density, as is also
seen in other velocity studies; however, the uncertainty in
this limit is still considerable.
With the observed X-ray clustering, large CDMmodels
predict a detectable correlation with the CMB arising via
the integrated Sachs-Wolfe effect. That we have not
observed this effect suggests d0:60. This is beginning to
conflict with models preferred by a combination of CMB,
large-scale structure, and supernova Ia data (e.g., de
Bernardis et al. 2000; Bahcall et al. 1999).
This work gives strong motivation for further observa-
tions of the large-scale structure of the hard X-ray back-
ground. Better measurements of the full-sky XRB
anisotropy are needed, as is more information about the
redshift distribution of the X-ray sources. This will be essen-
tial for cross-correlation with the new CMB data from the
MAP satellite and to bridge the gap between the CMB
scales and those probed by galaxy surveys such as Two
Degree Field and SloanDigital Sky Survey.
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