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Berbagai rancangan arsitektur jaringan multi-prosesor
juga ditelaah oleh para peneliti. Uraian abstrak dari
sistem multiprosesor telah dijelaskan oleh Barthelemy
Heyrman. Desain yang dihasilkan mempu meningkatkan
kecepatan, namun masih memiliki kemungkinan kemacetan
pada disain jaringan interkoneksinya. Untuk mengatasi
hal ini, Amerijck telah telah mengenalkan arsitektur baru
dengan menerapkan topologi ring. Penulisan ini akan
menerapkan model yang telah dibuat oleh Amerijck ke
dalam algoritma dan arsitektur pada perangkat lunak
Syndex 6.8.5 yang kemudian akan didapat skrip m4 dan
m4x yang dapat digunakan dalam penelitian selanjutnya
dengan mengimplementasikan VHDL yang dihasilkan pada
FPGA.
Kata kunci; syndex, pengolahan pararel, ring.
1 Pendahuluan
Perkembangan alat-alat digital sangat pesat, tidak terke-
cuali dalam hal memori dan media penyimpanan yang se-
makin besar. Hal ini memberikan dampak kepada penggu-
na untuk menyimpan data-data yang berukuran sangat besar
seperti file-file foto beresolusi sangat tinggi dengan ukuran
besar. Data-data semacam ini membutuhkan pemrosesan
khusus yang membutuhkan alat pemroses dengan performa
yang tinggi baik untuk mengambil data tersebut, maupun
dalam mengolahnya.
Terkait hal ini, banyak peneliti yang melakukan peneli-
tian untuk memproses citra digital. Barthelemy Heyrman
melakukan penelitian dan menghasilkan suatu model ran-
cangan arsitektur multiprosesor tertanam yang dikhususkan
dalam pengolahan gambar. Disain yang dihasilkan mempu
meningkatkan kecepatan, namun masih memiliki kemung-
kinan kemacetan pada disain jaringan interkoneksinya.
Untuk mengatasi hal ini, Amerijck telah telah menge-
nalkan arsitektur dengan menerapkan topologi ring. Un-
tuk mengetahui bagaimana rancangan arsitektur ring terse-
but bekerja, maka dibutuhkan suatu pemodelan yang dapat
dilihat secara langsung. Pemodelan prosesor ini dapat di-
lakukan secara software dengan bantuan perangkat lunak
Syndex.
2 Tinjauan Pustaka
Pemrosesan paralel adalah metode komputasi yang
membagi proses komputasi menjadi beberapa subproses
komputasi, setiap sub komputasi dijalankan pada prosesor
yang berbeda secara simultan.
Seperti yang sudah disebutkan sebelumnya, Barthele-
my Heyrman melakukan penelitian dan menghasilkan sua-
tu model rancangan arsitektur multiprosesor tertanam yang
dikhususkan dalam pengolahan gambar, yang mempu me-
ningkatkan kecepatan, tapi masih memiliki kemungkinan
kemacetan pada disain jaringan interkoneksinya, yang ke-
mudian Amerijck mengenalkan arsitektur dengan mene-
rapkan topologi ring.
Gambar 1. Rancangan Ring Amerijcx
Pada jenis arsitektur ini, setiap Block dihubungkan ke
suatu ring level-(i) melalui Transfer Controller (TC) yang
menangani semua antarmuka diantara Block dan jaringan
ring. Setiap ring level-(i) dihubungkan ke level-(i-1) mela-
lui Transfer Controller Antar Ring (IRTC) yang mengatur
keterhubungan antar ring.
Arsitektur ini memiliki beberapa kelebihan, kelebihan
utamanya adalah:
• Ravindran et al. [11] telah membuktikan bahwa ring
herarki yang sederhana akan lebih efisien dibanding
bentuk mesh dengan dimensi yang lebih besar.
• Seperti yang telah diungkapkan oleh McKinley [7], sa-
lah satu keuntungan utama dari arsitektur dengan topo-
logi ring adalah tingkat skalabilitasnya tinggi.
• Koneksi point-to-point mampu dilakukan pada freku-
ensi yang sangat tinggi. Menurut Dally [2], arsitektur
jaringan ini kinerjanya cukup terkenal.
3 Algoritma Rancangan Prosesor Paralel
Untuk menerapkan model yang telah diterapkan oleh
Amerijckx, diperlukan pembagian model tersebut menjadi
beberapa blok berdasarkan fungsinya. Hal ini dilakukan un-
tuk mempermudah pemahaman tugas dari masing-masing
bagian dalam arsitektur ini.
Dalam perancangan ini, rancangan prosesor paralel di-
bagi dari tiga buah blok utama, blok-blok ini adalah blok
masukan input, blok jaringan, dan blok keluaran output. Se-
cara sederhana, rancangan prosesor ini dapat dilihat pada
Gambar 2.
Gambar 2. Rancangan Blok Algortima
Secara singkat, dapat dijelaskan bahwa blok masukan
merupakan sumber data yang akan diproses, blok jaring-
an ring merupakan blok prosesor paralel yang akan mepro-
ses data tersebut, sedangkan blok keluaran merupakan blok
yang akan menerima (menyimpan) hasil dari pemrosesan
data yang telah dikerjakan oleh blok jaringan ring.
3.1 Algoritma Blok Masukan
Masukan yang diinginkan adalah masukan yang bera-
sal dari memori maupun masukan yang berasal dari sensor.
Sensor masukan dapat berupa kamera yang menghasilkan
data citra digital secara langsung dari objek yang nyata, se-
angkan memori merupakan data digital yang sebelumnya
pernah disimpan.
Kedua masukan ini tidak akan diproses secara sekaligus,
sehingga untuk memprosesnya harus terdapat sebuah meka-
nisme untuk memilih salah satunya saja untuk diproses me-
lalui sebuah kondisi. Kondisi ini mengecek kesiapan data
Gambar 3. Blok Masukan
yang akan diproses dari sensor atau memor. Setelah salah
satu masukan dipilih, selanjutnya data akan diteruskan ke
jaringan ring untuk diproses(Gambar 3).
3.2 Algoritma Blok Jaringan
Blok jaringan terdiri dari jaringan utama yang terdiri dari
sebuah Tranfer Controller (TC) yang mengatur sub-sub ja-
ringan lainnya. Karena TC ini mengatur jaringan lain, maka
diberinama Inter Ring Transfer Controller (IRTC). Jaringan
ring ini disebut sebagai jaringan ring Level-0 (jaringan ring
terluar). Gambar 4.
Gambar 4. Ring Level 0
IRTC akan mendapatkan data dari blok masukan, kemu-
dian menyalurkannya ke setiap Node dalam jaringan ring.
Node-node ini akan meneruskan atau mengerjakan pemro-
sesan data tergantung pada status Node selanjutnya. Penen-
tuan pengerjaan data pada node ini dilakukan oleh TC pada
node itu. Apabila sebuah Node mendapatkan jatah untuk
mengerjakan sebuah tugas, maka Node tersebut akan me-
netapkan status sibuk selama mengerjakan pemrosesan da-
ta sehingga Node berikutnya akan mengetahui bahwa node
tersebut tidak dapat memproses data lagi dan Node yang
memberikan data akan mengerjakan data tersebut.
Terdapat kemungkinan jika sudah ada data yang siap dip-
roses, tetapi setelah mengirimkan ke masing-masing Node,
ternyata semua Node sedang sibuk mengerjakan data. Un-
tuk kejadian seperti itu maka data mentah tersebut akan di-
kembalikan ke IRTC kembali, untuk menunggu giliran dio-
lah oleh prosesor yang sedang menganggur.
Jika ada Node yang sudah selesai mengerjakan data, ma-
ka Node akan mengembalikan data yang sudah diolah akan
langsung diserahkan ke IRTC tanpa melalui Node-Node la-
inya.
Gambar 5. Ring Level 1
Dalam setiap Node, terdiri dari sub jaringan yang ter-
koneksi secara ring juga. Jaringan ini merupakan jaring-
an ring Level-1 (karena satu level lebih dalam dari jaringan
ring terluar, yang disebut Level-0). Node ini memiliki TC
tersendiri yang akan mengatur data yang akan diolah oleh
prosesor-prosesor elemen (Gambar 5).
Sama seperti pada ring level-0, pada ring level-1 juga da-
ta diperlakukan dengan cara yang sama. Jika ada data yang
masuk pada Node, maka data tersebut akan ditangani oleh
TC. Langkah pertama adalah TC mengecek Node berikut-
nya apakah sedang mengerjakan data atau tidak. Jika Node
berikutnya sedang menganggur, maka data akan diteruskan
ke Node selanjutnya dan Node ini akan memberikan status
menganggur.
Tetapi jika Node selanjutnya sedang sibuk, maka TC ak-
an meneruskannya ke prosesor pertama pada Node ini, ke-
mudian prosesor ini akan mengolah atau melanjutkan data
tersebut tergantung dengan keadaan prosesor selanjutnya.
Jika prosesor selanjutnya menganggur, maka data akan di-
teruskan ke prosesor selanjutnya. Tetapi jika prosesor selan-
jutnya sedang sibuk akan dikerjakan oleh prosesor yang me-
nerima data tersebut, kemudian prosesor yang mengerjakan
data akan memberikan status sibuk agar prosesor sebelum-
nya mengetahui bahwa prosesor ini tidak dapat memproses
data lain.
Begitu juga pada prosesor yang kedua akan mengecek
Gambar 6. Pengaturan Transfer Data
keadaan prosesor ketiga dengan cara yang sama, begitu se-
lanjutnya hingga mencapai prosesor terakhir. Jika semua
prosesor sedang sibuk, maka data akan dikembalikan kem-
bali ke TC, untuk menunggu sampai ada prosesor yang se-
lesai mengerjakan data.
Selama ada prosesor yang belum selesai mengerjakan
data, maka TC akan memberikan status sibuk, tetapi jika
sudah tidak ada prosesor yang mengerjakan data, maka TC
akan memberikan status menganggur untuk memberitahu
bahwa Node siap menerima data untuk diproses.
3.3 Arsitektur Prosesor Paralel
Arsitektur merupakan aplikasi nyata yang berhubungan
dengan algoritma yang telah dibuat. Rancangan arsitektur
dapat dilihat pada Gambar 7. Media digunakan sebagai
penghubung antara operator. Operator merupakan blok di-
mana algoritma akan ditempatkan pada sebuah rancangan
arsitektur untuk menghasilkan kode dalam bentuk file m4
dan m4x. Jadi jika terdapat sebuah operator bernama OP,
maka pada saat menghasilkan kode akan didapat file ber-
nama OP.m4, yang didalamnya terdapat definisi algoritma
yang telah diasosiasikan pada operator tersebut.
Gambar 7. Rancangan Arsitektur
3.4 Komponen Perangkat Lunak
Untuk menghubungkan antara algoritma dengan arsitek-
tur, diperlukan komponen perangkat lunak (Softwate Com-
ponent). Komponen ini berfungsi untuk menempatkan al-
goritma yang dibuat ke dalam model arsitektur.
Gambar 8. Ring Level 0 Dengan Software Component
4 Simulasi Penjadwalan dan Pembangkitan
Kode Program
Diagram penjadwalan dapat digunakan untuk menjelask-
an keterhubungan antara komponen dalam algoritma. Jika
pointer mouse diletakkan pada salah satu komponen, maka
akan terlihat mana yang mendahuluinya (predecessors) ma-
upun yang meneruskannya (sucessors). Pada simulasi pen-
jadwalan, warna hijau merupakan predecessors, merah me-
rupakan sucessors dan warna oranye adalah interupt (Gam-
bar 9).
Gambar 9. Diagram Penjadwalan
Pembuatan kode merupakan hasil akhir dari penulisan
ini yang akan digunakan dalam pembuatan chip. Hasil da-
ri pembuatan algoritma ini akan menghasilkan skrip dalam
bentuk file m4 dan m4x, melalui proses pembangkitan kode
(Generate Code). Untuk pembuatan chip dari aplikasi yang
dibuat penulis masih melalui beberapa tahap lagi antara la-
in konversi kode kedalam bahasa VHDL dan mengaplikasi-
kannya dalam Field Programable Gate Array (FPGA).
5 Kesimpulan
Pada penulisan ini telah dihasilkan penerapan model
yang dibuat oleh Amerijckx ke dalam aplikasi Syndex dan
telah didapat penjadwalan dan aliran data dalam algoritma
tersebut dan diketahui bahwa rancangan algoritma tersebut
tidak menghasilkan kemacetan (bottleneck) pada saat pe-
nyimpanan data karena setiap prosesor elemen telah diatur
oleh transfer controller untuk menghindari hal tersebut.
Dari algoritma dan arsitektur tersebut juga telah dihasilk-
an skrip kode .m4 maupun .m4x (skrip terlampir) yang se-
lanjutnya dapat digunakan untuk menghasilkan skrip dalam
bahasa VHDL (Very high speed integrated circuit Hardware
Description Language).
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