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Abstract
Spin State Detection and Manipulation
and Parity Violation in a Single Trapped Ion
by Michael Schacht
Chair of Supervisory Committee
Professor E. Norval Fortson
Physics
Atomic Parity Violation provides the rare opportunity of a low energy window into
possible new fundamental processes at very high mass scales normally investigated
at large high energy accelerators. Precise measurements on atomic systems are cur-
rently the most sensitive probes of many kinds of new physics, and complement high
energy experiments. Present atomic experiments are beginning to reach their limits
of precision due to either sensitivity, systematics or atomic structure uncertainties.
An experiment in a single trapped Barium ion can improve on all of these difficulties.
This experiment uses methods to precisely manipulate and detect the spin state of a
single ion in order to measure a parity induced splitting of the ground state magnetic
sublevels in externally applied laser fields. The same methods can be used to provide
precise measurements of more conventional atomic structure parameters. Updated
and corrected versions of this document are available from the UW Physics Atomic
Physics pages, www.phys.washington.edu/groups/atomic.
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1Chapter 1
INTRODUCTION AND MOTIVATION
To the casual outside observer, parity violation might seem to be old news. Its
discovery was made in the 50’s in nuclear and high energy experiments, and even the
first observations in atomic systems are decades old by now. The existence of this
chiral asymmetry is well established and well accounted for in the Standard Model, if
a little uncomfortably, and in this context there seems little more to be learned, yet
Parity Non-Conservation(PNC) continues to be the subject of much attention and
effort.
1.1 Parity Violation as a tool
1.1.1 A quest for something new
This idea that the universe is somehow left-handed is still fascinating and a bit strange,
and there remain some fascinating loose ends related to its origin and precise structure,
but the current interest in Parity Violation is not so much for its own sake, but instead
due to more immediately practical motives, as far as anything can be considered
practical here. When its effects are accepted and in the end understood, Parity
Violation becomes a tool, and in particular a tool for uncovering clues about the
current Holy Grail of physics beyond the Standard Model.
Physicists interested in fundamental processes are, in equal measure, never sat-
isfied and easily bored. The Standard Model was introduced in the 60’s and, for
the moment, shows no compelling signs of failing, yet for a number of pretty good
2reasons, physicists are looking for something else. This is not a matter of any real
practical deficiencies as much as a certain lack of elegant internal consistency, as in
every case Standard Model calculations agree with experimental observations as pre-
cisely as anyone has been able to, respectively, calculate and measure them. The
single electron g-2 experiment is a favorite example, the measured magnetic moment
of the electron is found to agree with calculated predictions using the Standard Model
a a part in 1010.
1.1.2 Missing Pieces
Still, there are some nagging rough edges, an embarrassment of adjustable parameters,
a mysterious and not yet well characterized Higgs sector that is particularly important
as it aspires to explain why particles can and do have mass, a failure to completely
account for the lack of anti-matter compared to matter in at least our local universe,
and perhaps its most glaring shortcoming: it completely fails to account for gravity
and in fact can’t yet even be made to include it in a consistent way. Even the
simple lack of processes whose natural energy scales occur between typical electro-
weak energies and the characteristic scale of gravity, the Planck mass, make the
structure of the Standard Model as a low energy limit depend on some uncomfortably
careful fine tuning of parameters.
So motivates the quest for something deeper, something new. It is possible that
these difficulties can be addressed from within the Standard Model through currently
unexplored or misunderstood pieces, phase transitions, other non-perturbative effects,
or more a detailed picture of the Higgs sector. But this is considered to be significantly
less likely and, also calling to mind again the physicists short attention span, effort
is directed at extensions to the Standard Model. Then in this context, new means
anything not explicitly or implicitly already included in the Standard Model, and in
the end this can simply be understood as new particles.
31.2 Heavy particles yield small effects
These new particles, should they exist, are probably very heavy, simply because if
they weren’t, we probably would already have seen them. They are expected to begin
to appear with masses just above the Electro-Weak scale, which is around the mass
of the W and Z bosons, about 100 GeV, though experimental limits have strongly
excluded the possibility of new particles with masses of much less than about 0.5-
1 TeV. This makes finding them particularly challenging since at the relatively low
energies at which we live and presently do experiments, the effects of physics at large
energy scales is heavily suppressed. This is easily seen even just at tree level, the
classical limit.
1.2.1 A tree level understanding
For the exchange of a single heavy particle of mass M the matrix element will include
a factor of the (renormalized) propagator for this particle and coupling constants for
the vertices. When the exchanged momentum q is much less than this mass, the
propagator becomes q independent.
M ∝ g
2
−q2 +m2 + imΓ −→
q2≪m2 g
2
m2
This process becomes important when the denominator of the propagator is small,
that is for energies q ≈ m. But for the expected new heavy particles such energies are
well above those accessible in most experiments. In this case the amplitude for this
process gets smaller quickly as the mass of the exchanged particle is increased. This
provides a convenient excuse for the absence of evidence for the existence of either
new particles predicted by various possible new theories such as Supersymmetry or
SU(5), and even the Higgs boson of the Standard Model. But this is convenient only
for the theorist, the experimentalist still faces the challenge of trying to detect these
effects and the task is made increasingly difficult as the search continues to higher
masses.
41.2.2 Consequences for atoms
For a comparison, atomic structure is determined almost completely by electromag-
netism. For this case, the tree level interaction is a photon exchange giving a factor
of the photon propagator 1/q2. Typical energies in atomic systems are around 1eV,
so the characteristic size of an effect due to a new heavy particle with mass of about
1TeV seems to be hopelessly small compared to the natural size of an electromagnetic
process. With coupling constants presumed to be a similar order,
g2/m2
e2/q2
∝
(
1
1TeV
)2
= 10−24
In heavy atoms there is some relief because it turns out that there are enhance-
ments due to relativistic electrons and nuclear size that increase this considerably.
〈f |HNew| i〉
〈f |HEM | i〉 ∝ 10
−14
This would still be very difficult to detect. Even if an experiment was made
sufficiently sensitive for a measurement of this precision, and systematic effects could
be understood and controlled at this level, simply interpreting the result would require
also understanding the background E-M effects to an even higher precision so they
could be separated from the effects due to the new particles. This would be several
orders of magnitude better than even a g-2 experiment, with a many-body system
considerably more complicated than a single electron. Except in a few very simple
cases, it is currently a struggle to understand even just electromagnetic effects in
atoms to a part in 103.
1.3 Parity Violation and new physics
In practice, these difficulties would make such effects from possible new particles un-
detectable if these new processes didn’t also happen to have a fundamentally different
character. One difference that can be exploited is parity violation. The idea of parity
5and parity violation will be developed more fully in later sections, but in the end
all that is important is that it is a symmetry that electromagnetic and strong forces
conserve exactly and Weak forces violate maximally.
1.3.1 A new signature
Atoms are held together largely by electromagnetism so atomic states have well de-
fined parities. Perturbations from parity violating interactions can then appear as
a mixing of opposite parity states. In particular, atomic PNC experiments measure
a mixing of S and P states, on the order of 10−10 to 10−11. In a parity symmetric
environment E-M won’t couple these states so any mixing must be attributed solely to
the parity violating perturbation. In this way, measuring a parity violating process no
longer requires identifying and understanding a background impossibly many orders
of magnitude larger as the contribution from e-m effects is exactly zero.
In the same way, just as importantly, the strong force conserves parity. Though
not directly involved in binding an electron to a nucleus, the strong force is respon-
sible for the structure of the nucleus itself and is not nearly as easy to deal with as
electromagnetism as it effects are largely non-perturbative. A parity violating strong
force would result in a chiral nucleus which creates an asymmetric e-m potential for
the electron, in turn contributing to parity violating observables. Small corrections
due to Weak interactions within the nucleus do exactly that and must be considered
when precision increases. This turns out to provide valuable information about nu-
clear structure. But in the case of effects due to just the strong interactions there is
no contribution, because as with electromagnetism, the Strong force conserves parity,
and we are saved the trouble of precisely understanding another naturally much larger
background that may be even harder to calculate than QED.
61.3.2 The Weak Interaction becomes background
Certainly there are considerable practical difficulties, these will be discussed in endless
detail in later sections. Even excluding that, parity violation isn’t a panacea. For
searches for new physics, you still don’t get to compare your result to a background
of zero since, of course, the Weak sector of the Standard Model also violates parity.
The dominant effect in atoms is the neutral current exchange of a single Z0 Weak
gauge boson between the nucleus and valence electrons. Effects due to new particles
will appear as corrections to Weak Standard Model parity violating observables. In
this case, however, the Standard Model effects are already very small since, compared
to atomic scale energies the masses of the Weak boson are already very large. Then
with the same simple tree level estimates the relative sizes of these new effects are
given by a ratio of their masses to the already very high energy Weak scale. Again
considering coupling constants of similar order,
〈f |HNew| i〉
〈f |HEM | i〉 ∝
(
mW
mNew
)2
≈
(
100GeV
1 TeV
)2
= 10−2
A measurement of such a parity violating process to 1% is sensitive to new physics
at mass scales of about 1 TeV. This sort of precision is much more reasonable and
once done, the interpretation becomes far more tractable. This is the real power of
studying parity violation. The electromagnetic and strong forces that would otherwise
mask these much smaller effects become effectively transparent to them and parity
violating effects due to the heavy processes clearly show through unmodified. In this
way parity violation becomes a sensitive differential test for possible classes of new
physics.
1.4 High energy experiments and new physics
These parity violating effects in atomic systems, while now reasonably big enough
to be visible, are still very small and considerable care must be taken in avoiding
7systematic errors from external perturbations to measure them precisely. In addition,
detailed atomic and nuclear structure calculations must be made to interpret them.
Meanwhile, much higher energy nuclear or elementary particle experiments might
seem to be a more promising direct route to the same information.
1.4.1 Discovery by production
For sufficiently high energies this would certainly be true. As previously noted, a
given particles effects will dominate near the pole of its propagator, where the energy
scale is equal to the mass of the particle. Perhaps the right way to find new particles is
to search for their resonances when they are directly produced at continually higher
energies. To find a particle with a mass of about 1 TeV in this way requires an
accelerator with a beam energy of about a TeV, in particular a center of momentum
energy equal to the new particle mass. Electron-positron (e+e−) experiment are the
easiest to interpret, but such machines, like SLAC are limited to 50 GeV. The proton-
antiproton (p−p) collider at fermilab does reach 2 TeV, and LEP at CERN will shortly
reach 4, but a proton is actually a complicated bag of junk only a very small part
of which might carry a large enough fraction of the total proton energy to produce a
heavy particle themselves, and the probability for all the parts to collective use their
energy to produce a single new heavy particle is unreasonably small. With these
energies the event rate for this kind of search is still too small to stand out from
the background of other processes and the strategy would really require building
accelerators at arbitrarily high energies. This is becoming increasingly difficult, and
in any case is not immediately accessible. So all experiments are constrained to work
at energies much lower than the expected natural scale of new physics.
1.4.2 Sensitivity at low energies
Energies up to even a few GeV, still below a Z or W resonance, such as in nuclear
experiments, are still insufficient for any kind of direct detection. As before, compared
8to some generic QED or strong process, 1 TeV particle effects are typically smaller
by (1GeV/1 TeV )2 = 10−6. This is a considerably larger fraction than for atomic
systems, but still too small to be untangled from the background, so even in these
much higher energy cases a trick like parity violation must be used. Though the parity
violating effects in nuclei are significantly larger than in atoms by these sorts of factors,
the fraction of that which is due to new heavy physics is the same. Though much
larger relative to general QED effects, the parity violating background due to QED is
already zero and so nothing is gained. As energies increase this fraction improves, but
another sort of difficulty develops. For any kind of direct detection, these QED effects
interpreted as background do go down, but they are also really the signal which is to
be measured precisely enough to detect the small piece due to new physics. As this
small piece becomes a reasonable fraction of the signal, 10−2−10−3, in colliding beam
experiments the entire signal becomes almost undetectably small and impossible to
measure precisely due to systematic problems signal/noise constraints. This can be
partly avoided in fixed target experiments. In this case the event rate and sensitivity
increase significantly compared to a beam target for the same energy and luminosity
simply because there are many more particles for the probe beam to interact with
in a fixed target than in another beam. The rate is still small compared to typical
accelerator experiments so statistics and systematics will still be a challenge. Also
the effective interaction energy is less since 100GeV colliding beams give a center of
mass energy of 200GeV while yielding only (40 GeV) in the center of mass frame of
a fixed target and the same beam. Still this is a promising means of attack, though
currently only one experiment intends to use such a strategy.
1.4.3 Sensitivity at the Z0 pole
Most experiments avoid these sensitivity problems by looking instead at Weak pro-
cesses rather than electro-magnetic. At center of mass energies near the Z mass, the
Z propagator finally becomes large and the Weak interaction dominates. To estimate
9the relative contribution by TeV scale physics, the previous tree level approach is
still valid, but the result is modified slightly. At the Z pole the propagator becomes
1/MΓ, with Γ the decay width of the Z. This energy is still presumably much less
than the mass of any new particle so its propagator can still be taken to be the
usual constant and then for any Weak process, not necessarily parity-violating, the
appropriate comparison becomes,
g′2
m2New
/
g2
mZΓZ
∝ mZΓZ
m2New
≈ (100GeV )(1GeV )
(1 TeV )2
= 10−4
This is comparable to the fraction of the contribution of new physics to parity
violating processes at lower energies, in fact even slightly less. This difference actually
makes atomic PNC experiments, more sensitive to new tree level interactions and able
to probe mass scales 5 times higher than in accelerator experiments, sec.2.4equivilant.
In any case there is certainly no advantage here to working at higher energies. This
New to Weak relative ratio could be increased by working slightly off resonance, but
this also decreases sensitivity to the dominant process and so is counter-productive as
it quickly becomes equivilant to the case of mid-range energies previously discussed,
you can’t increase sensitivity by lowering your signal. In the end, there is nothing
that can compensate for a very small signal from new physics because of working
at energies below its mass scale. By studying parity violation at low and mid-range
energies the immediate disadvantages of working there, compared to higher energies,
are avoided and in effect all energy scales are equally bad when sufficient energy for
direct production of new heavy particles is not available.
1.4.4 New particles in radiative corrections
This tree level survey is not a complete picture of possible contributions from new
physics. Observable effects can also appear through radiative corrections (fig.1.1).
This is more complicated to analyze, but will be fully developed in section 2.5. These
effects can be distilled and described with two general parameters, S and T, conven-
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Figure 1.1: Typical possible contributions to Atomic Parity Violation from radiative
corrections.
tionally defined to be zero if only Standard Model physics contributes and all these
results can be translated into this universal language for comparison and used to check
for consistency or discrepancies that might indicate the existence of new physics. Dif-
ferent experiments depend on different linear combinations of these parameters, and
sensitivities are similar though higher energy experiments fare a bit better. A 1%
measurement of atomic PNC provides a limit on S to about ±1, while the same pre-
cision for a typical collider experiment gives S and T to about ±0.2. For the moment
the global results are consistent with S and T both zero, fig.1.2. Atomic PNC results
are beginning to give a case for S negative, but the precision is hardly yet enough to
be convincing evidence for new physics.
Again, as in the case of new tree level interactions the results for different experi-
ments are similar and all are about equally sensitive. Higher energy experiments are
a little better for radiative corrections, atomic experiments are a little better for new
tree level interactions. None is inherently significantly better, so until very high ener-
gies can be probed directly all are important for providing constraints and generating
new clues, and all complement each other by providing this information at a wide
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Figure 1.2: Current constraints on oblique corrections to Standard Model, from
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range of energy scales.
To fully appreciate the relative merits of these general classes of measurements,
some details of the effects they are intended to detect must be considered. This will
be treated explicitly later in sections 2.4 and 2.5. At the least, Atomic PNC provides
just yet another constraint, dependent on a different combination of these radiative
correction parameters, and more importantly a test of a rather different character since
it is at a radically different energy scale. This alone provides considerable merit. An
atomic PNC experiment’s increased sensitivity to new tree level interactions, and the
possibility that the current trend towards negative S makes an even more compelling
case for continued work toward increased precision.
1.5 Atomic PNC
1.5.1 The universal quantity
Precise atomic experiments already exist. The quantity directly measured is a func-
tion of the mixing of opposite parity atomic states due to parity violating interactions.
For any given set of states this mixing is proportional to a quantity QW called the weak
charge of the nucleus. This is basically the equivilant of the nuclear electric charge
in electromagnetism, but in this case for the Weak interaction. So it depends only on
the type of atom and is independence of the particular experiment and independent
of the set of states used to measure it.
1.5.2 Precision Goals
A Stark interference measurement in Cesium currently provides the most precise
result, giving QW (Cs) to 0.3%. Prior to that, optical rotation in Thallium gave
QW (Th) to 1.2%. These have already provided important information about the
Standard Model, in particular constraints on possible new heavy gauge bosons. But
as nothing new has yet appeared, even higher precision is required. A useful next
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target is 0.1%. This would give S to ±0.1 and either resolve the inconsistency with
high energy results or provide convincing proof that the discrepancy is real, and along
the way be able to uncover new tree level interactions at energy scales up to 2.5TeV.
It is certainly possible that the existing experiments could be improved to this
level, but they are probably starting to hit their practical limits in terms of sensitivity
and systematics and a new generation of experiments is required. Optical rotation
is the method with the highest sensitivity, but the best experiments are now limited
by an incomplete knowledge of background, non-parity related rotations, and more
importantly, relatively poor atomic theory for the quantities needed to relate the
fundamental theories to the direct experimental observables. The overall uncertainly
is 1.2% systematics and 2% atomic theory. The background systematics could be
better understood with a bit more study, but the theory may tend to prove a tougher
challenge as the atoms used in these experiments, Thallium, Lead, Bismuth, have a
rather complicated structure with many valence electrons or an easily perturbed core
which require more elaborate many-body methods.
In contrast, the Stark interference results with Cs are limited to 0.3% experimental,
and 0.6% atomic theory. The atomic structure is relatively simple, being alkali-like it
has a single valence electron outside a tightly bound core, so improving the theoretical
results should be straight-forward with another round of calculations. Similarly, 7
years of careful study have almost eliminated systematic uncertainties at this level
and the sensitivity is rather lower so the experiment is currently limited by statistics.
Better statistics on the Cesium experiment, or a modified version of it, and im-
proved atomic theory could yield the desired 0.1% precision, but currently this is the
only experiment with even this chance promise, and even if successful, one result,
especially such an anomalous and important result, in a single system, will always be
less than completely satisfying. Just as experiments over a large range of energy scales
is required for to provide constraints and cross checks from different perspectives and
uncover important clues, another, more precise, atomic experiment is required.
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1.6 IonPNC
An experiment on a single ion is one possible next-generation project that could
address all of the current difficulties and provide this high precision. The Barium
IonPNC experiment will measure a light shift due to parity violation that is induced
when a particular combination of optical fields is applied, sec.3. This light shift splits
the ground state 6S1/2 Zeeman sublevels and this energy shift, or equivilantly the
ground state precession rate it implies is the measured parity violating observable,
fig.1.3.
1.6.1 Improved Systematics
The most readily apparent advantage to this technique is improved systematics. Stark
interference experiments use an atomic beam, optical rotation uses an oven of hot
vapor. Both are relatively complicated thermal distributions of atoms.
For example, with the high densities and temperatures in ovens, collisions and
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other interatomic interactions must be considered and accounted for. These can be
fiendishly difficult to understand, and exactly those effects are currently limiting the
experimental precision of the best optical rotation experiment.
For Stark interference measurements the wide spatial extent of the beam make
the uniformity of applied fields very important. Most of the work on systematics is
devoted to understanding and controlling the effects of stray and fringing or otherwise
nonuniform fields.
The ion parity experiment will use the now well developed techniques of the RF
electric quadrupole ion trap. This system, by comparison, is almost trivially sim-
ple. Ideally it is just a single isolated particle at rest in free space and this is the
fundamental reason for its systematic advantages. Of course, isolated and free is an
idealization, an ion trap is not a completely pure environment. The residual pertur-
bations turn out to be largely unimportant in this case but there are complications.
In particular, the stability and alignment of the applied optical and magnetic fields is
critical 4.4 and, as with any precision experiment, complete enumeration of possible
difficulties is elusive. The simple nature of a single ion system, and the small spatial
region over which fields must be carefully controlled make the analysis and control of
these kinds of systematic errors, if not quite trivial, at least far more tractable.
1.6.2 Sensitivity
This simple feature of a single ion which provides for such advantages in the analysis
of systematic errors might seem to, on the other hand, be detrimental, if not catas-
trophic, for sensitivity. Ovens and vapors are macroscopic collections of atoms and
signals are effectively a continuous incoherent average of individual trials for each of
some 1010 atoms. By comparison, one single ion is an enormous disadvantage. But the
same features that ease the systematics can be exploited to gain back the sensitivity.
The size of parity violating effect for any given atom will depend on the strength of
the applied fields, in all the cases at hand linearly. Generally a dipole matrix element,
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ΩD, is what is directly measured in the experiment. The size will be given by the
mixing ε, a dipole matrix element, 〈D〉 and the amplitude of an applied electric field,
E, as ΩD ∼ ε 〈D〉E. Then the size of the electric field controls the size of the effect.
Beams and ovens are big, requiring, for example, broad laser beams to fill all the
interaction region. In this way field strength is lowered and in the end limited by
practical constraints like available, or usable, laser power. A single ion is very small
and its orbit in the trap is constrained to regions less than 1µm. Low power lasers
can be focussed very tightly to easily give much higher fields strengths.
If a vapor/beam experiment is regarded as many simultaneous trials, the sensi-
tivity of these and this ion experiment can be discussed in terms of the number of
trials, NT . The precision with which the dipole amplitude can be measured, δΩD,
generally depends on some line width, Γ, and the number of trials, and possibly some
experimental efficiency factor 1/f as δΩD ∼ Γ/f
√
NT . The number of trials will be
given by the number of atoms, N , the total observation time, T , and the time it takes
to make a single trial, ∆t, as NT = NT/∆t, giving
δΩD ∼ Γ
f
√
N
√
∆t
T
This apparently favors small ∆t , but at some point as the trial time is further
decreased, the width, Γ, begins to increase. Ideally the linewidth will be determined
by some fundamental structural limit giving a finite coherence time τ so that Γ ∼ 1/τ ,
but it can also have a contribution from the strength of the interaction used to drive
the transition. As the trial time decreased the transition rate must increase so that
something observable happens during the trial time. This leads to a transition rate
contribution to the width of ∼ 1/∆t. When this becomes larger than 1/τ , δΩD begins
to increase again like 1/
√
∆t with smaller ∆t . Then the uncertainty is minimized for
simply, ∆t = τ ,
δΩD ∼ 1
f
√
NTτ
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and the precision is limited by the coherence time.
In vapors and beams this coherence time is shortened by collisions and transit
times to something less than 1ms. Ion traps are built in ultra-high vacuum systems
where pressures reach below 10−10 − 10−11 torr giving extremely low collision rates.
As a result in an ion trap,coherence times are limited only by the natural radiative
lifetime of the higher energy state used in the transition. For the states to be used
in the barium ion experiment this is a considerable longer 50-80s. Since the ion stays
in the same place as long as you care to watch it all of this lifetime is available for
observation and there are no transit times or similar limits.
The overall experimental efficiency,f , is largely dependent on the design of a par-
ticular experiment. Detection efficiency is a measure of how reliably you can tell that
something has happened, in this case the something will be a spin transition. Any
possible conventional method used to detect this would probably involve looking for a
photon emitted either directly by, or as a consequence of this transition. This kind of
system would yield very small detection efficiencies, less than about 1/1000 because
the photon might not come out in the direction you are looking, and even if it did
it might not be seen due to a less than ideal efficiency of a detector, such as with a
photo-multiplier tube of 10%. With ion traps, shelving is a common technique that
can be used to generate millions of photons corresponding to single transition from
another state. This kind of light is easy to detect and with variations of these shelving
techniques efficiencies in this experiment will approach 100%. A detailed analysis of
this experimental efficiency is considered in sec.6.4.6.
With these experimental conditions the signal to noise ratio is given by,
ΩD
δΩD
∼ ε 〈D〉Ef
√
NTτ
For the IonPNC experiment in particular, with ε 〈D〉E ∼ 1Hz, τ ∼ 100 this gives,
for T = 1day, with f ∼ 0.4, ΩD/δΩD ∼ 1000 : 1. This turns out to be comparable
to the sensitivity of optical rotation experiments, and larger than the sensitivity for
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Stark interference measurements, so that an experiment in a single ion should be at
least as sensitive as optical rotation. Current ion experiments already yield a S/N
of 100:1 for measurements of spin state energy differences. These current results are
limited by a large linewidth from sources of magnetic field noise, but the results are
completely consistent with this statistical analysis so that this expected S/N for a
parity measurement should be realizable with improved technical performance.
1.7 Barium
Besides the general advantages of the ion trap, barium in particular has a number of
advantages as the subject of an atomic parity violation experiment. Most importantly,
barium is a heavy atom. For an atom with atomic number Z, the amount of mixing
of parity eigenstates is increased by Z3 over the earlier first estimate of the natural
size of the effect. The mixing would be hopelessly small without this enhancement
and so the use of a heavy atom is important. Barium follows cesium in the periodic
table and so has a slightly larger amount of mixing, of similar order compared to any
other current atomic PNC experiment.
1.7.1 Atomic Structure
Barium is also very like cesium in electronic structure. Singly ionized, barium has a
single valence electron outside a tightly bound, 56 electron core. This is identical to
the valence configuration of cesium, beyond that the only important difference is an
extra proton in the nucleus. This makes for relatively straightforward atomic theory
calculations by considering barium to be a single electron system in a coulomb field
modified by the charge distribution of the core electrons. The largest part of the
calculations are given by considering a static core, but for the precision required for
these experiment single, low-level excitations of the core must be included.
Partly for these reasons, the calculations required to connect an atomic parity
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violation experiment to Standard Model predictions are currently most accurate for
cesium. The same techniques can be used for barium and the results should be at
least as accurate.
Similarly, radium may be a good choice for future ion parity experiments. It is
directly below barium in the periodic table and so has the same more easily calculated
electronic structure. It also has a parity violating mixing of atomic states 50 times
larger than barium which would yield tremendous improvements in sensitivity. An
important practical difficulty is that radium has no stable isotopes, though the longest
do last a few days which is plenty long enough to make a parity measurement in this
system possible. But for now the associated technical problems largely prevent radium
from being the ideal first choice for an ion experiment.
1.7.2 Nuclear Structure and Isotope Comparisons
These precise parity calculations also require detailed knowledge of nuclear properties.
Barium also happens to make this task easier. For theory, the hyperfine structure
and splitting in isotopes with nonzero nuclear spin make them more difficult to trap
and cool. The simplest ion traps will only trap those isotopes with even-even, spin
zero nuclei for which the relevant nuclear structure is simpler to calculate.
For quantities which must be determined experimentally, there is a miscellaneous
collection of properties that make Barium nuclei good subjects for study. For ex-
ample, one important bit of knowledge is the nuclear neutron matter distribution.
To determine this more precisely at smaller length scales, higher energy probes are
needed. In barium these higher energies can be used and still analyzed as much sim-
pler elastic collisions since the excited states turn out to be widely separated from
the ground state so that they are not excited even at these energies and as a result
don’t contribute to the scattering process.
Finally, with atomic PNC experiments there has always been the desire to do
isotope comparisons. In calculating the parity violating mixing of states, atomic and
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nuclear contributions can be, approximately, factored into an atomic piece that is
isotope independent and a nuclear piece that is isotope dependent [Fortson96]. Then,
an experiment on many different isotopes can be used to eliminate, or at least reduce,
the results dependence on precise atomic structure calculations. The cost is the
resulting need for even more precise experimental results and more accurately known
nuclear properties. But as the atomic calculations are currently the most difficult
to do, and the largest sources of uncertainties in interpreting consequences for the
Standard Model, they maybe continue to be the primary difficult in the future and
the trade for a possibly easier nuclear structure problem could prove worthwhile.
The barium ion parity experiment is the first in which this kind of comparison
would be a practical and promising prospect, in fact is it almost trivial. Different iso-
topes can easily be loaded, and identified by the ~100MHz scale shifts of their cooling
transitions. They already appear regularly during the standard loading procedure, so
far at least three different isotopes have been seen. For more systematic future work,
specific isotopes can be selected for by adjusting various loading parameters.
The accuracy of this method is improved by studying widely separated isotopes,
those having very different numbers of nuclei. Barium has many stable isotopes, those
with spin zero nuclei that are most easily trapped range from Ba138 to Ba146 giving
a very wide range of ∆N = 10. This can even be improved to ∆N = 14 by included
those unstable isotopes with lifetimes of a few days that could reasonably though to
be used for an experiment. Such a project could be good practice for some future
experiment with radium for which, as mentioned, there are no stable isotopes.
1.7.3 Practical Advantages
Barium is a relatively easy ion to trap and as a result is a popular choice for trap
studies, in fact it was the first single ion to be trapped. The same practical reasons
for this choice still apply and the continued study has made trapping parameters and
procedures well established.
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Many properties such as energies, lifetimes, isotope shifts and branching ratios,
and important effects such as those due to micromotion, magnetic fields and laser
polarizations are well known. The frequencies of cooling transitions are visible, where
lasers are easily available, and stabilization and locking techniques are abundant and
reliable. Sources for neutral barium to ionize and trap exist and ovens and beam
methods have already been well developed. Trapping frequencies and voltages are
well known and accessible with simple equipment.
None of these pieces make study of a different ion impossible, or even impractical.
If barium wasn’t already a good choice for the experiment these practical advantages
wouldn’t make it one. Instead all serve to minimize initial practical difficulties and
allow for a quicker route to new areas of interest.
1.8 Experiment, Overview, Outline
The primary purpose of this phase of the IonPNC project was to develop the spin
state manipulation and detection techniques needed to do an experiment of this kind
and determine, and optimize their sensitivity and stability. Effectively determining
precisely how such a measurement will be done in practice and how well it can be
expected to work. A large part of that, as is the case with any precision measurement,
is analyzing systematics, and effort and attention was equally divided between this
sort of theoretical analysis and experiment construction and operation.
The following chapters provide a comprehensive summary of the results of these
studies and much of the extensive background required to understand their motiva-
tion, development and analysis. Here also is an attempt to provide a general under-
standing of parity violation, and parity violating experiments in general by providing
detailed derivations and discussions of the observable consequences of parity viola-
tion in atoms starting from the parity violation explicitly wired into The Standard
Model. There is a frustratingly large amount of folklore in this field, as there is in
22
any other, details that are commonly known to be true but no-one knows why, or who
first noticed it was true. In addition there is extensive recursive referencing such that
it is difficult to build the broad background required to fully understand the develop-
ments made and the difficulties met in this field and the origin of that understanding
is spread among dozens of obscure sources. Here is an attempt to consolidate these
results and reduce the recursion depth.
This document fails, however, to be a completely self contained tutorial on parity
violation due to size , time and ability constraints. Generally, for results immediately
relevant to the experiment are developed in full detail, but for background tropics
there are just enough details provided to connect results to familiar result from ad-
vanced quantum mechanics, field theory and many-body physics. What is missing
is the final details required to connect background results to elementary quantum
mechanics and particle theory. These details are largely contained in the separately
published IonPNC Operators Manual,[Schacht00]. In addition, only the results that
are fundamentally new, or those immediately required for the same new results, are
presented here. There are a great many peripheral details, including RF Impedance
Matching, Optical Resonating Cavities, Frequency Doubling, Dirac Coulomb Wave-
functions, Many-Body Corrections, Multipole transitions, Alkali like wavefunctions
and matrix elements, two state systems and resonance and analysis of other old and
new methods for studying parity violation. Some result are necessary for understand-
ing the operation of this particular apparatus, or understanding the many corrections
to the conventional analysis, but all are existing and well-known. These details are
similarly contained in [Schacht00].
A final omission that must be mentioned is a colloquial discussion of chiral symme-
try and parity violation. Understanding the structure and origin of parity violation is
not the primary purpose of this project. Instead parity is used as a tool to provide a
sensitive probe for the existence of possible new physics. But, the idea of parity viola-
tion is interesting enough for its own sake that it deserves some attention. Similarly,
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to help understand both the parity violating signal and the associated systematic
problems of these experiments, it is productive to start to build a more intuitive
understanding of this chiral symmetry and the consequences of its conservation or
violation in some detail. This includes an elementary discussion of the discrete par-
ity transformation and the ideal of scalars and pseudo-scalars and vectors and axial
vectors. For background of this sort, The Ambidextrous Universe by Martin Gardner
is highly recommended, as well as The Feynman lectures for certain details of the
physical consequences of parity violation.
The most glaring omissions and corrections will be included in a revised version
of this thesis available at the IonPNC web site along with the expanded IonPNC
Operators Manuals. These are accessible from the links at the University of Wash-
ington Physics, Atomic Physics web site, www.phys.washington.edu/groups/atomic/.
Currently this groups site is located at www.phys.washington.edu/~fortson. Check
there for updated and corrected versions rather than relying on the accuracy of the
archived microfilm version.
24
Chapter 2
ATOMIC PARITY VIOLATION AND THE STANDARD
MODEL
The easiest effect to understand of parity violation in atoms, and so far the only
one really exploited or carefully studied, is the mixing of opposite parity eigenstates
by the tree level exchange of a Z0 between a valence electron and the nucleus. On
the atomic side, the general structure of this contribution is easily understood with
simple perturbation theory, the nonrelativistic Schrodinger equation and a point-
like nucleus. For calculations of any accuracy at least some rudimentary relativistic
effects and the finite nuclear size must be included, and for precision the full Dirac
equation, collective effects of the core electrons and accurate nuclear matter and
charge distributions must be included. These improvements will be introduced and
outlined but not extensively pursued. There are, for present purposes, a practical
difficulty as they provide no insight into new physics. In contrast, the exchange of a
single Z0 at tree level remains a good approximation to a few percent, but corrections
to this will be discussed in considerable details as it is these corrections that contain
the desired information about physics beyond the Standard Model. Treating these
possibilities carefully provides insight into what kinds of new effects atomic PNC is
sensitive to and how they would appear in an experiment.
2.1 Tree Level Overview
A matrix element between arbitrary electronic and nuclear states can be written
as a series of Feynman diagrams. The largest contributions are from the tree level
25
q
qe−
e−
p’
p
k’
k
q
Z
0
Figure 2.1: Tree level exchange of a Z0
exchange of a single particle, which correspond to a classical interaction of fields, fig.
2.1.
2.1.1 Single Particle Interactions
The interaction is simplest when the particle states are plane waves, the matrix el-
ement is given immediately by the Feynman rules. For an electron interacting with
another point-like fermion, such as a quark, M = jµe (p′, p)Dµν(p′, p, k′, k)jνq (k′, k).
The currents are given by jµ = gu¯(p′)Γµu(p) with Γµ = (cV γµ − cAγµγ5)/2 and g
the appropriate coupling constant, u¯ = u†γ0. The propagator is given by Dµν =
−igµν/(−q2 +m2 + iε) with q = p′ − p = k − k′.
For Weak currents, for the exchange of a Z0, m = mZ . The axial coefficient in the
vertex is given by the SU(2) isospin charge cA = T
3. The vector coefficient includes
a contribution from the U(1) (E+M) charge appearing from the Higgs mechanism
used to break the local gauge symmetry, cV = T
3 − 2Qx¯, with x¯ given by the weak
mixing angle x¯ = sin2θW and the coupling constant is g/cosθW , where it turns out
that g = e/sinθW . Also take sW = sinθW , cW = cosθW .
For atomic wavefunctions the matrix element is best calculated in a spatial ba-
sis.The plane wave solutions provide a momentum space basis which can be integrated
26
to get the desired form,
M =
∫
d3r′d3rjµe (~r
′)Dµν(~r′ − ~r)jνq (~r)
jµ(~r) = ψ¯f (~r)Γ
µψi(~r)
In this basis the propagator is simply a Yukawa field, which for a point particle
with unit charge is Dµν(~r) = V (r) =
1
4π
e−mZr
r
. The electron wavefunctions vary on
length scales of a few Angstroms. In contrast the Yukawa field dies away quickly on
length scales of a few thousandths of a fermi, c/h¯mZ ∼ 0.002fm so on atomic length
scales the potential is effectively a delta function interaction. Fixing the spatial
normalization,
∫
d3rV (r) = 1/m2Z , gives the overall amplitude,
1
4π
e−mZr
r
→ 1
m2Z
δ3(~r)
The matrix element is then given by a single integral,
MW = g
2
m2ZcW
∫
d3rjµe (~r)jqµ(~r)
This is equivilant to the limit q2 << m2Z in the momentum basis and accurate to
o(q2/m2Z) ∼ 10−20. Errors from this approximation are completely negligible for
calculations accurate to 0.1%.
Low energy effects are conventionally written in terms of the Fermi coupling con-
stant GF where GF/
√
2 = g2/8m2W with m
2
ZcW = m
2
W . However for comparison with
other theories and extensions to the standard model it is useful to use the actual ver-
tex factors so these coefficients will be retained explicitly. It will also be convenient
to consider and refer to the vector and axial, parity conserving and parity violating
components of the current independently as
jµV (~r) = ψ¯f (~r) (cV γ
µ)ψi(~r)
jµA(~r) = ψ¯f (~r) (cAγ
µγ5)ψi(~r)
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where again
cA = T
3
cV = T
3 − 2Qx¯
2.1.2 Scalar and Pseudoscalar Pieces
Each Γµ contains a vector, cV γ
µ, a term whose time component is invariants under
a parity transformation, a scalar, and whose spatial components change sign, a vec-
tor, and axial, cAγ
µγ5 contribution, whose time component is a pseudo-scalar, which
changes sign under parity, and an axial vector which doesn’t. The diagonal product
of either term gives a scalar, an effect invariant under a parity transformation. These
will gives effects having a structure identical to electromagnetic processes, a single
photon exchange, and so will likely be invisible in comparison as it is heavily sup-
pressed by the mass of the exchanged Z0 as discussed in Sec.1. The cross terms give
pseudo-scalars, terms that change sign under parity, which give effects that violate
parity and will be the interesting terms to consider,
MPV = − g
2
M2ZcW
∫
d3r (jµeA(~r)jqV µ(~r) + j
µ
eV (~r)jqAµ(~r))
2.1.3 Atomic Matrix Elements
Electron-Nucleon Interactions
This gives transition matrix elements for single particles, but in an atom an electron
interacts with a nucleus which is a composite collection of quarks. The conventional
picture of the nucleus is that the quarks are bound into nucleons, with characteristic
sizes given by ΛQCD, and the nucleons are in turn bound to make the nucleus. For
atomic electrons energies are far too low to resolve any of the quark structure of the
nuclei, so the quark currents jµq , can immediately be replaced by nucleon currents
jµn , given by the coherent sum of the component quark currents. In the end this just
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results in a jµ of the same structure with axial and vector coefficients given by the
sum of the quark coefficients. Since these coefficients are written in terms of T 3 and
Q, and a nucleon’s quark content is chosen to get the right T 3 and Q for the nucleon,
giving cpA = 1/2, cpV = 1/2 − 2x¯, cnA = cnV = −1/2. The result still looks like a
current for a pointlike particle and none of the composite quark structure appears.
Electron-Nucleus Interactions
The same is less precisely true for the nucleon as a whole. In most of the atom, the
electron wavefunction changes appreciably on scales of about an angstrom, which is
far longer than the fermi sized length scales of the nucleus,so here a nucleus could be
considered approximately as a pointlike particle with the appropriate T 3 and Q, giving
cNA = (Nn−Np)/2 = (N −Z)/2, cNV = (Z−N)/2−2Zx¯ = −(1/2)(N −Z(1−4x¯)).
These can then be identified as the axial and vector weak charge of the nucleus.
But near an atoms own nucleus, the wavefunction can change very quickly, for a
Dirac electron in a Coulomb field the wavefunction actually diverges at the origin,
so that some details of the nuclear structure may be resolved. It turns out that
ψ′e(1fm)/ψe(1fm) ∼ 0.01fm so that nuclear structure details begin to contribute at
around the few percent level.
This complicates matters considerably as a nuclear state is generally a complicated
multi-particle wavefunction. But for nuclei in particular, the wavefunction can be
understood well in terms of a product of independent particle wavefunctions for a well
chosen central potential and the end result is that total current becomes just a sum
of the currents of all the nucleons, n, as given by their single particle wavefunctions
so that effectively the nuclear current is given by,
jµN (~r) =
∑
n
ψ¯nf (~r)Γ
µψni(~r)
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Multiparticle Electron States
Similarly, an atom usually consists of many electrons and an arbitrary state is a
multiparticle wavefunction. But for alkali atoms, and alkali-like ions such as Ba+, the
system is effectively a single electron bound to a nucleus plus a charge the distribution
generated by the remaining core electrons, which can in term be described, as with
nuclei, by a product of single particle wavefunctions for this core potential. Different
atomic states consist of a changing single particle state for the valence electron and a
fixed core and the current is a sum over the currents of the single particle states, as
with the nucleus.
jµe (~r) =
∑
n
ψ¯enf(~r)Γ
µψeni(~r)
Notice that these collective currents contain only contributions from changing one
single-particle state, for the electron it is always the valence electron state. This is a
result of using considering only a single interaction, a single exchange. It is possible
that a core electron could be excited to the new state by the Z0 exchange and the
valence electron the drop down to replace that core electron. This gives the same
final state and so contributes to the total transition amplitude. These processes are
slower, the largest effect would be an electro-magnetic decay of the valence electron
which is smaller than the single valence electron excitation process by α. But this
is a contribution above the desired 0.1% level so precision calculations must include
them.
This is the beginning of the complicated atomic theory required for these compu-
tations. As mentioned already, these corrections will not be pursued in detail here
so this is also where the results presented here will cease to be rigorously accurate
and are pursued instead to illustrate the general structure of the effects of the parity
violating components of the Weak interaction.
The same corrections would apply to the nuclear currents as well though generally
the nuclear state is unchanged between different atomic energy levels except for a
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change of spin. The spin wavefunctions are more easily dealt with, though for Barium
this is irrelevant as its nucleus is spin zero though again that is only true collectively
and when including corrections for the non-trivial spatial structure of the nucleus this
term may appear again.
2.1.4 Currents and Dirac Matrix Elements
Computing these matrix elements precisely then requires detailed knowledge of the
multiparticle wavefunctions, and an even an accurate estimate requires a good set of
single-particle wavefunctions for a reasonable effective potential. Their general struc-
ture, however, can be understood from a simple expansion of the Dirac wavefunctions
in terms of two component spinors.
Scalar Component
j0V is a scalar and can be calculated immediately,
j0V =
∑
n
ψ¯nfcV γ
0ψni
=
∑
n
cV niψ
†
nf
(
γ0
)2
ψni
=
∑
n
cV niψ
†
nfψni
When the initial and final wavefunctions are the same this simplifies further. For
example, as discussed above, in general only the spin wavefunctions of a nucleon will
change between atomic energy levels so that, in particular the spatial wavefunctions
will stay the same. Then ψ†ψ 6= 0 requires that the spin wavefunctions also remain
unchanged and as a result only identical initial and final nuclear state contribute
to this term which can then be written in terms of the proton and neutron charge
densities,
j0NV (~r) =
∑
n(ucleon)
cV nψ
†
n(~r)ψn(~r)
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=
∑
n
cV nρn(~r)
=
∑
n(eutron)
cV nρn(~r) +
∑
p
cV pρp(~r)
= NncV nρn(~r) +NpcV pρp(~r)
= N(−1
2
)ρn(~r) + Z(
1
2
− 2x¯)ρp(~r)
= −1
2
(Nρn(~r)− Z(1− 4x¯)ρp(~r))
If the proton and neutron matter distributions are exactly this same this is further
simplified to
j0NV (~r) = QWρ(~r)
QW ≡ cNV = −1
2
(N − Z(1− 4x¯))
For Barium, with N = 82, Z = 56 this gives,
QW ≈ −78
There is a similar term for the electron, where appropriate which includes instead
the weak charge of the electron, ceV = 1/2 + 2x¯, times the electron charge density
ρe. Such a term appears only in hight order corrections to the result being developed
here.
2.1.5 Pseudoscalar, Vector and Axial Vector Components
The remaining currents can then be calculated using the appropriate dirac wavefunc-
tions which solve,
(γµp
µ + V (r))ψ = 0
The general behavior of the matrix elements by looking at the equations for the
two dimensional spinor components of the full four dimensional wavefunction,
ψ(~r) =

 χ+(~r)
χ−(~r)


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Now, for explicit calculations a particular representation for the dirac matrices must
be chosen, use,
γ0 =

 1 0
0 −1

 ~γ =

 0 ~σ
−~σ 0

 γ5 =

 0 1
1 0


Substituting these definitions into the Dirac equation gives,
(−e+m+ V (r))χ+ + (pjσj)χ− = 0
(e+m+ V (r))χ− + (pjσj)χ+ = 0
Which simply relates χ± by, in particular,
χ− = − pjσj
e +m+ V (r)
χ+ ≡ −~σ · ~Pχ+
where ~P is used for shorthand as
~P = ~p
e+m+ V (r)
This is complicated in practice if V (r) is not a simple scalar, but formally the relation
will appear the same as the inverse of the operator that appears as the denominator
should exist since energies will always be non-zero and in fact positive. Ignoring the
possible spin structure of the potential, elementary manipulation of the spin matrices
gives,
j0V = ψ¯fγ
0ψi = (1 + ~Pj · ~Pi)χ†fχi
j0A = ψ¯fγ
0γ5ψi = −χ†f ( ~Pj + ~Pi) · ~σχi
jiV = ψ¯fγ
iψi = −χ†f (Pf,i + Pi,i)χi
jiA = ψ¯fγ
iγ5ψi = χ
†
fσi(1− ~Pj · ~Pi)
+ (Pf,i( ~Pi · ~σ) + Pi,i( ~Pf · ~σ))χi
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The matrix elements are seen now in terms of the spin and momentum matrix
elements in the more familiar basis of two component spinors.
For this problem it will turn out that much of the motion can be considered to
be approximately non-relativistic. In this case the matrix element simplify further.
Here P2 ∼ (p/m)2 << 1 so that the lower spinor component of the dirac spinor is
much smaller than the upper component which then leads in the usual way to the
Non-relativistic wavefunction and the Schrodinger Equations. Rather than start over
to get the matrix elements, however, simply take the non-relativistic limits of these
Dirac matrix elements with P << 1 and ~P ≈ ~p/m,
j0V = ψ¯γ
0ψ ≈ χ†+fχ+i
j0A = ψ¯γ
0γ5ψ ≈ −(1/mf + 1/mi)χ†+f(~p · ~σ)χ+i
jiV = ψ¯γ
iψ ≈ −(1/mf + 1/mi)χ†+fpiχ+i
jiA = ψ¯γ5γ
iψ ≈ χ†+fσiχ+i
2.1.6 Non-Relativistic Nuclei
The currents that give the matrix elements contain momentum dependent and mo-
mentum independent terms. The momentum dependent terms are generally smaller
by a factor v/c or p/E. The nucleus, in particular, is approximately fixed. For hy-
drogen the electron-nucleus mass ratio is already very small me/mN < 1/2000 and
for heavy atoms such as Barium with N = 136 the ratio is less than 10−5. As a result
the nucleus, though not precisely stationary, is certainly moving non-relativistically
and its collective motion can be neglected to a part in 105.
However, even a fixed nucleus ultimately consists of a confined bag of free nucleons,
and then quarks, which could be moving, in principle, arbitrarily quickly. It turns
out, however, that the nucleon motion is non-relativistic, though not precisely so,
vn/c ∼ 0.1. This is a relatively large contribution but it is partially masked by the
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collective motion of all the nuclei. As mentioned above, electron energies generally
aren’t sensitive to sub-nuclear structure and so any momentum-dependent pieces tend
to average to zero. The electron matrix elements are partly sensitive to these details at
the few percent level and the combination results in partial sensitivity to the motion
of the nucleons at about the 0.1% level.
This is starting to become important, and again a precision calculation will then
have to consider them more carefully, but here they will be neglected as the approxi-
mation simplifies the matrix elements considerably. Neglecting these term yields, for
the nuclear currents,
jµNV ∝ (1,~0)
jµNA ∝ (0, ~s)
so that when combined with the electron currents the spatial components in the term
involving the axial electron current, and the time component in the term with the
vector electron current can be neglected giving,
MPV = g
2
m2ZcW
∫
d3r
(
j0eAjNV 0 − jieV jNAi
)
≈ g
2
m2ZcW
∫
d3r
((
ψ†eγ5ψe
) (
χ†NfχNi
)
−
(
ψ†eγ5ψe
) (
χ†Nf~σχNi
))
Again, in the case when the initial and final nucleon wavefunctions are the same the
nucleon wavefunctions simplify to,
χ†NχN = QWρN
χ†N~σχN = ~sN/2
Note that the former, QW term, grows with the size of the nucleus, roughly as Z, the
vector contributions of each nucleon to the current add coherently, while the latter
term depends on the total spin of the nucleus which is generally much smaller than
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Z since nuclear pairing favors nucleons pairs of nucleons with opposite spins and the
resulting total nuclear spin tends to be relatively very small. In this way the nuclear
spin dependent term is much smaller then the spin independent term, and of course,
for spin zero nuclei, such as with Barium, it gives zero.
2.1.7 Non-relativistic Electrons
These two component wavefunctions are more familiar and easier to deal with. For
the nucleus they tend to be a good approximation but it is far less accurate for the
electrons as it turns out that the electrons become significantly relativistic near the
nucleus, which is only apparent when studying the detailed solutions to the dirac
equation. Unlike the omissions consider so far, which amount to corrections of a few
percent, this modification changes the result by a factor of 2-5. Still the structure is
unchanged, and even this non-relativistic case will not be evaluated precisely, so for
this survey consider,
|0⌉A ≈ χ†ef(~σ · ~p)χei
A simple single particle solution to the Dirac Equation for a Coulomb potential plus
the electron charge distribution and a finite nuclear size provides a reasonable accurate
result.
2.2 Parity Mixing
With the nuclear spin dependent term generally smaller than the remaining spin
independent term, the largest effect comes from the j0eAjNV 0,
MPV = QW g
2
m2ZcW
∫
d3r
(
χ†ef(~σ · ~p)χeiρ
)
The parity violating nature of this term is more apparent here in a familiar form. ~p
is a vector and ~σ is an axial vector so that the dot product is a pseudo-scalar. It
changes sign with a parity transformation, ~p changes sign and ~σ doesn’t. So that in
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a left-handed coordinate system an minus sign would have to be included and the
form of the equation is not independent of the handedness of the coordinate system.
The handedness implicitly defined by this term gives the observable parity violating
processes.
2.2.1 Total Spin
Consider an arbitrary pair of initial and final states, |ni, li, ji, mi〉 and |nf , lf , jf , mf 〉.
~σ · ~∇ is a (pseudo)scalar, that is it is invariant under rotation and so commutes with
the total angular momentum operators ji. As a result, it does not change j or m and
so the initial and final total angular momentum must be the same.
2.2.2 Point Nucleus
Further progress now requires details of the nuclear charge distribution and the elec-
tron wavefunctions. As discussed above, corrections from the sensitivity of the valence
electron to nuclear structure is small, around 1%, so the general structure can be ob-
tained by considering the nucleus to be uniformly distributed, and even more simply,
since it is so small relative to atomic dimensions, as a point-like delta function distri-
bution. This results in the matrix element being given by,
MPV = QW g
2
m2ZcW
2
me
(
χ†ef(0)(~σ · ~p)χei(0)
)
The value of the wavefunctions at the origin determine the matrix element. Again,
to compute this accurately the full solution to the dirac equation must be used, but
again, the general structure can be studied with the much simpler non-relativistic
schrodinger equation,
(
p2
2m
+ V (r))χ = Eχ
This limit also makes the approximation of a point-like nucleus much better as well
but turns out to be poor overall as the solutions to the schrodinger and dirac equations
differ considerably near the nucleus.
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2.2.3 Angular Momentum
The behavior of the wavefunctions at the origin is particularly easy to understand
for the schrodinger equation. For a spherically symmetric spin independent poten-
tial, the wavefunction factors the wavefunction into a radial part Rjl(r), an angular
part given by a spherical harmonic Y lm, and a spin χm. For any potential satisfying
limr→0 r2V (r) = 0 the small r dependence of the solutions are given by R(r) ∝ rl.
The matrix element requires a gradient of χi, so is proportional to,
M ∝ Rf(r)~∇(Ri(r)Y lim)|r=0
∝ rlf (rli−1Y lim + rli ~∇Y lim)|r=0
At r = 0 this is non-zero only for lf = 0 as this gives r
lf = 1 independent of r, while
l 6= 0 gives rl = 0 at r = 0. In the second factor the first term requires li = 1 for
the same reasons, while the second term is non-zero for li = 0 and ~∇Y li0 6= 0. But
an l = 0, S, wavefunction is spherically symmetric and has zero gradient so only the
first term can contribute. The net result is that this term is non-zero only for lf = 0
and li = 1, it only couples S and P states, and again only those having the same j.
With ~p = −i~∇, the non-zero matrix elements are then given by,
MPV = iQW g
2
m2ZcW
2
me
χ†eS(~σ · ~∇)χeP
2.2.4 Size
The overall size of this mixing matrix elements is easy to determine. GF =
√
2g2/8cWm
2
Z ≈
1.2×10−5(GeV )−2 , and QW = N−Z(1−4x¯) ≈ Z/2. The χ must have dimensions of
length−3/2 so that a three dimensional spatial integral gives a unitless normalization.
The derivative gives another factor of length in the denominator, χ†eS(~σ·~∇)χeP ∼ 1/l4.
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Z3 dependence
For the hydrogen atom length scales are around an angstrom, for a simple electron
bound to a nucleus with charge Z the lengths scales are reduced linearly by Z. So
apparently χ†eS(~σ · ~∇)χeP ∼ Z4/l4. But for a many electron atom the increase is not
that extreme. It turns out that the extra charge results in the electron being more
likely to be found near the nucleus, and in particular at the origin, by a single factor
of Z, since far from the nucleus most the of nuclear charge is shielded by the core
electrons, but the momentum near the nuclear is still increased by Z, χ†eS(~σ · ~∇)χeP ∼
Z2/l4. With me = 0.511keV , This yields the estimate,
,
MPV ≈ −iZ
√
2
8
1.2× 10−5 1
GeV 2
1
511eV
Z2
angstrom4
In these units 1/angstrom ∼ 1971eV giving
MPV ≈ −iZ36.3× 10−17eV
This gives the typical size of the mixing and some insight into its dependence on the
charge of the nucleus.
Mixing in Barium
For Barium with Z = 56 this gives,
MPV ≈ −i1.1 × 10−11eV
This is exactly the right order of magnitude. Again an accurate calculation requires
at least Dirac wavefunctions and a finite nuclear size.
2.2.5 Phase
Besides the overall size, this explicit calculation results in a purely imaginary matrix
element. This turns out to be a general result and can be understood in terms of the
parity and time-reversal symmetry of the ~σ · ~p operator.
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Consider any operator H with well defined symmetry properties under parity and
time reversal,
T †HT = ηTH
P †HP = ηPH
These properties can be used about H matrix elements of H between states particular
kinds of states,
〈f |H |i〉
For parity eigenstates, matrix elements are easily shown to satisfy a simple selec-
tion rule,
〈f |H |i〉 = ηP 〈f |P †HP |i〉 = ηPηfηi 〈f |H |i〉
This is the basis of the usual selection rules. If the product of all the parity quantum
numbers is negative, this matrix element must be zero. If H is P odd the initial and
final states must have opposite parity to give a nonzero matrix element, similarly H
P even only couples states of the same parity.
A similar transformation using time reversal leads to a relation of this matrix ele-
ment to a corresponding matrix element between time reversed states. Time reversal
is weird, eventually you can show, Sakuri 4.4.42[SakuraiQM],
〈f |H |i〉 = ηT
〈
f¯
∣∣∣H |¯i〉∗
Where |α¯〉 are the time reversed states, and for angular momentum states,
T |lm〉 = (−1)m |l,−m〉
The time reversal flips the spin of the state. This can be flipped back with a rotation
about an axis perpendicular to zˆ. For example, as shown in 3.3.2,
eiπJy |l,−m〉 = (−1)l+m |l, m〉
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This gives
T |lm〉 = (−1)leiπJy |l, m〉
where (−1)l also happens to be the parity, η, of the state. The time reversed matrix
element then becomes
〈f |H |i〉 = ηT
〈
f¯
∣∣∣H |¯i〉∗
= ηTηiηf 〈f | e−iπJyHeiπJy |i〉∗
If the hamiltonian is also rotationally invariant, as it must be if these angular
momentum states are actually eigenstates, the rotation operators leave H invariant
and yield,
〈f |H |i〉 = ηTηiηf 〈f |H |i〉∗
The previously derived parity selection rules show that the matrix element is zero
unless ηPηiηf = 1 or ηiηf = ηP and the matrix element relation can be written more
compactly,
〈f |H |i〉 = ηTηP 〈f |H |i〉∗
Then, if the product of symmetry quantum numbers is odd, the matrix element must
be imaginary, and if the product is even, the matrix element must be real.
PTeven ⇒ 〈f |H |i〉 = real
PTodd ⇒ 〈f |H |i〉 = imaginary
~σ · ~p is P odd, as already observed, and, since both vectors change sign with time-
reversal, T even, any non-zero matrix elements must be purely imaginary, as already
seen explicitly in one case. This phase has important consequences for the resulting
observables and so will generally be written explicitly for emphasis.
2.2.6 Perturbation Theory
In the end the result is simply a mixing of S and P states. The effects of this on the
atom are simply understood with first order perturbation theory. In the usual way,
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separate the full hamiltonian into a piece that is easy, which in this case will be taken
to include just electromagnetic interactions, HEM , and a piece that is small, here
Weak, or possible new non Standard Model interactions, HW or HNEW . The basis
for expanding solutions to the full hamiltonian is then the usual atomic states and to
first order in the interaction the wavefunctions become,
|i〉 = |i〉0 +∑
i=f
|f〉0 〈f |HI | i〉
0
E0f − E0i
+ o
(
H2I
∆E2
)
As just shown the interaction couples S and P states with the same j giving, in
particular,
|nSj〉 = |nSj〉0 +
∑
n′
|n′Pj〉0 〈n
′Pj |HI |nSj〉0
E0n′Pj − E0nSj
Write the matrix element coefficients in terms of
iεnn′ = 〈n′Pj |HI |nSj〉0 /(E0n′Pj −E0nSj )
Since the matrix element is purely imaginary, ε is real. This gives,
|nSj〉 = |nSj〉0 + iεnn′ |n′Pj〉0
P states are similarly modified,
|nPj〉 = |nPj〉0 + iεn′n |n′Sj〉0
Energy separations in atoms are of order eV , independent of Z since much of the
wavefunction is outside the nucleus where most of the nuclear charge is shielded,
though it of course depends on the ionization. With this observations the general size
of the mixing can be determined,
ε ≈ Z36.3× 10−17
where again for Barium with Z = 56,
ε ≈ 10−11
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2.3 Corrections and Additional Effects
This component of the tree level exchange account for all of the mixing to within a
few percent. This estimate of the size of the matrix element provides a good measure
of the order of magnitude of the mixing. Again, an accurate calculation of this term
requires a single particle wavefunction solution to the dirac equation with a finite
nuclear size. Precise calculations of the mixing require the nuclear spin dependent
terms where appropriate, and eventually the components of the current neglected in
the approximation of non-relativistic nucleons. Finally, the many-body effects from
the multiple electrons must be included in the initial and final electron states, as well
as the nucleon states when the initial and final nuclear states are not the same. Even
with these contributions only the tree level Z0 exchange has so far been included.
Equally important at this level of precision are other processes and Standard Model
radiative corrections to this tree level exchange.
2.3.1 Electron-Electron Interactions
A Z0 exchange takes place between any two fermions with a weak charge. The interac-
tion considered so far is that between the electrons and the nucleus, electron-electron
interactions can also be considered. This is included simply by contracting the Weak
electron currents
g2
m2ZcW
∫
d3rjµe (~r)jeµ(~r)
A similar consideration of the pseudo-scalar pieces of this term, and approximately
non-relativistic electrons gives the largest contribution as a term very similar to that
identified as the primary contribution to the electron-nucleus exchange,
g2
m2ZcW
QeW
∫
d3rjµeA(~r)ρe(r)
Here ρe =
∑
e ψ
†(r)ψ(r) is the core electron mass density, normalized to have unit
volume so the QeW includes all the information about the number of electrons, with
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Figure 2.2: General Z0 vertex corrections for electron or nucleon from Z0, γ or g loop.
Qe = ceA = T
3 − 2Qx¯ ≈ Z/2(1 + 4x¯). This ends up being small just due to atomic
structure.
2.3.2 Z0 Vertex Renormalization
The structure of either the electron or nucleon vertex is altered by vertex corrections,
figure2.2.
A photon in the vertex loop changes the structure of the vertex by o(α), just as
the electromagnetic vertex of an electron acquires an anomalous magnetic moment,
and both the vector and axial components of the Z0 vertex are adjusted slightly.
However, the analogous contribution for a gluon in a nucleon vertex on the axial term
is relatively very large. This effectively renormalized the axial charge of a nucleon,
which has so far appeared only in the nuclear spin dependent term of the tree level
exchange, and is included by modifying the weak coupling constant g to g →∼ 1.25g.
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Figure 2.3: γ axial vertex correction from Z0 loop.
2.3.3 γ Vertex Renormalization
An additional Z0 in the loop adds a contribution o(m
2
f/M
2
Z) where mf is the mass
of the fermion whose vertex is being modified. This is a small correction to the Z0
vertex, but it will also modify the γ vertex, figure 2.3. The modification to a nucleon’s
photon vertex is the largest since it has the largest mass. It effectively gives a small
axial component to the photon vertex,
Γµn,EM = Zeγ
µ → Zeγµ + o(m2n/M2Z)Zeγµγ5
Then a simple photon exchange between an electron and a nucleus contains a pseudo-
scalar term. In effect, the nucleus aquires a chiral electro-magnetic current distribu-
tion and the electron is no longer bound by a spherically symmetric potential and
the same kind of parity mixing occurs. This term involves the axial current of the
nucleon, which as pointed out previously is further suppressed by the spin of the nu-
cleus. In nuclei with non-zero spin this amounts to another ∼ 1% adjustment to the
atomic state parity mixing.
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Figure 2.4: Typical tree level contributions to Atomic Parity Violation from new
physics.
2.4 New Tree Level Physics
The parity violating effects considered so far are those due to Standard Model pro-
cesses, in particular, the largest effect is given by a single Z0 exchange between an
atomic electron and the nucleus. Possible extensions to the Standard Model also nat-
urally violate parity and these new processes can alter the size and structure of the
resulting atomic observables. New physics can be understood to mean new particles.
The effects of new physics can be studied by considering effects of the addition of
various kinds of new particles to the electron-nucleus interaction.
2.4.1 General New Tree Level Interactions
The most straight-forward effects to consider are those due to new tree-level ex-
changes, figure 2.4.
These examples include possible new particles that occur in extended models like
SO(10) or SU(5), [CollinsMartinSquires]. These include new Z ′0’s similar to the
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Standard Model Z0 and leptoquarks. Additional Z
′
0’s give contributions with identical
structure to the Standard Model Z0 exchange, which in the limit of a point nucleus
the largest contribution becomes,
MZ′ = −QZ′ g
2
Z′
4m2Z′
∫
d3r(ψ¯efΓ
µψei)(ψ¯NfΓµψNi)
→ −QZ′ g
2
Z′
4m2Z′
(ψ†ef(0)γ5ψei(0))
≈ −QZ′ g
2
Z′
4m2Z′
2
me
χ†fe(0)(~σ · ~p)χie(0)
The structure of an leptoquark exchange is a little strange since it changes quarks to
electrons, it would look something like,
MX = −QX g
2
X
4m2X
∫
d3r(ψ¯efΓ
µψNi)(ψ¯NfΓµψei)
This terms is generally a bit messy, even for a non-relativistic point nucleus there are
four pseudo-scalar terms involving matrix elements like,
χ†aχbχ
†
c (~σ · ~p)χd
χ†a~pχbχ
†
c~σχd
Other models like Technicolor and Supersymmetry, or contributions from one or more
Higgs don’t yet appear because they give no new tree level interactions. Technicolor
is intended to account for the Strong interaction so only affect nucleon interactions,
new vertices given by Supersymmetry always involve two new super-partners where
a tree level exchange is just one particle, and similarly Higgs vertices always involve
two Higgs particles. These latter possibilities then appear first only in loops, radiative
corrections.
The characteristic sizes of these terms can be used to estimate the sensitivity of a
measurement of ε or QW to particles with a certain range of masses. New interactions
give a contributions of order g2X/m
2
X to an effect of order g
2/m2Z . If the coupling
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constants are assumed to be about the same order of magnitude, this is a fractional
adjustment of order m2Z/m
2
X . For precisions of ∼ 0.1% this gives a mass sensitivity
of
mX ∼ mZ
√
103 ≈ 30 · 80GeV ≈ 2.5TeV
As discussed in Sec.1.4.3 at the Z0 pole this is generally a correction to a process of
order g2/mZΓZ . With a similar precision this gives sensitivities of
mX ∼
√
mZΓZ ≈
√
80 · 0.3GeV ≈ 500GeV
These estimates are made assuming the new coupling constants are about the
same as the Weak coupling constant g. For an arbitrary new interaction the cou-
pling constant could in principle be anything implying that even new particles with
smaller masses may not be detectable in this way because the coupling constant is
very small. But in consistent extensions to the Standard Model, and especially with
Grand Unified Theories there are rigid relations between new and old coupling con-
stants, in part because part of the point of a Grand Unified Theory is to reduce the
number of fundamental coupling constants. In general the coupling constants are of
the same order of magnitude with freedom for adjustment possible only be changing
the structure of the model. Specific predictions for sensitivity to new physics then
depends on the detailed structure of the model.
2.5 Radiative Corrections
New processes can also appear as corrections to the tree level Weak Z0 exchange
through radiative corrections. The possibilities for the addition of a single new particle
to the tree level diagram are shown in figure 2.5. These largest single-loop corrections
all be from new neutral current exchanges.
These are much more complicated to evaluate as they all involve loops which
require careful attention to renormalization details to interpret and generally change
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Figure 2.5: Typical radiative correction contributions to Atomic Parity Violation from
new physics.
the structure of the effects as well. However, it turns out that the largest of these
radiative corrections can be accounted for very compactly and result in effects with a
structure identical to that the effects already considered due to the Weak interaction,
and so can be included by adjusting the parameters of these Weak results. The is a
slightly specialized and streamlined version of the methods used in [PeskinTacheuchu].
2.5.1 Oblique Corrections
These modifications can can be divided into direct corrections which include vertex
corrections and box diagrams and mass renormalization, and oblique corrections, the
vacuum polarizations, which only modify the propagator of the exchanged particle.
For modifications to weak processes, the contributions from new heavy particles from
the direct corrections turns out to be smaller than those from the oblique corrections
by a factor m2f/m
2
Z′,where mf is the mass of the lightest fermion attached to the loop
and is in all cases very light relative to the likely ∼ 1TeV mass of a new Z ′0.
The oblique corrections also happen to be the easiest to consider and can be in-
cluded simply by modifying the propagator of all the Electro-Weak gauge bosons from
their bare, tree level formD0 to a full, renormalized D. With only this simple observa-
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tion, the general structure of the effects of the oblique corrections can be determined
without any further details regarding the form of the renormalized propagator. Any
Electro-Weak vertex will appear as
e
s
√
2
(jµ+W+ + j
µ
−W−) +
e
sc
(jµ3 − s2jµγ )Z + ejµγA
Matrix elements will be given by contractions of these current through an appropriate
propagator. Omitting explicit Lorentz indices, matrix elements are given by
M = e
2
2s2
j±DWW j∓
+ (
e
sc
)2(j3 − s2jγ)DZZ(j3 − s2jγ)
+
e2
sc
((j3 − s2jγ)DZγjγ + jγDγZ(j3 − s2jγ))
+ e2jγDγγjνt
To determine the modifications to neutral current interaction, adjustments to the
entire Weak sector must analyzed which then require considering affection on both
W and γ propagators as well. Note also the presence of the rather strange looking
DγZ which appears to propagate a particle that starts as a Z0 and ends as a photon,
and vice versa. No bare, tree level interaction gives this sort of mixing, D0γZ = 0
giving,
M = e
2
2s2
j±D0WW j∓
+ (
e
sc
)2(j3 − s2jγ)D0ZZ(j3 − s2jγ)
+ e2jγD
0
γγjγ
At tree level, at low energy, the unrenormalized propagator yields D0(0) = 1/m2,
giving the usual form of the low energy Electro-Weak effective Lagrangian. With the
g = e/s, and cmZ = mW ,
M = g
2
2m2W
(jµ±j∓µ + (j3 − x¯jγ)2) +
e2
q2
j2γ
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Figure 2.6: Z0 − γ mixing through loop.
As usual, if desired, g2/2m2W = 4GF/
√
2, x¯ = s2.
With higher order processes it becomes possible to change a γ into a Z0 in par-
ticular consider any fermion loop with a γ and a Z0 attached, fig.2.6. This gives the
first non-zero contribution to DγZ . Rather than appearing as an additional term this
can be included as a modification to the original form of the matrix element since
the Weak neutral current contribution already contains terms like j3jγ . The possible
non-trivial Lorentz structure of the propagators can make this rearrangement a little
tricky. This will be remedied with the detailed development of the structure of the
full propagator. Schematically the result will take the form,
M = e
2
2s2
j±DWW j±
+ (
e
sc
)2(j3 − jγ(s2 − sc(DZγ/DZZ)))DZZ(j3ν − (s2 − sc(DZγ/DZZ))jγ)
+ e2jγ(Dγγ − 2s
c
DZγ −DγZDZγ/DZZ)jγ
Already the net effect is becoming apparent. With
D0ZZ , D
0
WW → DZZ , DWW
s2 → s2 − scDZγ/DZZ
D0γγ → Dγγ − 2
s
c
DZγ −DγZDZγ/DZZ
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the effective interaction takes the same form as the original, tree level interaction with
renormalized coupling constants.
2.5.2 Full Propagators and Self Energies
The low energy limit of this result is not immediately apparent. In particular the
structure of DγZ is not yet known and the explicit form of the diagonal propagators
has not been determined. These require the detailed forms of the full propagators.
The oblique corrections are included in the propagator through a self energy Π.
At tree level,
D0µν =
gµν − qµqν/m2
−q2 +m2 ≡ (g
µν − qµqν/m2)D0
The momentum dependent term in the numerator doesn’t appear in the photon prop-
agator, and at low energies is negligible in the propagator of a massive particle, but
this Lorentz structure will not appear explicitly again so it is no extra work to retain
it for a more general result. With the addition of the oblique radiative corrections
the full propagator is given by
D0 → D = 1−q2 +m2 − Π(q2)
This form can include Standard Model corrections as well as contributions for possi-
ble new physics. Both these oblique Standard Model corrections and the previously
discussed direct corrections must eventually be included to precisely interpret any ex-
perimental result, but neither will be discussed explicitly here. The Standard Model
oblique corrections can be included implicitly in the self energies by separately con-
sidering contributions from existing Standard Model particles and new particles as
Π = ΠSM +ΠNEW .
For massive particles, at low energy this modified propagator becomes,
D(0) =
1
m2 − Π(0)
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For the photon, with m = 0, the Ward identity requires that Πγγ(0) = 0 so that, as
seen below, the photon remains massless.This turns out to yield Πγγ(q
2) ≡ q2Π′γγ(q2),
where Π′γγ(0) is finite, this gives a low energy limit for the photon propagator of,
Dγγ → 1
q2
1
1− Π′γγ(0)
Ordinarily, as in the case of the W±, the self energies are straight-forward to
calculate and are given as a sum of all 2- point irreducible diagrams with two external
W legs, call it Π¯WW . This is easily seen from the simple Dyson equation satisfied by
the W propagator,
DWW = D
0
WW +D
0
WW Π¯WWDWW
giving,
DWW =
D0WW
1−D0WW Π¯WW
=
1
(D0WW )
−1 − Π¯WW
and so ΠWW = Π¯WW .
For the Z0 and the γ this structure is complicated by the fact that a Π¯γZ can
change a photon to a Z0 while propagating so the full propagator for a Z0, for ex-
ample, contains terms like D0ZΠ¯ZγD
0
γΠ¯γZD
0
Z as well as the usual D
0
ZΠ¯ZZD
0
Z . These
contributions are a bit tricky to count correctly. Consider simply modifying the Dyson
equations with the addition of a likely extra term,
DZZ = D
0
ZZ +D
0
ZZΠ¯ZZDZZ +D
0
ZZΠ¯ZγD
0
γγΠ¯γZDZZ
and similarly for the γ. These give plausible recurrence relations that can be checked
by expanding them a few times.
To make these kind of calculations a bit tidier omit the explicit appearance of the
Π’s that glue the propagators together and write the Dyson equations as,
Z = Z0 + Z0Z + Z0γ0Z
γ = γ0 + γ0γ + γ0Z0γ
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Expanding the Z propagator in particular gives,
Z = Z0 + Z0(Z0 + Z0Z + Z0γ0Z) + Z0γ0(Z0 + Z0Z + Z0γ0Z)
= Z0 + Z0Z0 + Z0Z0Z + Z0Z0γ0Z + Z0γ0Z0 + Z0γ0Z0Z + Z0γ0Z0γ0Z
= · · ·
This gives the desired terms involving sequences of an arbitrary number of Z0 and
Z0γ0 terms, but leaves out any terms with repeated γ0’s which are surely a valid
contribution. This is partly remedied by replacing the middle, bare propagator in the
additional term of each Dyson equation with a full propagator,
Z = Z0 + Z0Z + Z0γZ
γ = γ0 + γ0γ + γ0Zγ
Expanding this as before it quickly becomes apparent that this set of equations
over-counts many contributions. For example, two iterations already gives the term
Z0γ0Z0γ0Z0.
The trouble in this case is that since the full γ propagator contains γ − Z mixing
that has already been included in the full Z propagator. All that is really needed is a γ
propagator with no additional mixing to a Z to generate the appropriate intermediate
γ propagators. To that end define a modified propagators, D¯, for the Z and γ that
don’t include mixing. These are easily defined in terms of the previous Π¯. The Dyson
equations the same as for the W ,
D¯ = D0 +D0Π¯D¯
giving usual,
D¯ =
1
(D0)−1 − Π¯
The Dyson equation for the full Z propagator, in particular, can then be written,
DZZ = D¯ZZ + D¯ZZΠ¯ZγD¯γγΠ¯γZDZZ
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A similar expansion of the recurrence gives,
Z = Z¯ + Z¯γ¯Z
= Z¯ + Z¯γ¯Z¯ + Z¯γ¯Z¯γ¯Z
= · · ·
as desired. The mixing now appears explicitly and the D¯’s in each term can then be
expanded to give the correct full series.
Solving for the full propagator,
DZZ =
1
D¯−1ZZ − Π¯ZγD¯γγΠ¯γZ
=
1
(D0ZZ)
−1 − Π¯ZZ − Π¯ZγD¯γγΠ¯γZ
≡ 1
(D0ZZ)
−1 − ΠZZ
This can also be seen from modifying the original candidate for the Dyson equation
using D¯γγ as it was originally motivated,
DZZ = D
0
ZZ +D
0
ZZΠ¯ZZDZZ +D
0
ZZΠ¯ZγD¯γγΠ¯γZDZZ
≡ D0ZZ +D0ZZΠZZDZZ
Either form gives the correct expression for the self energy,
ΠZZ = Π¯ZZ + Π¯γZD¯γγΠ¯γZ
with the analogous result for the photon. Substituting for D¯ gives
ΠZZ = Π¯ZZ +
Π¯2γZ
(D0γγ)
−1 − Π¯γγ = Π¯ZZ +
Π¯2γZ
q2 − Π¯γγ
Πγγ = Π¯γγ +
Π¯2γZ
(D0ZZ)
−1 − Π¯ZZ = Π¯γγ +
Π¯2γZ
q2 −m2Z − Π¯ZZ
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The Π¯ are the usual irreducible 2-point Green’s Functions.
With these definitions the structure of the off-diagonal γ − Z propagator can be
determined. An expansion of the full propagator should give,
DγZ = γ¯Z¯ + γ¯Z¯γ¯Z¯ + γ¯Z¯γ¯Z¯γ¯Z¯ + · · ·
= γ¯Z = γZ¯
= D¯γγΠ¯γZDZZ = DγγΠ¯γZD¯ZZ
These result again provides the proper result of a massless photon. The Ward
identity will also give Π¯γZ(0) = 0, as well as Π¯γγ(0) = 0 as previously discussed,
so that Πγγ(0) = 0. This also yields ΠZZ(0) = Π¯ZZ(0). It will be convenient to
be able to explicitly represent the low energy limit for either case. As before define
Π¯(q2) ≡ q2Π¯′(q2) for Π¯γγ and Π¯γZ , where generally Π¯′(0) will be finite. This gives,
for q2 → 0,
ΠZZ = Π¯ZZ + q
2 Π¯
′2
γZ
1− Π¯′γγ
→ Π¯ZZ
Πγγ = q
2Π¯′γγ +
q4Π¯′2γZ
q2 −m2Z − Π¯ZZ
→ q2Π¯′γγ
so that
DZZ(0) = D¯ZZ(0) =
1
m2Z − Π¯ZZ
Dγγ → D¯γγ = 1
q2
1
1− Π¯′γγ
Notice that for the Z propagator the γ−Z mixing turns out to not contribute to the
low energy limit.
2.5.3 Low Energy Effective Theory
With these details about the form of DγZ in particular the structure of the interaction
with these oblique corrections can be determined more carefully, and more explicitly.
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Using DγZ = D¯γγΠ¯γZDZZ or DγZ = DγγΠ¯γZD¯ZZ as convenient, the interaction
becomes
M = e
2
2s2
j±DWW j∓
+ (
e
sc
)2(j3 − s2jγ)DZZ(j3 − s2jγ)
+
e2
sc
((j3 − s2jγ)D¯γγΠ¯γZDZZjγ + jγD¯γγΠ¯γZDZZ(j3 − s2jγ))
+ e2jγDγγjνt
which can finally be written in the form,
M = e
2
2s2
j±DWW j±
+ (
e
sc
)2(j3 − jγ(s2 − scD¯γγΠ¯γZ))DZZ(j3ν − (s2 − scD¯γγΠ¯γZ)jγ)
+ e2jγDγγ(1− Π¯γZD¯ZZ(2s
c
− D¯γγΠ¯γZ))jγ
The low energy limit can now be taken immediately. D¯γγΠ¯γZ → Π¯′γZ/1 − Π¯′γγ is
finite, Π¯γZD¯ZZ → 0 and Dγγ → D¯γγ . Including, for the moment, only the explicit for
the photon propagators, the matrix element gives,
M = e
2
2s2
D¯WW (0)

j2± + 1c2
D¯ZZ(0)
D¯WW (0)
(
j3 − jγ
(
s2 − sc Π¯
′
γZ(0)
1− Π¯′γγ(0)
))2
+
e2
q2
1
1− Π′γγ(0)
j2γ
This gives the original tree level structure with modified parameters,
M = 4G
∗
F√
2
(
j±j± + ρ∗(j3 − s∗2jγ)2
)
+
e∗2
q2
j2γ
where these renormalized couplings are then given by,
4G∗F√
2
=
e2
2s2
D¯WW (0)
ρ∗ =
1
c2
D¯ZZ(0)
D¯WW (0)
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s∗2 = s2 − sc Π¯
′
γZ(0)
1− Π¯′γγ(0)
e∗2 = e2
1
1− Π′γγ(0)
The tree level forms of the propagators, D0ZZ(0) = 1/m
2
Z = 1/c
2m2W , D
0
WW (0) =
1/m2W , DγZ = 0, again gives the original parameters s
∗2 = s2, ρ∗ = 1. The devia-
tion from these tree level values then contain information about about these oblique
corrections. Weak charged current interactions and electromagnetic processes depend
only on G∗Fand e
∗2 respectively, so they can be determined independently by exper-
iment, the β -decay constant and α , and in that sense are fundamental while the
bare independent GF and e
2 are derived quantities. These bare quantities don’t ap-
pear here anywhere else so their relation to the corrected values does not need to be
considered in detail. Non-trivial observable effects are still available through ρ∗ and
x∗and with G∗F in particular as an input, neutral current experiments then can be
used to constrain ρ∗ and x¯∗.
This form shows that the low energy effective theory can be completely described
in terms of at most four paramaters. It will turn out that not all of these are indepen-
dent and that in fact only three are needed for any energies up to the Electro-Weak
scale. These raw quantities, the 2 point functions at zero energy are not the most
convenient form for these parameters as, among other things, they are divergent and
any sensible use of them requires regularization and so they become dependent on
the renormalization scheme. With a little work these quantities can be re-written in
terms of more well defined, renormalization and model independent paramaters that
can be used to universally describe the corrections due to contributions from new
physics. This can be done in a way that is valid for a wide range of energy scales,
[PeskinTacheuchu],[Schacht00], allowing an easy mean of comparing the predictions
from the results of many different kinds of experiments, but here the motivation for
the definitions of these paramaters will only be sketched from a low energy perspec-
tive.
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2.5.4 ρ
The form of oblique contributions to x∗ already appear explicitly. Adjustments to ρ∗
still appear implicitly in terms of the low energy limits of the Z and W propagators.
The previous form for these limits of the massive propagators could be used here as
D¯ → 1
m2 − Π¯(0)
This gives,
ρ∗ =
1
c2
m2W − Π¯WW (0)
m2Z − Π¯ZZ(0)
=
m2W
c2m2Z
1− Π¯WW (0)/m2W
1− Π¯ZZ(0)/m2Z
with cmZ = mW the leading coefficient is just 1. Now separating contributions from
Standard Model processes and new physics, as discussed previously,
ρ∗ =
1− Π¯WW (0)/m2W
1− Π¯ZZ(0)/m2Z
=
1− (Π¯SMWW + Π¯NewWW )/m2W
1− (Π¯SMZZ − Π¯NewZZ )/m2Z
=
1− Π¯SMWW/m2W
1− Π¯SMZZ /m2Z
1− (Π¯NewWW/m2W )/(1− Π¯SMWW/m2W )
1− (Π¯NewZZ /m2Z)/(1− Π¯SMZZ /m2Z)
For small Π/m2 as these corrections are expected to be, to first order,
ρ∗ ≈ 1− Π¯
SM
WW/m
2
W
1− Π¯SMZZ /m2Z
1− Π¯NewWW/m2W
1− Π¯NewZZ /m2Z
≈ 1− Π¯
SM
WW/m
2
W
1− Π¯SMZZ /m2Z
(
1− Π¯
New
WW
m2W
+
Π¯NewZZ
m2Z
)
≡ ρSM
(
1− Π¯
New
WW (0)
m2W
+
Π¯NewZZ (0)
m2Z
)
This gives ρ as the value given by Standard Model processes times a factor that
depends on possible new physics given by the difference in the W and Z 2-point
functions.
2.5.5 Mass and Wavefunction Renormalization
This particular form of the correction out to be superficially less convenient. The
self energy gives an adjustment to the bare mass that appears in this form of the
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propagator which yields the physical, observed mass. Generally it is convenient to
rewrite the propagator in terms of this physical mass since it is directly accessible by
experiment and the bare mass is inherently a derived quantity. This also requires the
introduction of an wavefunction renormalization.
Rename this bare mass m0 to distinguish it from the physical mass, m. The
physical mass is defined by the pole of the propagator, at q2 = m2 the denominator of
the propagator is zero giving −m2+m20−Π(m2) = 0. The propagator then becomes,
1
−q2 +m20 − Π(q2)
=
1
−q2 +m2 +Π(m2)− Π(q2)
=
1
−q2 +m2
1
1 + (Π(m2)−Π(q2))/(−q2 +m2)
≡ Z(q
2)
−q2 +m2
with
Z(q2) =
(
1 +
Π(m2)− Π(q2)
−q2 +m2
)−1
This gives a propagator with the form of a tree level propagator using the real
physical mass with an addition coefficient multiplying the amplitude. This Z is the
wavefunction renormalization, given something like the resulting net change in the
probability to find a bare particle in a propagating real particle. In scattering exper-
iments this factor is absorbed in external wavefunctions and partly compensated by
the vertex corrections. For this low energy theory they will simply be kept explicitly.
Near the mass pole, or for slowly varying Π, Z can instead be written more simply
in terms of Π′, with δq2 = q2 −m2,
Π(q2) = Π(m2 + δq2)
≈ Π(m2) + δq2Π′(m2)
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This gives
Π(m2)− Π(q2)
−q2 +m2 ≈ Π
′(m2)
and
Z(q2) = Z ≈ 1
1 + Π′(m2)
with Π′(q2) = ∂q2Π(q2). This value for the wavefunction renormalization is exact at
the mass pole,
Z(m2) =
1
1 + Π′(m2)
for small Π this becomes simply,
Z(m2) ≈ 1− Π′(m2)
At low energy, the original, exact form of the renormalization is more appropriate,
Z(0) =
(
1 +
Π(m2)−Π(0)
m2
)−1
≈ 1− Π(m
2)− Π(0)
m2
2.5.6 T
With this distinction between bare and physical mass the correction to ρ depends on,
Π¯NewWW (0)
m2W0
− Π¯
New
ZZ (0)
m2Z0
=
Π¯NewWW (0)
m2W +ΠWW (m
2
W )
− Π¯
New
ZZ (0)
m2Z +ΠZZ(m
2
Z)
Since this is already written just to first order in Π/m2, the difference between these
real and physical masses can be neglected as it is a correction of order Π2,
ρ ≈ ρSM
(
1− Π¯
New
WW (0)
m2W
+
Π¯NewZZ (0)
m2Z
)
The masses that appear are now the real physical masses. This is then conventionally
written in terms of an Electro-Weak correction parameter T as,
ρ ≈ ρSM (1 + αT )
giving,
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−αT = Π¯
New
WW (0)
m2W
− Π¯
New
ZZ (0)
m2Z
This provides a means of describing the effects of possible new physical processes on
any experiment independent of the particular model of the extension to the Standard
Model. T = 0 for ΠNew = 0 when there is no new physics. This particular form for
parameterizing the corrections also turns out to have a great practical benefit because
the ultraviolet divergences in a single Π will cancel in the difference and the result is
independent of the any renormalization or regularization scheme that would otherwise
be needed.
Standard Model corrections are now sufficiently precisely known that ρSM can be
calculated accurately enough that contributions from new physics can be detected
accurately, though there is still a weak dependence on an unknown Higgs mass. A
similar definition of T could have been made for ρSMas
ρ =
1− Π¯SMWW/m2W
1− Π¯SMZZ /m2Z
≈
(
1− Π¯
SM
WW (0)
m2W
+
Π¯SMZZ (0)
m2Z
)
≡ 1 + αT SM
Then giving
ρ = (1 + αT SM)(1 + αT ) ≈ 1 + α(T SM + T )
Measuring T then requires assuming a Higgs mass to calculate T SM to subtract of
the Standard Model contribution. An error in that estimate of the mass of about a
factor of 10 changes T by about 0.1.
2.5.7 Effective Weak Mixing Angle
The structure of the low energy effective interaction gives an easy result for ρ and
a natural definition for a parameter T to describe the effects of new physics on ρ in
a model independent way. The analogous results for s2∗ are not as straight-forward.
The effective weak mixing angle to use a low energy is given by,
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s∗2 = s2 − sc Π¯
′
γZ(0)
1− Π¯′γγ(0)
= s2 − sc(Π¯′γZ(0) + Π¯′γγ(0))
The derivatives of the 2 point functions are finite so there sum might be a choice for
an additional correction parameter, but that turns out to be cumbersome to use in
other experiments. More importantly, like the bare masses in ρ, this is still written in
terms of the bare parameter s. s is not directly measurable but can be derived from
the other coupling constants and masses. In particular GF is given in terms of s
2 by,
4G∗F√
2
=
e2
2s2
D¯WW (0) =
e2
2s2
1
m2W0 +ΠWW (0)
giving
s2 =
√
2e2
2 · 4G∗F
D¯WW (0)
=
e2
4
√
2G∗F
1
m2W0 −ΠWW (0)
Here e is also a bare parameter, but it is similarly given by,
e∗2(q2) =
e2
1− Π′γγ(q2)
= 4πα∗(q2)
α(m2Z) is conventionally used for these purposes, [PeskinTacheuchu]. Also mZ is used
in favor of mW as it is more accurately known. The s can be determined from,
s2 =
πα(m2Z)√
2G∗F
1−Π′γγ(m2Z)
c2m2Z0 − ΠWW (0)
s2c2 =
πα(m2Z)√
2G∗Fm
2
Z
1− Π′γγ(m2Z)
1 + (ΠZZ(m2Z)− ΠWW (0)/c2) /m2Z
The leading coefficient is used to define s0. With c
2
0 ≡ 1− s20,
s2c2 = s20c
2
0
1−Π′γγ(m2Z)
1 + (ΠZZ(m2Z)−ΠWW (0)/c2) /m2Z
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s20c
2
0 =
πα(m2Z)√
2G∗Fm
2
Z
sin2(2θ0) ≡ 4πα(m
2
Z)√
2G∗Fm
2
Z
this then provides s and c in terms of s0 which can then be used with Π¯
′
γZ(0) and
Π¯γγ(0) to give s
∗2. This still leads to some gruesome algebra and no natural defini-
tion for any other model and renormalization independent Electro-Weak correction
parameters.
2.5.8 S and U
A more natural definition of additional correction paramaters arises from considering
the wavefunction renormalization factors, though this leads to a more complicated
expression for s∗2 in terms of these parameters. Near the mass pole the propagator
is given by,
Z(m2) =
1
1 + Π′(m2)
≈ 1−Π′(m2)
The deviation of this propagator from 1, or the deviation from its Standard Model
value is taken to be S and can also be used to generally describe contributions to
electro-weak processes from new physics.
Z(m2) ≡ 1− S
In this form as the derivative of the self energy it is also finite and so renormalization
scheme independent.
In practice S is not defined in terms of these Z factors, but in terms of a modified
Z∗,
For the Z and W these are conventionally defined as,
Z∗Z = 1 +
α
4s2c2
S
Z∗W = 1 +
α
4s2
(S + U)
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U doesn’t appear at all in neutral current processes at it is related to the charged
W bosons. Generally it is not consider either as it tends to be small. With this S the
effective Weak mixing angle can now be determined. With some algebra,[Schacht00],
s∗2 = s20 +
α
c2 − s2 (
1
4
S − s2c2T )
2.5.9 STU results
S , T and U provide an easy means of comparing predictions from the results of
any Weak experiment. They are well defined formally in terms of the various 2-point
functions but don’t have any immediately obvious physics interpretation. The explicit
result for some specific kind of new particles provide some insight into their meaning,
[PeskinTacheuchu],[Schacht00].
The contributions to the self energies that determine these parameters will gener-
ally include fermions and scalars. For a scalar, such as a Higgs with mass mH , in the
limit mH >> mZ , S , T and U are given by,
S ≈ 1
12π
ln(
m2H
m20
)
T ≈ − 3
16πc2
ln(
m2H
m20
)
U ≈ 0
Where m0 is some reference mass scale.
For a single additional fermion of mass mf ,
S ≈ − 1
6π
ln(
m2f
m20
)
T ≈ − 3
16πs2c2
ln(
m2f
m2Z
)
A more natural Standard Model extension will include new pair of fermions in
additional SU(2) doublets. With the particles having masses mn±∆m, with ∆m <<
mn,
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S ≈ 1
6π
T ≈ 1
16πs2c2
∆m2
m2Z
U ≈ 2
15π
∆m2
m2n
In this latter case, S increases with each new doublet by 1/6π, but T changes only
if the particle masses are different. This is the origin of the identification of S as the
isospin conserving parameter, since its contribution is independent of the masses of
each particle in a possible new doublet, and T the isospin breaking parameter since
with exact isospin symmetry ∆m = 0 giving T = 0. In this way S is sort of a model
independent measure of the existence of some kind of new physics and T provides
some information about the structure of the addition. Also S increases linearly with
new particle contributions rather than logarithmically as for the other cases so that
the largest contribution to S will be from new isospin doublets. This contribution is
positive, for small isospin symmetry breaking, and so changes to S from possible new
physics are generally expected to be positive. Also note that U is very much smaller
than S or T as it is suppressed by m2n rather than just m
2
Z .
2.5.10 QW
This analysis gives the effects of oblique corrections to any Weak processes. These
processes are accounted for simply by adjusting the tree level coupling constants. The
effects on any observable are then similarly easily determined by replacing the tree
level parameters with the oblique corrected counterparts. In atomic parity violation,
the particle theory details enter through GF and QW . As noted, GF is conventionally
measured with charged current process and is taken to be externally defined for these
atomic processes and so the only effects to consider explicitly are those contained in
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QW . At tree level QW is given by
QW → Q0W = −(N − (1− 4s2)Z)
The effect of the oblique corrections are to change the overall strength of the inter-
action from GF to ρ
∗G∗F and altered effective mixing angle s
2 → s∗2. These changes
can then be contained in QW ,
QW → Q∗W = −ρ∗(N − (1− 4s∗2)Z)
The ρ∗ and x¯∗ can in turn be written in terms of S and T to provide and easy
comparison to the results of other experiments,
ρ∗ = 1 + αT
s∗2 = s2 +
α
c2 − s2 (
1
4
S − s2c2T )
For the latter s = s0 =
√
0.2323 as defined above, and α = α(m2Z) = 1/129. To first
order in S and T this gives,
Q∗W = Q
0
W − (
Z
c2 − s2 )αS + (Q
0
W +
4s2c2Z
c2 − s2 )αT
For Barium in particular with Z = 56, N = 82,
QW = −78− 0.81S − 0.03T
= −78(1 + 0.01S + 0.0003T )
A 0.1%measurement of QW is effectively insensitive to T and provides a constraint
on S to ±0.1.This is comparable to the sensitivity available with high energy exper-
iments measuring quantities such as Z and W masses and widths, L/R asymmetries
at the Z0 pole, and deep inelastic neutrino scattering, though atomic experiments are
currently only at precisions of about one percent. Again, the constraints on S and T
from all Weak experiments sensitive to these effects are shown in fig.1.2.
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Chapter 3
IONPNC
Information about the Standard Model and new physics, and nuclear structure is
contained in the nuclear Weak charge QW . Atomic theory gives the size of the mixing
of a given set a states, ǫ, which is largest between S and P states. The remaining
task at hand is to measure ǫ. In this, all atomic experiments are conceptually the
same. The mixing will yield a nonzero amplitude for a transition previously forbidden
by parity conservation. The presence of this transition amplitude is detected, and its
strength determines the size of ǫ.
Observables generated only by this PNC induced transition amplitude are gener-
ally unmeasurably small so that driving another allowed transition is required. But,
measuring a correction to an existing process from these effects would require very
precise calculuations for interpretation. The ideal arrangement is a differential mea-
surement, driving both processes but measuring an effect that depends only on the
difference between the parity violating processes and a parity conserving electromag-
netic effect.
3.1 Interference and Linearization
In all current atomic PNC experiments, the parity induced amplitude is an electric
dipole transition. For pure electromagnetism the atomic states are parity eigenstates
and between two levels with the same parity, an electric dipole transition would not
be allowed as a dipole operator has odd parity and so must change the parity of a
state. With the Weak interaction, atomic states are only mostly parity eigenstates.
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Figure 3.1: A parity violating interaction yields a nonzero amplitude for a transition
previously forbidden by parity.
With a small amount of an opposite parity state mixed into one of the original states
a dipole transition to the other is now possible, fig.3.1. Keeping the small size of this
induced amplitude, and its relatively imaginary phase explicit, this coupling will be
written as Ω = iǫΩD.
Detecting this transition directly would be more difficult than it needs to be. This
transition amplitude is proportional to the mixing, but any observable would involve
the square of this amplitude, yielding an effect proportional to ǫ2. ǫ itself is a very
small 10−11, ǫ2 would be prohibitively miniscule. Instead a second, parity allowed
transition is also used, ΩEM .
For optical rotation experiments an E-M allowed magnetic dipole transition be-
tween states of the same parity is used. For Stark Interference experiments the nature
of the label finally becomes apparent. A static electric field will also mix states of
opposite parity, a Stark shift, and allow an electric dipole transition to the second
state.
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In either case, the total coupling is then given by Ω = ΩEM + iǫΩD. Expanding
to first order in ǫ, observables will involve,
|Ω|2 =
∣∣∣ΩEM + iǫΩD∣∣∣2 ≈ ∣∣∣ΩEM ∣∣∣2 + 2ǫIm(ΩEM∗ΩD)
Taking the square root, again only to o(ǫ),
Ω ≈ ΩEM + ǫΩEMIm(ΩD/ΩEM)
Thus the cross term, or interference term, yields an effect linear in ǫ. Notice the effect
is independent of the overall magnitude of ΩEM to o(ǫ), and instead depends only on
the magnitude of ΩD and its phase relative to ΩEM . The precise structure and effect
of this cross term depends on the details of the interaction and in general is slightly
complicated by the nontrivial Zeeman structure of the states. But coarsely, optical
rotation experiments look for effects given by Im(ΩD1/ΩM1), and Stark interference
measurements, Im(ΩD1/ΩStark).
3.2 The Light Shift
For the Barium ion, the ground state is 6S1/2 and the first excited state is 5D3/2.
Parity selection rules forbid an electric dipole transition between these two states.
Parity violating interactions mix a small amount of higher energy P1/2 states into the
ground state and through this a transition to the D3/2 state is allowed. To generate
the interference term linear in the mixing, ǫ, another coupling between these two
states is needed. In this case an electric quadrupole transition is used.
The states are now explicitly spin multiplets and the problem must be treated
more generally. For a given set of spin sublevels m and m′ the electric dipole and
electric quadrupole couplings are given by,
ΩDm′m =
∑
i
Ei
〈
5D3/2, m
′ |Di|nP1/2, m
〉
ΩQm′m =
∑
i,j
∂iEj
〈
5D3/2, m
′ |Qij | 6S1/2, m
〉
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The multipole tensor operators are,
Di = eri
Qij = e(rirj − 1
3
δijr
2)
To drive these transitions, the simplest thing to consider is two arbitrary standing
waves. One is placed so that the ion is exactly at the standing wave’s antinode, where
the gradient of the electric field is always zero, so it drives only the dipole transition.
The other is placed so that the ion is at its node, where the amplitude is always zero,
this drives only the quadrupole transition. For a real experiment, this arrangement
may be less than optimal due to practical difficulties or problems with systematic
errors, but in exploring the possibilities it allows the strength of each coupling to be
independently controlled and the effect of each easily identified. The general behavior
that emerges is not changed by any particular implementation.
3.2.1 Geometry for a Simplified Case
For completely independent standing waves, with arbitrary directions, polarizations
and phases, this problem is a bit complicated. There are six states with a possible
nonzero coupling between any two spin states from different levels. The choice of a
particular field geometry can be well motivated, but that requires some formalism
that will be developed later. For now, a primitive idea of what can happen can come
from just picking an easy case and blindly working out the consequences. For a first
look consider the special case where neither of the S1/2 states are connected to the
same D3/2 state, in particular suppose that polarizations and directions are chosen
so that only ∆m = ±1 transitions are coupled by both the dipole and quadrupole
fields. The effectively factors the problem to two 1+2 state systems which can be
solved easily, rather than the entire 2+4 state system, and includes both interactions
coupling each pair of states so that they can yield a possibly useful interference term.
Initially, and apparently simpler system, a product of two 2-state systems, would
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Figure 3.2: Spin state transitions driven by ideal field geometry.
come from simply driving instead the ∆m = 0 transitions. This is reasonable for
the dipole field with an appropriate choice of coordinates, but it turns out to put
some weird geometric constraints on the quadrupole fields necessary to drive these
transitions. These generalities will be discussed in complete detail later, for now the
simplest configuration to consider is in fact these two uncoupled 1 + 2 state systems
resulting from driving only ∆m = ±1 transitions.
The fields that generate this can be determined from the explicit expressions for the
spherical form of the tensor operators, but again to build some intuitive understanding
of the problem the general behavior of these operators can be considered. For zˆ along
the angular momentum quantization axis the operator z will not change the direction
of the angular momentum,
〈jm′ |z| jm〉 ∼ δm′m
Meanwhile x and y, which can be written in terms of r±will change m by 1,
〈jm′ |x, y| jm〉 ∼ aδm′,m+1 + bδm′,m−1 Then to get a dipole transition which only
drive ∆m = ±1 transitions requires,Dz = 0D⊥ 6= 0D⊥ is some combination of Dx and
Dy. To be explicit, let the dipole field define the coordinate system and choose the
electric field to be in the xˆ direction and the propagation to be along zˆ. The dipole
standing wave will be taken to have the form ~ED = xˆED cos(kz) cos(ωt).
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Similarly for the quadrupole term, the behavior of the matrix element can be
understood from the way the coordinate operators successively change the angular
momentum,
〈jm′ |zz| jm〉 ∼ δm′m
〈jm′ |r⊥z| jm〉 ∼ aδm′,m+1 + bδm′,m−1
〈jm′ |r⊥r⊥| jm〉 ∼ aδm′,m+2 + bδm′,m−2 + cδm′,m
It is useful to note the particular case of xy. In terms of the spherical coordinate
operators xy ∼ (r+ + r−)(r+ − r−) = r2+ + r2− so xy will only change m by 2 and not
also 0.
Then the quadrupole fields that give m = ±1 are, ∂zE⊥ 6= 0, or ∂⊥Ez 6= 0.
For simple plane waves, the former corresponds to ~k||zˆ, in this case parallel to the
dipole light propagation direction, the latter propagates perpendicularly to the dipole
light but with the polarization fixed parallel. The easiest case to visualize, though
not necessarily to implement, is parallel propagation vectors, the second case will be
considered later and gives the same results. Here depart slightly from the strategy of
just picking some case, looking up the Clebsch-Gordan coefficients and seeing what
happens. There is not yet any reason to fix the polarization direction, in the x − y
plane, of the quadrupole field, but it will turn out to be important so allow it to
be arbitrary. Also consider it to be fully linearly polarized so that the polarization
direction can be taken to be purely real, but allow for an overall arbitrary phase in
time relative to the dipole field.
~EQ = eˆQ (α)EQsin(kz) cos(ωt+ φ)
Where α is the angle of the polarization relative to the xˆ axis so that ǫˆQ (α) =
cos (α) xˆ+sin (α) yˆ. This slightly generalized form will start to give some insight and
intuitive understanding into what happens and why.
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After making the rotating wave approximation, 4.3.1, the harmonic time depen-
dence of the fields can be included instead in the states. Then with these fields, at
the position of the ion ~r = 0, the matrix elements reduce to,
ΩDm′m = Ez
〈
5D3/2, m
′ |x|nP1/2, m
〉
= ED
〈
5D3/2, m
′ |x|nP1/2, m
〉
ΩQm′m = ∂⊥Ez
〈
5D3/2, m
′ |r⊥z| 6S1/2, m
〉
= keˆiEQe
iφ
〈
5D3/2, m
′ |r⊥z| 6S1/2, m
〉
EQ and ED are the amplitudes of the co-rotating terms of the applied field, the
counter-rotating terms are discarded by the rotating wave approximation. Generally
these are half the magnitude of the real field since the power is equally distributed
between the co- and counter-rotating terms. These factors of two will not be explicitly
carried around, in favor of defining these amplitudes as just described.
Now some more details of the interaction are handy. Writing the operators and
fields in spherical form the Wigner-Eckhart theorem can be used to isolate the m
dependence into Clebsch-Gordan coefficients. With the summation over polarizations
s implied,
ΩDm′m = E
(1)
s
〈
5D3/2, m
′
∣∣∣T (1)s ∣∣∣nP1/2, m〉
=
〈
5D3/2||D||nP1/2
〉
√
2(3/2) + 1
E(1)s
〈
3
2
, m′|1, s; 1
2
, m
〉
ΩQm′m = E
(2)
s
〈
5D3/2, m
′
∣∣∣T (2)s ∣∣∣ 6S1/2, m〉
=
〈
5D3/2||Q||6S1/2
〉
√
2(3/2) + 1
E(2)s
〈
3
2
, m′|2, s; 1
2
, m
〉
The angular momentum factors
√
2(3/2) + 1 = 2 are included for convenience so that
the reduced matrix elements are symmetric under the exchange of initial and final
states. For general fields the amplitudes for a particular dipole transitions are given
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by,
ED± =
∓Ex + iEy√
2
ED0 = Ez
and for quadrupole transitions,
EQ±2 = (Exx + Eyy)/2∓ i(Exy + Eyx)/2
EQ±1 = ∓(Exz + Ezx)/2 + i(Eyz + Ezy)/2
EQ0 = Ezz/
√
6
The coefficients E
(1,2)
±1 are the appropriate spherical tensors for this case. With these
fields, only the s = ±1 terms are non zero,
E
(1)
±1 ≡ ED±1 = ∓Ex + iEy = ∓ED
E
(2)
±1 ≡ EQ±1 = ∂z (∓Ex + iEy) /2
= kEQ (∓ǫˆ · xˆ+ iǫˆ · yˆ) eiφ
= ∓kEQ (cos (α)∓ isin (α)) eiφ
= ∓kEQe∓iαeiφ
For the alternate choice of geometry having eˆQ||~kD, the quadrupole field amplitude
is given by,E
(2)
±1 = (∓∂x + i∂y)Ez/2. At with the polarization for the previous case
allow the propagation direction the the x − y plane to be arbitrary. This gives the
field,
~EQ = zˆEQsin(~k · ~r) cos(ωt+ φ)
= zˆEQsin(cos (α)x+ sin (α) y) cos(ωt+ φ)
and the amplitude is again
EQ±1 = (∓∂x + i∂y)Ez/2
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= EQ (∓cos (α) + isin (α)) eiφ
= ∓kEQ (cos (α)∓ isin (α)) eiφ
= ∓kEQe∓iαeiφ
identical to the result for the ~kQ||~kD geometry.
3.2.2 Light Shifts
With these two transitions now suitably driven, consider the observable consequences,
in particular the resulting energy shifts in the ground state. With these choices the
two ground states are not coupled to each other and the problem factors into two 1+2
state problems. Exactly on resonance, or for Ω ≫ ∆ω, the energy shifts for these
states is given by, 4.3.2,
δω1/2 =
√
Ω23/2,1/2 + Ω
2
−1/2,1/2
δω−1/2 =
√
Ω21/2,−1/2 + Ω
2
−3/2,−1/2
simply a incoherent sum of the effects of each individual coupling to the state. Since
the matrix elements coupling the ∆m = 0,±2 are zero anyways, this can be written
more compactly as,
δωm =
√∑
m′
Ωmm′Ωm′m =
√∑
m′
Ω∗m′mΩm′m =
√√√√∣∣∣∣∣
∑
m′
Ωm′m
∣∣∣∣∣
2
Or with ΩQ,ΩDunderstood to be matrices indexed by the spin states,
δωm =
√
(Ω†Ω)mm
With Ω = ΩQ + iǫΩD , to linear order in ǫ
δωm = δω
Q
m + δω
PNC
m
δωQm =
√
(ΩQ†ΩQ)mm
δωPNCm = ǫIm
((
ΩQ†ΩD
)
mm
)
/δωQm
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Recall that in spite of the general appearance of this result, it still requires that no
interaction couples both ground states to the same excited state, though the general
solution to this problem derived later will have almost the same appearance.
3.2.3 Spin Dependence
Before getting the exact final form, consider the general m dependence of the shifts,
in particular the m → −m symmetry. In the sums over matrix elements in each
expression all intermediate states m′ are summed over so the summation variable
can be changed to −m′. The matrix form of the shifts contains this transformation
compactly,
δωQ−m =
√√√√∣∣∣∣∣
∑
m′
ΩQm′,−m
∣∣∣∣∣
2
=
√√√√∣∣∣∣∣
∑
m′
ΩQ−m′,−m
∣∣∣∣∣
2
=
√
(ΩQ†ΩQ)−m,−m
δωPNC−m = ǫIm
(∑
m′
ΩQ∗m′,−mΩ
D
m′,−m
)
/δωQ−m
= ǫIm
(∑
m′
ΩQ∗−m′,−mΩ
D
−m′,−m
)
/δωQ−m
= ǫIm
((
ΩQ†ΩD
)
−m,−m
)
/δωQ−m
In turn, them dependence of the matrix elements is easy to understand using these
particular fields and a simple symmetry property of the Clebsch-Gordan coefficients,
〈j,−m|k,−s; j′,−m′〉 = (−1)j−j′+k 〈j,m|k, s; j′, m′〉
The k dependence is the interesting part here, the others will be fixed for a comparison,
so just write this as
〈j,−m|k,−s; j′,−m′〉 = η(−1)k 〈j,m|k, s; j′, m′〉
Here η = ±1, so later η2 = 1. This can be done safely since k is always in integer
in these applications and j, j′ are both either integer or half integer so that j − j′ is
always an integer and (−1)j−j′ is well defined.
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For either matrix element the sum over polarizations s can be done in reverse
order, as can the sum over m in the original expression for the energy shift, since it
is just an index. Attending to only the m dependence,
Ω
(k)
−m′,−m = 〈j,−m| T (k)s |j′,−m′〉E(k)s
∝ 〈j,−m|k, s; j′,−m′〉E(k)s
= 〈j,−m|k,−s; j′,−m′〉E(k)−s
= η (−1)k 〈j,m|k, s; j′, m′〉E(k)−s
∝ η (−1)k 〈j,m|T (k)s |j′, m′〉E(k)−s
for this dipole field the amplitudes ED±s are related by a simple sign change.
ED−1 = −ED1
For the still slightly more general quadrupole fields the amplitudes can be written as,
EQ−1 = kEQe
iαeiφ = −e2iα
(
−kEQe−iαeiφ
)
= −e2iαEQ1
This may be a bit cumbersome for this introduction, but the generality will be useful
for the quadrupole term. The simple cases of ǫˆQ||xˆ, yˆ, give α = 0, π/2 and e−2iα = ±1,
so that for the eˆQ||yˆ polarization the s = ±1 quadrupole amplitudes are for same, and
for eˆQ||xˆ , the amplitudes switch sign. The transformation of the couplings is then
ΩD−m′,−m = η (−1)1 〈j,m|Ds |j′, m′〉ED−s
= η(−1)1 〈j,m|Ds |j′, m′〉 (−1)EDs
= ηΩDm′,m
ΩQ−m′,−m = η (−1)2 〈j,m|Qs |j′, m′〉EQ−s
= η (−1)2 〈j,m|Qs |j′, m′〉 (−1) e2iαEQs
= −ηe2iαΩQm′,m
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Returning to the energy shifts, the quadrupole shift can be evaluated immediately,
keeping the sum over m′ implicit,
(
δωQ−m
)2
= ΩQ−m′,−mΩ
Q∗
−m′,−m
=
(
−ηe2iαΩQm′,m
) (
−ηe−2iαΩQ∗m′,m
)
= η2ΩQm′,mΩ
Q∗
m′,m
= δωQm
For this case, independent of the angle of polarization of the quadrupole field, the
shift is the same for both spin states. Call this shift simply δωQ since is independent
of m.
For the cross term, finally explicitly consider the more particular quadrupole fields
cases of
−→
EQ along xˆ or yˆ, the quadrupole amplitudes would become,
Ω
Qx,y
−m′,−m = ∓x,yηΩQx,ym′,m
and the change in the shift is given by,
δωPNC−m =
(
ǫ/δωQ
)
Im
(
Ω
Qx,y∗
−m′,−mΩ
D
−m′,−m
)
=
(
ǫ/δωQ
)
Im
((
∓x,yηΩQx,y∗m′,m
) (
ηΩDm′,m
))
= ∓x,yη2
(
ǫ/δωQ
)
Im
(
Ω
Qx,y∗
m′,mΩ
D
m′,m
)
= ∓x,yδωPNCm
The ∓x,y denotes a − for the case of ǫˆQ||xˆ and + for ǫˆQ||yˆ.
For ǫˆQ||yˆ this gives δωPNC−m = δωPNCm which is a spin independent shift just like
that due to the pure quadrupole term but significantly smaller by the factor ǫ times
a ratio of reduced matrix elements 〈D〉 / 〈Q〉 ∼ 103. Somehow measuring this shift
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to determine ǫ to a part in 103 would then require measuring the quadrupole shift
to a part in 103/103ǫ ∼ 1011. This is an example of the enormous background from
parity allowed interactions that it was hoped would be avoided by considering this
cross term. The interference generated a shift linear in ǫ, but the structure of this
parity induced shift is identical to the quadrupole shift.
Far more interesting is to consider ǫˆQ||xˆ. In this case δωPNC−m = −δωPNCm so that
the shifts of the two ground state spin levels are in opposite directions and the total
shift will be,
δωm = δω
Q + δωPNCm = δω
Q ± δωPNC
3.2.4 Parity Violation
This finally illustrates the fundamental strategy for making an Atomic Parity Vio-
lation measurement using a trapped ion. The spin dependent δωPNCm shift is now
of a fundamentally different character than the quadrupole shift which is spin inde-
pendent and moves these levels together. Systematic errors due to misalignments,
polarization impurities and other imperfections can complicate this simple picture
and will be discussed extensively in sec:4.4, but at this level the splitting is a differ-
ential signal for parity violation, an effect that goes to zero as ǫ goes to zero since
the quadrupole term, which is parity allowed, doesn’t contribute, so the splitting can
then be unambiguously interpreted as due to parity violation.
It is clear that this shift is zero if parity is conserved since the dipole amplitude
that generates the shift depend on the parity violating mixing of atomic states. It is
not immediately obvious how this result, a spin dependent shift of magnetic sublevels
violates parity. This is more easily seen by interpreting the splitting to be instead
a precession of the spin, the pictures are equivilant, just as a spin in an external
magnetic field can be analyzed statically, by determining the new eigenstates of the
hamiltonian with the addition of the applied field and their energies, or dynamically
in the basis of the original hamiltonian as a precession of the spin about the applied
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magnetic field. With this it is clear that a precession of the ion’s spin can be used to
define handedness, such as that the precession is clockwise or counterclockwise when
view from the source of the applied lasers. The direction of the precession with change
sign if the experiment is viewed in a mirror placed parallel to the applied lasers.
Many parity conserving, electro-magnetic processes can generate a spin-dependent
shift, but in these cases the fields that give such a shift define a chiral coordinate sys-
tem. Circularly polarized electric fields split magnetic sublevels and the handedness
of the circular polarization can be used to define the handedness of the coordinate
systems. Similarly a static magnetic field defines a chiral coordinate system since
magnetic field are generated by current loops or magnetic moments in the direction
of spins. In these cases a mirror image of the experiment would look like a different
physical system, magnetic field in the opposite direction, circularly polarized light of
the opposite handedness. Since the direction of the precession also changed sign in
the mirror image, nothing about the experiment can be used to define left or right.
The δωPNC splitting is generated by parity symmetric fields. Both applied lasers
propagate in the same direction and polarized the same way. There is no ambiguity
about the handedness of the environment, as the applied fields can not be used to
define a handedness. A mirror image of the lasers gives the same physical conditions,
but the result is still a parity dependent spin precession. Such an experiment can
then be used to unambiguously define left. Left and right are somehow intrinsically
define in the structure of the Standard Model.
3.3 Spin Flip Symmetries
The potential for a spin dependent shift due to the cross term comes from the differ-
ence in the spin flip symmetry of the matrix elements, one of the quadrupole or dipole
matrix elements changes sign, and the other doesn’t. The quadrupole shift involves
the quadrupole coupling twice so the possible sign changes cancel and the shift is
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spin independent. The PNC term involves a dipole term and a quadrupole term. If
fields are chosen so that both amplitudes driving these transitions either do or don’t
also change sign, the entire coupling changes sign and the results is a splitting of spin
state energies which can be easily distinguished from the quadrupole shift by its spin
dependence.
The result is straightforward and easy to understand, but the analysis was a
bit abstract. It involved the plausible, put possibly mysterious spin flip symmetry
properties of the Clebsch-Gordan coefficients, and the behavior, under the same, of
the spherical tensor amplitudes, which are themselves less than intuitive compared to
simple cartesian vectors. The former can be understood easily by considering instead
the spin flip symmetry of the states, (Sec.Clebsch-Gordan Relations), and the latter
avoided by returning to a cartesian basis.
The preference for a cartesian basis for this problem is also a practical advantage
rather than just a philosophical bias. The couplings are given by the sum of the
products of matrix elements and field amplitudes over all polarization and propagation
components. These fields have been chosen to be linearly polarized so that with a
proper chose of coordinates, this sum can be given by a single term in a cartesian
basis so that the relationship between couplings is given easily by the relationship
between the possible terms in the sum. At the same time, linear polarization requires
that at least two spherical tensor amplitudes are non zero, for example Ex 6= 0,
Ey, Ez = 0 gives E
(1)
±1 6= 0, E(1)0 = 0, and the coupling requires a sum over many
terms which may change differently when spins are flipping making the relationships
between entire couplings less transparent. If the fields were chosen so that only one
particular spherical tensor amplitude was nonzero, the sum giving the coupling in a
spherical basis would require only one term, while the same result using a cartesian
basis would require many terms, again for example E
(1)
+1 6= 0, E(1)−1 , E(0)0 = 0 requires
Ex, Ey 6= 0, Ez = 0. In addition the states are conventionally indexed in terms of a
spherical basis and it will be convenient later to consider mechanisms for restricting
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the interactions to specific subsets of state, independent of polarization, so that a
spherical basis again becomes the more natural choice. So it is valuable to construct
tools for use in either basis.
Finally, the entire discussion of these spin flip symmetries can be cast in terms of
parity transformations and so return the problem full circle to its origin. In addition,
this spherical tensor analysis is somewhat cumbersome and must be repeated endlessly
when considering systematic errors. When some simple properties of the matrix
elements and operators under rotations or reflections are understood, the general
structure and origin of the PNC signal and perturbative systematic problems are
evident by inspection.
3.3.1 Transformed States
The overall coupling for either transition is given by,
Ω
(k)
mm′ =
〈
j,m
∣∣∣T (k)s ∣∣∣ j′, m′〉E(k)s
The mechanical method for computing this was just presented, the Wigner-Eckhart
Theorem is invoked to write them dependence in terms of Clebsch-Gordan coefficients
and the spin flip symmetry then comes from those coefficients,
Ω
(k)
−m′,−m = η (−1)k 〈j,m|T (k)s |j′, m′〉E(k)−s
Now instead, consider transforming the states in the defining expression,
Ω
(k)
−m,−m′ =
〈
j,−m
∣∣∣T (k)s
∣∣∣ j′,−m′〉E(k)s
This kind of transformation was considered when deriving the phase of the mixing
matrix element, sec.2.2.5. In that case time reversal was used to flip the spin. But
time reversal is weird and parity is the general topic, so try to construct some other
transformation F to flip the spin,
F |j,m〉 ∝ |j,−m〉
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Also just consider unitary representations of the spin flip operator, F † = F−1, so that
amplitude of the states are preserved,
〈j,m|F †F |j,m〉 = 1
In this case the constant of proportionality must be just a phase and will depend on
the particular transformation used to represent the spin flip.
F |j,m〉 = |j,−m〉 eif(j,m)
It will turn out that, for this particular problem, only this property of unitarity
will be required in considering the action of a spin flip operation on a state. The
action of the spin flip on an operator, however, will always be important, and when
later considering off diagonal elements of these matrix products of the coupling the
detailed transformation of the states must be known, so particular representations
of a spin flip must be considered. Also in briefly considering the particular effects
of these representations on states, some insight is gained into their workings and,
as a by-product, provides an easy means of deriving the spin flip symmetry of the
Clebsch-Gordan coefficients that was used above.
3.3.2 Geometrical Representations
As already noted, parity itself doesn’t change spin orientations as a spin is an axial
vector, but the geometric explanation for this reveals the pieces that can be used to
flip spin. Recall the parity transformation can be understood as a mirror reflection,
Mnˆ, followed by a rotation by π, Rnˆ (π). The axis of rotation is the vector that was
first reflected so that P = Rnˆ (π)MnˆWhen the direction is a unit vector it is easily
seen that the reflection changes the sign of one of the coordinates and the rotation
changes the signs of the other two.
With this axis in the zˆ directions, neither operation changes the spin, looking
down at the x−y plane a counter-clockwise rotation about the zˆ axis remains counter-
clockwise after a reflection of the zˆ axis, so spin up remains spin up, the rotation about
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the zˆ axis similarly doesn’t change the spin orientation. With the transformation axis
perpendicular to zˆ, anywhere in the x− y plane, the mirror reversal changes counter-
clockwise to clockwise, spin up to spin down, and the rotation reorients to again point
up.
Both cases illustrate how the total parity transformation preserves spin orientation
and the latter suggests two operations that can be used to flip spin giving the possible
representations
F = Rnˆ (π)
or
F = Mnˆ
where nˆ is contained in the x − y plane. The mirror reflection is more consistent
with the spirit of parity, but the rotation is more straightforward to implement so
the action of both on angular momentum states and coordinate operators will be
considered. Either representation could be picked, along with a particular choice of
orientation axis, and the initial analysis simplified, but for various particular calcula-
tions the variety will be convenient and by keeping thing general the representation
independence of the results will be apparent explicitly.
Spatial Wavefuntions
A general angular momentum state is a combination of orbital angular momentum
and spin. To rigorously determine the transformation of a total angular momentum
state, the behavior of both pieces must be considered. The action of the rotation and
mirror reflection operations on spatial wavefunctions is the easiest to obtain as they
are immediate consequences of the transformation of the coordinate operators which
are easily understood geometrically. For a given angular momentum l and orientation
m, the angular part of the wavefunction is given by a Spherical Harmonic that is a
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Legendre polynomial, a phase and a real normalization coefficient,
Y (l)m (θ, φ) = f (l, m)P
(l)
m (cos (θ)) e
imφ
The Spherical Harmonics have the symmetry,
Y
(l)
−m = (−1)m Y (l)∗m
or
f (l,−m)P (l)−m = (−1)m f (l, m)P (l)m
and
P (l)m (−s) = (−1)l+m P (l)m (s)
The reflection of the nˆ direction leaves θ unchanged, but a rotation about the
same axis results in z → −z or cos (θ)→ −cos (θ) so that RnˆP (l)m R−1nˆ = (−1)l+m P (l)m .
The transformation of φ can also be worked out geometrically, with φ0 be the angle
of nˆ in the x− y plane relative to the xˆ axis,
RnˆφR
†
nˆ = 2φ0 − φ
MnˆφM
†
nˆ = 2φ0 − φ+ π
For the particular cases of nˆ = xˆ, yˆ where φ0 = 0, π/2 this gives,
RxˆφR
†
xˆ = −φ
MxˆφM
†
nˆ = π − φ
RyˆφR
†
xˆ = π − φ
MyˆφM
†
nˆ = 2π − φ ∼ −φ
With x = cos (φ), y = sin (φ) and cos (−φ) = cos (φ), sin (−φ) = −sin (φ), cos (π − φ) =
−cos (φ), sin (π − φ) = sin (φ) this yields the correct transformations,
R†xˆ (x, y)Rxˆ = (x,−y)
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M †xˆ (x, y)Mxˆ = (−x, y)
R†yˆ (x, y)Ryˆ = (−x, y)
M †yˆ (x, y)Myˆ = (x,−y)
With the action of these operators on the coordinates established, the transfor-
mation of the wavefunctions follow easily.
RnˆY
(l)
m (θ, φ)R
†
xˆ = (−1)l+m Y (l)m (θ, 2φ0 − φ)
= (−1)l+m f (l, m)P (l)m (cos (θ)) eim(2φ0−φ)
= (−1)l+m e2imφ0f (l, m)P (l)m (cos (θ)) e−imφ
= (−1)l+m e2imφ0Y (l)∗m (θ, φ)
= (−1)l+m (−1)m e2imφ0Y (l)−m (θ, φ)
= (−1)l e2imφ0Y (l)−m (θ, φ)
For the mirror reflection 2φ0 → 2φ0 + π, and there is no (−1)l+m from changing the
sign of z,
MnˆY
(l)
m (θ, φ)M
†
nˆ = (−1)m eim(2φ0+π)Y (l)−m (θ, φ)
= (−1)m eimπe2imφ0Y (l)−m (θ, φ)
= (−1)m (−1)m e2imφ0Y (l)−m (θ, φ)
= e2imφ0Y
(l)
−m (θ, φ)
Then the states transform as,
Rnˆ |l, m〉 = |l,−m〉 (−1)l e2imφ0
Mnˆ |l, m〉 = |l,−m〉 e2imφ0
Note that this is consistent with the usual result for parity,
P |l, m〉 = RnˆMnˆ |l, m〉 = (Rnˆ |l,−m〉) e2imφ0
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= |l, m〉 (−1)l e−2imφ0e2imφ0
= |l, m〉 (−1)l
For completeness, also consider nˆ = zˆ. Mzˆ takes z → −z, or cos (θ) → −cos (θ) and
Y (l)m → (−1)l+m Y (l)m . Rzˆ (π) gives φ → φ + π, so that eimφ → eim(φ+π) = eimπeimφ =
(−1)m eimφ and Y (l)m → (−1)m Y (l)m . For the states,
Rzˆ |l, m〉 = |l, m〉 (−1)m
Mzˆ |l, m〉 = |l, m〉 (−1)l+m
yielding the same correct result for parity,
P |l, m〉 = RzˆMzˆ |l, m〉 = |l, m〉 (−1)l+m (−1)m = |l, m〉 (−1)l
Since the mirror and rotation representations of the spin flip are related through
the parity transformation, which is that is reflected in the very similar results of each
transformation, differing only by the sign (−1)l in all cases which is the parity of the
state ηl, the results for any representation can be written in a more compact form by
defining ηF,l to be the contribution to the parity of the state with angular momentum
l given by the transformation F . For these spatial wavefunctions, ηR,l = (−1)l,
ηM,l = 1. With this, the results can be summarized nicely as,
F |l, m〉 = |l,−m〉 ηF,le2imφ0
In this form a parity transformation looks like,
P |l, m〉 = RnˆMnˆ |l, m〉 = (Rnˆ |l,−m〉) ηM,le2imφ0
= |l, m〉 ηRηMe−2imφ0e2imφ0
= |l, m〉 ηR,lηM,l
which requires ηR,lηM,l = ηl for consistency, which is satisfied in this simple case.
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Clearly these representations of F are unitary, as desired. Also, in this case, the
phase is linear in m so that,
F 2 |l, m〉 = F |l,−m〉 (−1)l ηlF e2imφ0 = |l, m〉 (−1)2l η2lF e−2imφ0e2imφ0 = |l, m〉
and so F 2 = 1 and F = F−1 = F †, so when acting on spatial wavefunctions F is
hermitian.
Spin Wavefuntions
Spins should behave in the same way, angular momentum is angular momentum, but
it isn’t immediately clear which branch to use in (−1)l,m for ηF = 1 as now s and m
are half integer. It is important to get the phases of all the transformations exactly
right as they combine to get the sign change this whole analysis is meant to determine,
so the careful attention to phase is not merely pedantic. For example, expressions
like (−1)j1(−1)j2 appear. For integer valued j1 and j2 this product is perfectly well
defined as (−1)j1+j2. For either j a half integer, each root could be represented as
e±iπ/2 giving a result of (−1)j1±j2, For j1, j2 half integer this is an ambiguous result
as (−1)j1+j2 = (−1)j1−j2 .
For Barium, the spin angular momentum will be a single electron, so strictly only
spin 1/2 needs to be considered for this application, but the general case is not too
hard to deal with, with a bit a formalism, and the results provide an easy derivation
for the spin flip symmetry of the Clebsch-Gordan Coefficients.
Rotations can be dealt with mechanically with the usual rotation matrices, Rnˆ (α) =
e−iαnˆ· ~J . For rotations about the zˆ axis, the results are trivial since Jz is diagonal,
(Rzˆ (α))mm′ =
(
e−iαJz
)
mm′
= δmm′e
−imα
this gives,
Rzˆ |s,m〉 ≡ Rzˆ (π) |s,m〉 = |s,m〉 e−imπ
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This is identical to the result for orbital angular momentum for m = l and integer,
and identifies the proper branch to use,
√−1 = −i , for m an odd half-integer.
For rotations about an axis in the x−y plane are more difficulty as exponentiating
Jx,y is non-trivial. Here Wigner’s closed form solution for arbitrary rotations about
the y axis can be used,
(
e−iαJx
)
mm′
= d
(j)
mm′ (α)
d
(j)
mm′ (α) =
∑
k
(−1)k−m′+m
√
(j +m′)! (j −m′)! (j +m)! (j −m)!
(j − k +m′)!k! (j − k −m)! (k −m′ +m)!(
cos
α
2
)2j−2k+m′−m (
sin
α
2
)2k−m′+m
The sum over k is for all k that doesn’t give a negative argument for a factorial
in the denominator. For α = π, this has a particularly simple form. In this case
cos (α/2) = cos (π/2) = 0, sin (α/2) = sin (π/2) = 1. Each term in the sum is zero
unless the exponent of the cos term is zero, 2j−2k+m′−m = 0 or j−k = (m−m′) /2
and at most only one term contributes to the sum,
d
(j)
mm′ (α) = (−1)k−m
′+m
√
(j +m′)! (j −m′)! (j +m)! (j −m)!
(j − k +m′)!k! (j − k −m)! (k −m′ +m)!
k = j − (m−m′) /2
This term only contributes to the original sum if none of the arguments of the factorial
in the denominator are negative. Consider the terms involving j in the denominator,
j − k +m′ = (m−m′) /2 +m′ = (m+m′) /2
j − k −m = (m−m′) /2−m = − (m+m′) /2
The sum is over all k giving no negative arguments for the factorial in the denomi-
nators, but these arguments will be ± (m+m′) /2 when the cos factor is also non-
zero. These arguments can both be non-negative only when they are both zero,
requiring m′ = −m, only the terms that flip the spin are non-zero. For this case
k = j −m = j +m′ and the rotation matrix elements are,
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d
(j)
mm′ (α) = δm,−m′ (−1)j+m
(j +m)! (j −m)!
(j +m)! (j −m)! = δm,−m′ (−1)
j+m
A rotation about an arbitrary axis in the x − y plane, defined by the same φ0
as above, can be done by a composition of rotations, first rotate nˆ to the yˆ axis,
Rzˆ (π/2− φ0), followed by the π rotation about the yˆ axis given above, Ryˆ (π), and
a final rotation back to the original orientation of x, y axis, Rzˆ (− (π/2− φ0)). Again
the zˆ rotations are trivial and the composition gives,
(
Rzˆ
(
π
2
− φ0
)
Ryˆ (π)Rzˆ
(
−
(
π
2
− φ0
)))
mm′
= Rzˆ
(
π
2
− φ0
)
mm1
Ryˆm (π)m1m2 Rzˆ
(
−
(
π
2
− φ0
))
m2m′
= δmm1e
−im(π/2−φ0)δm1,−m2 (−1)j+m1 δm2,m′eim
′(π/2−φ0)
= δm,−m′ (−1)j+m e2im(π/2−φ0)
= δm,−m′ (−1)j+m eimπe2imφ0
Here some care must be taken in combining the phases. For any j, j+m is an integer
and (−1)j+m is well defined, eimπ can also be written as (−1)m but the branch to
use for m an odd half integer is not obvious in this form as if could be interpreted
as (±i)2m. To simplify this without ambiguity write the real, sign only, phase as
e−iπ(j+m), then the phases combine uniquely to give e−iπ(j+m)eiπm = e−ijπ. With the
other choice of representation for the sign, the total phase would give eiπ(j+2m) and
the resulting e2imπ can’t be unambiguously simplified to 1m as it is not clear whether
this should be ±1 for m an odd half integer, the former path shows that it should be
−1.
With the phase now well defined for all j. The transformations of a spin state
again corresponds to that for orbital angular momentum, as it should since angular
momentum states are defined so that they transform like spherical harmonics, for
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j = s,
Rnˆ |s,m〉 = |s,−m〉 e−isπe2imφ0
As for the case of orbital angular momentum, the transformed state is modified by
at a most a phase and F is unitary, as is also apparent from the original form of the
rotation operator. In this case, R2 |s,m〉 = |s,m〉 e2isπ and the phase is 1 only for s
an integer and F is not, in general, hermitian. This can be written in terms of the
previously defined ηF,l with the modification ηR,s = e
−isπ which gives ηR,l = (−1)l for
l and integer as before,
Rnˆ |s,m〉 = |s,−m〉 ηR,le2imφ0
The complementary results for a spin flip based on a mirror reflection are less
straight forward. The desired action on the states is clear, the expectation value of
some component of the spin should change sign,
〈s,m|F †nˆ ·~jF |s,m〉 = −nˆ · 〈s,m|~j |s,m〉
= −nˆ · ~s
this requires
F †nˆ ·~jF = −nˆ ·~j
and all perpendicular components should be unchanged. In particular consider nˆ = yˆ,
the transformation requires,
F † (jx, jy, jz)F = (jx,−jy, jz)
It is easy to show that for at least spin 1/2 representations no such operator is
possible. F must be unitary, so it can be written as eif where then f is hermitian.
For j = 1/2 the only hermitian operators are ~j, as the algebra quickly closes since
j2i = j
2/3. So F can only be written as einˆ·~j which is a rotation. A mirror reflection
is a discrete operation not continuously connected to any three dimensional rotation
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so einˆ·~j can’t be M and these are the only possible unitary matrices for j = 1/2 so
there can be no representation for a mirror reflection.
It is possible that for higher spins there is enough freedom to construct a spin flip
operator since products like jijj 6=i are not independent of ji and j2, but the procedure
is far from straightforward and completely dependent on a particular representation.
It is also possible that this could be done systematically in more spatial dimensions. A
rotation by 180◦ always changes the sign of two coordinates, if one of the coordinates
is always a fourth spatial w = 0, the result looks like a reflection in three dimensions.
This is each to implement with the coordinate operators with an SO(4) representation,
but the resulting action of such rotations on the angular momentum states isn’t as
trivial. This is now getting hopelessly pedantic, though such a strategy will probably
be pursued.
The actions of a mirror reflection could be deduced from the action of the rotations
and parity from P = MnˆRnˆ (π) except that the parity operator is also not well, or
uniquely, defined. For Dirac 4-component wave functions a parity operator can be
constructed but it allows for parity eigenvalues of ±1. In the end only the relative
parity of elementary particles are important and assignments are made by convention,
P |s,m〉 = |s,m〉 ηs defines ηs. The given phase by a mirror reflection can then be
determined through
P |s,m〉 = MnˆRnˆ |s,m〉
= Mnˆ |s,−m〉 ηR,se2imφ0
= |s,m〉 ηR,sηM,s
implying ηR,sηM,s = ηs, where ηR,s = e
−isπ giving ηM,s = ηseisπ. For s = l an
orbital angular momentum wavefunction where ηl = (−1)l this would give ηM,s =
(−1)l (−1)l = 1 as before. This not completely defined phase from the unknown
parity of a spin wavefunction will not cause any trouble as ηF will always appear
in complementary pairs in any physical quantity that is computed for these atomic
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calculations and η∗FηF = 1.
Clebsch-Gordan Coefficients
The action of any of these spin flip operators is now well defined for any angular
momentum state and they can be immediately used to demonstrate a useful spin
flip symmetry of the Clebsch-Gordan coefficients. The Clebsch-Gordan coefficients
give the transformation of a direct product of two angular momentum wavefunctions
|j1, m1〉 ⊗ |j2, m1〉 = |j1, m1; j2, m2〉 to a combined total angular momentum state,
|j,m〉,
|j,m〉 = ∑
m1,m2
|j1, m1; j2, m2〉 〈j1, m1; j2, m2|j,m〉
Flipping the spin of each state, and invoking the unitarity of the spin flip,
〈j1,−m1; j2,−m2|j,−m〉 = η∗F,j1η∗F,j2e−2im1φ0e−2im2φ0
× 〈j1, m1, j2, m2|R†nˆRnˆ |j,m〉 ηF,je2imφ0
= η∗F,j1η
∗
F,j2ηF,je
−2i(m1+m2−m)φ0 〈j1, m1, j2, m2|j,m〉
Now for simplicity pick F = Rnˆ (π) so that ηF,j = ηR,j = e
−ijπ and the entire product
of η’s is ei(j1+j2−j)π. The Clebsch-Gordan coefficient is zero expect for m = m1 +m2
so the φ0 dependent part of the phase never contributes to a non-trivial coefficient.
The triangle selection rule requires that |j1 − j2| ≤ j ≤ j1 + j2 where j can differ by
integer values from its largest and smallest possible values. This requires that if both
j1 and j2 are integer or half integer, j must be an integer, while if only one of j1, j2 is
half integer, j is also half integer. Then at most two of j1, j2, j are half integer values,
and never only one so j1 + j2 − j is always an integer and the j dependent phase can
be simplified e−i(j1+j2−j)π = (−1)j1+j2−j, finally yielding,
〈j1,−m1; j2,−m2|j,−m〉 = (−1)j1+j2−j 〈j1, m1, j2, m2|j,m〉
The result should be independent of the representation used, and this rotational
spin flip has trivial η, though it is a bit mysterious how this holds for F = Mnˆ
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where ηM,j = ηje
ijπ. This gives η∗F,j1η
∗
F,j2
ηF,j = ηj1ηj2ηj (−1)(j1+j2−j). The product of
intrinsic parities could apparently be anything and if negative this implies that the
corresponding Clebsch-Gordan coefficient is zero because it would require that both
〈j1,−m1; j2,−m2|j,−m〉 = ± (−1)j1+j2−j 〈j1, m1, j2, m2|j,m〉.
As an example, consider orbital angular momentum states where all the j = l are
integers. For this case ηM,l = 1 which gives〈l1,−m1; l2,−m2|l,−m〉 = 〈l1, m1, l2, m2|l, m〉
so that the Clebsch-Gordan coefficient is independent of the sign of the spin directions.
At the same time the first relation derived using rotations still holds so consistency
requires (−1)l1+l2−l = 1, which is the same as the requirements on the parity since
ηl = (−1)l. For this example, this condition is satisfied. For a multipole transition
between states, the parity of the initial state is changed by the parity of the tran-
sition so that the only possible final states that give non-zero matrix elements have
the parity of the product of the parities of the initial state and the transition. It is
easy to show explicitly with the wavefunctions and operators that dipole transitions
only couple states of opposite parity, quadrupole transitions couple states of the same
parity.
Considering these many general representation of the spin flip operator then yields
the desired relation for the Clebsch-Gordan coefficients as well as a statement about
transitions and couplings. Rather than a contradiction, this constraint on the product
of parities actually generates the usual parity selection rules, but now quite generally
for any angular momentum states,
ηj1ηj2ηj = 1
or, since η2 = 1, a more natural representation,
ηj = ηj1ηj2
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Total Wavefuntions
With the transformation of the Clebsch-Gordan coefficients determined, the action
of the total wavefunction under such spin flips can be determined. Total angular
momentum includes contributions from orbital angular momentum and spin angular
momentum,
|j,m〉 = ∑
ml,ms
|l, ml; s,ms〉 〈l, ml; s,ms|j,m〉
Both were shown to transform identically so the total angular momentum state should
transform the same way as is easily shown,
Rnˆ |j,m〉 =
∑
ml,ms
F |l, ml〉 ⊗ F |s,ms〉 〈l, ml; s,ms|j,m〉
=
∑
ml,ms
|l,−ml〉 ηF,le2imlφ0 ⊗ |s,−ms〉 ηF,se2imsφ0 〈l, ml; s,ms|j,m〉
= ηF,lηF,s
∑
ml,ms
|l,−ml〉 ⊗ |s,−ms〉 e2i(ml+ms)φ0 〈l, ml; s,ms|j,m〉
The Clebsch-Gordan coefficient is non-zero only for ml+ms = m so that dependence
in the phase can be factored out of the sum, and the previous spin flip transformation
of the Clebsch-Gordan coefficient used to do the sum,
Rnˆ |j,m〉 = ηF,lηF,se2imφ0
∑
ml,ms
|l,−ml〉 ⊗ |s,−ms〉 〈l, ml; s,ms|j,m〉
= ηF,lηF,s (−1)l+s−j e2imφ0
× ∑
ml,ms
|l,−ml〉 ⊗ |s,−ms〉 〈l,−ml; s,−ms|j,−m〉
= ηF,lηF,s (−1)l+s−j e2imφ0 |j,−m〉
The form of the transformation is identical. This finally shows that for any angular
momentum state,
F |j,m〉 = ηF,je2imφ0 |j,−m〉
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where ηF,j = ηF,lηF,s (−1)l+s−j. For rotations, ηR,s = e−isπ, this becomes ηF,j =
e−ilπe−isπ (−1)l+s−j, the phases can be combined unambiguously in complex expo-
nential form, ηF,j = e
−ilπe−isπei(l+s−j)π = e−ijπ just as for a pure spin state. Similarly
for reflections, ηR,s = ηse
isπ so that ηR,j = ηle
ilπηse
isπ (−1)l+s−j = ηlηsei(2l+2s−j)π,
again combine the phases in complex exponential form but here use −1 = e−iπ so
that eilπeisπ (−1)l+s−j = eilπeisπe−i(l+s−j) = eijπ, of course just the complex conju-
gate of the previous result. This gives ηR,j = ηlηse
ijπ which implies that ηj = ηlηs
consistent with the parity selection rules derived immediately above.
3.3.3 Operators
To determine the action on matrix elements, the transformation of the coordinate
operators must also be determined. This is easily done from the transformation of
the azimuthal angle already determined,
Rnˆ(θ, φ)R
†
nˆ = (−θ, 2φ0 − φ)
Mnˆ (θ, φ)M
†
nˆ = (θ, 2φ0 − φ+ π)
This gives the transformation of z trivially. For x and y,
Rnˆ {x, y}R†nˆ = Rnˆ {cos (φ) , sin (φ)}R†nˆ
= {cos (2φ0 − φ) , sin (2φ0 − φ)}
= {cos (2φ0) cos (φ) + sin (2φ0) sin (φ) ,
sin (2φ0) cos (φ)− cos (2φ0) sin (φ)}
= {cos (2φ0)x+ sin (2φ0) y, sin (2φ0) x− cos (2φ0) y}
For mirror reflections just take 2φ0 → 2φ0 + π which just changes the signs of all
the coefficients so that for either representation, the results can be written using ηF,j
which is given, for j = k an integer, by ηR,k = (−1)k, and for these spatial operators
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ηF,k = 1,
F {x, y, z}F † = ηF,1 (−cos (2φ0)x− sin (2φ0) y,−sin (2φ0) xcos (2φ0) y, z)
For completeness, also consider nˆ = zˆ, this doesn’t flip spin, but for compactness call
it Fzˆ anyways,
Fzˆ {x, y, z}F †zˆ = ηF,1 {x, y,−z}
The transformation of the spherical tensors can then be determined. For the dipole
operators
r
(1)
± = (∓x+ iy) /
√
2
r
(1)
0 = z
The transformations give,
Rnˆr
(1)
± R
†
nˆ = Rnˆ (∓x+ iy)R†nˆ/
√
2
= (∓cos (2φ0)x∓ sin (2φ0) y + isin (2φ0) x− icos (2φ0) y) /
√
2
= (∓ (cos (2φ0)∓ isin (2φ0)) x− i (cos (2φ0)∓ isin (2φ0) y) y) /
√
2
= e∓2iφ0 (∓x− iy) /
√
2
= −e∓2iφ0 (±x+ iy) /
√
2
= −e∓2iφ0r(1)∓
The mirror just gives minus this result,
F
{
r
(1)
± , r
(1)
0
}
F † = ηF,1
{
e∓2iφ0r(1)∓ , r
(1)
0
}
Fzˆ
(
r
(1)
± , r
(1)
0
)
F †zˆ = ηF,1
(
r
(1)
± ,−r(1)0
)
Finally this can be used to quickly get the transformations of the spherical quadrupole
operators,
r
(2)
±2 = r
(1)2
±
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r
(2)
±1 =
√
2r
(1)
± r
(1)
0
r
(2)
0 =
√
2/3
(
r
(1)
+ r
(1)
− + r
(1)2
0
)
from the transformation of the dipole operators,
F
{
r
(2)
±2, r
(2)
±1, r
(2)
0
}
F † =
(
e∓4iφ0r(2)∓2, e
∓2iφ0r(2)∓1, r
(2)
0
)
Fzˆ
(
r
(2)
±2, r
(2)
±1, r
(2)
0
)
F †zˆ =
(
r
(2)
±2,−r(2)±1, r(2)0
)
Notice the spherical quadrupole operators don’t notice the difference between the
mirror reflection and rotation representations of a spin flip.
This generality in the azimuthal angle of the rotation for reflection direction isn’t
particularly useful for the immediate purposes of studying the parity light shift matrix
elements, but they will prove useful later when exploited to implement other transfor-
mations and demonstrate other symmetries. For example, notice that for φ0 = π/4,
Rnˆ just exchanges x and y coordinates, R
†
nˆ (x, y)Rnˆ = (y, x) allowing for an easy
means of relating x and y matrix elements.
The transformation of the all the spherical operators can be written very com-
pactly,
Fr
(k)
±sF
† = ηF,ke∓2siφ0r
(k)
∓s
Fzˆr
(k)
±sF
†
zˆ = ηF,k (−1)s r(k)±s
looking very much like the transformation of states,
F |j,m〉 = |j,−m〉 ηF,je2imφ0
Where again ηM,j = ηje
ijπ and ηR,j = e
−ijπ for the states, and simplifies to ηM = 1,
ηR,k = (−1)k for operators. (Notation is little loose, j is a label as much as it is and
index or argument.)
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3.3.4 Matrix Elements of Spherical Operators
These compact results make it very easy to finally determine the spin flip properties
of couplings,
Ω(k)m1m2 = 〈j1, m1| r(k)s |j2, m2〉E(k)s
through the spin flip properties of the matrix elements, withm1 = m2+s and j1−j2, k
integers,
〈j1, m1| r(k)s |j2, m2〉 = 〈j1, m1|F †Fr(k)s F †F |j2, m2〉
= ηj1∗F e
−2im1φ0 〈j1,−m1| ηkF e−2isφ0r(k)−s |j2,−m2〉 ηj2F e2im2φ0
= η∗F,j1ηF,j2ηF,ke
−2i(m1−m2+s)φ0 〈j1,−m1| r(k)−s |j2,−m2〉
This result should be independent of the representation used for F , so in partic-
ular is should be independent of the φ0 which appears explicitly in an overall phase.
Consistency then requires that either the entire result is zero, or the phase is zero
independent of φ0 because m1 −m2 − s = 0 or m1 = m2 + s. This gives the usual m
selection rules. For the rest of the coefficients pick various particular representations
for F . Using F = Rnˆ (π) gives η
∗
F,j1
ηF,j2ηF,k = e
−i(j1−j2)π (−1)k, for this applica-
tion j1 and j2 are both integer or half integer so the j1 − j2 is an integer and the
product of η’s gives (−1)j1−j2+k reproducing the result obtained from the Wigner-
Eckhart theorem and the spin flip transformation of the Clebsch-Gordan coefficients.
For F = Mnˆ, η
∗
F,j1
ηF,j2ηF,k = ηj1ηj2e
−i(j1−j2)π = ηj1ηj2 (−1)j1−j2. Constancy then re-
quires (−1)j1−j2+k = ηj1ηj2 (−1)j1−j2 yielding the selection rule, ηj1ηj2 = (−1)k which
becomes the familiar parity selection rule,
〈j1, m1| r(k)s |j2, m2〉 = 〈j1, m1|P †Pr(k)s P †P |j2, m2〉
= ηj1ηj2(−1)k 〈j1, m1| r(k)s |j2, m2〉
When considering the composition of these states with ηj = ηlηs. The s is the same
for both states so that ηj1ηj2 = ηl1ηsηl2ηs = ηl1ηl2 and requiring ηl1ηl2 = (−1)k.
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The entire coupling then changes to,
Ω
(k)
−m1,−m2 = 〈j1,−m1| r(k)s |j2,−m2〉E(k)s
= 〈j1,−m1| r(k)−s |j2,−m2〉E(k)−s
= (−1)j1−j2+k 〈j1, m1| r(k)s |j2, m2〉E(k)−s
The E
(k)
±s are generally independent, but their structures are related in a way that
allow further simplification. These amplitudes are constructed out of a symmetric
piece, E
(k)
sS , that is the same for both ±s and and anti symmetric piece that changes
sign with s, E
(k)
sA , as
E
(k)
s>0 = E
(k)
|s|S + E
(k)
|s|A
E
(k)
s<0 = E
(k)
|s|S − E(k)|s|A
For general s this can be written,
E
(k)
±s = E
(k)
|s|S +
|s|
s
E
(k)
|s|A
Dropping the explicit absolute values in the symmetric and antisymmetric parameters,
and understanding them to be implied in this context so that E
(k)
s{S,A} is not distinct
from E
(k)
−s{S,A}, the original and spin flipped couplings are given by,
Ω(k)m1,m2 = 〈j1, m1| r(k)s |j2, m2〉
(
E
(k)
sS +
|s|
s
E
(k)
sA
)
Ω
(k)
−m1,−m2 = (−1)j1−j2+k 〈j1, m1| r(k)s |j2, m2〉
(
E
(k)
sS −
|s|
s
E
(k)
sA
)
For arbitrary fields, these parts of the field amplitudes are given by,
ED1S =
iEy√
2
ED1A = −Ex√2
ED0S = Ez E
D
0A = 0
and
EQ2S =
∂xEx+∂yEy
2
EQ2A = −i∂xEy+∂yEx2
EQ1S = i
∂yEz+∂zEy
2
EQ1A = −∂xEz+∂zEx2
EQ0S =
∂zEz√
6
EQ0A = 0
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3.3.5 Matrix Elements of Cartesian Operators
This form isn’t any more practically useful than the corresponding transformation
of the Clebsch-Gordan coefficient because the transformation changed the operator.
The spin flipped matrix element is related to a matrix element of a different operator.
To the determine the behavior of the entire coupling then requires that the field
amplitudes and their transformations are also known. A more insightful picture would
emerge if the transformation that changed the state, left the operator invariant. This
can be done by returning to cartesian coordinates.
With x = − (r+ − r−) /
√
2, y = (r+ + r−) /
√
2i, z = r0,
〈j1,−m1| {x, y, z} |j2,−m2〉 = 〈j1,−m1|
{
−r+ − r−√
2
,
r+ + r−√
2i
, r0
}
|j2,−m2〉
= (−1)j1−j2+1
× 〈j1, m1|
{
−r− − r+√
2
,
r− + r+√
2i
, r0
}
|j2, m2〉
= (−1)j1−j2+1
× 〈j1, m1| {−x, y, z} |j2, m2〉
Matrix elements of x and y operators are simply related to the spin flipped matrix
element of the same operator, and x and y transform the same up to a relative sign.
This demonstrates this tidy result in way that is independent of the representation
used to the spin flip operator, but still requires the use of the spherical tensors, and
an intuitive understanding of this simple result is slightly obscured. By picking a
few particular spin flip representations a simple geometric picture emerges and the
derivation completely avoids a spherical basis.
For φ0 = 0, or φ0 = π/2, the cartesian coordinate operators transform very simply,
Fφ0=0 (x, y, z)F
†
φ0=0
= ηF,1 (−x, y, z)
Fφ0=π/2 (x, y, z)F
†
φ0=π/2
= ηF,1 (x,−y, z)
For these transformations, the coordinate operators change by, at most, a sign and it
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becomes trivial to see that the spin flipped matrix elements involve the same operator,
because the transformation doesn’t change the operator. Repeating the calculation
of the spin flipped matrix elements using cartesian coordinates,
〈j1,−m1| {x, y, z} |j2,−m2〉 = 〈j1,−m1|F †F {x, y, z}F †F |j2,−m2〉
= η∗F,j1e
−2im2φ0
× 〈j1, m1|F {x, y, z}F † |j2, m2〉 ηF,j2e2im2φ0
If φ0 is now restricted to 0 or π/2 , the transformation is,
F {x, y, z}F † = ηF {−cos (2φ0)x, cos (2φ0) y, z}
the matrix element simplifies to,
〈j1,−m1| {x, y, z} |j2,−m2〉 = η∗F,j1ηF,j2ηF,1e−2i(m1−m2)φ0
× 〈j1, m1| {−cos (2φ0) x, cos (2φ0) y, z} |j2, m2〉
For φ0 = 0, the m dependent phases are all zero, for φ0 = π/2, cos (2φ0) = −1,
and e−2i(m1−m2)φ = e−i(m1−m2)π = (−1)m1−m2 . For consistency, − (−1)m1−m2 = 1
requires m1 −m2 odd. These two cases can also restrict m1 −m2 to ±1, the general
transformation would yield the complete familiar m selection rules as they appeared
when considering the matrix elements of the spherical tensors.
For the product of η coefficients, F = Rnˆ (π) gives the same result as from writing
these cartesian operators in terms of their spherical tensor counterparts,
〈j1,−m1| {x, y, z} |j2,−m2〉 = − (−1)j1−j2 〈j1, m1| {−x, y, z} |j2, m2〉
As usual, using F = Mnˆ gives the same results if the parity selection rules are satisfied.
This path completely avoids the spherical tensor operators and, as one result, make
it trivial to extend to higher order operators. In particular, quadrupole operators will
get another ηF,1, use ηR,1 = −1, and the final sign just depends on the numbers of x
coordinates, nx, used in the operator,
〈j1,−m1| xixj |j2,−m2〉 = (−1)2 (−1)nx (−1)j1−j2 〈j1, m1|xixj |j2, m2〉
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Obviously this trivially extends to matrix elements of products of any number of
coordinates,
〈j1,−m1| xnxynyznz |j2,−m2〉 = (−1)nx+ny+nz (−1)nx (−1)j1−j2
× 〈j1, m1| xnxynyznz |j2, m2〉
= (−1)ny+nz (−1)j1−j2 〈j1, m1|xnxynyznz |j2, m2〉
3.3.6 Products of Matrix Elements and Selection Rules
The intended immediate application of the transformations constructed here is to be
able to quickly, intuitively evaluate the spin flip properties of various energy shifts.
These shifts are the sums of diagonal elements of products of coupling matrices like
Ω
(k1)†
m,m′Ω
(k2)
m′,m
where a particular coupling is given in a spherical basis by
Ω
(k)
mm′ =
〈
j1, m
∣∣∣T (k)s ∣∣∣ j2, m′〉E(k)s
and in a cartesian basis will involve terms like
Ω
(k)
mm′ = 〈j1, m |xnxynyznz | j2, m′〉E(k)i1i2···ik
with nx + ny + nz = k. For the parity experiment,
δωQm =
√
(ΩQ†ΩQ)mm
δωPNCm =
((
ΩQ†ΩD
)
mm
−
(
ΩD†ΩQ
)
mm
)
/δωQm = Im
((
ΩQ†ΩD
)
mm
)
/δωQm
For these sorts of quantities, some of the generality considered, the action of an
arbitrary spin flip on a state, becomes moot. For the states, the most important
property of a spin flip operator is that it is unitary, so that the amplitude of the
transformed state differs by at most a phase, F |j,m〉 = |j,−m〉 eif(j,m). In the shifts,
both of the states involved appear once each as initial and final states so that these
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possible phases introduced by a particular spin flip operator exactly cancel. Implicitly
summing over the intermediate spin orientations m′,
(
Ω(k1)Ω(k2)
)
−m,−m = Ω
(k1)
−m,m′Ω
(k2)
m′,−m
= Ω
(k1)
−m,−m′Ω
(k2)
−m′,−m
=
〈
j1,−m
∣∣∣T (k1)†r ∣∣∣ j2,−m′〉 〈j2,−m′ ∣∣∣T (k2)s ∣∣∣ j1,−m〉E(k1)∗r E(k2)s
= eif(j1,m)
〈
j1, m
∣∣∣F †T (k1)†r F ∣∣∣ j2, m′〉 e−if(j2,m′)
× eif(j2,m′)
〈
j2, m
′
∣∣∣F †T (k2)s F ∣∣∣ j1, m〉 e−if(j1,m)E(k1)∗r E(k2)s
=
〈
j1, m
∣∣∣F †T (k1)†r F ∣∣∣ j2, m′〉 〈j2, m′ ∣∣∣F †T (k2)s F ∣∣∣ j1, m〉E(k1)∗r E(k2)s
The transformation symmetries apply term by term to each matrix element, so the
sum over r, s and even m′ need not be done for these expressions to hold, except
for the initial changing the sign of m′ as a summation index, so it it generally not
necessary to point out when a sum over a certain index is implied or just not done.
Certainly all the sums must be done to get the desired shift, but the relationships
that follow will apply to each term individually as well.
Spin Dependence in a Spherical Basis
For these spherical tensor operators,
Fr
(k)
±sF
† = ηF,ke∓2siφ0r
(k)
∓s
The matrix elements are then related by,
(
Ωk1†Ωk2
)
−m,−m = η
∗
F,k1
ηF,k2e
2i(r−s)φ0
×
〈
j1, m
∣∣∣T (k1)†−r ∣∣∣ j2, m′〉 〈j2, m′ ∣∣∣T (k2)−s ∣∣∣ j1, m〉E(k1)∗r E(k2)s
= η∗F,k1ηF,k2e
2i(r−s)φ0
×
〈
j1, m
∣∣∣T (k1)†r ∣∣∣ j2, m′〉 〈j2, m′ ∣∣∣T (k2)s ∣∣∣ j1, m〉E(k1)∗−r E(k2)−s
It was already demonstrated the this result is independent of the representation used
for F because it was shown that the transformation of each matrix element is inde-
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pendent of the F used. In that case the phases generated from transforming the states
cancel the phase generated from transforming the operator. Here the phases from the
states were canceled first, so it must be that a non zero result here requires the phases
from the operators cancel each other. The E(k1,k2)s can be be chosen independently
so that these phases must cancel term by term in the r, s sum. This simply requires
r = s and the sum collapses to one over a single index. This is again clear from the
familiar m selection rules. T (k1)s will raise the m of the state is is operating on by s,
so to return to the same initial state with another transformation requires a T
(k1)
−s or
T (k2)†s . Using F = Rnˆ (π) to evaluate the remaining coefficients, ηR,k = (−1)k, gives
η∗R,k1ηR,k2 = (−1)k1+k2 and with F = Mnˆ, ηF,k = 1 which requires (−1)k1+k2 = 1
or (−1)k1 = (−1)k2, the interactions must have the same parity to couple the same
states. This leaves,
(
Ωk1†Ωk2
)
−m,−m =
〈
j1, m
∣∣∣T (k1)†s
∣∣∣ j2, m′〉 〈j2, m′ ∣∣∣T (k2)s
∣∣∣ j1, m〉E(k1)∗−s E(k2)−s
Off-diagonal Elements
This can easily be extended to other matrix elements of products of couplings which
will prove to be useful when considering systematics. Generalizing to
(
Ωk1†Ωk2
)
m1,m2
=∑
m′ Ω
(k1)
m1,m′
Ω
(k2)
m2,m′
.In this case the initial and final states are different to the phases
no longer exactly cancel,
(
Ωk1†Ωk2
)
−m1,−m2
= Ω
(k1)
−m1,m′Ω
(k2)
m′,−m2 = Ω
(k1)
−m,−m′Ω
(k2)
−m′,−m
=
〈
j1,−m1
∣∣∣T (k1)†r ∣∣∣ j2,−m′〉 〈j2,−m′ ∣∣∣T (k2)s ∣∣∣ j1,−m2〉E(k1)∗r E(k2)s
= ηF,j1e
2im1φ0η∗F,j1e
−2im2φ0E(k1)∗r E
(k2)
s
×
〈
j1, m1
∣∣∣F †T (k1)†r F ∣∣∣ j2, m′〉 〈j2, m′ ∣∣∣F †T (k2)s F ∣∣∣ j1, m2〉
× |ηF,j1|2 e2i(m1−m2)φ0e−2i(r−s)φ0E(k1)∗r E(k2)s
×
(
η∗F,k1ηF,k2
) 〈
j1, m1
∣∣∣T (k1)†−r ∣∣∣ j2, m′〉 〈j2, m′ ∣∣∣T (k2)−s ∣∣∣ j1, m2〉
106
The |η|2 gives 1, and φ0 independence then requires that m1−m2 = s−r for non-zero
terms, consistent with the usual m selection rules, and
(
Ωk1†Ωk2
)
−m1,−m2
= η∗F,k1ηF,k2E
(k1)∗
−r E
(k2)
−s
×
〈
j1, m1
∣∣∣T (k1)†r ∣∣∣ j2, m′〉 〈j2, m′ ∣∣∣T (k2)s ∣∣∣ j1, m2〉
Different Initial/Final or Intermediate States
One more generalization must be made to use this for the parity shifts, δωPNC involves
a product of matrix elements between different initial states. The ground state is a
mixture of S and P states. For the PNC light shift term the dipole transition is from
the P component of this state to the D state, while the quadrupole transition is from
the S component. Then for calculations of the ground state shift the initial and final
state are no longer the same, and for calculations of D state shifts the intermediate
states are no longer the same. The j’s in each case are still the same so for F = R
the ηR,j = e
−ijπ coefficients are unchanged and cancel between the pairs, leaving the
same ηR,k1ηR,k2 = (−1)k1+k2 in the end. For F = M , ηM,{j,l} = η{j,l}eijπ and ηR,k = 1.
The parities of each of a pair of states are no longer equal because the l of one of
the states is different, leaving the factors η{j11,l11}η{j12,l12} and η{j21,l21}η{j22,l22}. For
these composite states η{j,l} = ηlηs. The ηs is the same for all state so that what
remains is ηl11ηl12ηl21ηl22 and the parity selection rules become the same as those for
the individual matrix elements,ηl11ηl12ηl21ηl22 = (−1)k1+k2 which can also be written
ηl1iηl2i = (−1)ki. This is just what is needed for a nonzero shift from a product of
dipole and quadrupole couplings.
With this selection rule satisfied the spin flip relation becomes, in general, also
changing the sign of the r, s summation indices,
(
Ωk1†Ωk2
)
−m1,−m2
= (−1)k1+k2 E(k1)∗−r E(k2)−s
×
〈
j1, l11, m1
∣∣∣T (k1)†r ∣∣∣ j2, l21, m′〉 〈j2, l22, m′ ∣∣∣T (k2)s ∣∣∣ j1, l12, m2〉
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The overall relationship is very simple, the spin flipped shift is given by the same sum
with an overall (−1)k1+k2 and the sign of the spin indices of the tensor field amplitudes
changes. This becomes, for m1 = m2, as before,
(
Ωk1†Ωk2
)
−m,−m = (−1)
k1+k2 E
(k1)∗
−s E
(k2)
−s
×
〈
j1, l11, m
∣∣∣T (k1)†s ∣∣∣ j2, l21, m′〉 〈j2, l22, m′ ∣∣∣T (k2)s ∣∣∣ j1, l12, m〉
Linearly Polarized Light
These spin flip symmetries apply individually to each term in the sums needed to get
the energy shifts, so in this spherical tensor form there is not yet an easy way to relate
the entire shifts unless the field amplitudes are related in a particular way, such as
E
(k)
−s = ±E(k)∗s as is the case for the particular choice of fields discussed for use in this
PNC experiment. As a more general example, this easily simplifies for the special
case of linear polarization. In this case all the polarization components of ~E have the
same relative phase so that the field can be written at eiφ ~E, where the polarization
components are now all real. For a single field this phase can be removed by shifting
the time origin, but for the general case of two independent fields, both phases can
not be eliminated simultaneously and a relative phase factor remains.
Factoring out the overall relative phase as δω = ei∆φδω¯, the polarization compo-
nents of both fields can be made real and for this case the spherical tensor amplitudes
satisfy eiφE
(k)
−s = eiφ (−1)sE(k)∗s . The signs of the r, s spin indices of the field ampli-
tudes E
(k)
−s in the expression for the spin flipped shift can now be easily changed back
to positive giving,
δω¯
(k1,k2)
−m1,−m2 = (−1)k1+k2 (−1)r E(k1)r (−1)sE(k2)∗s
×
〈
j1, m1
∣∣∣T (k1)†r
∣∣∣ j2, m′〉 〈j2, m′ ∣∣∣T (k2)s
∣∣∣ j1, m2〉
The total sign change is (−1)r+s = (−1)r−s. The selection rules require that non-zero
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terms will have m1 −m2 = s− r so the sign can be written (−1)m1−m2 ,
δω¯
(k1,k2)
−m1,−m2 = (−1)m1−m2 (−1)k1+k2 E(k1)r E(k2)∗s
×
〈
j1, m1
∣∣∣T (k1)†r ∣∣∣ j2, m′〉 〈j2, m′ ∣∣∣T (k2)s ∣∣∣ j1, m2〉
= (−1)m1−m2 (−1)k1+k2
(
E(k1)∗r E
(k2)
s
)∗
×
〈
j1, m1
∣∣∣T (k1)†r ∣∣∣ j2, m′〉 〈j2, m′ ∣∣∣T (k2)s ∣∣∣ j1, m2〉
The matrix elements of these spherical tensor operators are real, all imaginary com-
ponents are contained in the field amplitudes so the complex conjugate can be taken
over the whole term and the sum over r and s done again to recover, simply,
δω¯
(k1,k2)
−m1,−m2 = (−1)m1−m2 (−1)k1+k2 E(k1)∗r E(k2)s
×
〈
j1, m1
∣∣∣T (k1)†r ∣∣∣ j2, m′〉 〈j2, m′ ∣∣∣T (k2)s ∣∣∣ j1, m2〉)∗
= (−1)m1−m2 (−1)k1+k2 δω¯(k1,k2)∗m1,m2
Replacing the relative phases gives,
δω
(k1,k2)
−m = (−1)k1+k2 δω(k1,k2)m
for m1 = m2 this becomes simply
δω
(k1,k2)
−m = (−1)k1+k2 δω(k1,k2)m
This gives a trivial demonstration of the existence of the parity light shift, as
discussed later, but only for the ideal case. In considering systematic errors more
general fields must be considered, and one final step yields some powerful tools that
can be used to understand the generalities.
Spin Dependence in Cartesian Basis
A bit more can be learned about the spin flip properties of the entire light shift
before having to specify anything about the fields if the analogous transformations
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are determined for cartesian operators. For the spherical tensors, the fundamental
complication, as observed before, is that any transformation that flips the spin of a
state also, necessarily, changes the operator. In cartesian coordinates, however, there
are a handful of special transformations that will only, at most, change the sign of a
cartesian operator it acts on. This are simply rotations or reflections having nˆ parallel
to either xˆ or yˆ. These give
Fxˆ {x, y, z}F †xˆ = Fφ0=0 {x, y, z}F †φ0=0 = ηF,1 {−x, y, z}
Fyˆ {x, y, z}F †yˆ = Fφ0=π/2 {x, y, z}F †φ0=π/2 = ηF,1 {x,−y, z}
The returning to the shifts, and including the previously discussed generalities,
δω
(k1,k2)
−m1,−m2 = Ω
(k1)
−m1,m′Ω
(k2)
m′,−m2 = Ω
(k1)
−m,−m′Ω
(k2)
−m′,−m
= E(k1)∗r E
(k2)
s
×
〈
j1, l11,−m1
∣∣∣T (k1)†r
∣∣∣ j2, l21,−m′〉 〈j2, l22,−m′ ∣∣∣T (k2)s
∣∣∣ j1, l12,−m2〉
= η∗F,{j1,l11}ηF,{j1,l12}η
∗
F,{j1,l21}ηF,{j1,l22}e
2i(m1−m2)φ0E(k1)∗r E
(k2)
s
×
〈
j1, l11, m1
∣∣∣F †T (k1)†r F
∣∣∣ j2, l21, m′〉 〈j2, l22, m′ ∣∣∣F †T (k2)s F
∣∣∣ j1, l12, m2〉
As before them dependent phases will cancel with the phases from the transformation
of the operators leaving the result φ0 independent, but for now keep these explicit and
act ignorant of the selection rules that guarantee this. For nˆ = xˆ, φ0 = 0 this phase
gives 1, while for nˆ = yˆ, φ0 = π/2 it yields e
i(m1−m2)π = (−1)m1−m2 since m1 − m2
must be an integer. This phase can then be written as (−1)(nˆ·yˆ)(m1−m2).
As just shown the product of η’s gives either 1 or ηl1ηl2 depending on the repre-
sentation used for F . Now use a cartesian representation for the operators so that
T (k)s = x
nxynyznz and nx+ny+nz = 1 and the field amplitudes become some Ei1i2...ik.
Transforming these kinds of operators, with these special spin flip operations, then
gives F †xnxynyznzF = ηkF,1 (−1)nx = ηkF,1 (−1)ny where the choice of nx or ny comes
from the choice of nˆ = xˆ or nˆ = yˆ for the axis of reflection or rotation, so write it as
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(−1)nnˆ, and ηR,1 = −1, ηM,1 = 1,
δω
(k1,k2)
−m1,−m2 = η
∗
F,{j1,l11}ηF,{j1,l12}η
∗
F,{j1,l21}ηF,{j1,l22}η
k1+k2
F,1 (−1)n1nˆ+n2nˆ (−1)(nˆ·yˆ)(m1−m2)
× 〈j1, l11, m1 |xn1xyn1yzn1z | j2, l21, m′〉 〈j2, l22, m′ |xn2xyn2yzn2z | j1, l12, m2〉
× E(k1)∗i1i2...ik1E
(k2)
i1i2...ik2
The contraction of the matrix elements with the amplitudes is implicitly understood
to look like,
〈j1, m1 |xn1xyn1yzn1z | j2, m′〉E(k)i1i2...ik
=
〈
j1, m1
∣∣∣xi1xi2 · · ·xinxyinx+1 · · · yinx+ny zinx+ny+1 · · · zik
∣∣∣ j2, m′〉E(k)i1i2...ik
The nnˆ independent pieces of the coefficient will give the usual (−1)k1+k2 for
F = Rnˆ (π), and ηl11ηl12ηl21ηl22 for F = Mnˆ.The parity selection rules shown before
will give ηl1ηl2 = (−1)k1+k2 when satisfied, making the simplest general representation,
with nnˆ = n1nˆ + n2nˆ,
δω
(k1,k2)
−m1,−m2 = (−1)k1+k2 (−1)nnˆ (−1)(nˆ·yˆ)(m1−m2)
× 〈j1, l11, m1 |xn1xyn1yzn1z | j2, l21, m′〉 〈j2, l22, m′ |xn2xyn2yzn2z | j1, l12, m2〉
× E(k1)∗i1i2...ik1E
(k2)
i1i2...ik2
The result, as for the relation in the spherical basis, is simply stated each are of
terms contributing to the spin flipped shift are related by a sign given by the order
of each transition (−1)k1+k2 and the number of certain operators used in each matrix
element (−1)nˆ. This can be written slightly differently using nx+ny+nz = k so that
k and nnˆ can be traded instead for nz and n⊥nˆ and (−1)k1+k2 (−1)nˆ = (−1)nz (−1)⊥nˆ
which is what would have directly appear writing the F = Rnˆ (π) explicitly without
using ηR,1 = −1 since Rnˆ (π) flips the sign of the sign of zˆ and the x− y component
perpendicular to nˆ, while Mnˆ just flips the sign of nˆ and the (−1)k terms come from
the products of the parities of the states.
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In this case the derivation and the origin of the various forms the result can take
due to the choice of F , are easily seen since the transformation of these cartesian
operators is easily understood geometrically, but there is still a strange dependence
on the representation of F through the free choice of nx or ny in the remaining factors
that is apparently ambiguous or inconsistent. Consider, for example, a quadrupole-
quadrupole term involving something like, in particular, 〈j1, m |xy| j2, m′〉 〈j2, m′ |yz| j1, m〉
so that m1 −m2 = m and (−1)(nˆ·yˆ)(m1−m2) = 1. Using nˆ = yˆ implies that this prod-
uct doesn’t change sign for m → −m as ny = 2 so (−1)ny = 1, while for nˆ = xˆ,
(−1)nx = −1 implying that the sign does change. This is a contradiction unless the
result is actually zero. For this case that is clear by simple m selection rules. As
pointed out long ago, sec.3.2.1, xy will change m by 2 or 0, while yz can change m by
only 1, so that between the same set of states one must give a zero matrix element.
This happens for any other particular case considered, and one again the initial ap-
parent curse of generality, becomes a reward. The apparent contradictions generated
by these spin flip transformations turn out to give a set of cartesian selection rules,
of a sort, for determining what terms can be non-zero to begin with.
These are analogous to the much simpler result from using a spherical basis where
terms were non-zero only if m1 − m2 = s − r. Here terms will be nonzero only for
(−1)nx = (−1)ny (−1)m1−m2 . In particular, for use in evaluating these ion light shifts
where m1 = m2, these rules require nx − ny to be even.
Phases
The spin dependence of the matrix elements has a simply geometric picture in carte-
sian coordinates, but one disadvantage of this form is that the origins of any overall
complex phase is slightly obscured. The shifts generally involve a real or imaginary
part of some δω, and being able to easily identify the overall phase of the coupling
allows for a quick determination of the dependence of the shift on the phases of the
field driving the transitions.
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In the a spherical tensor basis the matrix elements are real, as the are given
explicitly by Clebsch-Gordan coefficient though the Wigner-Eckhart Theorem so the
phase of each term in the total coupling is isolated in the product of the amplitudes,
Arg
(
δω(k1,k2)m
)
= Arg
(
Ω
(k1)†
m,m′Ω
(k2)
m′,m
)
= Arg
(〈
j1, m
∣∣∣T (k1)†r ∣∣∣ j2, m′〉 〈j2, m′ ∣∣∣T (k2)s ∣∣∣ j1, m〉E(k1)∗r E(k2)s )
=
〈
j1, m
∣∣∣T (k1)†r
∣∣∣ j2, m′〉 〈j2, m′ ∣∣∣T (k2)s
∣∣∣ j1, m〉Arg (E(k1)∗r E(k2)s )
In a cartesian basis the matrix elements are no longer generally real so the total phase
of the coupling is distributed between the matrix elements and the field amplitudes.
The demonstration of this separation can be done most easily by temporarily trans-
forming the cartesian operators to a spherical basis and this method also shows the
simple resolution of the of this difficulty.
Once again the cartesian operators are given by,
x = (r− − r+) /
√
2
y = (r− + r+) /
√
2i
z = r0
in terms of their spherical counterparts.Then any matrix element of products of these
operators is given by,
〈j1, m1 |xnxynyznz | j2, m2〉 =
〈
j1, m1
∣∣∣∣∣
(
r− − r+√
2
)nx (r− + r+√
2i
)ny
rnz0
∣∣∣∣∣ j2, m2
〉
= (−i)ny
〈
j1, m1
∣∣∣∣∣
(
r− − r+√
2
)nx (r− + r+√
2
)ny
rnz0
∣∣∣∣∣ j2, m2
〉
The matrix element is now only of product of the rs’s with real coefficients, and so it
again is real and the overall phase of the matrix element is just given by the number
of y’s in the operators up to a real sign since the sign of the matrix element of this
product of spherical tensor operators is not immediately obvious,
〈j1, m1 |xnxynyznz | j2, m2〉 = ±iny |〈j1, m1 |xnxynyznz | j2, m2〉|
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This makes the argument of the entire shift again easy to express in cartesian coor-
dinates as well,
Arg
(
δω(k1,k2)m
)
= Arg(〈j1, m |xnx1yny1znz1 | j2, m′〉 〈j2, m′ |xnx2yny2znz2 | j1, m〉
× E(k1)∗i1i2...ik1E
(k2)
i1i2...ik2
)
= ±Arg(E(k1)∗i1i2...ik1E
(k2)
i1i2...ik2
× iny1 |〈j1, m |xnx1yny1znz1 | j2, m′〉| iny2 |〈j2, m′ |xnx2yny2znz2 | j1, m〉|)
= ± |〈j1, m |xnx1yny1znz1 | j2, m′〉 〈j2, m′ |xnx2yny2znz2 | j1, m〉|
× Arg
(
inyE
(k1)∗
i1i2...ik1
E
(k2)
i1i2...ik2
)
3.4 Parity Splitting Revisited
Finally this can be put to use in trivially deriving the parity light shift and under-
standing its origin. The particular choices of the fields used above can be abandoned
temporarily and the general structure of the shifts studied to determine what can
happen and what is required to make useful things happen. For simplicity the choice
of two independent standing waves will be retained, again positioned so the the ion
is at the node of one and the anti-node of the other, giving a quadrupole coupling
from only one of the fields and a dipole only from the other. The polarizations and
propagation directions will now be completely general.
The quadrupole and parity light shifts were given by,
δωQm =
√
(ΩQ†ΩQ)mm
δωPNCm = ǫIm
((
ΩQ†ΩD
)
mm
)
/δωQm
with the couplings,
ΩDm′m =
〈
5D3/2, m
′ |Di|nP1/2, m
〉
Ei =
〈
5D3/2, m
′
∣∣∣T (1)s
∣∣∣nP1/2, m〉E(1)s
ΩQm′m =
〈
5D3/2, m
′ |Qij | 6S1/2, m
〉
∂iEj =
〈
5D3/2, m
′
∣∣∣T (2)s ∣∣∣nS1/2, m〉E(2)s
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Formal Results for Linear Polarization
Again consider the m→ −m behavior of the shifts, now using the spin flip transfor-
mations just developed. The fields were chosen to be linearly polarized, so a quick
route is to use the previously derived results for linear polarization,
δω
(k1,k2)
−m = (−1)k1+k2 δω(k1,k2)
For the quadrupole term k1 = k2 = 2 so that (−1)k1+k2 = 1 and δωQ−m = δωQm.
The quadrupole shift is independent, and this shows that this property is completely
independent of the orientation of the field, the only requirement was linear polar-
ization. Similarly, for the PNC term, k1 = 1, k2 = 2, giving (−1)k1+k2 = −1 and
δωPNC−m = −δωPNCm .
Off Axis Spin Dependence
Slightly anticipating pieces of the discussion on systematics, it is productive to look
as the off diagonal terms as well. Later δωm1,m2 as a matrix will be used in its en-
tirety as a sort of effective hamiltonian that gives the resulting collective effects of
a single state. For the ground state this will be a 2 × 2 hermitian matrix so it will
look like the interaction from an effective magnetic field, the diagonal elements give
the zˆ components of the effective field and the off-diagonal elements the perpendic-
ular components so that non-zero off-diagonal elements would mean the interaction
behaves has an effective spin dependence in a different direction. Some properties of
these terms can be studied from the more general spin flip relations,
δω
(k1,k2)
−m1,−m2 = (−1)m1−m2 (−1)k1+k2 δω(k1,k2)∗m1,m2
The matrix elements in the first off-diagonal row contain any contributions to an effec-
tive vector, or dipole interaction, since these change m by at most 1. For the ground
state, there is only one off-diagonal term having m1 = −m2 = ±1/2, |m1 −m2| = 1.
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These terms must then be related as δω
(k1,k2)
1/2,−1/2 = − (−1)k1+k2 δω(k1,k2)∗−1/2,1/2. The δω is
hermitian giving δωm1,m2 = δω
∗
m2,m1 , so that for these matrix elements of the ground
state δω
(k1,k2)
1/2,−1/2 = − (−1)k1+k2 δω(k1,k2)1/2,−1/2.
For the quadrupole shift, this would give δωQ1/2,−1/2 = −δωQ1/2,−1/2 = 0 so that in
fact the quadrupole shift is independent of spin along any axis. The sole contribution
from quadrupole shift is a scalar which is invariant under rotations. This should be the
case, since it was spin independent along the zˆ axis for any direction and polarization
of the applied light. If there was a spin dependence along a different axis, the entire
system could be rotated to make that dependence along the zˆ axis with the field in
a different directions, inconsistent with the earlier result of independence along the zˆ
axis for any field. For the PNC term this relation gives no new information as it is
just consistent with hermeticity, δωPNC1/2,−1/2 = δω
PNC∗
−1/2,1/2.
General Structure in a Spherical Basis
This gives the results trivially, but some understanding is lost in the formal generality,
and for the PNC term it only shows the potential for spin dependence, it doesn’t
explain when the shift will be non-zero. To study this, continue to back up a step
at a time and look again at the general spin dependence of each term contributing
to the shift in a spherical basis. Consider only the m1 = m2 = m elements of the
shift since, as discussed above, any off diagonal elements are spin defendant shifts in
another direction that can be made to be a spin dependence in the zˆ direction by
rotating the coordinate system. For these elements,
δω
(k1,k2)
−m = (−1)k1+k2
〈
j1, m
∣∣∣T (k1)†s ∣∣∣ j2, m′〉 〈j2, m′ ∣∣∣T (k2)s ∣∣∣ j1, m〉E(k1)∗−s E(k2)−s
Since the spin dependence is the quality of interest consider the difference in the shifts
of the ±m spin states,
∆ω(k1,k2)m = δω
(k1,k2)
m − δω(k1,k2)−m
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=
〈
j1, m
∣∣∣T (k1)†s
∣∣∣ j2, m′〉 〈j2, m′ ∣∣∣T (k2)s
∣∣∣ j1, m〉
×
(
E(k1)∗s E
(k2)
s − (−1)k1+k2 E(k1)∗−s E(k2)−s
)
With the sign change of the spin index in the difference many parts of the products
of the amplitudes cancel. Some of that work can be done immediately to provide a
convenient result by writing the amplitudes in terms of symmetric and antisymmetric
pieces,
E(k1)∗s E
(k2)
s − (−1)k1+k2 E(k1)∗−s E(k2)−s
=
(
E
(k1)∗
sS +
|s|
s
E
(k1)∗
sA
)(
E
(k2)
sS +
|s|
s
E
(k2)
sA
)
− (−1)k1+k2
(
E
(k1)∗
sS −
|s|
s
E
(k1)∗
sA
)(
E
(k2)
sS −
|s|
s
E
(k2)
sA
)
=
(
E
(k1)∗
sS E
(k2)
sS + E
(k1)∗
sA E
(k2)
sA
) (
1− (−1)k1+k2
)
+
|s|
s
(
E
(k1)∗
sS E
(k2)
sA + E
(k1)∗
sA E
(k2)
sS
) (
1 + (−1)k1+k2
)
For the quadrupole term this becomes, (−1)k1+k2 = 1,
∆ωQm =
〈
j1, m
∣∣∣Q†s∣∣∣ j2, m′〉 〈j2, m′ |Qs| j1, m〉
(∣∣∣EQs ∣∣∣2 − ∣∣∣EQ−s∣∣∣2
)
= 2
〈
j1, m
∣∣∣Q†s∣∣∣ j2, m′〉 〈j2, m′ |Qs| j1, m〉 |s|s
(
EQ∗sS E
Q
sA + E
Q∗
sAE
Q
sS
)
= 2
〈
j1, m
∣∣∣Q†s∣∣∣ j2, m′〉 〈j2, m′ |Qs| j1, m〉 |s|s Re
(
EQ∗sS E
Q
sA
)
Ideally this splitting is zero. It is possible that a well-concocted interaction between
spin dependent individual terms could cancel out making the sum over s zero, but
it is easier to understand the simpler case of just making each term zero. This
would require
∣∣∣EQ−s∣∣∣ = ∣∣∣EQs
∣∣∣, or Re (EQ∗sS EQsA) = 0. For the first form one possibility
is immediately clear. As observed above, this is automatically satisfied for linearly
polarized light as that gives EQ−s = (−1)sEQ∗s . For the symmetric-antisymmetric
component form, this is also seen using the fact that the symmetric and antisymmetric
amplitudes include an explicit factor of i, except in the case of s = 0 but there EQ0A = 0,
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so that for real fields the real part of any product of symmetric and antisymmetric
pieces is always zero.
The constraints for more general fields are harder to understand in this form, but
the must be considered. The picture is clearer in a cartesian basis. Both views will
be considered in depth when discussing systematics.
The parity term looks similar in this spherical basis, here (−1)k1+k2 = −1
∆ωPNCm =
〈
j1, m
∣∣∣Q†s∣∣∣ j2, m′〉 〈j2, m′ |Qs| j1, m〉 Im (EQ∗s EDs + EQ∗−sED−s)
= 2
〈
j1, m
∣∣∣Q†s
∣∣∣ j2, m′〉 〈j2, m′ |Qs| j1, m〉 Im (EQ∗sS EDsS + EQ∗sAEDsA)
There is an automatic sign change from quadrupole-dipole structure of this cross term,
so that for each term to change sign with m requires Im
(
EQ∗−sED−s
)
= Im
(
EQ∗s E
D
s
)
.
Again the general geometric requirement for the fields are hard so picture in this
form without some restrictions, but the explicit expression for these spherical tensor
amplitudes in terms of the usual cartesian components provides some insight.
First consider the s = ±1 terms as they correspond to the non-zero amplitudes
for the original choice of fields,
ED±1 =
(
∓EDx + iEDy
)
/
√
2
EQ±1 = ∓
(
∂xE
Q
z + ∂zE
Q
x
)
/2 + i
(
∂yE
Q
z + ∂zE
Q
y
)
/2
and
ED1S = iE
D
y /
√
2 ED1A = −EDx /
√
2
EQ1S = i
(
∂yE
Q
z + ∂zE
Q
y
)
/2 EQ1A = −
(
∂xE
Q
z + ∂zE
Q
x
)
/2
Using these symmetric and anti-symmetric components of the field tensors, the con-
tribution to the splitting are given by,
EQ∗1S E
D
1S + E
Q∗
1AE
D
1A = E
D
y
(
∂yE
Q∗
z + ∂zE
Q∗
y
)
/2 + EDx
(
∂xE
Q∗
z + ∂zE
Q∗
x
)
/2
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The second term is exactly what was chosen to be non-zero with the original fields,
the first term is just the second term rotated so that the fields are contained in
the y − z plane rather than the x − z plane. The form of the factors also shows
the general freedom on the choice of field configurations. Two were were originally
considered for the quadrupole field, ~EQ = xˆcos (kz) and ~EQ = zˆcos (kx). These
correspond respectively to nonzero ∂zEx and ∂xEz, exactly what is required for a spin
independent product term for ~ED ∝ xˆ. The full structure of this term shows that
in fact the quadrupole field can be oriented in any way such that kˆ and ǫˆ are in the
x − z plane. Similarly for ~EQ ∝ yˆ or kˆQ ∝ yˆ with only ~ED ∝ xˆ, the cross term in
the product of amplitudes is spin dependent giving no splitting, as found previously
with more mechanical methods. Note that none of this depends on the direction of
propagation of the dipole field, only that it have polarization components along ǫˆQ
and ~kQ. The previous configurations considered only included cases where ǫˆ and kˆ
for both fields were in the same plane.
Now also consider the s = 0 term, clearly this satisfies E
(k)
−0 = E
(k)
0 so the product of
field amplitudes is always spin independent and the resulting shift spin independent.
For the dipole field ED0 = E
D
z , the transition is driven simply by a polarization
component in the zˆ direction. The quadrupole term is EQ0 = ∂zE
Q
z /3. Having both
kQz and E
Q
z non-zero requires
~EQto propagate in some weird direction, such as with
~k and ~ǫQ in the x− z plane but neither parallel to the zˆ axis. This would gives kzǫz
proportional to sin (θ) cos (θ) = cos (2θ) which is largest for θ = ±45◦.
This seems to conflict with the previous result that gave a non-zero splitting for
parallel quadrupole and dipole polarizations and propagation directions, because in
this basis that would give EQ0 = 0 and zero spin dependent shift even though this is
just the first system rotated about the yˆ axis giving xˆ → zˆ. However, the rotation
also changes the axis of spin dependence from zˆ → −xˆ. This can be checked explicitly
for consistency by making use of the previous results for off-diagonal matrix elements
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of δωPNC,
δω
(k1,k2)
−m1,−m2 = (−1)k1+k2 E(k1)∗−r E(k2)−s
×
〈
j1, l11, m1
∣∣∣T (k1)†r
∣∣∣ j2, l21, m′〉 〈j2, l22, m′ ∣∣∣T (k2)s
∣∣∣ j1, l12, m2〉
For this dipole-quadrupole cross term this gives,
δωPNC−m1,−m2 = −
〈
j1, m1
∣∣∣D†r∣∣∣ j2, m′〉 〈j2, m′ |Qs| j1, m2〉ED∗−rEQ−s
Take ~ED ∝ zˆ, giving only ED0 = Ez non-zero, and ~ǫQ ∝ zˆ, ~kQ ∝ xˆ giving EQ±1 =
∓EQ/2√2. This yields,
δωPNC−m1,−m2 =
〈
j1, m1
∣∣∣D†0∣∣∣ j2, m1〉 〈j2, m1 |Qs| j1, m2〉ED∗s EQs = δωPNCm1,m2
Notice the simplification of the spin indices, the sum over spins can be done because
the dipole term only couple ∆m = 0 transitions. Similarly the entire shift is nonzero
only for |m1 −m2| = 1 as the quadrupole term drives only the ∆m = ±1 transitions.
This term is only a piece of the total light shift, the entire PNC shift is this term
minus its complex conjugate, and as neither changes the total matrix element doesn’t
change. For the particular case of the ground state this gives, δωPNC−1/2,1/2 = δω
PNC
1/2,−1/2.
Since δω as a matrix is hermitian, δωP−1/2,1/2 = δω
PNC∗
1/2,−1,2 so that with both requirement
these matrix elements must be real.Then if written in matrix form, this is a term
proportional to the usual Pauli spin matrix σx representing an effective shift along
the xˆ direction.
The exact form, involving the complex conjugate term was reintroduced to the
the case of ~kQ ∝ yˆ could also be considered where EQ±1 = iEQ/2, giving
δωPNC−m1,−m2 = −
〈
j1, m1
∣∣∣D†0∣∣∣ j2, m1〉 〈j2, m1 |Qs| j1, m2〉ED∗s EQs = −δωPNCm1,m2
and just as above, for the δω−1/2,1/2 term, hermeticity required that this term is purely
imaginary, and as it switches sign, the shift matrix includes a piece proportional to
σy.
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Again, the existence of the shift is independent of the direction of propagation
of the dipole field, only a polarization component parallel to the polarization of ǫˆQ
is required. Then the propagation direction determined the direction of the effective
shift. The general geometric structure of this dependence is still hard to see in this
form, but will appear easily in the when the general solution to this problem is
developed later. The Pauli spin matrices can be used as a basis for δω so that an
effective magnetic field δ~ω can be discussed with δω = δ~ω·~σ. The component solutions
here are easily seen to be consistent with the general result that turns out as,
δ~ω ∝ ~ED ×
(
~kQ × ~EQ
)
+ 2
(
~ED · ~kQ
)
~EQ
This form is easiest to use for the first fields considered, when axis were chosen so
that the dipole field drove ∆m = ±1 transitions, with propagation and polarization
components of both fields in the same plane. ~kQ × ~EQis then perpendicular to ~ED
and so ~ED ×
(
~kQ × ~EQ
)
is back in the original defining plane, perpendicular to ~ED.
For the later cases where the dipole field drives the ∆m = 0 transitions it is easiest
to expand the triple cross product,
δ~ω ∝
(
~ED · ~EQ
)
~kQ +
(
~ED · ~kQ
)
~EQ
for the quadrupole fields then chosen ~ED ·~kQ = 0, and EˆD · EˆQ = 1 so that δ~ω simply
points along ~kQ.
Hints of this vector structure can be seen from the field amplitudes for this tran-
sition,
EQ∗±1E
D
±1 → EDx
(
∂xE
Q
z + ∂zE
Q
x
)
+ EDy
(
∂yE
Q
z + ∂zE
Q
y
)
= EDx
(
−
(
∂xE
Q
z − ∂zEQx
)
+ 2∂xE
Q
z
)
+ EDy
(
−
(
∂yE
Q
z − ∂zEQy
)
+ 2∂yE
Q
z
)
=
(
EDx
(
~∇× ~EQ
)
y
− EDy
(
~∇× ~EQ
)
x
)
+ 2
(
EDx ∂xE
Q
z + E
D
y ∂yE
Q
z
)
=
(
~ED ×
(
~∇× ~EQ
))
z
+ 2
(
~ED · ~∇
)
EQz
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→
(
~ED ×
(
~kQ × ~EQ
))
z
+ 2
(
~ED · ~kQ
)
EQz
=
(
~ED · ~EQ
)
~kQz +
(
~ED · ~kQ
)
~EQz
General Structure in Cartesian Basis
This generalized analysis using spherical tensors yielded some new information by
studying the off-diagonal elements of the shift, but for the diagonal elements it ba-
sically exactly reproduced the original analysis, the same expressions were involved,
the only difference was the original of some of the sign changes. In cartesian co-
ordinates the analysis looks very different, and also becomes much more intuitively
understandable as the geometry is much more straight forward.
In cartesian form, the couplings are given by,
ΩDm′m =
〈
5D3/2, m
′ |Di|nP1/2, m
〉
Ei
ΩQm′m =
〈
5D3/2, m
′ |Qij | 6S1/2, m
〉
∂iEj
Di = xi, and Qij = xixj − x2δij/3. x2 is spherically symmetric, it can’t change the
angular momentum, so in this case with j1 = 1/2 and j2 = 3/2 this term doesn’t
contribute and the couplings will generally be given by,
ΩDm′m =
〈
5D3/2, m
′ |xi|nP1/2, m
〉
Ei
ΩQm′m =
〈
5D3/2, m
′ |xixj | 6S1/2, m
〉
∂iEj
Once again, recall the general form of the spin flip relations,
δω
(k1,k2)
−m1,−m2 = ηF (−1)(nˆ·yˆ)(m1−m2)E(k1)∗r E(k2)s
×
〈
j1, l11, m1
∣∣∣F †T (k1)†r F ∣∣∣ j2, l21, m′〉 〈j2, l12, m′ ∣∣∣F †T (k2)s F ∣∣∣ j1, l22, m2〉
The ηF (−1)(nˆ·yˆ)(m1−m2) comes from flipping the spins of the states and depends on
the representation for the spin flip and the states as shown previously. For rotation
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the flip just gives a phase, the j dependent pieces all cancel since each of the two j’s is
involved appear twice in complementary places giving ηR = 1 and the m dependence
pieces leave the (−1)nx = (−1)ny (−1)m1−m2 . For reflections there are the same phases
from the state, giving the same prefactors, and the parities of all the states which,
when written in terms of the parities of the the fundamental states making up these
composites, gives ηM = ηl11ηl12ηl21ηl22 .
The general result for any spin flip operator was given above, but for now avoid
any explicit representation of F other than nˆ parallel to xˆ or yˆ, and assign a parity
to each coordinate operator for a given transformation ηF,xi = ±1. Then, omitting
explicit mention of the l’s, the relation can be written,
δω
(k1,k2)
−m1,−m2 = ηFη
nx
F,xη
ny
F,yη
nz
F,z (−1)(nˆ·yˆ)(m1−m2)E(k1)∗i1i2...ik1E
(k2)
i1i2...ik2
× 〈j1, m1 |xn1xyn1yzn1z | j2, m′〉 〈j2, m′ |xn2xyn2yzn2z | j1, m2〉
The quadrupole shift is easiest to consider. When this single field is involved the axis
can be rotated so that, for example, ~EQ ∝ xˆcos (kz). This gives,
δωQ−m1,−m2 = ηFη
2
F,xη
2
F,z (−1)(nˆ·yˆ)(m1−m2)
(
kzE
Q∗
x
) (
kzE
Q
x
)
× 〈j1, l1, m1 |zx| j2, l2, m′〉 〈j2, l2, m′ |zx| j1, l1, m2〉
The same operator appears twice, so the parities of any coordinate operator cancel no
matter what the representation for F . Also for the quadrupole transition the initial
and final, and intermediate states are the same and ηF = 1 even for reflections and
as a result the whole shift is spin independent along any axis since this result is for
general m1, m2.
This was easy to show when the coordinate system is chosen correctly, but of course
the result should be independent of the coordinate system. Showing this explicitly
for one simple generalization gives some practice in evaluating these terms than will
be useful in considering the PNC term.
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Take ~kQ still along zˆ but now allow ǫˆQ to be anywhere in the x− y plane. Then
the quadrupole shift will be,
δωQm1,m2 = 〈j1, m1 |zxi| j2, m′〉 〈j2, m′ |zxj | j1, m2〉
(
kzE
Q∗
i
) (
kzE
Q
j
)
The sum will now include terms for i, j = 1, 2. The i = j terms are spin independent,
as before, since the same operators are involved in both matrix elements and the
parities from the transformation of those operators cancel. But two of the four possible
terms involve 〈xz〉 〈yz〉. Apparently these terms could change sign with a spin flip,
for example Ryˆ changes only the sign of y. Now the phase information derived for
these matrix elements must be used. The phase is given entirely by the number
of y coordinates as iny . This then implies that this cross term product of matrix
elements which involves one y is purely imaginary. The other term is just the complex
conjugate, so since it is also purely imaginary this gives 〈zx〉 〈zy〉 = −〈zy〉 〈zx〉. If
the field amplitudes then satisfy EQ∗x E
Q
y = E
Q
x E
Q∗
y , or Im
(
EQ∗x Ey
)
= 0, that is that
EQx and E
Q
y have the same relative phase these cross terms cancel and in fact the shift
if given by,
δωQm1,m2 = 〈j1, m1 |zxi| j2, m′〉 〈j2, m′ |zxi| j1, m2〉
(
kzE
Q∗
i
) (
kzE
Q
i
)
which is trivially spin independent. Again the condition on the fields implies that ~EQ
is linearly polarized.
Finally look one last time at the PNC shift.
δωPNCm1,m2 = 〈j1, m1 |xi| j2, m′〉 〈j2, m′ |xjxk| j1, m2〉ED∗i
(
kjE
Q
l
)
Again pick a coordinate system so that ǫˆD = xˆ, then
δωPNCm1,m2 = 〈j1, m1 |x| j2, m′〉 〈j2, m′ |xjxk| j1, m2〉ED∗
(
kjE
Q
l
)
Now the previously derived selection rules can be used, form1 = m2, a non-zero matrix
element requires (−1)nx = (−1)ny , or nx and ny must differ by an even integer. Here
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nx + ny can be at most 3, and there is already one x, so these require, {nx, ny} to be
{1, 1} or {2, 0}. Both cases leave one coordinate left over which must then be a z so
that,
δωPNCm = 〈j1, m |x| j2, m′〉 〈j2, m′ |xaz| j1, m〉ED∗
(
kaE
Q
z + kzE
Q
a
)
for any non-zero result, where xa is x or y. The spin flipped shift is then given by,
δωPNC−m = −ηFηF,xηF,zηF,xi 〈j1, m |x| j2, m′〉 〈j2, m′ |xaz| j1, m〉ED∗
(
kaE
Q
z + kzE
Q
a
)
= −ηFηF,xηF,zηF,xiδωPNCm
Now consider any spin flip operator, for example F = Myˆ. This would give
ηF,{x,y,z} = {1,−1, 1} and ηF = ηM = −1 since the initial and final, for the ground
state, or intermediate states, for the D state, are different and have opposite par-
ity. A spin dependent shift then required xa = x, as ηMη
2
Myˆ,x
ηMyˆz = −1 while
ηMηMyˆ,xηMyˆyxηMyˆz = 1. Similarly for ηMxˆ = {−1, 1, 1}. Reflections yield the same
results. In this case the sign of two coordinated are flipped, ηRxˆ(π) = {1,−1,−1} and
ηRyˆ(π) = {−1, 1,−1} but now ηF = ηR = 1, and the making product of all the η’s
negative again requires xa = x.
δωPNC−m = −δωPNCm
For ǫˆD = yˆ the analogous results follow almost identically. With ǫˆD = zˆ, selection
rules imply that only Qxx, Qyy, Qxy or Qzz give non-zero matrix elements as these
have |nx − ny| = 0, 2. The same spin flip transformation analysis shows that only Qzz
gives a spin dependent shift, completely consistent with the results from considering
the s = 0 term in the expression for the shift in a spherical basis.
The off-diagonal terms should be considered as well, the modification to the pre-
vious analysis is to the selection rules, for general m1, m2 the number of operators
must satisfy (−1)nx = (−1)ny (−1)m1−m2 , and the spin flip relation, which for gen-
eral m1, m2 now contains a factor (−1)(nˆ·yˆ)(m1−m2). Again for the particular case of
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m1, m2 = 1/2,−1/2 this gives (−1)(nˆ·yˆ)(m1−m2) = (−1)nˆ·yˆ and (−1)nx = − (−1)ny ,
or |nx − ny| odd. With ǫˆD = zˆ this implies nonzero matrix elements only for Qxz
and Qyz . For either case Qxaz, any transformation gives, ηF (−1)nˆ·yˆ ηF,xaη2F,z =
ηF (−1)nˆ·yˆ ηF,xa = (−1)yˆ·xˆa. So the sign of the off-diagonal term for Qxz, and so
again real by hermeticity, corresponding to a shift along the xˆ direction, and for Qyz
the matrix element changes sign, implying it is imaginary and that it corresponds to
a shift along yˆ.
3.4.1 General Applications, D State Shifts
Collectively these spin flip transformations become a powerful geometrical under-
standing of the behavior of matrix elements of coordinate operators, and with that
provide a trivial demonstration of the spin dependence of the PNC light shift. For this
single application these methods are overpowered as in the end they provide the same
result that can be obtained by working out a few Clebsch-Gordan coefficients. How-
ever, the effort was far from wasted. Besides their conceptual advantages, in building
an intuitive understanding of the structure of the interactions, they will prove to have
enormous practical value when considering systematic errors from polarization and
alignment imperfection and will make untangling the various effect of these kinds of
errors as trivial as demonstrating the spin dependence of the parity shift.
In addition this analysis was independent of the detailed structure of the states
involved in the interaction. In particular, the results hold for completely general total
angular momentum for all of the states. The splitting to be measured is generally
considered to be that of the ground state sublevels, but the information exists in the
D3/2 shifts as well. The details of the systematic problems are slightly different, as will
be discussed extensively later, so that a D state parity measurement is general less
accurate than an S state measurement. But it may still prove useful, for diagnostics
or calibration, to additionally or simultaneously study the D state shifts and this
general spin flip analysis shows quickly that this information is present and gives its
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general size and structure.
3.5 Detection
This general analysis conveniently illustrates how the spin dependence of a light shift
can be used to detect the existence of a parity violating transition. With the spin
dependence for fields arbitrary polarizations and propagation directions now well de-
veloped consider again the initially proposed fields,
~ED = EDcos (kz) cos(ωt)xˆ
~EQ = EQsin (kz) cos(ωt+ φ)xˆ
The co-rotating pieces of these fields are resonant, the counter-rotating pieces are
neglected in the rotating wave approximation so that the amplitudes that appear in
the couplings will be half of the applied amplitudes,
~ED =
ED
2
cos (kz) xˆ
~EQ = eiφ
EQ
2
sin (kz) xˆ
3.5.1 Amplitudes and Shifts
These give quadrupole and dipole transition amplitudes of,
ΩQm′m = e
〈
5D3/2, m
′ |xz| 6S1/2, m
〉
∂zEx
= e
〈
5D3/2, m
′ |xz| 6S1/2, m
〉
eiφkEQ/2
ΩDm′m = e
〈
5D3/2, m
′ |x| 6S1/2, m
〉
ED/2
The quadrupole and PNC light shifts will then be given in terms of,
(
ΩQ†ΩQ
)
mm
=
∑
m′
〈
5D3/2, m
′ |xz| 6S1/2, m
〉 (
keEQ/2
)2
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(
ΩD†ΩQ
)
mm
=
∑
m′
〈
6S1/2, m |x| 5D3/2, m′
〉 〈
5D3/2, m
′ |xz| 6S1/2, m
〉
× eiφkeEDeEQ/4
by
δωQm =
√
(ΩQ†ΩQ)mm
δωPNCm = εIm(Ω
D†ΩQ)mm/δωm
As before, the spin flipped matrix elements of this product are easily related using
F = Ryˆ(π) by the number of x’s and z’s in the both operators by (−1)nx+nz . This
gives,
δωQ−m = δω
Q
m ≡ δωQ
δωPNC−m = −δωPNCm
the light shift given by the parity violating transition is spin dependent.
3.5.2 Relative Phases
The PNC shift requires the imaginary part of
(
ΩD†ΩQ
)
mm
. Previously is was shown
that the phase of a matrix element of a cartesian operator is given by the number of
y’s in the operator, by iny . With these fields no y appears so that the matrix elements
are real and the phase of the couplings, Ω, are then given by the phases of the field
amplitudes. These phases were chosen so that the dipole field, ED is real, and its
phase relative to the quadrupole field, EQ is given explicitly by eiφ so that both ED,
and EQ are real. Then eiφ completely determined the phase of ΩQ and the PNC shift
is proportional to Im(eiφ) = sinφ. Then a non-zero PNC splitting requires φ 6= 0
and is maximized for φ = π/2 . The splitting is the largest when the dipole and
quadrupole fields are exactly out of phase.
This is an important constraint on the design of the experiment. A single stand-
ing wave can be used to generate both dipole and quadrupole transitions simply by
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positioning the ion in the standing wave at point slightly displaced from the antinode.
But for this configuration the amplitude and gradient of the electric field are in phase.
This would give no splitting and so a more complicated arrangement must be made.
The phase dependence is an immediate consequence of the Im operator appearing
in the PNC shift which, in turn, is a consequence of the purely imaginary phase of the
S − P mixing, recall S = S0 + iεP0 and this phase was a consequence of the T -even
symmetry of the parity-violating interaction ~σ · ~p. The T symmetry of the parity
violating coupling further determines the general requirements for the measurement.
3.5.3 Reduced Matrix Elements
The cartesian form of the operators most easily shows the spin dependence, but for
explicit calculations a spherical basis is more convenient. For these fields,
ED±1 = ∓EDx /
√
2 = ∓ED/2
√
2
EQ±1 = ∓∂zEQx /2 = ∓eiφkEQ/4
The Wigner-Eckhart Theorem can then be used to calculate the m dependence of the
couplings,
ΩQm′m =
〈
5D3/2, m
′
∣∣∣−r(2)+1 + r(2)−1∣∣∣ 6S1/2, m〉 eiφkeEQ/4
= −
〈
5D3/2 ||Q|| 6S1/2
〉
√
2(3/2) + 1
∑
s=±1
s
〈
3
2
, m′|2, s; 1
2
m
〉
eiφkeEQ/4
ΩDm′m =
〈
5D3/2, m
′
∣∣∣−r(1)+1 + r(1)−1∣∣∣ 6S1/2, m〉 eED/2√2
= −
〈
5D3/2 ||D|| 6S1/2
〉
√
2(3/2) + 1
∑
s=±1
s
〈
3
2
, m′|1, s; 1
2
m
〉
eED/2
√
2
With the Clebsch-Gordan coefficients non-zero only for m′ = m+ s, the products of
couplings are then given by,
(
ΩQ†ΩQ
)
mm
=
〈Q〉2
4

∑
s=±1
〈
3
2
, m+ s|2, s; 1
2
m
〉2
(
keEQ
4
)2
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(
ΩD†ΩQ
)
mm
=
〈Q〉 〈D〉
4

 ∑
s=±1
〈
3
2
, m+ s|2, s; 1
2
m
〉〈
3
2
, m+ s|1, s; 1
2
m
〉
× eiφkeE
Q
4
eED
2
√
2
The spin dependence of these terms has already been established, so just pickm = 1/2
, for example. The Clebsch-Gordan coefficients give,
∑
s=±1
〈
3
2
,
1
2
+ s|2, s; 1
2
1
2
〉2
=
4
5
∑
s=±1
〈
3
2
, m+ s|2, s; 1
2
m
〉〈
3
2
, m+ s|1, s; 1
2
m
〉
=
2√
5
and the product matrix elements finally become,
(
ΩQ†ΩQ
)
mm
=
〈Q〉2
5 · 16
(
keEQ
)2
(
ΩD†ΩQ
)
±m,±m = ±
〈Q〉 〈D〉
16
√
10
eiφkeEQeED
and the shifts are given by
δωQ =
〈Q〉
4
√
5
keEQ
δωPNCm = ±εsinφ
〈D〉
4
√
2
eED
As before, the parity shift is maximized for sinφ = 1 so take φ = π/2.
3.5.4 Approximate Sizes
Precise atomic structure calculations to obtain the reduced matrix elements are
needed to accurately relate the shifts to the field amplitudes and parity mixing. Rea-
sonable estimates can be obtained from simple approximations such as by fitting
asymptotically to Coulomb wavefunctions, [Schacht00], or by using measured quan-
tities such as lifetimes and resonance linewidths. Order of magnitude estimates can
be made easily from typical characteristic dimensional scales. Atomic length scales
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are angstroms, so matrix elements of coordinate operators should have angstrom like
sizes,
〈Q〉 ∼ A2
〈D〉 ∼ A
For practical reasons that are discussed later electric fields of 104V/cm are about the
largest that should be used. In terms of a frequency,
1eV/cm ∼ 2.4MHz/A
With a laser wavelength of 2.05µ this gives a quadrupole shift of,
δωQ =
〈Q〉
A2
EQ
104V/cm
1
4
√
5
2π
2.05
1042.4MHz
A
µ
=
〈Q〉
A2
EQ
104V/cm
0.34MHz
and the splitting,
∆ωPNC = δωPNC1/2 − δωPNC−1/2 = 2δωPNC1/2
= ε
〈D〉
A
ED
104V/cm
1
2
√
2
24GHz
= ε
〈D〉
A
ED
104V/cm
8.5GHz
With ε ∼ 10−11 this gives,
∆ωPNC =
ε
10−11
〈D〉
A
ED
104V/cm
0.08Hz
With these fields, the spin independent quadrupole shift is of order MHz and
the parity splitting on the order of 0.1Hz. A more accurate calculation of the parity
mixing and transition matrix elements actually improves this anticipated splitting
considerably, see [Hendrickson99] for reference, giving,
∆ωPNC ≈ 2Hz
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3.5.5 Spin Resonance
Finally, the problem of measuring parity violation reduces to measuring this small
differential shift of the ground state energies. This will be done by using techniques
that make conventional ion state manipulation and detection techniques spin sensitive.
Full details about the development, implementation and preliminary applications of
these techniques are given in sec.6, but the general strategy is easy to illustrate.
This small δωPNC ∼ Hz would be difficult to measure directly. If detected as
an energy splitting by, for example, measuring the resonance frequency of the spin
transition, the transition would have to be driven with an applied field of less than
1Hz. With the inevitable environmental perturbations, in particular for this case
noisy broadband sources, it may be difficult to drive this transition coherently at
such a slow rate. Alternately, the shifts could be measured directly as a precession
the the spin by starting the ion in a spin up state, and measuring how long it takes
to get to spin down. In this mode the precession is affected by stray magnetic fields
and so the size and even the direction of the resulting precession axis would not be
well known, or stable.
The effects of these kinds of perturbations can be minimized by instead measuring
δωPNC as a change in the splitting of the states due to an existing applied magnetic
field, sec.4.4.2. To maximize sensitivity and minimize systematic problems it will turn
out to be convenient to apply a magnetic field that gives an initial 0.1−1kHz splitting
of the ground state magnetic sublevels. After setting the ion to a specific initial spin
state, a transition between these spin states can then be driven with an oscillation
magnetic field at the same frequency and checking for a transition by determining the
resulting final spin state. The time averaged transition probability as a function of the
frequency of the applied interaction will give the usual Lorentzian resonance profile
centered around the splitting frequency. The splitting is then available immediately
from the resonance frequency. When the lasers driving the parity violating transition
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Figure 3.3: PNC generated splitting is detected as shift in resonance frequency of the
spin flip transition from its initial value given the a Zeeman splitting from an applied
static magnetic field.
are applied, the energy difference of the states is further changed by ∆ωPNC which
immediately appears as a shift of the resonance frequency. Measuring this shift then
provides ∆ωPNC directly, 3.3.
3.5.6 Calibration
From this resonance frequency shift, ε can finally be determined and in turn QW to
provide constraints on S and T . Generating ε requires the dipole reduced matrix
element, 〈D〉, as and the dipole electric field strength, ED. As already discussed, 〈D〉
will require precise atomic structure calculations, ED will require additional measure-
ments.
This field would be difficult to accurately predict from the properties of the applied
beam. The power of a laser can be easily monitored external to the UHV chamber
that contains the ion, but before reaching the ion it passes through windows and
past obstacles whose absorption characteristics are not well known. These could, in
principle, be measured independently at another time, before or after assembly of
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the system, but it would be difficult to guarantee that this behavior is stable at the
required precision of 103. Even if the incident power on the ion was accurately known,
the field size also depends on the beam size, geometry and placement. Placement of
the ion relative to the beam would be particularly difficult to determine independently.
These practical difficulties make it effectively impossible to accurately predict the
size of the electric field at the ion and for precision measurements the electric field
at the ion must be measured directly using the ion. This could be done in the same
way that the parity shift is measured, using a light shift that is also dependent on
only the dipole field, ED, but now not also a function of ε. There is no immediately
obvious candidate for such a quantity. For the field configuration used to generate
the PNC splitting, the only measurable resonant ED dependent shift is the Q − D
PNC shift itself, the Q−Q shift is ED independent since ideally the ion is placed at
the antinode of this field, and the previously neglected D −D shift is o(ε2).
Only the quadrupole amplitude is ε independent, so any ε independent measure-
ment of ED would require using the quadrupole transition. The dipole field is ide-
ally placed to that its contribution to the quadrupole amplitude is zero. Using the
quadrupole amplitude to measure the dipole field strength then require altering the
position of the node of the dipole field so that the dipole field has a non-zero gradi-
ent at the ion. With the same linear polarization the dipole field then gives a spin
independent shift of the D and S magnetic sublevels, or more carefully a spin sign
independent shift than can then be measured in the D state as a change in the separa-
tion of the m = ±1/2 and m = ±3/2 states. Alternately, the beam could be made to
be circularly polarized and the resulting spin dependent shift measured in the ground
state.
Such a strategy is less than ideal because then the amplitude of the field is not mea-
sured under exactly the same conditions that it is used for the parity shift. Altering
the beam could subtly change the amplitude, and then depends on other parameters,
polarization, node position, that must also be precisely determined and controlled.
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Also, quadrupole rates are ∼ MHz so that the resulting shifts are characteristically
much larger than the PNC shift and even larger than the initial splitting given by
the magnetic field. Also as discussed extensively later, 4.4.2, 6.5, uncertainties in
positioning of the beam require that measured shifts be much smaller than the initial,
applied magnetic field generated splitting to reduce possible systematic errors.
This would not be a difficulty in an independent measurement, but generally
precludes calibrating the field and measuring the PNC shift simultaneously. The
PNC shift requires a much smaller field and intermittently changing the size of the
applied field is highly undesirable. Precise stability of the magnetic field during either
measurement is required and regularly returning precisely to two different values is
very difficult in practice partly due to non-linear and hysteresis contributions from
ferromagnetic materials, which would also introduce a long time scale for adjustment if
repeatability is possible at all. Calibration would then have to be done at as a separate
measurement, which risks errors from instabilities of laser power or position, or ion
position that alter the field significantly in the time between parity measurement and
calibration.
The calibration shift could be made intensionally much smaller by adjusting the
beam position only slightly to give a small gradient due to the dipole field rather than
the maximum gradient, or only party circularly polarizing the beam, but either case
then requires precisely measuring these parameters as well, and these intermediately
cases are likely more difficult to determine and control than some extremal maximum
or zero condition.
A final possibility is to measure some non-resonant shift. So far only shifts due
to the 6S1/2 − 5D3/2 resonance have been considered. The effects to either state
from couplings to non-resonant states are generally very small and have so far been
neglected, but as the PNC shift turns out to be very small these non-resonant shifts
may turn out to be relatively very large, and could possibly be used for calibration
though interpretation would require far more difficult atomic structure calculations as
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many transition matrix elements would be required at the same very high part in 103
precision, but has the advantage that it requires no alteration of the beam geometries.
In fact, as seen in 4.7, these shifts are also MHz sized, which, as with the resonant
shifts, is obstructively large.
Any of these methods may be made more practical if the dipole beam can be
precisely attenuated by a factor of 103 or more to make the resulting shift more man-
ageable. In either case calibration remains a difficult problem and must considered
as carefully as systematic errors in the measurement of δωPNC itself. The general
possibilities are more easily considered after solving for the shifts given by arbitrary
electric fields. Hints of that structure were seen from these perturbative calculations,
but this route is tedious, and not obviously correct for general fields. The vector
structure can be calculated easily, and correctly, with the general methods developed
in sec.4.6.
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Chapter 4
SENSITIVITY AND SYSTEMATICS
With the techniques outlined in 3.5, and analyzed and implemented as described in
6, this fewHz parity violating splitting of the ground state magnetic sublevels, though
small, would be easily detectable, provided the system involved only what was so far
explicitly described. Of course, to the contrary, real life barges in with innumerable
imperfections, perturbations and complications which force the consideration of a
great many practical constraints.
These effects can be broadly separated into two general categories. Sensitivity is
the easiest to understand and analyze, and in the end, probably the easiest to study
and optimize. Very simply, the system must not be so noisy that the shift cannot be
detected in a reasonable amount of time, the signal to noise ratio is high enough that
the shift can be detected and precisely measured quickly enough to be practical and
ideally the measurement time is short to minimize possible systematic problems from
drifting rates and alignments.
More challenging, and more sinister, are the systematics errors. This parity vio-
lating shift of a few Hz is very small compared to the typical Mhz rates of atomic
processes. Though it will be detectable, there are many other small effects from par-
ity conserving processes, from impure polarizations, or non-ideal beam geometries to
processes previously neglected in traditional approximations, that result in a non-
parity-symmetric environment and so also can change the separation of the states
by energies that are possibly much larger than the parity shift. This now affects
interpretation. The virtue of the method outlined so far was that the splitting was
generated only by the parity violating transition, it was proportional to ε, and so was
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an unambiguous signal of parity violation. With these various potential systemat-
ics problems, the splitting is now polluted by possibly unknown contributions from
other processes and the contribution from true parity violating processes cannot be
cleanly resolved. The possible errors must be exhaustively considered and strategies
developed to detect and minimize or correct for them all.
4.1 Sensitivity
The parity violation induced shift will be measured by a change in the resonance
frequency of a spin flip transition driven by an applied RF magnetic field. The preci-
sion to which the shift can be measured then depends on the width of this transition
resonance and the statistical accuracy to which its position can be determined. The
dependence of the S/N on the linewidths is straightforward. Clearly, a small shift
is better resolved with a narrow linewidth. For a shift of a few Hz the linewidth
should be no larger than a few Hz, and for precise determination the width should
be many times smaller than the shift. Larger linewidths can be compensated for with
better statistics to more accurately determine the shape and position of the resonance
profile. That typically proves less efficient than working to reduce the linewidth, as
the sensitivity in general behaves like δω/ω ∝ Γ/√N where Γ is the transition line
width and N is the number of data points taken. An increase in Γ by a factor of 2
then requires and increase in N by a factor of 4 to yield the same sensitivity.
The detailed dependence of the sensitivity on statistics depends on the particu-
lar techniques used to measure the shift and is fully developed in 6.4.6 where the
proper context for the discussion will have already been established. Understand-
ing and optimizing the linewidth can be done independently. The general result will
always be some lineshape with some characteristic width and generally a narrower
transition profile will give higher sensitivity, though in practice the linewidth may
depend on on other parameters like observation times or transition rates that also
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directly effect sensitivity and may have well defined optimal values or ranges that
favor a particular linewidth, rather than just the narrowest possible. The linewidth
will have generally have contributions from external perturbations, atomic structure
related physical limits, and fundamental properties of the detection technique.
4.1.1 Precession and Resonance
In an ideal environment, with purely monochromatic laser and an absolutely stable
magnetic field the linewidth is determined solely by the transition rate Ω as the reso-
nance profile is given simply by 1/
(
1 + (δω/2Γ)2
)
. In principle, Ω can be arbitrarily
small, and the transition linewidth can be made arbitrarily narrow, though a slow
transition rate also requires long measurement times, and unusually long observation
times are cumbersome and patience draining. In practice, the linewidth is influenced
by other noisy processes that either directly change the resonance frequency, and as
a result smear out the resonance, or reduce the effective lifetime of the spin states
generating an intrinsic minimum linewidth from decoherance and giving a practical
maximum for the interaction time for a single measurement trial.
For the ion experiment this coherence time is a very long 10’s of seconds so that the
rate be very slow, and the associated linewidth very narrow. Under these conditions
the character of the resonance profile changes since it is reasonable to expect to be
able to resolve the precession. For a two state system the time dependent probability
to be in the initially unoccupied state is,
p(t) =
sin2
(√
1 + (δω/2Ω)2Ωt
)
1 + (δω/2Ω)2
A time average gives the expected Lorentzian signal but when the actual precession
is resolved the profile includes oscillations with the lorentzian envelope.
This suggests a possibly much higher sensitivity than suggested by the linewidth
from the transition rate alone. Consider selecting Ωt such than on resonance, at
δω = 0, the spin makes n+1/2 complete revolutions, so that it ends up in the opposite
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Figure 4.1: Transition probability as a function of frequency for resolved spin preces-
sion when Ωt = (n + 1/2)π for n = 0, 2, 4, 6.
state that it was started in. This require Ωt = (n + 1/2)π. If n is chosen such that
for δω = δωPNC the slightly higher transition rate yields an extra 1/2 revolution in
the same time, the ion will end in the same spin state it started, completely flipped
from the on resonance case, fig.4.1. This gives a 100% difference in the signal even
though the resonance denominator may have changed very little. Notice that the
complementary case of choosing Ωt = nπ would have yielded a slightly lower difference
as the on resonance final state would be the initial state, but the off-resonance final
state would be be completely the opposition state as the lorentzian envelope makes
the amplitude of the oscillation slightly less than one. For sufficiently large Ω this
difference would be negligible and the experiment could be done either way.
Then, if the profile is sampled sufficiently densely the width should be regarded
as the distance between the zeros. This corresponds to the argument of the sign
changing by π. With Ωt = (n + 1/2)π the adjacent zeros on either side will be at
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(n+ 1)π, 
1 +
(
δω
2Ω
)2 ((n+ 1/2)π)2 = ((n+ 1)π)2
(
δω
2Ω
)2
=
(
n + 1
n+ 1/2
)2
− 1
=
(
1 + 1/n
1 + 1/2n
)2
− 1
For moderately large n, (
δω
2Ω
)2
≈
(
1 +
1
2n
)2
− 1
≈ 1
n
δω ≈ 2Ω/√n
The width is still of order Ω and scales linearly with it, but is reduced by the factor
√
n.
With only a modest number of revolutions the linewidth can be reduced significantly,
a factor of 2-3, with far less work than it would take to reduce the linewidth by
other means. The full consequences of this kind of measurement on the sensitivity
is discussed in 6.4.6. Exploiting this requires being able to make coherent transition
which in turn depends on any limits on the coherence time from other sources being
much longer than the observation time.
Resolving the precession also means that the parity shift could be detected by
measuring the transition probability as a function of time rather than frequency,
looking, for example, at the shift of zeros. The increased rate compared to exactly
on resonance would move cause any non-trivial zeros to occur sooner by ∆t. Again
with the on resonance pulse giving n + 1/2 rotations, if the frequency shift is small
compared to the lorentzian linewidth the frequency dependence can be neglected and
this time shift is given by,
Ω(t−∆t) = nπ
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(n+
1
2
)π − Ω∆t = nπ
∆t =
π
2Ω
The shift in the zero get smaller with increasing rates, then favoring slower rates just
as the linewidth as a function of frequency. At least would complete rotation would
have to be mapped out in detail to determine the position of the zeros. Either method
may have additional practical advantages or systematic problems, but both appear
to have improved sensitivity over using simple resonance profiles.
4.1.2 Magnetic Field Noise
A transition linewidth determined solely by the amplitude of the interaction driving
the transition allows for arbitrarily narrow linewidths. Environmental and physical
constraints generally enter at some level to give a practical lower bound. Stray mag-
netic fields give this kind of bound by directly altering the spin state energy difference
and generating a finite observed transition linewidth.
The shift detected, due to the presence of the parity violating transition, is the
shift of a resonance frequency initially determined by an applied magnetic field. A
magnetic field separates the energies of the spin state sublevels by a few MHz per
Gauss. If this magnetic field fluctuates, the resonance frequency fluctuates and yields
a large spin flip transition linewidth. Sources of magnetic field noise and drifts abound,
from distant motors to the changing properties of ferromagnetic materials with time
and fluctuating temperatures. These contributions are typically around a few mG,
resulting in relatively very large kHz sized changes in the resonance frequencies.
Linewidths of a few tenths of a Hz are necessary to efficiently detect parity shift.
This requires constraining magnetic field fluctuations to less than a µG.
External sources of magnetic field noise must be attenuated by factors of 1000 or
more with shielding. This is challenging, but straight-forward. Better performance
is routinely achieved with other projects such as the Mercury EDM experiment. Lo-
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cal sources of magnetic field fluctuation must be eliminated by a careful selection of
materials. The linewidth in the current system, is dominated by magnetic field fluc-
tuations. The possible identification of these sources and means of eliminating them
is discussed in more detail in 6.4.
Field fluctuations can also come directly from the applied fields, largely through
the currents used to generate them. Fields are provided by coils and the size of
a field is dependent on coil geometry and placement, and the current in the coil.
Stability of the applied magnetic field then corresponds to stability of the coil current.
Simple electronics are accurate and stable to about a percent with fluctuations largely
temperature related. Some attention to design and component selection can yield
stability to a part in 103 and careful attention can increase this a bit more, but
significant effort is required to improve this much beyond a part in 104. This should
be sufficient for the purposes of this experiment as the initial splitting will be set to
be a few kHz or less. Current stability of better than a part in 103 gives a field stable
to less than a Hz which should reduce this fluctuations contribution to the line width
to less than the limit anticipated from magnetic field noise.
Generally only fluctuations in the same direction as the applied field signifi-
cantly affect sensitivity as those change the magnitude of the total, net magnetic
field linearly. From simple geometry, a perpendicular fluctuation gives a change of
δB =
√
B2 + δB2⊥ ≈ B(1 + δB2⊥/B2) which is second order correction in the size
of the fluctuation. With the mG sized applied fields expected to give a kHz sized
initial shifts, perpendicular fields with sizes of up to 10’s of µG yield changes in the
total length of only a part in 104 , a few tenths of a Hz . Typical geometries for
magnetic shields typically shield better along particular directions and this insensi-
tivity to perpendicular fluctuations eases shield construction and makes controlling
field fluctuations easier in general since only one direction needs intense attention.
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4.1.3 D State Lifetime Shortening
The initial spin states in both the S and the D states are very long lived. The D state
has a finite lifetime of about 80s from possible decay to the ground state, but there is
no fast mechanism than changes the spin. The dominant natural decay process would
be some kind of direct magnetic dipole transition between states.
A magnetic dipole decay is much slower than an electric dipole from the transition
matrix elements, though typically about the same rate as an electric quadrupole. Even
more significantly, a dipole decay width depends on the cube of the energy difference
between the states. Magnetic sublevels separated by energies of about a kHz give
transition energies 1012 times smaller than for transitions at optical wavelengths, such
as for the D → S quadrupole decay, so the lifetimes associated with these kinds of
transitions should be some 1036 times longer, something like 1038 seconds, impossibly
long to observe and an irrelevant perturbation.
However, the spin states involved in the parity measurement are not these pure
stable spin states. The IR laser couples the S and D states and on resonance the
occupation probability is equally divided between the S and D states with the de-
tailed distribution among the spin states given by Clebsch-Gordan coefficients and
the particular polarizations. With this mixing, transitions between spin states in
one energy level can be made through the intermediate states in the other energy
level. For example, a transition from S−1/2 to S+1/2 is now possible from a driven
in∆m = +1 transition to the D+1/2 state and a ∆m = 0 decay. This gives an effective
short spin state lifetime from the finite lifetime of the D state. Since the time average
probability to be in the D state is 1/2, the decay rate between spin states is about
half the decay rate of the D state.
For the unperturbed D state, this yields a spin lifetime of around 150s, which is
also a minor perturbation. The complication is that the D state is not unperturbed.
Here is the first re-appearance of a previously neglected process. So far, only the
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resonant shifts of the S and D state due to the applied light was considered. This
is reasonable since it is certainly the largest effect, but it is not the only effect. In
particular, there is a strong dipole coupling from the D3/2 state to the P1/2 and P3/2
states in particular, as well as other P and F and other states in the atom that will be
driven by the applied parity laser. These transitions will be driven far off resonance,
yielding small adjustments to the effects already discussed, but the parity shift itself
is small so these perturbation might not, in this case, be negligible.
These non-resonant dipole couplings will be discussed in more detail later as they
also produce shifts of the spin state energies, but their effects appear here as well.
With the D3/2 state weakly coupled to the P states and others, a decay to the ground
state through these states to the ground state is now possible, rather than through
a direct quadrupole decay. The amplitude to be in any of these other states is small
since the transition is driven for far out of resonance, but the decay rate for these
states is now the quick MHz associated with a typical dipole decay, so the resulting
effect can be a noticeable perturbation. The excitation profile is lorentzian, giving
an occupation probability oscillating with amplitude 1/
(
1 + (δω/Ω)2
)
, with Ω the
excitation rate, the time average occupation probability is just half this. The effective
decay rate of the spin states, Γ, is this probability times the decay rate out of the
coupled intermediate state, Γi. Far off resonance this becomes, Γ = (Γi/2) (Ωi/δωi)
2.
The total width is the sum of contributions like this from all the states. Increasing
Ω increases the parity splitting, but now apparently also increases the width of the D
state and, as a result, reduces the lifetime of the spin states adding this contribution to
ΓD/2. The signal to noise will be proportional to Ω/
(
ΓD +
∑
i Γi (Ωi/δωi)
2
)
. When
this extra width becomes comparable to the width of the D state, the sensitivity
starts to decrease, even as the transition rate is increased. Dipole decay rates are
around a MHz, the D state lifetime is something like 0.01Hz, so the S/N begins to
be reduced for Ω = δω
√
ΓD/ΓP ≈ δω10−4. For a 6P state, δω ≈ 3× 1014Hz giving a
maximum rate of Ω ≈ 30GHz.
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There is a similar contribution from both P states, reducing this practical maxi-
mum by about a half, Ω ≈ 15GHz, and smaller contributions the reduce the maximum
further. A more careful calculation, including crude calculations of all the dipole ma-
trix elements involved, yields an upper bound of 12GHz, nicely consistent with this
estimate. This is the origin of the field strength used to estimate the size of the
parity splitting, an electric field of 104V/cm gives a 6P1/2 → 6S1/2 dipole transition
rate of about 8.5GHz. It the the largest field that can be used before beginning to
significantly reduce S/N due to this previously neglected off-resonant dipole coupling.
4.1.4 IR Laser Frequency and Intensity Noise
The analysis presented so far assumes purely monochromatic light. Real lasers have
a finite linewidth, giving a fluctuating frequency, and variable intensity. The precise
effects will depend on the details of the broadening mechanism and in general can be
very complicated. Their general character can be understood by considering just adi-
abatic changes of frequency and linewidth so that the effects are given approximately
simply by making the parameters of the original static solution time dependent
Intensity fluctuations are straight-forward. Apparently this could be a significant
problem. The absolute shifts of the states are around 1MHz from the quadrupole
coupling. The parity splitting comes from the small spin dependence of these large
shifts. Even a small change in intensity would change these absolute shifts by an
energy far larger than the parity splitting. However, the quadrupole shifts of these
spin states are correlated and large fluctuations of the shift don’t significantly change
the difference between the spin state. As see before, the splitting is linear in the
dipole electric field and independent of the exact size of the quadrupole field, so a
fluctuating intensity gives only a fractional change of the splitting. For a splitting of
about 1Hz, and a desired linewidth of less than 0.1Hz, the intensity must be stable
to 10%. This is a very weak requirement, 10% stability is achieved by even a dye
laser. For the solid state systems intended to be used here, stabilities better than
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1% can be expected. Even if the light source itself is not sufficiently stable to avoid
broadening the spin flip transition, active stabilization is easily done to 1%.
The splitting is even less sensitive to frequency fluctuations. The shifts are given by
ω2m = δω
2+Ω2m. Again the possible large frequency dependent variations are correlated
and the difference in the shifts is largely independent of frequency. The quadrupole
rate dominates the interaction and runs at about 1MHz. The difference between
Ωm and Ω−m, at about 1Hz, is significantly smaller so that Ωm = Ω−m + ∆ωPNC ≈
Ωm + o
(
∆ωPNC/Ωm
)
, and the splitting becomes
∆ω = ωm − ω−m
=
√
δω2 + Ω2m −
√
δω2 + Ω2−m
= Ωm
√
1 + δω2/Ω2m − Ω−m
√
1 + δω2/Ω2−m
= (Ωm − Ω−m)
(√
1 + δω2/Ω2m + o(δω∆ω
PNC/Ω2m)
)
The parity laser should have a linewidth of much less than 100kHz, likely ap-
proaching 10kHz, so the ∆ωPNC independent correctly is by far the largest and the
splitting near resonance is modified by
∆ωPNC = (Ωm − Ω−m)
(
1 + o(10−2)
)
This correction improves to 10−4 for the better linewidth, and in either case is sufficient
to make the resulting broadening less than 0.1Hz.
Clearly these adiabatic fluctuations do not pollute the measurement. There may
still be some concern with other kinds of laser noise. For example, frequency compo-
nents or sidebands of the noise resonant with the parity transition with the proper
polarizations could directly cause spin flip transitions that give an effective broaden-
ing. This possibility requires a more sophisticated analysis but is also expect to be
insignificant.
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4.1.5 Trapping Fields
Direct transitions between spin states leading to relaxation can also come from other
fields. Aside from noise sources, one field necessarily present will be the RF electric
fields required for trapping the ion. The details of these fields will be discussed in
5.1, the general environment is a RF quadrupole electric field, E, with sizes of a
few tens of V/m, frequencies, ω, of a few 10’s of Mhz and gradients with length
scales, ∆x, of a few hundred µm that can couple spin states in the same energy level
through a quadrupole transition. These fields would not be exactly periodic and could
lead to some kind of decoherance of the spin. The exact structure would be hard to
calculate but its general size can easily be estimated as usual. The characteristic size
of an electric quadrupole amplitude was already determined in estimating the S −D
quadrupole rate generated by the parity lasers. Slightly modifying the size of the
terms in that estimate gives,
δωQ = e 〈Q〉 E
∆x
=
〈Q〉
A2
E/(10V/m)
∆x/100µm
A2
100µm
10eV
cm
=
〈Q〉
A2
E/(10V/cm)
∆x/100µm
0.0025Hz
This is completely negligible for the time scales considered in this experiment.
4.1.6 Study minimization
The effect considered are all negligible with the proper constraints. There are very
likely other effects not yet considered, but these results are encouraging enough to
pursue studying the further experimentally. The effects of these kinds of perturbations
can be studied independently of a parity measurement.
Decoherance problems from trapping fields or other fluctuating perturbations will
affect the spin lifetime, so a measurement of the spin lifetime directly probes for these
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kinds of problems, and independent of their origin, determined if the lifetime of these
spin states is sufficiently long that a parity experiment can be done. Initial studies
in both the S and D states show spin lifetimes of at least 5s and 30s respectively,
6.3.They are very likely much longer, though already they are sufficient for a parity
experiment.
Large spin flip transition linewidths due to fluctuating magnetic fields, or applied
shifting laser intensity can be determined from spin flip transition profiles, 6.4, and
light shifts from other sources such as off resonance dipole coupling, 6.5. These show
a relatively large kHz sized spin flip resonance linewidth, that is perfectly consistent
with the currently unshielded dirty magnetic field environment of the trap, so that
appropriate shielding should reduce this sufficiently, and intensity noise broadening
consistent with the applied laser’s amplitude instability so that a sufficiently well
regulated laser should eliminate this trouble as well.
Further work is planned to look for finite limits on the spin lifetime, and with a
sufficiently stable magnetic field, spin precession measurements that are more sensi-
tive to decoherance effects should uncover any smaller problems and allow accurate
estimates of the size of the effects and clues to their origin.
4.2 General Quadrupole Shift Systematics
For the ideal case, the parity violating shifts are easily distinguished from the quadrupole
shifts because in this case the quadrupole shifts are generally spin sign independent,
so they move sets of states together, while the PNC shifts only are spin dependent and
separate the states. The clean classification disappears for more general quadrupole
fields as arbitrary fields can result in the quadrupole shift also being spin dependent.
For the ideal fields the quadrupole shift is spin independent because the fields are
mirror symmetric. The quadrupole shift is a pure electromagnetic, parity conserving
effect, so there can be no result that can be used to define the handedness of the
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coordinate system. A spin dependent shift defines a handedness as it can be considered
to lead to a precession in some well defined direction. More general fields will not
be mirror symmetric. Cross products of polarizations or propagation directions, or
circular polarization of the beams can be used to define a reference handedness so
that a resulting spin dependent shift is not inconsistent.
Since the quadrupole rate is allow by electromagnetism, the rates are generally
must larger than the parity shift, MHz to Hz as estimated earlier. As a result these
kinds of shifts from the quadrupole couplings due to misaligned fields are character-
istically very large. These kinds of effects become the biggest source of systematic
errors in this experiment. It will turn out that all of these effects will not be as large
as this general size and are generally suppressed by the structure of the states and
transitions by what always turns out to be at least three small parameters given by
various errors of spatial and temporal phase, alignment or polarization. These pro-
vide enough freedom that if these parameters are correct to a precision that can be
reasonably expected to be achieved, these errors can be made negligible.
4.2.1 Polarization Impurities
A simple example to illustrate this is to consider arbitrary polarizations of the quadrupole
fields. Any linear polarization is mirror symmetric, but a small residual circular po-
larization can define the handedness of the coordinate system and give a chiral effect.
Recall the splitting is given easily from the spin flip transformations by,
∆ωQm =
〈
j1, m
∣∣∣Q†s∣∣∣ j2, m′〉 〈j2, m′ |Qs| j1, m〉
(∣∣∣EQs ∣∣∣2 − ∣∣∣EQ−s∣∣∣2
)
For linearly polarized fields this was automatically zero since the field amplitudes in
that case are related by EQ−s = (−1s)EQ∗s . Now allow the polarization to be arbitrary,
but keep ~kQ fixed so that the only transitions to consider are still ∆m = ±1. The
transition amplitudes are given by,
EQ±1 = ∓
(
∂xE
Q
z + ∂zE
Q
x
)
/2 + i
(
∂yE
Q
z + ∂zE
Q
y
)
/2
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For ~k||zˆ these simplify to,
EQ±1 =
(
∓∂zEQx + i∂zEQy
)
/2
The spin symmetric pieces of the products of these amplitudes will cancel leaving,
∣∣∣EQ1 ∣∣∣2 − ∣∣∣EQ−1∣∣∣2 = 14(
(
−∂zEQ∗x − i∂zEQ∗y
) (
−∂zEQx + i∂zEQy
)
−
(
∂zE
Q∗
x − i∂zEQ∗y
) (
∂zE
Q
x + i∂zE
Q
y
)
)
=
1
4
(
(
−∂zEQ∗x
) (
i∂zE
Q
y
)
+
(
−i∂zEQ∗y
) (
−∂zEQx
)
−
(
∂zE
Q∗
x
) (
i∂zE
Q
y
)
−
(
−i∂zEQ∗y
) (
∂zE
Q
x
)
)
=
i
2
((
∂zE
Q∗
y
) (
∂zE
Q
x
)
−
(
−∂zEQ∗x
) (
∂zE
Q
y
))
= Im
((
∂zE
Q∗
y
) (
∂zE
Q
x
))
= k2Im
(
EQ∗y E
Q
x
)
=
(
kEQ
)2
Im
(
εQ∗y ε
Q
x
)
With ~σ = eˆ∗ × eˆ, for ~k||zˆ this gives, σ = ε∗xεy − ε∗yεx = 2Im (ε∗xεy). So the shift
becomes proportional to the circular polarization of the quadrupole beam,
∆ωQ ∼ 2σ 〈〈Q〉〉2
(
kEQ
)2
= 2σ
∣∣∣ΩQ∣∣∣2
Quadrupole Polarization
With a quadrupole field the same size as the dipole field the quadrupole rate is
ΩQ ≈ 1MHz so even a very small deviation from perfect linear polarization σ ≈ 0.1%
gives a huge kHz shift. Slight better polarizations might be possible, but certainly
nowhere near the 10−8 that would be required to make this negligible compared to
the parity splitting, similarly given by,
∆ωPNV ∼ ε 〈〈D〉〉ED
The error can be dealt with in a number of ways which nicely illustrate the general
possibilities. First this shift can easily be isolated from the parity shift with additional
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measurements. It is independent of the dipole field, so it will still be present with the
dipole beam is removed while the parity shift will disappear as it depends linearly on
the same dipole field. In this way the presence of this polarization impurity can be
detected, and if measured precisely, corrected.
For this case, a kHz sized shift is inconvenient to correct for. The initial splitting
from the applied magnetic field it intended to be a kHz or less, so this systematic
shift is a large shift relative to that which would greatly complicate measuring it
as the resulting new position of the resonance would initially be unknown. More
importantly, the changing shifts due to fluctuating laser fields no longer cancel in the
difference since the splitting now includes a contribution directly proportional to the
very large quadrupole coupling. Now a 1% fluctuation in the rate from frequency
or intensity noise gives a 1% fluctuation of the splitting, in the case causing a 10Hz
addition to the linewidth completely destroying the high S/N of the measurement and
making the parity shift practically undetectable.
These complications require minimizing this shift. This can be done in two ways.
In principle, σ could be adjusted until this shift is zero. This could done by measuring
the splitting with the dipole field off, so that again only this residual circular polar-
ization gives a splitting. However this requires impossibly fine adjustment to a part
in 108 which, even if achieved, would likely be very unstable and relatively strongly
dependent only varying temperature or mechanical conditions. The only practical
possibility is to reduce EQ. This systematic error gets smaller linearly with the re-
duction in this field while the parity splitting is unaffected, as long as the resulting
quadrupole rate, initially around aMHz, is still very much larger than PNC splitting
of a few Hz so that the splitting is insensitive to fluctuations in the laser intensity and
frequency, which will remain true even for a very large reduction of the quadrupole
field. The polarization can easily be made linear to a part in 102 and with some work
should be able to made linear to a part in 103, so reducing the quadrupole field by
a factor of 103 keeps that quadrupole rate at a sufficiently quick kHz makes up the
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factors required to reduce this MHz sized shift by a factor of 106 to a less damag-
ing 1Hz which must then still be corrected for as described above if not completely
eliminated.
Summarizing this general requirement gives.
σQ
(
EQ/ED
)
< 10−6
with a generously reasonable realization being,
σQ < 10
−3
EQ/ED < 10−3
Dipole Polarization
The effects of a polarization error in the dipole field must also be considered. If other
alignments remain fixed, this effects only the parity term. With
ED±1 =
(
∓EDx + iEDy
)
/
√
2
the splitting is more generally given by,
ED∗+1E
Q
+1 − ED∗−1EQ−1 =
1
2
√
2
((
−ED∗x − iED∗y
) (
−∂zEQx
)
−
(
ED∗x − iED∗y
) (
∂zE
Q
x
))
= − k√
2
Im
(
ED∗x E
Q
x
)
The possible components of the field in the yˆ direction from circular polarization give
no contribution to the shift. This can be seen in cartesian coordinates as well, the
coupling will involve a matrix element of 〈y〉 〈xz〉 which is non-zero according to the
selection rules, but antisymmetric under a spin flip transformation since, for example
(−1)ny = −1 and since (−1)k1+k2 = (−1)3 = −1, this coupling doesn’t change sign.
With these restrictions circular polarization of the dipole beam gives no systematic
errors, but when more general variations are considered this polarization error reap-
pears. In particular, if the position of the dipole standing wave is not placed such that
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the ion is exactly at its anti-node, if it is off by a phase δ, there will be a small gradient
that will couple to the quadrupole transition and give a splitting with small amounts
of circular polarization. Here the coupling is much smaller with∂zE⊥ = sin (δ) kE⊥
In this case the electric field is still large and must remain so or the parity splitting
will also be reduced so this error can’t be minimized by reducing the field strength.
But the coupling now already includes an additional small parameter δ which appears
quadratically since this term will involve the square of the residual ED quadrupole
amplitude. This makes the error much less trouble some. If the dipole polarization
can also be made linear to a part in 102, this error can be made completely negligible
with δ < 10−3.
σDδ
2 < 10−8
With δ = 2π∆x/λ, this requires the antinode position to be set accurately to ∆x <
δλ/2π ≈ 2 × 10−4µm = 2A. This term can also be detected and minimized inde-
pendently by adjusting the polarization and antinode position while monitoring the
splitting when only this dipole field is applied. The parity splitting again disappears
since the quadrupole dipole interference is then zero, the applied quadrupole field is
removed and the residual gradient from this misalignment is in phase with the ampli-
tude giving Im
(
ED∗EQ
)
= 0. The constraint on the antinode position can be made
much less stringent if this (is corrected for)
4.2.2 Quadrupole-Quadrupole Error
These exhaust the possibilities for the influence of a single term, but the completely
general case includes interaction between different couplings from multiple errors than
can give spin dependent shifts. To reliably correctly account for all of these it is best
to start with completely general couplings rather than add in endless perturbations
to the solution of a particular idealized case.
The field chosen to create the parity violation induced splitting were chosen to be
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standing waves. In the optimal case one wave, ~E1, was positioned so that the ion was
at its antinode, and the other, ~E2, positioned so that the ion was at its node. For
this case ~E1 is uniquely responsible for the dipole coupling and ~E2 only drives the
quadrupole transition. Then the total coupling is
Ω = ΩQ + iεΩD
= ΩQ2 + iεΩ
D
1
Now allow for the case where ~E1 also partly drives the quadrupole transition, and ~E2
partly drives the dipole transitions. Denote them as small variations to the ideal case
by δΩQ1 and δΩ
D
2 , δ can be interpreted as simply a label or explicitly as a parameter.
These terms will be nonzero only for some non-zero error in the spatial phase, δ1, δ2
and, as before, will then be proportional to sin (δ) ≈ δ.
With this generalized case the complete coupling then becomes,
Ω = ΩQ2 + iεΩ
D
1 + δΩ
Q
1 + iεδΩ
D
2
Neglecting the explicit spin substructure for now, the shifts will generally be given
by Ω†Ω. Neglecting only the ε2 terms as being obviously negligible, this gives the
additional contributions to the shifts
Ω†Ω = ΩQ†2 Ω
Q
2 + δΩ
Q†
1 δΩ
Q
1
+ iε
(
ΩD†1 Ω
Q
2 − ΩQ†2 ΩD1
)
+ iε
(
δΩD†2 Ω
Q
2 − ΩQ†2 δΩD2
)
+ iε
(
ΩD†1 δΩ
Q
1 − δΩQ†1 ΩD1
)
+ iε
(
δΩQ†1 δΩ
D
2 − δΩD†2 δΩQ1
)
+
(
ΩQ†2 δΩ
Q
1 + δΩ
Q†
1 Ω
Q
2
)
The first two terms are exactly those considered above. They are exactly spin in-
dependent for linearly polarized beams and are negligible or correctable when the
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constraints previously outlined are satisfied.
The first term involving ε is the usual term giving the parity splitting. The
remaining terms proportional to ε also include at least one δand so will naturally be
much smaller than the intended parity splitting. At the least, for δ < 10−3 these
terms give a 0.1% contribution to the splitting, which must be satisfied already for
the dipole field to eliminate problems due to its circular polarization, and details of
the structure of these products actually make these terms even less of a problem as
will be seen in detail shortly.
The remaining term, δΩQ1 Ω
Q
2 , is the E1, E2 quadrupole-quadrupole cross term
which, as it stands, includes only one δ and no ε and so is potentially much larger than
the parity term. Estimating the sizes of the matrix elements with 〈〈Q〉〉 k ≈ A2/µm,
〈〈D〉〉 ≈ A the ratio of these terms can be estimated. Again neglecting the explicit
spin structure and relative phase dependences, with ε ≈ 10−11,
ΩQ2 δΩ
Q
1 /εΩ
D
1 Ω
Q
2 ≈ δΩQ1 /εΩD1
≈ (δ/ε) 〈〈Q〉〉 kE1/ 〈〈D〉〉E1
= (δ/ε)A/µm
= 10−4 (δ/ε)
= 107δ
This term is naturally very much larger than the parity splitting and, as a result,
is the principle systematic problem with this experiment. If the estimate is accurate,
this error alone makes a parity measurement of this kind impractical. It turns out
that the situation is not nearly as drastic as it appears and the resolution is hidden
in the details of the spin structure of these transitions that has been, temporarily
neglected.
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4.3 General m+n State Solution
The solution to the original system considered had a very general appearance, the
shift were given by the diagonal element of the matrix product of the couplings,
δωm =
(
Ω†Ω
)
mm
This form was more a notational convenience than a proper result. It depended
on each ground state sublevel being coupled to different D state levels so that the
system factors into two trivial problems. This condition was satisfied for the field
configurations considered so far, but for more general conditions this is not the case,
and it is not clear that this solution is appropriate. In addition, it was argued that
the off-diagonal elements could be interpreted as spin dependent shifts in orthogonal
directions and the whole shift took the form of an effective magnetic field. These
ideas require a firmer formal support, which will be provided by the exact solution to
the generally coupled problem.
4.3.1 General Couplings and The Rotating Wave Approximation
The general problem involves two energy levels. Though each level consists of a
number of spin substates, the hamiltonian can still be written will the appearance
of a two state problem using the coupling matrices defined before, Ω. Consider a
system with one level having m substates and the other n. Ωis then an n×m matrix
describing the coupling between any pair of spin states where the pair includes one
state from each level and there are no couplings between states in the same level. Ω
is generally time dependent. Initial this time dependence will be included explicitly.
The hamiltonian will then have the block 2× 2 form,
H(t) =

 ω0/2 Ωe−iωt + Ω∗eiωt
Ω†eiωt + Ω†∗e−iωt −ω0/2


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=

 n× n n×m
m× n m×m


The block structure of these matrices allows then to be manipulated just like trivial
2× 2 matrices. Multiplying two matrices with the same block structure has the same
form and when the blocks are just numbers if the elements are combined using matrix
multiplication of the blocks (Reference).
ω0 is the energy difference between the levels. The diagonal blocks are then just the
energy of the level times the identity matrix of the appropriate dimension. In this case
all the states in each level are taken to be degenerate, though for the actual experiment
they will be separated slightly be an applied magnetic field. This modification will
be considered later, but in the end, for sufficiently strong couplings, the splitting is
negligible.
Solutions to this hamiltonian are complicated by the time dependence of the inter-
action. Traditional the Rotating Wave Approximation is made to be able to transform
this to a static problem that is readily solved. To do this, consider a unitary trans-
formation like
U (t) =

 e−i(ω′/2)t 0
0 ei(ω′/2)t


to transform the states to ψ′ = U (t)ψ. The equation of motion in terms of the
transformed state becomes,
Hψ = i∂tψ
UHU †Uψ = iU∂t
(
U †Uψ
)
UHU †ψ′ = iU∂t
(
U †ψ′
)
= i
((
U∂tU
†)ψ′+ UU †∂tψ′)
H ′ψ′ = i∂tψ′
The effective hamiltonian for the transformed state is
H ′ = UHU † − iU∂tU †
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=

 e−i(ω′/2)t 0
0 ei(ω′/2)t


×

 ω0/2 Ωe−iωt + Ω∗eiωt
Ω†eiωt + Ω†∗e−iωt −ω0/2



 ei(ω′/2)t 0
0 e−i(ω′/2)t


− i

 e−i(ω′/2)t 0
0 ei(ω′/2)t

 iω′
2

 ei(ω′/2)t 0
0 −e−i(ω′/2)t


=

 ω0/2 Ωe−i(ω+ω′)t + Ωei(ω−ω′)t
Ω†ei(ω+ω′)t + Ω†∗e−i(ω−ω′)t −ω0/2


+
ω′
2

 1 0
0 −1


For ω′ = ±ω one of the time dependent terms of the interaction becomes static and the
other then depends on e±2iωt. Making the Rotating Wave Approximation is to neglect
this quickly oscillating counter-rotating term. This assumes that in the time scale it
takes for the state to change significantly, this term has oscillated many times to that
its effects average to zero. This is valid for ∂tψ << 2ω. The time derivative of the
state will be dominated by its energy, which in this basis is ± (ω0 − ω) /2 = ±δω/2,
δω is the detuning and the requirement for the rotating wave approximation to be
accurate is simply that the interaction is very close to resonance compared to the
frequency of the interaction δω << ω.
Taking ω′ = −ω, the hamiltonian for the transformed state is then simply,
H′ =

 δω/2 Ω
Ω† −δω/2


4.3.2 Eigenvalues
Solving this static system then just requires finding the eigenvalues of H . This is
familiar, and trivial for a simple two state system, but more subtle for the general
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case. At least two methods work for finding the eigenvalues for these 2 × 2 block
matrices with arbitrary dimensions.
Call the eigenvalues ω temporarily, they are the values that appear in the eigen-
value equation,
Hψ = ωψ
The eigenvectors can be computed by writing the states in an explicit component
form.
ψ =

 a
b


Here a and b are respectively n and m component column vectors. The eigenvalue
equation becomes, 
 δω/2 Ω
Ω† −δω/2



 a
b

 = ω

 a
b



 (δω/2)a + Ωb
Ω†a− (δω/2) b

 =

 ωa
ωb


This gives two coupled equations
(δω/2− ω) a = −Ωb
(δω/2 + ω) b = Ω†a
Substituting each result into the other gives,
ΩΩ†a =
(
ω2 − (δω/2)2
)
a
Ω†Ωb =
(
ω2 − (δω/2)2
)
b
Alternately, note that for H static H2ψ = ω2ψ and for this block 2 × 2 problem
H2 turns out to be block diagonal,
H2 =

 δω/2 Ω
Ω† −δω/2



 δω/2 Ω
Ω† −δω/2


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=

 (δω/2)
2 + ΩΩ† 0
0 (δω/2)2 + Ω†Ω


Operating this on the component state quickly gives the same constraints for the
eigenvector,
H2ψ = ω2

 a
b

 =


(
(δω/2)2 + ΩΩ†
)
a(
(δω/2)2 + Ω†Ω
)
b


2 State and 1+n State Eigenvalues
For a two state system, Ω is simply a scalar, and Ω†Ω = Ω†Ω = ΩΩ∗ = |Ω|2. In
this case the eigenvector equation for both a and b give the familiar result, ω2 =
(δω/2)2 + |Ω|2.
For m = 1 the solution for b is similarly trivial as Ω†Ω is again a scalar, Ω† is
a 1 × n matrix and Ω is n × 1, so the product is 1 × 1 given by Ω†Ω ≡ |Ω|2 =
|Ω1|2 + |Ω2|2 + · · ·+ |Ωn|2and the energy is again given by ω2 = (δω/2)2 + |Ω|2. This
is the result used in the original analysis of the parity experiment in the ground
state with n = 2 corresponding to the two D states coupled to each S state by the
∆m = ±1 transitions.
m+n State Eigenvalues
For neither m nor n equal to one, more work is necessary as the eigenvector equations
for each component are both still matrix equations, but in this form the compo-
nents are uncoupled and each can be considered individually. The components of the
eigenvectors of the complete hamiltonian must satisfy
ΩΩ†a = (ω2 − (δω/2)2)a
Ω†Ωb = (ω2 − (δω/2)2)b
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These are themselves eigenvalue equations. a and b must be eigenvectors of ΩΩ†
and Ω†Ω respectively, and they must both have the same eigenvalues since ω is fixed for
the entire state and the complete eigenvector is constructed out of both components.
Call the eigenvectors λ2,
ΩΩ†a = λ2a
Ω†Ωb = λ2b
Positivity
It is clear that λ2 must be positive and real for consistency as this would give the
energies ω2 = λ2+ (δω/2)2. This must be true for all δω and in particular for δω = 0
which gives ω2 = λ2. ωmust be real since H is hermitian, so ω2 is real and positive.
This quality of λ2 can also be seen from the structure of the operator. Ω†Ω and
ΩΩ† are hermitian so immediately the eigenvalues must be real. For the sign, consider
an arbitrary expectation value,
ψ†ΩΩ†ψ = (Ω†ψ)†(Ω†ψ) = |Ωψ|2 > 0
ψ†Ω†Ωψ = (Ωψ)†(Ωψ) = |Ωψ|2 > 0
For ψ an appropriate eigenvector
a†(ΩΩ†a) = a†aλ2 = λ2 > 0
b†
(
Ω†Ωb
)
= b†bλ2 = λ2 > 0
Eigenvectors
An eigenvector of H can now be constructed from these components. Consider first
an eigenstate a of ΩΩ† with non-zero eigenvalue. As already seen the eigenvector
equation, Hψ = ωψ, requires
(ω − δω/2)a = Ωb
(ω + δω/2) b = Ω†a
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ω is given by ω2 = (δω/2)2+λ2 and both positive and negative values of the root can
be used. In particular, this requires that the lower component is given by,
b± =
Ω†
±ω + δω/2a
Which is easily seen to be an eigenvector of Ω†Ω with eigenvalue λ2 as required,
Ω†Ωb± =
1
±ω + δω/2(Ω
†Ω)Ω†a
=
Ω†
±ω + δω/2(ΩΩ
†a)
= λ2
Ω†
±ω + δω/2a
= λ2b±
These give two eigenvectors of H ,
ψ± =

 a
Ω†
±ω+δω/2a


These will have energy ±ω, as can be verified by an explicit calculation,
Hψ =

 δω/2 Ω
Ω† −δω/2



 a
Ω†
ω+δω/2
a


=


(
δω
2
+ ΩΩ
†
ω+δω/2
)
a(
Ω† − δω
2
Ω†
ω+δω/2
)
a


=


(
δω
2
+ λ
2
ω+δω/2
)
a(
1− δω/2
ω+δω/2
)
Ω†a


With λ2 = ω2 + (δω/2)2 this becomes,
Hψ =


(
δω
2
+ ω
2−(δω/2)2
ω+δω/2
)
a
ω+δω/2−δω/2
ω+δω/2
Ω†a


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=


(
δω
2
+ (ω+δω/2)(ω−δω/2)
ω+δω/2
)
a
ω
ω+δω/2
Ω†a


=


(
δω
2
+ ω − δω
2
)
a
ω Ω
†
ω+δω/2
a


=

 ωa
ω Ω
†
ω+δω/2
a


= ωψ
Dimension and Number of Solutions
ΩΩ† is an n×n matrix so it must have n eigenvector ai. This construction pairs each
ai with an eigenvector bi of Ω
†Ω and uses each pair to generate two eigenvectors of H .
For n = m this clearly gives all of the n +m = 2n eigenvectors of H , but for n 6= m
it is not clear how this can be consistent. In particular, for n < m this falls short of
the number of eigenvectors of H by n+m− 2m = n−m, and for n > m it seems to
generate too many bi for the dimension of Ω
†Ω. The bi were constructed from the ai
from the original eigenvector equation with,
b± =
Ω†
±ω + δω/2a
This gives two eigenvalues for H only for ω 6= 0 and Ω†a 6= 0. In general ω cannot
be zero as even for λ2 = 0, a non-zero δω gives ω2 = δω2 6= 0. The more general
possibility is that Ω†a = 0, for which it then immediately follows that ΩΩ†a = 0 and
λ2 = 0. So the set of bi generated by this process are not unique and so the extra
ones generated for the case n > m must be zero and the missing n−m eigenvectors
of H are made up of states like
ψ =

 a
0


where a is an eigenvector of ΩΩ† with eigenvalue 0. These states will then have an
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energy given by,
Hψ =

 δω/2 Ω
Ω† −δω/2



 a
0


=

 δω2 a
Ω†a


=

 δω2 a
0


= (δω/2)a
Notice that this is the unperturbed energy of all the upper states so this corresponds
to an uncoupled state. The complement is clearly true for m > n, the eigenvectors
of H not generated from the eigenvectors ai of ΩΩ
† are given by a = 0 and b a zero
mode of Ω†Ω as an effectively uncoupled state, and
(
0 b
)T
is an eigenstate of H
with energy −δω/2.
These dimensional arguments show that the construction of eigenstates of H in
this way is consistent and complete and also elegantly show that for n 6= m there
must always be |n−m| combinations of states in the energy level with more states
that are uncoupled for any fixed polarization, that is for n < m, Ω†Ω must have
at least m − n zero eigenvalues and for m < n, ΩΩ† must have at least n − m
zero eigenvalues. This latter result is not relevant for these immediate purposes
in understanding the systematics of the parity measurement but will turn out to
have great practical consequences for pumping and spin detection when considered
later,6.1.7.
4.3.3 The Effective Magnetic Field
This analysis show that the solutions to these particular classes of otherwise very
complicated m+ n state problems is given simply by the solution to two much easier
m and n state problems. As seen, the eigenvectors and eigenvalues of H are given the
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by the eigenvectors and eigenvalues of Ω†Ω and ΩΩ† . For every eigenvector of Ω†Ω
and ΩΩ† with eigenvalue λ2 there are eigenvectors of H with energy ±
√
(δω/2)2 + λ2.
Each of these eigenstates corresponds to a particular individual unperturbed spin state
so these eigenvalues of H can be interpreted as the shifted energies of the original
states and the products of these products of the couplings as effective hamiltonian.
The spin states of the lower and upper energy levels will evolve as if being respectively
acted on by a hamiltonian given by Ω†Ω and ΩΩ†.
For the IonPNC system, one of these effective interactions has a trivial solution.
In this case Ω couples a j = 1/2 level to a j = 3/2 level, n = 4, m = 2, so that Ω†Ω is
just a 2× 2 matrix. The Pauli matrices and the identity matrix are a complete basis
for 2 × 2 hermitian matrices so this must have the general form identical to that of
an interaction with a magnetic field,
Ω†Ω = δω(0) + δ~ω(1) · ~σ
δω(0) gives an overall spin independent shift of both levels and δ~ω(1) gives a spin
dependent shift. The eigenstates will be exactly the same as those for a magnetic
field ~B = δ~ω(1), spin states pointing along ±δ~ω(1) ~B with energies separated by
∣∣∣δ~ω(1)∣∣∣,
and it is clear that the idea of the parity splitting being an effective vector interaction
is an accurate interpretation.
ΩΩ† is not quite as trivial to analyze as it is now a 4 state problem. It can still be
understood as an isolated j = 3/2 spin system, but now there is additional structure
to the effective interaction, it will include more than just a simple dipole. The general
structure can be written in terms of higher order spin operators, j(k)s → j(k)i1i2···ik , where
j
(1)
i are just the usual angular momentum operators, j
(2)
ij = (jijj + jjji) /2− (δij/3) j2
and the higher order operators are given similarly. For this case generally orders up
to k = 4 will be included,
ΩΩ† = δω + δωiji + δωijjij + δω(3)s j
(3)
s + δω
(4)
s j
(4)
s
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The coefficient are given by explicit calculation or, as seen later, using general sym-
metry properties of the angular momentum operators through Generalized Pauli Ma-
trices, 4.5.
4.4 Perturbative Misalignment Systematics
4.4.1 The Applied Magnetic Field
With the solution for general interactions in hand, systematic errors can now be cor-
rectly analyzed by studying the matrix elements of Ω†Ω and ΩΩ† for which the tools
developed using spin flip transformations can be immediately applied. Generally this
requires looking at all the matrix elements to look for splittings in directions orthogo-
nal to the intended parity splitting. An intended shift in the zˆ direction changes only
the diagonal matrix elements of these products of couplings, perpendicular compo-
nents will be contained in the off-diagonal matrix elements. With the large applied
magnetic field that will be used for this measurement a further simplification is pos-
sible. First, it is necessary to briefly study the effects of this additional interaction.
With a magnetic field the transformed static hamiltonian becomes,
H =

 δω/2 + ~sa · ~B Ω
Ω† −δω/2 + ~sb · ~B


~s0 and ~s1 are the appropriate representations of the spin operator for each level and
also implicitly include the relevant magnetic moments µ1, µ2. The constraints for the
upper and lower components of the eigenvectors now become,
(
ω − δω/2− ~sa · ~B
)
a = Ωb(
ω + δω/2− ~sb · ~B
)
b = Ω†a
Solutions to this system of equations are complicated by the matrix structure of
the left-hand sides, which were previously scalar. However, generally the operators
167
involves will not have any zero eigenvalues. ω will be given by λ, the eigenvalues of
Ω†Ω and ΩΩ†, and
∣∣∣ ~B∣∣∣.
For λ = 0, the solutions are trivial as either Ωb or Ω†a will be zero, this is
the case where a certain combination of states in one level is uncoupled by the laser
interactions. For that state, ψ the energies are given by (ω ± δω/2)ψ =
(
~s · ~B
)
ψ, and
no further work is necessary, the energies are given completely by the applied magnetic
field and are the same as they would be without the additional laser interactions.
Generally the coordinate system will be chosen so that ~B||zˆ and so the eigenstates
are the usual spin states and there energies are just given by µmB.
For λ 6= 0, λis of order Ω. Ω is intended to be on the order of MHz while the
splitting due to the applied magnetic field will be kHz. So for this case ω ∼ λ >>
∣∣∣ ~B∣∣∣
and the eigenvalues are approximately ω 6= 0 and the operator is invertible permitting,
with some algebra, a solution of the form,
(ω − δω/2)a =
(
Ω†
1
ω + δω/2− ~sb · ~B
Ω + ~sa · ~B
)
a
(ω + δω/2) b =
(
Ω
1
ω − δω/2− ~sa · ~B
Ω† + ~sb · ~B
)
b
The ~B in the denominator is a correction to 1/ (ω ± δω/2) to second order in
∣∣∣ ~B∣∣∣ /Ω
and for these cases ω ∼ Ω >>
∣∣∣ ~B∣∣∣ and the correction is negligible. This approximation
has a simple interpretation, the width of the transition profile will be given by Ω. If
that is narrower then the splitting given by ~B the interaction will only couple the
spin states exactly resonant with the interaction. By considering only Ω >>
∣∣∣ ~B∣∣∣
the magnetic field splitting is assumed to be negligible compared to the width of the
transitions so that the transitions are driven with relative strengths given only by the
couplings Ω and not also the slightly different detunings. In the same way, the ω that
appears in the denominator is the ω as determined before, ω2 = λ2+(δω/2)2 with λ ∼
Ω, plus a shift proportional to the magnetic field which can then be neglected in the
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denominator. In all this gives, (ω±δω/2)−1 =
(√
λ2 + (δω/2)2 ± δω/2
)−1
+o(B/Ω)2.
This still yields a strange and possible non-trivial lineshape, but exactly on resonance
the form is clear,
ωa =
(
Ω†Ω
λ
+ ~sa · ~B
)
a
ωb =
(
ΩΩ†
λ
+ ~sb · ~B
)
b
The evolutions of the states in each level is then simply given by the sum of the
initial applied magnetic field and the effective interaction generated by the laser driven
transitions Ω†Ω/λ. λ will be given approximately by the scalar piece of the quadrupole
shift, λ ≈ δωQ0 .
4.4.2 Off-Diagonal Matrix Elements
With the total interaction given simply as the sum of the applied magnetic field plus
the effective interaction generated by the applied laser driven couplings an important
simplification can be made. For the ground state this simplification has a simple
geometric interpretation.
The couplings give at most an dipole interaction so the total interaction is given
by the vector sum of magnetic field and the vector parameterizing the effects of
the couplings, δ~ω. The energies are given by
∣∣∣ ~B + δ~ω∣∣∣. Expanding this magnitude∣∣∣ ~B + δ~ω∣∣∣2 = ∣∣∣ ~B∣∣∣2 + 2 ~B · δ~ω + |δ~ω|2. The couplings are chosen so that Ω ∼MHz >>∣∣∣ ~B∣∣∣ ∼ kHz which implies δω(0) >> ∣∣∣ ~B∣∣∣ but the difference in the shifts of the spin
states, the splitting, is much smaller than that due to the magnetic field if δ~ω ∼
Hz <<
∣∣∣ ~B∣∣∣so to first order in δ~ω/ ∣∣∣ ~B∣∣∣ the magnitude of the vector sum is ∣∣∣ ~B + δ~ω∣∣∣ ≈∣∣∣ ~B∣∣∣ + Bˆ · δ~ω. Only the components of δ~ω in the direction of Bˆ significantly change
the energy. Geometrically this is just the equivilant of the fact that a small change
of vector in a parallel direction changes its length directly, linearly, while a change in
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a orthogonal direction modifies the length only to second order in the magnitude of
the shift over the initial magnitude. In the end this means the effect of components
of δ~ω perpendicular to ~B on the splitting can be neglected.
This result can be seen perturbatively directly from the hamiltonian in a way that
easily generalizes to an arbitrary state if the coordinate system is chosen so that ~B||zˆ.
In this case the only contribution to off diagonal elements of the whole interaction is
from the effective contribution of the couplings since ~σ · ~B = Bσz which is diagonal.
The diagonal elements, which include contributions from both the magnetic field and
the laser driven couplings, directly modify the energy of the unperturbed spin states by(
Ω†Ω/δω(0)
)
mm
. The effects of the remaining off-diagonal elements is generally very
complicated since it can include quadrupole, octapole and higher order structure, but
perturbatively the results are straightforward if the off-diagonal elements are small
compared to the magnetic field splitting. Their effects will start at second order, for
a given spin state m
δωm =
(
Ω†Ω/δω(0)
)
mm′
(
Ω†Ω/δω(0)
)
m′m
Em − Em′
where Em−Em′ ≈ B and so these shifts can be neglected compared to the shifts due
to the diagonal matrix elements for sufficiently small
(
Ω†Ω
)
m6=m′ << B.
δωm =
∣∣∣(Ω†Ω)
mm′
/δω(0)
∣∣∣2
B
(
Ω†Ω
)
mm
=
(
ΩQ†2 Ω
Q
2
)
mm
+
(
δΩQ†1 δΩ
Q
1
)
mm
+ 2εIm(ΩD†1 Ω
Q
2 )mm
+ 2εIm(δΩD†2 Ω
Q
2 + Ω
D†
1 δΩ
Q
1 + δΩ
Q†
1 δΩ
D
2 )mm
+ 2εRe(ΩQ†2 δΩ
Q
1 )mm
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4.4.3 Quadrupole-Quadrupole Misalignment Errors
Off-Diagonal Contributions
This result is intended to be used to analyze the quadrupole-quadrupole cross term
2Re(ΩQ†2 δΩ
Q
1 ), but in this case it is not immediately clear that this bound on the
size of the product off-diagonal matrix elements is satisfied. The spin independent ~E2
quadrupole-quadrupole rate still dominates the shift so that δω(0) ≈ ΩQ2 making this
error approximately,
δωmm′ ∼
∣∣∣(δΩQ†1 ΩQ2 )mm′ /δω(0)
∣∣∣2 /B ∼ ∣∣∣δΩQ1 ∣∣∣2 /B
The quadrupole rate for ~E1 is of order δ1MHz. If the position of the antinode
of ~E1 can be positioned such that δ ∼ 10−3, which it must in any case to make the
parity term itself accurate, 4.2.2, δΩQ1 ∼ kHz which is comparable to the planned
initial magnetic field splitting so that the effect of these off diagonal terms on the
splitting would not be negligible. However, with no other variations from the ideal
geometry, the relative temporal phases reduce the sizes of these terms further.
With the fields still polarized exactly in the xˆ direction, and propagating exactly
in the zˆ direction, the matrix element for this error, ΩQ†2 δΩ
Q
1 + δΩ
Q†
1 Ω
Q
2 , involves only
〈xz〉 〈xz〉 k2Re (E∗1E2). Ideally the fields are chosen to be exactly out of phase so that
Re (E∗1E2) ∝ cos (π/2) = 0. With a small error in this relative phase, φ, this real part
becomes, sin (φ) and so the general overall size of this matrix element is then given
by two small parameters as δDφ. For φ < 10
−3 this gives a rate of order Hz. Which
then implies a contribution to the splitting of
δωmm′ ∼
∣∣∣δφΩQ1 ∣∣∣2 /B ∼ (Hz2)/kHz ∼ 10−3Hz
so that these off-diagonal matrix elements can be neglected.
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Diagonal Matrix Elements
With these off-diagonal matrix elements negligible the remaining possibilities to be
considered are greatly reduced as they are completely contained in the diagonal matrix
elements for which there is the convenient result, in a spherical basis,
∆Ω(k1,k2)m =
(
Ω(k1)†Ω(k2)
)
mm
−
(
Ω(k1)†Ω(k2)
)
−m,−m
=
〈
j1, m
∣∣∣T (k1)†s ∣∣∣ j2, m′〉 〈j2, m′ ∣∣∣T (k2)s ∣∣∣ j1, m〉
×
(
E(k1)∗s E
(k2)
s − (−1)k1+k2 E(k1)∗−s E(k2)−s
)
Where the difference in amplitudes can be written,
E(k1)∗s E
(k2)
s − (−1)k1+k2 E(k1)∗−s E(k2)−s
=
(
E
(k1)∗
sS E
(k2)
sS + E
(k1)∗
sA E
(k2)
sA
) (
1− (−1)k1+k2
)
+
|s|
s
(
E
(k1)∗
sS E
(k2)
sA + E
(k1)∗
sA E
(k2)
sS
) (
1 + (−1)k1+k2
)
For a quadrupole-quadrupole cross term this gives,
∆ωQQm =
(
ΩQ†1 Ω
Q
2 + Ω
Q†
2 Ω
Q
1
)
mm
−
(
ΩQ†1 Ω
Q
2 + Ω
Q†
2 Ω
Q
1
)
−m,−m
= 2Re
(
(ΩQ†1 Ω
Q
2 )mm − (ΩQ†1 ΩQ2 )−m,−m
)
= 4
〈
j1, m
∣∣∣Q†s∣∣∣ j2, m′〉 〈j2, m′ |Qs| j1, m〉
× |s|
s
Re
(
δEQ∗1sSE
Q
2sA + δE
Q∗
1sAE
Q
2sS
)
The symmetric and antisymmetric pieces of the field amplitudes are given by,
EQ2S = (∂xEx + ∂yEy) /2 ≡ Exx/2 EQ2A = −i (∂xEy + ∂yEx) /2 = −iExy/2
EQ1S = i (∂yEz + ∂zEy) /2 ≡ iEyz/2 EQ1A = − (∂xEz + ∂zEx) /2 ≡ −Exz/2
As before, the ∆m = 0 amplitude has no antisymmetric term, EQ0A so it will not
contribute to this spurious shift.
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Notice that for a given transition the symmetric and antisymmetric pieces have an
explicit relative phase factor of i. Since the two applied fields are ideally exactly out
of phase and linearly polarized, this extra factor of i allows for a non-zero real part
for the products with no relative phase error. Then there is not yet any additional
automatic suppression of this term but it also means that errors from residual circular
polarization of a single beam, σ1 or σ2, do not contribute any systematic shifts, since
that would contain an additional i giving a zero real part, unless both beams are
partly circularly polarized, at which point they give a contribution proportional to
δ1σ1σ2 which is already sufficiently suppressed if σ < 10
−3 without having to consider
the resulting spin structure.
For still perfectly linearly polarized beams these amplitudes give,
4Re
(
δEQ∗12SE
Q
22A + δE
Q∗
12AE
Q
22S
)
= δDRe(−i
(
∂xE
∗
1x + ∂yE
∗
1y
)
(∂xE2y + ∂yE2x)
+ i
(
∂xE
∗
1y + ∂yE
∗
1x
)
(∂xE2x + ∂yE2y))
= δDIm(
(
∂xE
∗
1x + ∂yE
∗
1y
)
(∂xE2y + ∂yE2x)
−
(
∂xE
∗
1y + ∂yE
∗
1x
)
(∂xE2x + ∂yE2y))
4Re
(
δEQ∗11SE
Q
21A + δE
Q∗
11AE
Q
21S
)
= δDRe(−i
(
∂yE
∗
1z + ∂zE
∗
1y
)
(∂xE2z + ∂zE2x)
+ i (∂xE
∗
1z + ∂zE
∗
1x) (∂yE2z + ∂zE2y))
= δDIm(
(
∂yE
∗
1z + ∂zE
∗
1y
)
(∂xE2z + ∂zE2x)
− (∂xE∗1z + ∂zE∗1x) (∂yE2z + ∂zE2y))
This can be written more compactly as,
4Re
(
δEQ∗12SE
Q
22A + δE
Q∗
12AE
Q
22S
)
= δDIm
(
E∗1iiE2xy − E∗1xyE2ii
)
4Re
(
δEQ∗11SE
Q
21A + δE
Q∗
11AE
Q
21S
)
= δDIm
(
E∗1yzE2xz −E∗1xzE2yz
)
For plane waves, ∂i → ki. Ideally only E1x = ED, E2x = EQ and kz = k are non zero.
Giving only nonzero Exy,
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4Re
(
δEQ∗12SE
Q
22A + δE
Q∗
12AE
Q
22S
)
= δDIm
(
δE∗1iiδE2xy − δE∗1xyδE2ii
)
4Re
(
δEQ∗11SE
Q
21A + δE
Q∗
11AE
Q
21S
)
= δDIm
(
δE∗1yzE2xz − E∗1xzδE2yz
)
Shifts due to misalignment errors driving the ∆m = ±2 transitions are explicitly
further suppressed by two small parameters as both of the amplitudes involved in each
term are initially zero. Errors from ∆m = ±1 transitions are apparently suppressed
by only one small factor giving a potentially much larger shift.
To illustrate the structure of this problem writing these residual shifts in terms of
perturbations to the ideal geometry, keeping only the largest terms for each transition,
4Re
(
δEQ∗12SE
Q
22A + δE
Q∗
12AE
Q
22S
)
= δDIm(
(
δk1xE
D∗ + δk1yδE∗1y
)
×
(
δk2xδE2y + δk2yE
Q
)
−
(
δk1xδE
∗
1y + δk1yE
D∗)
×
(
δk2xE
Q + δk2yδE2y
)
)
4Re
(
δEQ∗11SE
Q
21A + δE
Q∗
11AE
Q
21S
)
= δDIm(
(
δk1yδE
∗
1z + kδE
∗
1y
) (
δk2xδE2z + kE
Q
)
−
(
δk1xδE
∗
1z + kE
D∗) (δk2yδE2z + kδE2y))
Keeping the largest of these terms,
4Re
(
δEQ∗12SE
Q
22A + δE
Q∗
12AE
Q
22S
)
= δDIm
(
δk1xE
D∗δk2yEQ − δk1yED∗δk2xEQ
)
= δDIm(E
D∗EQ) (δk1xδk2y − δk1yδk2x)
4Re
(
δEQ∗11SE
Q
21A + δE
Q∗
11AE
Q
21S
)
= δDIm
(
kδE∗1ykE
Q − kEDkδE2y
)
= δDk
2Im
(
δE∗1yE
Q − ED∗δE2y
)
Note that these can be written quite transparently in vector form, to o(δε) and o(δk),
and with ~ε1 × ~ε2 = 0, ~k1 × ~k2 = 0,
4Re
(
δEQ∗12SE
Q
22A + δE
Q∗
12AE
Q
22S
)
= δDIm(E
D∗EQ)
(
~k1 × ~k2
)
z
4Re
(
δEQ∗11SE
Q
21A + δE
Q∗
11AE
Q
21S
)
= δDk
2Im
(
ED∗EQ
)
(~ε1 × ~ε2)z
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The components driving the ∆m = ±2 transitions give a possible error suppressed
by two additional small parameters, the misalignments of the propagation direction
of both beams. This provides enough factors that this term can reasonably be made
negligible with δk < 10−3. The contribution from the ∆m = ±1 transition is sup-
pressed by only two small factors, so that a small, 10−3, error in the position of the
dipole fields node, and the quadrupole fields propagation direction will give Hz sizes
splittings that can then not be distinguished from the PNC shift.
The vector form shows more clearly that misaligments of the polarization give a
shift along εˆ1 × εˆ2 which it initially exactly along ~k = zˆ, the same direction as the
parity shift. The errors from the ∆m = ±2 transitions are along ~k1×~k2 which is then
perpendicular to both ~k1 and ~k2 so that initially the resulting shift is perpendicular
to zˆ. The characteristic sized of the shifts for both errors are about the same, but
the ∆m = ±2 shift is perpendicular to the parity shift so that in the end its resulting
effect on the spin state energies is suppressed by (eˆ1 × εˆ2) · ~B.
The vector form also illustrates how this shift is due to fields that are not mirror
symmetric. In each case the cross product gives an axial vector. This will not change
sign under a parity transformation so that the mirror image could be distinguished
from the original geometry by, for example, the orientation of εˆ1×εˆ2 or ~k1×~k2 relative
to any of the other vectors defined by the fields. This chiral arrangement of fields can
then induce a chiral response in the ion.
4.4.4 Alternate Geometries
These results were from perturbations to a particular initial geometry, ~k1||~k2, and
εˆ1||εˆ2. Other beam geometries can be used to give a parity shift, it is possible that
those have less severe systematic problems. For example, with Exz 6= 0 for both E1
and E2 the systematic shift due to ∆m = ±1 transitions given by
4Re
(
δEQ∗11SE
Q
21A + δE
Q∗
11AE
Q
21S
)
= δDIm
(
E∗1yzE2xz − E∗1xzE2yz
)
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has contributions from both E1yzE2xz = δE1yzE2xz and E1xzE2yz = E1xzδE2yz terms.
A parity shift is also possible for E2xz 6= 0 with εˆ1 = xˆ and ~k1||yˆ rather than ~k1||zˆ,
giving E1xy initially nonzero. Then the contribution from the shift from the E1xzE2yz
term is δE1xzδE2yz which is suppressed by two small misalignment parameters. In this
case the E1yzE2xz term is still proportional to only one small misalignment parameter
as δE1yzE2xz. In addition, for the shift from the ∆m = ±2 term
4Re
(
δEQ∗12SE
Q
22A + δE
Q∗
12AE
Q
22S
)
= δDIm
(
E∗1iiE2xy − E∗1xyE2ii
)
E1xy is now initially nonzero, and so this shift is nonzero for only a single misalignment
giving nonzero δE2ii.
It is possible that other geometries reduce the size of all of these terms. This
requires a general consideration of the possibilities. For general fields the size of the
parity shift is given by,
∆ωPNCm = ε
(
ΩD†1 Ω
Q
2 − ΩQ†2 ΩD1
)
mm
− ε
(
ΩD†1 Ω
Q
2 − ΩQ†2 ΩD1
)
−m,−m
= 2εIm
(
(ΩD†1 Ω
Q
2 )mm − (ΩD†1 ΩQ2 )−m,−m
)
= 4
〈
j1, m
∣∣∣D†s∣∣∣ j2, m′〉 〈j2, m′ |Qs| j1, m〉
× |s|
s
Im
(
ED∗1sSE
Q
2sS + δE
D∗
1sAE
Q
2sA
)
With
ED1S =
iEy√
2
ED1A = −Ex√2
ED0S = Ez E
D
0A = 0
and the quadrupole amplitudes
EQ2S = (∂xEx + ∂yEy) /2 ≡ Eii/2 EQ2A = −i (∂xEy + ∂yEx) /2 ≡ −iExy/2
EQ1S = i (∂yEz + ∂zEy) /2 ≡ iEyz/2 EQ1A = − (∂xEz + ∂zEx) /2 ≡ −Ezx/2
EQ0S = ∂zEz/
√
6 = Ezz/
√
6 EQ0A = 0
this gives,
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2
√
2Im
(
ED∗11SE
Q
21S + E
D∗
11AE
Q
21A
)
= Im
(
E∗1yE2yz + E
∗
1xE2xz
)
√
6Im
(
ED∗10SE
Q
20S + E
D∗
10AE
Q
20A
)
= Im (E∗1zE2zz)
The shifts from the quadrupole term were given by,
4Re
(
δEQ∗12SE
Q
22A + δE
Q∗
12AE
Q
22S
)
= δDIm
(
E∗1iiE2xy − E∗1xyE2ii
)
4Re
(
δEQ∗11SE
Q
21A + δE
Q∗
11AE
Q
21S
)
= δDIm
(
E∗1yzE2xz −E∗1xzE2yz
)
Any geometries having E2xz and E1x non-zero, with ~k1||zˆ, give a parity shift have the
same systematic problems, regardless of whether this amplitude is from ~k2||xˆ or ~k2||zˆ.
E1,2ii and E1,2xy are all initially zero, before misalignments, so error from the∆m = ±2
transitions are suppressed by two small factors, but the Exz terms in the expression
for the shifts from ∆m = ±1 transitions are non-zero, so that only an additional
misalignment of the polarization of E1 or E2 in the yˆ direction, giving a nonzero
δE1,2yz, gives a nonzero quadrupole splitting. As already noted using ~k1||yˆ similarly
fails to improve the situation, one contribution from the ∆m = ±1 transitions is made
smaller, the other remains large, and a previously negligible ∆m ± 2 contribution is
made larger. With nonzero E1yE2yz giving a parity splitting results are similar. For
~k1||zˆ, only a small δExz for E1 or E2, and for ~k1||xˆ only nonzero δE2,ii are required
to give a non-zero shift.
Using the E1zE2zz term to generate a parity shift, the quadrupole terms giving
shifts due to the ∆m = ±1 or ∆m = ±2 transitions are all initially zero, then
requiring two additional misalignments each for a residual quadrupole splitting. As
previously mentioned this field geometry is not possible without having other field
components as ~∇ · ~E = 0 requires Ezz = 0 if Exx = Eyy = 0. Nonzero Ezz then
requires nonzero Eii, which also implies nonzero Eiz giving initially nonzero terms in
the shift due to all transitions.
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More simply a the coordinate system could simply be chosen so that only E2xz
is not zero, that is ~E2 · yˆ = ~k2 · yˆ = 0. Then a nonzero parity shift requires ~E1||xˆ
but allows either ~k1||zˆ or ~k2||yˆ. Both cases give terms all terms initially zero for the
shift due to ∆m = ±2 transitions, but a shift due to ∆m = ±1 transitions given
by E1yzE2xz which is nonzero for only the single error of a small misalignment of
the ~E1 polarization. This also now accounts for all possible geometries and this and
the former analysis demonstrate clearly that no other possible beam geometry that
gives a nonzero parity splitting is immune to this difficult systematic shift due to the
∆m = ±1 transitions that is suppressed by only two small parameters.
4.4.5 Intermediate m Transition Restrictions
Amazingly, it turns out that differential shifts of the D3/2 magnetic sublevels due
to off-resonant dipole couplings discussed in sec.4.7 can be used to further suppress
this potentially troublesome error. It will turn out that that the off-resonant dipole
coupling of the D3/2 state to other states in the atoms from the strong ~E1 dipole
electric field results in a significant, MHz sized shift of the D3/2,±1/2 states relative
to the D3/2,±3/2 states, where the quantization axis is along the electric field. This
structure is clear from simply considering the contributions from j = 1/2 states alone,
as they provide no levels for the D3/2,±3/2 states to couple to and the contribution of
the shift to these states, from these j = 1/2 levels, is zero, while couplings to D3/2,±1/2
states are nonzero giving finite shifts.
Then with a sufficiently narrow transition width one set of states is shifted out
of resonance and then doesn’t participate in the S − D resonant interaction. The
quadrupole rate for the ~E1 field is also about 1MHz, about the same size as this
D state spin splitting so this nonresonance condition is just barely satisfied. This
non-resonant shift is proportional to the square of the dipole electric field, while the
resonant rate is linear in the electric field, so it is possible that the field could be
increased slightly from the value chosen for optimal S/N to allow for this selection of
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a subset of m states.
Now consider quadrupole transitions to this restricted set of states. This is most
easily evaluated in a coordinate system with ~E1||zˆ so that the states to which transi-
tions are possible is obvious, the general structure for arbitrary fields and coordinate
systems is developed in sec.4.6.2, but the mechanism is easily illustrated with this
particular special choice. Quadrupole amplitudes are given by,
ΩQmm′ =
〈
5D3/2, m |xs| 6S1/2, m′
〉
Es
If transition to the m = ±3/2 states are used, ∆m = 0 quadrupole transitions will
not be possible, for transitions to the m = ±3/2 states, ∆m = ±2 transitions are not
possible. The former case is not particularly useful. For the latter, the quadrupole
amplitude will be given by,
ΩQmm′ =
∑
s=0,1
〈
5D3/2, m |xs| 6S1/2, m′
〉
Es
This is driven by nonzero amplitudes for
EQ±1 = ∓(Exz + Ezx)/2 + i(Eyz + Ezy)/2
EQ0 = Ezz/
√
6
Notice that these amplitudes require some component of εˆ or ~k in the zˆ direction.
For fields completely contained in the x − y plane, that is fields with a plane of
polarization perpendicular to the axis of the field generating this differential shift,
only EQ±2 amplitudes are nonzero. These transitions are not driven as they are now
out of resonance, so for these kinds of fields the entire quadrupole coupling is zero.
This result can be expressed in a coordinate system independent form. With ~E1 giving
the direction of the non-resonant shifts, quadrupole fields with εˆ and ~k perpendicular
to ~E1 give no quadrupole amplitude, so in effect,
ΩQ ∝ aεˆ2 · ~E1 + b~k2 · ~E1
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The errors causing the larger systematic shifts were due to ∆m = ±1 transitions
given by,
4Re
(
δEQ∗11SE
Q
21A + δE
Q∗
11AE
Q
21S
)
= δDIm(E
∗
1yzE2xz − E∗1xzE2yz)
For the usual ideal geometry considered here, E1xz and E2xz are nonzero. For sim-
plicity, take xˆ and zˆ to define the plane of polarization of E1. The for the possible
E1yzE2xz contribution to the shift, δE1yz is zero by this definition. For E1xzE2yz,
E2yz = δE2yz = kzδE2y is nonzero for a small misalignment of the ~E2 polarization in
the yˆ direction, but this component has a plane of polarization perpendicular to εˆ1
so the restricted transitions result in zero quadrupole amplitude for this field config-
uration and this error gives no shift. In this way the previously troublesome errors
from the ∆m = ±1 transitions are further suppressed by the factor εˆ1 · δεˆ2⊥ where
δεˆ2⊥ are fluctuations of ~E2 perpendicular to its initial plane of polarization.
This result is special to this particular geometry. Again, a parity splitting is
possible with the same εˆ1 with ~k1||yˆ. Similarly taking xˆ and yˆ to as the plane of
polarization of E1, Eyz and Exz are zero by definition. For the contributions from the
∆m = ±2 transitions,
4Re
(
δEQ∗12SE
Q
22A + δE
Q∗
12AE
Q
22S
)
= δDIm
(
E∗1iiE2xy − E∗1xyE2ii
)
E1xy is initially non-zero and E2ii = δE2xx = δkxEx. This perturbation still has εˆ2|| ~E1
so there is no additional reduction of this term from the restricted transitions. This
gives the first practical motivation for a preference for beam geometries. Configura-
tions with ~k1 initially contained in the plane of polarization of ~E2 can exploit this
reduction in systematic shifts from restricted transitions. With εˆ1already required to
also be in the plane of polarization of ~E2 this then corresponds to geometries whether
the plane of both ~E1 and ~E2 are the same.
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4.4.6 Cartesian basis analysis
This analysis was centered around a spherical basis for the field amplitudes. As usual
the origin of the errors obtained from a similar analysis in a cartesian basis is more
immediately intuitive. Though in this case the reduction of certain errors from the
transitions restrictions just discussed is less trivial. In this basis the quadrupole shifts
are given by,
∆ωQQm = 2Re
(
(ΩQ†1 Ω
Q
2 )mm − (ΩQ†1 ΩQ2 )−m,−m
)
= 2Re(∂iE
∗
1j∂kE2l
× 〈j1, m |xixj | j2, m′〉 〈j2, m′ |xkxl| j1, m〉
− 〈j1,−m |xixj | j2,−m′〉 〈j2,−m′ |xkxl| j1,−m〉)
The scalar pieces of the quadrupole operator will give zero since the initial and final
angular momentums are different. Taking the fields to be plane standing waves the
∂i give ki and the size of the gradient of the ~E1 field is given by δD
As before a spin flip transformation can be used to change −m→ m. The details
of the structure of the spin flip are not important here. Since it must be unitary the
result must be the spin flipped state determined up to a phase. For rotations this
phase is only dependent on j and m. For mirror reflections the phase also depends
on l through the spatial parity of the state. In either case, since only diagonal matrix
elements are considered here each state involved in this matrix element appears once
as an initial state and once as a final state these phases will exactly cancel. This
gives,
∆ωQQm = 2δDkikjRe(E
∗
1jE2l
× 〈j1, m |xixj | j2, m′〉 〈j2, m′ |xkxl| j1, m〉
−
〈
j1, m
∣∣∣F †xixjF ∣∣∣ j2, m′〉 〈j2, m′ ∣∣∣F †xkxlF ∣∣∣ j1, m〉)
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The result is independent of the representation of the spin flip operator so that any
can be used. The simplest choice is a mirror reflection of, or a rotation about xˆ or
yˆ as this leaves all but possibly the sign of any operator invariant, F †xiF = ηixi, so
that,
∆ωQQm = 2δDkikjRe(E
∗
1jE2l(1− ηiηjηkηl)
× 〈j1, m |xixj | j2, m′〉 〈j2, m′ |xkxl| j1, m〉)
For the various spin flip operators,
Mxˆ → ηiηjηkηl = (−1)nx
Myˆ → ηiηjηkηl = (−1)ny
Rxˆ → ηiηjηkηl = (−1)ny+nz
Ryˆ → ηiηjηkηl = (−1)nx+nz
Again, this is an apparent inconsistant dependance on the representation of the spin
flip operator, but as usual, the combine to define selection rules, all must hold for a
non-zero matrix element requiring,
(−1)nz = 1
(−1)nx+ny = 1
The later also corresponds to |nx − ny| even. Notice that this is exactly consistant
with the results obtained using a spherical basis.
4Re
(
δEQ∗12SE
Q
22A + δE
Q∗
12AE
Q
22S
)
= δDIm
(
E∗1iiE2xy − E∗1xyE2ii
)
4Re
(
δEQ∗11SE
Q
21A + δE
Q∗
11AE
Q
21S
)
= δDIm
(
E∗1yzE2xz − E∗1xzE2yz
)
the terms that appear have exactly the appropriate numbers of each coordinate to be
spin dependant and satisfy the selection rules so that the resulting shifts are non-zero.
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As before, the phase is given by the number of y operators,
∆ωQQm ∝ δDRe(E∗1jE2liny)(1− ηiηjηkηl)
With F = Myˆ it is clear that ηiηjηkηl is odd, giving ∆ω 6= 0, only for ny odd, which
in turn gives iny = i, and ∆ω nonzero by phase requires,
∆ωQQm ∝ ±δDRe(iE∗1jE2l)(1− ηiηjηkηl) = ±δDIm(E∗1jE2l)(1− ηiηjηkηl)
Ideally E1 and E2 are out of phase so that Im(E
∗
1E2) is non zero and so any per-
turbation in alignment or polarization of the same phase as the original fields gives
a nonzero ∆ω, thus is it not nesseary to consider the effects of circular polarization
here as well.
For the usual initial ideal geometry, the most convenient representation is F = Ryˆ.
For this case it is clear that the quadrupole shift is spin dependant if ny = 1, 3. The
selection rules then require that nz = 1, 3 and n2 = 0, 2 for a non-zero shift. The inital
matrix element involved is 〈zx〉 〈zx〉. With F = Ryˆ this is trivially spin independant
since ny = 0, and the shift can become spin dependant for any perturbation in the
yˆ direction, perpendicular to the plane of polarization of the ideal beams. Whether
the shift is non-zero depends on the particular pertubation. A single variation of a ~k
, originally along zˆ, in the yˆ direction gives a term like 〈yx〉 〈zx〉, this must be zero
since, in particular, (−1)nz = −1, and (−1)nx+ny = 1. An addition perturbation of
the other ~k in the xˆ direction gives a 〈yx〉 〈xx〉 which is spin dependant and nonzero.
Note that a variation of this second ~k along yˆ as well also gives a non-zero coupling
as (−1)nx+ny = 1, but now (−1)ny = 1 and the term is not spin dependant. A similar
analysis for perturbations of one ~k along xˆ requires an additional pertubation of the
other ~k along yˆ, and for these cases two additional small perturbations in alignment, as
well as the initial dipole anti-node phase error are required for to generate a spurious
quadrupole shift.
Alternately, a single perturbation of either εˆ along yˆ, gives a 〈zy〉 〈zx〉 which is
both spin dependant and non-zero except for the cases of restricted transitions to the
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m sublevels of the excited state, in which case this is a perturbation with a plane of
polarization in the y− z plane, perpendicular to the strong dipole electric field in the
xˆ direction and the projection to the m = ±1/2 state in this xˆ direction gives zero
quadrupole amplitude. Then, as before, there is a possible spurious quadrupole shift
depending on only a single geometric misalignment, the polarization, and the standing
wave phase error, that is further supressed when considering only a restricted set of
intermediate state.
This particular example nicely illustrates how this cartesian basis analysis gives
a more geometrically intuitive result. For F = Myˆ any perturbation along the yˆ
direction gives a splitting. For this geometry, ideally the plane of polarization is
completely contained in the x−z plane and it mirror symmetric, but any perturbation
in the yˆ direction can now be used to define left or right relative to the other fields
and the fields are no longer mirror symmetric leading to a possible spurious spin
dependant shift.
This geometric interpretation is valid for other geometries as well, though a bit
less clear for E2zx 6= 0, E1yx 6= 0 and ~E1||xˆ. This is still obviouly mirror symmetric
but F = Myˆ suggests that this term, giving 〈zx〉 〈yx〉, is already spin dependant,
similarly for M = Ryˆ. In this case the selection rules make the shift zero and other
representations for F make the geometric picture clearer.fv
4.4.7 Reduction Strategies
This analysis accounts for all possible systematic errors due to misalignments of the
parity beams. In all cases the resulting splittings can be suppressed by at least three
small parameters which can be used to reduce the sizes of these shifts. The overall
sizes of these shifts and their general dependence on the misalignment errors are
summarized in tab.4.1. An overall suppression in the order of 10−9−10−10 is required
for these contributions to be negligible compared to the parity splitting. This is
possible with the more reasonable constraints of alignments individually accurate to
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Table 4.1: Contribution to spin dependent shifts from perturbations to ideal geometry.
Term Shift 10−7δω/δωPNC
εΩQ†2 Ω
D
1 εΩ
D
1 -
ΩQ†2 Ω
Q
2 σQΩ
Q
2 σQ
EQ
ED
ΩQ†1 Ω
Q
1 σDδ
2
1Ω
Q
1 σDδ
2(
ΩQ†2 δΩ
Q
1
)
m6=m′ φ
2δ1
δ1Ω
Q
1
B
ΩQ1 φ
2δ1
δ1Ω
Q
1
B(
ΩQ†2 δΩ
Q
1
)
mm,∆m=±2 δ1δk1δk2Ω
Q
1 δ1δk1δk2(
ΩQ†2 δΩ
Q
1
)
mm,∆m=±1 δ1(εˆ1 · δεˆ2⊥)Ω
Q
1 δ1(εˆ1 · δεˆ2⊥)
a part in 10−3.
This is difficult with completely independent fields, but some automatic simpli-
fication may be possible with particular configurations. It was already shown that
no particular field geometry is intrinsically better for systematics, though one case
is unable to take advantage of reductions from intermediate spin state restrictions.
However, the technical details of various particular ways to generate and direct these
fields may have an advantage in some cases.
For example, somehow using a single beam with guarantee that the polarizations
and directions of propagation are identical, which automatically eliminates all of the
quadrupole-quadrupole systematics if it really can be done precisely. One way to do
this is to simply use a single traveling wave. This gives the appropriate out of phase
amplitude and gradient requires, but it also means that E1 and E2 are the same,
which gives an excessively high quadrupole rate that can make systematics problems,
like shifts due to residual bits of polarization in the beam, excessively large. Also the
strategies for correcting for this kind of error, by removing the quadrupole beam to
eliminate the PNC shift in order to measure the size of the shift due to this circular
polarization to subtract it off, can not be done because E1 and E2 are provided from
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the same beam.
Another means of using a single beam to get a single beam to generate the neces-
sary fields with the appropriate phases is to add a bit of a running wave to a single
standing wave. In creating a standing wave, a mirror of a finite reflectivity must be
used so that a bit of traveling wave is always present. A larger amount could be
obtained if necessary by using a less reflective mirror. This doesn’t guarantee beam
alignment as that now depends on the positioning of the mirror, and the mirror may
alter the polarization of the beam slightly upon reflection so that the E1 and E2
fields are not precisely identically polarized. The mirror misalignment errors may not
be important, a more expicit analysis would be required, and polarization alignment
could be enforces by using high quality polarizers inside any standing wave generat-
ing cavity, so this method could turn out to be effective. Again there is the difficulty
that, since the beams are not independent, which it what helps to guarantee their
alignment, there may not be enough freedom to be able to manipulate them enough
to be able to detect and correct problems. This may turn out not to be necessary if
the engineering constraints are sufficient.
These kinds of decisions must be partly put off until more knowledge about the
performance of a mirror and cavity for generating this standing wave is known. Such
considerations will be the central focus of studies involving the mirror when it becomes
operational.
Finally it may turn out that the frequency dependence of the PNC and quadrupole
shifts are slightly difference and could be distinguished. This wasn’t immediately
apparent in the analysis considered so far and also required additional theoretical
investigation.
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4.5 Generalized Pauli Matrices
This perturbative approach is straight-forward, but cumbersome. It is based on vari-
ations from a particular ideal geometry so it does not immediately apply to all geome-
tries. As briefly considered perturbatively for the EQ±1 amplitude errors, it is possible
that for some field configurations some constraints from systematic errors are eased
and with this perturbative approach each case must be explicitly analyzed, it is dif-
ficult to identify general patterns. Also it will be useful to use these transitions and
shifts for other purposes, such as calibration of the electric fields. The existing final
solution can not be applied to such a problem and the shifts must be calculated again
for the different geometries to be used for this kind of calibration. In addition the
geometric structure of the dependence of the shift on the directions of the applied
optical fields is obscured. These difficulties are remedied by finally solving for the
completely general case.
4.5.1 Vector Structure
For any of the terms, the shifts are given by the matrix elements of a product like,
Ω(k1)†Ω(k2). As already noted, this is a hermitian matrix. For the ground state, this
is a 2× 2 matrix, so it can be written in the form,
Ω(k1)†Ω(k2) = δω + δ~ω · σ
δω is a spin independent shift, and δ~ω is a simple spatial vector. This should be given
somehow by the vectors that define the system. For the parity term this should be the
polarizations of both fields, ~ED, ~EQ and the propagation direction of the quadrupole
field ~kQ. As seen from some of the matrix elements previously explicitly calculated,
the parity vector takes a form something like,
δ~ω ∝
(
~ED · ~EQ
)
~kQ +
(
~ED · ~kQ
)
~EQ
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This structure can be deduced from general symmetry principles, the only vectors
available are the three mentioned, the amplitude of each term must be given by a
scalar which much include the other two terms. A scalar is given from two vectors
by a dot product, ~EQ · ~kQ = 0, so only two terms remain. Other scalar terms like√∣∣∣~E∣∣∣2 can appear because the sizes appear only linearly in the matrix elements. The
only remaining variables are possible constant coefficients which can be determined
by considering some particular cases, such as ~ED ⊥ ~EQ so that only the term on the
direction of ~EQ remains, and calculating the shift explicitly.
This procedure will get the right answers, but it still cumbersome. Instead, the co-
efficients and contributing terms can be determined by studying the general behavior
of these kinds of products of matrix elements.
4.5.2 Dipole-Dipole Shifts
To set the stage, consider a simpler problem that is not too awkward to evaluate
by brute force. Take a dipole transition between two j = 1/2 states. The matrix
elements will be given by,
Ωm2m1 =
〈
1
2
m2
∣∣∣∣xi
∣∣∣∣12m1
〉
Ei
and, as usual the shifts by,
(Ω†Ω)m2m1 =
∑
m′
Ω†m2m′Ωm′m1
The mechanical solution is to use the Wigner-Eckhart theorem and transform to a
spherical basis so that the matrix elements are given by Clebsch-Gordan coefficients,
Ωm2m1 =
〈
1
2
m2
∣∣∣∣T (1)s
∣∣∣∣12m1
〉
Es =
〈
1
2
||r|| 1
2
〉
√
2(1/2) + 1
〈
1
2
m2|1, s; 1
2
m1
〉
Es
where the Es are given as usual by the ∆m = 0 and ∆m = ±1 transition amplitude.
For future use write this transformation explicitly as
Es = U
i
sEi
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Where the components of the field amplitudes are,
Es =
(
E+1 E0 E−1
)T
Ei =
(
Ex Ey Ez
)T
and the transformation is given by
U is =


−1/√2 −i/√2 0
0 0 1
1/
√
2 −i/√2 0


The complementary transformation is then given by
Ei = U
s
i Es
where the transformation matrix is simply,
Usi = U
i†
s
so that
U i†s U
s
j = δij
U r†i U
i
s = δrs
Computing all the terms explicitly gives,
(
Ω†Ω
)
m2m1
=
〈r〉2
2
∑
m′
〈
1
2
m2
∣∣∣∣xr
∣∣∣∣12m′
〉
E∗r
〈
1
2
m′
∣∣∣∣ xs
∣∣∣∣12m1
〉
Es
=
〈r〉2
6
×
 ~E∗ · ~E + i(ExE∗y − EyE∗x) −i(EyE∗z − EzE∗y)− (EzE∗x −ExE∗z )
−i(EyE∗z − EzE∗y) + (EzE∗x − ExE∗z ) ~E∗ · ~E − i(ExE∗y −EyE∗x)


Recalling the definition of the pauli matrices ~σ, the appropriate components are easily
identified and give as vector form for the matrix of,
Ω†Ω =
|〈r〉|2
6
( ~E · ~E∗ + i( ~E × ~E∗) · ~σ)
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Again, this general structure could easily be guessed. The only parameter is ~E and
it and its complex conjugate must appear linearly. The spin independent shift must
be a scalar and ~E∗ · ~E is the only possibility. Similarly the vector amplitude can only
be ~E × ~E∗.
This procedure could work for any combination of transitions but quickly begins
to get unwieldy with the rapidly increasing number of possible terms, for example
for a quadrupole-quadrupole term there are four parameters, three possible scalar
combinations and six vectors. With the later added generality of transitions to only
particular states defined along particular directions the situation is significantly more
complicated. Besides this the constant coefficients must still be obtained from an
explicit calculation of particular cases.
These result can be obtained more explicitly. Slightly rearrange the form of the
answer,
~E · ~E∗ − i( ~E × ~E∗) · ~σ = (δij + iǫijkσk)EiE∗j
This appears as some operator times EiE
∗
j which is exactly the form of the general
expression for the shift,
(
Ω†Ω
)
m2m1
=
(∑
m′
〈
1
2
m2
∣∣∣∣xi
∣∣∣∣12m′
〉〈
1
2
m′
∣∣∣∣xj
∣∣∣∣12m1
〉)
(E∗i Ej)
Removing the electric field amplitude gives something like,
∑
m′
〈
1
2
m2
∣∣∣∣xj
∣∣∣∣12m′
〉〈
1
2
m′
∣∣∣∣ xi
∣∣∣∣12m1
〉
∝ (δij + iǫijkσk)m2m1
This may be starting to look familiar.
To make the general structure more apparent use the Wigner-Eckhart theorem to
factor out the radial dependence,
Ω = 〈xi〉Ei = 〈xs〉Es
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= 〈〈r〉〉 〈j2, m2|1, s; j1, m1〉√
2j2 + 1
Es
= 〈〈r〉〉
(〈j2, m2|1, s; j1, m1〉√
2j2 + 1
U is
)
Ei
≡ 〈〈r〉〉 〈j2, m2|1, i; j1, m1〉√
2j2 + 1
Ei
This defines a sort of cartesian Clebsch-Gordan coefficient,
〈j2, m2|1, i; j1, m1〉 = 〈j2, m2|1, s; j1, m1〉U is
where the distinction between this and the usual Clebsch-Gordan coefficient is made
with the index, s, r compared to i, j, k
Further defining these with,
(σi(j2, j1))m1m2 = 〈j2, m2|1, i; j1, m1〉 /
√
2j2 + 1
or the corresponding relation in a spherical basis,
(σs(j2, j1))m1m2 = 〈j2m2|1, s; j1, m1〉 /
√
2j2 + 1
gives a coupling that looks like,
Ω = 〈〈r〉〉 σj(1
2
1
2
)Ej
Ω† = 〈〈r〉〉 σi(1
2
1
2
)Ei
The shifts are then given by
Ω†Ω = 〈r〉2 (σi(1
2
1
2
)σj(
1
2
1
2
))EiE
∗
j
= 〈r〉2 1
6
(δij + iǫijkσk)EiE
∗
j
Suggesting a convenient product rule for these matrices of Clebsch-Gordan coeffi-
cients,
σi(
1
2
1
2
)σj(
1
2
1
2
) =
1
6
(δij + iǫijkσk)
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These σ will be referred to as Generalized Pauli Matrices, since for this case they
are, in fact, directly proportional to the usual Pauli matrices. With a few explicit
calculations, or as shown below,
σi(
1
2
,
1
2
) =
1√
1/2(1/2 + 1)
1√
2(1/2) + 1
〈
1
2
m2 |ji| 1
2
m1
〉
=
2√
3
1√
2
〈
1
2
m2 |ji| 1
2
m1
〉
=
1√
6
σi
The Pauli matrices have the well known product rule,
σiσj = δij + iǫijkσk
which yields the previous product for the generalized pauli matrices immediately.
4.5.3 General Products
This multiplication rule provides and immediate result for vector and scalar con-
tributions to an energy shift for arbitrary fields but these observations would not be
particularly useful if the result applied to only this case of j = 1/2 initial and interme-
diate states. In fact, the general structure of the product is valid for any combination
of initial, ji, final, jf , and intermediate, j
′, j’s. The various types of multiple compo-
nents in the result are the same, only the coefficients of each vary. Varying only j′
and leaving ji = jf = 1/2, the result will still be a 2× 2 hermitian matrix which can
be written in terms of the identity and the usual Pauli matrices.
σi(
1
2
, j′)σj(j′,
1
2
) = δω(j′,
1
2
)δij + iδω
′
i(j
′,
1
2
)εijkσk
Note that for j′ = 1/2 the σ matrices are square and so the product is immediately
sensible. For j′ 6= 1/2 the σ are now rectangular but σ(1/2, j′) has 2j′ + 1 columns
and σ(j′, 1/2) has 2j′ + 1 rows so again the sum over intermediate m′ can always be
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written as matrix multiplication. For j 6= j′, the σ with exchanged arguments can
also be always traded for a transpose,
σs(j
′, j)m2m1 = 〈j′m2 |xs| j,m1〉 / 〈j′ ||x|| j〉
= 〈j,m1 |xs| j′m2〉∗ / 〈j′ ||x|| j〉
= σs(j, j
′)∗m1m2
σs(j
′, j) = σ†s(j, j
′)
Generally is is easiest to see the flow of the transition without the dagger as the j′s
then are listed in the arguments of the σ in the same order as they appear in the
matrix elements.
For arbitrary ji = jf 6= j′ the product will be convenient to write in terms of angu-
lar momentum operators since there is no conventional definition of the pauli matrices
in anything but a spin 1/2 system, where 〈1/2, m2 |ji| 1/2, m1〉 = (1/2) (σi)m2m1 . In
addition, for ji = jf = j = 1/2 the product can contain quadrupole structure, though
nothing of higher order since this is the product of only two dipole transitions, and
as each dipole can change m by at most one, the combination can change m by at
most two, so there is not yet, for example, any octapole structure in the product and
the result takes the form
σi(j, j
′)σj(j′, j) = δω(j′, j)δij + iδωi(j′, j)εijkjk + δωij(j′, j)jij
where the quadrupole operator is the usual traceless combination jij = (jijj+jjji)/2−
(δij/3)j
2, and any j is just shorthand for 〈ji, m2 |ji,j···| jim1〉.
For the previous case of j = j′ = 1/2 this gives
σi(
1
2
,
1
2
)σj(
1
2
,
1
2
) =
1
6
(δij + iεijkσk) =
1
6
(δij + 2iεijkjk)
For j′ = 3/2, the case of immediate interest, it turns out,
σ†i (
1
2
,
3
2
)σj(
3
2
,
1
2
) =
1
6
(δij − iεijkjk)
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For j = 1/2 and j = 1 it is clear that this form must hold since the matrix representa-
tions of ji and jij for a basis for hermitian matrices of this 2j+1 dimension. General
Hermitian matrices can have more structure than can be described by only these
dipole and quadrupole operators, so appeals must be made to the general structure
of the transitions to motivate this form.
This structure also turns out to hold for ji 6= jj . In this case the final result is not
square so the product can not be written in terms of matrix elements of angular mo-
mentum operators, but instead must be written in terms of other σ’s. For constancy
write all the components in terms of the original σ’s but with different dimensions,
σi(jf , j
′)σj(j′, ji) = δω0(jf , j′, ji)σ(jf , ji) + iδω1(jf , j′, ji)εijkσ(jf , ji)
+ δω2(jf , j
′, ji)σij(jf , ji)
These kinds of products don’t arise immediately when considering light shifts, but will
appear when considering various restrictions to the m sublevels of the intermediate
states, and are useful in other kinds of problems not discussed here. This form is also
useful for ji = jf in intermediate steps of many calculations where it is convenient to
write only the final answers in terms of angular momentum operators.
4.5.4 Products ji = jf = j
′
This general structure for the product is plausible. As discussed above by considering
the net result of a pair of dipole transitions, it is clear the product can have no∆m > 2
components, but it has not been shown explicitly that the other components can be
written in the way shown. In addition, the coefficients are so far undetermined and
must be computed explicitly. For the case of ji = jj = j
′ all this can be done using
the familiar algebra of the angular momentum operators.
Matrix elements of j ’s can be computed easily using the raising and lowering
operators, j± = jx ± ijy. But, as they are also vector operators, that is [ji, vk] =
iεijkvk for v = j, they can be computed using the Wigner-Eckhart Theorem.The
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angular momentum operators commute with j2 so they don’t change the total angular
momentum of a state and only jf = ji = j must be considered,
〈j,mf |js| j,mi〉 = 〈j||j||j〉 〈j,mf |1, s; jmi〉√
2j + 1
Here the j±1 are the spherical operators analogous to x±1 = (−x − iy)/
√
2 rather
than the usual angular momentum raising and lowering operators.
Dipole Angular Momentum Operator Reduced Matrix Elements
In
〈j,mf |js| j,mi〉 = 〈j||j||j〉σs(j, j)
the reduced matrix element can be evaluated to make all the terms in the relation
explicit, take the j0 = jz term, this gives,
〈j,mf |j0| j,mi〉 = miδmfmi = 〈j||j||j〉
〈j,mf |1, 0; jmi〉√
2j + 1
yielding,
〈j||j||j〉 = m
√
2j + 1
〈j,m|1, 0; j,m〉
The Clebsch-Gordan coefficient can be computed in the usual way using stretched
states, lowering operators and orthogonality, [Schacht00], to give
〈j,m|1, 0; j,m〉 = m√
j(j + 1)
so that
〈j||j||j〉 =
√
j(j + 1)
√
2j + 1
and finally,
〈j,mf |js| j,mi〉 =
√
j(j + 1)
√
2j + 1σs(j, j)
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σ Products using Angular Momentum Matrix Elements
Now, products of matrix elements of x, products of σ’s can be written in terms of
products of matrix elements of j. With σi ≡ σi(j, j) for convenience,
σ†iσj =
1
2j + 1
1
j(j + 1)
〈j,m2|ji|j,m′〉 〈j,m′ |jj | j,m1〉
Again the j doesn’t change j, so the intermediate j can be summed over without
changing the result. With this sum, and the existing sum over m, completeness gives
and identity,
σ†iσ j =
1
2j + 1
1
j(j + 1)
∑
j′m′
〈j,m2|ji|j′, m′〉 〈j′, m′ |jj| j,m1〉
=
1
2j + 1
1
j(j + 1)
〈j,m2 |jijj | j,m1〉
Now the familiar angular momentum algebra, [ji, jj ] = iεijkjk, can be used to decom-
pose the result into scalar, vector and quadrupole components,
σ†iσ j =
1
2j + 1
1
j(j + 1)
〈
j,m2
∣∣∣∣12(jijj + jjji) +
1
2
(jijj − jjji)
∣∣∣∣ j,m1
〉
=
1
2j + 1
1
j(j + 1)
〈
j,m2
∣∣∣∣13δijj2 +
1
2
[ji, jj ] +
(
1
2
(jijj + jjji)− 1
3
δijj
2
)∣∣∣∣ j,m1
〉
=
1
2j + 1
1
j(j + 1)
〈
j,m2
∣∣∣∣∣j(j + 1)3 δij +
i
2
εijkjk + jij
∣∣∣∣∣ j,m1
〉
The coefficients are then,
δω0(j, j) =
1
3
1
2j + 1
δω1(j, j) =
1
2
1
2j + 1
1
j(j + 1)
δω2(j, j) =
1
2j + 1
1
j(j + 1)
For j = 1/2, j(j + 1) = 3/4, 2j + 1 = 2, this yields the previous result,
σi(
1
2
,
1
2
)σj(
1
2
,
1
2
) =
1
6
δij +
1
3
iεijkjk =
1
6
(δij + 2iεijkjk)
The quadrupole coefficient is irrelevant in this case since the matrix elements of the
quadrupole operator are zero for these j = 1/2 states.
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Products in terms of σ
In terms of σ matrices rather than angular momentum operators the previous relation
〈j,mf |js| j,mi〉 =
√
j(j + 1)
√
2j + 1σs(j, j)
can be used for the dipole term. Relating the quadrupole components requires relating
jij to σij(j, j). This can be done in the same way the ji was written in terms of σi(j, j).
Quadrupole Angular Momentum Operator Reduced Matrix Elements
The Wigner-Eckhart theorem gives,
〈j,m2 |jij | j,m1〉 =
〈〈
j2
〉〉
σij(j, j)m2m1
The reduced matrix element can be determined by evaluating a particular component
of this matrix element, the simplest is jzz,
〈j, j |jzz| j, j〉 =
〈
j, j
∣∣∣∣j2z − 13j2
∣∣∣∣ j, j
〉
= j2 − 1
3
j(j + 1)
=
j
3
(2j − 1)
=
〈〈
j2
〉〉
σzz(j, j)jj
This component of the σ matrix is given by
Qzz =
√
2/3Q0
and, [Schacht00],
〈j, j|2, 0; j, j〉 =
√
2j + 1
√
j
2j + 3
√
2j − 1
j + 1
so that
σzz(j, j)j,j =
√
2
3
σ0(j, j)j,j
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=
√
2
3
〈j, j|2, 0; j, j〉√
2j + 1
=
√
2
3
√
j
2j + 3
√
2j − 1
j + 1
giving
〈〈
j2
〉〉
=
j
3
(2j − 1)
√
3
2
√
2j + 3
j
√
j + 1
2j − 1
=
√
j(j + 1)(2j − 1)(2j + 1)(2j + 3)√
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4.5.5 Projection Operators
For products with arbitrary ji = jf and j
′ the coefficients of the terms in the product
are not as easily determined since the xi can not be written immediately in terms on
the ji. The coefficient of the scalar term turns out to remain the same and showing
this is fairly straight-forward.
Scalar Coefficient
The εijkjk term in the product is anti-symmetric, so in particular εiikjk = 0. The
jij term is traceless over the spatial indices, so computing this trace for the entire
relation gives,
δij (σiσj) = δij(δω0δij + iδω1εijkjk + δω2jij)
δij 〈j,m2 |xi| j′m′〉 〈j′m′ |xj | j,m1〉 = 〈j ||x|| j′〉2 3δω0
The left-hand side has and implied identity in m space,
3δω0 = δij 〈j,m |xˆi| j′m′〉 〈j′m′ |xˆj | j,m〉 / 〈j ||x|| j′〉2
= δijU
i
sU
j
r 〈j,m |xˆs| j′m′〉 〈j′m′ |xˆr| j,m〉 / 〈j ||x|| j′〉2
= δrs
∑
m′
〈j′, m′|1, s; j,m〉√
2j′ + 1
〈j′, m′|1, r; j,m〉√
2j′ + 1
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=
∑
s,m′
〈j′, m′|1, s; j,m〉√
2j′ + 1
〈j′, m′|1, s; j,m〉√
2j′ + 1
=
1
2j′ + 1
∑
m′
〈j′, m′|1, m′ −m; j,m〉2
The general sum over the Clebsch-Gordan coefficients is is independent ofm, [Schacht00]
∑
m′
〈j′, m′|1, m′ −m; j,m〉2 = 2j
′ + 1
2j + 1
giving,
δω0 =
1
3
1
2j + 1
as before.
Angular Momentum Projection Operators
The dipole and quadrupole coefficients are not as easily determined. For ji = jf ,
algebra similar to that used for computing the ji = jf = j
′ products, also using,
[ji, xj ] = iεijkxk, can be exploited using angular momentum projection operators on
the intermediate states to give the remaining coefficients for the product
σi(jf , j
′)σj(j′, ji) = δω0 + iδω1εijkjk + δω2jij
Define Pj by Pj |j′, m〉 = |j′, m〉 δj′j . Then,in an arbitrary products, the intermediate
j states can be summed over using a projection operator Pj to pick out the correct
state, the sum over all j and m in the intermediate state then gives 1,
σi(jf , j)σj(j, ji) ∝
∑
m′
〈jfm2|xi|jm′〉 〈jm′|xj |jimi〉
=
∑
j′m′
〈jfm2|xiPj|j′m′〉 〈j′m′|xj|jimi〉
= 〈jfm2 |xiPjxj | jim1〉
A representation of these projection operators can be built out of j2, First consider
Kjj′ ≡ j
2 − j′(j′ + 1)
j(j + 1)− j′(j′ + 1)
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with j 6= j′. Operating this on |j′′, m〉 gives
Kjj′ |j′′, m〉 = 0
for j′′ 6= j and for j′′ = j,
Kjj′ |j,m〉 = |j,m〉 j(j + 1)− j
′(j′ + 1)
j(j + 1)− j′(j′ + 1) = |j,m〉
Kjj′ kills the state j
′ and returns the state j with coefficient 1. On any other state it
returns the state with some nontrivial coefficient. Now, consider
∏
j′′ 6=j Kjj′′. Again
operating with this on a state |j′, m〉 with j 6= j′ gives zero as one of the factors is
j′′ = j′, and for j′′ = j every factors gives 1 times the same state. So it acts as the
desired projection operator for j,
Pj =
∏
j′ 6=j
Kjj′ =
∏
j′ 6=j
j2 − j′(j′ + 1)
j(j + 1)− j′(j′ + 1)
The σ products can then be computed with matrix elements like,
〈
j2m2
∣∣∣xij2nxj ∣∣∣ j1m1〉
Generally n is arbitrarily large, but for this particular application only a finite num-
ber of Kjj′′ are needed to effectively represent the j projection operators. A dipole
transition can change the total angular momentum by at most ∆j = 1. For a non
zero matrix element the intermediate j must differ by j1 and j2 by no more than 1.
When summing over intermediate states with arbitrary j, states with j differing from
j1 or j2 by 2 or more already give zero and don’t need to be killed with a K and so at
most only two K’s are needed to complete selecting the original intermediate j state.
For a product of two K ’s the matrix element then involves only j4 and j2.
These kinds of matrix elements can be evaluate using the usual angular momentum
operator algebra, [ji, xj ] = iεijkxk and the previous transition from matrix elements of
coordinate operates to matrix elements of angular momentum operators when taken
between states with the same j. As an example,
j2xj = xj(j
2 + 2)− 2iεkjmxmjk
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[j2, xi] = iεjik(jjxk + xkjj)
= iεjik(xkjj + iεkjmxm + xkjj)
= 2εjikxkjj − εijkεmjkxm
= 2(xi − εijkxkjj)
giving,
〈
j,m1
∣∣∣xij2xj ∣∣∣ j,m2〉 = 〈j,m1 ∣∣∣xixj(j2 + 2)− 2iεkjmxixmjk∣∣∣ j,m2〉
= (j(j + 1) + 2) 〈j,m1 |xixj | j,m2〉
− 2iεkjm 〈j,m1 |xixmjk| j,m2〉
The first term is a matrix element of xixj = Qij + δijr
2/3 so it gives a quadrupole
term, σij ∝ jij and a scalar term. The j at the far end of the second term doesn’t
change angular momentum to inserting a sum over intermediate state with the same
j,
〈j,m1 |xixmjk| j,m2〉 = 〈j,m1 |xixm| j,m′〉 〈j,m′ |jk| j,m2〉
Again the quadrupole pieces gives a quadrupole and scalar piece. The scalar piece
combines with the jk matrix element to give a vector term. The quadrupole piece is a
matrix element between states of the same j so it can be written in terms of a matrix
element of angular momentum operators and the product computed as before using
the angular momentum operator algebra,
εkjm 〈j,m1 |Qij | j,m′〉 〈j,m′ |jk| j,m2〉 ∝ εkjm 〈j,m1 |jij | j,m′〉 〈j,m′ |jk| j,m2〉
= εkjm 〈j,m1 |jijjk| j,m2〉
This requires the detailed form of the octapole angular momentum operators.
Determining this is straightforward but won’t be considered here. The pure octapole
operator is symmetric under an exchange of a pair of indices so that the εkjm removes
this contribution from the final result and only at most quadrupole operators remain.
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The same must be done for 〈xij4xj〉. This is even more elaborate, but again
straight-forward and again yields only quadrupole, dipole and scalar terms. The
results must then be combined to reform the angular momentum projection operator
to finally give the result for the products of pauli matrices. Note that along the
way different kinds of reduced matrix elements appear in relating matrix elements
to the σ matrices. In particular 〈x〉2 and 〈x2〉, these must be properly related to
get a closed form final result. This is also done in a straight-forward manner using
the Wigner-Eckhart Theorem and closed form expressions for a handful of Clebsch-
Gordan coefficients if desired.
This method is currently cumbersome, though it has the advantage of being rigor-
ous and general and can be immediately applied to products of an arbitrary number
of σ matrices of arbitrarily high order, some examples of which are required for the
analysis considered later though not explicitly developed in this way as more efficient
techniques will be developed. It is likely that this method can be streamlined with
a bit more work and used more easily to quickly provide results for any products,
but at this point it is useful for simply demonstrating the structure of the product of
dipole matrices.
Effective Completeness
With a bit more work, this ideal of projection operators, and the restricted set of
intermediate states that can contribute to a particular matrix element, can be used
to quickly provide results for dipole products with ji = jf = 1/2. The j
′ = 1/2 can
has already been solved, and the only other possible intermediate state is j′ = 3/2
so this method yields only a very restricted result, but these angular momenta are
exactly those of the states used in the parity transition so the result is practically
useful.
Since dipole transitions from j = 1/2 states are only possible to j′ = 1/2 and
j′ = 3/2 states, a sum over intermediate states with give contributions from only
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these j′s.
〈
1
2
m2 |xixj | 1
2
m1
〉
=
∑
j
〈
1
2
m2 |xiPjxj | 1
2
m1
〉
=
〈
1
2
m2
∣∣∣xi(P1/2 + P3/2)xj ∣∣∣ 1
2
m1
〉
With this, a product of operators for intermediate states of one j′ can be written in
terms of the product for the other j′,
〈
1
2
m2 |xi| 3
2
m′
〉〈
3
2
m′ |xj | 1
2
m1
〉
=
〈
1
2
||D|| 3
2
〉2
σi(
1
2
3
2
)σj(
3
2
1
2
)
=
〈
1
2
m2
∣∣∣xiP3/2xj ∣∣∣ 1
2
m1
〉
=
〈
1
2
m2
∣∣∣xi(1− P1/2)xj ∣∣∣ 1
2
m1
〉
=
〈
1
2
m2 |xixj | 1
2
m1
〉
−
〈
1
2
m2 |xi| 1
2
m1
〉〈
1
2
m2 |xj | 1
2
m1
〉
=
〈
1
2
m2
∣∣∣∣∣Qij + δij r
2
3
∣∣∣∣∣ 12m1
〉
−
〈
1
2
m2 |xi| 1
2
m1
〉〈
1
2
m2 |xj| 1
2
m1
〉
=
〈
1
2
||Q|| 1
2
〉(
σij(
1
2
1
2
) + δij
1
3
)
−
〈
1
2
||D|| 1
2
〉2
σi(
1
2
1
2
)σj(
1
2
1
2
)
=
〈
1
2
||Q|| 1
2
〉
δij
1
3
−
〈
1
2
||D|| 1
2
〉2 1
6
(δij + 2iεijkjk)
The quadrupole term is zero for j = 1/2. Collecting terms gives,
σi(
1
2
3
2
)σj(
3
2
1
2
) =
〈
1
2
||D|| 1
2
〉2
〈
1
2
||D|| 3
2
〉2

δij
3


〈
1
2
||Q|| 1
2
〉
〈
1
2
||D|| 1
2
〉2 − 12

− 1
3
iεijkjk


A closed form result requires evaluating all of these reduced matrix elements.
This is not worthwhile just for use in this particular case, though the general result is
required when using angular momentum algebra to simplify the projection operators.
This is at least a quick demonstration of the structure of the product.
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4.5.6 Explicit Evaluation of Product Expansion Coefficients
With the structure of the products well established a more practice evaluation of the
coefficients is possible. One method is just to use the structure of the result.
σi(jf , j
′)σj(j′, ji) = δω0 + iδω1εijkjk + δω2jij
Coefficient of Scalar Term
As already determined δijσiσj = 3δω0 = 1/(2j + 1).
Quadrupole Coefficient
Similarly with εijk antisymmetric, σiσi = δω0 + δω2jii and δω2 can be determined
from a particular i, such as i = z, this gives,
σz(jj
′)σz(j′j) = δω0 + δω2jzz
Only one matrix element of this relation is required, take the m1 = j,m2 = j compo-
nent and is will always a nonzero element of jzz
(σz(jj
′)σz(j′j))jj = δω0 + δω2 (jzz)jj
This matrix element of jzz is easily evaluated and has already computed for use in
relating jij to σij ,
(jzz)jj =
j
3
(2j − 1)
The product of the σ matrices is given by a sum of products of Clebsch-Gordan
coefficients that is greatly simplified by selection rules,
(σz(jj
′)σz(j′j))jj = (σ0(jj
′)σ0(j′j))jj
=
∑
m′
〈j, j|1, 0; j′m′〉√
2j + 1
〈j, j|1, 0; j′m′〉√
2j + 1
=
〈j, j|1, 0; j′j〉2
2j + 1
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This gives
δω2 =
3
j(2j − 1)
(〈j, j|1, 0; j′j〉2
2j + 1
− δω0
)
=
3
j(2j − 1)(2j + 1)
(
〈j, j|1, 0; j′j〉2 − 1
3
)
For j′ < j this happens to be particularly simple since the Clebsch-Gordan coeffi-
cient is zero. For other transitions the particular closed form for the Clebsch-Gordan
coefficients that are involved can be used,
〈j − 1, j|1, 0; j, j〉 = 0
〈j, j|1, 0; j, j〉 = j√
j(j + 1)
〈j + 1, j|1, 0; j, j〉 = 1√
j + 1
The resulting expressions for the quadrupole coefficients are summarized in tab.4.2.
Note that this corresponds to ∆m = 0 transitions so that naturally, for example, the
j, j matrix element of the product gives zero for j′ < j since there is no excited state
to couple to.
Dipole Coefficient
Similarly with jij symmetric, εijkσiσj = 2iδω1jk and δω1 can be solved for using a
particular term. This turns out to involves an unwieldy number of Clebsch- Gor-
dan coefficients and a simpler route is to consider a physical example. Like for the
quadrupole coefficient consider ∆m = +1 transitions, this will give zero j, j matrix
elements for j′ < j and j′ = j since again there are no excited states for the |j, j〉
initial state to couple to corresponding to,
〈j − 1, j|1, 1; j, j〉 = 0
〈j, j|1, 1; j, j〉 = 0
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For j′ = j + 1 a transition is possible and its rate is given by the Clebsch-Gordan
coefficient,
〈j + 1, j|1, 1; j, j〉 = 1
This can be used to evaluate the dipole product coefficients through,
(σ−1σ+1)jj =
〈j + 1, j + 1|1,−1; j, j〉√
2(j + 1) + 1
〈j, j|1, 1; j + 1, j + 1〉√
2j + 1
=
〈j, j|1, 1; j + 1, j + 1〉2
2j + 1
=
(
σx − iσy√
2
σx + iσy√
2
)
jj
=
1
2
(
σ2x + σ
2
y + i(σxσy − σyσx)
)
jj
=
1
2
((δω0 + δω2jxx) + (δω0 + δω2jyy) + i(iδω1jz + iδω1jz))jj
=
1
2
(2δω0 − 2δω1jz + δω2(jxx + jyy))jj
= δω0 − δω1 (jz)jj −
δω2
2
(jzz)jj
Solving for δω1,
δω1 =
1
(jz)jj
(
δω0 − δω2
2
(jzz)jj −
〈j, j|1, 1; j + 1, j + 1〉2
2j + 1
)
The jzz matrix element is again required, the jz matrix elements simply gives j.
Substituting these, the Clebsch-Gordan coefficients and the relevant previously deter-
mined product coefficient yields a relatively simple closed form result for δω1. These
expressions are also summarized in tab.4.2.
4.5.7 Higher Order Products and Decomposition
This gives complete and general result for dipole products for any set of initial and
intermediate states, but for problems involving quadrupole transitions products of
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Table 4.2: Coefficients of scalar, dipole and quadrupole component of products of
dipole σ matrices for arbitrary jf = ji and j
′
j′ δω0 δω1 δω2
j + 1 1
3
1
2j+1
−1
2
1
j+1
1
2j+1
− 1
j+1
1
2j+1
1
2j+3
j 1
3
1
2j+1
1
2
1
j
1
j+1
1
2j+1
1
j
1
j+1
1
2j+1
j − 1 1
3
1
2j+1
1
2
1
j
1
2j+1
−1
j
1
2j+1
1
2j−1
quadrupole matrices with dipole and other quadrupole matrices must be computed.
For ji = jf = j
′ the products can be computed in the same way that dipole products
for this case were determined, by writing the σ in terms of matrix elements of angular
momentum operators and using the usual angular momentum operator algebra once
the definitions for the jijk and jijkl the will now appear in the result are determined.
For ji = jf 6= j′the methods discussed that make use of angular momentum projection
operators written in terms of j2 can be immediately applied though this process is
even more cumbersome than for the dipole products as the j2 must be maneuvered
around more x’s.
It turns out that the complications of this latter calculation for general j can be
avoided by writing the quadrupole operators in terms of a sum of dipole products. σij
is symmetric, so consider, σiσj+σjσi. The antisymmetric dipole part of the products
cancel in the sum,
σiσj + σjσi = (δω0 + iεijkδω
′
1σk + δω
′
2σij) + (δω0 + iεjikδω
′
1σk + δω
′
2σij)
= 2 (δω0 + δω
′
2σij)
Since the ji = jf cases can be dealt with as just described using angular momentum
algebra, the only non trivial cases are for ji 6= jf for which the scalar term is zero.
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Replacing the explicit j dependence,
σij(jf , ji) =
1
2δω′2(jf , j′, ji)
(σi(jf , j
′)σj(j′, ji) + σj(jf , j′)σi(j′, ji))
This is valid for any intermediate j′ that would give a non-zero transition amplitude.
As an example, the j = 1/2 → 3/2 quadrupole transition can be represented in two
ways,
σij(
1
2
3
2
)
=
√
3
5
(
σi(
1
2
1
2
)σj(
1
2
3
2
) + σi(
1
2
1
2
)σj(
1
2
3
2
)
)
=
√
6
(
σi(
1
2
3
2
)σj(
3
2
3
2
) + σi(
1
2
3
2
)σj(
3
2
3
2
)
)
where the constants of proportionality wore determine from an explicit calculation.
Though a general closed-form result should be possible by computing one component,
such as ij = zz and using computing any Clebsch-Gordan coefficients involved.
For this case the calculation of products greatly simplifies calculations since the
smallest intermediate j′ can be used so that products needed for intermediate results
have less complicated structure. For example, in computing a product of a dipole and
quadrupole matrices,
σij(
1
2
3
2
)σk(
3
2
1
2
) =
(
σi(
1
2
, j′)σj(j′,
3
2
) + σj(
1
2
, j′)σi(, j′,
3
2
)
)
σk(
3
2
1
2
)
the two right-most σ’s can be multiplied first. If j′ = 3/2 is used, the product gives
another non-square matrix, for which the product rules have not yet been explicitly
determined, and will give another quadrupole term in addition to the dipole and
scalar. For j′ = 1/2, the resulting intermediate product is square, and as it is for
ji = jf = 1/2 there is no quadrupole component. This single step reduced the
calculation to products of only σi(1/2, 1/2) terms which can be easily done similarly
for quadrupole products, decomposing both quadrupole operators into products of
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dipole matrices with j′ = 1/2 and multiplying the middle two dipole δ first similarly
reduced the problem to products of σi(1/2, 1/2) . This trick will be exploited when
calculating the ground state shifts in sec.4.6.
The same methods simplify dipole-quadrupole, and quadrupole-quadrupole prod-
ucts for arbitrary j. The simplification is not as dramatic since generally quadrupole
operators will reappear in the products, but with an appropriate decomposition and
a strategically chosen first step the problem can be reduced to products of square ma-
trices which can be dealt with straightforwardly with the familiar angular momentum
algebra used to compute the product of dipole matrices for ji = jf = j
′. Specifically
for
σij(j, j
′)σk(j′, j) = (σi(j, j′′)σj(j′′, j′) + σj(j, j′′)σi(, j′′, j′))σk(j′j)
taking j′′ = j, and multiplying the rightmost σ using the already determined dipole
product rules resulted in an expression involving products of only square matrices of
dimension 2j+1 which can then be multiplied as described earlier in this section. The
same can be done for quadrupole products for arbitrary j and j′. This procedure will
give a general, closed form result for any products of dipole and quadrupole matrices,
for any set of j and j′, fairly easily, [Schacht00].
Similar methods should allow products of even higher order matrices as well, that
is, it should be possible to decompose nth order matrices into sums of products of
dipole matrices and use the dipole product rules already determined and angular
momentum algebra to write the product in terms of an appropriate set of irreducible
σ matrices, though this has not yet been explicitly studied for operator of order higher
than quadrupole.
4.5.8 jf 6= ji
Using decomposition arbitrary products can be computed for any set of angular mo-
mentum states with jf = ji. For jf 6= ji this method can be used to reduce the result
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to products of square matrices and one rectangular matrix. The application of these
kinds of products is not immediately apparent Reduction of all the products of square
matrices will finally yield terms like,
σi(jf , ji)σjkl···(ji, ji) ∝ 〈jfm2 |xijjkl···| jim1〉
This kind of product of rectangular matrices has not yet been explicitly considered,
and there is no immediately apparent strategy for computing them, though it should
be possible to write the results in terms of matrices of the form σijkl···(jf , ji). Further
progress will eventually appear in [Schacht00].
4.6 Geometric Structure of the Ground State Light Shifts
4.6.1 Full Spin Manifold
Though a general result for products of dipole and quadrupole matrices for arbitrary
jf = ji and j
′ is available, the structure of the light shifts in the ground state for this
experiment when the full set of spin states in the intermediate state are accessible can
be determined easily from the multiplication rules and decomposition results already
explicitly computed. Shifts in the D state may also be useful for analyzing systematic
problems but these require the more complicated general results and are not explicitly
considered here. The structure of these D state shifts will appear in [Schacht00]
For the ground state, the required products are,
σi(
1
2
1
2
)σj(
1
2
1
2
) =
1
6
(
δij + i
√
6εijkσk
(
1
2
1
2
))
σi(
1
2
3
2
)σj(
3
2
1
2
) =
1
6

δij − i
√
3
2
εijkσk
(
1
2
1
2
)
The quadrupole operator can be decomposed as,
σij(
1
2
3
2
)
=
√
3
5
(
σi(
1
2
1
2
)σj(
1
2
3
2
) + σi(
1
2
1
2
)σj(
1
2
3
2
)
)
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and final results are more convenient in terms of ji using
σi
(
1
2
1
2
)
=
√
2
3
ji
Dipole-Dipole
The dipole-dipole term is not needed, but for completeness the result obtained pre-
viously is listed here,
ΩD†(
1
2
3
2
)ΩD(
3
2
1
2
) =
〈
D3/2 ||Q||P1/2
〉2
6
( ~E∗ · ~E − ( ~E∗ × ~E) ·~j)
Quadrupole-Dipole
For the PNC term the Dipole-Quadrupole product gives,
ΩQ†2 (
1
2
3
2
)ΩD1 (
3
2
1
2
)
= 〈Q〉 〈D〉σij(1
2
3
2
)σk(
3
2
1
2
)∂iE
∗
2jE1k
= 〈Q〉 〈D〉
√
3
5
(σi(
1
2
1
2
)σj(
1
2
3
2
) + σj(
1
2
1
2
)σi(
1
2
3
2
))σk(
3
2
1
2
)∂iE
∗
2jE1k
= 〈Q〉 〈D〉
√
3
5
σi(
1
2
1
2
)σj(
1
2
3
2
)σk(
3
2
1
2
)(∂iE
∗
2j + ∂jE
∗
2i)E1k
The product of the σ matrices can be simplified using the product rules just listed,
σi(
1
2
1
2
)σj(
1
2
3
2
)σk(
3
2
1
2
)
=
1
6
σi(
1
2
1
2
)(δjk − iεjkm
√
3
2
σm(
1
2
1
2
))
= −1
6
(σiδjk − iεjkm
√
3
2
σiσm)
= −1
6

δjkσi − iεjkm
√
3
2
1
6
(
δim + iεimn
√
6σn
)
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= −1
6

δjkσi − iεijk 1
6
√
3
2
+
1
2
εjkmεimnσn


= −1
6

−iεijk 1
6
√
3
2
+ (δjkδin +
1
2
εjkmεimn)σn


= −1
6

−iεijk 1
6
√
3
2
+
√
2
3
(δjkδin +
1
2
εjkmεimn)jn


= −1
6
√
2
3
(
−iεijk 1
4
+ (δjkδin +
1
2
εjkmεimn)jn
)
Symmetrizing this in ij to give the original quadrupole operator,
σij(
1
2
3
2
)σk(
3
2
1
2
)
=
√
3
5
(
σi(
1
2
1
2
)σj(
1
2
3
2
) + σj(
1
2
1
2
)σi(
1
2
3
2
)
)
σk(
3
2
1
2
)
= −1
6
√
3
5
√
2
3
(
δjkδin + δikδjn +
1
2
εjkmεimn +
1
2
εikmεjmn
)
jn
Note that there is no scalar term, the vector term can be written in a variety of forms
using,
εjkmεnim = δjnδki − δjiδkn
εikmεnjm = δinδkj − δjiδkn
Two possible forms for the result, equivilant up to terms involving ~∇ · ~E, which will
be zero for these fields, are
ΩQ†(
1
2
3
2
)ΩD(
3
2
1
2
)
= −〈Q〉 〈D〉
2
√
10
(
( ~E∗2 · ~E1)~k2 + (~k2 · ~E1) ~E∗2
)
·~j
=
〈Q〉 〈D〉
2
√
10
(
( ~E1 × ~∇)× ~E∗2 − ( ~E1 · ~∇) ~E∗2
)
·~j
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The former is written explicitly for plane waves using ~∇ ~E = ~k ~E since it is hard to
write unambiguously in operator form.
This show the general structure hinted at in the perturbative analysis.
Quadrupole-Quadrupole Term
The quadrupole term is similarly given by,
ΩQ†(
1
2
3
2
)ΩQ(
3
2
1
2
)
= 〈Q〉2 σij(1
2
3
2
)σkl(
3
2
1
2
)∂iEj∂kEl
= 〈Q〉2 3
5
σi(
1
2
1
2
)σj(
1
2
3
2
)σk(
3
2
1
2
)σl(
1
2
1
2
)(∂iEj + ∂jEk) (∂kEl + ∂lEk)
Evaluating the this product of four σ matrices is a bit cumbersome, after symmetriz-
ing with respect to ij and kl and omitting terms involving εijm or εklm because of
symmetry and terms involving δij or δkl because ~∇· ~E = 0, the product can be written
[Schacht00],
σij(
1
2
3
2
)σkl(
3
2
1
2
) = − 1
24
(δjkδil + δikδjl + δilδjk + δjlδik)
+ i(δjkεiln + δilεjkn + δikεjln + δjlεikn)jn)
Note that the scalar term is given by all possible pairs of dot products and the vector
term has component in the direction of the cross products of every pair with an
amplitude given by the dot product of the other two.
To clean representations of the resulting vector piece are,
δ~ωQQ = −i〈Q〉
2
20
((~k1 · ~k2)( ~E1 × ~E∗2) + ( ~E1 · ~E∗2)(~k1 × ~k2)
+ (~k1 · ~E∗2)( ~E1 × ~k2) + ( ~E1 · ~k2)(~k1 × ~E∗2))
= −i〈Q〉
2
10
((~k1 · ~k2)( ~E1 × ~E∗2) + ( ~E1 · ~E∗2)(~k1 × ~k2)
− 1
2
(~k1 × ~E1)× (~k2 × ~E∗2))
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Again the two are equivilant up to terms involving ~k · ~E = 0 using familiar vector
cross product identities. The first two terms in the latter result were hinted at in the
perturbative analysis of the systematic errors and illustrate the largest problem, from
the usual set of ideal fields, a single misalignments a polarization gives a shift in the
direction of ~ε1× ~ε2 which is principally along the zˆ axis. For perfect alignment, these
cross products, or dot products are all zero.
4.6.2 m Restrictions
Previously this error was reduced by restricting the set of intermediate states to the
m = ±1/2 sublevels. The structure of the resulting vector shift can be determined
with these methods using m projection operators, Psˆ,{m} constructed much the the
angular momentum operators used in evaluating the dipole σ products. For states
with m defined along a particular axis sˆ these projection operators should act to give,
Psˆ,m |j,m′〉sˆ = |j,m′〉sˆ δmm′
Psˆ,{m}is a sum of Psˆ,m’s that give zero for any m′ not in {m}.
The quadrupole amplitude can then be written as,
ΩQm2m1 =
〈
j2m2
∣∣∣Psˆ,{±1/2}xixj ∣∣∣ j1m1〉
This introduces another vector, sˆ, into the problem that should appear in the final
result.
With sˆ = zˆ these projection operators are easily constructed using jz. As for the
angular momentum projection operators,
Kzˆ,m,m′ =
jz −m′
m−m′
kills the state |j,m′〉 and gives 1 on |j,m〉, so that these can be combined to build a
spin projection operator,
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Pzˆ,m =
∏
m′ 6=m
jz −m′
m−m′
Projection on spin state along an arbitrary axis, sˆ, are given simply by rotating jz,
Psˆ,m =
∏
m′ 6=m
(
sˆ ·~j
)
−m′
m−m′
For m = ±1/2 this is explicitly given by
Pzˆ,{±1/2} = P1/2 + P−1/2
=
jz − 3/2
1/2− 3/2
jz + 1/2
1/2 + 1/2
jz + 3/2
1/2 + 3/2
+
jz − 3/2
−1/2− 3/2
jz − 1/2
−1/2− 1/2
jz + 3/2
−1/2 + 3/2
=
jz − 3/2
1/2− 3/2
jz + 1/2
1/2 + 1/2
jz + 3/2
1/2 + 3/2
− jz − 3/2
1/2 + 3/2
jz − 1/2
1/2 + 1/2
jz + 3/2
1/2− 3/2
=
j2z − 9/4
1/4− 9/4
=
9/4− j2z
2
=
9
8
− 1
2
j2z
or
Psˆ,{±1/2} =
9
8
− 1
2
(sˆ ·~j)2
as a check, note that for m = ±3/2,
Pzˆ,{±3/2} = P3/2 + P−3/2
=
1
2
(sˆ ·~j)2 − 1
8
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so that
Psˆ,{±1/2} + Psˆ,{±3/2} = 1
Now shifts can be determined by evaluating product like
〈
1
2
m |xi| 3
2
m′
〉〈
3
2
m′
∣∣∣∣
(
9
8
− 1
2
(sˆ ·~j)2
)
xj
∣∣∣∣ 12m
〉
The quadrupole-quadrupole term involves
〈
1
2
m |xixj | 3
2
m′
〉〈
3
2
m′
∣∣∣∣
(
9
8
− 1
2
(sˆ ·~j)2
)
xkxl
∣∣∣∣ 12m
〉
=
9
8
〈
1
2
m |xixj| 3
2
m′
〉〈
3
2
m′ |xkxl| 1
2
m
〉
− 1
2
〈
1
2
m |xixj| 3
2
m′
〉〈
3
2
m′ |jmjnxkxl| 1
2
m
〉
smsn
which has a contribution from the original term. As a result, for general sˆ, these spin
state restriction can reduce the largest quadrupole error. But when sˆ is set to εˆ1 the
appropriate terms appear to cancel these largest effects.
Evaluating these matrix elements requires considerably more complicated general
results than those explicitly listed here, but decomposing the quadrupole operator
again works and yields and answer in a straight-forward, though slightly tedious
manner, [Schacht00]. For arbitrary sˆ both scalar and vector contributions to the
various shifts are given by,
δ~ωDD = −i
〈
D3/2 ||Q||P1/2
〉2
6
(
( ~E∗2 × ~E1) +
3
2
(( ~E1 × ~E∗2) · s)s
)
δ~ωDQ = −〈Q〉 〈D〉
2
√
10
(
(
( ~E∗2 · ~E1)− ( ~E1 × sˆ) · ( ~E∗2 × sˆ)
)
~k2
+
(
(~k2 · ~E1)− ( ~E1 × sˆ) · (~k2 × sˆ)
)
~E∗2
+
(
1
2
( ~E1 × sˆ) · (~k2 × ~E∗2)− ( ~E1 × ~E∗2) · (~k2 × sˆ)
)
sˆ)
δ~ωQQ = −i〈Q〉
2
10
(
1
4
(
(
(~k1 · ~k2) + (~k1 · sˆ)(~k2 · sˆ)
)
( ~E1 × ~E∗2)
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+
(
( ~E1 · ~E∗2) + ( ~E1 · sˆ)( ~E∗2 · sˆ)
)
(~k1 × ~k2)
+
(
(~k1 · ~E∗2) + (~k1 · sˆ)( ~E∗2 · sˆ)
)
( ~E1 × ~k2)
+
(
( ~E1 · ~k2) + ( ~E1 · sˆ)(kˆ2 · sˆ)
)
(~k1 × ~E∗2))
+
1
4
(
( ~E1 × ~E∗2)× (~k1 × ~k2) + (~k1 × ~E∗2)× (~k2 × ~E1)
)
+
1
2
(
(
~E1 × sˆ
)
×
(
~k1 × ~k2
)
( ~E∗2 · sˆ) +
(
~E1 × sˆ
)
×
(
~k1 × ~E∗2
)
(~k∗2 · sˆ)
+
(
~E1 × sˆ
)
×
(
~k2 × ~E∗2
)
(~k∗1 · sˆ)) +
(
~E1 × sˆ
)
· ~k2(sˆ · ~k1) ~E∗2
− 1
2
(
~E1 × sˆ
)
· ~E∗2(~k1 · ~k2)sˆ−
(
~E1 × sˆ
)
· ~k2( ~E∗2 · ~k1)sˆ)
With sˆ = Eˆ1, these become,
δ~ωDD = −i
〈
D3/2 ||Q||P1/2
〉2
6
( ~E∗2 × ~E1)
δ~ωDQ = −〈Q〉 〈D〉
2
√
10
(
( ~E∗2 · ~E1)~k2 + (~k2 · ~E1) ~E∗2 − ( ~E1 × ~E∗2) · (~k2 × Eˆ1)Eˆ1
)
δ~ωQQ = −i〈Q〉
2
10
(
1
4
(
(
~k1 · ~k2
)
( ~E1 × ~E∗2) + 2
(
~E1 · ~E∗2
)
(~k1 × ~k2)
+
(
~k1 · ~E∗2
)
( ~E1 × ~k2) + 2
(
~E1 · ~k2
)
(~k1 × ~E∗2))
+
1
4
(
( ~E1 × ~E∗2)× (~k1 × ~k2) + (~k1 × ~E∗2)× (~k2 × ~E1)
)
In the quadrupole shift the original terms appear with slightly different amplitudes,
plus two additional terms. These addition terms remove the polarization error. This
can be seen explicitly by taking ~k1 = ~k2, this leaves two terms,(
~k1 · ~k2
)
( ~E1 × ~E∗2) + (~k1 × ~E∗2)× (~k2 × ~E1)
= ( ~E1 × ~E∗2) + (~k × ~E∗2)× (~k × ~E1)
= ( ~E1 × ~E∗2) + ~k(~k × ~E∗2) · ~E1 + ~E1
(
~k × ~E∗2
)
· ~k
= ( ~E1 × ~E∗2)− ~k
(
~E1 × ~E∗2
)
· ~k
~E1 × ~E∗2 is exactly along ~k so these terms cancel and, as before, there is no vector
contribution to the shifts from this quadrupole-quadrupole term from only misaligned
polarizations.
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4.7 Other Shifts
The possible shifts due to general configurations of the applied electric fields acting
on the S and D3/2 levels has been exhaustively analyzed. There remain, however,
possible effects due to other fields, applied and environmental, and other processes
previously neglected.
An immediate example is the non resonant dipole coupling driven by the parity
fields. Large dipole transition matrix elements exist between the S and 5D3/2 states
and other P and F states in the atom. Though not resonant with the parity laser
they will be driven by it and one result is additional energy shifts. These shifts will be
relatively small, but again, as the PNC shift is very small, these non-resonant shifts
may be a significant contributions. Their size can be estimated in the usual way from
the general size of the dipole rate determined earlier ΩD ∼ 10GHz. The resulting
shifts will be of the order of this rate reduced by the detuning,
δωnonres ∼
∣∣∣ΩD∣∣∣2
∆E − ω
In terms of the wavelength of the transitions, ω = 2πc/λ. For the contribution from
couplings to the 6P1/2 state this gives
∆E − ω = 2πc(1/650nm− 1/2.05µm) ≈ 2× 106GHz
giving
δωnonres ∼ 10
106
GHz = 0.1MHz
There are similar contributions from the counter-rotating term
∣∣∣ΩD∣∣∣2 /(∆E + ω) and
all the other states in the atom so that the overall shift is MHz sized. The detailed
structure of these shifts is calculated in sec.6.5 to evaluate their utility in making
precise measurements of atomic matrix elements, but the coarse structure of the
shifts is also fairly transparent. For the linearly polarized parity beam, only ∆m = 0
transitions along zˆ will be driven. The size of this transition amplitude with be
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independent of the sign of m, but rotational invariance, but generally depends on
the magnitude of m so that couplings of the 5D3/2,±3/2 states m = ±3/2 states in
another energy level will have a different strength than couplings of the 5D3/2,±1/2 to
the m = ±1/2 states in that same second level. This is obvious for the case of j = 1/2
states as in such cases there are no m = ±3/2 states to couple to. The end result is
that the 5D3/2,±3/2 states are shifted away from the 5D3/2,±1/2 states by energies on
the order of aMHz. This shift is what is exploited while driving the parity transition
to help reduce spurious shifts from systematic errors.
Since the shifts are spin sign independent, a perfectly linearly polarized laser
introduces no additional systematic error due to this process since the shifts in the
ground state will be the same, but bits of circular polarization can give a shift, just
as it does from the resonance quadrupole transitions. These will have a characteristic
size something like σδωnonres so that for σ ∼ 10−3 this gives kHz sized splitting.
Also like the circularly polarization generated resonant splittings, this can be detected
independent of the PNC shift simply by turning off the quadrupole laser, this spurious
shift remains and could be measured and subtracted off, though this could be slightly
complicated in practice since it is comparable to the intended initial splitting from the
applied magnetic field. This shifts is also largely frequency independent and to could
be distinguished from the parity shift, and even the spurious resonance shifts, but it
frequency dependent. A larger concern is it contribution to the linewidth, a fluctuation
intensity with give a fluctuating shift. The shift is linearly related to the field intensity
so 1 part in 103 fluctuation of the laser intensity give Hz sized contributions to the
linewidth. This may be excessive and require improved regulation or polarization.
Other effects may come from fields not yet considered. Some of these are applied
but neglected, such as the magnetic fields of the laser, others are environmental per-
turbations such a fluctuation static electric and magnetic fields, others are necessary
side effects of the details of the apparatus, like the electric field and associated in-
duced magnetic field of the trap. One amusing possibility is that the orbit of the
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ion is a smaller circle of a particular handedness that results in a spin dependent
shift of energy levels from both trapping and stray fields. Similar perturbations were
considered as they affect spin lifetimes and spin flip transition linewidths and all were
found to give negligible negligible effects. The size of these incoherence effects was
estimated from the general size of the associated matrix elements. Coherent effects
would depend on the same matrix elements and should be similarly negligible. These
kind of effects have not yet been completely considered and exhaustively analyzed but
a causal investigation turns up no significant problems, still the possibilities should,
very shortly, be enumerated and assessed.
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Chapter 5
THE IONPNC APPARATUS
The experiment is straightforward in principle, and elegantly simple, but realizing
the concept in practice requires considerable gadgetry. The essential idea is to place
a single ion in a small, stable magnetic field and measure the shift in the Zeeman
resonance when strong optical fields are applied to drive the parity violating transition.
As the central requirement is to hold and manipulate a single ion, naturally the heart
of the system is an RF ion trap.
Complete and explicit construction and operational details are already described
in [Hendrickson99]. Only the features and techniques required to understand the
development of the spin state manipulation and detection techniques described in sec.
6 will be reviewed here. The most directly relevant are state detection by floresence
and shelving. In addition, some further, new analysis of the trap is also presented as
an aid to increasing general understanding of the trap and to help identify non-ideal
details of a trapped ion’s environment that could be a source of systematic errors
and practical difficulties for implementing an optical cavity inside the trap’s UHV
chamber to provide the stable standing waves required for the measurement.
5.1 The Ion Trap
Ion traps are old news. They are implemented routinely and provide a luxurious
environment for making precision atomic measurements using both traditional spec-
troscopic techniques and novel methods unique to traps. Though now common, they
are still fiendishly clever and it is entertaining to study their operation in some detail
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to try to build an intuitive understanding of how they work.
5.1.1 Static Fields
The task at hand is to hold a single particle at rest and in free space to provide an
isolated and unperturbed subject for study. For a charged particle it is natural to
consider trying to use electric fields to provide a stable potential well that confines the
particle to a well defined, localized region in space. It is well known that Maxwell’s
Equations imply that no configuration of static electric fields can provide a potential
well that is stable in all direction. With a suitable choice of coordinates the potential
in the region of a stationary point can always be written in the form,
Φ =
1
2
(αx2 + βy2 + γz2)
Giving an electric field,
~E = −~∇Φ = −(αxxˆ+ βyyˆ + γzzˆ)
For this field to be stable, the force along a given axis must be directed opposite
to the displacement of any perturbation. This corresponds to all of the coefficients
that define the form of the potential being positive, α, β, γ > 0. However, Maxwell’s
equation require, in particular, that in charge free space,
~∇ · ~E = α + β + γ = 0
so that at most two, and also at least one, of these parameters is positive.
This immediately eliminates the possibility of using only static electric fields to
trap a charged particle, but it doesn’t yet require the use of other kinds of fields and
may still allow for the use of only electric fields if they are allowed to become time
dependent. Hints to a solution are provided by studying a generic unstable system in
one dimension.
222
5.1.2 Inverted Pendulum
A simple pendulum, consisting of a mass suspended by rigid rod from a fixed support,
provides straight-forward example of an unstable system. For an arbitrary displace-
ment from the down position by an angle θ, the equation of motion for θ is the
familiar,
θ¨ − g
R
sinθ = 0
Where R is the length of the rod. For small displacements about the down position,
θ = δθ ≈ x/R, this equation becomes x¨+ (g/R)x = 0, which yields stable harmonic
motion about the equilibrium, θ = 0, position. In contrast, small displacements about
the inverted position, θ = π+ δθ, give x¨− (g/R)x = 0 which result in the exponential
growth of any perturbation that characterizes an unstable equilibrium. To provide a
possible mechanical analogy for an ion in a time dependent electric field, now consider
driving the pendulum by moving its support. In this case the definition of the inverted
position as a stable or unstable equilibrium is less sharp.
Equations of Motion for Driven Pendulum
Let the position of the support be given arbitrarily by ~R(t). The resulting equation of
motion for θ can be obtained systematically from the Lagrangian, or by considering
the system to be in an accelerated coordinate system fixed to the support and formally
transforming the variables. Alternately, the modifications to the equation of motion
for the simple pendulum can be deduced from simple transformation properties of the
accelerated coordinate system.
Uniform motion of the support in any direction doesn’t change the dynamics of
the system, but accelerations appear as effective forces in the frame of reference of
the pendulum. Note the acceleration of the support by ~¨R = axxˆ+ ay yˆ. Accelerations
in the positive yˆ direction appear just like an acceleration due to gravity and so their
effects can be included in the the equations of motion simply by taking g → g − ay.
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Accelerations in the xˆ direction give the same sort of effective gravity but in the
perpendicular direction so that it is largest for θ = π/2, 3π/2 or cos(θ) = ±1 rather
than sin(θ) = ±1. Both possibilities can be included in an equation of motion of the
form,
θ¨ − αxcos(θ)− αysin(θ) = 0
with αx = ax/R and αy = (g − ay)/R. For small displacements about the inverted
position this becomes,
x¨− αyx = αx
X Driving Motion
The simplest kinds of driving motion to consider are harmonic displacements of the
support. For this case motion in the xˆ direction is the easiest to consider first.
Though it turns out not to provide the desired stable solution, it is exactly solvable
and suggests a useful technique for studying the non-trivial case of driven motion in
the yˆ direction.
For this system take ay = 0 and ax = −ω2a0cos(ωt). The sign of this driving term
is unimportant as it is equivilant to a phase change of the argument of cos or a shift
of t, the negative sign is chosen for convenience. This gives,
x¨− ω20x = −ω2a0cos(ωt)
with ω20 = g/R. One immediately apparent solution is simply harmonic motion of the
form,
x = Acos(ωt)
Substituting this into the equation of motion fixes the amplitude of the oscillation,
−ω2A− ω20A = −ω2a0
A =
a0
1 + ω20/ω
2
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This is a valid solution, and represents regular oscillation about the inverted po-
sition, but it is not very general, and provides no information about its own stability.
Formally this is just a particular solution to the equation of motion. A general solu-
tion is given by this plus a solution to the homogeneous equation, which is seen to
give an exponentially diverging solution. A more physical, intuitive path is to consider
small displacements from this solution and study the behavior of the displacements.
This particular solution is an oscillation about θ = 0, a simple generalization is to
add a time-dependent offset.
x = Acos(ωt) + x0(t)
Substituting this into the equation of motion for x yields an equation of motion for
x0,
x¨0 − ω20x0 = 0
which is now easily solved by exponentials,
x0(t) = a1e
ω0t + a2e
−ω0t
This provides a complete solution for any initial conditions.
It is clear from this form that the offset diverges after large times no matter what
the initial condition and so harmonic motion about the inverted equilibrium position
is unstable. This can be understood by constructing a sort of effective potential for
the pendulum in the reference frame of the support,
x¨ = ω20x− ω2a0cos(ωt)
= F/m = −∂xV/m
Integrating yields V ,
V = −m
∫ x
0
dx(ω20x− ω2a0cos(ωt)) = −
m
2
ω20x
2 −mω2a0x cos(ωt)
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With the addition of an x independent, though time-dependent term, this can be
written as,
V =
mω20
2
(x− ω
2
ω20
a0 cos(ωt))
2
The effective potential is an inverted parabola with a harmonically varying center
position. If the offset is sufficiently displaced from the peak, the force at all times is
repulsive, it is away from the peak, and the average position also moves further from
the peak. For displacements where the offset is occasionally on both sides of the peak,
the force during that time is periodically in both directions, but it still spends more
time on one side than the other and during those times generally experiences a larger
force, so the time average force is still away from the peak and the offset diverges.
This can be summarized formally by explicitly computing the time averaged force
over one period of the oscillation of the driving motion,
〈F 〉 = m 〈x¨〉
= m
〈
ω20x− ω2a0 cos(ωt)
〉
= mω20 〈x〉
= mω20 〈x0〉
The time average force is always in the same direction as the time average offset and
so the time average offset increases.
This can easily be reduced to an equation of motion for the time average of x0,
〈x〉 = 〈A cos(ωt) + x0〉 = 〈x0〉 , and then 〈x¨〉 = 〈x¨0〉. This gives
〈x¨0〉 = ω20 〈x0〉
When the driving term is much quick than the natural response of the system ω >>
ω0, x0 doesn’t change much during one period of the driving term and 〈x0〉 ≈ x0
directly giving an equation of motion for x0,
x¨0 ≈ ω20x0
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For this system this relation is exact, but it will also turn out to hold for more general
problems and provides an easy insight into the behavior of the system by accurately
describing the average position.
Y Driving Motion
Considering this time average force and an effective potential immediately shows the
case of driven motion in the yˆ direction to be more promising. For the same kind of
harmonic motion for the yˆ direction, the equation of motion becomes,
x¨− (ω20 −
a
R
ω2 cos(ωt))x = 0
This looks like motion for in a potential given by,
V = −m
2
(ω20 −
a
R
ω2 cos(ωt))x2
The potential is again parabolic, but now with a harmonically varying amplitude, for
large enough a or ωthe potential is always attractive for some fraction of the period
for any x allowing for the possibility that the time averaged force is attractive as well.
The seems plausible qualitatively. While the force is repulsive the pendulum is being
pushed away from the equilibrium position, so that when the force becomes attractive
it is more likely further from equilibrium where the now attractive force is stronger
than when it was closer and repulsive. Then over one period of the driving motion
the net attractive force tends to be stronger than net repulsive force and the overall
average force is attractive. This simple picture, and the general conditions under
which it is valid, emerge from a more detailed quantitative analysis of the motion.
The equation of motion happens to be a Mathieu equation. Approximate solu-
tions and stability regions are well known but the analysis is traditionally less than
transparent or intuitive. Instead, again consider a solution like that for the xˆ driving
motion, a quick oscillation about a slowly varying offset from the origin x0,
x = A cos(ωt) + x0
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The equation of motion for x0 is simplified if A is allowed to vary in this case. Take
A to be time dependent, but slowly varying so that time derivatives can be neglected,
A˙/A << ω. Applying this form to the equation of motion gives,
(−Aω2 cos(ωt) + x¨0)− (ω20 −
a
R
ω2 cos(ωt))(A cos(ωt) + x0) = 0
collecting terms linear in cos(ωt),
(−Aω2 −Aω20 +
a
R
ω2x0) cos(ωt) + x¨0 − (ω20x0 −
a
R
ω2A cos2(ωt)) = 0
and fixing the amplitude to eliminate this cos term,
A =
a
R
x0
1 + ω20/ω
2
leaves an equation of motion for x0
x¨0 − (ω20 −
(
a
R
)2 cos2(ωt)
ω2 + ω20
)x0 = 0
time averaging, and as usual taking ω0 << ω so that 〈cos2(ωt)x0〉 ≈ 〈cos2(ωt)〉 〈x0〉 =
〈x0〉 /2 and 〈x0〉 ≈ x0 gives,
x¨0 + (
a2
2R2
1
ω2 + ω20
− ω20)x0 = 0
For
a2
2R2
1
ω2 + ω20
> ω20
the coefficient of x0 becomes positive, rather than negative, and the solution for x0
changes from diverging exponentials to bound harmonic oscillation. This appears in
the time averaged force as well,
〈F 〉 = m 〈x¨〉
= m
〈
(ω20 −
a
R
ω2 cos(ωt))(A cos(ωt) + x0)
〉
= m
〈
ω20x0 −
a
R
ω2 cos2(ωt)x0 − aA
2R
ω2
〉
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= m
(
ω20 〈x0〉 −
aω2
R
〈
cos2(ωt)x0
〉
− aω
2
2R
〈x0〉
1 + ω20/ω
2
)
≈ m
(
ω20 〈x0〉 −
aω2
R
〈
cos2(ωt)
〉
〈x0〉 − aω
2
2R
〈x0〉
1 + ω20/ω
2
)
= −m
(
a
2R
1
1 + ω20/ω
2
− ω20
)
〈x0〉
≡ −mω2s 〈x0〉
with the same requirements as above on ω0 the coefficient of 〈x0〉 becomes negative
and implies a stable restoring force.
By driving the support vertically with a suitable amplitude and frequency the
initially unstable motion of an exponential diverging with time constant ω0 becomes
the stable combined motion of an quickly oscillating micromotion at frequency ω about
a slowly oscillating secular motion at a frequency given by ωs. The same mechanism
can now be applied to the problem of stably confining a charged particle by changing
a partly unstable motion in a static quadrupole electric field to a effectively stable
motion in an oscillating field.
5.1.3 The Pseudopotential
An explicit analysis, as done with the driven inverted pendulum system, is a bit
cumbersome and in the end slightly redundant. It is also not very general as the results
don’t obviously apply to an effective potential that is not quadratic or a system in more
than one dimension. A generalized problem can be treated more formally to uncover
the fundamental behavior of the resulting motion and the essential requirements for
it to be stable and easily understood.
Consider now an oscillating force that varies arbitrarily with position,
~F (~x, t) = cos(ωt)~F (~x)
the equation of motion will be,
m~¨x(t) = ~F (~x(t)) = cos(ωt)~F (~x(t))
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For constant ~F , solutions are simple harmonic oscillations given by,
~x(t) = ~A cos(ωt) + ~x0
where ~x0 and ~A are fixed with ~x0 arbitrary and ~A given by the equation of motion as,
−mω2 ~A = ~F
For ~F arbitrary but slowly varying over the range of motion of a single oscillation,
~A <<
∣∣∣~F ′∣∣∣ / ∣∣∣~F ∣∣∣, the short time motion will be the same, with ~A now also position
dependent as ~A(~x0) = −mω2 ~F (~x0), and the long time motion accounted for with a
time dependent ~x0, giving, with all time dependences explicit,
~x(t) = ~A(~x0(t)) cos(ωt) + ~x0(t)
Consider again the time averaged force,
〈
~F
〉
= m
〈
~¨x
〉
= m
〈
∂2t
(
~A(~x0) cos(ωt) + ~x0
)〉
Let 1/ωs be the time scale in which ~x0 varies significantly. Here ~A depends explicitly
only on ~x0 so it also varies only on time-scales longer than 1/ωs and for ωs << ω its
time derivatives can be neglected in comparison to ω, A˙/A ∼ ωs << ω giving,
~¨x ≈ −ω2 ~A(~x0) cos(ωt) + ~¨x0
Similarly for ωs << ω, the time average of any product of a fast ω piece times a slow
ωs piece approximately factor, and the time average of a slow piece is approximately
its instantaneous value at any point during a time included in the average. The time
average of this time derivative then gives,
〈
~¨x
〉
≈
〈
−ω2 ~A(~x0) cos(ωt) + ~¨x0
〉
= −ω2
〈
~A(~x0) cos(ωt)
〉
+
〈
~¨x0
〉
≈ −ω2
〈
~A(~x0)
〉
〈cos(ωt)〉+ ~¨x0
= ~¨x0
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So the time averaged force approximately determines the motion of ~x0,
〈
~F
〉
≈ m~¨x0
For ~F slowly varying, it be expanded about ~x0,
~F (~x(t)) = ~F ( ~A cos(ωt) + ~x0(t))
≈ ~F (~x0(t)) + cos(ωt) ~A(~x0(t)) · ~∇~F (~x0(t))
Now, consider again the time averaged force,
〈
~F
〉
=
〈
cos(ωt)~F (~x(t))
〉
≈
〈
cos(ωt)~F (~x0(t))
〉
+
〈
cos2(ωt) ~A(~x0(t)) · ~∇ ~F (~x0(t))
〉
In particular since ~A and ~F here depend explicitly only on ~x0,
〈
~F
〉
≈
〈
cos(ωt)~F (~x0(t))
〉
+
〈
cos2(ωt) ~A(~x0(t)) · ~∇~F (~x0(t))
〉
≈ 〈cos(ωt)〉
〈
~F (~x0(t))
〉
+
〈
cos2(ωt)
〉 〈
~A(~x0(t)) · ~∇~F (~x0(t))
〉
≈ (1/2) ~A(~x0(t)) · ~∇ ~F (~x0(t))
Substituting the explicit expression for ~A and suppressing the explicit position de-
pendence, 〈
~F
〉
≈ − 1
2mω2
~F · (~∇~F ) = − 1
4mω2
~∇(~F · ~F )
The time averaged force is given simply by the gradient of U =
∣∣∣~F ∣∣∣2 /4mω2. Since
this time averaged force approximately determined the motion of ~x0, U acts as kind
of effective potential for ~x0,
m~¨x0 ≈ −~∇U
This U is the pseudo-potential and, as is apparent from the form, it results in ~x0
being generally driven to regions of small
∣∣∣~F ∣∣∣.
Again, this picture is valid for ωs << ω, and ~A << ~∇ ~F/
∣∣∣~F ∣∣∣, where ωs = x˙0/x0.
1/ωs gives the time τs, it takes a particle to travel a significant distance for a static
field with a size equal to the amplitude of the oscillating field, while 1/ω gives the
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time, τ , it takes for the oscillating field to change direction. This constraint then just
corresponds to, τs >> τ , effectively requiring that the field change direction before
the ion moves very far. If the driving frequency is very slow the ion simple leaves the
trap before the electric field can turn around to being it back. But for ωs ∼ ω the
equation of motion would require higher order spatial derivatives and this constraint
in the frequencies, as well as the constraint on the amplitude of the micromotion just
allows for the simple first order form.
For amusement note that U can in turn be written in terms of the average kinetic
energy of the particle. In terms of the amplitude of the motion ~F = −mω2 ~A,
U =
mω2
4
∣∣∣ ~A∣∣∣2
~A also approximately gives the velocity of the particle,
~v = ~˙x ≈ −ω ~A cos(ωt)
The time averaged kinetic energy of the particle can then be written as
〈T 〉 = m
2
〈
|~v|2
〉
≈ mω
2
2
〈∣∣∣ ~A cos(ωt)∣∣∣2〉
≈ mω
2
2
〈∣∣∣ ~A∣∣∣2〉〈cos2(ωt)〉
=
mω2
4
∣∣∣ ~A∣∣∣2
= U
The pseudopotential is simply the time averaged kinetic energy of the particle and
the motion of the offset of the micromotion is to minimize this kinetic energy,
〈
~F
〉
= −~∇〈T 〉
5.1.4 Quadrupole Fields and Secular Motion
This can finally be applied to the problem of confining a charged particle with only
an electric field. As before, a static electric field in the region of a stationary point
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will take the form,
~E = αxxˆ+ βyyˆ + γzzˆ
where the coefficients must satisfy α + β + γ = 0. There will typically an azimuthal
symmetry so that α = β giving γ = −2α. Take α = 2E0/r0 = 2V/r20. The field
becomes,
~E =
2V
r20
(xxˆ+ yyˆ − 2zzˆ)
This field can be given by a potential,
Φ =
V
r20
(r2 − 2z2)
The equipotentials are hyperbolas so that generating this field precisely over some
region of space required electrodes that are hyperboloids of revolution, the surface
is given by a hyperbola in the r − z plane rotated about the z axis. In practice
any stationary point in a potential has this quadrupole form and so any stationary
point can be used for a trap. The only modification is a reduction in the size if the
resulting electric field compared to a precisely shaped hyperbolic electrode of the same
characteristic size. The potential does not change as quickly as a function of position
for these traps. This could be accomadated by changing the size of r0 suitably, but it
is convenient to keep this as a measure of the physical size of the trap and introduce
α < 1 to characterize the reduction. The trap in this experiment is made using a
circular gap between two twisted wires, [Hendrickson99]. The wire is about 100µm
in diameter and the hole about 1/2mm. This yields reduction factors on the order of
α ∼ 1/10− 1/20.
With this reduction factor, making the potential harmonically time dependent
yields a force,
~F = cos(ωt)
2qαV
r20
(xxˆ+ yyˆ − 2zzˆ)
For ωs << ω and ~A << ~∇~F/
∣∣∣~F ∣∣∣, where ωs and ~A will be identified shortly, this gives
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a pseudopotential
U =
1
4mω2
∣∣∣~F ∣∣∣2 = q2α2V 2
mω2r40
(r2 + 4z2)
≡ mω
2
r
2
r2 +
mω2z
2
z2
The pseudopotential is that of a three-dimensional harmonic oscillator with frequen-
cies given by
ωr =
√
2
qαV
mωr20
ωz = 2
√
2
qαV
mωr20
= 2ωr
Validity of this pseudopotential approximation then becomes
ωs
ω
∼ qαV
mω2r20
<< 1 −→ ω2 >> qαV
mr20
For this case, the constraint on the amplitude turns out to be equivilant,
~A
~∇~F/
∣∣∣~F ∣∣∣ =
~F/mω2
~∇~F/
∣∣∣~F ∣∣∣ ∼
qV |~x| /mω2r20
|~x| =
qαV
mω2r20
<< 1
5.1.5 Well depth and confinement
This latter constraint corresponds to requiring that the field change signs faster than
the ion can instantaneously react to it so that the ion is not lost from the trap during
the period. On the other hand if the field oscillates so quickly that the ion hardly
moves during one period it will only effectively respond to the time average of the
field, which is zero. This is also seen in the dependence of the secular frequencies
on ω. The secular frequencies give the effective depth of the well. A well depth can
be defined by the value of the pseudopotential at some reference point, a convenient
point is z = 0 , r = r0 . At this point,
U =
1
2
mω2rr
2
0 = m
(
qαV
mωr0
)2
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The well depth gets weaker with increasing ω.
Confining the ion then requires a well depth sufficiently deep that its kinetic energy
does not allow it to escape from the trap. An ion with a kinetic energy less than this
well depth is then confined to a region of radius r given by,
K
U
=
r2
r20
r = r0
√
K
U
=
√
2K
mω2r
=
ωr20
qαV
√
mK
For fixed U , confinement is tighter for smaller traps. For well depths of a few eV
, ions with kinetic energies corresponding to mK ∼ 10−7eV , will have confinement
radii on the order of 10−3r0.
The well depth is a function of the trap size and for fixes secular frequency con-
finement is independent of r0. Even further, ωr is generally constrained by stability
requirements so that
ωs
ω
≡ γ = qαV
mω2r20
=
U
qαV
< 1
If ω only is decreased ωr also increases and quickly moves the trap away from this
stability region. Treating instead γ as the independent parameter gives,
U = γqαV
so that for fixed γ the voltage must increase to a larger well depth, which in turn
requires either increased ω or r0 as seen from the expression for γ. The radius of
confinement however becomes,
r = r0
√
K
γqαV
Favoring smaller traps for tighter confinement for a given voltage and secular to RF
frequency ratio.
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5.1.6 Micromotion
A deeper will also reduces the amplitude of the micromotion. This is not immediately
obvious. The amplitude of the micro-motion depends on the size of the electric field,
mω2A = F = eE
Certainly a deeper well confined the ion closer to the center of the trap where the
electric field is weaker, but for a tighter trap that field is strong everywhere than for
the weak trap. Writing the form of the electric field,
E =
2αV
r20
r
gives an amplitude
A =
2qαV
mω2r20
r = 2γr
The amplitude of the micromotion just depends on the displacement and the ratio
of secular to RF frequencies. A tighter trap will certainly reduce r for a particle of
the same energy, or a particle displaced from the center by the same force, so for
traps with the same γ the deeper trap has a reduced micromotion. Note that this
arrangement is natural when simply changing the voltage to the trap and no other
parameters.
For thermal kinetic motion this amplitude is given in terms of the confinement
radius,
A = 2γr0
√
K
γqαV
An ion may also be displace from the trap by an external force Fe. The pseudopo-
tential gives an effective position dependent force
Fpp = mω
2
rr =
2U
r20
r
giving,
A = γ
Fppr
2
0
U
also favoring small traps and large well depths.
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5.1.7 Design parameters
An ideal trap has a small confinement region and small micromotion. This is generally
achieved by small traps and large well depths. This can be arranged in many way
using the design parameters involved, ω, r0 and V . Generally there are practical
constants. An immediate example is the applied voltage, RF power, trap capacitance
and feedthrough limit give a maximum practical voltage of something less than a
thousand volts. With this the possible well depth is immediately available using
U = γαqV . With α ∼ 1/10, γ ∼ 1/10. This gives a trap depth of a few eV .
Small r0 is desirable, but stability is also required with,
γ =
qαV
mω2r20
< 1
Smaller r0 requires higher RF frequencies to maintain stability. A reasonable range
for ω is less than a few dozen MHz as these frequencies are easier to work with and
produce at high powers than the microwaves atGHz frequencies. Taking ω ∼ 10MHz
and using m = 138GeV/c2, V = 100V/cm gives r0 >∼ 250µ.
The trap used in this experiment has a diameter of 400µm with α ∼ 1/20, and is
driven at at a frequency of around 30MHz with voltages around 300-400V . This gives
a secular to RF frequency ratio of γ ∼ 0.25, which implies a well depth of ∼ 10eV .
This gives a confinement radius of around r ∼ 20nm and a micromotion amplitude
A ∼ 10nm.
5.2 Cooling
The ion trap provides an effective harmonic potential well. This will confine the ion
in a small, well defined region, but not yet fix it to be motionless at a specific point.
The ion’s motion consists of the micromotion along the quadrupole electric field lines
at the RF driving frequency, and the secular motion of its single RF period time
averaged position at the secular frequency. The micromotion is driven, and can’t be
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eliminated, though it does become zero at the center of the trap, but the amplitude
of the secular motion depends on the energy is arbitrary. It depends on the energy of
the ion and should ideally be as small as possible.
Further progress toward this ideal is made using the now familiar techniques of
doppler cooling. A laser is tuned to slightly below a strong resonance. When the ion
is moving toward the laser, the laser is shifted into resonance in the ion’s frame of
reference and so more strongly absorbed. The re-radiated photon is emitted isotropi-
cally so that the average net change in momentum is opposite to the ions motion and
the ion is slowed. When the ion moves away from the laser, the laser is doppler shifted
further out of resonance and even less strongly absorbed and its motion is unaffected.
In neutral atom traps six lasers are required to cool all degrees of freedom of the
motion, a pair of counter-propagating beams along each axis. An ion in a ion trap
when not at rest in the center of the trap, which is when it needs to be cooled, is
moving harmonically, with its velocity periodically in both directions along all three
axis. A single laser can then be used to cool the ion if it directed in such a way that
the motion of the ion always, or at least frequently, has some component parallel to
the beam. This is easily arranged by, for example, orienting the beam at equal angles
to all three principal axis of the trap, and results in cooling during some part of every
period of the motion. This happens to make a perfectly cylindrically symmetric trap
unsuitable since the motion in the x and y directions are degenerate, the principle
axis are not well defined so that motion in the x− y plane parallel to the component
of the cooling beam in the x−y plane is quickly damped out, while the perpendicular
motion is unaffected. The traps used in practice generally have well defined axis.
For Barium, the 6S1/2 → 6P1/2 dipole transition at 493nm is used for cooling,
fig.5.1. This light is provided by a frequency doubled 986nm diode laser. The system
typically yields about a mW of blue light with a linewidth of about 5MHz. The laser
is coarsely tuned to about 100Mhz to the red of exact resonance for cooling using
the opto-galvonic resonance of a Barium Ion hollow cathode discharge tube having a
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Figure 5.1: Cooling and Cleanup transitions used in trapping Ba+.
linewidth of about a GHz.
As practical matter, the 6P1/2 state can decay to the 5D3/2 state as well as the
ground state. The S : D branching ratio is around 2.5. The 5D3/2 state can only
decay to the ground state through a quadrupole transition so is very long lived, about
80-90s. An ion in this state can not absorb any of the cooling light and so will not be
further cooled until it decays. This makes cooling very inefficient so a second laser is
used, tuned to on resonance with the 5D3/2 → 6P1/2 transition at 650nm also using
a Barium hollow cathode lamp as a reference. This light is provided by an external
cavity diode laser which also yields about a mW. This is used as a cleanup beam to
kick the ion out of this D state should it decay there, and return it to the cooling
cycle. Strictly this clean up beam does no cooling, though it can be made to, but
both cooling and cleanup beams are frequently collectively referred to as the cooling
beams.
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Both lasers are aimed through the trap and focussed so that they have spot sizes
of about 100µ at the ion. Here just a few 10s of µW are required to saturate both
transitions at a few MHz, as the lifetime of the P1/2 state is a fraction of a µs, giv-
ing the maximum possible cooling rate. This typically yields a final kinetic energy
corresponding to a temperature of a few mK. For traps a few hundred µ in diameter
this confines the ion to a few tens of nm. This is only slightly higher than the mini-
mum possible temperature corresponding to the ground state energy of the harmonic
oscillator, hωs/2. With ωs ≈ 2π10MHz this gives T ∼ 1/4mK.
5.3 Detection
The blue photons scattered during cooling also provide a means of detecting the ion. A
PMT intercepts about 1/100th of a solid angle and with its ∼ 10% detection efficiency
yields a signal of a few 1000cps. With the laser sufficiently tightly focussed, the PMT
correctly positioned and focussed, and the trap suitably oriented, the background to
the PMT from stray scattered light is only a few dozen counts per second, so the
ion signal is easily distinguished from this background. Fig.5.4 shows the typical
difference in the PMT signal between a floresing ion and background.
An narrow-band interference filter, with a width of about 5nm, is used in front of
the PMT to select only the scattered blue light. This helps reduce the background
and ease beam size and quality constraints for the red laser since in this case stray
scattered red will not contribute to the background. It also provides a means of
background subtraction. With the cleanup beam off, the blue floresence will stop
even though the cooling beam is still being applied since the ion is quickly pumped
to the 5D3/2 state where it can no longer absorb the cooling light. The PMT signal
will drop to the background rate and as with it sensitive to only the blue light, this
drop can be attributed entirely to the loss of floresence and not to the the absence of
stray scattered red light in the background.
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Figure 5.2: Detection of shelved ion.
5.4 Shelving
While cooling, a decay to the 5D5/2 state from the 6P1/2 is also possible energetically,
and the state is similarly long-lived, 40-50s, but is too large an angular momentum
change for a dipole transition and the wrong parity for a quadrupole transition so any
6P1/2 → 5D5/2 decay would be very slow, and negligible in practice so no additional
cleanup beam is needed for this state. However, driving the ion into this state turns
out to provide means to a number of valuable results. In this state the ion will not
absorb, and so not scatter, light from the cooling or cleanup beam, fig5.2.
The ion is transparent to the cooling light when in this state. This makes it easy
to reliably detect when the ion has made this transition, and provides a means of
effectively turning off the ion. This is shelving and the 5D5/2 state is the shelved
state.
The transition can be made from the ground state directly with a 1.76µ laser.
This is the most efficient and flexible in the end, but requires a carefully tuned laser
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Figure 5.3: Shelving and deshelving transitions.
with modest power. In this project, the shelving transition is made indirectly through
the P3/2 state, fig.5.3. A Barium ion discharge lamp, identical to the lamps used to
tune both cooling beams, provides an incoherent source of light for all the transitions
in Ba+. The light corresponding to the 6S1/2 → 6P3/2 transition is selected with
an interference filter and focussed onto the ion, driving the transition at a rate of
a few per second. The P state is very short-lived and from it, the ion effectively
immediately decays back the the S state 70-80% of the time or to either of the two
5D states otherwise. When decaying to the D states the 6P3/2 → 5D5/2 transition
to the shelved state is preferred 10:1 to the transition to the 5D3/2. In the latter
case, if the cooling cleanup beam is being applied simultaneously the ion will quickly
appear back in the ground state from which another shelving attempt can be made,
otherwise shelving fails giving a maximum shelving probability of about 90%.
Once in the shelved state the ion must will decay back to the ground state ra-
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Figure 5.4: PMT signal log showing shelving transitions.
diatively after some 40-50s. Often the only information needed is whether the ion is
shelved and one that has been determined the ion is no longer needed in the shelved
state. Waiting for a decay out of the shelved state to resume measurements will be
tediously slow in this case so it is also convenient to be able to deshelved the ion.
Once again this can be done directly with a 1.76µm laser or indirectly through the
6P3/2 state. The latter procedure is used in this system. In this case the 614nm light
from the same discharge tube is selected with an interference filter do excite the ion
to the 6P3/2 state from the 5D5/2 state where it can the decay back to the ground
state.
Again, once in the shelved state absorption of the blue laser is no longer possible
and so if the cooling beams are being applied the transition to the shelved state can
be detected with almost 100% efficiency. Fig.5.4 shows the PMT signal while the ion
is periodically shelved and deshelved.
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5.5 Loading
With a stable, deep trap and suitably tuned cooling and cleanup beams trapping is
now possible. An ability to shelve the ion is not strictly necessary, but turns out to be
very useful while attempting to load a single ion. An oven loaded with pure barium is
heated to a dull glow and a small opening in the oven provides a source for a thermal
beam of neutral barium atoms. This beam is aimed in the general direction of the
trap. In this system the hot oven is also used as an electron source, though typically an
electron beam is provided independently by a separately heated and biased filament.
The relatively very light electrons are rapidly accelerated and steered by the large
RF electric field generating the trapping potential, an electron initially at rest would
move many hundreds of cm during one half cycle of the RF. Then careful alignment
is not generally required, any electrons are accelerated towards the trap during the
attractive phase of the RF electric field. The electrons ionize the Barium atoms to
provide Barium ions to trap.
5.5.1 Incident Ion Trajectories
It is not immediately clear if ions must be created inside the trapping region to be
trapped since ions created outside the trap are repelled by the trap electrode. Far from
the center of the trap the electric field is basically that of a line charge E = α/r. The
pseudo-potential directs the ions towards weaker electric fields, so outside the trap, the
net average force is further from the trap. The approximate electric field from the wire
of the trap electrode can be used to estimate the size of this repulsive potential relative
to the trap’s well depth. The electric potential in this case is V (r) = V ln(r/r0) + V0
giving E = V/r, where r0 is the size of the trap. V and V0 are determined by taking
the voltage at the trap electrode, r ≈ r0 to be the applied RF voltage, V (r0) = V0 ≡
VRF , and the potential at some typical reference point,rref , a few centimeters away
where the oven is located to be ground, V (rref) = 0 = V ln(rref/r0) + VRF giving
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V = −VRF/ln(rref/r0). This gives E = VRF/ln(rref/r0)/r.
The pseudopotential generated by the RF is then given by,
U =
1
4mω2
∣∣∣~F ∣∣∣2 = q2V 2RF
4mω2ln(rref/r0)2
1
r2
This can be written in terms of the trap secular frequency and, in turn, the well
depth,
ω2r = 2
q2V 2
m2ω2r40
U0 =
1
2
mω2rr
2
0
as
U =
1
4
(
1
2
mω2rr
2
0
)
1
ln(rref/r0)2
r20
r2
=
U0
4ln(rref/r0)2
r20
r2
With rref/r0 ≈ 30− 50, the pseudopotential at r ≈ r0 is U ≈ U0/100 and at r ≈ rref ,
U ≈ 0, fig.5.5.
For U0 around a few eV the potential at the trap entrance at r ≈ r0 is just barely
low enough that an ion will thermal energies of 1/40− 1/20eV could enter the trap.
To clearly settle this case the potential near the transition region would have to be
determined more accurately. Also near the electrode the electric field is strong enough
that a pseudopotential may no longer be a good approximations. Even if ions created
outside the trap can enter the trapping region, clearly they must be cooled more than
an ion created in the trap, since an entering ion must lose a few eV of kinetic energy
while a local ion must only lose its thermal energy.
In either case, an ion appears in the trap and is rapidly cooled by the cooling
lasers. Typically this takes only as long as required for oven to heat up, which is
usually less than a minute. This is immediately detected as a large floresence signal
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Figure 5.5: Approximate trap pseudo-potential inside and outside of trapping region.
in the PMT. At this point the oven and electron beam may be shut off and the laser
tuning and alignment and PMT position can be adjusted to maximize the detected
floresence.
5.5.2 Counting
The floresence signal indicates a trapped ion, but doesn’t unambiguously indicate the
number of trapped ions. More ions should scatter more light, but only if there is
sufficient power in the cooling laser to saturate many ions. Typically multiple ions
will result in some ions being positions further from the beam axis where the intensity
is weaker and often the result is that many ions have a single similarly to a single
ions, though usually a few cooled ions do give approximately a simple multiple of the
single ion signal, but this is not consistently reliable.
Instead shelving can be used to count the ions. A shelved ion will not absorb
cooling light so it will not contribute to the floresence signal until it decays from the
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5D5/2 state. The decay time is not well defined but has an exponential distribution
so that even if all ions are shelved at the same time, they will most likely decay at
different times. Then the ions can be counted by applying the shelving lamp until
all ions are shelved, which it indicated by the complete disappearance of floresence,
then blocking the shelving beam and waiting for the ions to decay. There will be
discrete jumps in the signal as each ion decays back to the ground state and begins
to again be cooled. Counting the number of jumps needed to restore the full signal
gives the number of ions. Similarly the shelving rate can be slowed down enough that
individual shelving transitions can be seen by discrete drops in the floresence.
Both methods can require a few attempts to get an accurate count since in some
cases two or more ions can react closely enough in time that their individual decays
or shelving transitions can’t be resolved, but more importantly for these purposes
the presence of more than one ion can be determined quickly, and a single ion easily
verified.
5.5.3 Multiple Ions
If more than one ion is initially present, shelving can also be used to reduce the count
to just one. Shelved ions absorb no blue light, so they can’t be cooled, neither then
could they be heated. Changing the frequency of the blue laser so that it is slightly
bluer than resonance heats the ions just as down-tuning cools them. Ions moving away
from the laser are more likely to absorb and get an average net extra momentum kick
in the same direction as their initial velocity and so their energy increases. This will
eventually add enough kinetic energy to an ion that it can escape the trap.
It would do no good to boil out all the ions in this way, but if one is shelved it will
not be affected immediately by this re-tuning and will be unaffected while the others
are ejected from the trap. Then to reduce the number of ions in the trap, the shelving
light can be applied until the floresence signal indicates that one ion has been shelved,
or all can be shelved and the decays waited out until only one is left shelved. At this
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point the cooling laser can be re-tuned to the heating side of resonance. The PMT
signal drops as the ions are heated and their orbit increases so that they interact less
often with the laser and in weaker parts of the beam. After a few seconds the ions
are usually gone from the trap. The laser can be re-tuned to cooling frequencies and
the shelved ion deshelved resulting in the desired single ion. This also can take a few
tries, with many ions it is hard to be sure that just one is shelved so typically this
cleaning out is done in stages, removing a few at a time until only a few remain that
can be more easily individually manipulated. Also there is the risk that the shelved
ion that is intended to be kept decays while heating the others and is itself heated
and lost. In practice these complications are not much of an obstacle and a single
trapped ion can be obtained in about a minute after a few of the shelving and heating
cycles, only very occasionally losing all the ions.
A safer, but slower and less exciting method of reducing the number of ions is sim-
ply to shut off the cooling beams for a while. Collisions between ions will occasionally
result in one being knocked out of the trap and after a long enough time letting them
many ions fight it out, a single ion remains which is then not further heated by colli-
sions. This process can take anywhere from a few seconds to 10 minutes, but always
eventually results in a single ion and seldom fails by losing all the ions.
5.5.4 Isotopes
The particular isotope of the ion can be determined at this point. Different isotopes
have slightly difference cooling frequencies, the shift is of order 100MHz. The OG
signal correspond to the most frequent A = 138 so that by maximizing the count rate
with the tuning of the laser, any shift in the transition frequency is easily detected
as an offset from the peak of the tuning curve. At least three different isotopes have
already been trapped and detected in this way. In addition, when the shifts are
known, the cooling lasers can be tuned to preferentially cool a certain target isotope
making that more likely to be trapped. This has not been systematically studied,
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but does seem to qualitatively change the rate at which various isotopes are trapped.
This could be enormously useful in practice for doing isotope comparisons.
5.5.5 Ion Lifetime
Immediately after loading, there is a relatively high concentration of Barium in the
system even with the oven off. This seems to lead to a reduces lifetime for individual
ions in the trap as the are frequently replaced by ions from the background. The trap
is too deep for a trapped ion to be knocked out, and the pseudopotential far from the
trap repels ions, so a likely exchange mechanism is for a neutral atom that passed
through to exchange an electron with the trapped ion and be trapped itself while the
originally trapped, and now neutral ion is free to leave.
Usually this exchange would not be detectable expect as some, probably unmea-
surable slow, loss of coherence. The exchange can be detected if the new ion is a
different isotope as the floresence will change significantly and retuning will yield
much different frequencies. This happen regularly a few minutes after loading, es-
pecially if the oven happened to be needed to be on for a long period of time while
loading. It is never observed more than a few minutes after loading, and rarely when
the oven was needed hot for only a few seconds to load, so it is likely that this exchange
occurs only when there is much background barium in the system and afterward the
ion in the trap after many hours is the same one originally loaded.
Except for this effect there is no limit to the time an ion remains trapped if it is
being regularly cooled. When this system is operating ions are lost only due do power
failures and tuning errors in the blue laser. Barring these events an ion stays trapped
for many days, typically up to a week and on one occasion 6 weeks.
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5.6 State Manipulation and Detection
Trapping and loading and cooling finally yield a single ion that is very well localized
and relatively motionless. Now a number of precision measurements become possible.
The ones that will be particularly relevant in understanding the methods developed
for the parity measurement are those that exploit the ability to efficiently detect in-
dividual transitions between energy levels of an ion. For a measurement of the PNC
lightshift with spin resonance, the initial spin state must set, the spin flip transition
driven, and the final state detected. The same coarse sequence involving different
energy levels, rather than different spin states in the same level, is followed for var-
ious measurements in single ions. The general ideas are best illustrated with a few
examples.
5.6.1 5D5/2 Lifetime
The simplest experiment to implement is a measurement of the 5D5/2 lifetime. The
most conceptually clear way to determine the lifetime is to start an ion in the 5D5/2
state, watch for the decay and record the decay time. Averaging the decay times gives
the lifetime. With an ion trap this ideal can be realized.
A conventional atomic experiment can effectively do this by preparing a large
number of atoms in the initialD5/2 state and recording the floresence from the emitted
photon in the decay as a function of time. This method would be impractical in an ion
trap because the detection efficiency of the decay is very low. Though the initial state
can be set and detected easily using the shelving lamp and floresence signal, each decay
produces only one photon. The solid angle and quantum efficiency of the PMT yield
a combined detection efficiency of 1/1000 so only 1 in a thousand decays is detected.
An experiment in a vapor, or even a large trapped cloud, compensates for this with a
large number of atoms but for a single trapped ion an accurate measurement would
instead require excessively long observation times, especially if the background of
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the detector is considered. An emitted photon would be detected, on average, every
1000 ∗ 50s = 5 × 104s. With background from, for example, a dark count of even 1
every few seconds, detecting this occasional extra photon would require that the rate
be determined to a part in 104 which then requires detecting some 108 decays, then
requiring 1012s of observation time to detect a single transition. This is completely
unreasonable and detecting a decay in this way is not practical, but with the tools
already discussed this transition can be detected reliably with other methods.
The 5D5/2 state is the shelved state. In this state the ion will not absorb or
scatter the cooling light. Then a transition to this state, driven by the shelving lamp,
is detected simply by the disappearance of the blue floresence detected by the PMT
and a decay to the ground state is indicated by the reappearance of the PMT signal.
The decay time is given by the time between these two large discrete changes in the
floresence. Repeating this sequence a number of times quickly yields enough data to
reliably determine the average decay time.
This measurement sequence is shown schematically in fig.5.6. This kind of diagram
will be used throughout the remaining discussions of experimental procedures. It
provides information about the state of all the light sources used in the experiment
at every point in the measurement, a brief description of the purpose of each step,
a simple level diagram indicating the transitions being driven or detected and the
time required for each step. This measurement sequence yield data like that shown
in fig.5.7.
This kind of measurement in an ion trap now avoids complications from effects
like Doppler Broadening, collisional quenching and radiation trapping, but this par-
ticular method has the subtle disadvantage that the decay is measured while the
ion is interacting with the relatively strong cooling lasers. With perfect lasers this
shouldn’t have a large effect on the quantity being measured, though non-resonant
dipole coupling of the D5/2 state to other states does slightly reduce its lifetime. In
this system the diode laser used for the cleanup transition has some small broadband
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Figure 5.7: 5D5/2 lifetime data. Number of events as a function of decay time.
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background that has some non-negligible component at the 614nm 5D5/2 → 6P3/2
deshelving transition so that the time spent in the D5/2 state is reduced by direct
excitations out of it. This could be easily remedied with a simple interference filter,
but just as easily it can be avoided with a slightly different measurement sequence
that will also avoid the inherent broadening from the off-resonant dipole couplings
and be more generally useful for other transitions that can’t be seen directly like this
shelving transition.
Instead of continuously monitoring the ion with the cooling beams consider block-
ing them immediately after the ion has been shelved. The ion now waits to decay in
complete darkness, in the absence of any applied interactions. The decay is still not
directly detectable, but at any time the ion can be checked to see if it has decayed by
applying the cooling beams. If floresence is detected, the ion has decayed during the
time waited, if no floresence is seen, the ion is still shelved and so has not decayed.
The difference in the floresence in the two cases is some 1000cps so the ion’s state
can be determined with almost 100% certainty in even as little as 0.1s. With a back-
ground of 40-70cps this gives a signal of 4± 2 counts if the ion is shelved and about
100± 10 if it has decayed, these cases are easily distinguished.
Rather than the precise decay time, repeating this sequence many times, for many
difference times, fig.5.8, gives the decay probability as a function of time which also
yields the lifetime fig.5.9.
5.6.2 5D3/2 Lifetime
A small variation on this latter method of determining the 5D5/2 lifetime can also be
used for the 5D3/2 state. Again the ideal measurement would be to start the ion in
this state and measure the decay time, or at least, the decay probability as a function
of time. Setting the initial state is easily done with the cooling and cleanup beam.
The purpose of the cleanup beam is to prevent the ion prevent the ion from getting
stuck in the 5D3/2 state by a decay from the 6P1/2 state during cooling. So simply
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Figure 5.9: 5D5/2 lifetime data using blind shelving. Normalized shelving probability
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shutting off the cleanup beam quickly pumps the ion to the desired D state.
At this point the beams can be shut of and the ion allowed to decay back to
the ground state. Checking for the decay after some time is no longer immediately
possible with the cooling beams as both states are part of the cooling cycle, so the
ion would florese whether it had decayed or not, however a single extra step restores
this easy determination. The shelving lamp shelves drives the 6S → 6P3/2 transition
so it will shelve the ion only if the ion starts in the ground state. Similarly a shelving
transition driven directly by a 1.76µm laser couples only the ground state to the
shelved state. In either case an ion in the 5D3/2 state will be unaffected, fig.5.10 A
decay from the 5D3/2 state can then be detected by attempting to shelve the ion by
applying the shelving lamp for a brief period of time and then checking to see if the
shelving transition was made. If the ion has decayed, it can be shelved and when the
cooling beams are applied this state is indicated by the absence of blue floresence.
An ion still in the 5D3/2 state can not be shelved and will immediately florese when
the cooling beams are applied.
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The net result is that after this brief shelving step, the ion will likely not florese if
it has decayed from the 5D3/2 state during the wait time, and likely florese if it has not
decayed. The cases are not perfectly correlated from some practical complications,
sec.5.6.4, but this sequence does yield a shelving probability that increases with an
exponential profile having a time constant of the lifetime of the D3/2 state. Similarly
repeating this sequence for many wait times, fig.5.11, yields the shelving probability
as a function of time, fig.5.12, which provide the 5D3/2 state lifetime.
5.6.3 S → D Quadrupole Transition
These measurements have so far involved a natural transition, they are just as ef-
fective in detecting driven transitions, to measure transition rates or resonance fre-
quencies, such as that spin flip transitions that must be measured to determine the
PNC splitting. A simple illustration is with the same state just considered for the
6S1/2 → 5D3/2 quadrupole transition. Here even a conventional atomic experiment
could not continuously monitor the state of the transition. The transition probabil-
ity could be determined as a function of time by turning on the clean-up beam and
measuring the amount of blue floresence from ion excited to, or remaining in the D
state. The amount of blue floresence measures the number of atoms that made the
transition. Again for a single ion this would be inefficient since the resulting single
photon that signals the transition is very hard to detect, and again this can be reme-
died using shelving to generate instead an almost arbitrarily large number of photons
if the transition was made, and none if it hasn’t.
The ion can be started in either state with the cooling beams as in the 5D3/2 life-
time measurement, pumping to the ground state simply requires the complementary
case of blocking the blue beam. Light applied to the ion resonant with this transition
will result in transitions between the states. A transition can be detected by attempt-
ing to shelve from the ground state. Sufficiently monochromatic or intense light will
result in a harmonic modulation of the probability of the ion to be in its ground
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Figure 5.12: 5D5/2 lifetime data. Shelving probability as a function of wait time after
initially pumping ion to D state.
state, yielding an oscillating shelving probability as a function of time. The more
easily arranged effectively broadband excitation will give a first order rate equation
exponential transition profile. Either can be used to determine the transition rate.
An example of the results of this kind of measurement is shown in fig.5.13. The
measurement sequence is similar to fig.5.11 for the 5D3/2 lifetime except that the ion is
initially pumped to the ground state with the cleanup beam, and the wait is done while
applying a broadened 2µm laser to the ion to drive the S → D transition effectively
incoherently. For short times, or far from resonance, the transition probability is
small and the ion remains in the ground state from which it can be shelved so the
shelving probability is high. For longer times near resonance transitions are likely and
the resulting shelving probability is reduced. The shelving probability then simply
decays exponentially with a time constant given by the excitation rate.
5.6.4 Efficiency, Stability, Precision
It is easy to understand how these shelving methods qualitatively yield the desired
information about transitions, but there are a few practical considerations that slightly
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complicate a perfect interpretation of detected floresence after the detection sequence
as a transition between the set of states under investigation.
The central feature exploited in these measurements is that an ion in the 6S state
can be shelved and an ion in the 5D3/2 state can not be. However, this doesn’t imply
that an ion in the 6S state will be shelved, or that an ion in the D state will not end
up shelved. First the shelving rate is finite, so that even when starting in the ground
state, the ion may not end up in the shelved state when the shelving lamp is applied
simply because it has not yet made any transitions to the P3/2 state.
Similarly even if it has made a transition to the P state the decay may be back
to the ground state, where it may try again, or to the 5D3/2 state where it is stuck.
Then after the shelving lamp is applied for some period of time, this gives a shelving
probability, pshelving, limited by the shelving rate and the branching ratio of the P3/2 →
D5/2 decay to the P3/2 → D3/2 decay of about 10 : 1.
The intensity and exposure time of the shelving lamp can be increased so that
the shelving transition is saturated, eliminating limits from the rate and leaving the
branching ratio limit given pshelving ≈ 0.9, but for this apparatus, the shelving rate
is slow enough that waiting long enough to saturate the transition slows down data
taking too much so a slightly shorter exposure time is used that typically yields an
estimated pshelving ≈ 0.8.
The 5D3/2 state has a finite lifetime so that while attempting to shelve from the S
state that ion can decay from the D state and also be shelved, presidual. This depends
on the exposure time and D3/2 lifetime as well as the shelving rate and branching
ratio. Typically the shelving step takes only 0.1s and this effect is negligible since the
D state is very unlikely to have decayed in this time. Typically, Pres < 0.01.
Finally, even if the ion has been shelved, this may not be detected by the cooling
beams either from counting statistics, or because the ion then decays from the D5/2
state, or is kicked out by the broadband background in the cleanup laser. This yields
a shelved state detection efficiency of pdet ≈ 0.9.
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The net result, with the possibilities that the ion may be in the ground state, pS
and not shelved, pshelving, the ion may be in the D state, pD and then still shelved,
presidual , and the ion may be shelved but not detected as shelved, 1 − pdet, gives a
floresence probability, pfl, after this detection sequence of
pfl = pdet(pshelvingpS + presidualpD)
With the S and the D state the only possibilities, pS + pD = 1. Again the residual
shelving from the D state is usually negligible so that,
pfl = pdet((pshelving − presidual)pS + presidual)
≈ p0pS
p0 ≈ pdetpshelving ∼ 0.7− 0.8
The net detection efficiency for a transition is slightly reduced, but the profile is
unaffected.
These offsets and modifications depend on experimental conditions and so many be
variable and a source of noise or systematic errors in the final measurement. Precision
measurements require a careful understanding of this kind of instability and their con-
sequences. This kinds of studies were the central focus of earlier work on this project
and the problems and solutions and end results are discussed in [Hendrickson99].
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Chapter 6
SPIN STATE MANIPULATION AND DETECTION
The quantity to be directly measured in this experiment is the PNC induced
splitting of the ground state orD state magnetic sublevels generated when the 6S1/2 →
5D3/2 quadrupole and parity violating dipole couplings are simultaneously driven with
the appropriate phases and beam geometries. One possible route to determining the
size of this splitting is to start the ion in a particular sublevel, drive the spin flip
transitions and measure the transition probability as a function of interaction time or
the frequency of the applied spin flipping fields to get a precession rate or resonance
frequency. This will require being able to set and detect the initial and final spin
state. The same general procedures are used to manipulate and detect the ion among
its different energy levels in more conventional ion experiments. In most cases these
spin manipulations and measurements can be made with the same methods modified
to make them spin sensitive.
6.1 Pumping
Manipulating spin states by optical pumping is a familiar idea in vapors. The same
techniques can be used on a single ion with the only difference being in interpreta-
tion of the final result. Rather than pumping resulting in an unequal distribution
among particular spin states of atoms in a large population, it will determine relative
probabilities for the single ion to be in a given spin state when pumping is completed.
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6.1.1 Laser Polarization and Magnetic Fields
Pumping between the 6S and 5D3/2 energy levels is easily done with the cooling and
cleanup beam. Blocking the laser that drives transitions out the the desired final state
uncouples that state. When the ion decays to this state is remains there. Similarly
pumping can be done among the spin sublevels simply by uncoupling the desired
final state, in this case, by adjusting the polarization of the beams, and the magnetic
field defining the quantization axis. Generally the magnetic field is kept fixed, either
parallel to the beam axis or parallel to the linear polarization of the red laser. The
applied field is difficult to change quickly, perhaps on time scales of a few tenths
of seconds at best without a lot of work, giving a significant limitation to the data
collection rate. More importantly, high magnetic field stability is required for the
resonance experiments and changing the direction of the applied field dramatically
can result in long time scale drifts of the resulting field due to nearby ferromagnetic
materials. As a result, in practice, only the laser polarizations are changed to alter
the relative spin couplings.
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The polarizations of both laser are independently controlled using a voltage con-
trolled variable retardation plate that allows adjustment to vertical and horizontal
linear polarization and left or right handed circular polarization.These particular con-
trol units are rather slow. Switching polarization states requires times on the order
of tenths of seconds, also limiting data collection rates. This is never likely to be the
biggest limit, but future improvements may involve an upgrade to the higher speed
and additional flexibility, and complications, of a pockel cell.
The red beam also passes through a half wave plate so that the direction of its
linear polarization can be continuously adjusted manually. This additional freedom is
helpful in aligning the magnetic field as explained later, but is otherwise not necessary.
The same ability for the blue laser is not helpful due to the structure of the 1/2→ 1/2,
S → P transition.
The beams are then combined with a non polarizing 50% beam splitter cube.
Afterwards they pass only through a set of focusing optics and to the trap so the final
polarization of the beams is unmodified other than by imperfections in the lenses or
vacuum windows.
6.1.2 Ground State Pumping
With a magnetic field parallel to the beam axis, and circularly polarized blue light
used to drive only ∆m = +1 transitions, the S1/2,+1/2 state is uncoupled, fig.6.2. At
the same time the red beam is linearly polarized to include all D states.
If the ion starts in the S+1/2 state it will remain there as it can’t be excited by
the cooling beams from this state. When the ion starts in the S−1/2 state it will be
driven through the P and D states and at some point decay from the P state to the
S+1/2 where it will again remain.
With the ion in this uncoupled state, it will no longer scatter blue photons out of
the cooling beam to the PMT as it can no longer be excited to the P state by the
cooling laser. As a result, the count rate drops to the background rate and evidence
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Figure 6.2: Pumping in the Ground State.
of this spin pumping is available immediately.
Transition and decay rates are on the order of MHz, so that only a few µs is
required for a transition to the intended S+1/2 state to be very likely, in a ms it is
virtually guaranteed, the fluorescence drops, and the cooling beams can be shut off.
Pumping happens very quickly and is practically limited by the switching times of
polarization controls and beam blocks well before any limits due to excitation rates,
with the end result being the ion in the desired spin state.
6.1.3 Practical Limits to Pumping Efficiencies
In practice, the excitation rate out of this pumped state can not be made to be exactly
zero because of impure polarizations or imperfect alignment. This will be considered
in full generality shortly, but the immediate consequence is that the ion is occasionally
excited out of this pumped state and this results in the occasional blue photon above
the background as the ion decays from the P state. The count rate then is not exactly
the background rate, but is still much reduced, typically to within 20-50 cps of the
background, so the PMT count rate is around 100cps including a 30-60cps background
compared to 1000cps while not pumping, a reduction in the floresence rate by a factor
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of 20 or more. This limit is probably largely due to a less than perfectly circularly
polarized beam, though it is also possible that some other perturbation would kick
the ion out of the pumped state. The latter would require a transition rate of a few
tens of kHz, and is one motivation for studying the spin lifetimes discussed later that
turn out to exclude this possibility.
The non-optimal configuration also yields a smaller pumping efficiency. The prob-
ability to be in the intended destination state during pumping is slightly less than
the ideal 100%. As shown later, the rates described above correspond to the ion
spending > 95% of the time in the S+1/2 state. This is not exceedingly close to ideal,
but is, more to the point, far from the 50% uniform probability of an unpolarized
ion and is completely sufficient for making spin states detectable and spin transitions
visible. The reduced efficiency does eventually result in a decreased experimental
efficiency. Improvements might be made with better alignment of the magnetic field
and slightly more elaborate control of the polarization to improved the purity of the
preferred polarization state and compensate for possible perturbations to it from the
few remaining optical elements between the ion and where the polarization is defined.
These improvements may eventually be worth considering if they could be made with-
out excess effort as the yield would be small, though they may also be desirable for
other purposes.
Finally the residual excitation rate out of the pumped state require the pumping
beams to be shut off in a well-defined order. Clearly the red beam must not be blocked
first as the ion may be removed from the ground state in the time it takes to then block
the blue. The beams can not be blocked simultaneously without considerable effort
as the high transition rates result in simultaneous meaning to be within some small
fraction of a microsecond. Even if achieved this would still yield a small probability
for the ion to end up in the D state as the ion does spend some time there during
pumping. The best method is then also the easiest, the blue beam must be shut
off first followed immediately by the red beam. This also slightly reduces the final
268
6P
1=2;+1=2
6P
1=2; 1=2
6P
1=2;+1=2
6P
1=2; 1=2
5D
3=2;+3=2
5D
3=2;+1=2
5D
3=2; 1=2
5D
3=2; 3=2
5D
3=2;+3=2
5D
3=2;+1=2
5D
3=2; 1=2
5D
3=2; 3=2
~
Bjj~
r
;?
~
E
b
m =  1
~
Bjj
~
E
r
m = 0
Figure 6.3: D State Pumping
pumping efficiency since an ion that is in the D state‘ when the blue beam is shut off‘
will be pumped to the ground state by the red but with no preferred spin orientation
so it enters either ground state spin level with equal probability. This is a negligible
modification since the probability to be in the D state to begin with is only a few
percent.
6.1.4 D State Pumping
With the same magnetic field parallel to the beam axis and circularly polarized red
light with now linearly polarized blue, the D+3/2 and D+1/2 states are uncoupled
and the ion is quickly driven to these spin states. With linearly polarized red and
a magnetic field now parallel to this polarization axis, only ∆m = 0 transitions are
made on the the D state and the ion is driven to the D±3/2 states, fig.6.3.
As for the ground state a pumping signal is immediately visible as reduced fluo-
rescence because the ion lingers in the uncoupled state rather than cycling through
the P state and decaying. Also, for the same reasons as in the ground state, the order
that the pumping beam are shut off is important. In this case the red beam is shut
off first, followed closely by the blue.
In these D state methods the ion is driven to a set of two selected spin states
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rather than just one as in the ground state, but the result is still a highly polarized
ion in the sense that the probability distribution among the various spin states is
far from the uniform, unpolarized case. For the case on linearly polarized red, the
probability is evenly distributed between the ±3/2 states. For circular polarization,
as seen in the general analysis presented later, the result is a 75% chance to be in the
+3/2 state and 25% to be in the +1/2 state, and in fact for arbitrary polarizations it
turns out the ratio of the probabilities to be in the m = ±1/2 state to the m = ±3/2
state is 3 : 1, though this particular solution is unstable and very sensitive to the
alignment of the pumping beam, sec.6.1.6.
In principle, these two procedures could be sequenced to yield selection of a single
spin state. However, this would require changing the magnetic field between the two
cases, which as already mentioned is difficult and undesirable, or using additional
laser beams with different propagation directions, also a practical nuisance. In ad-
dition, the previously discussed limits of polarization purity and alignment, which
prevent any coupling from being made to be exactly zero, make the final state effec-
tively independent of the initial configuration except for particular narrow windows
of excitation rates or pumping times because any coupling to a state will eventually
result in transitions out of that state. So, in practice, a single step is used and found
to be completely sufficient.
6.1.5 General Pumping Analysis
For the idealized cases, pumping is easy to understand and simple to analyze. One
beam is used to pump by being set to uncouple a desired set of states, and the other
beam is set to couple to all spin states and act a cleanup by keeping the ion in the
desired spin multiplet and out of all other levels. In practice, the polarizations can’t be
set to exactly the desired states, and the alignments relative to the applied magnetic
field can’t be made perfectly precise. So states that are ideally uncoupled, are instead
only much more weakly coupled relative to the other states.
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In this case, the resulting populations must be determined from the relative rates.
The results will be qualitatively quite similar, as the ideal case is simply the limit of
a spurious rate returning to zero. The only difference will be in the dependence of
the final pumped state on the initial pre-pumping configuration. The precise results
require a fully general treatment of the rate equations. As the final configuration does
affect detection efficiencies in any future experiment, a more accurate and detailed
understanding of the end results of pumping are worthwhile and helpful for planning
measurements or evaluating possible new techniques.
The transitions and lasers are broad relative to the excitations rates used, 10’s
of MHz compared to a few MHz. So the limit of broadband excitations can be
considered and simple rate equations used to describe the evolution of the populations.
Lingering coherent effects will be ignored as they would require a considerably more
complicated density matrix analysis. This may not be completely appropriate, but
the rate equations will certainly capture most of the spirit of the resulting behavior
if possibly not all the details.
Take Sm, Pm, Dm to be the probability to be in them
th sublevel of the correspond-
ing state. RRmm′ and R
B
mm′ can represent the transition rates of the red and blue laser,
and ΓS,Dmm′ the decay rate from the P state to the S or D states. The m dependence of
the decay rates is given by the square of the appropriate Clebsch-Gordan coefficients,
ΓS,Dm′m = Γ
S,D
∣∣∣〈3
2
m′|1, m′ −m; jS,D, m
〉∣∣∣2
2(3/2) + 1
With the normalization, 2jP + 1, the scalars Γ
S,D can be properly interpreted simply
as the fractional decay widths of the P state to the S or D manifold and can be
written in terms of the total width of the state Γ and a branching fraction f . With f
taken to be the branching fraction to the S state, the fractional widths are ΓS = fΓ,
ΓD = (1− f)Γ.
Excitation rates depend on Clebsch-Gordan coefficients in the same way and, in
this case, also the polarization of the lasers.
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RS,Dm,m+s = Rs
∣∣∣∣
〈
3
2
, m+ s|1, s; jS,D, m
〉∣∣∣∣
2
Rs gives the total excitation rate for a particular transition and depends on the di-
rection of the applied electric field and atomic structure Rs = |eEs 〈f ||D|| i〉|2 /ΓLaser
with E0 = Ez, E±1 = (−Ex ± iEy)/
√
2. The overall rate, R = |eE 〈f ||D|| i〉|2 /ΓLaser
can be factored out and the remaining dependence on direction is easiest to under-
stand in terms of the polarization and propagation direction of the applied laser. The
fully general case is a bit cumbersome but a general analysis yields the tidy result,
[Schacht00],
|E0|2 = E2(εˆ · Bˆ)2
|E±|2 = E
2
2
(
1±
(
kˆ · Bˆ
)
σ −
(
εˆ · Bˆ
)2)
εˆ · Bˆ is more conveniently written as,
εˆ · Bˆ = 1
2
(
1 + sin(2α)
√
1− σ2
) (
1− kˆ · Bˆ
)
giving the rates in terms of three completely independent parameters, σ, kˆ · Bˆ and α.
The population of a particular spin state includes a loss from every excitation out
of it and a gain for any stimulated or spontaneous decay into it. The equations of
motion for all states are,
S˙m = −RBm′mSm +
(
RBm′m + Γ
S
mm′
)
Pm′
P˙m = −
(
RBm′m + Γ
S
m′m
)
Pm −
(
RRm′m + Γ
D
m′m
)
Pm
+ RBmm′Sm′ +R
R
mm′Dm′
D˙m = −RRm′mDm +
(
RBm′m + Γ
P
mm′
)
Pm′
In all cases the source or destination state m′ is summed over. This allows for a
more compact matrix notation. Let Lm be the total loss rate out of a given state due
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to absorption or stimulated or spontaneous emission,
LSm′m ≡
∑
m′′
RBm′′m
LDm′m ≡
∑
m′′
RRm′′m
LPm′m ≡
∑
m′′
RBmm′′ +R
R
mm′′ + Γ
S
m′′m + Γ
D
m′′m
= Γ +
∑
m′′
RBmm′′ +R
R
mm′′
For the P state, the sum of the decay rate over all possible destinations gives the
lifetime for a particular spin state. The lifetime will be spin independent so this
becomes simply the lifetime of the P state.
With these definitions, and moving some indices around for notational tidiness,
the matrix form of the rate equations follows easily,
S˙ = −LSS + (RST + ΓS)P
P˙ = −LPP +RSS +RDD
D˙ = −LDD + (RDT + ΓD)P
With cooling rates at around aMHz the populations quickly come to their asymp-
totic values, so only these steady state populations are required for analysis and they
are the solutions giving zero time derivatives.
0 = −LSS +
(
RTS + ΓS
)
P
0 = −LPP +RSS +RDD
0 = −LDD +
(
RTD + ΓD
)
P
Since the Li are diagonal, and for the P state has no nonzero elements on the diagonal
because at least the decay rate is non-zero, it is easy to solve for P , as LP must be
invertible,
P = L−1P (RSS +RDD)
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giving,
LSS =
(
RTS + ΓS
)
L−1P (RSS +RDD)
LDD =
(
RTD + ΓD
)
L−1P (RSS +RDD)
This is a simple system of 6 coupled equations which are now best dealt with using
explicit algebra or just simply solved numerically. Further manipulations can result
in the solution appearing as an eigenvector but this isn’t particularly illuminating and
doesn’t make an analytic solution transparent.
An additional simplification is possible if the excitation rates are much slower than
the decay rates the R can be neglected relative to the Γ. Losses from the P state are
dominated by decays so LP becomes spin independent and L
−1
P is given just by 1/Γ
times an identity, giving
S˙ ≈ −LSS + fS(RSS +RDD)
D˙ ≈ −LDD + fD(RSS +RDD)
With fi = Γi/Γ. For the work presented here, this limit is generally not valid, the
transitions are usually saturated and the excitation rates are of the same order as the
decay rates. In either case, only numerical solutions will be presented here so the loss
of generality provides no advantage and this form is completely sufficient.
These equations are partly redundant and incomplete. Probability conservation
requires that the time derivatives add to zero, so one of the equations is not linearly
independent. Also the normalization is not fixed as any scalar multiple of a solu-
tion remains a valid solution. Replacing one of the equations with a normalization
condition, that all populations add to one, completely defines the problem.
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Figure 6.4: Floresence and ground state populations as a function of circular polar-
ization of blue cooling laser.
6.1.6 Pumping Signal and Pumped Populations
Final Populations with Ideal Beams
Numerical solutions of the floresence and populations as a function of polarization in
figs.6.4,6.5,6.6. Scalar, dipole and quadrupole moments of the resulting populations
are also shown, these are helpful in the later analysis and the basis vectors are defined
in that discussion. With properly normalized basis vectors, the components are given
by σ(k)Tz p.
Polarization Errors in Pumping Beam
These plot show that the final states for arbitrary polarizations and so indicate that
they are not particularly sensitive to errors in polarization. However the assume
perfect alignment of the beams relative to the magnetic field and it is not immediately
clear that small perturbations of this alignment do not yield dramatic differences in
the final pumped state. This is easily illustrated for the D state.
Consider circular pumping, where ideally only the D−3/2 and D−1/2 states are
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Figure 6.6: Floresence and D3/2 state populations as a function of polarization angle
of linearly polarized red cooling laser.
coupled so that the ion ends up in theD+3/2 andD+1/2 states with relative populations
of 1 : 3 as discussed previously. Keep the polarization correct by now alter the
alignment of the beam. This gives the electric field a small zˆ component which will
drive the ∆m = 0 transition, which then couples the D+1/2 state is now coupled as
well to the P+1/2 state. This might result in the final state being given by the ion
only in the D+3/2 state as it is the only uncoupled state. But with this misalignment
the beam is now actually slightly polarized in the x = y plane so in fact ∆m = −1
transitions are driven and the D+3/2 state is not uncoupled. Clearly now the solution
depends on determining the relative rates which requires the correct form of the
amplitudes of all the transitions for arbitrary fields.
Fig.6.7 show the populations of the 5D+3/2 and 5D+1/2 states with σr = 1, αr = 0 ,
as a function of εˆ·Bˆ with perfectly aligned and purely linearly polarized blue. As εˆ·Bˆ =
0 the populations are 1 : 3 respectively as previously discussed. For even very small
perturbations in the alignments the resulting residual ∆m = 0 transition rate quickly
cleans out the 5D+1/2 state and results in the final state being instead composed of
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Figure 6.7: 5D+3/2 and 5D+1/2 state pumped populations as a function of red laser
alignment perturbations, εˆR · Bˆ.
full population in only the 5D+3/2 state. This perturbed solutions actually remains
very accurately stable until very large misalignments, εˆ · Bˆ ≈ 0.1. Aligning the
pumping beam to a part in 104 would require excessive effort and the most likely beam
geometry is somewhere in the stable, misaligned region so for practical applications
this perturbed solution should be considered to be the final pumped state.
The other pumping geometries, linear in the D state, and circular in the S, are
not similarly sensitive to this same kinds of misalignment, they remain approximately
the same until very large misalignments.
Polarization Errors in Cleanup Beam
The data plotted for ideal alignments as a function of pump beam polarization as-
sumes that the complementary cleanup beam is perfectly set to its ideal polarizations
which equally couple all spin states in the other, unpumped, energy levels. For these
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Figure 6.8: Fluorescence and Ground State populations and a function of circular po-
larization of blue cooling laser for linearly polarized and partially circularly polarized
red laser.
cases this is always a linear polarization so that that any polarization of the final
states is completely determined by the polarization of the pump beam. This ideal is
not realized in practice and residual bits circular polarization in the cleanup beam
alter the populations. This residual polarization will be small, and it turns out that
even it is not the effect on the populations is small, even far from the region of max-
imum pumping and, of course, at that maximum point there is exactly no change
since the desired states are exactly uncoupled.6.8
Floresence and Pumped Spin State Populations
The results are qualitatively intuitive. For polarizations and alignment that signifi-
cantly reduce the coupling to any state, the floresence decreases as the ion gets stuck
in that state and can’t scatter photons as rapidly. This reduction in count rate gives
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a measure of the time spent in the pumped state by providing an estimate of the ratio
of the excitation rate out of the pumped states R to the return rate to those same
states Γ. At equilibrium the rates times the occupation probabilities for the set of
pumped states, p, and the set of all other states, 1− p, will be equal, pR = (1− p) Γ
so that for R << Γ, p = 1/ (1 +R/Γ) ≈ 1− R/Γ.
Consider an ideally uncoupled state or set of states. An ion that is excited out of
this set will be quickly returned to it with some blue photons generated along the way.
For pumping in the ground state at least one blue photon is generated in the decay
back to the uncoupled state, but more could be emitted by repeated decays to the
other spin state. In the D state it is possible that no blue photons are generated if the
ion immediately decays back to the D state, but it is more likely to make a few trips
through the ground state first. In either case there is a well defined average number of
blue photons generated for every residual excitation out an uncoupled state and the
floresence is simply proportional to the sum of the occupation probability times the
residual excitation rate for each uncoupled state
∑
{m|uncoupled}Rmpm. For the ground
state there is only one ideally uncoupled state, for the D state there are two but
their populations are simply related at and near the region of optimal pumping for
deviations in the appropriate polarization, for linear∆m = 0 pumping the populations
of the m = ±3/2 states are equal for arbitrary polarization angles, and for ∆m = +1
pumping the m = 3/2 population is 3 times the m = 1/2 population for arbitrary
circular polarizations. Then total population and excitation rate of any set of states
can be treated as a single state,
Rm1pm1 +Rm2pm2 = Rm1pm1 + αRm2pm1
= p (Rm1 + αRm2)
= pR
When the excitation rate out of the ideally uncoupled states is much slower than
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Figure 6.9: Floresence and complement of ground state populations as a function of
blue polarization.
the other excitation and decay rates p will be very close to 1 as the ion is not frequently
excited out of the states. In this limit the floresence is then just proportional to the
total residual excitation rate. As as rate increases the probability to be in that state
decreases but doesn’t get far from 1 until the residual rate approaches the cleanup
and decay rates, R ≈ Γ. Here the occupation probabilities of all states are similar and
so p is still of order 1, the examples above show p ≈ 0.2 where the populations cross.
At this point the floresence is again limited by the decay and cleanup rates, but for
most of the way the floresence is simply proportional to the residual excitation rate.
This turns out to be an even better approximation in practice because of how the
relative populations of the other states increase far from the exact pumping point.
fig.6.9 show that the floresence is approximately proportional to the pumped state
populations even in for relatively large deviations from the ideal pump polarization.
Taking this to be approximately true for all rates, an estimate of the residual
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excitation rate at the optimal pumping point, R relative to the excitation rate out
of the same states when no pumping occurs, R0 which is then about the same as the
decay rate, is given simply by the ratio of the floresence at the pumping point γ to
the maximum floresence γ0, R/R0 ≈ γ/γ0. In the region where no pumping occurs
R ≈ Γ, so R/Γ ≈ γ/γ0 so that finally the occupation probability is given simply by
p ≈ 1 − γ/γ0. For these measurement γ/γ0 is typically about 1/10 to 1/20 so that
p ≈ 0.90− 0.95 as mentioned above.
6.1.7 Pumping and Field Alignment
The pumping signal can be used to align the magnetic field relative to the beam
axis and polarizations and optimize polarizations. The applied magnetic field is not
precisely known due to imperfections in the construction or alignment of the coils
generating the fields. There are also offsets from other magnetic sources which in the
case of a local soft ferromagnetic material that can even depend on the applied field,
as the directions of the material’s domains are altered by the applied field or ambient
temperature, so that the total field can be a complicated or even unknown function of
the current supplied to the coils, time and temperature. Nearby probes are little help
since unknown sources giving unknown offsets may also include unknown gradients
so that knowing the field, however precisely, a few centimeters away from the ion
provides no information about the field at the ion. The pumping signal allows the
ion to be used as a probe.
For example, pumping occurs for a magnetic field parallel to the polarization axis
of a linearly polarized red laser. This provides a means of zeroing the magnetic field
along the beam axis. A large field in the general direction of the red laser polarization
axis can be applied. If this field is sufficiently large enough to define the direction
of the resulting total field some reduction in the floresence due to pumping should
be visible. Then, both the angle of polarization can be adjusted, with a half-wave
plate, and the magnetic field along the beam axis can be adjusted to minimize the
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floresence. As previously mentioned, this typically occurs at about 1/10th to 1/20th
of the unpumped count rate, though it is ideally zero. The applied field can be reduced
a bit at a time and the other parameters adjusted again until the applied field is the
desired size. At this point the magnetic field is aligned with the red laser polarization
axis, perpendicular to the beam axis. If particular direction perpendicular to the
beam axis is desired, vertical for example, the polarization direction can stay fixed
and another magnetic field component adjusted instead.
A similar procedure can be used to align the field along the beam axis. With
circularly polarized red or blue pumping will occur when the magnetic field is parallel
to the beam axis. With an initially large applied field the pumping signal can be used
to null the components of the magnetic field perpendicular to the beam axis.
When the directions of the applied fields are well known these procedures are
sufficient to determine the magnetic field offset and with that information the field
can be reliably set to any desired direction. More often the direction of the applied
fields are not precisely known. In this case this alignment by pumping can be done
for a variety of directions and field sizes. Eventually there are enough constraints
that the size and direction contributions from all the coils can be determined. This
processes is a bit easier if the total size of the magnetic field is known, this can be
done using the spin resonance techniques discussed later and significantly reduced the
number of field configurations that must be tested.
A peculiar feature of the structure of the D3/2 to P1/2 transition can also be
used isolate the offset. For this transition there are always two linear combinations
of D states that are not coupled by a red laser with fixed polarization, 4.3.2, they
are not necessarily combinations generated from just spatial rotations though they
obviously are for the cases of linear and circular polarization. If there is no magnetic
field to drive the ion out of these states, the ion gets stuck in these D states and
pumping occurs just as in the cases already discussed. The floresence drops and this
polarization pumping can be used to locate the point where the magnetic field is zero
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by adjusting the applied field until the PMT count rate is minimized. Some care must
be taken to check that this minimum is independent of polarization so that the field is
not really zero but just in a direction suitable for pumping with the laser polarizations
used.
If the field offset is fixed, some combination of these procedures gives enough in-
formation that the resulting field as a function of coil currents can be completely
determined. In practice this provided a model of the applied field that was able to
predict the size of the resulting field to only about 10%, though for smaller variations
of the applied field agreement was better than a few percent. This suggests a signif-
icant contribution from some ferro-magnetic materials that would be redirected by
the applied field giving an applied field dependent offset. This is an important obser-
vation to consider when trying to understand the source of larger than expected spin
resonance transition widths. In principle, these contributions could also be identified
by a careful study of the resulting field, but no such attempt was made other than to
confirm that the contribution was large and nonlinear.
The pumping signal could also be used to tune the polarizations of the lasers.
They can be measured independently and are well known outside the chamber, but
the final optics, and in particular the window needed to deliver the lasers to ion can
alter the polarization after any point where it could be measured before reaching the
ion. Any resulting induced circular, or more generally elliptical, polarization could be
compensated for by maximizing the pumping signal, this time as a function of laser
polarization. This is not completely reliable as there may be continuous flat directions
along some combination of polarizations and field directions that always give pumping,
[Schacht00], so that some combination of imperfectly polarized beams and a slightly
misaligned magnetic field can also give maximal pumping. As a result the pumping
signal can not necessarily be used to optimize both the magnetic field and laser
polarizations, but some combination of pumping and spin resonance measurements
to determine the resulting magnetic field size can be used to determine the magnetic
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field independent of laser polarizations so that the field can then be set reliably to
optimize polarizations.
With enough work, all these imperfection can be uncoupled and all field and polar-
ization parameters determined and optimized. In practice, this sort of precision isn’t
really important. The most important result of pumping is that it leaves a spin state
that is significantly different than an unpolarized state. This is achieved in any config-
uration giving a good pumping signal, even including the case of pumping as a result
of zero magnetic field. The lack of floresence implies occupation of some uncoupled
state and not all the spin states are uncoupled so the ion can’t be unpolarized. Lack
of precise knowledge of the magnetic field and laser polarizations then just results in
lack of knowledge of the resulting pumped state. The pumped state could be a single
single spin state defined along an unknown axis, or some other combination of state
not corresponding to a single rotated state, but it is still well defined, if unknown. It
does help to have a coarse idea of the parameters to keep track of things, as discussed
far more later, maximizing the S/N of the spin detection methods requires that the
probed state be the same as the pumped state and coordinating this is easier when
fields and polarizations are at least coarsely known. But then coarse knowledge is
sufficient and further efforts towards precise knowledge is less important.
6.1.8 Final States
These solutions provide the steady state populations of all of the states during pump-
ing. If the beams could be shut off instantly and simultaneously, or attenuated in
unison so that their relative intensities stayed fixed, then these would also be the
populations after pumping. General this can’t, or isn’t done in practice. The beams
are shut off sequentially so that the ion is sure to at least end up in the desired energy
level, if not the ideal spin state. That is, for pumping in the D state, the red beam
is shut off first, so that if the ion happened to be in the ground state, it is moved to
the D state. Similarly for pumping in the D state. This final pulse from the clean up
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beam can alter the relative populations of the pumped level.
For polarizations having maximal pumping, cases where the floresence has dropped
to zero, this modification will be very small. In these cases the probability to be in the
other state is very small so that the final cleaning out of that state will not add much
extra population to the pumped state, and so not significantly alter its distribution.
For polarizations still yielding significant floresence, there is a significant population in
the other state and the redistribution of that population to the pumped state during
the final cleanup pulse is an important modification.
It is not immediately obvious that these latter cases are important, but it will
be useful in the measurements discussed later to repeat a particular measurement
for a variety of initial polarizations. For circularly polarized pumping, there are two
fully pumped initial states available. They are generated by using the two oppositely
circularly polarized pumping beams. For linear pumping in the D state there is only
the single fully pumped state. In either case it can be useful to have even more initial
states. These will be generated by using non ideal polarizations for the pump beams
and then require a careful analysis of the effects of the final cleanup pulse on the spin
distribution of the pumped state.
One convenient initial state for reference is an unpolarized state. For the ground
state is it clear how this unpolarized state can be generated. With the fully pumped
states given by a left and right circularly polarized blue beam, and linearly polarized
red, both propagating parallel to the quantization axis, a simple switch to linearly
polarized light now couples both ground state spin sublevels equally. With this spin
symmetry it is obvious that while pumping the populations of all state in the S and
D levels are spin sign independent, and since no state is completely uncoupled, the
populations of all the state in both levels are comparable. A quick numerical result
gives,
S =
(
0.26 0.26
)
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D =
(
0.06 0.18 0.18 0.06
)
The final pulse is the linearly polarized red cleanup beam. Again the couplings are
spin sign independent, so the leftover population in the D state must empty into the
S state symmetrically to yield,
S =
(
0.5 0.5
)
Trying to generate and unpolarized D state in this way is not as clear. Again the
result must be spin sign independent, but the relative populations of the m = ±3/2
states to the m = ±1/2 states is not immediately obvious. The correct final state can
be determined with the rate equations for this system,
S˙ = −LSS + (RST + ΓS)L−1P (RSS +RDD)
D˙ = −LDD + (RDT + ΓD)L−1P (RSS +RDD)
For simplicity consider any stimulated decay rate to be negligible compared to radia-
tive decays so that, in particular, L = Γ−1. With RD = 0, implying LD = 0, this
gives,
S˙ = −(LS − fSRS)S
D˙ = fDRSS
The final D state populations during the last bit of application of the cleanup beam
are given by the integration,
D(∞) = D(0) +
∫ ∞
0
dtD˙ == D(0) + fDRS
∫ ∞
0
dtS
This can be written formally in term of the solutions of the ground state populations
using the eigenvalues of LS − fsRs. This gives solutions of the form.
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S = av1e
−γ1t + bv2e−γ2t
Which can easily be integrated.
∫ ∞
0
dtS =
av1
γ1
+
bv2
γ2
Giving, formally, the final D populations,
D(0) + fRRS(
a
γ1
v1 +
b
γ2
v2)
These eigenvalues and eigenvectors can also easily be determined numerically. For
circular pumping in the D state, using circularly polarized red, linearly polarized blue,
and magnetic field parallel to beam axis, linearly polarized red light and the final blue
cleanup pulse yields the state,
D =
(
0.19 0.31 0.31 0.19
)
This is not precisely unpolarized, the populations are certainly significantly different
from the pumped state, which will turn out to be all that is really important for
detecting transitions. For linearly polarized pumping in the D state , using linearly
polarized red and blue, and magnetic field perpendicular to the beams, a circularly
polarized red pump beam and final blue cleanup pulse,
D =
(
0.28 0.22 0.22 0.28
)
Solutions for other polarizations for the D state are given from the same cal-
culations. The same procedure can be used to determine final ground state spin
distributions for arbitrary pump polarizations, though the analysis is a bit more com-
plicated as four eigenvectors and eigenvalues are the required. These few solutions
show that a significantly different initial spin state is available with a simple change
of pump beam polarization and approximately unpolarized states are possible.
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6.2 Spin State Detection
While setting the initial spin state of a single ion is relatively straightforward, de-
termining an unknown final state is more subtle. In a vapor this spin state can be
determined with a probe laser in a variety of ways, but none can be directly applied
to the case of a single ion.
6.2.1 Vapor Methods and Single Ions
With a magnetic field parallel to the propagation direction, resonant probe light will
couple ∆m = ±1 transitions. As an illustration, consider spin detection in the ground
state. The issues for the D state are almost identical, only details of the structure of
the transition are different.
Absorption
On a j = 1/2→ j′ = 1/2 transition, atoms in the S1/2,+1/2 state will absorb photons
of only one helicity, while atoms in the S1/2,−1/2 state will absorb photons of the
opposite helicity. This picture would be slightly more complicated in more general
cases such as a j = 1/2 → j′ = 3/2 transition where both spin states can absorb
photons of either chirality, but in this case the relative rates are different and you
simply get atoms in one particular spin state preferentially, rather than exclusively,
absorbing photons of a particular chirality.
In either case the net effect is qualitatively the same, with an excess of atoms in
one spin state, more photons of one helicity will be absorbed and scattered out of the
beam than of the opposite helicity. With incoming probe light linearly polarized, the
net effect would be an induced elliptical polarization of the probe after interacting
with the atoms by an amount, and direction, dependent on the relative spin states of
the atoms.
A direct application of this method to a single ion could involve using the blue
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cooling laser as a probe and looking for changes in its final state as a result of the spin
state of the ion. In this case the reduction of the system from a macroscopic collection
to a single ion is fatal. The resonant interaction of the light with the ion destroys the
spin state of the ion. After absorbing a photon and being excited to the P1/2 state,
the ion can decay to either spin sublevel in the ground state. The branching fraction
for decay to each sublevel is different, the ratio is given simply by Clebsch-Gordan
coefficients as 2:1, so the final state of the ion, and probability for absorption of a
second photon is slightly different for different initial spin states. For this particular
system, there is also the possibility of a round trip through the D3/2 state before
returning to the S state further diluting the final dependence on the initial spin state.
As a result, after absorbing even just a few photons, the information about the initial
spin state of the ion is lost and the ion will absorb photons of either helicity without
preference.
In this way, the final state of the probe beam would be altered by the loss of at
most a few more photons of on helicity than another and the resulting change in the
probe’s polarization state would be undetectable.
Optical Rotation
A more common method in vapors is to use off resonant light as a probe. Here absorp-
tion is negligible and instead the net effect is easiest to understand as a difference in
the index of refraction for left or right circularly polarized light propagating through
the vapor by an amount dependent on the relative spin states of the atoms. This will
give a different relative phase of the two components, and appear as a rotation of the
plane of polarization of the probe after it exits the vapor.
The amount of rotation depends linearly on the number of atoms, so again this
method fails for the single ion because of number. A rotation of even a few full
revolutions in a vapor with 1010 or more atoms corresponds to an undetectably small
rotation for a single particle though perhaps it is possible that variations of this
290
method could be made to work by, for example, putting the ion and the probe light
in a cavity so that the same light could interact with the ion many times before being
detected.
Fluorescence
Finally, consider again a resonant probe beam. Now, instead of looking at the final
state of the beam, which is basically the light that didn’t interact, look instead at
the scattered probe light. Using a circularly polarized beam to excite, for example,
∆m = +1 transitions, only atoms in the S−1/2 can be excited to the P state, and
so only those will scatter the probe light. Atoms in the S+1/2 state will make no
contribution to the fluorescence. The population among spin states then appears as
a change in the number of detected photons from some baseline corresponding to an
unpolarized state. An increase in the number of atoms in the S−1/2 state is an increase
in the number of atoms able to absorb the incoming probe light and so an increase in
fluorescence.
A decay from the P state can be to either ground state sublevel. If the decay is to
the −1/2 state, another photon can be scattered by the same process. Eventually the
final state will be m = +1/2 and fluorescence must stop, so each particle can generate
at most a few photons. For a single ion in a trap these few photons are the entire
signal but with the previously mentioned detection efficiency on the order of a part in
a thousand these photons will most often not be seen and so about a thousand trials
are necessary to begin to be able to distinguish spin states. Detection is possible, but
sensitivity is far too low to be of any practical use, 5.6.
The situation can be slightly modified when considering other transitions for spin
detection such as using the P3/2 state rather than the P1/2. With probe light again set
to excite ∆m = +1 transitions, an ion initially in the S1/2,+1/2 state will be excited to
the P3/2,+3/2 state. From there, if the ion decays back to the ground state it can only
go back to the S+1/2 sublevel, as it can change m by at most 1. So in this case the
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ions starting in the S+1/2 level can scatter photons as long as the probe beam is on,
but now, ions starting in the S−1/2 level can also. From that level, ions are excited to
the P+1/2 state where they can decay back to either ground state, both of which can
again be excited and in the end the ion will end up in the same loop as when starting
from the S+1/2 state. The excitation rate is slower out of the −1/2 state by half, so
one spin state may generate a few more photons than the other, but low detection
efficiency also results in this method having low sensitivity and even this difference is
slightly eroded by possible decay to the D5/2 state from the P3/2 state which results
in further loss of information about the initial spin state.
6.2.2 Shelving
In each case direct application of vapor methods to spin state detection in a single
ion fails because of low sensitivity and detection efficiency and so something funda-
mentally different must be considered. At the higher level, and lower resolution, of
distinguishing the state of the ion between different energy levels, similar difficulties
exist and these have been solved with great success using now well established shelv-
ing methods, 5.6. Modification of these methods to make them spin sensitive finally
becomes a practical means of spin state detection.
6.2.3 Shelving Laser
To generalize these kind of techniques to detecting spin states, the simplest idea
to consider, and most straightforward to analyze, is a modification of shelving by
direct coupling to the shelved state with a 1.76µm laser. As with pumping, the laser
polarization and magnetic field direction can be chosen to couple only particular spin
states to make transition rates spin dependent.
Consider again ∆m = +1 transitions. The structure of the j = 1/2 → j′ = 5/2
transition doesn’t leave either state completely uncoupled, but the m = +1/2 →
292
2 4 6 8 10
0.2
0.4
0.6
0.8
Shelving Time
Sh
el
vin
g 
Pr
ob
ab
ilit
y
From +1/2
From −1/2
Incoherent rates
1 2 3 4 5
0.05
0.1
0.15
0.2
0.25
Figure 6.10: Shelving probability as a function of time for circularly polarized shelving
laser.
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This can be exploited in two ways,depending on the nature of the light used to drive
the transition.
The most conservative assumption is that the laser linewidth is sufficiently broad,
and the transition rate sufficiently slow, that the laser is effectively broadband and the
transition is being driven incoherently. In this case probabilities evolve as simple first
order rate equations. Neglect any spurious couplings to unintended states, though
they would be important at long times and modify the steady state probabilities by
the ratio of g-factors. This then gives simple exponential excitation profiles with
different time constants for the different spin states, fig.6.10. The ground state spin
can then be determined by measuring the shelving probability since for a fixed time,
the shelving probability is a function of the initial spin state.
Maximizing detection efficiency requires maximizing this difference. For short
times, neither spin state has a large shelving probability so the difference is small. At
long times both state have reached the same steady state value and the difference is
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zero. The spin states can only be distinguished in a particular range of times so the
shelving time must be well chosen. With P∞ the steady state shelving probability and
the rates given by γ1 and γ2, the difference is∆P = P1 (t)−P2 (t) = P∞ (e−γ1t − e−γ2t).
This is maximized at the time tmax = ln (γ1/γ2) / (γ1 − γ2), and at tmax the difference
depends only on the ratio of the rates α = γ1/γ2,
∆Pmax = P∞αα/(1−α) (1− α)
Both tmax and ∆Pmax give the same result for γ1 ↔ γ2, α ↔ α−1 except for the sign
of ∆Pmax. Generally the rates aren’t known well enough to be able to use the optimal
exposure time. At time rtmax the difference becomes P∞αrα/(1−α) (1− αr).
This case gives P∞ = 1/2, α = 2, ∆Pmax = 1/8 at τ ≡ Rt = ln2 = 0.7. The
difference is small, though certainly detectable. However it can be greatly improved if
the transitions can be driven coherently. With a narrow laser linewidth and sufficiently
high transition rate, the width of the laser can be neglected and assumed to be
monochromatic. For this case the probability just oscillates between an S and a D
state with a frequency given by the square of the matrix element. Since the couplings
from the two spin states are different, the oscillation frequencies are different and again
the states can be distinguished by a difference in the shelving probability as a function
of time. With a ratio of rates of two, or any integer, the difference can be 100%. By
driving the transition until the slower transition, here the m = +1/2 → m′ = +3/2,
has completed a half cycle, the faster transition has completed a whole cycle. A π
pulse for one is a 2π pulse for the other and the shelving probability is the ideal 100%
for one spin state and 0% for the other, fig.6.11.
This can work from the D3/2 state as well, though the energies are very different.
The D3/2 to D5/2 is far in the infrared at 12µm. The additional structure of the D3/2
state makes things a little more complicated. For ∆m = 0 transitions, the ratio of
frequencies is,
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Figure 6.11: Shelving probability as a function of time for S±1/2 states with coherant
transitions driven by a circularly polarized shelving laser.
This gives a 100% discriminant between m = ±3/2 and m = ±1/2 at t = T/2, with
T the period for the slower 1/2→ 1/2 transition. For ∆m = +1 transitions there are
four rates,
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Spin detection using the shelving transition directly in this way yields the ideal
100% detection efficiency but with the considerable technical complications of a very
well stabilized, high power laser and carefully timed pulses. Driving the transition
coherently with a laser stabilized to even 100kHz requires a transition rate of about a
MHz. This rate electric field strengths of 1000V/cm using, for example, a 100mWmW
laser focussed to a 100µm spot. This may be pursued if the S/N of other methods
proves insufficient.
6.2.4 Shelving Lamp
Shelving through the P3/2 state can also be modified to be sensitive to spin, again
by choosing polarizations and magnetic fields that drive only ∆m = +1 transitions.
Here also both ground state spin levels are coupled and a spin discriminant requires
exploiting different relative rates. In this case, coherent transitions would not be
295
useful. On resonance, with the transition rate very much faster than the decay rate
out of the P state, the ion can simply be considered to be in either relevant P state
with 50% probability, from which it could decay to the shelved D5/2 state. But the
decay rates are spin independent so the ground state sublevels cannot be distinguished.
As the transition rate slows, the populations evolve less coherently and the spin
states can be distinguished. The largest disparity is when the transition is completely
decoherent. This situation is also the easiest to analyze and the most appropriate
physically since in the current system the shelving transitions are being driven broad-
band by a discharge lamp.
Rate Equations
The previous analysis used for pumping can be used directly. The structure of the
system is a bit different in that the P state can decay to either of two D states, but
this doesn’t change the form of the equations. With RD = 0 in this case, and also
assuming that Γ >> RS, the rate equations from sec.6.1.5 become,
S˙ = −LSS + ΓSP
P˙ = −LPP +RSS
D˙3/2 = Γ
D3/2P
D˙5/2 = Γ
D5/2P
With Γ >> R the P population evolve quickly to a quasi-independent steady-
state value and we can take P˙ ≈ 0. LP include only decays so is spin independent,
LP = Γ. Take RS = R as it is now the only excitation rate in the problem and drop
the D state terms, they will be given by normalization. This gives P = (R/Γ)S and
S˙ =
(
−L+ (ΓS/Γ)R
)
S. ΓS is the matrix describing the relative rates of decays to
particular spin states and Γ is just the usual total decay rate, so the overall rate drops
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out. With ΓSm′m = fΓγm′m with f the branching ratio to the S state compared to the
P state and γ the appropriate matrix of squares of Clebsch-Gordan coefficients the
rate equation for the ground state becomes
S˙ = (−L+ fγR)S
f is well defined but not well known so left as a variable which also allows for the
easy application of this solution to other systems.
This leaves a single uncoupled equation. The D populations can be derived from
this solution but the spin details aren’t necessary for this analysis. The quantity of
interest is the shelving probability, which will be the final probability to be in the
D5/2 state. Summing over spin state for either D state,
∑
m
D˙jm =
∑
m
Γ
Dj
mm′Pm′
= fjΓ
∑
m
γmm′ (Rm′m′′/Γ)Sm′′ = fjLS
Each D state evolves with the same structure but a rate given by its branching
ratio. Then at any time, the relative population among the D states, which is just
that missing from the S states, is given by these ratios. In this case this is 90% to
the D5/2. So the evolution of populations among any of the states is given simply by
the solution for the S state.
Solution
Clearly the ground state spin can not be determined with a linearly polarized probe
beam, so consider pure circular polarization selecting ∆m = +1 transitions. The
desired solutions are for the total population of the ground state as a function of time
when starting from a particular spin state. For this 2 dimensional first-order linear
system the general solution is a sum of exponentials with 2 time constants.
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For this problem one of these solutions is trivial. As previously discussed for
pumping, and ion beginning in the S+1/2 state will be excited to the P+3/2 state, at
the excitation rate R, from which it can decay to the D states, and be shelved with
90% probability, or back to the ground state with probability f ≈ .8 and so a rate
fR. The decay to the ground state can only be back to the S+1/2 level for this dipole
decay to the ion stays in this cycle until it reaches a D state. So the initial state
s+ =
(
1 0
)
decays with time constant R(1− f) and the population in the ground
state decays with the simple single exponential.
The solution for an initial state of spin down is less obvious, though straight-
forward. The excitation rate from the S−1/2 state is a factor of 3 slower, as given by
a simple ratio of Clebsch-Gordan coefficients,
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So the branching fraction to the S+1/2 state is 2/3. The initial spin information is
quickly lost as the populations soon evolve identically and both decay as if starting
from the S+1/2 state.
These processes completely describe the evolution of the system. The repopulation
rate of the S−1/2 state is 1/3 ∗ fR(1/3) = fR/9, and of the S+1/2 state is 1/3 ∗
fR(2/3) = 2fR/9. This gives all the terms in the rate equation coupling matrix.
−L+ fγR = R

 −1 + f 2f/9
0 −1/3 + f/9


The scalar overall excitation rate R factors out, and with τ = Rt, can be scaled away.
The detailed behavior for this particular problem is easily obtained with a bit
a algebra, but a more general analysis is not much harder and will be useful for
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other processes to be considered later. An eigenvalue/eigenvector solution is the
most transparent. There will be two eigenvectors, call them v+ =
(
1 a+
)T
, v− =(
a− 1
)T
, and two eigenvalues γ±. The eigenvectors evolve simply as v±(t) =
v±e−γ±τ . The two initial spin states will ideally be pure spin up and pure spin down,
but to allow an easier analysis of systematic errors involving impure polarization state,
misalignment of axis and incomplete pumping, and for later work with lifetimes and
transitions, it helps to consider the more general case an initial states.
The probabilities can be fully parameterized by a single variable, a convenient
form is p = 1/2
(
1 + s 1− s
)T
, or p = 1/2
(
1 1
)T
+ s/2
(
1 −1
)T
which is
already expanded in terms of the usual spherical multipole moments. To make things
even more efficient, these basis vectors can be derived from the 2× 2 identity matrix
and pauli matrices by operating them on a column vector of 1s, with 1 =
(
1 1
)T
,
as
(
1 1
)T
= 1 × 1,
(
1 −1
)T
= σz × 1. For diagonal matrices, such as the 1
and σz used here, this simply gives a column vector of the diagonal elements of the
matrix. The matrix dimensions will be clear from context and so the ×1 can also be
dropped. Then the state is just written as
p = (1/2) + (s/2)σz
From this it is clearer that s is just the spin polarization, 〈sz〉 = p1/2 − p−1/2 = s.
The state can be written in terms of the eigenvectors as,
p =
1
1− a+a−
1
2
(((1− a−) + s (1 + a−)) v+ + ((1− a+)− s (1 + a+)) v−)
This immediately gives the time evolution by v± → v±(t). The absolute probability is
not as important as its dependence on the initial spin polarization, so it is convenient
to just compare this result to some reference state with some different s. A natural
comparison to the unpolarized state with s = 0. The s independent pieces just cancel
to give,
∆p (t) = p− punpolarized = 1
1− a+a−
s
2
(
(1 + a−) v+e−γ+τ − (1 + a+) v−e−γ−τ
)
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The total population in the S state is just the sum of the populations in each spin
state. Summing the components of the column vectors gives,
∆P =
∑
m
∆pm =
s
2
(1 + a+) (1 + a−)
1− a+a−
(
e−γ+τ − e−γ−τ
)
and the difference is just proportional to the difference of the initial spin polarizations.
For this problem the rates are given by γ+ = 1 − f, γ− = 1/3 − f/9. For the
eigenvectors, as argued above a+ = 0 and it turns out a− = −f/ (4f − 3). This
yields,
∆PMax =
s
2
(1− f
4f − 3)α
α/(1−α) (1− α)
With f = 3.6/(1 + 3.6) = 0.78, this yields ∆PMax = 0.12s at τ = 4.3. This ideal ∆P
is reduced by the previously discussed branching ratio to the D3/2 state of about 10%,
which gives a maximum shelving probability of 90%, and the shelved state detection
efficiency, the probability that a shelved state is detected as shelved which is less
than 1 because the finite lifetime of the D5/2 state might allow the ion to decay while
checking for shelving. The detection efficiency depends primarily on the time taken
to check for shelving, which in turn is limited by the PMT fluorescence signal and
background. Observations times are generally 0.2− 1s, and the D5/2 state lifetime is
about 10s, when the cooling beams are on, giving detection efficiencies of 90 − 98%.
These reduce the theoretical maximum discriminant to at least 80% of its ideal value,
∆P ≈ 0.09s. Ideally the initial state can be polarized fully in either of two opposite
directions for s = ±1, and the comparison of shelving probabilities between these two
cases is twice the ∆P just given.
Experiment
The resulting difference in shelving probability is smaller than for the techniques
discussed later, but it should be detectable and was the first to be tried since it
is the easiest to implement. A simple two step experiment was used to study the
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techniques and determine if it would yield a usable spin discriminant. After cooling
the ion the spin state is set using the pumping methods discussed in Sec.6.1.2 to one
of the spin states. Immediately after these pumping beams are shut off, the circularly
polarized shelving lamp is applied for fixed times of about a second, the shelving lamp
is blocked and the ion’s state is determined by again applying the cooling beams with
polarization set for cooling and detection. No fluorescence indicates a shelved ion.
The result is recording and the entire sequence is repeated with a second, different,
initial spin state. Both cases are repeated until the statistical uncertainty is small
enough that a discriminant can be detected, this is typically a few hundred trials. A
detailed diagram of the measurement sequence and timing is shown in fig.6.12. The
sensitivity of this detection procedure to the ions initial spin state should appear as
a difference in shelving probability between the two cases.
The details of this particular implementation of this method require some mod-
ifications to the previous analysis. The shelving lamp was circularly polarized with
a linear polarizer and a wavelength specific quarter-wave plate. Relative angle align-
ment was coarse but good providing at least 90% circular polarization. More impor-
tantly, physical constraints required that the shelving light propagate at a 45 degree
angle relative to the quantization axis define by the pumping beams. This could be
accounted for by modifying the probe polarization in the previous analysis, but it
is easiest to temporarily just rotate the states and use the previous generalized re-
sults for an arbitrary initial state. After rotation in a plane containing the z axis a
spin up state becomes
(
cos (θ/2) e−iφ/2 sin (θ/2) eiφ/2
)
. For 45 degrees, this gives
a probability distribution of
(
cos2 (π/8) sin2 (π/8)
)
or s = 1/
√
2 = 0.71 giving
∆P = 0.066. Also limitations in the polarization control of the blue pumping beam
allowed for circular polarization of only one handedness, so the comparison was made
between this resulting pumped state and an unpolarized state generated using lin-
early polarized blue light giving rather than completely opposite polarizations and
the discriminant yields only one ∆P . Finally, since the shelving rate is not precisely
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known it is difficult to pick the optimal shelving time. An error in the rate of a factor
of two gives a further reduction in the discriminant by about a factor of two or more.
This makes the signal marginally detectable.
The actual experiment yielded a discriminant of only about 1.5%, Table 6.1. It
was reproducible and reversible but it is just at the edge of statistical limits for
these ~thousand trials of
√
p (1− p) /N ≈ 1.2% so it is far from a reliable detection.
Improvement could be made. The loss due to the D3/2 branching ratio could be
reduced by using the usual red cleanup beam to return the ion to the ground state
but this considerably complicates the analysis and most of the spin information is
lost in the many decays and excitations back into the probe cycle, and anyway this
problem is far from the biggest limit on spin detection efficiency. More important
is to improve pump polarization, align the shelving lamp with the pump beam axis,
and accurately determine the ideal shelving time. These improvements could be
made with some effort, but such work was put off in favor of pursuing method with
inherently better signals which, in addition, eliminate the sensitive dependence of the
discriminant to the probe rate.
6.2.5 Pumping Beams as a Probe
Ground State Spin Detection
The fundamental problem with ground state spin detection through an intermediate
P state is the high branching ratio for decay back to the ground state which leads
to a loss of the initial spin information. This penalty is particularly high when using
the P3/2 state since the preferred decay from the P3/2,+3/2 state is to the S1/2,+1/2
state compared to the S1/2,−1/2 by a factor of 2:1, so that evolution profile of an ion
beginning in the S−1/2 state quickly merges with that of an ion beginning in the S+1/2
state. This situation is reversed in the case of excitations to the P1/2 state. Here the
preferred decay from the P1/2,+1/2 state is to the S1/2,−1/2 state, again by a factor of
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2:1. Then an ion starting in the S1/2,−1/2 state, excited to the P1/2 state by circularly
polarized light and not decaying to the D3/2 state will most likely return to the spin
state from which it started where it can make another attempt for the D state. This
partial preservation of the initial spin information in the decay delays the dilution of
that initial spin information and allows a much larger discriminant.
In this case, the S1/2,+1/2 state ideally is completely uncoupled and the end result
is the ion in the S or D3/2 state depending on its initial spin information. To complete
the process, a conventional, spin independent, shelving step is added. Then an ion
starting in the S+1/2 state remains there during the spin sensitive probe step and is
shelved during the shelving step, while an ion beginning in the state is possibly moved
to the D3/2 state from which it won’t be shelved.
The same beams and polarizations used to pump the ion can be used for this
spin sensitive probe, making implementation rather easy, though they must be highly
attenuated or quickly switched as discussed later. The method is a bit more round-
about, requiring an extra shelving step, but the ideal discriminant is twice as large
as that for using the P3/2 state. And since the S+1/2 state is uncoupled, it turns out
that it is easier to realize this ideal making the P1/2 state a far more tractable means
of spin detection.
The detailed analysis is the same as for the P3/2 state. The time evolution is
determined by,
−L+ fγR = R

 0 2f/9
0 −2/3 + 4f/9


Again there is one trivial eigenstate, v+ =
(
1 0
)
with γ+ = 0, and it turns
out v− =
(
f/(2f − 3) 1
)
with, as is clear by inspection, γ− = 2/3 − 4f/9, so
a+ = 0, a− = f/(2f − 3). Since one of the rates is zero, the maximum discriminant is
simply at t→∞ and the actual rates aren’t important. Substituting this we have,
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∆P =
s
2
(1 + a+) (1 + a−)
1− a+a−
which reduces, for this case, to,
∆P =
s
2
(
1− f
3− 2f
)
Note that this has sensible limits for f → 0 and f → 1. For f = 2.85/ (2.85 + 1)
and the ideal s = 1 this gives ∆P = 0.25. For a comparison between oppositely
polarized initial states, ∆s = ±1, this is a difference of 2∆P = 0.5 in the shelv-
ing probability. This ideal value is also slightly reduced by shelving and detection
efficiency as before by a factor of about 0.81 to 0.4.
The difference is independent of the rates, it is no longer important to accurately
know the probe rates, provided they are applied for a long enough time. So a reduction
of this ideal rate because of an incorrectly chosen exposure time is no longer a factor.
As a practical matter, the rates are still important to consider. Since the probe beam
will not be perfectly polarized the spin up state will not be completely uncoupled. If
the probe beam is applied for too long, both spin states will be emptied. Therefore
exposure times should be chosen to be not longer than a few (Rγ−)
−1 to fully empty
the spin down state and minimize loss from the spin up state. For this work the
pumping beams are also used as probes, as proposed earlier. The pumping and cooling
rates are MHz, so at full power, microsecond switching times would be necessary.
This alone is possible with the right hardware, but it is also necessary that when the
beams are ’off’ the rates are really zero on times scales of a few minutes. This requires
attenuation ratios of about 106, current devices, like pockel cells, provide around 103
without too much works. Alternately, mechanical beam blocks can easily provide this
kind of extinction, but switching times are limited to a few ms. For this work, the
pump beams were attenuated so that their excitation rates were are around a few
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per second for use as a probe, and a beam blocks on stepper motor were switched at
times on the order of tenths of a second to provide the ideal exposure.
This method also has the advantage that the probe polarization is the same as the
pump polarization. Recall that in attempting to implement the case of the circularly
polarized shelving lamp physical constraints prevented being able to align the axis of
the shelving lamp with the pumping lasers and this contributed a loss in the resulting
spin discriminant of a factor of 2. In general, maximizing the spin discriminant
requires probing the same state that was pumped which then requires that pump and
probe light have the same polarizations. This requirement is automatically satisfied
for this method since pump and probe light are the same. This is partly complicated
by the fact that two lasers are used for pumping while one is used for probing, and
the pumped state is exactly determined by both pump lasers. As discussed in the
pumping, sec.6.1, ideally one laser is linearly polarized to equally couple all of its states
and act as a cleanup while the other is used as the pump to select a particular state
to empty. If the cleanup laser has some residual circular polarization the resulting
pumped state is somewhat altered, though the effect is small, and with a perfectly
polarized pump the shift is zero as the desired state is exactly uncoupled. As a result
the the probed state is almost exactly the pumped state and the spin discriminant is
maximized with no additional effort.
This method works just as well for spin detection in the D3/2 state and it turns
out to have an even larger discriminant. So this technique was tried first in the D
state to make study and optimization easier and work on the ground state put off.
D State Spin Detection
The same branching ratio that makes spin detection in the ground state difficult using
a P state, make it very easy to detect the ion’s spin in a D state. A ion excited with
a probe from the D3/2 state to the P1/2, would most likely decay to the ground state
rather than back to the D state by a factor of 2.85. With this spin detection is done
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in one step. This advantage is partially eroded by the structure of the decay back
to the D state, as with the the S1/2 → P3/2 probe but this is less important and the
resulting discriminant is much higher than for the S state.
For the D state there are two probe possibilities that are worth considering. Like
for the ground, ∆m = ±1 light can be used. In this case, for ∆m = +1 for example,
an ion in the D−3/2 or D−1/2 states will be excited and possibly moved to the ground
state, from which it can then be shelved, and an ion starting in the D+3/2 or D+1/2
states will remain in the D state, and not be shelved. Here there is also the possibility
of using a ∆m = 0 probe. This will result in the D±1/2 states being emptied, and the
D±3/2 states being untouched.
Again the detailed behavior is given by the same rate equations with the only
difference being the dimension of the problem. Before looking at any particular case,
consider the general structure of the problem. For this 4 dimensional system there
will be 4 eigenvalues, but since the excitation is to a spin 1/2 intermediate state, two
of these eigenvalues will be zero. This is obvious from the special polarization cases
just discussed, but it is generally true as well. The evolution of the ground state
will then be given by a constant plus two decaying terms. For long times only the
constant terms will contribute. So to get the probability of remaining in the D state,
only the coefficients of the eigenvectors with zero eigenvalue in the expansion of the
initial state are required.
The simplest case is the ∆m = 0 probe,
−L+ fγR = R


0 f/6 0 0
0 −1/3 + f/9 f/18 0
0 f/18 −1/3 + f/9 0
0 0 f/6 0


In addition to the trivial eigenvectors, written here for convenience as,
v1 =
(
1 0 0 1
)
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v2 =
(
1 0 0 −1
)
are
v3 =
(
− 3f
6−f 1 −1 3f6−f
)
v4 =
(
− f
2−f 1 1 − f2−f
)
An ion starting in the fully linearly pumped D state, ppumped =
(
1 0 0 1
)
/2 will
remain in the D state after probing. This should be compared to a completely un-
polarized state punpolarized =
(
1 1 1 1
)
/4 = (v4 + (1 + f/ (2− f)) v1) /4 since
the exact complement, p =
(
0 1 1 0
)
/2 = (v4 + f/ (2− f) v1) /2, can’t be gen-
erated directly. The v4 state will decay, leaving punpol (∞) = (1 + f/ (2− f)) v1/2,
giving the total D state population Punpol (∞) = 1/ (2− f). Relative to the pumped
state, this gives,
∆P = 1− 1
2− f
With f = 1/(2.85+1), ∆P ≈ 0.43. This would turn out to be ∆P = 1− f/(2− f) ≈
0.85 if compared to the complement to the pumped state.
For circularly polarized light with ∆m = +1,
−L+ fγR = R


0 0 −f/12 0
0 0 −f/18 −f/12
0 0 1/6− f/36 −f/6
0 0 0 1/2− f/4


The algebra begins to get a bit cumbersome, but the strategy is the same. In the
end, for the fully circularly pumped state, which is in practice, fig.6.1.6 ,
dpumped =
(
1 0 0 0
)
Ppumped (∞) = 1
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The complement state can be generated with an oppositely circularly polarized
pump beam giving
dcomplement =
(
0 0 0 1
)
/4
Pcomplement (∞) = f (2 + 3f)
(2− f) (6− f)
and a maximum possible discriminant,
Ppumped − Pcomplement = 1− f (2 + 3f)
(2− f) (6− f) ≈ 0.92
This discriminant is larger than for the linearly polarized probe completely because
oppositely polarized states can be compared. Just for reference, an unpolarized state
in the basis would yield
Ppumped − Punpolarized = ∆P = 1− 1
2− f ≈ 0.43
Again, both are slightly reduced by the shelving efficiency and shelved state detection
efficiency.
As with the ground state, a solution for a general initial state would be convenient
for studying transitions and systematic errors. The D3/2 is not quite as straight
forward as three variables are required to parameterize the populations. An expansion
in the spherical tensor basis is still most convenient,for this dimension 4 problem the
basis vectors are
1 =
(
1 1 1 1
)T
σz =
(
3 1 −1 −3
)T
τzz ≡
(
1 −1 −1 1
)T
υzzz ≡
(
1 −3 3 −1
)T
The normalizations are not conventional but they aren’t important and these are the
tidiest with a minimum of fractions and roots in the end. Then the state is written
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as,
p =
1
4
+ sσz + tτzz + uυzzz
To get the final occupation probability for this state, again write the basis vectors in
terms of the eigenvector, take the long time limit so any eigenvectors with nonzero
eigenvalue will give zero at long times, and sum over spin states. Note that this last
step also eliminates contributions from eigenvalues whose components sum to zero,
such as v2 from case of linear polarization as its components were chosen to sum to
zero, and in the end only the component of v1 contributes to the final probability.
For the case of linear polarization,
1 = v4 +
(
1 +
f
2− f
)
(v1 + v2)
For long times, v4 gives zero, and summing over spin states, v1 gives 2 and v2 gives
0, so
1 → 2 (1 + f/ (2− f))
τzz → 2
(
1− f
2− f
)
= 4
(
1− 1
2− f
)
Similarly σz → 0, and υzzz → 0. Comparing to the unpolarized s = t = u = 0 case,
this yields,
∆P = 4t
(
1− 1
2− f
)
Giving the tidy result that the final probability depends only on the amplitude of
this quadrupole moment. This is consistent with the previously considered case p =(
1 0 0 1
)
/2 = (1 + τz) /4, or t = 1/4, so ∆P = 1− 1/ (2− f).
As before the result for circular polarization requires less tidy algebra. The result
becomes,
∆P =
4 (1− f)
(2− f) (6− f) (12s− 2tf − u (6− 5f))
For pumped state, which is in practice, ppumped =
(
1 0 0 0
)
/4, s = 3/20,
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t = 1/4, u = 1/20,
∆P =
4 (1− f)
(2− f) (6− f)(12
3
20
− 2f 1
4
− 1
20
(6− 5f))
=
1− f
2− f = 1−
1
2− f
as before. For the complement to the pumped state pcomp =
(
0 0 0 1
)
/4,
s = −3/20, t = 1/4, u = −1/20, yielding,
∆P =
4 (1− f)
(2− f) (6− f)
(
12
3
10
− 1
10
(6− 5f)
)
=
4 (1− f)
(2− f) (6− f)
1
2
(6 + f)
= 2
(1− f) (6 + f)
(2− f) (6− f)
Experiment
This method was tested in the same way as for chiral shelving for both polarization
schemes. A typical measurement sequence is shown in fig.6.13, for a circularly pumped
initial state and circular probe. For other measurements, the spin pump and probe
polarizations are altered, as well as the cleanup beam polarization if appropriate. A
probe beam was supplied simply by mechanically blocking the brightest part of the
red cleanup beam and letting the weaker diffuse light pass through to the ion. First
a preparatory step is required to the the probe rate properly. The ion is set to the
D state with the blue cooling beam, the blue beam is blocked and the attenuated
red beam with polarization set to couple to all the D states is applied for a fixed
time, at first a few seconds, lately a few tenths of seconds. The red beam is blocked
and a shelving attempt is made. The red attenuator is adjusted so that the shelving
probability shelving probability after the probe approaches the maximum shelving
probability. This guarantees that the rate and interaction time is long enough to
empty a D spin state to the ground state, but not so long that all are emptied because
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of residual couplings to those state from an imperfectly polarized probe beam or beam
axis or magnetic field alignment.
When the probe rate is properly set the spin detection test can be made. For either
spin probe scheme the ion was prepared by pumping with one of two polarizations. For
the linearly polarized spin probe, there is a spin polarizing pump polarization, linear,
parallel to an applied magnetic field and and reference pump polarization which was
chosen to be circular, which would yield an unpolarized D state for the same magnetic
field. For the circularly polarized spin probe, the polarizing and reference pump
polarization were simply left and right circular polarization, in this case the reference
polarization also polarizes the spin state. Immediately after the state is prepared it
is probed with the red beam alone set to the spin polarizing pump polarization. A
shelving attempt is then made, and the shelving probability as a function of pump
polarization is determined. The shelving polarization should be lower when trying to
shelve and probe the pumped states.
A typical result is shown in fig.6.14for a linearly polarized probe. The shelving
probability is plotted as a function of trial number for two cases. The pumped line
gives the shelving probability after probing a spin polarized state. The shelving
probability is low for this case because the ion tends to stay in the pumped states,
the
D±3/2 states, so during the probe, which couples only the D±1/2 states to the P
state, it remains in the D state and will not be shelved. The unpumped line shows a
higher shelving probability since the ion more often begins in the D±1/2 states from
which the probe beam can move it to the ground state and then be shelved. There is
a difference in shelving probability of about 0.16. This dependence on the initial spin
state is apparent even after only a few trials and the initial state can be determined
reliably after about a hundred trials.
An example of results from a circularly polarized spin probe is shown in fig. 6.15.
In this case the ion is pumped to the D+m states the D−m states and the probe only
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Figure 6.14: Shelving probabilitity as a function of trial number for linear 5D3/2 spin
probe for fully linearly pumped and unpolarized initial states.
empties one of these sets of states. When the probe and pump are the same polariza-
tion, the probe is probing an emptied state and the shelving probability is low. For
opposite polarizations the ion starts in the probed states and the shelving probability
is high. Here the difference is about 0.22, larger than for the linear polarized probe,
as expected, and again, easily and quickly detected.
For both cases the discriminant is only about 1/4 of its ideal value. As for the
ground state, this is most likely due to imperfectly polarized beams and misaligned
fields. This reduces the difference in the initial spin states of the ion, reducing the
maximum possible discriminant, and also makes the discriminant probe rate sensi-
tive, which then requires a more careful determination of the optimal probe time.
No optimizations were made, other than an occasional adjustment of the probe rate
using the attenuator, as the signal resolution was completely sufficient for the studies
discussed presently, but when maximizing S/N becomes important later substantial
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Figure 6.15: Shelving probabilitity as a function of trial number for circularly polar-
ized 5D3/2 spin probe for fully left and right circularly pumped initial states.
improvement should easily be available here. However, as a practical consequence
of this neglect, the particular values for the shelving probability can’t easily be pre-
dicted, as they are dependent on the details of the implementation, so they must be
remeasured when needed in any particular experiment. But this is easily done as just
described and no great burden.
The reduced discriminant could also be due to a shortened spin lifetime, which
would erode the difference in spin states while probing, and as a result also reduce
the discriminant. This possibility is important to consider as it affect the sensitivity
of a parity measurement as well. Such limits can now be studied in detail with these
spin setting and detection techniques.
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6.3 Spin Lifetimes
These probe methods provide a spin dependent shelving probability, and with it, its
inverse, a means of determining the initial spin state from the shelving probability.
With only this tool, spin lifetimes can be studied. The parity experiment requires
measuring a shift of about a half Hertz. Generally, this requires measurement trials of
a few seconds or tens of seconds, either to watch it precess or to drive the transition
slowly so that it has a sufficiently narrow linewidth. This is a relatively long time
for atoms, where many processes happen at megahertz rates, and it is reasonable to
worry that there are processes that could completely scramble the spin well within
that time scale such as off axis fluctuating magnetic fields, or stray DC electric fields,
or even the trapping fields themselves. The details of the ion’s environment are not
completely known at the levels which this experiment’s sensitivity now requires. The
spin needs to stay put on its own long enough that when it is observed to change it
is only because of an applied interaction.
For the parity experiment there is already a process known to shorten the spin
lifetime. The parity laser will couple the ground state to the D3/2 state. This D state
has a finite lifetime of around 50s. A given ground state spin sublevel can make a
transition to the other spin state through an excitation and decay through the D3/2
state. In terms of the new energy eigenstates this appears as a finite spin lifetime,
in this case, for a transition driven to full saturation the resulting spin lifetime will
be twice the D state lifetime. At that level this is not a problem, though it is also
the case that the D state lifetime, and do the resulting spin lifetime, is shortened by
off-resonant couplings of the D state to other P and F states driven by the intense
electric field of the parity laser. In any case this is all well known, and the concern
at present is to processes driven by unknown environmental perturbations.
A spin lifetime longer than a few tenths of milliseconds is already implied by
existence of pumping signal in the fluorescence. The reduced rate that appears during
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pumping is probably determined by pump beam polarization or alignment errors, but
it could, in principle, be limited by a short spin life time for the pumped state. If the
spin lifetimes were very short, microseconds, the ion wouldn’t stay in the uncoupled
spin states long enough to significantly reduce its time in the P state and so reduce
the blue fluorescence produced by decay to the ground state. Instead here the count
rate drops by a factor of about 100, from megahertz to tens of kilohertz, implying
that the the ion spends at least a few tenths of microseconds in the pumped state.
The appearance of a spin discriminant provides an indication of an even longer
spin lifetime. The polarized probe beam is applied for times of up to a second. If spin
lifetimes were much shorter than this the spin would be unpolarized before probing
was complete and any any dependence on the initial spin state would disappear since
the initial spin state disappears before probing is complete. The spin discriminant is
already less than expected, this could be the result of an already partially decayed
spin state. And even if not, this alone is not enough to probe lifetimes of many tens
of seconds which is the real goal.
These longer times are easily studied with a simple modification of the experiment
used to generate the spin discriminant. After the pump step, instead of immediately
applying the probe beam, wait a fixed time with no light on the ion, then apply the
probe beam and attempt to shelve as usual. For a finite spin lifetime, any initial spin
state will decay to a unpolarized state and eventually the shelving probability will
become independent of the initial spin polarization.
6.3.1 Ground State Spin Lifetime
Consider for now just incoherent perturbations that can be understood as a relaxation,
rather than coherent effects that generate energy shifts. The former reduce signal to
noise and sensitivity while the latter are included when analyzing systematic errors.
Relaxations in the ground state are the easiest to account for as they have the simplest
structure. The fully general case is a dipole coupling between the two spin states. The
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result is simple an exponential decay of the polarization, but to prepare for the more
complicated j = 3/2 case consider a more formal development. The time evolution is
given again by a first order rate equation as S˙ = MS with off diagonal elements given
by Clebsch-Gordan coefficients and the diagonal elements set to conserve probability
by setting them to make rows and columns sum to zero, or
∑
mMmn =
∑
nMmn = 0,
as this gives
∑
m S˙m =
∑
mm′Mmm′Sm′ = 0. For this spin 1/2 problem, M is simply,
M =
Γ
2

 −1 1
1 −1


with Γ some rate.
Again eigenvectors are the most direct path to the solution, here they are
(
1 1
)
,(
1 −1
)
, or simply 1 and σz, if as before, these are understood as vectors derived
from the usual matrices operating on a column vector of all ones giving just the
diagonal of the original vector. The eigenvalues are 0 and Γ. The 1 vector with 0
eigenvalue will always appear in the general case. It must to conserve probability,
and it is clear mechanically. If all the rows sum to zero than any row operating on a
column vector of 1s will give zero. As a result, the elements of all the other eigenvalues
must sum to zero since the 1 accounts for all the of occupation probability.
The state, as written before, already appears in this basis as PS = (1/2)+(s/2)σz.
The σz component decays and the full time evolution is simply
PS =
1
2
+
s0
2
e−Γtσz
The spin discriminant then also decays with the same time constant,
∆P =
s0
2
e−Γt
(
1− f
3− 2f
)
Experimental studies of spin lifetime in the ground state were limited because of
the low discriminant achieved with the chiral shelving spin probe method. Data was
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Table 6.1: Shelving probability as a function of pumping polarization and wait time
for circularly polarized ground state pump and probe.
0.5s 5s
Pσ 0.189 0.186
Pπ 0.174 0.176
taken for two wait times, 0.5s and 5s. The results are shown in table.6.1. Each case is
derived from about 1000 trials giving a statistical uncertainty of 0.012. The shelving
probabilities for a linear or circularly polarized pump beam differ by about 1σ. The
shelving probabilities as a function of initial spin state are basically independent of
time implying spin lifetimes of at least 5 seconds and most likely 10 or more.
6.3.2 D State Spin Lifetime
A more extensive study of spin lifetimes was done in the D3/2 state because the much
larger spin discriminant obtained made work easier. This four state system is con-
siderably more complicated, making analysis a bit more involved, but giving a richer
structure that can provide more information about the ion’s environment. As with
the ground state, a perpendicular fluctuating magnetic field could be considered with
the same dipole couplings. Another source of decoherance could be fluctuating static
electric fields, or even the applied high frequency trapping fields. The effects in the
ground state would be indistinguishable from a magnetic field as dipole couplings are
the only interactions that can fit into a spin 1/2 system. In this D3/2 state quadrupole
interactions are allowed, either from direct couplings within the manifold from elec-
tric field gradients, or from dipole couplings to nearby P states. It is worthwhile to
consider both as the resulting effects on the ion’s spin state are different and could,
in principle, be distinguished with a careful study of the spin lifetime and used to
identify the perturbation.
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Again the most straightforward solution is to write the eigenvalues of the coupling
in terms of the spherical tensor basis vectors. The spin discriminant is already written
in terms of these parameters so getting the time dependence of these variables provides
a direct solution for the behavior of the experimental observable.
The dipole interaction turns out to be particularly simple. For this case, again
from Clebsch-Gordan coefficients and probability conservation,
M = −R
2


−3 3 0 0
3 −7 4 0
0 4 −7 3
0 0 3 −3


The eigenvalues happen to be exactly the basis vectors chosen to parameterize the
states with eigenvalues for 1, σ, τ, υ of 0, R, 3R, 6R respectively. The times dependence
of the state is then just given by exponentially decaying variables with the appropriate
time constants, each moment decays independently with a different rate,
p =
1
4
+ s0e
−τσ + t0e−3τ τ + u0e−6τυ
Either spin discriminant is similarly given by the same substitutions.
The quadrupole case requires a bit more generality as the ∆m = ±1 transitions
will be driven at a different rate the the ∆m = ±2 transitions. Parameterize these as
R1 and R2. This gives,
M = −1
2


−R1 − R2 R1 R2 0
R1 −R1 − R2 0 R2
R2 0 −R1 −R2 R1
0 R2 R1 −R1 − R2


Here 1 and τ are eigenvectors, with eigenvalues 0 and R1+R2. The other eigenvectors
are now
v1 =
(
1 −1 1 −1
)
= (σ + 2υ) /5
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v2 =
(
1 1 −1 −1
)
= (2σ − υ) /5
with eigenvalues R1 and R2 respectively. Then σ = v1 + 2v2 and υ = 2v1 − v2. This
gives,
s =
s0 + 2u0
5
e−R1t +
4s0 − 2u0
5
e−R2t
t = t0e
−(R1+R2)t
u =
2s0 + 4u0
5
e−R1t +
−2s0 + u0
5
e−R2t
To simplify slightly, the initial states that have been considered all have u0 = 0,
giving,
s =
s0
5
(
e−R1t + 4e−R2t
)
t = t0e
−(R1+R2)t
u =
2s0
5
(
e−R1t − e−R2t
)
In both the dipole and quadrupole cases the τ component decays with a single
exponential, unfortunately preventing easy identification using a linearly polarized
probe which depends only on this component. A circular probe must be used, and
perhaps with sufficient resolution the difference in the detailed behavior of the decay
could be identified.
The experiment done follows a sequence similar to that for all the other spin
measurements. In this case a circularly polarized pump and probe was used. The ion
pumped to one of two initial spin state, here spin up and spin down. Then followed
a wait time ranging from 0.1 to 100 seconds with no applied interactions. Finally the
ion was probed with one particular polarization for both pump cases and a shelving
attempt was made. The final shelving probabilities as a function of wait time for
about 500 trials is shown in fig.6.16.
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Figure 6.16: D3/2 spin lifetime. Shelving probability as a function of wait time for
linear probe of D3/2 state with initally linearly pumped and unpolarized states.
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The shelving probability increases as a function of time for both initial spin states,
this simply reflects the finite, 50 second, decay lifetime of the D3/2 state back to the
ground state. A decay of the spin state would appear as a merging of the lines so
that the shelving probability becomes independent of initial spin state. This may be
happening at times longer than about 60 seconds, but the loss of resolutions from
the decaying D state prevents any accurate determination of a spin lifetime, other
than that it is longer than about 50 seconds, reinforcing the bit of evidence from the
ground state of long spin lifetimes.
This is ideal for future PNC experiments as it shows the S/N will not be limited
by spin decoherance, but difficult for studying spin decoherance. Because the spin
lifetime is so long compared to the D state lifetime, that is not very much shorter, the
decay profile is completely dominated by the D state decay and the contribution from
any spin relaxation is difficult to isolate. This makes identifying a decay mechanism
impossible as, effectively, no spin decay could be detected.
The primary purpose of this measurement was to determine if the spin lifetime
is long enough to make a parity measurement possible with a reasonable S/N. Hav-
ing confirmed this, further work on identifying spin decay mechanisms was put off.
Future work might include simply better statistics, applied broadband interactions
to deliberately scramble the spin, and working again in the ground state, when an
improved discriminant is available, where the infinite manifold lifetime won’t mask
the effects of a spin relaxation.
6.4 Spin Flip Transitions
Instead of simple relaxation from incoherent perturbations, coherent transitions due
to applied interactions can be detected, and this finally provides a means of measuring
the parity light shift. The simplest thing to consider is a harmonic dipole magnetic
field to drive the ∆m = ±1 transitions. When the frequency of the applied field
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coincides with the energy between spin states the ion will leave the pumped spin
state for one that can be shelved after the spin sensitive probe giving an increase
in the shelving probability. Measuring the change in the position of this resonance
frequency when other interactions are applied, such as the parity lasers, gives a precise
measurement of the resulting energy shift.
As usual, the ground state is most directly relevant, and easiest to analyze, but
initial work was done in the D3/2 state because of it higher S/N and richer structure,
in this case it also have a narrower spin transition line width making it easier to
identify and track down sources of noise.
6.4.1 Ground State Spin Transitions
After making the Rotating-Wave approximation the dynamics of the system can be
described by
H = RJx + δωJz = R (Jx + γJz)
One subtler aspect of the problem for this application is that after spin pumping the
populations of the spin states are well defined but their relative phases are unknown.
This can be dealt with formally using a density matrix, but it is easier to see what is
going on by explicitly averaging over the initial phases. Also, for the data presented
here, the period of oscillation is much shorter than the time that the interaction is
applied, and the interaction can’t be controlled precisely enough to stop the transitions
at a well defined and consistent phase, the practical result is observation of the time
average populations of the states.
The problem can be solved easily with a bit of algebra from either the two di-
mensional coupled differential equations, or the operator equations of motion. After
suitable averaging,
〈ψ〉t,φ =

 1+s02 +
(
1
2
− 1+s0
2
)
1
1+γ2
1−s0
2
+
(
1
2
− 1−s0
2
)
1
1+γ2


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Figure 6.17: S1/2 Spin Transitions populations and dipole moment.
The time average populations are equal on resonance, with a Lorentzian frequency
dependence. More simply in terms of the s = 〈sz〉 variable used before,
〈s〉t,φ = s0
(
1− 1
1 + γ2
)
The time average of the spin becomes zero with a Lorentzian lineshape, fig.6.17.
This spin 1/2 problem also has a quick geometric solution. In this basis, the
interaction is like a static magnetic field which the spin simply precesses around.
The time average of the spin will then just be in the direction of the magnetic field,
the initial phase is just the angle of the perpendicular component of the spin about
the zˆ axis and the direction of the time average is independent of this initial spin
direction. The component of the time average of the spin in the Bˆ direction fixed
so that 〈~s〉t · Bˆ = ~s0 · Bˆ, as is the time average of the zˆ component of the spin in
particular, 〈sz〉t = ~s0 · Bˆz. Then the z component of the unit vector in the direction
of the magnetic field is Bˆz = ±γ2/(1 + γ2)zˆ and 〈sz〉t = ~s0 · Bˆz = s0
(
zˆ · Bˆz
)
=
s0 (1− 1/ (1 + γ2)) as before.
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6.4.2 D3/2 Spin Transitions
The spin 3/2 system is considerably more complicated. An easy geometric solution
does exist but it is less transparent without a lot of development. The spin expectation
value behaves in the same way, but here there are other degrees of freedom that don’t
evolve in an obviously trivial way, in the initial states considered so far there is also
a quadrupole component. For now, the quickest way to a solution is to just treat the
general problem formally and calculate the profiles numerically.
Resonance Profiles for Dipole Splittings
With the same static Hamiltonian, the time evolution of the states is given by, ψ (t) =
exp (−iHt)ψ0. The population can be written using spin projection operators Pm
which just give Pm |j,m′〉 = |j,m′〉 δm,m′ . With these,
pm = Pmψ
†ψ
= Pmψ
†
0e
iHtPme
−iHtψ0
= PmTr
(
eiHtPme
−iHtψ0ψ
†
0
)
The phase average is easy to do in this form, ψ0ψ
†
0 is really just the density matrix,
it is real on the diagonal and contains phase information in the off-diagonal elements,
averaging over phases leaves only the diagonal elements,
〈
ψ0ψ
†
0
〉
φ
= diag (p0). The
RHS is just a diagonal matrix, the elements are the initial populations.
The time average can be done in the same way after a rotation in the x−z plane by
θ = π/2− tan−1γ with R = Rxz (θ). This makes the Hamiltonian diagonal, H ∝ Jz,
the magnitude won’t matter here, call it α. Then
〈
eiHtPme
−iHt〉
t
=
〈
RT
(
ReiHtRT
)
RPmR
T
(
Re−iHtRT
)
R
〉
t
=
〈
RT eiαJztRPmR
T e−iαJztR
〉
t
The matrix between the time evolution operators will get a time dependent phase on
off diagonal elements, so again time averaging will leave only the diagonal elements.
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Figure 6.18: Time average populations and moments for dipole spin flip transition in
circularly pumped 5D3/2 sta
This finally yields,
〈pm〉t,φ = PmTr
(
RTdiag (RPmR)Rdiag (p0)
)
The results for the populations, and their moments for the two initially pumped
states usually considered are shown in figs.6.18 and 6.19. The moments are the
coefficients of the normalized spherical basis vectors used previously. The dipole
component behaves simply as it did in the j = 1/2 problem as expected from the
geometric solution, but the profile of the quadrupole component contains some in-
teresting new structure. The octapole moment conveniently doesn’t contribute, as
would be apparent from a geometrical analysis, no octapole moment exists in the
initial configuration and none is generated so its evolution is trivial.
Resonance Structure with Quadrupole Shifts
A less formal solution to this problem is possible but not generally useful. This
analysis was valid only for dipole splittings of the D state magnetic sublevels, the
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Figure 6.19: Time average populations and moments for dipole spin flip transition in
linearly pumped 5D3/2 state.
energy separation between each set of adjacent state is equal. The most interesting
case will include quadrupole shifts which change the m = ±1/2 states independently
of the m = ±3/2 states resulting in three different splittings. The shift will be
proportional to τz =
(
1 −1 −1 1
)T
so ∆E+3/2,+1/2 will be shift by same amount
as ∆E−3/2,−1/2. This generality can be treated exactly with the previous method but
that provides no easy insight.
The quadrupole shifts of interest will, in all cases, be much larger than the ex-
pected linewidth. In this limit the problem can be treated simply as a collection
of independent two state problems whose full solution has already been given. This
gives, apparently, resonance profiles centered at three different resonance frequencies,
but some care must be taken to consider the amplitudes of these profiles. Con-
sider the case of a linearly polarized pump and probe the the D state. The ion
begins in the m = ±3/2 states, if the applied RF frequency matches either of the
m = ±3/2→ ±1/2 transitions the ion can move to the m = ±1/2 states where it can
be emptied by the probe beam and shelved. The pumped state has equal population
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in the m = ±3/2 states, so if these frequencies are different only one of the m = ±3/2
state will be emptied rather than both, so the probe will empty the D state only half
as often as before and the ion will be shelved only half as often. As the same time,
if the RF frequency matches the resonance between the m = ±1/2 states, which is
unaltered by the quadrupole shift, the populations will not be altered, as the initial
populations of these states was zero, and there will be no observable effect on the
shelving probability. The net result is a single peak, splitting into two peaks half as
high, shifted by equal amounts in opposition directions from the original resonance
frequency. The m = ±1/2 transition at the original dipole frequency is not visible.
The shape and width of these split peaks depends on the dominant broadening
mechanism. For magnetic field noise the lineshape and linewidth should be the same
as before as the energies between the states are fluctuating slightly. For power broad-
ening only the width depends on the relative rates, the m = ±3/2→ ±1/2 transition
is 3/4 as fast as them = ±1/2 transition. The width of the dipole splitting only profile
is some combination of these widths, and recall has a more complicated lineshape, the
split peaks would be simple lorentzians. For the moment, the most important effect
in practice is the stability of the interaction creating the quadrupole splitting. As its
strength changes, the shift changes and, like the magnetic field noise, this smears out
the peaks. Generally, the split quadrupole peaks can have a completely different shape
and width than the single dipole peak which depends on the broadening mechanism
so only the shifts will be considered here along with a coarse qualitative discussion
of the relative amplitudes. Figure 6.20 shows the general behavior, the profiles are
computed assuming transitions between spin states having the same width and line-
shape, the resulting structure is due entirely to the effects of the probe beam. Recall
that the notch in the dipole peak it due to the structure of the D3/2 spin transition.
The situation for a circularly polarized pump and probe is similar. The an ideal
probe empties, for example, the m = +3/2 and m = +1/2 states. Though recall
that this requires precise alignment of the pumping beams and in practical cases a
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Figure 6.20: Quadrupole splitting in D3/2 state with linear probe.
residual ∆m = 0 excitation rate empties them = −1/2 state as well. Then transitions
between any of these spin states will not alter the populations and as a result have
no effect on the final shelving probability. In addition, with the same polarizations,
only the m = +3/2 and m = +1/2 states are significantly probed and as a result even
transitions from the m = −3/2 state to the m = −1/2 state will not be seen since
they just alter the populations of states that are not probed. With no quadrupole
splitting, transitions are eventually possible to the probed states, and in fact, since
the initial state is fully spin up, after a half period, the state will be fully spin down,
so the resonance is visible with full amplitude. With a quadrupole splitting making
all three energy separations different, the only transitions will be between pairs of
unpopulated states, or pairs of unprobed states and so no resonances are visible.
This difficulty was not immediately appreciated when the first spin resonance
experiments were being done in the D3/2 state using circularly polarized pump and
probe beams. Those experiments never detected a spin resonance and this altered
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initial pumped state, and naive measurement sequence are the likely problems.
One simple modification can recover some of this. For the transition to alter
the shelving probability the initial populations of the states being considered must
be different and the probe beam must couple to them. The probe beam doesn’t
necessarily have to couple to these states with different strengths as the structure of
decay from the P state back to theD state also makes the two states inequivilant. The
populations of the m = −3/2,−1/2 states are already unequal, so simply switching to
a probe beam with the opposite chirality as the pump beam couples these states and
allows them so be emptied differentially, and the m = −3/2 → −1/2 resonance now
becomes visible, though with a reduced amplitude since both states are coupled. The
other transitions are still not detected. The profiles for this case are shown in fig.6.21.
The quadrupole peak is relatively small, though not much smaller than the quadrupole
peaks for the linearly probed D state so detection should not be particularly harder,
and, as argued, the dipole peak is not visible with the quadrupole shift.
It is not strictly necessary to be able to measure the dipole splitting with a
quadrupole shift. Ideally, the dipole splitting should be unchanged from the value it
had without the quadrupole shift. But, systematic errors that pollute the quadrupole
shift can change the dipole splitting as well and it is useful to be able to measure
both to detect these kinds of possibilities. It is possible to restore sensitivity to the
m = −1/2→ 1/2 transition by using a different initial state by using, for example, a
less the perfectly circularly polarized red pump beam. This then results in a partially
populated m = −1/2 state so that transitions to the m = +1/2 state now do result in
a change of the D state sublevel populations and a change in the shelving probability
after probing. This gives a dipole peak again, but since it also reduces the difference
in population between the m = −3/2 and m = −1/2 states, the quadrupole peak is
made further smaller and the height of the quadrupole peak is further reduced. For
example, σR = 0.5, gives the initial state, D =
(
0.22 0.41 0.22 0.15
)
and the
transition profile shown in fig.6.23. Note that the directions of the peak are different
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Figure 6.21: Spin flip transition profile for quadrupole splitting in D3/2 state with
circular pump and probe.
due to the initial difference in the initial population.
The peaks are now very small and if detectable another slight alteration could
make the second quadrupole peak visible as well. By partially circularly polarizing
the probe beam, sensitivity to population in the m = +1/2 and m = +3/2 states
is partly restored and the final shelving probability becomes dependent on the m =
+1/2 → +3/2 transitions as well. Fig.6.23 show the peak heights as a function of
probe polarization for all three peaks for an initial state pumped with σR = −0.5.
The peak heights are collectively maximized around σR = 0.5, though still in all cases
very small.
Generally all cases of polarizations altered from their ideal values increase sensi-
tivity to one transition at the cost of sensitivity to another. A better method may be
to use an alternating series of pump/probe polarizations, or magnetic field directions.
As usual, ideally the magnetic field should be left unchanged to avoid stability and
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Figure 6.22: Spin Flip transition profile for quadrupole splitting in D3/2 with partially
circularly polarized pump, σR = 0.5 , and circularly polarized probe.
settling problems. In addition, it will be convenient to be able to measure shifts in
the S and D states simultaneously. Though both quadrupole peaks are visible for
a single pump/probe polarization with a linear probe, this geometry would give no
sensitivity to ground state spin flip transitions. Then the ground state requires a
circularly polarized probe, so to avoid having to alternate magnetic fields, a practical
solution for using a circular probe in the D state is most desirable.
For this case it is clear that for the second quadrupole peak only changing po-
larizations are necessary. If σR,,pump = −σR,,probe − 1 gives the m = −3/2 → −1/2
resonance, then σR,,pump = −σR,,probe = 1 will give the m = 3/2 → 1/2 resonance.
This reduces sensitivity since the data collection rate is now reduced by half, but so
far all schemes to make a single polarization sensitive to all transitions reduce peak
heights by more than half, giving an even lower sensitivity overall.
This allows a means of detecting both quadrupole peaks with reasonable sen-
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Figure 6.23: Split flip resonance peak heights in quadrupole split D3/2 state as a
function of probe circular polarization for partially circularly polarized pump beam.
sitivity, but in the cases considered so far, the sensitivity to the dipole peak is
still very small. A bit more work yields are reasonable solution. Since the pump
and probe polarizations are independent, it is reasonable that the sensitivity to this
m = −1/2 → 1/2 transition will be the largest when the initial different in popula-
tions between the two state is largest, and then the difference in probe rates is also the
largest. Using the solution developed earlier for the final pumped state for arbitrary
pumping polarizations including the effects of the cleanup pulse, sec.6.1.6, a quick
calculation, fig.6.24, shows a maximum population difference for σD ≈ ±0.9. With
this initial state the peak heights as a function of probe polarization are shown in
fig.6.25 The peak height is maximized for a purely circularly polarized probe and the
resulting transition profile gives a relatively small but sufficiently large dipole peak,
again comparable to the quadrupole peak heights with a linear probe, as well a a bit
of one quadrupole peak, 6.25.
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Figure 6.24: Difference in populations of D1/2 and D−1/2 states as a function of
circular polarization of red pump laser.
6.4.3 Experiment Implementation
The measurement sequence follows the same general structure as the other spin mea-
surements. For spin transitions a perpendicular RF magnetic field is applied during
the period between spin pumping and probing. The field is provided by a ~5mm loop
inside the chamber ~2cm directly below the ion. The plane of the loop contains the
ion so that the resulting magnetic field is horizontal. The current is provided directly
from a function generator with a 2W output into a 50Ω load providing a few hundred
milliamp. This should give a field of a few milligauss. For this j = 3/2 system the
g-factor is µ = µB (2j + s/ (2l + 1)) = (4/5)µB ≈ 1.1MHz/G. So this field should
give transition rates of around a kHz.
The external static applied field ranges from 2-5kHz, giving resonance frequencies
around a few mHz. There are a few practical constraints to the size of this applied
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Figure 6.25: Size of quadrupole split resonance peakes as a function of probe polati-
zation for initian state given to maximumize D3/2,+1/2 −D+3/2,−1,2.
field which could affect the implementation of a future parity experiment. First, the
secular motion of the ion turns out to also be around a few mHz. It was found that
large fields applied near this frequency results loss of the ion from the trap. Pre-
sumably this is due to the small electric field generated by the oscillating magnetic
field coupling to the large charge of the ion, amplifying the ion secular motion until
it escapes the trap. With large enough fields the ion is lost immediately, even while
cooling beams are simultaneously applied. With small applied fields at these frequen-
cies the ion will stay in the trap while being cooled but can be lost during the spin
interaction period of the measurement cycle when the only applied interaction is the
RF field. Above about 2-3MHz, or below 1Mhz the ion trap lifetime was not so
dramatically shortened.
Work was done above this secular motion resonance region. Ideally, lower fields
and resonance frequencies would be better so that the much smaller shifts due to
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Figure 6.26: Spin flip transition profile when pump and probe polarizations are opti-
mized for the dipole m = −1/2→ 1/2 transition.
parity violation can be more easily detected. For applied fields of a few Gauss, the
linewidth would probably be dominated by magnetic field noise, a desired linewidth
of 0.1Hz to measure a 1Hz parity shift would require an applied magnetic field stable
to better than a part in 107, which is probably intractably difficult. But using lower
magnetic fields introduces another practical complication. As discussed in sec:6.1.6
the structure the the D3/2 to P1/2 clean-up transition requires that there are always
two D states, generally linear combinations of the Jz eigenstates, that are uncoupled
by the clean-up beam. This polarization pumping is exploited for spin pumping in the
D state, but it complicates cooling and detection because the ion gets stuck in the D
state. This is generally not notices because, without explicit attention, there is always
some ambient magnetic field also coupling these spin states which sufficient strength
and appropriate direction that the ion quickly leaves these pumped spin states. The
magnetic field acts to clean out these spin states just as the red beam is used to clean
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out the D state. When the applied magnetic field is deliberately made small, less than
about a Gauss, corresponding toMhz transition rates, the cleaning rate slows enough
that fluorescence is reduced making ion detection difficult. At 1kHz transition rates
the fluorescence would drop from a few 1000cps to just a few cps.
This could be avoided by using a varying magnetic field, low fields for spin inter-
actions and large fields for detection. This would generally be very slow and difficult
to do precisely. If initial spin level splittings are around1kHz, the magnetic field must
be stable to better than at least a part in 104, which is difficult but reasonable for a
static field, but may be too difficult for a continually changing field if things things
like paramagnetism and thermal time constants begin to cause trouble. A better
solution is to modulate the polarization of the clean-up beam. Since the uncoupled
states are polarization dependent, a changing polarization could, in a sense, clean out
a state that was pumped a short time before. This is easily done at the Mhz rates
required with a pockel cell, but again the complication was avoided for these initial
studies.
6.4.4 Data
The applied magnetic field was known to about 10%, 0.2 − 0.3G, so the resonance
frequency could be initially estimated to only within a few hundred kHz. To find
the resonance the applied RF frequency was swept over this range in two bins with
a linear triangular sweep profile at a rate of 1 − 10Hz. The measurement consisted
of four cases. Two are the usual spin discriminant points to provide calibration and
reference, these were a spin polarizing and an unpolarizing pump followed by a 5
second wait with no interactions before a spin probe sequence. In this case the red
pump polarization was linear, parallel to the applied magnetic field. The other two
cases were with the RF magnetic field applied during the 5 second period after a
spin polarizing pump preparation, the sweep widths were the same in both cases but
the center frequencies were different so that the entire range overlapped the expected
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Figure 6.27: Spin discriminant and Spin Flip Signal.
position of the resonance.
If the frequencies are correct this should result in one range being out of resonance
where the spin will be unaffected and the shelving probability will be identical to the
pumped case with no interaction and the other sweep range will include the resonance
and result in the end in an unpolarized ion so that the shelving probability will merge
with that for the initially unpolarized case. The data in fig.6.27 show the initial
appearance of the resonance. The shelving probability as a function of trial number
is shown for each case and it is clear that the difference between on and off resonance
is as well defined as the difference between polarized and unpolarized spins.
This provided the position of the resonance to about 100kHz. The sweep ranges
were halved and the center frequencies moved so that the search range was then
contained in this previously successful region and the entire procedure repeated. After
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just a few iterations, the resonance was known to a few kHz. At this point the sweep
range was reduced to just a kHz, or in some cases to zero, and more center frequencies
were added to map out a resonance for this spin transition and provide information
about linewidth, noise sources and stability and some ideals about the coherence of
the transition.
The very large sweep widths were almost certainly wider than the linewidth of the
transition so the applied interaction is effectively broadband and incoherent, though
it could also be treated adiabatically if the transition rate was sufficiently faster
than the sweep rate which was expected but not yet known. Ideally smaller or zero
sweep ranges would result in coherent transition as previously analyzed but magnetic
noise sources or other perturbations could complicated that. An incoherent excitation
would result in a simple dipole relaxation of the spin, as discussed with spin lifetimes,
that would be time and frequency dependent while coherent excitations should yield
the time average provide just calculated above. After some work eliminating noise
sources in the environment and electronics a very well defined resonance appears as
in fig.6.28. This data shows the shelving probability as a function of frequency for a
few hundred trials at 10 frequencies. The data took about 3 hours to collect.
6.4.5 Linewidth, Noise, and Stability
The linewidth was initially about 20kHz. This turned out to be largely due to line
noise on ovens and filaments in the trap generating small 60Hz magnetic fields. With
this carefully eliminated the linewidth dropped to 5kHz. At this point the electronics
controlling the current to the coil providing the magnetic field became important. At
this level the field must be stable to better than a part in 103, which requires more
than a casual effort. Improvements and testing yielded a current stable to a better
than at least a part in 104. This finally gave a consistent linewidth of 1− 2kHz. The
nature of this limit is still being determined.
The line shape was found to be independent of the time the RF field was applied
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Figure 6.28: Spin flip resonance profile.
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implying the transition is a largely coherent precession, rather than an incoherent
relaxation. The linewidth is consistent with the previously expected transition rate,
but the lineshape is not as expected, Gaussian rather than the Lorentzian with a
central notch, and the width was found to be independent of the amplitude of the
applied field as it was varied by a factor of 50 from its initial value.
The width is then almost certainly due to magnetic field noise. The system is
completely unshielded, except for shielding on the nearby ion pump to reduce the field
offset the coils must buck out. A few mG fluctuations is reasonable from building
blower motors or nearby ferromagnetic materials and fluctuating room temperatures.
Eliminating these perturbations with magnetic shielding is straight-forward and well
known. However the external field was independently monitored and found to be
stable to a few tenths of mG, shielding will certainly be requires for linewidths below
0.1kHz but clearly there is another large source of noise.
The lineshape provides some clues. The fit is clearly best to a gaussian, which
suggests a slow random walk. The spin would be completely unpolarized while in
resonance, but a particular frequency would only intermittently be resonant. The
linewidth is independent of time, rather than linearly growing with time as for an un-
constrained random walk, but a confined variation is reasonable from a ferromagnetic
material whose domains are periodically flipping or changing slightly as the ambient
temperature changes.
Faster fluctuations would involve convolutions of the frequency spectrum of the
perturbation and none should be gaussian. A harmonic frequency fluctuation spends
a large fraction of its period at the ends of its range than the middle, a triangle or
sawtooth variation spends an equal time at all frequencies. The earlier line noise
problem partly illustrated this, in that case the line shape not well defined, but it was
definitely not gaussian, and instead more extended perhaps as a box convolved with
this gaussian fluctuation.
The ion’s motion in the trap could also be the nature of the problem. If there
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is a large magnetic field gradient at the position of the ion then the ion’s motion
would result in it seeing a continually varying magnetic fields. Here the frequency of
the fluctuations would be at the secular motion or trapping RF frequencies of about
1 − 2MHz and 27 − 30MHz respectively. Again the lineshape is not completely
consistent with this kind of variation. Also the line shape was found to be independent
of the power of the trapping RF. Varying this should change the amplitude of the
ion’s motion and so change the range of magnetic fields the ion samples.
An unknown instability in the current controlling electronics could exists. The
fluctuations for this kind of problem should be fractional, proportional to the applied
field. But, similarly, the linewidth was independent of the applied field.
There is further evidence in favor of slow field fluctuations from local ferromagnetic
materials. The linewidth is not completely stable, it is time dependent though not in
a reproducible way. The position of the resonance is least stable immediately after
the external magnetic field is applied or changed. It typically takes a few hours before
a profile with a linewidth of 1 − 2kHz can be generated, sometime a day or more
is required. This is consistent with some kind of domain relaxation time constant.
To try to pin this down further, the resonant frequency as a function of time was
determined for a long period of time. Data was taken continuously for more than a
day, giving more almost 2000 trials at each RF frequency. The frequency for each
100 trial subset was calculated and was found to fluctuate by well over the statistical
uncertainty of the average used to measure the frequency. To test the statistical
accuracy, and provide some more clues about noise timescales, the even and odd
trials were averaged separately and compared. They were found to agree to within
statistical accuracy and fluctuate together outside of that statistical uncertainty. They
are also found to periodically snap together to a significantly different position as if
there was a large discrete change in the applied field.
The fluctuations of the field seem to be a timescales very long compared to the
time of a measurement cycles, and fluctuate and creak in a way suggesting ferromag-
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netic contributions. The nonlinear dependence of the field on the current applied to
the magnetic field coils already suggested a large contribution from ferro-magnetism,
sec.6.1.7. However the source is not external, as implied by the external monitor. This
leaves a nearby source, inside the chamber, or the chamber itself. A careful inventory
turned up many suspects, and the magnetic properties of the chamber material at
these levels is being studied. Future improvements will require adjustments in the
materials used to build the trap, or possibly internal magnetic shielding, as well as
shielding of external fluctuations.
6.4.6 Sensitivity and S/N
The linewidth reflects technical problems but even in its present state illustrates the
statistical power of these methods. The linewidth of the previous profile is about
2kHz but the center frequency is determined to 0.5kHz with its few hundred trials
at each frequency taking about 3 hours to generate. This can be further improved
simply with better statistics. Fig.6.29 shows a profile using about 2000 trials at each
frequency which required 40 hours to collect.
The linewidth is similarly about 2kHz, but here the fit yields a center frequency
accurate to 0.1kHz, or about 1/20th of the linewidth. With shielding, and an inter-
action time of about 10s the linewidth should be able to be reduced to 0.1Hz. This
would make measurement of a few Hz parity shift precise to about 0.01Hz, 1 part in
200 in a day, already very close to the 1000:1 S/N desired. Possible improvements on
this are easily seen from a careful estimate of the statistical uncertainty in determining
a resonance frequency with this procedure.
The frequency and with had been determined from a fit to the profile, but a
simple mean works just as well, the results agree to within their uncertainties, and a
mean is far simple to analyze, though in practice a fit is better since using a simple
mean requires sampling the entire distribution, an easily asymmetric sample will skew
the mean. The pumped shelving probability provides the offset and normalization
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Figure 6.29: Spin resonance profile with high S/N.
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can be computed from the data. Then the mean frequency 〈ω〉 will be given by
〈ω〉 = ∑i∆piωi/∑i∆pi, with ∆pi = pi − p0. The largest uncertainties in this as an
estimate of the resonance frequency is from the statistical accuracy of the shelving
probabilities, σ2p = p (1− p) /N , rather than errors in the frequency which is provided
by a high quality arbitrary waveform generator with a frequency stable, and accurate,
to a part in 106.Then σ2∆p = σ
2
p + σ
2
p0 . Generally p0 is known better than any pi since
it is based on more data points, thought the uncertainties could be about the same
order they are certainly not very much larger so simply estimate the error in ∆p by
σ2∆p <≈ 2σ2p = 2p (1− p) /N . Further, p < 1 gives p2 < p and an estimate on an
upper bound of σ∆p can be made by, σ
2
∆p < 2p/N . This turns out to make the final
form of the uncertainty in 〈ω〉 particularly simple and intuitive.
The error in the mean depends on these uncertainties in the shelving probability
through
∂ 〈ω〉 /∂∆pi = ωi∑
j ∆pj
−
∑
j ∆pjωj(∑
j ∆pj
)2
=
1∑
j ∆pj
(
ωi −
∑
j ∆pjωj∑
j ∆pj
)
=
ωi − 〈ω〉∑
j ∆pj
Treating these statistical uncertainties as independent the total uncertainty in the
mean can be written
δ 〈ω〉2 = ∑
i
(
∂ 〈ω〉
∂∆pi
δ∆pi
)2
=
2∑
j ∆pj
∑
i
(ωi − 〈ω〉)2∑
j ∆pj
pi
N
The sum involving ∆ω2 is simply the width of the distribution which will be re-
lated to Γ and some geometrical factor α that depends on the shape of the dis-
tribution defined by 〈x2〉 = α2Γ2. For example, for a gaussian distribution α2 =∫
dxx2e−(x/2Γ)
2
/
∫
dxe−(x/2Γ)
2
/Γ2 = 1/8, generally the area should include the portion
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of the distribution that is sampled. This gives
δ 〈ω〉 ≈ 2α Γ√
N
1√∑
∆p
This has a sensible dependence on Γ and N , and shows that data taken at points
off resonance don’t improve the accuracy of the mean as for those point ∆p = 0,
and more points taken close to resonance reduces the uncertainty are they contribute
another ∆p.
With some simple assumptions about the distribution of data points, this un-
certainty can be written in terms of more physical parameters including shelving
probabilities, detection efficiency and spin lifetime. If the frequencies are distributed
closely and evenly over the the resonance than the sum approaches the integral of the
distribution. Not yet including the offset and amplitude, this gives
(∑
∆p∆ω
)
/∆ω ≈
(∫
dωp (ω)
)
/∆ω
= βΓ/ (2Γ/Nω)
= βNω/2
Again β is geometrical factor that depends on the distribution,
∫
dωp(ω) = βΓ, for
a gaussian it is β =
√
π/2, and ∆ω was written in terms of the total width of the
distribution that is significantly non-zero, about twice the half width, and the number
of frequencies sampled in that range.
The shelving probability ranges between the pumped spin probe shelving prob-
ability and the alternate pumped or unpolarized probability, giving an amplitude
of paltpump − ppump, or simply s in terms of the variables in sec.6.3. With a finite
spin lifetime, Γs, this discriminant become time dependent and the expression for the
uncertainty in 〈ω〉 becomes
δ 〈ω〉 ≈ 2α Γ√
N
1√
s0e−ΓstβNω/2
=
(
2
√
2α√
β
)
Γ√
NNω
eΓst/2√
s0
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In turn s0 depends on pump and probe laser polarizations, and shelving and probe
rates and times. Currently for the D state this precisions is limited by the large spin
transition linewidth on the order of a few kHz,likely due to magnetic field noise. For
the ground state this would be larger due to the larger g factor, 2.8 : 1.
Once the technical parameters are optimized, the statistical limits are improved
simply by increasing the amount of data that is collected, which depends in terms on
the data collection rate, 1/∆t, and running time, T by NNω = T/∆t. In terms of
these parameters,
δ 〈ω〉 ≈
(
2
√
2α√
β
)
Γ√
T/∆t
eΓst/2√
s0
∆t is not necessarily the observation time, t, due to an offset for overhead in preparing
and analyzing an individual trial. They will be related by some t0, ∆t = t + t0. For
the current measurements each trial takes about 2 seconds and sensitivity is largely
limited by this slow data collection rate. Each step in a measurement cycle takes a
few tenths of a second, though most processes occur at kHz to MHz rates. These
limits are partly mechanical, beam blocks are chopper wheels on stepper motors which
cannot be switched in much less than 0.1s, the shelving lamp is controlled by a filter
wheel on a stepper motor that requires about a half second to switch, and the laser
polarizations are controlled by an LCD variable retardation plate with a time constant
of around a second. The biggest limit though is the shelving rate, currently at about
a few per second. Maximizing the shelving transition probability, and in turn the
spin discriminant, then requires shelving times of no less than a half second. The
mechanical constraints can be eased with modified hardware, switching times on the
order of several ms should be readily possible. The shelving rate could be improved
slightly with more careful alignment and focusing of the shelving lamp, but a dramatic
increase would probably require a different shelving method such as with the use of
a 1.76µm laser.
These improvements would make the data collection limited by the observation
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time, ∆t ≈ t. This observation time could be reduced to yield a higher data collection
rate. The transition rate R must be fast enough that something happens during the
observation time, R ∼ 1/t. This faster rate gives an increasing contribution to the
linewidth ΓR ∼ R so that when it is comparable to the linewidth limit given by the
magnetic field environment and other environmental constraints, Γ0, the rate increases
like 1/t, so that the uncertainty increases like 1/
√
t and sensitivity decreases. This
suggests selecting t such that t ∼ 1/Γ0 giving,
δ 〈ω〉 ≈
(
2
√
2α√
β
)√
Γ0
T
eΓs/2Γ0√
s0
Ideally this limiting linewidth is due to the finite spin lifetime so that Γ0 = Γs,
returning to Γ0 = 1/t
δ 〈ω〉 ≈
(
2
√
2eα√
β
)
1√
T ts0
6.4.7 Other spin resonance experiments
Once the spin transition linewidth is better controlled a number of other experiments
will be possible. Eventually the linewidth will be determined solely by the spin
flip transition rate. Faster transition rates give broader resonances. This should be
accessible with even a slight improvement of the linewidth as the transition rate is
expected to be a large fraction of a kHz. At this point the interaction gives effectively
complete control over a pure j = 1/2 or j = 3/2 system, [Schacht00].
In particular, the details of the spin precession of a single ion will be observable.
The spin flip transition can be applied on resonance for various times and the transi-
tion probability determined as a function of time, yielding oscillations in the shelving
probability corresponding to the ion alternating between spin up and spin down. This
requires careful control of the interaction time, which can be difficult when the tran-
sition rate is kHz as the period is only ms, and switching on these time scales is
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not trivial. The programmable function generator used in this system to provide the
RF spin flip frequency could be programmed to provide a single short pulse of RF
and a number a pulses applied to the ion. The transition probability as a function
of the number of applied pulses should provide a map of the precession. This will be
directly applicable to the parity measurement if the precession is resolved to improve
sensitivity.
This function generator also provides detailed control of the applied frequency
and the frequency could be changed adiabatically to provide ramps and chirps that
flip the slip exactly independent of the interaction time. The frequency could also
be modulated from monochromatic to effectively broadband to study the transition
from coherent precession to decoherent decay. The limits are well known, but the
intermediate cases are difficult to analyze and the behavior probably depends on the
detailed phase structure of the modulation rather than just the frequency content.
This has less immediate practical applications to the parity experiment but is an
interesting diversion as such studies on this kind of pure spin system are not otherwise
possible.
6.5 Light Shifts
The intrinsic sensitivity of this spin resonance technique is already very good, and
can be improved significantly with a little effort. The limit now is the kHz sized spin
resonance linewidth. Considerable work will be required to improve this to the fraction
of a hertz necessary for a parity measurement though it should be straightforward
with careful magnetic shielding and careful selection of the materials that must be
near the ion. Alternately, for much larger shifts of a few kHz and more, a kHz
linewidth is perfectly sufficient and provides a means measuring some quantities with
a precision difficult to achieve with other methods.
Light shifts can be generated by driving any transition. Measuring the resulting
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shift gives the transition matrix element for the states involved if the electric field
of the light driving the transition is known. This amplitude is usually difficult to
determine independently with sufficient precision, but if the same light happens to also
drive another transition whose matrix element is known, the field can be measured and
used to determine the unknown matrix element. More often, neither matrix element
is well known but instead, both light shifts can be used to determine the ratio of the
matrix elements precisely since the ratio of the lights shifts will be independent of
the electric field amplitude. This doesn’t give accurate information about the overall
size of the matrix elements but is just as useful for purposes such as testing atomic
structure calculations.
Two transitions usually can’t be driven simultaneously at resonance with a single
applied interaction without a convenient accidental coincidence of transition energies.
Every transition can be driven nonresonantly, but with reasonable laser powers and
spot sizes the resulting electric fields yield shifts on the order of tens of kHz. Relative
to MHz sized shift on resonance this is relatively very small and difficult to measure
with traditional spectroscopic methods even with tremendous work on lasers since the
natural linewidths of detectable transitions are on the order of MHz. But the size is
just right for these spin resonance techniques.
With Barium, circularly polarized light could be used to shift a single spin level
in the ground state and two spin levels in the D3/2 state simultaneously. These
shifts would be measured by the change in the spin flip resonance frequency currently
detectable to within about 0.1kHz. 10kHz sized shifts known to 0.1kHz give a
0.1% measurement of the ratio. This provides a tremendously stringent constraint
on any atomic structure calculation hoping to account for the result as it is usually a
considerable challenge to achieve even a 1% precision. Precisions of 0.1% for atomic
calculations of some important parameters will eventually be required to interpret the
results of a parity measurement, so these light shift ratios are useful to provide an early
benchmark for improving these calculations. The measurement sequence will also be
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operationally identical to the parity measurement and so provides a further test of
the techniques and a framework for improving stability, sensitivity and accuracy, and
for simplifying and streamlining the procedure.
6.5.1 Tensor Structure of Shifts
Far off resonance, the rotating wave approximation, which discards the counter-
rotating term, is no longer appropriate as it now contributes at about the same order
as the co-rotating term so both must be included but the contributions can simply be
added if the resulting shifts are small compared to the laser detunings. Transforming
either case to a static frame gives
H =


0 Ω†01 Ω
†
02 · · ·
Ω01 ∆E01 ± ω Ω†12 · · ·
Ω02 Ω12 ∆E02 ± ω · · ·
...
...
...
. . .


Ωij are matrices giving the coupling between multiplets, for a dipole interaction
(Ωij)m′m = e
~E
2
〈i,m′ |~r| j,m〉
In general, there is also a magnetic field splitting the magnetic sublevels of each
multiplet, but large detuning this splitting can be neglected so that the diagonal
blocks in H can be considered to be simple scalars, proportional to the appropriate
identity matrix, to compute the shifts.
Eigenstates corresponding to a particular unperturbed state taken to be i = 0 can
be computed approximately by neglecting the couplings between i, j 6= 0 states and
are given by the eigenstates, χ0m, of
H0m =
∑
j,±ω
Ω†0jΩ0j
E0m − (∆E0j ± ω)
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by
ψ0m =


χ0m
Ω01χ0/ (E0m − (∆E01 ± ω))
...


E0m is the eigenvalue for a particular spin state in the level being considered, H0mχ0m =
E0mχ0m. For resulting energy shift very small compared to energy separations be-
tween levels and the laser frequency the E in the denominators can be neglected,
H0m = H0 =
∑
j,±ω
Ω†0jΩ0j
∆E0j ± ω
H0m then becomes m independent and acts as an effective hamiltonian completely
within a level providing a compact summary of the effects of the entire interaction,
[Schacht00]. An effective Hi can be similarly constructed for any initial energy level.
The sum is over all states with a dipole coupling to the initial state, for the S1/2
and D3/2 initial states that will be considered here the sum will include p and f
states with j = 1/2, 3/2, 5/2 as appropriate. The sum over all spin levels within a
particular energy level is contained in the matrix multiplication of the Ω. The energy
denominator does not strongly suppress more highly excited levels, though the matrix
elements do tend to get smaller. The relevant set of state can turn out to be quite
large and all must be included for a precise prediction, but their general effects are well
defined, and can be classified and sorted. This can be dealt with efficiently using the
techniques developed to analyze quadrupole misalignment systematics, in particular,
in term of generalized pauli matrices,
H0 =
e2
4
∑
j,±ω
|〈i ||D|| j〉|2
∆E0j ± ω σ
†
k (ji, jj) σl (ji, jj)E
∗
kEl
As before the σ have simple multiplication rules of the form,
σ†i (j, j
′) σj (j, j′) = s(j, j′)δij + id(j, j′)ǫijkjk + q(j, j′)jij
where ji and jij are the dipole and quadrupole angular momentum operators given
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Table 6.2: Product coefficients
j, j′ s d q
1/2,1/2 1/6 1/3
1/2,3/2 1/6 −1/6
3/2,1/2 1/12 1/12 −1/12
3/2,3/2 1/12 1/30 1/15
3/2,5/2 1/12 −1/20 −1/60
previously. With this normalization the coefficients needed for the problem considered
here are listed in Table.6.2.
Now consider the S and D states separately. The contributions for intermedi-
ate states can be separated and the σ matrices multiplied giving scalar, vector and
quadrupole tensor components. The effective hamiltonian will then have the general
structure,
H/
(
e2/4
)
= (aδij + ibǫijkjk + jij)E
∗
i Ej
= s
(
~E∗ · ~E
)
+ id
(
~E∗ × ~E
)
·~j + qjij (E∗i Ej)
H =
(
e2/4
) ∣∣∣~E∣∣∣2 (s+ d~σL ·~j + q (ǫ∗i ǫj) jij)
= δωs + δωd~σL ·~j + δωq (ǫ∗i ǫj) jij
The ǫi are the components of the polarization of the light, then ~σL = i (~ǫ×~ǫ∗) is the
helicity. jij is symmetric so ǫ
∗
i ǫj can be replaced by
(
ǫ∗i ǫj + ǫ
∗
jǫi
)
/2 = Re (ǫ∗i ǫj).
The coefficients are given by the matrix elements and detunings. Using
γim =
∑
j=j,±ω
|〈i ||D|| j〉|2
∆Eij ± ω
The coefficients for the S1/2 state are,
sS =
1
6
(
γS1/2 + γ
S
3/2
)
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dS =
1
6
(
2γS1/2 − γS3/2
)
qS = 0
and for the D3/2 state,
sD =
1
12
(
γD1/2 + γ
D
3/2 + γ
D
5/2
)
dD =
1
12
(
γD1/2 +
2
5
γD3/2 −
3
5
γD5/2
)
qD =
1
12
(
−γD1/2 +
4
5
γD3/2 −
1
5
γD5/2
)
The si, di, qi, γ
i
j contain the contributions from atomic structure and are the points
at which to compare to atomic theory. To estimate the general size of these shifts
the wavefunctions are approximated by coulomb wavefunctions corresponding to the
empirically determined energies for the states. The scalar and dipole shifts, si and
di, in kHz/mW for the S and D state are shown in fig.6.30 for a laser focussed to a
200µ diameter spot.
The shift is wavelength dependent and the ideal wavelength would shift both S1/2
and D3/2 spin states by comparable amounts. This might initially suggest a frequency
somewhere between the two resonances to the P1/2 state. But, in the sum over states,
the energy denominator determines the sign. If ω is chosen such that ω < ∆Eij for all
transitions, that is the frequency is below the resonance frequency of all transitions,
all denominators are positive and the shift is largest, while when some transitions are
driven above resonance the shift is reduces. As a result, in the region between the
S1/2 → P1/2 and D3/2 → P1/2 resonances the D3/2 shifts are actually very small and
the shifts are largest for both near, and on the red side of the D3/2 → P1/2 resonance.
Since the larger ground state g-factor is larger than theD state g-factor by about a
factor of three, the spin resonance linewidth is about three times larger in the ground
state. Then to get a comparable sensitivity for shifts in both states the ground state
shift should be three times larger than the D state shift. But this far to red of any
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Figure 6.30: Calculated Light Shifts as a function of frequency in kHz/mW for a
200µm diameter beam.
ground state resonance the shift is fairly independent of frequency, and it doesn’t
help to deliberately make the D state shifts smaller without a gain in the size the
the ground state shift. So almost any frequency somewhat to the blue, or far red
of the D3/2 → P1/2 resonance is suitable. The region very close to the resonance
should be avoided to keep the shifts on the same order of magnitude so that the same
method can be used to measure both, and so that the D state shift is not dominated
by interactions with the P1/2 state at the cost of lost information about other states.
Frequencies in this region give shifts on the order of 1− 3kHz/mW .
6.5.2 Resonances
This gives the formal structure in a general interaction. The energy shifts are detected
through changes in the spin flip resonance frequencies, so to make the final connection
to an experimental observable the effect of a particular field configuration on the
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resonances should be considered.
Linear Polarization
Linear polarization parallel to the applied magnetic field gives no splitting in the
ground state but does change the structure of the D state. In the general result, σ = 0
leaves only the scalar term in the ground state shift but also keeps the quadrupole
shift in the D state. This can also be understood as a consequence of simple selection
rules. Spherical symmetry requires that the resulting ∆m = 0 transitions couple ±m
states with equal strengths, but states with different |m| will be coupled differently.
For the ground state there is only one |m|, so there is only one shift and both states
move by the same amount. In the D state, the |m| = 3/2 and |m| = 1/2 states
are coupled differently. For transitions to j = 3/2, or j = 5/2 this is because the
Clebsch-Gordan coefficients differ by more than just a sign between the m = ±3/2
and the m = ±1/2 states. For transitions to j = 1/2 states the difference is simply
because the m = ±3/2 states are left uncoupled as there are no corresponding states
that satisfy the selection rule. This results in the m = ±1/2 states being shifted
differently than the m = ±3/2 states.
This polarization isn’t useful for light shift ratios as there will be no ground state
splitting to use for normalization, but this case will briefly be considered first as it is
the configuration used for the first detection of these off resonant dipole light shifts
and the general structure of the shift is very simple. Let the coordinate system be
defined by the magnetic field so that zˆ||Bˆ. For this case the electric field is ideally
also completely in the zˆ direction, ~E = Ezˆ. The shift is then given simply by,
∆H =
e2
4
∣∣∣ ~E∣∣∣2 (sD + qDjzz)
For j = 3/2, Jzz is diag
(
1 −1 −1 1
)
. Again showing that the end result is for
the the m = ±1/2 states to be shifted together away from the m = ±3/2 states. This
gives three different spin resonance frequencies rather than just one. The splitting
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between them = ±1/2 states is unchanged, it stays at the frequency corresponding to
the dipole splitting due to the magnetic field. The energies of the m = ±3/2 to m =
±1/2 transitions are changed, ∆ω = ∆ω+3/2,+1/2 = −∆ω−1/2,−3/2 = 2qD(e2/4)
∣∣∣ ~E∣∣∣2.
As discussed in Sec.6.4.2 with spin resonance profiles, this gives two resonance peaks.
If using a linearly polarized pump and probe, the peaks are due to the m = ±3/2 to
m = ±1/2 transitions and both are shifted in opposite directions from the original
position of the dipole resonance, at ω0 ± ∆ω, and the m = ±1/2 transition is not
visible. For a circularly polarized probe, the dipole peak remains and a second peak
to one side appears at ω0±∆ω. Either probe polarization is perfectly as the shifting
beams and pump/probe beams are independent, but since the quantity of interest
here is qD a linear probe gives the best S/N as the resulting split peaks are separated
by 2∆E rather than ∆E as for a circular probe.
Circular Polarization
A change in the splitting of the ground state magnetic sublevels requires a dipole shift,
which is given only by circular polarization. First consider perfectly circularly polar-
ized off-resonant light. Again, let the coordinate system be defined by the magnetic
field with zˆ|| ~B. Ideally, the light also propagates exactly along this direction so that
~σ ∝ kˆ = zˆ, so the dipole term is just 2djz. The polarization vectors are, for example,
~ǫx = xˆ/
√
2,~ǫy = iyˆ/
√
2, which gives Re (ǫ∗xǫy) = 0 and Re (ǫ
∗
xǫx) = Re
(
ǫ∗yǫy
)
= 1/2.
This is particularly convenient as only ji,j=i have off diagonal terms, and since jij is
traceless in the i, j indices jxx + jyy = −jzz =
(
−1 1 1 −1
)
. The quadrupole
shift is just proportional to
∑
i,j Re (ǫ
∗
i ǫj) jij = (1/2) (jxx + jyy) = − (1/2) jzz. And
the total shift is given by
∆H =
e2
4
∣∣∣~E∣∣∣2 (s+ djz − (q/2) jzz)
For the ground state, jz = diag
(
1/2 −1/2
)
, jzz = 0, so the change in the splitting
of the ground state sublevels is δωSd = 2dS(e
2/4)
∣∣∣ ~E∣∣∣2. For the D state the m = ±1/2
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splitting is changed only by the dipole term. Here also (jz)±1/2,±1/2 = ±1/2 so
δωDd = 2dD(e
2/4)
∣∣∣ ~E∣∣∣2. This term also changes the m = ±3/2 to m = ±1/2 transition
energies, by the same amount since (jz)m,m = (jz)m−1,m−1 = 1. The quadrupole term
also changes these energies, now in different directions by δωDq = ±qD(e2/4)
∣∣∣ ~E∣∣∣2 so
that the total shift is given by δωDd ± δωDq .
Circularly polarized pump/probe light must be used to resolve ground state spin
levels, so circularly polarized light should be used for the D state as well to avoid
having to switch polarizations and move magnetic fields. The shifts appear as changes
in the spin resonance frequencies, initially ωS,D0 . The ground state shift moves the
single dipole peak by δωSd and is then measured simply by δω
S
d = ω
S − ωS0 , where ωS
is the new position of the resonance. The dipole resonance peak in the D state is also
just moved by the dipole shift so that δωDd = ω
D
d −ωD0 , ωDd is the position of the dipole
peak. The quadrupole peak appears at ωDq = ω
D
0 + δω
D
d ± δωDq . Only one quadrupole
peak appears when using a circularly polarized probe, the ± depends on the sense
of circular polarization used for the probe. Since ωDd = δω
D
d + ω
D
0 the quadrupole
peak is just split from the dipole peak by ±δωDq and can simply be measured by
δωDq = ω
D
q − ωDd .
With this scheme the dipole and quadrupole shifts for both states are indepen-
dently determined, and simple functions that depend only on the matrix elements and
the frequency of the applied laser can be made simply by taking ratios. As initially
discussed, the ground state shift can be used to normalized the D state shifts, or
vise-versa, giving
δωDd /δω
S
d = dD/dS
δωDq /δω
S
s = qD/dS
Note that the ratio of D state shifts is also non-trivial,
δωDq /δω
D
d = qD/dD
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allowing for useful constrains on atomic matrix elements using only the D state. This
wasn’t possible using a linearly polarized interaction beam as in that case there was
really only one shift and the changes in frequencies were all exactly correlated.
Systematics, Polarization and Alignment Independence of Ratios
The most important feature of these ratios is that they are all independent of the
applied electric field. This eliminates what is generally the largest uncertainty in these
measurements. The size the applied electric field depends on laser power, and the size
and position of the beam at the ion. The power could be measured and monitored
outside the chamber, but that will be altered, at least, by the window the beam must
pass through to reach the ion in the vacuum chamber. Even if this modification could
be exactly accounted for so that power reaching the ion was exactly known, the even
less well known beam size and position, also modified by the window as well, would
prevent precise knowledge of the electric field at the ion. Since the intended spot size
is very small, gradients are large and the electric field is very sensitive to position.
These ratios eliminate the difficulty of this inability to independently determine
the size of the applied electric field. The field must be large enough to provide
a measurable splitting with sufficient S/N, and it must be stable enough that the
shifted peaks are narrow enough that their positions can be measured with sufficient
S/N, but beyond that the precise magnitude is not important.
Another source of uncertainty are imperfections in the polarization or alignment of
the shifting laser. These results were derived assuming a perfectly circularly polarized
beam, perfectly aligned with the magnetic field. The ratios are still trivially indepen-
dent of the overall size of the electric field whatever the polarization and alignment
as the amplitude is simply an overall factor for all the shifts, but these imperfections
can change the structure and relative sizes of the shifts and the meaning of the ratios.
These parameters are difficult to control and measure with arbitrarily high precision,
and even if they could outside the chamber, they can be altered by windows and local
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magnetic source inside the chamber where the resulting induced imperfections can’t
easily be measured so it is important to consider the ignorance of these changes on
the resulting ratios.
Start from the ideal case and consider a small deviation from perfect circular
polarization, δσ so that σ = 1 − δσ, and a small nonzero angle, α between ~k and
~B. Take the ~k and ~B to define the x − z plane so that this misalignment is in the
xˆ direction. The misalignment gives the electric field a small component in the zˆ
direction proportional to sin (α) ≈ α, and reduces the field in the xˆ direction by
cos (α), which is second order in α so it will eventually be neglected. ~σ gets a small
xˆ component proportional to sin (α).
The general result is a 4 × 4 matrix, now with off-diagonal terms. The exact
eigenvalues can be obtained with a lot of work, but they are not of too much use
and more insight is gained from a perturbative adjustment to the ideal case. First
consider the effects of these imperfections on the dipole splittings, in terms of the
original shift,
∆Hd = δωd (1− δσ) (cos (α) jz + sin (α) jx)
This structure is the same for both the ground state and D state so their ratios are
exactly independent of polarization and alignment, but these shifts are determined
from the resulting changes in spin resonances and that translation is altered by these
errors. With no magnetic field, these shifts would be the only dipole contribution,
not including perturbations from the quadrupole term as discuss later, so they would
be available directly from the m = ±1/2 splittings. But practical constraints require
a magnetic field and it is the relation shift between these shifts and the direction and
size of that applied field that introduce uncertainties in determining the size of the
dipole term from the same resonances.
∆H alone has eigenvalues of mδωd (1− σδ) /2, for a given m sublevel, as the
misalignment just gives a rotation here and doesn’t change the amplitude of the
interaction. This can no longer simply be added to the magnetic field splitting as the
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jx contains off-diagonal terms so that the eigenvectors of ∆Hd are not the same as
the eigenvectors of jz so the whole hamiltonian must be considered,
Hd = µ ~B · ~J +∆Hd
= (ω0 + δωd (1− δσ) cos (α)) jz
+ δωd (1− δσ) sin (α) jx
≡ ~ω ·~j
This is still a vector interaction so the energies are given by the magnitude of the
vector, Em = m |~ω|,
|~ω|2 = (ω0 + δωd (1− δσ) cos (α))2
+ (δωd (1− δσ) sin (α))2
|~ω| = (ω0 + δωd (1− δσ) cos (α))×√√√√1 +
(
δωd (1− δσ) sin (α)
ω0 + δωd (1− δσ) cos (α)
)2
The correction to a simple sum of the eigenvalues is second order in both α and δωd,
∆Hd ≈
(
δωd (1− δσ) cos (α) + o (αδωd/ω0)2
)
jz
If the polarization and magnetic field can be made parallel to a part in 102, about
half a degree, the error is only a part in 104. Alternately, if this alignment constraint
proves too stringent, the applied magnetic field can be made large enough that there
error is negligible. For an applied field giving an initial splitting of a few MHz, and
off-resonant light generating shifts of 10 − 100kHz , (δωd/ω0)2 ≈ 10−2 − 10−4. This
can make the correction almost completely insensitive to misalignments, and at least
relax alignment constraints to only α < 10−1 ≈ 5◦
This can easily be understood geometrically. The dipole shift is a vector interaction
and so can be understood simply as an effective magnetic field, δ~ωd. The energies are
given by the length of the vector sum of this shift and the magnetic field, µ ~B. When
362
pointed in the same direction the total length of the sum just changes by |δ~ωd|, when
pointed in different directions the total change is less. The change is second order
for components of the shift perpendicular to the magnetic field by simple geometry,
and linear in shifts parallel to it, so if the perpendicular components are very much
smaller then µ ~B their effects on the length are negligible and the change is just given
by the parallel components of the shift. In effect, the large magnetic field results in
only components of the shift along the field being detected.
These dipole shifts can be determined from the resonance shifts of the m = ±1/2
transitions as before, so the ratios are approximately insensitive to misalignments to
o (αδωd/ω0)
2 and, in fact, exactly insensitive to polarization impurities. Both dipole
shifts depend linearly on the circular polarization so that polarization cancels out in
the ratio and the only effect is on the sensitivity as both shifts get smaller. This is
partly confounded by the quadrupole term.
This completely describes the behavior of the dipole terms and as a result the
ground state shifts as it has only a dipole contribution but the D state has additional
quadrupole structure that must be studied. For this, write the polarization error
as a deviation in the relative phase of ǫˆx and ǫˆy from perfectly imaginary, ǫˆy =
ieiδyˆ/
√
2. The misalignment gives, ǫˆx = cos (α) xˆ/
√
2, ǫˆz = sin (α) /
√
2. With these
modifications, the quadrupole term becomes,
Re (ǫ∗i ǫj) jij =
(
cos2 (α) jxx + jyy + sin
2 (α) jzz
)
/2
+ sin (δ) cos (α) jxy + sin (δ) sin (α) jyz
+ cos (α) sin (α) jxz
As with the dipole shift, this modifies the diagonal terms, and introduces off
diagonal terms. The diagonal terms are easily dealt with, they come from the ji=j
terms, jzz is diagonal, and the diagonals of jxx and jyy are simply related to jzz
as jdiagxx = j
diag
yy = − (1/2) jzz. Then the diagonal part of the quadrupole term is,
∆Hdiagq = − (1− (3/2) sin2 (α)) jzz/2. The quadrupole term is primarily sensitive to
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alignment rather than polarization.
The off-diagonal terms are not so trivially dealt with exactly. With jxx+jyy = −jzz
so that joff−diagxx + j
off−diag
yy = 0, the remaining terms are,
Re (ǫ∗i ǫj) jij =
(
cos2 (α) jxx + jyy + sin
2 (α) jzz
)
/2
+ sin (δ) cos (α) jxy + sin (δ) sin (α) jyz
+ cos (α) sin (α) jxz
but, also as with the dipole term, it is easily shown that they can be neglected.
Any off diagonal term, ωqmm′will couple states separated by energies of order a few
MHz with strengths of 10− 100kHz. Couplings between other states complicate an
exact result for the resulting shift, but perturbatively they will be like as with a simple
two state problem, δω2 ≈ ((m−m′)ω0)2 + ωq2mm′ . This is an adjustment to second
order in ωqmm′/ω0, and the ω
q
mm′ are themselves linear in α or δ. So with sufficiently
large ω0 and sufficiently small α, δ these off-diagonal terms are negligible, the same
bounds as discussed with the dipole term are sufficient, (α, δ)ωq/ω0 < 10
−2.
For a final observation on the structure of the quadrupole shift, even though this
is a quadrupole coupling, only the diagonal terms leave ∆E±1/2 unchanged, the off-
diagonal element of this term now can also change this splitting as the dipole term
does. But the error is this same small correction so it doesn’t alter the interpretation
of the ∆m = ±1/2 resonance as the dipole splitting any more that the misalignment
perturbations of the dipole term itself.
The entire shift can then be written as,
∆H = δωd (1− δσ) cos (α) jz − δωq (1/2)
(
1− (3/2) sin2 (α)
)
jzz
with corrections to the dipole term to o (αωd/ω0)
2, and corrections to both dipole and
quadrupole term to o (αωq/ω0)
2 and o (δωq/ω0)
2.
The ratio of the dipole shifts is independent of small alignment and polarization er-
rors and so is the most promising observable to measure. The ratio of the quadrupole
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term to either dipole term is more sensitive to these errors, linear in δσ and to sec-
ond order in α, not additionally suppressed by (ωq/ω0)
2. This is simply because, as
observed above, the quadrupole term is more sensitive to alignment than polariza-
tion, while the dipole term is highly sensitive to polarization and equally sensitive to
alignment. These terms can be adjusted almost independently with alignment and
polarization, while the dipole terms depend on both in the same way. A measurement
of ratios using the quadrupole shift to a part in 103, though very convenient as it could
be made using only the D state, would require the polarization be accurately known
to that precision and the alignment right to a bit less than a part in 102, though parts
of these errors can be measured directly and corrected with suitable diagnostics as
discussed shortly.
The corrections all appear as modifications to the sizes of the existing terms. This
gives a tidy result but is somewhat disappointing in practice as it effectively means
that these errors only masquerade as legitimate effects rather than some anomalous
structure. It would be convenient if, for example, the errors generated an octapole
term which simultaneously increases or decreases the ±3/2 → ±1/2 transition ener-
gies which would then show up as a shift in the mean position of the quadrupole peaks
from the position of the dipole peak, otherwise constrained to be equal. However, the
dipole squared structure of the transitions allow for at most a quadrupole shift and
so no such unambiguous error signal is available and elimination of these system-
atic problems would generally depend on independently detecting and minimizing or
correcting for these polarization and alignment imperfections.
For example, suppression of these errors depends on a large applied magnetic field
so a possible indication of the absence of these problems is the independence of the
ratios of the size of the magnetic field, though it can be difficult to accurately change
the size of the field without also changing its direction.
As a more promising possibility, the dipole shift is linear in the circular polarization
σ, so that if σ can be accurately reversed outside the chamber, and the modification to
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the polarization resulting from entering the chamber is well behaved, large problems
due to improperly polarized light would appear as a change in the quadrupole to dipole
ratios. The difference in the two ratios gives the size of the error in polarization. This
can then be used to reduce the imperfection to that required for an accurate dipole
ratio, and when small enough even correct the quadrupole-dipole results, improving
confidence in the dipole ratio and restoring much of the precision to the quadrupole
to dipole ratios.
Alignment of the applied beams propagation direction relative to the magnetic
field will probably depend on mechanical methods. The pump beams can be fairly
well aligned with the magnetic field using the pumping signal in the floresence, the
shifting laser is then easily made to overlap these pump beams. This alignment is less
easy to systematically change than the polarization, but both the beam propagation
direction, or the magnetic field direction could be slightly, arbitrarily altered and any
change in the ratios interpreted as a measure of systematic errors due to non-ideal
alignment.
6.5.3 Data
Final preparations for a complete precision measurement of these ratios is in progress
and light-shifts due this kind of off-resonant interaction has already been detected.
As usual, initial studies involve the D state. To make beginning observations easier,
the light shift was made as large as possible to compensate for uncertainties in the
matrix elements and alignment by trying to guarantee that the shift is significantly
larger than the spin resonance linewidth.
The shift depends on the laser power and beam size, about 100mW in about 100µ
any state the shift increases dramatically, so the frequency was chosen to be near
the 5D3/2 → 6P1/2 resonance. The frequency can’t be arbitrarily close to resonance
since the amplitude to be in the P state begins to increase as well, this P state has
a large decay rate to the ground state and the biggest effect quickly becomes loss of
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population to the ground state rather than just shifts in the D state. This doesn’t
turn out to be a large restriction. The amplitude to be in the P state increases like
Γ2/δω2, so the induced loss rate will increase like Γ3/δω2. To keep this rate much
less than about 1/s, for example around 1/100s, and allow for enough RF interaction
time to probe the spin states requires δω2 << Γ3/ (1Hz). Decay rates are around
1Mhz, which in turn gives δω > 10GHz or δλ > 0.1Angstrom.
The shift depends linearly on the applied power so intensity stability is very im-
portant, a 10% fluctuations in the power of a laser giving a 10kHz shifts gives an
additional 1kHz linewidth in the spin resonance profile. Good stability must be main-
tained for relatively long times as a measurement giving sufficient sensitivity requires
a few hundred trials which take a few hours to collect. For this reason a diode laser
was initially selected to generate the shifts.
Bare diodes with powers of 30− 50mW at 555− 560nm were used. These would
give shifts of only a few tenths of kHz. In addition, the broadband background
included a significant amount of power at the D → P resonance which resulted in
quick loss of the ion from the D state. This latter problem was partly resolved with
a diffraction grating, and a commercial dielectric interference filter would eliminate
the trouble, but the shifts still proved to be too small to detect. Higher power diodes
are readily available and improvements could be made in spot size and alignment
to increase the shift. This is a likely path for a final measurement, but a first look
favored the more immediately accessible alternative of a dye laser.
Dye lasers can produce 100’s of mW at a broad range of continuously tunable
wavelengths. The tunability could prove to powerful advantage as mapping the shifts
as a function of wavelength would help isolate and more tightly constrain contributions
to the shift from individual transitions rather than only the collective effects of all
of them. The tradeoff is a relatively enormous, expensive apparatus compared to a
simple diode, and relatively much poorer intensity stability. Without external help,
a dye laser’s light intensity will fluctuate by at least a few percent, and more often
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10% and more, at time scales of a few per second probably associated with changes
in the dye jet. Completely unattended, thermal and mechanical changes in alignment
can change the laser’s power by more than 50% over a few minutes. Managing these
difficulties eventually required active feedback and regular attention to the laser’s
alignment.
Light from an Argon Ion pumped dye laser was delivered to the ion from a separate
room initially by means of a multimode fiber. This eliminated the chore of hauling
the gear around and prevented it becoming a nearby source of noise, vibration and
background light. This also effectively removed the sensitivity of the focussed spot’s
position to fluctuations in the direction and position of the beam exiting the laser from
changes in alignment as the spot position was instead determined by the position of
the fiber output. A polarizing beam splitter cube reflected the vertically polarized
light to the ion to coincide with a vertical magnetic field. The fiber output is such
a strange patchwork collection of intensities and polarizations that collectively it is
effectively unpolarized and so half of the power is lost to the horizontal polarization.
The horizontal polarization does not necessarily need to be discarded, in this co-
ordinate system it gives additional equal amounts of left and right circularly polarized
light at an arbitrary, but fixed, phase relative to the vertical polarization. This could
increase the shift, making it more easily visible, but the structure of the shifts would
be different, so this additional complication was avoided. The discarded power also
allowed for an easy means of later actively stabilizing the output power. A measure-
ment of light shift ratios will require circularly polarized shifting light, as discussed
above, but linear polarization was used first as it was the easiest to generate and work
with and yields a larger S/N as the dipole peak splits into two quadrupole peaks, both
shifted equally from the initial position of the resonance.
About 70−80mW of appropriately polarized near-resonant light was available from
the fiber but the resulting beam proved difficult to work with. The focussed spot was
very inhomogeneous and probably would have made it possible for the ion to sit at a
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local zero even is the beam was completely contained in, and filled the trap. Moderate
effort also failed to give a spot that would fit entirely within the trap. This reduces
the electric field strength at the center of the spot, and so reduces the shift, but more
importantly in this case, the stray high intensity light incident on the trap electrode
results in a polluted trap environment that significantly reduces the lifetime of the
ion in the trap. As with the instability created when the applied RF is resonant with
the secular frequency, the ion is generally stable while the off resonant light is applied
if it is also, simultaneously being cooled. During the pumping, probing or interaction
stages when the ion is not being actively cooled, it quickly disappears from the trap.
The trap lifetime is reduced to a few minutes. This is likely due to the intense light
heating the electrode which then outgasses and provides a local source of grit that
collides with and generally heats the ion until it is knocked out of the trap. It could
conceivably also be force on the ion generated by the off-resonant interaction pushing
the ion from the trap, or some similarly weird effect, but when the intense part of the
beam is deliberately positioned directly on the electrode, the trap lifetime is further
reduced, now even while cooling, reinforcing the former interpretation of problems
due to heating of the electrode. Similarly reducing the overall power reaching the
trap restored the lifetime, not eliminating other explanations, but at least consistent
with the idea of local heating.
The was most easily dealt with by replacing the multi-mode fiber with a single
mode preserving fiber. The price is some loss of intensity as reduced input coupling
efficiency reduced the total output power to to 60 − 80mW . The fiber was not
polarization preserving, but unlike the multimode fiber the final polarization was
well defined, but arbitrary and variable. The well defined polarization allowed for
minimizing the amount of light lost as horizontal polarization. Coarse manipulation
of the fiber position resulted in less than about 10−20% of the light being discarded,
but the output polarization is very sensitive to the positioning of the fiber and changes
with thermal and mechanical fluctuations, on timescales of a few minutes. As the
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polarization changes, the power reflected by the polarizing beam-splitter cube also
changes which provides another source of long term variability in the electric field
intensity at the ion. Strictly, the multimode fiber output polarization also changes
with positioning, and so the relative strengths of different regions of the beam after the
beam splitter changes, also affecting the resulting field at the ion, but the contributions
from all parts of the beam tends to reduce the total change, and in any case the
collective output polarizations of the multimode fiber seemed to be generally much
less sensitive to changes in its position before the output.
The resulting, almost perfectly gaussian beam was very easy to manipulate and
focus. The beam size could be made much smaller than the ∼ 140µm trap opening
with little effort using a single lens. A small spot maximizes the electric field strength
at the center of the spot, but the precise location of the ion within the trap electrode
is not well known and could easily be missed by a small, tightly focussed spot, so for
initial alignment the beam was made as large as was possible while still being almost
completely contained within the trap electrode so that some part of the beam would
be guaranteed to overlap the ion.
The measurement sequence then consisted of two alternating spin resonance profile
trials where the shelving probability of a pumped, RF driven, and probed state is
measured as a function of the applied RF frequency. The trials were identical in
state preparation, interaction and probing and differed only in the addition of the
application of the intense off-resonant dye laser light during alternate trials. The
wavelength initially used was about 655nm. With this improved configuration the
shift was visible almost immediately. The first evidence appeared as a significant
broadening compared to the dipole peak and partial resolution of two peaks. The
centers of the new peaks were approximately equally shifted from the dipole peak’s
original position, fig.6.31, but the widths were significantly larger than the usual width
of the dipole peak which was perfectly reasonable given the large intensity fluctuations
of the dye laser.
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Figure 6.31: Initially detected quadrupole light shift in 5D3/2 state.
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Further improvements required managing these fluctuations by stabilizing the in-
tensity. A pockel cell was inserted into the beam path to manipulate the polarization.
For convenience, this was placed immediately at the output of the laser before the fiber
rather than after where it would have taken more work to direct the beam through
the cell. A small fraction of the beam going to the ion, following the polarizing beam
splitter cube, was monitored and the voltage applied to the pockel cell adjusted to
keep this intensity fixed, compensating for changes in the total laser power as well
as changes in the output polarization from the fiber due to thermal and mechani-
cal fluctuations. The gave a field strength stable to better than 1%, and typically
as good as 0.1% on time scales from a few ms to a few tens of minutes. The only
attention required was then an occasional adjustment to the dye laser alignment to
restore maximum power before being reduced below the usable operating range of the
feedback loop.
With this significantly improved performance, the input alignment was adjusted
slightly and the wavelength further reduced to 653nm, closer to resonance with the P
state. This gave clearly resolved quadrupole peaks, significantly shifted from the po-
sition of the initial dipole resonance, fig.6.32. The widths of the individual peaks was
comparable to the dipole width indicating that the dominant broadening mechanism
was now the same as that affecting the dipole resonance, rather than fluctuations
of the laser power. The density, and distribution, of frequencies sampled was not
sufficient to clearly define the shape of the split peaks. There are only two peaks per
point, so the preside widths and heights are somewhat ambiguous. In particular it is
hard to verify that the peak height are related to each other and the height of the
dipole peak as expected, but certainly the presence, and general size of the shift is
unambiguous and well defined.
The plot shown is based on only the first 100 trials collected for each case when
the dye laser was being closely monitored. After a few hours, when attention to, and
patience with the laser waned, the intensity stabilization feedback loop would drop
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Figure 6.32: Quadrupole splitting of D3/2 state with intensity stabilized shifting laser.
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Figure 6.33: Broadening of peaks due to intensity instability of dye laser.
out of lock for several minutes at a time before being noticed and restored and the
quadrupole peaks began to broaden again, fig,6.33.
6.6 Outstanding Issues and Future Projects
Detection of this off-resonance light shift provides direct evidence that these methods
can be used for a measurement of the parity violation light shift. Further measure-
ments will be taken to improve the precision of these measurements and determine
the S − D light shift ratios. Besides the parity measurement, other experiments
mentioned to study the details of the spin flip transition would be interesting.
The statistical dependence of the sensitivity is already sufficient for the measure-
ment and further improvements can be made. Overall sensitivity is limited by a broad
spin flip resonance linewidth. Studies suggest magnetic field noise as the source of
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the width and the system can be sufficiently well shielded, and cleanly constructed to
reduce this linewidth to the required level.
Two other technical details remain before initial measurements can begin. A
sufficiently narrow and powerful 2.05µm laser to drive the parity transition is not yet
available. The current laser produced only 5mW , has short times drifts around a
few 100kHz and long time drifts over many MHz. The frequency can be actively
stabilized and implementing this locking is in progress. However, the power must
ultimately by around 100mW . This will require at least the construction of a different
laser based on the same technology as the existing version, [Hendrickson99], or possible
a completely different kind of system. Such a system is not commercially available
and likely to be the most difficult practical obstacle to further progress.
Also a system must be implemented to produce 2µm standing waves containing
the ion that can be precisely and stably positioned. An in situ mirror mount based on
the zero thermal expansion glass zerodur and a piezoelectric cylinder was constructed
so that the final note relative to the ion can be stably positioned, [Hendrickson99]. As
an insulator, the mount turned out to collect enough charge that the resulting electric
field prevented trapping ions. A copper coated version worked, but a dielectric coated
mirror caused similar problems. A gold coated mirror with a conductor shielded piezo
has not yet been successful.
Once the mirror has been implemented the stability of the standing waves can be
studied using the cleanup beam. An ion in the node of the beam will get stuck in the
D3/2 state and not florese. Position stability can be studied by measuring the position
of the zero as a function of time. If the position is stable for at least many tens of
seconds, the mirror can simply be periodically repositioned and a means of doing so
quickly and precisely must be determined. A less stable result could possibly require
the use of continuous active feedback.
Also with a mirror some of the quadrupole misalignment systematics can be stud-
ied, even with the existing laser if properly stabilized. Quadrupole shifts in S and D
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states as a function of beam geometry and polarization can be determined to verify
that they behave as expected as method for detecting, minimizing or correcting them
can be determined.
With these pieces a measurement of the PNC shift in one isotope should be possible
with a week or so of data collection. The time will depend on what systematic
problems are turned up and what measurements must be done in parallel with the
parity measurement to correct them. From there further work would be done do
reduce systematics and improve precision and to repeat the measurement on other
isotopes. These later results should follow quickly once the procedure is optimized.
It could take less than a year from the acquisition of a usable 2µm laser and working
mirror to precise results on number of isotopes. Interpretation as corrections to the
Standard Model will require accurate atomic structure results.
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