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a b s t r a c t
Correlation analysis is a very useful technique for similarity search in the field of data
stream mining. The traditional method is not suitable for real time processing especially
when the amount of stream sequences is very large. In this paper, we propose HBR
(Hierarchical Boolean Representation), a novel technique for correlation analysis in stream
time series. The original stream sequences are transformed into the Macro-Boolean series
and the Micro-Boolean series successively, and the candidate correlation set can be easily
obtained by simple bit operations. With huge amount of stream series, this method can
quickly get the correlation pairs of series efficiently by reducing complicated calculation in
a little space. Meanwhile, this approach can update the Boolean series incrementally with
very low cost and adjust some important coefficients adaptively by the stream feature. The
experimental evaluations show that HBR has excellent computation complexity with high
accuracy.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Data streams have received considerable attention in various communities due to several important applications, such as
network analysis, sensor networkmonitoring, financial data analysis, and scientific data processing. In all of the applications
cited above, it is not feasible to simply load the arriving data into a traditional database. Because data arrive the system
continuously inmultiple, rapid, time-varying, unpredictable and unbounded streams. Traditional DBMS are not designed for
rapid and continuous loading of individual data items, and they don’t directly support the continuous queries andprocessing.
Due to the highly dynamic nature of data streams, random access is unavailable. Therefore, each stream is possible to be
read only once (or a limited number of times). Furthermore, it is recognized that both approximation and adaptability are
key problems in executing queries and performing other processing.
How to add the streaming characteristics to previous data mining technology and analyze data stream rapidly and
efficiently is highly concerned. As to stream time series, it is impossible to store all the sequences and the only solution
is the continuous processing which analyzes the series online and updates the data dynamically. Lots of algorithms focus on
the recent values by applying a sliding window. In this way, only the recent new values of each stream series are taken into
consideration, and old values are discarded as window slides.
Techniques for evaluating the similarity between time series datasets have been of interests of database community for a
long time. Correlation analysis is an important method for similarity queries in the field of time series analysis. In this paper,
we study fast correlation analysis in stream time series, where the amount of stream sequences is very large. Correlation
analysis over a large number of streams is a challenging task because the data stream is always burst and endless. Lots of
work has been done about how tomonitor thousands of data streams [4,6,8,12,17,20,21]. But all of these methods are based
on complex operation which transforms the original sequence into simple summarization, then computes the correlation
by pair-wise way which leads to tremendous calculation costs because most pairs of series may have no correlations at all.
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Fig. 1. Stock data (Open price from several companies.).
As we know, in many applications only a few pairs of series have correlations at some certain time. Meanwhile, it will be a
great cost to maintain the summary continuously.
We will illustrate the main intuition and motivation with a real example. Fig. 1 shows the open price data of some
companies from stock exchange in China. A stock broker may register many requests such as ‘‘notify the client which two
stocks are correlated with a correlation value above 0.9 during the recent one-hour period among all the stocks’’. Typical
method is to compare all pairs of series to give the results whenever the corresponding conditions are evaluated true.
However, from Fig. 1, we can see that most pairs of series have no correlations at all. There will be great computation cost
in pair-wise way.
We solve these problems by adopting the novel Hierarchical Boolean representation method, which transform the
original stream series into very simple summarizations: Macro-Boolean series and Micro-Boolean series. By simple bit
operations we can quickly allocate the correlation pairs of series efficiently without using pair-wise method. And this
approach will cost very little space and be very easy to maintain. We also present a new strategy to update our Boolean
summarization adaptively by the feature of stream time series.
Our major contributions are:
• A Hierarchical Boolean representation based method is introduced to simply represent time series streams.
• How to analyze correlations without huge pair-wise calculations among a large number of streams is shown.
• An efficient way is proposed to update the Boolean summarization adaptively.
The rest of the paper is organized as follows. Section 2 discusses the related work. Section 3 introduces necessary
definitions and notations. Section 4 presents our approach for fast adaptive correlation analysis. Section 5 gives the
theoretical analysis of this method. Section 6 evaluates the results of the experiments, which clearly show the effectiveness
of this approach. Section 7 gives a brief conclusion.
2. Related work
For indexing time series data, Agrawal [1] proposed to use the DFT (Discrete Fourier Transform) to extract features for
indexing. Follow-up work examined several related problems, including subsequence matching [2], Adaptive Piecewise
Constant Approximation (APCA) [3], Piecewise Vector Quantized Approximation (PVQA) [4], Discrete Wavelet Transform
(DWT) [5] and DAWA [6]. Feature extraction, summarization and compression are closely related, with powerful tools
like Wavelets [7,8], Singular Value Decomposition [9], and random projections [10]. Ratanamahatana [11] proposed a new
technology for time series presentation, which transforms the original series into binary sequences for similarity search and
clustering, but it is just suitable for time series without considering stream processing.
Much of streammining work has focused on finding interesting patterns in a single pass, but multiple streams have also
attracted significant interest. Guha [12] proposed an algorithm that solves the k-median problem for data streams in a single
pass. Domingos and Hulten [13] presented an algorithm for constructing decision trees. The work in [14] focuses on streams
with concept drifting. Clustream [15] is a flexible clustering framework with online and offline components.
Statstream [16] uses the DFT to summarise streams within a finite window and then compute the highest pair-wise
correlations among all pairs of streams. Braid [17] addresses the problem of discovering lag correlations among multiple
streams. The focus is on time and space efficient methods for finding the earliest and highest peak in the cross-correlation
functions between all pairs of streams. Guha [18] improve on discovering correlations, by first doing dimensionality
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Fig. 2. Similar stock price sequences with large distance.
reduction with random projections, and then periodically computing the SVD. MUSCLES [19] applies multi-variation linear
regression on multiple co-evolving time sequences to do forecasting. SPIRIT [20] focus on finding patterns, correlations and
hidden variables, in a large number of streams. Papadimitriou [21] introduce a method to discover optimal local patterns,
which concisely describe the main trend in a time series.
In conclusion, none of the above methods satisfy the requirements in the introduction: no pair-wise way and data-
adaptive summarization updating.
3. Preliminaries
In this sectionwe give some related definitions of the problemswe are trying to solve.We also introduce some definitions
needed later.
Stream time series can be regarded as continuous, equal time interval, infinite sequences. In practice, we just compare the
recent values of series by sliding window model. Let X be a stream time series (x1, x2, . . . , xn), where xn is the most recent
value, and n is the window’s length defined by users. As time goes by, the values in the sliding window will be updated
continuously.
In fact, correlation analysis in stream time series can be considered as a typical similarity search problem defined as
follows:
Definition 1 (Similarity Search). Given m stream time series X1, X2, . . . , Xm, a query sequence Q and a user-specified
threshold ε, a similarity search operation retrieves all stream time series Xi, so that for the Q , the distance between Xi
and Q does not exceed ε, where 1 ≤ i ≤ m.
In this paper, we choose Pearson correlation coefficient as the criterion to capture the notion of similarity between two
sequences and search all the similar pairs of series.
The reasonwe choose Pearson correlation coefficient for similarity search is that it’s muchmore flexible than some other
distance measurement. The Euclidean distance [1] as well as Dynamic Time Warping(DTW) [22], Edit Distance with Real
Penalty(ERP) [23], Edit Distance on Real Sequence(EDR) [24] and Longest Common Subsequence(LCSS) [25] are the most
popular distance function for similarity search. But sometimes they don’t yield very intuitive similarity result for time series
with different baselines and scales.
The distance functionmeasurement is not adequate as a flexible similaritymeasure between time series. Two time series
can be very similar even though they have different base lines or amplitude scales. For example, in Fig. 2, the pricemovement
of two stocks that follow the same trend might have a large distance because they are moving around different baseline
prices.
Our goal is to monitor m stream time series: X1, X2, . . . , Xm, and to determine automatically all the pairs of series that
have correlationswith slidingwindowmodel. It is required to fulfill this job in an efficientway. Ideally, a correlation analysis
approach for arbitrary stream time series should satisfy the following requirements.
• No pair-wise way: Lots of jobs are done to compute the correlations by pair-wise ways which lead to huge calculation
cost when the number of streams is very large. However, in practice only a few part of pairs of series have correlations,
pair-wise calculation cost toomuch execution time. How to allocate the correlation set among a large number of streams
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Table 1
Symbols.
Symbol Description
X, Y Stream time series
xt Value of a stream time series X at time t = 1, 2, . . . , n
n The size of sliding window
m The amount of stream time series
ρ Correlation coefficient
δ Boolean correlation coefficient
εw Macro-Boolean correlation threshold
εb Micro-Boolean correlation threshold
ξ Macro-Boolean updating threshold
T Sampling period
in an efficient way is highly necessary for fast stream analysis, especially when the number of streams for fast processing
is very huge.
• Adaptive updating: Many approaches are proposed to summarize the data streams, but the majority of them need
complex transformationwhich cost lots of extra resources.When new values continuously arrive, it will be unacceptable
to update the summarization frequently by complex operations, especially re-scan the original series again and again.
How to update the summarization continuously with little cost according to the feature of stream time series themselves
is also a very challenging problem.
With respect to the first requirement, the problem we want to solve is the following (addressed in Section 4.1):
Problem 1. Givenm stream series X1, X2, . . . , Xm and a window length n given by users, efficiently search all pairs of series
that have correlations at this window length without complex pair-wise calculations.
Little work adopt the naive method to compare the original stream time series. Lots of summarization methods are
introduced to represent the stream series for further processing. However, in practice, it’s indispensable to update the
summarization continuously with complex operation when window slides. Therefore, low-cost maintaining is always
expected. With respect to the second requirement, we want to solve the following problem (addressed in Section 4.2):
Problem 2. Given a stream series X , and W is a summarization of X , update W adaptively in an efficientwaywhenwindow
slides.
Next, we will introduce some basic definitions about correlation.
Definition 2 (Correlation). Given two stream time series X and Y are (x1, x2, . . . , xn) and (y1, y2, . . . , yn), respectively, then
the Pearson correlation coefficient of these two series is:
ρ(X, Y ) =
n∑
t=1
(xt − x)(yt − y)√
n∑
t=1
(xt − x)2
√
n∑
t=1
(yt − y)2
(1)
where x, y denote the mean value of X and Y , respectively. Let the correlation threshold be ε, if |ρ| > ε, these two series
have correlation.
When stream series are updated, we need to re-calculate all the values in the sliding window. Eq. (1) can be transformed
as follows in order to compute the ρ incrementally bymaintaining the sum, square sum and inner product of each series. By
this way we can also maintain the mean value and the standard deviation in an incremental way.
ρ(X, Y ) = nSxy − SxSy√
nSxx − (Sx)2
√
nSyy − (Sy)2
(2)
where
Sxy =
n∑
t=1
xtyt , Sxx =
n∑
t=1
x2t , Syy =
n∑
t=1
y2t , Sx =
n∑
t=1
xt , Sy =
n∑
t=1
yt .
Table 1 gives the symbols used in this paper.
4. Proposed method
4.1. Hierarchical Boolean representation
In many applications, only a few parts of series have correlations. There will be huge computation cost by naive
method which compares every two series. To address the Problem 2 in Section 3, we propose a new technique called HBR
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Fig. 3. Macro-Boolean series.
(Hierarchical Boolean Representation) for time series streams. This method transforms every stream series into the Macro-
Boolean series and theMicro-Boolean series two levels, and a smaller candidate setwhich includes correlation pairs of series
can be easily gained by simple bit operations. HBR can not only save huge storage space, but avoid a lot of meaningless
operation by rapidly allocating the correlation pairs especially when the amount of stream time series is very large.
Boolean series can also be considered as a binary number. Each value in series can only be 0 or 1. Our proposed
representation works by replacing each real valued data with a single bit. Boolean series representation occupies less space
memory, because a real value occupies 4 of 8 bytes in main memory, but we transform each real value into just 1 bit.
Meanwhile bit operation is the most efficient operation in computer. For the purpose of accommodating the characteristic
of stream series, Boolean representation provides excellent time and space complexity for the stream processing.
First, we use the clipping technology [11] to transform the original stream series into Macro-Boolean series which can
reflect the main trend of the original sequences.
Let X:(x1, x2, . . . , xn) be a stream time series with the length of n, then the corresponding Macro-Boolean series W is
{w1, w2, . . . , wn}, where
wt =
{
1, xt > x
0, xt ≤ x x =
1
n
n∑
t=1
xt . (3)
In Fig. 3 we can see that the Macro-Boolean series can only reflects the main trend of original stream series without any
detailed increase and decrease information. Next, we will give the Micro-Boolean series representation method.
Let X:(x1, x2, . . . , xn) be a stream time series with the length of n, then the corresponding Micro-Boolean series B is
{b1, b2, . . . , bl}, where
bj =
{
1, if xjT ≥ x(j−1)T
0, if xjT < x(j−1)T
(1 ≤ j ≤ l) (4)
where T denotes the sampling period. In Fig. 4, T is 50.
Micro-Boolean representation mainly reflects the change trend of the original series. As illustrated in Fig. 4, we can
transform the fluctuation in certain interval into 1 bit, so the change trend of whole series can be represented by a single
binary number. How to choose the most suitable T is very crucial. If T is too small, the result may be affected greatly by lots
of noise, otherwise, the Micro-Boolean series can not reflect enough detailed information.
Definition 3 (Boolean Correlation). Given two stream time series Bi and Bj are {bi1, bi2, . . . , bin} and {bj1, bj2, . . . , bjn}with the
length of n, then the Boolean correlation coefficient of these two series is:
δ(Bi, Bj) = 1−
n∑
k=1
bik
⊕
bjk
n
. (5)
We assume that the Macro-threshold is εw , and the Micro-threshold is εb, if δ(Bi, Bj) > εw (or δ(Bi, Bj) > εb), these two
series have Boolean correlations.
942 T. Zhang et al. / Computers and Mathematics with Applications 57 (2009) 937–948
Fig. 4. Micro-Boolean series.
Fig. 5. Algorithm for hierarchical boolean representation.
By hierarchical Boolean representation, each sequence is transformed into simple binary numbers. Without complex
pair-wise comparison of original streams series, we just need to operate on the corresponding Boolean sequences with
simple bit operations. Therefore, the volume of the candidate set is greatly cut down because lots of redundant pairs of
series are eliminated.
Firstly we transform the original stream time series into Macro-Boolean series to get the main trend, any pairs of
Boolean series which have Boolean correlation will be added into Macro-candidate set. Then, we transform every series
in Macro-candidate set into Micro-Boolean sequences to get the detailed information, and calculate the Boolean correlation
to compose the Micro-candidate set. Finally, we compute all pairs of series in Micro-candidate set to get the correlation
set. The detailed algorithm of HBR is given in Fig. 5.
4.2. Adaptive updating
In this section, we elaborate on the issue that how to update the Boolean summarization adaptively. As we know, stream
time series flow into the system in a time-varying, unpredictable way. When new values arrive, sliding window moves on
by discarding old ones. Therefore, Macro-Boolean series and Micro-Boolean series have to be updated continuously every
time new values arrive.
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Fig. 6. Change of Macro-Boolean series after window slides.
Fig. 7. Algorithm for updating of Macro-Boolean series.
For Macro-Boolean series, naive updating method needs to recalculate the mean value in the new sliding window and
re-scan each item to obtain the new Boolean sequence every time window slides. This approachmay be unacceptable when
new values arrive at a low rate. In this situation, the number of updating values is much fewer than window size and the
mean value may not change too much, it will be a great cost if we re-scan the whole new sequence again and again. For
example, in Fig. 6 we can see that the mean value changes a little after window slides. The common segmentation has
almost the same Macro-Boolean series. It will be a waste to recalculate the Boolean series which is almost the same with
the exiting ones. We just need to discard old data items and put the new coming values into transformation without any
operation on the common part.
We propose a new update strategy for Macro-Boolean series. Assume the Macro-Boolean updating threshold is ξ , which
is defined according to the change of mean value. This parameter can be set by specific applications and modified by the
characteristic of different stream series. For example, when window slides we first compute the mean value of new coming
data, then compare it with the original one. If the relative change of mean value is below our updating threshold, we just
adopt the originalmean value to transformnew items intoMacro-Boolean series. Otherwise, we re-scan thewhole sequence
in the new sliding window to get the Macro-Boolean series. The detailed algorithm is shown in Fig. 7.
For Micro-Boolean series, it’s very easy to be updated in an incremental way because we just need to compare the new
value with the previous one. But there is also a problem—how to determine the value of sampling period T . According to
the Sampling theorem in signal processing area, we choose Nyquist period [26] of time series as the sampling period T .
However, we have no prior knowledge of the periodical feature of stream series, meanwhile the period may always change
with the dynamical stream environment.We also need to update the sampling period T adaptively according to the intrinsic
characteristic of stream series. In the same way, we also don’t have to track T every time new values arrive, but analyze the
frequency information of stream series in a much bigger window to get the recent T , when a new big window is yielded, we
will compare the new T with older one. If the the change of T is just below our updating threshold, the previous one will be
retained for further processing. Otherwise, we update the sampling period T by the new value.
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5. Theoretical analysis
5.1. Precision
In this section we give a theoretical analysis to show the accuracy of the HBR method. Again, we focus on a stream time
series X . To simplify the discussion without loss of generality, we assume the given sequence has normal distribution. We
can demonstrate that HBR has very excellent precision.
Lemma 1. Let Xt , Yt be both standard normal distribution series, E(Xt) = E(Yt) = 0, D(Xt) = D(Yt) = 1, Wt and Vt are
Macro-Boolean series of Xt and Yt , respectively, assume ϕ = P(Wt = 1|Vt = 1), then the Pearson correlation coefficient of Wt
and Vt :
ρ(Wt , Vt) = 2ϕ − 1. (6)
Proof. From the symmetry of the standard normal distribution, we know that
P(Wt = 1) = P(Xt > 0) = 1/2, P(Wt = 0) = P(Xt ≤ 0) = 1/2
E(Wt) = 1 · P(Wt = 1)+ 0 · P(Wt = 0) = 1/2
D(Wt) = E(Wt − 1/2)2 = 1/4.
Similarly,
P(Vt = 1) = P(Vt = 0) = 1/2, E(Vt) = 1/2, D(Vt) = 1/4
E(WtVt) = P(Wt = 1, Vt = 1) = P(Vt = 1)P(Wt = 1|Vt = 1) = ϕ/2.
Then, we can get the covariance of Xt and Yt :
Cov(Wt , Vt) = E[(Wt − 1/2)(Vt − 1/2)] = E(WtVt)− 1/4 = (2ϕ − 1)/4. So,
ρ(Wt , Vt) = Cov(Wt , Vt)
/√
D(WtVt) = 2ϕ − 1. 
Theorem 1. Let Xt , Yt be both standard normal distribution series, E(Xt) = E(Yt) = 0, D(Xt) = D(Yt) = 1, Wt and Vt are
Macro-Boolean series of Xt and Yt , let ρ be the Pearson correlation coefficient of Xt and Yt , and ρWtVt be the Pearson correlation
coefficient of Wt and Vt , then:
E(WtVt) = 14 +
1
2pi
arcsin ρ (7)
ρ = sin
(pi
2
ρWtVt
)
. (8)
Proof. The joint probability density function of (Xt , Yt) is:
f (x, y) = 1
2pi
√
1− ρ2 exp
{
− 1
2(1− ρ2) (x
2 + y2 − 2ρxy)
}
E(WtVt) = P(Wt = 1, Vt = 1) = P(Xt > 0, Yt > 0)
= 1
2pi
√
1− ρ2
∫ ∞
0
∫ ∞
0
exp
{
− 1
2(1− ρ2) (x
2 + y2 − 2ρxy)
}
dxdy
= 1
2pi
√
1− ρ2
∫ ∞
0
∫ pi
2
0
r exp
{
− 1
2(1− ρ2) (1− ρ sin 2θ)
}
dθdr
= 1
2pi
√
1− ρ2
∫ pi
2
0
1
(1− ρ sin 2θ)dθ
= 1
2pi
√
1− ρ2
∫ pi
2
0
1
tan2 θ − 2ρ tan θ + 1dtanθ
= 1
2pi
{
pi
2
+ arctan ρ√
1− ρ2
}
= 1
4
+ 1
2pi
arcsin ρ.
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From Lemma 1, we have:
ρWtVt = 2ϕ − 1 = 4E(WtVt)− 1 = 2
pi
arcsin ρ
ρ = sin
(pi
2
ρWtVt
)
. 
Theorem 2. Let Xt , Yt (t = 1, 2, . . . , n) be finite length standard normal distribution series, Wt and Vt areMacro-Boolean series
of Xt and Yt , respectively, ϕ = P(Wt = 1|Vt = 1). At an arbitrary time t, let Xt = xt , Yt = yt , Wt = wt , Vt = vt , then the
maximum likelihood of ϕ:
ϕˆ =
n−
n∑
t=1
(vt + wt)+ 2
n∑
t=1
vtwt
n
. (9)
Proof. From the given condition, we have
P(W1 = w1, V1 = v1)P(W2 = w2, V2 = v2) . . . P(Wn = wn, Vn = vn)
= P(V1 = v1)P(W1 = w1|V1 = v1)P(V2 = v2)P(W2 = w2|V2 = v2) . . . P(Vn = vn)P(Wn = wn|Vn = vn)
=
n∏
t=1
P(Vt = vt)
n∏
t=1
P(Wt = wt |Vt = vt).
Since,
ϕ = P(Wt = 1|Vt = 1) = P(Wt = 0|Vt = 0)
1− ϕ = (Wt = 1|Vt = 0) = P(Wt = 0|Vt = 1)
P(Wt = wt |Vt = vt) = ϕ1−vt−wt+2vtwt (1− ϕ)vt+wt−2vtwt .
Then, the likelihood function of ϕ is:
L(ϕ) =
n∏
t=1
P(Vt = vt)
n∏
t=1
P(Wt = wt |Vt = vt)
=
(
1
2
)n
ϕ
n−
n∑
t=1
(vt+wt )+2
n∑
t=1
vtwt
(1− ϕ)
n∑
t=1
(vt+wt )−2
n∑
t=1
vtwt
.
Let α ln L(ϕ)
αϕ
= 0, we can get the maximum likelihood of ϕ:
ϕˆ =
n−
n∑
t=1
(vt + wt)+ 2
n∑
t=1
vtwt
n
.
Each item in Boolean series is just a bit. We can replace the algebra calculation with simple bit operation to improve the
effectiveness of the calculation. Eq. (9) can be transformed as follows:
ϕˆ =
n−
n∑
t=1
(vt + wt)+ 2
n∑
t=1
vtwt
n
= 1−
n∑
t=1
vt
⊕
wt
n
. (10)
From Eq. (10), we can see that ϕˆ is just the Boolean correlation coefficient. From Theorems 1 and 2, we have:
ρˆWtVt = 2ϕˆ − 1 (11)
ρˆ = sinpi(ϕˆ − 1/2). (12)
With ideal conditions, we can obtain Pearson correlation coefficient just by Boolean correlation coefficient. For the reason
that data streams are time-varying, we can not get the exact result through Boolean series. But the Macro-Boolean series
presentation can still reflect the main trend of the whole series. Although the Macro-candidate is not the final correlation
set, it has filtered out huge non-correlated pairs of series. In this way, the cost for correlation analysis is greatly reduced. 
5.2. Complexity
Boolean representation is a way to transform the original series into a sequence of bits. From [11] we know that
this method can yield compression ratios from 32:1 to better than 1000:1, especially by using sampling technique in
Micro-Boolean representation. HBR is also an efficient representative method in space complexity. HBR has also excellent
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Fig. 8. Comparison of execution time between HBR and exact method.
Fig. 9. Execution time of transformation and correlation detection of HBR.
performance in response time. Given a collection of m series, with each length of n. Time requirement of naive method
is O(m2n) by computing each pair of all series. So the cost is overwhelming, especially when m is big enough. But only a
few pairs of series have correlations in many applications, the main cost is the computation of huge amount pairs with no
correlations among thewhole series. HBR transforms the original series into Boolean series with trend information, the time
requirements areO(mn). The cost of comparison between Boolean series is just simple bit operationswhich can be neglected
and the correlation computation in candidate is just O(kn), where k is the amount of pairs in candidate. Since k is very small
after filter operations by bit comparison, the time complexity of HBR is approximately O(mn).
6. Experimental evaluation
To evaluate the efficiency of our proposedmethod, we performed experiments on real and synthetic datasets on a 2.4GHz
Pentium IV PC with 512 MB of main memory. The experiments were designed to answer the following questions:
1. How does HBR scale with the number of sequences in terms of execution time?
2. How does the performance of HBR change by varying several important coefficients?
The default values for the parameters are:the window size is 100, the Macro-Boolean threshold and the Micro-Boolean
threshold are 0.65 and 0.75, respectively, the sampling period is 16, the Macro-Boolean updating threshold is 0.8, and
window slides 20 values for each time. The sequences are composed by the following two datasets:
• Random: the dataset consists of 1000 sequences generated by random walk model, with each length of 5000.
• Stock: daily open price of 500 companies from the stock exchange in China, with each length of 5000.
(http://cn.biz.yahoo.com/stock.html).
We will evaluate the speed and the precision of HBR by the following experiments. First, the execution time of HRR and
the exact method will be compared with different number of streams. Then, we will show the precision and the execution
time of HBR with different threshold.
Fig. 8 shows the number of streams vs. the wall clock time with different algorithms. With the increase of the number
of streams, the execution time of exact method rise in a quadratic way. But the response time of HBR is much faster than
the exact pair-wise method. As shown in Fig. 9, the time of HBR is divided into two parts: transformation and correlation
detection. The time executed by correlation detection is even shorter than transformation because bit operation is very
simple and efficient. We can see that HBR is much more suitable for stream processing in an approximately linear way.
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Fig. 10. Precision and execution time with different threshold.
Fig. 11. Precision and execution time with different sampling period.
Thewall clock time is the average of the execution time to compute the correlations. As the number of streams continues
to grow, the execution time also increases. Instead of the O(m2) the exact pair-wise method requires, HBR can achieve a
dramatic reduction in computation time. This experimental results shown in Figs. 8 and 9 correspond to our theoretical
discussion in Section 5.2. Theoretically, HBR just requires time O(mn) to compute the correlations.
From the previous section, we know that correlation thresholds εw and εb are very important for the precision of HBR.We
test the precision and the execution time in calculating correlations among 500 series with different thresholds. In Fig. 10,
we know that HBR can obtain a precision of 100% with relative high value. However, the corresponding response time is
almost the samewith the exactmethod. Therewill be a tradeoff between the precision and the execution timewith different
thresholds. We will choose the most suitable threshold range to get efficient processing time with high accuracy in terms
of the intrinsic feature of the original stream time series.
We also perform the experiment to test the performance affected by sampling period T with different number of streams.
In Fig. 11, we can see that the result is not very accuratewhen T is below 8 because toomany correlated pairs are filtered and
the candidate set is very sensitive to the noisy data. Meanwhile, the precision gets no obvious increase while the response
time rise up sharply when T is big enough.We can choose the optimal value of T by frequency characteristic of original time
series to gain enough accuracy with relatively minor processing time. The value of Macro-Boolean updating threshold also
has an important impact on the performance. As the value increases, the gap between two mean values could be very large
which lead to unaccepted error although the processing speed will decrease a lot. Otherwise, if the value is set too small,
too many updating occur when window slides, which will affect the execution time extremely. In Fig. 12, we can clearly see
that the execution time increase dramatically as the updating threshold decrease from 1.2 to 0.4, meantime the precision
raise slightly by 10%.
7. Conclusions
Data streams have received considerable attention in various communities. The traditional method is not suitable for
real time processing especially when the amount of stream sequences is very large. It is recognized that both approximation
and adaptability are key problems in executing queries and performing other processing.
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Fig. 12. Precision and execution time with different Macro-Boolean updating threshold.
We focus on fast correlation analysis in a large number of stream time series. In this paper, we propose HBR (Hierarchical
Boolean Representation), a novel technique for correlation analysis in stream time series. With huge amount of stream
series, this method can quickly get the correlation pairs of series efficiently by reducing complicated calculation in a little
space. Meanwhile, this approach can update the Boolean series adaptively by the stream feature. Moreover, we evaluated
our method by several experiments, which indicate it can discover correlation much more efficiently and effectively.
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