Abstract-We present a new method for content management and knowledge discovery using a topology-preserving neural network. The method, termed topological organization of content (TOC), can generate a taxonomy of topics from a set of unannotated, unstructured documents. The TOC consists of a hierarchy of self-organizing growing chains (GCs), each of which can develop independently in terms of size and topics. The dynamic development process is validated continuously using a proposed entropy-based Bayesian information criterion (BIC). Each chain meeting the criterion spans child chains, with reduced vocabularies and increased specializations. This results in a topological tree hierarchy, which can be browsed like a table of contents directory or web portal. A brief review is given on existing methods for document clustering and organization, and clustering validation measures. The proposed approach has been tested and compared with several existing methods on real world web page datasets. The results have clearly demonstrated the advantages and efficiency in content organization of the proposed method in terms of computational cost and representation. The TOC can be easily adapted for large-scale applications. The topology provides a unique, additional feature for retrieving related topics and confining the search space.
I. INTRODUCTION

W
ITH the vast and increasing amount of unstructured content available electronically on the web and enterprise intranets it is becoming more and more inefficient to rely on humans to manually annotate electronic documents, e.g., webmasters and knowledge managers dealing with content categorization, updating and maintaining the file stores. This is why web content management has become an important area of research and application. The main applications are e-libraries, enterprise portals, e-commerce, software contents management, document management and knowledge discovery [1] . Document management addresses many issues such as storage, indexing, security, revision control, retrieval and organization. The documents, generated in an enterprise either centrally or locally by employees, are often unstructured or arranged in ad hoc manner (e.g., e-mails, reports, web pages, presentations). As employees are highly mobile or distributed with possibly varying locations, it is important to extract their contributions and knowledge and to systematically organize them into a knowledge portal. Recently many companies have recognized the value of content management and have focused on text mining and dynamic document management tools, for decision-making tasks or knowledge base creation [2] . Many existing full-text search engines return a large ranked list of documents, many of which are irrelevant. This is especially true when queries are short and very general words are used. Hence, the document organization has become important in information retrieval (IR) and content management. It includes the following.
• Topic detection and tracking: Use a stream of documents to detect topics that are tracked over time. Theses topics can be described as events, facts or activities. In topic detection and tracking, there are three distinctive steps, segmentation of a document into disjoint story boundaries, detection of new topics, and tracking of known topics (or topics of interest). The application has been particularly useful for tracking important news events [3] .
• Document classification: Use a set of documents that are preclassified to specific topics, to create a model for each topic. New documents are then classified and assigned to existing topics with the most similar models. The typical supervised learning methods are the backpropagation neural networks [4] , naïve Bayesian [5] or support vector machine [6] . The applications include e-mail filtering and categorizing documents. An introduction and review can be found in [7] .
• Document clustering: Use a set of unclassified documents to extract important relations among them and organize similar ones together to form topic groups. Documents in a topic group share certain common properties. Typical methods include partition-based clustering [8] , agglomerative/divisive hierarchical clustering [9] , and selforganizing maps (SOMs) [10] . Document clustering has been applied to areas such as expanding search space [9] , browsing large sets of documents [8] and arranging results from a web search engine query [11] . An extensive and detailed review can be found in [12] . The proposed topological organization of content (TOC) method provides a natural way to automatically generate topic directories and structures for efficient information access and retrieval and for document navigation and exploration-an important aspect in modern web content management [1] and document management [13] systems. The dynamically generated topic structures by the TOC method, the topological trees, share similarities with many major web directories such as Yahoo 1 or Dmoz, 2 however, are created directly and autonomously from a set of unlabeled documents. Instead, Dmoz, for example, requires about 60 000 human indexers to create, update and maintain the structure.
The main strength of the proposed TOC method is that the size of each chain is adaptive and self-determined through a validation process. This is novel compared to many existing methods that use predetermined and fixed growing threshold, effectively imposing constraints on the structure. The use of a hierarchy of one-dimensional (1-D) chains instead of grids matches more closely the user-friendly tree structures used by many file explorers, portals or web directories.
The remaining of the paper is organized as follows. A brief review on general document clustering methods as well as their respective validations is given in the next section. In Section III, the proposed TOC method is described. Its key components, the growing chains (GCs), extract the essence of the contents and use a proposed entropy-based Bayesian information criterion (BIC) to validate their structures. The TOC method forms a hierarchical organization of the contents in a topological tree structure for visualization. Section IV presents comparative results, demonstrating the benefits and advantages of incorporating dynamic growth and validation procedures for retrieval and exploration. Section V concludes the paper by discussing the potentials of the proposed TOC method compared with the existing techniques and suggests future work.
II. EXISTING DOCUMENT ORGANIZATION METHODS
A. Document Clustering Algorithms
The main algorithms for document clustering are partitioning, hierarchical, information theoretic, probabilistic model-based, tree-based clustering and neural network based. Partition-based methods generally use a centroid to represent a cluster, and assign documents to clusters sequentially or in a batch. Examples include the sequential single-pass [14] , batch -means, fractionation and buckshot [8] . In hierarchical clustering, there are two types of algorithms, the divisive and agglomerative. The agglomerative algorithm begins with a single document as a cluster and iteratively merges the most similar clusters until a terminating criterion is met or all documents fall into a single cluster. Typical agglomerative algorithms include average-link [15] and Ward's method [16] . In the divisive clustering, all documents are assigned to a single cluster at the beginning and iteratively selected clusters are divided into smaller clusters. Examples are bisecting -means [17] , -means variants [18] , and principle direction divisive partitioning [19] . Detailed reviews of partition-based and hierarchical document clustering can be found in [12] . Information theoretic based methods use statistical methodology instead of distance or similarity metrics and can maximize the mutual information (MI) between documents and categories [20] . Probabilistic model-based methods use models, e.g., Gaussian mixture [21] or assume a probabilistic word distribution to represent clusters or documents. Tree-based clustering methods employ suffix tree clustering to represent and cluster the documents [11] or machine learning type decision trees [22] .
There are few nonneural network methods that can generate browsable topic hierarchies. Most methods generate dendrograms used for retrieval. However, some methods create an -way tree fixed at each level using -means variants [8] , [18] . A recent approach uses fuzzy relations to construct a hierarchy [23] , however the structure is a directed acyclic graph that cannot be easily represented as a tree structure. Both methods do not have a topology making it difficult to visualize the similarities between the clusters. A thorough, complete review of other hierarchical methods can be found in [12] .
B. Neural Networks for Document Organization
The benefits of neural networks such as nonlinear input-output mapping and ability to learn from examples have made them suitable for document organization. The most widely used neural networks in document organization are the adaptive resonance theory (ART) and SOMs. The ART is a method guided by a vigilance parameter, which helps to determine if the network represents a chosen sample sufficiently well. It has been used for clustering documents, e.g., the basic ART in [24] or Fuzzy ART [25] . Kohonen's SOM and its variants [26] , allow clustering and visualization of documents and their relationships in a two-dimensional (2-D) representation. A typical example is the WEBSOM [10] . Many variants of the SOM have been proposed and applied to document organization, e.g., Marginal Median SOM [27] , TreeGCS [28] , and growing hierarchical-SOM (GH-SOM) [29] . The main advantage of the SOM is the topology preservation of input space, which makes similar topics appear closely on the map. The disadvantages include the complexity that increases with the number of units and size of the dataset, inability to handle efficiently dynamic document sets, unlike the plasticity in the ART for example. More detailed discussions on existing SOM-based algorithms applied to document organization can be found in [12] .
An important part of visualization and exploration of the SOM-based methods is to automatically identify and label regions of interest. Multilayered SOMs have been used to organize documents relating to entertainment and brainstorming (e.g., the ET-MAP [30] ), where each node is labeled using the best matching terms and nodes with similar terms are merged together to form regions on the maps. This is similar to the approach adopted in the LABELSOM [29] , which uses the quantization error (QE) to determine the best terms to label the nodes without merging nodes into regions. The WEBSOM uses a term frequency-based measure to determine the labels [10] . The method looks at frequencies of the most discriminating terms occurring in a cluster. The WEBSOM uses more nodes than the other methods, so not every node is labeled, but rather there is a fixed radius of minimum distance between labels. On the map the cluster densities are colored and smoothed, making them more visually appealing than the ET-MAP and GH-SOM. The WEBSOM also reduces the term space using the random projection to create the document vectors.
C. Quantitative Validation of Document Clustering
This section focuses on document-clustering validation metrics that do not require hand sorted document sets. These unsupervised learning methods are more appropriate as objective solutions, when subjective solutions are not available, especially in huge, distributed information resources. Supervised clustering validation can use for example generic cluster validation methods [31] and supervised evaluation methods used in IR such as precision-recall [9] .
A nonexhaustive list of document validation metrics is presented in the following.
• The overall similarity (or dissimilarity) criterion between each document and its nearest cluster representative for all clusters
where is a document vector, is the mean of cluster is the number of items in and Metric is the similarity (e.g., cosine correlation) or distance (e.g., Euclidean) measure used. This measure has been typically used in -means training and for the mean-squared-error validation where the turning point may indicate the desired number of clusters.
• In the intracluster similarity or pairwise similarity of each document in the same group
where and are documents clustered to . This measure is typically used to calculate the entries in a similarity matrix in hierarchical agglomerative methods.
• The cluster cohesion measure looks at the common words within a cluster cohesion (3) where is the total number of documents in collection and the count of terms in . This measure was applied in [32] and [33] .
• In a model based method, the MI is used to find a stable model over many runs [21] . The MI is used to measure the similarity between two sets of clusters MI (4) where and are sets of documents clusters, is the joint probability that a document belongs to both and , and are the probabilities that a randomly selected document belong to cluster or , respectively. • Entropy: this is a measure that can indicate the coherence of a cluster. The entropy has been used to quantitatively compare algorithms in [17] and [19] . The entropy of cluster can be defined as (5) where is the probability that a term belongs to cluster . The entropy is an efficient validation method and does not require a model when the probabilities are obtainable. It constitutes the basis of the validation method used in this paper (see Section III-F).
• The BIC [34] can also been adopted to validate document clustering in a model-based approach. The optimum number of models can be found using BIC (6) where is the model an associated sample, the number of dimensions in the model and the sample size.
D. Validation and Evaluation of SOMs
The validation of the SOM is still an unexplored area and even more so for document organization. The focus has been given to proofs of convergence [35] , weight ordering [26] , and reliability measures [36] . Davies-Bouldin index and a combination of validation indexes have been used in the SOM for clustering a nondocument dataset and compared with other clustering algorithms [37] , [38] .
Little work has been done to validate document maps themselves. If the SOM is used to perform clustering then any existing validation methods from cluster analysis can be used. However, these methods do not take into account the topology preservation property. The ART, SOM, as well as agglomerative clustering, AUTOCLASS, generative topographic mapping, SOM and GH-SOM, have been used to organize documents and the results compared empirically [39] . Supervised measures of precision-recall have been used but require known class memberships of documents prior to being applied to clustering. In such a comparison, better results were achieved than those of existing full-text search engines [40] . One method evaluating the Marginal SOM and basic SOM found that in terms of precision and recall the former provided better results [27] . However, precision-recall has been regarded as unsuitable for evaluating the SOMs, as it assumes a optimum solution already exists [41] . Instead, the various measures such as map usage, average intranode similarity, fragmentation (number of isolated map regions) and purity (intracluster distance) have been used. However, the validations were made on the indexing terms but not the maps or clusters [41] .
III. PROPOSED TOC METHOD
A. Importance of Topology and Tree View Organization
Generally most clustering algorithms ignore the overlying relationships between clusters, as they are typically concerned with retrieval of documents rather than browsing. For example agglomerative methods generate dendrograms that are difficult to navigate if there are a large number of documents. Although they look at the similarity between documents, they do not clearly mark, represent and visualize the similarities among all clusters. Likewise flat partitioning algorithms such as -means do not show the similarities between cluster representatives. However, it is advantageous for browsing, to obtain and visualize similar topics close to one another even in 1-D structures as it can be observed in Fig. 1 . The 1-D self-organizing networks can produce a useful topology, which the -means method is incapable of. An example is shown in Fig. 1 , where in the -means the topics are not ordered at all, while in the SOM-based result the neighboring topics are closely related. Topology is important for browsing and organizing contents and retrieving relevant information, as it produces better structures and builds relationships among the documents, especially since the labels are assigned automatically when alphabetical ordering may not be suitable. This allows users to directly infer the general topics and their relations. The -means with random initialization lead to different solutions over many runs. This is a widely known limitation of the algorithm, e.g., [42] . Whereas topological mappings have been found to be more consistent over many runs and can cope well with random initializations.
Tree view representation of content is a natural way rendering information, as complex data cannot be effectively organized in a flat, single level of details. In a hierarchy, different levels can abstract the content at various degrees of details and display their relationships both to sub-and parent-topics. Agglomerative approaches generate dendrograms and improve upon flat partitioning such as the -means. However, it is generally a binary tree structure and can be unnatural for categorizing real document sets, which often do not exhibit binary divisions. It is also difficult to decide which level to cut. The divisive approaches split a chosen cluster two ways, also resulting in a binary tree structure, e.g., [19] . However, other approaches split chosen clusters -ways, where is fixed at each level and set a priori, for example in [18] , 9 is used. In this case, there is an increased possibility that there may be either too few or too many clusters to represent the underlying topics. In the SOM-based hierarchical approaches, only one map can be viewed at a time e.g., GH-SOM [29] or results are reorganized and viewed as a dendrogram, e.g., TreeGCS [28] .
The Dewey Decimal Classification (DDC) system, file explorers, web portals or web directories are all 1-D hierarchical, tree structures (sometimes with crossreferencing of topics). These structures typically have different numbers of subtopics at different levels and some branches may be deeper than others making it a natural, asymmetric tree. It would be advantageous to generate such a hierarchy automatically, which possesses both topology and natural tree structure. In this paper, the proposed approach, termed TOC, generates, from a set of unclassified documents, an insightful hierarchical directory of topics, while validating the dynamic structures at each level. The method can be used to categorize and organize web documents efficiently and intuitively. Topics judged similar are located closely at each level in the hierarchy, while different contents are located far apart. No further cluster identification or other post-processing is required.
B. Presentation of the Topologically Organized Content
The TOC is a set of independently spanned and hierarchically organized 1-D growing SOMs, or 1-D GCs. The preliminary work on a tree type SOM was first introduced in [43] and later enhanced by using short context [44] . The principle was to let a root chain grow until some terminating QE is reached. Then each node is tested to determine if documents clustered to it should be further clustered to a child chain. This is similar to divisive clustering where each cluster is divided into two smaller clusters at each step. However, the tree type SOM made the split as an -way tree, where can be different at different levels. The main limitation of this earlier method is that a stopping criterion, e.g., QE reduction ratio, has to be decided before the training. If this ratio is set too large or too small then the chain will become a flat partition or become too indiscriminative. Another weakness in this approach is that the Euclidean distance is used in sparse document space, where the cosine correlation is considered more appropriate [45] .
In this paper, the TOC uses an entropy-based BIC to determine the optimum number of nodes for each GC, or subdirectory. Once the number of nodes is determined, a heuristic method is used to decide if documents clustered to a node should become a leaf (or end) node or should be further expanded into a child chain. Each child chain has a reduced vocabulary compared to its parent node, allowing it to specialize in a subarea. In this way, a tree is formed as a hierarchy of GCs. This paper also introduces a novel method to deal efficiently with sparse data vectors using the dot product, and subsequently produces a faster winner search method and weight update function. Furthermore a flexible node insertion method for the GCs is employed using both interpolation and extrapolation. Finally a new node-labeling scheme using the most descriptive terms for each node is introduced to allow a natural browsing of contents. A general diagram showing the overall system is depicted in Fig. 2 .
C. Indexing and Feature Selection
In the first stage the HTML files (or other document files such as plain text, e-mail, Microsoft Word and Adobe PDF) in the dataset are crawled, text in the title tags are saved and text enclosed in HTML tags or comments are ignored. The title and remaining text is then indexed by recording successive words using a sliding window of sizes 1 to (e.g., 4, up to four successive words are used for each term) over the sentences, while ignoring common stop words. Once all documents are indexed, terms occurring in less than a few documents and those that occur in more than a percentage of the total documents are discarded, as these words contribute little to help discriminate between the documents. In the vector space model [45] a document is stored as , where is the frequency of term and is the total number of unique terms. Since a document vector is often sparse, each of its term frequencies is stored in a hash table as a compressed representation for efficient retrieval (7) where is a document stored as pairs:
( th term in the chain's vocabulary ) and (the weighting defined by (8) ). The typical IR term frequency multiplied by the inverse document frequency [45] , is used to weight the term frequency, combined with a scheme that weights more heavily the terms containing more words, and a normalization to take into account different document length (8) where denotes the final weighting of term in document . is a function determining the importance of term , depending on how many words are in the term. is a constant single-word word . is the frequency of term in document is the total number of documents in collection, and is number of document containing term .
D. GCs
The algorithm used to grow the 1-D SOM is termed GCs and shares growing properties with the growing grid (GG) (used in the GH-SOM) and growing SOM variants, but is more suited for 1-D. A chain begins with two nodes and is growing until a validation process terminates it. At the start the weights of the two root-nodes are initialized to small random values. This is to avoid any bias to the chains, and generally SOMs are insensitive to initialization [35] , [36] . In a similar way to the SOM, there are two major steps in the GC algorithm: the search for the best matching unit and the update of the winner and its neighboring nodes. At time , an input document vector is mapped to a chain consisting of nodes. The weight vector of node , is of dimensions (where is the total number of unique terms in the collection). The dot product between vectors and can be computed efficiently from the compressed document representation (7) as (9) where is the number of terms in document and is the value given by (8) of the term in the current document . The method iterates through the 1 to dimensions of the document vector rather than 1 to , the number of terms in the chain's vocabulary where in almost all cases. The best matching unit is the node with the maximum dot product amongst nodes and document vector (10) where is the current number of nodes. Once the winner node is found the neighboring weights are updated using (11) where is the monotonically decreasing learning rate and the neighborhood function, typically a Gaussian kernel. In order to reduce the noise from the sparse zero terms in the document vectors, the weight smaller than a threshold (e.g., 0.000 01) are set to zero. During training documents are presented in a random order.
E. Node Insertion in the GCs
Each node has a counter for its (winning) activities, which is reinitiated after each new node insertion. A measure termed average similarity (AvgSim) is also recorded during training AvgSim (12) where is the current number of nodes in the chain for where and is the maximum number of nodes used in the validation.
is the number of documents clustered in a particular node are the documents such that and is the weight of node . If no document is clustered to a particular node the dot product has a value of 0. If the chain is judged to have sufficiently converged shown by stabilization of AvgSim, then a new node is inserted next to the node with the highest number of wins. The new node is added in the proximity of the node with the largest counter and to its right or left, depending on which situation will lead to the highest AvgSim increase of the chain. The weight of the new node is initialized using interpolation between these two nodes like in the two cases shown in Fig. 3(a), (b) . If the node with the largest counter is found to be on a boundary then a new node is either interpolated or extrapolated, depending on which will increase the overall chain AvgSim. The nodes inserted at boundaries have their weights initialized through extrapolation by (13) as shown in Fig. 3(c) , (d) . If the difference is negative then the weights are set to zero, as no terms in the document vectors are negative if otherwise if otherwise (13) During the growth and just before a new node is inserted, the weights of all the existing nodes in the chain are stored along with the validation measure for the current number of nodes . The growth process is terminated when the validation has chosen the correct number of nodes-the details are described next.
F. GCs Validation
The validation is essential for determining the optimum number of nodes at each level, thus, an optimal content hierarchy. Rather than performing costly full growth (to one document one cluster) first and then pruning it like in machine learning decision trees, or simultaneous addition and removal of nodes until a threshold is reached (like in ART or GCS), the chain is allowed to grow to a specified number of nodes . This is analogous to the -means mean-square-validation where the optimum is searched for where . The idea of using validation is to discover or choose the natural number of nodes or topics. Generally one seeks to maximize the intracluster (within the cluster) and minimize the intercluster (between clusters) similarities. In real world applications, this is usually not feasible since many outliers, noisy points or overlapping clusters are present in the data. This measure is already given by AvgSim and optimized by the GCs. The proposed validation is based on the documents entropy instead of simple centroid. The validation measure penalizes larger number of clusters, which encourages a flat partition. This measure is applied locally to a particular chain, taking into account its reduced vocabulary. The first step in the validation is to calculate the distribution of terms in each cluster using the probability that a term belongs to cluster as (14) where is the count of occurrence of in cluster . Then the entropy H of cluster is defined as (15) The total entropy is the normalized and weighted sum of entropies (16) where is the total number of documents, the current number of clusters and is the size of the cluster. Choosing for which is lowest favors large numbers of clusters since entropy decreases with an increase in the number of clusters. Hence, Schwarz's BIC (6) is used to penalize the increasing complexity, as more nodes are added to a chain. The proposed validation criterion estimates the most suitable number of nodes by (17) where is the number of documents. An example of the entropy-based BIC validation curve is given in Fig. 4 . The average of five runs (all indicated 6) was taken where weights were initialized and documents selection was performed randomly. It is clear that the proposed validation method indicates six clusters, the resulting chain is shown in Fig. 1 . The chain with nodes is restored, added to the hierarchy and its nodes are used for further clustering (of nonleaf nodes) or final presentation (leaf nodes).
G. Self-Organizing Growing Trees Process
Once the root-chain has been trained and the optimum number of nodes identified, each node is tested to see whether documents clustered to it need further expansion into a child chain Fig. 2 . One heuristic approach is to allow a minimum number of documents in each topic node. Once the local dictionary of terms is created, another test checks the number of term in chain vocabulary. If the vocabulary only contains few terms this means that the documents may already be similar, the parent-node is sufficiently specialized and there are insufficient terms for further expansion. The final test uses reduced vocabulary with a cluster tendency heuristic. This aims to test if a set of documents contains random documents with no or little relations or if there are strong underlying clusters. These tests are useful for deciding whether one should perform the further clustering. Since most clustering algorithm will find clusters even in random data and many validation measures cannot validate single clusters. The cluster density tendency method is given in [46] . If any of these methods fail then the parent-node of the candidate child chain becomes a leaf node.
If the parent-node spans a child, then all documents mapped to the parent-node form a new subset of documents with reduced vocabulary. After the child chain is created the feature selection is performed again as explained in Section III-C and applied along with (8) . The value of is calculated from the original term frequency and not the parent-node's document vectors (as these are weighted). This process is important because the parent-node has already used specific feature terms to cluster the documents and some of these terms in the child documents may no longer be discriminative (e.g., terms originally occurring in 5% of the document in the parent-set may occur in 100% of documents the child set). It is shown in Section IV, that about 50% of the terms can be discarded from one level to the next. If a child chain is added then it will start with two nodes. In this way, each new addition to the tree contributes to the specialization of the vocabulary and topics in child levels.
H. Visualization and Implementation
An ordered tree is a natural and intuitive way to present document contents and their structures, and it is more helpful and advantageous for understanding and navigating documents than other presentations such as dendrograms (generated from typical hierarchical clustering), flat partitioning and 2-D grids.
The TOC method does not require any further processing or manual intervention, to obtain topic hierarchy. Each cluster is labeled with a number of representative key words. First, all the terms judged statistically irrelevant are removed from the possible terms for labeling. For the remaining terms, the term score for terms in node is calculated for document (18) It was found that simultaneously ranking the terms by frequency of occurrence and (as primary key) provided highquality and understandable cluster labels. The first few terms [e.g., (5)] with the highest values are selected to label the cluster. The label summarizes the content of the cluster and allows the user to identify topics quickly at a particular level or related areas. An advantage of this labeling scheme is that the same terms used by the GC to cluster the documents are also used to label the nodes. This reflects the importance of key terms in the weights of the nodes. Quotation marks are used to distinguish the terms with multiple words from those with single words. A bottom-up heuristic method is used to avoid duplication of terms (e.g., term "economic theory" and words "economic" "theory") and allows more precise labeling. Concise and brief are essential as only limited text space is available for the label. A full application, termed Neural Document Organizer application, with integrated crawler and browser has been implemented in Java for efficiency and crossplatform support. The settings for preprocessing and clustering can be customized using the graphical user interface (GUI) as shown in Fig. 5 . The program takes a set of HTML/text documents and generates a topological tree view of topics. The generated tree view is a JTree from the Java Swing GUI class. The Java JTree is mouse sensitive, e.g., clicking on a branch expands or collapses it. Selecting a document displays its content in the right content window, together with terms/weightings at the bottom. Clicking on a chain-node reveals information about the cluster (terms, weight, AvgSim, validation measures, etc.). The application can also generate a client-side JavaScript tree view useful for web administrators to create a dynamic table of contents. In addition, the application generates XML data allowing interoperability with other applications, web services or databases. This is an important feature in content management as the structure can be used by both humans and automated services [1] .
IV. RESULTS AND DISCUSSIONS
This section presents the results obtained from the proposed TOC, bisecting -means, SOM and GH-SOM methods on var- ious datasets for comparison. The datasets used are summarized in Table I . The web pages contain descriptions of books or recent news articles. Web pages were chosen in this application as they are one of the most wide spread forms of content on the Internet.
A. Datasets
Dataset A consists of 618 web pages describing books published by Prentice Hall. These textual documents are of variable content and length, and contain topics from accounting, computing, health care, business to engineering. Dataset B contains book descriptions from Addison Wesley and Benjamin Cummings. The document content is also variable. At minimum All datasets are different from one another, especially datasets A and B, which contain more technical terms and may not contain full sentences, whereas dataset C uses common and journalistic English. These unlabeled documents represent a challenge for the clustering algorithms as they deal with a variety of overlapping topics. The document structures by nature are hierarchical so flat partitioning algorithms would not be able to represent them efficiently. Another difficulty is that the language used for each topic is very specialized, leading to the need of efficient methods for dealing with a sparse vocabulary (see Table I ).
B. Quantitative Comparisons
All four methods have been applied to the same datasets with the same preprocessing techniques. SOM, GH-SOM, and TOC methods used the same dot product and speedups as described in Section III-D. The indexing and initial feature reduction methods were the same in all three approaches. The total times taken using a 1.2 GHz AMD processor for both clustering and labeling of the three SOM-based approaches for datasets A to C, are listed in Table II . The SOM took longer than the TOC, due to the larger number of nodes, winner searches and neighborhood updates. The TOC was also much faster than the GH-SOM as shown in Table II . In addition to improved computational performance, the topological tree is easy to navigate at various levels simultaneously. This is not possible with 2-D representations such as the SOM, GCS or GH-SOM.
One of the advantages of a hierarchy is its ability to represent concepts from general in the root-level to specific in the leaf levels. The reduction and specialization in vocabulary between levels is shown in Fig. 6 , using the TOC algorithm with dataset A, B, and C. On average the number of terms is halved from one level to the next, leading to faster training and vocabulary specialization in child chains.
The four resulting structures have been compared in terms of depth and average number of nodes, as these are important Table III shows the depth of each structure for each of the datasets. The deepest structure was the binary tree generated from the bisecting -means, however this depth was user defined. The lowest was the SOM, which does not form a hierarchy and results in flat partitions. The depth of the TOC and GH-SOM were determined dynamically and were roughly equivalent. Two to three levels in depth can intuitively be browsed.
Another important measure is the number of nodes at each level. Table IV compares different resulting structures for all three datasets. For the SOM there were too many nodes, hence, requiring many labels and further higher level labels may be required, for example, the SOMs had to be manually segmented for datasets A, B, and C. For the bisecting -means, there were too fewer nodes per level requiring the structure to be very deep (see Table III ). The TOC and GH-SOM both had a more adequate number of nodes compared to the SOM and bisecting -means.
C. Visual Comparisons
The results of the TOC, SOM, GH-SOM, and bisecting -means are shown and empirically compared on advantages and drawbacks at visualizing documents. For the 2-D maps the document titles had to be omitted in the topic visualization, as they would not fit in the space provided. Details of the clusters are normally displayed on separate pages. Due to the space considerations only the clustering results, instead of the entire screen shot of the developed Neural Document Organizer application (e.g., Fig. 5 ), are displayed in the subsequent figures and only generated structures for dataset C are given.
The purpose for comparing the TOC to 2-D SOM-based methods was to demonstrate that the topology in tree structures can improve navigation and visualization. The bisecting -means was also compared as it is a representative example of hierarchical document clustering methods and has been shown to outperform agglomerative hierarchical document clustering [17] . The bisecting -means is a divisive method, which generates a dendrogram representation. To improve the labeling and cluster hierarchy generation speed, the bisecting -means algorithm has been modified so that the feature terms passing from one parent cluster to two child clusters are reduced. This is similar to the TOC, where the documents clustered to a node are expanded into a child chain with reduced vocabulary. Fig. 7 shows a topological tree generated using the TOC. From top to bottom, resulting topics are telecom and communications, airlines and high tech, automobiles, manufacturing, government, emerging markets, and senior executive and management. The topology reflects strong links between government, and interest rates and manufacturing. It also merges strongly related topics and expands them into a child chain, e.g., service providers such as mobile phones, Yahoo and Napster (peer-2-peer). These labels help illustrate the content of the documents without browsing the document title or details.
The binary tree generated using the bisecting -means method is shown in Fig. 8 . The upper section deals with automobiles and high tech, and lower section senior executives and government. The topics are much more difficult to infer than in Fig. 7 . The main differences are that there are more labels, increased depth and lack of topology in the binary tree compared to the topological one.
In Fig. 9 , is the resulting 2-D map generated using the SOM on dataset C. The major topics are telecom, airlines, high tech, manufacturing, government, emerging markets, and senior executive. Some topics are merged together like automobile and manufacturing. The map is difficult to manually segment than other datasets, as the topics are less clearly separated or heavily overlapping. Once manually segmented, the comprehension and clarity of the map is improved. However, some of the spatial relations between nodes are still difficult to explain and apprehend as nodes have up to eight neighbors. The map is also unable to abstract different levels of details, e.g., the lower node in communications contains 891 documents. Fig. 10 shows the results of applying the GH-SOM on dataset C. On the top level of the branch, the map shows in the upper left the themes relating to airlines and manufacturing, to the upper right government, the lower left emerging markets and lower right communication and telecom. The middle map expands on the topics of airways and emerging markets. The child map expands on the topic of airlines. The hierarchical relations between parent nodes and child maps allow an abstraction of topics. However, when a topic spans more than one node then it is subdivided into different child maps. This limits the intuitiveness, as it is only possible to view one map at a time, and it is not possible to visualize different levels simultaneously in the hierarchy of maps. This unavoidably restricts the practicality of the 2-D SOM-based methods especially when dealing with huge datasets. The topological tree representation, however, does allow such viewing and representation, and will not be hampered by the larger scale of the dataset.
V. CONCLUSION AND FUTURE WORK
The proposed TOC method produces a useful hierarchy of topics that is automatically labeled and validated at each level. The main advantages of the approach are the validation measure, scalability, and topology representation. The TOC provides abstractions of content at various levels. At each level the organization is optimally validated. The advantage of local rather than global optimum is that entire reclustering is not required as in many other methods, for examples, in [21] entire clustering is repeated, and in [47] the best of many runs is taken. This also makes the TOC fully scalable and adaptive for large and/or distributed applications. The validation measure takes into account local specialized topics in each chain. In addition, no tree pruning is required. At each level the optimum number of nodes has been chosen, saving on memory storage and post-processing. The estimation of the best number of nodes in the GC, through validation adds very little overhead. The validation measure is only calculated after each node insertion.
The TOC uses similar splitting or divisive clustering principles, amongst which is the scalability compared to the agglomerative method [19] , as well as the advantages of the SOM, i.e., topology preservation [26] , convergence [35] and scalability [10] . The TOCs chains use much fewer nodes compared to a 2-D SOM. The GC only inserts a single node, rather than a grid, at a time, giving advantage that validation can be monitored simultaneously. Also a fast winner search, is used by computing only the terms in the document vector (instead of the weight) for all nodes.
The TOC algorithm generates a tree, which is easy to navigate at various levels at same time-this is not possible with 2-D representations such as SOM and GH-SOM. The tree can be used directly for content management and exploration, unlike other representations primarily aimed at retrieval. Dendrograms used for browsing large datasets need to be cut either horizontally or at branch level. This is an arbitrary process and usually involves prefixed thresholds. The tree structural visualization can potentially display, store and access a great number of topics with ease, with the ability to show and hide any branch in the tree. The topology of chains helps the user find related topics at each level naturally and the meaningful labels help interpret their similarities. Fig. 10 . Branch from the hierarchy generated on dataset C using the GH-SOM.
To scale the system further, feature reduction methods such as random projection [10] can be used to further reduce the number of terms. The calculation of normalizing denominator in the weight update rule, (11) , can also been improved to speed up the process. On some occasions a couple of documents shifted from one node to a neighboring node. This is due to the random presentation of documents and initialization weights. This effect can be reduced through the use of cyclic ordering of documents e.g., [28] . However, the principle eigenvector in the document space can be used to initialize the chains and batch training can also be used as in the WEBSOM [10] .
The automated labeling produces consistent labels compared with human indexing, which heavily depends on indexers' knowledge and experience. The labels provide the user with an overview of unknown topics for facilitating exploration and browsing. The root-level labels may be general, because only shared vocabulary amongst all document clusters is used for labeling. A better way to label the highest-level sets would be to infer terms using external knowledge. On many occasions the topology can be helpful in overcoming insensitive labels as neighboring topics are closely related and neighboring labels are complimentary. Future work will include using more advanced feature selection methods such as the latent semantic analysis [48] or WordNet 3 to enhance the associations between terms. Future work will also adapt the TOC method and generated topological trees for ontology creation for the semantic web or databases and fully integrate with web portals.
