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Abstract
Recently, the strain-smoothed element (SSE) method has been developed for the finite element analysis of solids and
shells. Although the SSE method has been verified to show improved convergence behaviors compared to other strain
smoothing methods in various numerical examples, there has been no theoretical evidence for the convergence be-
havior. In this paper, we establish a mathematical foundation for the SSE method. We propose a mixed variational
principle in which the SSE method can be interpreted as a Galerkin approximation of that. The proposed variational
principle is a generalization of the well-known Hu–Washizu variational principle, and various existing methods such
as smoothed finite element methods can be expressed in terms of the proposed variational principle. With a unified
view to the SSE method and other existing ones through the proposed variational principle, we analyze the conver-
gence behavior of the SSE method and explain the reason for improved performance compared to others. Numerical
experiments that support our theoretical results are presented.
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1. Introduction
The finite element method (FEM) has grown and developed into one of the most powerful numerical methods for
solving problems of engineering and mathematical models. The method can solve many important physical problems
such as solid mechanics, fluid dynamics, heat transfer and multi-physics problems. For several decades, substantial
efforts have been made to the development of low-order finite elements which exhibit high accuracy in coarse meshes.
The low-order elements have high modeling capabilities and are particularly preferred for large deformation analysis
requiring automatic remeshing. Also, they often provide a relatively easy way to solve complicated engineering
problems such as contact analysis [1, 2, 3].
Various attempts have been made to develop more effective finite element methods. One major attempt is the
assumed strain methods in which the standard discrete gradient operator is replaced with an assumed form [4, 5, 6].
The methods effectively alleviate locking in finite elements and can be formulated within the framework of the Hu–
Washizu variational principle [7]. The partition of unity finite element method (PU-FEM) [8, 9], the generalized
FEM (G-FEM) [10], and the extended FEM (X-FEM) [11, 12] are also good examples. These methods extend the
approximation space by introducing special enrichment functions associated with the problem of interest, and require
additional degrees of freedom for this.
There are ways to improve the performance of finite elements without using additional degrees of freedom through
strain smoothing. Liu et al. proposed a series of smoothed finite element methods (S-FEMs) with different smoothing
domains [13, 14, 15, 16, 17, 18]. The smoothing domains can be configured based on edges, nodes, and cells,
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and piecewise constant strain fields are constructed for the smoothing domains. Each of the S-FEMs has attractive
properties, and the edge-based S-FEM (ES-FEM) generally shows the best convergence behavior among them [15,
16]. Theoretical studies on the S-FEMs were conducted, and a variational framework was established based on the
Hellinger–Reissner variational principle [3, 19].
Recently, a new strain smoothing method called the strain-smoothed element (SSE) method has been devel-
oped [20, 21, 22]. Using the SSE method, smoothed strain fields are constructed for elements, not for the smoothing
domains, and strains of all adjacent elements are fully utilized for the strain smoothing. The method has been success-
fully applied to 3-node triangular and 4-node tetrahedral solid elements [20], 4-node quadrilateral solid element [22]
and the MITC3+ shell element [21]. It has been verified by various numerical experiments that the strain-smoothed
elements yield highly accurate solutions compared with other competitive elements.
So far, the properties of the SSE method have only been verified by numerical means. This paper is devoted to
theoretical aspects of the SSE method: convergence analysis, underlying variational principle, and an explanation
for faster convergence compared to conventional FEMs. In [19], it was shown that the strain smoothing procedure
of S-FEMs is the orthogonal projection between assumed strain spaces. Using this fact, S-FEMs are analyzed in
terms of the Hellinger–Reissner variational framework. However, the SSE method could not be analyzed in that
framework because the strain smoothing procedure of the SSE method is rather complicated so that it cannot be
expressed as an orthogonal projection between assumed strain spaces. This means that a novel variational principle
is required to explain the convergence behavior of the SSE method. We first observe that the SSE method can be
interpreted as a composition of orthogonal projection operators among assumed strain spaces. More precisely, we
show that the smoothed strain of the method is obtained by applying a sequence of orthogonal projection operators
from assumed strain spaces corresponding to coarser meshes to ones corresponding to finer meshes. Invoking this
observation, we construct a mixed variational principle that can derive the SSE method as a conforming Galerkin
approximation. The constructed variational principle naturally generalizes the Hu–Washizu variational principle, so
that it can provide a unifying convergence analysis of the standard FEM, the S-FEM, and the SSE method. Applying
the standard convergence theory for mixed FEMs [23, 24] to the constructed variational principle yields a unifying
convergence theorem for those methods, and the improved performance of the SSE method compared to other ones
can be explained through the unifying theorem. Some numerical experiments are conducted to support the theoretical
properties presented. We note that, while this paper deals with the 3-node triangular element [20] and the 4-node
quadrilateral element [22], the argument of this paper can be generalized straightforwardly to polygonal elements.
The remainder of this paper is organized as follows. The displacement variational formulation for linear elasticity
is reviewed in Sect. 2. In Sect. 3, we introduce the SSE method and show that the method can be interpreted from the
viewpoint of projection operators. The variational framework for the SSE method is established in Sect. 4. In Sect. 5,
the convergence theory for the SSE method based on the variational principle established in Sect. 4 is presented.
Several numerical results that support our theory are provided in Sect. 6. We conclude the paper with remarks in
Sect. 7.
2. Linear elasticity
We consider a linear elastic problem. Let Ω ⊂ R2 be a bounded and polygonal domain representing a two-
dimensional linear elastic solid. The boundary ∂Ω of Ω consists of two parts ΓD , ∅ and ΓN = ∂Ω \ ΓD. The
equilibrium equation is stated as
divσ + b = 0 in Ω (2.1)
with the Dirichlet boundary condition
u = uΓ on ΓD (2.2)
and the Neumann boundary condition
σn = t on ΓN , (2.3)
where σ is the Cauchy stress, b is the body force, and n is the unit outward normal to ΓN . To simplify the presentation,
we introduce Voigt notation for stress and strain, i.e., stress and strain tensors are written as column vectors:
σ =
[
σxx σyy σxy
]T
,  =
[
xx yy 2xy
]T
.
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Then the compatibility relation between the displacement u and the strain  reads as
 = Bu in Ω, (2.4)
where B is a matrix of differential operators given by
B =
 ∂∂x 0 ∂∂y0 ∂
∂y
∂
∂x
T .
The stress-strain constitutive equation is written as follows:
σ = D in Ω, (2.5)
where D is a 3 × 3 symmetric and positive definite matrix which relies on a material composing the elastic solid.
We assume that the material is uniform, i.e., D is constant in Ω. The linear elastic problem is governed by three
equations (2.1), (2.4), and (2.5) with the boundary conditions (2.2) and (2.3).
Next, we consider the weak formulation, i.e., the displacement variational formulation for the linear elastic prob-
lem. In what follows, we set uΓ = 0 in (2.2) for simplicity. Let V be a space of kinematically admissible displacement
fields defined as
V =
{
u ∈ (H1(Ω))2 : u = 0 on ΓD
}
.
A space W of strain and stress fields is given by
W = (L2(Ω))3.
A bilinear form a(·, ·) on V is defined by
a(u, v) =
∫
Ω
D[u] : [v] dΩ, u, v ∈ V, (2.6)
where [u] = Bu and the symbol : denotes the Euclidean inner product in R3. Note that for u ∈ V , we have [u] ∈ W.
Clearly, a(·, ·) is symmetric, continuous, and coercive. Let f denote a continuous linear functional on V given by
f (u) =
∫
Ω
b · u dΩ +
∫
ΓN
t · u dΓ, u ∈ V.
It is well-known that (see, e.g., [23]) a solution of the linear elastic problem is characterized by the following varia-
tional problem: find u ∈ V such that
a(u, v) = f (v) ∀v ∈ V. (2.7)
By the Lax–Milgram theorem [23, Theorem 2.7.7], the problem (2.7) has a unique solution and it solves the following
quadratic optimization problem:
min
u∈V
{
1
2
a(u,u) − f (u)
}
. (2.8)
3. The strain-smoothed element method
This section is devoted to a brief introduction to the SSE method for solving (2.7). We closely follow the expla-
nations presented in [20, 22]. In addition, we present an alternative view to the SSE method that the method can be
described in terms of orthogonal projection operators defined on particular meshes. We note that similar discussions
were made in [19] for the S-FEMs.
For a subregion K of Ω and a nonnegative integer n, let Pn(K) denote the collection of all polynomials of degree
less than or equal to n on K.
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Figure 1: (a) Three neighboring elements T1, T2, and T3 of an interior element T ∈ Th. (b) T1,i and T2,i, i = 1, 2, 3 are the subregions in T1,h and
T2,h that overlap with T , respectively.
3.1. Strain-smoothed 3-node triangular element
We describe the strain-smoothed 3-node triangular element proposed in [20]. Let Th be a triangulation of Ω with
the maximum element diameter h > 0. We set the discrete displacement space Vh ⊂ V as the collection of the
continuous and piecewise linear functions on Th satisfying the homogeneous Dirichlet boundary condition on ΓD, i.e.,
Vh =
{
u ∈ V : u|T ∈ (P1(T ))2 ∀T ∈ Th
}
.
We define the discrete strain/stress space Wh associated to the subdivision Th by
Wh =
{
 ∈ W :  |T ∈ (P0(T ))3 ∀T ∈ Th
}
.
It is clear that [u] = Bu and σ[u] = DBu belong to Wh when u ∈ Vh.
The standard FEM for linear elasticity solves the Galerkin approximation of (2.7) defined on Vh: find uh ∈ Vh
such that
a(uh, v) = f (v) ∀v ∈ Vh,
where the bilinear form a(·, ·): Vh × Vh → R was given in (2.6). For the SSE method [20], we use an alternative
bilinear form a¯(·, ·): Vh × Vh → R made by replacing [u] in (2.6) by an appropriate smoothed strain field ¯[u], i.e.,
a¯(u, v) =
∫
Ω
D¯[u] : ¯[v] dΩ, u, v ∈ Vh. (3.1)
In the following, we present how to construct the SSE smoothing operator S h: Wh → Wh which maps a given
strain field  ∈ Wh to the corresponding smoothed strain field ¯ ∈ Wh, where
Wh =
{
¯ ∈ W : ¯|T ∈ (P1(T ))3 ∀T ∈ Th
}
.
That is, the resulting ¯ = S h shall be piecewise linear. Take any element T ∈ Th. We assume for simplicity that T
is an interior element, i.e., there exist three elements T1, T2, and T3 in Th adjacent to T as shown in Fig. 1(a); for the
case of exterior elements, see [20]. Intermediate smoothed strains ˆ(i) ∈ R3, i = 1, 2, 3, are defined by
ˆ(i) =
1
|T ∪ Ti|
∫
T∪Ti
 dΩ. (3.2)
Using the intermediate smoothed strains in (3.2), we assign the pointwise values of ¯ at three Gauss integration
points (G1, G2 and G3 in Fig. 2(a)) of T in the following manner:
¯(Gi) =
1
2
(ˆ(i−1) + ˆ(i)) (3.3)
4
Figure 2: Node and edge numbering conventions for (a) triangular elements and (b) quadrilateral elements. Gaussian integration points for the
elements are marked with G.
with the convention ˆ(0) = ˆ(3), where i = 1, 2, 3. From (3.3), the smoothed strain field ¯ in (3.1) is uniquely determined
on T by linear interpolation.
Finally, we have
a¯(u, v) =
∫
Ω
DS h[u] : S h[v] dΩ, u, v ∈ Vh (3.4)
and solve the following problem: find u¯h ∈ Vh such that
a¯(u¯h, v) = f (v) ∀v ∈ Vh. (3.5)
3.2. Strain-smoothed 4-node quadrilateral element
Recently, the SSE method has been extended for the 3-node MITC shell element and the 4-node quadrilateral solid
element [21, 22]. Here, we deal with the strain-smoothed 4-node quadrilateral element [22]. Let Th be a subdivision
of the domain Ω consisting of quadrilateral elements with the maximum element diameter h > 0. Then a triangulation
T̂h of Ω is formed by subdividing each element in Th into four nonoverlapping subtriangles based on the nodes and
the center point (r = s = 0 in Fig. 2(b)) of the element. The discrete displacement space for the 4-node quadrilateral
element using piecewise linear shape functions proposed in [25] on Th is given by
Vh =
u ∈ V : u|T̂ ∈ (P1(T̂ ))2 ∀T̂ ∈ T̂h and u(xT,0) = 14
4∑
i=1
u(xT,i) ∀T ∈ Th
 ,
where xT,0 is the center point of the element T ∈ Th and xT,i, i = 1, 2, 3, 4, are the nodes of T . Then for any u ∈ Vh,
[u] = Bu ∈ Wh and σ[u] = DBu ∈ Wh belong to Wh, where
Wh =
{
 ∈ W : |T̂ ∈ (P0(T̂ ))3 ∀T̂ ∈ T̂h
}
.
For the strain field  ∈ Wh, the corresponding smoothed strain field ¯ = S h is contained in
Wh =
{
¯ ∈ W :  |T ∈ (Q1,1(T ))3 ∀T ∈ Th
}
,
where Q1,1(T ) denotes the collection of all bilinear functions on T . We take any interior element T ∈ Th. Then T
consists of four subtriangles T̂1, T̂2, T̂3, and T̂4 in T̂h. For each of T̂i, i = 1, 2, 3, 4, it has a neighboring subtriangle T̂ ∗i
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Figure 3: Three subdivisions of the domain Ω for the strain-smoothed 3-node triangular element: (a) Th, (b) T1,h, and (c) T2,h.
which belongs to an element adjacent to T . Similarly to (3.2), intermediate smoothed strains ˆ(i) ∈ R3, i = 1, 2, 3, 4,
are defined by
ˆ(i) =
1
|T̂i ∪ T̂ ∗i |
∫
T̂i∪T̂ ∗i
 dΩ.
Then the pointwise values of ¯ at four Gauss integration points (see Fig. 2(b)) are determined by
¯(Gi) =
1
|T̂i−1| + |T̂i|
(
|T̂i−1|ˆ(i−1) + |T̂i|ˆ(i)
)
,
with the conventions T̂0 = T̂4 and ˆ(0) = ˆ(4). Finally, the smoothed strain field ¯ is determined on T by bilinear
interpolation. We solve the variational problem (3.5) with the smoothed strain field define as above.
3.3. An alternative view: twice-projected strain
We present an alternative derivation of the SSE method which will be useful in the convergence analysis of the
method. An alternative smoothed strain field ¯ defined in the following is different from the one explained above, but
it eventually gives an equivalent formulation to (3.5).
First, we consider the strain-smoothed 3-node triangular element introduced in Sect. 3.1. We construct two subdi-
visions T1,h and T2,h of Ω other than Th as follows. For two neighboring elements T1 and T2 in Th, let e be the edge
shared by them. Then we consider the quadrilateral whose vertices are the endpoints of e and the centroids of T1, T2.
We define T1,h as the collection of such quadrilaterals. In order to construct T2,h, we partition each element of Th into
three pieces by joining the centroid and the midpoints of element edges. Then T2,h is defined as the collection of such
pieces. Fig. 3 displays Th, T1,h, and T2,h.
For the case of the strain-smoothed 4-node quadrilateral element introduced in Sect 3.2, subdivisions T1,h and T2,h
can be defined in an analogous way. More precisely, T1,h is the collection of quadrilaterals whose vertices are the
center points of each of two adjacent elements in Th and the endpoints of the shared edge. On the other hand, T2,h
consists of quadrilaterals formed by joining the center point and the midpoints of edges of each element in Th. In
what follows, we deal with the 3-node triangular element and the 4-node quadrilateral element in a unified fashion.
For k = 1, 2, let Wk,h ⊂ W be the collection of piecewise constant functions on Tk,h, i.e.,
Wk,h =
{
 ∈ W : |T ∈ (P0(T ))3 ∀T ∈ Tk,h
}
. (3.6)
The piecewise smoothing operator Pk,h: W → Wk,h is defined by
(Pk,h)(x) =
1
|T |
∫
T
 dΩ,  ∈ W, T ∈ Tk,h, x ∈ T. (3.7)
It was observed in [19] that piecewise smoothing operators of the form (3.7) are in fact orthogonal projectors; rigorous
statements are given in the following lemmas.
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Figure 4: Subregions T1,i ∈ T1,h and T2,i ∈ T2,h, i = 1, 2, 3, 4, for the strain-smoothed 4-node quadrilateral element.
Lemma 3.1. Let A be a 3 × 3 matrix. For k = 1, 2, the piecewise smoothing operator Pk,h commutes with A, i.e.,
Pk,h(A) = APk,h,  ∈ W.
Proof. It is elementary.
Lemma 3.2. For k = 1, 2, the piecewise smoothing operator Pk,h is the (L2(Ω))3-orthogonal projection onto Wk,h, i.e.,
P2k,h = Pk,h and ∫
Ω
Pk,h : δ dΩ =
∫
Ω
 : Pk,hδ dΩ, , δ ∈ W.
Proof. See [19, Remarks 2 and 4].
Now, we set ¯ = P2,hP1,h in (3.1). That is, we have
a¯(u, v) =
∫
Ω
DP2,hP1,h[u] : P2,hP1,h[v] dΩ, u, v ∈ Vh. (3.8)
We note that ¯ = P2,hP1,h ∈ W2,h in (3.8) while its counterpart ¯ = S h in (3.4) belongs to Wh. Even though (3.4)
and (3.8) use different smoothed strain fields to each other, one can prove that they result the same bilinear form a¯(·, ·).
Theorem 3.3. Two bilinear forms in (3.4) and (3.8) are identical, i.e., it satisfies that∫
Ω
DS h[u] : S h[v] dΩ =
∫
Ω
DP2,hP1,h[u] : P2,hP1,h[v] dΩ, u, v ∈ Vh.
Proof. For simplicity, we present the proof for the case of the 3-node triangular element only; the 4-node case can be
proven by almost the same argument.
Thanks to the polarization identity [26, Theorem 0.19], it suffices to show that∫
T
DS h[u] : S h[u] dΩ =
∫
T
DP2,hP1,h[u] : P2,hP1,h[u] dΩ
for u ∈ Vh and T ∈ Th. We take any u ∈ Vh and write  = [u]. Assume that T is an interior element; the exterior case
can be treated in similarly. Let Ti, i = 1, 2, 3 be neighboring elements of T in Th; see Fig. 1(a). We denote the values
of  on the elements T and Ti by T and Ti , respectively. Since three-point Gaussian integration is exact for this case,
we have ∫
T
DS h : S h dΩ =
|T |
3
3∑
i=1
D(S h)(Gi) : (S h)(Gi),
7
where Gaussian points G1, G2, and G3 are given in Fig. 2(a). By (3.2) and (3.3), (S h)(Gi) is computed as follows:
(S h)(Gi) =
1
2
(ˆ(i−1) + ˆ(i))
=
1
2
(
1
|T ∪ Ti−1|
∫
T∪Ti−1
 dΩ +
1
|T ∪ Ti|
∫
T∪Ti
 dΩ
)
=
1
2
( |T |T + |Ti−1|Ti−1
|T | + |Ti−1| +
|T |T + |Ti|Ti
|T | + |Ti|
)
,
where the modulo 3 convention is used.
On the other hand, let T1,i and T2,i, i = 1, 2, 3 be the subregions in T1,h and T2,h that overlap with T , respectively;
see Figs. 1(b) and 4 for the 3-node and 4-node cases, respectively. Since P2,hP1,h is piecewise constant on T2,h, we
have ∫
T
DP2,hP1,h : P2,hP1,h dΩ =
3∑
i=1
∫
T2,i
DP2,hP1,h : P2,hP1,h dΩ
=
|T |
3
3∑
i=1
D(P2,hP1,h)T2,i : (P2,hP1,h)T2,i ,
where (P2,hP1,h)T2,i denotes the value of P2,hP1,h on T2,i. Noting that P1,h and P2,h are piecewise averaging operators,
it follows that
(P2,hP1,h)T2,i =
1
2
(
(P1,h)T1,i−1 + (P1,h)T1,i
)
(∵ |T1,i−1 ∩ T2,i| = |T1,i ∩ T2,i|)
=
1
2
( |T |T + |Ti−1|Ti−1
|T | + |Ti−1| +
|T |T + |Ti|Ti
|T | + |Ti|
)
(∵ |T ∩ T1,i| : |Ti ∩ T1,i| = |T | : |Ti|)
with the modulo 3 convention, where (P1,h)T1,i is the value of P1,h on T1,i. This completes the proof.
As a direct consequence of Theorem 3.3, two bilinear forms (3.4) and (3.8) provide the same displacement solution
u¯h ∈ Vh when they are adopted for (3.5). On the other hand, they have different distributions in smoothed strain
fields; (3.8) has piecewise constant fields within an element while (3.4) has linear/bilinear field. We close this section
by presenting the uniqueness theorem for the solution of the SSE method.
Proposition 3.4. The SSE method (3.5) has a unique solution.
Proof. The coercivity of the bilinear form a¯(·, ·) in (3.8) can be proven by the same argument as [27, Sect. 3.9].
Then the uniqueness of a solution of (3.5) is straightforward by Theorem (3.3) and the Lax–Milgram theorem [23,
Theorem 2.7.7].
4. A variational principle for the strain-smoothed element method
In this section, we construct a variational principle for linear elasticity with respect to a single displacement field,
two strain fields, and two stress fields. Then we show that the SSE method interpreted by the bilinear form (3.8) is a
Galerkin approximation of the constructed variational principle. It resembles the fact that S-FEM satisfies a modified
Hellinger–Reissner variational principle [19, Sect. 4]. Throughout this section, let the index k denote either 1 or 2.
The starting point is the minimization problem (2.8). We set Wk = W. Consider two independent strain fields
1 ∈ W1 and 2 ∈ W2. It is obvious that (2.8) is equivalent to the following constrained minimization problem:
min
u∈V, 1∈W1, 2∈W2
{
1
2
∫
Ω
D2 : 2 dΩ − f (u)
}
subject to 1 = Bu and 1 = 2. (4.1)
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In (4.1), we use the method of Lagrange multipliers in order to deal with the constraints 1 = Bu and 1 = 2. Then
we obtain the following saddle point problem:
min
u∈V, 1∈W1, 2∈W2
max
σ1∈W1, σ2∈W2
{
1
2
∫
Ω
D2 : 2 dΩ − f (u) +
∫
Ω
σ1 : (Bu − 1) dΩ +
∫
Ω
σ2 : (1 − 2) dΩ
}
, (4.2)
where σ1 ∈ W1 and σ2 ∈ W2 are the Lagrange multipliers corresponding to the constraints 1 = Bu and 1 = 2,
respectively. Equivalently, we have the following variational problem: find (u, 1, 2,σ1,σ2) ∈ V ×W1×W2×W1×W2
such that∫
Ω
σ1 : Bv dΩ +
∫
Ω
(−σ1 + σ2) : δ1 dΩ +
∫
Ω
(D2 − σ2) : δ2 dΩ = f (v) ∀v ∈ V, δ1 ∈ W1, δ2 ∈ W2,∫
Ω
τ1 : (Bu − 1) dΩ +
∫
Ω
τ2 : (1 − 2) dΩ = 0 ∀τ1 ∈ W1, τ2 ∈ W2.
(4.3)
The existence and the uniqueness of a solution of the variational principle (4.3) is summarized in Proposition 4.1. We
postpone the proof of Proposition 4.1 until Sect. 5; a more general statement will be given in Proposition 5.1.
Proposition 4.1. The variational problem (4.3) has a unique solution (u, 1, 2,σ1,σ2) ∈ V ×W1 ×W2 ×W1 ×W2.
Moreover, u solves (2.7) and the following relations hold:
1 = 2 = Bu, σ1 = σ2 = DBu.
Remark 4.2. From Proposition 4.1, we observe that the Lagrange multipliers σ1 and σ2 introduced in (4.2) in fact
play a role of the stress field.
Remark 4.3. Elimination of two variables 2 and σ2 in (4.2) yields
min
u∈V, 1∈W1
max
σ1∈W1
{
1
2
∫
Ω
D1 : 1 dΩ − f (u) +
∫
Ω
σ1 : (Bu − 1) dΩ
}
,
which is the Hu–Washizu variational principle. In this sense, we can say that (4.3) generalizes the Hu–Washizu
variational principle.
4.1. Galerkin approximation
Now, we consider a Galerkin approximation of (4.3) made by replacing the spaces V and Wk by their finite-
dimensional subspaces Vh ⊂ V and Wk,h ⊂ Wk, respectively (see Sect. 3 for the definitions of Vh and Wk,h): find
(u¯h, 1,h, 2,h,σ1,h,σ2,h) ∈ Vh ×W1,h ×W2,h ×W1,h ×W2,h such that∫
Ω
σ1,h : Bv dΩ +
∫
Ω
(−σ1,h + σ2,h) : δ1 dΩ +
∫
Ω
(D2,h − σ2,h) : δ2 dΩ = f (v) ∀v ∈ Vh, δ1 ∈ W1,h, δ2 ∈ W2,h,
(4.4a)∫
Ω
τ1 : (Bu¯h − 1,h) dΩ +
∫
Ω
τ2 : (1,h − 2,h) dΩ = 0 ∀τ1 ∈ W1,h, τ2 ∈ W2,h. (4.4b)
We take v = 0 and δ2 = 0 in (4.4a). Then we have∫
Ω
(−σ1,h + σ2,h) : δ1 dΩ = 0 ∀δ1 ∈ W1,h,
which implies that σ1,h is the (L2(Ω))3-orthogonal projection of σ2,h onto W1,h. It follows by Lemma 3.2 that
σ1,h = P1,hσ2,h.
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Similarly, it is straightforward to verify that
σ2,h = D2,h
from (4.4a) and that
1,h = P1,h(Bu¯h), 2,h = P2,h1,h
from (4.4b). Using the above relations and Lemmas 3.1 and 3.2, we readily get
σ1,h = P1,hDP2,hP1,h(Bu¯h) = P1,hP2,h
(
DP2,hP1,h(Bu¯h)
)
.
Substituting δ1 = 0 and δ2 = 0 in (4.4a) yields∫
Ω
DP2,hP1,h(Bu¯h) : P2,hP1,h(Bv) dΩ = f (v) ∀v ∈ Vh,
which is equivalent to (3.5) with the bilinear form a¯(·, ·) given in (3.8). Therefore, the SSE method can be derived
from the variational principle (4.3). We summarize the above discussion in the following theorem. Note that the
uniqueness of the solution of the SSE method was presented in Proposition 3.4.
Theorem 4.4. The variational problem (4.4) has a unique solution (u¯h, 1,h, 2,h,σ1,h,σ2,h) ∈ Vh×W1,h×W2,h×W1,h×
W2,h which satisfies that
1,h = P1,h(Bu¯h), 2,h = P2,hP1,h(Bu¯h), σ1,h = P1,hP2,h
(
DP2,hP1,h(Bu¯h)
)
, σ2,h = DP2,hP1,h(Bu¯h),
and that u¯h is a unique solution of (3.5) with the bilinear form a¯(·, ·) given in (3.8).
5. Convergence analysis
In this section, we present a convergence theory for the SSE method based on the variational formulation (4.3). For
the sake of presenting a unified convergence analysis for the standard FEM, S-FEM, and SSE method, the convergence
theory established in this section is built upon an abstract mixed problem which generalizes (4.3).
Let X, Y be two Hilbert spaces equipped with inner products 〈·, ·〉X , 〈·, ·〉Y and their induced norms ‖ · ‖X , ‖ · ‖Y ,
respectively. We set Π = X × Y × Y and ∆ = Y × Y . Let D: Y → Y be a continuous and symmetric positive definite
linear operator so that
||||||Y = 〈D, 〉1/2Y ,  ∈ Y
becomes a norm on Y . In this case, the dual norm |||·|||Y∗ of |||·|||Y is given as follows:
|||σ|||Y∗ = sup
δ∈Y\{0}
〈σ, δ〉Y
|||δ|||Y = 〈σ,D
−1σ〉1/2Y , σ ∈ Y.
We additionally assume that there is a continuous linear operator B: X → Y such that
|||u|||X = |||Bu|||Y , u ∈ X
becomes a norm on X. The following norms on the spaces Π and ∆ are defined:
|||U |||2Π = |||u|||2X + |||1|||2Y + |||2|||2Y , U = (u, 1, 2) ∈ Π,
|||P|||2∆ = |||1|||2Y + |||2|||2Y , P = (1, 2) ∈ ∆,
|||Q|||2∆∗ = |||σ1|||2Y∗ + |||σ2|||2Y∗ , Q = (σ1, σ2) ∈ ∆.
We also define a seminorm | · |Π on Π as follows:
|U |Π = |||2|||Y , U = (u, 1, 2) ∈ Π.
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LetD: Π→ ∆ be a linear operator given by
DU = (Bu − 1, 1 − 2), U = (u, 1, 2) ∈ Π.
In terms of the operatorD, we define a bilinear form B(·, ·): Π × ∆→ R as follows:
B(V,Q) = 〈DV,Q〉∆ = 〈τ1, Bv − δ1〉Y + 〈τ2, δ1 − δ2〉Y , V = (v, δ1, δ2) ∈ Π, Q = (τ1, τ2) ∈ ∆.
It is straightforward to check that the kernel Z of B(·,∆) defined by
Z = {V ∈ Π : B(V,Q) = 0, Q ∈ ∆} (5.1)
is characterized as follows:
Z = {(v, Bv, Bv) ∈ Π : v ∈ X} . (5.2)
The seminorm | · |Π is positive definite on Z since
|U |2Π = |||Bu|||2Y =
1
3
|||U |||2Π, U = (u, Bu, Bu) ∈ Z. (5.3)
In other words, | · |Π becomes a norm on Z.
If we define a bilinear form A(·, ·): Π × Π→ R by
A(U,V) = 〈D2, δ2〉Y , U = (u, 1, 2), V = (v, δ1, δ2) ∈ Π,
then it is continuous and coercive with respect to | · |Π since
A(U,V) = 〈D2, δ2〉Y ≤ |||2|||Y |||δ2|||Y = |U |Π|V |Π (5.4)
and
A(U,U) = |||2|||2Y = |U |2Π (5.5)
for any U = (u, 1, 2),V = (v, δ1, δ2) ∈ Π.
Now, we are ready to state the following abstract variational problem to find U ∈ Π and P ∈ ∆ such that
A(U,V) + B(V, P) = F(V) ∀V ∈ Π, (5.6a)
B(U,Q) = 0 ∀Q ∈ ∆, (5.6b)
where F ∈ Π∗ satisfies
F(V) = f (v), V = (v, δ1, δ2) ∈ Π,
for some f ∈ X∗. The existence and uniqueness of a solution of (5.6) can be shown as follows.
Proposition 5.1. The variational problem (5.6) has a unique solution (U, P) ∈ Π × ∆. Moreover, the unique solution
(U, P) is characterized by
U = (u, Bu, Bu), P = (DBu,DBu),
where u ∈ X is a unique solution of the variational problem
〈DBu, Bv〉Y = f (v) ∀v ∈ X. (5.7)
Proof. Note that the existence and uniqueness of a solution of (5.7) are direct consequences of the Lax–Milgram
theorem [23, Theorem 2.7.7]. The equation (5.6b) implies that U ∈ Z. By (5.6a), U can be determined by the
following variational problem: find U ∈ Z such that
A(U,V) = F(V) ∀V ∈ Z. (5.8)
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Since | · |Π is a norm on Z (see (5.3)), the existence and uniqueness of U are guaranteed by (5.4), (5.5), and the Lax–
Milgram theorem applied to (5.8). By (5.2), we have U = (u, Bu, Bu) for some u ∈ X. Writing V = (v, Bv, Bv) for
v ∈ X, the problem (5.8) reduces to (5.7). Therefore, u is a unique solution of (5.7).
Next, we characterize the dual solution P. We write V = (v, δ1, δ2) and P = (σ1, σ2) in (5.6a). Substituting v = 0
and δ2 = 0 in (5.6a) yields
〈σ1 − σ2, δ1〉Y = 0 ∀δ1 ∈ Y,
which is equivalent to σ1 = σ2. On the other hand, by substituting U = (u, Bu, Bu), v = 0, and δ1 = 0 in (5.6a), we
have
〈DBu − σ2, δ2〉Y = 0 ∀δ2 ∈ Y.
That is, we get σ2 = DBu. Therefore, we conclude that σ1 = σ2 = DBu.
The abstract problem (5.6) generalizes several important elliptic partial differential equations. If we set
X =
{
u ∈ H1(Ω) : u = 0 on ΓD
}
, Y = L2(Ω), D = I, B = ∇
in (5.6), then (5.7) becomes ∫
Ω
∇u · ∇v dΩ = f (v) ∀v ∈ X,
which is the weak formulation for the Poisson’s equation with a mixed boundary condition. On the other hand, if we
set
X = V, Y = W, D = D, B = B, (5.9)
where V , W, D, and B were defined in Sect. 2, then (5.6) and (5.7) reduce to (4.3) and (2.7), respectively. Therefore,
linear elasticity is an instance of (5.6). In this sense, Proposition 5.1 generalizes Proposition 4.1.
Now, we present a Galerkin approximation of (5.6) which generalizes (4.4). Let Xh ⊂ X, Y1,h ⊂ Y , and Y2,h ⊂ Y .
For Πh = Xh × Y1,h × Y2,h and ∆h = Y1,h × Y2,h, we consider a variational problem to find Uh ∈ Πh and Ph ∈ ∆h such
that
A(Uh,V) + B(V, Ph) = F(V) ∀V ∈ Πh, (5.10a)
B(Uh,Q) = 0 ∀Q ∈ ∆h. (5.10b)
Similarly to (5.1), we define
Zh = {V ∈ Πh : B(V,Q) = 0, Q ∈ ∆h} . (5.11)
Note that Zh 1 Z in general. We state an assumption on Zh which is necessary to obtain a bound for the error U −Uh.
Assumption 5.2. The seminorm | · |Π is positive definite on Z ∪ Zh, i.e., there exists a positive constant α such that
|U |Π ≥ α|||U |||Π, U ∈ Z ∪ Zh.
Thanks to (5.3), it is enough to prove the positive definiteness of | · |Π on Zh in order to verify Assumption 5.2 in
applications. Under Assumption 5.2, the primal solution Uh of (5.10) is uniquely determined since it solves
A(Uh,V) = F(V) ∀V ∈ Zh. (5.12)
Moreover, one can prove the following continuity condition of the bilinear form B(·, ·) with respect to | · |Π.
Lemma 5.3. Suppose that Assumption 5.2 holds. Then there exist a positive constant CB such that
B(V,Q) ≤ CB|V |Π|||Q|||∆∗ , V ∈ Π, P ∈ ∆.
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Proof. First, we show that the operatorD is bounded. For any U = (u, 1, 2) ∈ Π, it follows that
|||DU |||2∆ = |||Bu − 1|||2Y + |||1 − 2|||2Y
≤ 2(|||Bu|||2Y + |||1|||2Y ) + 2(|||1|||2Y + |||2|||2Y )
= 2|||u|||2X + 4|||1|||2Y + 2|||2|||2Y
≤ 4|||U |||2Π.
(5.13)
Using (5.13), one can obtain the desired result with CB = 2/α as follows: for V ∈ Π and Q ∈ ∆, we have
B(V,Q) = 〈DV,Q〉∆
≤ |||DV |||∆|||Q|||∆∗
(5.13)≤ 2|||V |||Π|||Q|||∆∗
≤ 2
α
|V |Π|||Q|||∆∗ ,
where we used Assumption 5.2 in the last inequality.
Motivated by [23, Theorem 12.3.7], we have the following result on a relation between primal solutions of the
variational problem (5.6) and its Galerkin approximation (5.10).
Theorem 5.4. Suppose that Assumption 5.2 holds. Let (U, P) ∈ Π × ∆ be a unique solution of (5.6), and let Uh ∈ Πh
be a unique primal solution of (5.10). Then we have
|U − Uh|Π ≤ 2 inf
V∈Zh
|U − V |Π + CB inf
Q∈∆h
|||P − Q|||∆∗ ,
where CB was defined in Lemma 5.3.
Proof. Note that U and Uh solve (5.8) and (5.12), respectively. Thanks to (5.4), (5.5), and Assumption 5.2, one can
apply Theorem Appendix A.1 to obtain
|U − Uh|Π ≤ 2 inf
V∈Zh
|U − V |Π + sup
W∈Zh\{0}
|A(U − Uh,W)|
|W |Π . (5.14)
On the other hand, for any W ∈ Zh and Q ∈ ∆h, we have
|A(U − Uh,W)| (5.12)= |A(U,W) − F(W)|
(5.6a)
= |B(W, P)|
(5.11)
= |B(W, P − Q)|
≤ CB|W |Π|||P − Q|||∆∗ ,
(5.15)
where the last inequality is due to Lemma 5.3. Combining (5.14) and (5.15) yields the desired result.
Like that linear elasticity is an instance of the continuous problem (5.6), various FEMs such as the standard FEM,
S-FEM, and SSE method for linear elasticity can be written in the form of (5.10). We present how the convergence
results of those methods can be obtained in a unified fashion from Theorem 5.4. In what follows, we assume the
setting (5.9). Then the norms |||·|||Y and |||·|||Y∗ become the energy norms for strain and stress fields, respectively, i.e.,
||| |||2Y =
∫
Ω
D :  dΩ,  ∈ W,
and
|||σ|||2Y∗ =
∫
Ω
σ : D−1σ dΩ, σ ∈ W.
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5.1. Standard finite element method
First, we set Xh = Vh and Y1,h = Y2,h = Wh in (5.10), where the spaces Vh and Wh were defined in Sect. 3. Since
the meshes associated to Vh and Wh agree, it satisfies that Bv ∈ Wh for all v ∈ Vh. Accordingly, the set Zh defined
in (5.11) is characterized by
Zh = {(v,Bv,Bv) ∈ Vh ×Wh ×Wh : v ∈ Vh} .
In addition, the variational problem (5.12) reduces to the standard FEM formulation∫
Ω
D[uh] : [v] dΩ = f (v) ∀v ∈ Vh, (5.16)
where [v] = Bv.
For V = (v,Bv,Bv) ∈ Zh, one can easily verify that
|||V|||2Π = 3|||[v]|||2Y = 3|V|2Π,
which implies that Assumption 5.2 holds. Therefore, one can obtain an error estimate for (5.16) as a corollary of
Theorem (5.4) as follows.
Corollary 5.5. Let u ∈ V and uh ∈ Vh solve (2.7) and (5.16), respectively. Then we have
|||[u] − [uh]|||Y ≤ 2 infv∈Vh |||[u] − [v]|||Y + CB
(
inf
τ1∈Wh
|||σ[u] − τ1|||Y∗ + inf
τ2∈Wh
|||σ[u] − τ2|||Y∗
)
,
where
[v] = Bv, σ[v] = DBv, v ∈ Vh,
and CB was defined in Assumption 5.2.
5.2. Edge-based smoothed finite element method
Next, let Xh = Vh, Y1,h = Y2,h = W1,h in (5.10), where the space W1,h was defined in Sect. 3.1. By a similar
argument as Sect. 4.1, we get
Zh =
{
(v, P1,h(Bv), P1,h(Bv)) ∈ Vh ×W1,h ×W1,h : v ∈ Vh} .
In this case, the variational problem (5.12) becomes the following: find uˆh ∈ Vh such that∫
Ω
Dˆ[uˆh] : ˆ[v] dΩ = f (v) ∀v ∈ Vh, (5.17)
where ˆ[v] = P1,h(Bv). It was shown in [19] that (5.17) is a formulation for the edge-based S-FEM [15].
In order to verify Assumption 5.2 for (5.17), we first observe that
|||V|||2Π = |||[v]|||2Y + 2|||ˆ[v]|||2Y , |V|2Π = |||ˆ[v]|||2Y
for V = (v, P1,h(Bv), P1,h(Bv)) ∈ Zh. Since it was shown in [27, Sect. 3.9] that there exists a positive constant C such
that
|||ˆ[v]|||Y ≥ C|||[v]|||Y , v ∈ Vh,
it is clear that Assumption 5.2 holds. The following corollary summarizes the convergence property of (5.17) (cf. [19,
Theorem 1]).
Corollary 5.6. Let u ∈ V and uˆh ∈ Vh solve (2.7) and (5.17), respectively. Then we have
|||[u] − ˆ[uˆh]|||Y ≤ 2 infv∈Vh |||[u] − ˆ[v]|||Y + CB
(
inf
τ1∈W1,h
|||σ[u] − τ1|||Y∗ + inf
τ2∈W1,h
|||σ[u] − τ2|||Y∗
)
,
where
[v] = Bv, σ[v] = DBv, ˆ[v] = P1,h(Bv), v ∈ Vh,
and CB was defined in Assumption 5.2.
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5.3. Strain-smoothed element method
In order to derive the formulation for the SSE method (3.5) from the abstract problem (5.10), we set Xh = Vh,
Y1,h = W1,h, and Y2,h = W2,h, where the space W2,h was defined in Sect. 3.1. Then the set Zh is characterized by
Zh =
{
(v, P1,h(Bv), P2,hP1,h(Bv)) ∈ Vh ×W1,h ×W2,h : v ∈ Vh} ,
and (5.12) is reduced to (3.5): find u¯h ∈ Vh such that∫
Ω
D¯[u¯h] : ¯[v] dΩ = f (v) ∀v ∈ Vh, (5.18)
where ¯[v] = P2,hP1,h(Bv).
Similarly to the case of S-FEM, we have
|||V|||2Π = |||[v]|||2Y + |||ˆ[v]|||2Y + |||¯[v]|||2Y , |V|2Π = |||¯[v]|||2Y
for V = (v, P1,h(Bv), P2,hP1,h(Bv)) ∈ Zh. With the same argument as [27, Sect. 3.9], one can show without major
difficulty that there exists a positive constant C such that
|||¯[v]|||Y ≥ C|||ˆ[v]|||Y , v ∈ Vh.
Hence, Assumption 5.2 holds for (5.18). Finally, we have the following convergence theorem for the SSE method.
Corollary 5.7. Let u ∈ V and u¯h ∈ Vh solve (2.7) and (5.18), respectively. Then we have
|||[u] − ¯[u¯h]|||Y ≤ 2 infv∈Vh |||[u] − ¯[v]|||Y + CB
(
inf
τ1∈W1,h
|||σ[u] − τ1|||Y∗ + inf
τ2∈W2,h
|||σ[u] − τ2|||Y∗
)
,
where
[v] = Bv, σ[v] = DBv, ˆ[v] = P1,h(Bv), ¯[v] = P2,hP1,h(Bv), v ∈ Vh,
and CB was defined in Assumption 5.2.
Now, we are ready to give an intuitive explanation on why the SSE method converges faster than the standard
FEM and the edge-based S-FEM. As we have discussed above, all of these methods are conforming Galerkin approx-
imations of the proposed variational principle (4.3) but use different finite-dimensional subspaces for strain approxi-
mation. More precisely, the standard FEM, the edge-based S-FEM, and the SSE method uses (Wh,Wh), (W1,h,W1,h),
and (W1,h,W2,h) as finite-dimensional approximations for W × W, respectively. As depicted in Fig. 3, T1,h is a finer
subdivision of Ω than Th, while T2,h is finer than T1,h. By the standard result of the polynomial approximation
theory (see, e.g., [23, Corollary 4.4.24]), (W1,h,W2,h) approximates W × W better than the others. Consequently,
Corollaries 5.5, 5.6, and 5.7 imply that the discretization error of the SSE method is less than the others. In the next
section, we further verify the superiority of the SSE method by some numerical experiments.
6. Numerical experiments
In this section, numerical experiments are conducted to support the theoretical results presented in previous sec-
tions. It has been found that the strain-smoothed elements pass the three basic numerical tests, i.e. the zero energy
mode, isotropic element and patch tests; see [2, 20, 22].
We consider the simple block problem shown in Fig. 5. The block is subjected to body forces f Bx = −y2 and
f By = 1 − x2 and the clamped boundary condition is applied along the bottom edge. The plane stress condition is
assumed and the material properties are given as Young’s modulus E = 1 × 103 and Poisson’s ratio ν = 0.2.
We demonstrate the accuracy and the convergence behavior of the strain-smoothed 3-node triangular element (SSE
T3) and 4-node quadrilateral element (SSE Q4). Two triangular elements and three quadrilateral elements are con-
sidered for comparision: the standard 3-node triangular element (FEM T3), the edge-based 3-node triangular el-
ement (ES-FEM T3), the 4-node quadrilateral element using bilinear shape functions (FEM BL-Q4), the 4-node
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Figure 5: The block problem: (a) Problem description (plane stress condition, E = 1× 103 and ν = 0.2) and a 4× 4 mesh of quadrilateral elements.
(b) Two mesh patterns of triangular elements when N = 4.
quadrilateral element using piecewise linear shape functions (FEM PL-Q4) and the edge-based 4-node quadrilateral
element (ES-FEM Q4). Note that the FEM PL-Q4 element, not the FEM BL-Q4 element, corresponds to the standard
finite element method described in Sect. 5.1. In the following, we write
h =

[uh] for FEM,
ˆ[uˆh] for ES-FEM,
¯[u¯h] for SSE;
see Corollaries 5.5–5.7 for the notations.
The model is meshed with N × N finite elements (N = 2, 4, 8, and 16) to obtain solutions. Two mesh pat-
terns (Mesh I and Mesh II) are used for the triangular elements, as shown in Fig. 5(b).
Figs. 6 and 7 depict the strain distributions (xx) over the entire region obtained using the quadrilateral elements
when 8 × 8 and 16 × 16 meshes are used, respectively. This clearly shows the effect of strain smoothing, and the SSE
Q4 element provides the strain distribution that most converges to the reference.
For the purpose of evaluating the accuracy and the convergence behavior of the numerical solutions, we use the
relative error in strain energy norm:
Ee =
|||h − ref |||Y
|||ref |||Y , (6.1)
where the subscript “ref” means the reference finite element solution.
Figs. 8 and 9 illustrate the convergence curves obtained using the relative error in energy norm (6.1) for the
triangular elements and quadrilateral elements, respectively. A 64 × 64 mesh of 9-node quadrilateral elements is used
to calculate the reference solutions. The results for the triangular elements show that the SSE T3 element shows the
best accuracy, followed by the ES-FEM T3 element, and the FEM T3 element provides the lowest accuracy. The
quadrilateral elements, i.e. the SSE Q4 element, ES-FEM Q4 element and FEM PL-Q4 element, show the same
tendency in convergence. This well supports the theoretical investigations presented in Sect. 5. Numerical test results
for various numerical examples are provided in [20, 22].
7. Conclusion
In this paper, we presented a novel mixed variational principle that gives a unified view for the standard FEM, the
S-FEM, and the SSE method. The proposed variational principle naturally generalizes the Hu–Washizu variational
principle, and the SSE method can be derived as a conforming Galerkin approximation of the proposed variational
principle. Therefore, invoking the standard theory of mixed FEMs yielded a unified convergence analysis for the SSE
method and other existing FEMs with strain smoothing. In addition, our analysis explained why the SSE method has
the improved performance compared to other methods. Our theoretical results on the improved performance of the
SSE method were verified by numerical experiments.
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Figure 6: Strain distributions (xx) for the block problem obtained using a 8 × 8 mesh of 4-node quadrilateral elements. The reference distribution
is calculated using a 32 × 32 mesh of 9-node quadrilateral elements.
Figure 7: Strain distributions (xx) for the block problem obtained using a 16×16 mesh of 4-node quadrilateral elements. The reference distribution
is calculated using a 32 × 32 mesh of 9-node quadrilateral elements.
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Figure 8: Convergence curves for the block problem obatained using the relative error in energy norm (6.1) for the triangular elements. The bold
line denotes the optimal convergence rate.
Figure 9: Convergence curves for the block problem obatained using the relative error in energy norm (6.1) for the quadrilateral elements. The bold
line denotes the optimal convergence rate.
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There are a few interesting topics for future works. Even though the convergence of the SSE method was guar-
anteed by Corollary 5.7, a sharp and rigorous estimate on the convergence rate of the method remains open. We
also note that it is not straightforward to generalize the proposed variational principle to apply for the SSE method in
three dimensions [20, Section 3]. Finally, SSE methods for nonlinear elliptic partial differential equations and their
corresponding variational principles will be considered as future research.
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Appendix A. Abstract convergence theory of nonconforming finite element methods
In this appendix, we present an abstract convergence theory of nonconforming Galerkin methods. Let H be a
Hilbert space and let V , Vh be subspaces of H such that Vh 1 V . Assume that | · |H is a seminorm on H such that | · |H
is positive definite on V ∪ Vh, i.e.,
|u|H > 0, u ∈ (V ∪ Vh) \ {0}.
Let a(·, ·): H × H → R be a blinear form on H which is continuous and coercive with respect to | · |H , i.e., there exist
two positive constants C and α satisfying
a(u, v) ≤ C|u|H |v|H , (A.1)
a(u, u) ≥ α|u|2H (A.2)
for u, v ∈ H. In Theorem Appendix A.1, we present an error estimate for the variational problem
a(u, v) = f (v), v ∈ V (A.3)
with respect to its nonconforming Galerkin approximation
a(uh, v) = f (v), v ∈ Vh, (A.4)
where f ∈ H∗.
Theorem Appendix A.1. Let u ∈ V and uh ∈ Vh solve (A.3) and (A.4), respectively. Then we have
|u − uh|H ≤
(
1 +
C
α
)
inf
v∈Vh
|u − v|H + 1
α
sup
w∈Vh\{0}
|a(u − uh,w)|
|w|H .
Proof. One can easily obtain the desired result by following the argument in [23, Lemma 10.1.1].
Note that Theorem Appendix A.1 is written in terms of seminorm | · |H while the existing standard results (see,
e.g., [23, 28]) are written in terms of norm. In this sense, Theorem Appendix A.1 is a generalization of the standard
results.
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