Abstract. Wind tunnel measurements of the flow over an isolated valley both normal and at an angle (45 o ) to a simulated neutrally stable atmospheric boundary layer are presented. Attention is concentrated on the nature of the near-surface flow upwind and downwind of the valley and the character of the flow within the valley itself. The work formed part of a wider study which included detailed field measurements around an African desert valley and some limited comparisons with that work are included. A scale of about 1:1000 was used for the laboratory work, in which an appropriate combination of hot wire and particle image velocimetry was employed. For a valley normal to the upwind flow, it is shown that the upstream influence of the valley extends to a distance of at least one half of the axial valley width upstream of the leading edge, whereas differences in mean flow and turbulence could be identified well beyond two valley widths from the downwind edge. Nonnormal wind angles lead to significant along-valley flows within the valley and, even at two valley heights above the valley ridge level, there remains a significant spanwise flow component. Downwind turbulence levels are somewhat lower in this case, but are still considerably higher than in the undisturbed boundary layer. At both flow angles, there are significant recirculation regions within the valleys, starting from mean separation just beyond the leading edge, but the strong spanwise flow in the 45 o case reduces the axial extent of the separated zone. The flow is shown to be in some ways analogous to flow over an isolated hill. Our results usefully enhance the field data and could be used to improve modelling of saltation processes in the field.
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Background and Motivation
There is a substantial literature on the wind flow over isolated hills and many general features of such flow (e.g. speed-up at the crest) are well known. Isolated valleys in otherwise homogeneously flat surroundings are perhaps less common than isolated hills but they occur frequently in desert situations and there is clear evidence that their influence on the surrounding terrain -e.g. on the morphology of sand dunes -can be significant (see Weber & Kauffman, 1998, for example) . In contrast to the situation for hills, little is known about the effects of the valley on mean wind and turbulence structure both upwind and downwind, as well as within the valley itself, and there has never been an adequate field study to identify the effects of isolated valleys in flat, plateau terrain on boundary layer winds. Sierputowski et al (1995) and Snyder et al (1991) have reported practically the only relevant wind tunnel studies. The former is complicated by the fact that the valley was formed between two hills, so the flow field within the valley was undoubtedly affected by that over the upstream hill. It is in that sense typical of a number of studies of flow over sequences of hills (which could equally be viewed as sequences of valleys). Some of these have been undertaken specifically to assess the adequacy of theoretical and/or numerical studies of such 'topographically periodic' flows (as in Hunt et al, 1988 ), but they are of little help in identifying how an isolated valley affects the flow upstream and downstream.
There have been studies in other contexts of flow over incisions in an otherwise flat surface. Keough & Addison (1994) , for example, made observations in a water flume of the flow over a backward facing step with a downwind forward facing step -a 'cavity'. They found that the behaviour within the cavity was strongly dependent on its aspect ratio (axial length to depth ratio), with a recirculation zone confined to the first part of the cavity if this aspect ratio exceeded about 10. They applied their results to floodplain dynamics and pollution dispersal in rivers. Likewise, in engineering contexts there has been considerable work on flow in cavities; Shankar & Deshpande (2000) provide a fairly recent discussion. In none of these cases, however, has the emphasis been on how the cavity affects the upstream and downstream flow -in particular, on how surface stresses and other near-wall features of the boundary layer are affected by the presence of the cavity. There have also been numerous studies of density stratified flow over valleys (e.g. Kimura & Manins, 1988 , and others reviewed in Baines, 1995) . Again, the emphasis has been on flow within the valley, rather than outside it. And, finally, recent work in the urban meteorology field has included studies of street canyon flows, which might be thought of as cavity flows (e.g. Louka et al, 2000) . Britter & Hanna (2003) have provided a review but here, too, the situations are usually much more complex, geometrically, being characterised by consecutive rows of buildings and streets.
In the work to be reported in this paper, our major aim is to explore the details of the near-surface flow not just within an isolated valley, but to significant distances upwind and downwind. The work formed part of a larger programme, which included field studies in central Namibia, whose general aim was to explore the effect of an isolated valley on the geomorphology of the surrounding plane. Changing patterns of sand dunes have been associated with river valley systems (e.g. Lancaster, 1988 , Bullard & Nash, 1998 , but no detailed studies of dune/valley interactions have previously been made, although it was clear from the earlier work that changes to the wind flow upstream and downstream of a valley, because of its presence, could clearly lead to changes in dune morphology, as noted above. These changes most commonly occur, not unnaturally, in relatively strong, neutrally stable wind conditions and it is that case that we consider here. The emphasis is on the characteristics of the flow itself. Implications for sand dune development and behaviour will be more fully explored elsewhere (initial work is reported in Garvey et al, 2004) .
As implied above, the experiments of Snyder et al (1991) , initially reported by Khurshudyan et al (1990) and with data subsequently archived in smoothed form by Busuoli et al (1993) , is really the only previous relevant and well-controlled wind tunnel study. It was quite extensive and provides cleaner idealisations than the Sierputowski et al (1995) experiment since the valleys were genuinely sunk beneath the surface level of the upstream (and downstream) boundary layer. However, the emphasis in that work was on the effects of the valley on dispersion from elevated sources so there was relatively limited analysis of the flow and turbulence characteristics, particularly either upstream or downstream of the valley. It also differs from the present work in that the cross-sectional valley shapes were quite smooth. This meant that for the steepest valley, steady separation took place downwind of the leading edge. In the present work, we concentrate on a case in which there is a more abrupt change in surface slope at the leading edge, common in desert situations, so that separation occurs there. Furthermore, the valley shape was purposely chosen as an idealisation of the field case and our studies include a case when the valley axis is not normal to the approach flow. Nonetheless, it is appropriate here to summarise the findings of Snyder et al (1991) as far as the flows themselves are concerned, and this is done in the following section. Subsequently, the present field situation is outlined and then, in Section 3, we provide details of the model valley, the wind tunnel set up and the techniques for the present experiments, along with the characteristics of the simulated atmospheric boundary layer. Section 4 presents the major results and includes comparisons with the Snyder et al (1991) data where appropriate. Final discussion and conclusions are given in Section 5. Snyder et al (1991) used three smoothly-shaped valleys of fixed depth H -some 12% of the upstream boundary layer height, δ, or about 730z o , where z o is the roughness length of the undisturbed, upstream boundary layer. Valley widths in the axial (wind) direction were 6, 10 and 16H and the respective maximum slopes were 26 o , 16 o and 10 o . The results showed that only within the steepest valley was there a mean separated flow; this extended from a little way beyond the leading edge to some 4H downstream -i.e. beyond the valley centreline. Not surprisingly, turbulence stress levels were high within the separated shear layer forming the upper boundary of this region and remained high for some distance downwind of the valley's trailing edge. At six valley heights downstream of the trailing edge (i.e. one valley width downstream), for example, there was still a clear signature of the reattached mixing layer, with a peak turbulence shear stress some 30% higher than its value in the equilibrium upstream boundary layer. Even twice as far downstream the stresses remained measurably higher than those in the reference flow. The increases in turbulence stresses were naturally significantly smaller for the other two valleys, in which mean separation zones did not exist. Nonetheless, even for the widest valley, the shear stress at the valley centreline had a peak some 60% higher than the maximum value far upstream (but note that this is about five times lower than the peak for the steepest valley). Even for the steepest valley the effects of the valley on the downstream flow are significantly smaller than in the present case, as discussed later.
The Snyder et al (1991) study
Upstream of the steepest valley, there were significant decreases in turbulence shear stress in the near surface region so that, at the leading edge for example, its value was only a little more than one half of its value far upstream. The behaviour in the near surface region was, however, strongly dependent on the shape of the valley. The widest valley led to an increase in near surface shear stress, of almost exactly the same magnitude as the decrease in the case of the narrowest valley. Only minor changes from the upstream flow were observed for the medium width valley. These various detailed results were neither presented nor discussed in the original paper and for the purposes of the present paper have been extracted from the smoothed data files subsequently prepared by Busuoli et al (1993) . Comparisons with the present results made later in this paper are almost entirely on the basis of the data contained graphically in this latter report and available quantitatively on the internet.
The field experiment
The valley shape used for the present wind tunnel work was an idealisation of a desert valley in central Namibia. This was 20-22 m deep and was virtually straight over at least 300 m. Within this section the valley's width (L) varied between 150 and 175 m at the edges and it had steep side slopes of 20 − 25 o . The field experiments are fully described elsewhere (Garvey, 2003 , Garvey et al, 2004 . Trials were performed for situations which included cases when the upstream wind was either roughly normal to the valley axis or around 45 o to it. All the field data were collected during daylight hours, so in some cases the flows were, not surprisingly, convectively unstable. However, the intention was specifically to study relatively strong wind conditions (since these are the most important for aeolian transport). In all experiments the upwind temperature profile was monitored, allowing Richardson numbers to be estimated, and the comparisons made here with wind tunnel data are for cases in which the boundary layer was closely neutral. The best estimate for the roughness length for the upstream surface layer in such cases was 6.5 mm -deduced by using sonic anemometry measurements of turbulence shear stress, −uw, to provide a (surrogate for) the friction velocity u * and ensuring the loglaw fit to the mean velocity data had the appropriate slope (u * /κ). The ratios of valley height to roughness height and boundary layer height were thus, respectively, H/z o = 3200 and H/δ = 0.026, assuming a neutral boundary layer height of about 800m, estimated from the usual relation, δ = u * /6f , where f is the Coriolis parameter, 2Ωsin(φ) (with Ω and φ being the earth's rotation rate and the latitude, respectively). The valley aspect ratio, defined as the ratio of its width (normal to its axis) and its depth, was around L/H = 8.
Experimental Details
Techniques
All the experiments were undertaken in the 2.3 x 1.7 m closed return wind tunnel in the School of Engineering Sciences at the University of Southampton. This has a working section some 4.4 m in length and a free stream turbulence intensity below 0.4%. The model valley (see fig.1 ) was positioned in an appropriate slot cut in one of the ground sections, at a location where its leading edge was some 3.4 m downstream of the working section entrance. For the experiments using a valley whose axis was at 45 o to the upstream flow, a second model was constructed, with exactly the same cross-stream dimensions (normal to its axis) as in fig.1 , but inserted into another appropriately cut ground section, again with the leading edge (at the spanwise centre-line) positioned at the same downstream location as for the 0 o case. In both cases the entire valley surfaces were covered in the same coarse sandpaper used for the surrounding terrain (see Section 3.2). It should be noted that the spanwise aspect ratio of the valleys, defined as the ratio of the valley's spanwise length to its height, was about 70 (and about 100 in the 45 o case). The spanwise ends of the valleys were blocked off when they reached the working section's corner fillets. Possible consequencies of the three-dimensional flows near the ends are not considered too significant, since even the spanwise aspect ratio of the separated region (for the normal valley case) was around 12.5. Measurements were made using an appropriate combination of standard crossed hot wire anemometry (HWA) and particle image velocimetry (PIV) techniques. For the former, the two gold-plated tungsten wires of 2.5 or 5µm diameter and an active length of about 1 mm and at nominally ±45 o to the free stream direction were driven by bridges (from the University of Newcastle, N.S.W., Australia) using an overheat ratio of 1.5. Bridge outputs were amplified, filtered to prevent aliasing and digitally sampled at typically 2 kHz via a 16-bit A/D convertor (ADC 488/8SA). All sampling and data collection for both calibration and subsequent measurement was controlled using a virtual instrument package written in LabVIEW (from National Instruments) and running on an Apple Macintosh computer. A pitot-static tube was mounted in the free stream and used to monitor tunnel speed, nominally 30 m s −1 for all data presented herein, and as a reference for wire calibration. Yaw calibration was done using the effective cosine method. In all profiles obtained, the initial free-stream measurement point was repeated at the end of the profile and if drift in mean velocity exceeded about 1% the profile was repeated after re-calibration of the wires.
For measurements within the valley, where turbulence intensities precluded effective use of HWA, a (Dantec UK) PIV system, with FlowManager 3.61 for image cross-correlation and deduction of resulting velocity vectors, was used to obtain 500 images at a sampling rate of 2 Hz. An 80C60 HiSense CCD camera with a 60 or 105 mm lens provided images of 161 x 129 mm or 84 x 67 mm, respectively. These provided interrogation areas (32 x 32 pixels) -and thus spatial resolution -of about 4 x 4 mm or 2 x 2 mm respectively. Typically, the delay time between laser shots within each pair, whose resulting images were used for the cross-correlation algorithm, was set at 25 µs, to ensure that particles moved through less then 25% of the interrogation area between each image. Initially, 50% overlap of interrogation areas was used (75% for the smaller image area); this meant that velocity vectors were estimated in additional areas that overlapped the initial, abutting areas. Spatial resolution is not improved by this means, of course (values of vectors in the overlapping areas are precisely what they would be in the absence of overlapping), but the resulting additional vectors are more accurate than values that could be deduced by simple interpolation from values in abutting areas. Later analysis of the same data used the 'high accuracy, adaptive algorithm', in which iterative changes and refinements in the interrogation areas are made so as to reduce bias errors due to peak locking and/or particles leaving the area in the first image before the second shot is obtained. This produced much smoother Reynolds stress data which were generally in good agreement with HWA data (see below) in regions where HWA was viable.
Most data were obtained with image planes parallel either to the x − z or the x − y planes. In the former case, the laser sheet was projected from above the tunnel and was coincident with the valley's spanwise centreline, whilst the camera was mounted outside the corner fillet, which had a special window inserted in it. For views in the horizontal plane, the positions of the camera and laser head were essentially transposed. Particles of average size around 2µm were injected into the flow from a seeder placed downstream of the working section. Some degree of trial and error in the applied length of generator bursts was needed to ensure adequate particle densities within the working section.
As an indication of the level of agreement between HWA and PIV data, Figure 2 shows mean velocity profiles obtained over the centre-line of the valley (axis normal to the upstream flow) and at the downstream edge -x/L = 0.5 and x/L = 1.0 respectively. Note that the origin of the x, y, z coordinate system is at the (top) leading edge of the valley. Over the valley centre, the velocities near the valley bottom (i.e. close to z/H = −1.0) are clearly negative -reattachment of the separated shear layer occurs a little further downstream -so the single hot wire data were not obtained below about z/H = −0.4, where local turbulence intensities were in excess of 60%. Note that even there, the HWA data are somewhat above those from the PIV, because rectification errors become significant once intensities exceed about 40% (for a single wire). Above z/H = 0, however, the results are in reasonable agreement. At the trailing edge, HWA data are again somewhat in excess of the PIV results, even though at z/H = 0.1, for example, the local intensity was only around 30%. However, at this location there was a not insignificant vertical mean velocity component; a single hot wire (oriented spanwise as it was in this case) would measure the velocity vector magnitude in the vertical plane and thus over-estimate axial velocity. Crossed wire data (not shown) gave closer agreement. It should also be noted that close to the surface, the velocity gradients are high and even with the 2 x 2 mm resolution one thus expects somewhat greater inaccuracies in the PIV data.
The simulated boundary layer
A false floor whose surface was about 40 mm above the floor of the tunnel was inserted into the working section and was fitted at the front with nine Irwin (1981) spires h = 475 mm in height and spaced h/2 apart in the spanwise direction. These each had a base width of 55 mm and a downstream central (axial) fin of length 120 mm at the base. The two spires furthest outboard from the tunnel centreline (i.e. one near each side-wall) had to be scaled down in size since they stood on the working section's corner fillets. Coarse-grained sandpaper with a mean grain size of about 1 mm was used for the rough surface; measurements (both with and without the spires) indicated that this had a z o of about 0.06 mm. With a free-stream velocity of 30 m s −1 the roughness Reynolds number (u * z o /ν) was around four, ensuring that fig.3a -the resulting value of z 0 was 0.06 mm. d was 1.0 mm and could of course have been partly accounted for by small errors in the vertical origin used for the probe height. Note that a good log-law region exists up to a height of about 100 mm, below which the shear stress was roughly constant, as required ( fig.3b ). In fact, there is a hint of a peak in −uw just above 100 mm; this peak is somewhat more pronounced further upstream and is thus evidence of a residual slow flow development with fetch. There is a corresponding slight kink in the u 2 profile. The ratios between the various normal stresses and the shear stress are similar to those typical of a (rural type) atmospheric boundary layer. For example, Grant (1992) gives values for the ratios σ u /u * and σ w /u * of 2.29 and 1.14, respectively, in the near-surface layer (where σ u and σ w denote rms values of the axial and vertical velocity fluctuations; the data in figure 3b suggest corresponding values at z = 20 mm of about 2.24 and 1.15.
In addition, spectral data within the log-law region are similar to those given in the Engineering Sciences Data Unit (ESDU) data sheets for such an atmospheric boundary layer; fig.4a shows the raw u-and w-velocity spectra at z = 50 mm and fig.4b is a normalised plot of the former. Note that the w spectral values have been factored by 4/3 so that collapse with the u spectra would be expected in the inertial subrange provided the turbulence Reynolds number is sufficiently high. In fig.4b the data are compared with the standard ESDU spectrum and 
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1.E-01 with the (only slightly different) spectral shape proposed by Kaimal & Finnigan (1994) , using an axial integral scale, L x , of 170 mm. Using the ESDU data, which provides a scale factor in terms of L x , z 0 and height, it was found that in this case the apparent scale factor was around 550. This is within a factor of two of the geometrical scale of the valley itself. H/z 0 was 420, compared with about 3200 in the field, but reductions in model z 0 to increase the former would have lead to a transitionally rough surface. Furthermore, since H/δ was about 0.062 compared with 0.026 in the field, increases in model H would, whilst reducing the mismatch in H/z 0 , increase the mismatch in H/δ. Since, in addition, there was considerable uncertainty (and variability) in the precise value of z 0 in the field -changes in value by factors of two or three are easy to achieve with limited data! -we conclude that the model conditions were sufficiently similar to those in the field to allow sensible comparisons of the valley flows in each.
Results and Discussion
4.1. Valley at 0 o to the approach flow 4.1.1. The flow upstream We consider first the effect of the valley on the upstream flow. For a case in which the flow remains fully attached as it traverses the valley, linear arguments suggest that the pressure near the surface must first decrease as the flow enters the valley and thus the velocity will increase. The perturbation pressure field will undoubtedly extend upstream so one expects to see an increase in near surface velocities upstream of the valley. The effects are illustrated by the 'inverse' case of flow over an isolated hill, as discussed by Finnigan et al (1990) , for example, who show an increase in surface pressure as the hill is approached (see below). For steeper hills or valleys, but still not steep enough (for the valley case) to promote separation, the effect will be greater. However, for valley slopes sufficiently steep to yield a separated region, although the streamlines near the leading edge might initially be more curved, the separation zone can crudely be considered as an extension to the upstream surface so that, overall, there will be much less downward movement of streamlines over the first part of the valley, at least for z > 0. This will have the effect of reducing the decrease in pressure and corresponding increase in velocity upstream. This general behaviour is demonstrated by Snyder et al's (1991) experiments; figure 5a shows velocity profiles at the leading edge of the valleys, for the three cases (denoted V3, V5 and V8 in decreasing order of steepness). The data are shown as lines since, as explained earlier, it is the smoothed data (Busuoli et al, 1993) which are used here. Note in particular that although moving from V8 to V5 (increasing steepness) leads to increasing velocity perturbations, the trend is not continued for V3, because in this case the flow separates. This is all in accord with the expectations outlined above. Figure 5b shows the corresponding data from the present work. In both figures z has been normalised using the appropriate boundary layer depth and the z/δ corresponding to z = H is indicated, to give a feel for the valley depth (where, of course, z = −H). It should be noted that the flows in the outer layer of the boundary layers (z/δ > 0.1, say) are significantly influenced by the nature of the boundary layer simulation technique, which was quite different in the two experiments. The present spire technique is probably superior to the simple spanwise fence used by Snyder et al in terms of producing a more normal mean velocity profile, having a significant wake component in the outer layer. This detail is not significant in affecting the dynamics of the flows within the valley, since in both cases H << δ. Choosing z/δ = 0.01 as a representative height close to the surface, the steepest valley in the Snyder case (V3) leads to a 15% increase in velocity, whereas the present data suggest an increase of only about 8%. On the other hand, choosing a fixed z/H = 0.1 as an alternative representative height, V3 gives a 9% increase compared with 12% for the present case. That the difference is in the opposite sense is simply a result of the different H/δ in the two cases (and perhaps also because the Snyder boundary layer was relatively rougher than the present one), Valleys.tex; 16/11/2004; 16:29; p.12 but it can be concluded that the present steep-sided valley, in which steady separation occurs, has a very similar effect on the upstream velocity field to that shown by the Snyder (V3) experiment.
As mentioned above, an isolated hill would in general have an opposite effect on the upstream flow -pressure initially increasing and velocity decreasing near the surface as the upstream edge of the hill is approached. There have been numerous physical and numerical experiments and analytical theories on flow over isolated hills but, no doubt for practical reasons, most of the attention has been concentrated on the nature of the flow near the crest -where the maximum velocity speed-up is found -and in the immediate lee-side wake. There is thus very little detailed data available on the way on which the hill affects the characteristics of the upstream flow. However, the experiments of Finnigan et al (1990) showed that at the upstream edge of an isolated hill of height 0.1δ the velocity 'speed-down' at z/H = 0.1 (with H here equal to the hill height) was about 13%, similar to the levels of speed-up seen for the valleys discussed here.
From the point of view of sediment transport, changes in the surface stress are also important. Figure 6 shows normalised −uw profiles corresponding to the velocity profiles in fig.5 . A number of remarks are pertinent. Firstly, note that, as Finnigan et al (1990) pointed out, it is important to consider stresses in a streamline coordinate system (rather than the measurement x, y, z system). All the data in fig. 6a have been rotated into the local flow direction; the raw (unrotated) data for the V3 valley are also shown. In this case, the flow at x/L = 0 had a maximum other two valleys had much smaller flow angles (at x/L = 0) and the differences between the raw and rotated stresses are consequently much smaller.
Secondly, it is clear that in all cases (except the Snyder V3) the shear stress rises near the surface, as anticipated by linear theories (like those following Jackson & Hunt, 1975) . However, the rises do not follow the trend that might at first be anticipated. In line with the increased velocity perturbation as the valley steepness rises (V8 to V5 in fig.5a ), one would expect a larger perturbation in −uw for V5 than for V8, but the reverse is the case. Now previous work on flow over hills has shown that the streamline curvature affects the turbulence structure. In the case of hills, linear theory suggests that the shear stress will fall near the upwind edge of the hill. But the concave (i.e. destabilising) streamline curvature, which is not accounted for in linear theory, will tend to enhance the turbulence. Finnigan et al (1990) found that in their case the two effects roughly cancelled, so that there was virtually no change in shear stress by the upstream edge. Castro & Wiggs (1994) found exactly the same for three-dimensional flow over a dune. In the present case, however, because the streamline curvature is significantly lower than in these hill cases, its affect, which is in these valley cases stabilising, is not strong enough to counterbalance entirely the expected change in shear stress. But since the curvature is undoubtedly greater for V5 than for V8 it is sufficient to reverse the expected trend from the shallowest valley (V8) to the somewhat steeper one (V5). This increasing effect of curvature is even more marked for the steepest valley (V3), so that the perturbation shear stress is for that case the smallest and, in fact, is negative.
Thirdly, note that the mean momentum equation suggests that at the surface the axial pressure gradient, ∂p/∂x, must balance the vertical shear stress gradient, ∂(−uw)/∂z. So around the leading edge of the valley, where the former is negative, we might expect −uw to fall with height very near the surface. The data are not clearly consistent with that expectation, but it should be emphasised that crossed hot wire measurements near the surface, where (at least upstream of the valley) the turbulence levels are at their highest, are subject to rather higher uncertainties than elsewhere.
Fourthly, the present case yields a percentage increase in shear stress near the surface which is roughly similar in magnitude to the rise shown by the shallowest valley in the Snyder sequence (fig.6b, cf. V8 in fig.  6a ). Although the mean velocity perturbation is most similar to the V3 case, as discussed above, the typical streamline curvature at the leading edge is very small -closest to V8 -so this result is consistent with the above stress perturbation arguments, in that curvature effects probably only have a marginal influence on the rise in shear stress expected on the basis of linear theory in the near-wall region.
The flow over and within the valley
The flow separates close to the leading edge of the valley, leading to a recirculation region within it. It is worth noting that initial experiments appeared to suggest no separation, in distinct contrast with the field situation where separation was very clear (Garvey et al, 2004) . Close inspection of the wind tunnel model showed that, because the coarse-grained sandpaper had been simply 'wrapped' around the leading edge, the surface curvature there was (when scaled appropriately) much larger than in the field. This, along with the much smaller Reynolds number, was sufficient to prevent separation in the initial test. Since the intention was to model the full-scale flow, the model was modified slightly by cutting the sandpaper at the leading edge location to ensure a much sharper change in surface curvature and this led to the required steady separation, as occurred in the field. Figure 7 shows vertical profiles of axial velocity at various axial locations within the valley (0 < x/L < 1). The data were deduced from the time-averaged PIV vectors and the figures include data obtained at the leading and trailing edges, where the surface corresponds to z/H = 0. In the central portion of the valley the surface corresponds to z/H = −1, but near the edges the valley side-slope means that the surface lies in the range −1 < z/H < 0 (as indicated on the figure). Regions of negative velocity are apparent up to at least x/L = 0.62 (profiles near this location are not included in fig.7 , for the sake of clarity) and mean reattachment must occur somewhere just prior to x/L = 0.7. Note that the magnitude of the negative velocities nowhere exceeds about 0.06U r . The accuracy of the data near the surface is more uncertain than elsewhere, because of unavoidable reflections, but the data do suggest that beyond reattachment and on the downstream slope of the valley, there are unusually deep regions near the surface in which the velocities are very low. Reattachment is of course a very unsteady process: two-dimensional bubbles often fluctuate in length by as much as ±25%. So one expects in this case that there would be significant periods of time during which the reattachment process occurs on the (downwind) sloping side of the valley. This may be the cause of the rather thicker 'dead air' regions than might otherwise be expected. Figure 8 gives an overall impression of the mean velocity field within the valley. Simple colour shading has been used and it is clear that there is an extensive region within the valley where the velocity is below about 4 m s −1 (i.e. below about 0.12U r since U r = 32 m s −1 ). The overlaps between the three images used to obtain this collage are evident, since there are slight discontinuities at the 'joints'. It should be emphasised that the 2 m s −1 integral steps between each colour inevitably tend to accentuate the lack of a perfect match. Note that the apparent presence of individual 'eddies' in the recirculating region must partly be caused by finite sampling size -recall that only 500 image pairs were used to obtain the statistics. However, there is rather more scatter in the mean velocity data when the values are close to zero (see fig.7 ) and some of this may be caused by inadequacies in the image correlation algorithm.
The turbulence stresses corresponding to the mean flow data of fig.7 are shown in Figures 9-11 . At each axial location these have been produced by averaging (usually) the data at this location with those at the six nearest axial positions (three upstream and three downstream). Since the final interrogation area for each vector was about 1 x 1 mm 2 , this corresponds to a spatial average in the axial direction of about 3.5% of the valley width, which was considered small enough to ensure negligible errors arising from non-uniformity in the flow over that distance. The procedure significantly reduces scatter in the stress profiles. Figure 9 shows that, not surprisingly, the axial turbulence stress develops significant peaks around the centre of the mixing layer which bounds the recirculation zone. The peak value reaches a maximum about half-way down the valley (around u 2 /U 2 r = 0.028 at x/L = 0.5, see fig. 9a ) before slowly falling at locations further downstream. Note that for x/L ≤ 0.5 and z/H > 0.5 the profiles all collapse roughly to the values suggested by the hot wire data from the upstream flow. Further downstream, as the mixing layer grows in width, it begins to encroach on the upper level flow, so that at x/L = 1.0, for example, the peak stress occurs around z/H = 0.7. At this location, the hot wire data falls significantly below those from the PIV. This is undoubtedly a result of the significant errors arising in the former technique in locations of high turbulence intensity; axial intensities exceed 30% for z/H ≤ 0.5 at x/L = 1.0, for example. There is also a significant vertical mean velocity component near the surface at x/L = 1 and this would further increase hot wire errors, since no attempt to orientate the probe into the mean flow direction was made.
The general behaviour of the axial stress profiles is mirrored by those of the vertical stress ( fig.10 ) and the shear stress ( fig.11) , and the overall behaviour of the stresses is very similar to that in other well-documented, two-dimensional separated regions. (see, for example, Castro & Haque (1986) , where the inadequacies of hot wire anemometry in such flows are also discussed in some detail). A notable difference, however, is that the peaks in the w 2 profiles occur significantly below those in the u 2 profiles; this may be indicative of rather more shear layer 'flapping' than normally occurs -perhaps because of the relative proximity of the downstream valley slope, as mentioned earlier. A com- (a) Figure 11 . Shear stress profiles over the valley. Other details as in Fig.9 , but note the additional data points for x/L = 0.87, deduced by orientating the x and z co-ordinates into directions parallel and normal to the valley surface slope.
mon feature in all such flows, of course, is that the shear stress, −uw, becomes very low near the surface. In fact, within the separated region one expects it to become negative, since the wall stress will be negative until the reattachment point. Negative values of −uw do indeed appear in the data ( fig.11) , corresponding roughly to locations where the velocity gradient is negative (see fig. 7 ), although both the scatter and the resolution prevent estimation of the wall stress by extrapolation to the surface. It seems possible, however, that the negative surface stresses within the recirculation zone may have magnitudes similar to the positive stresses in the reference boundary layer -see the data for x/L = 0.37, z/H < −0.75 in fig.11a , a location about halfway to reattachment. This has implications for sand transport, which is driven by u 3 * (according to most saltation models), so that local upwind transport within the valley is likely to occur, for wind conditions in which it occurs over the homogeneous surface upwind.
Negative values of −uw also occur on the downwind slope of the valley (see fig.11b , x/L = 0.87, for example), which seems inconsistent with (mean) attached flow there. But it should be emphasised that the stresses are here referred to a co-ordinate system aligned with the upstream flow, not the local flow direction. Just above the valley slopes, it would perhaps be more appropriate to use x and z axes parallel and normal to the slope. Fig.11b includes data for the shear stress rotated into that direction, for the first few points of the (x/L = 0.87) profile nearest the surface. This clearly removes the negative values, consistent with an attached flow up the slope.
It is worth noting, finally, how the present valley flow compares with that in the steepest of the Snyder valleys. Recall that the latter is steep enough to generate a large, mean separation region, just as in the present case. Figure 12 shows some profiles of mean velocity and axial stress at x/L = 0.62 and 0.75, compared with some of the present data. It is more appropriate here to use for the ordinate the distance from the local surface (z ), normalised by the boundary layer height (δ). Recall that, as noted earlier, there may be some uncertainty in the accuracy of the PIV data at the lowest levels; there is also some uncertainty about the Snyder data near the surface because of the details of the interpolation procedure used by Busuoli et al (1993) to generate 'smoothed' data. Nonetheless, it seems clear that in both cases the reversed flow region extends about 70% of the valley width from its leading edge. H/δ is different in the two cases (as well as the valley shape and the relative surface roughness) so one does not necessarily expect close agreement; indeed, x R /H (where x R is the distance to reattachment) is about 4 and 5.6 in the Snyder and the present cases, respectively, and this is arguably a direct result of the rougher boundary layer in the former case (see below). It is notable in fig.12b that the peak stresses are significantly higher in the Snyder case. (Rotating the stresses into streamline co-ordinates has very little effect on u 2 .) This difference is unlikely to be a result of any small difference in the extent of destabilising streamline curvature, as the L/H and L/δ ratios are not too dissimilar in the two cases (6, 0.7 and 8, 0.5 for Snyder et al, 1991 , and the present case, respectively). It is probably simply a consequence of the generally larger turbulence levels in the reference flow -these are included in fig.12b and it can be seen that at z /δ = 0.1, for example, there is about an 80% difference in u 2 , reflecting the fact Valleys.tex; 16/11/2004; 16:29; p.20 that the Snyder boundary layer was significantly rougher than in the present case. It is also evident that the peak stresses occur noticeably below the level of the valley top, compared with the present case in which the peaks are around the valley top at all x/L. This is consistent with the separated region being relatively 'thinner' in the Snyder case -not surprising in view of the much smoother valley profile. Figures 13 and 14 show the development of the mean velocity and the turbulence stresses downwind of the valley. Hot wire data are shown, but the figures include some PIV data and the reference boundary layer profiles are also included. There is a significant difference between HWA and PIV data at x/L = 1.0 -the trailing edge of the valley -as noted earlier. This difference (in mean velocity) is much smaller by x/L = 1.25 ( fig.13a ). (PIV stress data for x/L 1.25 are not shown, as it turned out that the quality for the most downstream set of images was much lower than in the upstream (three) sets, used for all preceding figures, and this led to large scatter in the stress data. The difficulty was almost certainly caused by a less satisfactory optical set-up.) There is perhaps some evidence that the flow separates at the trailing edge; extrapolation of the shear stress data in fig.13b (for x/L = 1), particularly in the case of the more accurate PIV data, certainly suggests that a change of sign may occur just above the surface, although the mean velocity appears to remain just positive. Because their valley was significantly smoother, there was certainly no separation on or beyond the downwind slope of the steepest Snyder valley but in the present case there is a discontinuous surface curvature at x/L = 1.0, so one might expect separation. However, in view of the uncertain accuracy very close to the surface it is not possible to be conclusive about this and, in any case, reattachment of any separated shear layer must occur very soon beyond x/L = 1.0. The field data was also inconclusive in this regard (Wiggs et al, 2004) , although there was some evidence of intermittent separation at least. The stress profiles in figs.13b and 14 all indicate that the relaxation of the profiles towards the upstream conditions is characterised by profile peaks moving to higher elevations whilst reducing in magnitude with increasing downstream distance. One could view this downwind region as the valley 'wake' and the overall behaviour is very similar to the wake of isolated hills; studies by Finnigan et al (1990) , Britter et al (1981) , Castro & Snyder (1982) , for example, all show similar wake behaviour. Figures 13b and 14 might at first sight seem to suggest that the recovery of the stresses towards their reference levels is quite rapid. Note, however, that by x/L = 2.0 both −uw and w 2 have fallen below their reference levels -for z/H < 1.0 and z/H < 0.75, respectively ( fig.13b and 14b) . Although the boundary layer in the absence of the valley continues to develop somewhat over the fetch used for the valley, most of this development is in the outer part of the flow so that the turbulence stresses below z/H = 3 are essentially the same at a location 2L beyond the position of the valley's trailing edge. So the reference profiles shown in figures 13 and 14 are virtually indistinguishable from profiles taken at x/L = 2 but in the valley's absence. There is previous evidence that in a boundary layer recovering after a region of separation -which is the situation here -the stresses do not return monotonically to the standard levels, but first undershoot the latter in the inner region. Recovery is, in fact, very slow (see Castro & Epik, 1996, Cao & Han- Valleys.tex; 16/11/2004; 16:29; p.22 cock, 2004). There is some evidence for similar behaviour in Snyder's steepest valley case. At x/L = 2, −uw and w 2 are below their reference levels for z/H < 0.2 and z/H < 0.13, respectively, although at both x/L = 1.5 and x/L = 2.5 the differences are marginal and probably within the experimental uncertainties. The region in which near-surface stresses are measurably below the upstream levels is therefore much more restricted than in the present case, starting perhaps just upstream of x/L = 2.0, disappearing very soon and also extending much less far from the surface. These deductions are based on the smoothed data given by Busuoli et al (1993) and, quite apart from the interpolation uncertainties, are perhaps rather more uncertain in the downstream region because of the downstream development in the boundary layer in the absence of the valley -this was certainly greater than in the present case. Field data are only available for x/L = 1.5 and 3.5 so there is insufficient resolution to determine whether the stress profiles exhibited any non-monotonic behaviour during the recovery process. From a practical perspective, the major conclusion from the x/L > 1.0 data is that the effects of the valley remain noticeable some way downstream -to at least one valley width from the trailing edge of the valley. The reduced surface stress (lower than in the absence of the valley in the range 1.5 < x/L < 2.5 at least) would, if also present in the field, presumably lead to lower saltation rates from that region, compared with the conditions upstream of the valley, but there was no direct evidence of this (the appropriate region was not surveyed).
The flow downstream of the valley
Valley at 45 o to the approach flow
The general features identified and discussed above for the flow normal to the axis of the valley were found to be similar in many respects when the approach flow deviated from this direction. However, there were, not surprisingly, some significant differences and the more limited data presented in this section are chosen to highlight these differences. We start by discussing flow within the valley for it is here that the largest differences are apparent. Figure 15 shows velocity vectors on three horizontal planes below the valley top and one just above it. At z/H = −0.9 ( fig.15a ) the illuminated plane was only 2.5 mm above the bottom surface of the valley and it intersected the valley slopes both upwind and downwind; these features together caused more surface reflection problems than for the usual vertical plane data so that a significant proportion of the vectors were invalid and have thus been removed (their locations are shown by dots in the figures). There was a similar, but less serious, difficulty at z/H = −0.8 ( fig.15b) . At z/H = −0.6, just below the half-height plane within the valley, and at z/H = 0.1, just above the top of the valley, this problem was less acute and the general nature of the flow is quite clear ( figs. 15c,d) .
Near the floor of valley ( fig.15a ) the flow is aligned in the direction of the valley axis and this remains true even at z/H = −0.6 ( fig.15c ). In this latter position, however, it is evident that the flow in the downstream half of the valley has begun to be re-aligned into the free-stream direction. At z/H = 0.1 this re-alignment is virtually complete, with the velocity vectors nearly parallel to the free stream velocity across the entire valley width (fig.15d) ; a noticeable deviation is, nonetheless, evident around the final 25% or so of the distance across the valley. It is interesting that in the first half of the valley the turning of the flow from the valley axis to the free stream directions occurs between z/H = −0.6 and 0.1 -compare figs.15c and 15d -whereas in the second half, this turning begins below z/H = −0.6 but remains incomplete at z/H = 0.1. This may well be a result of the growth of the separated shear layer; the thickness of the region within which mean flow direction changes occur is likely to be related to the shear layer thickness. Valleys.tex; 16/11/2004; 16:29; p.24 We define L as the width of the valley in the x-direction (so that L = √ 2L, since the valley is at 45 o to the x-axis). The quantitative data indicate that at x/L = 0.5, z/H = −0.9 the along-axis velocity has a magnitude of around 0.19U r , which is much larger than the maximum near surface velocities (either positive or negative) in the case of the valley normal to the upstream flow ( fig.7) . This general channelling of the flow along the valley axis is very similar to the behaviour of flow over a linear dune (i.e. a small isolated hill) inclined to the upstream flow. Tsoar et al (1985) found that maximum deflections occurred in the lee of such a dune within the separated region and that the deflections decreased with height. This similarity is not really surprising and is undoubtedly a result of the pressure perturbations induced by the topography (Jackson, 1977) .
A feature just about evident from fig.15a is that in the first half of the valley velocity vectors have a component normal to and towards the upstream slope, although the magnitudes are small compared with that of the along-axis component. This suggests that there is an attachment line somewhere around x/H = 0.5, which was confirmed by vertical plane PIV data and is significantly upstream of the reattachment line in the case of the normal valley. Separation occurs along the leading edge, but the separation streamlines no doubt move helically, with the helix axis aligned roughly parallel to the valley axis. Being a fully three-dimensional flow, the attachment line is not of course formed by reattachment of the separation stream surface.
It is instructive to consider the extent to which the valley-axisaligned flow deep within the valley affects the flow for z/H > 0. Figure  16a shows z-profiles of flow direction in the horizontal plane at various axial positions. The data are from crossed hot wire measurements and therefore, near z/H = 0, may not be very accurate -leading to uncertainties greater than those elsewhere. The latter may be some ±1 − 2 o . However, it is clear, first, that there is a small degree of flow turning upstream of the leading edge: the data at x/L = −0.26 show measurable deviations for z/H < 1.0 although even at the leading edge (x/L = 0) this turning remains below about 2 o for z/H > 0.2. These small changes are consistent with the finding that the axial velocity upstream of the leading edge (not shown) is hardly affected by the valley, so that even at x/L = 0, the perturbations in mean velocity are scarcely noticeable. This is in distinct contrast with the situation for the normal valley, discussed in Section 3.1.1. Figure 16a also shows that flow turning at z/H > 0 increases with downstream distance, reaching a peak around x/L = 0.8, before decreasing again towards the trailing edge and then, interestingly, increasing again further downstream. This is clarified in figure 16b , which shows the flow-angle changes with fetch, at a fixed height (z/H = 0.2). The fall prior to x/L = 1.0 is quite rapid, whereas the subsequent rise is relatively slow. Only if the experimental uncertainties were unusually large for the data in the range 1.0 < x/L < 1.3 could one surmise that there is, in fact, no fall and subsequent rise -the data could then be interpreted as suggesting simply a gradual recovery after the peak turning around x/L = 0.8, which is certainly what might be expected intuitively. However, the full scale field experiments (Wiggs et al, 2004) provided some corroborating evidence for a fall in flow angle towards x/L = 1.0 and a subsequent rise, so the phenomenon may well be real, although the reasons for it are obscure.
The freedom for the flow within and above the valley to be deflected sidewise leads to much smaller changes in the turbulence than in the Valleys.tex; 16/11/2004; 16:29; p.26 normal valley case. This is illustrated in Figure 17 , which shows profiles of u 2 and −uw at various axial stations. The data are restricted to z/H > 0 and only hot wire data are shown. As noted earlier, these are low compared with PIV data where both are available, but the trends are clear. Half way across the valley (x/L = 0.5) the peak u 2 for the 45 o valley is only some 75% of its value for the normal valley. In terms of absolute distance, x/L = 0.5 for the normal valley is equivalent to about x/L = 0.34 for the 45 o case, so data for this location are included in the figure and indicate even smaller peak axial turbulence. In the case of the shear stress, the peak values seem rather similar between the two cases, at least at x/L = 0.5. This quantity is particularly sensitive to flow direction and we have not rotated the coordinates in the x − y plane, but that would lead to a reduction in the major shear stress component. By x/L = 1.0, where the flow direction is roughly aligned with the upstream flow ( fig.16b ), the smaller peak shear stress in the 45 o valley case is clear and the axial turbulence, likewise, shows a much smaller perturbation from the reference flow than in the normal valley case. Some of the differences in the stresses between the normal and the 45 o cases may simply be that in the latter the upstream flow essentially sees a wider and less steep valley than in the former. Nonetheless, the 'freedom to be deflected sideways' is likely to provide the dominant reason for the smaller perturbations in the 45 o case.
Not surprisingly, the recovery of the turbulence downstream of the valley is more rapid than it is for the normal valley case. Figure 17 includes data for x/L = 1.25 (highlighted by smooth curves) and it is clear not only that the peak stress levels are significantly lower in the 45 o valley case, but also that their heights above the surface are greater than for the normal valley. This is not simply because x/L = 1.25 is further from x = 0 than in the normal valley case. The general conclusion is clear: when the flow approaches the valley at 45 o , the perturbations to the turbulence stresses are significantly reduced from what they would be for a normal approach flow. It seems likely, although we have no evidence to test it, that this reduction would be monotonic as the flow angle deviates from zero.
Final Comments and Conclusions
Our results have been shown to be generally consistent with those of Snyder et al (1991) , for flow over smooth valleys. More detailed analyses of these latter results than have previously been reported have shown that, in particular, the flow over the present, sharp-crested valley is not too dissimilar to that over Snyder's steepest valley. In both cases, mean flow separated regions exist and turbulence levels in the elevated mixing layer and thus in the latter part of the valley and downwind of the trailing edge are very much higher than in the upstream boundary layer. These perturbations take a considerable distance to die away downstream; indeed, there is clear evidence (in the present case) of non-monotonicity in this recovery process, as found in other situations of boundary layers recovering after separated regions. Recovery is not complete even by eight valley depths downwind of the trailing edge and, within the recovery region, the surface stress is considerably lower than in the reference boundary layer. Within the valley, although the magnitude of the negative velocities occurring in the separated region nowhere exceeds about 0.06U r , there can be significant (negative) shear stresses, implying that surface stress can reach magnitudes similar to those in the upstream boundary layer.
There are, however, some differences between the two cases and these are the direct result of the rather different geometries. A sharp leading edge, typical of desert valley situations, ensures immediate separation so that there are also some differences in the extent of the upwind influence of the valley. In the present case, both the mean velocity and the shear stress increase in the near-wall region prior to separation, by amounts which might be anticipated to be roughly in accord with linear theory; certainly, the reduction in mean velocity is very similar to the rise found near the upstream edge in isolated hill experiments (e.g. Finnigan et al, 1990) , which themselves generally show good agreement with linear theory (e.g. Jackson & Hunt, 1975) for the maximum speed-up near the hill crest. On the other hand, the trends in the various Snyder cases are more subtle, requiring consideration of the effects of streamline curvature. Downstream of the valley, recovery may be rather more rapid in the Snyder cases, probably because of the relatively smaller perturbations to the turbulence and the rougher upstream boundary layer.
With the upstream flow approaching the valley at 45 o to its axis, it has been shown how the flow is turned and channelled by the valley, so that near the floor of the valley the mean flow is dominated by a component along the valley axis. Whilst separation still occurs, it is much less extensive. The turbulence perturbations are much less severe, despite the additional mean strains generated by turning in the horizontal plane and, consequently, flow recovery downwind is rather more rapid.
Limited comparisons between the wind tunnel and field measurements have been presented elsewhere (Garvey, 2003) and we have al-ready made some further comments above. However, it is appropriate finally to highlight some of the major comparative results, if only to validate the use of wind tunnel models to explore the full-scale situation. We show, therefore, in Figures 18, fractional speed-up ratios at a position close to the surface for both field and model situations and for normal and 45 o valley orientations. The speed-up ratio is defined in the usual way as the ratio of percentage change in axial velocity from its upstream value at the same height. For the normal valley case ( fig.18a ) the overall agreement is very satisfying. Note that the small speed up prior to the leading edge occurs in both cases. Within the valley, the major difference is that reattachment occurs somewhat earlier in the field, where the measurements showed reversed flow close to the surface at x/L = 0.3 but not at 0.5. A possible explanation for this less extensive recirculation region may be the closer proximity of the downwind (forward-facing) slope: the field valley aspect ratio was about 7.7 where these measurements were made, compared with 8 in the model. The downwind slope, in affecting the pressure gradient within the valley (see McLean et al, 1996) , may lead to mean reattachment earlier than would occur in its absence. On the other hand, in the classic case of flow down a rearward facing step, reattachment generally occurs some six step heights downstream although this is , of course, highly unsteady, with fluctuations in the attachment point location of at least ±25%. So the aspect ratio difference (7.7 cf . 8) is unlikely to have a dominant effect. In any case, around the trailing edge of the valley, the field data shows similar speed-up ratios to those which occurred in the wind tunnel experiment. It is, perhaps, more likely that the shorter recirculation zone in the field was a result of relatively larger integral scales; these are strongly influenced by those longer time scale motions which are generally not possible to reproduce in the laboratory. Stronger 'quasi-steady' fluctuations in the upwind flow, especially in the cross-stream direction, would tend to turn the flow more frequently into one at a non-normal angle to the valley axis, thus reducing the bubble length temporarily. However, no spectral data were obtained in the field, so this possibility must remain somewhat speculative.
For the 45 o valley ( fig.18b ) the overall changes in velocity are much lower (note the difference in axis scales between figs.18a and 18b) and, in the field, there seemed to be a slight increase in velocity towards the leading edge (as in the normal valley case). However, the field measurements are of total velocity magnitude (since cup anemometers were used) so take no account of the flow turning process described earlier. Within the valley, the uncertainties in the wind tunnel data may be significant (as discussed earlier, since these are from PIV images of planes very close to the surface). Overall, however, the behaviour is clearly very similar in the two cases.
Finally, figure 19 shows the variations in axial turbulence levels, measured at the same heights as the mean velocity data in fig.18 . Again, the overall agreement is reasonable, although the upstream turbulence is rather lower in the field than in the wind tunnel. The peak values within the valley reach similar levels.
In conclusion, a number of features of the flow of a turbulent boundary layer over an incised valley have been identified and the results have been shown to be broadly consistent with those obtained in the associated field studies. They are also consistent with the very limited data already available in the literature and have been sufficient to Valleys.tex; 16/11/2004; 16:29; p.30 emphasise the effects of differing valley geometry and wind orientation. It is anticipated that the results will be useful in formulating improved geomorphological models for desert situations affected by the presence of isolated valleys.
