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1. Abstract /publishable summary 
Popularity of one kilometre scale global geophysical models  is  continuously growing  in Europe.  In this 
study, we increase the resolution of the NEMO ocean model, to better identify technical limitations of 
the  present  implementation  and  deduce,  from  the  performance  measured  on  one  of  our  top 
supercomputers,  the  hardware  characteristics  needed  to  routinely  use  a  global  ocean  one  kilometre 
configuration.  24,000  Intel  Broadwell  cores  of  the  Météo‐France  supercomputer  are  required  to 
measure the performance of a simplified version of NEMO global kilometre scale. From them, assuming 


















Improve  the  efficiency  and  productivity  of  numerical  weather  and  climate 
simulation on high‐performance computing platforms 
Yes 
Support    the    end‐to‐end  workflow    of    global    Earth    system    modelling    for 
weather and climate simulation in high performance computing environments 
Yes 
The  European weather  and  climate  science  community will  drive  the  governance 
structure that defines the services to be provided by ESiWACE 
No 








Provide  services  to  the  user  community  that will  impact  beyond  the  lifetime of 
the  project. 
No
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infrastructures. 
Pursue exploitability of climate and weather model results. No
Establish governance of common software management to avoid unnecessary and 
redundant  development  and  to  deliver  the  best  available  solutions  to  the  user 
community. 
No
Provide open  access  to  research  results  and open  source  software  at 
international  level. 
Yes







such  configuration  [1],  popularity  of  one‐kilometre  scale  global  geophysical  models  is  continuously 
growing in Europe [2,3]. We propose to increase the resolution of the NEMO ocean model [4], already 







NEMO  is  a  framework  that  includes  several  modules  (OPA  ocean,  LIM  sea‐ice,  TOP‐PISCES 
biogeochemistry,  XIOS  I/O  server …). Modules  compose  configurations  adapted  to  various needs. We 
focus our study on the framework core: the ocean routines. Due to its pivotal position in the framework, 
any  enhancements  of  computing  performance  related  to  this  module  will  benefit  to  all  NEMO 
configurations. 
 
Since  sea‐ice  routines  can  be  linked  separately  from  the main NEMO executable  [5],  and  considering 
that  the modifications  needed  to  increase  sea‐ice  or  ocean module  computing  performance  strongly 
differ, we prefer to study separately the analysis of the 1 km resolution  increase  impact on the ocean 
and on the sea‐ice components. In addition, the on‐going development of a new version of the sea‐ice 
model  forbids  leading  its  study  first,  and  suggests  to  take  benefit  of  the  rewriting  to  reconsider  the 
algorithmic of the code also for this purpose. 
 




at  the  same  time,  facilitate  the  porting  on  the  various  platforms  and  the  sharing  of  a  common 
configuration between the several  laboratories  involved  in our project  (ATOS, BSC, CMCC), along with 
keeping most of the characteristic of the realistic ORCA configurations: 
 With  its  flat  bottom and  rectangular boundaries, GYRE does not need  input  files  to define  its 
bathymetry and its forcing conditions. The whole initial and external constrains can be defined 
via a  simple FORTRAN namelist, which  insures  that all  partners  can  investigate  the very  same 
problem  without  risk  of  input  file  differences  or  local  code  modifications  induced  by  the 
different nature of the partner platforms.  
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 Its  resolution  can  be  simply  changed  by  namelist.  This  facilitates  the  definition  of  a  set  of 
configurations from 1° to 1 Km, which helps to investigate the model weak scaling. 
 Actually,  the  resolution  increase  is  mimicked  by  a  surface  increase  of  the  rectangular  pool. 
Parameters of physics and dynamics of the 1° resolution model are the same during the whole 
experiment. This avoids any numerical instability usually linked to a realistic resolution increase 
and  prevents  to  change  the  time  step  length  (kept  to  3600  s). We  emphasise  that  the  result 










However,  for a given resolution,  the total amount of computations and communications  is almost the 
same for GYRE and ORCA. In particular: 
 sub‐time  step  value,  that modifies  the  cost  of  the  surface pressure  gradient  trend  calculation 
routine1, only depends on the maximum depth (in metre) and not on the bathymetry shape nor 
vertical  levels  number.  For  historical  reasons  (vector  machines),  calculations  are  performed 
similarly on non‐masked and masked grid points, where  calculations with  constant  values are 





 forcing  files  are  scarcely  read  in  the  ORCA  time  loop  part  of  the  simulation  (the  one  that  is 




done  but  it  should  not  strongly  change  the  communication  pattern  even  if  it  could  be 





The  vertical  resolution  is  kept  constant  (31  levels)  during  the  whole  study.  An  extrapolation  to  the 
appropriate  vertical  resolution  (75  levels  if  horizontal  resolution  is  higher  than  1  degree)  can  be 







                                                 
1 dynspg_ts, time splitting loop including halo communications 






The  NEMO2  routines  were  compiled  to  create  a  standard  GYRE  “GYRE_PISCES”  executable.  Among 











attempts  to  perform  short  simulations  with  GYRE‐Km,  even  without  the  XIOS  external  I/O  server, 
revealed  that  the  memory  consumption  easily  overshot  the  node  capacity  (61  GB),  even  using  the 
maximum of 300 nodes (12,000 cores) available for standard users. Moreover, since the machine is not 
                                                 
2 dev_merge_2017 branch, revision 9466 
3 “beaufix2”, https://www.top500.org/system/178962 
4 -O3 optimisation doesn’t change significantly the performances. Intel Fortran compiler version is 16.0.1 20151021 
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lines),  in  comparison with  the previous L‐GYRE‐12  test  (green  line).  The small extra memory available 











quantities  that  help  to  guess  the  characteristics  of  the  future  machine  that  would  be  able  to  host 
production run leaded with a GYRE or ORCA‐Km model (without sea‐ice). 
 




XIOS  I/O  server  high  capability  is  already  validated  with  high‐resolution  configurations  [6].  However, 
special  care  must  be  taken  in  allocating  the  right  amount  of  memory  to  each  server.  This  issue  is 
particularly bothering in our machine with our top end configuration, because memory limit cannot be 
reached  without  severe  disturbances  for  all  the  machine  users.  Further  analysis  of  a  “XIOS‐Km” 
                                                 
5 http://collectl.sourceforge.net/ 
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configuration  is  then  required  to  rightly  estimate  the  total  amount  of  memory  (and  disk  space) 
requested by this resolution. However, the XIOS server capacity to perform writing on disk at the same 







































































subdomain  size,  speed  should  be  multiplied  by  380  (and  the  core  number  multiplied  by  the  same 
number  is equal  to 9,120,000).  It must be stated here that  the scalability  limit of GYRE‐Km cannot be 
measured with our supercomputers.  It can be guessed  from the scalability  limits of BENCH‐1, BENCH‐
025  (reached  with  irene6  supercomputer)  [7].  It  is  a  strong  assumption  that  future  architectures 
bandwidth and MPI library functionalities will allow such performance with ORCA‐Km. 
                                                 
6 https://www.top500.org/system/179411 






As  shown  in  Table  2,  the  estimated  speed  of  S‐ORCA‐Km  (more  than  one  simulated  year  per  day), 
without  sea‐ice  or  output,  and  thanks  to  extremely  favourable  assumptions,  is  acceptable  for  some 
short term climate/oceanography studies (seasonal to decadal forecasts). This is true only if we assume 
the  perfect  scaling  of  the model  up  to  10x10  subdomains  and  the  full  availability  of  a machine  (130 
times bigger than beaufix2) that could provide the required amount of resources. For that reason, under 
current  computing  technology  conditions,  the  NEMO  model  (3.6  version)  configured  with  a  set  of 
parametrisations suitable for high resolution, is not able to routinely deliver results globally at kilometre 
scale. The speed of ORCA‐Km, .i.e. the maximum speed that the current ORCA code can reach using one 
of  the  most  powerful  supercomputer  at  the  moment,  is  below  any  acceptable  limit  (less  than  1 
simulated year per year). 
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It is already possible to predict the computing cost on the hypothetical Exascale machine that could host 
the  S‐ORCA‐Km model.  It  is  estimated  to  about  123 million  core  hours  per  simulated  year  (CHSY),  4 
(four)  orders  of magnitude more expensive  than  the most  expensive Météo‐France/CERFACS  coupled 
model used during CMIP6 (~ 21,000 CHSY).  
 
Due  to  the  lack  of  a  direct  measurement  of  the  energy  consumption  of  the  nodes  processing  the 
simulation, we can only estimate this quantity, considering the formula given in [8]. We deduce from the 





























equal  to  the  total  emissions  of  the  Réunion  Island  during  the  same  period  [9].  Ten  experiments  of 
decadal predictions  (without  sea‐ice nor  atmosphere model),  including each  ten  starting dates of  ten 
member ensembles, would emit more CO2  in  the atmosphere than  the whole Republic of Slovenia  in 
one year. 
 










As expected  [10], an  incremental  strategy  to adapt NEMO to  such extreme scales  is not suitable.  It  is 
premature to start considering the possibility of any production run based on the global one kilometre 
scale  NEMO  model,  because  no  present  day  machine  can  fulfil  the  ORCA‐Km 
memory/bandwidth/computing  power  requirements.  And  without  a  major  breakthrough  in  ocean 
                                                 
7 Data source: EDF yearly communication, 2016 
8 Data source: Umweltbundesamt (UBA) 
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modelling  science  paradigms  (to  strongly  reduce  the  amount  of  calculations  and  time  to  solution 
required),  a  simultaneous  revolution  affecting  microprocessor  industry  (to  reduce  supercomputer 





Pottier  (Météo‐France)  for organizing the high‐end experiments on beaufix2, Cédric Trivino (ATOS)  for 
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10. Full track of dissemination activities 
Type of 
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on and 
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ion 
activities 
Details 
 
Location , 
dates 
Audience  Zenodo record 
/ link to 
website 
Estimated 
number of 
persons 
reached 
Participation 
to a 
workshop 
NEMO users 
meeting, The 
new sea ice 
model SI3: a 
European 
sea ice 
modelling 
framework. 
C. Rousset, 
and NEMO 
sea‐ice 
Working 
Group 
Météo‐
France, 
Toulouse 
(FR) 
December 
2018 
Scientific 
Community (higher 
education, 
Research) 
https://forge.i
psl.jussieu.fr/
nemo/attach
ment/wiki/Us
ers/Agenda/2
018‐10‐
11/Session5_s
i3_ROUSSET_
public.pdf 
50 
Participation 
to an event 
other than a 
conference 
or workshop 
Eric 
Maisonnave,  
Open 
meeting, talk 
on “NEMO 
4.0 
scalability” 
Sorbonne 
University, 
Paris (FR), 
November 
2018 
Scientific 
Community (higher 
education, 
Research) 
https://zenod
o.org/commu
nities/esiwace 
15 
Participation 
to an event 
other than a 
conference 
or workshop 
Sebastien 
Masson, 
Open 
meeting, talk 
on 
“NEMO 4.0 
scalability” 
JAMSTEC, 
Tokyo (JP)  
February 
2019  
Scientific 
Community (higher 
education, 
Research) 
https://zenod
o.org/commu
nities/esiwace 
20 
 
