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One of the key obstacles in making learning protocols realistic in applications is the need to supervise them, a costly process
that often requires hiring domain experts. We consider the framework to use the world knowledge as indirect supervision.
World knowledge is general-purpose knowledge, which is not designed for any specific domain. Then the key challenges are
how to adapt the world knowledge to domains and how to represent it for learning. In this paper, we provide an example of
using world knowledge for domain dependent document clustering. We provide three ways to specify the world knowledge
to domains by resolving the ambiguity of the entities and their types, and represent the data with world knowledge as a
heterogeneous information network. Then we propose a clustering algorithm that can cluster multiple types and incorporate
the sub-type information as constraints. In the experiments, we use two existing knowledge bases as our sources of world
knowledge. One is Freebase, which is collaboratively collected knowledge about entities and their organizations. The other
is YAGO2, a knowledge base automatically extracted from Wikipedia and maps knowledge to the linguistic knowledge base,
WordNet. Experimental results on two text benchmark datasets (20newsgroups and RCV1) show that incorporating world
knowledge as indirect supervision can significantly outperform the state-of-the-art clustering algorithms as well as clustering
algorithms enhanced with world knowledge features.
A preliminary version of this work appeared in the proceedings of KDD 2015 [Wang et al. 2015a]. This journal version has
made several major improvements. First, we have proposed a new and general learning framework for machine learning with
world knowledge as indirect supervision, where document clustering is a special case in the original paper. Second, in order to
make our unsupervised semantic parsing method more understandable, we add several real cases from the original sentences
to the resulting logic forms with all the necessary information. Third, we add details of the three semantic filtering methods
and conduct deep analysis of the three semantic filters, by using case studies to show why the conceptualization based
semantic filter can produce more accurate indirect supervision. Finally, in addition to the experiment on 20 newsgroup data
and Freebase, we have extended the experiments on clustering results by using all the combinations of text (20 newsgroup,
MCAT, CCAT, ECAT) and world knowledge sources (Freebase, YAGO2).
General Terms: Data Mining, Algorithms, Performance
Additional Key Words and Phrases: World Knowledge; Heterogeneous Information Network; Document Clustering; Knowl-
edge Base; Knowledge Graph.
1. INTRODUCTION
Machine learning algorithms have become pervasive in multiple domains, impacting a wide variety
of applications. Nonetheless, a key obstacle in making learning protocols realistic in applications is
the need to supervise them, a costly process that often requires hiring domain experts. In the past
decades, machine learning community has elaborated to reduce the labeling work done by human for
supervised machine learning algorithms or to improve unsupervised learning with only minimum
supervision. For example, semi-supervised learning [Chapelle et al. 2006] is proposed to use only
partially labeled data and a lot of unlabeled data to perform learning with the hope that it can perform
as good as fully supervised learning. Transfer learning [Pan and Yang 2010a] uses the labeled data
from other relevant domains to help the learning task in the target domain. However, there are still
many cases that neither semi-supervised learning nor transfer learning can help. For example, in the
era of big data, we can have a lot textual information from different Web sites, e.g., blogs, forums,
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Fig. 1: Heterogeneous information network example. The network G contains five entity types:
document, word, date, person and location, which are represented with gray rectangle, gray round,
green square, blue round, and yellow triangle, respectively.
mailing lists. It is impossible to ask human to annotate all the required tasks. It is also difficult
to find relevant labeled domains. Recognizing that some domains can be very specific and really
need the domain experts to perform annotation, e.g., the medical domain publication classification.
Therefore, we should consider a more general approach to further reducing the labeling cost for
learning tasks in diverse domains.
Fortunately, with the proliferation of general-purpose knowledge bases (or knowledge graphs),
e.g., Cyc project [Lenat and Guha 1989], Wikipedia, Freebase [Bollacker et al. 2008], Know-
ItAll [Etzioni et al. 2004], TextRunner [Banko et al. 2007], ReVerb [Fader et al. 2011], Ol-
lie [Mausam et al. 2012], WikiTaxonomy [Ponzetto and Strube 2007], Probase [Wu et al. 2012],
DBpedia [Auer et al. 2007], YAGO [Suchanek et al. 2007], NELL [Mitchell et al. 2015] and Knowl-
edge Vault [Dong et al. 2014], we have an abundance of available world knowledge. We call these
knowledge bases world knowledge [Gabrilovich and Markovitch 2005], because they are universal
knowledge that are either collaboratively annotated by human labelers or automatically extracted
from big data. In general, world knowledge can be common sense knowledge, common knowledge,
or domain dependent knowledge. Common sense knowledge is the facts that an ordinary person is
expected to know, but we seldom need to learn them on purpose. For example, we all know that a
dog is an animal. Common knowledge is widely accessible knowledge. For example, the population
of Illinois is around 12.8M. An ordinary person may not know the exact number of population, but
we would find the answer easily from numerous sources. Domain knowledge can be very specific,
such as the complete set of species of animals, or the taxonomy classification of trees.
When world knowledge is annotated or extracted, it is not collected for any specific domain.
However, because we believe the facts in world knowledge bases are very useful and of high qual-
ity, we propose using them as supervision for many machine learning problems. People have found
it useful to use world knowledge as distant supervision for entity and relation extraction and em-
bedding [Mintz et al. 2009; Wang et al. 2014b; Xu et al. 2014]. This is a direct use of the facts in
world knowledge bases, where the entities in the knowledge bases are matched in the context re-
gardless the ambiguity. A more interesting question is can we use the world knowledge to indirectly
“supervise” more machine learning algorithms or applications? For example, if we can use world
knowledge as indirect supervision, then we can extend the knowledge about entities and relations to
more generic text analytics problems, e.g., categorization and information retrieval.
Thus, we consider a general machine learning framework that can incorporate world knowledge
into machine learning algorithms. In general, there are three challenges of incorporating world
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knowledge into machine learning algorithms: (1) domain specification, (2) knowledge represen-
tation, and (3) propagation of indirect supervision.
First, as mentioned, world knowledge is not designed for any specific domain. For example, when
we want to cluster the documents about entertainment or sports, then the world knowledge about
names of celebrities and athletes may help while the terms used in science and technology may not
be very useful. Thus, a key issue is how we should adapt world knowledge to the domain specific
tasks. Second, when we have the world knowledge, we should consider how we can represent it for
the domain dependent tasks. An intuitive way is to use knowledge bases to generate features for
machine learning algorithms [Gabrilovich and Markovitch 2005; Song et al. 2015]. We call these
features “flat” because they do not consider the link information in the knowledge bases. However,
most knowledge bases use a linked network to organize the knowledge. For example, a CEO is con-
nected to an IT company, and the IT company is a company. Thus, the structure of the knowledge
also provides rich information about the connections of entities and relations. Therefore, we should
also carefully consider the best way to represent the world knowledge for machine learning algo-
rithms. Third, given the world knowledge about entities and their relations, as well as the types of
entities and relations, we should consider an effective algorithm that can propagate the knowledge
about entity and relation categories to the categories of data that contain the entities and relations.
This is a non-trivial task because we should consider both the data representation and the structural
representation of the world knowledge.
In this paper, we illustrate the framework of machine learning with world knowledge using a doc-
ument clustering problem. We select two knowledge bases, i.e., Freebase, YAGO2, as the sources
of world knowledge. Freebase [Bollacker et al. 2008] is a collaboratively collected knowledge base
about entities and their organizations. YAGO2 [Suchanek et al. 2007] is a knowledge base au-
tomatically extracted from Wikipedia and maps the knowledge to the linguistic knowledge base,
WordNet [Fellbaum 1998]. To adapt the world knowledge to domain specific tasks, we first use
semantic parsing to ground any text to the knowledge bases [Berant et al. 2013]. We then apply en-
tity frequency, document frequency, and conceptualization [Song et al. 2015] based semantic filters
to resolve the ambiguity problem when adapting world knowledge to the domain tasks. After that,
we have the documents as well as the extracted entities and their relations. Since the knowledge
bases provide the entity types, the resulting data naturally form a heterogeneous information net-
work (HIN) [Han et al. 2010]. We show an example of such HIN in Figure 1. The specified world
knowledge, such as named entities (“Bush”, “Obama”) and their types (Person), as well as the doc-
uments and the words form the HIN. We then formulate the document clustering problem as an HIN
partitioning problem, and provide a new algorithm to better perform clustering by incorporating the
rich structural information as constraints in the HIN. For example, the HIN builds a link (a must-
link constraint) between “Obama” of sub-type Politician in one document and “Bush” of sub-type
Politician in another document. Such link and type information could be very useful if the target
clustering domain is “Politics.” Then we use the sub-type information as supervision information
for the entities, and propagate the information to the documents through the network. Therefore we
call the sub-type information as indirect supervision of documents.
The main contributions of this work are highlighted as follows:
— We propose a new learning framework of machine learning with world knowledge as indirect
supervision. We give the general data mining and machine learning framework, and use a specific
problem of document clustering to illustrate the process.
— We propose to use semantic parsing and semantic filtering to specify world knowledge to the
domain dependent documents, and develop a new constrained HIN clustering algorithm to make
better use of the structural information from the world knowledge for document clustering task.
— We conduct experiments on two benchmark datasets (20newsgroups and RCV1) to evaluate the
clustering algorithm using HIN, compared with the state-of-the-art document clustering algo-
rithms and clustering with “flat” world knowledge features. We show that our approach can be
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13.3% better than the semi-supervised clustering algorithm incorporating 250K constraints which
are generated by ground-truth labels.
This paper is an extension of our previous work [Wang et al. 2015a]. We make the detailed algo-
rithms clearer, and illustrate the effectiveness and efficiency of the algorithms with more extensive
experiments.
The remainder of the paper is organized as follows. Section 2 introduces the general learning
framework of machine learning with world knowledge. Section 3 presents our world knowledge
specification approach. The representation of world knowledge is introduced in Section 4. The
model for document clustering with world knowledge is shown in Section 5. Experiments and re-
sults are discussed in Section 6. Section 7 discusses the related work, and we conclude this study in
Section 8.
2. MACHINE LEARNING WITH WORLD KNOWLEDGE FRAMEWORK
In this section, we discuss the general framework on how we enable world knowledge to indirectly
“supervise” machines, and give an overview on how to conduct document clustering in this frame-
work. In general, performing machine learning with world knowledge, we should follow four steps.
(1) Knowledge acquisition. World knowledge acquisition is a challenging problem. There exist
some world knowledge bases. They are either collaboratively constructed by humans (such as
Cyc project [Lenat and Guha 1989], Wikipedia, Freebase [Bollacker et al. 2008]) or automati-
cally extracted from big data (such as KnowItAll [Etzioni et al. 2004], TextRunner [Banko et al.
2007], ReVerb [Fader et al. 2011], Ollie [Mausam et al. 2012], WikiTaxonomy [Ponzetto and
Strube 2007], Probase [Wu et al. 2012], DBpedia [Auer et al. 2007], YAGO [Suchanek et al.
2007], NELL [Mitchell et al. 2015] and Knowledge Vault [Dong et al. 2014]). Since we assume
the world knowledge is given, we skip this step in this study. We select two knowledge bases in
this paper, which are Freebase and YAGO2. Different knowledge bases have different character-
istics. For example, Freebase is collaboratively collected. It focuses on named entities and their
organizations. YAGO2 is automatically extracted from Wikipedia and mapped to WordNet. It
will be interesting to compare the effects of using different world knowledge bases.
(2) Data adaptation. Given the world knowledge, it is not necessary to use the whole knowledge
base to perform inference, since not all the world knowledge is related to the specific domains.
Therefore, we should consider specifying the world knowledge to the domain dependent data,
and adapting the world knowledge to better characterize the specific domains. Moreover, since
the knowledge can be ambiguous without context, we should consider using domain dependent
data to find the best knowledge to use. For example, when a text mentions “apple,” it can refer
to a company or a fruit. In the knowledge base, we have both. Therefore, we should choose
the right one to use. Notice that the general data adaptation process contains the disambigua-
tion phase. For example, in Section 3.2, we describe the way to data adaptation for documents
including the entity disambiguation phrase [Li et al. 2013] (semantic filtering procedure). The
traditional entity disambiguation problem is focusing on leveraging the purely context infor-
mation, such as the co-occurrence of words/phrases appearing in certain window of the entity
to disambiguate the entity, while we are considering to use more information from the world
knowledge base, such as the types of the near entities and relations to disambiguate the entities.
Besides, we further explore the semantic context of the entity by considering the relations be-
tween entities in the world knowledge bases. Thus, disambiguation is more on entity side in the
original raw documents, while data adaptation is more general.
(3) Data and knowledge representation. Traditionally, machine learning algorithms use feature vec-
tors to represent data. Some interesting algorithms can represent data as trees or graphs, and
compute kernel based on trees and graphs for machine learning [Collins and Duffy 2002; Vish-
wanathan et al. 2010]. Given the specified knowledge we have as well as the domain dependent
data, we should use a better representation which considers the structure information of the
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Fig. 2: Major steps of incorporating world knowledge into machine learning algorithms.
linked knowledge rather than just considering the knowledge as flat features. Therefore, we
propose to use a typed graph, which is called HIN to represent the data.
(4) Learning. After we have the representation, we can design a learning algorithm for domain
dependent task. The learning algorithm is dependent to the problem as well as the data and
knowledge representation. We will show how to handle the HIN for our clustering problem.
Particularly, by representing the world knowledge as HIN, we have type information for the
named entities we detected from the documents. Moreover, the world knowledge also provides
the sub-type information. The coarse-grained type information is denser than the fine-grained
sub-type information. For example, we can have much more entities annotated as Person than
Politician. Thus, we use the coarse-grained type information to construct the HIN, and use the
fine-grained sub-type information as further supervision for the entities, which is then used as
indirect supervision for the documents.
The illustration of these four steps are shown in Figure 2, where steps two and three are sometimes
dependent. For example, we can do domain adaptation and knowledge representation jointly. The
above four steps are general, which means they may apply to many applications. In the following
sections, we demonstrate how to select the right knowledge to use and to represent this knowledge
for the task of document clustering. After that, we will introduce the learning algorithm to perform
better document clustering given the representation.
In Figure 3, we show the general overview of the framework illustrating the major procedures of
how to adapt the framework to the document clustering task. Notice that each module of the general
learning framework shown in Figure 2 is directly specified for the particular document clustering
with world knowledge approach (Figure 3), e.g., data adaptation is specified as world knowledge
specification. Generally, we first assume the knowledge acquisition is done, i.e., the world knowl-
edge bases (e.g., Freebase) are given. Second, robust unsupervised semantic parsing (Section 3.1)
and three alternative semantic filters (Section 3.2) (e.g., conceptualization based semantic filtering)
are introduced for data adaptation. We third generate the new representation of the documents by
modelling the unstructured texts in the heterogeneous information network (HIN) with entities in-
cluding documents themselves, words in the document set and relevant named entities and relations
with proper types from the knowledge bases. Finally, for the learning phase in the framework, based
on the new HIN representation of the documents, we propose the constrained HIN clustering model
to take the type and link information obtained from the knowledge bases into consideration via
constraints and probabilistic distributions. In simpler terms, the first three steps are performed to
construct the document-based HIN. Then new learning algorithms (e.g., HIN based clustering algo-
rithms) are proposed to handle the document clustering in the new network representation and make
use of the relevant knowledge specified from the world knowledge, to improve the performance of
the traditional clustering algorithms.
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Fig. 3: The overview of adapting machine learning with world knowledge framework to document
clustering.
3. WORLD KNOWLEDGE SPECIFICATION
In this section, we propose a world knowledge specification approach to generate specified world
knowledge given a set of domain dependent documents. We first use semantic parsing to ground
any text to the knowledge base, then provide three semantic filtering approaches to avoid ambiguity
of the extracted information.
3.1. Semantic Parsing
Semantic parsing is the task of mapping a piece of natural language text to a formal meaning
representation [Mooney 2007]. This can support question answering by querying a knowledge
base [Kwiatkowski et al. 2011]. Most previous semantic parsing algorithms or tools developed are
for small scale problems but with complicated logical forms. More recently, large scale semantic
parsing grounding to world knowledge bases has been investigated, e.g., using Freebase [Krishna-
murthy and Mitchell 2012; Cai and Yates 2013; Kwiatkowski et al. 2013; Berant et al. 2013; Berant
and Liang 2014; Yao and Durme 2014; Reddy et al. 2014] or ReVerb [Fader et al. 2013]. These
methods use semantic parsing to answer questions with the world knowledge bases. Intuitively, they
need to identify the candidate answers in the parsing results so that they can be ranked to answer
the questions. Therefore, they either need the question-answer pairs as supervision, or need a large
amount of resources as well as the questions as distant/weak supervision [Reddy et al. 2014]. Simi-
lar to them, we are also working with very large scale world knowledge bases, but unlike them, we
do not match question and answers. We have already got all the entities in the document that can be
matched to the world knowledge bases. Our task is then to ground the text to the knowledge base
entities and their relationships in the prescribed logical form. Because we do not have and do not
necessarily have the question-answer pairs, our problem is a fully unsupervised problem. Then the
remaining problems are two-folds. First, we need to identify the relations between entities to map
them to the knowledge base relations. Second, we need to resolve the ambiguity of the entities and
relations.
We first introduce the problem formulation and then introduce how we perform unsupervised
semantic parsing. Let E be a set of entities and R be a set of relations in the knowledge base. Then
the knowledge baseK consists of triplets in the form of (e1, r, e2), where e1, e2 ∈ E and r ∈ R. We
follow [Berant et al. 2013] to use a simple version of Lambda Dependency-Based Compositional
Semantics (λ-DCS) [Liang 2013] as the logic language to query the knowledge base. We use λ-DCS
because that it can generate logic forms simpler than lambda calculus forms. λ-DCS can reduce the
number of variables by making existential quantification implicit. The logical form in simple λ-DCS
is either in the form of unary (a subset of E) or binary (a subset of E × E). We briefly introduce the
definition of basic λ-DCS logical forms x and the corresponding denotations xK as below: (1) Unary
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Fig. 4: Semantic parsing example. The figure shows a derivation d of the input text “Obama is
president of United States.” and the sub-derivations. Each is labeled with composition rule (in blue)
and logical form (in red). The derivation d ignores words “is” and “of.”
base: an entity e ∈ E is a unary logic form (e.g., Obama) with eK = {e}; (2) Binary base: a relation
r ∈ R is a binary logic form (e.g., PresidentofCountry) with rK = {(e1, e2) : (e1, r, e2) ∈ K};
(3) Join: b.u is a unary logic form, denoting a join and projection, where b is a binary and e is a
unary. b.uK = {e1 ∈ E : ∃e2.(e1, e2) ∈ bK ∧ e2 ∈ uK} (e.g., PresidentofCountry.Obama); (4)
Intersection: u1 u u2 (u1 and u2 are both unaries) denotes set intersection: u1 u u2K = u1K ∩ u2K
(e.g., Location.Olympics u PresidentofCountry.Obama).
We generally adopt the semantic parsing framework proposed in [Berant et al. 2013]. Given a
piece of text s, the semantic parser produces a distribution over possible derivations D(s). Each
derivation d ∈ D(s) is a tree that indicates applying a certain set of composition rules that ends
in the root of the tree, i.e., the logical form d.z. We illustrate the semantic parsing process with an
example as shown in Figure 4. In simpler terms, the semantic parsing process can be understood
as the following. First, given a piece of text “Obama is president of United States of America,” it
maps the entities as well as the relation phrases in the text to knowledge base. So “Obama” and
“United States of America” are mapped to knowledge base, resulting in two unary logic forms Peo-
ple.BarackObama and Country.USA, where People and Country are the type information in Free-
base. The relation phrase “president” is mapped to a binary logic form PresidentofCountry. Notice
that, the mapping process skips the words “is” and “of.” The mapping dictionary is constructed by
aligning a large text corpus to the knowledge base. A phrase and a knowledge base entity or relation
can be aligned if they co-occur with many of the same entities. We select two knowledge bases, i.e.,
Freebase and YAGO2. For Freebase, we just use the mapping already existing in the released tool
shown in [Berant et al. 2013]. For YAGO2, we follow [Berant et al. 2013] and download a subset of
ClueWeb092 to find the new mapping for YAGO2 entities and relations. Second, it uses some rules
(i.e., grammar) to combine the basic logic forms to generate the derivations, and rank the results
(i.e., derivations). In detail, the semantic parsing framework constructs a set of derivations for each
span of the input text. First, for each span of the input text, it generates the single-predicate deriva-
tions based on the lexicon mapping from text to knowledge base predicates (e.g., “president” maps
to PresidentofCountry). According to the set of composition rules, given any logical form x1 and
x2 that are constructed over span [i1, j1] and [i2, j2], we then generate the logic forms based on the
span [min(i1, i2),max(j1, j2)] as the following: x1 u x2 (intersection), x1.x2 (join), or x1 u r.x2
(briging) for any relation r ∈ R (bridging operation is defined to generate additional predicates
based on neighboring predicates). For the example shown in this paragraph, People.BarackObama
u President.USA is generated to represent its semantic meaning. Notice that, President.USA is gen-
2http://www.lemurproject.org/clueweb09.php/
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Fig. 5: A real example of the input documents and output logic forms for 20 newsgroups dataset.
Left: a set of given documents; middle: semantic parser; right: resulting candidate logic forms for
each document. we only show some examples of the parsed logic forms according to entities “John
Smoltz,” “Braves,” and “Bob Horner” in the given documents for simplicity.
Fig. 6: Illustration of semantic filtering results based on the example shown in Figure 5. Left: can-
didate logic forms according to each document; middle: semantic filter; right: filtered semantics.
“John Smoltz” is actually a baseball player, and “Braves” means the Atlanta Braves, which is a
baseball team playing in national league. By using CBSF, the entity ambiguation problem is re-
solved to some extent. For example, “Bob Horner” could help “John Smoltz” disambiguate the
correct entity type to be baseball player from tv actor, by using the context information provided
in the first two documents. Similarly, the context information in the first and the third documents
could help to disambiguate the entity type of “Braves” to be baseball team.
erated by joining the unary Country.USA with the binary PresidentofCountry. Figure 5 shows a
real example in 20 newsgroups dataset. Given the documents on the left side, the semantic parsing
model is performed to generate the logic form candidates on the right side. Notice that, we only
show some examples of the parsed logic forms according to entities “John Smoltz,” “Braves,” and
“Bob Horner” in the given documents for simplicity.
When there are more than one candidate semantic meanings (i.e., derivations) for a sentence,
in [Berant et al. 2013], they learn the ranks based on the annotated question-answer pairs. For our
task, this annotation is not available. Therefore, instead of ranking or enumerating all the possi-
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ble logic forms (which is found to be not feasible in limited time), we constrain the entities to be
the maximum length spanning phrases recognized by a state-of-the-art named entity recognition
tool [Ratinov and Roth 2009]. We then perform the two steps introduced above by using the maxi-
mum length spanning noun phrase as entities, and use the phrase between them in the text as relation
phrase. We propose to use the following three semantic filtering methods to resolve the ambiguation
problem.
3.2. Semantic Filtering
For each sentence in the given document, the output of semantic parsing is a set of derivations that
represent the semantic meaning. However, the extracted entities (i.e., unaries in the resulting deriva-
tions) can be ambiguous. For example, “apple” may be associated with type Company or Fruit.
Therefore, we should filter out the noisy entities and their types to ensure that the knowledge we
have is good enough as indirect supervision for document clustering. We assume that in the domain
specific tasks, given the context, the entities seldom have multiple mutually exclusive meanings.
Given that we have the domain dependent corpus containing the documents to be clustered, we are
given a lot of evidence to disambiguate the entities. We propose the following three approaches to
select the best knowledge to use for further learning process.
Frequency based semantic filter (FBSF). For each entity ei in document dj , which can have
multiple types choosing from all the types t1, . . . , tT¯ where we assume there are in total T¯ types.
Then we can use the frequency ndj (ei, tk) of a type tk for an entity ei appearing in a document dj
as the criterion to decide whether the entity should be extracted for the domain specific task in a
sentence. Then we use a threshold to cut the entity types that appear less than the frequency. Here
we assume that the most frequent type(s) of an entity appearing in the document are the correct
semantic meaning(s) in the context.
Document frequency based semantic filter (DFBSF). Similar to the frequency based method, we
use the document frequency
∑
j Idj (ei, tk) of a type tk of an entity ei as the criterion to find the most
likely semantic meaning, where Idj (ei, tk) = 1 if ei in dj is with type tk, otherwise Idj (ei, tk) = 0.
Here we assume that if an entity appears in multiple documents with the same type, then the type
should be the correct semantic meaning in whole document collection.
Conceptualization based semantic filter (CBSF). Motivated by the approaches of conceptualiza-
tion [Song et al. 2011; Song et al. 2015] and entity disambiguation [Li et al. 2013], we represent each
entity with a feature vector ti = (t1, . . . , tT¯ )T of entity types, and use standard Kmeans to cluster
the entities in a document. Suppose in one cluster we have a set of entities E = {e1, · · · , eNE}. We
then use the probabilistic conceptualization proposed in [Song et al. 2011] to find the most likely
entity types for the entities in the cluster. We make the naive Bayes assumption and use
P (tk|E) ∝ P (tk)
NE∏
i=1
P (ei|tk) (1)
as the score of entity type tk. Here, P (ei|tk) = n(ei,tk)n(tk) where n(ei, tk) is the co-occurrence count
of entity type tk and entity ei in the knowledge base, and n(tk) is the overall number of entities with
type tk in the knowledge base. Besides, P (tk) =
n(tk)∑T¯
k n(tk)
. Note that, in this formulation, we have
n(ei, tk) ≡ 1 for Freebase and YAGO, since the evidence in Freebase and YAGO is deterministic.
We also want to leverage the information provided by the document or corpus. Therefore, we can
also replace n(ei, tk) with the frequency ndj (ei, tk) or document frequency
∑
j Idj (ei, tk) used in
the previous two methods. In this case, we mean we construct a sub-knowledge base with the edges
being weighted by the evidence shown in the document or the corpus. The probability P (tk|E) is
used to rank the entity types and the largest ones are selected. In this case, different entities in a
document can be used to disambiguate each other. For each cluster, only the common types are re-
tained, and concepts with conflicts are filtered out. Here we also assume that the type that can best fit
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Fig. 7: Heterogeneous information network schema. The specified knowledge is represented in the
form of heterogeneous information network. The schema contains multiple entity types: document
D, wordW , named entities {E I}TI=1, and the relation types connecting the entity types.
the context is the correct semantic meaning. Different from the FBSF method, we also consider the
entity cluster information. Therefore, CBSF will use more accurate context information about the
entity types. Figure 6 shows the semantic filtering results based on the example shown in Figure 5.
“John Smoltz” is actually a baseball player, and “Braves” means the Atlanta Braves, which is a base-
ball team playing in national league. Note that, based on CBSF, the entity disambiguation problem
is resolved to some extent. For example, “Bob Horner” could help “John Smoltz” disambiguate the
correct entity type to be baseball player from tv actor, by using the context information provided
in the first two documents. Similarly, the context information in the first and the third documents
could help to disambiguate the entity type of “Braves” to be baseball team.
4. WORLD KNOWLEDGE REPRESENTATION
The output of semantic parsing and semantic filtering is then the document associated with the
entities, which are further associated with the types (or concepts, categories, the names can be
different for different knowledge bases and relations). For example, in Freebase, we select the top
level named entity categories (i.e., domains) as the types, e.g., Person, Location, and Organization.
In addition to the named entities, we also regard the document and word as two types. Then we use
an HIN to represent the data we get after semantic parsing and semantic filtering.
Definition 4.1. A heterogeneous information network (HIN) is a graph G = (V, E) with an
entity type mapping φ: V → A and a relation type mapping ψ: E → R, where V denotes the entity
set and E denotes the link set, A denotes the entity type set andR denotes the relation type set, and
the number of entity types |A| > 1 or the number of relation types |R| > 1.
The network schema provides a high-level description of a given heterogeneous information net-
work.
Definition 4.2. Given an HIN G = (V, E) with the entity type mapping φ: V → A and the
relation type mapping ψ: E → R, the network schema for network G, denoted as TG = (A,R), is
a graph with nodes as entity types from A and edges as relation types fromR.
Then for our world knowledge dependent network, we use the network schema shown in Figure 7
to represent the data. The network contains multiple entity types: document D, word W , named
entities {E I}TI=1, and a few relation types connecting the entity types. Notice that, we use “entity
type” to represent the node type in HIN, as Definition 4.1 showed. We use “named entity type” to
represent the type of the name mentioned in text (widely used in NLP community), e.g., person,
location, and organization names. The entities in HIN do not have to be named entities, e.g., the
categories of animals or diseases. We denote the document set as D = {d1, d2, . . . , dM}, where
M is the size of D, the word set as W = {w1, w2, . . . , wN}, where N is the size of W , and the
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Fig. 8: Document based heterogeneous information network example. The network G contains five
entity types: document, word, date, person and location, which are represented with gray rectangle,
gray round, green square, blue round, and yellow triangle, respectively.
entity set as Et = {et1, et2, . . . , etVt}, where Vt is the size of Et. We have t = 1, ..., T where T is the
total number of named entity types we find in the knowledge base. Note that if there are no named
entities, then the network reduces to a bipartite graph containing only documents and words.
In Figure 8, we show a real example of the world knowledge dependent network. From the figure,
we can see that two documents represented as gray rectangles are modelled in the HIN. Besides
the two documents, we have words represented as gray rounds. The link between a word and the
corresponding document indicates that the document contains the word. We also have named entities
that associated with certain types (e.g., date, person, location), relevant to the documents specified
from the knowledge base. The link between a document and a named entity means that the document
contains the named entity. The link between two named entities represents the relation between the
named entities in the knowledge base generated by world knowledge specification. In summary,
after performing world knowledge specification for documents, world knowledge representation
aims to construct a document based HIN that contains the link and type information that are useful
to understand the documents, thus lead to better text mining performance.
5. DOCUMENT CLUSTERING WITH WORLD KNOWLEDGE
In this subsection, we present our clustering algorithm using HIN, constructed from domain depen-
dent documents and the world knowledge. Given the HIN, it is natural to perform HIN partitioning
to obtain the document clusters. In addition to the HIN itself, let us revisit the structural information
in a typical world knowledge base, e.g., Freebase. In the world knowledge base, the named entities
are often organized in a hierarchy of categories. Although there are additional category information
for each entity, we only use the top level named entity types as the entity types in HIN. For example,
“Barack Obama” is a person, where person is the top level category. In addition, he is the president
of the “United States,” a politician, a celebrity, etc.. Another example is that “Google” is a software
company, plus it has a CEO. This shows that the entities can have some attributes. We choose to use
top level entity types for the HIN schema since then we will have a relatively dense graph for each
pairwise nodes in the network schema. The fine-grained named entity sub-types or the attributes are
also very useful to identify the topics or the clusters of the documents. Therefore, in this section, we
introduce how we incorporate the fine-grained level of named entity types as constraints in the HIN
clustering algorithm.
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5.1. Constrained Clustering Modeling
To formulate the clustering algorithm for the domain dependent documents, we denote latent label
sets of the documents as Ld = {ld1 , ld2 , . . . , ldM }. We also denote Lw = {lw1 , lw2 , . . . , lwN }
for words, and Let = {let1 , let2 , . . . , letVt} for the t
th named entities set. In general, we follow
the framework of information-theoretic co-clustering (ITCC) [Dhillon et al. 2003] and constrained
ITCC [Song et al. 2013; Wang et al. 2015] to formulate our approach. Instead of only performing
on the bipartite graph, we need to handle multi-type relational data, as well as more complicated
constraints.
The original ITCC uses a variational function to approximate the joint probability of documents
and words, which is:
q(dm, wi) = p(dˆkd , wˆkw)p(dm|dˆkd)p(wi|wˆkw), (2)
where dˆkd and wˆkw are cluster indicators to formulate the conditional probability, and kd and kw
are the corresponding cluster indices. q(dm, wi) is used to approximate p(dm, wi) by minimizing
the Kullback-Leibler (KL) divergence:
DKL(p(D,W)||q(D,W))
= DKL(p(D,W, Dˆ, Wˆ)||q(D,W, Dˆ, Wˆ))
=
∑Kd
kd
∑
dm:ldm=kd
p(dm)DKL(p(W|dm)||p(W|dˆkd))
=
∑Kw
kw
∑
wi:lwi=kw
p(wi)DKL(p(D|wi)||p(D|wˆkw)),
(3)
where Dˆ and Wˆ are the cluster sets, p(W|dˆkd) denotes a multinomial distribution based on the
probabilities
p(W|dˆkd) = (p(w1|dˆkd), . . . , p(wN |dˆkd))T ,
p(wi|dˆkd) = p(wi|wˆkw)p(wˆkw |dˆkd) and,
p(wi|wˆkw) = p(wi)/p(lwi = wˆkw).
Symmetrically, we have
p(D|wˆkw) = (p(d1|wˆkw), . . . , p(dM |wˆkw))T ,
p(di|wˆkw) = p(di|dˆkd)p(dˆkd |wˆkw) and,
p(di|dˆkd) = p(di)/p(ldi = dˆkd).
Moreover, p(wˆkw |dˆkd) and p(dˆkd |wˆkw) are computed based on the joint probability q(dˆkd , wˆkw) =∑
ldm=kd
∑
lwi=kw
p(dm, wi).
Motivated by ITCC, according to the network schema shown in Figure 7, our problem of HIN
clustering is formulated as
JHINC = DKL(p(D,W)||q(D,W))
+
∑T
t=1DKL(p(D, Et)||q(D, Et))
+
∑T
t=1
∑T
s=1DKL(p(Et, Es)||q(Et, Es)),
(4)
where the equation aims to leverage the link and type information (documents, words, types of
named entities) in the HIN shown in Figure 7 to estimate the cluster label of each document. The
first part of the problem,DKL(p(D,W)||q(D,W)), according to Eq. 3, is exactly the original ITCC
on the document-word bipartite graph (the top portion of the Figure 7 with two types of entities, doc-
ument and word). It aims to use a variational function q(D,W) to approximate the joint probability
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of documents and words p(D,W) measured by KL divergence, to minimize the mutual informa-
tion loss due to the mapping to generate the cluster indices of the documents and words as shown
in [Dhillon et al. 2003]’s LEMMA 2.1. Similarly, the second part
∑T
t=1DKL(p(D, Et)||q(D, Et))
means to use the variational function q(D, Et) to approximate the joint probability of documents
and named entities belong to every type t. This equals to perform ITCC on every document-named
entity of type t bipartite graph (the middle portion of the Figure 7). The third part is also defined
similarly, which defines the variational function q(Et, Es) to approximate the joint probability of
named entities of every type t and named entities belong to every type s. This equals to perform
ITCC on every named entity of type t-named entity of type s bipartite graph (the bottom portion of
the Figure 7). All the probabilities of the second and third parts can be similarly defined as the first
part, document-word bipartite graph. We omit the detailed definitions for brevity. A summary of the
notations is shown in Table I.
Table I: Notations for clustering algorithm. The indicators are used for the probability representa-
tion, while the indices are used as ids for the clusters.
Meaning Document Word Named Entity
Cluster Index kd kw ket
Cluster Indicator dˆkd wˆkw eˆtket
Data Indicator dm wi eti
Data Indicator Set D W Et
Label ldm lwi leti
Label Indicator Set Ld Lw Let
To incorporate the side information of the fine-grained named entity sub-types or the attributes
as indirect supervision for document clustering, we define the constraints for the named entities we
find after semantic parsing. We take the tth entity label set Et as an example, and use must-links
and cannot-links as the constraints. We denote the must-link set associated with eti as Meti , and
the cannot-link set as Ceti . The way how we build must-links and cannot-links is described in the
experiment (Section 6.4.3). For must-links, the cost function is defined as
VM(eti1 , e
t
i2
∈Meti1 )
= wMDKL(p(D|eti1)||p(D|eti2)) · Ilet
i1
6=let
i2
, (5)
where wM is the weight for must-links, and p(D|eti1) denotes a multinomial distribution based on
the probabilities (p(d1|eti1), . . . , p(dM |eti1))T , and Itrue = 1, Ifalse = 0. The above must-link
cost function means that if the label of eti1 is not equal to the label of e
t
i2
, then we should take
into account the cost function of how dissimilar the two entities eti1 and e
t
i2
are. The dissimilarity is
computed based on the probability of documentD given the entities eti1 and eti2 as Eq. (5). The more
dissimilar the two entities are, the larger cost is imposed. Please refer to the experimental section
(Section 6.4) for details about the weight setting (wM) for the must-links.
For cannot-links, the cost function is defined as
VC(eti1 , e
t
i2
∈ Ceti1 )
= wC(Dtmax −DKL(p(D|eti1)||p(D|eti2))) · Ilet
i1
6=let
i2
, (6)
where wC is the weight for cannot-links, and Dtmax is the maximum value for all the
DKL(p(D|eti1)||p(D|eti2)). The cannot-link cost function means that if the label of eti1 is equal
to the label of eti2 , then we should take into account the cost function of how similar they are.
Also, please refer to the experimental section (Section 6.4) for details about how we set wC for the
cannot-links.
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ALGORITHM 1: Alternating Optimization for CHINC.
Input: HIN defined on documents D, wordsW , and entities
Et, t = 1, ..., T ; Set maxIter and maxδ.
while iter < maxIter and δ > maxδ do
D Label Update: minimize Eq. (8) w.r.t. Ld.
DModel Update: update q(dm, wi) and q(dm, eti).
for t = 1, ..., T do
Et Label Update: minimize Eq. (10) w.r.t. Let .
Et Model Update: update q(dm, eti) and q(esj , eti).
end for
D Label Update: minimize Eq. (8) w.r.t. Ld.
DModel Update: update q(dm, wi) and q(dm, eti).
W Label Update: minimize Eq. (9) w.r.t. Lw.
W Model Update: update q(dm, wi).
Compute cost change δ using Eq. (7).
end while
Integrating the constraints for Le1 , . . . ,LeT to Eq. (4), the objective function of constrained HIN
clustering is:
JCHINC = DKL(p(D,W)||q(D,W))
+
∑T
t=1DKL(p(D, Et)||q(D, Et))
+
∑T
t=1
∑T
s=1DKL(p(Et, Es)||q(Et, Es))
+
∑T
t=1
∑Vt
eti1
=1
∑
eti2
∈Met
i1
VM(eti1 , e
t
i2
∈Meti1 )
+
∑T
t=1
∑Vt
eti1
=1
∑
eti2
∈Cet
i1
VC(eti1 , e
t
i2
∈ Ceti1 ).
(7)
From this objective function we can see that, the must-links and cannot-links are imposed to the
entities that the semantic parsing detects. Since the task is document clustering, the sub-types of
entities serve as indirect supervision because they cannot directly affect the cluster labels of the
documents. However, the constraints can affect the labels of entities, and then the labels of entities
can be transferred to the document side to affect the labels of documents.
5.2. Alternating Optimization
Since global optimization of all the latent labels as well as the approximate function q(·, ·) is in-
tractable, we perform an alternating optimization shown in Algorithm 1. We iterate the process to
optimize the labels of documents, words, and entities. Meanwhile, we update the function q(·, ·) for
the corresponding types.
For example, to find label ldm of document dm, we have:
ldm = arg min
ldm=kd
DKL(p(W|dm)||p(W|dˆkd))+∑T
t=1DKL(p(Et|dm)||p(Et|dˆkd)).
(8)
To find label lwi of word wi, we have:
lwi = arg min
lwi=kw
DKL(p(D|wi)||p(D|wˆkw)). (9)
To find the label leti , we use the iterated conditional mode (ICM) algorithm [Basu et al. 2004] to
iteratively assign a label to the entity. We update one label leti at a time, and keep all the other labels
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fixed:
leti = arg minlet
i
=ket
DKL(p(D|eti)||p(D|eˆtket ))
+
∑T
s=1DKL(p(Es|eti)||p(Es|eˆtket ))
+
∑
eti′ ∈Meti ;
Ilet
i
6=let
i′
wMDKL(p(D|eti)||p(D|eti′))
+
∑
eti′ ∈ Ceti ;
Ilet
i
=let
i′
wC (Dtmax −DKL(p(D|eti)||p(D|eti′))) .
(10)
To transfer the original objective function (7) to Eq. (10), we should follow Eq. (3) where we replace
the document and word notations to the entity notations. To understand why Eq. (3) holds, we
suggest to refer to the original ITCC for detailed derivation [Dhillon et al. 2003].
Then, with the labels Ld, Let and Lw fixed, we update the model function q(dm, wi), q(dm, eti),
and q(esj , e
t
i). The update of q is not influenced by the must-links and cannot-links. Thus we can
modify them the same as ITCC [Dhillon et al. 2003] and only show the update of q(dm, eti) here:
q(dˆkd , eˆ
t
ket
) =
∑
ldm=kd
∑
let
i
=ket
p(dm, e
t
i); (11)
q(dm|dˆkd) =
q(dm)
q(ldm = kd)
[q(dm|dˆkd) = 0 if ldm 6= kd]; (12)
q(eti|eˆtket ) =
q(eti)
q(leti = ket)
[q(eti|eˆtket ) = 0 if leti 6= ket ]; (13)
where q(dm) =
∑
eti
p(dm, e
t
i), q(e
t
i) =
∑
dm
p(dm, e
t
i), q(dˆkd) =
∑
ket
p(dˆkd , eˆ
t
ket
) and q(eˆtket ) =∑
kd
p(dˆkd , eˆ
t
ket
).
Algorithm 1 summarizes the main steps in the procedure. The objective function (7) with our
alternating update monotonically decreases to a local optimum. This is because the ICM algorithm
decreases the non-negative objective function (7) to a local optimum given a fixed q function. Then
the update of q is monotonically decreasing as guaranteed by the theorem proven in [Song et al.
2013]. Besides, the original proof of the decrease of q is shown by THEOREM 4.1 in [Dhillon et al.
2003].
The time complexity of Algorithm 1 is O(nD,W · (Kd + Kw) +
∑T
t=1 nD,Et · (Kd + Ket) +∑T
t=1
∑T
s=1(nEt,Es + (nc ∗ iterICM )) · (Ket + Kes)) · iterAO, where n·,· is the total number
of non-zero elements in the corresponding co-occurrence matrix, nc is the number of constraints,
iterICM is the number of ICM iterations, Kd,Kw and Ket are the number of document clusters,
word clusters and entity clusters of type t, and iterAO is the number of the alternating optimization
iterations.
Discussion: The major factors contribute to the time complexity of Algorithm 1 are the numbers
of non-zero elements in the corresponding matrices. We have about 20, 000 documents and 60, 000
words in 20NG. From Figure 10, we find around 20, 000 entities specified from Freebase with
79 types of entities. In contrary, in 20NG, the number of document clusters, word clusters and
named entity clusters are empirically set to be 20, 40 and 79, according to the number of categories
of documents, twice the number of document clusters following [Song et al. 2013] and the total
number of top level named entity types in Freebase, respectively. Compared to the number of non-
zero elements in the matrix (e.g., hundreds of thousands), the number of relevant clusters can be
ignored. In such situation, if the network schema contains more types of named entities, the running
time of the algorithm will not increase that much, compared to the impacts caused by the size of
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document sets and vocabulary, as well as the named entity sets. There could be lots of ways to
improve the performance of machine learning algorithms in large-scale datasets, e.g., distributed
computation. However, this beyond the scope of this paper, we leave it for future work.
6. EXPERIMENTS
In this section, we show the experimental results to demonstrate the effectiveness and efficiency of
our approach on document clustering with world knowledge as indirect supervision.
6.1. Datasets
We use the following two benchmark datasets to evaluate domain dependent document clustering.
For both datasets we assume the numbers of document clusters are given.
20Newsgroups (20NG): The 20newsgroups dataset [Lang 1995] contains about 20,000 news-
groups documents evenly distributed across 20 newsgroups.3 We use all the 20 groups as 20 classes.
RCV1: The RCV1 dataset is a dataset containing manually labeled newswire stories from Reuter
Ltd [Lewis et al. 2004]. The news documents are categorized with respect to three controlled vocab-
ularies: industries, topics and regions. There are 103 categories including all nodes except for root in
the hierarchy. The maximum depth is four, and 82 nodes are leaves. We select top categories MCAT
(Markets), CCAT (Corporate/Industrial) and ECAT (Economics) in one portion of the test partition
to form three clustering tasks. The three clustering tasks are summarized in Table II. We use the
original source of this data, and use the leaf categories in each task as the ground-truth classes.
Table II: RCV1 dataset statistics. #(Categories) is the number of all categories; #(Leaf Categories)
is the number of leaf categories; #(Documents) is the number of documents.
#(Categories) #(Leaf Categories) #(Documents)
MCAT 9 7 44,033
CCAT 31 26 47,494
ECAT 23 18 19,813
6.2. World Knowledge Bases
Then we introduce the knowledge bases we use.
Freebase: Freebase4 is a publicly available knowledge base consisting of entities and relations
collaboratively collected by its community members. Now, it contains over 2 billions relation ex-
pressions between 40 millions entities. We convert a logical form generated by our unsupervised se-
mantic parser of the world knowledge specification approach introduced in Section 3 into a SPARQL
query and execute it on our copy of Freebase using the Virtuoso engine.
YAGO2: YAGO25 is also a semantic knowledge base, derived from Wikipedia, WordNet and
GeoNames. Currently, YAGO2 has knowledge of more than 10 million entities (like persons, orga-
nizations, cities, etc.) and contains more than 120 million facts about these entities. Similar to Free-
base, we also convert a logical form into a SPARQL query and execute it on our copy of YAGO2
using the Virtuoso engine.
In Table III, we show some statistics about Freebase and YAGO2.
Note that in most knowledge bases, such as Freebase and YAGO2, entities types are often or-
ganized in a hierarchical manner. For example, Politician is a sub-type of Person. University is a
sub-type of Organization. All the types or attributes share a common root, called Object. Figure 9
depicts an example of hierarchy of types. In general, we use the highest level under the root object
3http://qwone.com/∼jason/20Newsgroups/
4https://developers.google.com/freebase/
5http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/
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Table III: Statistics of Freebase and YAGO2. #(Entity Types) is the number of entity types; #(Entity
Instances) is the number of entity instances; #(Relation Types) is the number of relation types;
#(Relation Instances) is the number of relation instances.
Name Freebase YAGO2
#(Entity Types) 1,500a 350,000
#(Entity Instances) 40 millions 10 millions
#(Relation Types) 35,000 100
#(Relation Instances) 2 billions 120 millions
a
The number of 1,500 types is reported in [Dong et al.
2014]. In our downloaded dump of Freebase, we found 79
domains, 2,232 types, and 6,635 properties.
as the entity types (e.g., Person) as specified world knowledge incorporated in the HIN, and the di-
rect children (e.g., Politician) as entity constraints. In the following experiments, we select Person,
Organization, and Location as the three entity types in the HIN, because they are popular in both
Freebase and YAGO2.
Fig. 9: Hierarchy of entity types.
Discussion: In all the following experiments, we conduct experiments based on different com-
binations of world knowledge bases (i.e., Freebase, YAGO2) introduced in this section with the
four datasets (i.e., 20NG, MCAT, CCAT and ECAT) described in Section 6.1. In total, we illustrate
eight different world knowledge base and document dataset combinations for both world knowl-
edge specification and the clustering algorithms. For example, we show eight clustering results of
our clustering algorithm named CHINC in Table VI(b). As shown in the results, for instance, the
clustering result of CHINC on 20NG dataset using Freebase as world knowledge source is 0.631.
6.3. Effectiveness of World Knowledge Specification
Before applying the specified world knowledge to downstream text analytics tasks, such as doc-
ument clustering in our case, we need to evaluate whether our world knowledge specification ap-
proach could produce the correct specified world knowledge.
In order to test the effectiveness of our world knowledge specification approach, we first sample
200 documents from 20 newsgroups, i.e., 10 documents from each category. Second, we split the
documents into sentences. After post-processing, 3,232 sentences are generated for human evalu-
ation. Third, we use our world knowledge specification approach in Section 3 with three different
semantic filtering modules to generate the specified world knowledge for each sentence, which con-
sists of relation triplets in the form of (e1, r, e2) with the type information. Notice that we use
Freebase as the world knowledge source. For FBSF, in each document, we decide the type of an
entity in that document by choosing the one with the largest frequency in the document according
to Section 3.2; For DFBSF, similar to that of FBSF, the type with the largest document frequency
is selected as the correct type of the entity in all the documents; For CBSF, we set the number of
entity type clusters as 79, which is the number of top types (in Freebase, i.e., domains) as shown
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in Table III, since we assume the document set including all the possible entity types in the world
knowledge base. Afterwards, we ask three annotators to label the specified world knowledge ac-
cording two criterion: (1) whether the boundaries of e1 and e2 are correctly recognized or not; (2)
whether the entity type of e1 and e2 are correct or not. It is annotated as correct if both (1) and
(2) are satisfied. We check the mutual agreement of the human annotation, which is around 91.3%
accuracy.
Table IV: Precision of different semantic filtering results. FBSF represents frequency based semantic
filter; DFBSF represents document frequency based semantic filter; CBSF represents conceptual-
ization based semantic filter.
Semantic Filter FBSF DFBSF CBSF
Precision 0.751 0.890 0.916
Table V: Error analysis of specified world knowledge generated by the world knowledge specifica-
tion approach with three different semantic filters. FBSF represents frequency based semantic filter;
DFBSF represents document frequency based semantic filter; CBSF represents conceptualization
based semantic filter.
Type of error Example sentence Number and percentage of errors
FBSF (805) DFBSF (359) CBSF (272)
Entity
Recognition
“Einstein ’s theory of rela-
tivity explained mercury ’s
motion.”
179 (22.2%) 129 (35.9%) 105 (38.6%)
Entity
Disambiguation
“Bill said all this to make
the point that Christianity is
eminently.”
537 (66.7%) 182 (50.7%) 130 (47.8%)
Subordinate
Clause
“Bruce S. Winters, worked
at United States Tech-
nologies Research Center,
bought a Ford.”
89 (11.1%) 48 (13.4%) 37 (13.6%)
We then test the precision of three different specified world knowledge generated by the corre-
sponding semantic filtering method. The results are shown in Table IV. From the results we can
see that, CBSF outpeforms the other two ways to generate the correct semantic meaning. The main
reason is that, conceptualization based method is able to use the context information to help judge
the real semantic of the text rather than only taking the statistics of the data into account. Here we
only care about precision because we wish to use world knowledge as indirect supervision. The
recall will not be very important.
Error Analysis. To further investigate what triggers the errors in our semantic parsing and seman-
tic filtering pipelines, we analyze the cause of errors for the incorrect specified world knowledge.
The errors are collected from the error cases based on the annotation generated by the three anno-
tators. Then we ask the annotators to try to classify the errors. Finally, we summarize the following
three error categories as shown in Table V.
Entity Recognition: In semantic parsing, entities can be extracted incorrectly. Long entities are
composed of multiple simple entities. For example, “Einstein ’s theory of relativity” may be ex-
tracted as “Einstein” and “theory of relativity.” Paraphrasing and misspelling entities cause their
textual expressions to deviate from any knowledge base entries. Idiomatic expressions are incor-
rectly picked up as entities. Using a larger mapping from text to knowledge base phrases, or para-
phrasing techniques will help avoid some errors. However, this is out of the scope of this article.
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Table VI: Performance of different clustering algorithms on 20NG and RCV1 data. CHINC is our
proposed method. BOW, FB (Freebase), or YG (YAGO2) represent bag of word features, the en-
tities generated by our world knowledge specification approach based on Freebase or YAGO2, re-
spectively. We compared all the numbers of HINC and CHINC with CITCC, which is the strongest
baseline. The percentage in the brackets are the relative number compared to CITCC. CITCC uses
250K constraints generated based on ground-truth labels of documents.
(a) Performance of Kmeans, ITCC, and CITCC with different features.
Kmeans ITCC CITCC
Features BOW BOW BOW BOW BOW BOW BOW
Data +FB +YG +FB +YG
20NG 0.429 0.447 0.437 0.501 0.525 0.513 0.569
MCAT 0.549 0.575 0.559 0.604 0.630 0.619 0.652
CCAT 0.403 0.419 0.410 0.472 0.494 0.481 0.535
ECAT 0.417 0.436 0.424 0.493 0.516 0.505 0.562
(b) Performance of HINC and CHINC with different world knowledge sources.
HINC CHINC
Features FB YG FB YG
Data
20NG 0.571 (+0.4%) 0.541 (−4.9%) 0.631 (+10.9%) 0.600 (+5.5%)
MCAT 0.645 (−1.1%) 0.625 (−4.1%) 0.698 (+7.1%) 0.685 (+5.1%)
CCAT 0.542 (+1.3%) 0.515 (−3.7%) 0.606 (+13.3%) 0.574 (+7.3%)
ECAT 0.561 (−0.2%) 0.530 (−5.7%) 0.624 (+11.0%) 0.588 (+4.6%)
Entity Disambiguation: Selecting an incorrect entity out of multiple matching candidates causes
this error, e.g., “Bill” in our example sentence can be “Bill Clinton” or “Bill Gates.” Primarily due
to two reasons: first, entity disambiguation is a tough research problem in NLP community. Second,
the type information of relations are not sufficient to futher prune out mismatching entities during
semantic filtering process. Notice that, entity disambiguation is the major cause of the errors. By
using CBSF, the number of incorrect entities caused by disambiguation can be dramatically reduced.
Subordinate Clause: Semantic parsing sometimes produces wrong relation phrases in the sub-
ordinate clauses. For example, in the example wrong case shown in Table V, it takes the relation
phrase “worked at” meaning the working place of “Bruce S. Winters,” ignores the phrase “bought,”
which could be more informative for the target clustering domain. This could be resolved by adding
more concrete rules in the semantic parsing grammar.
Discussion: Notice that both 20NG and RCV1 have relatively larger number of named entities
specified from knowledge bases, thus we show more significantly improved clustering results. When
encountering the text with little named entities, our algorithm would be very similar to that of
the original CITCC, since the schema of the document based HIN constructed in Section 3 and
Section 4 would tend to be similar as the schema with only two types of entities, i.e., documents
and entities. Besides, CITCC only uses the constraints built upon the words and documents to cluster
the documents, while our approach explores the constraints built based on not only documents and
words, but also the named entities from the knowledge base.
In the following experiments, we use the world knowledge specification approach with CBSF,
because it performs the best among the three semantic filtering methods.
6.4. Clustering Result
In this experiment, we compare the performance of our model, constrained heterogeneous informa-
tion network clustering (CHINC), with several representative clustering algorithms such as Kmeans,
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Fig. 10: Statistics of the number of entities in different document datasets with different world
knowledge sources.
ITCC [Dhillon et al. 2003] and CITCC [Song et al. 2013]. The parameters used in CHINC to con-
trol the constraints are wM and wC . We set them as 1∑T
t=1 |Et|
following the rules tested in [Song
et al. 2013], where |Et| is the number of entities in Et.6 We also denote our algorithm without
constraints as HINC. For both CHINC and HINC, we set the numbers of document clusters, word
clusters and named entity clusters according to the numbers of categories of the document set,
twice the number of document clusters following [Song et al. 2013] and the total number of top
level named entity types in the world knowledge base, respectively. The number of constraints used
in each combination of document set and knowledge base are the same, which equals to 3 ∗ 108.
The constraints are randomly selected from all the constraints generated by the method introduced
in Section 6.4.3. “FB” and “YG” represent two different world knowledge sources, Freebase and
YAGO2, respectively. We re-implement all the above clustering algorithms. Notice that, for CITCC,
we follow [Song et al. 2013] to generate and add constraints for documents and words. We also use
the specified world knowledge as features to enhance the Kmeans and ITCC. The feature settings
are defined as below:
— BOW: Traditional bag-of-words model with the tf-idf weighting mechanism.
— BOW+FB: BOW integrated with additional features from entities in specified world knowledge
of Freebase.
— BOW+YG: BOW integrated with additional features from entities in specified world knowledge
of YAGO2.
We employ the widely-used normalized mutual information (NMI) [Strehl and Ghosh 2003] as
the evaluation measure. The NMI score is 1 if the clustering results match the category labels per-
fectly and 0 if the clusters are obtained from a random partition. In general, the larger the scores are,
the better the clustering results are.
In Table VI, we show the performance of all the clustering algorithms with different experimental
settings. The NMI is the average NMI of five random trials per experiment setting. Overall, among
all the methods we test, CHINC consistently performs the best among all the clustering methods.
We can see that HINC+FB and HINC+YG perform better than ITCC with BOW+FB or BOW+YG
features, respectively. This means that by using the structural information provided by the world
knowledge, we can further improve the clustering results. In addition, the algorithms with Freebase
6In [Song et al. 2013], the experiment shows the parameter study on the weights of the constraints varying from 1E − 8 to
100, and conclude this is one of the best settings.
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(a) “CHINC + Freebase” for 20NG. (b) “CHINC + Freebase” for MCAT.
(c) “CHINC + Freebase” for CCAT. (d) “CHINC + Freebase” for ECAT.
Fig. 11: Effect of number of entity clusters of each entity type on document clustering on different
datasets with Freebase as world knowledge source.
consistently outperform the ones with YAGO2, since Freebase has much more facts compared with
YAGO2 as shown in Table III; besides, one can see in Figure 10 that Freebase could consistently
specify more entities than YAGO2 does from all of the document datasets. CITCC is the strongest
baseline clustering algorithm, because it uses the ground-truth constraints derived from category
labels based on the human knowledge. We use 250K constraints to perform CITCC. As shown in
Table VI, HINC performs competitive with the CITCC. CHINC significantly outperforms CITCC.
This shows that by automatically using world knowledge, it has the potential to perform better than
the algorithm with the specific domain knowledge.
Discussion: Based on the results, we can see that, when performing existing clustering algorithms
with world knowledge, it is better to choose the world knowledge sources including relatively larger
number of instances of entities and relations. Since, in general, the more entities and relations one
knowledge base has, the bigger possibility that more useful entities and relations could be parsed
out, and thus impact the final clustering result. Table VI shows such difference between Freebase
and YAGO2 on the document clustering task, which marches the difference between the number
of specified entities in Figure 10. Besides, it will be interesting to explore the clustering validation
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(a) “CHINC + YAGO2” for 20NG. (b) “CHINC + YAGO2” for MCAT.
(c) “CHINC + YAGO2” for CCAT. (d) “CHINC + YAGO2” for ECAT.
Fig. 12: Effect of number of entity clusters of each entity type on document clustering on different
datasets with YAGO2 as world knowledge source.
methods [Luo et al. 2009; Wu et al. 2009; Liu et al. 2013] to further demonstrate the reliability of
the clustering results.
6.4.1. Analysis of Number of Entity Clusters. We also evaluate the effect of varying the number
of entity clusters of each entity type in CHINC on the document clustering task. Figure 11a shows
the results of clustering with different numbers of entity clusters of each entity type on “CHINC +
Freebase” for the 20NG dataset. The number of entity clusters varies from 2 to 128. The default
number of iterations is set as 20, which will be discussed in Section 6.4.2. When testing the effect of
the number of entity clusters of one entity type, the numbers of entity clusters of the other two entity
types are fixed as twice as the number of document clusters, which are 40 and 40 in 20NG, respec-
tively. It is shown that for this dataset, more entity clusters may not result in improved document
clustering results when a sufficient number of entity clusters is reached. For example, as shown in
Figure 11a, after reaching 32, the NMI scores of CHINC actually decrease when the numbers of
entity clusters further increase. One can also find the effects of the numbers of entity clusters on the
clustering performance with the other document dataset and knowledge base combinations in Fig-
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ures 11b–11d for Freebase and Figures 12a–12d for YAGO2. From the results, we can conclude that,
there exist certain values of the number of entity clusters leading to the best clustering peformance.
6.4.2. Analysis of Number of Iterations in Alternating Optimization. We evaluate the impact of the
number of iterations of the alternating optimization (Algorithm 1) on CHINC in relation to the
execution time of the optimization algorithm as well as the clustering performance. We increase the
number of iterations from 1 to 80. For example, for each number of iterations, we run CHINC five
trials, and the average execution time and NMI are summarized in Figures 13–14. From the result,
one can conclude that the larger number of iterations is, the more significant the improvement on
clustering performance. This improvement eventually drops, tapers out, and becomes stable. The
reason is that, with the increase of the number of iterations, the alternating optimization algorithm
comes to covergence. However, the execution time still increase in a nearly linear manner. For
example, as shown in Figure 13a, after reaching 20, the performance stays stable. Thus, we set the
number of iterations as 20 in the remaining experiments with the consideration of both performance
and efficiency. As shown in Figure 13b–14d, we set the number of iterations as 20 when conducting
experiments on the other combinations of document datasets and world knowledge bases.
(a) “CHINC + Freebase” for 20NG. (b) “CHINC + Freebase” for MCAT.
(c) “CHINC + Freebase” for CCAT. (d) “CHINC + Freebase” for ECAT.
Fig. 13: Analysis of # of iterations in alternating optimization algorithm on different datasets with
Freebase as world knowledge source. Left y-axis: average NMI; Right y-axis: average execution
time (ms).
6.4.3. Analysis of Specified World Knowledge based Constraints. Rather than using human
knowledge as constraints, we use the specified world knowledge automatically generated by our
approach as constraints in CHINC. Based on the specified world knowledge, it is straightforward to
design constraints for entities.
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(a) “CHINC + YAGO2” for 20NG. (b) “CHINC + YAGO2” for MCAT.
(c) “CHINC + YAGO2” for CCAT. (d) “CHINC + YAGO2” for ECAT.
Fig. 14: Analysis of # of iterations in alternating optimization algorithm on different datasets with
YAGO2 as world knowledge source. Left y-axis: average NMI; Right y-axis: average execution
time (ms).
Entity constraints. (1) Must-links. If two entities belong to the same entity sub-type, we add a
must-link. For example, the entity sub-types of “Obama” and “Bush” are both Politician, we thus
build a must-link between them. (2) Cannot-links. If two entities belong to different entity sub-
types, we add a cannot-link. For example, the entity sub-types of “Obama” and “United States” are
Politician and Country respectively. In this case, we add a cannot-link to them.
We then test the performance of our proposed CHINC by using the specified world knowledge
as constraints described above. We show the experiments on all of the different combinations of
datasets and world knowledge sources in Figure 15–16. Each x-axis represents the number of entity
type constraints used in each experiment, and y-axis is the average NMI of five random trials. For
example, the constraints derived from entity type #1, #2, and #3 are eventually added to CHINC
as shown in Figure 15a, Figure 15b and Figure 15c respectively, when using Freebase as world
knowledge and testing on 20NG dataset. We can see that CHINC outperforms the best clustering
algorithm with the human knowledge as shown in Table VI (CITCC: 0.569) with even no constraints
(HINC: 0.571). By adding more and more constraints, the clustering result of CHINC is significantly
better. So CHINC is able to use information in world knowledge specified in the HIN, and the
entity sub-type information can be transferred to the document side. The results show the power
of modeling data as heterogeneous information networks, as well as the high quality of constraints
derived from world knowledge.
From Figures 15–16, by increasing the number of constraints, we find that the average execution
time of five trials increases linearly, and the clustering performance measured by NMI is increasing
as mentioned before. For example, Figure 15c shows the effects of the constraints of all the three
entity types on the clustering performance as well as the execution time, when Freebase is used
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as world knowledge and CHINC is tested on 20NG dataset. After the number of constraints reach
around 50M, the increase of performance drops and stays stable. At this point, the execution time
is around 1.2M (ms). In Figure 15d–16l, we can see the similar results on the other combinations
of document datasets and knowledge bases. We also find that the average execution time of our
algorithm with Freebase as world knowledge source is greater than that with YAGO2. As shown in
Figure 10, the reason is that each document datasets with Freebase could be specified much more
entities than that with YAGO2. From the results, we can see that our algorithm is scalable to use the
large scale specified world knowledge as constraints, and cluster large amounts of documents.
7. RELATED WORK
In this section, we review the related work on document clustering, machine learning with domain
and world knowledge, as well as heterogeneous information networks.
7.1. Document Clustering
Document clustering has been studied for many years. We can use traditional one-dimensional clus-
tering algorithms (e.g., Kmeans) to cluster the documents. If we treat the document and correspond-
ing words as a bipartite graph, we can use co-clustering algorithms [Dhillon et al. 2003] to cluster the
documents. Moreover, with the help of labeled seed documents, semi-supervised clustering can be
used [Basu et al. 2002]. When the seeds are not available, we can use side information as constraints
to guide clustering algorithms [Basu et al. 2004]. When the supervision from target domain is not
available, we can also perform transfer learning to transfer the labeled information from other do-
mains to the target domain [Dai et al. 2007a; Wang et al. 2009]. All the above clustering algorithms
with supervision need domain or relevant domain knowledge. When there are diverse domains and
the supervision is needed, they will still be very costly to ask a lot of different domain experts to
label.
7.2. Machine Learning with Domain Knowledge
The general idea of incorporating domain knowledge into machine learning algorithms has al-
ready been studied extensively in natural language processing community. Chang, Ratinov and
Roth [Chang et al. 2012] presented constrained conditional models (CCMs) that allow to inject
high-level knowledge as soft constraints into linear models, such as Hidden Markov Models and
Structured Perceptron, for lots of natural language processing tasks, including information extrac-
tion [Roth and Yih 2004; Roth and Yih 2007], semantic role labeling [Roth and Yih 2005; Pun-
yakanok et al. 2008], summarization [Clarke and Lapata 2006], and co-reference resolution [Denis
et al. 2007]. Posterior Regularization (PR) [Ganchev et al. 2010] works on incorporating indirect su-
pervision via constraints on posterior distributions of probabilistic models with latent variables. The
key difference between CCM based learning and PR is that CCMs allows the use of hard constraints,
while PR uses expectation constraints. Samdani et al. [Samdani et al. 2012] have proposed an uni-
fied Expectation-Maximization algorithm that can cover CCM based learning and PR. Besides, lots
of models have been studied to incorporate the domain knowledge for better performance. Markov
Logic Network (MLN) [Richardson and Domingos 2006] is proposed to integrate first-order logic
with Markov Random Field. A combination of the Bayesian network model with a collection of de-
terministic constraints is presented in [Dechter and Mateescu 2004]. However, all of the mentioned
work use domain knowledge to improve the performance of the corresponding machine learning
algorithms. Different from their work, we explore a more general learning framework with world
knowledge. Given domain-dependent data, we aim to automatically generate domain knowledge
by specifying the world knowledge, and represent the domain knowledge in an unified format for
more general machine learning. It will be interesting to use our learning framework in more learn-
ing models, to conduct empirical experiments to compare to CCM and PR based models in various
domain-dependent tasks.
Besides, transfer learning [Pan and Yang 2010b] is another direction on leveraging domain knowl-
edge for better machine learning. The main idea of transfer learning is to leverage the domain knowl-
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(a) Constraints of type #1 of “CHINC + Free-
base” for 20NG.
(b) Constraints of types #1+#2 of “CHINC +
Freebase” for 20NG.
(c) Constraints of types #1+#2+#3 of “CHINC
+ Freebase” for 20NG.
(d) Constraints of type #1 of “CHINC + Free-
base” for MCAT.
(e) Constraints of types #1+#2 of “CHINC +
Freebase” for MCAT.
(f) Constraints of types #1+#2+#3 of “CHINC
+ Freebase” for MCAT.
(g) Constraints of type #1 of “CHINC + Free-
base” for CCAT.
(h) Constraints of types #1+#2 of “CHINC +
Freebase” for CCAT.
(i) Constraints of types #1+#2+#3 of “CHINC
+ Freebase” for CCAT.
(j) Constraints of type #1 of “CHINC + Free-
base” for ECAT.
(k) Constraints of types #1+#2 of “CHINC +
Freebase” for ECAT.
(l) Constraints of types #1+#2+#3 of “CHINC
+ Freebase” for ECAT.
Fig. 15: Effects of entity constraints and world knowledge source (Freebase). Left y-axis: average
NMI; Right y-axis: average execution time (ms).
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(a) Constraints of type #1 of “CHINC +
YAGO2” for 20NG.
(b) Constraints of types #1+#2 of “CHINC +
YAGO2” for 20NG.
(c) Constraints of types #1+#2+#3 of “CHINC
+ YAGO2” for 20NG.
(d) Constraints of type #1 of “CHINC +
YAGO2” for MCAT.
(e) Constraints of types #1+#2 of “CHINC +
YAGO2” for MCAT.
(f) Constraints of types #1+#2+#3 of “CHINC
+ YAGO2” for MCAT.
(g) Constraints of type #1 of “CHINC +
YAGO2” for CCAT.
(h) Constraints of types #1+#2 of “CHINC +
YAGO2” for CCAT.
(i) Constraints of types #1+#2+#3 of “CHINC
+ YAGO2” for CCAT.
(j) Constraints of type #1 of “CHINC +
YAGO2” for ECAT.
(k) Constraints of types #1+#2 of “CHINC +
YAGO2” for ECAT.
(l) Constraints of types #1+#2+#3 of “CHINC
+ YAGO2” for ECAT.
Fig. 16: Effects of entity constraints and world knowledge source (YAGO2). Left y-axis: average
NMI; Right y-axis: average execution time (ms).
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Fig. 17: Analysis of the efficiency of our algorithm on different document datasets with different
world knowledge sources.
edge in source domain to help the learning tasks in the target domain. The key intuition is that the
labeled data is relatively easier to collect in the source domain than in the target domain. Unsuper-
vised transfer learning [Dai et al. 2008] has been adapted for developing new clustering algorithms.
Self-taught clustering [Dai et al. 2008] is an instance of unsupervised transfer learning, which aims
at clustering a small collection of unlabeled data in the target domain with the help of a large amount
of unlabeled data in the source domain. Besides unsupervised transfer learning, there are inductive
transfer learning [Dai et al. 2007b; Mihalkova et al. 2007] and transductive transfer learning [Arnold
et al. 2007; Ling et al. 2008] for the problem of regression and classification. Recently, source-free
transfer learning [Lu et al. 2014] and selective transfer learning [Lu et al. 2013] have been proposed
to address the text classification and cross domain recommendation problems, and shown improved
results respectively. Lifelong learning [Eaton and Ruvolo 2013; Chen and Liu 2014] is also a frame-
work of machine learning with domain knowledge. Lifelong learning test [Li and Yang 2015] has
been proposed to take both the current performance and the performance growth rate into consid-
eration. However, both transfer learning and lifelong learning are focusing on leveraging domain
knowledge rather than world knowledge, whereas our framework is focusing on first how to specify
the world knowledge to automatically generate domain knowledge and then modeling the learning
task(s) with the help of the specified world knowledge. Again, it will be of great interests to build an
end-to-end machine learning system by using the automatically generated domain knowledge while
conducting transfer learning or lifelong learning.
7.3. Machine Learning with World Knowledge
Most of the existing usage of world knowledge is to enrich the features beyond bag-of-words rep-
resentation of documents. For example, by using the linguistic knowledge base WordNet to re-
solve synonyms and introduce WordNet concepts, the quality of document clustering can be im-
proved [Hotho et al. 2003]. The first paper using the term “world knowledge” [Gabrilovich and
Markovitch 2005] extends the bag-of-words features with the categories in Open Directory Project
(ODP), and shows that it can help improve text classification with additional knowledge. Following
this, by mapping the text to the semantic space provided by Wikipedia pages or other ontologies,
it has been proven to be useful for short text classification [Gabrilovich and Markovitch 2006;
Gabrilovich and Markovitch 2007; Gabrilovich and Markovitch 2009], clustering [Hu et al. 2008;
Hu et al. 2009a; Hu et al. 2009b; Fodeh et al. 2011], and information retrieval [Egozi et al. 2011].
After that, a bunch of research also uses another knowledge base of taxonomy, Probase [Wu et al.
2012], to enrich the features of short text or keywords for classification [Wang et al. 2014a], clus-
tering [Song et al. 2011; Song et al. 2015], information retrieval [Hua et al. 2013; Song et al. 2014;
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Wang et al. 2016], or mines knowledge from text for information retrieval [Wang et al. 2013]. All
of the above approaches just consider to use world knowledge as a source of features. However, the
knowledge in the knowledge bases indeed has annotations of types, categories, etc.. Thus, it can
be more effective to consider this information as “supervision” to supervise other machine learning
algorithms and tasks. Along this research direction, recent work [Wang et al. 2015b; Wang et al.
2016] apply our world knowledge enabled machine learning framework for the document similarity
computation and classification tasks.
Distant supervision uses the knowledge of entities and their relationships from world knowledge
bases, e.g., Freebase, as supervision for the task of entity and relation extraction [Mintz et al. 2009;
Wang et al. 2014b; Xu et al. 2014]. It considers to use knowledge supervision to extract more entities
and relations from new text or to generate a better embedding of entities and relations. Thus, the
application of direct supervision is limited to entities and relations themselves.
Song et al. [Song et al. 2013] consider using fully unsupervised method to generate constraints
of words using an external general-purpose knowledge base, WordNet. This can be regarded as an
initial attempt to use general knowledge as indirect supervision to help clustering. However, the
knowledge from WordNet is mostly linguistically related. It lacks of the information about named
entities and their types. Moreover, their approach is still a simple application of constrained co-
clustering, where it misses the rich structural information in the knowledge base.
7.4. Heterogeneous Information Network
A heterogeneous information network (HIN) is defined as a graph of multi-typed entities and rela-
tions [Han et al. 2010; Sun and Han 2012]. Different from traditional graphs, HIN incorporates the
type information which can be useful to identify the semantic meaning of the paths in the graph [Sun
et al. 2011b]. This is a good property to perform graph search and matching [He and Singh 2006;
Yan et al. 2004; Zhang et al. 2007]. Original HINs are developed for the applications of scien-
tific publication network analysis [Zhao et al. 2009; Sun et al. 2011a; Sun et al. 2011b; Sun et al.
2012]. Then social network analysis also leverages this representation for user similarity and link
prediction [Kong et al. 2013; Zhang et al. 2013; Zhang et al. 2014]. Seamlessly, we can see that
the knowledge in world knowledge bases, e.g., Freebase and YAGO2, can be naturally represented
as an HIN, since the entities and relations in the knowledge base are all typed. We introduce this
representation to knowledge based analysis, and show that it can be very useful for our document
clustering task. Note that there is also a series of methods called multi-type relational data clus-
tering [Long et al. 2006; Long et al. 2007] and collective matrix factorization [Singh and Gordon
2008; Nickel et al. 2011; Bouchard et al. 2013; Klami et al. 2013]. While they require the data to
be structural beforehand (e.g., providing information of authors, co-authors, etc.), our method only
needs the input of raw documents. In addition to the multi-type relational information, we also in-
corporate the type information provided by the knowledge base as constraints to further improve the
clustering results.
8. CONCLUSION
In this paper, we study a novel problem of machine learning with world knowledge. Particularly, we
take document clustering as an example and show how to use world knowledge as indirect supervi-
sion to improve the clustering results. To use the world knowledge, we show how to adapt the world
knowledge to domain dependent tasks by using semantic parsing and semantic filtering. Then we
represent the data as a heterogeneous information network, and use a constrained network clustering
algorithm to obtain the document clusters. We demonstrate the effectiveness and efficiency of our
approach on two real datasets along with two popular knowledge bases. In the future, we plan to
use world knowledge to help more text mining and text analytics tasks, such as text classification
and information retrieval.
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