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QUANTIZED ALGEBRAS OF FUNCTIONS ON HOMOGENEOUS SPACES
WITH POISSON STABILIZERS
SERGEY NESHVEYEV AND LARS TUSET
Abstract. Let G be a simply connected semisimple compact Lie group with standard Poisson
structure, K a closed Poisson-Lie subgroup, 0 < q < 1. We study a quantization C(Gq/Kq) of the
algebra of continuous functions on G/K. Using results of Soibelman and Dijkhuizen-Stokman we
classify the irreducible representations of C(Gq/Kq) and obtain a composition series for C(Gq/Kq).
We describe closures of the symplectic leaves of G/K refining the well-known description in the case
of flag manifolds in terms of the Bruhat order. We then show that the same rules describe the
topology on the spectrum of C(Gq/Kq). Next we show that the family of C
∗-algebras C(Gq/Kq),
0 < q ≤ 1, has a canonical structure of a continuous field of C∗-algebras and provides a strict
deformation quantization of the Poisson algebra C[G/K]. Finally, extending a result of Nagy, we
show that C(Gq/Kq) is canonically KK-equivalent to C(G/K).
Introduction
Following the foundational works of Woronowicz [33] and Soibelman and Vaksman [29], the al-
gebras of functions on q-deformations of compact groups and their homogeneous spaces were ex-
tensively studied in the 90s. Later the interest moved more towards noncommutative geometry of
these quantum spaces, see for example [6], [7], [21] and references therein, leaving the basic alge-
braic results scattered in the literature and proved mostly in particular cases with various degrees
of generality limited often to SU(2) or SU(N) and some of their homogeneous spaces, and more
rarely to classical compact simple groups and the corresponding full flag manifolds. The goal of this
paper is to establish the main properties of quantized algebras of functions in full generality, for
arbitrary Poisson homogeneous spaces of compact semisimple Lie groups such that the stabilizer of
one point is a Poisson-Lie subgroup. (Full generality is of course a relative term here, as such spaces
form only a relatively small class within the class of all Poisson homogeneous spaces [11].) As often
happens, working in the general setting streamlines arguments and renders proofs more transparent,
since there is less motivation and possibilities to make use of particular generators and relations.
Most results are achieved by first considering SU(2) and then using an inductive argument on the
length of an element of the Weyl group. As such the proofs owe much to the fundamental work of
Soibelman [28]. We will now describe the contents of the paper.
In Section 1 we briefly remind how a standard Poisson structure on a compact simply connected
semisimple Lie group G is defined and what the symplectic leaves are for this structure [17, 28]. Here
we also classify all closed Poisson-Lie subgroups of G, a result which probably is known to experts
on Poisson geometry.
In Section 2 we fix a closed Poisson-Lie subgroup K of G and define the C∗-algebra C(Gq/Kq)
of functions on the q-deformation of G/K. The irreducible representations of C(Gq) were classified
by Soibelman [28]. Using his results Dijkhuizen and Stokman [8], following an earlier work of
Podkolzin and Vainerman [24] on quantum Stiefel manifolds, classified the irreducible representations
of quantized algebras of functions on flag manifolds. From this we easily obtain a classification of the
irreducible representations of C(Gq/Kq), showing in particular that the equivalence classes of the
irreducible representations are in a one-to-one correspondence with the symplectic leaves of G/K.
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The structure of irreducible representations is refined in Section 3, where we obtain a composition
series for C(Gq/Kq). Such a composition series appeared already in work of Soibelman and Vaks-
man [30] on quantum odd-dimensional spheres. Similar results were then obtained in a number of
particular cases [13, 27], most recently for quantum Stiefel manifolds [6]. The main part of the proof
can be thought of as an analogue of the fact that the product of symplectic leaves of dimensions n
and m in G decomposes into leaves of dimensions ≤ n+m.
Further refinement is obtained in Section 4, where we describe the Jacobson topology on the
spectrum of C(Gq/Kq). For C(Gq), when the spectrum is identified with W × T , where W is the
Weyl group and T is the maximal torus in G, it was observed already by Soibelman [28] that the
closure of {w} × T coincides with the set {σ | σ ≤ w} × T , where W is given the Bruhat order. It
follows that the closure of a point (w, t) ∈ W × T is a union of sets {σ} × tTσ,w with σ ≤ w and
Tσ,w ⊂ T . In Section 4 we give a combinatorial description of the sets Tσ,w. The corresponding
result for q = 1 is that the closure of the symplectic leaf Σw associated with w ∈W is the union of
the sets ΣσTσ,w with σ ≤ w. This refines the well-known description of the cellular decomposition
of G/T [31].
In the formal deformation setting the algebra C[Gq], q = e−h, of regular functions on Gq is a
deformation quantization of the Poisson algebra C[G]. An accepted analytic analogue of deformation
quantization is Rieffel’s notion of strict deformation quantization [25]. In Section 5 we show that the
family of C∗-algebras C(Gq/Kq) has a canonical continuous field structure, and then that C[Gq/Kq]
define (non-canonically) a strict deformation quantization of C[G/K]. This was proved for G =
SU(2) in [26] and [2] and for G = SU(N) in [20] (although it is not clear from the argument
in [20] which Poisson structure on SU(N) is quantized). The main observation which allows us to
reduce the proof to the case G = SU(2), and which we already essentially made in [23], is that it is
possible to canonically define a C[a, b]-algebra Γalg((C[Gq])q∈[a,b]) playing the role of C[Gq] when q is
considered not as a fixed number, but as the identity function on [a, b]. Furthermore, these algebras
have the expected functorial properties: given an embedding K →֒ G we get a homomorphism
Γalg((C[Gq])q)→ Γalg((C[Kq])q).
A composition series similar to the one obtained in Section 3 was used already by Soibelman and
Vaksman [30] to compute the K-theory of the odd-dimensional quantum spheres. Such series were
later used for K-theoretic computations in [27] and [6]. The most powerful result of this sort was
obtained by Nagy [18], who showed that the C∗-algebra C(SUq(N)) is KK-equivalent to C(SU(N)),
and remarked that similar arguments work for all classical simple compact groups. In Section 6 we
extend this result by showing that C(Gq/Kq) is canonically KK-equivalent to C(G/K).
1. Poisson-Lie subgroups
Let G be a simply connected semisimple compact Lie group, g its complexified Lie algebra. The
universal enveloping algebra Ug is a Hopf ∗-algebra with involution such that the real Lie algebra
of G consists of skew-adjoint elements. Fix a nondegenerate symmetric ad-invariant form on g
such that its restriction to the real Lie algebra of G is negative definite. Let h ⊂ g be the Cartan
subalgebra defined by a maximal torus T in G. For every root α ∈ ∆ put dα = (α,α)/2. Let Hα ∈ h
be the element corresponding to the coroot α∨ = 2α/(α,α) under the identification h ∼= h∗. Under
the same identification let hβ ∈ h be the element corresponding to β ∈ h
∗, so hα = dαHα for α ∈ ∆.
Fix a system Π = {α1, . . . , αr} of simple roots. For every positive root α ∈ ∆+ choose Eα ∈ gα such
that (Eα, E
∗
α) = d
−1
α , and put Fα = E
∗
α ∈ g−α, so that [Eα, Fα] = Hα. We write Ei, Fi,Hi, hi for
Eαi , Fαi ,Hαi , hαi , respectively. Denote by ω1, . . . , ωr the fundamental weights, so ωi(Hj) = δij .
The standard Poisson structure on G is defined by the classical r-matrix
r = i
∑
α∈∆+
dα(Fα ⊗ Eα − Eα ⊗ Fα),
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meaning that if we consider the Hopf ∗-algebra C[G] of regular functions on G as a subspace of (Ug)∗,
the Poisson bracket on G is given by
{f1, f2} = (f1 ⊗ f2)([∆ˆ(·), r]) for f1, f2 ∈ C[G], (1.1)
where ∆ˆ is the comultiplication on Ug.
Soibelman [28] gave the following description of the symplectic leaves of G. For every simple
root α consider the corresponding embedding γα : SU(2) → G. It is a Poisson map when SU(2) is
equipped with the Poisson structure defined by the classical r-matrix idα(F ⊗E−E⊗F ). Consider
the symplectic leaf
Σ0 =
{(
z¯ (1− |z|2)1/2
−(1− |z|2)1/2 z
)
: |z| < 1
}
⊂ SU(2).
Let W be the Weyl group of G. Denote by sγ ∈ W the reflection defined by γ ∈ ∆. We write si
for sαi . For every w ∈W choose a reduced expression w = si1 . . . sin and consider the map
γw : Σ
n
0 → G, (g1, . . . , gn) 7→ γi1(g1) . . . γin(gn), (1.2)
where γi = γαi ; for w = e the image of γe consists solely of the identity element in G. It is a
symplectomorphism of Σn0 onto a symplectic leaf Σw of G. The leaf Σw does not depend on the
reduced expression for w, although the map γw depends on it. The decomposition of G into its
symplectic leaves is given by G = ⊔w∈W,t∈TΣwt.
We next define a class of subgroups of G. Let S be a subset of Π. Denote by K˜S the closed
connected subgroup of G such that its complexified Lie algebra g˜S is generated by the elements Ei
and Fi with αi ∈ S, so
g˜S = span{Hi | αi ∈ S} ⊕
⊕
α∈∆S
gα,
where ∆S is the set of roots that lie in the group generated by αi ∈ S. Denote by P (S
c) the subgroup
of the weight lattice P generated by the fundamental weights ωi with αi ∈ Sc = Π \ S. Let L be
a subgroup of P (Sc). Identifying P with the dual group of the maximal torus T , denote by TL the
annihilator of L in T . Since T normalizes K˜S , the group KS,L generated by K˜S and TL is a closed
subgroup of G, and its complexified Lie algebra is
gS,L = hL ⊕
⊕
α∈∆S
gα,
where hL ⊂ h is the annihilator of L ⊂ h
∗. Note that if L = P (Sc) then KS,L is the group K˜S .
If L = 0, we write KS for KS,L. Then KS = G ∩ PS , where PS ⊂ GC is the parabolic subgroup
corresponding to S, and K˜S is the semisimple part of KS.
Proposition 1.1. For any subset S ⊂ Π and any subgroup L ⊂ P (Sc) we have:
(i) KS,L is a Poisson-Lie subgroup of G, and any closed Poisson-Lie subgroup of G is of this form
for uniquely defined S and L;
(ii) KS,L ∩ T = TL and (K
S,L)◦ ∩ T = T ◦L;
(iii)KS,L is connected if and only if P (Sc)/L is torsion-free.
Proof. (i) By [32, Proposition 2.1] a closed connected Lie subgroup K of G is a Poisson-Lie subgroup
if and only if its complexified Lie algebra kC lies between g˜S and gS for some S ⊂ Π, so it has the
form
kC = a⊕
⊕
α∈∆S
gα, (1.3)
where a is the complexified Lie algebra of K ∩ T . It follows that for any S ⊂ Π and L ⊂ P (Sc),
(KS,L)◦ is a Poisson-Lie subgroup. Furthermore, by construction KS,L is a finite disjoint union of
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sets of the form (KS,L)◦t with t ∈ TL. Since the translations by the elements of T are Poisson maps,
every such set (KS,L)◦t is a Poisson submanifold of G, hence KS,L is a Poisson-Lie subgroup.
Conversely, assume K is a closed Poisson-Lie subgroup of G. Assume first that K is connected.
Then its complexified Lie algebra has form (1.3). Denote by L the annihilator of K ∩ T in Tˆ = P .
Then K ∩ T = TL and a = hL, and since Hi lies in this Lie algebra for αi ∈ S, we have L ⊂ P (S
c).
ThereforeK = (KS,L)◦. Observe next that the group TL = K∩T is connected, since it is abelian and
contains a maximal torus of K. Hence the group KS,L = K˜STL is connected, and thus K = K
S,L.
Consider now a not necessarily connected closed Poisson-Lie subgroup K. Then K◦ = KS,Γ for
some S ⊂ Π and Γ ⊂ P (Sc). Let g ∈ K. Consider a symplectic leaf Σ of G passing through g. By
assumption the whole leaf Σ, and hence its closure, lies in K. From the description of symplectic
leaves given above it is clear that Σ¯ ∩ T 6= ∅. Since Σ¯ is connected, it follows that there exists
t ∈ K ∩ T such that gt−1 ∈ K◦. Therefore K is generated by K◦ = KS,Γ and K ∩ T . Let L ⊂ Γ be
such that K ∩ T = TL. Then we conclude that K = K
S,L.
That S is uniquely defined by K, is clear. That L is also uniquely defined, will follow from (ii).
(ii) As we already observed, the group (KS,L)◦∩T is connected. Since the Lie algebras of KS,L∩T
and TL clearly coincide, we conclude that (K
S,L)◦ ∩ T = T ◦L. Since K
S,L = (KS,L)◦TL, it follows
that KS,L ∩ T = TL.
(iii) As KS,L = (KS,L)◦TL and (K
S,L)◦ ∩T = T ◦L, we have K
S,L/(KS,L)◦ = TL/T
◦
L. In particular,
KS,L is connected if and only if TL is connected, that is, TˆL ∼= P/L is torsion-free, or equivalently,
P (Sc)/L is torsion-free. 
To describe the symplectic leaves of the Poisson manifold G/KS,L, consider the subgroup WS
of W generated by the simple reflections sα with α ∈ S. Let W
S ⊂ W be the set of elements w
such that w(α) > 0 for all α ∈ S. Then (see e.g. page 140 in [31]) every element w ∈W decomposes
uniquely as w = w′w′′ with w′ ∈ W S and w′′ ∈ WS , and we have ℓ(w) = ℓ(w
′) + ℓ(w′′); recall also
that the length of an element in WS is the same as in W .
Proposition 1.2. Let π : G → G/KS,L be the quotient map. Then, for every w ∈ W S and t ∈ T ,
the map π defines a symplectomorphism of Σwt onto a symplectic leaf of G/K
S,L. The decomposition
of G/KS,L into its symplectic leaves is given by ⊔w∈WS,t∈T/TLπ(Σwt).
Proof. This is just a slight extension of results of Lu and Weinstein [17] and Soibelman [28], see
also [8]. We have the decompositions G = ⊔w∈W,t∈TΣwt and K
S,L = ⊔w∈WS,t∈TLΣwt. Using that
TΣw = ΣwT for any w ∈W , and that the multiplication map Σw′ ×Σw′′ → Σw′w′′ is a bijection for
w′ ∈ W S and w′′ ∈ WS (since ℓ(w
′w′′) = ℓ(w′) + ℓ(w′′)), we conclude that π is injective on every
leaf Σwt with w ∈ W
S and arbitrary t ∈ T , and G/KS,L = ⊔w∈WS,t∈T/TLπ(Σwt). Since by [17,
Theorem 4.6] the symplectic leaves of G and G/KS,L are orbits of the right dressing action of the
Poisson-Lie dual of G, the sets π(Σwt) are symplectic leaves of G/K
S,L for all w ∈W and t ∈ T . 
2. Irreducible representations of quantized function algebras
Fix q ∈ (0, 1]. If q = 1 we put U1g = Ug. For q 6= 1 the quantized universal enveloping algebra Uqg
is generated by elements Ei, Fi, Ki, K
−1
i , 1 ≤ i ≤ r, satisfying the relations
KiK
−1
i = K
−1
i Ki = 1, KiKj = KjKi, KiEjK
−1
i = q
aij
i Ej , KiFjK
−1
i = q
−aij
i Fj ,
EiFj − FjEi = δij
Ki −K
−1
i
qi − q
−1
i
,
1−aij∑
k=0
(−1)k
[
1− aij
k
]
qi
Eki EjE
1−aij−k
i = 0,
1−aij∑
k=0
(−1)k
[
1− aij
k
]
qi
F ki FjF
1−aij−k
i = 0,
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where
[
m
k
]
qi
=
[m]qi !
[k]qi ![m− k]qi !
, [m]qi ! = [m]qi [m − 1]qi . . . [1]qi , [n]qi =
qni − q
−n
i
qi − q
−1
i
, qi = q
di and
di = dαi . This is a Hopf ∗-algebra with coproduct ∆ˆq and counit εˆq defined by
∆ˆq(Ki) = Ki ⊗Ki, ∆ˆq(Ei) = Ei ⊗ 1 +Ki ⊗ Ei, ∆ˆq(Fi) = Fi ⊗K
−1
i + 1⊗ Fi,
εˆq(Ei) = εˆq(Fi) = 0, εˆq(Ki) = 1,
and with involution given by K∗i = Ki, E
∗
i = FiKi, F
∗
i = K
−1
i Ei.
If V is a finite dimensional Uqg-module and λ ∈ P is an integral weight, denote by V (λ) the
space of vectors v ∈ V of weight λ, so that Kiv = q
(λ,αi)v = q
(λ,α∨i )
i v for all i. Recall that V is
called admissible if V = ⊕λ∈PV (λ). We denote by Cq(g) the tensor category of finite dimensional
admissible Uqg-modules.
Denote by C[Gq] ⊂ (Uqg)∗ the Hopf ∗-algebra of matrix coefficients of finite dimensional admissible
Uqg-modules, and let C(Gq) be its C
∗-enveloping algebra.
Consider also the endomorphism ring U(Gq) of the forgetful functor Cq(g)→ Vec. In other words,
if for every λ ∈ P+ we fix an irreducible ∗-representation of Uqg on a Hilbert space Vλ with highest
weight λ, then U(Gq) can be identified with
∏
λ∈P+
B(Vλ). Yet another way to think of U(Gq) is as the
algebra of closed densely defined operators affiliated with the von Neumann algebra W ∗(Gq) of Gq.
The maximal torus T ⊂ G can be considered as a subset of group-like elements of W ∗(Gq) ⊂ U(Gq):
if X ∈ t then for any admissible Uqg-module V and λ ∈ P the element exp(X) ∈ T acts on V (λ) as
multiplication by eλ(X). Under this embedding T →֒ U(Gq), we have K
it
j = exp(it(log q)hj) ∈ T for
j = 1, . . . , r and t ∈ R.
From now on fix a subset S ⊂ Π and a subgroup L ⊂ P (Sc). Let U(KS,Lq ) be the σ(U(Gq),C[Gq])-
closed subalgebra of U(Gq) generated by TL and Ei, Fi with αi ∈ S. In other words, an element
ω ∈ U(Gq) belongs to U(K
S,L
q ) if and only if for every finite dimensional admissible Uqg-module V
the operator of the action by ω on V lies in the algebra generated by TL and Ei, Fi with αi ∈ S.
Denote by C[KS,Lq ] ⊂ U(K
S,L
q )∗ the Hopf ∗-algebra that is the image of C[Gq] under the restriction
map U(Gq)
∗ → U(KS,Lq )∗, and let C(K
S,L
q ) be its C∗-enveloping algebra. By construction we have
an epimorphism π : C[Gq]→ C[K
S,L
q ] of Hopf ∗-algebras. Put
C[Gq/K
S,L
q ] = {a ∈ C[Gq] | (ι⊗ π)∆q(a) = a⊗ 1},
where ∆q is the comultiplication on C[Gq]. Equivalently, a ∈ C[Gq/K
S,L
q ] if and only if (ι⊗ω)∆q(a) =
εˆq(ω)a for all ω ∈ U(K
S,L
q ). Denote by C(Gq/K
S,L
q ) the norm-closure of C[Gq/K
S,L
q ] in C(Gq).
For λ ∈ P+ and ξ, ζ ∈ Vλ denote by C
λ
ζ,ξ ∈ C[Gq] the matrix coefficient (· ξ, ζ). Then C[Gq/K
S,L
q ]
is the linear span of elements Cλζ,ξ such that λ ∈ P+, ζ ∈ Vλ and ξ ∈ Vλ is fixed by K
S,L
q , that is,
ωξ = εˆq(ω)ξ for all ω ∈ U(K
S,L
q ).
Remark 2.1. The above description of C[Gq/K
S,L
q ] as the linear span of certain elements Cλζ,ξ im-
plies that there exists a C∗-enveloping algebra of C[Gq/K
S,L
q ], since if {ei}i is an orthonormal basis
in Vλ then
∑
i(C
λ
ei,ξ
)∗Cλei,ξ = ‖ξ‖
21, so that the norm of Cλζ,ξ ∈ C[Gq/K
S,L
q ] in every representa-
tion of C[Gq/K
S,L
q ] by bounded operators is not bigger than ‖ζ‖ ‖ξ‖. This C∗-algebra coincides
with C(Gq/K
S,L
q ). This was proved by Stokman [32] in the case L = 0 using results of [8] on
representations of a certain subalgebra of C[Gq/K
S,L
q ]. An alternative way to see this is to use
coamenability of Gq [1], see also Appendix A in [22], together with the following well-known fact:
if a coamenable compact quantum group G acts ergodically on a unital C∗-algebra A (that is, we
have a coaction α : A → C(G) ⊗ A such that AG = {a ∈ A | α(a) = 1 ⊗ a} = C1), A ⊂ A is the
∗-subalgebra spanned by the spectral subspaces of the action, and there exists an enveloping C∗-
algebra A˜ for A, then A˜ = A. Indeed, let α˜ : A˜→ C(G)⊗ A˜ be the action of G extending that on A
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and let π : A˜ → A be the quotient map. Consider the conditional expectation E˜ : A˜ → A˜G = C1
defined by E˜(a) = (h⊗ ι)α˜(a), where h is the Haar state on C(G), and a similar conditional expec-
tation E : A→ AG = C1. As h is faithful by coamenability of G, these conditional expectations are
faithful. Since πE˜ = Eπ, it follows that the kernel of π is trivial.
Our goal is to describe the irreducible representations of the C∗-algebra C(Gq/K
S,L
q ) for q ∈ (0, 1).
For this recall the classification of irreducible representations of C(Gq) obtained by Soibelman [28].
Consider first the case G = SU(2). We assume that the invariant symmetric form on sl2(C) is the
standard one, so (α,α) = 2 for the unique simple root α. Consider the fundamental representation
E 7→
(
0 q1/2
0 0
)
, F 7→
(
0 0
q−1/2 0
)
, K 7→
(
q 0
0 q−1
)
of Uqsl2. Then the corresponding corepresentation of C[SUq(2)] has the form(
α −qγ∗
γ α∗
)
,
and the elements α, γ ∈ C[SUq(2)] satisfy the relations
α∗α+ γ∗γ = 1, αα∗ + q2γ∗γ = 1, γ∗γ = γγ∗, αγ = qγα, αγ∗ = qγ∗α.
We will write αq, γq when we want to emphasize that these are elements of C[SUq(2)] for a particu-
lar q.
Define a representation ρq of C(SUq(2)) on ℓ
2(Z+) by
ρq(α)en =
√
1− q2n en−1, ρq(γ)en = −q
nen, n ≥ 0. (2.1)
Return to the general case. For every 1 ≤ i ≤ r consider the homomorphism σi : C(Gq) →
C(SUqi(2)) which is dual to the embedding Uqisl2 →֒ Uqg corresponding to the simple root αi. Then
πi = ρqiσi is a representation of C(Gq) on ℓ
2(Z+). Now for every element w ∈ W fix a reduced
decomposition w = si1 . . . sin and put
πw = πi1 ⊗ · · · ⊗ πin ,
so πw(a) = (πi1 ⊗ · · · ⊗ πin)∆
(n−1)
q (a). Then πw is a representation of C(Gq) on ℓ
2(Z+)⊗ℓ(w) =
ℓ2(Zℓ(w)+ ). Up to equivalence it does not depend on the choice of the reduced expression for w. In
addition we have one-dimensional representations πt of C(Gq) defined by the points of the maximal
torus T ⊂ U(Gq) = C[Gq]∗. In other words, πt(Cλζ,ξ) = (tξ, ζ). Then the result of Soibelman
says that the representations πw,t = πw ⊗ πt are irreducible, mutually inequivalent, and exhaust all
irreducible representations of C(Gq) up to equivalence. Note that
πw,t(C
λ
ζ,ξ) = πw(C
λ
ζ,tξ). (2.2)
The following result is a minor generalization of [8, Theorem 5.9].
Theorem 2.2. Assume q ∈ (0, 1). Then for every w ∈ W S and t ∈ T the restriction of the repre-
sentation πw,t of C(Gq) to C(Gq/K
S,L
q ) is irreducible. Such representations exhaust all irreducible
representations of C(Gq/K
S,L
q ) up to equivalence. For w,w′ ∈ W S and t, t′ ∈ T the restrictions
of πw,t and πw′,t′ to C(Gq/K
S,L
q ) are equivalent if and only if w = w′ and t′t−1 ∈ TL, and in this
case they are actually equal.
To prove the theorem we will need further properties of the representations πw. Let λ ∈ P+. Fix
a highest weight unit vector ξλ ∈ Vλ. For every w ∈ W choose a unit vector η ∈ Vλ of weight wλ.
Since the weight spaces Vλ(λ) and Vλ(wλ) are one-dimensional, the element C
λ
η,ξλ
does not depend
on the choice of ξλ and η up to a factor of modulus one. To simplify the notation we will thus
write Cλwλ,λ for C
λ
η,ξλ
.
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Lemma 2.3 ([28]). Let w ∈W and λ ∈ P+. Then
(i) πw(C
λ
wλ,λ) is a compact contractive diagonalizable operator with zero kernel, and the vector
e
⊗ℓ(w)
0 ∈ ℓ
2(Z+)⊗ℓ(w) is its only (up to a scalar factor) eigenvector with eigenvalue of modulus 1;
(ii) if ζ ∈ Vλ is orthogonal to (Uqb)Vλ(wλ), where Uqb ⊂ Uqg is the subalgebra generated by Ki, K
−1
i
and Ei, 1 ≤ i ≤ r, then πw(C
λ
ζ,ξλ
) = 0.
Proof. Part (i) is a consequence of the proof of [15, Proposition 6.1.5], see also identity (6.2.4) there
(although notice that a factor of modulus one depending on the choice of orthonormal bases is
missing there).
Part (ii) is [15, Theorem 6.2.1], since by that theorem πw corresponds to the Schubert cell Xw in
the terminology of [15], which in particular means that it has the property in the statement of the
lemma. 
Proof of Theorem 2.2. Write KSq for K
S,0
q . By [8, Theorem 5.9] the restrictions of the representa-
tions πw,t to C(Gq/K
S
q ) ⊂ C(Gq/K
S,L
q ) are irreducible for w ∈ W S. Hence the restrictions of πw,t
to C(Gq/K
S,L
q ) are irreducible as well. To see that this way we get all irreducible representations,
note that any irreducible representation of C(Gq/K
S,L
q ) extends to an irreducible representation
of C(Gq) on a larger space. Therefore we have to find decompositions of πw,t into irreducible rep-
resentations of C(Gq/K
S,L
q ) for arbitrary w ∈ W and t ∈ T . Write w = w′w′′ with w′ ∈ W S and
w′′ ∈WS . We may assume that πw = πw′ ⊗ πw′′ . Then by the proof [8, Proposition 5.7] we have
πw(a) = πw′(a)⊗ 1
⊗ℓ(w′′) for all a ∈ C(Gq/K
S,L
q ) (2.3)
(the key point here is that for the homomorphism σi : C(Gq)→ C(SUqi(2)) we have σi(a) = εq(a)1
for all a ∈ C(Gq/K
S,L
q ) and αi ∈ S, where εq is the counit on C(Gq)). Using (2.2) it follows that if
ζ ∈ Vλ and ξ ∈ Vλ is fixed by K
S,L
q then
πw,t(C
λ
ζ,ξ) = πw(C
λ
ζ,tξ) = πw′(C
λ
ζ,tξ)⊗ 1
⊗ℓ(w′′) = πw′,t(C
λ
ζ,ξ)⊗ 1
⊗ℓ(w′′).
We therefore see that the representations πw′,t with w
′ ∈ W S and t ∈ T exhaust all irreducible
representations of C(Gq/K
S,L
q ).
Consider now two representations πw,t and πw′,t′ with w,w
′ ∈ W S and t, t′ ∈ T . By [8, Theo-
rem 5.9] if w 6= w′ then already the restrictions of these representations to C(Gq/K
S
q ) ⊂ C(Gq/K
S,L
q )
are inequivalent. Therefore assume w = w′. Since πw,t and πw,t′ coincide on C(Gq/K
S
q ) and are ir-
reducible as representations of C(Gq/K
S
q ), they can be equivalent as representations of C(Gq/K
S,L
q )
only if they coincide on C(Gq/K
S,L
q ). If t′t−1 ∈ TL, this is indeed the case, since for ζ ∈ Vλ and
ξ ∈ Vλ fixed by K
S,L
q we have
πw,t(C
λ
ζ,ξ) = πw(C
λ
ζ,tξ) = πw(C
λ
ζ,t′ξ) = πw,t′(C
λ
ζ,ξ).
Assume now that t′t−1 /∈ TL. Then there exists ν ∈ L ⊂ P = Tˆ such that ν(t
′t−1) 6= 1. Choose
weights λ, µ ∈ P+(S
c) = P+ ∩ P (S
c) such that λ − µ = ν. We have Eiξλ = Fiξλ = 0 for αi ∈ S, so
that (ι⊗ ω)∆q(C
λ
wλ,λ) = εˆq(ω)C
λ
wλ,λ for ω lying in the algebra generated by Ei and Fi with αi ∈ S.
We also have (ι⊗ τ)∆q(C
λ
wλ,λ) = λ(τ)C
λ
wλ,λ for τ ∈ T . It follows that (C
µ
wµ,µ)∗Cλwλ,λ ∈ C[Gq/K
S,L
q ].
Using (2.2) we get
πw,t((C
µ
wµ,µ)
∗Cλwλ,λ) = µ(t)λ(t)πw((C
µ
wµ,µ)
∗Cλwλ,λ) = ν(t)πw((C
µ
wµ,µ)
∗Cλwλ,λ),
and similarly πw,t′((C
µ
wµ,µ)∗Cλwλ,λ) = ν(t
′)πw((C
µ
wµ,µ)∗Cλwλ,λ). Since πw((C
µ
wµ,µ)∗Cλwλ,λ) 6= 0 by
Lemma 2.3(i), we see that πw,t 6= πw,t′ on C(Gq/K
S,L
q ). 
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Corollary 2.4. The ∗-algebra C[Gq/K
S,L
q ] is spanned by the elements of the form (C
µ
ζ,ξµ
)∗Cλη,ξλ,
where µ, λ ∈ P+(S
c) are such that λ− µ ∈ L, ζ ∈ Vµ and η ∈ Vλ.
Proof. This is similar to [32, Theorem 2.5]. That the linear span A in the formulation forms a
∗-algebra, is proved exactly as [8, Lemma 4.3]. That A ⊂ C[Gq/K
S,L
q ], is checked in the same way
as that (Cµwµ,µ)∗Cλwλ,λ ∈ C[Gq/K
S,L
q ] in the proof of the above theorem. Since A is invariant with
respect to the left coaction ∆q : C[Gq] → C(Gq) ⊗ C[Gq], we have A¯ ∩ C[Gq] = A. On the other
hand, by the proof of the above theorem and by [8, Lemma 5.8] the algebra A has the property that
the restriction of irreducible representations of C(Gq/K
S,L
q ) to A are irreducible and inequivalent
representations restrict to inequivalent representations. By the Stone-Weierstrass theorem for type I
C∗-algebras it follows that A¯ = C(Gq/K
S,L
q ). Hence A = C[Gq/K
S,L
q ]. 
3. Composition series
In this section we will use the classification of irreducible representations of C(Gq/K
S,L
q ) to con-
struct a composition series for C(Gq/K
S,L
q ). Since in the subsequent sections it will be important
to have such a sequence for all q including q = 1, it is convenient to look at the irreducible repre-
sentations in a slightly different way.
For q ∈ [0, 1) denote by C(D¯q) the universal unital C∗-algebra with one generator Zq such that
1− Z∗qZq = q
2(1− ZqZ
∗
q ).
Since the least upper bounds of the spectra of aa∗ and a∗a coincide, it is easy to see that in
every nonzero representation of the above relation the norm of Zq is equal to 1, so C(D¯q) is well-
defined. It follows then, see e.g. Section V in [13], that C(D¯q) is isomorphic to the Toeplitz algebra
T ⊂ B(ℓ2(Z+)) via an isomorphism which maps Zq into the operator
en 7→
√
1− q2(n+1) en+1, n ≥ 0.
The inverse homomorphism maps the operator S ∈ T of the shift to the right into Zq(Z
∗
qZq)
−1/2.
Under this isomorphism the representation ρq : C(SUq(2)) → B(ℓ
2(Z+)) defined by (2.1) becomes
the ∗-homomorphism C(SUq(2))→ C(D¯q) given by
ρq(αq) = Z
∗
q , ρq(γq) = −(1− ZqZ
∗
q )
1/2. (3.1)
In this form ρq makes sense for q = 1. Namely, consider the C
∗-algebra C(D¯1) = C(D¯) of continuous
functions on the closed unit disk, and denote by Z1 its standard generator, Z1(z) = z. Then
ρ1 : C(SU(2)) → C(D¯1) defined by the above formula is the homomorphism of restriction of a
function on SU(2) to the closure of the symplectic leaf
Σ0 =
{(
z¯ (1− |z|2)1/2
−(1− |z|2)1/2 z
)
: |z| < 1
}
∼= D.
The representation πw,t defined by w = si1 . . . sin now becomes a ∗-homomorphism
πw,t : C(Gq)→ C(D¯qi1 )⊗ · · · ⊗ C(D¯qin ).
For q = 1 this is exactly the homomorphism γ∗w, where γw : D
n ∼= Σn0 → G is defined by (1.2) and
extended by continuity to D¯n.
For every q ∈ [0, 1] we have a ∗-homomorphism C(D¯q) → C(T) mapping Zq into the standard
generator of C(T). Denote by C0(Dq) its kernel. For q = 1 this is the usual algebra of continuous
functions on D¯ vanishing on the boundary. For q ∈ [0, 1) this is the ideal of compact operators
in T = C(D¯q).
We can now formulate the main result of this section.
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Theorem 3.1. Assume q ∈ (0, 1]. Let w0 be the longest element in the Weyl group. Write w0 =
w′0w
′′
0 with w
′
0 ∈ W
S and w′′0 ∈ WS, and put m0 = ℓ(w
′
0). For every 0 ≤ m ≤ m0 denote by Jm the
ideal in C(Gq/K
S,L
q ) consisting of elements a such that πw,t(a) = 0 for all t ∈ T and w ∈ W
S with
ℓ(w) = m. Then
0 = Jm0 ⊂ Jm0−1 ⊂ · · · ⊂ J0 ⊂ J−1 = C(Gq/K
S,L
q ),
and for every 0 ≤ m ≤ m0 we have
Jm−1/Jm ∼=
⊕
w∈WS:ℓ(w)=m
C(T/TL;C0(Dqi1(w))⊗ · · · ⊗ C0(Dqim(w))), a 7→ (aw)w,
where aw(t) = πw,t(a) and w = si1(w) . . . sim(w) is the fixed reduced decomposition of w used to
define πw.
Note that there is no ambiguity in the definition of aw, since by Theorem 2.2 we have πw,t(a) =
πw,t′(a) if t
′t−1 ∈ TL.
We need some preparation to prove this theorem. Recall some properties of the Bruhat order, see
e.g. [3]. The Bruhat order on W is defined by declaring that w ≤ w′ iff w can be obtained from w′
by dropping letters in some (equivalently any) reduced word for w′. Furthermore, then the letters
can be dropped in such a way that we get a reduced word for w.
Consider the coset space XS =W/WS. For x ∈ XS define
ℓS(x) = min{ℓ(w) | x = wWS}.
As we know, every coset x ∈ XS has a unique representative wx ∈ W
S , and wx is the smallest
element in x in the Bruhat order; in particular, ℓS(x) = ℓ(wx). Define an order on XS by declaring
x ≤ y iff wx ≤ wy, and call it again the Bruhat order.
Lemma 3.2. We have:
(i) the factor-map W → XS is order-preserving;
(ii) for any x ∈ XS and α ∈ Π, either sαx = x or wsαx = sαwx.
Proof. To prove (i), take u, v ∈ W such that u ≤ v, and put x = uWS, y = vWS. Write v = wyw
with w ∈ WS . Then wx ≤ u ≤ v = wyw. Take a reduced word for wyw which is the concatenation
of a reduced word for wy and a reduced word for w in letters sα with α ∈ S. Then a reduced word
for wx can be obtained by dropping some letters in this reduced word for wyw. As wx is the shortest
element in x, to get wx we have to drop all letters in the reduced word for w and some letters in the
reduced word for wy, so wx ≤ wy.
To prove (ii), recall that by a well-known property of the Bruhat order on W we have either
ℓ(sαwx) = ℓ(wx) − 1 and sαwx ≤ wx, or ℓ(sαwx) = ℓ(wx) + 1 and sαwx ≥ wx, depending on
whether w−1x (α) < 0 or w
−1
x (α) > 0. In the first case sαwx is the shortest element in sαx, as
ℓ(sαwx) = ℓS(x)− 1 and we obviously always have |ℓS(sαx)− ℓS(x)| ≤ 1 by definition of ℓS. Hence
wsαx = sαwx. In the second case we have sαx ≥ x by (i) and hence ℓS(sαx) ≥ ℓS(x). Therefore
either ℓS(sαx) = ℓS(x)+1, in which case sαwx is the shortest element in sαx and hence wsαx = sαwx,
or ℓS(sαx) = ℓS(x), in which case sαx = x as sαx ≥ x. 
Note that part (i) implies in particular that if w0 is the longest element in W then x0 = w0WS is
the largest, hence the longest, element in XS . Part (ii) implies that if x ∈ XS and w = si1 . . . sin ∈ x
is written in reduced form, then a reduced word for wx can be obtained from si1 . . . sin by dropping
all letters sij such that sin . . . sij+1sijsij+1 . . . sin ∈WS .
Denote by P++(S
c) ⊂ P+(S
c) the subset consisting of weights λ such that λ(Hα) > 0 for every
α ∈ Sc. The following result is well-known in the case S = ∅, see [3, Theorem 2.9].
Proposition 3.3. Let λ ∈ P++(S
c) and x, y ∈ XS. Then x ≤ y if and only if Vλ(wxλ) ⊂
(Uqb)Vλ(wyλ).
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Proof. By virtue of Lemma 3.2 the proof is essentially identical to that of [3, Theorem 2.9] for the
case S = ∅, and proceeds along the following lines. Define a partial order on XS by declaring x  y
iff Vλ(wxλ) ⊂ (Uqb)Vλ(wyλ). Note that it is indeed a partial order, since the stabilizer of λ in W is
exactly WS by Chevalley’s lemma, see [14, Proposition 2.72]. It is checked that this order has the
properties
(i) if ℓS(sαx) = ℓS(x) + 1 for some x ∈ XS and α ∈ Π then x  sαx;
(ii) if x  y and α ∈ Π then either sαx  y or sαx  sαy.
It is proved then that the Bruhat order is the unique order on XS satisfying these properties. 
As usual define an action of the Weyl group on T by requiring λ(w(t)) = (w−1λ)(t) for λ ∈ P = Tˆ .
For z ∈ T define an automorphism θz of C(D¯q) by θz(Zq) = z¯Zq.
Lemma 3.4. For every simple root α ∈ Π and t ∈ T we have πt ⊗ πsα = θα(t)πsα ⊗ πsα(t) as
homomorphisms C(Gq)→ C(D¯qdα ). In particular, for every w ∈W and t ∈ T the kernels of πt⊗πw
and πw ⊗ πw−1(t) coincide.
Proof. Consider first the case G = SU(2). In this case the claim is that πt ⊗ ρq = θt2ρq ⊗ πt−1 for
t ∈ T ∼= T. This is immediate by definition (3.1) of ρq, as
(πt ⊗ ι)∆q(α) = tα, (πt ⊗ ι)∆q(γ) = t
−1γ, (ι⊗ πt−1)∆q(α) = t
−1α, (ι⊗ πt−1)∆q(γ) = t
−1γ.
Consider now the general case. Note that similarly to (2.2) we have (πt⊗πw)(C
λ
ζ,ξ) = πw(C
λ
t−1ζ,ξ).
Let t = exp(2πih) ∈ T , h ∈ it ⊂ h. Write h = cHα + h2 with c ∈ R and h2 ∈ kerα, and put
t1 = exp(2πicHα) and t2 = exp(2πih2). Then t = t1t2, sα(t) = t
−1
1 t2 and α(t) = α(t1) = e
4πic. The
homomorphisms πt1 and πsα factor through C(SUqdα (2)), hence
πt1 ⊗ πsα = θα(t1)πsα ⊗ πt−11
= θα(t)πsα ⊗ πt−11
.
Observe next that since t2 commutes with Eα, Fα ∈ Uqg, the restrictions of the matrix coeffi-
cients Cλζ,t2ξ and C
λ
t−12 ζ,ξ
to the algebra generated by Eα, Fα and Kα coincide. In other words, C
λ
ζ,t2ξ
and Cλ
t−12 ζ,ξ
have the same images in C(SUqdα (2)). We then have
(πt ⊗ πsα)(C
λ
ζ,ξ) = (πt1 ⊗ πsα)(C
λ
t−12 ζ,ξ
) = (πt1 ⊗ πsα)(C
λ
ζ,t2ξ) = (θα(t)πsα ⊗ πt−11
)(Cλζ,t2ξ)
= (θα(t)πsα ⊗ πt−11 t2
)(Cλζ,ξ) = (θα(t)πsα ⊗ πsα(t))(C
λ
ζ,ξ).
If w = si1 . . . sin then by induction we get
πt ⊗ πw = (θz1 ⊗ · · · ⊗ θzn)πw ⊗ πw−1(t),
where zk = (si1 . . . sik−1αik)(t). This gives the last statement in the formulation of the lemma. 
For q = 1 the above lemma implies that tΣw = Σww
−1(t). This slightly weaker statement can be
deduced without any computations from the fact that every symplectic leaf intersects the normalizer
of T at a unique point. For q < 1 the lemma implies that the representations πt⊗πw and πw⊗πw−1(t)
of C(Gq) on ℓ
2(Z+)⊗ℓ(w) are equivalent. This can also be easily proved by comparing the highest
weights [28] of these representations.
For z ∈ T denote by χz the character of C(D¯q) defined by χz(Zq) = z. Assume α ∈ Π and c ∈ R.
Put t = exp(2πicHα) ∈ T and z = e
−2πic. Then
πt = χzπsα on C(Gq). (3.2)
Indeed, this is enough to check for G = SU(2), and then this is immediate, since πt(αq) = z¯
and πt(γq) = 0.
Lemma 3.5. For every 1 ≤ m ≤ m0 the ideal Jm ⊂ C(Gq/K
S,L
q ) is contained in the kernel of
πsi1 ⊗ · · · ⊗ πsin ⊗ πt for any t ∈ T and any indices i1, . . . , in with n ≤ m.
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Proof. We will prove this in several steps. First note that Jm+1 ⊂ Jm for all 0 ≤ m < m0.
Indeed, let w ∈ W S, ℓ(w) = m, and t ∈ T . There exists α ∈ Π such that sαw ∈ W
S and
ℓ(sαw) = m+1. (This follows e.g. from Lemma 3.2(ii). Indeed, let w0 be the longest element in W .
Write w0 = sin . . . si1w with n = ℓ(w0) − ℓ(w). Then we can take α = αik , where k is the smallest
number such that w−1sikw /∈ WS.) By (3.2) we have πw,t = (χ1 ⊗ ι)(πsα ⊗ πw,t). Therefore if
a ∈ Jm+1 ⊂ kerπsαw,t = ker(πsα ⊗ πw,t) then a ∈ ker πw,t. Thus Jm+1 ⊂ Jm.
It follows that if a ∈ Jm for some 1 ≤ m ≤ m0 then πw,t(a) = 0 for any w ∈ W with ℓ(w) ≤ m
and any t ∈ T . Indeed, write w = w′w′′ with w′ ∈ W S and w′′ ∈ WS . Then, as already used in
the proof of Theorem 2.2, we can assume that πw = πw′ ⊗ πw′′ , so that πw,t(a) = πw′,t(a)⊗ 1
⊗ℓ(w′′)
by (2.3). Since n = ℓ(w′) ≤ m and Jm ⊂ Jn, we have πw′,t(a) = 0, hence also πw,t(a) = 0.
The next thing to observe is that if a ∈ Jm+1 for some 0 ≤ m < m0 then a ∈ ker(πsα ⊗ πw,t)
for any t ∈ T , α ∈ Π and w ∈ W with ℓ(w) ≤ m. If ℓ(sαw) = ℓ(w) + 1, this is clearly true.
Therefore assume that ℓ(sαw) = ℓ(w)− 1. Put w
′ = sαw. Then w = sαw
′ and we may assume that
πw = πsα ⊗ πw′. Since a ∈ Jm+1 ⊂ Jm, we have a ∈ ker(πsα ⊗ πw′,τ ) for any τ ∈ T . Denote by
Tα ⊂ T the set of elements u of the form u = exp(2πicHα), c ∈ R. By Lemma 3.4 it follows that for
any u ∈ Tα the element a belongs to
ker(πsα,u ⊗ πw′,t) = ker(πsα ⊗ πw′,w′−1(u)t).
In other words, if ϕ is a bounded linear functional on C(Gq/K
S,L
q ) of the form ψπw′,t then
(ι⊗ ϕ)∆q(a) ∈ kerπsα,u for any u ∈ Tα.
Since the intersection of the kernels of the homomorphisms ρq ⊗ πu : C(SUq(2)) → C(D¯q), u ∈ T,
is zero, the intersection of the kernels of the homomorphisms πsα,u : C(Gq) → C(D¯qdα ), u ∈ Tα,
is exactly the kernel of the homomorphism C(Gq) → C(SUqdα (2)). Therefore (ι ⊗ ϕ)∆q(a) is
in the kernel of the latter homomorphism. Since πsα ⊗ πsα factors through the homomorphism
C(Gq)→ C(SUqdα (2)), we conclude that
(ι⊗ ϕ)∆q(a) ∈ ker(πsα ⊗ πsα).
Since this is true for any ϕ of the form ψπw′,t, it follows that a ∈ ker(πsα ⊗ πsα ⊗ πw′,t). As
πsα ⊗ πw′,t = πw,t, this proves the claim.
We now turn to the proof of the statement in the formulation. The proof is by induction on m.
For m = 1 the result is already proved in the second paragraph. So assume the result is true
for all numbers not bigger than m < m0. Since Jm+1 ⊂ Jn for n ≤ m, it suffices to show that
the kernel of πsi1 ⊗ · · · ⊗ πsim+1 ⊗ πt contains Jm+1 for any i1, . . . , im+1 and t ∈ T . Let a ∈
Jm+1. Then by the previous paragraph a ∈ ker(πsi1 ⊗ πw,t) for all t ∈ T and all w ∈ W with
ℓ(w) ≤ m . Hence, for any bounded linear functional ϕ on C(Gq) of the form ψπsi1 we have
(ϕ ⊗ ι)∆q(a) ∈ ker πw,t. It follows that (ϕ ⊗ ι)∆q(a) ∈ Jm. Hence, by the inductive assumption,
(ϕ ⊗ ι)∆q(a) ∈ ker(πsi2 ⊗ · · · ⊗ πsim+1 ⊗ πt). Since this is true for any ϕ of the form ψπsi1 , we
conclude that a ∈ ker(πsi1 ⊗ · · · ⊗ πsim+1 ⊗ πt). 
Proof of Theorem 3.1. That Jm ⊂ Jm−1, follows from Lemma 3.5 (and was explicitly established
in its proof). In particular, Jm0 is contained in the kernel of every irreducible representation
of C(Gq/K
S,L
q ), hence Jm0 = 0.
Let 1 ≤ m ≤ m0. Consider the homomorphism
Θm : C(Gq/K
S,L
q )→
⊕
w∈WS :ℓ(w)=m
C(T/TL;C(D¯qi1(w))⊗ · · · ⊗ C(D¯qim(w)))
defined by Θm(a)w(t) = πw,t(a). The kernel of Θm is by definition the ideal Jm. Let a ∈ Jm−1,
t ∈ T and w ∈W S , ℓ(w) = m. Let w = si1 . . . sim be the reduced expression used to define πw. Let
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1 ≤ k ≤ m and z = e−2πic ∈ T. Put u = exp(2πicHik) ∈ T . Then applying χz : C(D¯qik ) → C to
the kth factor of the image of πw,t, by (3.2) and Lemma 3.4 we get
ker((ι⊗ · · · ⊗ χz ⊗ · · · ⊗ ι)πw,t) = ker(πsi1 ⊗ · · · ⊗ πu ⊗ · · · ⊗ πsim )
= ker(πsi1 ⊗ · · · ⊗ πsik−1 ⊗ πsik+1 ⊗ · · · ⊗ πsim ⊗ πu′),
where u′ = (sim . . . sik+1)(u). Since a ∈ Jm−1, by Lemma 3.5 we thus see that a is contained in the
kernel of (ι⊗· · ·⊗χz⊗· · ·⊗ ι)πw,t. Since this is true for all z ∈ T, it follows that πw,t(a) is contained
in the kernel of ι⊗ · · ·⊗β⊗ · · ·⊗ ι, where β : C(D¯qik )→ C(T) is the homomorphism that maps Zqik
to the standard generator of C(T). The kernel of β is by definition the ideal C0(Dqik ). Therefore
πw,t(a) ∈ C(D¯qi1 )⊗ · · · ⊗ C0(Dqik )⊗ · · · ⊗ C(D¯qim ).
Since this is true for every k, we conclude that πw,t(a) ∈ C0(Dqi1 )⊗ · · · ⊗C0(Dqim ). Thus the image
of Jm−1 under Θm is contained in⊕
w∈WS:ℓ(w)=m
C(T/TL;C0(Dqi1(w))⊗ · · · ⊗ C0(Dqim(w))).
To see that this algebra is the whole image, we will consider separately the cases q = 1 and q < 1.
Assume q = 1. In this case Jm−1 is the ideal of continuous functions on G/K
S,L that vanish on the
symplectic leaves of dimension 2m− 2. By the Stone-Weierstrass theorem it is then enough to show
that for any two distinct points on the union of the leaves of dimension 2m, there is a continuous
function which vanishes on all leaves of dimension 2m−2 and takes different nonzero values at these
points. For this it suffices to know that the union of the leaves of dimension ≤ 2m − 2 is a closed
subset of G/KS,L. This, in turn, is enough to check for G/KS , which is the quotient of G/KS,L by
an action of the compact group T/TL. The result is well-known for S = ∅, see e.g. Theorem 23 on
p. 127 in [31]. Since the union of the symplectic leaves of G/KS of dimension ≤ 2m− 2 is the image
of the union of the symplectic leaves of G/T of dimension ≤ 2m − 2, we conclude that this set is
closed for any S.
Turning to the case q < 1, first we prove that πw,t(Jm−1) 6= 0 for any t ∈ T and w ∈ W
S
with ℓ(w) = m. For this take any λ ∈ P++(S
c). Since w cannot be smaller than any v ∈ W S
with ℓ(v) = m − 1, by Proposition 3.3 we see that Vλ(wλ) is orthogonal to (Uqb)Vλ(vλ), hence
πv,τ (C
λ
wλ,λ) = λ(τ)πv(C
λ
wλ,λ) = 0 for any τ ∈ T by Lemma 2.3(ii). Therefore (C
λ
wλ,λ)
∗Cλwλ,λ ∈ Jm−1.
By Lemma 2.3(i) we also have πw,t((C
λ
wλ,λ)
∗Cλwλ,λ) 6= 0.
Since Jm−1 is an ideal, it follows that the representations πw,t of Jm−1, with w ∈ W
S, ℓ(w) = m
and t ∈ T/TL, are irreducible and mutually inequivalent. In other words, the subalgebra Θm(Jm−1)
of the algebra⊕
w∈WS:ℓ(w)=m
C(T/TL;C0(Dqi1(w))⊗ · · · ⊗ C0(Dqim(w))) =
⊕
w∈WS:ℓ(w)=m
C(T/TL;K(ℓ
2(Zm+ )))
has the property that its projection to different fibers gives mutually inequivalent irreducible rep-
resentations of Θm(Jm−1) on ℓ
2(Zm+ ). By the Stone-Weierstrass theorem for type I C
∗-algebras we
conclude that Θm(Jm−1) coincides with the whole algebra. 
4. Topology on the spectrum
In this section we will describe the Jacobson, or hull-kernel, topology on the spectrum of the type I
C∗-algebra C(Gq/K
S,L
q ) for q ∈ (0, 1). By Theorem 2.2, as a set the spectrum can be identified with
W S × T/TL.
To formulate the result it is convenient to use the description of the Bruhat order given in [3]. For
σ,w ∈ W and γ ∈ ∆+ we write σ
γ
−→ w if w = σsγ and ℓ(w) = ℓ(σ) + 1 (note that in the notation
QUANTIZED ALGEBRAS OF FUNCTIONS 13
of [3] this corresponds to σ−1
γ
−→ w−1). Then, for any σ,w ∈W , we have σ ≤ w if and only if there
exist σ1, . . . , σk ∈W and γ1, . . . , γk ∈ ∆+ such that σ
γ1
−→ σ1
γ2
−→ . . .
γk−→ σk = w.
Assume σ ≤ w. For every path σ
γ1
−→ σ1
γ2
−→ . . .
γk−→ σk = w consider the closed connected
subgroup of T consisting of the elements of the form exp(ihβ) with β ∈ spanR{γ1, . . . , γk}. Denote
by Tσ,w the union of such groups for all possible paths. The closed sets Tσ,w clearly have the following
multiplicative property, which will play an important role: if σ ≤ v ≤ w then
Tσ,vTv,w := {τt | τ ∈ Tσ,v, t ∈ Tv,w} ⊂ Tσ,w. (4.1)
Recall that we denote by π : G→ G/KS,L the quotient map.
Theorem 4.1. Let w ∈W S and Ω ⊂ T . Then
(i) the closure of the union of the symplectic leaves π(Σwτ) ⊂ G/K
S,L, τ ∈ Ω, is the union of the
leaves π(Σσt) such that σ ∈W
S, σ ≤ w and t ∈ Ω¯Tσ,wTL;
(ii) if q ∈ (0, 1), for any σ ∈ W S and t ∈ T , the kernel of the representation πσ,t contains the
intersection of the kernels of the representations πw,τ of C(Gq/K
S,L
q ), τ ∈ Ω, if and only if σ ≤ w
and t ∈ Ω¯Tσ,wTL.
Therefore if for q ∈ (0, 1) we identify the spectrum of C(Gq/K
S,L
q ) with the quotient of G/KS,L
by the partition defined by its symplectic leaves (or in other words, with the quotient of G/KS,L
by the right dressing action), then the Jacobson topology on the spectrum is exactly the quotient
topology.
The proof is based on the following refinement of Lemma 3.5. Recall that in the proof of that
lemma we denoted by Tα ⊂ T the subgroup consisting of elements of the form exp(2πicHα), c ∈ R.
We write Ti for Tαi .
Lemma 4.2. Let 1 ≤ i1, . . . , in ≤ r and t ∈ T . Assume a ∈ C(Gq) is such that πw,τ (a) = 0 for
all 1 ≤ k ≤ n, w = sij1 . . . sijk with 1 ≤ j1 < · · · < jk ≤ n and τ ∈ T such that τt
−1 lies in the
group generated by (sijk sijk−1 . . . sijl )(Tim) with 1 ≤ l ≤ k and jl−1 < m < jl (we let j0 = 0). Then
a ∈ ker(πsi1 ⊗ · · · ⊗ πsin ⊗ πt).
Proof. The proof is by induction on n. For n = 1 the statement is tautological. So assume n > 1
and that the result is true for all numbers < n. By induction, exactly as in the proof of Lemma 3.5,
it suffices to show that (πsi1 ⊗ πw,τ )(a) = 0 for all 1 ≤ k ≤ n − 1, w = sij1 . . . sijk with 2 ≤ j1 <
· · · < jk ≤ n and τ ∈ T such that τt
−1 lies in the group generated by (sijk sijk−1 . . . sijl )(Tim) with
1 ≤ l ≤ k and jl−1 < m < jl (with j0 = 1). To see that this is true, fix k, w = sij1 . . . sijk and τ .
If ℓ(si1w) = ℓ(w) + 1 then we may assume that πsi1 ⊗ πw = πsi1w, and then the claim is part of
the assumption. If ℓ(si1w) = ℓ(w) − 1, the claim is proved by the same argument as in the third
paragraph of the proof of Lemma 3.5, using that πw,τw−1(u)(a) = 0 for any u ∈ Ti1 , which is true by
assumption. 
Our goal is to relate the groups in the above lemma to the sets Tσ,w.
Lemma 4.3. Assume σ,w ∈W and α ∈ Π are such that σ < sασ and w < sαw. Then for any path
σ
γ1
−→ . . .
γk−→ w there exists a path sασ
γ′1−→ . . .
γ′
k−→ sαw such that the group generated by γ
′
1, . . . , γ
′
k
coincides with the group generated by γ1, . . . , γk.
Proof. The proof is by induction on k = ℓ(w)− ℓ(σ). Put v = σγ1. Consider the two possible cases.
Assume first that v < sαv. By the inductive assumption there exists a path sαv
γ′2−→ . . .
γ′
k−→ sαw
such that the group generated by γ′2, . . . , γ
′
k coincides with the group generated by γ2, . . . , γk. Then
sασ
γ1
−→ sαv
γ′2−→ . . .
γ′
k−→ sαw is the required path.
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Assume now that sαv < v. Then v = sασ. In particular, γ1 = σ
−1(α). Consider the path
sασ
γ2
−→ . . .
γk−→ w
w−1(α)
−−−−→ sαw. Since w = sασsγ2 . . . sγk , we have w
−1(α) = −(sγk . . . sγ2σ
−1)(α).
Therefore the groups generated by γ1 = σ
−1(α), γ2, . . . , γk and by γ2, . . . , γk, w
−1(α) coincide. 
Note that the proof actually shows that as the sequence γ′1, . . . , γ
′
k we can take
γ1, . . . , γi−1, γi+1, . . . , γk, w
−1(α),
where i is the first number such that sασsγ1 . . . sγi−1 = σsγ1 . . . sγi (if there is no such number then
the sequence is γ1, . . . , γk).
Lemma 4.4. Let w = si1 . . . sin be written in reduced form, and consider σ ≤ w.
(i) Assume σ = sij1 . . . sijk for some 0 ≤ k ≤ n and 1 ≤ j1 < · · · < jk ≤ n. Let Γ ⊂ P be the
group generated by (sijk sijk−1 . . . sijl )(αim) with 1 ≤ l ≤ k + 1 and jl−1 < m < jl (we let j0 = 0 and
jk+1 = n + 1). Then Γ coincides with the group generated by the elements (sin . . . sim+1)(αim) such
that m /∈ {j1, . . . , jk}.
(ii) Under the assumptions of (i), there exists a path σ
γ1
−→ . . .
γp
−→ w such that Γ is contained in
the group generated by γ1, . . . , γp, and these two groups coincide if the expression σ = sij1 . . . sijk is
reduced.
(iii)For any path σ
γ1
−→ . . .
γn−k
−−−→ w there exist 1 ≤ j1 < · · · < jk ≤ n such that σ = sij1 . . . sijk and
the group Γ defined as in (i) coincides with the group generated by γ1, . . . , γn−k.
Proof. (i) The proof is by induction on n. For n = 1 the statement is tautological. Assume
n > 1. If jk = n then the result is immediate by the inductive assumption. Assume jk < n.
Let w′ = si1 . . . sin−1 and Γ
′ be the group defined similarly to Γ by the elements σ ≤ w′. Then Γ is
generated by Γ′ and αin , hence by sin(Γ
′) and αin . Since by the inductive assumption Γ
′ is generated
by the elements (sin−1 . . . sim+1)(αim) such that m ≤ n− 1 and m /∈ {j1, . . . , jk}, we get the result.
(ii) The proof is again by induction on n. For n = 1 the statement is trivial. So assume n > 1. We
may assume that the word sij1 . . . sijk is reduced. Indeed, if it is not, then a reduced expression for σ
can be obtained by dropping some letters in the word sij1 . . . sijk , see Lemma 21(c) in Appendix
to [31]. By the description of Γ given in (i) this can only increase the group Γ. Consider two cases.
Assume k ≥ 1 and j1 = 1. Put σ
′ = sij2 . . . sijk and w
′ = si2 . . . sin . By the inductive assumption
there exists a path σ′
γ′1−→ . . .
γ′
n−k
−−−→ w′ such that Γ coincides with the group generated by γ′1, . . . , γ
′
n−k.
By Lemma 4.3 we can then find a path σ
γ1
−→ . . .
γn−k
−−−→ w such that the group generated by
γ1, . . . , γn−k coincides with the group generated by γ
′
1, . . . , γ
′
n−k.
Assume now that either k = 0 or j1 > 1. Let v = si2 . . . sin . Then by (i) and the inductive
assumption there exists a path σ
γ1
−→ . . .
γn−k−1
−−−−−→ v such that Γ coincides with the group generated
by γ1, . . . , γn−k−1 and v
−1(αi1). Therefore we can take γn−k = v
−1(αi1), so that we get a path
σ
γ1
−→ . . .
γn−k−1
−−−−−→ v
γn−k
−−−→ w.
(iii) By [3, Proposition 2.8(c)], given a path σ
γ1
−→ . . .
γn−k
−−−→ w there exist uniquely defined
numbers p1, . . . , pn−k such that σγ1 . . . γn−k−l is obtained from si1 . . . sin by dropping the letters
sip1 , . . . , sipl . Let {j1 < · · · < jk} be the complement of {p1, . . . , pn−k} in {1, . . . , n}. It remains
to show that the group Γ is generated by γ1, . . . , γn−k. Once again the proof is by induction on n.
Put p = p1. Consider the element w
′ = σγ1 . . . γn−k−1 = si1 . . . sˆip . . . sin . Let Γ
′ be the group
defined similarly to Γ by the elements σ ≤ w′. By the inductive assumption it is generated by
γ1, . . . , γn−k−1. We also have γn−k = (sin . . . sip+1)(αip). By part (i) the group Γ
′ is generated
by the elements (sin . . . sim+1)(αim) such that m ∈ {p2, . . . , pn−k} and m > p and the elements
(sin . . . sˆip . . . sim+1)(αim) such that m ∈ {p2, . . . , pn−k} and m < p. Since γn−k = (sin . . . sip+1)(αip),
for m < p we have
sin . . . sˆip . . . sim+1 = sγn−ksin . . . sim+1 .
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Therefore the group generated by γn−k and Γ
′ coincides with the group generated by the elements
(sin . . . sim+1)(αim) such that m ∈ {p, p2, . . . , pn−k}, which is exactly the group Γ. 
The previous lemma shows that the collection Xσ,w of groups generated by γ1, . . . , γn−k, where
n = ℓ(w) and k = ℓ(σ), for all possible paths σ
γ1
−→ . . .
γn−k
−−−→ w, can be described as follows.
Fix a reduced decomposition w = si1 . . . sin . For every sequence 1 ≤ j1 < · · · < jk ≤ n such
that σ = sj1 . . . sjk consider the group generated by the elements (sin . . . sim+1)(αim) such that
m /∈ {j1, . . . , jk}. Then Xσ,w consists of such groups for all possible j1, . . . , jk.
In the particular case σ = e this implies that Xe,w consists of just one group, and for any reduced
decomposition w = si1 . . . sin this group is generated by the elements (sin . . . sim+1)(αim), 1 ≤ m ≤ n
(or equivalently, by the elements αi1 , . . . , αin). That the latter group is independent of the reduced
decomposition is well-known. In fact, the set of elements (sin . . . sim+1)(αim), 1 ≤ m ≤ n, is exactly
∆+ ∩ w
−1∆−, see e.g. Corollary 2 to Proposition VI.6.17 in [5]. Therefore the set Te,w is the group
consisting of the elements exp(ihβ) with β ∈ spanR(∆+ ∩ w
−1∆−). It would be interesting to have
a geometric description of Xσ,w and Tσ,w for all σ ≤ w.
The following lemma improves the main part of the proof of Theorem 3.1.
Lemma 4.5. Let t ∈ T and let w = si1 . . . sin ∈W
S be written in the reduced form used to define πw.
Assume a ∈ C(Gq/K
S,L
q ) is such that πσ,τ (a) = 0 for all σ ∈W
S such that σ < w and all τ ∈ tTσ,w.
Then
πw,t(a) ∈ C0(Dqi1 )⊗ · · · ⊗ C0(Dqin ).
Proof. As in the proof of Theorem 3.1 it suffices to check that for any z ∈ T and 1 ≤ m ≤ n,
applying χz to the mth factor of πw,t(a) ∈ C(D¯qi1 )⊗ · · · ⊗ C(D¯qin ) we get zero. Assume z = e
−2πic
and put u = exp(2πicHim). Then exactly as in the proof of Theorem 3.1 we have to check that
a ∈ ker(πsi1 ⊗ · · · ⊗ πsim−1 ⊗ πsim+1 ⊗ · · · ⊗ πsin ⊗ πtu′),
where u′ = (sin . . . sim+1)(u). For this, by Lemmas 4.2 and 4.4, it suffices to check that πσ,τ (a) = 0
for every σ = sij1 . . . sijk such that m /∈ {j1, . . . , jk} and all τ ∈ tTσ,w. If σ ∈ W
S, this is true by
assumption. Otherwise write σ = σ′σ′′ with σ′ ∈ W S and σ′′ ∈ WS. Then we may assume that
πσ = πσ′ ⊗ πσ′′ and then by (2.3) we have πσ,τ (a) = πσ′,τ (a) ⊗ 1
⊗ℓ(σ′′). Since σ′ ≤ σ < w, we have
Tσ,w ⊂ Tσ′,w, and hence πσ′,τ (a) = 0 by assumption. Therefore we still get πσ,τ (a) = 0. 
Proof of Theorem 4.1. The main part of the argument works for all q ∈ (0, 1]. Namely, we will
show that the kernel of πσ,t contains the intersection of the kernels of the representations πw,τ
of C(Gq/K
S,L
q ), τ ∈ Ω, if and only if σ ≤ w and t ∈ Ω¯Tσ,wTL.
Assume σ  w and t ∈ T . For q = 1 it is known that the set ∪v≤wΣvT is closed in G, see again
[31, Theorem 23] or [3, Theorem 2.11], hence ∪WS∋v≤wπ(ΣvT ) is closed in G/K
S,L and does not
intersect π(Σσt). For q < 1, using Proposition 3.3 and Lemma 2.3, for any λ ∈ P++(S
c) we get
πσ,t((C
λ
σλ,λ)
∗Cλσλ,λ) 6= 0 and πw,τ ((C
λ
σλ,λ)
∗Cλσλ,λ) = 0 for all τ ∈ T .
Assume σ ≤ w. Let w = si1 . . . sin be the reduced expression used to define πw. For every
τ ∈ Tσ,w, by Lemma 4.4 we can find j1 < · · · < jk such that σ = sij1 . . . sijk is reduced and τ has the
form exp(ihβ) with β lying in the real span of the elements (sin . . . sim+1)(αim), m /∈ {j1, . . . , jk}.
Using Lemma 3.4 we conclude that by applying the characters χzm to the mth factor of πw,τ ′ for
appropriate numbers zim ∈ T we can factor πσ,ττ ′ through πw,τ ′ for any τ
′ ∈ T . In other words, if
t ∈ ΩTσ,wTL then the kernel of πσ,t contains the kernel of πw,τ for some τ ∈ Ω. In particular, the
intersection of the kernels of πw,τ , τ ∈ Ω, is contained in the kernel of πσ,t for any t ∈ ΩTσ,wTL.
Since clearly the map T ∋ t 7→ πσ,t(a) is continuous for every a ∈ C(Gq/K
S,L
q ), the same is true for
t ∈ Ω¯Tσ,wTL.
Finally, assume that σ ≤ w, but t /∈ Ω¯Tσ,wTL. Let m = ℓ(σ) and n = ℓ(w). By Theorem 3.1 we
can find am ∈ Jm−1 such that πσ,t(am) 6= 0, πσ,τ (am) = 0 for all τ ∈ Ω¯Tσ,wTL, and πσ′,τ (am) = 0
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for all τ ∈ T and σ′ ∈ W S such that σ′ 6= σ, ℓ(σ′) = m. If n = m this already shows that the
intersection of the kernels of πw,τ , τ ∈ Ω, is not contained in the kernel of πσ,t. So assume n > m. We
will construct by induction elements ak ∈ C(Gq/K
S,L
q ), m+ 1 ≤ k ≤ n, such that ak − ak−1 ∈ Jk−1
for m + 1 ≤ k ≤ n, and πv,τ (ak) = 0 for m ≤ k ≤ n for any v ∈ W
S such that v ≤ w, ℓ(v) ≤ k,
and any τ ∈ Ω¯Tv,wTL. Note that am satisfies the last requirement for k = m, since am ∈ Jm−1 and
hence πv,τ (am) = 0 if ℓ(v) ≤ m− 1 for any τ ∈ T .
Assume ak is constructed. Let v ∈W
S , v ≤ w, ℓ(v) = k+1. By construction we have πσ′,τ (ak) = 0
for any σ′ ∈ W S such that σ′ < v and any τ ∈ Ω¯Tσ′,wTL. Since Tσ′,vTv,w ⊂ Tσ′,w by (4.1), by
Lemma 4.2 it follows that
πv,τ (ak) ∈ C0(Dqi1(v))⊗ · · · ⊗ C0(Dqik+1(v))
for any τ ∈ Ω¯Tv,wTL, where v = si1(v) . . . sik+1(v) is the reduced decomposition used to define πv. By
Theorem 3.1 we can find b ∈ Jk such that πv,τ (ak) = πv,τ (b) for all v ∈ W
S , v ≤ w, ℓ(v) = k + 1,
and all τ ∈ Ω¯Tv,wTL. We then take ak+1 = ak − b.
By construction we have πw,τ (an) = 0 for all τ ∈ Ω¯TL. As an − am ∈ Jm, we also have πσ,t(an) =
πσ,t(am) 6= 0.
This finishes the proof of (ii). For q = 1 what we have proved means that a leaf π(Σσt) is contained
in the closure of the union of the leaves π(Σwτ), τ ∈ Ω, if and only if σ ≤ w and t ∈ Ω¯Tσ,wTL. To
establish (i) it remains to note that since the symplectic leaves are orbits of the right dressing action,
the closure of the union of the leaves π(Σwτ), τ ∈ Ω, consists of entire leaves, so if a leaf π(Σσt) is
not contained in this closure, it does not intersect it. 
5. Strict deformation quantization
In this section we will consider the family of C∗-algebras C(Gq/K
S,L
q ). To distinguish elements of
different algebras we will use upper and lower indices q. Indices corresponding to q = 1 will often
be omitted.
In [23] we showed that the family (C(Gq))q has a canonical structure of a continuous field of
C∗-algebras. It is defined as follows. For every q ∈ (0, 1] choose a ∗-isomorphism ϕq : U(Gq) →
U(G) extending the canonical identifications of the centers. In other words, for every λ ∈ P+
choose a ∗-isomorphism ϕqλ : B(V
q
λ )→ B(Vλ). Then upon identifying U(Gq) with
∏
λ∈P+
B(V qλ ) the
isomorphism ϕq is given by (ϕqλ)λ. The family of isomorphisms {ϕ
q}q is called continuous if the maps
q 7→ ϕq(Xq) ∈ U(G) = C[G]∗ are σ(U(G),C[G])-continuous for Xq = Eqi , F
q
i , hi; in other words, for
every λ ∈ P+ and ξ ∈ Vλ, the maps q 7→ ϕ
q(Xq)ξ ∈ Vλ are continuous. By [23, Lemma 1.1] there
always exists a continuous family of ∗-isomorphisms such that ϕ1 = ι. Fix such a family and consider
the dual maps ϕˆq : C[G]→ C[Gq]. They are coalgebra isomorphisms. Then by [23, Proposition 1.2]
the family (C(Gq))q has a unique structure of a continuous field of C
∗-algebras such that for every
a ∈ C[G] the section q 7→ ϕˆq(a) ∈ C(Gq) is continuous, and this structure does not depend on the
choice of a continuous family of isomorphisms. The proof is based on two results, which we will now
recall as they both play an important role in what follows.
The first one, exploited in one way or another in all cases where a continuous field has been
constructed [2], [4], [18], [26], is that in view of the classification of irreducible representations the
key step is to prove continuity for quantum disks. We include a sketch of a by now standard proof
for the reader’s convenience.
Lemma 5.1. The family of C∗-algebras C(D¯q), q ∈ [0, 1], has a unique structure of a continuous
field of C∗-algebras such that q 7→ Zq is a continuous section. The continuous field (C(D¯q))q∈[0,1) is
isomorphic to the constant field with fiber T .
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Proof. Consider the universal unital C∗-algebra A generated by two elements Z and Q such that
1− Z∗Z = Q2(1− ZZ∗), QZ = ZQ, ‖Z‖ ≤ 1, 0 ≤ Q ≤ 1.
For q ∈ [0, 1] let Iq ⊂ A be the ideal generated by Q − q1. Put Aq = A/Iq and denote by πq the
quotient map A → Aq. Since Q is in the center of A, the function q 7→ ‖πq(a)‖ is automatically
upper semicontinuous for every a ∈ A. It is also clear that Aq ∼= C(D¯q). Therefore to prove the
lemma we just have to check that the functions q 7→ ‖πq(a)‖ are lower semicontinuous. For this
define states ψq on Aq as follows. The state ψ1 on A1 ∼= C(D¯) is given by the normalized Lebesgue
measure on the unit disk. For q < 1 the state ψq on Aq ∼= T is defined by
ψq(a) = (1− q
2)
∞∑
n=0
q2n(aen, en) for a ∈ T .
It is not difficult to check that the family (ψq)q is continuous in the sense that the map q 7→
ψq(πq(a)) is continuous for every a ∈ A. Since the states are faithful, the corresponding GNS-
representations πψq are faithful as well, which implies that the functions q 7→ ‖πq(a)‖ = ‖πψq (πq(a))‖
are lower semicontinuous.
The last statement in the formulation is immediate from the explicit isomorphism C(D¯q) ∼= T . 
The second result is that under the homomorphism C(Gq) → C(SUqdα (2)) corresponding to
the simple root α the image of ϕˆq(a) is a polynomial in the standard generators of C[SUqdα (2)]
with coefficients that are continuous in q. This is a consequence of the following lemma, which we
formulate in a more general setting needed later. The group K˜S is simply connected, semisimple
(if nontrivial) and compact, and its set of dominant integral weights can be identified with P+(S).
So for the same reasons as for G we have a continuous family of ∗-isomorphisms U(K˜Sq ) → U(K˜
S)
extending the identification of the centers of these algebras with the algebra of functions on P+(S).
Slightly more generally, as TL = TP (Sc) × (P (S) + L)
⊥, from Proposition 1.1(ii) we get KS,L =
K˜S × (P (S) + L)⊥, and therefore the irreducible representations of KS,L are classified by P+(S)×
P/(P (S)+L) = P+(S)×P (S
c)/L. It follows then that the irreducible corepresentations of C(KS,Lq )
are classified by a subset of P+(S)× P (S
c)/L, and the compact quantum group KS,Lq is a quotient
of K˜Sq × (P (S) + L)
⊥. Therefore there exist injective ∗-homomorphisms ψq : U(KS,Lq ) → U(KS,L)
extending the embeddings of the equivalence classes of irreducible corepresentations of C(KS,Lq ) into
P+(S) × P (S
c)/L. Then we say that a family {ψq}q of such homomorphisms is continuous if the
maps q 7→ ϕq(Xq) ∈ U(KS,L) are σ(U(KS,L),C[KS,L])-continuous for Xq = Eqi , F
q
i with αi ∈ S, for
Xq = hβ with β ∈ L
⊥, and for Xq = t ∈ TL.
Lemma 5.2. We have KS,Lq = K˜Sq × (P (S) + L)
⊥ for all q ∈ (0, 1), hence there exists a con-
tinuous family {ψq : U(KS,Lq ) → U(KS,L)}q∈(0,1] of ∗-isomorphisms with ψ
1 = ι. For any such a
family {ψq}q, there exists a continuous family {ϕ
q : U(Gq) → U(G)}q∈(0,1] of ∗-isomorphisms with
ϕ1 = ι and such that ϕq = ψq on U(KS,Lq ).
This is established in the course of the proof of [23, Proposition 1.2] in the particular case when
KS,L = SU(2)α is the subgroup corresponding to a simple root α, so S = {α} and L = P (S
c). The
general case is proved in the same way.
Proposition 5.3. The family of C∗-algebras (C(Gq/K
S,L
q ))q∈(0,1] is a continuous subfield of the
continuous field (C(Gq))q∈(0,1].
Proof. We have to check that the family (C(Gq/K
S,L
q ))q∈(0,1] has enough continuous sections. It
suffices to show that for every q0 ∈ (0, 1] and a ∈ C[Gq0/K
S,L
q0 ] there exists a continuous sec-
tion q 7→ a(q) of the field (C(Gq))q∈(0,1] such that a(q) ∈ C(Gq/K
S,L
q ) for all q and a(q0) = a.
Let {ϕq : U(Gq) → U(G)}q∈(0,1] be a continuous family of ∗-isomorphisms with ϕ
1 = ι such that
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ϕq(U(KS,Lq )) = U(KS,L). Then, since C[Gq/K
S,L
q ] consists of the elements b ∈ C[Gq] such that
(ω ⊗ ι)∆q(b) = εˆq(ω)b for all ω ∈ U(K
S,L
q ), ϕˆq is a coalgebra isomorphism and εˆq = εˆϕ
q, we have
ϕˆq(C[G/KS,L]) = C[Gq/K
S,L
q ]. Since the section q 7→ ϕˆq(b) is continuous for any b ∈ C[G/KS,L] by
definition of the continuous field structure on (C(Gq))q∈(0,1], we get the result. 
For 0 < a < b ≤ 1 denote by Γ((C(Gq/K
S,L
q ))q∈[a,b]) the C
∗-algebra of continuous sections of the
field (C(Gq/K
S,L
q ))q∈[a,b]. Let {ϕ
q : U(Gq)→ U(G)}q∈(0,1] be a continuous family of ∗-isomorphisms.
Denote by Γalg((C[Gq])q∈[a,b]) the space of sections of the form q 7→
∑n
i=1 fi(q)ϕˆ
q(ai), where n ∈ N,
ai ∈ C[G] and fi ∈ C[a, b]. By [23, Remark 1.3] the space Γalg((C[Gq])q∈[a,b]) does not depend on
the choice of ϕq and forms a dense ∗-subalgebra of Γ((C(Gq))q∈[a,b]). Put
Γalg((C[Gq/K
S,L
q ])q∈[a,b]) = Γ((C(Gq/K
S,L
q ))q∈[a,b]) ∩ Γalg((C[Gq])q∈[a,b]).
Then Γalg((C[Gq/K
S,L
q ])q∈[a,b]) is a dense involutive C[a, b]-subalgebra of Γ((C(Gq/K
S,L
q ))q∈[a,b]).
Recall that C[G/KS,L] is a Poisson algebra with Poisson bracket defined by (1.1).
Theorem 5.4. Assume ε ∈ (0, 1). Then for any a, b ∈ Γalg((C[Gq/K
S,L
q ])q∈[ε,1]) we have
lim
h↓0
[a(e−h), b(e−h)]
ih
= {a(1), b(1)}.
Here by the limit we mean that for some (equivalently, for any) c ∈ Γ((C(Gq/K
S,L
q ))q∈[ε,1]) such
that {a(1), b(1)} = c(1) we have
lim
h↓0
‖[a(e−h), b(e−h)]/ih − c(e−h)‖ = 0.
Another way of formulating this theorem is to say that the section c defined by c(1) = {a(1), b(1)}
and c(e−h) = [a(e−h), b(e−h)]/ih for h > 0, is continuous.
Proof of Theorem 5.4. We may assume that KS,L is trivial. Let {ϕq : U(Gq) → U(G)}q∈(0,1] be a
continuous family of ∗-isomorphisms with ϕ1 = ι. By definition of Γalg((C[Gq])q∈[ε,1]) and by linearity
we may assume that a(q) = ϕˆq(a′) and b(q) = ϕˆq(b′) for some a′, b′ ∈ C[G]. Let w0 = si1 . . . sin be
the longest element in the Weyl group written in reduced form. Consider the homomorphism
Θq : C(Gq)→ C(SUqdi1 (2)) ⊗ · · · ⊗ C(SUqdin (2)), Θ
q(x) = (σqi1 ⊗ · · · ⊗ σ
q
in
)∆(n−1)q (x),
where σqi : C(Gq) → C(SUqi(2)) is the ∗-homomorphism which is dual to the embedding Uqisl2 →֒
Uqg corresponding to the simple root αi. Since ϕˆ
q are coalgebra maps, we then have
Θq([a(q), b(q)]) = Θq([ϕˆq(a′), ϕˆq(b′)])
=
n−1∑
k=0
σqi1(ϕˆ
q(b′(0))ϕˆ
q(a′(0)))⊗ · · · ⊗ σ
q
ik+1
([ϕˆq(a′(k)), ϕˆ
q(b′(k))])⊗ · · · ⊗ σ
q
in
(ϕˆq(a′(n−1))ϕˆ
q(b′(n−1))),
where we use Sweedler’s sumless notation for the coproduct ∆ on C[G]. Since ∆(n−1) : C[G] →
C[G]⊗n is a Poisson map with respect to the product Poisson structure on C[G]⊗n, we also have
Θqϕˆq({a′, b′}) =
n−1∑
k=0
σqi1ϕˆ
q(a′(0)b
′
(0))⊗ · · · ⊗ σ
q
ik+1
ϕˆq({a′(k), b
′
(k)})⊗ · · · ⊗ σ
q
in
ϕˆq(a′(n−1)b
′
(n−1)).
By the classification of the irreducible representations of C(Gq) we know that the homomorphism Θ
q
is an isometry. We thus see that it suffices to show that for any a, b, c ∈ Γalg((C[Gq])q∈[ε,1]) with
{a(1), b(1)} = c(1) and any 1 ≤ j ≤ r we have
lim
h↓0
∥∥∥σe−hj
(
[a(e−h), b(e−h)]/ih − c(e−h)
)∥∥∥ = 0.
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Since the family of homomorphisms (σqj )q maps Γalg((C[Gq])q∈[ε,1]) into Γalg((C[SUqdj (2)])q∈[ε,1]) (see
the proof of [23, Proposition 1.2]), and σ1j : C[G]→ C[SU(2)] is a homomorphism of Poisson algebras,
when SU(2) is given the Poisson structure defined by the classical r-matrix idj(F ⊗E −E ⊗F ), to
prove the theorem it is therefore enough to consider G = SU(2) with the standard normalization of
the invariant form on sl2(C) and the classical r-matrix i(F ⊗ E − E ⊗ F ).
The space Γalg((C[SUq(2)])q∈[ε,1]) is generated as an involutive C[ε, 1]-algebra by the sections
q 7→ αq and q 7→ γq (see again the proof of [23, Proposition 1.2]). It follows that it suffices to
consider the following four pairs of (a(q), b(q)): (αq, α
∗
q), (αq, γq), (αq, γ
∗
q ) and (γq, γ
∗
q ). By (1.1) the
Poisson bracket of a′, b′ ∈ C[G] is given by
{a′, b′} = (a′(1) ⊗ b
′
(1))(r)a
′
(0)b
′
(0) − (a
′
(0) ⊗ b
′
(0))(r)a
′
(1)b
′
(1),
from which we compute
{α1, α
∗
1} = −2iγ1γ
∗
1 , {α1, γ1} = iα1γ1, {α1, γ
∗
1} = iα1γ
∗
1 , {γ1, γ
∗
1} = 0.
By the relations in C[SUq(2)] this gives the result: for instance,
[αe−h , α
∗
e−h
]
ih
=
1− e−2h
ih
γ∗e−hγe−h → −2iγ
∗
1γ1 as h→ 0.

Recall [25], [16] that a strict quantization of a commutative Poisson ∗-algebra A is a continuous
field (Ah)h∈[0,δ] of C
∗-algebras together with a linear map Q = (Qh)h : A → Γ((Ah)h∈[0,δ]) such
that A is a dense ∗-subalgebra of A0, Q0 = ι, Qh(A) is a dense subspace of Ah for every h, and
lim
h↓0
‖[Qh(a),Qh(b)]/ih−Qh({a, b})‖ = 0 for all a, b ∈ A.
The pair ((Ah)h, (Qh)h) is called a strict deformation quantization of A if in addition every map Qh
is injective and its image is a ∗-subalgebra of Ah.
The structure which emerges from Theorem 5.4 is only slightly different: we have a continuous
field (Ah)h∈[0,δ] of C
∗-algebras and a dense involutive C[0, δ]-subalgebra Q of Γ((Ah)h∈[0,δ]) such
that A is a dense ∗-subalgebra of A0, the image of Q in A0 coincides with A and
lim
h↓0
[a(h), b(h)]
ih
= {a(0), b(0)} for all a, b ∈ Q.
The advantage of this formulation is that in our examples this structure is completely canonical. If
one however insists on the standard formulation of deformation quantization, the required maps Qh
are in abundance, but it is impossible to make a canonical choice.
Corollary 5.5. Let {ϕq : U(Gq) → U(G)}q∈(0,1] be a continuous family of ∗-isomorphisms with
ϕ1 = ι such that ϕq(U(KS,Lq )) = U(KS,L). Then the pair ((Ah)h∈[0,δ], (Qh)h∈[0,δ]), where Ah =
C(Ge−h/K
S,L
e−h
) and Qh is the restriction of ϕˆ
e−h to C[G/KS,L], defines a strict deformation quanti-
zation of the Poisson algebra C[G/KS,L] for any δ > 0.
Remark 5.6. Sometimes one also requires the maps Qh to be ∗-preserving. The maps in the above
corollary do not satisfy this property, but it is easy to modify them to get maps that are ∗-preserving.
To do this, for every λ ∈ P+ and h ≥ 0 consider the subspace A˜
λ
h ⊂ C[Ge−h ] spanned by the
matrix coefficients of the irreducible representations with highest weights λ and −w0λ. Put A
λ
h =
A˜λh ∩ C[Ge−h/K
S,L
e−h
]. Then Aλh is a finite dimensional selfadjoint subspace of Ah and Qh maps A
λ
0
onto Aλh. Then R
λ
h = Q
−1
h ((A
λ
h)sa) ⊂ A
λ
0 is a continuous family of real forms of the space A
λ
0 . Hence
there exists a continuous family of linear isomorphisms T λh : A
λ
0 → A
λ
0 such that T
λ
h (R
λ
0 ) = R
λ
h and
T λ0 = ι. The space C[G/K
S,L] is the direct sum of the spaces Aλ0 over a set of representatives λ of the
quotient space of P+ by the action of the involution −w0. Fixing such a direct sum decomposition
define Th : C[G/KS,L] → C[G/KS,L] using the operators T λh . Then the maps QhTh : C[G/K
S,L] →
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C[Ge−h/K
S,L
e−h
] are ∗-preserving linear isomorphisms defining a strict deformation quantization of
C[G/KS,L].
6. K-theory
In this section we will show that the C∗-algebras C(Gq/K
S,L
q ) are KK-equivalent to C(G/KS,L).
In fact we will prove the following more precise and stronger result, which is important for applica-
tions [23].
Theorem 6.1. For any 0 < a < b ≤ 1 and q0 ∈ [a, b] the evaluation map
Γ((C(Gq/K
S,L
q ))q∈[a,b])→ C(Gq0/K
S,L
q0 )
is a KK-equivalence.
That C(SUq(N)) is KK-equivalent to C(SU(N)), was proved by Nagy [18] using the composition
series obtained by Sheu [27]. In view of Theorem 3.1 the general case of C(Gq/K
S,L
q ) is virtually the
same, but since it might seem that the proof of Nagy depends in an essential way on the extension of
E-theory developed in [19], we will give a complete argument within just the standard KK-theoretic
framework.
We will repeatedly use the following basic properties of KK-equivalence.
Lemma 6.2. Let 0 → J → A
π
−→ A/J → 0 be a semisplit short exact sequence of separable C∗-
algebras. Then the following conditions are equivalent:
(i) the homomorphism π : A→ A/J is a KK-equivalence;
(ii) the map π∗ : KK(D,A)→ KK(D,A/J) is an isomorphism for every separable C
∗-algebra D;
(iii)the map π∗ : KK(A/J,D)→ KK(A,D) is an isomorphism for every separable C∗-algebra D;
(iv)the C∗-algebra J is KK-contractible, that is, KK(J, J) = 0.
Proof. Equivalence of (ii), (iii) and (iv) follows from the two 6-term exact sequences in KK-theory
associated with 0 → J → A
π
−→ A/J → 0. That (i) implies (ii) is immediate. Finally, that (ii)
implies (i) follows from the general observation that if f : X → Y is a morphism in some category C
such that for every object Z the map Mor(Z,X) → Mor(Z, Y ), g 7→ f ◦ g, is a bijection, then f is
an isomorphism. 
Note that all the algebras appearing in this section will be of type I, hence nuclear, so all the
short exact sequences will automatically be semisplit.
To prove the theorem we will first establish the analogous result for quantum disks.
Lemma 6.3. For any 0 ≤ a < b ≤ 1 and q0 ∈ [a, b] the evaluation maps Γ((C0(Dq))q∈[a,b])→ C0(Dq0)
and Γ((C(D¯q))q∈[a,b])→ C(D¯q0) are KK-equivalences.
Proof. Any of the two 6-term exact sequences in KK-theory applied to the exact rows of the com-
mutative diagram
0 // Γ((C0(Dq))q∈[a,b])

// Γ((C(D¯q))q∈[a,b]) //

C[a, b]⊗ C(T) //

0
0 // C0(Dq0) // C(D¯q0) // C(T) // 0
implies that it suffices to show that Γ((C(D¯q))q∈[a,b]) → C(D¯q0) is a KK-equivalence. Observe also
that for q0 ∈ (a, b) the kernel of Γ((C(D¯q))q∈[a,b]) → C(D¯q0) is the direct sum of the kernels of
Γ((C(D¯q))q∈[a,q0]) → C(D¯q0) and Γ((C(D¯q))q∈[q0,b]) → C(D¯q0). So to prove that the kernels of the
evaluation maps are KK-contractible it suffices to consider the evaluations at the end points.
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Since the field (C(D¯q))q∈[0,1) is constant with fiber T , the kernel of Γ((C(D¯q))q∈[a,b]) → C(D¯b)
is isomorphic to C0[a, b) ⊗ T , hence it is contractible. Similarly, if b < 1 then the kernel of
Γ((C(D¯q))q∈[a,b])→ C(D¯a) is contractible.
It remains to prove that eva : Γ((C(D¯q))q∈[a,1]) → C(D¯a) is a KK-equivalence. Since we already
know that Γ((C(D¯q))q∈[a,1])→ C(D¯1) = C(D¯) is a KK-equivalence, the C
∗-algebra Γ((C(D¯q))q∈[a,1])
is KK-equivalent to C and the group K0(Γ((C(D¯q))q∈[a,1])) is generated by [1]. But it is also well-
known that the C∗-algebra C(D¯a) ∼= T is KK-equivalent to C and its K0-group is generated by [1].
Therefore we just have to check that the KK-class of eva is a generator of
KK(Γ((C(D¯q))q∈[a,1]), C(D¯a)) ∼= KK(C,C) ∼= Z.
Since eva∗ : K0(Γ((C(D¯q))q∈[a,1]))→ K0(C(D¯a)) is an isomorphism, this is clearly the case. 
We remark that the last part of the above proof can be slightly shortened by using the Universal
Coefficient Theorem. Similarly the next lemma can be quickly deduced from Lemma 6.3 using
Kasparov’s RKK-groups. Since both proofs are quite short anyway, we prefer to keep things as
elementary as possible.
Lemma 6.4. Assume p1, . . . , pn > 0 and 0 ≤ a < b ≤ 1. Then for any q0 ∈ [a, b] the evaluation
map
Γ((C0(Dqp1 )⊗ · · · ⊗ C0(Dqpn ))q∈[a,b])→ C0(Dqp10 )⊗ · · · ⊗ C0(Dq
pn
0
)
is a KK-equivalence.
Here the family (C0(Dqp1 ) ⊗ · · · ⊗ C0(Dqpn ))q∈[a,b] is of course given the unique continuous field
structure such that the tensor product of continuous sections is a continuous section. That such a
structure exists, can be checked by the same argument as in the proof of Lemma 5.1, but this is
also a consequence of a general result of Kirchberg and Wassermann [12, Theorem 4.6] saying that
if (Aq)q and (Bq)q are continuous fields of C
∗-algebras and Γ((Aq)q) is exact then (Aq ⊗ Bq)q is a
continuous field.
Proof of Lemma 6.4. To simplify the notation assume p1 = · · · = pn = 1. The proof of the lemma
is by induction on n. Furthermore, it is convenient to simultaneously prove the same result for the
continuous fields of the C∗-algebras
Aqm,n = C0(Dq)⊗ · · · ⊗ C0(Dq)︸ ︷︷ ︸
m
⊗C(D¯q)⊗ · · · ⊗ C(D¯q)︸ ︷︷ ︸
n−m
for m = 0, . . . , n. For n = 1 the result is proved in Lemma 6.3. Assume n > 1. We will prove that
the evaluation map Γ((Aqm,n)q∈[a,b]) → A
q0
m,n is a KK-equivalence by induction on m. For m = 0
the proof is literally the same as that of Lemma 6.3, with T replaced by T ⊗n. For m ≥ 1 applying
⊗Aqm−1,n−1 to the exact sequence 0→ C0(Dq)→ C(D¯q)→ C(T)→ 0 we get an exact sequence
0→ Aqm,n → A
q
m−1,n → A
q
m−1,n−1 ⊗C(T)→ 0. (6.1)
Since the evaluation map Γ((Aqm−1,n−1)q∈[a,b]) → A
q0
m−1,n−1 is a KK-equivalence by the inductive
assumption on n, the map
Γ((Aqm−1,n−1 ⊗C(T))q∈[a,b]) = Γ((A
q
m−1,n−1)q∈[a,b])⊗ C(T)→ A
q0
m−1,n−1 ⊗ C(T)
is a KK-equivalence as well. Since Γ((Aqm−1,n)q∈[a,b])→ A
q0
m−1,n is a KK-equivalence by the inductive
assumption on m, applying one of the 6-term exact sequences in KK-theory to (6.1) we conclude
that Γ((Aqm,n)q∈[a,b])→ A
q0
m,n is also a KK-equivalence. 
Proof of Theorem 6.1. Consider the ideals Jqm ⊂ C(Gq/K
S,L
q ) defined in Theorem 3.1. Since they
are the fiber-wise kernels of morphisms of continuous fields of C∗-algebras, they form continuous
subfields of C∗-algebras of (C(Gq/K
S,L
q ))q, see e.g. [18, Proposition 2.6(ii)]. Furthermore, we have
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short exact sequences 0 → Jqm → J
q
m−1 → A
q
m → 0 and corresponding short exact sequences of the
C∗-algebras of continuous sections, where
Aqm =
⊕
w∈WS:ℓ(w)=m
C(T/TL)⊗ C0(Dqdi1(w)
)⊗ · · · ⊗ C0(Dqdim(w) ).
By Lemma 6.4 the evaluation maps Γ((Aqm)q) → A
m
q0 are KK-equivalences. As J
q
m0 = 0, using the
6-term exact sequences in KK-theory we prove that Γ((Jqm)q) → J
q0
m are KK-equivalences for all m
by downward induction from m = m0 to m = −1. The case m = −1 is the statement of the
theorem. 
Since the continuous field structure on (C(Gq/K
S,L
q ))q does not depend on any choices, we there-
fore know that the K-groups of C(Gq/K
S,L
q ) are canonically isomorphic to those of C(G/KS,L), but
this gives no information about explicit generators of these groups. Some information can however
be extracted. Let e be a projection in a matrix algebra over C(G/KS,L). Assume we can find a
continuous field of projections e(q) in matrix algebras over C(Gq/K
S,L
q ) such that e(1) = e. Then the
class of e(q) in K0(C(Gq/K
S,L
q )) is exactly the class corresponding to [e] under the KK-equivalence
between C(Gq/K
S,L
q ) and C(G/KS,L).
As a simple example consider the Podles´ sphere S2q = SUq(2)/T. It is well-known, and follows
immediately from Theorem 3.1, that the homomorphism ρq defines an isomorphism of C(S
2
q ) onto
the unitization C0(Dq)∼ ⊂ C(D¯q) of C0(Dq). So for q ∈ (0, 1) the C∗-algebra C(S2q ) is isomorphic to
the algebra of compact operators on ℓ2(Z+) with unit adjoined. From this point of view the most
natural generators of K0(C(S
2
q ))
∼= Z2 are [1] and the class of the rank-one projection onto Ce0. The
latter projection has no meaning for q = 1. On the other hand, K0(S
2) is generated by [1] and the
class of the Bott element. Under the identification S2 = SU(2)/T this class can be represented by
the projection
(
γ∗1γ1 −α1γ
∗
1
−γ1α
∗
1 α
∗
1α1
)
. This projection belongs to the continuous family of projections
e(q) =
(
q2γ∗qγq −αqγ
∗
q
−γqα
∗
q α
∗
qαq
)
, see [9]. Therefore K0(C(S
2
q )) is generated by [1] and [e(q)].
As another example, from the classical result of Hodgkin [10] we conclude that the fundamental
corepresentations of C(Gq) define independent generators of K1(C(Gq)) (but not all of them if the
rank of G is at least 3).
It would be interesting to develop a general technique for how to lift K-theory classes for G/KS,L
to Γ((C(Gq/K
S,L
q ))q).
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