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Introduction
Including indirect comparisons in meta-analysis can be of value when evidence from head-to-head comparisons is not or only sparsely available, to increase the precision of any metaanalysis of the direct comparisons or to formally rank the benefits of a larger set of different treatments 1, 2 . An even more imperative reason for inclusion of indirect comparisons is that valid data should not be ignored and like all other pertinent evidence should be included in the metaanalysis. As Fisher 3 said: ' All statisticians know that data are falsified if only a selected part is used'.
To compare the effects of more than two competing treatments, several methods have been proposed to pool all available evidence in one network analysis. Some methods 1, 4 cannot be applied when trials with more than two treatment arms are included. A method that solves this problem is the Mixed Treatment Comparisons based on a Bayesian model 2 . Given the likelihood function based on the data collected in the studies, this method assumes a number of prior distributions which generate the posterior distribution of the effect parameters.
We propose an approach based on an ordinary regression model in which all available information is pooled with respect to the difference in effect of two or more treatments (i.e. combining all information from direct and indirect comparisons). The outline of this paper is as follows. First, we describe the method using studies with binary outcomes and demonstrate the method with a data set of 24 studies which investigated the effect of smoking cessation interventions. We compare the results of our analysis with those of two other published approaches to network analysis (i.e. Hasselblad, and Lu and Ades (Bayesian hierarchical model)) 2, 5, 6 that had previously been applied to the same data set. In the next section we discuss the causes of heterogeneity (i.e. the difference in effect estimates between studies that cannot be explained by chance alone) 7 . This includes inconsistency of results between direct and indirect comparisons for the same treatment contrast. Next, we show how heterogeneity can be modelled and its causes investigated. In the last section we discuss some features of our approach and show how the method can be expanded to trials with interval scaled outcomes.
Methodology
The authors have referenced some of their own studies in this methodology. These referenced studies have been conducted in accordance with the Declaration of Helsinki (1964) and the protocols of these studies have been approved by the relevant ethics committees related to the institution in which they were performed. All human subjects, in these referenced studies, gave informed consent to participate in these studies. difference between treatment A and C, the difference between treatment B and C can be deduced. In a network analysis the results of these indirect comparisons as well as the results of studies comparing the outcome of treatments B and C directly are used to generate the overall result.
Description of the method
A network analysis using a regression model can be done at three outcome levels. The customary approach 8 is to calculate for each study an effect parameter and its variance describing the difference in effect between two treatments. In the second step these effect parameters are pooled, and weighted by the inverse of their variances 9 .
A less common approach is to calculate an effect parameter and its variance for each treatment arm separately and use these parameters in a regression model as described by Hasselblad 5 and Berlin et al. 10 . Both the methods are two-step approaches. First an effect parameter per study or study arm is determined and in the second step the results are pooled. The pooling leads to distinguishing within-study or study treatment arms variance from between-study or study treatment arms variance.
What we propose here is a onestep approach that uses the data at the patient level. With the reported two-by-two contingency table a data file can be constructed in which each of the contributing patients is represented by a record with one variable describing the study (S i , i = 1, 2…N), one variable describing the treatment (T k , k = 1, 2…K) and a variable describing the outcome Y (zero or one). In this way the original study population data set is reconstructed. Of course, patient-level information on covariates is not available.
In a logistic regression model using dummy variables to code for the studies and treatments, the logarithm of the odds (LnOdds) of the outcome Y for each patient can be written as:
Where α i is the LnOdds of treatment success (or failure) in study S i for the reference treatment (for example a placebo) and β k is the difference of the LnOdds between treatment T k and the reference treatment. In this model we assume that the treatment effect is constant (fixed) over the studies. In section 3, we will relax this assumption. The studyspecific intercept α i adjusts for differences in risk profiles between the study populations and other between-study differences in study design. These study-specific intercepts adjust for differences across studies. Furthermore, in this onestep analysis, no distinction is made between within-and betweenvariances of the parameter β k and both are included in the variance of β k . There is no limitation on the number of treatment arms per study. As each patient is included in the analysis only once, this method avoids the problem of using the same patients several times in more than twoarmed trials as in the approaches proposed by Lumley 4 and Bucher et al. 1 . Considerations of statistical sufficiency show that our approach is equivalent to using grouped logistic regression on the outcome counts in each treatment arm.
We applied our method to data of 24 studies on the effect of four smoking cessation treatments. These studies compared the effect of four treatments for smoking cessation: 'no contact' (n = 7231 with 605 cases), 'self-help' group (n = 1568 with 155 cases), 'individual counselling' (n = 7383 with 1209 cases) and 'group counselling' (n = 555 with 103 cases). Two studies compared three different interventions. A short description of these studies can be found in Supplementary information. These 24 studies were also used by Hasselblad 5 estimating the effect parameters for each treatment arm in a random effect model and by Lu and Ades 2 in a Bayesian network analysis 6 . The results of the different approaches, shown in Table 1 , are similar except for the results of the Bayesian model with random effects.
In our approach the effect parameters and confidence intervals of all possible contrasts can be determined by successively choosing another treatment as the reference category.
Furthermore, with this model we can calculate an effect parameter based on the results of the subset of indirect comparisons only. For example, to calculate the result of the indirect contrast, 'no contact' versus 'individual counselling' we use the same model as described in 'expression 1' but exclude all studies that investigate this specific contrast directly. Similarly, an overall coefficient based on direct contrast can be calculated by including only direct comparisons.
In the analysis of heterogeneity the result of separately pooling the indirect comparisons will be presented as the result of a virtual trial just like the results of the direct comparisons. In this way, we may explore the extent to which adding indirect comparisons influence the outcome of the analysis. Table 1 Regression coefficients (Log Odds ratios) and corresponding standard errors of four different models describing the effect of three treatments for smoking cessation as compared with 'no contact' as reference Our analysis
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Heterogeneity
The assumption that the effect of a treatment is constant or fixed in all studies is not realistic as the treatment effect (i.e. the parameter β k ) can vary from study to study. The effect of a treatment as recorded in a study may be modified by population characteristics like age, sex, stage of disease, duration and severity of complaints and characteristics of the study set-up, such as duration of follow-up, differences in the application of the intervention or the way the outcome is measured. Furthermore, variation could occur through design flaws and imperfections in the conduct of the study. Studies with severe methodological shortcomings should not be included in a meta-analysis. But, for example, the treatment groups in a trial can show some differences with respect to their prognosis and behaviour and some residual confounding may be present. Both effect modification and residual bias can be accounted for by including an interaction term.
To do so, the formula of LnOdds becomes:
Where δ i,k denotes the deviation from the overall effect of treatment β k by the interaction between treatment k with study i. The interaction term of the reference treatment and study i is included in the study-specific intercept α i . In a two-step analysis the varia tion in δ i,k describes the heterogeneity and it is assumed that δ i,k is normally distributed. The random effects approach is based on this assumption. If it is assumed that the included studies are a random sample of a population of possible studies, the random effects approach could be justified. However, the design and conduct of a study is the product of a cognitive process, and designs and ways of study conduct could be tailored in various ways. This could result in a non-normal distribution through outlying values of δ i,k or δ i,k having a bimodal or skewed distribution and this may have a substantial influence on the estimates of the coefficients and their variances. If the deviation δ i,k is small, there are no important interactions apparent, and a model of type 'expression 1' is adequate. If the values of δ i,k are substantial, model of type 'expression 2' is adequate. If, in addition, the δ i,k are normally distributed, a random effects model may be used. Then the variation in the δ i,k will be included in the variance of the estimated parameters β k . Therefore, investigating whether the normality assumption holds and which factors could modify the interaction δ i,k (effect modification or bias), should be a part of the meta-analysis. This is demonstrated in the next example using the comparison between 'no contact' and 'individual counselling'.
The distribution of the coefficients of the direct comparisons and the coefficient of the combined indirect comparisons are described with the help of a Forest plot and a histogram as shown in Figures 1 and 2 .
To investigate heterogeneity we used the classical I 2 -statistic 11 . A part of the heterogeneity could be caused by including indirect comparisons in the analysis. The Forest plot in Figure 1 and the tests for heterogeneity, with and without the indirect comparison, show that there is heterogeneity within the direct comparisons which is not increased by adding the result of the indirect comparisons. Figure 2 shows that the 15 coefficients, β k , which describe the difference in effect between 'no contact' versus 'individual counselling' appear to follow a bimodal distribution.
The implication of this is that assuming a random effect model Looking more closely at the differences between the characteristics of the 11 utmost-left and four utmostright studies could give some clue for the causes of the bimodality. Stratifying the analysis in this way resulted in two estimates of β (se) of 0.28 (0.07) and 2.25 (0.14), which are significantly different (P < 0.001). As a consequence, one might consider to report both results separately and not as a single pooled estimate.
Specific features Heterogeneity and inconsistency
In the literature, inconsistency, that is, the difference between the results of the direct and indirect comparisons, has been emphasised by many authors as a special phenomenon that could jeopardise the pooling of all the results 3, 4, 12, 13 . Furthermore, it has been argued that the results of indirect comparisons are less valid than those based on direct comparisons 14 and when comparing the results of indirect with the results of direct comparisons the latter should be the gold standard 15 . Of course, studies being part of an indirect comparison might well differ in characteristics of design or population. This could occur when the trials at issue used different inclusion criteria. Song et al. 16 describes an example in which trials of intervention A versus B were all carried out in primary care and trials of intervention A versus C in secondary care. This means that the indication for which the contrast was investigated was different between the trials and, of course, studies included in a meta-analysis should have comparable study populations (i.e. comparable study questions). Another reason could be that imperceptibly different study populations are included. In the same study, Song et al. 16 describes an example where in one study antibiotics A and C are investigated in patients whose pathogenic bacteria are sensitive to both antibiotics and that in a second study antibiotics B and C are investigated in patients with the same indication, whose pathogenic bacteria are resistant to antibiotic B. In both cases the reasoning is that an indirect comparison of A versus B, based on the two trials would be invalid. These explanations for effect modification, perceptible or imperceptible, will affect the validity of the results, but there is no reason to believe that this only happens when indirect comparisons are investigated. As effect modification can affect both direct and indirect comparison, we think that inconsistency should be described as a part of the heterogeneity as we demonstrated in Figures 1  and 2 . At any rate, with our approach it is possible to compare the results of the direct and indirect comparisons and test this 'inconsistency' parameter. This is shown in Table 2 .
The results of the direct and indirect comparisons do not significantly differ. In fact, Figure 1 shows that the significant heterogeneity in the coefficients describing the difference between 'individual counselling' and 'no contact' originates from the direct comparisons. It is important to note that the assessment of heterogeneity, including inconsistency, Licensee should not only rely on statistical significance testing alone. In fact, we are interested whether the direct and indirect estimates are similar enough to be pooled. A possible approach would be, similar to the analysis of non-inferiority or equivalence studies, to specify a priori what difference between the point estimates of direct comparisons or between direct and indirect estimates (or, more strictly, their 95% confidence interval boundaries) is considered to be a clinically meaningful difference. If the difference between the estimates of direct comparisons or the difference between direct and indirect comparison is larger than such a predefined threshold value, the consequence would be not to pool the evidence and, where relevant, report the results for different strata. This problem of unexplained heterogeneity within the direct comparisons is demonstrated in Figure 2 . There is clearly a difference in treatment effect between two groups of studies and this difference may well be sufficiently large to influence the decision about which treatment to use. However, there is no clear explanation for this difference. Taking the weighted mean and increasing the variance is not the optimal solution to handle this inconsistency.
Random intercept model
An alternative way of modelling the data would be to assume a normal distribution for the intercepts. Although a random intercept model can easily be implemented, there are two reasons to use a fixed intercept model. First, this model generates estimates of the study intercepts α i . This makes it possible to check their distribution and, for example, detect outliers (i.e. studies with extremely low or high chances to stop smoking in the reference group), here the 'no contact' condition (see Figure 3) .
Second, a fixed-effect model depends on fewer assumptions, that is, no normality assumption for the distribution of intercepts and therefore may be more reliable, depending on the degree to which the assumption is violated. A reason to use a random intercept model would be that this reduces the number of parameters and increases statistical efficiency. In our example the number of parameters is five in a random intercepts model and 27 in a fixed-intercepts model. The fit of this model with a binary outcome is dependent on the minimum number of cases and non-cases 17 . As the number of cases is 2072 and non-cases 14 665, we can easily afford to estimate 22 additional parameters. In general the number of observations will be much larger than the number of parameters in a fixed-intercepts model. This implies that there is no urgent reason to use a random intercepts model for efficiency reasons.
Expanding the model to studies with interval-scaled outcomes
Our approach can also be used when for each treatment arm means and standard deviations of intervalscaled outcomes are reported. Conventional pooling is based on the assumption that the outcome variable is normally distributed. Using the same assumption of a normal distribution of the outcomes, a data set can be generated which is comparable to the original data set of individual values, except for individual level information on covariates.
Assume that in a treatment arm N persons are included with a specific mean and standard deviation. Drawing N values from a normal distribution with these parameters will result in a sample with a mean and standard deviation. By chance, these parameters will be somewhat different from the original parameters, but a simple linear transformation can adjust for these differences.
For all the treatment arms such a data set can be generated that leads to the same likelihood function as that from the original data and that can be used as input for a suitable linear regression model. Analogous with the foregoing, all sources of variation can be investigated and modelled. We have applied this method in several studies 14, [18] [19] [20] .
Discussion
The approach proposed here is based on ordinary regression models and therefore is a transparent, easy to implement and valid method that gives estimates of effect parameters with its variances using all available information (i.e. results of direct and indirect comparisons). This method is equivalent to performing an analysis with pooled data from all participating studies. It can only be applied if all studies have been randomised with balanced potentially confounding factors across treatment arms. However, this limitation holds for all meta-analyses that do not use individual patient data.
Applying this method to 24 studies investigating the effect of four different interventions for smoking cessation, we demonstrated that the method works well and by investigating the mechanisms of heterogeneity we exposed some incongruities that needed further exploration. Examination of such incongruities should be a part of each analysis, but we could not extract sufficient information from the studies. Furthermore, the primary goal was to demonstrate the performance of our network analysis and to show the need of a thorough examination of heterogeneity.
At present, the most frequently used approach to do network analysis including studies with three or more arms is the Mixed Treatment Comparisons based on a Bayesian model 2 . This method assumes a number of prior distributions and together with the likelihood based on the data collected in the studies, the posterior distribution of the effect parameters is determined. However, the estimates used for indirect comparisons are not independent and respective correlations are generally unknown. In Table 1 , the results of two different Bayesian models are shown. The result of the Bayesian fixed-effect model was quite similar to the results of Hasselblad 5 and our results. However, the results of the Bayesian random effects model showed substantial differences when self-help and group counselling with no contact were compared. This could be caused by the fact that the data on the direct comparison in these two cases are sparse (4 and 3 studies, respectively). It is known that the result of a Bayesian model may be highly dependent on the prior distribution when data is sparse, possibly leading to these considerable deviations 21 . Furthermore, the use of a different likelihood function with additional parameters and assuming a normal distribution of the coefficients could also be an explanation.
Our method has a number of attractive features. First, it is a straightforward generalisation of the fixed-effects meta-analysis and we have applied the method in several network analyses [22] [23] [24] [25] . Second, it is based on well-known procedures of logistic regression. Third, all assumptions made may be checked against the data. Fourth, the analysis is based on data on the (notional) patient level, meaning that studies with three or more treatment arms can be included as every patient is entered in the analysis only once. Fifth, the regression model preserves randomisation. Moreover, with the intercept parameters, the similarity of the studies and possible causes for heterogeneity can be investigated. Sixth, estimates of direct and indirect comparisons are easily available. Seventh, the method avoids overweighting small studies as all random effects models do, which may not be desirable 7 . This method ensures that each patient, irrespective of the size of the study s/he participated in, contributes in the same way to estimating the coefficients. Eighth, no additional assumptions are needed for the zero cell problem (like adding 0.5). The regression model will produce an estimate, correctly taking into account the information from the zero cell arms, provided not all arms of a specific treatment contain zero cell counts. Ninth, this model and the resulting estimates allow checking the assumptions needed to model the effect parameters, in particular whether the effect parameters can be assumed to follow a normal distribution. Tenth, if necessary and warranted, a random effect model may be used. Finally, causes of heterogeneity (and inconsistency) can be investigated by examining the influence of population and design characteristics on the effect parameters (meta-regression in network analysis).
Conclusion
These advantages lead us to propose this method either as the first method of analysis, or to compare to the Bayesian approach. Because of the directness and transparency of the method we also advocate its use in meta-analyses of direct comparisons only.
