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Introduction
Les robots, e´tant des machines capables d’effectuer de multiples taˆches et de ma-
nipuler diffe´rents objets avec une pre´cision optimale, sont de´sormais exploite´s dans
plusieurs domaines. Dans le domaine de la sante´, le robot est devenu un assistant
aux diagnostics et aux gestes chirurgicaux. Dans le domaine de l’industrie, il est
capable de mouvoir des pie`ces et d’exe´cuter des taˆches hostiles a` l’homme.
Toutefois, plusieurs crite`res de se´lection d’un robot s’imposent afin que la capa-
cite´ de travail soit pleinement utilise´e. En effet, un robot ide´al est un me´canisme
qui peut manœuvrer des objets sans contrainte de poids et qui peut les de´placer ra-
pidement et avec pre´cision. L’architecture me´canique des robots manipulateurs les
plus couramment utilise´s est l’architecture se´rielle. Il s’ave`re que ce type de robot
n’est pas approprie´ pour certaines taˆches qui ne´cessitent un effort conside´rable pour
le de´placement des charges lourdes tout en ayant besoin d’une haute pre´cision et
d’une bonne re´pe´tabilite´ de positionnement. Dans ce cas, le robot se´riel est moins
performant. Sa structure est lourde puisque le premier moteur supporte toutes les
articulations motorise´es du bras. A l’inverse, un robot paralle`le peut manipuler plu-
sieurs dizaines de fois son poids, tout en e´tant plus rapide et plus re´pe´table. Cela
permet d’envisager des applications diverses (figure 0.1) : de type Usinage a` Grande
Vitesse, transport des charges lourdes, simulateurs de vol, etc.
Fig. 0.1 – De gauche a` droite : le simulateur de vol du centre d’entraˆınement de Tou-
louse, la machine-outil Urane SX a` structure Delta (Renault Automation Comau)
et la machine outil Hexapode CMW 200 pour l’usinage a` grande vitesse
En re´alite´, apre`s l’e´tude et le de´veloppement de diffe´rentes architectures de ro-
bots, ces derniers auront besoin d’une commande pour bouger et manipuler des
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outils. Une commande simple et classique est celle de type PD ou PID [RH02,
A˚H04, Tos05]. Dans ce cas, le robot est conside´re´ comme un syste`me line´aire dont
les diffe´rents mode`les ne sont pas pris en compte. Malgre´ la facilite´ d’implantation,
cette me´thode reste insatisfaisante et montre ses limites dans le cas de l’Usinage a`
Grande Vitesse, du fait que, dans le cas des me´canismes a` architectures paralle`les,
le comportement dynamique n’est pas line´aire.
Avec le de´veloppement de la vision artificielle, d’autres voies s’ouvrent pour la
commande des robots. En conse´quence, ces derniers peuvent reconnaˆıtre leur envi-
ronnement, leur espace de travail et se renseigner sur leur e´tat avec des informations
visuelles.
Les capteurs de vision semblent alors eˆtre une bonne solution pour renseigner sur
l’e´tat d’un me´canisme paralle`le et simplifier sa commande sans geˆner les mouvements
du robot. Dans ce sens, certains travaux ont de´ja` e´te´ re´alise´s dans le cas des robots
se´riels. Il n’y a donc aucune raison pour que ces performances connues dans le cas
se´riel ne puissent pas se retrouver aussi dans le cas des robots a` architecture paralle`le
(figure 0.2).           La cible            Caméra
Fig. 0.2 – Couplage vision-robots, dans le cas des robots se´riels (a` gauche) et des
robots paralle`les (a` droite)
De manie`re plus pre´cise, les travaux de´veloppe´s dans cette the`se s’inse`rent dans
une recherche cible´e concernant l’e´tude d’un couplage the´orique fort entre la cine´mat-
ique des robots paralle`les et la ge´ome´trie projective pour l’identification ge´ome´trique
et la commande cine´matique par vision. L’observation des e´le´ments cine´matiques des
machines paralle`les semble permettre la simplification des mode`les cine´matiques : re-
dondance me´trologique, obtention de mode`les cine´matiques inverses uniques, iden-
tification simplifie´e, etc. Aussi, en comple´ment ou en remplacement d’un asservisse-
ment visuel traditionnel de l’organe terminal, il semble pertinent d’asservir visuel-
lement les e´le´ments cine´matiques.
Dans la plupart des cas existants, les robots sont conc¸us avec des e´le´ments
cine´matiques cylindriques. Ceci facilite la validation d’une nouvelle approche base´e
sur l’observation de ces e´le´ments : l’information issue d’un capteur de vision informe
sur leurs positions, ce qui permet ensuite d’informer sur l’e´tat du me´canisme. Cette
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approche ouvre une nouvelle voie a` la commande re´fe´rence´e vision des robots pa-
ralle`les afin de contribuer a` un mode`le ge´ne´rique de´crivant au mieux l’e´tat de ces
me´canismes. En utilisant les proprie´te´s de la projection perspective, dans l’image, de
l’e´le´ment cine´matique a` observer, nous nous basons sur les informations visuelles (la
normale a` chaque limbe ou la direction des e´le´ments cine´matiques) pour contribuer
a` une loi de commande ge´ne´rique.
Une telle e´tude est ainsi en prolongement des travaux mene´s sur l’identifica-
tion ge´ome´trique par vision de machines paralle`les [Ren03] (projet CPER Auvergne
(2001-2003), projet CNRS/ROBEA MAX 2001-2003) et s’inse`re dans diffe´rents pro-
jets mene´s par le groupe GRAVIR du LASMEA 1 autour de l’identification et de la
commande des machines paralle`les : CPER Auvergne 2003-2005, projet europe´en IP
NEXT (2005-2009) et projet CNRS/ROBEA MP2 (2004-2006).
La commande re´fe´rence´e vision des me´canismes paralle`les apparaˆıt donc comme
une suite logique de ces travaux. En conse´quence, l’asservissement visuel des ro-
bots paralle`les semble eˆtre innovant, d’autant plus que l’objectif est de proposer
une contribution a` un mode`le ge´ne´rique pour la commande re´fe´rence´e vision par
observation des e´le´ments cine´matiques.
Le chapitre 1 de ce me´moire propose un e´tat de l’art sur les me´canismes paralle`les.
Dans une premie`re partie, de nombreux me´canismes utilise´s dans des domaines d’ap-
plications varie´s seront pre´sente´s. Nous recenserons, ensuite, les diffe´rents mode`les
ge´ome´triques et cine´matiques. En effet, les lois de commande et les algorithmes
de´veloppe´s pour l’identification des robots sont fonde´s sur une bonne compre´hension
de l’architecture et des mode`les caracte´ristiques de ces me´canismes. Nous traiterons,
en conse´quence, des me´thodes d’identification et de commande e´voque´es dans plu-
sieurs travaux. Nous nous focaliserons ensuite sur la commande re´fe´rence´e vision
et les diffe´rentes techniques d’asservissement visuel. L’asservissement visuel consiste
a` utiliser les informations visuelles issues d’une came´ra pour controˆler les mouve-
ments d’un robot. Il est donc indispensable, pour re´aliser une taˆche robotique, de
les mode´liser afin de trouver les informations qui fourniront au robot un compor-
tement optimal et satisfaisant : robustesse aux erreurs de mesure et aux erreurs de
mode´lisation, absence de singularite´s et de minima locaux, stabilite´, etc.
Nous consacrerons le chapitre 2 a` la validation d’une approche classique en asser-
vissement visuel sur les robots paralle`les. Nous montrerons que l’e´tat de ces robots
est repre´sente´ par une estimation de la pose de l’organe terminal. Le principe repose
sur la re´gulation de la situation de la came´ra par rapport a` son environnement pour
pouvoir ramener le robot d’une configuration initiale a` une configuration de´sire´e.
Le capteur de vision fournit a` la base des informations 2D qui seront par la suite
exploite´es par un module de localisation afin de reconstruire des informations 3D.
Nous pre´senterons une validation expe´rimentale de l’approche sur la plate-forme de
Gough (pre´sente au LASMEA) et sur le robot Par4 (de´veloppe´ dans le cadre d’un
1. Laboratoire des Sciences et Mate´riaux pour l’Electronique, et d’Automatique
UMR 6602 UBP/CNRS, France
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projet de collaboration entre le LIRMM 2 et la socie´te´ Fatronik 3).
Dans le chapitre 3, nous pre´senterons une nouvelle approche de la commande
re´fe´rence´e vision des robots paralle`les. En suivant l’intuition que les jambes d’un
tel robot contiennent e´galement l’e´tat du me´canisme, nous de´taillons un mode`le
ge´ne´rique pour la mode´lisation, l’identification et la commande re´fe´rence´e vision.
Nous commencerons par e´voquer la notion des droites et le choix des primitives
visuelles afin d’aboutir a` une repre´sentation ade´quate et optimale des jambes. En-
suite, nous pre´senterons une structure ge´ne´rique des me´canismes paralle`les que nous
pensons repre´sentative de la plupart des me´canismes existants. Par la suite, nous
de´taillons la mode´lisation cine´matique ge´ne´rique de cette architecture afin d’aboutir
a` une loi de commande ge´ne´rique pour l’asservissement visuel base´e sur l’observation
des e´le´ments cine´matiques.
Le chapitre 4 sera consacre´ a` des validations du mode`le ge´ne´rique de la commande
re´fe´rence´e vision par observation des e´le´ments cine´matiques en expe´rimentation sur
la plate-forme de Gough-Stewart et sur le robot Par4 et en simulation sur le robot
Space. Des re´sultats de simulations sur d’autres robots seront aussi pre´sente´s dans
l’annexe A et l’annexe B.
Dans la conclusion, nous e´voquerons les contributions de la the`se. Ces travaux
re´alise´s ouvrent la voie a` de nombreuses perspectives de recherche; nous mentionne-
rons celles qui nous semblent les plus importantes.
2. Laboratoire d’Informatique, de Robotique et de Microe´lectronique de Montpellier, France
3. www.fatronik.com
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Notations
Dans cette the`se, nous emploierons les notations suivantes:
Re`gles d’ordre ge´ne´ral :
◦ Les vecteurs sont note´s par des lettres en gras (v). De plus, les matrices sont en
majuscules (M).
◦ Une estimation nume´rique de la matrice M est note´e M̂.
◦ Un vecteur unitaire est note´ par une lettre en gras et souligne´e (u).
◦ Un repe`re de re´fe´rence lie´ a` un corps j est note´ Rj.
◦ Le vecteur v exprime´ dans le repe`re Rj est note´
jv.
Mathe´matiques :
◦ L’espace de repre´sentation des repe`res et des corps rigides est note´ SE3.
◦ Le produit vectoriel entre les deux vecteurs v1 et v2 est note´ v1 × v2.
◦ La matrice antisyme´trique de pre´produit vectoriel associe´e au vecteur a est note´e
[a]×.
◦ La pseudo-inverse de la matrice M est note´e M+.
◦ Pour de´signer la transpose´e d’un e´le´ment u, on utilise la notation anglo-saxonne
uT .
Robotique :
◦ Le vecteur d’e´tat d’une repre´sentation dans l’espace d’e´tat est note´ x.
◦ Le vecteur des entre´es (de commande) d’une repre´sentation dans l’espace d’e´tat
est note´ uc.
◦ Le vecteur des variables articulaires motorise´es de la chaˆıne cine´matique i est
note´ qi.
◦ Le vecteur de toutes les variables articulaires motorise´es est note´ q.
◦ La pose de l’effecteur d’un robot est note´ X ∈ SE3
◦ Les deux vecteurs repre´sentant la vitesse de translation et la vitesse de rotation
seront note´s respectivement V et Ω.
◦ Le torseur cine´matique de l’origine du repe`re Ri exprime´ dans le repe`re Rj est
note´ jτi =
(
jVi
jΩi
)T
. En cas de besoin, une repre´sentation re´duite de ce
torseur sera note´e jVi.
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◦ Le vecteur vitesse V de l’origine du repe`reRi par rapport au repe`reRk, exprime´e
dans le repe`re Rj, est note´e
jVi/k.
Vision ge´ome´trique :
◦ La matrice homoge`ne associe´e a` la transformation euclidienne de Ri a` Rj est
note´e iTj =
(
iRj
itj
0 1
)
.
◦ iRj est la matrice de rotation de la transformation euclidienne de Ri a` Rj.
◦ itj est le vecteur de translation de l’origine du repe`re Rj par rapport a` Ri.
◦ Pour de´signer la position de´sire´e d’un e´le´ment u, on associe ∗ en exposant apre`s
ce dernier (u∗).
◦ La matrice des parame`tres intrinse`ques d’une came´ra est note´e K.
◦ Le signal capteur est note´ s.
◦ La fonction de taˆche est note´e e.
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Chapitre 1
Etat de l’art
Un robot paralle`le est un me´canisme comportant plusieurs boucles me´caniques.
Il peut eˆtre de´fini comme un syste`me multi-corps complexes [GKCW02] en chaˆıne
cine´matique ferme´e, constitue´ d’un organe terminal a` n degre´s de liberte´ et d’une
base fixe, relie´s entre eux par au moins deux chaˆınes cine´matiques inde´pendantes, la
motorisation s’effectuant par n actionneurs simples [Mer00].
La fermeture des chaˆınes cine´matiques rend ce type de robot complexe et difficile
a` mode´liser. Pourtant son architecture lui confe`re des performances remarquables
(la re´partition des charges sur chacun des actionneurs, la pre´cision, la rigidite´, la
re´pe´tabilite´ [Mer00], etc.). Pour be´ne´ficier de ces qualite´s, il est ne´cessaire de simpli-
fier les mode`les d’identification et de commande et de construire des robots paralle`les
plus simples.
Certains travaux [Mer90, Hus96, Die98] re´alise´s dans ce sens s’inte´ressent a` la
re´solution des mode`les ge´ome´triques afin de pouvoir calculer la position et l’orien-
tation de l’organe terminal en fonction des positions articulaires. Cependant, une
telle approche requiert la re´solution d’un polynoˆme admettant plusieurs solutions
possibles [Die98].
Pour contourner ce proble`me et re´duire le degre´ du polynoˆme a` re´soudre, une
solution consiste a` introduire des capteurs proprioceptifs dans les liaisons passives
du me´canisme. Les mesures supple´mentaires fournies par ces capteurs permettent
d’obtenir une solution unique du mode`le ge´ome´trique direct [TTM95, BA00, BR00].
L’inte´gration de la redondance me´trologique dans les mode`les de commande permet
d’ame´liorer la pre´cision [Mar02, MCKP02], d’e´viter les positions singulie`res et de
re´duire le temps de calcul [Mer04]. Cependant, l’implantation des capteurs dans les
liaisons passives n’est pas toujours re´alisable surtout s’il s’agit des liaisons Rotules.
De plus, la mise en place de ces capteurs doit eˆtre pre´vue de`s l’e´tape de la conception
du me´canisme.
D’autres travaux proposent d’utiliser des capteurs exte´roceptifs qui donnent des
informations externes a` la structure me´canique du robot et ame´liorent l’inte´gration
de ces derniers dans l’identification et la commande. De ce fait, le syste`me robotique
gagne en flexibilite´ et devient plus autonome. P. Renaud [Ren03] a classifie´ cer-
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tains capteurs exte´roceptifs en deux cate´gories. La premie`re regroupe les syste`mes
me´caniques instrumente´s : nous citons, par exemple, la machine a` mesurer tridi-
mensionnelle (MMT) [Vis96, VC98] qui permet d’obtenir les coordonne´es des points
mesure´s sur l’organe terminal et le Ball-bar [IIK+00, NMW+02] qui sert a` mesurer
les erreurs ge´ome´triques pre´sentes dans une machine-outil a` commande nume´rique, a`
de´tecter les impre´cisions introduites et fournir la distance entre un point de l’organe
terminal et un point de la base. La deuxie`me cate´gorie comporte les syste`mes op-
tiques, comme par exemple le the´odolite qui est un instrument de ge´ode´sie comple´te´
d’un instrument d’optique pour mesurer des angles [ZMY95] et l’Interfe´rome´trie la-
ser permettant de mesurer la position tridimensionnelle d’une cible fixe´e sur l’organe
terminal et de mesurer la pose a` partir de la position de plusieurs points [KAS+98].
Renseigner sur l’e´tat du me´canisme en utilisant les informations issues d’un cap-
teur exte´roceptif pre´sente inde´niablement des avantages et paraˆıt eˆtre une solu-
tion efficace pour simplifier les mode`les de commande et d’identification. Depuis
les anne´es 90, les capteurs de vision ont e´te´ largement utilise´s pour des applica-
tions robotiques en particulier en asservissement visuel [Cha90] et en identification
ge´ome´trique de robot [Rem98, Ren03] par vision.
P. Renaud a commence´ par de´velopper des me´thodes pour l’identification des
robots paralle`les [Ren03]. La premie`re me´thode repose sur l’observation de l’organe
terminal. La seconde me´thode est base´e sur l’observation des chaˆınes cine´matiques
liant la base a` l’organe terminal. Dans ses travaux, P. Renaud propose d’utiliser l’ob-
servation d’un cylindre a` l’aide d’une came´ra (permettant la de´termination de son
orientation et de sa position) pour identifier au mieux les parame`tres ge´ome´triques
de´crivant le comportement du me´canisme.
C’est la raison pour laquelle les travaux pre´sente´s dans cette the`se concerneront
la commande re´fe´rence´e vision des robots paralle`les. En effet, un robot paralle`le est
caracte´rise´ par la contrainte de fermeture des chaˆınes cine´matiques : l’actionnement
d’une jambe ge´ne`re force´ment un mouvement d’une autre. Donc, il est indispensable
de tenir compte de cette contrainte dans les mode`les de commande. D’ailleurs, ces
machines paralle`les ne sont pas intrinse`quement plus pre´cises [WM93] que les ma-
chines se´rielles. Il est donc ne´cessaire de refermer la boucle de commande sur des
informations exte´roceptives.
Dans ce chapitre, nous allons pre´senter les proprie´te´s principales des me´canismes
paralle`les tout en menant une comparaison avec les robots se´riels. En introduisant
une mode´lisation ge´ome´trique et cine´matique, nous pre´senterons un e´tat de l’art sur
la commande des robots paralle`les. Nous verrons comment la commande re´fe´rence´e
vision peut eˆtre utilise´e dans le cadre de la commande des robots paralle`les.
Etat de l’art 13
1.1 Les me´canismes paralle`les
1.1.1 Architecture
Dans cette partie, nous utilisons une repre´sentation graphique nomme´e graphe
d’agencement comportant les diffe´rentes liaisons du me´canisme. Nous rappelons donc
les de´finitions suivantes :
Articulation simple :
Dans un me´canisme, deux corps successifs sont lie´s par une articulation si le degre´ de
liberte´ qui en re´sulte est e´gal a` 1. En robotique, les articulations simples et classiques
[KD99] sont :
– L’articulation Glissie`re (Prismatique) : il s’agit d’une liaison Glissie`re autorisant
un mouvement de translation entre deux corps le long d’un axe commun. Elle
est note´e par P.
– L’articulation Pivot (Roto¨ıde) : il s’agit d’une liaison Pivot autorisant un mou-
vement de rotation entre deux corps autour d’un axe commun passant par le
centre de la liaison. Elle est note´e par R.
Combinaison d’articulations simples :
D’autres liaisons de degre´s de liberte´ supe´rieur a` 1 peuvent eˆtre cre´e´es a` partir d’une
combinaison de plusieurs articulations simples. Par exemple :
– La liaison Rotule ou Sphe´rique : c’est une combinaison de trois articulations
Roto¨ıdes d’axes concourants. Elle est note´e par S.
– La liaison Cardan ou Universelle : c’est une combinaison de deux articulations
Roto¨ıdes. Elle est note´e par U.
Graphe d’agencement :
Il s’agit d’une repre´sentation graphique qui montre la fac¸on dont les articulations, les
e´le´ments cine´matiques et les actionneurs sont agence´s les uns par rapport aux autres
[Pie91, Kru03]. Le graphe d’agencement est compose´ :
– De deux premiers e´le´ments constituants la base et l’organe terminal du robot.
– Des liaisons repre´sente´es par des boites contenant le symbole de la liaison. Si la
liaison est motorise´e et contenant un syste`me de mesure, le symbole est alors
souligne´. Par exemple, une articulation Roto¨ıde motorise´e et instrumente´e par
un capteur est repre´sente´e par R.
– Des traits repre´sentants les e´le´ments cine´matiques.
Il est possible qu’un robot contienne un dispositif me´canique de couplage assurant la
transformation rotation/rotation (syste`me d’engrenages ou syste`me poulie-courroie),
rotation/translation (syste`me pignon-cre´maile`re ou syste`me poulie-courroie). Ce cou-
plage, s’il existe, sera mentionne´ sur le graphe d’agencement.
14 1.1 Les me´canismes paralle`les
Les robots se´riels sont des me´canismes a` chaˆıne cine´matique ouverte. Leur struc-
ture est forme´e d’une succession de bras ou d’e´le´ments lie´s entre eux par des arti-
culations motorise´es a` un degre´ de liberte´. Un exemple de manipulateur se´rie connu
dans le monde industriel est l’architecture pre´sente´e en figure 1.1.
Base
Organe  terminal
R
R
R
R
R
R
Fig. 1.1 – Robot se´riel a` six degre´s de liberte´ (KUKA Robotics) (a` gauche) et le
graphe d’agencement (a` droite)
Ce robot, ayant un bon espace de travail, satisfait une grande majorite´ des
besoins industriels. Ne´anmoins, ce type de robot manque de rigidite´ et de capa-
cite´ a` supporter des charges lourdes. C’est ainsi que plusieurs travaux de recherche
s’orientent vers d’autres architectures nomme´es les robots paralle`les.
Les me´canismes a` structures paralle`les [Mer00, Bon03] peuvent eˆtre des robots
a` mouvement dans le plan, comme le robot 3RRR [MA89] (figure 1.2) ou des robots
ayant des mouvements spatiaux. Il est possible de les classifier selon les mouvements
de translations ou de rotations possibles [Mer00] :
Me´canisme pour translation : Vu la ne´cessite´ d’une taˆche robotique rapide (la
taˆche de saisie et de´pose d’un objet, par exemple), une nouvelle ge´ne´ration
de robots paralle`les apparaˆıt. Nous citons le robot Speed-R-Man [RLN92] (fi-
gure 1.3). Ce robot conc¸u en mate´riaux le´gers offre une rigidite´ optimale avec
un minimum de matie`re afin d’eˆtre rapide et le´ger. Des actionneurs line´aires
entraˆınent un mouvement de rotation des bras du robot. La combinaison des
trois chaˆınes cine´matiques interdit toute rotation de l’organe terminal. Pour
chaque chaˆıne cine´matique, les deux bras sont lie´s a` un avant-bras constitue´
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Fig. 1.2 – Le robot plan 3RRR (a` gauche) et le graphe d’agencement (a` droite)
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Fig. 1.3 – Le robot Speed-R-Man (a` gauche) et le graphe d’agencement (a` droite)
d’un syste`me poulie-courroie assurant une liaison paralle´logramme note´ Pa
(figure 1.3).
On compte aussi le robot Orthoglide [WC00]. C’est un robot a` trois degre´s de
liberte´ en translation. Chaque chaˆıne cine´matique, compose´e de deux e´le´ments,
est lie´e a` la base par des liaisons Glissie`res actionne´es (figure 1.4).
Me´canisme pour rotation : Un me´canisme illustratif des robots paralle`les ayant
uniquement des degre´s de liberte´ en rotation est l’oeil agile de Gosselin [GH94]
(figure 1.5). Il s’agit d’un me´canisme paralle`le de type 3RRR a` 3 ddl en rota-
tion. Son architecture permet d’atteindre de tre`s grandes vitesses. Son espace
en orientation peut atteindre celui de l’œil humain.
Me´canisme pour translation et rotation : L’un des premiers robots est la plate-
forme de Gough-Stewart [GW62, Ste65] (figure 1.6). On parle des robots hexa-
podes [Mer00]. Ils sont constitue´s de six jambes de longueurs variables reliant
la plate-forme mobile a` la base. Cette structure permet d’obtenir six degre´s de
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Fig. 1.4 – Le robot Orthoglide (IRCCyN) (a` gauche) et le graphe d’agencement (a`
droite)
Base
Organe  terminal
R RR
R RR
R RR
Fig. 1.5 – Le robot Oeil Agile (Laboratoire de robotique de l’Universite´ Laval) (a`
gauche) et le graphe d’agencement (a` droite)
liberte´.
Une autre structure qui ressemble a` celle de la plate-forme de Gough-Stewart
au niveau de l’architecture a e´te´ de´veloppe´e. Il s’agit du robot Space [DA90] a`
six degre´s de liberte´. Il est constitue´ de trois jambes actionne´es en translation
(longueur variable) et en rotation au niveau des articulations entre la base et
les jambes (figure 1.7). La liaison Cardan entre chaque chaˆıne cine´matique et
la base est constitue´e de deux articulations pivots motorise´es.
Re´cemment, le robot Isoglide T3R1 [Gog04] a e´te´ conc¸u. Il est caracte´rise´
par une mode´lisation ge´ome´trique et cine´matique simple. Ce robot est forme´
de 4 chaˆınes cine´matiques lie´es a` la base par des liaisons glissie`res favorisant
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Fig. 1.6 – La Plate-forme de Gough-Stewart : Deltalab (a` gauche) et le graphe
d’agencement (a` droite)
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Fig. 1.7 – Le robot Space (a` gauche) et le graphe d’agencement (a` droite) : la liaison
Cardan (Universelle) est partiellement actionne´e
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Fig. 1.8 – Le robot T3R1 (IFMA) (a` gauche) et le graphe d’agencement (a` droite)
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un mouvement de translation le long de quatres axes (figure 1.8). La struc-
ture permet 4 degre´s de liberte´ (trois translations et une rotation) de l’organe
terminal.
Un autre robot nomme´ Delta [Cla89] a e´te´ conc¸u pour permettre 4 degre´s de
liberte´ tout en e´tant rapide et le´ger. Ne´anmoins, le degre´ de liberte´ en rotation
est assure´ par un ajout d’une chaˆıne motorise´e [Cla91] (figure 1.9).
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Fig. 1.9 – Le robot FlexPicker(ABB) (a` gauche) et le graphe d’agencement (a`
droite)
Pour pallier ce proble`me, un robot a` quatre degre´s de liberte´ sera plus appro-
prie´. Le tableau 1.1 pre´sente une nouvelle famille issue de robots H4/I4 re-
groupant le H4 [PC99], le I4L [Kru03], le I4R [KNCP04] et le Par4 [NCK+05].
L’architecture de ces robots diffe`re seulement au niveau de la nacelle et au
niveau de l’actionnement des bras (le premier e´le´ment de la chaˆıne cine´matique
lie´ a` la base). Le H4, le I4R et le Par4 sont a` actionneurs rotatifs. Le I4L est
a` actionneurs line´aires.
Un autre crite`re de classement [GLZ+02] base´ sur l’architecture des chaˆınes
cine´matiques entre la base et l’organe terminal a e´te´ pre´sente´ dans [Ren03]. Ce
crite`re consiste a` conside´rer 3 familles de robots (tableau 1.2) :
– La premie`re famille regroupe les robots dont une liaison Glissie`re existe entre
deux e´le´ments de chaque chaˆıne cine´matique.
– La deuxie`me famille contient les robots dont une liaison Glissie`re se situe entre
la base et chaque chaˆıne cine´matique.
– La troisie`me famille est constitue´e des me´canismes caracte´rise´s par l’absence
d’une liaison Glissie`re.
Dans cette partie, nous avons pre´sente´ quelques me´canismes paralle`les existants.
Vue la diversite´ de ces me´canismes, nous avons e´voque´ uniquement des exemples
illustratifs.
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Tab. 1.1 – Le robot H4, I4R, Par4 et I4L (LIRMM)
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Exemple1 Exemple2
Famille1 Robot Gough-S. Robot Space
Famille2 Robot Orthoglide Robot I4L
Famille3 Robot Delta Robot Par4
Tab. 1.2 – Exemple de famille des me´canismes paralle`les
1.1.2 Mode´lisation
Notons qu’il existe plusieurs me´thodes pour la mode´lisation des robots se´riels qui
pourraient eˆtre e´tendues aux robots paralle`les. Nous citons la me´thode de Denavit
et Hartenberg [DH55], la me´thode de Khalil et Kleinfinger [KK86] et la me´thode
propose´e par Gogu [GCB96]. Ne´anmoins, la me´thode la plus simple et la plus cou-
rante est base´e sur la contrainte de fermeture de boucle autour d’un e´le´ment de la
chaˆıne cine´matique [Kru03, Viv04]. Elle aboutit a` un mode`le ge´ome´trique liant la
pose de l’organe terminal et les positions articulaires.
1.1.2.1 Mode´lisation ge´ome´trique
Il s’agit de trouver une relation entre la pose de l’organe terminal X, les positions
des articulations motorise´es q et les parame`tres ge´ome´triques ξgeom du robot.
Le mode`le ge´ome´trique inverse existe, pour la plupart des robots paralle`les. Il
consiste a` de´terminer les valeurs articulaires en fonction de la pose de l’organe ter-
minal et des parame`tres ge´ome´triques :
q = f1(X,ξgeom) (1.1)
Cependant, la plupart des me´canismes paralle`les ne posse`dent pas une formali-
sation analytique du mode`le ge´ome´trique direct. Une solution nume´rique consiste a`
inverser le mode`le ge´ome´trique inverse [Mer90, Hus96]. En de´finitive, si la formula-
tion analytique de ce mode`le existe, elle permet alors de de´terminer la position de
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l’organe terminal a` partir des mesures articulaires et des parame`tres ge´ome´triques
ξgeom :
X = f2(q,ξgeom) (1.2)
Pourtant, on peut toujours trouver un mode`le ge´ome´trique implicite regroupant
la pose de l’organe terminal, les positions articulaires et les parame`tres ge´ome´triques
en une seule expression [Vis96] :
f(X,q,ξgeom) = 0 (1.3)
En tenant compte des informations redondantes [BA00] note´es ρ et donne´es par
des capteurs exte´roceptifs, nous pouvons de´duire :
f3(X,q,ρ,ξgeom) = 0 (1.4)
Ces informations redondantes (ρ) informent sur l’e´tat du robot. Elles ne sont ni
dans la pose X ni dans les variables articulaires q, il s’agit d’un comple´ment pour
de´finir l’e´tat du me´canisme.
1.1.2.2 Mode´lisation cine´matique
En supposant que les parame`tres ge´ome´triques ξgeom sont des constantes, les
mode`les cine´matiques sont obtenus par de´rivation des mode`les ge´ome´triques. Le but
est de trouver une relation entre les vitesses articulaires q˙, line´aires ou angulaires,
et le torseur cine´matique de l’organe terminal τ .
Par de´rivation temporelle de l’e´quation (1.1), le mode`le cine´matique inverse est
donne´ par la relation suivante :
q˙ =
∂f1(X,ξgeom)
∂X
X˙ =
∂f1(X,ξgeom)
∂X
LXτ = D
inv
τ (1.5)
ou` X˙ = LXτ .
LX est la matrice reliant la de´rive´e temporelle de la pose au torseur cine´matique
de l’organe terminal [Ang95].
Cette formulation fait apparaˆıtre le torseur cine´matique τ associe´ au mouvement
instantane´ de l’organe terminal, les vitesses articulaires q et une matrice cine´matique
inverse Dinv = ∂f1(X,ξgeom)
∂X
LX .
De meˆme, en de´rivant le mode`le ge´ome´trique direct (1.2), on peut obtenir :
X˙ =
∂f2(q,ξgeom)
∂q
q˙ (1.6)
Ce qui donne la forme du mode`le cine´matique direct :
τ = L−1X
∂f2(q,ξgeom)
∂q
q˙ = Dinv
(−1)
q˙ (1.7)
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De la meˆme manie`re, la de´rive´e de l’e´quation (1.4) donne le mode`le cine´matique
implicite complet :
∂f3
∂X
LXτ +
∂f3
∂q
q˙ +
∂f3
∂ρ
ρ˙ = 0 (1.8)
Ce mode`le peut s’e´crire sous la forme :
N1τ + N2q˙ + N3ρ˙ = 0 (1.9)
Ce mode`le fait apparaˆıtre les matrices N1, N2 et N3 de´nomme´es, respectivement,
la matrice cine´matique carte´sienne, la matrice cine´matique articulaire et la matrice
cine´matique redondante [And06].
A partir de l’e´quation (1.9), on peut distinguer deux types de singularite´. La
premie`re e´tant une singularite´ de type paralle`le [GA90, CW98] dans laquelle la
matrice cine´matique carte´sienne est singulie`re :
{(X,q,ρ,ξgeom)|N1τ = 0} (1.10)
Dans ce cas, le me´canisme pre´sente des sur-mobilite´s et perd la rigidite´. Un
mouvement de l’organe terminal n’a aucun effet sur les positions articulaires.
La deuxie`me singularite´ est de type se´rie [GA90, CW98] dans laquelle la matrice
cine´matique articulaire est singulie`re :
{(X,q,ρ,ξgeom)|N2q˙ = 0} (1.11)
Dans ces conditions, le me´canisme est sous actionne´. Un changement des posi-
tions articulaires n’a aucun effet sur la position de l’organe terminal.
1.1.3 Avantages respectifs robot se´riel/robot paralle`le
Les robots paralle`les sont caracte´rise´s par des chaˆınes cine´matiques ferme´es, ce
qui permet une re´partition des charges entre les diffe´rents actionneurs et rend ce
type de me´canisme rigide et capable d’effectuer des mouvements a` grande vitesse.
En revanche, dans le cas des robots se´riels, la chaˆıne cine´matique est assez longue.
Chaque moteur doit supporter tous les e´le´ments en aval. Cela diminue la rigidite´ et
peut engendrer la fatigue des articulations [Cla94].
Un autre avantage des robots paralle`les est leur meilleure re´pe´tabilite´ [Mer00]
qui ne se pre´sente pas dans le cas se´riel e´tant donne´ que la succession des e´le´ments
cine´matiques accumule les erreurs et limite la re´pe´tabilite´ du syste`me.
Malgre´ ces avantages, il s’ave`re que le volume de travail d’un robot paralle`le est
restreint. De plus, du fait de la fermeture des chaˆınes cine´matiques, un mouvement
d’une jambe entraˆıne le mouvement des autres. Par conse´quent, un fort couplage
existe entre les mouvements des chaˆınes cine´matiques. Dans ces conditions, la taˆche
la plus difficile est la coordination avec pre´cision des diffe´rentes chaˆınes cine´matiques
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en une unique configuration de´sire´e. Cela ne´cessite des mode`les complexes et une
puissance de calcul importante pour la commande. Par contre, la succession des
chaˆınes cine´matiques, dans le cas d’un robot se´riel, lui offre un bon espace de travail.
L’architecture simple de ce robot simplifie son mode`le de commande et re´duit la
puissance de calcul requise.
Cependant, les recherches actuelles s’orientent vers l’exploitation des avantages
des robots paralle`les qui sont en plein essor dans le monde industriel. A cet e´gard,
il est pertinent de trouver une me´thode d’identification et de commande spe´cifique
a` ces types de me´canismes.
1.1.4 Identification et commande classique des robots pa-
ralle`les
Les lois de commande d’un robot prennent en conside´ration la ge´ome´trie du
me´canisme (dimensions des e´le´ments, positions des actionneurs, etc.) et la topologie
du robot relatif a` l’agencement des diffe´rents composants du me´canisme afin de
produire le mouvement souhaite´. Un mode`le CAO est souvent suffisant, mais il n’est
pas toujours efficace. De ce fait, une me´thode d’identification ade´quate est ne´cessaire
pour estimer nume´riquement les parame`tres du mode`le.
1.1.4.1 Identification des parame`tres ge´ome´triques
L’e´tape d’identification consiste a` determiner certains parame`tres de´crivant au
mieux le comportement du me´canisme selon la loi de commande choisie. A titre
d’exemple, les travaux e´voque´s dans [Lju99] consistent a` e´laborer des me´thodes
d’identification des syste`mes dont le comportement entre´e-sortie peut eˆtre de´crit
par un mode`le line´aire, en supposant que l’entre´e du syste`me est inde´pendante des
perturbations qui affectent son fonctionnement.
Sur ce point, il existe d’autres me´thodes d’identification base´es sur l’utilisation
du mode`le ge´ome´trique direct [Tan95] et l’installation des capteurs proprioceptifs
redondants [WA92, OSTU00, TAI+02]. Ces me´thodes souffrent du fait que l’ins-
trumentation pratique de ces capteurs n’est pas toujours possible. De plus, l’es-
timation nume´rique du mode`le ge´ome´trique direct peut engendrer des instabilite´s
nume´riques [Dan99].
Toutefois, il existe souvent une formulation analytique du mode`le ge´ome´trique
inverse. L’identification sera donc possible en comparant les variables articulaires
mesure´es et les estimations correspondantes obtenues a` partir d’une mesure de pose
de l’organe terminal et du mode`le ge´ome´trique inverse [ZYM98] :
ξgeom = min(
1
2
N∑
k=0
(‖ f1(X,ξgeom)− q̂ ‖) (1.12)
L’inconve´nient de cette me´thode est qu’elle ne´cessite une estimation pre´cise de
la pose. Il s’ave`re que la vision permet de mesurer la pose avec pre´cision [RADM02].
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L’identification re´fe´rence´e vision a apporte´ ses avantages dans la cas des robots
se´riels [ZR96, MCM01]. Certains travaux ont e´voque´ l’identification des robots pa-
ralle`les par vision [ZN01]. Des avance´es re´centes ont e´te´ pre´sente´es dans [Ren03] qui
reposent sur l’observation des e´le´ments cine´matiques du robot paralle`le [RAMG05]
et l’utilisation de l’information visuelle contenue dans l’image. Pour chaque famille
de robots (voir tableau 1.2), une me´thode a e´te´ propose´e. Celle-ci est bien adapte´e a`
l’information disponible par vision et a l’avantage de ne pas introduire de contraintes
sur le nombre de positions de la came´ra ou sur la connaissance ne´cessaire de ces po-
sitions par rapport a` la base. Par exemple, dans le cas des robots paralle`les ayant
des liaisons de type Cardan, Pivot ou Rotule entre chaque chaˆıne cine´matique et la
base, il est facile d’avoir une image partielle de plusieurs jambes pour toute posi-
tion de l’organe terminal. En transitant par un espace de´crivant le mieux l’e´tat des
chaˆınes cine´matiques, il devient plus pertinent de travailler dans l’image et profiter
de la richesse de l’information obtenue par l’analyse de l’e´tat des jambes d’un robot
paralle`le.
1.1.4.2 Commande classique des robots paralle`les
Dans cette partie, nous pre´sentons deux me´thodes classiques de commandes des
robots paralle`les. Il s’agit de la commande articulaire et la commande carte´sienne
re´fe´rence´e mode`le.
Commande articulaire :
Loi de commandeq* + -
-
Erreur
q
q
.
Fig. 1.10 – La commande articulaire d’un robot paralle`le
La commande articulaire peut eˆtre une commande simple qui minimise le
proble`me quadratique suivant :
1
2
‖ q∗ − q ‖2 (1.13)
Pour une commande proportionnelle, les consignes de vitesse (figure 1.10) sont
envoye´es au robot sous la forme :
q˙ = λ(q∗ − q), λ > 0 (1.14)
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L’avantage de cette commande (figure 1.10) est qu’aucun mode`le ge´ome´trique
n’est utilise´. Ne´anmoins, une telle commande n’est pas adapte´e aux me´canismes
paralle`les car la pre´sence de chaˆınes cine´matiques ferme´es introduit un cou-
plage important entre les axes.
En outre, un autre sche´ma de commande (figure 1.11) existe, en utilisant
le mode`le ge´ome´trique inverse (MGI). Ce sche´ma est utilise´ surtout dans le
cas d’une planification de trajectoires, pour e´viter les singularite´s. Mais, cela
ne´cessite que la conversion de la trajectoire carte´sienne en consignes articu-
laires soit parfaite afin de ge´rer le comportement re´el du robot.
Loi de commande
+
- q
q* q.Erreur
MGI
X*
Fig. 1.11 – La commande articulaire d’un robot paralle`le en utilisant le MGI
Du fait que le mode`le ge´ome´trique direct n’a pas une formulation analytique,
dans la plupart des me´canismes paralle`les, une solution nume´rique du proble`me
ne´cessite l’inversion du mode`le ge´ome´trique inverse. Cependant, cette inversion
nume´rique [Mer90, Hus96] exige la re´solution d’un polynoˆme ayant plusieurs
solutions possibles. De ce fait, une seule position articulaire peut admettre
plusieurs poses possibles de l’organe terminal. Donc, une convergence dans
l’espace articulaire ne garantit pas la convergence dans l’espace carte´sien. De
plus, cette commande (figure 1.10) ne prend en compte ni la cine´matique
du robot ni la contrainte de fermeture des chaˆınes cine´matiques. Une telle
approche ne peut pas ge´rer les forces internes du me´canisme [DM98].
Commande carte´sienne re´fe´rence´e mode`le :
La commande carte´sienne (figure 1.12) est base´e sur l’utilisation du mode`le
cine´matique inverse qui transforme les vitesses carte´siennes en vitesses articu-
laires. Comme nous l’avons e´voque´ dans la relation (1.5), ce mode`le de´pend
essentiellement de la pose X de l’organe terminal et de certains parame`tres
ge´ome´triques du robot. La majorite´ des travaux s’inte´ressent a` l’estimation
Loi de commandeX* + -
-
Erreur
X
q
.
Modèle cinématique inverse
Modèle géométrique direct
Fig. 1.12 – La commande carte´sienne re´fe´rence´e mode`le d’un robot paralle`le
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de la pose a` partir d’un mode`le ge´ome´trique direct nume´rique. Pour pouvoir
simplifier ce mode`le et de´terminer un nombre minimum de solutions, une ap-
proche alternative consiste a` utiliser des capteurs additionnels afin de diminuer
le degre´ du polynoˆme a` re´soudre [Mer93, PCDG99, Mar02]. Cependant, ajou-
ter des capteurs proprioceptifs dans les liaisons passives n’est pas toujours
re´alisable en pratique. Ils peuvent aussi pre´senter une difficulte´ de mise en
œuvre et entraˆıner des restrictions sur le me´canisme et son espace de travail.
Ainsi, cette me´thode est couˆteuse en temps de calcul et ne´cessite des me´thodes
d’identification pre´cises sans pour autant garantir une convergence vers la
consigne carte´sienne.
1.2 Commande re´fe´rence´e vision
1.2.1 Principe
Il a e´te´ montre´ que le capteur de vision est un moyen efficace pour estimer la
pose de l’organe terminal [DD95, LVD98]. Le principe de la commande re´fe´rence´e
vision est l’utilisation des informations visuelles note´es s fournies par une came´ra afin
de controˆler le mouvement d’un robot [Cha90, ECR92] et d’atteindre une consigne
visuelle s∗ correspondant a` une pose de´sire´e.
La commande re´fe´rence´e vision (figure 1.13) consiste a` utiliser les informations
de´livre´es par une ou plusieurs came´ras afin de re´aliser une taˆche robotique directe-
ment dans l’espace du capteur. Le signal s issu du capteur repre´sente l’image de la
pose X. Il fournit donc une mesure indirecte de la position et de l’orientation de
l’organe terminal et remplace ainsi l’utilisation du mode`le ge´ome´trique direct.
Loi de commande Modèle cinématiqueinverse
+
- S
S* q.Erreur
Capteur  de vision
Fig. 1.13 – La commande re´fe´rence´e vision d’un robot paralle`le
La vision peut eˆtre donc conside´re´e comme un outil de mesure sans contact
redondant, dans le cas des robots paralle`les. A travers une mesure d’une information
visuelle s, elle offre la possibilite´ d’estimer indirectement la pose (i.e. la pose de
l’organe terminal dans le repe`re came´ra). Les travaux dans [Ren03] ont de´montre´
que cette mesure permettait de simplifier l’e´criture des mode`les ge´ome´triques en vue
de l’identification des parame`tres ge´ome´triques. Il est donc naturel de penser que
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l’utilisation de cette mesure permettra e´galement de simplifier l’e´criture des mode`les
cine´matiques utilise´s pour la commande des robots paralle`les par asservissement
visuel.
1.2.2 Approche de la fonction de taˆche : commande en vi-
tesse
Dans une commande re´fe´rence´e vision, le signal capteur s est l’image de la pose
X. L’approche de la fonction de taˆche [SLE91] est base´e sur la repre´sentation d’une
fonction d’erreur e telle que :
e(X,t) = C(s(X,t)− s∗(t)) (1.15)
ou` C est la matrice de combinaison du signal courant du capteur de vision s(X,t)
et de sa valeur de´sire´e s∗(t) constituant la valeur souhaite´e apre`s la fin d’une taˆche
robotique. Notons que X est un e´le´ment de l’espace SE3 qui de´crit la situation de
la cible par rapport au capteur.
Afin de simplifier la repre´sentation de la commande re´fe´rence´e vision, nous allons
travailler sous certaines hypothe`ses :
– La consigne s∗ est suppose´e constante.
– L’observabilite´ des informations visuelles s(X,t) ne´cessaire a` la re´alisation de
la taˆche dans l’image est assure´e.
– L’effet de la variation de la matrice C est ne´gligeable (C˙ = 0).
En tenant compte de ces hypothe`ses, la diffe´rentielle de la fonction de taˆche
(1.15) aura la forme suivante :
e˙(X,t) = Cs˙ (1.16)
D’autre part, on peut exprimer la variation du signal capteur en fonction du
mouvement relatif entre la came´ra et la sce`ne observe´e par :
s˙ =
∂s
∂X
X˙ +
∂s
∂t
= Lsτc +
∂s
∂t
(1.17)
avec :
– Ls =
∂s
∂X
M est la matrice d’interaction associe´e a` s et fonction de X.
– M = LX est la matrice reliant la variation X˙ de la pose X de l’organe terminal
et le torseur cine´matique τc de la came´ra.
Pour simplifier l’analyse, on suppose que l’objet conside´re´ (une came´ra ou une
cible) n’a pas un mouvement propre [SLE91]. Donc, ∂s
∂t
= 0 et l’e´quation (1.17)
devient :
s˙ =
∂s
∂X
X˙ = Lsτc (1.18)
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En choisissant un comportement exponentielle de la fonction de taˆche (e˙ = −λe,
avec λ > 0) et en faisant le choix classique de C = L̂s
+
, on peut e´crire a` partir
de (1.16) et (1.18) :
τc = −λ(L̂s
+
Ls)
−1e (1.19)
Dans la commande, la matrice Ls (vraie) n’est pas disponible. Toutefois, sous
l’hypothe`se que l’estime´e L̂s est suffisamment proche de Ls, le produit L̂s
+
Ls est
donc proche de l’identite´ et l’on peut re´duire la commande a` :
τc = −λe (1.20)
En reportant cette commande dans l’e´volution de l’erreur (1.16) et en utili-
sant (1.18), on obtient ainsi :
e˙ = −λL̂s
+
Lse (1.21)
La commande est alors stable, au sens de Lyapunov, si le produit L̂s
+
Ls est
de´fini positif.
1.2.3 Les techniques d’asservissement visuel
Les techniques d’asservissement visuel sont tre`s efficaces puisqu’il s’agit d’une
boucle de commande ferme´e par un retour d’informations direct ou indirect sur l’e´tat
du robot dans son environnement. Cela apporte de la robustesse aux perturbations
et aux erreurs d’e´talonnage. Essentiellement, ces techniques produisent une vitesse
carte´sienne qui est convertie en vitesse articulaire a` travers le mode`le cine´matique
inverse. Par conse´quent, on peut adopter de telles techniques aux me´canismes pa-
ralle`les e´tant donne´ que ce dernier mode`le est bien analytique.
De nombreux travaux ont traite´ la commande cine´matique re´fe´rence´e vision en
conside´rant le robot comme un inte´grateur parfait. On peut citer par exemple la
commande par retour d’e´tat non line´aire [MG99, TS00] et la commande base´e sur
le suivi des trajectoires carte´siennes de la came´ra [ZMP00].
Nous nous focalisons, dans ce rapport, sur la commande cine´matique dite de
type proportionnel [Cha90, MGK96, HHC96] afin d’assurer une de´croissance ex-
ponentielle de l’erreur. Les lois de commande [SLE91] qu’on e´labore par la suite
ne´cessitent la mise en œuvre d’une fonction de taˆche [Cha90] bien choisie.
En s’inspirant des e´tudes porte´es sur les techniques d’asservissements visuels dans
le cas des robots se´riels, nous pre´senterons ces approches tout en nous focalisant
sur le cas des robots paralle`les et sur la commande cine´matique en ne´gligeant la
dynamique du robot [Kel96, RB97, CWH97].
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1.2.3.1 Asservissement visuel 2D
On parle de l’asservissement visuel 2D lorsqu’on utilise uniquement des mesures
dans l’image. Peu de connaissance a priori du mode`le de l’objet est ne´cessaire. Dans
la majorite´ des cas, la matrice d’interaction est fonction de parame`tres 3D relatifs a`
la position entre la came´ra et l’objet. Une approximation raisonnable de ces derniers
est ge´ne´ralement suffisante pour construire une loi de commande assurant la stabilite´
du syste`me.
Cependant, plusieurs types de primitives visuelles peuvent eˆtre utilise´es. Une
me´thode ge´ne´rique [ECR92] a e´te´ pre´sente´e pour le calcul de la matrice d’interac-
tion associe´e a` des primitives visuelles qui sont bien de´finies a` partir des primitives
ge´ome´triques (points, droites, ellipses, etc.).
Re´cemment, une nouvelle me´thode d’asservissement visuel 2D [BM06] a e´te´ pro-
pose´e. Elle ne ne´cessite aucune mesure a` priori sur la structure 3D de la cible.
Seules des informations visuelles issues de l’image suffisent pour calculer la loi de
commande. Il existe un diffe´omorphisme entre l’attitude de la came´ra et la fonction
de taˆche calcule´e a` partir de ces informations extraites de l’image. Dans le cas des
objets complexes ou inconnus, on peut utiliser les moments [TC03].
Loi de commandeS* + -
-
Erreur
S
q
.
Modèle cinématique inverse
Extraction des primitives visuelles
Fig. 1.14 – Asservissement visuel 2D d’un robot paralle`le, cas d’une came´ra de´porte´e
La plupart des applications consiste a` placer le syste`me de vision sur l’e´le´ment
mobile et observer une sce`ne fixe. Cependant, on peut aussi trouver des applications
avec une came´ra fixe observant la cible. En conse´quence, on peut facilement imaginer
qu’un sche´ma d’asservissement visuel cine´matique classique de la robotique se´rielle
peut eˆtre adopte´ aux structures paralle`les (figure 1.14).
On note que ce type de commande pourrait eˆtre utile pour de faibles de´placements
afin d’e´viter les minima-locaux ou que la cible sorte du champ de vision de la came´ra.
Ceci se pre´sente rarement dans la cas des robots paralle`les vue son volume de travail
limite´.
1.2.3.2 Asservissement visuel 3D
Dans ce type d’asservissement, le signal capteur s(X,t) a` re´guler peut eˆtre soit
une pose [WWHB96, MG99, TMCG02] de la cible par rapport a` la came´ra soit des
primitives ge´ome´triques 3D [MGK96] (un controˆle des points de la cible).
Le calcul de ces informations (pose ou primitives 3D) ne´cessite une connaissance
partielle du mode`le de la cible et un mode`le de la came´ra (e´talonnage). Les infor-
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mations 3D sont fournies par un module de reconstruction exploitant les mesures
2D extraites de l’image.
Loi de commande
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Fig. 1.15 – Asservissement visuel 3D d’un robot paralle`le, cas d’une came´ra de´porte´e
Plusieurs techniques d’estimation de la pose relative entre la came´ra et la cible
ont e´te´ de´veloppe´es. Dans le cas des points, certains travaux se sont penche´s sur la re-
cherche des solutions analytiques pour calculer la pose a` partir de 4 points [HCLL89],
puis a` partir de 3 points [Dem93]. D’autres contributions proposent des me´thodes
ite´ratives a` partir de 4 points ou plus non coplanaires [DD95], ou a` partir de 4 points
ou plus coplanaires [ODD96, HDLC97].
Concernant les autres primitives, on peut citer les travaux pre´sente´s dans [Low87,
DRLR89, PHYT95] qui traitent les primitives de type segments ou les travaux cite´s
dans [DLRR90] qui traitent des primitives de type cylindres.
Cette technique d’asservissement, comme dans le cas d’asservissement visuel 2D,
pourrait eˆtre envisageable pour l’asservissement des robots paralle`les (figure 1.15).
Elle pourrait suffire pour pallier les proble`mes de ses mode`les directs non analytiques
et re´aliser une commande carte´sienne simple.
1.2.3.3 Asservissement visuel hybride
Cette approche [MCB99] combine les avantages de l’asservissement visuel 2D
en terme de convergence dans l’image et de l’asservissement visuel 3D en terme de
de´couplage des erreurs et de convergence dans l’espace carte´sien. Il s’agit de prendre
en compte a` la fois des informations tridimensionnelles et des primitives extraites
directement de l’image (figure 1.16).
Le premier sche´ma d’asservissement visuel hybride [Mal98] utilise une recons-
truction partielle de la pose sans connaissance a priori du mode`le 3D de l’objet par
l’interme´diaire de l’estimation de la matrice d’homographie relative a` un plan de
re´fe´rence. La fonction de taˆche est compose´e de deux parties :
– La premie`re est compose´e de la primitive visuelle sp representant les coor-
donne´es d’un point dans l’image et de la profondeur relative de ce point entre
la position courante et la position de´sire´e de la came´ra.
– La deuxie`me est compose´e de la rotation issue de la matrice de changement
du repe`re de la came´ra entre la position de´sire´e et la position initiale.
Une approche similaire au premier sche´ma d’asservissement visuel hybride a e´te´
propose´e dans [MLS+99]. La me´thode est base´e sur les primitives ge´ome´triques 2D
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Fig. 1.16 – Asservissement visuel hybride (2D1/2) d’un robot paralle`le, cas d’une
came´ra de´porte´e
et garantit la visibilite´ de l’ensemble des primitives ne´cessaires a` l’estimation de
la matrice d’homographie. En revanche, la forme analytique de la matrice d’inter-
action associe´e n’a plus les proprie´te´s obtenues dans [Mal98] (une forme simple et
partiellement de´couple´e). Ce qui peut geˆner la stabilite´ en pre´sence d’erreurs de
mode´lisation.
1.3 Asservissement visuel des robots paralle`les :
travaux ante´rieurs
Des travaux concernant les robots paralle`les ont e´te´ re´alise´s a` la fin des anne´es 90.
Le travail pre´sente´ dans [KBC+98] traite la commande d’un robot paralle`le inte´gre´
dans une cellule flexible destine´e a` des taˆches d’assemblage. Il s’agit d’un robot a` 6
degre´s de liberte´, avec un mode`le ge´ome´trique direct analytique.
Dans [KCY+99], la vision a e´te´ utilise´e pour simplifier la commande en force
d’un me´canisme paralle`le actionne´ par caˆbles.
Dans [KZK00], les auteurs ont e´voque´ la commande re´fe´rence´e vision d’un mi-
cromanipulateur pie´zo-e´lectrique a` architecture paralle`le. Il s’agit d’un robot a` 3
degre´s de liberte´ en translation, avec un mode`le ge´ome´trique direct analytique.
Ces rares travaux de´veloppe´s autour de la commande re´fe´rence´e vision des me´canismes
paralle`les consistent a` transposer d’une manie`re directe la commande des robots
se´riels aux robots a` architecture paralle`le.
Les sche´mas de commande propose´s peuvent marcher dans le cas des robots
se´riels ou des robots paralle`les a` mode`le ge´ome´trique directe analytique. En re-
vanche, ils ne peuvent pas marcher dans le cas d’un robot paralle`le quelconque a`
mode`le ge´ome´trique direct non analytique. C’est ainsi que l’objectif des approches
de´veloppe´es dans ce travail de the`se est de re´fle´chir a` ces commandes et de contribuer
a` un mode`le ge´ne´rique pour l’asservissement visuel des robots paralle`les.
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1.4 Conclusion
Dans ce chapitre, nous avons dresse´ un e´tat de l’art sur les me´canismes a` architec-
tures paralle`les. Nous avons ainsi pre´sente´ une me´thodologie classique afin d’abou-
tir a` la commande cine´matique de ces me´canismes. Une premie`re e´tape consiste a`
e´laborer une mode´lisation ge´ome´trique et cine´matique du robot qui de´crit au mieux
la structure me´canique (utile pour une phase de conception) et exprime la situation
(respectivement la vitesse carte´sienne) de l’organe terminal en fonction des variables
articulaires (respectivement les vitesses articulaires) et inversement. Ensuite, nous
avons traite´ l’e´tape d’identification pour estimer certaines parame`tres ou variables
ge´ome´triques et aboutir a` un mode`le suffisamment repre´sentatif du robot re´el.
Apre`s une bonne compre´hension du me´canisme (mode´lisation et identification),
des lois de commande pourront eˆtre e´labore´es. Sur ce point, nous avons recense´,
en e´tat de l’art, des me´thodes de commande classique (la commande articulaire
et la commande re´fe´rence´e mode`le) et des approches re´centes base´es sur la vision
(commande re´fe´rence´e vision).
Le couplage entre la robotique paralle`le et la vision avait e´te´ e´voque´ dans des
travaux d’identification. Par exemple, Pierre Renaud dans [Ren03] propose deux
approches. La premie`re [RAMM03] consiste a` coupler la mesure de pose et l’utili-
sation du mode`le ge´ome´trique inverse. La deuxie`me e´voque une nouvelle me´thode
base´e sur l’observation des e´le´ments cine´matiques par vision. Sur ce dernier point,
dans [RAPM04], les auteurs ont montre´ qu’en observant les jambes d’un robot pa-
ralle`le par un capteur de vision on peut facilement identifier les termes de la matrice
cine´matique inverse reliant les vitesses carte´siennes τ aux vitesses articulaires q.
Par conse´quent, des pistes de recherche s’ouvrent pour la commande re´fe´rence´e
vision des robots paralle`les. Une premie`re approche s’oriente vers la commande
re´fe´rence´e vision en observant l’organe terminal et en particulier vers la commande
3D pose qui sera l’objectif du chapitre 2. Nous verrons aussi que nous aurons besoin
de minimiser un crite`re d’erreur pour l’identification des parame`tres ne´cessaires pour
la commande.
Une deuxie`me approche base´e sur l’observation des e´le´ments cine´matiques sera
pre´sente´e dans le chapitre 3. Chaque e´le´ment de la chaˆıne cine´matique du robot
paralle`le est une cible et les primitives visuelles issues de l’observation de ces e´le´ments
informent sur l’e´tat du me´canisme et seront utilise´es dans la commande et dans
l’e´tape d’identification.
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Chapitre 2
Asservissement visuel 3D des
robots paralle`les
Dans le chapitre 1, nous avons pre´sente´ des sche´mas d’asservissement visuel base´s
essentiellement sur l’espace de controˆle du robot. Par exemple, si le robot est controˆle´
dans l’espace carte´sien ou ope´rationnel alors on parle d’un asservissement visuel 3D.
De meˆme, s’il est controˆle´ dans l’espace image relatif au capteur de vision alors il
s’agit bien d’un asservissement visuel 2D. Afin d’e´laborer une loi de commande qui
tient compte des deux informations 2D et 3D, un troisie`me sche´ma d’asservissement
nomme´ hybride (2D1/2) a e´te´ propose´.
Nous avons montre´ aussi qu’une commande re´fe´rence´e capteur (en particulier,
un capteur de vison) des robots paralle`les est base´e essentiellement sur le mode`le
cine´matique inverse qui convertit les vitesses carte´siennes en vitesses articulaires.
Ce mode`le de´pend de la pose X de l’organe terminal et de certains parame`tres
ge´ome´triques relatifs au syste`me. De ce fait, une mesure de la pose est indispensable
pour garantir la commande du robot. A cet e´gard, la commande 3D pose est la plus
imme´diate et naturelle.
Nous montrerons qu’un asservissement visuel 3D des robots paralle`les permet une
commande facile et efficace. En effet, l’espace de controˆle est e´quivalent a` l’espace
ope´rationnel du robot, ce qui permet de simplifier la taˆche robotique. Nous montre-
rons aussi que l’e´tat de ces robots est repre´sente´ par une estimation de la pose de
l’organe terminal. Nous allons prouver, par la suite, qu’une commande re´fe´rence´e vi-
sion base´e sur l’observation de l’organe terminal est une commande par retour d’e´tat
non-line´aire [DAMM06]. Une e´tape d’identification des parame`tres ne´cessaires pour
la commande sera pre´sente´e a` la fin de ce chapitre.
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2.1 Couplage vision - e´tat d’un robot paralle`le :
asservissement visuel 3D
Avant de de´finir une taˆche robotique, il est indispensable de fixer un espace
de travail. Les premie`res commandes ont e´te´ de´finies dans l’espace articulaire en
connaissant les mode`les ge´ome´triques et cine´matiques. C’est le cas des robots se´riels
dont une forme explicite de ces mode`les existe et l’e´tat est bien de´fini a` partir des
positions articulaires.
En revanche, dans le cas des robots paralle`les, une position articulaire admet plu-
sieurs configurations possibles de la pose de l’organe terminal. Donc, une commande
articulaire devra eˆtre utilise´e avec pre´caution. Dans la partie 1.2, nous avons signale´
qu’un capteur de vision permet d’informer sur l’e´tat du me´canisme. Cette mesure
par vision est a priori plus simple qu’une reconstruction par re´solution du proble`me
ge´ome´trique direct. D’ou`, le couplage possible entre la vision et les robots paralle`les.
Cette approche ne´cessite une mode´lisation comple`te du robot et de l’information
visuelle afin de pouvoir mesurer la pose relative du robot par rapport a` la sce`ne ou
de la sce`ne par rapport au robot (cas d’une came´ra embarque´e sur l’organe terminal
du robot).
Conside´rons la figure 2.1, la configuration ge´ne´rique d’un me´canisme paralle`le
commande´ par vision (asservissement visuel 3D) est e´quipe´e d’une came´ra de´finie
par le repe`re Rc et d’une cible (une mire, par exemple) de´finie par le repe`re Rp.
R
m
Tm
e
R
e
R f
R b
T f
b
T e
bTm
f
Fig. 2.1 – Configuration ge´ne´rique dans le cas d’un asservissement visuel 3D d’un
robot paralle`le
On noteRf un repe`re fixe par rapport au repe`re de la baseRb etRm un repe`re lie´
au repe`re de l’organe terminal Re. Le repe`re Rm de´finit la position de l’objet mobile
Asservissement visuel 3D des robots paralle`les 35
(une came´ra ou une cible) en position courante. Dans une configuration de´sire´e, ce
repe`re est note´ Rm∗ .
La pose de l’organe terminal X peut eˆtre repre´sente´ par la transformation fTm
entre le repe`re de l’object mobile et le repe`re de l’object fixe. On distingue deux
configurations : la premie`re est le cas d’une came´ra de´porte´e ou`Rm = Rp etRf = Rc
et la deuxie`me (came´ra embarque´e sur l’organe terminal) correspond a` Rf = Rp et
Rm = Rc.
Ainsi, la localisation du robot dans son environnement ne´cessite la connaissance
de ses mode`les ge´ome´triques, du mode`le associe´ a` la cible et des parame`tres in-
trinse`ques de la came´ra. L’e´talonnage de la came´ra [Tsa87, ZLF96, BR97, LVD98]
est indispensable afin d’avoir une bonne estimation de la pose. Cette dernie`re e´tape
de reconstruction de´pend du choix des primitives visuelles (points, segments, cy-
lindres, etc.). Dans notre approche, nous nous focalisons sur les primitives de type
point. La cible est une mire constitue´e d’amers note´s P.
2.1.1 Mode`le de projection perspective d’un point 3D et
calcul de pose
Rappelons que le repe`re lie´ a` la cible est Rp. Un point 3D de la cible a comme
coordonne´es homoge`nes pP = (X,Y,Z,1)T . Ce point peut eˆtre exprime´ dans le repe`re
lie´ a` la came´ra par :
cP = cTp
pP (2.1)
La projection perspective, de centre optique oc, du point
pP sur le plan Π (fi-
gure 2.2) est le point cp = (x,y,1)T de´fini a` un facteur α pre´s :
cp = α
(
I3 03×1
)
cTp
pP (2.2)
Une came´ra perspective re´alise aussi une transformation des coordonne´es ho-
moge`nes me´triques cp = (x,y,1)T en des coordonne´es pixe´lliques imp = (xi,yi,1)
T
exprime´ dans l’image :
imp = Kcp (2.3)
ou` K est la matrice des parame`tres intrinse`ques de la came´ra ayant la forme :
K =
 αu αuv u00 αv v0
0 0 1
 (2.4)
avec u0 et v0 sont les coordonne´es en pixel de l’intersection entre le plan image
et l’axe optique.
En disposant d’un mode`le 3D de la cible, le calcul de pose de cet objet consiste
a` de´terminer sa position et son orientation par rapport a` la came´ra. Dans le cas du
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Fig. 2.2 – La projection perspective d’un point 3D
calcul de pose a` partir des points 3D, il faut disposer des coordonne´es de points de
re´fe´rence (les amers de type points) et de la position respective de leurs projections
sur l’image. La came´ra doit eˆtre bien e´talonne´e.
En observant un nombre suffisant de points, on peut alors minimiser un crite`re
relatif a` la relation de projection perspective (e´quation 2.3) et estimer la pose in-
connue cTp [DD95, ODD96, HDLC97] (voir la partie 1.2.3.2) :
min(
1
2
Npoint∑
k=1
‖ impk −K α
(
I3 03×1
)
cTp
pPk ‖) (2.5)
Pour affiner une premie`re estimation line´aire de la pose, la plupart des me´thodes
utilisent un algorithme de descente (gradient, Gauss-Newton, Levenberg- Marquardt)
qui consiste en une re´solution ite´rative par approximations line´aires successives.
2.1.2 Matrice d’interaction associe´e a` la pose
Une loi de commande a pour objectif de ramener le robot d’une position ini-
tiale a` sa position de´sire´e. Le long de ce mouvement, nous disposons, a` partir de
la localisation 3D, du de´placement de l’objet (une cible ou une came´ra) embarque´
sur l’organe terminal. Afin de ge´ne´raliser la me´thode, nous notons m l’objet mo-
bile fixe´ sur l’organe terminal dans sa position courante et m∗ sa position de´sire´e.
Pour controˆler l’organe terminal du robot, plusieurs travaux [WWHB96, MDGD97,
DDLR97, TMCG02] proposent :
– Le controˆle de la translation st =
mtm∗ entre la position courante (m) et la
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position de´sire´e (m∗) de l’objet en mouvement.
– Le controˆle direct de la rotation sous plusieurs formes sw = uθ [Mal98] ou
sw = u sin(θ) [SLE91, MG99], ou` u et θ sont respectivement l’axe et l’angle
de la rotation mRm∗ entre Fm et Fm∗ .
Le principal avantage est que cette me´thode permet l’exe´cution d’une taˆche ro-
botique classique et simple dans l’espace carte´sien. De ce fait, on peut conside´rer,
par exemple, une fonction de taˆche de la forme :
e = C(s(X,t)− s∗(t)) = C s(X,t)
s(X,t) = (
st
sw
) = (
mtm∗
uθ
)
s∗(t) = 06×1
(2.6)
Sachant que [Mal98, MCB99, TMCG02] :
mVm∗/m = −
mVm/m∗
d(uθ)
dt
= Lw
mΩm∗ = Lw
mΩm∗/m = −Lw
mΩm/m∗ = −Lw
mΩm
(2.7)
avec
Lw = I3 −
θ
2
[u]× +
(
1−
sinc(θ)
sinc2( θ
2
)
)
[u]2× (2.8)
La de´rive´e temporelle du signal s donne :
s˙ = Ls
m
τm (2.9)
faisant apparaˆıtre le torseur de vitesse du repe`re mobile mτm et la matrice d’inter-
action Ls :
Ls =
(
−I3 03
03 −Lw
)
(2.10)
La forme particulie`re de la matrice d’interaction Ls permet de de´duire deux pro-
prie´te´s inte´ressantes :
– A la position de´sire´e Lw = L
∗
w = I3.
– La matrice L−1s est bien analytique [MCB99] :
L−1s =
(
−I3 03
03 −L
−1
w
)
(2.11)
avec
L−1w = I3 +
θ
2
sinc2(
θ
2
)[u]× + (1− sinc(θ)) [u]
2
× (2.12)
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2.1.3 Commande par retour d’e´tat
Proprie´te´ 1 :
L’asservissement visuel 3D pose d’un robot paralle`le est une commande par retour
d’e´tat non line´aire.
Preuve :
p
La taˆche robotique conside´re´e est une taˆche de positionnement du repe`re absolu
Rm∗ par rapport a` un repe`re mobile Rm. Dans la commande re´fe´rence´e vision, la
fonction de taˆche e doit converger vers 0.
En notant le vecteur d’e´tat du robot paralle`le par x = s, la sortie de la loi
de commande par y = s et le vecteur de commande (l’entre´e du syste`me) par
uc =
m
τm, on peut formuler l’asservissement visuel 3D pose (figure 2.3) comme
e´tant une commande par retour d’e´tat non line´aire (figure 2.4) dont les e´quations
d’e´tat et de sortie sont les suivantes :
x˙ = Ax + B(x)uc (2.13)
y = Cx + Duc (2.14)
ou` A = 06, B(x) = Ls, C = I6 et D = 06.
Loi de commande Dm (X, x geom )
+
- X
X* = " 0" q.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Robot
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q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Fig. 2.3 – Commande 3D pose d’un robot paralle`le
[A, B(x), C, D]+
-
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X*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 yucLoi   de
commande
Fig. 2.4 – Commande par retour d’e´tat
Notons que cette representation dans l’espace d’e´tat est non line´aire, e´tant donne´
que B = B(x) de´pend de l’e´tat x.
y
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2.1.4 Loi de commande
La commande de syste`mes non-line´aires peut se faire, essentiellement, selon deux
me´thodes : line´arisation exacte et line´arisation tangente.
Line´arisation exacte : Dans le cas d’une commande par retour d’e´tat non line´aire
par line´arisation exacte, on choisit une pseudo-commande line´aire v de´finie
par :
uc = B̂
−1(x)v (2.15)
La commande uc non line´aire ne´cessite donc une estimation de la matrice
d’interaction B.
En utilisant la loi de commande (2.15), la premie`re e´quation de la repre´sentation
d’e´tat (2.13) devient :
x˙ = B(x)B̂−1(x)v (2.16)
si B̂−1(x) est suffisamment proche de B−1(x), le syste`me devient line´aire avec
la commande v. En particulier, si le produit B(x)B̂−1(x) est de´fini et positif,
il suffit d’imposer un retour d’e´tat line´aire v = −kcx, ou` kc = λI, λ > 0,
pour assurer la stabilite´ de x.
En effet, la commande uc devient :
uc = −λB̂
−1(x)x (2.17)
Ce qui permet d’e´crire l’e´quation (2.16) sous la forme :
x˙ = −λB(x)B̂−1(x)x (2.18)
La syste`me est donc stable si et seulement si le produit B(x)B̂−1(x) est de´fini
et positif.
Line´arisation tangente : Dans le cas d’une commande par retour d’e´tat non line´aire
par line´arisation tangente, la matrice B̂−1(x) est choisie comme B̂−1(0). La
commande aura donc la forme suivante :
uc = B̂
−1(0)v (2.19)
ou` v = −kcx.
Dans le cas pre´sent, la matrice d’interaction B(0) = Ls|s=0 a une forme sim-
plifie´e :
B(0) =
(
−I3 03
03 −I3
)
(2.20)
D’ou`, uc = kcx et si kc = λI alors :
uc = λx (2.21)
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En utilisant la loi de commande (2.21), la premie`re e´quation de la repre´sentation
d’e´tat (2.13) devient :
x˙ = λB(x)x (2.22)
Cette commande est donc stable si et seulement si B(x) est de´finie et ne´gative.
Proprie´te´s de la matrice B(x) = Ls :
En choisissant un signal s = (
mtm∗
mum∗θ
) nous avons rappele´, dans la partie 2.1.2, les
proprie´te´s de la matrice Ls dont :
◦ L̂w
mum∗ = -
mum∗
◦ L̂w
−1mum∗ = -
mum∗
Remarques :
– Dans le cas ou` la matrice d’interaction B(x) = Ls est calcule´e nume´riquement
a` partir de l’expression analytique (2.10) et ou` le signal s = x = (
mtm∗
mum∗θ
),
on peut e´crire, en utilisant la proprie´te´ e´nonce´e ci-dessus :
B̂−1(x)x = −x (2.23)
Par conse´quent, la commande par retour d’e´tat est line´aire :
uc = −λB̂
−1(x)x = λx (2.24)
On peut de´duire aussi que la pseudo-commande par line´arisation exacte est
e´quivalente a` la pseudo-commande par line´arisation tangente.
NB : Cette proprie´te´ n’est valable que pour le choix uθ de la repre´sentation de
l’erreur d’orientation.
– En revanche, dans le cas ge´ne´ral ou` le signal s prend une autre forme, la
commande par retour d’e´tat est non line´aire et on a :{
uc = −λB̂
−1(x)x
m
τm = −λL̂s
−1
s
(2.25)
qui ne permet pas la simplification exhibe´e en (2.24).
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2.1.5 Une Commande 3D pose sans les capteurs proprio-
ceptifs
Proprie´te´ 3 :
L’asservissement visuel 3D pose d’un robot paralle`le est inde´pendant des variables
articulaires.
Preuve :
p
La figure 2.3 pre´sente le sche´ma de l’asservissement visuel 3D pose dont la loi de
commande (2.25) s’e´crit sous la forme ge´ne´rale :
m
τm = −λL̂s
−1
s (2.26)
Nous pouvons noter qu’uniquement les informations issues du capteur de vision
sont utilise´es pour de´finir la relation entre le signal s et le torseur cine´matique mτm.
De meˆme, rappelons que le mode`le cine´matique inverse est sous la forme suivante :
q˙ = mD̂invm (X,ξgeom)
m
τm (2.27)
Ce mode`le de´pend de la pose mesure´e par vision et de certains parame`tres
ge´ome´triques. Ces derniers peuvent, dans certains cas, de´pendre des variables ar-
ticulaires. Dans la partie 2.2, nous montrerons qu’une me´thode d’identification sera
utilise´e pour estimer les parame`tres ge´ome´triques et e´viter le passage par les va-
riables articulaires.
Le sche´ma de la commande 3D pose d’un robot paralle`le (figure 2.3) est donc
compose´ de deux parties essentielles :
– La loi de commande exprime´e par la relation (2.25) (qui de´pend uniquement
du signal capteur).
– Le mode`le cine´matique inverse qui de´pend de la pose de l’organe terminal
mesure´e par vision et des parame`tres ge´ome´triques.
y
2.2 Validation expe´rimentale sur la plate-forme
de Gough-Stewart
La technique d’asservissement visuel 3D a e´te´ teste´e, en premier lieu, sur la plate-
forme pe´dagogique de Gough-Stewart (Deltalab) (figure 2.6). Le syste`me d’exploi-
tation utilise´ est un Linux-RTAI. Le capteur de vision est une came´ra nume´rique
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IEEE Marlin de re´solution 1024 x 780 pixels et de distance focale 4.8 mm. Nous
avons e´talonne´ le capteur en utilisant la librairie ToolboxCalib de´veloppe´e sous
Matlab [BR97]. Les parame`tres obtenus sont : u0 = 509, v0 = 382, αuv = 0 et
αu = αv = 731 pixels. Les distorsions sont pre´compense´es, pour le calcul de pose.
La mire, compose´e de 9 amers sous forme de disques blancs sur un fond noir, est
place´e sur la face inte´rieure de la plate-forme mobile (figure 2.6). Ce choix d’em-
placement de la mire est duˆ au fait que l’organe terminal (ge´ne´ralement la face
exte´rieure de la plate-forme) est en liaison directe avec la machine outil. Donc, on
ne peut pas se permettre, pour des raisons pratiques, de placer une mire sur la face
exte´rieure. Nous avons utilise´ la bibliothe`que ViSP [MSC05], pour le calcul matriciel,
la de´tection de points de la cible, le suivi et le calcul de pose.
Dans cette expe´rimentation, nous avons adopte´ le cas d’une came´ra de´porte´e,
pour des raisons techniques. En e´tant fixe par rapport a` la base, ce capteur de
vision est place´ de fac¸on a` ce que le champ de vision couvre l’espace de travail du
robot. La loi de commande propose´e est exprime´e dans le repe`re lie´ a` la mire.
Dans cette partie, nous pre´senterons la validation expe´rimentale de la commande
3D pose sur la plate-forme de Gough-Stewart. D’autres re´sultats de l’identification
de certains parame`tres ge´ome´triques seront aussi illustre´s.
2.2.1 Architecture
La plate-forme de Gough-Stewart (figure 2.5) est un me´canisme posse´dant 6
jambes de longueurs variables qit = (qi +qi0), ou` i ∈ 1..6 et qi0 est l’offset du capteur
de translation. Elles sont lie´es a` la base par des liaisons Rotules centre´es en A0i et
a` l’organe terminal par des liaisons Rotules centre´es en A1i. Le mode`le ge´ome´trique
inverse implicite d’une telle plate-forme est donne´ par :
∀ i ∈ 1..6, (qit)
2 =
−−−−→
A0iA1i
T−−−−→
A0iA1i (2.28)
Ce mode`le peut eˆtre exprime´ dans n’importe quel repe`re euclidien de re´fe´rence.
Par conse´quent, il peut eˆtre exprime´ dans le repe`re de base Rb, dans le repe`re lie´ a`
l’organe terminal Re, dans le repe`re came´ra Rc ou dans le repe`re mobile Rm.
Dans cette partie, nous allons traiter le cas de´porte´ en prenant une came´ra
fixe par rapport a` la base (figure 2.6). On prendra le repe`re Rm comme repe`re de
re´fe´rence. Conside´rons ui le vecteur directeur de la droite passant par A0i et A1i,
oriente´e de A0i vers A1i (figure 2.7), on peut e´crire la relation suivante :
m−−−−→A0iA1i = (qit)
mui (2.29)
2.2.2 Mode`le cine´matique inverse
En de´rivant l’e´quation (2.28) exprime´e dans le repe`re lie´ a` la mire, on peut e´crire :
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Fig. 2.5 – Les parame`tres ge´ome´triques de la Plate-forme de Gough-Stewart
Fig. 2.6 – Observation d’une mire place´e sur l’organe terminal d’une plate-forme
de Gough-Stewart
q˙itqit =
d(m
−−−−→
A0iA1i
T
)
dt
m−−−−→A0iA1i (2.30)
En utilisant (2.29), on peut de´duire a` partir de l’e´quation (2.30) :
q˙it =
d(m
−−−−→
A0iA1i
T
)
dt
mui =
d(mA1i −
mA0i)
T
dt
mui (2.31)
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Fig. 2.7 – Parame`tres d’une jambe de la Plate-forme de Gough-Stewart
Sachant que le point A1i est fixe dans le repe`re Rm, on peut e´crire : q˙it = −
d(mA0i)
T
dt
mui = −
d(mRf
fA0i+
mtf )
T
dt
mui
q˙it = −(
mVf − [
mRf
fA0i]×
mΩf )
T mui
(2.32)
Ce qui donne :
q˙it = −
muTi
(
I3 −[
mRf
fA0i]×
)
m
τf (2.33)
Le changement du point d’application du torseur [KD99] donne :
m
τf =
(
I3 −[
mtf ]×
03 I3
)
m
τm (2.34)
L’e´quation (2.33) devient :
q˙it = −
muTi
(
I3 −[
mA0i]×
)
m
τm
q˙it = −
(
muTi (
mA0i ×
mui)
T
)
m
τm
(2.35)
Enfin, le mode`le cine´matique inverse complet est sous la forme suivante :
q˙ = mDinvm
m
τm = −

muT1 (
mA01 ×
mu1)
T
· ·
· ·
muT6 (
mA06 ×
mu6)
T
mτm (2.36)
Sachant que :
mA1i =
mA0i + qit
mui (2.37)
L’e´quation (2.36) devient :
q˙ = mDinvm
m
τm = −

muT1 (
mA11 ×
mu1)
T
· ·
· ·
muT6 (
mA16 ×
mu6)
T
mτm (2.38)
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En somme, nous pouvons constater deux me´thodes pour le calcul des termes du
mode`le cine´matique inverse (2.38) et donc deux types de commande :
Commande avec les capteurs proprioceptifs :
La direction mui peut s’e´crire :
mui =
m−−−−→A0iA1i
qit
=
mA1i −
mA0i
qit
=
mA1i − (
mRf
fA0i +
mtf )
qit
(2.39)
D’ou`, l’e´quation (2.38) devient :
q˙ = mDinvm
m
τm = −
 (
mA11−(
mRf
fA01+
mtf )
q1t
)T (mA11×
mA11−(
mRf
fA01+
mtf )
q1t
)T
· ·
· ·
(
mA16−(
mRf
fA06+
mtf )
q6t
)T (mA16×
mA16−(
mRf
fA06+
mtf )
q6t
)T
mτm
(2.40)
Ce dernier mode`le de´pend ainsi de la pose de l’organe terminal, de la position
des points mA1i et
fA0i et des positions articulaires qit.
Les points mA1i et
fA0i sont de´termine´s en utilisant la me´thode d’identification
que nous pre´senterons par la suite (la partie 2.2.3.1).
Commande sans les capteurs proprioceptifs :
La direction mui peut s’e´crire sous la forme :
mui =
m−−−−→A0iA1i
‖ m
−−−−→
A0iA1i ‖
=
mA1i −
mA0i
‖ m
−−−−→
A0iA1i ‖
(2.41)
Sachant que mA0i = (
mRf
fA0i +
mtf ), on peut e´crire :
mui =
m−−−−→A0iA1i
‖ m
−−−−→
A0iA1i ‖
=
mA1i − (
mRf
fA0i +
mtf )
‖ mA1i − (mRf fA0i + mtf ) ‖
(2.42)
En inse´rant (2.42) dans (2.38), on obtient :
q˙ = mDinvm
m
τm = −
 (
mA11−(
mRf
fA01+
mtf )
‖mA11−(
mRf
fA01+
mtf )‖
)T (mA11×
mA11−(
mRf
fA01+
mtf )
‖mA11−(
mRf
fA01+
mtf )‖
)T
· ·
· ·
(
mA16−(
mRf
fA06+
mtf )
‖mA16−(
mRf
fA06+
mtf )‖
)T (mA16×
mA16−(
mRf
fA06+
mtf )
‖mA16−(
mRf
fA06+
mtf )‖
)T
mτm
(2.43)
Ce dernier mode`le est bien de´fini en connaissant la pose de l’organe terminal et
la position des points mA1i et
fA0i.
Nous pre´senterons, par la suite, un crite`re base´e sur les mesures articulaires et
la pose de l’organe terminal pour identifier les coordonne´es des points mA1i et
fA0i
hors ligne.
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2.2.3 Re´sultats expe´rimentaux : identification des parame`tres
ne´cessaires pour la commande et asservissement visuel
3D
2.2.3.1 Identification
En connaissant la pose de la cible (la mire) par rapport a` la came´ra (voir la
partie 2.1.1), il reste a` estimer les parame`tres mA1i et
fA0i. Pour cela, en utilisant
l’e´quation (2.28), on de´finit le crite`re suivant :
min(
1
2
N∑
k=0
((qkit)
2− ‖ fRkm
mA1i +
ftkm −
fA0i ‖)
2) (2.44)
ou` N est le nombre de configurations du robot.
En se basant sur l’algorithme de Levenberg-Marquardt [Lev44, Mar63], la mini-
misation de ce crite`re permet d’estimer les points fA0i =
cA0i et
mA1i =
pA1i (cas
d’une came´ra de´porte´e) pour chaque jambe i (figures 2.8 et 2.9). Cette me´thode
d’identification ne tient compte ni de la ge´ome´trie de la base ni de la ge´ome´trie de
la nacelle.
Les figures 2.8 et 2.9 montrent la projection des points cA0i et
mA1i.
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Fig. 2.8 – Estimation ge´ome´trique (trait continu) et mode`le CAO (trait discontinu)
des points cA0i en me`tre : Vue late´rale (a` gauche) et vue de dessus (a` droite)
2.2.3.2 Asservissement visuel 3D
Dans cette partie, nous pre´sentons les re´sultats de la commande 3D pose de la
plate-forme de Gough-Stewart. Pour e´valuer cette approche, des points essentiels
seront de´taille´s :
– La comparaison entre les deux commandes 3D pose avec et sans capteurs
proprioceptifs.
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Fig. 2.9 – Estimation ge´ome´trique (trait continu) et mode`le CAO (trait discontinu)
des points mA1i en me`tre : Vue late´rale (a` gauche) et vue de dessus (a` droite)
– La compensation des frottements au niveau des articulations Prismatiques et
le choix du gain.
– Le comportement de la commande en choisissant des petits et des grands
de´placements par rapport a` une meˆme configuration de´sire´e.
– L’effet des erreurs d’estimation des parame`tres ge´ome´triques sur la commande.
Nous trac¸ons donc les erreurs de translation, les erreurs d’orientation, les erreurs
sur les variables articulaires, les vitesses articulaires et les vitesses carte´siennes. Nous
pre´senterons aussi la trajectoire 3D de l’organe terminal et un ordre de grandeur de
l’erreur de translation et d’orientation.
Commandes 3D pose avec et sans capteurs proprioceptifs :
L’identification des parame`tres ge´ome´triques intervenant dans les mode`les per-
met de compenser les erreurs de conception et de s’approcher de l’architecture
re´elle du robot. Dans le cas de la plate-forme de Gough-Stewart, nous signalons des
proble`mes lie´s aux frottements dans les articulations Prismatiques et aux capteurs
proprioceptifs non pre´cis. Nous avons montre´, ci-dessus, que deux commandes 3D
pose sont possibles (l’utilisation ou non des mesures articulaires). Nous pre´sentons
donc des diffe´rents essais de la commande 3D pose en utilisant des variables articu-
laires (figure 2.10, figure 2.11, figure 2.12 et figure 2.13) et de la commande 3D pose
sans l’utilisation des capteurs proprioceptifs (figure 2.14, figure 2.15, figure 2.16 et
figure 2.17). En choisissant un gain λ = 3, les deux commandes pre´sentent un bon
comportement des erreurs et des vitesses, avec un le´ger avantage de la commande
3D pose sans les capteurs proprioceptifs par rapport a` celle avec les capteurs.
Les re´sultats obtenus confirment la validite´ de l’approche propose´e et montrent
un de´couplage partiel entre les vitesses de translation et de rotation.
Les tableaux 2.1, 2.2, 2.3 et 2.4 donnent un ordre de grandeur sur les erreurs
de translation et d’orientation et pre´sentent la trajectoire 3D de l’organe terminal
48 2.2 Validation expe´rimentale sur la plate-forme de Gough-Stewart
pour chaque essai. Les trajectoires sont presque line´aires dans le repe`re came´ra, ce
qui confirme les proprie´te´s de l’asservissement visuel 3D pose.
Par exemple, dans le cas d’une translation pure de l’organe terminal (figures
2.11 et 2.15), le robot re´alise un de´placement le long de l’axe bzb ≃
czc. Les erreurs
de translation tx et ty sont faibles. L’erreur d’orientation est initialement θ = 1.36
degre´s et a` la convergence θ = 0.3 degre´s. Les trajectoires 3D de l’organe terminal
(tableau 2.2), en utilisant les deux commandes, montrent une variation line´aire selon
l’axe czc, ce qui confirme le mouvement effectue´ et les proprie´te´s de la commande
3D pose.
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.626 0.767 −0.132 0.048
−0.757 −0.640 −0.126 0.071
−0.182 0.021 0.982 0.432
0 0 0 1
) (
−0.418 0.907 0.021 −0.035
−0.907 −0.417 −0.044 0.051
−0.031 −0.037 0.998 0.430
0 0 0 1
)
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Fig. 2.10 – Asservissement visuel 3D en utilisant les capteurs proprioceptifs, de la
plate-forme de Gough (Essai 1, en choisissant un gain λ = 3)
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.535 0.844 0.016 0.000
−0.844 −0.535 −0.002 0.040
0.007 −0.015 0.999 0.392
0 0 0 1
) (
−0.533 0.845 0.036 −0.001
−0.845 −0.533 0.005 0.042
0.024 −0.027 0.999 0.504
0 0 0 1
)
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Fig. 2.11 – Asservissement visuel 3D en utilisant les capteurs proprioceptifs, de la
plate-forme de Gough (Essai 2, en choisissant un gain λ = 3)
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.529 0.847 −0.034 −0.040
−0.839 −0.529 −0.119 −0.022
−0.119 −0.034 0.992 0.428
0 0 0 1
) (
−0.423 0.904 −0.056 0.005
−0.878 −0.394 0.269 0.077
0.220 0.163 0.961 0.452
0 0 0 1
)
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Fig. 2.12 – Asservissement visuel 3D en utilisant les capteurs proprioceptifs, de la
plate-forme de Gough (Essai 3, en choisissant un gain λ = 3)
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.533 0.845 −0.000 −0.023
−0.844 −0.532 −0.064 0.004
−0.054 −0.033 0.997 0.433
0 0 0 1
) (
−0.456 0.889 −0.019 0.003
−0.869 −0.441 0.219 0.066
0.186 0.117 0.975 0.436
0 0 0 1
)
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Fig. 2.13 – Asservissement visuel 3D en utilisant les capteurs proprioceptifs, de la
plate-forme de Gough (Essai 4, en choisissant un gain λ = 3)
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.626 0.767 −0.132 0.048
−0.757 −0.640 −0.126 0.071
−0.182 0.021 0.982 0.432
0 0 0 1
) (
−0.418 0.907 0.021 −0.035
−0.907 −0.417 −0.044 0.051
−0.031 −0.037 0.998 0.430
0 0 0 1
)
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Fig. 2.14 – Asservissement visuel 3D sans les capteurs proprioceptifs, de la plate-
forme de Gough (Essai 1, en choisissant un gain λ = 3)
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.535 0.844 0.016 0.000
−0.844 −0.535 −0.002 0.040
0.007 −0.015 0.999 0.392
0 0 0 1
) (
−0.533 0.845 0.036 −0.001
−0.845 −0.533 0.005 0.042
0.024 −0.027 0.999 0.504
0 0 0 1
)
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Fig. 2.15 – Asservissement visuel 3D sans les capteurs proprioceptifs, de la plate-
forme de Gough (Essai 2, en choisissant un gain λ = 3)
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.529 0.847 −0.034 −0.040
−0.839 −0.529 −0.119 −0.022
−0.119 −0.034 0.992 0.428
0 0 0 1
) (
−0.423 0.904 −0.056 0.005
−0.878 −0.394 0.269 0.077
0.220 0.163 0.961 0.452
0 0 0 1
)
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Fig. 2.16 – Asservissement visuel 3D sans les capteurs proprioceptifs, de la plate-
forme de Gough (Essai 3, en choisissant un gain λ = 3)
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.533 0.845 −0.000 −0.023
−0.844 −0.532 −0.064 0.004
−0.054 −0.033 0.997 0.433
0 0 0 1
) (
−0.456 0.889 −0.019 0.003
−0.869 −0.441 0.219 0.066
0.186 0.117 0.975 0.436
0 0 0 1
)
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Fig. 2.17 – Asservissement visuel 3D sans les capteurs proprioceptifs, de la plate-
forme de Gough (Essai 4, en choisissant un gain λ = 3)
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Z
Trajectoire 3D avec capteurs
Position désirée
Trajectoire 3D sans capteurs
Position iniale
Position finale
Trajectoire 3D de l’organe terminal dans le repe`re came´ra (en me`tre)
Essai avec capteurs Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 94.16 17.87
Erreurs finales 1.9 0.61
Essai sans capteurs Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 94.16 17.87
Erreurs finales 1.7 0.45
Tab. 2.1 – Erreurs de translation et d’orientation (Essai 1, en choisissant un gain
λ = 3)
−0.05 −0.04 −0.03
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Z
Trajectoire 3D avec capteurs
Position désirée
Trajectoire 3D sans capteurs
Position finale
Position initiale
Trajectoire 3D de l’organe terminal dans le repe`re came´ra (en me`tre)
Essai avec capteurs Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 111.67 1.36
Erreurs finales 1.25 0.35
Essai sans capteurs Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 111.67 1.36
Erreurs finales 1.14 0.3
Tab. 2.2 – Erreurs de translation et d’orientation (Essai 2, en choisissant un gain
λ = 3)
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Position initiale
Position finale
Trajectoire 3D de l’organe terminal dans le repe`re came´ra (en me`tre)
Essai avec capteurs Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 113.02 23.94
Erreurs finales 1.2 0.33
Essai sans capteurs Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 113.02 23.94
Erreurs finales 1.4 0.23
Tab. 2.3 – Erreurs de translation et d’orientation (Essai 3, en choisissant un gain
λ = 3)
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Position initiale
Trajectoire 3D de l’organe terminal dans le repe`re came´ra (en me`tre)
Essai avec capteurs Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 69.37 17.27
Erreurs finales 1.7 0.46
Essai sans capteurs Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 69.37 17.27
Erreurs finales 1.4 0.38
Tab. 2.4 – Erreurs de translation et d’orientation (Essai 4, en choisissant un gain
λ = 3)
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Compensation des frottements et choix du gain :
Dans cette partie nous utilisons uniquement la commande 3D pose sans les cap-
teurs proprioceptifs. Les deux essais (figures 2.18 et 2.22) sont re´alise´s avec un gain
faible (vis a` vis de la dynamique du robot) λ = 1. Nous constatons que les courbes
d’erreurs et de vitesses pre´sentent un comportement exponentiel. En revanche, le
robot ne converge pas totalement vers sa position de´sire´e. En effet, les erreurs de
translation et d’orientation, a` la fin de la taˆche, sont de l’ordre de :
• 7.8 mm en translation et 2.35 degre´s en rotation (tableau 2.5).
• 5.2 mm en translation et 1.41 degre´s en rotation (tableau 2.6).
De plus, les trajectoires 3 D de l’organe terminal dans le repe`re came´ra (tableau
2.5 et tableau 2.6) montrent que la position finale ne co¨ıncide pas avec la position
de´sire´e malgre´ un bon comportement du robot le long du trajet.
Nous constatons donc que lorsque les vitesses sont faibles, les moteurs au niveau
des articulations Prismatiques n’arrivent pas a` faire bouger la plate-forme mobile.
Ceci est duˆ d’une part aux frottements au niveau des liaisons Glissie`res et d’autre
part a` la commande cine´matique qui ne tient pas compte de la dynamique du robot.
Une ame´lioration imme´diate pour compenser ces effets e´tant d’augmenter le gain λ
utilise´ dans la commande.
Les re´sultats pre´sente´s dans les figures 2.19, 2.20 et 2.21 (essai 1) et les figures
2.23, 2.24 et 2.25 (essai 2) montrent que la taˆche de positionnement est bien re´alise´e.
La convergence n’est pas parfaitement exponentielle du fait qu’un fort gain adaptatif
est mis en place, mais on peut constater une ame´lioration de la pre´cision, par exemple
dans le cas du premier essai, qui est de l’ordre de (tableau 2.5) :
• 1.4 mm en translation et 0.45 degre´s en rotation avec λ = 3.
• 0.6 mm en translation et 0.19 degre´s en rotation avec λ = 8.
• 0.7 mm en translation et 0.23 degre´s en rotation. Dans ce cas, nous avons
choisi un gain λ adaptatif en fonction de l’erreur.
De meˆme, les trajectoires 3D dans le repe`re came´ra, (tableaux 2.5 et 2.6) montrent
que, pour chaque essai, la position finale co¨ıncide bien avec la position de´sire´e.
Ne´anmoins, pour des gains forts (λ = 8, par exemple), la trajectoire 3D n’est plus
line´aire. Ceci est duˆ a` une saturation du syste`me.
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.626 0.767 −0.132 0.048
−0.757 −0.640 −0.126 0.071
−0.182 0.021 0.982 0.432
0 0 0 1
) (
−0.418 0.907 0.021 −0.035
−0.907 −0.417 −0.044 0.051
−0.031 −0.037 0.998 0.430
0 0 0 1
)
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Fig. 2.18 – Asservissement visuel 3D de la plate-forme de Gough (Essai 1, en choi-
sissant un gain λ = 1)
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.626 0.767 −0.132 0.048
−0.757 −0.640 −0.126 0.071
−0.182 0.021 0.982 0.432
0 0 0 1
) (
−0.418 0.907 0.021 −0.035
−0.907 −0.417 −0.044 0.051
−0.031 −0.037 0.998 0.430
0 0 0 1
)
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Fig. 2.19 – Asservissement visuel 3D de la plate-forme de Gough (Essai 1, en choi-
sissant un gain λ = 3)
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.626 0.767 −0.132 0.048
−0.757 −0.640 −0.126 0.071
−0.182 0.021 0.982 0.432
0 0 0 1
) (
−0.418 0.907 0.021 −0.035
−0.907 −0.417 −0.044 0.051
−0.031 −0.037 0.998 0.430
0 0 0 1
)
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Fig. 2.20 – Asservissement visuel 3D de la plate-forme de Gough (Essai 1, en choi-
sissant un gain λ = 8)
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.626 0.767 −0.132 0.048
−0.757 −0.640 −0.126 0.071
−0.182 0.021 0.982 0.432
0 0 0 1
) (
−0.418 0.907 0.021 −0.035
−0.907 −0.417 −0.044 0.051
−0.031 −0.037 0.998 0.430
0 0 0 1
)
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Fig. 2.21 – Asservissement visuel 3D de la plate-forme de Gough (Essai 1, en choi-
sissant un gain adaptatif λ = 0.8 + (8− 0.8) exp(−200 | e |))
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.529 0.847 −0.034 −0.040
−0.839 −0.529 −0.119 −0.022
−0.119 −0.034 0.992 0.428
0 0 0 1
) (
−0.423 0.904 −0.056 0.005
−0.878 −0.394 0.269 0.077
0.220 0.163 0.961 0.452
0 0 0 1
)
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Fig. 2.22 – Asservissement visuel 3D de la plate-forme de Gough (Essai 2, en choi-
sissant un gain λ = 1)
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.529 0.847 −0.034 −0.040
−0.839 −0.529 −0.119 −0.022
−0.119 −0.034 0.992 0.428
0 0 0 1
) (
−0.423 0.904 −0.056 0.005
−0.878 −0.394 0.269 0.077
0.220 0.163 0.961 0.452
0 0 0 1
)
Erreurs de translation (m) Erreurs d’orientation (rad)
0 10 20 30 40 50 60 70 80 90 100
−0.12
−0.1
−0.08
−0.06
−0.04
−0.02
0
0.02
Itérations
Er
re
ur
s 
de
 tr
an
sla
tio
n
t
x
ty
t
z
0 10 20 30 40 50 60 70 80 90 100
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
Itérations
Er
re
ur
s 
d’
or
ie
nt
at
io
n
u
x
θ
uyθ
u
z
θ
Vitesses de translation (m/s) Vitesses d’orientation (rad/s)
0 10 20 30 40 50 60 70 80 90 100
−0.35
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
Itérations
Vi
te
ss
es
 d
e 
tra
ns
la
tio
n
V
x
Vy
V
z
0 10 20 30 40 50 60 70 80 90 100
−1.2
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
Itérations
Vi
te
ss
es
 d
e 
ro
ta
tio
n
W
x
Wy
W
z
Erreurs articulaires (m) Vitesses articulaires (m/s)
0 10 20 30 40 50 60 70 80 90 100
−0.08
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
0.08
Itérations
Po
si
to
ns
 a
rti
cu
la
ire
s
q1*−q1
q2*−q2
q3*−q3
q4*−q4
q5*−q5
q6*−q6
0 10 20 30 40 50 60 70 80 90 100
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
Itérations
Vi
te
ss
es
 a
rti
cu
la
ire
s
dq1
dq2
dq3
dq4
dq5
dq6
Fig. 2.23 – Asservissement visuel 3D de la plate-forme de Gough (Essai 2, en choi-
sissant un gain λ = 3)
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.529 0.847 −0.034 −0.040
−0.839 −0.529 −0.119 −0.022
−0.119 −0.034 0.992 0.428
0 0 0 1
) (
−0.423 0.904 −0.056 0.005
−0.878 −0.394 0.269 0.077
0.220 0.163 0.961 0.452
0 0 0 1
)
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Fig. 2.24 – Asservissement visuel 3D de la plate-forme de Gough (Essai 2, en choi-
sissant un gain λ = 8)
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.529 0.847 −0.034 −0.040
−0.839 −0.529 −0.119 −0.022
−0.119 −0.034 0.992 0.428
0 0 0 1
) (
−0.423 0.904 −0.056 0.005
−0.878 −0.394 0.269 0.077
0.220 0.163 0.961 0.452
0 0 0 1
)
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Fig. 2.25 – Asservissement visuel 3D de la plate-forme de Gough (Essai 2, en choi-
sissant un gain adaptatif λ = 0.8 + (8− 0.8) exp(−200 | e |))
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0.42
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0.43
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0.44
X
Y
Z
Position désirée
Trajectoire 3D, λ = 1
Trajectoire 3D, λ = 3
Trajectoire 3D, λ = 8
Trajectoire 3D, λ adaptatif
Position iniale
Position finale
Trajectoire 3D de l’organe terminal dans le repe`re came´ra (en me`tre) (essai 1)
Essai 1, λ = 1 Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 94.16 17.87
Erreurs finales 7.8 2.35
Essai 1, λ = 3 Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 94.16 17.87
Erreurs finales 1.4 0.45
Essai 1, λ = 8 Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 94.16 17.87
Erreurs finales 0.6 0.19
Essai 1, λ adaptatif Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 94.16 17.87
Erreurs finales 0.7 0.23
Tab. 2.5 – Erreurs de translation et d’orientation, pour chaque valeur du gain λ
(Essai 1)
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Z
Position désirée
Trajectoire 3D, λ =1
Trajectoire 3D, λ = 3
Trajectoire 3D, λ = 8
Trajectoire 3D, λ adaptatif
Position initiale
Position finale
Trajectoire 3D de l’organe terminal dans le repe`re came´ra (en me`tre) (essai 2)
Essai 1, λ = 1 Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 113.02 23.94
Erreurs finales 5.2 1.41
Essai 1, λ = 3 Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 113.02 23.94
Erreurs finales 1.4 0.23
Essai 1, λ = 8 Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 113.02 23.94
Erreurs finales 1.2 0.2
Essai 1, λ adaptatif Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 113.02 23.94
Erreurs finales 1.26 0.3
Tab. 2.6 – Erreurs de translation et d’orientation, pour chaque valeur du gain λ
(Essai 2)
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Comportement de la commande vis-a`-vis des petits de´placements :
En partant d’une configuration initiale proche de la configuration de´sire´e, les
essais en figures 2.26 et 2.27, pre´sentent la taˆche d’asservissement visuel 3D pour des
petits de´placement. Nous pouvons constater un bon comportement de la commande.
Les erreurs de translation et d’orientation varient exponentiellement. Un ordre de
grandeur des erreurs est donne´ dans les tableaux 2.7 et 2.8.
Dans un autre essai, nous choisissons cette fois-ci un grand de´placement par
rapport a` la position de´sire´e (figures 2.28 et 2.29). Nous constatons que la commande
donne aussi de bons re´sultats (voir aussi les erreurs 3D dans les tableaux 2.7 et 2.8).
Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 51.33 11.12
Erreurs finales 3.04 0.31
Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 79.90 19.81
Erreurs finales 2.95 0.35
Tab. 2.7 – Erreurs de translation et d’orientation, avec λ = 4 (Essai 1 : petits
de´placements (en haut) et grands de´placements (en bas))
Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 33.22 9.28
Erreurs finales 2.89 0.75
Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 69.25 16.85
Erreurs finales 3.08 0.79
Tab. 2.8 – Erreurs de translation et d’orientation, avec λ = 4 (Essai 2 : petits
de´placements (en haut) et grands de´placements (en bas))
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.627 0.767 −0.132 0.049
−0.757 −0.640 −0.128 0.071
−0.183 0.020 0.982 0.432
0 0 0 1
) (
−0.515 0.857 −0.008 0.001
−0.852 −0.513 −0.099 0.073
−0.089 −0.044 0.994 0.439
0 0 0 1
)
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Fig. 2.26 – Asservissement visuel 3D de la plate-forme de Gough (Essai 1, en choi-
sissant un gain λ = 4, cas des petits de´placements)
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.533 0.846 −0.009 −0.023
−0.844 −0.532 −0.062 0.004
−0.057 −0.025 0.997 0.432
0 0 0 1
) (
−0.502 0.864 0.021 −0.011
−0.858 −0.502 0.101 0.031
0.098 0.032 0.994 0.428
0 0 0 1
)
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Fig. 2.27 – Asservissement visuel 3D de la plate-forme de Gough (Essai 2, en choi-
sissant un gain λ = 4, cas des petits de´placements)
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.627 0.767 −0.133 0.049
−0.756 −0.640 −0.128 0.071
−0.183 0.020 0.982 0.432
0 0 0 1
) (
−0.515 0.857 −0.008 0.001
−0.852 −0.513 −0.099 0.073
−0.089 −0.044 0.994 0.439
0 0 0 1
)
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Fig. 2.28 – Asservissement visuel 3D de la plate-forme de Gough (Essai 1, en choi-
sissant un gain λ = 4, cas des grands de´placements)
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.533 0.845 −0.001 −0.023
−0.844 −0.532 −0.063 0.004
−0.054 −0.032 0.997 0.432
0 0 0 1
) (
−0.502 0.864 0.021 −0.011
−0.858 −0.502 0.101 0.031
0.098 0.032 0.994 0.428
0 0 0 1
)
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Fig. 2.29 – Asservissement visuel 3D de la plate-forme de Gough (Essai 2, en choi-
sissant un gain λ = 4, cas des grands de´placements)
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Effet des erreurs d’estimation des parame`tres ge´ome´triques :
Afin de ve´rifier la robustesse de l’approche propose´e vis-a`-vis des e´ventuelles
erreurs sur les parame`tres 3D (les points mA1i et
fA0i) estime´s et utilise´s pour le
calcul du mode`le cine´matique inverse, nous ajoutons des bruits aux coordonne´es du
point fA0i de l’ordre de :
– 1cm, 6cm et 20cm selon l’axe des x.
– 1cm, 6cm et 20cm selon l’axe des z.
Nous avons choisi le cas de la commande base´e sur l’identification (pas de mesures
articulaires) et un gain λ = 3. Nous avons effectue´ le meˆme essai pre´sente´ en figure
2.14, en ajoutant a` chaque fois les erreurs mentionne´es ci-dessus aux coordonne´es
des points fA0i. Les expe´rimentations qui en re´sultent regroupent :
– Les erreurs de translation, d’orientations et des positions articulaires et le
comportement des vitesses en ajoutant du bruit aux coordonne´es des points
fA0i ( figures 2.30, 2.31, 2.32, 2.33, 2.34 et 2.35).
– Les erreurs de translation et d’orientation et les trajectoires 3D de l’organe
terminal correspondant a` chaque essai (tableaux 2.9 et 2.10).
Nous constatons que :
– La commande 3D pose est robuste aux erreurs d’estimation des parame`tres
ge´ome´triques intervenants dans les mode`les. En effet, malgre´ les erreurs re-
marquables, la convergence vers la position de´sire´e est assure´e.
– La commande est plus stable aux erreurs d’estimation le long de l’axe z que
dans le plan (x, y) (tableaux 2.9 et 2.10).
– Pour une erreur, environ, infe´rieure a` 6cm selon l’axe x, la trajectoire 3D
est presque line´aire. Au dela` de cette valeur l’allure devient parabolique. Ce
comportement se retrouve essentiellement au niveau des courbes des vitesses
de translation (voir les deux figures 2.14 et 2.32).
– Les erreurs d’estimation des parame`tres ge´ome´triques ont une le´gere influence
sur la convergence et sur la pre´cision finale (tableaux 2.9 et 2.10).
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0.05
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0.415
0.42
0.425
0.43
0.435
0.44
X
Y
Z
Position désirée
Trajectoire 3D sans erreurs
Trajectoire 3D avec 1cm d’erreur selon x
Trajectoire 3D avec 6cm d’erreur selon x
Trajectoire 3D avec 20cm d’erreur selon x
Position initiale
Position finale
Trajectoire 3D de l’organe terminal dans le repe`re came´ra (en me`tre)
Erreur = 1cm Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 94.16 17.87
Erreurs finales 1.88 0.612
Erreur = 6cm Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 94.16 17.87
Erreurs finales 1.9 0.65
Erreur = 20cm Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 94.16 17.87
Erreurs finales 2.5 0.89
Tab. 2.9 – Erreurs de translation et d’orientation, en ajoutant du bruit aux coor-
donne´es des points fA0i selon l’axe x
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Trajectoire 3D avec 1cm d’erreur selon z
Trajectoire 3D avec 6cm d’erreur selon z
Trajectoire 3D avec 20cm d’erreur selon z
Position initiale
Position finale
Trajectoire 3D de l’organe terminal dans le repe`re came´ra (en me`tre)
Erreur = 1cm Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 94.16 17.87
Erreurs finales 2.02 0.52
Erreur = 6cm Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 94.16 17.87
Erreurs finales 1.9 0.58
Erreur = 20cm Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 94.16 17.87
Erreurs finales 2.7 0.88
Tab. 2.10 – Erreurs de translation et d’orientation, en ajoutant du bruit aux coor-
donne´es des points fA0i selon l’axe z
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.626 0.767 −0.132 0.048
−0.757 −0.640 −0.126 0.071
−0.182 0.021 0.982 0.432
0 0 0 1
) (
−0.418 0.907 0.021 −0.035
−0.907 −0.417 −0.044 0.051
−0.031 −0.037 0.998 0.430
0 0 0 1
)
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Fig. 2.30 – Asservissement visuel 3D sans les capteurs proprioceptifs, de la plate-
forme de Gough (Essai 1, en choisissant un gain λ = 3 et une erreur de 1cm selon
l’axe x du point fA0i )
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Fig. 2.31 – Asservissement visuel 3D sans les capteurs proprioceptifs, de la plate-
forme de Gough (Essai 1, en choisissant un gain λ = 3 et une erreur de 6cm selon
l’axe x du point fA0i )
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Fig. 2.32 – Asservissement visuel 3D sans les capteurs proprioceptifs, de la plate-
forme de Gough (Essai 1, en choisissant un gain λ = 3 et une erreur de 20cm selon
l’axe x du point fA0i )
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Fig. 2.33 – Asservissement visuel 3D sans les capteurs proprioceptifs, de la plate-
forme de Gough (Essai 1, en choisissant un gain λ = 3 et une erreur de 1cm selon
l’axe z du point fA0i )
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Fig. 2.34 – Asservissement visuel 3D sans les capteurs proprioceptifs, de la plate-
forme de Gough (Essai 1, en choisissant un gain λ = 3 et une erreur de 6cm selon
l’axe z du point fA0i )
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Fig. 2.35 – Asservissement visuel 3D sans les capteurs proprioceptifs, de la plate-
forme de Gough (Essai 1, en choisissant un gain λ = 3 et une erreur de 20cm selon
l’axe z du point fA0i )
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2.3 Validation expe´rimentale sur le Par4
Une deuxie`me expe´rimentation a e´te´ re´alise´e sur le Par4 du LiRMM, commer-
cialise´ sous le nom de Quattro par Adept. Il s’agit d’un robot industriel connu par
sa rapidite´ et son acce´le´ration qui peut atteindre 200m/s2 avec une charge de 2 kg.
C’est le re´sultat d’une collaboration entre le LIRMM et de la fondation d’origine
espagnole Fatronik.
Le dispositif expe´rimental ressemble a` celui de l’expe´rimentation sur la plate-
forme de Gough-Stewart. Une mire embarque´e sur l’effecteur est observe´e par une
came´ra fixe´e sur la base telle que zc = −zb (figure 2.36). Un PC portable muni d’un
connecteur IEEE et du syste`me Linux ont e´te´ utilise´s. Il a fallu aussi une liaison
se´rie pour communiquer avec le PC de commande du robot.
Fig. 2.36 – Observation d’une mire embarque´e sur l’organe terminal du robot Par4,
par une came´ra perspective
2.3.1 Architecture
Le Par4 (figure 2.37) est constitue´ de quatres chaˆınes cine´matiques identiques
(figure 2.38). Chaque moteur, d’axe de rotation passant par A0i, actionne un bras i
d’extre´mite´s A0i et A1i. La variable articulaire au niveau de l’actionneur est note´e
q0i. Elle tient compte du de´calage des capteurs.
Chaque bras est connecte´ a` un avant bras (paralle´logramme) forme´ de deux
e´le´ments de longueur L et de direction ui (figure 2.39) e´quipe´s de liaisons Rotules
centre´es en A11i, A
2
1i, A
1
2i et A
2
2i.
Les avant-bras sont connecte´s a` la nacelle (figure 2.40). Cette dernie`re [NCK+05]
est compose´e de deux parties [D21D22] et [D23D24] lie´es par deux corps [D21D24] et
[D22D23]. Les diffe´rentes parties de la nacelle sont lie´es par des articulations Roto¨ıdes
centre´es en D21, D22, D23 et D24.
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Fig. 2.37 – Par4, (Fatronik, LIRMM)
La nacelle est e´quipe´e d’un syste`me d’amplification (poulie-courroie) pour trans-
former la rotation relative θ = ±pi
4
en une rotation proportionnelle (β = −κθ et
κ = 3) de l’organe terminal situe´ en E. Pour simplifier le calcul, nous prenons durant
la commande, la position de l’organe terminal au niveau du point D24 (figure 2.40).
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Fig. 2.38 – Les parame`tres ge´ome´triques du Par4
Notons aussi les caracte´ristiques ge´ome´triques suivantes du robot Par4 :
◦ Le paralle´logramme de´fini par les points A11i, A
2
1i, A
1
2i et A
2
2i (figure 2.39) permet
la translation de l’e´le´ment [A12iA
2
2i] selon un axe paralle`le a` l’axe de rotation
du moteur i. De ce fait, il suffit de connaˆıtre le premier e´le´ment [A11iA
1
2i] pour
de´duire [A21iA
2
2i].
◦ c
−−−→
A0iO et
c
−−−−→
A1iA
1
1i sont des constantes.
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◦ Dans le repe`re lie´ a` la base, on a :
– bxpi =
(
cos(q0i) cos(αi)
cos(q0i) sin(αi)
− sin(q0i)
)
, bzpi =
(
− sin(αi)
cos(αi)
0
)
et by
pi
= bzpi ×
bxpi .
– αi = α + (i− 1)
pi
2
, avec α ≃ pi
4
.
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Fig. 2.39 – Les parame`tres ge´ome´triques d’une jambe du Par4
Fig. 2.40 – Les parame`tres ge´ome´triques de la nacelle du Par4
2.3.2 Mode`le cine´matique inverse
En choisissantRc comme repe`re de re´fe´rence, l’expression du mode`le ge´ome´trique
implicite base´e sur la fermeture des chaˆınes cine´matiques (figure 2.39) donne :
Lcui =
c
−−−−→
A11iA
1
2i =
c
−−−−→
A0iA
1
2i −
c
−−−−→
A0iA
1
1i (2.45)
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Cette expression reste valable en utilisant le deuxie`me e´le´ment [A21iA
2
2i] ou un
e´le´ment fictif [A1iA2i].
Apre`s une de´rivation temporelle, l’e´quation (2.45) donne :
Lcu˙i =
d
dt
(c
−−−−→
A0iA
1
2i)−
d
dt
(c
−−−−→
A0iA
1
1i) (2.46)
En tenant compte des caracte´ristiques ge´ome´triques de chaque chaˆıne cine´matique
(figure 2.39) et de la nacelle (figure 2.40), on peut e´crire :
c
−−−−→
A0iA
1
1i = l
cxpi +
c
−−−−→
A1iA
1
1i
c
−−−−→
A0iA
1
2i =
c−−−→A0iO +
c−−−→OD24 +
c
−−−−→
D24A
1
2i
(2.47)
Nous introduisons le torseur cVe =
(
cVe
ωz
)
comme une repre´sentation re´duite
du torseur cine´matique de l’organe terminal exprime´ dans le repe`re Rc.
En utilisant (2.47) et e´tant donne´ que c
−−−→
A0iO et
c
−−−−→
A1iA
1
1i sont des constantes,
l’e´quation (2.46) devient :
Lcu˙i =
cVe +
d
dt
(c
−−−−→
D24A
1
2i)− l
d
dt
(cxpi) (2.48)
En tenant compte du fait que la forme de la nacelle (paralle´logramme) introduit
des translations relatives [NCK+05], on peut obtenir facilement :
d
dt
(cxpi) = q˙0i
cy
pi
d
dt
(c
−−−−→
D24A
1
2i) = (ωz
cze)× εi(h
cy
e
) = −εihωz
cxe
avec
ε3 = ε4 = 0
ε1 = ε2 = 1
(2.49)
ou` la valeur de εi informe sur l’emplacement de A2i par rapport a` D24 (figure 2.40)
et ωz est la vitesse de rotation de l’organe terminal autour de l’axe
cze.
On obtient donc :
Lcu˙i =
cVe − εihωz
cxe − lq˙0i
cy
pi
(2.50)
Cette dernie`re e´quation peut prendre la forme matricielle suivante :
Lcu˙i =
(
I3 −εih
cxe
)
cVe− lq˙0i
cy
pi
(2.51)
En utilisant cuTi
cu˙i = 0, on peut obtenir, a` partir de l’e´quation (2.51), l’expres-
sion du mode`le cine´matique inverse associe´ aux vitesses articulaires :
q˙0i =
1
lcyT
pi
cui
(
cuTi −εih
cuTi
cxe
)
cVe =
cDinvei
cVe (2.52)
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Le mode`le complet regroupant toutes les variables articulaires est de la forme :
q˙ = cDinve
cVe (2.53)
avec
cDinve =

1
lcyT
p1
cu1
0 0 0
0 1
lcyT
p2
cu2
0 0
0 0 1
lcyT
p3
cu3
0
0 0 0 1
lcyT
p4
cu4

 cuT1 −hcuT1 cxecuT2 −hcuT2 cxe
cuT3 0
cuT4 0
 (2.54)
Le changement du point d’application du torseur V donne :
cVe =
(
I3 −[
cte]×
czc
01X3 1
)
cVc
cVc =
(
cRm −
cRm[
mtc]×
czc
01X3
cRm(3,3)
)
mVm
(2.55)
ou` cRm(3,3) est le terme correspondant a` la troisie`me ligne et a` la troisie`me
colonne de la matrice de rotation cRm.
Ce qui permet d’e´crire la transformation de vitesse entre cVe et
mVm :
cVe =
cTm
mVm
cTm =
(
I3 −[
cte]×
czc
01X3 1
)(
cRm −
cRm[
mtc]×
czc
01X3
cRm(3,3)
) (2.56)
D’ou`, on peut de´duire, en utilisant (2.53) et (2.56) :
q˙ = cDinvm
mVm (2.57)
avec
cDinvm =
cDinve
cTm (2.58)
Sachant que la pose cTm est mesure´e par vision et que les transformations
cTb
et mTe sont de´termine´es par un e´talonnage grossier, on note que les variables inter-
venant dans les mode`les pre´sente´s sont les directions cui, le vecteur
cxe et le vecteur
cy
pi
.
Le premier terme cui est bien connu en connaissant la position du point
cA11i
a` partir des positions articulaires et du point cA12i a` partir de la pose de l’organe
terminal (D24). En effet :
cui =
cA12i −
cA11i
‖ c
−−−−→
A11iA
1
2i ‖
(2.59)
avec
– cA11i =
cRb
bA11i +
ctb.
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– cA12i est calcule´ a` partir de la mesure de
cTm et d’une estimation grossie`re de
mTe.
– Les vecteurs cy
pi
= cRb
by
pi
et cxe sont calcule´s, respectivement, a` partir des
positions articulaires et de la pose cTm.
2.3.3 Re´sultats expe´rimentaux
Nous avons adopte´ la configuration d’une mire embarque´e (voir figure 2.41) et
donc d’une came´ra de´porte´e. Pour chaque essai de l’asservissement visuel 3D pose,
nous mentionnerons la position du point bD24 et l’angle de rotation relative θe de la
nacelle. Ces deux variables sont obtenues en utilisant une approximation du mode`le
ge´ome´trique direct du robot Par4.
Pour chaque validation, nous pre´senterons l’erreur de translation mtm∗ et l’erreur
d’orientation uzθ (compose´e de l’axe et de l’angle de rotation de
mRm∗ entre Fm et
Fm∗). Nous tracerons aussi la trajectoire du point
cD24 dans le repe`re came´ra.
Fig. 2.41 – Observation d’une mire place´e sur l’organe terminal par une came´ra
perspective fixe par rapport a` la base
Les re´sultats de l’asservissement visuel 3D pose, obtenus en effectuant une trans-
lation pure le long de l’axe czc, sont pre´sente´s dans la figure 2.44. Nous avons trace´
les erreurs de translation et de rotation et les erreurs sur les variables articulaires.
Nous constatons un comportement exponentiel des erreurs et un de´couplage partiel
des erreurs 3D et des vitesses carte´siennes. Un ordre de grandeur des erreurs 3D est
donne´ dans le tableau 2.11. L’erreur d’orientation e´tant faible, une valeur moyenne
de l’erreur uzθ sera indique´e pour les 20 premie`res ite´rations (erreurs initiales) et les
20 dernie`res ite´rations (erreurs finales). Le profil de la trajectoire line´aire de l’organe
terminal dans le repe`re came´ra (figure 2.42) confirme les proprie´te´s de l’asservisse-
ment visuel 3D pose. Cette trajectoire est de´termine´e a` partir de la pose cTm et de
la transformation mire/effecteur.
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Fig. 2.42 – Essai 1 : Trajectoire 3D de l’organe terminal dans le repe`re came´ra (en
me`tre)
Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 132 -0.26
Erreurs finales 0.2 -0.02
Tab. 2.11 – Essai1 : Erreurs de translation et d’orientation
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Fig. 2.43 – Essai 2 : Trajectoire 3D de l’organe terminal dans le repe`re came´ra (en
me`tre)
Erreurs de translation(mm) Erreurs d’orientation(degre´s)
Erreurs initiales 75.32 -14.8625
Erreurs finales 1 -1.1345
Tab. 2.12 – Essai2 : Erreurs de translation et d’orientation
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Dans une deuxie`me expe´rimentation (figure 2.45), la configuration de´sire´e est
obtenue a` partir de la position initiale (bD24 = (0.05,− 0.05,− 0.98)
T et θe = 0 rad)
par des translations le long des trois axes et une rotation autour de l’axe z (bD24 =
(0.051,0.02,− 1)T et θe = 0.086 rad).
La figure 2.45 montre que les erreurs de translation et d’orientation ainsi que
l’e´volution des erreurs sur les positions articulaires convergent exponentiellement
vers 0. Nous pouvons aussi constater un de´couplage des erreurs 3D et un couplage des
erreurs articulaires. Un ordre de grandeur des erreurs de translation et d’orientation
et de la trajectoire 3D de l’organe terminal, dans le repe`re came´ra, est pre´sente´
respectivement dans le tableau 2.12 et dans la figure 2.43.
Pour valider la commande 3D pose sur le robot Par4, des faibles vitesses ont e´te´
envoye´es au robot afin de garantir l’acquisition de l’image pour chaque ite´ration et de
re´duire l’influence du bruit haute-fre´quence. Nous avons choisi donc le gain λ = 0.1.
De ce fait, en regardant les courbes (figure 2.44 et figure 2.45), la convergence est
bien exponentielle mais elle est assure´e apre`s environ 150 ite´rations.
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Configuration initiale/bTe Configuration de´sire´e/
bT∗e
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 et θe = 0 rad
Erreurs de translation (m) Erreurs d’orientation (rad)
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Fig. 2.44 – Asservissement visuel 3D du robot Par4 (Essai 1, en choisissant un gain
λ = 0.1 : cas d’une translation pure)
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Configuration initiale/bTe Configuration de´sire´e/
bT∗e
bD24 =
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 et θe = 0 rad bD24 =
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 et θe = 0.086 rad
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Fig. 2.45 – Asservissement visuel 3D du robot Par4 (Essai 2, en choisissant un gain
λ = 0.1)
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2.4 Conclusion
Dans ce chapitre, nous avons propose´ d’utiliser la vision pour la commande des
robots paralle`les. En utilisant une came´ra (embarque´e ou de´porte´e) observant une
cible (par exemple, une mire), nous avons montre´ que l’asservissement visuel 3D
pose permet de re´soudre le proble`me du calcul des mode`les ge´ome´triques directs par
une mesure indirecte de la pose de l’organe terminal.
Nous avons montre´ ainsi qu’il s’agit de la commande la plus directe et la plus
simple des robots paralle`les. En effet, cette me´thode a l’avantage d’eˆtre une com-
mande par retour d’e´tat non line´aire qui ne de´pend pas des mesures articulaires (
ce qui permet de simplifier la conception me´canique). Enfin, nous avons valide´ cette
me´thode sur la plate-forme de Gough-Stewart et sur le robot Par4.
Pour e´largir l’approche de la commande 3D pose et aboutir a` une me´thode inno-
vante pour la commande re´fe´rence´e vision, nous allons montrer, dans le chapitre 3,
que les jambes du robot constituent la cible parfaite d’une came´ra de´porte´e fixe par
rapport a` la base. Sans utiliser une cible exte´rieure au robot et un calcul de pose
additionnel, l’observation des e´le´ments cine´matiques pourra nous informer sur l’e´tat
d’un tel me´canisme.
L’objectif du chapitre 3 est de pre´senter cette approche sous forme d’une contri-
bution a` un mode`le ge´ne´rique pour l’asservissement visuel des robots paralle`les en
observant les e´le´ments cine´matiques. Nous verrons qu’en se servant uniquement de
la vision on peut aboutir a` une commande simplifie´e et une me´thode d’identification
qui peut se passer des capteurs articulaires.
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Chapitre 3
Asservissement visuel des robots
paralle`les par observation des
e´le´ments cine´matiques
Les e´tudes visant a` re´soudre le proble`me du mode`le ge´ome´trique direct [Mer90,
Hus96, Die98] d’un robot paralle`le ont montre´ sa difficulte´ et le proble`me quasi-
incontournable du temps de calcul. Pour simplifier ce proble`me, des travaux [Tan95,
BA00, BR00] proposent d’ajouter des capteurs additionnels afin de pouvoir minimi-
ser le nombre configurations possibles et d’utiliser la redondance me´trologique dans
les mode`les de commande [Mar02, MCKP02]. La diversite´ des solutions du mode`le
direct vient essentiellement de la contrainte de fermeture des chaˆınes cine´matiques,
ce qui complique la commande des me´canismes a` architecture paralle`le. Pour contour-
ner ce proble`me, nous avons pre´sente´ dans le chapitre pre´ce´dent une solution base´e
sur l’utilisation d’un capteur de vision. Des informations visuelles permettent la me-
sure de la pose de l’organe terminal et informer ainsi sur l’e´tat du robot. Cette com-
mande 3D pose des robots paralle`les est une commande imme´diate, simple et efficace.
Cependant, dans cette me´thode, il est ne´cessaire d’utiliser le mode`le ge´ome´trique du
robot pour estimer les composantes de la matrice cine´matique inverse. Ainsi, dans
les exemples de la plate-forme de Gough-Stewart et du Par4 (voir chapitre 2), cette
matrice de´pend des directions des jambes.
Les premiers travaux [AMM05] en simulation sur la plate-forme de Gough-
Stewart ont montre´ que l’asservissement de la direction des jambes permettait in-
directement d’asservir la pose de l’organe terminal. En effet, le mode`le cine´matique
inverse [Mer00] de la plate-forme de Gough-Stewart, par exemple, de´pend essentiel-
lement des coordonne´es de Plu¨cker des droites [Plu¨65]. Ceci s’ave`re eˆtre cohe´rent
avec la mode´lisation cine´matique des me´canismes paralle`les qui sont conc¸us avec
des jambes fines et rectilignes. En conse´quence, on pourra les conside´rer comme des
lignes droites qui ont fait l’objet de plusieurs travaux d’asservissement visuel [ECR92,
MH01, MBR02, AEH02]. De ce fait, nous pouvons envisager une e´ventuelle approche
de la commande re´fe´rence´e vision base´e sur l’observation des e´le´ments cine´matiques
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des me´canismes paralle`les.
En effet, le but de ce chapitre est de pre´senter, par un concept original, une
introduction a` un mode`le ge´ne´rique de la commande cine´matique re´fe´rence´e vision
des me´canismes paralle`les. Cette commande utilise la mesure visuelle des limbes (les
bords d’un e´le´ment de forme cylindrique) et des directions des e´le´ments cine´matiques.
Dans une premie`re partie de ce chapitre, nous e´voquerons le couplage entre la vi-
sion et les e´le´ments cine´matiques des robots paralle`les. Ensuite, nous introduisons
une architecture repre´sentative de la plupart des me´canismes paralle`les existants et
nous pre´sentons des mode`les pour l’asservissement visuel en observant les e´le´ments
cine´matiques. Pour finir, la dernie`re partie est consacre´e a` l’identification re´fe´rence´e
vision des parame`tres ne´cessaires pour la commande.
3.1 Couplage vision - cine´matique d’un robot pa-
ralle`le
En observant les e´le´ments cine´matiques d’un me´canisme paralle`le, la vision four-
nit une mesure exte´roceptive indirecte de l’e´tat du me´canisme. Cette mesure riche
en informations devrait permettre une repre´sentation optimale de la cine´matique
de ces robots, car elle remplace l’utilisation de mode`les par des mesures. Cette
repre´sentation de´pend du choix de la primitive visuelle et d’une repre´sentation
ade´quate des e´le´ments cine´matiques qui sont conside´re´s comme des lignes droites
pour une analyse cine´matique [Mer00].
Afin d’e´tablir une commande re´fe´rence´e vision par observation des e´le´ments
cine´matiques, le choix de la primitive visuelle est indispensable. En observant les
jambes d’un robot paralle`le, on peut extraire les limbes nji de chaque cylindre de
re´volution (figure 3.2). Nous montrerons que ces limbes nous permettent de calculer
la direction ui de chaque e´le´ment cine´matique, sans avoir besoin des informations
ge´ome´triques sur le cylindre.
3.1.1 Repre´sentation des droites adapte´e a` la vision
Comme nous l’avons mentionne´, notre approche est base´e sur l’observation des
e´le´ments cine´matiques. Les limbes de ces e´le´ments cylindriques sont conside´re´es
comme des droites dans l’espace 3D. Une repre´sentation ade´quate de ces droites est
ne´cessaire.
Une repre´sentation simple est base´e sur le fait que, par un point 3D de re´fe´rence
P, une seule droite L peut passer selon une direction de´finie par un vecteur directeur
u. D’ou`, on peut de´finir :
(L) :
(
P
u
)
(3.1)
Cette repre´sentation n’est pas unique, e´tant donne´ que le point de re´fe´rence peut
eˆtre repre´sente´ par n’importe quel point appartenant a` la droite L.
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Pour limiter la de´pendance du choix du point 3D appartenant a` la droite, dans un
espace euclidien, il est plus inte´ressant d’utiliser les coordonne´es de Plu¨cker [Plu¨65]
qui rele`vent de la ge´ome´trie projective [SK52, Fau93] et des coordonne´es projec-
tives qui sont de´finies a` un facteur d’e´chelle pre`s. En normalisant ces coordonne´es
projectives, on peut obtenir les coordonne´es de Plu¨cker euclidiennes :
(L) :
(
u
n
)
(3.2)
ou` n = nn = P × u est le vecteur normal au plan d’interpre´tation passant par
le repe`re de re´fe´rence (repe`re lie´ a` une came´ra, par exemple) et contenant la droite
L (figure 3.1).
n
Zc
Xc
Yc
.
P
. pPlan d’interprétation
Plan image
n_
u_
n_
Fig. 3.1 – Interpre´tation ge´ome´trique d’une droite 3D
On remarque que n est inde´pendant du choix du point de re´fe´rence P. Afin de
mettre en e´vidence les deux composantes du vecteur n, dans [AEH02], une approche
propose une se´paration de la profondeur n et la normale n au plan d’interpre´tation :
(L) :
 un
n
 (3.3)
L’intersection du plan image et du plan d’interpre´tation (figure 3.1) de´finit la
projection perspective de la droite L dans le plan image. De ce fait, l’image de cette
droite pourrait eˆtre repre´sente´e par la normale au plan d’interpre´tation n ve´rifiant
l’e´quation suivante, exprime´e dans le repe`re came´ra :
cnT cp = 0 (3.4)
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ou` cp repre´sente les coordonne´es d’un point appartenant a` la projection de la
droite L dans le plan image, exprime´ dans le repe`re came´ra.
L’e´quation pre´ce´dente peut eˆtre aussi exprime´e dans le repe`re image :
imnT imp = 0 (3.5)
En utilisant (2.3), l’e´quation (3.5) devient :
imnTKcp = 0 (3.6)
A partir des deux e´quations (3.4) et (3.6), on peut obtenir l’expression du chan-
gement des coordonne´es du vecteur normal au plan d’interpre´tation :{
imn = K
−T cn
‖K−T cn‖
cn = K
T imn
‖KT imn‖
(3.7)
3.1.2 Projection d’un e´le´ment cylindrique dans l’image
En maintenant l’hypothe`se que la plupart des robots paralle`les sont conc¸us avec
des e´le´ments cine´matiques rectilignes et cylindriques de rayon R, on note que chaque
cylindre de re´volution i est de´fini par son rayon R et par son axe et donc par ses co-
ordonne´es de plu¨cker binorme´es exprime´es dans le repe`re came´ra
(
cui
cni
cni
)T
ou` cui est le vecteur directeur de l’axe du cylindre,
cni est la normale au plan d’in-
terpre´tation contenant l’axe du cylindre et le centre optique et cni est la plus courte
distance entre le centre optique et l’axe du cylindre.
La projection de chaque cylindre i dans l’image donne deux droites. Ce sont les
bords ou les limbes du cylindre (figure 3.2) qu’on note nji avec j = 1..2. Ces deux
droites sont se´cantes si l’axe du cylindre n’est pas paralle`le au plan image ou si l’axe
du cylindre ne passe pas par le centre optique.
Chaque limbe est de´finie par un plan d’interpre´tation tangent au cylindre et
contenant le centre optique (figure 3.3). Elle a comme coordonne´es de Plu¨cker bi-
norme´es exprime´es dans le repe`re came´ra
(
cuji
cnji
czji
)T
.
Notons que, pour tout point cAi appartenant a` l’axe de l’e´le´ment cine´matique i
ayant comme vecteur directeur cui, on peut ve´rifier :
cni =
cAi ×
cui
cni =‖
cni ‖
cni =
cni
cni
(3.8)
Analytiquement, on peut obtenir l’expression de chaque limbe dans le repe`re
came´ra, par une projection sur la base orthonorme´e (uji , n
j
i , u
j
i × n
j
i ) (figure 3.3) :{
cn1i = cos ϕi
cni − sin ϕi
cui ×
cni
cn2i = − cos ϕi
cni − sin ϕi
cui ×
cni
(3.9)
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Fig. 3.2 – Projection perspective d’un cylindre dans l’image
avec cos ϕi =
czji /
cni, sin ϕi = R/
cni,
czji =
czi =
√
(cni)2 −R2.
De meˆme, on peut facilement de´duire la direction de chaque cylindre a` partir de
l’expression des deux limbes donne´e en (3.9) :
cui =
cn1i ×
cn2i
‖ cn1i ×
cn2i ‖
(3.10)
Nous pouvons, de´sormais, retenir la proprie´te´ suivante [And06] :
Proprie´te´ :
Les principales informations extraites de la projection perspective d’un e´le´ment cy-
lindrique i, dans l’image issue d’une came´ra, sont les limbes cnji et les directions
cui.
Par ailleurs, conside´rons un point Ai appartenant a` l’axe du cylindre i (fi-
gure 3.3), les limbes j de chaque cylindre sont de´finies par les contraintes suivantes,
exprime´es dans le repe`re came´ra :
cnji
T cui = 0
cnji
T cnji = 1
cATi
cnji = λjR
(3.11)
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Fig. 3.3 – Projection d’un cylindre dans le plan perpendiculaire a` l’axe du cylindre
ou` λ1 = λ2 = ±1.
La dernie`re contrainte est issue du fait que les limbes sont situe´es a` une distance
R de l’axe du cylindre. En re´alite´, les vecteurs repre´sentant les limbes peuvent eˆtre
sortants (figure 3.3) ou rentrants.
Nous choisissons, par la suite, le cas des limbes sortantes, avec λ1 = λ2 = −1.
En conse´quence, nous pouvons e´noncer la proprie´te´ suivante :
Proprie´te´ :
Soit un point Ai appartenant a` l’axe d’un e´le´ment cylindrique i, de vecteur directeur
ui et de rayon R, alors les limbes n
j
i de cet e´le´ment sont de´finies, dans un espace
projectif 3D, par trois contraintes :
n
j
i
T
ui = 0
n
j
i
T
n
j
i = 1
Ai
Tn
j
i = λjR ∀ λj = ±1 , j = 1 .. 2
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3.2 Introduction d’une architecture ge´ne´rique des
robots paralle`les
Nous cherchons a` e´laborer un mode`le ge´ne´rique pour l’asservissement visuel des
robots paralle`les. La premie`re e´tape consiste a` mettre en œuvre une architecture
ge´ne´rique qui repre´sente la plupart des me´canismes existants a` architecture com-
plexe.
3.2.1 Motivation
Dans l’e´tat de l’art, nous avons cite´ une me´thode de classification des me´canismes
paralle`les base´e sur l’architecture des chaˆınes cine´matiques entre la base et l’organe
terminal [Ren03]. En restant sur la meˆme me´thode, nous menons, dans cette par-
tie, une e´tude comparative de certains robots paralle`les existants. L’objectif est de
trouver les points communs qui rassemblent les robots a` architecture paralle`le de
la conception a` l’actionnement. Nous proposons certaines hypothe`ses permettant
d’introduire une architecture repre´sentative des robots paralle`les :
Pre´sence d’une liaison Glissie`re dans les chaˆınes cine´matiques :
Le classement base´ sur la pre´sence ou non d’une liaison Glissie`re [Ren03] par
chaˆıne cine´matique consiste a` regrouper les robots existants en trois familles
(voir tableau 1.2) :
– La premie`re famille comporte les robots dont la liaison Glissie`re est
situe´e entre deux e´le´ments de la chaˆıne cine´matique. A titre d’exemple, la
plate-forme de Gough-Stewart est constitue´e de 6 chaˆınes cine´matiques
a` longueurs variables (actionnement en translation) (figure 1.6). Le ro-
bot Space (figure 1.7), ayant 3 jambes similaires a` celle de la plate-forme
de Gough et deux actionneurs par jambe : un actionneur rotatif et un
actionneur line´aire.
– La deuxie`me famille regroupe les robots qui posse`dent un ou deux e´le´ments
a` longueurs fixes et un actionneur en translation au niveau de la base. On
peut citer, par exemple, l’Orthoglide (figure 1.4), le robot Isoglide T3R1
(figure 1.8) et le I4L (tableau 1.1).
– La troisie`me famille contient les robots qui ne pre´sentent aucune liaison
Glissie`re. Nous citons, par exemple, le robot Delta (figure 1.9), le H4, le
I4R et le Par4 (tableau 1.1) qui ne diffe`rent pratiquement qu’au niveau
de la nacelle. Les actionneurs au niveau des bras sont de type rotatifs.
Hypothe`ses et contributions :
Les familles pre´sente´es ci-dessus reposent sur la pre´sence ou non d’une liaison
Glissie`re. Pour enlever cette contrainte et s’approcher d’une architecture qui
regroupe les trois familles pre´sente´es, nous e´nonc¸ons la remarque suivante :
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Remarque :
Un e´le´ment d’une chaˆıne cine´matique de longueur constante est e´quivalent a` deux
corps lie´s par une liaison Glissie`re fixe.
Par conse´quent, chaque chaˆıne cine´matique d’un robot paralle`le posse`de, au
moins, une liaison Glissie`re, qui peut eˆtre fixe ou mobile.
Nous nous limitons aux manipulateurs ayant les caracte´ristiques suivantes :
– Un manipulateur paralle`le non redondant : le nombre de degre´s de liberte´ com-
mande´s de l’organe terminal est e´gal au nombre d’actionneurs.
– La mobilite´ du manipulateur est nulle lorsque les actionneurs sont bloque´s [Mer00].
– La motorisation se fait par un ou deux actionneurs par chaˆıne cine´matique.
3.2.2 Contribution a` une architecture ge´ne´rique d’un me´canisme
paralle`le
Afin de regrouper la plupart des me´canismes paralle`les existants et de se rappro-
cher d’une cine´matique ge´ne´rique [DAM07b], nous formulons certaines hypothe`ses :
Hypothe`ses :
– Suivant la remarque pre´ce´dente, nous appellerons e´le´ment cine´matique l’en-
semble de deux corps lie´s par une liaison Glissie`re (mobile ou fixe).
– Chaque chaˆıne cine´matique peut eˆtre forme´e par un ou plusieurs e´le´ments
cine´matiques. Nous nous limitons aux robots a` deux e´le´ments cine´matiques
par chaˆıne.
– La liaison entre deux e´le´ments de la chaˆıne cine´matique peut eˆtre une liaison
Rotule, Pivot ou Cardan.
– La liaison entre le premier e´le´ment (coˆte´ base) et la base peut eˆtre une liaison
Pivot ou Encastrement.
– La liaison entre le dernier e´le´ment (coˆte´ organe terminal) et la plate-forme
mobile peut eˆtre une liaison Rotule, Pivot ou Cardan.
En se basant sur ces hypothe`ses, nous proposons une architecture e´quivalente
permettant de repre´senter de manie`re ge´ne´rique les me´canismes des trois familles
pre´sente´es ci-dessus.
Dans cette architecture (figure 3.4), l’organe terminal est connecte´ a` la base par
n chaˆınes cine´matiques. Chaque chaˆıne [A0iA2i] est compose´e de 2 e´le´ments en se´rie
[AmiA(m+1)i], avec (m = 0..1 et i = 1..n).
Dans ces conditions, cette architecture (figure 3.4) est compose´e de :
– 4 corps par chaˆıne cine´matique : [A0iP0i], [P0iA1i], [A1iP1i] et [P1iA2i].
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Fig. 3.4 – Une architecture e´quivalente des robots paralle`les
Type de liaison Variable articulaire
Liaison en A0i Pivot ou Encastrement α0i
Liaison en P0i Glissie`re/Encastrement r0i
Liaison en A1i Rotule ou Pivot ou Cardan
(
α1i β1i γ1i
)T
Liaison en P1i Glissie`re/Encastrement r1i
Liaison en A2i Rotule ou Pivot ou Cardan
(
α2i β2i γ2i
)T
Tab. 3.1 – Les diffe´rentes liaisons possibles et les variables articulaires associe´es.
1A(m+1)i
2A(m+1)i
1Ami
2Ami
Fig. 3.5 – Un e´le´ment cine´matique a` structure paralle´logramme
– 5 groupes de liaisons pre´sente´s dans le tableau 3.1 : deux liaisons de type
Glissie`re ou Encastrement en Pmi, deux liaisons de type Rotule ou Cardan ou
Pivot en A1i et A2i et une liaison de type Pivot ou Encastrement en A0i.
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Remarque : cas d’une liaison paralle´logramme :
Il est possible que l’e´le´ment [AmiA(m+1)i] soit remplace´ par deux barres paralle`les
([A1miA
1
(m+1)i] et [A
2
miA
2
(m+1)i]) formant ainsi une liaison Paralle´logramme entre les
deux extre´mite´s Ami et A(m+1)i (figure 3.5). Dans ce cas, l’axe passant par les deux
extre´mite´s hautes (respectivement les extre´mite´s basses) de ce paralle´logramme ne
change pas d’orientation. Pour de´finir l’e´tat de l’avant-bras, il suffit de connaˆıtre
la position de l’un de ces deux barres et prendre Ami = A
1
mi ou Ami = A
2
mi et
A(m+1)i = A
1
(m+1)i ou A(m+1)i = A
2
(m+1)i.
Le type et le nombre effectif d’articulations (c’est-a`-dire de liaisons mobiles)
sont de´finis par le comportement cine´matique souhaite´. Il obe´it donc, en premie`re
approche, a` la formule de Gru¨bler pour les me´canismes tridimensionnels [Mer00] :
m = 6(ls − na − 1) +
na∑
k=1
dk (3.12)
ou` m est la mobilite´ du me´canisme, ls est le nombre total de solides du me´canisme
(incluant la base), na est le nombre total d’articulations et dk est le nombre de degre´s
de liberte´ de l’articulation k.
Notons qu’une analyse critique de diffe´rentes me´thodes de calcul de la mobilite´
pre´sente´es dans la litte´rature, a e´te´ mene´e par Gogu [Gog05] qui souligne les limites
de chacune et propose une me´thode plus complexe.
Notons que l’objectif de l’architecture propose´e dans la figure 3.4 est de tenir
compte a` la fois de l’aspect ge´ne´rique et des avantages d’un tel robot. Ne´anmoins,
la plupart des robots existants n’utilisent qu’une ou deux articulations motorise´es
par jambe car cela e´vite de concevoir un robot sur-actionne´ ou sous-actionne´.
Dans le tableau 3.2, on regroupe quelques robots paralle`les, en pre´sentant leurs
architectures e´quivalentes a` celle de la figure 3.4. Par exemple, nous pouvons faci-
lement retrouver l’architecture de la plate-forme de Gough-Stewart a` partir de la
figure 3.4. Il suffit juste de prendre l(r0i) (la longueur du premier e´le´ment de la
chaˆıne cine´matique) e´gale a` ze´ro et que la liaison Rotule en A1i se superpose a` A0i.
L’articulation Prismatique d’axe passant par P1i assure la variation de la longueur
L(r1i).
Remarques :
– Si la longueur l(r0i) du premier e´le´ment [A0iA1i] de la chaˆıne cine´matique i
est variable, alors l(r0i) = r0i. Sinon, si cette longueur est une constante, donc
l(r0i) = l.
– Si la longueur L(r1i) du deuxie`me e´le´ment [A1iA2i] de la chaˆıne cine´matique i
est variable, alors L(r1i) = r1i. Sinon, si cette longueur est une constante, alors
L(r1i) = L.
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Space I4L Par4
Liaison en A0i Encastrement Encastrement Pivot
Liaison en P0i Prismatique fixe Prismatique Prismatique fixe
Liaison en A1i Cardan Rotule Rotule
Liaison en P1i Prismatique Prismatique fixe Prismatique fixe
Liaison en A2i Rotule Rotule Rotule
Longueur l(r0i) constante r0i constante
Longueur L(r1i) r1i constante constante
Tab. 3.2 – Illustration de la structure ge´ne´rique.
3.2.3 Motorisation de l’architecture
L’architecture que nous avons pre´sente´ regroupe les familles de robots pre´sente´es
dans la section 1.1.1. Elle repre´sente la plupart des me´canismes existants compor-
tant deux e´le´ments par chaˆıne cine´matique. Dans cette partie, nous de´veloppons
la motorisation de l’architecture et nous regroupons les robots paralle`les en deux
cate´gories : les me´canismes a` un seul actionneur par chaˆıne cine´matique et ceux a`
deux actionneurs.
Dans la suite, nous utilisons les notations du tableau 3.3, pour chaque type
d’articulation du me´canisme.
Notations :
– Une articulation Prismatique est de´finie par la variable articulaire rki avec k =
0..1. Cette articulation est fixe (liaison Encastrement) si elle n’est pas motorise´e.
– Une articulation Roto¨ıde (liaison Pivot) est de´finie par la variable articulaire
αki avec k = 0..2.
– Une liaison Cardan comporte deux articulations Roto¨ıdes. Elle est donc de´finie
par deux variables articulaires αki et βki avec k = 1..2.
– Une liaison Rotule comporte trois articulations Roto¨ıdes. Elle est donc de´finie
par trois variables articulaires αki, βki et γki avec k = 1..2.
Tab. 3.3 – Les notations des variables articulaires pour chaque liaison.
3.2.3.1 Robots paralle`les a` un seul actionneur par chaˆıne cine´matique
Discussion
En robotique, les actionneurs classiques sont :
– Les actionneurs Roto¨ıdes : ge´ne´ralement des moteurs e´lectriques.
– Les actionneurs line´aires : pneumatique, e´lectrique, pie´zo-e´lectrique, hydrau-
lique, magne´tique, etc.
106 3.2 Introduction d’une architecture ge´ne´rique des robots paralle`les
La plupart des robots existants sont forme´s d’un seul actionneur par chaˆıne
cine´matique. Son emplacement est bien e´tudie´ afin de garantir la rigidite´ et un bon
comportement cine´matique du robot. Par exemple, il est pre´fe´rable que la liaison en
A2i entre la chaˆıne cine´matique et l’organe terminal soit passive.
Dans cette partie, nous nous limitons aux familles de robots dont l’actionneur
est situe´ uniquement en A0i ou P0i ou P1i. Pour s’approcher de l’architecture des
familles existants et e´viter toute singularite´ possible, nous supposons qu’une seule
liaison des trois est motorise´e. Les deux liaisons restantes sont fixes (liaison Encas-
trement).
Notation
Pour chaque chaˆıne cine´matique, on remarque qu’une motorisation de A0i ou
P0i ou P1i donne toujours une seule variable articulaire actionne´e que l’on note
q0i. Cette dernie`re peut eˆtre une articulation Prismatique comme elle peut eˆtre une
Roto¨ıde.
Nous pouvons donc e´crire que :
q0i = λi α0i + λi (µi r0i + µi r1i) (3.13)
avec
– µi = 1− µi et λi = 1− λi.
– µi = 1 si la liaison en P0i est motorise´e.
– µi = 0 si la liaison en P1i est motorise´e.
– λi = 1 si la liaison en A0i est motorise´e.
– λi = 0 si la liaison en P0i ou en P1i est motorise´e.
Le tableau 3.4 donne une ide´e sur le choix de la variable articulaire motorise´e q0i
et des exemples de robots a` un seul actionneur.
Plate-forme de Gough I4L Par4
µi 0 1
⊗
λi 0 0 1
ri r1i r0i 0
q0i r1i r0i α0i
Tab. 3.4 – Cas des robots a` un seul actionneur par jambe et les parame`tres associe´s.
Remarque :
Si les liaisons en P0i et P1i ne sont pas motorise´es alors µi peut prendre la valeur
0 ou 1. Cette configuration sera note´e par
⊗
et 0veut dire que µi prend une valeur
inde´termine´e.
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3.2.3.2 Robots paralle`les a` deux actionneurs par chaˆıne cine´matique
Discussion
Nous gardons les meˆmes hypothe`ses concernant le premier actionnement duˆ a` la
motorisation de l’une des liaisons A0i, P0i et P1i. Cependant, le deuxie`me action-
nement sera au niveau de la liaison A1i.
En conclusion, s’il s’agit d’un robot paralle`le a` deux actionneurs par chaˆıne
cine´matique : le premier actionneur sera choisi parmi les articulations situe´es en A0i
ou P0i ou P1i (la motorisation d’une seule liaison parmi les trois, les deux restantes
sont fixes) et le deuxie`me est au niveau de la liaison A1i.
A titre d’exemple, nous pouvons citer le cas du robot Space (voir le tableau 3.2)
qui pre´sente une articulation motorise´e en P1i et une deuxie`me en A1i.
Notation
Au niveau de la liaison situe´e en A0i ou P0i ou P1i, on a toujours une seule
variable articulaire actionne´e que l’on note q0i. Cette dernie`re peut eˆtre une articu-
lation Prismatique comme elle peut eˆtre une Roto¨ıde. Nous conservons les meˆmes
notations e´voque´es dans le cas des robots a` un seul actionneur (e´quation (3.13)).
Le deuxie`me actionnement correspondant a` la variable q1i est choisi au niveau
de l’une des articulations de la liaison situe´e en A1i (Rotule, Pivot ou Cardan)
(tableau 3.5). Pour une liaison Rotule, il existe une articulation qui n’a pas d’effet
sur l’orientation du point A2i, elle sera note´e γ1i. Le robot Space est un bon exemple
qui permet d’illustrer le cas des robots a` deux actionneurs (tableau 3.6).
Articulations en A1i Variable articulaire actionne´e q1i
Liaison Pivot en A1i α1i α1i
Liaison Cardan en A1i
(
α1i β1i
)T
α1i ou β1i
Liaison Rotule en A1i
(
α1i β1i γ1i
)T
α1i ou β1i
Tab. 3.5 – Le choix de la variable articulaire actionne´e q1i.
µi λi ri q0i q1i
Robot Space 0 0 r1i r1i α1i
Tab. 3.6 – Exemple de robots a` deux actionneurs par jambe et les parame`tres as-
socie´s : le robot Space.
3.2.4 Ele´ment re´fe´rent et e´tat du robot
La plupart de mode`les des me´canismes paralle`les e´tablis dans la litte´rature scien-
tifique, sont obtenus a` partir des contraintes de fermeture de boucle (fermeture des
chaˆınes cine´matiques) [Kru03, Viv04].
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Nous pouvons constater que chaque e´le´ment cine´matique [AmiA(m+1)i], m = 0..1,
de direction umi et de longueur lmi (avec l0i = l(r0i) et l1i = L(r1i)) (figure 3.4)
ve´rifie la contrainte de fermeture des chaˆınes cine´matiques sous la forme vectorielle
suivante :
lmiumi =
−−−−−−−−→
AmiA(m+1)i = A(m+1)i −Ami (3.14)
A partir de cette contrainte, il est possible d’e´tablir une relation entre les posi-
tions des moteurs et la pose de l’organe terminal (mode`le ge´ome´trique) ou les vi-
tesses articulaires et les vitesses carte´siennes (mode`le cine´matique). Toutefois, dans
l’architecture propose´e, cette contrainte de fermeture peut eˆtre e´crite autour de
deux e´le´ments cine´matiques. Il est donc ne´cessaire de choisir un e´le´ment re´fe´rent de
la chaˆıne cine´matique i qui repre´sente le mieux, via la contrainte de fermeture de
boucle, l’e´tat du robot. Dans la litte´rature scientifique, la contrainte de fermeture est
exprime´e, la plupart du temps, autour de l’e´le´ment le plus proche de la plate-forme
mobile. De ce fait, nous choisissons, dans tout le reste du document, cet e´le´ment
comment e´le´ment re´fe´rent.
Cet e´le´ment re´fe´rent est caracte´rise´ par la direction re´fe´rente ui et la longueur
L(r1i) qui peut eˆtre une longueur variable L(r1i) = r1i comme elle peut eˆtre une
longueur fixe L(r1i) = L. A1i et A2i sont, respectivement, l’extre´mite´ basse et
l’extre´mite´ haute de l’e´le´ment re´fe´rent (l’e´le´ment le plus proche de la plate-forme
mobile). L’extre´mite´ basse est bien de´finie en connaissant toutes les positions articu-
laires du reste de la chaˆıne cine´matique. L’extre´mite´ haute de´pend de la pose de l’or-
gane terminal X. Pour chaque chaˆıne cine´matique, nous introduisons les de´finitions
dans le tableau 3.7.
De´finitions :
L’e´le´ment re´fe´rent : c’est l’e´le´ment de la chaˆıne cine´matique, en liaison direct avec
la plate-forme mobile, autour duquel la contrainte de fermeture de la chaˆıne
cine´matique sera exprime´e. Il est caracte´rise´ par une direction ui et une longueur
L(r1i) 6= 0.
La direction re´fe´rente : c’est la direction de l’e´le´ment re´fe´rent.
La droite re´fe´rente : c’est la droite passant par les deux extre´mite´s de l’e´le´ment
re´fe´rent.
Les deux limbes re´fe´rentes : ce sont les limbes de l’e´le´ment re´fe´rent.
Tab. 3.7 – Notions de l’e´le´ment re´fe´rent.
La contrainte de fermeture de chaˆıne cine´matique autour de l’e´le´ment re´fe´rent
(figure 3.4) donne le mode`le ge´ome´trique implicite sous la forme vectorielle suivante :
L(r1i)ui =
−−−−→
A1iA2i = A2i(X,ξgeom)−A1i(α0i,r0i,ξgeom) (3.15)
ou` X est la pose de l’organe terminal.
Asservissement visuel des robots paralle`les par
observation des e´le´ments cine´matiques 109
Dans la litte´rature, le mode`le ge´ome´trique implicite issu de la contrainte de
fermeture de chaˆıne cine´matique est utilise´ sous forme scalaire. En effet, ce mode`le
est obtenu en prenant la norme de l’e´quation (3.15). Dans ce cas, la mesure de la
direction ui n’est pas indispensable : une me´thode de calcul nume´rique permet de
de´terminer les diffe´rents parame`tres intervenant dans le mode`le.
Dans notre cas, nous utilisons le mode`le implicite sous sa forme vectorielle
(e´quation (3.15)). Il s’agit d’un mode`le adapte´ a` la plupart des robots paralle`les exis-
tants. Nous retrouvons la meˆme forme du mode`le ge´ome´trique implicite (1.4) e´voque´
dans le chapitre 1. Nous utilisons donc le principe de la redondance me´trologique
afin de mesurer la direction ui par vision et simplifier le mode`le.
3.2.5 Architecture ge´ne´rique de la nacelle
L’organe terminal (plate-forme mobile) peut eˆtre constitue´ d’un seul solide com-
pact contenant l’organe terminal E et lie´ a` chaque chaˆıne cine´matique en A2i.
D’autre part, cette plate-forme mobile peut eˆtre forme´e de plusieurs e´le´ments en
mouvement relatif l’un par rapport a` l’autre, ce qui engendre des mouvement rela-
tifs entre les points A2i et E. Nous nous limitons a` une plate-forme forme´e de deux
solides. Dans la litte´rature, a` priori, il n’existe pas une plate-forme a` plus de deux
e´le´ments (le premier e´le´ment contient A2i et le deuxie`me contient E).
E
Liaisons assurant les mouvement relatifs
 entre les deux solides de la nacelle
R
e
R0
A2i
S0i
D0i R0i
S
A1i
A0i
Fig. 3.6 – Architecture approche´e de la nacelle d’un robot paralle`le
Conside´rons la plate-forme mobile pre´sente´e dans la figure 3.6, chaque point A2i
appartient a` un solide S0i inde´formable et fixe dans le repe`re R0i. L’organe terminal
E appartient au solide S inde´formable et fixe dans le repe`re Re.
110 3.3 Mode`le cine´matique inverse ge´ne´rique complet
Nous supposons que le solide S0i (figure 3.6) peut pre´senter un mouvement relatif
par rapport au solide S comme il peut eˆtre rigide a` ce dernier. La liaison entre les
deux solides est situe´e en D0i. On peut toujours e´crire :
A2i = E +
−−−→
ED0i +
−−−−→
D0iA2i (3.16)
Notons que le choix de la liaison entre les deux solides S0i et S centre´e en D0i est
primordiale de manie`re a` assurer un comportement cine´matique parfaitement de´fini
du me´canisme complet. Ainsi, il faut qu’un mouvement du solide S0i entraˆıne un
mouvement du solide S, au moins selon un axe bien de´fini. Une liaison Glissie`re, par
exemple, est a` e´viter, e´tant donne´ qu’un mouvement du solide S0i le long de l’axe de
la liaison n’entraˆıne aucun mouvement du solide S. D’autre part, pour une liaison
appui-plan entre deux solides S0i et S , il faut qu’elle ge´ne`re un mouvement de
roulement sans glissement pour e´viter le cas particulier de la liaison glissie`re e´voque´
pre´ce´demment.
3.3 Mode`le cine´matique inverse ge´ne´rique com-
plet
Dans cette partie, nous allons pre´senter un mode`le cine´matique inverse complet
de l’architecture pre´sente´e en figure 3.4. Nous recherchons donc a` e´laborer un mode`le
cine´matique de la forme suivante : q˙u˙
n˙
 =
 DinveMinve
Linve
 τ (3.17)
ou` Dinve , M
inv
e et L
inv
e sont respectivement la matrice cine´matique articulaire, la
matrice cine´matique carte´sienne associe´e aux directions et la matrice cine´matique
carte´sienne associe´e aux limbes.
En supposant que les parame`tres ge´ome´triques ξgeom sont des constantes, la
de´rive´e du mode`le ge´ome´trique implicite (3.15) donne :
L˙(r1i)ui + L(r1i)u˙i =
d
dt
(A2i(X,ξgeom))−
d
dt
(A1i(α0i,r0i,ξgeom)) (3.18)
En introduisant : 
d
dt
(A2i) =
∂A2i
∂X
LXτ
d
dt
(A1i) =
∂A1i
∂α0i
α˙0i +
∂A1i
∂r0i
r˙0i
(3.19)
ou` LX est la matrice reliant la de´rive´e temporelle de la pose au torseur cine´matique
de l’organe terminal [Ang95].
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On peut e´crire l’e´quation (3.18) de la fac¸on suivante :
L(r1i)u˙i = G
1
2iτ + G
0
1iα˙0i + G
1
1ir˙0i + G
2
1ir˙1i
G12i =
∂A2i
∂X
LX
G01i = −
∂A1i
∂α0i
G11i = −
∂A1i
∂r0i
G21i = −
∂L(r1i)
∂r1i
ui
(3.20)
avec :
– G12i est la matrice d’interaction associe´e au point 3D A2i.
– G01i, G
1
1i et G
2
1i sont des matrices cine´matiques articulaires.
Nous pouvons encore simplifier ce mode`le et nous approcher d’une cine´matique
qui de´crit, le mieux, l’e´tat du robot. En tenant compte de l’architecture de la nacelle
(voir la partie 3.2.5) et en appliquant le the´ore`me de la composition des vitesses,
dans un repe`re euclidien R0, on obtient :{
dA2i
dt
= 0VA2i =
0VD0i∈S0i +
0Ω0i ×
0−−−−→D0iA2i
dD0i
dt
= 0VD0i∈S =
0Ve +
0Ωe ×
0−−−→ED0i
(3.21)
En tenant compte des caracte´ristiques de la nacelle mentionne´es dans la sec-
tion 3.2.5, on peut e´crire :
0VD0i∈S =
0VD0i∈S0i (3.22)
Les deux e´quations (3.21) et (3.22) donnent :
0VA2i =
0Ve +
0Ωe ×
0−−−→ED0i +
0Ω0i ×
0−−−−→D0iA2i (3.23)
A partir de cette e´quation, nous pouvons de´duire deux cas significatifs :
– Dans le cas d’une nacelle compose´e d’un seul solide compact (S et S0i forment
un seul solide, 0Ωe =
0Ω0i), on aura :
0VA2i =
(
I3 −[
0−−−→EA2i]×
)
0
τe = G
1
2iτ (3.24)
– Si aucun mouvement de rotation de S0i par rapport a` R0 (
0Ω0i = 0) et si
uniquement S est en mouvement de rotation par rapport a`R0 alors on obtient :
0VA2i =
(
I3 −[
0−−−→ED0i]×
)
0
τe = G
1
2iτ (3.25)
112 3.3 Mode`le cine´matique inverse ge´ne´rique complet
– Il se peut que les degre´s de liberte´ de l’organe terminal soient infe´rieurs a` 6.
Dans ce cas, le torseur cine´matique τ sera remplace´ par une repre´sentation
minimale V et la matrice G12i prend une autre forme simplifie´e ve´rifiant :
0VA2i = G
1
2iV (3.26)
avec V est une repre´sentation minimale de τ .
3.3.1 Mode`le cine´matique inverse associe´ aux articulations
motorise´es
Dans la loi de commande qu’on e´labore par la suite, on ne tient compte que
des articulations motorise´es q˙. Ce vecteur est obtenu a` partir d’un empilement des
variables articulaires actionne´es de chaque chaˆıne cine´matique q˙i . S’il s’agit d’un
robot paralle`le a` un seul actionneur alors q˙i correspond a` une seule valeur q˙0i. Dans
le cas d’un robot a` deux actionneurs, q˙i =
(
q˙0i q˙1i
)T
. On peut ainsi de´duire l’ex-
pression du mode`le cine´matique inverse associe´ a` toutes les articulations motorise´es
(mode`le cine´matique inverse d’actionnement) :
q˙ = Dinve τ (3.27)
3.3.1.1 Mode`le cine´matique inverse associe´ aux articulations q0i
Sachant que dans le mode`le ge´ome´trique implicite (3.20), un seul parame`tre
parmi (α0i,r0i,r1i) intervient. Donc, on peut e´crire l’e´quivalence suivante :
L(r1i)u˙i = G
1
2iτ + G
0
1iα˙0i + G
1
1ir˙0i + G
2
1ir˙1i ≡ G
1
2iτ + G1iq˙0i (3.28)
ou` G1i est choisie parmi (G
0
1i,G
1
1i,G
2
1i) selon la valeur de q0i (voir la partie 3.2.3) :
G1i = λiG
0
1i + λi(µiG
1
1i + µiG
2
1i) (3.29)
Sachant que uTi u˙i = 0, l’e´quation (3.28) donne le mode`le cine´matique inverse
associe´ a` q0i :
q˙0i = −
uTi G
1
2i
uTi G1i
τ (3.30)
3.3.1.2 Mode`le cine´matique inverse associe´ aux articulations q1i
Le mouvement du point A2i est lie´ a` :
– L’actionnement au niveau de la liaison situe´e en A0i ou P0i ou P1i d’arti-
culation q0i. Nous rappelons que l’actionnement de l’une de ces trois liaisons
implique force´ment la fixation des deux autres (voir la partie 3.2.3.1).
– L’actionnement au niveau de la liaison situe´e en A1i d’articulations possibles
(α1i,β1i,γ1i).
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Cas d’une liaison Rotule ou Cardan en A1i :
Dans ce cas, les articulations possibles au niveau de la liaison situe´e en A1i
sont (α1i,β1i). Dans le cas d’une liaison Rotule, le mouvement du point A2i est
inde´pendante de la variation de l’angle γ1i (rotation autour de l’axe de l’e´le´ment
re´fe´rent).
La vitesse du point A2i(α1i,β1i,q0i) peut s’e´crire :
dA2i
dt
=
∂A2i
∂α1i
α˙1i +
∂A2i
∂β1i
β˙1i +
∂A2i
∂q0i
q˙0i = G
2
2i
 α˙1iβ˙1i
q˙0i
 (3.31)
avec G22i =
(
∂A2i
∂α1i
∂A2i
∂β1i
∂A2i
∂q0i
)
est de dimensions 3× 3.
A partir de l’e´quation (3.31), on peut de´duire: α˙1iβ˙1i
q˙0i
 = (G22i)−1dA2idt (3.32)
Sachant que (e´quation (3.20)) :
dA2i
dt
= G12iτ (3.33)
on peut de´duire :  α˙1iβ˙1i
q˙0i
 = (G22i)−1G12iτ = G32iτ (3.34)
Finalement, la vitesse articulaire q˙1i est choisie parmi (α˙1i,β˙1i) selon le type de
la liaison situe´e en A2i et de l’articulation a` motoriser.
Cas d’une liaison Pivot en A1i :
Dans ce cas, la seule variable articulaire en A1i est note´e α1i. Comme nous
l’avons signale´, dans la partie 3.2.2, les liaisons possibles au niveau de A0i sont
soit une liaison Pivot soit une liaison Encastrement. Nous rappelons aussi que nous
traitons les manipulateurs paralle`les non redondants. En conse´quence, le point A2i
aura uniquement deux degre´s de liberte´ (mouvement dans le plan).
De ce fait, la vitesse du point A2i(α1i,q0i) peut s’e´crire :
dA2i
dt
=
∂A2i
∂α1i
α˙1i +
∂A2i
∂q0i
q˙0i = G
2
2i
(
α˙1i
q˙0i
)
(3.35)
avec G22i =
(
∂A2i
∂α1i
∂A2i
∂q0i
)
est de dimensions 2× 2.
L’e´quation (3.35) donne:
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(
α˙1i
q˙0i
)
= (G22i)
−1dA2i
dt
(3.36)
Sachant que (e´quation (3.20)) la vitesse du point A2i sous une forme re´duite
peut s’e´crire :
dA2i
dt
= G12iV (3.37)
on peut de´duire : (
α˙1i
q˙0i
)
= (G22i)
−1G12iV = G
3
2iV (3.38)
Enfin, la vitesse articulaire q˙1i = α˙1i est le premier terme du produit G
3
2iV.
3.3.2 Mode`le cine´matique inverse associe´ aux directions
Afin d’avoir un mode`le cine´matique inverse complet [AM06], on comple`te le
mode`le cine´matique de´finit en (3.27) par le mode`le cine´matique associe´ aux direc-
tions reliant u˙i au torseur cine´matique τ :
u˙i = Miτ (3.39)
Ce mode`le donne la variation des directions des e´le´ments re´fe´rents, dans le repe`re
came´ra, et montre qu’il existe un fort couplage entre les mouvements des chaˆınes
cine´matiques qui peut engendrer des efforts internes.
Le mode`le cine´matique inverse associe´ aux directions est obtenu en inse´rant (3.30)
dans (3.28) :
u˙i =
1
L(r1i)
(I3 −
G1iu
T
i
uTi G1i
)G12iτ (3.40)
D’ou`, la matrice d’interaction associe´e a` l’orientation des e´le´ments re´fe´rents :
Mi =
1
L(r1i)
(I3 −
G1iu
T
i
uTi G1i
)G12i (3.41)
3.3.3 Mode`le cine´matique inverse associe´ aux limbes
La dernie`re e´quation du syste`me (3.11) est valable pour tout point appartenant
a` l’axe du cylindre de re´volution a` observer par un capteur de vision. En particulier,
elle est valable pour le point A2i.
Remarquons aussi que (cui,
cnji ,
cui ×
cnji ) repre´sente une base orthonorme´e. Par
conse´quent, nous pouvons e´crire :
cn˙ji = γ1
cui + γ2
cnji + γ3
cui ×
cnji (3.42)
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Le calcul de γ1, γ2 et γ3 est obtenu en utilisant la de´rive´e des contraintes (3.11) :
cn˙ji
T
ui +
cu˙i
T cnji = 0 (3.43)
cn˙ji
T cnji = 0 (3.44)
cA˙T2i
cnji +
cAT2i
cn˙ji = 0 (3.45)
Nous avons montre´ que (voir les e´quations (3.19) et (3.20)) :
cA˙2i = G
1
2iτ (3.46)
En inse´rant la dernie`re e´quation dans (3.45), on aura :
cAT2i
cn˙ji = −
cnji
T
G12iτ (3.47)
En plus, les deux e´quations (3.42) et (3.43) donnent :
γ1 = −
cu˙Ti
cnji = −
cnji
T cu˙i (3.48)
De meˆme, (3.42) et (3.44) donnent :
γ2 = 0 (3.49)
Enfin, a` partir de (3.42) et (3.47), on calcule :
γ3 = −
cnji
T
G12iτ
cAT2i(
cui ×
cnji )
+
cAT2i
cui
cAT2i(
cui ×
cnji )
cnji
T cu˙i (3.50)
Finalement, l’expression du mode`le cine´matique inverse associe´ aux limbes aura
la forme suivante :
cn˙ji = (R
j
1iG
1
2i + R
j
2iMi)τ =
cLjiτ (3.51)
avec 
Rj1i = −
(cui×
cn
j
i )
cn
j
i
T
cAT2i(
cui×
cn
j
i )
Rj2i = −(I3 −
(cui×
cn
j
i )
cAT2i
cAT2i(
cui×
cn
j
i )
)cui
cnji
T
cLji = R
j
1iG
1
2i + R
j
2iMi
(3.52)
ou` Mi est de´finie en (3.41) et G
1
2i est de´finie en (3.20).
Cela prouve que le mouvement de la plate-forme de´pend line´airement de la va-
riation du mouvement du point A2i repre´sente´ par G
1
2i et du mode`le cine´matique
inverse associe´ aux directions (Mi).
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Pour e´tablir la loi de commande ge´ne´rique, on cherche a` minimiser une erreur e
ayant un comportement exponentiel de la forme :
e˙ = −λe (3.53)
La figure 3.7 est le sche´ma de l’asservissement visuel des directions re´fe´rentes.
Le but est de trouver les vitesses articulaires correspondantes a` envoyer au robot
en passant par une loi de commande exprimant les vitesses carte´siennes en fonction
de l’erreur e. Ensuite, le mode`le cine´matique inverse assure la conversion de ces
vitesses carte´siennes en consignes articulaires. Nous rappelons qu’en observant les
e´le´ments cine´matiques on peut extraire, comme primitives visuelles, les limbes nji
ou les directions ui.
Loi de commandee
u
q
.
Modèle cinématique inverseX
Extraction des limbesReconstruction des directions
_
u
_*
Fig. 3.7 – Principe de l’asservissement visuel des directions re´fe´rentes
Nous avons choisi d’e´tablir deux types de commande. La premie`re [AMM05]
(figure 3.7) est fonde´e sur l’erreur ge´ode´sique :
ei =
cui ×
cu∗i (3.54)
L’architecture du robot propose´e est forme´e de n chaˆınes cine´matiques. Les pri-
mitives visuelles sont les directions exprime´es dans le repe`re came´ra. L’erreur sur
toutes les directions re´fe´rentes est donc e =
(
eT1 ... e
T
n
)T
.
Loi de commandee
n
q
.
Modèle cinématique inverseX
Extraction des limbes
_
n
_*
Fig. 3.8 – Principe de l’asservissement visuel des limbes re´fe´rentes
La deuxie`me commande [ADM07, DAM06] (figure 3.8) est telle que:
eji =
imnji ×
imnji
∗
(3.55)
Les primitives visuelles sont les limbes exprime´es dans le repe`re image. L’erreur
sur toutes les limbes re´fe´rentes est e =
(
e11
T
e21
T
... e1n
T
e2n
T
)T
.
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3.5 Asservissement visuel des directions re´fe´rentes
Comme pre´vu, pour la premie`re commande, nous emploierons les vecteurs uni-
taires cui comme primitives visuelles et une erreur ge´ode´sique donne´e par (3.54).
3.5.1 Loi de commande
La de´rivation temporelle de (3.54) donne :
e˙i =
cu˙i ×
cu∗i = −[
cu∗i ]×
cu˙i (3.56)
En inse´rant (3.39) dans (3.56), on aura :
e˙i = −[
cu∗i ]×Miτ (3.57)
Par empilement de la variation des erreurs e˙i pour toutes les jambes, on peut
e´laborer la relation suivante :
e˙ = Lτ (3.58)
ou` L est obtenue par empilement des matrices Li = −[
cu∗i ]×Mi.
Ce qui donne, en utilisant (3.53) :
τ = −λL̂+e (3.59)
En utilisant (3.27) et (3.59), on peut obtenir la loi de commande de l’asservisse-
ment visuel sur les directions :
q˙ = −λD̂inve L̂
+e (3.60)
3.5.2 Limitation
Dans [AM06], les auteurs ont montre´ que les directions re´fe´rentes ui ne de´crivent
pas force´ment l’e´tat d’un robot paralle`le. En prenant le I4L (figure A.2) comme
cas particulier, ils ont montre´ qu’un mouvement e´gal sur chaque moteur provoque
une translation pure de l’ensemble du me´canisme sans le moindre changement des
directions re´fe´rentes. Une e´tude de´taille´e de ce robot sera pre´sente´e dans l’annexe
A.
On peut facilement ve´rifier ce cas particulier, en prenant un e´le´ment cylindrique
en mouvement de translation pure le long d’un axe fixe. On remarque que la direction
de l’axe du cylindre (la direction des limbes) reste invariante dans l’espace 3D.
Par contre, les plans d’interpre´tations (voir la notion de projection perspective
d’un e´le´ment cylindrique dans la partie 3.1.2) changent d’orientation, dans le repe`re
Rc, apre`s un mouvement de translation. Cela se justifie aussi en utilisant l’expres-
sion (3.8) qui montre que chaque limbe de´pend de la position d’un point choisi
arbitrairement sur l’axe de l’e´le´ment cylindrique. En conse´quence, nous montrerons
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Fig. 3.9 – La direction invariante d’un e´le´ment cylindrique en translation pure le
long d’un axe fixe
par la suite, qu’un mode`le projectif dans l’espace image base´ sur l’asservissement
visuel des limbes de´crit entie`rement l’e´tat des robots paralle`les et le I4L en particu-
lier.
3.6 Asservissement visuel des limbes des e´le´ments
re´fe´rents
Nous cherchons dans cette partie a` e´tablir une loi de commande ge´ne´rique base´e
sur l’observation des e´le´ments re´fe´rents et l’extraction des limbes comme primitives
visuelles. L’erreur est choisie entre la limbe du cylindre en position courante imnji et
la limbe en position de´sire´e imnji
∗
.
3.6.1 Matrice d’interaction associe´e aux limbes
Pour e´tablir la commande ge´ne´rique associe´e aux limbes , on aura besoin d’ex-
primer la matrice d’interaction imLji reliant la torseur carte´sien
c
τe a` la de´rive´e du
vecteur limbe de chaque e´le´ment re´fe´rent imn˙ji :
imn˙ji =
imLji
c
τe (3.61)
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Cette matrice imLji peut eˆtre e´crite sous la forme d’un produit de deux matrices :
imLji =
imJc
cLji (3.62)
ou` imJc est associe´e au changement des coordonne´es des limbes, de l’espace projectif
3D (repe`re came´ra) vers l’image :
imn˙ji =
imJc
cn˙ji (3.63)
La seconde matrice cLji relie la de´rive´e des vecteurs limbes
cn˙ji , exprime´s dans le
repe`re came´ra, au torseur carte´sien cτe :
cn˙ji =
cLji
c
τe (3.64)
3.6.2 Changement des coordonne´es des limbes : de l’espace
projectif 3D vers l’image
En utilisant (3.7) pour chaque jambe i et pour chaque limbe j de l’e´le´ment
re´fe´rent, on peut e´crire :
imnji =
K−T cnji
‖ K−T cnji ‖
=
K−T cnji
((K−T cnji )
TK−T cnji )
1
2
(3.65)
La de´rive´e par rapport au temps de l’e´quation (3.65) donne :
imn˙ji =
1
‖ K−T cnji ‖
(I3 −
K−T cnji (K
−T cnji )
T
‖ K−T cnji ‖
2
)K−T cn˙ji (3.66)
A partir de (3.7), on peut calculer :
K−T cnji =
imnji ‖ K
−T cnji ‖ (3.67)
et
‖ K−T cnji ‖=
1
‖ KT imnji ‖
(3.68)
En inse´rant (3.67) et (3.68) dans (3.66), on obtient l’expression de imJc :
imJc =‖ K
T imnji ‖ (I3 −
imnji
imnji
T
)K−T (3.69)
3.6.3 Loi de commande ge´ne´rique
La de´rive´e par rapport au temps de l’e´quation (3.55) donne :
e˙ji =
imn˙ji ×
imnji
∗
= −[imnji
∗
]×
imn˙ji (3.70)
120
3.7 Identification base´e vision des parame`tres
ne´cessaires pour la commande
En utilisant (3.61), on peut ve´rifier que :
e˙ji = N
j
i
c
τe (3.71)
avec
Nji = −[
imnji
∗
]×
imLji (3.72)
En tenant compte de (3.53), l’e´quation (3.71) donne :
c
τe = −λN̂
+
e (3.73)
ou` N est la matrice compose´e, par empilement, des matrices d’interaction indivi-
duelles Nji .
En inse´rant (3.73) dans (3.27), la loi de commande ge´ne´rique est obtenue par :
q˙ = −λĉDinve N̂
+
e (3.74)
3.7 Identification base´e vision des parame`tres
ne´cessaires pour la commande
Plusieurs parame`tres ge´ome´triques interviennent dans le mode`le de commande.
Dans la partie 3.2.4, le mode`le ge´ome´trique implicite (l’e´quation 3.14) est simplifie´
lorsqu’une information visuelle sur la direction de chaque e´le´ment re´fe´rent est dis-
ponible. Parmi les travaux re´cents de l’identification re´fe´rence´e vision, on peut citer
la me´thode nume´rique qui combine les informations redondantes en observant l’or-
gane terminal ou les e´le´ments cine´matiques du me´canisme ou les deux en meˆme
temps [RAPM04].
Une autre approche base´e sur l’observation des e´le´ments cine´matiques utilise les
invariants des liaisons et l’extractions des limbes (figure 3.10). Elle consiste a` utiliser
la dernie`re contrainte mentionne´e en (3.11). En effet, dans le cas d’une liaison Rotule,
Pivot ou Cardan centre´e en un point Ai et fixe par rapport au repe`re came´ra Rc,
il est possible de retrouver la position de ce point Ai. Plusieurs configurations du
robot donnent naissance a` plusieurs positions de l’axe du cylindre dans l’espace.
L’intersection de ces axes est la position du point en question.
En utilisant les contraintes mentionne´es en (3.11) pour chaque e´le´ment cylin-
drique i de rayon R et pour chaque configuration k, on obtient :
(cni
1,k)T cAi = −R (3.75)
(cni
2,k)T cAi = −R (3.76)
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Fig. 3.10 – Exploitation des invariants des liaisons pour l’estimation du point Ai
En conse´quence, pour N configurations, nous pouvons construire le syste`me
line´aire suivant, pour chaque jambe i :
(cn̂i
1,1)T
(cn̂i
2,1)T
...
(cn̂i
1,N)T
(cn̂i
2,N)T
 cAi =

−R
−R
...
−R
−R
 (3.77)
La proce´dure d’e´talonnage est re´duite au syste`me (3.77) ayant une solution
unique. Pour garantir une bonne pre´cision, il est ne´cessaire d’utiliser des configura-
tions qui couvrent tout l’espace de travail du robot. L’estimation des limbes dans le
repe`re came´ra peut eˆtre bruite´e apre`s une extraction de ces primitives a` partir de
l’image. Il est ne´cessaire donc de re´soudre le syste`me (3.77) en utilisant une me´thode
d’optimisation ite´rative. Il est a` noter que cette me´thode permet d’estimer chaque
point cAi inde´pendamment des autres points d’attaches, sans connaˆıtre le mode`le
CAO de la base.
Nous nous pencherons sur l’e´tude et la validation de la me´thode base´e sur les
invariants de liaisons. Nous pre´senterons, dans la suite, la validation expe´rimentale
de cette me´thode sur la plate-forme de Gough-Stewart en utilisant une came´ra pers-
pective. Nous montrerons aussi que pour la famille des robots H4/I4, il est possible
d’estimer directement la position des points A2i.
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3.8 Conclusion
Nous avons propose´, dans ce chapitre, un mode`le ge´ne´rique pour la commande
re´fe´rence´e vision de la plupart des me´canismes paralle`les existants, par observa-
tion des e´le´ments cine´matiques. En utilisant la vision comme capteur redondant
exte´roceptif, nous avons rappele´ une repre´sentation ade´quate des droites dans l’es-
pace 3D ainsi qu’une projection, dans l’espace image, des cylindres de re´volution
repre´sentant des e´le´ments cine´matiques du robot. Cela nous a amene´ au choix des
primitives visuelles et le choix d’un e´le´ment re´fe´rent a` observer.
Pour mettre en place ce mode`le, nous avons introduit une architecture ge´ne´rique
des me´canismes paralle`les existants. Ceci nous a permis de faire une e´tude cine´matique
en nous basant sur la notion des e´le´ments cine´matiques cylindriques, des directions
et des limbes re´fe´rentes. Le mode`le pre´sente´ de´crit se´pare´ment la variation des ar-
ticulations (le mouvement des actionneurs), des directions et des limbes re´fe´rentes
en fonction du torseur cine´matique de l’organe terminal (le mouvement de l’organe
terminal).
Nous avons propose´ aussi deux lois de commande ge´ne´riques. La premie`re, nomme´e
asservissement visuel des directions re´fe´rentes, est base´e sur la reconstruction des
directions dans l’espace 3D. Il s’ave`re que le robot I4L a fait un cas particulier ou` la
commande base´e sur les directions ne repre´sente pas d’une manie`re comple`te l’e´tat
du robot. Cela nous a amene´ a` remonter a` l’espace image et a` formuler une loi de
commande base´e sur les limbes qui nous a permis de de´finir l’e´tat des me´canismes
paralle`les a` partir de ces primitives.
La fin de ce chapitre a e´te´ consacre´e a` l’identification des parame`tres ne´cessaires
pour la commande. Cette e´tape est indispensable pour mener a` bien le mode`le
ge´ne´rique propose´.
Dans le chapitre 4, nous allons valider l’apport de la me´thode a` travers des
expe´rimentations sur la plate-forme de Gough-Stewart [ADM07] et sur le Par4, ainsi
qu’a` travers des simulations sur d’autres robots.
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Chapitre 4
Validation de la commande
re´fe´rence´e vision base´e sur
l’observation des e´le´ments
cine´matiques
Dans le chapitre pre´ce´dent, nous avons propose´ une contribution a` un mode`le
ge´ne´rique pour la commande re´fe´rence´e vision de la plupart des robots paralle`les
existants. Cette approche est base´e sur l’observation des e´le´ments cine´matiques et
l’extraction des limbes. Elle a e´te´ teste´e en simulation sur plusieurs cate´gories de
robots paralle`les.
Sachant que la pose de l’organe terminal des robots paralle`les repre´sente son
e´tat, il est donc pre´fe´rable qu’un simulateur (figure 4.1) retourne la transformation
base/effecteur bTe. La me´thode de simulation que nous avons e´labore´e consiste a` :
– Simuler la came´ra et l’extraction des primitives visuelles (voir l’expression
analytique des limbes vue dans la partie 3.1.2).
– Calculer les vitesses articulaires q˙ a` travers une loi de commande.
– Simuler le robot.
Loi de commande
e q
.
X
Simulation de la caméraPrimitives visuelles
s
s*
Intégration
b
T
e
Simulation du robot
e
D
e
inv -1
e
e
Fig. 4.1 – Sche´ma du simulateur
La simulation du robot fournit, a` chaque instant t, la pose bTe(t) de l’effecteur
par rapport a` la base en utilisant un module d’inte´gration des vitesses de translation
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et de rotation (ge´ne´re´es a` partir des vitesses articulaires via une inversion du mode`le
cine´matique inverse).
La pose bTe(t) de´pend de la pose initiale
bTe(t0) ainsi que du de´placement
δeTe(t) : 
bTe(t) =
bTe(t0)δ
eTe(t)
δeTe(t) =
(
δeRe(t) δ
ete(t)
01×3 1
) (4.1)
Le terme δeTe(t) est obtenu par inte´gration de la vitesse carte´sienne
e
τe de
l’effecteur par rapport a` la base, exprime´e dans le repe`re de l’effecteur entre t0 et t.
Sous l’hypothe`se que cette vitesse est constante durant δt = t − t0, on peut e´crire
[PC05] : 
δeRe(t) = I3 + sin(ωδt)[a]× + (1− cos(ωδt))[a]×
2
δete(t) = (I3 +
(1−cos(ωδt))
ωδt
[a]× + (1−
sin(ωδt)
ωδt
)[a]×
2)Veδt
(4.2)
avec :
– ω est la norme de la vitesse de rotation Ωe et a son axe de rotation.
– Ve est la vitesse de translation de l’effecteur.
Ne´anmoins, une simulation ne permet pas la confrontation avec le contexte
expe´rimental qui pre´sente souvent une autre re´alite´ et un autre comportement des ro-
bots. Nous pre´senterons donc deux validations expe´rimentales sur deux me´canismes
paralle`les : la plate-forme de Gough-Stewart [GW62, Ste65] (figure 4.2) et le robot
Par4 [NCK+05] (figure 2.37). Pour chaque me´canisme, nous e´valuerons le compor-
tement des erreurs sur les directions, sur les limbes et sur les variables articulaires,
ainsi que le comportement des vitesses articulaires et des vitesses carte´siennes. Nous
ferons aussi une e´valuation de la me´thode d’identification base´e sur l’observation
des e´le´ments cine´matiques et l’extraction des limbes.
4.1 Expe´rimentation sur la plate-forme de Gough-
Stewart
4.1.1 Contexte expe´rimental
La plate-forme de Gough-Stewart est e´quipe´e d’une carte de commande ana-
logique. Des ve´rins e´lectriques (figure 4.3) assurent l’actionnement des jambes en
translation. Chaque ve´rin est commande´ en position via une loi Proportionnelle-
De´rive´e implante´e sur la carte analogique.
En assurant une interface avec Linux-RTAI, la commande cine´matique de la
plate-forme de Gough-Stewart est assure´e en utilisant la bibliothe`que ViSP [MSC05]
pour l’extraction des limbes de chaque jambe, le suivi et le calcul matriciel.
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Fig. 4.2 – Observation de la plate-forme de Gough-Stewart par une came´ra pers-
pective
Capteur angulaire
Corps du vérin
Moteur
Tige du vérin
Extrémité haute
Extrémité basse
Fig. 4.3 – Structure d’une jambe de la plate-forme de Gough-Stewart
Le robot est observe´ par une came´ra perspective (1024x780 pixels), FireWire fixe
par rapport a` la base de telle sorte que les jambes ne sortent pas du champ de vision
de la came´ra.
Une deuxie`me came´ra, fixe dans le repe`re de la base et observant une mire place´e
sur l’organe terminal, sera utilise´e afin de mesurer la pose de l’organe terminal et
de´terminer ainsi sa trajectoire le long de la taˆche (figure 4.2).
4.1.2 Correspondance avec le mode`le ge´ne´rique
Dans la section 2.2, nous avons pre´sente´ l’architecture de la plate-forme de
Gough-stewart. Ainsi, nous avons de´termine´ l’expression du mode`le cine´matique
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inverse (2.38).
Par correspondance avec le mode`le ge´ne´rique pre´sente´ dans le chapitre 3, nous
pouvons e´tablir le tableau re´capitulatif 4.1.
Nombre d’actionneurs par jambe 1
µi 0
λi 0
q0i L(r1i) = r1i
A1i invariant
Nacelle Solide compact (cΩe =
cΩ0i)
G01i 0
G11i 0
G21i −ui
G1i −ui
G12i ( I3 −[
−−−→
EA2i]× )
Tab. 4.1 – Correspondance des parame`tres de la plate-forme de Gough-Stewart avec
le mode`le ge´ne´rique
Preuve :
p
Dans le cas de la plate-forme de Gough, les extre´mite´s de l’e´le´ment re´fe´rent de
longueur L(r1i) = q0i = r1i sont A1i et A2i (voir figure 3.4 et figure 4.4). Le mode`le
ge´ome´trique implicite (3.14) s’e´crit sous la forme :
r1i
cui =
cA2i −
cA1i (4.3)
Calcul de G1i :
Sachant que le point A1i est fixe dans le repe`re lie´ a` la came´ra (
d(cA1i)
dt
= 0) et
que la longueur de l’e´le´ment re´fe´rent [A1iA2i] est L(r1i) = r1i, on peut ainsi calculer :
G01i = −
∂A1i
∂α0i
= 0
G11i = −
∂A1i
∂r0i
= 0
G21i = −
∂L(r1i)
∂r1i
ui = −ui
(4.4)
D’ou`, l’expression de G1i (voir l’e´quation 3.29) :
G1i = G
2
1i = −ui (4.5)
Calcul de G12i :
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Fig. 4.4 – Correspondance de la plate-forme de Gough-Stewart avec l’architecture
ge´ne´rique
Sachant que la plate-forme mobile du robot est un solide compact contenant
l’organe terminal E, la vitesse du point A2i exprime´e dans le repe`re came´ra est :
d(cA2i)
dt
= cVe +
cΩe ×
c−−−→EA2i = ( I3 −[
c−−−→EA2i]× )
c
τe (4.6)
Sachant que cτe =
(
I3 −[cte]×
03 I3
)
c
τc, l’e´quation 4.6 devient :
d(cA2i)
dt
= ( I3 −[
cA2i]× )
c
τc (4.7)
En e´crivant :
cA2i =
cA1i + r1i
cui (4.8)
on peut de´duire :
d(cA2i)
dt
= ( I3 −[
cA1i]× )
c
τc = G
1
2i
c
τc (4.9)
ou`
G12i = ( I3 −[
cA1i]× ) (4.10)
Rappelons les formes ge´ne´riques des mode`les cine´matiques inverses associe´s aux
articulations q0i et aux directions : q˙0i = −
uTi G
1
2i
uTi G1i
c
τc
u˙i = Mi =
1
L(r1i)
(I3 −
G1iu
T
i
uTi G1i
)G12i
c
τc
(4.11)
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Enfin, en connaissant G1i et G
1
2i, on peut facilement retrouver les mode`les
cine´matiques inverses associe´s aux articulations et aux directions de la plate-forme
de Gough-Stewart :

q˙0i =
cuTi ( I3 −[
cA1i]× )
c
τc =
(
cuTi (
cA1i ×
cui)
T
)
c
τc
cu˙i = Mi
c
τc =
1
r1i
(I3 −
cui
cuTi )
(
I3 −[
cA1i]×
)
c
τc
(4.12)
Rappelons aussi l’expression du mode`le cine´matique inverse associe´ aux limbes
(voir la partie 3.3.3 et les termes associe´s a` ce mode`le), avec cA2i =
cA1i + r1i
cui :
cn˙ji = (R
j
1iG
1
2i + R
j
2iMi)
c
τc =
cLji
c
τc (4.13)
y
4.1.3 Re´sultats de l’identification des parame`tres ne´cessaires
pour la commande
L’estimation de la position des points cA1i est ne´cessaire pour e´laborer la com-
mande base´e sur l’observation des e´le´ments cine´matiques de la plate-forme de Gough-
Stewart.
Remarquons l’existence d’une liaison Rotule centre´e en cA1i. Ceci favorise l’uti-
lisation de la me´thode des invariants de liaisons pour l’identification (voir la par-
tie 3.7).
L’approche repose sur la dernie`re contrainte mentionne´e en (3.11). L’extre´mite´
basse de la jambe i (figure 4.4) reste invariante en choisissant plusieurs configurations
du robot.
Durant l’expe´rience, le robot est observe´ par une came´ra perspective place´e en
face de la plate-forme de Gough-Stewart (figure 4.5). Nous avons choisi les 64 configu-
rations les plus re´parties dans l’espace de travail du robot pour assurer une variation
de l’orientation de chaque jambe.
Fig. 4.5 – Contexte expe´rimental de l’identification et de la commande
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Fig. 4.6 – Reconstruction des points estime´s par la me´thode d’identification cA1i
(cercles) en utilisant une came´ra perspective et des points estime´s manuellement
cAman1i (croix)
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Fig. 4.7 – La reconstruction du mode`le de la base par identification (rose, trait
continu) et le mode`le CAO (bleu, trait discontinu) : vue horizontal (a` gauche) et vue
vertical (a` droite)
La figure 4.6 montre la projection des points cA1i dans l’image (les points estime´s
par l’approche d’identification (cercles) et les points estime´s manuellement cAman1i
(croix)). Il est a` noter que l’estimation manuelle n’est qu’une estimation grossie`re
de la transformation base/came´ra permettant de calculer ensuite cAman1i =
cTb
bAi.
La reconstruction ge´ome´trique de l’emplacement des points est repre´sente´e dans
la figure 4.7. Les erreurs a` re´guler e´tant les limbes exprime´es dans l’image, les pa-
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rame`tres ge´ome´triques estime´s n’ont aucun effet sur ces erreurs.
4.1.4 Re´sultats de l’asservissement visuel des directions
Nous avons mis en oeuvre l’asservissement visuel des directions re´fe´rentes (figure
4.8) sur la plateforme de Gough-Stewart. Pour cela, nous avons, de nouveau, utilise´
la bibliothe`que ViSP [MSC05] pour l’extraction et le suivi des limbes des jambes cy-
lindriques dans l’image. Apre`s l’e´tape d’extraction, nous reconstruisons la direction
a` partir de la relation (3.10) sans une e´tape de filtrage ou de lissage.
La figure 4.8 pre´sente les re´sultats de la commande re´fe´rence´e vision base´e sur
l’asservissement des directions re´fe´rentes. Comme nous pouvons le constater les
courbes d’erreurs sont tre`s bruite´es. La commande est tre`s sensible aux erreurs de
mesure et d’e´talonnage. Plusieurs contraintes sont a` l’origine de cette sensibilite´ :
– L’utilisation d’une came´ra perspective pour l’observation de 6 jambes de la
plate-forme de Gough-Stewart limite l’observabilite´ et rend, parfois, impossible
le suivi des droites : une jambe peut en cacher une autre.
– Pour observer toutes les jambes, il faut placer la came´ra relativement loin
de la plate-forme, ce qui re´duit l’effet perspectif sur les cylindres et donc la
qualite´ de la reconstruction de la direction des jambes (la projection des deux
limbes de la jambe au fond de l’image est presque deux droites paralle`les).
L’estimation de la direction re´fe´rente est errone´e.
– L’erreur de mesure sur les directions re´fe´rentes se retrouve dans le mode`le
cine´matique inverse. Une amplification des erreurs de mesure rend sensible la
cine´matique du robot.
– A cause des frottements au niveau des articulations Prismatiques, un gain fort
est mis en place pour les compenser. Par la suite, nous montrerons en de´tail
l’e´volution des erreurs en fonction de ce gain et l’effet de ce dernier sur le
comportement du robot, dans le cas de l’asservissement visuel des limbes.
4.1.5 Re´sultats de l’asservissement visuel des limbes
Pour re´duire la sensibilite´ aux erreurs de mesure due aux choix de la direction
comme primitive visuelle, nous avons adopte´ une nouvelle commande base´e sur l’as-
servissement des limbes. Cela permet de rendre la commande plus robuste et plus
fiable. En effet, le signal a` re´guler est une mesure directe des limbes exprime´es dans
l’image. Nous nous focalisons sur la commande base´e sur l’extraction des limbes
exprime´es dans le repe`re image.
Pour e´valuer l’approche, nous menons une se´rie de manipulations en variant
a` chaque fois le gain (λ = 1, λ = 1.5 et λ = 2). Une valeur approprie´e de ce
dernier permet de compenser les frottements et favoriser un bon comportement de
la commande.
Validation de la commande re´fe´rence´e vision base´e sur
l’observation des e´le´ments cine´matiques 131
Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.534 0.844 0.0273 0.011
−0.844 −0.535 0.004 0.040
0.018 −0.020 0.999 0.270
0 0 0 1
) (
−0.500 0.849 0.167 0.010
−0.787 −0.527 0.318 0.039
0.358 0.027 0.933 0.297
0 0 0 1
)
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Fig. 4.8 – Re´sultats d’expe´rimentation sur la plate-forme de Gough : asservissement
visuel base´ sur les directions
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Nous pre´senterons donc l’e´volution des erreurs sur les limbes, des erreurs sur
les variables articulaires, des vitesses articulaires et des vitesses carte´siennes. Nous
pre´senterons aussi la trajectoire 3D l’organe terminal dans le repe`re d’une deuxie`me
came´ra place´e sur la base (figure 4.2).
Nous constatons qu’en choisissant λ = 1 (une valeur faible vis-a`-vis de la vitesse
envoye´e et de la dynamique du robot), les courbes d’erreurs sur les limbes suivent des
allures exponentielles (figures 4.9, 4.12 et 4.15). Ne´anmoins, les courbes des erreurs
articulaires et la trajectoire 3D de l’organe terminal montrent bien que la position
finale ne coincide pas avec la position souhaite´e. Ceci nous pouvons l’interpre´ter du
fait que dans la zone de convergence (une zone proche de la position de´sire´e) les
erreurs sur les limbes et les vitesses articulaires deviennent de plus en plus faibles.
La plate-forme de Gough-Stewart dont nous disposons pre´sente des frottements au
niveau des articulations, aucun de´placement n’est possible pour des faibles vitesses.
La solution imme´diate consiste a` augmenter le gain. D’autres expe´rimentations
pre´sente´es dans les figures 4.10, 4.13 et 4.16 (en choisissant un gain λ = 1.5) et
les figures 4.11, 4.14 et 4.17 (en choisissant un gain λ = 2) ont permis de com-
penser les frottements et d’ame´liorer le comportement des erreurs surtout a` la fin
de la convergence. Les trajectoires 3D de l’organe terminal montrent que le robot
converge vers la position de´sire´e. Les erreurs de convergence qui persistent sont dues
essentiellement a` :
– La pre´cision au niveau de l’extraction des limbes.
– La contrainte de visibilite´ : la re´duction de l’effet perspectif sur les cylindres
(la came´ra place´e en face du robot ne permet pas une observabilite´ comple`te
de toutes les jambes).
– La position du capteur de vision (figure 4.2 et figure 4.5) ne permet pas une
pre´cision identique sur toutes les jambes, ce qui ge´ne´re une sensibilite´ de la
mesure sur l’effet de positionnement.
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.534 0.844 0.0273 0.011
−0.844 −0.535 0.004 0.040
0.018 −0.020 0.999 0.270
0 0 0 1
) (
−0.388 0.920 0.043 0.058
−0.908 −0.390 0.148 0.007
0.153 0.018 0.987 0.281
0 0 0 1
)
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Fig. 4.9 – Re´sultats d’expe´rimentation sur la plate-forme de Gough, essai 1 : asser-
vissement visuel base´ sur les limbes, λ = 1
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Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.534 0.844 0.0273 0.011
−0.844 −0.535 0.004 0.040
0.018 −0.020 0.999 0.270
0 0 0 1
) (
−0.388 0.920 0.043 0.058
−0.908 −0.390 0.148 0.007
0.153 0.018 0.987 0.281
0 0 0 1
)
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Fig. 4.10 – Re´sultats d’expe´rimentation sur la plate-forme de Gough, essai 1 : as-
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Fig. 4.12 – Re´sultats d’expe´rimentation sur la plate-forme de Gough, essai 2 : as-
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Fig. 4.13 – Re´sultats d’expe´rimentation sur la plate-forme de Gough, essai 2 : as-
servissement visuel base´ sur les limbes, λ = 1.5
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Fig. 4.14 – Re´sultats d’expe´rimentation sur la plate-forme de Gough, essai 2 : as-
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Validation de la commande re´fe´rence´e vision base´e sur
l’observation des e´le´ments cine´matiques 139
Configuration initiale/Pose cTe Configuration de´sire´e/Pose
cT∗e
(
−0.534 0.844 0.0273 0.011
−0.844 −0.535 0.004 0.040
0.018 −0.020 0.999 0.270
0 0 0 1
) (
−0.608 0.790 0.068 −0.019
−0.789 −0.611 0.051 0.057
0.082 −0.022 0.996 0.278
0 0 0 1
)
Erreurs sur les limbes Trajectoire 3D (m)
0 20 40 60 80 100 120
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
Itérations
Er
re
ur
s
e11
e12
e21
e22
e31
e32
e41
e42
e51
e52
e61
e62
−0.05
0
0.05
0.020.03
0.040.05
0.060.07
0.26
0.265
0.27
0.275
0.28
0.285
X
Y
Z
Position désirée
Trajectoire 3 D,  λ = 1
Position initiale
Position finale
Vitesses de translation (m/s) Vitesses d’orientation (rad/s)
0 20 40 60 80 100 120
−0.1
−0.08
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
0.08
0.1
Itérations
Vi
te
ss
es
 d
e 
tra
ns
la
tio
n
V
x
Vy
V
z
0 20 40 60 80 100 120
−0.2
−0.15
−0.1
−0.05
0
0.05
Itérations
Vi
te
ss
es
 d
e 
ro
ta
tio
n
W
x
Wy
W
z
Erreurs articulaires (m) Vitesses articulaires (m/s)
0 20 40 60 80 100 120
−0.01
0
0.01
0.02
0.03
0.04
0.05
0.06
Itérations
Po
si
to
ns
 a
rti
cu
la
ire
s
q1*−q1
q2*−q2
q3*−q3
q4*−q4
q5*−q5
q6*−q6
0 20 40 60 80 100 120
−0.04
−0.02
0
0.02
0.04
0.06
0.08
Itérations
Vi
te
ss
es
 a
rti
cu
la
ire
s
dq1
dq2
dq3
dq4
dq5
dq6
Fig. 4.15 – Re´sultats d’expe´rimentation sur la plate-forme de Gough, essai 3 : as-
servissement visuel base´ sur les limbes, λ = 1
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Fig. 4.16 – Re´sultats d’expe´rimentation sur la plate-forme de Gough, essai 3 : as-
servissement visuel base´ sur les limbes, λ = 1.5
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Fig. 4.17 – Re´sultats d’expe´rimentation sur la plate-forme de Gough, essai 3 : as-
servissement visuel base´ sur les limbes, λ = 2
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4.2 Expe´rimentation sur le robot Par4
Dans cette partie, nous pre´senterons une validation expe´rimentale sur le robot
Par4. D’autres re´sultats de simulation sur les robots H4, I4R et I4L seront pre´sente´s
en annexe A. Tous ces robots sont caracte´rise´s par des avant-bras a` structure pa-
ralle´logramme. L’axe passant par les deux extre´mite´s hautes (respectivement les
extre´mite´s basses) de ce paralle´logramme ne change pas d’orientation dans le repe`re
lie´ a` la base (figure 3.5). De ce fait, les deux e´le´ments [A11iA
1
2i] et [A
2
1iA
2
2i] ont la
meˆme direction. Pour de´finir l’e´tat de l’avant-bras, il suffit de connaˆıtre la position
de l’un de ces deux e´le´ments.
Par la suite, nous nous contenterons d’observer uniquement la premie`re partie
[A11iA
1
2i] du paralle´logramme.
4.2.1 Contexte expe´rimental
L’architecture des robots issus du robot Delta et du H4 a e´volue´ d’une ge´ne´ration
a` une autre. Le robot Par4 est le dernier conc¸u, dans le cadre d’une coope´ration entre
le LIRMM et Fatronik. Nous avons valide´ expe´rimentalement l’asservissement visuel
par observation des e´le´ments cine´matiques (figure 4.18) sur ce robot. Le contexte
expe´rimental est le meˆme que celui de la manipulation de l’asservissement visuel 3D
e´voque´e en chapitre 2.
Fig. 4.18 – Observation des e´le´ments cine´matiques du robot Par4 par une came´ra
perspective
4.2.2 Correspondance avec le mode`le ge´ne´rique
Dans la partie 2.3, une mode´lisation comple`te du robot Par4 a e´te´ e´voque´e.
Un syste`me d’amplification poulie-courroie est ajoute´ pour amplifier l’angle de
rotation de l’organe terminal (figure 4.20). Ce syste`me ne change pas le principe
de la mode´lisation si on suppose que l’effecteur est situe´ en D24 et lie´ au solide
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[D21D24]. En conse´quence, la nacelle du Par4 est forme´e de 4 solides qui pourront
eˆtre regrouper selon le choix de l’e´le´ment en liaison direct avec la nacelle en D0i
(figure 3.6) :
– Jambe 1 : S01 = [A21D21], S = [D21D24] et D01 = D21
– Jambe 2 : S02 = [A22D21], S = [D21D24] et D02 = D21
– Jambe 3 : S03 = [A23D24], S = [D24D21] et D03 = D24
– Jambe 4 : S04 = [A24D24], S = [D24D21] et D04 = D24
Le tableau 4.2 pre´sente une illustration du mode`le ge´ne´rique (voir la partie 3.2)
a` travers le robot Par4.
Nombre d’actionneurs par jambe 1
µi 0 ou 1
λi 1
q0i α0i
A1i A
1
1i(α0i)
Nacelle Liaison Pivot en D0i et
cΩ0i = 0
G01i −l
cy
pi
G11i 0
G21i 0
G1i −l
cy
pi
G12i ( I3 −[
c−−−−→D24D0i]× )
Tab. 4.2 – Correspondance des parame`tres du robot Par4 avec le mode`le ge´ne´rique
Preuve :
p
L’e´le´ment re´fe´rent a` observer est la premie`re partie [A11iA
1
2i] du paralle´logramme
(l’avant-bras) de longueur L(r1i) = r1i = L (voir figure 3.4 et figure 4.19). Le mode`le
ge´ome´trique implicite (3.14) s’e´crit sous la forme :
r1i
cui =
cA12i −
cA11i (4.14)
Calcul de G1i :
La direction cxpi des bras est le vecteur unitaire dont l’extre´mite´ effectue un
mouvement de rotation autour de czpi, d’angle de rotation q0i = α0i (voir la partie
2.3). Sachant que :
– La position des points cA0i et
c
−−−−→
A1iA
1
1i = −
1
2
Hczpi sont constants.
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 l
Fig. 4.19 – Correspondance du robot Par4 avec l’architecture ge´ne´rique
Fig. 4.20 – Les parame`tres ge´ome´triques de la nacelle du Par4
– l(r0i) = l.
– cA11i =
cA0i + l
cxpi +
c
−−−−→
A1iA
1
1i.
on peut calculer :
d(cA11i)
dt
= l
d
dt
(cxpi) = q˙0il
cy
pi
(4.15)
avec cy
pi
= czpi ×
cxpi
D’ou` : 
G01i = −l
cy
pi
G11i = G
2
1i = 0
G1i = G
0
1i
(4.16)
Calcul de G12i :
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La nacelle du Par4 [NCK+05] est compose´e de deux parties [D21D22] et [D23D24]
(figure 4.20) lie´es par deux e´le´ments [D21D24] et [D22D23] avec des liaisons Pivots.
Elle est e´quipe´e d’un syste`me d’amplification pour transformer la rotation relative
θ = ±pi
4
en une rotation proportionnelle (β = −κθ, κ = 3). L’organe terminal est
suppose´ en D24.
Dans ces conditions, on peut calculer :
d(c
−−−−→
D24A
1
2i)
dt
= (ωz
cze)× εi(h
cy
e
) = −[εi(h
cy
e
)]×Ωz (4.17)
avec :
– εi indique si A
1
2i et D24 appartiennent a` la meˆme partie de la nacelle (fi-
gure 4.20), avec ε1 = ε2 = 1 et ε3 = ε4 = 0.
– Ωz =
(
0 0 ωz
)T
.
– ωz est la vitesse de rotation ope´rationnelle de l’organe terminal autour de
cze.
Sachant que :
d(cA12i)
dt
=
d
dt
(cD24 +
c
−−−−→
D24A
1
2i) =
cVe +
d
dt
(c
−−−−→
D24A
1
2i) (4.18)
on peut de´duire a` partir de l’e´quation 4.17 :
d(cA12i)
dt
=
(
I3 −[εi(h
cy
e
)]×
)
τ =
(
I3 −εihωz
cxe
)
V (4.19)
avec V =
(
V ωz
)T
.
Dans ce cas G12i prend la forme :
G12i =
(
I3 −[εi(h
cy
e
)]×
)
(4.20)
En prenant la repre´sentation re´duite V du torseur cine´matique, G12i peut avoir
aussi une forme simplifie´e :
G12i =
(
I3 −εih
cxe
)
(4.21)
Connaissant G1i et G
1
2i et en se re´fe´rant aux formes ge´ne´riques e´nonce´es en (3.30)
et (3.40), on peut de´duire le mode`le cine´matique inverse associe´ aux articulations
actionne´es et le mode`le cine´matique inverse associe´ aux directions. Ces mode`les sont
de´ja` pre´sente´s dans la partie 2.3.2 : q˙0i =
cuTi
lcyT
pi
cui
(
I3 −εih
cxe
)
cVe
cu˙i =
1
L
(I3 −
cy
pi
cuTi
cyT
pi
cui
)
(
I3 −εih
cxe
)
cVe
(4.22)
De meˆme, le mode`le cine´matique inverse associe´ aux limbes est pre´sente´ dans la
partie 3.3.3 (e´quation (3.51)), avec cA2i =
cA12i.
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Au final, on aura besoin de la mesure des limbes nji , des directions ui et d’une
estimation des deux variables ge´ome´triques cA12i et
cxe qui peuvent eˆtre de´termine´es
en utilisant les variables articulaires (d’ou` la notion de commande avec les variables
articulaires) (voir la partie 4.2.2.1) ou une me´thode d’identification par vision (d’ou`
la notion de commande sans les variables articulaires)(voir la partie 4.2.2.2).
y
4.2.2.1 Commande en utilisant les variables articulaires
La premie`re me´thode pour l’estimation des deux variables ge´ome´triques cA12i et
cxe est base´e sur les variables articulaires. En effet, on a :
cA12i =
cA1i −
1
2
Hczpi + L
cui (4.23)
Les e´le´ments cA1i et
czpi de´pendent des variables articulaires q0i et de la position
de la base par rapport a` la came´ra. Sachant que les directions cui sont mesure´es
par vision, on peut de´duire facilement les positions des points cA12i et le vecteur
cxe
(voir figure 4.20).
4.2.2.2 Commande sans les variables articulaires
Pour l’estimation des variables cA12i et
cxe, une deuxie`me me´thode consiste a`
utiliser la mesure des limbes et la contrainte des invariants de liaisons vue en (3.11).
Il s’agit donc d’une estimation sans les capteurs articulaires. Elle permet d’estimer
les points cA12i, ce qui permet ensuite de calculer
cxe,
cA11i =
cA12i − L
cui et
czpi
(pour de´duire les variables articulaires et le vecteur cy
pi
).
En effet, dans les mode`les (3.27) et (3.39), nous avons besoin de calculer cy
pi
=
czpi ×
cxpi avec
czpi est constant et
cxpi depend des valeurs articulaires q0i.
Sachant que :
cA12i =
cA11i + L
cui =
cA0i +
c−−−−→A0iA1i +
c
−−−−→
A1iA
1
1i + L
cui
c−−−−→A0iA1i = l
cxpi
(4.24)
nous pouvons exprimer cxpi comme suit :
cxpi =
1
l
(cA12i −
cA0i −
c
−−−−→
A1iA
1
1i − L
cui) (4.25)
ou` l, L, cA0i et
c
−−−−→
A1iA
1
1i sont constants. Les directions
cui sont mesure´es par vision.
Pour l’estimation des points cA12i, la me´thode consiste a` utiliser les invariants
des liaisons propose´es dans la partie 3.7. Apre`s l’extractions des limbes (figure 3.10),
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en utilisant la dernie`re contrainte mentionne´e en (3.11) et sachant que le point cA12i
appartient a` l’axe de re´volution de l’e´le´ment cylindrique de rayon R (figure 3.3), on
obtient : {
cn1i
T cA12i = −R
cn2i
T cA12i = −R
(4.26)
En appliquant (4.26), pour chacune des jambes 1 et 2, on aura :{
cn11
T cA121 = −R
cn21
T cA121 = −R
(4.27)
et {
cn12
T cA122 = −R
cn22
T cA122 = −R
(4.28)
Les parame`tres ge´ome´triques de la nacelle du Par4 (figure 4.20) ou du I4R (fi-
gure A.4) imposent :
cA121 =
cA122 + γ
cxb −H
czp1 (4.29)
En inse´rant (4.29) dans (4.27), on obtient :{
cn11
T cA122=−R−γ
cn11
T cxb+H
cn11
T czp1
cn21
T cA122=−R−γ
cn21
T cxb+H
cn21
T czp1
(4.30)
En somme, en utilisant (4.28) et (4.30), on obtient le syste`me line´aire suivant :
cn11
T
cn21
T
cn12
T
cn22
T
 cA122 =
 −R−γcn11T cxb+Hcn11T czp1−R−γcn21T cxb+Hcn21T czp1
−R
−R
 (4.31)
La solution de ce syste`me est cA122, ce qui permet de calculer
cA121 en utili-
sant (4.29). Les meˆmes proce´dures applique´es sur les avant-bras des jambes 3 et 4
permettent l’estimation des points cA123 et
cA124.
Nous avons valide´ la proce´dure d’e´talonnage sur le robot I4R [DAM07a] (voir
annexe A) et sur le robot Par4, en utilisant une came´ra perspective place´e vertica-
lement sur la base (czc ≈ −
bzb).
La projection des points cA12i sur l’image, dans le cas du robot I4R (figure 4.21)
ainsi que dans le cas du Par4 (figure 4.22) donne une estimation correcte, dans le
plan horizontal (cercles).
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Fig. 4.21 – Projection des cA12i dans l’image, cas du I4R
Fig. 4.22 – Projection des cA12i dans l’image, cas du Par4
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4.2.3 Re´sultats expe´rimentaux
Les figures 4.23, 4.24, 4.25, 4.26 et 4.27 pre´sentent les erreurs sur les limbes, les
erreurs sur les positions articulaires et le comportement des vitesses articulaires et
carte´siennes. L’annulation des erreurs montre que la taˆche est bien re´alise´e. Plusieurs
conditions ont favorise´ l’obtention de ces re´sultats :
– Meˆme en utilisant une came´ra perspective, l’emplacement de ce capteur de
vision sur la base comme le montre la figure 4.18 permet un bon champ de
vision et une bonne projection des avant-bras dans l’image.
– Les contraintes de suivi et d’encombrement des jambes dans un espace restreint
(le cas de la plate-forme de Gough-Stewart) sont e´limine´es.
Rotation pure de la nacelle : Nous avons pu tester la commande dans le cas
d’une rotation pure (figure 4.23). En se re´fe´rant au mode`le cine´matique inverse,
les jambes 3 et 4 ne doivent pas bouger. Ceci est bien ve´rifie´, e´tant donne´
que les erreurs sur les limbes de ces deux jambes sont initialement a` 0 et y
restent jusqu’a` la convergence. Ce mouvement ne favorise pas des translations
de l’effecteur. La trajectoire 3D (figure 4.23) de l’effecteur situe´ en bD24 montre
des petites erreurs de translation autour de la position de´sire´e.
Les erreurs de mesure qui persistent pourront eˆtre ame´liore´es en utilisant un
algorithme d’extraction et de suivi des primitives plus efficace.
Une commande sans les capteurs proprioceptifs : Dans la mode´lisation du ro-
bot Par4, nous avons besoin d’estimer les points d’attaches A12i reliant les
avant-bras a` la nacelle et de calculer ensuite l’angle de rotation de l’organe
terminal qui de´termine le vecteur cxe.
Une premie`re me´thode consiste a` utiliser les capteurs articulaires afin de
de´terminer les positions des points A11i. Ensuite, en utilisant les directions
estime´es par vision, nous pouvons calculer les positions des points A12i. L’in-
conve´nient de cette me´thode est que les directions pre´sentent toujours des
bruits de mesure, ce qui pourrait ge´ne´rer une fausse estimation des points en
question.
Dans une deuxie`me approche, nous avons utilise´ les limbes et les contraintes
qui de´coulent de la projection des cylindres dans l’image pour de´terminer les
parame`tres ne´cessaires pour la commande (voir la me´thode d’estimation dans
le paragraphe 4.2.2.2). Aucune mesure des variables articulaires n’est utilise´e.
Pour comparer entre les deux me´thodes, deux essais ont e´te´ re´alise´s. Le premier
essai (figure 4.24 et figure 4.25) consiste a` choisir une configuration initiale et
une configuration de´sire´e avec des de´placements le long des trois axes et une
rotation autour de l’axe z. Le deuxie`me essai consiste a` re´aliser des petits
de´placements (figure 4.26 et figure 4.27).
Dans la figure 4.24 (respectivement la figure 4.26), nous avons pre´sente´ les er-
reurs sur les limbes, les erreurs sur les variables articulaires et le comportement
des vitesses, en utilisant les capteurs articulaires. Nous avons essaye´ la meˆme
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expe´rimentation en utilisant l’approche base´e sur la vision (figure 4.25, respec-
tivement la figure 4.27). Nous constatons que les deux me´thodes donnent des
re´sultats satisfaisants. Ne´anmoins, la premie`re me´thode pre´sente des bruits de
mesure et une convergence moins stable que celle sans les capteurs.
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Configuration initiale Configuration de´sire´e
bD24 =
 0.0510.02
−1
 et θe = 0.025 rad bD24 =
 0.0510.02
−1
 et θe = 0.478 rad
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Fig. 4.23 – Re´sultats des expe´rimentations sur le Par4 (Essai1 sans les capteurs
proprioceptifs, cas d’une rotation pure, λ = 0.1)
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Configuration initiale Configuration de´sire´e
bD24 =
 0.0510.02
−1
 et θe = 0.025 rad bD24 =
 0.0460.011
−0.83
 et θe = 0.471 rad
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Fig. 4.24 – Re´sultats des expe´rimentations sur le Par4 (Essai 2 avec les capteurs
proprioceptifs, λ = 0.1)
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Configuration initiale Configuration de´sire´e
bD24 =
 0.0510.02
−1
 et θe = 0.025 rad bD24 =
 0.0460.011
−0.83
 et θe = 0.471 rad
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Fig. 4.25 – Re´sultats des expe´rimentations sur le Par4 (Essai 2 sans les capteurs
proprioceptifs, λ = 0.1)
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Configuration initiale/bTe Configuration de´sire´e/
bT∗e
bD24 =
 0.05−0.05
−0.98
 et θe = 0 rad bD24 =
 0.0510.02
−1
 et θe = −0.016 rad
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Fig. 4.26 – Re´sultats des expe´rimentations sur le Par4 (Essai 3 avec les capteurs
proprioceptifs, λ = 0.1)
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Configuration initiale/bTe Configuration de´sire´e/
bT∗e
bD24 =
 0.05−0.05
−0.98
 et θe = 0 rad bD24 =
 0.0510.02
−1
 et θe = −0.016 rad
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Fig. 4.27 – Re´sultats des expe´rimentations sur le Par4 (Essai 3 sans les capteurs
proprioceptifs, λ = 0.1)
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4.3 Validation en simulation sur le robot Space
4.3.1 Architecture
En ayant six degre´s de liberte´ et des jambes de longueurs variables L(r1i) = r1i,
l’architecture du robot Space ressemble a` l’architecture de la plate-forme de Gough-
Stewart. En revanche, le nombre de jambes du robot Space se limite a` trois. Chaque
jambe, d’extre´mite´s A1i et A2i (figure 4.29), est e´quipe´e de deux articulations mo-
torise´es (figure 4.28) : la premie`re variable articulaire de la liaison Cardan note´e α1i
et la troisie`me variable articulaire r1i situe´e au niveau de la liaison Glissie`re. La
deuxie`me variable articulaire β1i de la liaison Cardan est passive.
La plate-forme mobile de ce robot est compose´e d’un seul solide attache´ a` la
jambe en A2i par une liaison Rotule.
Liaison Glissière motorisée
Liaison Cardan
Articulation passive
Articulation motorisée
Fig. 4.28 – Les diffe´rentes liaisons du robot Space
La position des points A1i et A2i respectivement dans le repe`re Rb et Re est
donne´e par (figure 4.29) :{
bA1i =
(
cos(αi) sin(αi) 0
)
eA2i =
(
cos(αi) sin(αi) 0
) (4.32)
avec αi = (i− 1)
2pi
3
.
4.3.2 Correspondance avec le mode`le ge´ne´rique
Par correspondance avec le mode`le ge´ne´rique pre´sente´ dans le chapitre 3, nous
pouvons e´noncer le tableau re´capitulatif 4.3 dont les re´sultats serons montre´s par la
suite.
Validation de la commande re´fe´rence´e vision base´e sur
l’observation des e´le´ments cine´matiques 157
zb
xb
A11
x01
y01
A22
A21
A13
A12
A23
.
xe
ye
ze
z01
x02
y02
z02
x03
y03
z03
.
.
.
.
yb
E
B
Fig. 4.29 – Parame`tres du robot Space
Nombre d’actionneurs par jambe 2
µi 0
λi 0
qi
(
r1i α1i
)T
A1i Invariant
Nacelle Solide compact et cΩe =
cΩ0i
G01i 0
G11i 0
G21i −
cui
G1i −
cui
G12i ( I3 −[
c−−−→EA2i]× )
Tab. 4.3 – Correspondance des parame`tres du robot Space avec le mode`le ge´ne´rique
Preuve :
p
Notons, pour chaque jambe i, le vecteur contenant toutes les variables articulaires
motorise´es est note´ qi =
(
q0i q1i
)T
, avec q0i = r1i et q1i = α1i.
Le mode`le ge´ome´trique implicite du robot Space peut s’e´crire sous la forme
suivante :
L(r1i)
cui =
−−−−→
A1iA2i (4.33)
Calcul de G1i :
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Sachant que cA1i est l’extre´mite´ fixe de la jambe (
d(cA1i)
dt
= 0) et que L(r1i) = r1i,
on a : 
G01i = G
1
1i = 0
G21i = −
∂L(r1i)
∂r1i
cui = −
cui
G1i = G
2
1i
(4.34)
Calcul de G12i :
La vitesse du point cA2i peut s’e´crire :
d(cA2i)
dt
= cVe +
d(c
−−−→
EA2i)
dt
= cVe +
cΩe ×
c−−−→EA2i
d(cA2i)
dt
= cVe − [
c−−−→EA2i]×
cΩe = ( I3 −[
c−−−→EA2i]× )
c
τe
(4.35)
avec cτe =
(
I3 −[cte]×
03 I3
)
c
τc (cette transformation sera aussi utilise´e par la suite).
On de´duit donc l’expression de G12i :
G12i = ( I3 −[
c−−−→EA2i]× ) (4.36)
Mode`le cine´matique inverse associe´ aux articulations q0i = r1i :
En utilisant les e´quations (4.34) et (4.36) et la forme ge´ne´rique e´nonce´ en
(3.30), le mode`le cine´matique inverse associe´ a` la premie`re articulation moto-
rise´e de variable q0i = r1i est donc sous le forme :
q˙0i =
cuTi ( I3 −[
c−−−→EA2i]× )
c
τe =
(
cuTi (
cA2i ×
cui)
T
)
c
τc (4.37)
Mode`le cine´matique inverse associe´ aux directions :
En utilisant(4.34) et (4.36), on de´duit la matrice Mi donne´e dans (3.41) et on
ve´rifit bien l’e´quation (3.39) :
cu˙i = Mi
c
τe
Mi =
1
r1i
(I3 −
cui
cuTi )
(
I3 −[
c−−−→EA2i]×
) (4.38)
Calcul de G22i :
En se re´fe´rant a` la figure (figure 4.30), on peut de´composer la vitesse du point
A2i comme suit :
VA2i =
d(A2i)
dt
= V0i + V1i + V2i (4.39)
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Fig. 4.30 – De´composition de la vitesse du point A2i
avec  V0i = −r1iβ˙1i
cui ×
cvi
V1i = r1iα˙1i
cvi
V2i = r˙1i
cui
(4.40)
D’ou`, on peut e´crire l’e´quation (4.39) sous forme matricielle :
cVA2i = G
2
2i
 β˙1iα˙1i
r˙1i
 = ( −r1i(cui × cvi) r1icvi cui )
 β˙1iα˙1i
r˙1i
 (4.41)
Etant donne´ que l’inverse de la matrice G22i est analytique, on peut e´crire, β˙1iα˙1i
r˙1i
 = G22i−1cVA2i (4.42)
avec
G22i
−1
=
 − 1r1i (cui × cvi)T1
r1i
cvTi
cuTi
 (4.43)
Mode`le cine´matique inverse associe´ a` q1i = α1i : A partir de l’e´quation (4.42),
on de´duit :
α˙1i =
1
r1i
cvTi
cVA2i (4.44)
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En utilisant l’expression de cVA2i (4.35), on de´duit :
α˙1i =
1
r1i
cvTi ( I3 −[
c−−−→EA2i]× )
c
τe =
1
r1i
cvTi ( I3 −[
cA2i]× )
c
τc (4.45)
ou` cvi =
cRb
bvi.
Le vecteur bvi de´pend de l’angle α1i qui peut eˆtre mesure´ en utilisant un codeur
articulaire.
Mode`le cine´matique inverse associe´ a` qi =
(
q0i q1i
)T
: Sachant que q0i =
r1i et q1i = α1i et en utilisant (4.37) et (4.45), le mode`le cine´matique com-
plet associe´ aux articulations motorise´es s’e´crit sous la forme :
q˙i =
(
cuTi (
cA2i ×
cui)
T
1
r1i
cvTi
1
r1i
(cA2i ×
cvi)
T
)
c
τc (4.46)
y
4.3.3 Re´sultats de simulation de l’asservissement visuel sur
les limbes du robot Space
L’architecture du robot Space ressemble a` celle de la plate-forme de Gough-
Stewart au niveau de la cine´matique de chaque jambe. Par contre, du fait que le
nombre de chaˆınes cine´matiques est limite´ a` trois, une deuxie`me articulation mo-
torise´e est ajoute´e au niveau de chaque liaison Cardan entre la chaˆıne cine´matique
et la base. Les figures 4.33 et 4.35 montrent un bon comportement au niveau des
erreurs et des vitesses et une robustesse au bruit simule´ (figures 4.34 et 4.36). En
effet, le bruit simule´ consiste a` appliquer une rotation ale´atoire du vecteur represen-
tant chaque limbe. L’amplitude de la rotation est de 0.2 degre´s (figure 4.34). Cette
rotation dans l’image correspond a` environ 2 pixels d’erreurs a` l’extre´mite´ d’un seg-
ment de longueur 600 pixels. Les trajectoires 3D de l’organe terminal (figures 4.31
et 4.32) montrent que la taˆche est bien re´alise´e et que le robot atteint la position
de´sire´e, malgre´ des petites perturbations dues aux bruits simule´s.
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Configuration initiale Configuration de´sire´e
bE =
 0.020
0.46
 et α = β = 0,γ = 0.34 rad bE =
 00
0.345
 et α = β = γ = 0 rad
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Fig. 4.33 – Re´sultats de simulation sur le robot Space (Essai 1)
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Configuration initiale Configuration de´sire´e
bE =
 0.020
0.46
 et α = β = 0,γ = 0.34 rad bE =
 00
0.345
 et α = β = γ = 0 rad
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Fig. 4.34 – Re´sultats de simulation sur le robot Space (Essai 1 avec un bruit simule´)
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Configuration initiale Configuration de´sire´e
bE =
 00
0.48
 et α = β = 0,γ = 0 rad bE =
 00
0.345
 et α = β = 0,γ = 0 rad
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Fig. 4.35 – Re´sultats de simulation sur le robot Space (Essai 2)
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Configuration initiale Configuration de´sire´e
bE =
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 00
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 et α = β = 0,γ = 0 rad
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Fig. 4.36 – Re´sultats de simulation sur le robot Space (Essai 2 avec un bruit bruit)
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Dans le chapitre 3, nous avons propose´ une contribution a` un mode`le ge´ne´rique de
l’asservissement visuel des robots paralle`les en observant les e´le´ments cine´matiques.
Cette observation des e´le´ments re´fe´rents est beaucoup plus directe d’un point de vue
algorithmique et remplace l’estimation des directions a` partir de la pose mesure´e
et du mode`le ge´ome´trique inverse (cas de la commande 3D pose pre´sente´e dans le
chapitre 2). Le choix de la limbe exprime´e dans le repe`re image comme signal capteur
a permis d’assurer une re´gulation dans l’espace image et d’utiliser cette information
image directement dans les mode`les.
Nous avons montre´ ainsi que l’utilisation des limbes de l’e´le´ment re´fe´rent de
chaque jambe permet a` la fois d’assurer la commande via une mode´lisation comple`te
du me´canisme et l’identification de certains parame`tres ne´cessaires pour cette com-
mande. Ce mode`le propose´ tient compte d’une architecture ge´ne´rique de la nacelle
et des chaˆınes cine´matiques constituant le robot.
Dans ce chapitre, nous avons pre´sente´ deux validations expe´rimentales de l’ap-
proche : sur la plate-forme de Gough-Stewart et sur le Par4. Une se´rie d’extension
de l’approche ge´ne´rique a e´te´ aussi pre´sente´e a` travers des simulations sur le robot
Space, sur les robots H4, I4L, I4R (annexe A) et sur le robot Orthoglide (annexe
B).
Nous avons signale´ que l’asservissement visuel base´ sur les directions pre´sentent
certaines limitations : ge´ne´ration de bruits de mesure. Donc, une telle commande
n’est pas toujours efficace. Par exemple, dans le cas de la plate-forme de Gough-
Stewart, les re´sultats de l’asservissement visuel des directions re´fe´rentes et des
limbes, ont montre´ que la commande dans l’image est plus robuste au bruit que
la commande dans l’espace des directions.
Nous avons vu que les limbes d’un cylindre de re´volution permettent de recons-
truire totalement la position de l’axe de ce cylindre dans l’espace. Ainsi, en plac¸ant
la jambe du robot (dont l’une des extre´mite´s est fixe) dans plusieurs configurations,
il est possible de retrouver la position de son extre´mite´ fixe (intersection des axes du
cylindre associe´s a` chacune des configurations). Cette approche nomme´e la me´thode
des invariants de liaisons a e´te´ valide´e sur la plate-forme de Gough-Stewart et sur
le robot Par4.
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Conclusions
Contributions
A l’issu de cette the`se, nous avons propose´ des re´ponses a` certains proble`mes en
relation avec la commande des robots paralle`les afin de garantir les performances
de ces me´canismes et offrir une ouverture vers des commandes efficaces et des ca-
pacite´s d’auto-e´talonnage. En effet, la mise en paralle`le des chaˆınes cine´matiques
ferme´es rend le robot plus rigide, plus rapide et plus re´pe´table. Mais cette mise en
paralle`le rend complexe l’e´tape de commande et ge´ne`re des efforts internes parfois
incontournables.
De ce fait, une telle commande doit repre´senter le comportement ge´ome´trique,
cine´matique et dynamique du robot et garantir une convergence vers une unique
configuration de re´fe´rence du me´canisme. Une telle de´marche ne´cessite aussi des
proce´dures efficaces d’identification des parame`tres ne´cessaires pour la commande.
Apre`s avoir pre´sente´ des me´thodes de commande classique telle que la commande
articulaire qui ne garantit pas la convergence dans l’espace carte´sien et la commande
carte´sienne re´fe´rence´e mode`le qui souffre d’une mauvaise estimation de la pose, nous
avons e´tudie´ la commande re´fe´rence´e vision des robots paralle`les en se basant sur
les techniques d’asservissement visuel. Nous avons alors propose´ :
L’asservissement visuel 3D en observant l’organe terminal
La plupart des me´canismes paralle`les existants ne posse`dent pas une formulation
analytique du mode`le ge´ome´trique direct. Une taˆche de commande devient lourde
sans l’aide des capteurs additionnels. La vision permet une mesure indirecte de l’e´tat
du robot a` travers une estimation de la pose de l’organe terminal. En utilisant une
mire constitue´e d’amers de type points, il est possible de repe´rer leurs positions dans
l’espace en passant par leurs positions dans l’image et en utilisant les parame`tres
intrinse`ques de la came´ra.
Nous avons alors montre´ que cette approche est une commande par retour
d’e´tat non-line´aire permettant une taˆche d’asservissement visuel simple. Elle a donc
l’avantage d’eˆtre de´pendante uniquement du signal re´gule´ et de certains parame`tres
ge´ome´triques, aucune mesure articulaire n’est ne´cessaire. Cette approche a e´te´ va-
lide´e par une se´rie d’expe´rimentations sur la plate-forme de Gough-Stewart et le
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robot Par4.
Asservissement visuel en observant les jambes
Sans utiliser une cible exte´rieure au robot et un calcul de pose additionnel,
nous avons montre´ qu’il est plus inte´ressant d’observer les e´le´ments cine´matiques
et d’utiliser les informations visuelles extraites de l’image. Cette approche est base´e
sur le fait que la jambe de re´fe´rence (la jambe en liaison directe avec la plate-forme
mobile) du robot est de forme cylindrique.
Cette jambe se projette en deux droites dans l’image. Elles constituent les limbes
du cylindre et permettent de reconstituer l’e´tat de la jambe dans l’espace en connais-
sant la direction de son axe de re´volution et de la position d’un point choisi arbi-
trairement sur cet axe.
En observant les jambes, la vision fournit une mesure exte´roceptive de l’e´tat du
me´canisme permettant une repre´sentation optimale de la cine´matique du robot lie´ au
choix de la primitive choisie, qui peut eˆtre la direction ou les limbes de chaque jambe.
Nous avons montre´, apre`s une e´tude the´orique et une premie`re expe´rimentation sur
la plate-forme de Gough-Stewart, que prendre les limbes comme signal a` re´guler dans
l’image est plus robuste aux erreurs d’e´talonnage et de mesure qu’une commande
base´e sur la re´gulation des directions. C’est ainsi que nous avons propose´ des mode`les
et des lois de commande qui remontent de l’espace 3D a` l’espace image et permettent
de calculer les vitesses articulaires a` partir d’une variation de la projection des limbes
dans l’image.
De meˆme, nous avons propose´ une me´thode d’e´talonnage base´e sur l’extraction
des limbes et l’utilisation des invariants des liaisons. En effet, il est possible de
retrouver le centre d’une liaison Rotule, Cardan ou Pivot en passant par plusieurs
configurations des jambes. L’intersection des axes de re´volution permet d’estimer le
point en question.
Une contribution a` un mode`le ge´ne´rique pour l’asservisse-
ment visuel en observant les e´le´ments cine´matiques
Apre`s deux validations expe´rimentales sur la plate-forme de Gough-Stewart et
sur le Par4, nous avons pu e´tendre l’approche de l’asservissement visuel en obser-
vant les jambes avec des se´ries de simulation sur d’autres me´canismes paralle`les. Cela
nous a permis de mettre en œuvre une me´thodologie de commande qui commence
par une contrainte de fermeture des chaˆınes cine´matiques pour e´laborer un mode`le
ge´ome´trique inverse sous forme vectoriel implicite. La de´rive´e par rapport au temps
de ce mode`le permet de calculer le mode`le cine´matique associe´ aux variables articu-
laires, le mode`le cine´matique inverse associe´ aux directions et le mode`le cine´matique
inverse associe´ aux limbes.
Afin de regrouper ces notions qui peuvent eˆtre valide´es sur la plupart des ro-
bots paralle`les existants, nous avons propose´ un mode`le ge´ne´rique de la commande
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cine´matique re´fe´rence´e vision en observant les jambes. Nous avons ainsi introduit
une architecture ge´ne´rique des chaˆınes cine´matiques ainsi qu’une forme ge´ne´rique
de la nacelle (plate-forme mobile) pour les familles de me´canismes identifie´es par
P. Renaud [Ren03]. Le mode`le pre´sente´ de´crit d’une manie`re ge´ne´rique la variation
des articulations, des directions et des limbes en fonction du torseur cine´matique de
l’organe terminal. Nous avons aussi introduit la notion de l’e´le´ment re´fe´rent et des
limbes re´fe´rentes et leurs repre´sentations de l’e´tat du robot.
Perspectives
Mode`le ge´ne´rique projectif pour la commande et l’identifica-
tion des robots paralle`les
Le mode`le ge´ne´rique que nous avons propose´ ne´cessite un e´talonnage du capteur
de vision et une me´thode d’identification des parame`tres lie´s au robot. L’e´tape sui-
vante consistera alors a` mettre en œuvre un mode`le projectif ge´ne´rique inde´pendant
de ces parame`tres. Il est donc inte´ressant d’utiliser les contraintes issues de la pro-
jection d’une jambe cylindrique dans l’image et d’offrir ainsi au robot paralle`le une
meilleure autonomie ce qui permet d’envisager une sorte d’auto-e´talonnage de ces
me´canismes.
Commande dynamique des robots paralle`les par observation
des e´le´ments cine´matiques
La commande re´fe´rence´e vision en observant les e´le´ments cine´matiques que nous
avons propose´e ne tient pas compte de la dynamique du robot et ne permet pas
d’atteindre de hautes vitesses. Nous avons pu constater cette contrainte apre`s une
expe´rimentation sur le Par4, un robot qui peut atteindre une acce´le´ration de 200 m/s2
avec une charge de 2 kg.
La me´thode a fonctionne´ avec des vitesses faibles garantissant l’acquisition des
images sans perte d’information. Il est inte´ressant de tester l’approche en dynamique
et de proposer des mode`les de commande qui couplent a` la fois la vision rapide, la
cine´matique et la dynamique des robots paralle`les.
Extension de l’architecture ge´ne´rique a` d’autres familles de
me´canismes
La premie`re architecture des robots paralle`les que nous avons propose´e (Fi-
gure 3.4) [DAM07b] couvre la plupart des robots existants a` deux e´le´ments par
chaˆıne cine´matique. C’est ainsi qu’une structure plus ge´ne´rique (Figure 4.37) peut
eˆtre une ge´ne´ralisation de la premie`re structure (Figure 3.4) et peut grouper d’autres
robots (le robot T3R1, par exemple). Nous conside´rons toujours n chaˆınes cine´matiques
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ferme´es entre l’organe terminal et la base, mais, chaque chaˆıne est compose´e de m
(m > 2) e´le´ments cine´matiques en se´rie.
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Fig. 4.37 – Architecture ge´ne´rique d’un robot paralle`le
Apport d’une came´ra omnidirectionnelle
L’observation des jambes des robots paralle`les par une came´ra perspective pose
des proble`mes de visibilite´. En effet, dans le cas de la plate-forme de Gough-Stewart,
une jambe peut en cacher une autre. De plus, la jambe, au fond de l’image, se projette
comme deux droites paralle`les, ce qui pose un souci au niveau de la reconstruction des
directions. Ne´anmoins, l’utilisation d’une came´ra omnidirectionnelle (Figure 4.38)
permet une vue comple`te (360 degre´s) du robot et semble eˆtre une solution efficace
pour la commande et l’identification des robots paralle`les.
Nous avons pu [DHAAM06] tester une came´ra omnidirectionelle (640x480 pixels)
(figure 4.38) pour l’identification des points d’attaches cA1i reliant les jambes de
la plate-forme a` la base. La me´thode est base´e sur l’extraction des coniques et
l’utilisation des invariants des liaisons.
Une e´valuation qualitative consiste a` projeter les points estime´s cA1i sur l’image
(cercles jaunes) (figure 4.38).
Re´cemment, suite a` mes travaux sur l’asservissement visuel en observant les
jambes, valide´s sur la plate-forme de Gough et aux travaux portant sur l’asservis-
sement visuel en vision omnidirectionnel [HA06], un projet mene´ au LASMEA a
permis la validation de la commande de la plate-forme de Gough par observation
des jambes, en utilisant une came´ra omnidirectionnelle [TMAM07].
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Fig. 4.38 – Observation de la plate-forme de Gough-Stewart en utilisant une came´ra
omnidirectionnelle et la reconstruction des points estime´s cA1i
L’axe de recherche a` de´velopper est donc l’e´laboration d’un mode`le ge´ne´rique
projectif pour l’asservissement visuel des robots paralle`les en observant les jambes
par une came´ra omnidirectionnelle. Ce mode`le devient plus inte´ressant s’il tient
compte de la dynamique, de la cine´matique et de la vision rapide.
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Annexe A
Simulation de l’asservissement
visuel des robots H4, I4R et I4L
base´ sur les limbes
Architecture
Nous nous focalisons, dans cette partie, sur la mode´lisation de la famille des
robots H4, I4L, I4R. Tous ces robots, a` trois degre´s de translation et un degre´ de ro-
tation, sont constitue´s de 4 chaˆınes cine´matiques identiques (figure A.1 et figure A.2).
Dans le cas des robots H4 et I4R, les bras i de longueur fixe l(r0i) = l d’extre´mite´s
A0i et A1i sont en mouvement de rotation autour de
czpi. Dans le cas du I4L (fi-
gure A.2), des actionneurs Prismatiques entraˆınent un mouvement de translation,
le long de xpi = ±xb, de l’e´le´ment [A0iA1i] de longueur variable l(r0i) = r0i.
O xb
yb
xp2
A02 xp1
xp4
xp3
A01
A04
A03
zp1
zp2
zp3
zp4 )
zb
xb
yb
O
a
A01
xp1zp1
..

. .
A02
A03 A04
xp2
xp3
xp4
zp2
zp3
zp4
Fig. A.1 – Vue de dessus des robots H4 (a` gauche) et I4R (a` droite)
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Fig. A.2 – Les parame`tres du robot I4L
Chaque bras est lie´ a` un avant-bras (un paralle´logramme) par deux liaisons Ro-
tules. L’avant bras est compose´e de deux e´le´ments ([A11iA
1
2i] et [A
2
1iA
2
2i]) de longueur
fixe L(r1i) = L. Les extre´mite´s basses de chaque avant-bras sont connecte´es a` la na-
celle qui diffe`re d’un robot a` un autre.
La nacelle du robot H4 (figure A.3) est compose´e de deux parties lie´es par une
barre [D24D21], centre´e en E.
Fig. A.3 – Les parame`tres de la nacelle du H4
Dans le cas du I4R et du I4L, le mouvement de rotation de l’organe terminal est
duˆ au mouvement relatif entre les deux parties de la nacelle (figure A.4 et figure A.5)
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via un syste`me d’amplification de type pignon-cre´maille`re, de rapport de reduction
h0. Ce mouvement de translation relatif T est transforme´ en un mouvement de
rotation d’angle θ = T/h0.
Fig. A.4 – Les parame`tres de la nacelle du robot I4R
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Fig. A.5 – Les parame`tres de la nacelle du robot I4L
Par la suite, comme dans le cas du robot Par4, nous choisissons d’observer,
uniquement, le premier e´le´ment note´ [A11iA
1
2i].
Correspondance avec le mode`le ge´ne´rique
La figure A.4 representant la nacelle du robot I4R montre que l’organe terminal
E est lie´ au solide S. On peut constater, en se re´fe´rant a` l’architecture ge´ne´rique de
la nacelle (figure 3.6), que :
– Jambe 1 : S01 = [A21D0], S = [D0E] et D01 = D0
– Jambe 2 : S02 = [A22D0], S = [D0E] et D02 = D0
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– Jambe 3 : S03 = [A23E], S = [ED0] et D03 = E
– Jambe 4 : S04 = [A24E], S = [ED0] et D04 = E
Dans le cas de la nacelle du robot I4L (figure A.5), l’organe terminal E est lie´
au solide S = [D0D1]. On peut constater, en se re´fe´rant a` l’architecture ge´ne´rique
de la nacelle (figure 3.6), que :
– Jambe 1 : S01 = [A21D0], S = [D0D1] et D01 = D0
– Jambe 2 : S02 = [A22D0], S = [D0D1] et D02 = D0
– Jambe 3 : S03 = [A23D1], S = [D0D1] et D03 = D1
– Jambe 4 : S04 = [A24D1], S = [D0D1] et D04 = D1
De meˆme, la nacelle du robot H4 (figure A.4) est forme´e de trois solides articule´s.
L’organe terminal E appartient au solide [D21D24]. Pour chaque jambe, on peut
de´duire (figure 3.6) :
– Jambe 1 : S01 = [A21D21], S = [D21D24] et D01 = D21
– Jambe 2 : S02 = [A22D21], S = [D21D24] et D02 = D21
– Jambe 3 : S03 = [A23D24], S = [D24D21] et D03 = D24
– Jambe 4 : S04 = [A24D24], S = [D24D21] et D04 = D24
Les tableaux re´capitulatifs (A.1 et A.2) donnent une ide´e sur l’aspect ge´ne´rique
de l’approche en le validant sur le H4, le I4R et le I4L :
Preuve :
p
En se re´fe´rant aux figures A.1 et A.2 et en observant uniquement [A11iA
1
2i], l’ex-
pression de la fermeture des chaˆınes cine´matiques donne le mode`le implicite suivant :
L(r1i)
cui =
c
−−−−→
A11iA
1
2i =
cA12i −
cA11i (A.1)
avec : 
cA11i =
cA0i + l(r0i)
cxpi +
c
−−−−→
A1iA
1
1i
cA12i =
cE + c
−−−→
EA12i
l(r0i) = r0i
L(r1i) = L
(A.2)
Simulation de l’asservissement visuel des robots H4, I4R
et I4L base´ sur les limbes 177
Nombre d’actionneurs par jambe 1
µi 0 ou 1
λi 1
q0i α0i
A1i A
1
1i(α0i)
Nacelle cΩ0i = 0
G01i −l
cy
pi
G11i 0
G21i 0
G1i −l
cy
pi
G12i ( I3 −[
c−−−→ED0i]× )
Tab. A.1 – Correspondance des parame`tres du robot H4 ou I4R avec le mode`le
ge´ne´rique.
Nombre d’actionneurs par jambe 1
µi 1
λi 0
q0i r0i
A1i A
1
1i(r0i)
Nacelle cΩ0i = 0
G01i 0
G11i -
cxpi
G21i 0
G1i -
cxpi
G12i ( I3 −[
c−−−→ED0i]× )
Tab. A.2 – Correspondance des parame`tres du robot I4L avec le mode`le ge´ne´rique.
Calcul de G1i :
Dans le cas du H4 et du I4R, la direction cxpi des avant-bras est le vecteur
unitaire effectuant un mouvement de rotation autour de czpi, d’angle de rotation
q0i = α0i. Sachant que la position des points
cA0i et
c
−−−−→
A1iA
1
1i sont constants, on peut
calculer :
d
dt
(cA11i) = l
d
dt
(cxpi) = q˙0il
cy
pi
(A.3)
avec cy
pi
= czpi ×
cxpi
D’ou` : 
G01i = −l
cy
pi
G11i = G
2
1i = 0
G1i = G
0
1i
(A.4)
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Dans le cas du I4L, cxpi = ±xb et
c
−−−−→
A1iA
1
1i sont constants. Donc, on peut obtenir,
en utilisant (A.2) :
d(cA11i)
dt
=
d(cA1i)
dt
=
d(cA0i + r0i
cxpi)
dt
= r˙0i
cxpi = q˙0i
cxpi (A.5)
D’ou` : 
G01i = G
2
1i = 0
G11i = −
cxpi
G1i = G
1
1i
(A.6)
Calcul de G12i :
La vitesse du point cA12i peut s’e´crire sous la forme :
d
dt
(cA12i) =
d
dt
(cE + c
−−−→
EA12i) =
cVe +
d
dt
(c
−−−→
EA12i) (A.7)
En tenant compte du de´placement relatif des parties de la nacelle, la de´rive´e par
rapport au temps de c
−−−→
EA12i, pour chaque robot, est :
– Dans le cas du robot H4 :
d
dt
(c
−−−→
EA12i) = (ωz
cze)× εi(
h
2
cy
e
) = −[εi(
h
2
cy
e
)]×Ωz = −εi
h
2
ωz
cxe (A.8)
avec ε1 = ε2 = 1, ε3 = ε4 = −1 et Ωz =
(
0 0 ωz
)T
.
En utilisant l’e´quation A.7, on de´duit l’expression de G12i :
G12i =
(
I3 −[εi(
h
2
cy
e
)]×
)
(A.9)
En conside´rant une repre´sentation minimale du torseur cine´matique V =(
cVe ωz
)T
, l’expression de G12i prend la forme simplifie´e suivante :
G12i =
(
I3 −εi
h
2
cxe
)
(A.10)
– Dans le cas du I4R et du I4L :
d
dt
(c
−−−→
EA12i) = εi
d
dt
(−Tcxb) = −εih0ωz
cxb
d
dt
(c
−−−→
EA12i) = (ωz
cze)× εi(h0
cy
b
) = −[εi(h0
cy
b
)]×Ωz
(A.11)
ou`
– Cas du I4R : ε1 = ε2 = 1 et ε3 = ε4 = 0.
– Cas du I4L : ε1 = ε2 = 1 et ε3 = ε4 = −1.
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A partir de l’e´quation (A.7), on peut calculer G12i :
G12i =
(
I3 −[εi(h0
cy
b
)]×
)
(A.12)
ou` ωz est la vitesse de rotation de l’organe terminal autour de
cze et εi indique
si A12i et E appartiennent a` la meˆme partie de la nacelle (figure A.4).
De meˆme, la forme simplifie´e de G12i s’e´crit :
G12i =
(
I3 −εih0
cxb
)
(A.13)
En re´sume´, les mode`les cine´matiques inverses associe´s aux articulations et aux
directions sont :
– Dans le cas du robot H4 : q˙0i =
cuTi
lcyT
pi
cui
(
I3 −εi
h
2
cxe
)
cVe
cu˙i =
1
L
(I3 −
cy
pi
cuTi
cyT
pi
cui
)
(
I3 −εi
h
2
cxe
)
cVe
(A.14)
– Dans le cas du robot I4R : q˙0i =
cuTi
lcyT
pi
cui
(
I3 −εih0
cxb
)
cVe
cu˙i =
1
L
(I3 −
cy
pi
cuTi
cyT
pi
cui
)
(
I3 −εih0
cxb
)
cVe
(A.15)
– Dans le cas du robot I4L : q˙0i =
cuTi
cxTpi
cui
(
I3 −εih0
cxb
)
cVe
cu˙i =
1
L
(I3 −
cxpi
cuTi
cxTpi
cui
)
(
I3 −εih0
cxb
)
cVe
(A.16)
De meˆme, le mode`le cine´matique inverse associe´ aux limbes est pre´sente´ dans la
partie 3.3.3 (e´quation (3.51)).
y
Re´sultats de simulations
Apre`s une validation expe´rimentale sur le Par4, une se´rie de simulation sur les
robots H4, I4R et I4L nous a permis de mettre en place des extensions de l’approche
ge´ne´rique sur la famille des robots H4/I4.
L’espace de travail du robot H4 est bien limite´ du fait que la translation de
l’organe terminal est due seulement a` l’inclinaison du paralle´logramme constituant
chaque avant-bras. La rotation est due a` un mouvement relatif entre les deux demi-
nacelles (figure A.3).
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Dans le cas du I4R et du I4L, la cine´matique est meilleure e´tant donne´ qu’une
translation (cas du I4L) ou une rotation (cas du I4R) des bras peut engendrer un
de´placement des avant bras, sans pour autant ge´ne´rer des fortes inclinaisons des
paralle´logrammes. La rotation de l’organe terminal est due a` un syste`me d’ampli-
fication permettant de transformer la translation relative de deux demi-nacelle en
une rotation.
Les re´sultats de simulation (figures A.6, A.8, A.9, A.11, A.12 et A.14) montrent
une convergence parfaite des erreurs sur les limbes, sur les variables articulaires,
ainsi qu’un bon comportement des vitesses articulaires et des vitesses carte´siennes.
Pour tester la robustesse de l’approche, nous avons ajoute´ un bruit aux simulations.
Vue qu’il est difficile de caracte´riser le bruit dans l’image, nous avons applique´ une
rotation ale´atoire du vecteur directeur unitaire caracte´risant chaque limbe avec une
amplitude (angle de rotation) de 0.2 degre´s. Les re´sultats (figures A.7, A.10 et A.13)
montrent une robustesse, potentiellement, bonne. Il est a` noter qu’au niveau de la
rotation le bruit est amplifie´ a` cause du syste`me d’amplification. Nous constatons
que le robot I4L pre´sente un comportement plus robuste aux bruits (figures A.10 et
A.13) que le robot I4R.
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Configuration initiale Configuration de´sire´e
bE =
 00
−0.95
 et θ = 0 rad bE =
 00
−0.9
 et θ = 0.1618 rad
Erreurs : limbes/articulations Comportement des vitesses
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Fig. A.6 – Re´sultats de simulation sur le H4 (Essai 1)
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Configuration initiale Configuration de´sire´e
bE =
 00
−0.95
 et θ = 0 rad bE =
 00
−0.9
 et θ = 0.1618 rad
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Fig. A.7 – Re´sultats de simulation sur le H4 (Essai 1 avec un bruit d’amplitude 0.2
degre´s )
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Configuration initiale Configuration de´sire´e
bE =
 0.010
−0.97
 et θ = 0 rad bE =
 −0.002−0.001
−0.97
 et θ = 0.1 rad
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Fig. A.8 – Re´sultats de simulation sur le H4 (Essai 2)
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Configuration initiale Configuration de´sire´e
bE =
 00
−0.95
 et θ = 0.34 rad bE =
 0.050.1
−1
 et θ = 0 rad
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Fig. A.9 – Re´sultats de simulation sur le I4R (Essai 1)
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Configuration initiale Configuration de´sire´e
bE =
 00
−0.95
 et θ = 0.34 rad bE =
 0.050.1
−1
 et θ = 0 rad
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Fig. A.10 – Re´sultats de simulation sur le I4R (Essai 1 avec un bruit d’amplitude
0.2 degre´s)
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Configuration initiale Configuration de´sire´e
bE =
 00.06
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 et θ = 0.2 rad
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Fig. A.11 – Re´sultats de simulation sur le I4R (Essai 2)
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Configuration initiale Configuration de´sire´e
bE =
 00
−0.63
 et θ = 0 rad bE =
 0.30.1
−0.63
 et θ = 0.24 rad
Erreurs : limbes/articulations Comportement des vitesses
0 50 100 150 200 250 300
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
Itérations
Er
re
ur
s
 
 
e1,1
e1,2
e2,1
e2,2
e3,1
e3,2
e4,1
e4,2
0 50 100 150 200 250 300
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
Itérations
Vi
te
ss
es
 a
rti
cu
la
ire
s
 
 
dq1
dq2
dq3
dq4
0 50 100 150 200 250 300
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
Itérations
Er
re
ur
s 
ar
tic
ul
ai
re
s
 
 
q1
*
−q1
q2
*
−q2
q3
*
−q3
q4
*
−q4
0 50 100 150 200 250 300
−6
−5
−4
−3
−2
−1
0
1
Iterations
Vi
te
ss
es
 c
ar
té
sie
nn
es
 
 
V
x
Vy
V
z
W
z
Fig. A.12 – Re´sultats de simulation sur le I4L (Essai 1)
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Configuration initiale Configuration de´sire´e
bE =
 00
−0.63
 et θ = 0 rad bE =
 0.30.1
−0.63
 et θ = 0.24 rad
Erreurs : limbes/articulations Comportement des vitesses
0 50 100 150 200 250 300
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
Itérations
Er
re
ur
s
e1,1
e1,2
e2,1
e2,2
e3,1
e3,2
e4,1
e4,2
0 50 100 150 200 250 300
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
Itérations
Vi
te
ss
es
 a
rti
cu
la
ire
s
dq1
dq2
dq3
dq4
0 50 100 150 200 250 300
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
Itérations
Er
re
ur
s 
ar
tic
ul
ai
re
s
q1
*
−q1
q2
*
−q2
q3
*
−q3
q4
*
−q4
0 50 100 150 200 250 300
−6
−5
−4
−3
−2
−1
0
1
Iterations
Vi
te
ss
es
 c
ar
té
sie
nn
es
V
x
Vy
V
z
W
z
Fig. A.13 – Re´sultats de simulation sur le I4L (Essai 1 avec un bruit d’amplitude
0.2 degre´s)
Simulation de l’asservissement visuel des robots H4, I4R
et I4L base´ sur les limbes 189
Configuration initiale Configuration de´sire´e
bE =
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Fig. A.14 – Re´sultats de simulation sur le I4L (Essai 2)
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Annexe B
Simulation de l’asservissement
visuel du robot Orthoglide base´
sur les limbes
Architecture
L’orthoglide est un robot paralle`le a` trois degre´s de liberte´ en translation. Son
architecture pre´sente trois articulations Prismatiques d’axes orthogonaux. Ce robot
a e´te´ conc¸u, dans le cadre d’un projet national ROBEA du CNRS (projet MAX puis
MP2), a` l’Institut de Recherche en Communications et Cyberne´tique de Nantes
(IRCCyN ). Il est destine´ a` de nombreuses applications en usinage rapide et en
assemblage de pre´cision. Les principaux crite`res de ce robot sont : l’espace de travail
cubique [PCW06], l’utilisation des moteurs line´aires et la pre´sence d’articulations
simples.
Nous avons pu tester la commande re´fe´rence´e vision par observation des e´le´ments
cine´matiques sur le robot Orthoglide en simulation. Les caracte´ristiques ge´ome´triques
de la plate-forme sont pre´sente´es dans les figures B.1 et B.2.
Chaque chaˆıne cine´matique est compose´e d’un actionneur line´aire qui entraˆıne en
mouvement de translation le point A1i. Nous conside´rons l’e´le´ment [A0iA1i] de lon-
gueur variable l(r0i) = r0i. Il est connecte´ a` un avant bras (paralle´logramme) forme´
de deux e´le´ments de longueur fixe L(r1i) = L (figure B.2) e´quipe´s d’articulations
roto¨ıdes ((A11i,A
2
1i) et (A
1
2i,A
2
2i)).
Les avant bras sont connecte´s a` la nacelle forme´e d’un seul corp rigide centre´
en E. L’organe terminal E est en mouvement de translation le long des trois axes.
Aucun mouvement de rotation n’est possible.
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Fig. B.2 – Architecture de l’avant-bras du robot orthoglide
Correspondance avec le mode`le ge´ne´rique
Par correspondance avec le mode`le ge´ne´rique pre´sente´ dans le chapitre 3, nous
pouvons constater le tableau re´capitulatif B.1.
Preuve :
p
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Nombre d’actionneurs par jambe 1
µi 1
λi 0
q0i r0i
A1i A
1
1i(r0i)
Nacelle Solide compact (cΩe =
cΩ0i) = 0
G01i 0
G11i −
cxpi
G21i 0
G1i −
cxpi
G12i ( I3 03 )
Tab. B.1 – Correspondance des parame`tres de l’orthoglide avec le mode`le ge´ne´rique
En utilisant l’expression du mode`le ge´ome´trique implicite base´e sur la fermeture
des chaˆınes cine´matiques (voir figures B.1 et B.2), on peut e´crire :
L(r1i)
cui =
c
−−−−→
A11iA
1
2i =
cA12i −
cA11i (B.1)
Notons que : 
l(r0i) = r0i
L(r1i) = L
cA11i =
cA0i + l(r0i)
cxpi +
c
−−−−→
A1iA
1
1i
(B.2)
Calcul de G1i :
Sachant que cxpi,
cA0i et
c
−−−−→
A1iA
1
1i sont contants, la vitesse du point
cA11i donne :
d(cA11i)
dt
= r˙0i
cxpi (B.3)
On peut de´duire ainsi : 
G01i = 0
G11i = −
cxpi
G21i = −
∂L(r1i)
∂r1i
cui = 0
G1i = G
1
1i
(B.4)
Calcul de G12i :
Notons que les deux points cA12i et
cE sont lie´s a` la nacelle, la vitesse du point
cA12i peut s’e´crire :
d(cA12i)
dt
=
d(cE)
dt
= cVe (B.5)
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avec cVe est la repre´sentation de la vitesse de translation de l’organe terminal
exprime´e dans le repe`re Rc.
Donc, on obtient :
G12i = ( I3 03 ) (B.6)
Dans le cas d’une repre´sentation minimale du torseur cine´matique (cVe =
cVe),
la matrice G12i est de la forme :
G12i = I3 (B.7)
En utilisant la forme des mode`les (3.30) et (3.39), on peut de´duire les mode`le
cine´matiques inverses associe´ aux vitesses articulaires et aux directions :
q˙0i = r˙0i =
1
cxTpi
cui
cuTi
cVe
cu˙i =
1
L
(I3 −
cxpi
cuTi
cxTpi
cui
)cVe
(B.8)
Le mode`le cine´matique inverse associe´ aux limbes est pre´sente´ dans la partie
3.3.3 (e´quation (3.51)).
y
Re´sultats de simulation
L’orthoglide est un robot a` trois degre´s de liberte´ en translation. La validation
en simulation est pre´sente´e en figures B.3 et B.5. On constate que la taˆche d’asser-
vissement visuel est bien re´alise´e. En introduisant des bruits de mesure dans l’image
(des rotations de 0.2 degre´s des vecteurs repre´sentant les limbes), les erreurs sur
les limbes, sur les variables articulaires et les courbes de vitesses pre´sentent un bon
comportement (figures B.4 et B.6).
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Fig. B.3 – Re´sultats de simulation sur le robot ORTHOGLIDE (Essai 1)
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Configuration initiale Configuration de´sire´e
bE =
 0.10.1
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Fig. B.4 – Re´sultats de simulation sur le robot ORTHOGLIDE (Essai 1 avec bruit)
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Configuration initiale Configuration de´sire´e
bE =
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Fig. B.5 – Re´sultats de simulation sur le robot ORTHOGLIDE (Essai 2)
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Configuration initiale Configuration de´sire´e
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Fig. B.6 – Re´sultats de simulation sur le robot ORTHOGLIDE (Essai 2 avec bruit)
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TITRE : Contributions a` un mode`le ge´ne´rique pour l’asservissement visuel des robots pa-
ralle`les par observation des e´le´ments cine´matiques
RE´SUME´ : La contrainte de fermeture des chaˆınes cine´matiques des robots paralle`les
rend leur mode´lisation et leur commande complexes. Pourtant, cette architecture leur
confe`re des performances remarquables en terme de charges supporte´es, de rigidite´ et de
rapidite´. Pour be´ne´ficier de ces qualite´s et simplifier les mode`les, nous avons propose´ d’uti-
liser un capteur de vision pour remplacer les mode`les ge´ome´triques dans la commande et
offrir une mesure de l’e´tat au lieu d’une estimation. En premier lieu, nous avons revisite´
l’asservissement visuel 3D par observation de l’organe terminal dans le cadre spe´cifique
des robots paralle`les. Dans ce cas, nous avons choisi la pose comme signal a` re´guler et
montre´ que la commande ainsi obtenue est une re´gulation dans l’espace d’e´tat (qui est
e´galement l’espace de la taˆche). En deuxie`me lieu, nous nous sommes penche´ sur le choix
d’un signal capteur qui permet une bonne ade´quation entre les informations visuelles et
les mode`les utilise´s dans la commande. C’est ainsi que nous avons propose´ une architec-
ture de´die´e a` la commande, unifiant plusieurs familles de robots paralle`les, qui repose
sur l’exhibition dans la chaˆıne cine´matique d’e´le´ments re´fe´rents. Par la suite, nous avons
de´veloppe´ une approche innovante base´e sur l’observation des e´le´ments re´fe´rents et les
mode`les de projection de droite. En utilisant une mesure de la position de ces e´le´ments,
cette dernie`re me´thode permet de se passer d’une cible exte´rieure au robot et d’un calcul
de pose additionnel tout en permettant une repre´sentation optimale de la cine´matique du
robot et en offrant des me´thodes d’e´talonnage qui utilisent directement le signal capteur.
Ces me´thodes permettent aussi de se passer des variables articulaires, ce qui peut offrir
aux robots paralle`les une meilleure autonomie et simplifier leur conception.
MOTS-CLE´S : Robots paralle`les, vision par ordinateur, asservissement visuel, robotique, com-
mande, mode´lisation, identification
................................
TITLE : Contribution to a generic model for visual servoing of parallel robots using legs ob-
servation
ABSTRACT : Parallel robots have good performances in terms of ability to support
loads, rigidity and rapidity. However, their control and modelling are complex due to
the kinematic chains closure. The use of computer vision in the feedback simplifies the
kinematic models by introducing additional sensors into the mechanism and thus yields
easier control. Several control laws are proposed in this thesis. First, a 3D pose visual
servoing is proposed, where the end-effector pose is indirectly measured and used for
regulation. It is shown to be more suitable to this task since it relieves the control from the
difficult forward kinematic problem. Second, we wanted to fuse kinematics and projective
geometry into a projective kinematic model for control. Doing so, inspired by the geometry
of lines and the image projection of cylindrical legs, we proposed a structure devoted to
control which unifies several families of parallel robots. Taking this approach, we have
proposed a generic projective kinematic model for visual servoing of parallel robot using
legs observation. The main advantage of this method is that we do not require the use of a
visual pattern to calibrate the relative pose of the latter with respect to the end-effector.
We confirmed that, measuring by vision the leg edges, one can easily measure a projective
kinematic model for control without proprioceptive sensors, which might simplify the robot
design.
KEYWORDS : Parallel robots, computer vision, visual servoing, robotic, control, modelling,
calibration
