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Abstract
The estimation of motion and the tracking of objects in image sequences are
two of the key problems in the field of computer vision.
We will first introduce the reader to the basic concepts of object tracking
by providing some examples and laying the mathematical foundation. To
be able to detect and track objects throughout an image sequence, it is
vital to extract motion information from the sequence. To this end, we will
consider three variational approaches for the computation of the optic flow
and research their properties with regard to object tracking. Variational optic
flow methods belong to the class of high-accuracy optic flow methods and
offer many advantages for our particular purpose, especially when applied in
the spatiotemporal setting.
Since an optic flow field only provides us with point-to-point correspon-
dences between time instances of an image sequence, we will take a closer
look at how to convert the obtained optic flow field to a higher-level repre-
sentation by means of segmentation. Finally, we are going to explore some
ideas on how to exploit the combination of object tracking and variational
optic flow computation to evaluate the quality of an optic flow field or, be-
yond that, to assess if it is possible to use the information obtained from the
tracking algorithm to improve the estimation of the optic flow.
In this work, we are going to assume that our input data consists of
gray value image sequences acquired in the spectrum of visible light using
a monocular camera setup, but most of the concepts carry over easily to
multichannel- or multicamera setups.
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1 Introduction
1.1 Motivation
The tracking of objects in image sequences is a heavily researched topic
in the realm of computer vision with many possible fields of application.
The increased availability of digital video content, such as on online video
platforms, and the need for automated video analysis in fields such as media,
robotics or automotive industries have spurred a lot of research on this topic
recently.
Starting with the development of infrared radar trackers for airspace mon-
itoring in the early 20th century, the invention of the Kalman filter [Kal60]
revolutionized the field of object tracking in the 1960s. The article of Grewal
and Andrews [GA10] is a very nice read on the history of object tracking
and its early applications in the aerospace industry and its role in space ex-
ploration. Instead of focusing on statistical filtering techniques which are
especially suited for real-time tasks, this work will be concerned with higher-
accuracy optic flow methods that allow to precisely track the motion of ob-
jects through a scene.
The goal of this thesis is to explore the combination of variational optic
flow methods in the spatial and also spatiotemporal domain with concepts
from object tracking. We will also propose a way of evaluating the quality
of optic flow computation results using the trajectory information obtained
through object tracking.
This section will give a concise introduction to object tracking and high-
light some of the challenges in the field. In Section 2, three different varia-
tional optic flow algorithms will be introduced, accompanied by a discussion
on their advantages and disadvantages in terms of applicability to object
tracking. Section 3 will be concerned with segmentation and postprocessing
of the optic flow field. In Section 4, we will look at how object tracking and
variational optic flow interact, discuss some results and give an outlook on
possible future research.
1.2 Target Audience
Readers should be familiar with general computer vision literature and ba-
sic image processing techniques as well as numerical analysis, discretization
methods and the calculus of variations. We will also revert to some ideas
from the fields of machine learning and information retrieval.
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(a) (b) (c)
(d) (e) (f)
Figure 1: Examples of object tracking in practice: a) Radar tower at Frank-
furt Airport: Radar measurements are used to track airplanes during ap-
proach and departure [GA10]. b) Stanley: An autonomous ground vehicle
equipped with lidar and video sensors, using an unscented Kalman filter for
collision avoidance. [Thr+06] c) HawkEye: Game ball tracking technology
used as an officiating aid in sports competitions, such as tennis tournaments.
d) Apollo 11 command module in orbit of moon: The trajectory estimations
are controlled by software using Kalman filters [MS85]. Research to ensure
correctness of the trajectory estimation gave rise to extended Kalman filters
and Monte Carlo methods. e) Tracking of pancreatic stem cells: The paths
of the cells marked in blue have been validated as correctly tracked by an
algorithm over a sequence of 23.5 hours with 4 frames/hour. [Rap+11] f)
Researchers set up radar equipment near Horicon National Wildlife Refuge
in Eastern Wisconsin to track birds [Lar05].
Image Credit: a) Norbert Nagel. License: cba b) Stanford Racing Team. License: educational c) Andy
Ingham. License: cbnd d) NASA/JSC. License: p e) Fraunhofer Institute for Marine Biotechnology and
Institute for Neuro- and Bioinformatics, University of Lübeck. License: cbn f) United States Geological
Survey, J. Bartholmai. License: p
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1.3 An Introduction to Object Tracking
Object tracking refers to the problem of using sensor measurements to de-
termine the location, path and characteristics of objects of interest. Typical
types of sensors that are used to acquire the input data include radar, sonar,
lidar, infrared, microphone or ultrasound but can also be based on a variety
of other image acquisition methods. When using regular cameras, operating
in the spectrum of visible light, object tracking is also often referred to as
video tracking in the literature.
The objectives of object tracking are the determination of the number
of objects, their states (such as position, shape, velocity or acceleration),
also possibly their identities or any other features that might be of interest.
Judging from the vague definition, one can already tell that object tracking is
a highly application-driven problem that may take various forms. Depending
on the area of application, the task of object tracking is usually simplified by
imposing certain constraints, such as assumptions on the motion of objects
(smooth object motion, constant velocity or acceleration, prior knowledge
about movement patterns), the number or size of objects or by exploiting
other contextual information.
Tracking methods can be classified by the amount of interaction with the
user. Manual and semi-automated tracking methods (where certain markers
set by a human operator are already provided to the algorithm) are able to
provide a very high accuracy but are usually expensive and time-consuming
and often not applicable in real-time. An example of such a scenario are
movie productions. Automated tracking algorithms on the other hand are
in general applicable in real-time and require no interaction with the user.
Instead, they rely on a priori information about targets that are fitted to the
algorithm.
Applications of object tracking include weather- and airspace monitor-
ing (Figure 1a), medical imaging applications [Sma+08], wildlife biology
[RPP12], [ZR98] (Figure 1f), cell biology (Figure 1e), vehicle navigation
[She+09] and driver assistance systems [LMB02], unmanned aerial vehicle
navigation [Ken+09; MS85], or motion based recognition, such as automatic
object detection and human identification. One of the main applications
for tracking is robotics since, for being able to understand and react to the
environment, it is essential for machines to have the capability to visually
detect and track objects. ([GMM02], [MLB07]). Tracking methods are also
used in automated surveillance systems ( to detect rare events or to redirect
the attention of human operators to events of interest), in business- or retail
intelligence or for analyzing traffic flux to prevent congestions by redirect-
ing traffic flow. Video indexing is also becoming a very important field of
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application for tracking since there is a huge amount of video material on
online platforms and in private collections and the need for tagging, anno-
tating, understanding and retrieving video contents is becoming more and
more important [AKM02; SK11]. In applications such as human computer
interaction, video tracking is used for gesture recognition [LL01; HB01] or
eye gaze tracking. Object tracking also has applications in the field of aug-
mented reality, entertainment- and media productions [Yao+10; Lu+13] as
well as art installations and public performances.
1.4 Basic Definitions
Objects of interest are usually referred to as targets. Consequently, the first
appearance of an object in a sequence is referred to as target birth. This
event occurs at image boundaries (when an object enters the field of view), at
specific entry areas (doors,. . . ), from the far-field of the camera (approaching
from distance), or if a target spawns from another target. When an object
leaves the sequence, this is referred to as target death. Consequently, this
situation occurs when an objects leaves the field of view of the camera, at
specific exit areas (doors,. . . ), when it disappears at a distance or when
it disappears inside another object (building,. . . ). The identification and
the management of detected objects is referred to as track management (or
trajectory management).
An image sequence is a function f(x, y, t) (also sometimes simply referred
to as f from now on) from Ω3 → R with Ω3 ⊂ [0, nx] × [0, ny] × [0, T ] ⊂ R3
where (x, y)> denote the coordinates in a spatial image domain Ω2 ⊂ [0, nx]×
[0, ny] ⊂ R2 and t denotes time in a certain interval [0, T ] ⊂ R. The domain
of the function f(x, y, t) is referred to as image sequence domain, while the co-
domain is referred to as the range. Since we are focusing on gray value image
data, high values in the co-domain correspond to a high brightness/gray value
of the image, while low values correspond to low brightness/gray value.
As a first step of object tracking, the sequence is converted from the image
domain Ω2 onto a feature space (also called observation space) which is often
defined as ΩO ⊂ [0, nx] × [0, ny] ⊂ R2. This process is referred to as feature
extraction. Examples of such features are the brightness, the color, edges,
textures or even higher level representations of the image data such as the
optic flow.
Next, the sequence is converted from the feature domain ΩO into a state
space, usually represented as ΩS ⊂ [0, nx] × [0, ny] ⊂ R2. The co-domains
of the feature- and the state spaces can take arbitrary form, depending on
the model used. A vector xt ∈ ΩS represents the state of the target at time
t ∈ [0, T ] ⊂ R. The sequence of states over time x = xt : t ∈ [0, T ] is called
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the trajectory.
Object Tracking is usually performed with some predefined appearance
features (either parametric or nonparametric), such as the probability den-
sity, certain predefined templates, sets of landmarks or some arbitrarily de-
fined appearance vectors. To determine features in a scene, it is also possible
to use principal- or independent component analysis or machine learning
approaches such as support vector machines or Bayesian networks.
The automated tracking of objects generally consists of five main logical
steps:
• The definition of a method to extract relevant information from the
data (using motion classification, change detection, object classifica-
tion, low-level features such as the color or the gradient or mid-level
features like edges or interest points)
• The definition of a representation for encoding the appearance and the
shape of a target (the state) (This step is usually a trade-off between
accuracy and invariance, as will be seen in Section 1.5)
• The definition of a method to propagate the state of the target over
time (a method that links different instances of the same object over
time)
• The definition of a strategy to manage targets appearing and disap-
pearing from the imaged scene (as part of the trajectory management)
• The extraction of meta-data from the state (video annotation, scene
understanding, behavior recognition)
Since we are not interested in extracting any additional data besides the
motion information of the objects themselves in this work, we can easily
neglect the last step.
1.5 Target Representations
Objects can be represented as points or sets of points xt = (ut, vt) on the
image plane, where xt is typically defined as the centroid of the target ob-
ject (Figure 2a). This representation is usually chosen for small objects or
when the shape or size of objects is not important. Objects can also be
represented as primitive geometric shapes, like rectangles xt = (ut, vt, wt, ht),
where (ut, vt) denotes the location of the object on the image plane while wt
and ht denote the width and height of the surrounding shape (Figure 2b).
Ellipses xt = (ut, vt, wt, ht, θt) are also commonly used, where the additional
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parameter θt represents the angle of rotation. Such representation are mostly
suitable for larger rigid objects whose size may be of interest.
(a) Point representation (b) Rectangular represen-
tation
(c) Elliptic representation
(d) Articulated represen-
tation
(e) Control point repre-
sentation
(f) Contour representa-
tion
Figure 2: Common target representations for object tracking
A more expressive way to represent objects is to display their silhouette
(the area of the image that is covered by the object) or contour (the bound-
ary of the silhouette). This representation is suitable for tracking complex
non-rigid shapes, as displayed in Figure 2f. In applications such as movie
productions, one often uses articulated shape models, where parts of an ob-
ject are put in relation through joints that connect them. The relationships
between these parts are governed by kinematic motion models. Such a rep-
resentation is displayed in Figure 2d. Then, there are also representations
using control points (Figure 2e) or skeletal models. Such representations can
be obtained by applying a medial axis transform to the object silhouette.
1.6 Difficulties and Challenges in Object Tracking
Besides the usual problems one encounters in image processing, such as noise,
sampling- or compression artifacts and camera motion, one additionally has
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to deal with many other problems that are specific to optic flow computation
and object tracking. Such problems include abrupt or complex object mo-
tion patterns (tracking of a fly), scene illumination- or ambient illumination
changes (changes in the direction, the intensity or te color of light sources),
non-rigid or articulated object structures, changes in pose (legs of a person
while walking) and motion patterns such as rotations, translations, deforma-
tions, scaling or divergent motion. Additional major problems are partial or
full occlusions and clutter 1. Challenges also include multi-camera tracking,
where one tries to follow an object over time by using different camera per-
spectives or by extracting and combining tracking data from different image
acquisition sources.
1clutter: features extracted from non-target image areas are difficult to discriminate
from features that one expects the target to generate
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2 Variational Optic Flow Computation
Motion is an important source of visual information. This section investigates
several methods to compute motion patterns in image sequences, the optic(al)
flow. Optic flow computation is an essential tool for tasks such as object
detection, automated navigation [Enk91; ON92] and scene understanding
[Wed+11], which are key problems in machine vision. In addition, it has
plenty of other applications such as video compression [WKC94], particle
image velocimetry [Ruh+05] and medical image registration [HW13].
(a) (b) (c)
Figure 3: Optic flow in practice: a) German Robocup: Robots competing
in a soccer tournament using optical flow algorithms to track the movement
of the game ball. b) A miniature unmanned aerial vehicle attaining its pre-
cise position above ground using a visible light optic flow sensor directed to
the ground. c) Mars rover Curiosity: Because of its distance to earth, an
automated vehicle on planet Mars relies upon autonomous navigation using
visual odometry. [Pap12]
Image Credit: a) Torsten Maue; License: cba b) EMT Fancopter. License: cba c) NASA/JPL-
Caltech/MSSS. License: p
There exist lots of very different strategies for computing the optic flow,
such as feature-based methods that try to find correspondences between charc-
teristic features in images [Low99; WAB06; WWB88], region- or area-based
matching techniques that try to match entire regions based on their contained
information [Sin90; Ana89], frequency-domain or phase-based approaches that
try to perform a filtering in the Fourier Domain [FJ90; Hee87] and differential
methods that are based on formulating the problem in a variational model.
Differential optic flow methods can again be classified into local methods such
as the ones by Lukas and Kanade [LK81] and Bigün et al. [BGW91] and global
methods like Horn and Schunck [HS81], Brox et al. [Bro+04] and Zimmer et
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al. [ZBW11]. There also exist combinations between global and local differ-
ential approaches such as [BWS05]. Local methods are usually more robust
under noise, but can only produce sparse flow fields, while global methods
yield dense flow fields. The three methods investigated in this section belong
to the class of global differential methods.
For a purpose such as object tracking, where one is interested in consis-
tency and stability of the results over time, It can also be helpful to extend the
modeling into the spatiotemporal domain. Black [Bla92] formulated a tem-
poral constraint that assumes a constant acceleration of image patches over
time. Weickert and Schnörr [WS01b] investigated the extension of smooth-
ness terms into the temporal dimension while Salgado and Sánchez [SS06]
present a temporal regularizer. Barron and Beauchemin [BFB94; BB95] pro-
vide a nice review on different optic flow techniques.
In the following, we are going to investigate three different variational
optic flow methods along with their properties regarding object tracking.
Variational optic flow methods currently rank among the best optic flow
computation approaches available. Based on the calculus of variations, these
methods are mathematically well founded, and allow for a transparent and
coherent modeling, since all assumptions are incorporated into the mathe-
matical model and can therefore easily be understood and modified. The
research introduced in this section is largely based upon the excellent work
on modeling and numerics of variational optic flow methods by Bruhn et al.
[Bru06].
2.1 Fundamentals
The goal of optic flow computation is to estimate the apparent2 motion pat-
terns of an image sequence f0, and/or the motion of the camera itself. The
desired result can mathematically be represented as a vector field (in this
context also called displacement field, optic(al) flow field or image velocity
field) (u(x, y, t), v(x, y, t),∆t)> that models the displacement of objects in
a sequence between points in time. When working with real world data,
the image sequence is usually discretized, and one obtains a sequence of still
images (also called frames) (f0(x, y, t0), f0(x, y, t1), . . . ).
For all the following methods that we are going to examine, we will assume
that the image sequence has been presmoothed by means of a Gaussian
2Motion patterns must not necessarily be caused by actual objects moving through the
scene, but can also be caused by e.g., moving reflection patterns on a surface caused by
the movement of the sun.
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convolution
f(x, y, t) = (Kσ∗f0)(x, y, t) :=
∫
Ω
Kσ(x˜, y˜, t˜)f0(x−x˜, y−y˜, t−t˜) dx˜ dy˜ dt˜ (1)
where Kσ = Kσx ·Kσy ·Kσt is the product of three one-dimensional Gaussian
kernels
Kσi(i) :=
1√
2piσi
exp
(
− i
2
2σ2i
)
(2)
with standard deviation σi in all three directions. Of course, such a low-
pass filtering always entails a certain loss of information, but it also removes
high frequency structures such as noise and makes the method more stable
and makes the function f(x, y, t) infinitely many times differentiable. The
standard deviation σi is therefore also referred to as noise scale.
We will use the following equivalent notations when referring to (partial)
derivatives.
∂
∂x
f = ∂xf = fx (3)
Variables in bold print such as x are used as a short notation, for when a
mathematical concept is applied either in a spatial (x = (x, y)) or spatiotem-
poral (x = (x, y, t)) context. Which domain the variable refers to should be
clear from the context.
To represent a displacement field graphically, instead of the arrow plot
that is commonly used in physics (also called vector plot or quiver plot),
shown in Figure 4b, we are going to use a pseudocolor representation scheme
from Bruhn [Bru06], where the hue represents the direction of the vector
(u(x, y, t), v(x, y, t))> at location (x, y)> and time t, while the saturation
represents its magnitude. A distinct advantage of the pseudocolor represen-
tation is that it allows to display motion information in the vector field much
more precisely (especially at motion discontinuities) compared to the coarse
representation of the arrow plot.
In this work we will only focus on the monocular case for optic flow
computation (using only one camera). Therefore, we will not be able to
extract any actual depth information from the scene which means that the
flow field will be computed from the projection of the actual motion onto the
camera plane.
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(a) Pseudocolor scheme
to represent displacement
vectors
−2 −1 0 1 2−2
−1
0
1
2
(b) Gradient vector field of the
function x exp(−x2 − y2) using
an arrow representation
(c) Gradient vector field of
the same function as in b)
using the color-coded rep-
resentation from a)
(d) 3D volume representation: the color-
coded displacement field of a scene depict-
ing a ball rolling in a circle
(e) 3D volume representation: the displace-
ment field of the sequence from Figure 10
Figure 4: Visualization of vector fields using a color-coded scheme and 3D
volume models
2.2 The Variational Method of Horn and Schunck
To find correspondences between objects at different points in time of an
image sequence, one needs to extract certain features from the image sequence
and then search for correspondences between these features. The first feature
that comes to mind is the gray value (also brightness, intensity). If we assume
the gray value of an object to remain fairly constant over time, we are able
to formulate the following constraint, also known as the brightness constancy
assumption:
f(x, y, t) = f(x+ u, y + v, t+ 1) ⇔
0 = f(x+ u, y + v, t+ 1)− f(x, y, t)
(4)
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From now on, for the sake of simplicity we will assume that the temporal
displacement between two subsequent frames of an image sequence is one
(∆t = 1).
Having the unknowns u and v in the argument of the function is very
inconvenient from a mathematical point of view. By performing a lineariza-
tion (using the first order term of a Taylor expansion) around point f, we can
approximate the value of f at the displaced location via:
f(x+ u, y + v, t+ 1) ≈ f +
 x+ uy + v
t+ 1
−
 xy
t
>∇f
= f(x, y, t) + (u, v, 1)
 fx(x, y, t)fy(x, y, t)
ft(x, y, t)

(5)
Plugging the result of Equation 5 into the brightness constancy assump-
tion, we obtain the linearized optic flow constraint (also brightness constancy
constraint equation or optic flow constraint equation):
f + fxu+ fyv + ft − f = 0 ⇔
fxu+ fyv + ft = 0
(6)
The linearization of the constancy assumption is however a very severe re-
striction in the model, as we will see later. With this formula at hand, it
is now possible to solve the equation for the unknowns u and v. Since we
have only one equation with two unknowns, the system is underdetermined
and there may also occur situations, where we obtain infinitely many correct
solutions to Equation 6. This is referred to as the aperture problem [MU79],
illustrated in Figure 5. If the image gradient is zero (∇f = 0), the flow
cannot be determined at all, since all flow vectors are valid solutions to the
brightness constancy constraint equation as seen in Figure 5 Scenario 3. In
cases where the image gradient in one dimension is non-zero (∇f 6= 0), all
the points that lie on the line described by equation 6 are valid solutions to
our problem. The question in such a situation is, which of all these valid dis-
placement vectors is the most descriptive one for the actual motion and which
vector (u, v)> should be accepted as a solution. To this end, we can decom-
pose the flow vector (u, v)> into the normal flow (u, v)>n and the tangential
flow (u, v)>t by reformulating it using the basis given by the two vectors ∇f
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and ∇f⊥(
u
v
)
=
((
u
v
) ∇f
‖∇f‖
) ∇f
‖∇f‖︸ ︷︷ ︸
normal flow=:(u,v)>n
+
((
u
v
) ∇f⊥
‖∇f‖
) ∇f⊥
‖∇f‖︸ ︷︷ ︸
tangential flow=:(u,v)>t
(7)
when rewriting Equation 6 in vector notation as
− ft = (u, v)∇f (8)
we can now reformulate the normal flow as follows:(
u
v
)
n
=
−ft∇f
‖∇f‖‖∇f‖ (9)
Since we are not able to determine the flow uniquely, the normal flow at
least provides us with a canonical solution which in a lot of situations gives
the most meaningful result. By plugging Equation 9 into the brightness
constancy constraint equation, we can verify that the normal flow is indeed
a valid solution to the optic flow problem:
∇f
(
u
v
)
n
+ ft = 0
∇f −ft∇f‖∇f‖‖∇f‖ + ft = 0
−ft + ft = 0
(10)
Such a situation is depicted in Figure 5 Scenario 2.
To compute the unknown flow field (u(x, y), v(x, y), 1)>, Horn and Schunck
use a variational ansatz. The previoulsy introduced constraint is modeled in
form of an energy functional of the unknown variables u and v. The goal is to
penalize deviations from the model assumptions by attempting to minimize
this energy.
As explained above, at many locations it is not possbile to compute a flow.
To still obtain a dense solution, an additional smoothness term is introduced.
This term models the assumption, that the flow field only varies smoothly
in spatial direction. This behavior is achieved by assuming homogeneous
smoothness on the flow field (controlled by a weighting parameter α, referred
to as regularization parameter, or smoothness parameter)3. This model now
3the larger the parameter α is chosen, the denser and smoother the flow field will
become
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actual motion
Aperture 1
Aperture 3
?
Aperture 2
?
Figure 5: The aperture problem: The rectangle has moved in-between two
frames of a sequence in northeastern direction (from the location depicted
in cyan to the new location depicted in red) Aperture scenario 1: Since
the gradient in both spatial dimensions is not equal to zero at the location
of interest, the flow vector can be uniquely determined. Aperture scenario
2: Only the gradient in one dimension is not equal to zero. Equation 6 is
now fulfilled for infinitely many flow vectors (all vectors pointig from the
location of interest to the upper red horizontal line are valid solutions). The
most meaningful of all possible flow vectors is chosen in this scenario, the
one parallel to the direction of the gradient, the normal flow (depicted as a
solid arrow). Aperture scenario 3: No gradient information is available at all
and the movement of the rectangle cannot be detected. All possible vectors
(u, v)> are valid solutions to Equation 6.
also leads to the so called filling-in effect, which means that locations with
missing information in the flow field are compensated by data from regions
where flow data is available. The Horn and Schunck energy functional [HS81]
is now obtained as:
E (w) =
∫
Ω
(fxu+ fyv + ft)
2 + α
(|∇u|2 + |∇v|2) dx (11)
We can rewrite this energy functional more conveniently using the so
called motion tensor notation [Far00], [BWS06]:
E (w) =
∫
Ω
w>Jw + α
(|∇u|2 + |∇v|2) dx (12)
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with J =∇3f∇3f> =
 fx2 fxfy fxftfxfy fy2 fyft
fxft fyft ft
2
 and w = (u, v, 1)
If we again rewrite the energy functional more compactly as
E (u, v) =
∫
Ω
F (x, y, u, v, ux, uy, vx, vy) dx dy (13)
the minimizer is now found by computing the Euler-Lagrange equations
of this energy:
0
!
= Fu − ∂
∂x
Fux −
∂
∂y
Fuy
0
!
= Fv − ∂
∂x
Fvx −
∂
∂y
Fvy
(14)
assuming homogeneous Neumann boundary conditions
n>∇u = n>∇v = 0 (15)
where n is the exterior normal vector on the image boundary ∂Ω.
By plugging the Horn and Schunck energy functional into Equations 14,
one obtains:
0 = fx
2u+ fxfyv + fxft − α∆u
0 = fxfyu+ fy
2v + fyft − α∆v
(16)
or again in motion tensor notation:
0 = J11u+ J12v + J13 − α∆u
0 = J21u+ J22v + J23 − α∆v
(17)
These equations can now be discretized with standard discretization meth-
ods. One obtains a linear system of equations with 2·nx ·ny unknowns, where
nx and ny are the resolutions in both spatial directions of the image. Since
this linear system is usually very sparse, one can now efficiently use itera-
tive numerical solvers such as the Jacobi or Gauss-Seidel method to find a
solution. An iteration step of the Jacobi method reads:
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uk+1i,j =
(
−[fx]i,j[ft]i,j −
(
[fx]i,j[fy]i,jv
k
i,j − α
∑
N (i,j)
uk
i˜,j˜
h2d
))
[fx]2i,j + α
∑
N (i,j)
1
h2d
vk+1i,j =
(
−[fy]i,j[ft]i,j −
(
[fx]i,j[fy]i,ju
k
i,j − α
∑
N (i,j)
vk
i˜,j˜
h2d
))
[fy]2i,j + α
∑
N (i,j)
1
h2d
(18)
Since the energy functional is designed to be strictly convex, the method
has at most one minimum. It was shown by [WS01a] that a unique solu-
tion always exists and that this solution depends continuously on the input
data and the parameters of the model, which makes the problem well-posed
(according to the original definition of well-posedness of Hadamard [Had02]).
This is a very desirable property of an optic flow method, especially in
the context of object tracking, since this leads to a predictable behavior. The
method of Horn and Schunck still gives only poor results, as seen in Figure
6.
The linearization of the constancy assumption in the energy functional
makes the method unsuitable for a purpose such as object tracking, since the
model only allow to capture very small displacements. In video sequences
however, one usually has to deal with fast motion, low framerates and large
spatial resolution.
Also, the homogeneous smoothness term is not able to preserve disconti-
nuities in the flow field. If α is chosen too large, the displacement field will
just get smoothed too much and motion information will be lost. If however
α is chosen too low, the flow field will not be dense enough to reliably track
targets.
Also, the smoothness term only provides a smoothness of the solution
in spatial directions. Since the tracking of objects is a process over time, a
spatiotemporal smoothness assumption would be desirable and would lead
to a more stable flow field in time direction.
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(a) Frame 7
(b) Frame 8
(c) Flow field from frame 7 to 8
Figure 6: Variational optic flow: Result of the method of Horn and Schunck
with parameters σx = σy = 3.0 and α = 20.0
2.3 Variational Optic Flow for Large Displacements
Compared to the Horn and Schunck Method, the following method is a much
more advanced approach in that it deals with most of the problems that we
encountered before in an elegant way. Instead of linearizing the constancy
assumption of the data term in our variational model as in Equation 6, we use
the non-linearized brightness constancy assumption (Equation 4) and instead
postpone the linearization to the numerical scheme. Using this new model
we are now able to handle large displacements between successive frames.
Also, instead of penalizing outliers in the data term quadratically, we
now reduce the influence of outliers on the result by wrapping the data term
in a sub-quadratic function ΨD, as introduced by [BA91] and [BWS05]. In
general, such a function should have the properties of being strictly convex,
differentiable, positive, increasing and usually symmetric along the y-axis (as
seen in Figure 7).
We can also apply the same concept to the smoothness term to penalize
the gradient of the flow field less severely. If we wrap the smoothness term
into a function ΨS with the same properties as above, we obtain a so called
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xy
L2-Norm
L1-Norm
Figure 7: Error measure functions: |x| denotes the deviation from the as-
sumption, while the value of y denotes the applied penalty. As the devia-
tion becomes larger, the quadratic L2-Norm penalizes deviations much more
severely than the linear L1-Norm
flowdriven isotropic smoothness term. The idea of using a regularization for
the smoothness term was first introduced by [SH89]. An overview on how
to classify different image- and flowdriven smoothness terms in a diffusion
based framework is presented in [WS01a]. This non-homogeneous smooth-
ness assumption now also allows to respect discontinuities in the flow field
instead of blurring them. The energy functional of the second method which
we are going to consider is consequently given as:
E (w) =
∫
Ω
ΨD
(
(f (x)− f (x+w))2)+ α ΨS (|∇u|2 + |∇v|2) dx (19)
where as a penalizer, we use the regularized L1-Norm ΨD = ΨS =
√
s2 + 2
with  = 0.001.
Applying again the Euler-Lagrange equations from 14, we now obtain the
following equations:
0 = fx
2u+ fxfyv + fxft − α div
(
Ψ′S
(|∇u|2 + |∇v|2)∇u)
0 = fxfy
2u+ fy
2v + fyft − α div
(
Ψ′S
(|∇u|2 + |∇v|2)∇v) (20)
In motion tensor notation written as:
0 = J11u+ J12v + J13 − α div
(
Ψ′S
(|∇u|2 + |∇v|2)∇u)
0 = J21u+ J22v + J23 − α div
(
Ψ′S
(|∇u|2 + |∇v|2)∇v) (21)
The same boundary conditions as in Equation 15 apply.
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We now have to deal with an energy that is not convex and that does not
guarantee us a unique solution anymore. By not linearizing the constancy
assumption, we now have to deal with implicit equations, since the unknowns
u and v occur in the argument of our function.
One way to deal with the non-convexity is to split the problem into a
series of convex optimization problems using a multiresolution coarse-to-fine
strategy. The resolution to the next lower level is hereby reduced by a prede-
fined factor of η ∈ (0, 1), also referred to as downsampling factor or warping
factor.
coarse scale
midlevel scale
fine scale
F (1)
Figure 8: Coarse-to-fine scheme: The original fine scale image data is down-
sampled to several coarser resolutions. First, the convex problem at the
coarsest scale (containing only small displacements) is solved. Then, the ob-
tained flow field is upsampled to the next finer resolution and a difference
problem at the next finer scale is solved. Of course, the subsequent image
from the sequence has to be warped to compensate for the already computed
motion on the previous coarser scale. This process is continued recursively
until one reaches the finest scale. Summing up the optic flow result from all
scales gives the desired solution.
Starting with the optic flow computation at the coarsest scale, the op-
tic flow field at the next finer scale is obtained by upsampling the already
computed flow to the finer resolution and by warping the image data by the
already computed motion, such that only the flow difference on each scale
has to be computed. Since larger displacements become smaller at coarser
levels, this scheme allows us to linearize the constancy assumption for the
optic flow computation on each single level. Therefore, by approximating
our non-convex problem by a series of convex problems, we prevent getting
stuck in poor local minima of our energy. The idea behind this approach is
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illustrated in Figure 8. A mathematical justification is given in [Bru06] and
[Pap+06].
Results for this method are shown in Figure 9. One can easily see that
the motion discontinuities of the flow field are now respected instead of just
being blurred. Also, the method gives much more stable results for faster
moving objects. However, since the results are obtained only in a spatial con-
text between two consecutive frames, this often leads to unsmooth motion
boundaries in time direction, which are often not stable enough to allow the
computation of a useful trajectory. Besides, the method is also very sensi-
tive to illumination changes since the data term relies only on the brightness
constancy assumption. That is why it might be useful to also consider other
constraints in the data term and to extend the idea of a smoothness assump-
tion on the flow field from the spatial to the spatiotemporal domain.
(a) Frame 7
(b) Frame 8
(c) Flow field from frame 7 to 8
Figure 9: Variational optic flow for large displacements with parameters
σx = σy = 1.6, α = 8.0 and η = 0.83
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2.4 The Spatiotemporal Method of Brox et al
The variational method of Brox et al [Bro+04] takes the ideas discussed
in the last subsection even further. Instead of only assuming constancy on
the gray values, we now additionally assume constancy on the spatial image
gradient in the data term:
fx (x, y, t)− fx (x+ u, y + v, t+ 1) = 0
fy (x, y, t)− fy (x+ u, y + v, t+ 1) = 0
(22)
To make the optic flow computation more robust under illumination changes,
the data term now consists of a combined gray value and gradient constancy
assumption, with a weighting between the two controlled by a parameter γ.
How to choose γ depends mostly on the application at hand. While the gra-
dient constancy assumption is invariant under global additive illumination
changes, it may prove to be disadvantageous for situations with rotational
motion, since it is inherently built on directional information. Again, we
refrain from linearizing these assumptions in the model and instead use the
coarse-to-fine strategy presented in Section 2.3. Also, since we now have two
equations with two unknows, the aperture problem becomes less distinct. To
reduce the penalty for outliers, as detailed in Figure 7, a subquadratic penal-
izer for the data term is used. Instead of using a joint robustification strategy,
as in the model below, it would also be reasonable to apply a robustification
separately to both assumptions of the data term, since both assumptions are
usually not correlated. An approach with a separate robustification strategy
is presented in [BW05]. Our smoothness term now consists of an isotropic
flowdriven smoothness assumption that extends into the spatiotemporal do-
main4. [Nag90; WS01b]. The energy functional is given as:
E (w) =
∫
Ω×T
ΨD
(
(f (x)− f (x+w))2 + γ |∇f (x)−∇f (x+w)|2) dx
+ α
∫
Ω×T
ΨS
(|∇3u|2 + |∇3v|2) dx
(23)
4Since one is working with temporal derivatives, it is advisable to not only apply a
presmoothing in spatial, but also in temporal direction, as detailed in Equation 1
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Consequently, the Euler-Lagrange equations now also extend to the spa-
tiotemporal domain:
0
!
= Fu − ∂
∂x
Fux −
∂
∂y
Fuy −
∂
∂t
Fut
0
!
= Fv − ∂
∂x
Fvx −
∂
∂y
Fvy −
∂
∂t
Fvt
(24)
with
E (u, v) =
∫
Ω×T
F (x, y, t, u, v, ux, uy, ut, vx, vy, vt) dx dy dt (25)
Since we are now working in a spatiotemporal setting, we now also have to
define homogeneous Neumann boundary conditions for the spatiotemporal
domain
n>∇3u = n>∇3v = 0 (26)
where n is the exterior normal vector on the image sequence boundary ∂Ω3.
After plugging in the values, we now obtain the following equations:
0 = Ψ′D
(
(f (x)− f (x+w))2 + γ |∇f(x)−∇f(x+w)|2)
·
(
fx (x+w) (f (x)− f (x+w))
+ γfxx (x+w) (fx (x)− fx (x+w))
+ γfyx (x+w) (fy (x)− fy (x+w))
)
+ α div
(
Ψ′S
(|∇3u|2 + |∇3v|2)∇3u)
0 = Ψ′D
(
(f (x)− f (x+w))2 + γ |∇f(x)−∇f(x+w)|2)
·
(
fy (x+w) (f (x)− f (x+w))
+ γfxy (x+w) (fx (x)− fx (x+w))
+ γfyy (x+w) (fy (x)− fy (x+w))
)
+ α div
(
Ψ′S
(|∇3u|2 + |∇3v|2)∇3v)
(27)
Results are shown in Figure 10. As can be seen, the temporal Gaussian
smoothing and the new spatiotemporal smoothness term make the optic flow
field more steady and robust across a whole sequence of frames. A spatiotem-
poral smoothing might however be problematic when dealing with abrupt
motion changes and motion boundaries in time direction, since the temporal
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(a) frame 7
(b) frame 8
(c) flow field from frame 7 to 8
Figure 10: Results of the spatiotemporal method of Brox et al. with param-
eters σx = σy = 1.2, σt = 0.2, α = 8.0, γ = 1.0 and η = 0.83
smoothness assumption causes a smearing effect in time direction. This can
however be treated by adapting the grid size in time direction ht. The differ-
ences between spatial and spatiotemporal smoothing are illustrated in Figure
11 using a 3D volume representation of the displacement fields. The gradi-
ent constancy assumption now also makes the methods more robust under
illumination changes as seen in Figure 12.
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(a) First frame (b) Center frame (c) Last frame
(d) Optic flow with spatial smoothness term (e) Optic flow with spatiotemporal smooth-
ness term
Figure 11: Spatial optic flow compared to spatiotemporal optic flow: The
spatiotemporal smoothing causes the flow field to more more consistent over
time
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Figure 12: Optic flow under illumination changes: The car in the center of
the image passes through the shadow of a lamp post: Left column: frames
21 and 22 from original sequence, Center column: Optic flow with brightness
constancy assumption only (enlarged area below), Right column: Optic flow
with combined brightness and gradient constancy assumption (enlarged area
below)
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3 Segmentation of Displacement Fields
Optic flow computation provides us with a mechanism to detect correspon-
dences between pixels in subsequent frames of an image sequence. To be able
to track objects throughout an image sequence, it is essential to transform
the optic flow displacement field to a higher-level representation. This can
for example be achieved by segmenting the displacement field.
Most video tracking methods rely on some sort of segmentation method.
Since objects are defined by their edges, edge information is always the most
important tool in object detection. Common segmentation methods include
mean shift clustering, graph cuts and active contour models. Since we are
segmenting a three-dimensional vector field instead of a regular gray value
image, our approach will have to be suited to the task.
In the literatur, there exist several different definitions of segmentation
problems. Barrow and Tenenbaum [BT78] describe the problem of image
segmentation as “the process of partitioning an image into semantically in-
terpretable regions”. A region (segment) Ri is a subset of an image. For
a set of regions to be a segmentation, it must hold that the partitioning is
exhaustive: ⋃
i
Ri = I (where I is the entire image) (28)
that it is exclusive:
Ri ∩Rj = ∅ ∀i 6= j (29)
that the regions are uniform:
P (Ri) = true ∀i (30)
and maximal:
P (Ri ∪Rj) = false ∀i 6= j (31)
where, given some arbitrary uniformity criterion U , the predicate P (R) eva-
lutes to true if ∃a 3 ‖U(i, j)− a‖ < , ∀(i, j) ∈ R.
3.1 Thresholding
Since the optic flow field only provides us with an approximation of the actual
motion in the image, we have several regions in the optic flow field, where the
magnitude of flow vectors is larger than zero, but where we do not want to
detect any actual motion. These situations can be caused by camera shake,
noise, etc. during the acquistion of the sequence. The smoothness term of
variational approaches not only provides us with dense data of the actual
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motion, but it also distributes these artifacts. An important observation is
that the flow vectors that belong to objects that we actually want to detect
usually have a magnitude far larger than the magnitude of those vectors
that we want to discard. This gives us a very simple criterion to discern
actual movement from noise. One simply introduces a threshold τ , such
that all regions with gradient magnitude smaller than τ will be treated as
background and not considered as a possible object anymore. τ can be
chosen as a constant value or as a quantile of the data. An example of
how oversegmentation can be treated by applying a threshold is displayed in
Figure 13d.
(a) Frame 29 (Gaussian pres-
moothed with σ = 1.0)
(b) Frame 30 (Gaussian pres-
moothed with σ = 1.0)
(c) Displacement field be-
tween frames 29 and 30
(d) Magnitude thresholded
displacement field from c),
using a τ = 1% quantile
(e) Watershed segmented
displacement field from d)
(f) Region merged displace-
ment field from e)
Figure 13: Segmentation of displacement fields
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(a) Original image
(b) Segmented image
watershedbasins
(c) Image gradient in topographic representation
Figure 14: Illustration of the watershed segmentation: a) The original image
seen from a 3D perspective. b) The gradient magnitude of the original image
is illustrated as a topographic landscape (in green). By performing a gradient
descent on the landscape (always taking the path downhill), we obtain two
regions (depicted as basins) and separated by the boundary (the watershed).
c) The segmentation result.
3.2 3D Watershed on Vector Fields
Since we are working with volume data, we would also like to exploit the third
dimension for our segmentation algorithm. There are already a wide variety
of volume segmentation algorithms available [Wir07]. For segmentation of
the optic flow field, we are going to choose a basic and simple, yet efficient
algorithm, called the watershed transformation, which belongs to the class
of morphological segmentation methods. The principle is very simple and
was introduced by Beucher and Lantuejoul [BL79] in 1979. Their original
approach, called watershed by flooding, follows the following idea: A water
source is placed in each regional minimum in the relief5. The entire relief is
now flooded starting from the sources. Barriers (the segmentation bound-
aries) are created when water surfaces meet. The resulting set of barriers
constitutes a watershed segmentation by flooding. The toboggan watershed
algorithm that we are going to use differs slightly in the way that the algo-
5a relief can be thought of as the gradient magnitude image represented as a topographic
height map
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rithm progresses. Instead of a flooding, the toboggan watershed algorithm is
based on the topographic distance:
(a) Original image (b) Gaussian smoothed image with σ = 5.0
(c) Gradient magnitude image of Gaussian
smoothed image
(d) Watershed segmentation
Figure 15: The watershed segmentation on a gray value image
If we imagine the gradient magnitude of a 2D image as a three-dimensional
relief, we get a topographical representation of a landscape. When letting a
raindrop fall onto this landscape from above, it will always choose the path
of steepest descent until it reaches the bed of the valley. All points that the
raindrop traversed will be assigned to the same segment. This also means
that the algorithm will always produce closed contours which in our case is
very desirable. Figure 15 illustrates the concept of a topographic represen-
tation of the gradient magnitude. The result of such a watershed algorithm
applied to a gray value image is illustrated in Figure 14. A disadvantage of
the watershed algorithm is that it is usually prone to oversegmentation of
the data. This can be counteracted by applying a Gaussian smoothing to
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the computed displacement field. A simple algorithm in pseudocode for a
watershed segmentation applied on a 3D vector field is shown in Algorithm
1. The algorithm needs linear processing time and has linear storage space
consumption in reference to the number of voxels.
Algorithm 1 3D Watershed Toboggan Algorithm on Vector Fields
1: procedure 3D Watershed
2: compute gradient magnitude of 3D vector field
3: gradmag(x, y, t) ==
√
ux2 + uy2 + ut2 + vx2 + vy2 + vt2
4: for all voxels do
5: if voxel not yet visited then
6: follow a path along the smallest derivative
7: put all points encountered on the path on a stack
8: if minimum (p,q) is reached then
9: stop and assign all pixels on stack the value
10: u(p,q) (from the original vector field)
3.3 Region Merging of 3D Volumes
Oversegmentation can be a severe problem for an object tracking algorithm.
That is why besides the previous thresholding step, we will have to perform
an additional postprocessing of the segmentation result, that is often used
in combination with the watershed. The idea of region merging is to merge
those neighboring segments that have a certain similarity. As mentioned
before, we assumed that vectors are similar (and therefore are to be treated
as a segment) if the uniformity criterion of the vectors is below a certain
threshold. Region merging basically is the process of raising this threshold
to a certain extent. This can be achieved by introducing a similarity measure
between vectors that has values in the range [0, 1].
The Euclidian distance, which is usually used in Euclidian space to mea-
sure distances6 is not appropriate for our case, since it completely discards
the direction of the two vectors:
simEuclidian (x,y) =
1
1 +
√
|x1 − y1|2 + |x2 − y2|2
(32)
A measure that is commonly used in the field of information retrieval to
compare the similarity between two documents represented as vectors is the
6since we are looking for a similarity measure instead of a distance measure, we simply
use the inverse of the distance
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cosine similarity. The cosine similarity measures the cosine of the angle
between two vectors:
simcosine (x,y) =
1 + xy‖x‖‖y‖
2
(33)
This measure however gives us only a similarity criterion for direction, but
discards the magnitude of the vectors.
Following [FJ90], we use a similarity measure based on the angular error
(also referred to as the angular similarity) between two flow vectors x =
(x1, x2)
> and y = (y1, y2)
> which can be defined as:
simangular (x,y) = 1−
arccos
(
x1y1+x2y2+1√
x21+x
2
2+1
√
y21+y
2
2+1
)
pi
(34)
After performing the segmentation on a vector field, each segment is naturally
described by a single displacement vector. After merging several segments,
the direction of the new segment will be defined as the volume weighted aver-
age of the individual segments. That means if two neighboring 3D-segments
A with a volume of 80 voxels and displacement vector (10, 0) and B with 20
voxels and a displacement vector (0, 10) are to be merged, the new merged
segment AB will have a volume of 100 voxels with new direction (8, 2). Since
only regions with similar direction are merged, this automatically protects
the direction of the new segment from being spoiled by outliers from smaller
segments.
When implemented efficiently, the algorithm has linear processing time
and storage space consumption in reference to the number of voxels.
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(a) Frame 2 (b) Frame 20 (c) Frame 40
(d) Brox et al displacement field (e) Displacement field after applying thresh-
olding and a watershed segmentation
(f) Displacement field after applying thresholding and a
watershed segmentation with region merging
Figure 16: Illustration of optic flow postprocessing using a 3D volume repre-
sentation
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4 Results
After performing the segmentation of the flow field, the data is now trans-
ferred into the state space Ωs which represents the tracking result. The state
space will be defined as a 3D mask id(x, y, t) whose range consists of integer
values that constitute the IDs of the targets. All locations that do not belong
to a target will be set to zero and treated as background. This representa-
tion contains all the information necessary to identify and locate targets in
our sequence. In addition to the position of the target which is stored in
this mask, the displacement obtained from the region merged vector field
contains additional directional- and velocity information of each target. We
define the size of a target ti as the number of voxels that the target occupies
in the volume, or expressed differently, as the number of points for which
id(x, y, t) = id(ti) holds.
To represent the tracking result visually, we can now superpose the sil-
houette of the target onto the original image. The color of the overlay corre-
sponds to the pseudocolor-encoded value of the displacement for this target.
Figures 17, 18 and 19 show the tracking results of three different image se-
quences using the target representations introduced in Section 1.5.
Target 1
Target 2
Target 4
Target 3
(a) Frame 5
Target 1
Target 2
Target 4
Target 3
(b) Frame 27
Figure 17: Tracking result of a traffic scene with four cars and two pedes-
trians. The result of the tracking computation is displayed as a translucent
overlay on top of the original image sequence, using a contour representation.
The colors of the overlay represent the direction of movement of the targets
according to the scheme from Figure 4a. The pedestrians in the topright
corner were not classified as targets, since they are moving too slow and were
below the magnitude threshold.
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Target 1
Target 2
Target 3
(a) Frame 15
Target 1
Target 2
Target 3
(b) Frame 22
Figure 18: Tracking result of a traffic scene with one car and two pedestrians.
The result of the tracking computation is displayed as a translucent overlay
on top of the original image sequence, using a rectangular representation.
The colors of the overlay represent the direction of movement according to
the scheme from Figure 4a. Using the method of Brox et al., the algorithm
is even able to track the pedestrian during the transition from sun to shadow
(Target 1).
4.1 Tracking Score
Our goal now is to judge the quality of the optic flow result using the tracking
information. We introduce a tracking score in the range [0, 1] that shall reflect
the homogeneity and eventually the quality of the optic flow field. The score
is designed in such a way that it leads to a better score if the trajectory
is stable and has no abrupt motion discontinuities (excluding the birth and
death of the target of course) and leads to a lower score if the trajectory is
unstable, which indicates that the optic flow was volatile and possibly erratic.
The score is obtained as follows: For each target ti that was identified
during the tracking process we compute the following score: The displace-
ment (u, v, 1) at each volume location id(x, y, t) points to the new loca-
tion id(x + u, y + v, t + 1). The number of voxels for which it holds that
id(x, y, t) = id(x + u, y + v, t + 1) and id(x, y, t) = id(ti), will be denoted as
numhits(ti). The score for object ti is now given as numhits(ti)size(ti) . The scores of
all objects are now weighted and accumulated to a single score. Obviously,
we also have to normalize this score by dividing through the size of each re-
spective target to prevent large objects from automatically obtaining better
scores than smaller objects.
Using this measure, a high score will be an indication that the computed
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Target 1
Target 2
Target 3
Target 4
(a) Frame 8
Target 1
Target 2
Target 3
Target 4
(b) Frame 17
Figure 19: Tracking result of a traffic scene with two moving cars, one slowly
moving truck and one pedestrian. The result of the tracking computation is
displayed as a translucent overlay on top of the original image sequence, using
a point representation. The colors of the overlay represent the direction of
movement according to the scheme from Figure 4a. With a lower magnitude
threshold, the algorithm is able to track all objects in the scene, even the
slow truck in the right corner which is barely moving at all.
flow field is stable. If the tracking algorithm allows us to track a target over
a longer sequence of time, without jumps in size or in the motion pattern,
this gives us an indication that the optic flow, which was used to compute
the tracking data must have been good. Otherwise, if the displacement of
many voxels of the target points outside of the object in the next frame,
the optic flow can be classified as unreliable and the score is lowered. Of
course, one has to consider that motion discontinuities can also occur in real
life situations, however, when using a sufficient framerate and a smoothing
in temporal direction, such abrupt motions of objects will not influence the
score in a negative way.
4.2 Performance Evaluation of the Optic Flow Result
The tracking data can be used to evaluate the performance of an optic flow
computation result. The tracking score introduced in the previous subsection
gives a useful indication if the optic flow is of good quality. Optic flow results
for the different methods introduced in Section 2 are shown in Figure 20 while
their corresponding score is displayed in Table 20. The results obtained
mostly agree with the visual perception of the quality of the optic flow.
When working with real world video footage, usually there is no ground
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truth data available to judge the quality of the optic flow computation. That
is why one is interested in finding ways to assess the quality of the computed
motion information. Since the traffic scenes used in this work also are non-
artificial scenes, there is no ground truth available. Only a visual comparison
of the results is possible (see Figure 20).
Another interesting application of such a score is the automatic optimiza-
tion of parameter values for optic flow methods. By optimizing the parameter
values, the best score that could be achieved was 0.944503 using the method
of Brox et al. with the parameter values α = 10.5, γ = 1.0, σx = σ = y = 1.8,
σt = 1.2. These settings also give a good result visually, as seen in Figure
20f.
(a) (b) (c)
(d) (e) (f)
Figure 20: Evaluation of several optic flow computation results using the
methods presented in Section 2 with different parameters. The results are
shown in Table 1.
4.3 Future Work
There are more advanced variational methods available for computing the
optic flow, than the ones used in this work. One possible method that could
provide improvements to the optic flow result is the method of Zimmer et al.
[ZBW11] which exploits information from the HSV colorspace in its data term
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a) Horn and Schunck: σx = σy = 1.6, σt = 0.2, α = 8.0 0.8971
b) Large Displacements: σx = σy = 1.6, σt = 0.2, α = 8.0 0.9066
c) Brox et al.: σx = σy = 1.6, σt = 0.2, α = 8.0, γ = 1.0 0.9345
d) Brox et al.: σx = σy = 0.8, σt = 0.2, α = 4.0, γ = 1.0 0.9328
e) Brox et al.: σx = σy = 1.6, σt = 0.2, α = 8.0, γ = 1.0 0.9329
f) Brox et al.: σx = σy = 1.8, σt = 1.2, α = 10.5, γ = 1.0 0.9445
Table 1: Tracking scores for the three optic flow methods presented in Section
2. The letter in the left column refers to the images in Figure 20
and uses an anisotropic smoothness term that includes directional informa-
tion from the data term. Also, instead of performing the segmentation of the
displacement field with a watershed, one could also consider other segmenta-
tion approaches, such as the Mumford Shah cartoon model, region growing
or Bayesian methods. [Wir07] gives a survey on segmentation methods for
3D volumetric data. By interpreting the segmentation result differently, the
trajectory managmenent could also be improved. It would be possible to
extract additional information from the optic flow field or to include addi-
tional knowledge about the nature of the targets that could then be used to
improve the tracking information and hence the tracking score.
4.4 Conclusions
Variational optic flow methods rank among the most precise optic flow com-
putation approaches available. It was shown that the resulting optic flow
field can be used straightforward as a feature space for object tracking and
that variational optic flow allows precise silhouette tracking out of the box.
The optic flow result also provides additional data such as directional-
and velocity information which is available for the tracking process. It was
also shown that the tracking data can be used to efficiently evaluate a given
optic flow field. A tracking score was introduced which allowed to judge the
quality of an optic flow field by interpreting the tracking information. The
tracking score even allows to optimize the parameter values of the optic flow
method to a certain extent.
4.5 Sources
All images and graphics in this work were created by the author, if not other-
wise noted. Parts of the source code written for this thesis are based upon the
work of Andrés Bruhn at the Mathematical Image Analysis Group of Saar-
land University [Bru06]. The 3D volumetric representations of displacement
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fields were created using the open-source and license-free software ImageJ
([FR12; BA10]).
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A Documentation of Accompanying Software
The software allows to read an image sequence and perform optic flow-,
segmentation- and object tracking computations on the sequence. The pa-
rameters which are displayed on the terminal can be set interactively while
the program is running. The software was implemented in C. The graph-
ical user interface was written using GLUT, a system independent toolkit
for writing OpenGL programs. It is based on the materials from the lecture
“Advanced Image Analysis" [Sch13] by Christian Schmaltz. To compile the
program, the source folder contains a makefile that can be executed by typ-
ing make on the terminal. Depending on the architecture used, the according
OpenGL library has to be selected manually in the makefile. The program
is then launched by typing the following command:
./tracking folder
where tracking is the name of the program and folder is the relative path
to a folder containing the image sequence. The folder must contain pgm files
with identical dimensions. The files are read as a single image sequence in
alphanumerical order according to their filenames.
A.1 Contents of the Accompanying Medium
• The folder thesis contains this document in pdf format.
• The folder src contains the accompanying source code of this work.
• The subfolders of src contain the image sequences used in this work. If
a sequence can not be processed because of high memory requirements,
it is recommended to decrease the number of frames or to decrease the
resolution of the sequence.
– whbruecke: Image sequence of a traffic scene with three cars, a
motorcycle and two pedestrians in the far background. Location:
Wilhelm-Heinrich Brücke, Saarbrücken
– schloss Image sequence of a traffic scene of a car and two pedes-
trians. Location: Am Schlossberg, Saarbrücken
– schlossberg Image sequence of a traffic scene of two cars, a truck
and a pedestrian. Location: Am Schlossberg, Saarbrücken
– ettlingertor Image sequence from a traffic surveillance camera.
Location: Ettlinger Tor, Karlsruhe
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• The folder volumevideos contains videos of full rotational views of the
volume representations of the displacement fields used in this work.
A.2 Sources
The libraries for memory allocation, image resampling, Gaussian filtering, file
read- and write operations and vector field visualization are based on source
code from Andrés Bruhn [Bru06] and have been partially modified and ex-
tended for use with 3D input data. The stack implementation that was used
to implement the watershed segmentation- and region merging algorithm is
based on source code by Robert I. Pitts [Pit07]. The “Ettlinger Tor” image
sequence in Figure 13 was introduced by Kollnig and Nagel [KN97] and is
now available on the image sequence server at [Nag14].
A.3 Keyboard Commands
For the following keyboard commands to work, the OpenGL Window must
be in focus. All the following parameters can be altered while the program
is running. The currently active parameter is indicated by capital letters,
colored font and dashes.
Parameters such as the grid size or the boundary size can also be set
dynamically, but were not included in the frontend. These parameters can
however be changed in the file main.c, if desired.
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Go to the previous frame of the sequence.
Go to the next frame of the sequence.
Switch to above parameter in the list.
Switch to parameter below.
Toggle through options for active parameter. (only
applicable to parameters with non-numeric value)
numkeys
.
Input of new value for the active parameter (only
applicable to parameters with numerical value).
Enter Performs a computation pass (optic flow, segmenta-
tion, tracking) with the currently selected settings
and parameter values. After the computation is fin-
ished, the OpenGL window will be updated with the
resulting sequences.
Esc Ends the program.
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F1 Write the sequence currently displayed in the topleft
frame of the frontend to files.
F2 Write the sequence currently displayed in the topright
frame of the frontend to files.
F3 Write the sequence currently displayed in the bot-
tomleft frame of the frontend to files.
F4 Write the sequence currently displayed in the bot-
tomright frame of the frontend to files.
F5 Toggle content currently displayed in topleft frame:
[original input sequence −→ Gaussian blurred input
sequence ←↩]
F6 Toggle content currently displayed in topright frame:
[tracking result with currently selected target repre-
sentation −→ original sequence ←↩]
F7 Toggle content currently displayed in bottomleft
frame: [optic flow displacement field −→ Gaussian
blurred optic flow displacement field ←↩]
F8 Toggle content currently displayed in bottomright
frame: [magnitude thresholded and watershed seg-
mented displacement field −→ magnitude thresh-
olded, watershed segemented and region merged dis-
placement field ←↩]
In addition to being able to switch between the parameters with the
and keys, the parameters can also be directly selected using the following
keys (The following list also contains a short explanation of each parameter):
z Zoom factor of the OpenGL window. In cases where
the sequence is too large to be displayed on a monitor,
the frontend is automatically rescaled to a factor <
1.0. Using a value other than 1.0 leads to aliasing
and should only be used if the screen and the image
sequence make it necessary.
t The captioned text in the frontend can either be hid-
den or displayed using this parameter.
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u
f
v
The computation of the optic flow u /segmentation
f /tracking v for the next computation pass can
be enabled or disabled. Only those functions that
are enabled will be recomputed in the next compu-
tation pass using the selected parameter values. If
the tracking computation is enabled, the segmenta-
tion will also be automatically enabled.
q The optic flow method to be used in the next com-
putation pass.
p The standard deviation σ for the optic flow pres-
moothing step. (Can be set separately for all three
dimensions.)
a Parameter α controlling the weight of the optic flow
smoothness term.
g Controls the weight of the gradient constancy as-
sumption term of the motion tensor. To obtain cor-
rect results for the method of Horn and Schunck and
the method for large displacements, γ should be set
to 0, since these methods do not contain such a term.
i
o
The number of inner i /outer o iterations for the
optic flow computation. In the case of the Horn and
Schunck method, i controls the number of Jacobi
iterations while o has no effect on the computation.
s The ω parameter for successive over-relaxation. In-
terval: [0, 2)
e The warping/refinement factor η. Interval: )0, 1(. A
high value leads to a more accurate result but also to
a longer computation time. The program automati-
cally selects the highest number of warping levels pos-
sible, depending on this parameter. This parameter
has no effect when the method of Horn and Schunck
is selected.
d To make large or small displacements better visible,
the magnitude of the vectors of the displacment field
can be scaled with this factor. The bottomleft and
bottomright frames are updated in real-time.
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h
j
To obtain visual information about the range of val-
ues in the displacement field, these parameters allows
to set a range of values [min,max]. All vectors that
are outside of this range are set to the value of the
background color. See also b .
b The area of the image that is out of the range defined
by h and j blinks in the frontend.
n The standard deviation σ for the segmentation pres-
moothing step. (Can be set for all three dimensions
separately.)
r Similarity threshold for region merging, to decide if
two adjacent segments are to be merged. Normalized
value in the interval: )0, 1(. A high value will cause
the algorithm to merge only segements with high sim-
ilarity. A low value will merge segments, even if the
vectors point in fairly different directions.
m Parameter for magnitude thresholding. All displace-
ment values with a value below this threshold will
be set to 0 in the next computation and assigned as
background by the tracking algorithm.
x The boundaries between segments in the bottomright
frame can be hidden or highlighted using white lines.
k l The tracking algorithm will only consider an object
as a possible target if it covers a certain volume
[min,max] (normalized to the range [0, 1]) of the
image.
w This parameter allows to choose between three differ-
ent target representations (point representation, rect-
angle representation, contour representation). The
representation in the frontend is update only after
the next computation pass.
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c This parameter allows to choose between several dif-
ferent pseudocolor representations for displacement
fields. To facilitate the use of the pseudocolor rep-
resentation for people with color deficiencies, several
different color schemes are available:[Bruhn: original
color scheme by Andrés Bruhn [Bru06] −→ RBMY:
right: red, down: blue, left: yellow, up: magenta −→
Bruhn W: Bruhn color scheme on white background
←↩] The color scheme is updated in the frontend in
real-time.
y To be able to distinguish different targets and follow
their track, it is necessary to highlight certain targets
according to their id, assigned by the tracking algo-
rithm. The target with the chosen id is highlighted
with a blinking overlay in the frontend.
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