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Scheinvergabe / Klausuren
n Vorlesung kann im Diplomstudiengang Informatik in Schwerpunkten - u.a. „Praktische Informa-
tik“ -, aber auch als Kernfachvorlesung angerechnet werden
n unbenoteter Teilnahmeschein aufgrund regelmäßiger Vorlesungsteilnahme bzw. Gespräch (ca. 15
Minuten)
n Diplomprüfung Informatik, alte Prüfungsordnung
- Teilnahmeschein erforderlich für Zulassung für mündliche Diplomprüfung (Kern oder Schwerpunkt)
n Diplomstudiengang Informatik, neue Prüfungsordnung
- Schwerpunkt: Data Warehousing als Teil der mündl. Prüfung (16 SWS) wählbar 
- Kernstudium „Praktische Informatik“ -> Klausur 
n Klausurmöglichkeiten zum Kerngebiet „Praktische Informatik“ 
- Möglichkeit 1: Data Warehousing + MRDBS (4 SWS) 
- Möglichkeit 2: IDBS1 u/o IDBS2 + MRDBS (4 bzw. 6 SWS) 
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Vorläufiges Inhaltsverzeichnis
n Einführung
- Anforderungen an Mehrrechner-Datenbanksysteme (Verteilte / Parallele DBS)
- Arten der Parallelität, Scaleup und Speedup
n Klassifikation von Mehrrechner-Datenbanksystemen 
n Verteilte Datenbanksysteme
n Datenverteilung 
n Verteilte / Parallele Query-Verarbeitung
n Verteilte Transaktionsverwaltung (Commit-Protokolle, Synchronisation)
n Replizierte DB
n Shared-Disk-DBS (DB-Sharing) 
n Heterogene Datenbanken
Data Warehouses -> eigene Vorlesung
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Lehrbücher
n Rahm, E.:  Mehrrechner-Datenbanksysteme:
Grundlagen der verteilten und parallelen Daten-
bankverarbeitung. Addison-Wesley, Okt. 1994 
(Online-Version 1997)
n Dadam, P.: Verteilte Datenbanken und Client/
Server-Systeme. Springer, 1996
n Özsu, M.T.; Valduriez, P.: Principles of Distri-
buted Database Systems. Prentice Hall 1991,
2nd ed. 1999
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Verteilung und Parallelität
n Ein verteiltes System besteht aus autonomen Subsystemen, die oft (weit)
entfernt voneinander angeordnet sind, aber koordiniert zusammenarbei-
ten, um eine gemeinsame Aufgabe zu erfüllen.
Das für verteilte Systeme charakteristische Kernproblem ist der Mangel
an globalem (zentralisiertem) Wissen
n Ein paralleles System besteht aus einer Vielzahl gleichartiger Subsyste-
me (Komponenten), die lokal zueinander angeordnet sind und nur einen
geringen Grad an Autonomie aufweisen. 
Charakteristisch ist eine enge und hochgradig parallele Bearbeitung ei-
nes Benutzerauftrags
1 - 7(C) Prof. E. Rahm 
Mehrrechner-Datenbanksysteme
Einsatz mehrerer Rechner/DBVS zur koordinierten Verarbeitung
von Datenbankoperationen 
Anforderungen:
n Hohe Leistung:  hohe  Transak t ions ra ten  be i  kurzen  Antwor t -
ze i t en
n Hohe Verfügbarkeit / Fehlertransparenz
n Modulare Erweiterungsfähigkeit
n Verteiltransparenz für DB-Benutzer ( fü r  Anwendungsprogramme
bzw.  Endbenu tze r )
n Koordinierter Zugriff auf unabhängige, heterogene Datenbanken
n Unterstützung geographisch verteilter Datenbanken (Wahrung  e iner
hohen  Knotenau tonomie)  
n Hohe Kosteneffektivität 
n Einfache Handhabbarkeit / Administrierbarkeit 
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Parallele Datenbanksysteme 
n Typische Leistungsmerkmale bei sequentieller Verarbeitung: 
- Platte 5 MB/s
- Suchen (Relationen-Scan) 1 MB/s 
- Sortieren 0.1 MB/s 
- Verbund (Join) ? 
Bearbeitungszeit für eine 1 TB Datenbank ? 
n Einsatz von Parallelität innerhalb von Transaktionen (Intra-Transaktions-
parallelität): kurze Antwortzeiten für daten- und/oder berechnungsinten-
sive DB-Anfragen
- Operationen auf großen Relationen: Scan, Join-Berechnung, Sortierung, Indexgenerierung etc.
- Volltextsuche in Literaturdatenbanken
- Multimedia-Anwendungen
- komplexe Logikprogramme,  • • • 
n Inter-Transaktionsparallelität: 
- hohe Transaktionsraten für OLTP
- lineares Durchsatzwachstum
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Parallele Datenbanksysteme (2)
n Spezieller Typ von Mehrrechner-DBS mit den Hauptzielen:
hohe Leistung, Verfügbarkeit, Skalierbarkeit und Kosteneffektivität
n Architektur
- Parallelrechner mit hoher Anzahl von Mikroprozessoren
- lokale Verteilung (Cluster)
- skalierbares Hochgeschwindigkeitsnetzwerk 
- E/A-Parallelität 
PE PE PE PE• • •
PE PE PE PE• • •
PE PE PE PE• • •
PE PE PE PE• • •
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Anforderungen: Hohe Leistung
n  Hohe  Transaktionsraten (Durchsatz)
 >>  1000  TPS  (vom Typ ’Kontenbuchung’)
n  Kurze Antwortzeiten
- trotz höheren Durchsatzes / Kommunikationsverzögerungen
- Parallelisierung komplexer Anfragen
- Akzeptanz für  Dialogbetrieb
n Ständig steigende Leistungsanforderungen:
- wachsende Zahl von Benutzern/Terminals 
- Einführung neuer Anwendungen / Transaktionstypen 
- ständiges Wachstum der Datenbanken 
- Bearbeitung komplexerer Vorgänge und Integritätsbedingungen
- Benutzung höherer Programmiersprachen
- komfortablere Benutzerschnittstellen
- zunehmend auch Mehrschrittdialoge
 =>  Einsatz von Mehrrechner-DBS erforderlich




Kontenbuchungen oder Platzreservierungen sollen mit einem Durchsatz von mehreren 1000 TPS
und einer Antwortzeit < 2 sec bearbeitet werden.
n Telefonvermittlung
Pro Telefongespräch ist ein Benutzerprofil aus der DB zu lesen sowie ein Abrechnungssatz zu
schreiben. In Zeiten hohen Verkehrs-aufkommens ist mit > 15.000 solcher Transaktionen pro Se-
kunde zu rechnen; die Antwortzeit sollte < 0.2 sec sein.
n Entscheidungsunterstützung / Data Warehousing 
Auf einer 5 TB großen DB sollen komplexe Ad-Hoc-Anfragen ablaufen, die im Worst-Case ein
vollständiges Durchlesen der DB erfordern. Das DBVS soll einen Durchsatz von 5 TPS und eine
Antwortzeit < 30 sec erreichen
n E-Commerce / Digitale Bibliotheken / Geo-Informationssysteme ... 
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TPC-Benchmarks
n Herstellergremium zur Standardisierung von DB-Benchmarks 
- Gründung 1988
n erste Benchmarks basierend auf Kontenbuchung (“Debit-Credit”): TPC-A
(1989) und TPC-B (1990)
n besondere Merkmale 
- Leistung eines Gesamt-Systems wird bewertet 
- Bewertung der Kosteneffektivität (Kosten / Leistung) 
- skalierbare Konfigurationen 
- verbindliche Richtlinien zur Durchführung und Dokumentation (Auditing; Full Disclosure Re-
ports)
- Ausschluß von “Benchmark Specials” innerhalb von DBMS etc. 
n aktuelle Benchmarks für OLTP (TPC-C), Decision Support (TPC-H/R)
und Web-Transaktionen (TPC-W)
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TPC-C-Benchmark
n Verabschiedung: August 1992
n Anwendung: Bestellverwaltung im Großhandel (order entry)
- Betrieb umfaßt W Warenhäuser, pro Warenhaus 10 Distrikte, pro Distrikt 3000 Kunden 
- 100.000 Artikel; pro Warenhaus wird Anzahl vorhandener Artikel geführt

























über 500.000 Sätze (50 MB) pro Warenhaus
30.000+ W
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TPC-C (2)
n Haupttransaktionstyp NEW-ORDER
- im Mittel 48 SQL-Anweisungen (BOT, 23 SELECT, 11 UPDATE, 12 INSERT, EOT) 
- 1% der Transaktionen sollen zurückgesetzt werden 
BEGIN  WORK    { Beginn der Transaktion }
 SELECT   ... FROM CUSTOMER 
WHERE  c_w_id = :w_no AND c_d_id = :d_no AND c_id = :cust_no
 SELECT   ... FROM WAREHOUSE WHERE  w_id = :w_no 
  SELECT   ... FROM DISTRICT    (* -> next_o_id *) 
WHERE  d_w_id = :w_no AND d_id = :d_no  
UPDATE  DISTRICT  SET  d_next_o_id := :next_o_id  + 1  
WHERE   d_w_id = :w_no AND d_id = :d_no
INSERT INTO NEW_ORDER ...
INSERT INTO ORDERS ... 
pro Artikel (im Mittel 10) werden folgende Anweisungen ausgeführt:
SELECT   ... FROM ITEM  WHERE ... 
  SELECT   ... FROM STOCK WHERE ... 
UPDATE  STOCK ... 
INSERT INTO ORDER-LINE  ...
  COMMIT  WORK    { Ende der Transaktion }
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TPC-C (3)
n 5 Transaktionstypen:
- New-Order: Artikelbestellung (Read-Write)
- Payment: Bezahlung einer Bestellung (Read-Write)
- Order-Status: Status der letzten Bestellung eines Kunden ausgeben (Read-Only)
- Delivery: Verarbeitung von 10 Bestellungen (Read-Write)
- Stock-Level: Anzahl von verkauften Artikeln bestimmen, deren Bestand unter bestimmtem
Grenzwert liegt (Read-Only)
n Durchsatzangabe für New-Order-Transaktionen in tpm-C (Transaktionen
pro Minute)
n Festlegung des Transaktions-Mixes
- New-Order-Anteil variabel, jedoch höchstens 45 %
- Payment-Transaktionen müssen mindestens 43 % der Last ausmachen
- Order-Status, Delivery und Stock-Level je mindestens 4 %
n pro Transaktionstyp festgelegte Antwortzeitrestriktion (90% unter 5s bzw.
20 s für Stock-Level), mittlere Denkzeiten und Eingabezeiten 
n Kostenefffektivität ($/tpm-C) unter Berücksichtigung aller Systemkosten
für 5 Jahre (ab V5: 3 Jahre)
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Entwicklung der TPC-C-Ergebnisse 
n Entwicklung der Ergebnisse 
n Jim Gray, 1999: in 2002 1MtpmC @ 10 $/tpmC => 0.01 $/tpd 
n Welche Transaktionslasten müssen verarbeitet werden ???
- 6 Milliarden Menschen, 12 Stunden/Tag, 10 s Denkzeit
- jedoch eher Faktor 100 weniger (tatsächliche Benutzer/Arbeitszeiten/Denkzeiten) 
n Welche EDV-Kosten sind damit verbunden (0.01 $/tpd) ? 
tpmC $/tpmC Bemerkung
Sep. 1992 54 188 562
Jan. 1993 269 3000
Nov. 1995 11 456 286 Oracle 8xAlpha 350
Sep. 1997 39 469 95 Sybase 16xHP PA200
Sep. 1999 135 461 97 Oracle 4x24 Sparc 400
Sep. 2001 709 220 15 MS SQL-Server
1 - 18(C) Prof. E. Rahm 
Anforderungen: Hohe Verfügbarkeit
n Ziel:  Continuous Operation
- zumindest Tolerierung von Einfachfehlern
- System darf nicht (vollständig) ausfallen, da Wiederanlauf zu aufwendig (Netzwerk)
n Voraussetzungen: 
    •  redundante Systemkomponenten  (Fehlertoleranz)
- HW- und SW-Komponenten
-  Daten  (Log, Spiegelplatten, replizierte DB)
    •   automatische Fehlererkennung und -behandlung
    •   Umkonfigurierbarkeit im laufenden Betrieb
n MTBF  (meantime between failures): 
        konventionelle  Systeme:   ca. 10  Tage
        fehlertolerante Systeme:    ca. 10  Jahre
n Verfügbarkeit   =   MTBF  /  (MTBF  +  MTTR) 
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Analyse von Ausfallursachen
n empirische Auswertungen, u.a. bei Tandem-Anlagen
n starke Verbesserungen bei Hardware und Maintenance
n Software-Fehler zunehmend dominierende Ausfallursache
- stark wachsender Umfang an Anwendungs- und System-SW
- gestiegene SW-Komplexität
n stärkere Automatisierung bei Operating erforderlich
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Anforderungen: Erweiterbarkeit
n Ziel:  modulares (horizontales) Wachstum
- zusätzliche  Rechner,  Platten,  etc.
- lineare Durchsatzsteigerung (bei kurzen Antwortzeiten)
- komplexe Queries: Antwortzeitverkürzung durch Parallelisierung proportional zur Rechneran-
zahl 
n TPC-Benchmark-Lasten stellen Idealfall hinsichtlich Skalierbarkeit dar
- DB wächst proportional mit Rechneranzahl (Durchsatz)
- ideale Partitionierung von DB und Last möglich   (=> minimaler Kommunikationsaufwand)
n "Reale" Lasten
- begrenzte Partitionierbarkeit













           HW-Engpässe,
           Synchronisationskonflikte 
Overhead
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Arten der Parallelität
n Unterscheidungsmerkmale
- Granularität der parallelisierten Verarbeitungsschritte (Transaktion, Query, Operator)
- Datenparallelität vs. Funktionsparallelität (Pipeline-Parallelität)
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Inter-Query-Parallelität 
n Parallele Bearbeitung unabhängiger DB-Operationen (Queries) eines
Transaktionsprogrammes 
n Programmierer muß Parallelisierung spezifizieren 
n nur begrenzter Parallelitätsgrad möglich
BEGIN WORK
SELECT * FROM A ... WHERE ...
UPDATE A ...










SELECT * FROM B 
WHERE ...
PAREND
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Pipeline- vs. Daten-Parallelität
n Pipeline-Parallelität
- Datenfluß-Prinzip zum Datenaustausch zwischen
Operatoren / Teiloperatoren 
- frühzeitige Weitergabe von Tupeln bei Zwischener-
gebnissen
- Einsatz vor allem bei Inter-Operator-Parallelität 
- Pipeline-Unterbrechung bei Operatoren, die voll-
ständige Eingabe zur Ergebnisberechnung verlan-
gen: Sortierung, Duplikateleliminierung, Gruppie-
rung (GROUP BY), Aggregatfunktionen, etc. 
- Pipelines oft sehr kurz (≤ 10 Operatoren)
n Datenparallelität
- basiert auf breiter (horizontaler) Datenverteilung
(Declustering)
- parallele Bearbeitung von Teiloperationen auf dis-
junkten Datenmengen
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E/A-Parallelität




Parallele Ausführung eines E/A-
Auftrags (=> Datenparallelität) 
...
... Parallele Ausführung unabhängi-
ger E/A-Aufträge verschiedener
Platten (=>  Inter-Transaktions-
pararallelität, Inter-Query-Paral-
lelität)
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Leistungsmaße für Parallelverarbei-
tung: Speedup
n Vorgabe:  konstante Datenbankgröße 
n Antwortzeit-Speedup (batch speedup) mißt Antwortzeitverbesserung für
komplexe Operationen durch Parallelverarbeitung 
n Ziel: lineare Antwortzeitverkürzung mit wachsender Rechneranzahl durch
Einsatz von Intra-Transaktionsparallelität
Antwortzeit-Speedup (N) = 
Antwortzeit bei 1 Rechner
Antwortzeit bei N Rechnern
N
Speedup
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Leistungsmaße für Parallelverarbei-
tung: Scaleup
n Vorgabe:  Datenbankgröße wächst linear mit der Rechneranzahl
n Durchsatz-Scaleup (OLTP scaleup) mißt relatives Durchsatzwachstum
(bei gegebener Antwortzeitrestriktion)
Ziel: lineares Wachstum durch Nutzung von Inter-Transaktionsparallelität
n Antwortzeit-Scaleup (batch scaleup) mißt Antwortzeitveränderung für
komplexe Operationen auf unterschiedlichen Datenmengen
Ziel: gleichbleibende Antwortzeit trotz wachsender DB durch Intra-Transaktionsparallelität
Durchsatz-Scaleup (N) = 
Transaktionsrate bei N Rechnern
Transaktionsrate bei 1 Rechner
N
Scaleup
Antwortzeit-Scaleup (N) = 
Antwortzeit bei N Rechnern
Antwortzeit bei 1 Rechner
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Grenzen der Skalierbarkeit
n maximale inhärente Parallelität ist begrenzt
n Startup- und Terminierungs-Overhead
n Interferenzen bei physischen und logischen Ressourcen 
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Amdahls Gesetz
n Speedup ist begrenzt durch nicht-optimierte (sequentielle) Komponenten
der Antwortzeit
n Beispiel: 5% sequentieller Anteil -> 
1
(1 - Fopt)   +
Antwortzeit-Speedup  = 
Fopt
Sopt
Fopt = Anteil der optimierten Antwortzeitkomponente 
Sopt = Speedup für optimierten Antwortzeitanteil
(0  ≤ Fopt Š ≤ 1)
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Zusammenfassung
n wesentliche Klassen von MRDBS: Verteilte DBS und Parallele DBS 
n Eigenschaften von MRDBS
- Hohe Leistungsfähigkeit (hohe Transaktionsraten, Parallelsierung komplexer Anfragen)
- Unterstützung sehr großer DB
- Hohe Verfügbarkeit und Fehlertoleranz in allen Komponenten
- Modulare Erweiterungsfähigkeit, u. a. 
n Hochleistungs-DB-Server
- Verwendung kosteneffektiver, in Massenproduktion hergestellter Standard-Komponenten 
- skalierbare Architektur mit lokaler Verteilung 
- Unterstützung von Standards und Interoperabilität 
n TPC-Benchmarks zur Leistungsmessung von DBS / Transaktionssyste-
men
n Unterstützung unterschiedlicher Arten von Intra-Transaktionsparallelität
n Speed-Up und Scale-Up-Metriken zur Parallelverarbeitung 
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2. Klassifikation von Mehrrechner-
DBS
Klassifikationsmerkmale:
n Rechnerkopplung: enge, lose oder nahe Kopplung
n Räumliche Verteilung: ortsverteilt oder lokal
n Externspeicheranbindung: gemeinsam (’shared’) oder partitioniert
n Integrierte vs. föderative Mehrrechner-DBS
n Homogene vs. heterogene DBS
n Funktionale Spezialisierung vs. funktionale Gleichstellung der Prozesso-
ren




- Gemeinsamer  Hauptspeicher für alle Prozessoren
- 1  Kopie von SW-Komponenten  (BS, DBS. Anw. ...)
- HW-Cache pro Prozessor
- weit verbreitet (Symetric Multiprocessing, SMP)
n Vorteile:
- einfache Realisierung
- wenig neue DB-Probleme
- effiziente Kommunikation über Hauptspeicher
- Lastbalancierung  durch Betriebssystem
- Single System Image
n Nachteile:
- Mangelnde Fehlerisolation (gemeinsame Speicher, SW)












- N autonome Rechner (separa-





- höhere  Fehlerisolation/Verfügbarkeit
- bessere Erweiterbarkeit
n Nachteile:
- Nachrichtenaustausch aufwendig (Kommunikations-Overhead)
- kein ’single system image’
Haupt-
speicher 1
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Nahe Rechnerkopplung 
(closely coupled systems)
n Kompromiß zwischen enger und loser Kopplung
- Ziel: effizientere Kommunikation als mit loser Kopplung unter Beibehaltung einer ausreichen-
den Fehlerisolation und Erweiterbarkeit
n Merkmale
- N  autonome Rechnerknoten
- Kommunikation (zum Teil) über gemeinsame
Halbleiter-Speicherbereiche
- Voraussetzung:  lokale Rechneranordnung
n Speichereigenschaften
- schneller Zugriff (Mikrosekunden) zur 
Umgehung von Prozeßwechseln  (synchroner Zugriff)
- i.a. keine Instruktionsadressierbarkeit
- ggf. nichtflüchtig
- ggf. doppeltes Führen von Speicherinhalten
Haupt-
speicher 1
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Räumliche Verteilung
lokal:
- schnelle Rechnerkopplung möglich (gemeinsame Speicher, Hochgeschwindigkeitsbus, etc.)
- Nachrichtenaustausch effizienter und robuster als in Weitverkehrsnetzen
• einfachere Kommunikationsprotokolle
• Broadcast-, Multicast-Verfahren
- effektive dynamische Lastverteilung möglich
- bessere Voraussetzungen für Intra-Transaktionsparallelität
- einfachere Administration
ortsverteilt:
- Unterstützung dezentraler Organisationsstrukturen
- Voraussetzung für schnelle Katastrophen-Recovery (replizierte DB an entfernten Knoten)
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Kommunikationskosten 
n Kosten zum Senden/Empfangen einer Nachricht enthalten drei wesentli-
che Komponenten
- CPU-Kosten für Kommunikationsprotokoll
- Signallaufzeiten für Übertragung des ersten Bits (Lichtgeschwindigkeit)





typische Entfernung < 10 m 1 km 10.000 km
CPU-Kosten pro SEND/RECEIVE 250 Instr. 2500 Instr. 25.000 Instr.









Gesamtkosten für 1 KB-Nachricht
(CPU-Kapazität 1000 MIPS)




- lose oder nahe Kopplung (Shared-Disk; DB-Sharing) bzw. enge Kopplung
+  jeder Prozessor kann alle Daten direkt erreichen (hohes Potential zur Lastbalancierung)
+  keine Partitionierung der Datenbank erforderlich
- neue DB-Probleme bzgl. Synchronisation, Pufferverwaltung, Logging/Recovery, ...
partitioniert (Shared-Nothing; DB-Distribution)
- lokale oder ortsverteilte Rechneranordnung
- i.a. lose Rechnerkopplung
- (statische) Replikation der Daten möglich
- verteilte Transaktionsausführung, um auf entfernte Daten zuzugreifen













































































































































































Leistungsfähigkeit - statische Datenpartitionierung be-
stimmt Ausführungsort von DB-
Operationen
- geringe Möglichkeiten zur Lastba-
lancierung oder Einsparung von
Kommunikationsvorgängen
- lokale Erreichbarkeit aller Daten
begünstigt Lastbalancierung
- nahe Kopplung zur Leistungsstei-
gerung einsetzbar
- höhere Flexibilität zur Parallelisie-
rung
Erweiterbarkeit - neuer Rechner erfordert physiche
Neuaufteilung der Datenbank (N -
> N+1)
- einfache Plattenanbindung
- keine physische (Neu-) Aufteilung
der DB




PE 1 PE n
PE 1 PE n
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Shared-Nothing vs. Shared-Disk (2)  
Kriterium Shared-Nothing Shared-Disk
Verfügbarkeit - Übernahme/Recovery der betrof-
fenen Partition durch anderen
Rechner vorzusehen (ggf. Überla-
stungsgefahr)
- ortsverteilte Replikation ermög-
licht schnelle Katastrophen-Reco-
very
- gesamte DB bleibt nach Rechner-
ausfall erreichbar
- komplexe Crash-Recovery




- physische DB-Partitionierung 
- verteilte Anfrageverarbeitung
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PDBS-Architektur 
n Hauptalternativen: SE, SD, SN sowie hybride Formen 
n unterschiedliche Hardware-Plattformen möglich
- SMP
- NUMA (Sequent, Data General, ...)
- Cluster (VMScluster, NT-Cluster, Sysplex)
- MPP (SP2, NCR, NCube, ...)
n wesentlich ist Sicht der DBMS-Instanzen
- SN: Partitionierung der Datenbank  unter den DBMS-Instanzen mit daraus abgeleiteter Anfrage-
und Transaktionsverarbeitung
- SE: direkter Zugriff auf gesamte Datenbank für alle DBMS-Instanzen; zentrale Datenstrukturen
(Sperrtabelle, DB-Puffer, etc.), Datenaustausch über Haupt- oder Externspeicher
- SD: direkter Zugriff auf gesamte Datenbank für alle DBMS-Instanzen; lokale Puffer und Sperr-
tabellen, Datenaustausch über  Externspeicher bzw. Nachrichten
n Hybride Lösungen mit erhöhter Komplexität
- SD- bzw- SN-artige Kopplung von SE-Systemen 
- SN-artige Kopplung von SD-Systemen ... 
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Integrierte vs. Föderative MRDBS
n Integrierte Mehr-
rechner-DBS
- 1 konzeptionelles DB-
Schema




nomie für beteiligte DBVS
- i.a. identische DBVS-Instanzen (homogenes MRDBS)
- Bsp.: Verteilte DBS, Shared-Disk-DBS
n Föderative Mehrrechner-DBS
- weitgehend unabhängige DBVS mit privaten konzeptionellen DB-Schemata
- partielle Exportierung von Schemainformationen für externe Zugriffe
- Heterogenität bei Datenmodellen und Transaktionsverwaltung möglich
- Probleme mit semantischer Heterogenität
- Verteilungstransparenz i.a. nur bedingt erreichbar 
Shared Disk Shared  Nothing
integriert integriert föderativ
homogen homogen homogen heterogen
MRDBS
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Nutzung heterogener autonomer 
Datenbestände
n Anwendungsintegration
- DB-Zugriffe innerhalb Anwendungsfunktionen gekapselt 
- Zugriff auf entfernte Datenbanken durch Aufruf von Anwendungsfunktionen 
- Nutzung standardisierter Kommunikationsprotokolle / Nachrichtenformate (z.B. SOAP /XML) 
- Unterstützung verteilter Transaktionen durch Applikations-Server / TP-Monitor 
- gegenüber Datenintegration einfachere Realisierung, jedoch geringere Flexibilität und Funtio-
nalität (keine übergreifenden DB-Operationen wie Joins, keine Ad-Hoc-Anfragen etc.) 
n Datenintegration
- globale Sicht auf verteilten Datenbestand 
- unterschiedliche Stufen der Integration mit partieller bis vollständiger Transparenz 
- föderative DBS / Mediator-Systeme, Verteilte DBS, Data Warehouses
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Programmierte Verteilung Verteilung von 
DB-Operationen Föderative DBS










n DB-Aufbau muß bekannt sein 
n Client-DBS kann AP-Rolle
übernehmen
n FDBS kann vereinheit-
lichte DB-Sicht unterstüt-
zen
n verteilte Ausführung ei-
ner DB-Operation
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Grundlegende Alternativen zur Datenintegration
Virtuelle Integration Physische (Vor-) Integration




Client 1 Client k

















2 - 17(C) Prof. E. Rahm 
Prozessorfunktionalität
n funktionale Gleichstellung („horizontale Verteilung“)
- jeder Knoten besitzt gleiche Funktionalität bzgl. DB-Verarbeitung
- i.a. vollständige DBVS pro Knoten
- Replikation der Funktionen
n funktionale Spezialisierung („vertikale Verteilung“) 
- Partitionierung von Funktionen
- Bsp. 1: DB-Maschinen mit Spezialprozessoren für bestimmte DB-Funktionen (Join-Prozessor,
Sort-Prozessor, etc.)
- Bsp. 2: Föderative DBS 
- Bsp. 2: Workstation/Server-DBS 
- Bsp. 3: Web-Informationssysteme (Multi-Tier-Architekturen) mit DB-Server und DB-Verar-
beitung auf Applikations-Server
n Spezialisierung erschwert Lastbalancierung, Erweiterbarkeit und Fehler-
toleranz
n Mischformen aus horizontaler/vertikaler Verteilung (Partitionierung und
Replikation von DBS-Funktionen)
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Workstation/Server-DBS 
n OODBS, Ingenieur-Anwendungen
- DB-gestützte Verarbeitung großer, komplex-strukturierter Datenmengen in der Workstation









- lokale Ausführung von An-
fragen und Methoden
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Multi-Tier-Architektur (2)
Quelle: M. Carey et al.: The Propel Distributed Services Platform. 
Proc. Int. Conf. on Very Large Data Bases, Sep. 2001
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Zusammenfassung 
n Klassifikationsmerkmale: Rechnerkopplung, räumliche Verteilung, Ex-
ternspeicheranbindung, Integrierte vs. föderative und homogene vs. hete-
rogene DBS, funktionale Spezialisierung vs. Gleichstellung 







- Ziele: hohe Transaktionsraten, kurze Antwortzeiten, hohe Verfügbarkeit, Skalierbarkeit, Ko-
steneffektivität
- Nutzung von E/A- und Verarbeitungsparallelität (erfordert Datenverteilung über viele Platten)
- Lokale Rechneranordnung ermöglicht: effiziente Kommunikation, dynamische Lastbalancie-
rung, effiziente Parallelisierung komplexer Anfragen
- Hauptansätze: Shared-Everything, Shared-Disk, Shared-Nothing und hybride Architekturen 
- Parallelisierung in allgemeinem Mehrrechnersystem  oder dediziertem Back-End-System (DB-
Server) 
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Zusammenfassung (2)
n Verteilte DBS: räumlich verteilte, integrierte SN-Systeme (globales Sche-
ma)
n Föderative Mehrrechner-DBS
- lose (virtuelle) Integration unabhängiger, ggf. heterogener  Datenbanken
- Bewahrung einer relativ hohen Knotenautonomie
n Alternativen zur Unterstützung heterogener Datenbanken: 
- Data Warehouses (physische Datenintegration) 
- Anwendungsintegration 
n Mehrrechner-DBS mit funktionaler Spezialisierung
- z.B. Workstation/Server-DBS für objekt-orientierte DBS 
- Multi-Tier-Architekturen / Web-Informationssysteme mit DB-Server und DB-Verarbeitung auf
Applikations-Servern 
- Nutzung von Spezial-Hardware („Datenbank-Maschinen“) weitgehend gescheitert: geringe Ko-
steneffektivität, Funktionalität und Flexibiltät
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3. Verteilte Datenbanksysteme: 
Schemaarchitektur und Katalogverwaltung









Grobaufbau eines Verteilten DBS




Für den Benutzer sollen alle Aspekte der Verteilung verborgen bleiben (Verteilungstransparenz).
12 “Regeln” für Verteilte DBS nach Date:
1. Größtmögliche lokale Autonomie
- lokale Verwaltung von lokalen Daten 
2. Keine Abhängigkeit zu zentralen Knoten
3. Permanenter Betrieb
4. Ortsunabhängigkeit (Ortstransparenz)
- physische Lokation von Daten muß verbor-
gen bleiben
- Datenumverteilungen dürfen keine Auswir-




- erforderlich für Zugriff auf externe
Daten
- Optimierung verteilter Anfragen
8. Verteilte Transaktionsverwaltung 
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Schemaarchitektur von Verteilten DBS 
n Gemeinsames konzeptionelles und internes Schema für alle Knoten
n Globales konzeptionelles Schema unterstützt Verteilungstransparenz
n Keine Unterstützung von Knotenautonomie













Internes Schema + 
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Schemaarchitektur (2)
n Unterstützung von Verteilungstransparenz durch GKS
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Katalogverwaltung 
n Katalog führt Metadaten für DB-Verarbeitung
- Namen u. Adressen externer Knoten (= DBVS-Instanzen)
- Angaben zur Datenverteilung
- Angaben zu Relationen, Sichten, Attribute, Integritätsbedingungen, Benutzern, Zugriffsrechten,
Indexstrukturen, Statistiken, ...
n jeder Knoten sollte für lokale Objekte Katalogdaten lokal führen
n Alternativen für globalen Katalog (Verteilungsinformationen, Angaben zu
nicht-lokalen Objekten und Benutzern):
1. zentralisierter  Katalog
2. vollständig replizierter Katalog
3. Mehrfachkataloge: Kombination aus den beiden ersten Ansätzen
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Katalogverwaltung (2)
n Variante: Partitionierte Kataloge + Pufferung (Caching) von entfernten
Katalogdaten
n 2 wesentliche Alternativen zur Behandlung veralteter Katalogangaben:
- Besitzerknoten vermerkt sich, wo Katalogdaten gepuffert sind und invalidiert diese bei einer Än-
derung (SDD-1)
- Verwendung von Zeitstempeln; bei Ausführung einer Operation wird festgestellt, ob veraltete Ka-
talogdaten verwendet wurden; ggf. Neuübersetzung und -ausführung mit aktualisierten Daten (R*)
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Namensvergabe
n Anforderungen
- Eindeutige Bezeichner für globale Objekte: Relationen, Sichten, Indexe usw.
- Stabilität gegenüber Datenumverteilungen (Migration)
- Unterstützung von Verteilungstransparenz
- Lokale Namensvergabe
n Struktur des Namensraums
- global





• paßt sich dem Wachstum an
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Namensvergabe (2)
n Denkbarer Ansatz: dreiteilige Objektbezeichnungen
[ [<node-id>.]<user-id>.]<object-id>
- lokale Namenswahl durch Benutzer wie in zentralisierten Systemen
- verschiedene Benutzer können die gleichen Objektnamen verwenden
- Referenzierung lokaler Objekte wie im zentralen Fall
- jedoch Verwendung von <node-id> für externe Objekte erforderlich
=> Verletzung der Ortstransparenz
=> Änderung der Datenallokation erfordert Programmänderungen!
n Abhilfemöglichkeiten
- Verwaltung von Synonymen (Aliases) für jeden Benutzer (automatische Abbildung auf vollen Ob-
jektnamen durch DBS)
- bei Datenmigration nur Anpassung der Synonymtabellen bzw. in ursprünglichem Knoten wird Vor-
wärtsverweis auf neue Datenlokation gespeichert
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Namensvergabe in Prototyp R* 
n Syntax:
<NAME>:: =[<user> [@<user_ node>].] <object_name> [@birth_node]
n Expansionsregeln für systemweite Namen
- fehlender <user> wird ersetzt durch aktuelle USERID
- fehlender <user_node> wird ersetzt durch aktuelle KNOTENID
- fehlender <birth_node> wird ersetzt durch aktuelle KNOTENID
n Beispiel: Erzeugung ei-
nes Objektes BEISP-




- Migration eines Objektes hat keine Auswirkungen auf Namen und damit bestehende Programme
n umständliche Adressierung falls  Objekt nicht an Benutzerknoten gespei-
chert wird
- mindestens 1 Knotenname muß angegeben werden
- Erleichterung durch Synonyme
Aufruf durch
MEIER Sonstige Benutzer 
in L
sonstwo
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Namensauflösung
Bestimmung der physischen Adresse zu einem logischen Objekt
n Beteiligte Rechner:
- Geburtsknoten ("birth






n Unterstützung von Replikation (mehrere Speicherknoten)
n Trennung von Geburts- und Speicherknoten erlaubt Stabilität gegenüber
Datenumverteilungen
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Namensauflösung über Synonyme
n Synonyme (Alias-Namen): Abbildung benutzerspezifischer logischer Na-
men in vollqualifizierte globale Namen
n Verwaltung von Synonymtabellen durch DBS im lokalen Katalog
n Verwendung in vielen kommerziellen Systemen: Tandem NonStop SQL,
DB2, Oracle, etc. 
logischer Objektname
globaler Objektname
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Zusammenfassung
n teilweise gegensätzliche Regeln / Ziele für VDBS






- gemeinsames globales konzeptionelles Schema 
- separate lokale konzeptionelle und interne Schemata
n Katalogarchitektur
- Verteilte DBS: partitionierte Kataloge + Pufferung 
- PDBS: replizierte Kataloge
n globale Objektnamen
- lokale Vergabemöglichkeit über hierarchische Namen
- Ortstransparenz über Synonyme 
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4. Datenallokation in verteilten und 
parallelen DBS
n Fragmentierung und Allokation
n Fragmentierungsvarianten 
- horizontale Fragmentierungen
- vertikale Fragmentierung 
- hybride Fragmentierung
n Fragmentierungstransparenz
n Bestimmung einer Datenallokation für VDBS 
n Datenallokation für Parallele DBS 
- Verteilgrad 
- Varianten der horizontalen Fragmentierung (Round Robin, Hash, 
Bereichsfragmentierung: einfach, verfeinert, merhrdimensional) 
- Allokation der Fragmente 
- Datenallokation bei Shared Disk / Shared Everything 
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Fragmentierung
n Gründe für (horizontale bzw. vertikale) Fragmentierung
- Lastbalancierung
- Nutzung von Lokalität
- Reduzierung des Verarbeitungsumfangs
- Unterstützung von Parallelverarbeitung
n Anforderungen
- Vollständigkeit: jedes Datenelement muß in wenigstens einem Fragment enthalten sein
- Rekonstruierbarkeit: Verlustfreiheit der Zerlegung
(weitestgehende) Disjunktheit
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Bestimmung der Datenverteilung 
n Fragmentierung:
- Fragmente: Einheiten der
Datenverteilung
- wünschenswert: Teile von
Relationen (horizontale und
vertikale Fragmentierung)
n Allokation von Fragmenten:
- bestimmt weitgehend Ausführungsort von DB-Operationen
- widersprechende Teilziele: Minimierung der Kommunikationskosten vs. Lastbalancierung
n Replizierte Speicherung von Fragmenten
- Partitionierung, partielle oder volle Replikation
- erhöhte Freiheitsgrade bei Query-Optimierung
- hoher Änderungsaufwand
globale
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Horizontale Fragmentierung
n Zeilenweise Aufteilung von Relationen
n Definition der Fragmentierung durch Selektionsprädikate Pi auf der Relation: 
Ri := σPi  (R)  (1 ≤ i ≤  n)
n Vollständigkeit: jedes Tupel ist einem Fragment eindeutig zugeordnet
n Fragmente sind disjunkt: Ri  ∩  Rj = {}   (i ≠ j))
n Verlustfreiheit (Relation ist Vereinigung aller Fragmente): R = ∪ Ri (1 ≤ i ≤  n)
KNR NAME GEBDAT Filiale
K2 Schulz 2.11.1976   F
K1 Scholz 24.4.1959   F
KUNDE1 = σFiliale = "L" (KUNDE) 
KUNDE2 = σFiliale = "F" (KUNDE) 
KUNDE3 = σFiliale = "B" (KUNDE) 
Globale Relation KUNDE 
KNR NAME GEBDAT Filiale
K2 Schulz 2.11.1976   F
K4 Meier 23.8.1972  B
K3 Müller 4.7.1987  B
K1 Scholz 24.4.1959   F
K5 Weber 17.3.1942   L
KNR NAME GEBDAT Filiale
K5 Weber 17.3.1942   L
KNR NAME GEBDAT Filiale
K4 Meier 23.8.1972   B
K3 Müller 4.7.1987   B
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Abgeleitete horizontale Fragmentierung
- Fremdschlüssel-Primärschlüssel-Beziehungen  definieren  Abhängigkeiten zwischen Relatio-
nen
- Abgeleitete (abhängige) Fragmentierung: Partitionierung der abhängigen Relation wird auf Va-
ter-Relation abgestimmt 
n Fragmentdefinition über Semi-Join zwischen abhängiger Relation S und
Vater-Relation R: Si = S  Ri =   S   σPi  (R) =  π S-Attribute (S  σPi (R))          (1 ≤ i ≤  n)
n Joins zwischen Vater- und Sohn-Relationen können lokal berechnet werden
KONTO von KUNDE abhängig  (KNR) 
KUNDE-Partitionierung (über FILIALE)
KONTO1 = KONTO 
KONTO2 = KONTO 
KONTO3 = KONTO 
Globale Relation KONTO 











KTONR KNR   KTOSTAND
7654 K5 63,79




KTONR KNR   KTOSTAND
2345 K4 -12,43
5498 K4 -4506,77





n Definition der Frag-
mentierung durch
Projektion
n Vollständigkeit: jedes Attribut in wenigstens 1 Fragment enthalten
n Verlustfreie Zerlegung:
- Primärschlüssel i.a. in jedem Fragment enthalten
- JOIN-Operation zur Rekonstruktion des gesamten Tupels
KUNDE2 = 
Globale Relation 
KNR NAME GEBDAT Filiale
K2 Schulz 2.11.1976   F
K4 Meier 23.8.1972  B
K3 Müller 4.7.1987  B
K1 Scholz 24.4.1959   F




K3 Müller  B
K1 Scholz F








KUNDE1 = π KNR, GEBDAT (KUNDE) π  KNR, NAME, Filiale (KUNDE) 
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Hybride Fragmentierung 
n Kombination von horizontaler und vertikaler Fragmentierung
KUNDE2 = 
Globale Relation 
KNR NAME GEBDAT Filiale
K2 Schulz 2.11.1976   F
K4 Meier 23.8.1972  B
K3 Müller 4.7.1987  B
K1 Scholz 24.4.1959   F
K5 Weber 17.3.1942   L
KNR NAME Filiale
K2 Schulz F
K4 Meier  B
K3 Müller  B
K1 Scholz F









π KNR, GEBDAT  (KUNDE) 
π KNR, NAME, Filiale (KUNDE) 
KNR NAME Filiale








KUNDE12 = σFiliale = "F"  (KUNDE1) 
KUNDE13 = σFiliale = "B"  (KUNDE1)
σFiliale = "L"  (KUNDE1) 
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Hybride Fragmentierung (2)
a)  vertikale  gefolgt von horizontaler Partitionierung


























n Orts- und Replikationstransparenz: Weglassen der Ortsbezeichnungen
(Knoten@)
n Orts-, und Replikations- und Fragmentierungstransparenz:
SELECT NAME INTO $NAME
FROM KUNDE
WHERE KNR = $KNO
KUNDE
Knoten 1 Knoten 2 Knoten 3
KUNDE1 KUNDE 2 KUNDE 2
KUNDE wurde horizontal in zwei Fragmen-
te zerlegt, wobei Fragment KUNDE2 an
zwei Knoten repliziert gespeichert ist 
SELECT NAME INTO $NAME
FROM Knoten1@KUNDE1
WHERE KNR = $KNO
IF NOT FOUND THEN
SELECT NAME INTO $NAME
FROM Knoten3@KUNDE2
WHERE KNR = $KNO
. . .
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Fragmentierungstransparenz (2)
n Orts-, Replikations- und Fragmentierungstransparenz
UPDATE  KUNDE SET FILIALE = "L" WHERE  KNR = "K3";   (*Wechsel von B nach L*) 
Beispiel 2:
KUNDE1 KUNDE2  (KNR, GEBDAT, FILIALE)(KNR, NAME) KUNDE3    (KNR, NAME, FILIALE) KUNDE4  (KNR, GEBDAT)
KUNDE
KUNDE1 KUNDE2 FILIALE = "L"
FILIALE  ≠  "L" KUNDE3 KUNDE4
KUNDEi sei an Knoteni gespeichert;
KUNDE1 zusätzlich an Knoten 5
und  KUNDE4 an Knoten 6 
n Orts- und Replikationstransparenz
SELECT  NAME  INTO  $Name 
FROM KUNDE3 WHERE  KNR = "K3"; 
SELECT  GEBDAT  INTO $Geb 
FROM KUNDE4 WHERE  KNR = "K3";
INSERT INTO KUNDE1 (KNR, NAME) 
VALUES ("K3", $Name)
INSERT INTO KUNDE2 (KNR, GEBDAT, 
FILIALE) VALUES ("K3", $Geb, "L")
DELETE  KUNDE3  WHERE KNR = "K3"; 
DELETE  KUNDE4  WHERE KNR = "K3"; 
n Keine Transparenz
SELECT  NAME  INTO  $Name 
FROM Knoten3@KUNDE3 WHERE  KNR = "K3"; 
SELECT  GEBDAT  INTO $Geb 
FROM Knoten4@KUNDE4 WHERE  KNR = "K3";
INSERT INTO Knoten1@KUNDE1 (KNR, NAME)
VALUES ("K3", $Name)
INSERT INTO Knoten5@KUNDE1 (KNR, NAME)
VALUES ("K3", $Name)
INSERT INTO Knoten2@KUNDE2 (KNR, GEBDAT,
FILIALE) VALUES ("K3", $Geb, "L")
DELETE  Knoten3@KUNDE3  WHERE KNR = "K3"; 
DELETE  Knoten4@KUNDE4  WHERE KNR = "K3"; 
DELETE  Knoten6@KUNDE4  WHERE KNR = "K3";
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Bestimmung der Datenallokation
n Optimierungsziele:
- Unterstützung kurzer Antwortzeiten bzw. eines hohen Durchsatzes
- Minimierung des Kommunikationsbedarfs
- Lastbalancierung, etc.
n Mathematisches Modell: Minimierung einer Kostenfunktion unter Einhal-
tung von Randbedingungen
n Einfaches Modell:
- Hauptziel: Minimierung von Kommunikation, d.h. Maximierung der lokalen Verarbeitung
- Nebenbedingung: Auslastung einzelner Rechner soll Grenzwert nicht überschreiten
n Parameter
- L: Anzahl der Transaktionstypen
- N: Anzahl der Rechner
- M: Anzahl der Fragmente
- W: Lastverteilungsmatrix  (N*L Einträge, Transaktionen pro Sek.)
- R: Referenzmatrix (L*M Einträge, Anzahl Zugriffe)
- I-ref: #Instruktionen pro (lokaler) Referenz
- I-komm: #Instruktionen zur Kommunikation (pro externer Referenz)
- C (n): CPU-Kapazität von Rechner n (1 ≤ n ≤ N, in MIPS)
- u-max: maximale CPU-Auslastung (0 < u-max <  1)
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Bestimmung der Datenallokation (2)
n Ausgabe: Allokationsmatrix A (N*M Einträge)
- A (n,m) = 1 (0), falls Fragment m Knoten n (nicht) zugeordnet
n Zugriffsfrequenz auf Fragment m
n Häufigkeit lokaler Zugriffe auf Fragment m
n Optimierungsziel: ! 
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n Nebenbedingung 1: jedes Fragment soll genau einem Rechner zugeordnet
werden (keine Replikation)
n Nebenbedingung 2: Lastbalancierung
A n m,( )
n 1=
N
∑ 1= (∀ m | 1  ≤ m ≤  M)
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Bestimmung der Datenallokation (3)
n Lastanteil L1: Fragmentzugriffe an Rechner n 
n Lastanteil L2: Kommunikationskosten auf lokale Datenfragmente von
Rechner n durch externe Transaktionen
n Lastanteil L3: Kommunikationskosten lokaler Transaktionen von Rechner
n für externe Datenzugriffe
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n Nebenbedingung 2: Lastbalancierung







L1 n( ) L2 n( ) L3 n( ) umax C n( )×<+ + (∀ n | 1 ≤ n ≤  N)
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Bestimmung der Datenallokation (4)
n Heuristische Berechnung der Allokationsmatrix A
(Hilfsvariable CUn: CPU-Auslastung von Rechner n aufgrund bereits vorgenommener Zuordnungen)
1.Berechne aus der Lastverteilung W und der Referenzverteilung R zunächst für jedes Fragment m 
die Zugriffshäufigkeit ZF (m).
2.Bestimme das nächste, noch nicht allokierte Fragment m mit der höchsten Zugriffsfrequenz ZF 
(m).
3.Berechne für jeden Rechner die lokale Zugriffsfrequenz ZFL (m), die sich durch Allokation von 
Fragment m an diesen Rechner ergibt, ebenso die sich daraus ergebende Erhöhung der CPU-Ausla-
stung.
4.Ordne das Fragment demjenigen Rechner zu, für den sich der größte Anteil lokaler Zugriffe ergibt, 
ohne daß sich ein Überschreiten der maximalen CPU-Auslastung ergibt. Ergänze die Allokations-
matrix A und die CU-Werte für die getroffene Allokation.
5.Falls noch weitere Fragmente zuzuordnen sind, gehe zu Schritt 2. Ansonsten ist die Berechnung 
der Allokation beendet.
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Bestimmung der Datenallokation: 
Beispiel
n Bestimmung der Zugriffshäufigkeiten ZF (Schritt 1)
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Datenallokation in PDBS
n zunächst: Shared Nothing
n Horizontale Verteilung von Relationen über mehrere Rechner
- Nutzung von Datenparallelität
- Verbesserung von Bandbreite und E/A-Rate (E/A-Parallelität)
- Lastbalancierung
n Teilaufgaben zur Bestimmung der Datenverteilung
- Festlegung des Verteilgrades einer Relation
- Fragmentierung
- Allokation 
n Bestimmung des "optimalen" Verteilgrades schwierig
- Kommunikations-Overhead steigt mit  Rechneranzahl 
- Parallelisierungsgewinn sinkt mit wachsender Rechneranzahl, v.a. für kleinere Relationen
- "Full Declustering" oft nicht sinnvoll
- einfache Anfragen (kleine Relationen) sollen zur Reduzierung des Kommunikationsaufwandes
auf möglichst wenige Partitionen beschränkt werden
- datenintensive Anfragen (große Relationen) sollen zur Nutzung von Parallelität/Lastbalancie-
rung auf größere Anzahl von Partitionen verteilt werden
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Bestimmung des Verteilgrades einer 
Relation
n Mathematisches Modell (K = Kardinalität der Relation):
Antwortzeit
n optimaler Parallelitäts-/Verteilgrad  




Parallelitätsgrad p  (Verteilgrad)
a
b * p
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Bestimmung des Verteilgrades (2)
n Bestimmung des Verteilgrades D
- für jeden Anfragetyp popt bestimmen







































Verteilgrad  (#Prozessoren) 
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Bestimmung des Verteilgrades (3)
n Mehrbenutzerbetrieb
- Kommunikations-Overhead steigt bei Full Declustering quadratisch mit Knotenanzahl 
(linearer Durchsatz- und Parallelitätsanstieg)
- breite Datenverteilung für selektivere Anfragen noch schädlicher  
- optimaler Parallelitätsgrad hängt von aktuellem Systemzustand ab























- gleichmäßige Fragmentgrößen 
- günstige Lastbalancierung (geringer "Skew" für Relationen-Scans)
- gleiche Tupelanzahl pro Rechner garantiert jedoch nicht immer gleichmäßige Zugriffshäufig-
keit
n Nachteil: Verteilung von Attributwerten unbekannt
=> sämtliche Anfragen müssen an allen Rechnern bearbeitet werden




Satz i -> Fragment (i mod m) + 1
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Hash-Fragmentierung
n Verteilung der Tupel über Hash-Funktion h auf Fragmentierungs- bzw.
Verteilattribut VA (z.B. Primärschlüssel) 
n Vorteile: 
- Einfachheit
- Exact-Match-Queries auf Verteilattribut sind auf 1 Fragment (Rechner) eingrenzbar 
- Equi-Joins über das Verteilattribut werden unterstützt 
n Nachteile:
- keine Unterstützung für Bereichsanfragen (range queries) 
- Gefahr ungleichmäßiger Partitionsgrößen (-> Skew) bei "schlechter" Hash-Funktion und un-
günstiger Werteverteilung (v.a. bei nicht-eindeutigen Verteilattributen) 
F1 F2 Fm
Satz i -> Fragment h (VAi)
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Bereichsfragmentierung
n Festlegung der Fragmentierung durch Wertebereiche auf Verteilattribut
- Spezifizierung durch Prädikate 
- Fragmentierungsansatz verteilter DBS 
n Vorteile: 
- Exact-Match-Queries sowie Range-Queries auf Verteilattribut auf relevante Fragmente (Rech-
ner) eingrenzbar 
- Unterstützung für Equi-Joins über das Verteilattribut  
- stabiler als Hash-Fragmentierung gegenüber ungleichmäßiger Werteverteilung 
n Nachteile:
- erhöhte Gefahr ungünstiger Lastbalancierung (zu geringer Parallelisierung)
- Bestimmung der einzelnen Wertebereiche relativ aufwendig
a-c d-g w-z•••
F1 F2 Fm
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Verfeinerte Bereichsfragmentierung
n Ziel: Verbesserung der Lastbalancierung durch größere Anzahl von Frag-
menten (m > D)
- einfache Bereichsfragmentierung beschränkt Anfragen auf Verteilattribut auf minimale Anzahl
von Rechnern, falls m=D (1 Fragment pro Rechner)
n Ansatz: erhöhe Fragmentanzahl, so daß relevanten Fragmente im Mittel
popt Rechnern zugeordnet werden können
m = popt / s   (s = mittlere Selektivität der Bereichsanfragen, 0  ≤ s ≤ 1)





















4 - 26(C) Prof. E. Rahm 
Mehrdimensionale 
Bereichsfragmentierung











































- Zwei Anfragetypen: 
SELECT * FROM PERS  WHERE NAME = :Z und 
SELECT * FROM PERS WHERE GEHALT BETWEEN [:X,:Y]
- Hash- und Bereichsfragmentierung können nur 1 Anfragetyp unterstützen (für anderen sind
alle Rechner involviert)
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Allokation von Fragmenten
n Allokation: Partitionenbildung durch Rechnerzuordnung der Fragmente (SN)
- Festlegung des Verteilgrades D
- "gleichmäßige" Aufteilung der m Fragmente unter D Rechnern: (statische) Lastbalancierung
- analoge Partitionierung von Indexstrukturen 
n Balancierung der Zugriffshäufigkeit von Partitionen
- Round Robin-Zuordnung der Fragmente 
- (gierige Heuristik) bei stark unterschiedlichen Fragment-Zugriffshäufigkeiten: 
- ordne Fragmente gemäß Zugriffshäufigkeiten
- solange noch Fragmente aufzuteilen, wähle das nächste Fragment mit der höchsten Zugriffsfrequenz aus
- ordne es dem bis dahin amgeringsten ausgelasteten Knoten (Partition) zu 
Beispiel: F1 F2  F3  F4  F5  F6  F7  F8
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Datenverteilung bei SD und SE
n wesentliche Unterschiede gegenüber SN
- Festlegung der Datenverteilung bezieht sich nur auf Platten, nicht auf Prozessoren
- Datenallokation hat keinen Einfluß auf Kommunikationshäufigkeit
- größere Freiheitsgrade für Verarbeitungsparallelität 
- Indexallokation kann unabhängig von Tabellenallokation gewählt werden 
- physische und logische Fragmentierung möglich 
- Transfer von Zwischenergebnisse über Platte kann Kommunikationskosten einsparen 
n Datenverteilung sollte E/A-Parallelität sowie flexible Verarbeitungsparal-
lelität ermöglichen und Plattenengpässe möglichst umgehen 
n großes Lastbalancierungspotential (Parallelitätsgrad, Ausführungsort) 
IndexdatenBasistabelle
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SE/SD-Datenallokation (2)
n Ansatz zur Bestimmung des Verteilgrades
- breites Declustering zur optimalen Abdeckung von Relationen-Scans 
- selektivere Anfragen bzw. Anfragen im Mehrbenutzerbetrieb können dennoch mit geringerer
Parallelität bearbeitet werden
n Physisches Declustering, z.B. auf Blockebene 
- transparent für DBS realisierbar, z.B. durch Disk-Array
- zur Nutzung sequentieller E/A sollte Fragmentierungsgranulat mehrere Blöcke umfassen 
- Plattenbehinderungen selbst innerhalb einer Anfrage möglich 
n logische Fragmentierung (analog SN, z.B. über Hash- oder Bereichsparti-
tionierung)
- DBMS kann Datenallokation gezielt nutzen, u.a. zur Bestimmung des Parallelitätsgrades
- reduzierter Datenraum für Anfragen auf Verteilattribut
- Beispiel: Bereichspartitionierung von Relation R auf Attribut A (DR=20) 
A:  (1 - 10.000; 10.001 - 20.000; 20.001 - 30.000; ... 190.001 - 200.000)
- Anfrage Select MAX (B) FROM R 
WHERE A  > 70.000 AND A <= 110.000 
- Parallele Ausführung mit 4 (2, 1) Teilanfragen ohne Plattenengpässe
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Zusammenfassung
n Datenpartitionierung: Fragmentierung + Allokation der Fragmente 
n Hauptziele der Fragmentierung
- Reduzierung des Verarbeitungsumfangs 
- Reduzierung des Kommunikationsaufwandes / Unterstützung von Lokalität (v.a. wichtig in
VDBS)
- Unterstützung von Parallelität (v.a. wichtig für PDBS) 
n Parallele DBS basieren auf horizontaler Fragmentierung
n hohe Flexibilität durch Bereichsfragmentierung und Varianten 
n mehrdimensionale Fragmentierung: Eingrenzung des Verarbeitungsum-
fangs hinsichtlich mehrerer Attribute 
n Datenallokation: Zuordnung der Fragmente zu Knoten
- Bestimmung von Verteilgrad und Auswahl der Knoten 
- wesentlich für Lastbalancierung 
- ggf. replizierte Speicherung von Fragmenten 
n SE/SD: Datenallokation bezüglich Externspeicher (Platten) mit erhöhten
Freiheitsgraden
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5. Verteilte und parallele 
Query-Bearbeitung
n Einführung
n Verteilte Anfragebearbeitung: Teilschritte
- Anfragetransformation
- Daten-Lokalisierung
- Globale Optimierung 
n Verteilte / parallele Verarbeitung von Selektion, Projektion, Aggregationen
n Verteilte Join-Verarbeitung
- Einfache Strategien (Ship Whole, Fetch as Needed) 
- Semi-Join und Bitvektor-Join
n Parallele Join-Verarbeitung
- Dynamische Replikation und Partionierung der Eingaberelationen 
- Paralleler Hash-Join 
n Mehr-Wege-Joins
n Parallele Sortierung 
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Problemstellung
Bestimmung eines Ausführungsplanes in Abhängigkeit zur Datenverteilung, so daß eine Zielfunktion








- Query-Zerlegung in lokal ausführbare Teilanfragen
- Ausführungsreihenfolge für Restriktion, Projektion und Join
- Nutzung von Indexstrukturen
- Parallelisierung von Teilanfragen
- Auswahl der globalen und lokalen Join-Strategie (Nested-Loop, Sort-Merge, Hash-Join)
- Rechnerauswahl, z.B. zur Join-Berechnung
- Auswahl der Replikate
n Berücksichtigung des aktuellen Systemzustandes zur Laufzeit wünschens-
wert
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Query-Optimierung: Beispiel
n Query in S3: SELECT *   FROM Q  WHERE  a IN  (482, 517, 763);
- lokale Ausführung in S3 oder
- Ausführung in  S1 mit (kleinerem) Fragment Q1
n Query in S2: SELECT  x, y, z   FROM Q, R  WHERE Q.j = R.k;
- Sende Query zur Ausführung nach S3 oder
- Sende Fragment Q2 zur Join-Berechnung zu  S1
S2
S3
S1 Q   [a<1000]1
R   
Q    [a>=1000]2 
R   
Q   
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Anfragetransformation







- algebraische Vereinfachungen und Restrukturierung
n Anwendung von Idempotenz-/Äquivalenzre-
geln für logische Operationen
1.   p ∧  p ⇔ p
2.   p ∨  p ⇔ p
3.   p ∧  TRUE ⇔ p
4.   p ∨  FALSE  ⇔ p
5.   p ∧  FALSE ⇔ FALSE
6.   p ∨  TRUE ⇔ TRUE 
7.   p ∧ ¬ p ⇔ FALSE
8.   p ∨ ¬ p ⇔ TRUE
9.   p1 ∧  (p1 ∨ p2) ⇔ p1
10.  p1 ∨  (p1 ∧ p2) ⇔ p1
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Anfragetransformation (2)
n Überführung der Anfrage in Operatorbaum
n Umstrukturierungen zur effizienteren Auswertbarkeit durch Nutzung von
Äquivalenzbeziehungen für relationale Operatoren
σP1 (σP2 (R)) ⇔   σP1 ∧ P2 (R)
π A (π A, B (R)) ⇔   π A  (R)
σP (π A (R)) ⇔  π A  (σP (R))    falls  P nur Attribute aus A umfaßt
     σP (π A (R)) ⇔  π A  (σP (π A,B (R))) falls  P auch Attribute aus B umfaßt
σP(R1) (R1  R2)  ⇔ σP(R1) (R1)  R2 (P(R1) sei Prädikat auf R1)
π A, B (R1  R2)  ⇔  π A  (R1)  π B (R2)    
(A /B seien Attributmengen aus R1/R2 inklusive Join-Attribut)
σP (R1 ∪ R2) ⇔ σP (R1) ∪  σP (R2)
π A (R1 ∪ R2) ⇔  π A  (R1) ∪  π A (R2)
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Anfragetransformation (3)
n Heuristiken
- frühzeitige Ausführung von Selektionsoperationen
- frühzeitige Durchführung von Projektionen (ohne Duplikateliminierung)
- Zusammenfassung mehrerer Selektionen und Projektionen auf demselben Objekt





σFILIALE = "L"  ∨  FILIALE = "F"
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Erzeugung von Fragment-Queries  
(Daten-Lokalisierung)
n Relationen im Operatorbaum müssen auf Fragmente abgebildet werden
- Ersetze Relationen durch Rekonstruktionsanweisungen auf Fragmenten
- Führe algebraische Vereinfachungen durch
n Fall 1: Horizontale Fragmentierung
KONTO sei horizontal in drei Fragmente zerlegt (Fragmentierungsattribut KNR) 
Algebraische 
Bestimmung aller Konten von Kunde K5: 
KONTO3KONTO1
σKNR = "K5" 
KONTO2
∪  
σKNR ≤ "K3" σ"K3 < KNR ≤  "K6" σKNR >"K6"
Optimierung
Rekonstruktion




σ KNR = "K5"
KONTO
5 - 9(C) Prof. E. Rahm 
Erzeugung von Fragment-Queries (2)
n Join-Berechnung bei horizontaler Fragmentierung
- reduzierter Kommunikations- und Verarbeitungsumfang für Joins auf Fragmentierungsattribut
- Unterstützung paralleler Join-Berechnung








 Reduzierter Fragment-Ausdruck  
Fragment-Ausdruck 
 




σKNR ≤  "K3" σKNR >"K3"
KONTO3KONTO1 KONTO2KUNDE1 KUNDE2 KUNDE2
∪  
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Erzeugung von Fragment-Queries (3)
n Fall 2: Abhängige horizontale Fragmentierung
n Vollkommen lokale und parallele Join-Berechnung möglich
Algebraische Optimierung
Rekonstruktion
 Initialer Fragment-Ausdruck 
 Reduzierter  Fragment-Ausdruck 
KONTOKUNDE
KUNDE3KUNDE1 KUNDE2KONTO1 KONTO2 KONTO3
∪  
Horizontale Fragmentierung von KUNDE  über Filiale,
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Erzeugung von Fragment-Queries (4)
n Fall 3: Vertikale Fragmentierung
n Fall 4:  Hybride Fragmentierung
PERS1 (PNR, NAME);      PERS2  (PNR, ANR)  
πNAME
PERS






Bestimme den Namen von Angestelltem mit PNR 1004




PNR, NAME PERS )  
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Globale Optimierung 
n Bestimmung eines Ausführungsplanes mit minimalen globalen Kosten
- Bestimmung der Ausführungsknoten
- Festlegung der Ausführungsreihenfolge (sequentiell, parallel)
- Alternative Strategien zur Join-Berechnung bewerten 
n Trennung zwischen globaler und lokaler Optimierung kann zur Auswahl
suboptimaler Pläne führen
n Kostenmodell: Berücksichtigung von CPU-, E/A- und Kommunikationskosten
Gesamtkosten = WCPU * #Instruktionen + WI/O  * #E/A + WMsg  * #Nachrichten + WByt * #Bytes
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Globale Optimierung (2)
n Benötigte Statistiken zur Kostenbestimmung 
- Kardinalitäten von Relationen und Fragmenten
- Tupel- und Attributgrößen
- Häufigkeitsverteilung von Attributwerten, •••
n Abschätzung von Selektivitätsfaktoren SF (Größe von Zwischenergebnissen)
Card (σp (R)) = SF (p) 
. Card (R)
- SF (A = k) = 1 / Card (πA (R)
- SF (A  > k) =  Max (A) - k /  Max (A) - Min (A)
- SF (A  < k) =  k - Min (A)  /  Max (A) - Min (A)
- SF (p(A) ∧  p(B))  =  SF (p(A)) . SF (p(B))
- SF (p(A) ∨ p(B)) = SF (p(A)) + SF (p(B)) - SF (p(A)) . SF (p(B))
- SF (¬ p(A)) = 1 - SF (p(A))
n Join-Selektivitätsfaktor (JSF)
- Card (R  S) = JSF * Card(R) * Card(S)
- bei (N:1)-Joins (verlustfrei): Card (R  S) = Max(Card(R), Card(S))
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Parallele Berechnung von Selektion 
und Projektion
n Daten-Lokalisierung führt zu Selektions- und Projektionsoperationen auf
Fragmenten
n effektive Parallelisierung bei horizontaler Fragmentierung: 
R = ∪  (R1, R2, ... , Rn) 
Selektion: σ (R) => ∪  (σ (R1), σ (R2), ... , σ (Rn) )
Projektion: π (R) => ∪  (π (R1), π (R2), ... , π (Rn) )
- Datenverteilung gestattet parallele Berechnung der lokalen Teilselektionen/-projektionen
- Mischen der Teilergebnisse (Vereinigung)
- Projektion: ggf. Duplikateliminierung (z.B. durch Sortierung)
n Shared Nothing
- Ausführung auf den Datenknoten
- Rechner und Parallelitätsgrad (n)  durch Datenverteilung bestimmt 
(Ausnahme: Anfragen auf dem Verteilattribut)
- auch Index-Scans i.a. auf allen n Rechnern auszuführen
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Parallele Berechnung von Aggregat-
funktionen
Sei Q(R) ein Attribut von R, auf das Built-In-Funktionen angewendet werden sollen 
n Parallele Berechnung für MIN, MAX immer möglich:
MIN (Q(R)) =>  MIN (MIN (Q(R1)),  ... ,  MIN (Q(Rn) )
MAX (Q(R)) =>  MAX (MAX (Q(R1)),  ... ,  MAX (Q(Rn) )
- parallele Berechnung der lokalen Minima/Maxima
- Bestimmung des globalen Extremwerts
n Für SUM, COUNT, AVG parallele Berechnung nur anwendbar, falls kei-
ne Duplikateliminierung erforderlich ist 
SUM (Q(R))  =>    Σ SUM (Q(Ri))
COUNT (Q(R))  =>    Σ COUNT (Q(Ri))
AVG (Q(R))  =>    SUM (Q(R))  /  COUNT (Q(R))
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Join-Berechnung
n Join (Verbund)
- satztypübergreifende Operation: gewöhnlich sehr teuer
- häufige Nutzung: wichtiger Optimierungskandidat
- typische Anwendung: Gleichverbund; allgemeiner Θ-Verbund selten
n Implementierungsalternativen in zentralen DBS 
- Nested Loop: 
- jeder Satz der ersten wird mit jedem Satz der zweiten Relation abgeglichen
- für alle Join-Arten nutzbar 
- Sort-Merge: 
- Eingaberelationen sind auf Join-Attribut sortiert (bzw. haben Index auf Join-Attribut)
- Gleichverbund über schritthaltenden Durchgang und Abgleich der Relationen 
- Hash-Join: 
- kleinere Relation wird in Hauptspeicher-Hash-Tabelle gebracht (Hash-Funktion auf Join-Attribut)
- Prüfung für jeden Satz der zweiten Relation, ob Wert des Join-Attributs in Hash-Tabelle (Relation 1)
- nur für Gleichverbund 
n Optimierungsziele in VDBS/PDBS: 
- Reduzierung der Kommunikationskosten sowie Nutzung von Parallelverarbeitung
- Mehr-Wege-Joins: Wahl der Ausführungsreihenfolge; Einsatz von Inter-Operator-Parallelität
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Join-Berechnung in Verteilten DBS
Anfrage in Knoten K, die Join zwischen 
- (Teil-)Relation R an Knoten KR und 
- (Teil-)Relation S an KS erfordert
n Festlegung des Ausführungsknotens: K, KR oder KS
n Bestimmung der Auswertungsstrategie
1. Sende beteiligte Relationen vollständig an einen Knoten und führe lokale Join-Berechnung durch
("Ship Whole")
- minimale Nachrichtenanzahl
- sehr hohes Übertragungsvolumen
2. Fordere für jeden Verbundwert der ersten Relation zugehörige Tupel der zweiten an 
("Fetch as Needed" )
- hohe Nachrichtenanzahl
- nur relevante Tupel werden berücksichtigt
3. Kompromißlösung: Semi-Join bzw. Erweiterungen (Hash-Filter-Join)
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Kommunikationskosten der Join-Berechnung 
n Hier: Verwendung von zwei Kostenfaktoren
- KN = Kommunikationskosten pro Nachricht
- KA = Kommunikationskosten für Übertra-
gung eines Attributwerts
n Strategie 1:
- Übertragung von R und S nach Knoten K
- Join-Berechnung an Knoten K
n Strategie 2:
- Übertragung von R  nach Knoten KS
- Join-Berechnung an Knoten KS
n Strategie 3:
- Join-Berechnung an Knoten KS
- pro S-Tupel sukzessive Anforderung von zugehörigen R-Tupeln







































5     1
1     8
Beispiel:
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Semi-Join
n Reduzierung des Kommunikationsaufwandes
- alle Verbundpartner können auf einmal angefordert werden
- Wegfiltern von Attributen, die für Join nicht benötigt werden
n Entspricht Anwendung des Semi-Joins:
n Nutzung zur Join-Berechnung an Knoten KR:
1.   Bestimme R’ = πv R in KR und sende R’ an Knoten KS
2.   In KS bestimme  S’ =(S  R’) = S  R  und sende S’ an KR
3.   KR berechnet den Join zwischen R und S’ (entspricht R    S)
R      S   =   πAttr(R) R       S   =  R       πv S   ( v = Verbundattribut )
Attribute von S im Ergebnis nicht enthalten sindSemi-Join von R auf S entspricht dem Verbund zwischen R und S, wobei 
R     S  ⇔  R     (S      R) ⇔ R     (S     πv (R))
Beispiel: 
1) Bestimme R’ = πB R
2) Bestimme S’ = S        R’
3) Bestimme  R S’ 
Kosten: 
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Semi-Join (2)
n Nutzung zur Join-Berechnung an drittem Knoten K:
1.   Bestimme R’ =  πv R in KR und sende R’ an Knoten KS
2.   In KS bestimme Semi-Join  S’ = S   R’ und sende S’ an K
3.   In KS ermittle außerdem S’’ = πv S’ und sende S’’ an KR
4.   In KR berechne Semi-Join R’’ = R    S’’ und schicke R’’ an K.
5.   K berechnet das Ergebnis durch R’’    S’ 
n Semi-Join besonders wirksam, wenn sich wenige Tupel qualifizieren 
(ansonsten schlechtere Ergebnisse als mit einfacher Join-Auswertung möglich)
Beispiel: 
1) Bestimme R’ = πB R
2) Bestimme S’ =  S       R’ 
4) Bestimme R’’ =  R     S’’
3) Bestimme S’’ = πB S’
5) Bestimme R’’      S’
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Bitvektor-Join (Hash-Filter-Join)
n weitergehende Reduzierung des Übertragungsvolumens als bei Semi-Join
durch gröberen Filter
n Abbildung von Werten des Join-Attributes auf Bitvektor mittels Hash-
Funktion
- Übertragung des Bitvektors anstatt von Attributwerten
n Nutzung zur Join-Berechnung an Knoten KS:
1.   In KR setze für jeden Wert in   πv R zugehöriges Bit im Bitvektor  und sende diesen  an Knoten KS
2.   In KS bestimme   S’ =  {s ∈ S | Bit für s.v  im Bitvektor gesetzt}und sende S’ an KR
3.   KR berechnet den Join zwischen R und S’
n Teilrelation R’ in Schritt 2 i.a. größer als bei Semi-Join, dafür Bit-Vektor
kompakter als Menge der Attributwerte

























1 0 0 0 0 01 1
Erzeuge Bit-Vektor 
1 0 0 0 0 01 1
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Parallele Join-Berechnung durch dynami-
sche Replikation der kleineren Relation
Join zwischen R und S: R  = ∪  (R1, R2, ... , Rn) und S  = ∪  (S1, S2, ... , Sm),  S sei kleiner als R
n Algorithmus
1.  Koordinator: initiiere Join auf allen Ri (i=1 ... n) und allen Sj (j =1 .. m)
2.  Scan-Phase: in jedem S-Knoten führe parallel durch: 
lies lokale Partition Sj und sende sie an jeden Knoten Ri (i= 1...n)
3.  Join-Phase: in jedem R-Knoten mit Partition Ri  führe parallel durch:
-  S := ∪ Sj  (j=1..m)
-  berechne Ti := Ri S  (impliziert Lesen von Ri)
-  schicke Ti an Koordinator












- für alle Join-Prädikate einsetzbar
- lokale Join-Berechnung mit belie-
biger Strategie möglich
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Parallele Joins mit 
dynamischer Partitionierung
n Voraussetzung: Gleichverbund ! 
n Allgemeiner Fall: 
- Umverteilung beider Relatio-





- jeder lokale Join-Algorithmus anwendbar
- reduzierter Join-Aufwand gegenüber dynamischer Replikation
- hohe Flexibilität zur dynamischen Lastbalancierung (Wahl des Parallelitätsgrades p sowie der
Join-Prozessoren)
- hoher Kommunikationsaufwand






knoten • • •• • •
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Dynamische Partitionierung (2)
n Spezialfall 1: Verteilungsattribut = Join-Attribut für 1 Relation
- nur 1 Relation braucht umverteilt zu werden
- Potential zur dynamischen Lastbalancierung entfällt
n Spezialfall 2: beide Relationen besitzen Join-Attribut als Verteilattribut
und identische Verteilfunktion  (m=n, R und S an denselben Rechnern)
- entspricht abhängiger horizontaler Fragmentierung 














= R-Knoten = S-Knoten
R2 S2 Rm Sm
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Hash-Join (zentraler Fall)
n nur für Gleichverbund
n Idealfall: kleinere (innere) Relation S paßt vollständig in Hauptspeicher
- Building-Phase: Einlesen von S und Speicherung in einer Hash-Tabelle unter Anwendung einer
Hash-Funktion h auf dem Join-Attribut
- Probing-Phase: Einlesen von R und Überprüfung für jeden Join-Attributwert, ob zugehörige S-
Tupel vorliegen (wenn ja, erfolgt Übernahme ins Join-Ergebnis)  
n Vorteile
- lineare Kosten O (N) 
- Hashing reduziert Suche nach Verbundpartnern auf Sätze einer Hash-Klasse (Partitionierung
des Suchraumes) 
- Nutzung großer Hauptspeicher
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Hash-Join (2)
n allgemeiner Fall: kleinere Relation paßt nicht vollständig in Hauptspeicher
=> Überlaufbehandlung erforderlich 
n Lösung: Partionierung der Eingaberelationen
- Partitionierung von S und R in q Partitionen über (Hash-)Funktion g auf dem Join-Attribut, so
daß jede S-Partition in den Hauptspeicher paßt
- q-fache Anwendung des Basisalgorithmus’ auf je zwei zusammengehörigen Partitionen





























- Umverteilung der kleineren Relation S über Partitionierungs/Hash-Funktion h1 auf dem Join-Attri-
but
- In Join-Prozessoren kommen eingehende Tupel in Hauptspeicher-Hash-Tabelle (Hash-Funktion h2)
- Umverteilung der zweiten Relation R auf die Join-Prozessoren unter Anwendung von h1  
- Probing: für eingehende Tupel werden Verbundpartner in der Hash-Tabelle ermittelt
n Merkmale:
- Sequentialisierung der Scan-Phasen !
- Vorteil: Reduzierung des Umverteilungsaufwandes für R durch Anwendung von Bitvektor-Filte-
rung möglich
- Pipeline-Parallelität in Building- und Probing-Phase möglich
- Überlaufbehandlung erforderlich, falls S-Partitionen nicht vollständig im Hauptspeicher Platz fin-
den (=> dreistufige Partitionierung)
Probing-Phase: 






knoten • • •• • •






knoten • • •• • •
5 - 30(C) Prof. E. Rahm 
Dynamische Bestimmung der Join-Paralleli-
tät†
n dynamische Umverteilung ermöglicht hohe Flexibilität zur Lastbalancie-
rung: Wahl des Parallelitätsgrades p sowie der Join-Prozessoren
- Kostenmodell zur Bestimmung eines optimalen Parallelitätsgrades psu-opt im Einbenutzerbetrieb
- Zuweisung zu den psu-opt Prozessoren mit der geringsten CPU-Auslastung
n paralleler Hash-Join: Berücksichtigung der Hauptspeicherverfügbarkeit
- dynamische Bestimmung der minimalen Rechneranzahl, welche temporäre E/A vermeidet (falls
nicht möglich, Bestimmung der Konfiguration, die E/A minimiert) 
- erfordert Information zur aktuellen Hauptspeicherbelegung  
AVAIL-MEMORY [1..#PE] of (node-ID, free);   
sortiert gemäß verfügbarem Hauptspeicher (free)
- pmu  = MIN (k | AVAIL-MEMORY [k].free *k > b); b = Größe der kleineren Relation 
- Zuweisung zu den p Rechnern mit der maximalen Hauptspeicherverfügbarkeit
- falls mehrere Konfigurationen temporäre E/A ausschließen sind oft höhere Parallelitätsgrade
sinnvoll (z.B. Anlehnung an Einbenutzer-Optimum)
†  Rahm, E.; Marek, R.: Dynamic Multi-resource Load Balancing in Parallel Database Systems. Proc. 21st VLDB conf., 1995 
5 - 31(C) Prof. E. Rahm 
1) keine Überlauf-E/A
k 1 2 3 4
nodeID P3 P2 P4 P1
free (MB) 45 40 35 30
2) Überlauf-E/A erforderlich
k 1 2 3 4
nodeID P2 P1 P4 P3
free (MB) 80 10 0 0
b = 100 MB
5 - 32(C) Prof. E. Rahm 
Mehr-Wege-Joins
n Mehr-Wege-Joins realisierbar als Folge von Zwei-Wege-Joins
n Bestimmung der Join-Reihenfolge zentrales Problem
n Minimierung der Zwischenergebnisse liefert auch bei "Ship-Whole" nicht
unbedingt geringsten Kommunikationskosten
n Beispiel R S T 
Card (R) = 10000, Card (S) = 1000, Card (T) = 10000, 
Joinselektivitäten JSF (R S) = 0.01, JSF (S  T) = 0.1; jede der drei Relationen habe 10
Attribute
1.  R -> KS. Z := R S. Z -> KT. Berechnung d. Ergebnisses Z T
2.  S -> KR. Z := R S. Z -> KT. Berechnung d. Ergebnisses Z T
3.  S -> KT. Z := S T. Z -> KR. Berechnung d. Ergebnisses Z R
4.  T -> KS. Z := S T. Z -> KR. Berechnung d. Ergebnisses Z R
5.  R -> KS; T -> KS. Berechnung des Ergebnisses R S T
6.  S -> KR; T -> KR. Berechnung des Ergebnisses R S T
5 - 33(C) Prof. E. Rahm 
Mehr-Wege-Joins (2)
n Reduzierung des Kommunikationsaufwandes durch Semi-Joins:
- Tupel qualifiziert sich nur, wenn es Verbundpartner in allen beteiligten Relationen findet
- Reduzierungspotential steigt mit N (= Anzahl der Relationen)
n Vollständige Reduzierung (full reducer): Folge von Semi-Joins, welche
jede der beteiligten Relationen auf diejenigen Tupel reduzieren kann, die
im Endergebnis enthalten sind
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T    C    D
T
Mögliche Folge 
R’ := R S
S’ := S T
T’ := T S
Ergebnis: R’  S’  T’
vollständige Reduzierung ? 
von Semi-Joins:
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Mehr-Wege-Joins (3)
n Vollständige Reduzierungen bestehen i.a. nur für azyklische Join-Anfra-
gen, insbesondere für gekettete Joins (chained queries)
R1 (A, A1)  R2 (A1, A2)   . . .    RN (AN-1, B)    
vollständige Ordnung über Join-Attribute Ai 
n In diesem Fall besteht die vollständige Reduzierung aus  2N-2 Semi-Joins
n Beispiel
Vorwärtsreduzierung von R1 bis RN
R2’ := R2 R1
R3’ :=  R3 R2’
   • • •
RN’ := RN RN-1’
Rückwärtsreduzierung von RN’ bis R1
RN-1’’ := RN-1’ RN’
RN-2’’ := RN-2’ RN-1’’
   • • •
R1’ := R1 R2’’
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T    C    D
T
Vollständige Reduzierung:
S’ := S R
T’ := T S’
S’’ := S’ T’
R’ := R S’’
5 - 35(C) Prof. E. Rahm 
Inter-Operator-Parallelität








σ GEHALT > 80.000
Parallele Berechnung verschiedener Selektionen
R3
(R1 R2 R3 R4)
R1 R4R2
Mehr-Wege-Join
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Mehr-Wege-Joins: Nutzung von Pipe-
line-Parallelität  
n Beispiel: Pipeline-Join in Rechner P3
n Annahmen: 
- P3 hat Eingangswarteschlange Q für Tupel aus P1 und P2
- spezielle Nachrichten ENDP1, ENDP2 zeigen an, daß keine 
weiteren Tupel mehr folgen
n Algorithmus: 
Fertig1, Fertig2 := FALSE;
Von1, Von2, Ergebnis := { }
WHILE NOT (Fertig1 AND Fertig2) DO
BEGIN
IF Q leer THEN warte bis neue Tupel eintreffen;
  t := erstes Tupel in Q;
IF t = ENDP1 THEN Fertig1 := TRUE
ELSE IF t=ENDP2 THEN Fertig2 := TRUE
  ELSE IF t von P1 THEN BEGIN
Von1 := Von1 ∪ {t};
Ergebnis := Ergebnis ∪ ( )  END
ELSE BEGIN  (* t von P2 *)
Von2 := Von2 ∪ {t};
Ergebnis := Ergebnis ∪ (  )  END





{t} Von2  
{t} Von1  
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Mehr-Wege-Joins (2)
n Beschränkte Berechnungsreihenfolgen für Mehrwege-Joins erleichtern
Optimierungsproblem 
n Rechts-tiefe Bäume erlauben bei Verwendung von Hash-Joins   einen ho-
hen Grad an Parallelität, jedoch mit hohem Ressourcenbedarf
- Join-Berechnung in 2 Schritten 
- Building Phase: paralleles Einlesen von N-1 Relationen in eine Hauptspeicher-Hashtabelle
- Probing-Phase beginnt mit der N-ten Relation an einem der Rechner, danach wird sie mit den jeweiligen Join-Re-
sultaten sukzessive an den anderen Knoten fortgeführt 
n Links-tiefe Bäume
- Join-Berechnung in N Schritten















Operatorbaum Operatorbaum unbeschränkt(bushy tree) 
5 - 38(C) Prof. E. Rahm 
Parallele Sortierung
n DBS: Externes Sortieren
- Zerlegung der Eingabe in mehrere Läufe (runs)
- Sortieren und Zwischenspeichern der sortierten Läufe
- Sukzessives Mischen bis 1 sortierter Lauf entsteht
n Anforderungen an parallele Sortierung
- parallele Eingabe (multiple input)
- parallele Sortierphasen 
- paralleles Mischen
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Parallele Sortierung (2)
n Ansatz 
- lokale Sortierung der Partitionen an den Datenknoten
- dynamische Umverteilung der sortierten Läufe unter p Mischknoten
- Umverteilung wird über eine dynamische Bereichsfragmentierung auf dem Sortierattribut ge-
steuert








P1 P2 Pp• • •
• • •
A-C D-F V-Z
5 - 40(C) Prof. E. Rahm 
Zusammenfassung
n Verteilte und parallele Anfragebearbeitung
- Anfragetransformation, algebraische Optimierung 
- Daten-Lokalisierung: Abbildung von Operatoren auf Fragmente 
- Globale Optimierung: Kostenbewertung unter Berücksichtigung von Kommunikationsaufwand
und Parallelsierungsalternativen 
n Selektion, Projektion, Aggregationen
- Datenallokation bestimmt Ausführungsort (Shared Nothing)
- Parallelisierbarkeit durch horizontale Fragmentierung
n Verteilte Join-Verarbeitung
- Alternativen bezüglich Wahl des Join-Knotens und Übertragung der Daten 
- Semi-Join und Bitvektor-Join effektiv nutzbar 
n Parallele Join-Verarbeitung
- hohes Lastbalancierungsaufwand bei dynamischer Umverteilung der Relationen
- Kommunikationseinsparungen falls Join-Attribut = Verteilattribut (insbesondere bei abhängiger
horizontaler Fragmentierung)
- paralleler Hash-Join: Optimierung der Hauptspeichernutzung 
n Mehr-Wege-Joins
- Kommunikationsreduzierung durch mehrfache Semi-Joins 
- Nutzung von Inter-Operator-Parallelität, insbesondere Pipeline-Parallelität 
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6 - 2(C) Prof. E. Rahm 
Transaktionsverarbeitung in 
zentralisierten DBS












(Überprüfen der unverzögerten 
Integritätsbedingungen)
Sicherstellen der Wiederholbarkeit aller Änderungen
Überprüfen der verzögerten Integritätsbedingungen
Phase 1
Phase 2
  Freigabe der Betriebsmittel (Sperren)
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Transaktionsverwaltung in VDBS
n ACID-Eigenschaften von Transaktionen auch im verteilten Fall zu garantieren
- Atomarität: Alles oder Nichts
- Concistency => Integritätssicherung
- Isolation => Synchronisation (Concurrency Control)
- Dauerhaftigkeit
n Logging und Recovery
- wesentliche Neuerung: globales Commit-Protokoll
- Robustheit gegenüber partiellen Fehlern, insbesondere Kommunikationsfehlern (Netzwerkpar-
titionierungen u.ä.)
n Integritätssicherung
- verteilte Überwachung von Integritätsbedingungen, v.a. bei fragmentierten Relationen
- Ausführung verzögerter Integritätsbedingungen im Rahmen eines erweiterten Commit-Proto-
kolls
n Synchronisation
- Wahrung der globalen Serialisierbarkeit
- rechnerübergreifende Abhängigkeiten (globale Deadlocks u.ä.)
n Replikation
- Wahrung von Replikationstransparenz
- Optimierung von Leistung und Verfügbarkeit
6 - 4(C) Prof. E. Rahm 
Transaktionsstruktur
n Grundeinheit der Verarbeitung: Transaktion (BOT, OP1, OP2, ..., OPn, COMMIT)
n Kontrollstruktur in einer verteilten Umgebung
n Verallgemeinerung
- beliebige Schachtelung der Teiltransaktionen
- Transaktionsbaum repräsentiert Aufrufbeziehungen
n Konzept der geschachtelten Transaktionen wird meist nicht unterstützt
(obwohl wünschenswert)
- isoliertes Rücksetzen von Sub-Transaktionen
- Parallelausführung von Sub-Transaktionen (Transaktionsinterne Synchronisation zwischen
Sub-Transaktionen)
Wurzeltransaktion








• • • TnkTn1T12T11
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Synchronisation 
n Mehrbenutzerbetrieb führt ohne Synchronisation zu Anomalien: Lost Up-
dates, Non-repeatable Reads, Phantome, Dirty Reads
n Korrektheitskriterium der (globalen) Serialisierbarkeit: gleichzeitige (und
verteilte) Ausführung mehrerer Transaktionen ist äquivalent zu wenig-
stens einer seriellen Ausführung derselben Transaktionen
n (strikte) Zwei-Phasen-Sperrprotokolle garantieren Serialisierbarkeit
- vor jedem Objektzugriff muß Sperre mit ausreichendem Modus angefordert werden
- gesetzte Sperren anderer Transaktionen sind zu beachten
- eine Transaktion darf nicht mehrere Sperren für ein Objekt anfordern
- Zweiphasigkeit: Anfordern von Sperren erfolgt in einer Wachstumsphase, Freigabe der Sperren
in Schrumpfungsphase. Sperrfreigabe kann erst beginnen, wenn alle  Sperren gehalten werden
- bei EOT werden alle Sperren freigegeben













NL: no lock, 
R: read lock;  
X: eXclusive lock
6 - 6(C) Prof. E. Rahm 




- Beeinträchtigung der Knotenautonmie
n Verteilte Sperrverfahren
- jeder Rechner verwaltet Sperren gegenüber lokalen Da-
ten
- Sperranforderungen erfordern keine eigene Nachrich-
ten
- Sperrfreigabe innerhalb des Commit-Protokolls
- weitverbreitester Ansatz für VDBS 
n Zeitmarkenverfahren (timestamp ordering)
- Transaktionen erhalten eindeutige Zeitmarken bei BOT
- alle Zugriffe müssen in Reihenfolge der BOT-Zeitmarke erfolgen
- keine Deadlocks, jedoch viele Rücksetzungen 
n Optimistische Synchronisation
- keine Sperren, sondern Konflikttest am Transaktionsende (Validierung)
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Deadlock-Behandlung
n Sperrverfahren erfordern Deadlock-Behandlung
n Deadlock: zyklische Wartebeziehung zwischen zwei oder mehr Transak-
tionen
n Beispiel eines globalen Deadlocks
n Deadlock-Behandlung in DBS erfordert Rücksetzung von Transaktionen 
T1: Ändern
Konto K1












6 - 8(C) Prof. E. Rahm 
Deadlock-Behandlung in DBS: 
Lösungsmöglichkeiten
Timeout-Verfahren
- nach Ablauf einer maximalen Wartezeit auf eine Sperre (Timeout) wird die Transaktion zurück-
gesetzt
- problematische Bestimmung des Timeout-Wertes
- geringer Implementierungsaufwand
- Nutzung in den meisten verteilten DBS bzw. verteilten Transaktionssystemen 
Deadlock-Vermeidung (Avoidance)
- potentielle Deadlocks werden im voraus erkannt und durch entsprechende Maßnahmen vermie-
den => Laufzeitunterstützung nötig
- Zuweisung einer eindeutigen Transaktionszeitmarke bei BOT
- im Konfliktfall darf nur ältere (bzw. jüngere) Transaktion warten => kein Zyklus möglich
- Beispielrealisierungen: Wait/Die bzw. Wound/Wait 
Deadlock-Erkennung (Detection)
- Führen eines globalen Wartegraphen
- Zyklensuche zur Erkennung von Deadlocks 
- ermöglicht geringste Anzahl von Rücksetzungen 
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Deadlock-Vermeidung 
n Zuweisung einer eindeutigen Transaktionszeitmarke  bei BOT
n im Konfliktfall darf nur ältere (bzw. jüngere) Transaktion warten => kein
Zyklus möglich
n Behandlung globaler Deadlocks ohne Kommunikation!
n WAIT/DIE-Verfahren
- anfordernde Transaktion  wird zurückgesetzt, falls sie jünger als Sperrbesitzer ist
- ältere Transaktionen warten auf jüngere    
if ts (Ti) < ts (Tj)  { Ti älter als Tj } 
then  WAIT (Ti)
else Rollback  (Ti)   { "Die" } 
Ti fordert Sperre, Konflikt mit Tj:
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Deadlock-Vermeidung:Wound/Wait
n Sperrbesitzer wird zurückgesetzt, wenn er jünger als anfordernde Transak-
tion ist 
n jüngere Transaktionen warten auf ältere
n preemptiver Ansatz
n Verbesserung für Wait/Die und Wound/Wait:
- statt  BOT-Zeitmarke  Zuweisung der Transaktionszeitmarke erst bei erstem Sperrkonflikt  ("dy-
namische Zeitmarken") 
- erster Sperrkonflikt kann stets ohne Rücksetzung behandelt werden
if ts (Ti) < ts (Tj)  { Ti älter als Tj } 
then  ABORT (Tj){ "Wound" } 
else Wait  (Ti)   
Ti fordert Sperre, Konflikt mit Tj:
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Deadlock-Erkennung
n Explizites Führen eines Wartegraphen (wait-for graph) und Zyklensuche
zur Erkennung von Verklemmungen
n Deadlock-Auflösung durch Zurücksetzen einer   oder mehrerer am Zyklus
beteiligter Transaktionen 
(z.B. Verursacher oder "billigste" Transaktion zurücksetzen)
n Zyklensuche entweder
- bei jedem Sperrkonflikt bzw.
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Deadlock-Erkennung in Verteilten DBS
n Aufwendig und schwierig
n Nachrichtenaustausch zur Erstellung des Wartegraphen
n zentraler oder verteilter Wartegraph
n Zentrale Deadlock-Erkennung
- hoher Kommunikationsaufwand  (v.a. bei Ortsverteilung)
- single-point-of-failure
n Verteilte Deadlock-Erkennung
- korrektes Verfahren schwierig zu realisieren:
- Nachrichtenverzögerungen
- Empfangs- ≠ Sendereihenfolge
- Aborts / Rechnerausfälle
- oftmals
- doppelte Erkennung von Deadlocks
- "falsche" Deadlocks
6 - 13(C) Prof. E. Rahm 
Verteilte Deadlock-Erkennung in R*
n "Deadlock Detector" pro Rechner, der periodisch lokalen Wartegraphen
auf Zyklen durchsucht
n spezieller Knoten "EXTERNAL" im Wartegraph zur Darstellung von
Wartebeziehungen zu Sub-Transaktionen auf anderen Rechnern
n Zyklus mit EXT-Knoten kennzeichnet potentiellen globalen Deadlock
- Weitergabe der Zyklusinformation an andere Rechner, um globalen Deadlock ggf. zu erkennen
n Kooperation mit anderen Rechnern:
1. Empfange Deadlock-Information anderer Rechner
2. Erweitere damit lokalen Wartegraphen
3. löse lokale/vollständige Zyklen durch Bestimmung und Rücksetzung eines "Opfers" auf
4. für globale Zyklen sende lineare Darstellung: EXT -> T1 ->  T2 -> ...  ->  Tn ->  EXT
an Rechner, auf den Tn wartet  (falls T1 > Tn)
n max. N (N-1)/2 Nachrichten zur Erkennung eines globalen Deadlocks (bei
N beteiligten Rechnern)
n Erkennung falscher Deadlocks möglich
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Commit-Protokolle
n Sicherstellen der Atomizität verteilter Transaktionen durch rechnerüber-
greifendes Mehrphasen-Commit-Protokoll
n Anforderungen an geeignetes Commit-Protokoll:
- Korrektheit
- Geringer Aufwand (#Nachrichten, #Log-Writes)
- Geringe Antwortzeitverlängerung
- Robustheit gegenüber Rechnerausfällen und Kommunikationsfehlern
- Knotenautonomie: jeder an einer verteilten Transaktionsausführung beteiligte Rechner  soll
möglichst lange das Recht des einseitigen Transaktionsabbruchs  (unilateral abort) haben 
"Nicht-Fehler-Fall" ist zu optimieren
n Wesentliche Alternativen
- 2-Phasen-Commit (zentral, linear, hierarchisch)
- 1-Phasen-Commit
- 3-Phasen-Commit
6 - 16(C) Prof. E. Rahm 
Kommunikationsstrukturen 
für Commit-Protokolle
n Ausführung des Commit-Protokolls erfolgt durch Transaktions-Manager











. . .  








. . .  
. . .  
TM1 TM2 TM3 TMN
Commit-Struktur   
Commit-Struktur
Commit-Struktur
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Zentralisiertes 2-Phasen-Commit
n ABORT-Nachrichten gehen nur an Teiltransaktionen, die nicht mit FAI-
LED gestimmt haben
n Problem bei 2PC: Koordinatorausfall => lange Blockierung möglich
n Basisverfahren:
- 4 (N-1)  Nachrichten  (N = Anzahl der beteiligten Knoten)
- 2 N Log-Writes 
n Optimierung für lesende Sub-Transaktionen (Anzahl M)
- 4 (N-1) - 2M   Nachrichten für M < N,  2 (N-1) für M=N





















































6 - 19(C) Prof. E. Rahm 
2PC: Fehlerbehandlung 
n Timeout-Bedingungen Koordinator:
- WAIT => setze Transaktion zurück; verschicke ABORT-Nachr.
- ABORTING, COMMITTING => vermerke Agenten, für die ACK noch aussteht
n Timeout-Bedingungen für Agenten:
- WAIT => setze Teiltransaktion zurück (unilateral ABORT)
- PREPARED => erfrage Transaktionsausgang bei Koordinator (bzw. anderen Rechnern)
n Ausfall des Koordinatorknotens:
- Log-Zustand TERMINATED:
- UNDO bzw. REDO-Recovery, je nach Transaktionsausgang
- keine "offene" Teiltransaktionen möglich
- Log-Zustand ABORTING:
- UNDO-Recovery
- ABORT-Nachricht an Rechner, von denen ACK noch aussteht
- Log-Zustand COMMITTING:
- REDO-Recovery
- COMMIT-Nachricht an Rechner, von denen ACK noch aussteht
- Sonst: UNDO-Recovery
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2PC: Fehlerbehandlung (2)
n Rechnerausfall für Agenten:
- Log-Zustand COMMITTED:  REDO-Recovery
- Log-Zustand ABORTED bzw. kein 2PC-Log-Satz vorhanden: UNDO-Recovery
- Log-Zustand PREPARED: Anfrage an Koordinator-Knoten, wie Transaktion beendet wurde
(Koordinator hält Information, da noch kein ACK erfolgte)
6 - 21(C) Prof. E. Rahm 
Lineares 2PC
n Sequentielle Commit-Behandlung, dafür Halbierung der Nachrichtenan-
zahl (2N-1)
n Transfer der Commit-Koordinierung: Koordinatorrolle geht auf letzten
Agenten über ("Last Agent"-Optimierung)
n Besonders vorteilhaft für N=2 (3 Nachrichten)
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Hierarchisches 2PC
n allgemeineres Ausführungsmodell mit beliebiger Schachtelungstiefe
n Antwortzeiterhöhung steigt mit Schachtelungstiefe
n Bekanntester Vertreter: Presumed-Abort-Protokoll
- Optimierung für ABORT: keine ACK-Nachrichten und kein synchrones Logging
- wenn keine Angaben im Log gefunden werden, wird per Default ABORT angenommen
- Optimierung für lesende Teiltransaktionen:
- kein Logging, Sperrfreigabe in Phase 1
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1-Phasen-Commit 
n Teil-Transaktionen sichern ihre Änderungen bereits vor Rückgabe der Er-
gebnisse an Primär-Transaktion
n nach lokalem Commit am Koordinator-Knoten steht Erfolg der Transakti-
on fest
n Einsparung von 2 Nachrichten pro Agent: 2 (N-1) Nachrichten
n Besonders vorteilhaft für kurze (verteilte) Transaktionen
n Nachteile:
- Teiltransaktionen geben Recht zum Transaktionsabbruch frühzeitig auf (=> lange Phase der Un-
sicherheit über Transaktionsausgang)
- starke Abhängigkeit vom Koordinator-Knoten
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1-Phasen-Commit  (2)


















































6 - 26(C) Prof. E. Rahm 
3-Phasen-Commit (2)
n neue Zwischenphase:
- Koordinator geht zunächst in Zustand PRECOMMIT und teilt diese Entscheidung allen Teil-
transaktionen mit
- nach Eingang von K Quittungen (ACK1) erfolgt COMMIT-Entscheidung
n Koordinatorausfall:
- Wahl eines neuen Koordinators
- Falls Zustand PRECOMMITTED erkannt wird, wird Commit-Protokoll von neuem Koordina-
tor fortgeführt (mit Verschicken von Precommit-Nachrichten)
n ABORT-Behandlung wie im 2PC























N: Anzahl beteiligter Knoten, M: Anzahl  lesender Sub-Transaktionen
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Zusammenfassung
n Gewährleistung der ACID-Eigenschaften für verteilte Transaktionen 
n Synchronisation: 
- Sicherstellung der globalen Serialisierbarkeit 
- möglichst wenig Blockierungen und Rücksetzungen von Transaktionen sowie geringer Kom-
munikationsaufwand 
- verteilte Sperrverfahren vorzuziehen 
n Globale Deadlock-Behandlung 
- einfachste Lösung: Timeout 
- Deadlock-Vermeidung (z.B. Wound/Wait) vermeidet Kommunikationsaufwand, führt jedoch
zu unnötigen Rücksetzungen
- verteilte Deadlock-Erkennung: reduziert Anzahl Rücksetzungen, jedoch aufwendige Realisie-
rung 
n Verteilte Commit-Protokolle
- Sicherstellung der Atomarität und Dauerhaftigkeit bei verteilten Änderungen 
- Standardverfahren: hierarchisches 2PC 
- Varianten mit verbesserter Leistungsfähigkeit oder Verfügbarkeit
- relativ hoher Aufwand 
7 - 1(C) Prof. E. Rahm 
7. Replizierte Datenbanken
n Einführung
n Update-Strategien bei strenger Konsistenz 
- ROWA-Verfahren / 2PC 
- Primary-Copy-Verfahren
- Voting-Verfahren





n Replikation in kommerziellen DBS
n Datenreplikation in Parallelen DBS 
7 - 2(C) Prof. E. Rahm 
Replikate  in  Verteilten  DBS
n Vorteile
- erhöhte Verfügbarkeit der Daten
- Beschleunigung von Lesezugriffen (bessere Antwortzeiten, Kommunikationseinsparungen)
- erhöhte Möglichkeiten zur Lastbalancierung / Query-Optimierung
n Nachteile
- hoher Update-Aufwand

















- möglichst viele (alle) Kopien wechselseitig konsistent halten: 
1-Kopien-Äquivalenz (1 copy serializability)
- kleine Kopienanzahl
- große Kopienanzahl
- Zugriff auf beliebige und mög-
lichst wenige Kopien 
- kleine Kopienanzahl
- möglichst wenige Kopien synchron
aktualisieren
7 - 4(C) Prof. E. Rahm 
Replikation: Anwendungsmöglichkeiten
n replizierte Datenbankfragmente in Verteilten und Parallelen DBS
n replizierte Katalogdaten (Metadaten) 
n Katastrophen-Recovery
n Data Warehousing: Übernahme transfor-
mierter Daten in eigene Datenbank für
Entscheidungsunterstützung 
n Mobile Computing: Datenbank-Aus-
schnitte, Dateien ... auf Notebook, PDA
etc. 
n Internet: replizierte Dateien, Datenban-
ken und Metadaten für schnelleren Zu-
griff und höhere Verfügbarkeit (Mirror













7 - 5(C) Prof. E. Rahm 
Replikationsstrategien
n Korrektheitskriterium / Synchronisation 
- 1-Kopien-Äquivalenz: 
- vollständige Replikationstransparenz
- Serialisierung von Änderungen
- alle Replikate sind wechselseitig konsistent
- jeder Zugriff liefert jüngsten transaktionskonsistenten Objektzustand 
- geringere Konsistenzanforderungen 
- Zugriff auf ältere Objektversionen
- evtl. keine strikte Serialisierung von Änderungen, sondern parallele Änderungen mit nachträglicher Konflikt-Be-
hebung
n symmetrische vs. asymmetrische Konfigurationen 
- symmetrisch: jedes Replikat gleichartig bezüglich Lese- und Schreibzugriffen; n Knoten kön-
nen Objekt ändern 
- asymmetrisch (Master/Slave, Publish/Subsribe-Ansätze): Änderungen eines Objekts an einem
Knoten (Master, Publisher, Primärkopie); Lesen an n Knoten (Slave, Subscriber, Sekundärko-
pien) 
n Zeitpunkt der Aktualisierung: synchron oder asynchron (eager vs. lazy)
- synchron: alle Kopien werden durch Änderungstransaktion aktualisiert 
- asynchron: verzögertes Aktualisieren (Refresh)









synchron asynchron asynchron Refresh-
Zeitpunkt (eager) (lazy) (lazy)
#Änderer















- Primary Copy mit
Lesen veralteter 
Daten
7 - 7(C) Prof. E. Rahm 
Write-All/Read-Any-Strategie
(Read-Once/Write-All, ROWA)
n bevorzugte Behandlung von Lesezugriffen
- Lesen des nächstgelegensten (lokalen) Replikats
- erhöhte Verfügbarkeit für Leser
n  sehr hohe Kosten für Änderungstransaktionen
- Schreibsperren bei allen Rechnern anfordern
- Propagierung der Änderungen im Rahmen des Commit-Protokolls (2PC) 
n Verfügbarkeitsproblem: Änderungen von Verfügbarkeit aller kopienhal-
tenden Knoten abhängig
n Write-All-Available: ROWA-Variante, bei der nur verfügbare Replikate
geändert werden 
- für ausgefallene Rechner werden Änderungen bei Wiederanlauf nachgefahren
- funktioniert nicht bei Netzwerk-Partitionierungen
7 - 8(C) Prof. E. Rahm 
Primärkopien-Verfahren
n asymmetrisches Verfahren: 1 Primärkopie, n Sekundärkopien pro Objekt
n synchrone Änderung nur für
Primärkopie (primary copy)
- Bearbeitung von Schreib- und Lese-
sperren beim Primärkopien-Rechner
(Publisher)
- verzögerte/asynchrone  Aktualisie-
rung der Sekundärkopien (Subscri-
ber) durch Primärkopien-Rechner
- Lesen: Primärkopien-Rechner teilt
Versionsnummer der aktuellen Kopie
bei Gewährung der Lesesperre mit;
Lesen einer lokalen (aktuellen) Kopie 
n Alternativen für Lesezugriffe:
- lokale Kopie lesen ohne Sperre beim
Primärkopien-Rechner (mglw. veraltet) 











7 - 9(C) Prof. E. Rahm 
Primary-Copy: Fehlerbehandlung
n Netzwerk-Partitionierung: nur in Partition mit Primärkopie können wei-
terhin Änderungen erfolgen
n Ausfall des Primary-Copy-Rechners:
- statischer Ansatz: keine weiteren Schreibzugriffe möglich bis Primary-Copy-Rechner wieder
aktiv
- dynamischer Ansatz: Bestimmung eines neuen Primary-Copy-Rechners
- bei Netzwerk-Partitionierungen darf höchstens in einer Partition Verarbeitung fortgesetzt werden (z.B. wo
Mehrzahl der Kopien vorliegt)
- neuer PC-Rechner muß ggf. zunächst seine Kopie auf den neuesten Stand bringen ("pending updates")
7 - 10(C) Prof. E. Rahm 
Majority Voting
n Lesen oder Schreiben eines Objektes verlangt Zugriff auf Mehrheit der
Replikate
n jedes Replikat kann gleichzeitig von mehreren Transaktionen gelesen, je-
doch nur von einer Transaktion geändert werden
n Bestimmung der aktuellsten
Version z.B. über Änderungs-
zähler
n Fehlerfall: Fortsetzung der Ver-
arbeitung möglich, solange
Mehrheit der Replikate noch er-
reichbar
n Probleme:
- hohe Kommunikationskosten für Lese- und Schreibzugriffe









7 - 11(C) Prof. E. Rahm 
Voting-Verfahren 
(weighted voting, quorum consensus)
n  jede Kopie erhält bestimmte Anzahl von Stimmen (votes)
n Protokoll:
- Lesen erfordert R Stimmen (Read-Quorum)
- Schreiben erfordert W Stimmen (Write-Quorum)
- R + W > V (= Summe aller Stimmen)
- W > V/2
n Eigenschaften:
- gleichzeitiges Lesen und Schreiben nicht möglich
- jeder Zugriff auf R (W) Kopien enthält wenigstens 1 aktuelle Kopie
- Festlegung von V, R und W erlaubt Trade-Off zwischen Lese- und Schreibkosten sowie zwi-
schen Leistung und Verfügbarkeit
- andere Verfahren ergeben sich als Spezialfälle
n Beispiel 1: 5 Kopien mit jeweils 1 Stimme
- R=1, W=5 
- R=3, W=3 
n Beispiel 2: 5 Kopien
- 4 Kopien ohne Stimme, 1 Kopie mit 1 Stimme
- R=1, W=1 




- jede Kopie ist immer auf dem aktuellen Stand (strenge Konsistenz)
- jede Kopie kann gelesen und geändert werden (außer bei Primary Copy) 
n gravierende Probleme
- hohe Änderungskosten, da jede Änderung  synchron propagiert wird
- Verfügbarkeitsprobleme (besonders bei geographischer Verteilung)
- geringe Skalierbarkeit!
- nicht anwendbar für mobile Replikate (meist offline) 
n schwächere Konsistenzformen durch asynchrone Aktualisierung der Kopien
- Schnappschuß-Replikation
- "fast" aktuelle Kopien, z.B. für Unterstützung einer schnellen Katastrophen-Recovery
n bei n Änderungsknoten pro Objekt („Update Anywhere“): 
- asynchrones Refresh führt zu Konsistenzproblemen 
- anwendungsspezifische Konflikt-Behebung erforderlich (Merge-Replikation) 
n Unterstützung durch die meisten DBS-Hersteller: Oracle, IBM DataPro-
pagator, MS SQL Server, Sybase, Informix, CA Ingres, ...
7 - 13(C) Prof. E. Rahm 
Refresh-Alternativen
n Zwischenpufferung weiterzuleitender Änderungen in persistenten Warte-
schlangen 
n Verzögerungsdauer: Aktualität vs. Overhead 
- baldmögliche Weiterleitung nach Commit der Änderungstransaktion (ASAP) 
- später: feste Zeitabstände, Anzahl gemeinsam übertragbarer Änderungen ... 
n Push- vs. Pull-Replikation 
- Push: Notifikation von Änderungen durch Master / Publisher 
- Pull: Probing durch Slave / Subsriber (z.B. mobiles Endgerät)
n einfache Replikate (Kopien) vs. abgeleitete Replikation (Ergebnisse einer
SQL-Operation)
n vollständige vs. inkrementelle Aktualisierung von Replikaten
- Übertragung der Objektkopien / Werte
- Verwendung von Triggern
- Übertragung der Log-Daten 
n sequentielle vs. parallele Aktualisierung (1 vs. n Änderungsströme) 
7 - 14(C) Prof. E. Rahm 
Schnappschuß-Replikation
n Merkmale
- Erzeugung einer materialisierten Anfrage/Sicht
- i.a. nicht auf dem neuesten Stand
- i.a. nur lesender Zugriff
- Replikation für Benutzer i.a. nicht transparent 
Beispiel:
CREATE SNAPSHOT  DS_GEHALT (ABT, GEH) AS
SELECT  ANR, AVG (GEHALT)
FROM PERS
GROUP BY ANR
REFRESHED  EVERY   MONTH;
n Aktualisierung der Kopie (Refresh)
- periodisch   (täglich, monatlich, etc.)
- explizit auf Anforderung: REFRESH  SNAPSHOT  DS_GEHALT
n geringer  Änderungsaufwand
n keine  Synchronisationskonflikte auf der Kopie
n zahlreiche Anwendungsmöglichkeiten: Warehousing, Produktkataloge, ...
7 - 15(C) Prof. E. Rahm 
Katastrophen-Recovery 
n Traditionell:  Zurückgehen auf Archivkopie
- Verlust vieler Transaktionen falls aktuelle Log-Daten seit Erstellung der Archivkopie verloren
gehen
- zeitaufwendiges Einspielen der Archivkopie
n Remote Logging: Übertragung der Log-Daten an entferntes Rechenzen-
trum
n Alternative für hohe Verfügbarkeit: zwei räumlich entfernte Rechenzen-
tren mit replizierter Datenbank
n Zwei gleichberechtigte (aktive)  Rechenzentren
- Aufteilung der Last im Normalbetrieb






7 - 16(C) Prof. E. Rahm 
Katastrophen-Recovery (2)
n Passives Stand-By-System (Hot
Stand-By)
- Redo-Log-Daten werden ständig zum Bak-
kup-System übertragen und DB-Kopie wird
nachgefahren
- bei asynchroner Übertragung gehen höch-
stens einige wenige Transaktionen im Ka-
stastrophenfall verloren
- für "wichtige" Transaktionen synchrone Übertragung der Log-Daten (Commit-Verzögerung bis
entfernte DB aktualisiert ist)
















7 - 17(C) Prof. E. Rahm 
Katastrophen-Recovery (3)
n Unterschiedliche Sicherheitsstufen
- 1-sicher (1-safe) lokales Commit am Primary, asynchrone Übertragung der Änderungen an Bak-
kup
- 2-sicher (2-safe) synchrone Aktualisierung des Backup; Kommunikation in Commit-Phase 1
- "sehr sicher" 2PC zwischen Primary und Backup; beide Knoten müssen Commit zustimmen =>
keine Verarbeitung baei Backup-Fehler!
n gemeinsame Unterstützung von 1-sicheren und 2-sicheren Transaktionen
wünschenswert (Abhängigkeiten bei DB-Rekonstruktion zu beachten)
n Probleme bei mehreren Log-Strömen zwischen Primary und Backup
7 - 18(C) Prof. E. Rahm 
Merge-Replikation
n unsynchronisierte Änderung eines replizierten Objekts an mehreren Kno-
ten mit asynchroner Propagierung der Änderungen
- Performance- und Verfügbarkeitsvorteile gegenüber synchroner Aktualisierung
- unabdingbar für mobile DB-Nutzung mit Änderungsbedarf (z.B. Außendienst-Mitarbeiter) 
- Problem: nachträgliche Konflikt-Behandlung, Mischen paralleler Änderungen (Merge-Replika-
tion)
n Konfliktmöglichkeiten für Update, Insert (z.B. Eindeutigkeit) und Delete
n Konflikterkennung 
- Objektänderungen enthalten Zeitstempel v der Vorgängerversion und neuen Wert
- Konflikt: falls lokaler Zeitstempel einer zu aktualisierenden Objektversion abweicht von v 
- Konfliktwahrscheinlichkeit wächst mit Anzahl der änderbaren Replikate und Aktualisierungs-
verzögerung 
n anwendungsspezifische Konflikt-Behandlung (reconciliation)
- vordefinierte Strategien in ex. DBS: „last timestamp wins“, „site priority“, „average“ ... 
- benutzerdefinierte Konfliktauflösungsroutinen oder manuelle Konfliktbehebung 
- Gefahr von „lost updates“ und anderen Anomalien 
7 - 19(C) Prof. E. Rahm 
Replikation in MS SQL-Server
n 3 unterschiedliche Publish/Subscribe-Replikationsmodelle: Snapshot,
Transactional und Merge Replication
n Replikation von Tabellen, vertikalen/horizontalen Fragmenten sowie DB-
Prozeduren/Operatioen
n 2 Master/Slave-Fälle mit lesenden Abonnenten 
- Snapshot Replication: Daten werden zu bestimmten Zeitpunkten an Abonnenten verteilt (Push-
vs. Pull-Abonnenten) 
- Transactional Replication: Log-Daten zu Änderungen an replizierten Daten werden transakti-
onsweise weitergeleitet und auf den Kopien angewandt 
- Spezialfälle: 1 Publisher / n Subscriber 
n Publisher / 1 Subscriber (Außendienst-Mitarbeiter - Zentrale)
n Merge Replication: mehrere Änderer pro Replikat
- Einsatz von Triggern zur Propagierung von Änderungen
- Konflikterkennung auf Satz- oder Attributebene (Merge Agent) 
- benutzerdefinierte Konfliktauflösungsstrategien möglich 
7 - 20(C) Prof. E. Rahm 
Replikation in weiteren DBS
n Oracle
- "Table snapshots" und "Row replication"
- Aktualisierung replizierter Tabellen über Trigger: synchrone Aktualisierung oder Erzeugen
asynchroner Update-Aufträge (RPCs) 
- Update Anywhere: benutzergesteuerte Behebung von Update-Konflikten
- Standby-DB für Katastrophen-Recovery (Transfer der Redo-Log-Daten für komplette DB) 
n IBM Data Propagator 
- flexible SQL-basierte Auswahl und Transformation der Quell-Daten (Aggregation, Joins, Ver-
wendung von stored procedures)
- Trigger- und Log-basierte Änderungspropagierung; vollständiges oder inkrementelles Refresh
- Update Anywhere mit mehreren Strategien zur Konfliktbehebung 
n Sybase Replication Server
- 1 Primärkopie und n Kopien (Zeilen-Granulat)
- asynchrone Aktualisierung (transaktionskonsistent) durch Übertragung der Log-Daten
n Informix 
- vollständige DB-Kopie an entferntem Ort
- synchrone oder asynchrone Aktualisierung
- nur Lesezugriff auf Kopie
7 - 21(C) Prof. E. Rahm 
Replikation in Parallelen DBS
n replizierte Zuordnung von Fragmenten im Rahmen der Datenallokation
n Ziele einer Replikation
- Fehlertoleranz gegenüber Externspeicherfehlern
- Fehlertoleranz gegenüber Rechnerausfällen
- günstige Lastbalancierung im Normalbetrieb und Fehlerfall
n Lokalität und Knotenautonomie weniger/nicht relevant 
n i.a. synchrone (parallele) Aktualisierung der Replikate 
n Drei Replikationsansätze mit doppelter Speicherung der Daten
- Spiegelplatten 
- Verstreute Replikation (Teradata)
- Verkettete Replikation (Gamma-Prototyp)
7 - 22(C) Prof. E. Rahm 
Spiegelplatten
n weitverbreitet zur Maskierung von Plattenfehlern
n verbesserte Lese-Performanz
n Shared Nothing: Replikation auf einen Knoten beschränkt
n Rechnerausfall erfordert Übernahme der kompletten Partition durch zwei-
ten Rechner







Rechner R1 Rechner R2
7 - 23(C) Prof. E. Rahm 
Verstreute Replikation 
(Interleaved Declustering)
n Ziel: bessere Lastbalancierung im Fehlerfall
- Datenknoten einer Relation werden in Gruppen von je G Rechnern unterteilt (node groups)
- Replikate zu Daten eines Rechners werden gleichmäßig unter den G-1 anderen Rechnern der
Gruppe verteilt






- Ausfall mehrerer Rech-
ner beeinträchtigt Da-
tenverfügbarkeit nicht,
sofern jeweils verschiedene Gruppen betroffen sind
- Wahl von G erlaubt Kompromiß zwischen Verfügbarkeit und Lastbalancierung
- Extremfälle: G=D (= Verteilgrad der Relation) und G=2

























R1 R2 R3 R4
Beispiel 
(D=G=4)
7 - 24(C) Prof. E. Rahm 
Verkettete Replikation
(Chained Declustering)
n Ziel: hohe Verfügbarkeit wie für Spiegelplatten + günstige Lastbalancie-
rung im Fehlerfall wie für verstreute Replikation
- Kopie der Partition von Rechner Ri
wird vollständig am "nächsten"
Rechner R(i MOD G) + 1 der Gruppe
gehalten
- selbst Mehrfachausfälle in einer
Gruppe erhalten die Verfügbarkeit
aller Daten, so lange nicht zwei be-
nachbarte Rechner ausfallen
n Lastbalancierung im Fehler-
fall
- Zugriffe auf betroffener Partition
sind vollständig vom "nächsten"
Rechner der Gruppe auszuführen
- Zugriffe auf den anderen Partitio-
nen sind unter den beiden Kopien
umzuverteilen, so daß Lastbalan-
cierung erreicht wird
- keine Umverteilung von Daten, sondern nur Anpassung der Verteilungsinformationen
P1
P4’
















7 - 25(C) Prof. E. Rahm 
Zusammenfassung
n Zielkonflikte: Leistung vs. Verfügbarkeit für Leser vs. Schreiber / Konsi-
stenzanforderungen
n Synchronisationsansätze: ROWA, Voting, Primary Copy 
n Probleme bei strikter Synchronisation (1-Kopien-Serialisierbarkeit)
- synchrone Aktualisierung erfordert sehr hohen Aufwand (Commit-Protokoll)
- geringe Skalierbarkeit
- viele Anwendungen erfordern nur Kopien für Lesezugriff, die nicht immer auf aktuellstem
Stand sein müssen
n kommerzielle DBS unterstützen unterschiedliche Replikationsmodellen
- Publish/Subscribe-Ansätze 
- Primärkopien vs. „Update Anywhere“ 
- synchrone oder verzögerte Übertragung von Änderungen 
- einfache Kopien und abgeleitete (transformierte) Replikate 
- benutzergesteuerte Konfliktbehandlung paralleler Änderungen (Merge-Replikation)
- Parallele DBS: Datenduplizierung mit synchroner (paralleler) Aktualisierung
n zahlreiche Anwendungsmöglichkeiten, u.a. Katastrophen-Recovery, Nut-
zung von Replikaten in mobilen Endgeräten, Data Warehousing






- zentrale Sperrverfahren (Schreib-, Leseautorisierungen
- verteilte Sperrverfahren 
n Kohärenzkontrolle





n Logging; nahe Kopplung; Beispiel-Implementierungen
8 - 2(C) Prof. E. Rahm 
Grobaufbau eines Shared-Disk-DBS
n Keine physische DB-Partitionierung vorzunehmen
- Änderungen in der Rechneranzahl relativ einfach verkraftbar (Rechnerausfall, Hinzunahme
neuer Rechner)
- lokale Ausführung von DB-Operationen
- hohes Potenzial zur Lastbalancierung und Intra-Query-Parallelisierung 
n lokale Rechneranordnung erforderlich
R R R 1   2   N¥ ¥ ¥
Transaction
routing
















8 - 3(C) Prof. E. Rahm 
Shared-Disk-DBS: Neue Probleme
n Globale Synchronisation (Concurrency Control)
- Wahrung der globalen Serialisierbarkeit
- Minimierung der Synchronisationsnachrichten primäres Optimierungsziel
- ausreichend hohe Parallelität (wenig Sperrkonflikte bzw. Rücksetzungen)
n Kohärenzkontrolle
- dynamische Replikation von DB-Seiten im Hauptspeicher führt zu Veralterungsproblem (Puf-
ferinvalidierungen)
- Zugriff auf veraltete Daten zu vermeiden
- integrierte Lösung mit Synchronisation, zur Reduzierung zusätzlicher Nachrichten 
n Lastverteilung
- Unterstützung rechnerspezifischer Lokalität (Affinitätsbasierte Lastverteilung)
- Nutzung zur Einsparung von Kommunikation und Invalidierungen 
n Logging und Recovery
- Crash-Recovery durch überlebende Rechner
- Erstellung einer globalen Log-Datei durch Mischen lokaler Log-Daten
n Nutzung einer nahen Kopplung
n Intra-Query-Parallelität
8 - 4(C) Prof. E. Rahm 
Sperrverfahren für Shared Disk
n Verwendung eines globalen Lock-Manager (GLM)
- zu jedem Objekt hat genau einer der Rechner die globale Synchronisationsverantwortung (GLA
= Global Lock Authority)
- GLM zu einem Objekt residiert auf zuständigem Rechner mit GLA für das Objekt
- drei Verfahrensklassen:
- zentrale Sperrverfahren
- verteilte Sperrverfahren mit fester GLA-Zuordnung
- verteilte Sperrverfahren mit dynamischer
GLA-Zuordnung
n Zentrale Sperrverfahren: GLM
für gesamte DB auf einem Rech-
ner
- Basisschema: 2 Nachrichten pro Sperr-
anforderung
- Nachrichtenbündelung erlaubt Reduzie-
rung des Kommunikations-Overheads,



















   GLM
LLM 1 LLM 2 LLM 3
Rechner
8 - 5(C) Prof. E. Rahm 
Schreib- und Leseautorisierungen
n Lokalität ermöglicht Einsparung globaler Sperranforderungen
n Vergabe von Schreib- und Leseautorisierungen an LLM 
n Schreibautorisierung 
- GLM erteilt bei Sperranforderung Schreibautorisierung, falls anfordernder Rechner allein "In-
teresse" an dem Objekt besitzt (sole interest)
- Schreibautorisierung ermöglicht lokale Gewährung und Freigabe von Schreib- und Lesesperren
durch den LLM => Einsparung von Nachrichten an den GLM
- LLM behält Schreibautorisierung auch wenn zeitweise keine lokalen Transaktionen auf das Ob-
jekt zugreifen
- spätere Transaktionsausführungen profitieren von Autorisierung
- Voraussetzung: rechnerspezifische Lokalität im Referenzverhalten
- Sperranforderungen anderer Rechner werden benachteiligt: 4 Nachrichten (statt 2 ohne Sole-In-
terest-Konzept) sowie Verzögerung zum Entzug der Schreibautorisierung
n Leseautorisierungen
- GLM erteilt bei Lesesperranforderung Leseautorisierung an LLM sofern keine Schreibanfor-
derung vorliegt
- Leseautorisierung ermöglicht lokale Gewährung und Freigabe von Lesesperren durch den LLM 
- kann in mehreren Rechnern gleichzeitig gehalten werden
- Schreibanforderungen werden verzögert: GLM muß zunächst alle Leseautorisierungen entzie-
hen







GLM O2: RA in LLM1
LLM = Local Lock Manager
GLM = Global Lock Manager
RA = Read Authorization
1 = X-Sperranforderung O2 an LLM2
2 = RA-Entzug durch GLM







O1: WA in LLM1
1 = Sperranforderung  O1 an LLM3
2 = WA-Entzug durch GLM




WA = Write Authorization
Beispiel fŸr WA-Entzug: Beispiel fŸr RA-Entzug:
8 - 7(C) Prof. E. Rahm 
Hierarchische Autorisierungen
n Autorisierungen können auf meh-
reren Ebenen der Objekthierarchie
verwaltet werden (z.B. DB - Datei (Satz-
typ) - Seite - Satz)
- Schreibautorisierung für Datei beinhaltet
z.B. eine implizite Schreibautorisierung für
alle zugehörigen Seiten und Sätze => voll-
kommen lokale Synchronisierung auf Da-
tei
- Leseautorisierungen für Datei ermöglicht lokale Vergabe/Rückgabe von Lesesperren für alle
Objekte der Datei
n Problem: Instabilität von Schreibautorisierungen 
- eine externe Referenz verursacht bereits Entzug der Schreibautorisierung
-  "wichtige" DB-Bereiche werden i.a. von mehreren Rechnern referenziert
- Gefahr häufiger Sole-Interest-Wechsel (teuer)
n Leseautorisierungen sind stabiler
- erfordert keine rechnerspezifische Lokalität
- geringere Abhängigkeiten zur  Partitionierbarkeit der Last und Lastverteilung









8 - 8(C) Prof. E. Rahm 
Verteilte Sperrverfahren 
n Generelle Probleme zentraler Sperrverfahren:
- Engpaß-Gefahr
- Verfügbarkeitsprobleme
=> Verteilung der Synchronisationsverantwortung auf mehrere Rechner
n Einfache Erweiterung: Verteilung der GLA - z.B. über Hash-Funktion -
auf mehrere dedizierte Rechner (bzw. auf alle Verarbeitungsrechner)
n Primary-Copy-Sperrverfahren
- feste logische GLA-Verteilung auf Verarbeitungsrechner
- Ziel: Koordinierung von GLA- und Lastverteilung zur Minimierung von Kommunikation
- Leseautoriserungen nutzbar 
n Dynamische GLA-Zuordnung
- Rechner, an dem ein Objekt zuerst referenziert wird, bekommt GLA für dieses Objekt
- Verwaltung der GLA-Zuordnung: zentrale / (hash-) partitionierte / replizierte Tabelle
- zusätzliche Nachrichten zur Feststellung des GLM-Rechners 
- GLA kann bei häufigen externen Sperranforderungen migrieren 
- Beispielrealisierúng. Distributed Lock Manager (DLM) für VMS-Cluster





1) Erste Sperranforderung fŸr Relation A (in Rechner R1)
=> R1 erhŠlt GLA fŸr Relation A





2) Sperranforderung auf Relation A in Rechner R3
R3
=> 4  Nachrichten fŸr Sperre
R3 vermerkt sich, da§ R1 GLM fŸr A ist (fŸr Sperrkonversionen, Sperrfreigabe)
1
2
Rel. A:  - 
R1 R2
Directory-Knoten fŸr A
3) Freigabe der letzten Sperre auf A (optional) 
8 - 10(C) Prof. E. Rahm 
Kohärenzkontrolle
n replizierte Pufferung von
DB-Seiten in mehreren
Rechnern führt zu Invali-
dierungsproblem (Veral-
terungsproblem)
n Behandlung von Puffer-
invalidierungen umfaßt
zwei Teilprobleme
1. Vermeidung oder Erkennung von Pufferinvalidierungen
- Broadcast-Invalidierung
- On-Request-Invalidierung
- Vermeidung ("Buffer Purge" bzw. Haltesperren)
2. Bereitstellung der aktuellen Objektversionen (update propagation)
- direkter Transfer von Seiten vs. Seitentausch über gemeinsame Platten
- Einfluß der Ausschreibstrategie (FORCE vs. NOFORCE)
n analoge Kohärenz-Problemstellung in Workstation/Server-DBS
R1 R3R2
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Pufferinvalidierungen: 
FORCE vs. NOFORCE
n FORCE:  geänderte Seiten werden vor EOT (Commit) auf Platte durchge-
schrieben
- aktuelle Version jeder Seite kann von Platte gelesen werden (Update-Propagierung gelöst; im-
pliziter Austausch von Änderungen über Platte)
- einfache Crash-Recovery  (kein REDO erforderlich)
- hoher E/A-Overhead, stark erhöhte Antwortzeiten (=> vermehrte Sperrkonflikte)
n NOFORCE:
- erforderlich für Hochleistungssysteme, jedock komplexere Update-Propagierung und Recovery
- Update-Propagierung: für geänderte Seiten  wird ein "Besitzer"-Knoten (Page Owner) benötigt
n Aufgaben des Page-Owners:
- Bereitstellung der aktuellen Version einer Seite an anfordernde Rechner
- Ausschreiben der geänderten Seite auf Platte (danach wird kein Page-Owner mehr benötigt)
n Alternativen
- dynamische Page-Owner-Zuordnung: Rechner, an dem die letzte Änderung erfolgt, wird zum
Page-Owner
- feste Page-Owner-Zuordnung: Änderungen beim Unlock zum PO zu transferieren
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Broadcast-Invalidierung
n am Ende jeder Update-Transaktion wird Broadcast-Nachricht verschickt,
die anzeigt, welche Seiten von der Transaktion geändert wurden
- nach Empfang der
Broadcast-Nachricht
werden veraltete Seiten
aus dem Puffer elimi-
niert und eine Bestäti-




langen, daß Schreibsperren bis zum Eingang aller Quittungen gehalten
werden (synchrone Broadcast-Inv.) => Erhöhung der Sperrdauer und
Konfliktgefahr
n in frühen SD-Implementierungen zusammen mit FORCE eingesetzt
n genereller Nachteil: hoher Kommunikations-Overhead
- Overhead pro Transaktion steigt mit der Rechneranzahl 
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On-Request-Invalidierung
n Erweiterung der globalen Sperrinformation 
- Erkennung von Pufferinvalidierungen - z.B. über Versionsnummer - erfolgt bei der Behandlung
von Sperranforderungen
- Vermerken des Page-Owners (dynamische Page-Owner-Zuordnung bei NOFORCE)
- Anpassung der erweiterten Information bei Freigabe von Schreibsperren
- bei Sperrgewährung kann  mitgeteilt werden, welcher Rechner Page-Owner ist bzw. ob Seite
von Platte eingelesen werden kann
n weitgehende Einsparung von Nachrichten zur Kommunikation
- Erkennung von Pufferinvalidierungen auf Seitenebene ohne zusätzliche Nachrichten!
- Bestimmung des Page-Owners ohne Extra-Kommunikation, nur Page-Requests erfordern zu-
sätzliche Nachrichten! (jedoch schneller als I/O)
n Einsatz von Versionsnummern
- Speicherung von Versionsnummern (Zähler) im Seitenkopf sowie in globaler Sperrtabelle
- Erhöhung der Versionsnummer bei jeder Änderung und Ablage des aktuellen Wertes in der glo-
balen Sperrtabelle
- vor globaler Sperranforderung wird überprüft, ob Seite im lokalen Puffer vorliegt und mit wel-
cher Versionsnummer
- Invalidierung wird bei Sperrbearbeitung durch Vergleich der Versionsnummern festgestellt
- Alternative zu Versionsnummern: Invalidierungsvektoren (siehe MRDBS-Buch) 
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Feste Page-Owner-Zuordnung
n zu jeder Seite (Partition) existiert ein Rechner, dem vorab die "page ow-
nership" zugeordnet wurde
- alle Änderungen sind zum Page-Owner zu transferieren
n gemeinsame Zuordnung von GLA und Page-Ownerships ermöglicht star-
ke Kommunikationseinsparungen
- GLA und Page-Ownership zu einem Objekt sind am gleichen Rechner angesiedelt
- geänderte Seiten werden bei EOT zusammen mit der X-Sperrfreigabe transferiert
- Page-Requests können mit Lock-Requests kombiniert werden
- bei Sperrgewährung kann Seite oft direkt an anfordernden Rechner übertragen werden 
- keine zusätzlichen Nachrichten/Deaktivierungen für Seitenanforderungen und -Transfers
- Erkennung von Invalidierungen sowie Update-Propagierung ohne zusätzliche Nachrichten
n Besonders interessant für Primary-Copy-Sperrverfahren
- Globale Synchronisation und Seitenübertragungen auf alle Rechner verteilt
- lokale GLA erspart Page-Transfers zum/vom Owner
- Koordinierung von GLA- und Lastzuordnung reduziert #Seitenübertragungen
n auch nutzbar bei zentralem Server, z.B. im Workstation/Server-Umfeld




B: 17 B: 17
X-Sperranforderung 
SperrgewŠhrung
R1 R3GLA-Rechner   R2
VN: 18
GLT-Eintrag




   R2
VN: 18
GLT-Eintrag
B: 18 B: 18
R1 R3
GLA-Rechner
   R2
  Sperranforderung
Kombinierte GLA- und Page-Owner-Zuordnung (Primary Copy)
B: 18
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Vermeidung von Pufferinvalidierungen
n Invalidierung nur solcher Seiten möglich, die nicht durch Sperre geschützt
sind => Invalidierungen werden vermieden, falls Seiten vor Sperrfreigabe aus dem Puffer eliminiert werden
n Buffer Purge: bei EOT werden alle von einer Transaktion referenzierten
Seiten vor der Sperrfreigabe aus dem Puffer entfernt
- impliziert FORCE
- keine Nutzung von Inter-Transaktions-Lokalität mehr möglich => nicht akzeptabel
n Haltesperren: Seiten werden auch nach EOT im Puffer gehalten, jedoch
durch spezielle, rechnerbezogene Haltesperren vor einer Invalidierung ge-
schützt
- jede Seite im Puffer ist durch reguläre (Transaktions-) Sperre oder durch Haltesperre geschützt
- Haltesperren sind nicht kompatibel mit externen Schreibanforderungen => bevor externe Ände-
rung (Invalidierung) erfolgt, muß Haltesperre freigegeben (entzogen) werden
- Seite wird vor Aufgabe der Haltesperre aus dem Puffer entfernt
n Lese- und Schreibautorisierungen können zur Realisierung des Haltesper-
renkonzeptes verwendet werden!
- Nutzung zur lokalen Sperrbearbeitung sowie zur Vermeidung von Pufferinvalidierungen
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Einsatz von Haltesperren 
n zwei Typen von Haltesperren: RA und WA
n WA-Haltesperre nur in einem Rechner möglich: erlaubt lokale Synchroni-
sation aller Zugriffe
n RA-Haltesperren gleichzeitig in mehreren Rechnern möglich: lokale Syn-
chronisation von Lesesperren
n dynamische Page-Owner-Zuordnung: Page-Owner auch ohne WA-Zu-
weisung möglich












R12.) X-Request (1) 
R3
RA-Freigabe







Seite B in R3
durch R1 
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2.)  X-Request (1) durch R3 verursacht RA- und  PO-Entzug an R1 (2) 
R3
     
WA->RA-





BEISPIEL 2 (direkter Austausch von €nderungen)
Konversion
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Logging 
- jeder Rechner führt lokale Log-Datei, in der Änderungen von Transaktionen des Rechners pro-
tokolliert sind
- globaler Log (Mischen der lokalen Log-Dateien) wegen Gerätefehler
- globaler Log ggf. bereits für Crash-Recovery erforderlich (wenn geänderte Seiten direkt zwi-

















Log (R1) Log (R2) DB Log (R3)
T1 T2 T3
T1 < T2 < T3
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(Ablage einer globalen Sperrtabelle)
- Allokation von DB-Dateien
- Globaler Systempuffer
- Logging  (lokale und globale Log-Da-
teien)
- Lastkontrolle (Ablage gemeinsamer Daten-
strukturen)
n Speichereigenschaften:
- schneller, synchroner Zugriff (< 20 Mikrosek.)
- Nicht-Flüchtigkeit
- Seiten- und Eintragszugriffe





   R1    R2
 HS2
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IBM Parallel Sysplex 
n nah gekoppelte Shared-Disk-Architektur für S/390-Umgebungen (MVS-
Betriebssystem)
- 1994 eingeführt, bis zu 32
IBM-S/390-Großrechner
n nahe Kopplung über
Coupling Facility (CF)
und Sysplex Timer (syn-
chroner Zugriff)
- CF: gemeinsamer, ggf. nicht-
flüchtiger Halbleiterspeicher,
der von speziellen Mikropro-
zessoren verwaltet
- schnelle Glasfaserverbindun-
gen (coupling links) erlauben
Distanzen von bis zu 3 km
- Interne Speicherbereiche für globale Kontrollaufgaben: Sperrbereich (lock structure), Pufferbe-
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Oracle Parallel Server
n seit Oracle Version 6.2, Intra-Query-Parallelität seit V7.1
n auf zahlreichen Architekturen lauffähig
n Synchronisation über verteiltes Sperrprotokoll (Distributed Lock Mana-
ger) auf dedizierten Rechnern
- Sperrzuständigkeit wird über Hash-Funktion festgelegt
n Kohärenzkontrolle über Haltesperren
- Noforce-Ansatz ("fast commit")
- Seitenaustausch über Externspeicher
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Zusammenfassung
n Optimierungsziele
- Minimierung der Anzahl von Nachrichten für Synchronisation und Kohärenzkontrolle
- koordinierte Lösung von Synchronisation und Kohärenzkontrolle
n Lokalität kann zur Einsparung von externen Sperranforderungen genutzt
werden 
- Nutzung einer lokalen GLA
- Schreibautorisierungen und Leseautorisierungen
- hierarchischer Sperransatz
n Kohärenzkontrolle
- NOFORCE-Ansatz zu unterstützen sowie direkter Austausch von Seiten zwischen Rechnern
- On-Request-Invalidierung oder Vermeidungsansatz über Haltesperren 
- affinitätsbasierte Lastverteilung wesentlich zur Begrenzung von Pufferinvalidierungen und Sei-
ten-Transfers
n globale Log-Datei erforderlich; komplexe Recovery
n nahe Kopplung kann effektiv genutzt werden 
n hohe Flexibilität für Intra-Transaktionsparallelität 
