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Uncertain programming is a theoretical tool to handle optimization problems under uncer-
tain environment. The research reported so far is mainly concerned with probability, pos-
sibility, or credibility measure spaces. Up to now, uncertain programming realized in
Sugeno measure space has not been investigated. The ﬁrst type of uncertain programming
considered in this study and referred to as an expected value model optimizes a given
expected objective function subject to some expected constraints. We start with a concept
of the Sugeno measure space. We revisit some main properties of the Sugeno measure and
elaborate on the gk random variable and its characterization. Furthermore, the laws of the
large numbers are discussed based on this space. In the sequel we introduce a Sugeno
expected value model (SEVM). In order to construct an approximate solution to the com-
plex SEVM, the ideas of a Sugeno random number generation and a Sugeno simulation
are presented along with a hybrid approach.
 2009 Elsevier Inc. All rights reserved.1. Introduction
Uncertainty permeates many branches of decision sciences, engineering, information sciences, system sciences, just to
name a few representative disciplines. Because of the factor of uncertainty, which is omnipresent in various decision-making
systems, we are faced with a genuine challenge when it comes to optimization issues. This situation has triggered an emer-
gence of different types of methods stemming from uncertain programming. Some of the earliest developments along this
line came under the banner of stochastic programming [1–4]. In 1970s, Zadeh [5] introduced the concept of possibility mea-
sure which was further advanced by Dubois and Prade [6,7]. Based on probability and possibility measures, Liu [8] intro-
duced an axiomatic system to study the fuzziness along with a new concept of credibility measure. Fuzzy programming
[9–13], random fuzzy programming [14–16], fuzzy random programming [17–19], and rough programming [1] are examples
of uncertain programming addressing a diversity of existing facets of uncertainty. Liu et al. [8–22] aimed at the uniﬁcation of
the methods of uncertain programming providing a systematic development framework. Uncertain programming is a the-
oretical tool to handle optimization under uncertain environment. It has already been applied to system reliability design,
project scheduling, vehicle routing, facility location, machine scheduling, inventory problems, and others [3]. In spite of the
progress being made, some limitations are apparent. For instance, when dealing with stochastic programming, this concept
is formed in the probability space where we require a satisfaction of the additivity property. In reality, however, this require-
ment of stochastic programming cannot be easily satisﬁed or might not be satisﬁed at all [23].. All rights reserved.
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sure [24], which is an important generalization of probability measures [25] in terms of their non-additive behavior, arises as
an interesting alternative. Sugeno measure is a sound representative of non-additive measures which offer an ability to deal
with subjective judgment, fuzzy information fusion, decision making and non-repeated experimentation, cf. [26–33]. As an
illustration, let us consider an example of choosing a TV set. For convenience, let the universe of discourse consists of two
properties characterizing the TV set such as image quality (a) and sound quality (b), say X = {a,b}. Let P(X) denote the power
set of X while l describes an importance degree of various elements of P(X) (which are also referred to as a purchasing pos-
sibility). Evidently a TV set with no image and sound will not be purchased. In other words, the purchasing possibility in this
case is equal to 0. On the other hand, if we encounter a TV set with excellent quality of image and sound will be purchased
hence in this case the purchasing possibility is equal to 1. Usually, the quality of image is more important than the quality of
sound, so this might result in purchasing possibilities of 0.4 and 0.2, respectively. In this problem, we could easily encounter
more criteria including price, reliability, and others. Considering the subjectivity permeating this selection task, one may ex-
press it in terms of the following measurelfEg ¼
0 E ¼ /
0:4 E ¼ fag
0:2 E ¼ fbg
1 E ¼ X
8>><
>>:Evidently, the above measure l is non-additive as (l{X}– l{a} + l{b}), that is, l is not a probability measure. Simulta-
neously, it is easy to see that l is neither a possibility measure [5], nor a credibility measure [8]. We can show that this
is a Sugeno measure with k = 5.
This study focuses on the development of models of Sugeno expected value deﬁned in Sugeno measure spaces. We build
extensive axiomatic fundamentals of this concept. In the sequel, we extend the uncertain programming to the Sugeno mea-
sure space.
2. Preliminaries
For the sake of convenience and completeness of our investigations, we offer some basic deﬁnitions and properties:
Deﬁnition 1. ([24,25])). Let X be a nonempty set, f be a nonempty class of subsets of X, and l be a nonnegative real valued
set function on f. We say that l satisﬁes the k-rule (on f) iff there exists such k 2  1supl ;1
 
[ f0g, where supl = supE2fl(E),
thatlðE [ FÞ ¼ lðEÞ þ lðFÞ þ k  lðEÞ  lðFÞwheneverE 2 f; F 2 f; E [ F 2 f; and E \ F ¼ /
l satisﬁes the ﬁnite k-rule (on f) iff there exists k, such thatl
[n
i¼1
Ei
 !
¼
1
k
Qn
i¼1
½1þ k  lðEiÞ  1
 
; k– 0
Pn
i¼1
lðEiÞ; k ¼ 0
8>><
>>:for any ﬁnite disjoint class {E1,E2, . . . ,En} of set in f whose union is also in f;
l satisﬁes the r  k-rule (on f) iff there exists a certain value of k such thatl
[1
i¼1
Ei
 !
¼
1
k
Q1
i¼1
½1þ k  lðEiÞ  1
 
; k– 0
P1
i¼1
lðEiÞ; k ¼ 0
8>><
>>:for any disjoint class {En} of set in f whose union is also in f.
Remark 1. When k = 0, the k-rule, ﬁnite k-rule, or r  k-rule expresses the additivity property, the ﬁnite additivity, or the r-
additivity, respectively.
Deﬁnition 2 [25]. Let F be a r-algebra of subsets of X. l is called Sugeno measure on F, iff it satisﬁes the r  k-rule and
l(X) = 1. Usually, Sugeno measure on F is denoted by gk.
1024 M. Ha et al. / International Journal of Approximate Reasoning 50 (2009) 1022–1035Remark 2. From the above deﬁnitions and Remark 1, we can note that gk comes with some ﬂexibility given that the values of
k could be adjusted, as long as we choose a suitable numeric value of the parameter k. gk is typically a certain non-additive
measure which for k = 0 reduces to the additive (probability) measure. Meanwhile, it is also easy to see that l is neither a
possibility measure [5], nor a credibility measure [8].
Deﬁnition 3 [23]. The triple ðX;F; gkÞ is called a Sugeno measure space.
Throughout this paper, unless otherwise stated, ðX;F; gkÞ is a Sugeno measure space, or gk space for short.
Proposition 1 [25]. If gk is a Sugeno measure, then gk is monotone.
Proposition 2. If fEng F, with En ; ;, then
lim
n!1
gkðEnÞ ¼ 0Proposition 3. If fEng F, with En # E 2F, thenlim
n!1
gkðEnÞ ¼ gkðEÞProposition 4. If fEng F, with En " E 2F, thenlim
n!1
gkðEnÞ ¼ gkðEÞProposition 5. If fEng F, thengk
[1
i¼1
Ei
( )
6 ð1þ jkjÞ
X1
i¼1
gkfEigDeﬁnition 4 [25]. Let a 2 (0,1]. An extended real function h:[0,a]? [0,1] is called a T-function iff h is continuous, strictly
increasing, and such that h(0) = 0 and h1({1}) = ; or {1}, depending whether a is ﬁnite or not.
Theorem 1 [25]. Any Sugeno measure gk becomes a probability measure withhTðxÞ ¼
lnð1þkxÞ
lnð1þkÞ ; k – 0
x; k ¼ 0
(
x 2 ½0;1regarded as its T-function.
Theorem 2. Let P be a probability measure, andhTðxÞ ¼
lnð1þkxÞ
lnð1þkÞ ; k – 0
x; k ¼ 0
(
x 2 ½0;1Then h1T  P is a Sugeno measure.
Proof. The conclusion is evident when k = 0. Thus let us investigate the case of k– 0. Thenh1T ðxÞ ¼
ð1þ kÞx  1
k
For the space X we obtainh1T  PðXÞ ¼ h1T ð1Þ ¼
ð1þ kÞ  1
k
¼ 1Let {Ei} be a disjoint sequence of sets in F. Thenh1T  Pð[1i¼1EiÞ ¼ h1T
X1
i¼1
PðEiÞ
" #
¼ 1
k
ð1þ kÞ
P1
i¼1
PðEiÞ  1
2
4
3
5and1
k
Y1
i¼1
½1þ h1T  PðEiÞ  1
( )
¼ 1
k
Y1
i¼1
1þ k  ð1þ kÞ
PðEiÞ  1
k
" #
 1
( )
¼ 1
k
Y1
i¼1
ð1þ kÞPðEiÞ  1
" #
¼ 1
k
ð1þ kÞ
P1
i¼1
PðEiÞ  1
2
4
3
5So h1T  P satisﬁes the r  k rule. This fact implies that h1T  P is a Sugeno measure. h
M. Ha et al. / International Journal of Approximate Reasoning 50 (2009) 1022–1035 1025Deﬁnition 5 [23]. Let n be a function mapping from ðX;F; gkÞ to real line R. If fx j nðxÞ 6 xg 2F, 8x 2 R, then n is called a
gk random variable.
Especially, when k = 0, gk reduces to the probability measure and subsequently gk random variable becomes the random
variable.
Deﬁnition 6 [23]. If gk random variable takes only ﬁnite or countable inﬁnite values, then it is called a discrete gk random
variable.
Deﬁnition 7 [23]. Let n be a discrete gk random variable, i.e. x1,x2, . . . ,xn, . . . be all possible values of n, gkn ¼ gkðn ¼
xnÞ ðn ¼ 1;2; . . .Þ. Then gk1 ; gk2 ; . . . ; gkn ; . . . are called a distribution subsequence of n.
Deﬁnition 8 [23]. Let n be a gk random variable. The Sugeno distribution function of n is deﬁned in the formFgk ðxÞ ¼ gkfn 6 xg; 8x 2 RDeﬁnition 9 [23]. Let Fgk ðxÞ be the Sugeno distribution function of gk random variable n. n is called continuous if there exists
a nonnegative real function fgk ðxÞ such thatFgk ðxÞ ¼
Z x
1
fgk ðtÞdt; 8x 2 Ris valid where the integral is treated in the sense of the Lebesgue integral. The function fgk is called Sugeno density function
of n.
Proposition 6 [23]. Let Fgk ðxÞ be the Sugeno distribution function of gk random variable n,
(1) Fgk ðxÞ is monotone and nondecreasing.
(2) Fgk ðxÞis right-continuous.
Proposition 7 [23]. gkfx1 < n 6 x2g ¼ Fgk ðx2ÞFgk ðx1Þ1þkFgk ðx1Þ .
Remark 3 [23]. From Proposition 7, the properties of distribution function of random variable and gk random variable come
with different properties.
Deﬁnition 10 [23]. Let n1,n2, . . . ,nn be gk random variables, and B1,B2, . . . ,Bn be Borel sets in R.
Ifgkfni 2 Bi; i ¼ 1;2; . . . ; ng ¼ h1T
Yn
i¼1
hT ½gkðni 2 BiÞ
( )
hTðxÞ ¼
lnð1þkxÞ
lnð1þkÞ ; k– 0
x; k ¼ 0
(
x 2 ½0;1then n1,n2, . . . ,nn are called independent gk random variables.
Theorem 3. Let n1,n2, . . . ,nn be independent gk random variables, and fi : R! R is a measurable functions, i = 1,2, . . . ,n. Then the
gk random variablesf1ðn1Þ; f2ðn2Þ; . . . ; fnðnnÞ
are independent.
Proof. For any Borel sets B1,B2, . . . ,Bn of R, we havegkff1ðn1Þ 2 B1; f2ðn2Þ 2 B2; . . . ; fnðnnÞ 2 Bng ¼ gk n1 2 f11 ðB1Þ; n2 2 f12 ðB2Þ; . . . ; nn 2 f1n ðBnÞ
 
¼ h1T
Yn
i¼1
hT ½gkðni 2 f1i ðBiÞÞ
( )
¼ h1T
Yn
i¼1
hT ½gkðfiðniÞ 2 BiÞ
( )with
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lnð1þkxÞ
lnð1þkÞ ; k – 0
x; k ¼ 0
(Thus f1(n1), f2(n2), . . . , fn(nn) are independent gk random variables. h
We show some illustrative examples that shed light on the properties of gk random variables; they could also help us gain
some impression as to the nature of this construct.
Example 1. A gk random variable n has a Sugeno two-point distribution if its distribution subsequence is deﬁned as:
ξ 0 1 
( )g xλ ξ = 11
g
gλ
−
+ ⋅
g
where k 2 (1,1) and 0 6 g 6 1.
Example 2. A gk random variable n has a Sugeno normal distribution if its Sugeno density function is deﬁned as follows:
If k– 0,fgk ðxÞ ¼
1
k
lnð1þ kÞ  ð1þ kÞ 1ﬃﬃﬃ2pp rR x1 eðtlÞ22r2 dt  1ﬃﬃﬃﬃﬃﬃ
2p
p
r
e
ðxlÞ2
2r2
( )If k = 0, fgk ðxÞ ¼ 1ﬃﬃﬃﬃ2pp r eðxlÞ22r2 .
In other words, the Sugeno distribution function isFgk ðxÞ ¼
1
k ð1þ kÞ
1ﬃﬃﬃ
2p
p
r
R x
1 e
ðtlÞ
2
2r2 dt  1
( )
; k– 0
1ﬃﬃﬃﬃ
2p
p
r
R x
1 e
ðtlÞ2
2r2 dt; k ¼ 0
8>><
>>:It is denoted by n  SN(l,r2,k), where l, r and k are two real numbers.
A gk random variable n has a Sugeno standard normal distribution if its Sugeno density function is deﬁned in the form
If k– 0, fgk ðxÞ ¼ 1k lnð1þ kÞ  ð1þ kÞ
1ﬃﬃﬃ
2p
p
R x
1 e
t22 dt  1ﬃﬃﬃﬃ
2p
p e
x2
2
( )
.
If k = 0, fgk ðxÞ ¼ 1ﬃﬃﬃﬃ2pp ex22 .
Its Sugeno distribution function comes in the formFgk ðxÞ ¼
1
k ð1þ kÞ
1ﬃﬃﬃ
2p
p
R x
1 e
t22 dt  1
( )
; k– 0
1ﬃﬃﬃﬃ
2p
p
R x
1 e
t22 dt; k ¼ 0
8><
>>:denoted by n  SN(0,1,k), where k are real numbers.
Example 3. A gk random variable n has a Sugeno exponential distribution if its Sugeno density function is deﬁned as:
when k– 0,
if xP 0, fgk ðxÞ ¼ kk ½ð1þ kÞ1e
1kx  lnð1þ kÞ  e1kx
if x < 0, fgk ðxÞ ¼ 0.
when k = 0,fgk ðxÞ ¼
0; x < 0
ke1kx; xP 0
(The Sugeno distribution function is given as
if k– 0,
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0; x < 0
1
k ½ð1þ kÞ1e
1kx  1; xP 0
(
when k = 0,
Fgk ðxÞ ¼
0; x < 0
1 ekx; xP 0

with k > 0, denoted by n  SEXP(k,k), where k are real numbers.
We can note that when k = 0, n  SN(0,1,k) equals to n  N(0,1), n  SN(l,r2,k) equals to n  N(l,r2), n  SEXP(k,k) equals
to n  EXP(k)
Deﬁnition 11 [23]. Let n be a discrete gk random variable. If
P1
i¼1jxijgki <1, denoted by Egk ðnÞ ¼
P1
i¼1xigki , then Egk ðnÞ is
called expected value of discrete gk random variable n.
Deﬁnition 12 [23]. Let Fgk ðxÞ be the distribution function of gk random variablen. If the Lebesgue integral is bounded, that isR1
1 jxjfgk dFgk ðxÞ <1, then we call
R1
1 xfgk ðxÞdx an expected value of gk random variable n and denote it by Egk ðnÞ (or E(n) for
short).
Theorem 4. Let n be a random variable whose Sugeno density function fgk exists. If the expression
Rþ1
0 gkðnP rÞdrR 0
1 gkðn 6 rÞdr þ k
Rþ1
0 gkðnP rÞ  gkðn 6 rÞdr exists and is ﬁnite, then we haveE½n ¼
Z þ1
0
gkðnP rÞdr 
Z 0
1
gkðn 6 rÞdr þ k
Z þ1
0
gkðnP rÞ  gkðn 6 rÞdrProof. From Deﬁnition 12 and the Fubini Theorem it follows thatE½n ¼
Z þ1
1
xfgk ðxÞdx ¼
Z þ1
0
xfgk ðxÞdxþ
Z 0
1
xfgk ðxÞdx ¼
Z þ1
0
Z x
0
fgk ðxÞdr
	 

dx
Z 0
1
Z 0
x
fgk ðxÞdr
	 

dx
¼
Z þ1
0
Z þ1
r
fgk ðxÞdx
	 

dr 
Z 0
1
Z r
1
fgk ðxÞdx
	 

dr ¼
Z þ1
0
1
Z r
1
fgk ðxÞdx
	 

dr 
Z 0
1
Z r
1
fgk ðxÞdx
	 

dr
¼
Z þ1
0
½1 gkðn 6 rÞdr 
Z 0
1
gkðn 6 rÞdr ¼
Z þ1
0
½gkðnP rÞ  ð1þ kÞ  gkðn 6 rÞdr 
Z 0
1
gkðn 6 rÞdr
¼
Z þ1
0
gkðnP rÞdr 
Z 0
1
gkðn 6 rÞdr þ k
Z þ1
0
gkðnP rÞ  gkðn 6 rÞdrThe theorem has been proved. h
Proposition 8 [23]. Let n,g be gk random variables, and let C and D be constants. ThenE½Cnþ Dg ¼ CE½n þ DE½gDeﬁnition 13 [23]. Let n be a gk random variable. If E[n  E[n]]2 exists, then E[n  E[n]]2 is called the variance of n, denoted
by D[n].
Proposition 9. Let n be a gk random variable. We have Dgk ðnÞ ¼ Egk ðn2Þ  E2gk ðnÞ, thus Dgk ðnÞ 6 Egk ðn
2Þ.
Deﬁnition 14. Suppose that n, n1,n2, . . . are gk random variables deﬁned on the Sugeno measures space ðX;F; gkÞ. We say that
the sequence {nn} converges in Sugeno measure to n if limn?1gk{jnn  njP e} = 0 for every e > 0. In this case we write
limn?1nn = n(gk) or nn!
gk n.
Deﬁnition 15. Suppose that n, n1,n2, . . . are gk random variables deﬁned on the Sugeno measures space ðX;F; gkÞ. The
sequence {nn} is said to be convergent almost surely (a.s.). to n if and only if there exists a set A 2F with gk(A) = 0 such that
limn?1nn(x) = n(x) for every x 2 A. We can describe this as limn?1nn = n (gk – a.s.) or nn !
gk — a:s: n.
Deﬁnition 16. Suppose that n is gk random variable, when En <1. We call n centered by its expected value En if we change n
with n  E n. We also say that n is centered.
Remark 4. n is to be centered if and only if En = 0. The centering of n does not affect its variance of n.
1028 M. Ha et al. / International Journal of Approximate Reasoning 50 (2009) 1022–1035Remark 5. We stipulate that Sn ¼
Pn
k¼1nk and ESn ¼
Pn
k¼1Enk.
Theorem 5 [23]. (Khinchine’s law of large numbers)]Suppose that n1,n2, . . . ,nn, . . . are the independent and identical distributed
(i.i.d.) gk random variables, nn have the same expected value, that is Egk ðnnÞ ¼ a ðn ¼ 1;2; . . .Þ. Then for any e > 0, the relationshiplim
n!1
gk
1
n
Xn
k¼1
nn  a

P e
( )
¼ 0holds true.
Lemma 1. Let n1,n2, . . . ,nn be independent gk random variables. If Enk <1 and jnkj 6 c (k = 1,2, . . . ,n), then for every e > 0, we havegk max
k6n
jSk  ESkjP e
 
6 1þ jkj
e2
Xn
k¼1
DnkProof. Without any loss of generality, suppose that Enk = 0 (k = 1,2, . . . ,n) and replace the constraint jnkj 6 c by jnkj 6 2c.
LetAk ¼ fmax jSjj < ej6kg;
Bk ¼ Ak1  Ak ¼ fjS1j < e; . . . ; jSk1j < e; jSkj < egThen the sets Bk, k = 1,2, . . . ,n are disjoint. Let A0 = X, thenAc0 ¼ A0  An ¼ ðA0  A1Þ [ ðA1  A2Þ [    [ ðAn1  AnÞ ¼ [
n
k¼1
BkandBk  fjSk1j < e; jSkjP eg
Otherwise SkvBn and Sn  Sk are independent, and ESn  ESk = 0, we haveZ
Bk
jSnj2 dFgk ðxÞ ¼ EjSnvBn j
2 ¼ EjSkvBk þ ðSn  SkÞvBk j
2 P EjSkvBk j
2 P e2gkðBkÞSo,Xn
k¼1
Dnk P D
Xn
k¼1
nk
 !
¼ DSn ¼ EjSnj2  E2jSnj ¼ EjSnj2 P
Z
Acn
jSnj2 dFgk ðxÞ ¼
Xn
k¼1
Z
Bk
jSnj2dFgk ðxÞP e2
Xn
k¼1
gkðBkÞ
P
e2
1þ jkj gkð
[n
k¼1
BkÞ ¼ e
2
1þ jkj gkðA
c
nÞ:That isgkfmax jSk  ESkjP ek6ng 6
1þ jkj
e2
Xn
k¼1
Dnk Lemma 2. Let n1,n2, . . . ,nn be gk random variables. Then the following statements are equivalent:
(1) nn !gk — a:s: n,
(2) 8e > 0; gk
T1
k¼1
S1
n¼kðjnn  njP eÞ
  ¼ 0,
(3) 8e > 0; limk!1gk
S1
n¼kðjnn  njP eÞ
  ¼ 0.
Lemma 3. Let n1,n2, . . . ,nn be independent gk random variables. If Enk <1 (k = 1,2, . . . ,n), Dnk 61 (k = 1,2, . . . ,n) andP
n
Dnn
n2 <1, thenSn  ESn
n
!gk — a:s:0:Proof. Let n0k ¼ nkn , k = 1,2, . . . ,n. Then n0kðk ¼ 1;2; . . . ;nÞ are also independent gk random variables, and S0n ¼
Pn
k¼1
nk
n ¼
1
n
Pn
k¼1nk ¼ Snn , ES0n ¼ ESnn , so we only need to prove S0n  ES0n !
gk — a:s:0.
[k jS0nþk  ES0nþkjP e
  ¼ [kfmaxv6kjS0nþk  ES0nþkjP eg is union of some non-decreasing sequence. By Lemma 1, we have
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k
fjS0nþk  ES0nþkjP egg ¼ gk [k maxv6k jS
0
nþk  ES0nþkjP e
  
6 lim
k!1
1þ jkj
e2
Xk
v¼1
Dn0nþv ¼
1þ jkj
e2
X1
k¼nþ1
Dn0kBecause
P1
k¼1Dn
0
k ¼ 1n2
P1
k¼1Dnk <1, when n?1, 1þjkje2
P1
k¼nþ1Dn
0
k ! 0, thengkf[kfjS0nþk  ES0nþkjP egg ! 0
Otherwise,gk [
1
n¼k
fjS0nþk  ES0nþkjP eg
 
6 gk [
k
fjS0nþk  ES0nþkjP eg
 
! 0By Lemma 2, we obtain S0n  ES0n !
gk — a:s:0, so SnESnn !
gk — a:s:0. h
Lemma 4. Let A1,A2, . . . be a sequence of gk random variables. Then
(1) If
P1
k¼1gkðAkÞ <1, then gk
T1
n¼1
S
kPnAk
  ¼ 0,
(2) If
P1
k¼1gkðAkÞ ¼ 1, and A1,A2, . . . are disjoint, then gk
T1
n¼1
S
kPnAk
  ¼ 1.
Lemma 5. Suppose that n1,n2, . . . ,nn, . . . are identically distributed gk random variables whose Sugeno distribution function is
Fgk ðxÞ with the same expected value a(a <1). Let nk ¼ nkvfjnk j6kgðxÞ, k = 1,2, . . . If
Pn
k¼1gkfnk–nkg <1, andnk  Enk !
gk — a:s:0thennk  Enk !
gk — a:s:0Proof. Let nn ¼ 1n
Pn
k¼1nk, n

k ¼ 1n
Pn
k¼1n

k, Enk = a, k = 1,2, . . . ,n.
Becausejnn  aj ¼ jnn  nk þ nk  Enk þ Enk  aj 6 jnn  nkj þ jnk  Enkj þ jEnk  aj ð1ÞFrom the boundness of the sum
Pn
k¼1gkfnk–nkg <1, Lemmas 4 and 2 we obtain jnn  nkj ! 0 when n?1.
Given the conditions of this lemma we know that nk  Enk !
gk — a:s:0.
In virtue of the limit limn!1Enk ¼ Enk ¼ a, we getjEnk  aj ¼
1
n
E
Xn
k¼1
nk
" #
 a

 ¼ 1n
Xn
k¼1
Enk  a

! 0
By (1), we have nk  Enk !
gk — a:s:0 when n?1.
The lemma has been proved. h
Theorem 6 (Strong Law of Large Numbers). Let n1,n2, . . . ,nn, . . . be independent and identically distributed gk random variables
with ﬁnite expected values. If Enk <1 then we have1
n
Xn
k¼1
nk  E
1
n
sumnk¼1nk
	 

!gk — a:s:0Proof. Let nk ¼ nkvfjnk j6kgðxÞ.
Since Enk <1, that is
Rþ1
1 jxjdFgk ðxÞ <1 (Fgk ðxÞ is the Sugeno density function of nk, k = 1,2, . . .), we haveDnk 6 EðnkÞ2 6
Z k
k
x2dFgk ðxÞ 6
Xk
i¼0
ðiþ 1Þ2gk ði 6 jnij < iþ 1Þthat isX1
k¼1
Dnk
k2
6
X1
k¼1
EðnkÞ2
k2
6
X1
k¼1
Xk1
i¼0
1
k2
ðiþ 1Þ2gkði 6 jnji < iþ 1Þ 6
X1
i¼1
gkði 1 6 jnij < iÞ  i2 
X1
k¼i
1
k2
6
X1
i¼1
gkði 1 6 jnij < iÞ  i2 
2
i
¼ 2
X1
i¼0
igkði 6 jnij < iþ 1Þ 6 2
X1
i¼0
Z
i6jxj<iþ1
jxjdFgk ðxÞ < 2
Z þ1
1
jxjdFgk ðxÞ <1
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n
Xn
k¼1
nk  E
1
n
Xn
k¼1
nk
" #
!gk — a:s:0:On the other handX1
k¼1
gkfnk – nkg ¼
X1
k¼1
gkfjnkjP kg ¼
X1
k¼1
gk
[
iPk
ði 6 jnkj < iþ 1Þ
( )
6
X1
k¼1
ð1þ jkjÞ
X
iPk
gkði 6 jnkj < iþ 1Þ
( )
¼ ð1þ jkjÞ
X1
k¼1
X
iPk
gkði 6 jnkj < iþ 1Þ ¼ ð1þ jkjÞ
X1
i¼0
igkfi < jnkj 6 iþ 1g <1It follows from Lemma 5 that1
n
Xn
k¼1
nk  E
1
n
Xn
k¼1
nk
" #
!gk — a:s:0The theorem has been proved. h3. Main results
3.1. Uncertain programming on Sugeno measure space
To motivate our considerations, let us start with a simple example. In a factory, the unit price of commodity i is given as xi
(i = 1,2, . . . ,p). We have found through market analysis that the corresponding selling ability ni (i = 1,2, . . . ,p) are gk random
variables. We would like to come up with the unit price vector x = (x1,x2, . . . ,xp), so that the resulting proﬁt
Pp
i¼1xini becomes
maximized.
If we express the problem in the form of some uncertain programming on the Sugeno measure space, the resulting model
comes in the formmax
Pp
i¼1
xini
s:t: xi P 0 and xi is an integer; i ¼ 1;2; . . . ; p
8<
:In general, the model of uncertain programming on Sugeno measure space comes in the formmax f ðx; nÞ
s:t: gjðx; nÞ 6 0; j ¼ 1;2; . . . ;pwhere x is a decision vector, n is a gk random vector, f and gj are real-valued functions, the return function f(x,n) and con-
straint functions gj(x,n) (j = 1,2, . . . ,p) are all gk random vectors.
The above is the general formulation of uncertain programming on Sugeno measure space (Sugeno programming, for
short). However, if there is no speciﬁc expression form and deﬁnite practical meaning for f(x,n) and gj(x,n) (j = 1,2, . . . ,p),
it is thus not feasible to maximize a gk random vector. Otherwise, we can not judge the feasibility before the realization value
of gk random vector is known. We may deﬁne some special cases of the model shown above to deal with speciﬁcity of the
underlying real-world problem. For instance, convex Sugeno programming is one of the feasible formulations in this setting.
If the objective function and the feasible sets are both convex, the model is called a convex Sugeno programming.
3.2. Expected value models of uncertain programming on Sugeno measure space
One of the types of uncertain programming on the Sugeno measure space is the Sugeno expected value model (SEVM),
which optimizes some expected objective function subject to some expected constraints, for example, minimizing expected
cost, maximizing expected proﬁt, and so forth.
Generally, if we want to ﬁnd the decision with maximum expected return subject to some expected constraints, then we
are concerned with the following SEVM,max E½f ðx; nÞ
s:t: E½gjðx; nÞ 6 0; j ¼ 1;2; . . . ;pwhere x is a decision vector, n is a gk random vector, f(x,n) is the return function, and gj(x,n) are random constraint functions,
j = 1,2, . . . ,p.
In many cases, we encounter multiple objectives. Thus we have to consider the following variant of the Sugeno expected
value multiobjective programming (SEVMOP),
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s:t: E½gjðx; nÞ 6 0; j ¼ 1;2; . . . ;pwhere fi(x,n) are return functions for i = 1,2, . . . ,m.
One can draw an interesting conclusion about convexity in the face of expected value models of uncertain programming
on Sugeno measure space.
Theorem 7. Suppose that f(, ) and gj(, ), j = 1,2, . . . ,q are both real-valued m + n-ary functions and n is an m-ary gk random
vector. If f(x,n) and gj(x,n)(j = 1,2, . . . ,p) are convex functions for any given u, E[f(x,n)] and E[gj(x,n)] (j = 1,2, . . . ,p) are bounded gk
stochastic vectors for given x, then the following Sugeno Expected Value Modelmin E½f ðx; nÞ
s:t: E½gjðx; nÞ 6 0; j ¼ 1;2; . . . ;p
(is a convex Sugeno programming.
Proof. It follows from the fact that for every given n and k 2 [0,1] and x1, x2, we havef ðkx1 þ ð1 kÞx2; nÞ 6 kf ðx1; nÞ þ ð1 kÞf ðx2; nÞ
In the sequel we obtainE½f ðkx1 þ ð1 kÞx2; nÞ 6 kE½f ðx1; nÞ þ ð1 kÞE½f ðx2; nÞwhich states that the objective function E[f(x,n)] is convex.
Suppose x1 and x2 are two feasible solutions. Owing to the convexity of the function gj, for any given n, k 2 [0,1] and
j = 1,2, . . . ,p, we obtaingjðkx1 þ ð1 kÞx2; nÞ 6 kgjðx1; nÞ þ ð1 kÞgjðx2; nÞthat isE½gjðkx1 þ ð1 kÞx2; nÞ 6 E½kgjðx1; nÞ þ ð1 kÞgjðx2; nÞ ¼ kE½gjðx1; nÞ þ ð1 kÞE½gjðx2; nÞ 6 0
In other words kx1 + (1  k)x2 is feasible solution. Furthermore the feasible set is convex.
Therefore the Sugeno expected value model is an example of the convex Sugeno programming. The theorem has been
proved. h
Example 4. There is one vending machine located in the playground for which the distribution of the appearance of apples is
a gk random variable with the Sugeno two-point distribution of the form, where 0 is stand for the green apple and 1 for the
red one.
with g ¼ 12, k = 2. The people who choose to play the machine n are described by a Sugeno normally distributed variable
SN(0,1,3). The cost of the game is expressed in the form f(x,n) = x. We would like to know which color to choose may cost
less.
Now we consider the SEVMmin E½f ðx; nÞ
s:t: 0 6 x2 6 1; x is an integer
We can ﬁnd the best solution x* = 0 with the value of the objective function being equal to 2.
Remark 6. Since Sugeno measure is different from probability when k– 0, the model of the above example is hard to be deal
with by methods addressing the classical expectation value.
The above example shows that we can provide an exact solution for a very simple SEVM. In reality, it is not easy to obtain
the exact solution in complex SEVMs. Therefore, to arrive at an approximate solution (which is a practically viable alterna-
tive), we consider the use of a Sugeno random number generation and Sugeno simulation.
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In Sugeno programming, a technique which produces the estimate of the accurate values is referred to as Sugeno simu-
lation. In problems, in which we cannot easily derive analytical results, Sugeno simulation is one of the attractive alterna-
tives. Sugeno random number generation is an essential task in this simulation setting. Let n be a gk random variable
with a Sugeno distribution Fgk ðÞ. Since Fgk ðÞ is an increasing function, the inverse function F1gk ðÞ is deﬁned on [0,1]. Assume
that u is a uniformly distributed variable on the unit interval. Then we havegkfF1gk ðuÞ 6 yg ¼ gkfu 6 Fgk ðyÞg ¼ Fgk ðyÞ
which shows that the variable n ¼ F1gk ðuÞ has the Sugeno distribution Fgk ðÞ. In order to construct a gk random variable nwith
Sugeno distribution Fgk ðÞ, we can produce a uniformly distributed variable u over the interval [0,1] and n is assigned to be
F1gk ðuÞ.
In the following examples we show the details on how the Sugeno simulation can be realized
Example 5. Let n be a gk random vector on Sugeno space and f : R! R be a measurable function. Then f(n) is gk random
variable. In the following, we obtain the expected value E[f(n)] using the Sugeno simulation.
In order to compute the uncertain function E[f(n)], we generate xk from X according to the Sugeno measure gk and
produce nk = n(xk), for k = 1,2, . . . ,N.
Equivalently, we can generate random vectors nk according to the Sugeno distribution Fgk ðÞ, for k = 1,2, . . . ,N. The gener-
ation process results from the strong law of large numbers thatPN
k¼1f ðnkÞ
N
! E½f ðnÞ; gk — a:s: P
as N?1. Therefore, the value E[f(n)] is estimated as
N
k¼1 f ðnkÞ
N provided that N is sufﬁciently large.
As, nk  SN(l,r2,kk), k = 1,2, . . . ,N and f(n) = n2 + 1, we can compute
PN
k¼1 f ðnkÞ
N to estimate E[f(n)].
In what follows we show a sequence of main steps forming the crux of the Sugeno simulation.
Algorithm 1 (Sugeno simulation for E[f(n)]).
Step 1: Set L = 0.
Step 2: Generate xk fromF according to the Sugeno measure gk Equivalently, we can generate a gk random vector n(xk)
according to the underlying Sugeno distribution.
Step 3: L L + f(n(xk)).
Step 4: Repeat the sequence of steps 2–3 N times.
Step 5: Return E½f ðnÞ ¼ LN.
3.4. A hybrid algorithm to solve SEVM
In this section, we propose a hybrid algorithm to solve SEVM, in which the foresaid Sugeno simulation has been embed-
ded. The form of the SEVM is as followsmin E½f ðx; nÞ
s:t: gjðx; nÞ 6 0; j ¼ 1;2; . . . ; p
(To solve the above SEVM, we generate training data set for uncertain function U:x? E[f(n)] by Sugeno simulation. The under-
lying functional relationship (U) between the inputs and the outputs of the training data is unknown and needs to be deter-
mined. In the ﬁeld of machine learning, it is well known that a multilayer perceptron (MLP) with a single hidden layer can
approximate any function with arbitrary accuracy [34]. Here we directly capitalize on this observation. By making use of the
generated training data,we train anMLP to approximate the underlying functional relationshipU. To enhance the optimization
process and arrive at global solution to the optimization problem, we use evolutionary optimization, and genetic algorithm
(GA), in particular. The reader may refer to [35] for the detailed description of the GA and its development setup. The chromo-
some in the problem studied here represents a decision vector x. The value of the ﬁtness function is produced by the MLP.
The hybrid algorithm for solving the SEVM can be summarized as follows.
Algorithm 2
Step 1: Generate a training set of input-output data for uncertain functions U:x? E[f(n)] by running the Sugeno
simulation.
Step 2: Train an MLP to approximate the functions given the generated data which serve as a training set.
Step 3: Initialize a certain number of chromosomes according to the underlying uniform distribution and calculate the val-
ues of the objective function E[f(n)] by making use of the trained MLP.
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Step 5: Update the chromosomes by crossover and mutation operations.
Step 6: Calculate the values of the objective function for all chromosomes by making use of the MLP.
Step 7: Repeat Step 4 to Step 6 for a predetermined number of cycles.
Step 8: Report the best chromosome which is regarded as a solution to the problem.
It should be mentioned here that the above algorithm usually produces local optimal solution. The underlying reason is
that the MLP may not approximate the exact functional relationship of the training data even though the GA utilized in the
proposed algorithm is regarded to be a global optimization technique.
We illustrate the behavior of the above algorithm through running the following example
Example 6. We consider the following SEVM,min E
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx1  n1Þ2 þ ðx2  n2Þ2 þ ðx3  n3Þ2 þ ðx4  n4Þ2 þ ðx5  n5Þ2
q	 

s:t: x21 þ x22 þ x23 þ x24 þ x25 6 12
8<
:where n1 is a uniformly distributed variable U[1,2], n2 is a Sugeno normal distributed variable SN(3,22,5), n3 is a Sugeno nor-
mal distributed variable SN(0,12,3), n4 is a Sugeno normal distributed variable SN(0,12,5), and n5 is a Sugeno normal distrib-
uted variable U[2,3].
We generate 2000 input–output data for the uncertain functionU : ðx1; x2; x3; x4; x5Þ ! E
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx1  n1Þ2 þ ðx2  n2Þ2 þ ðx3  n3Þ2 þ ðx4  n4Þ2 þ ðx5  n5Þ2
q	 

by the Sugeno simulation; refer to Example 5. Next a three-layer MLP of the 5-10-1 topology is constructed to approximate
the uncertain function U. The activation functions used in the MLP are hyperbolic tangent (hidden layer) and a linear func-
tion (output), respectively. The MLP is trained by the standard backpropagation algorithmwith a momentum term. The min-
imized error function used in the training of the MLP is a mean-squared error (MSE). The maximum number of iterations, the
learning rate, the momentum constant, and the tolerance criterion (guiding the termination of the learning process) for the
MLP are set to be 10,000, 0.05, 0.6, and 0.001, respectively. It should be mentioned here that the settings of these parameters
might not be optimal. Nevertheless they ensure the convergence of the learning process realized by the MLP. The values of
the error function obtained in successive iterations are shown in Fig. 1. As observed there, most of the learning (and reduc-
tion of the error function) occurs in the ﬁrst few hundreds of iterations.
The solution of the SEVM is further improved by running the GA. Here the population size is set to 30, the number of
generations is 600, the mutation rate is 0.2, and the crossover rate is 0.3. These settings of these GA parameters were not
optimal however we noted that the performance of the method is quite robust within a certain range of the values
of the parameters. The GA optimization led to the improvement of the values of the objective function
E
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx1  n1Þ2 þ ðx2  n2Þ2 þ ðx3  n3Þ2 þ ðx4  n4Þ2 þ ðx5  n5Þ2
q	 

. These improvements (reductions) are displayed in Fig. 2.
We note that the GA helped reduced the value of the objective function from 2.8398 to 2.445806.
Finally, the best solution obtained in this way reads asx ¼ ðx1; x2; x3; x4; x5Þ ¼ ð1:2522;3:1945;0:2664; 0:2398;0:3183Þ
where the associated value of the objective function is equal to 2.445806.0 2000 4000 6000 8000 10000
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Fig. 1. Training error curves for the underlying function obtained for 2000 input–output data.
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Fig. 2. Values of objective function for 600 generations of the GA.
1034 M. Ha et al. / International Journal of Approximate Reasoning 50 (2009) 1022–1035Note. The classical expected value models are established on probability space [4]. In light of Remark 2, it is apparent that
Sugeno measure space is a generalization of probability space. Therefore, all the concepts, deﬁnitions, and theorems of the
paper are the extensions of their counterparts present in the probability space.
4. Conclusions
In this study, we have discussed the gk random variable and its distribution function on gk space, analyzed its numerical
character, and proved some important theorems. We showed how to extend the uncertain programming to Sugeno measure
space. Sugeno expected value models are also given. The deﬁnitions and properties of these models are provided along with
algorithmic components such as the Sugeno random number generation, Sugeno simulation, and convex Sugeno program-
ming. Moreover, a numeric example illustrates that the proposed hybrid approach to solve the SEVM by Sugeno simulation is
feasible. Finally, we extend the expected value models of uncertain programming to Sugeno measure space.
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