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Abstract
In this paper, we introduce theta-functions of VOA-modules and show that the space
spanned by them has a modular invariance property. If a VOA is a lattice VOA VL
associated with an even lattice L (cf. [FLM]), then the above theta functions coincide
to the ordinary theta functions θ(τ, ~v) =
∑
m∈L+β e
πı<m,m>τ+<m,~v> for < β,L >⊆ Z,
~v ∈ CL and τ ∈ H.
1 Introduction
Throughout this paper, V denotes a vertex operator algebra (⊕∞n=0Vn, Y, 1, ω) with central
charge c and Y (v, z) =
∑
v(n)z−n−1 denotes a vertex operator of v. (Abusing the notation, we
will also use it for vertex operators of v for V -modules.) o(v) denotes the grade-keeping operator
of v, which is given by v(m− 1) for v ∈ Vm and defined by extending it for all elements of V
linearly. In particular, o(ω) equals to L(0) = ω(1) for Virasoro element ω of V and o(v) = v(0)
for v ∈ V1.
In order to simplify the situation, we assume that dimV0 = 1 so that there is a constant
〈v, u〉 ∈ C such that v1u = −〈v, u〉1 for v, u ∈ V1.
We call V a rational vertex operator algebra in case each V -module is a direct sum of simple
modules. Define C2(V ) to be the subspace of V spanned by elements u(−2)v for u, v ∈ V . We
say that V satisfies Condition C2 if C2(V ) has finite codimension in V . For a V -module M
with grading M = ⊕Mm, we define the formal character as
chqM = q
−c/24
∑
dimMmq
m = trMq
−c/24+L(0). (1)
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In this paper, we consider these functions less formally by taking q to be the usual local
parameter q = qτ = e
2πıτ at infinity in the upper half-plane
H = {τ ∈ C|ℑτ > 0}.
Although it is often said that a vertex operator algebra (VOA) is a conformal field the-
ory with mathematically rigorous axioms, the axioms of VOA do not assume the modular
invariance. However, Zhu [Z] showed the modular (SL2(Z)) invariance of the space
< q
|a1|
1 · · · q
|an|
n trWY (a1, q1) · · ·Y (an, qn)q
L(0)−c/24 : W irr. V -mod > (2)
for a rational VOA V with central charge c and ai ∈ V|ai| under Condition C2, which are
satisfied by many known examples, where qj = qzj = e
2πızj and |ai| denotes the weight of aj.
For example, the space
< chqW : W irreducible V -modules >
is SL2(Z)-invariant. Recently, Dong, Li and Mason extended the Zhu’s idea and proved a
modular invariance of the space
< trUφ
iqL(0)−c/24 : i ∈ Z, U φ-twisted modules > (3)
by introducing the concept of φ-twisted modules for a finite automorphism φ, see [DLiM]. An
easiest example of automorphism of VOA is given by a vector v ∈ V1 as φ = e
2πıv(0). Especially,
if the eigenvalues of o(v) (= v(0)) on modules are in 1
n
Z, then the order of e2πıo(v) is finite. So
for a V -module W and u, v ∈ V1, we will define
ZW (v; u; τ) = trW e
2πı(o(v)− 〈v,u〉
2
)qL(0)+o(u)−(c+12〈u,u〉)/24 (4)
and we call ZW (v; 0; τ)η(τ)
c a theta-function of W , where u1u = −〈u, u〉1 and
η(τ) = q1/24
∏∞
n=1(1− q
n) is the Dedekind η-function. It is worth noting that c+12〈u, u〉 is the
central charge of conformal element ω+L(−1)u and o(ω+L(−1)u) is equal to L(0)+ o(u), see
[DLnM].
For example, let V is a lattice VOA V2Zx constructed from a 1-dimensional lattice L = 2Zx
with 〈x, x〉 = 1. It has exactly four irreducible modules [D]:
W0 = V2Zx,W1 = V(2Z+ 1
2
)x,W2 = V(2Z+1)x,W3 = V(2Z− 1
2
)x.
Let θh,k(z, τ)
(
:=
∑
n∈Z exp(piı(n + k)
2τ + 2pi(n+ k)(z + k))
)
be theta functions for h, k = 0, 1
2
.
By the construction of lattice VOA (see [FLM]), it is easy to check
θh,k(z, τ) = η(τ)((ı)
4hkZW2h(zx(−1)1; 0; τ) + (−1)
k(ı)4hkZW2+2h(zx(−1)1; 0; τ)) (5)
for h, k = 0, 1
2
and their modular transformations
θh,k(z/τ,−1/τ) = (i)
4hk(−ıτ)
1
2 exp(piız2/τ)θk,h(z, τ) (6)
are well known, (see [M]). In particular, there are constants Ahk ∈ C such that
ZWh(zx(−1)1; 0;−1/τ) =
∑
AhkZWh(0; zx(−1) +
1
2
z2, τ). (7)
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Namely, the modular transformations of ZWh(zx(−1)1; 0 : τ) are expressed by linear combi-
nations of ZWk(u; v; τ) of (ordinary) modules Wk, but not twisted modules. By this result,
for an automorphism φ = ev(0), we can expect to obtain a modular transformation by using
only the ordinary modules, which offers some information about twisted modules. This is the
motivation of this paper and we will actually show that the above result is generally true, that
is, we will prove that the following modular transformation by using Zhu’s result (2).
Main Theorem Let V be a rational vertex operator algebra with the irreducible mod-
ules {Wi : i = 1, ..., m} and u, v ∈ V1. Assume v(0)v = v(0)u = u(0)v = u(0)u = 0 and
v(1)v, v(1)u, u(1)u ∈ C1. If V satisfies Zhu’s finite condition C2, then
{ZWh(v; u; τ) : h = 1, ..., m} (8)
satisfy a modular invariance, i.e., for α =
(
a b
f d
)
∈ SL2(Z), there are constants A
h
α,k (see
Theorem 4.1) such that
ZWh(v; u;
aτ + b
fτ + d
) =
m∑
k=1
Ahα,kZWk(av + bu; fv + du; τ). (9)
2 VOA
A vertex operator algebra is a Z-graded vector space:
V = ⊕n∈ZVn (10)
satisfying dimVn <∞ for all n and Vn = 0 for n << 0, equipped with a linear map
V → (EndV )[[z, z−1]]
v → Y (v, z) =
∑
n∈Z
v(n)z−n−1
and with two distinguished vectors, vacuum element 1 ∈ V0 and conformal vector ω ∈ V2 sat-
isfying the following conditions for u, v ∈ V :
u(n)v = 0 for n sufficiently large;
Y (1, z) = 1;
Y (v, z)1 ∈ V [[z]] and lim
z→0
Y (v, z)1 = v;
(z − x)NY (v, z)Y (u, x) = (z − x)NY (u, x)Y (v, z) for N sufficiently large,
where (z1 − z2)
n (n ∈ Z) are to be expanded in nonnegative integral powers of second variable
z2;
[L(m), L(n)] = (m− n)L(m+ n) +
1
12
(m3−m)δm+n,0c (11)
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for m,n ∈ Z, where L(m) = ω(m+ 1) and c is called central charge;
L(0)v = nv for v ∈ Vn;
d
dz
Y (v, z) = Y (L(−1)v, z).
This completes the definition.
We also have the notion of modules:
Let (V, Y, 1, ω) be a vertex operator algebra. A weak module W of (V, Y, 1, ω) is a C-graded
vector space:
W = ⊕n∈CWn (12)
equipped with a linear map
V → (End(W ))[[z, z−1]]
v → Y W (v, z) =
∑
n∈Z
vW (n)z−n−1 (vn ∈ End(W ))
satisfying the following conditions for u, v ∈ V and w ∈ W :
For v ∈ V, w ∈M , vW (m)w = 0 for m >> 0.
Y W (1, z) = 1;
LW (0)w = nw for w ∈ Wn, L
W (0) = ωW (1);
d
dz
Y W (v, z) = Y (L(−1)v, z)
and the following Jacobi idenity holds.
z−10 δ(
z1 − z2
z0
)Y W (u, z1)Y
W (v, z2)− z
−1
0 δ(
z2 − z1
−z0
)Y W (v, z2)Y
W (u, z1)
= z−12 δ(
z1 − z0
z2
)Y W (Y (u, z0)v, z2).
A weak module W is called a module if every finitely generated weak submodule M =
⊕r∈CMr of W satisfies
(1) dimMr <∞,
(2) Mr+n = 0 for n ∈ Z sufficiently large,
for any r ∈ C.
3 Formal power series
We use the notation q and qz to denote e
2πıτ and e2πız , respectively.
In this paper, the formal power series
P2(qz, q) = (2piı)
2
∞∑
n=1
(
nqnz
1− qn
+
nq−nz q
n
1− qn
)
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plays an essential role, where 1
1−qn
is understood as
∑∞
i=0 q
i. The limit of P2(qz, q) (which we
still denote as P2(qz, q)) relates to p(z, τ) by
P2(qz, q) = p(z, τ) +G2(τ),
where
G2(τ) =
pi2
2
+
∑
m∈Z−{0}
∑
n∈Z
1
(mτ + n)2
is the Eisenstein series and p(z, τ) is the Weierstrass p-function
p(z, τ) =
1
z2
+
∑
(m,n)6=(0,0)
(
1
(z −mτ − n)2
−
1
(mτ + n)2
).
It is known that
G2(
aτ + b
fτ + d
) = (fτ + d)2G2(τ)− 2piıf(fτ + d)
and
p(
z
fτ + d
,
aτ + b
fτ + d
) = (fτ + d)2p(z, τ).
In particular,
P2(
z
fτ + d
,
aτ + b
fτ + d
) = (fτ + d)2P2(z, τ)− 2piıf(fτ + d). (13)
In this paper, we will use variables {z1, ..., zn} and calculate the products of formal power
series P2(qzi−zj , τ). In order to simplify notation, we will use a transposition (i, j) of symmetric
groups Σn on Ω = {1, ..., n}. For {(i11, i12), ..., (it1, it2)} with is1 < is2 and iab 6= icd for (a, b) 6=
(c, d), we view σ = (i11, i12) · · · (it1, it2) as an involution (element of order 2) of Σn and denote∏t
j=1 P2(qzt2−zt1, τ) by
∏
i<σ(i) P2(qzσ(i)−zi , τ). Let I(n) denote the set of all elements g in Σn
with g2 = 1. For σ ∈ Σn, set
m(σ) = {i ∈ Ω|σ(i) 6= i} (14)
f(σ) = {i ∈ Ω|σ(i) = i}. (15)
For σ1, σ2 ∈ Σn, σ1, σ2 are called to be disjoint if m(σ1)∩m(σ2) = ∅. σ1+ · · ·+σn = σ expresses
that {σ1, ..., σn} are mutually disjoint and the product σ1 · · ·σn is equal to σ.
For v ∈ V1, v(0) acts on the finite dimensional homogeneous subspaces Vm and satisfies
[v(0), v(m)] = (v(0)v)(m) and
v(0)ω = v(0)ω(−1)1 = −[ω(−1), v(0)]1 = −
∞∑
i=0
(−1)i(ω(i)v)(−1− ı)1
= −(ω(0)v)(−1)1+ (ω(1)v)(−2)1 = −v(−2)1+ (w(1)v)(−2)1 = 0.
Therefore, ev(0) =
∑∞
n=0
v(0)n
n!
is well defined and satifies that ev(0)ω = ω and ev(0)(umw) =
(ev(0)u)m(e
v(0)w). In particular, ev(0) is an automorphism of V .
5
Definition 1 For a V -module W and u, v ∈ V1, define
ZW (v; u; τ) = trWe
2πı(v(0)−〈v,u〉/2)q(u(0)−〈u,u〉/2)+L(0)−c/24. (16)
We set θW (v, τ) = ZW (v; 0; τ)η(τ)
c and call it a theta-function of W , where
η(τ) = q1/24
∏∞
n=1(1− q
n) is the Dedekind η-function.
For example, let V be a lattice VOA V2Zx associated with a 1-dimensional lattice L = 2Zx
with 〈x, x〉 = 1, then
W0 = V2Zx,W1 = V(2Z+ 1
2
)x,W2 = V(2Z+1)x,W3 = V(Z− 1
2
)x
are the irreducible V2Zx-modules by [D] and 〈x(−1)1, x(−1)1〉 = −1. We then have
θ0,0(z, τ) =
∑
n∈Z
exp(piın2τ + 2piınz)
= θW0(zx(−1)1, τ) + θW2(zx(−1)1, τ))
θ0, 1
2
(z, τ) =
∑
exp(piın2τ + 2piın(z +
1
2
))
= θW0(zx(−1)1, τ)− θW2(zx(−1)1, τ))
θ 1
2
,0(z, τ) =
∑
exp(piı(n +
1
2
)2τ + 2piı(n +
1
2
)z)
= θW1(zx(−1)1, τ) + θW3(zx(−1)1, τ))
θ 1
2
, 1
2
(z, τ) =
∑
exp(piı(n +
1
2
)2τ + 2piı(n +
1
2
)(z +
1
2
))
= ıθW1(zx(−1)1, τ)− ıθW3(zx(−1)1, τ))
and their modular transformations
θ0,0(z/τ,−1/τ) = (−ıτ)
1
2 exp(piız2/τ)θ0,0(z, τ)
θ0, 1
2
(z/τ,−1/τ) = (−ıτ)
1
2 exp(piız2/τ)θ1,0(z, τ)
θ 1
2
,0(z/τ,−1/τ) = (−ıτ)
1
2 exp(piız2/τ)θ0,1(z, τ)
θ 1
2
, 1
2
(z/τ,−1/τ) = −(−ıτ)
1
2 exp(piız2/τ)θ1,1(z, τ)
are well known, (see [M]). Therefore, the modular transformations ZWh(zx(−1)1; 0 :
−1
τ
) are
expressed by linear combinations of ZWk(u; v; τ) of (ordinary) modules Wk, but not twisted
modules.
4 Modular invariance
In this section, we will prove a modular invariance. Throughout this section, we assume :
(A1) V = ⊕∞n=0Vn is a rational VOA;
(A2) {W 1, ...,Wm} is the set of all irreducible V -modules;
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(A3) fix v1, ..., vn ∈ V1 satisfying vr(0)vj = 0 and vr(1)vj ∈ C1 for any r, j.
By (A3), we have
[vr(m), vj(n)] =
∑(m
k
)
(vr(k)vj)(m+ n− ı) = m(vr(1)vj)(m+ n− 1) = δm,−nm〈−vr, vj〉,
where vr(1)vj = 〈−vr, vi〉1.
For a grade-keeping endomorphism formal power series ψ ∈ End(W )((qz1 , ..., qzn, qτ )) of W ,
set
SW (ψ; z1, ..., zn, τ) = trWψY (v1, qz1) · · ·Y (vn, qzn)qz1 · · · qznq
L(0)− c
24 .
By the same argument as in the proof of Proposition 4.3.2 in [Z], we have the following:
Proposition 4.1 Assume [ψ, vr(n)] = 0 for r = 1, ..., n. Then we have :
SW (ψ; z1, z2, ..., zn, τ) =
∑
σ∈I(n)
SW
ψ ∏
r∈f(σ)
o(vr)
∏
j<σ(j)
(
〈−vj , vσ(j)〉
P2(zσ(j)z
−1
j , τ)
(2piı)2
)
; τ
 , (17)
where I(n) is the set of all elements σ in the symmetric group Σn on n point set Ω = {1, 2, ..., n}
with σ2 = 1 and f(σ) denotes the set of fixed points of σ.
[Proof] For k ∈ Z, we have
SW (ψv1(k)q
−k
z1
; z2, ..., zn, τ)
= trWψv1(k)q
−k
z1
Y (v2, qz2) · · ·Y (vn, qzn)qz1 · · · qznq
L(0)−c/24
= trWψ[v1(k), Y (v2, qz2) · · ·Y (vn, qzn)]q
−k
z1
qz2 · · · qznq
L(0)−c/24
+trWψY (v2, qz2) · · ·Y (vn, qzn)v(k)q
−k
z1
qz2 · · · qznq
L(0)−c/24
=
n∑
j=2
∑
i∈N
(
k
i
)
qk−ızj trWψY (v2, qz2) · · ·Y (v1(i)vj , qzj) · · ·Y (vn, qzn)q
−k
z1 qz2 · · · qznq
L(0)−c/24
+trWψY (v2, qz2) · · ·Y (vn, qzn)q
−k
z1
qz2 · · · qznq
L(0)−c/24v(k)qk
=
n∑
j=2
kqk−1zj q
−k
z1
trWψY (v2, qz2) · · ·Y (〈−vj, v1〉1, qzj) · · ·Y (vn, qzn)qz2 · · · qznq
L(0)−c/24
+trWψv1(k)q
−k
z1
Y (v2, qz2) · · ·Y (vn, qzn)qz2 · · · qznq
L(0)−c/24qk
=
n∑
j=2
trW 〈−vj , v1〉kq
k
zj−z1
ψY (v2, qz2) · · ·
̂Y (vj , qzj ) · · ·Y (vn, qzn)qz2...q̂zj ...qznq
L(0)−c/24
+trWψv1(k)q
−k
z1
Y (v2, qz2) · · ·Y (vn, qzn)qz2 · · · qznq
L(0)−c/24qk
=
n∑
j=2
trW 〈−vj , v1〉kq
k
zj−z1
ψY (v2, qz2) · · ·
̂Y (vj , qzj ) · · ·Y (vn, qzn)qz2 · · · q̂zj · · · qznq
L(0)−c/24
+trWψv1(k)q
−k
z1
Y (v, qz2) · · ·Y (v, qzn)qz2 · · · qznq
L(0)−c/24qk
=
n∑
j=2
〈−v1, vj〉kq
k
zj−z1
S(ψ; z2, ..., ẑj, ..., zn, τ) + S(ψv1(k)q
−k
z1 ; z2, ..., zn, τ)q
k,
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where q̂zj means that we take off the term qzj .
Hence, for k 6= 0, we have:
SW (ψv1(k)q
−k
z1
; z2, ..., zn, τ) =
n∑
j=2
〈−vj , v1〉
kqkzj−z1
1− qk
SW (ψ; z2, ..., zj−1, zj+1, ..., zn, τ). (18)
Therefore, we have:
SW (ψ; z1, z2, ..., zn, τ)
= SW (ψv1(0); z2, ..., zn, τ) +
∑
k 6=0
SW (ψv(k)q
−k
z1
; z2, ..., zn, τ)
= SW (ψv1(0); z2, ..., zn, τ) +
∑
k 6=0
n∑
j=2
〈−vj , v1〉
kqkzj−z1
1− qk
SW (ψ; z2, ..., zj−1, zj+1, ..., zn, τ)
= SW (ψv1(0); z2, ..., zn, τ)−
n∑
j=2
〈vu, v1〉
P2(qzj−z1, τ)
(2piı)2
SW (ψ; z2, ..., zj−1, zj+1, ..., zn, τ)
By substituting ψv1(0) into φ and repeating these steps, we have:
SW (ψ; z1, z2, ..., zn, τ) =
∑
σ∈I(n)
∏
i<σ(i)
(
〈−vi, vσ(i)〉
P2(qzσ(i)−zi , τ)
(2piı)2
)
SW (ψ
∏
i∈f(σ)
vi(0), τ). (19)
Q.E.D.
The main result we quote from [Z] is
Theorem 4.1 (Zhu) Let (V, Y, 1, ω) be a rational VOA satisfying (A1) and (A2). Then for
any α =
(
a b
f d
)
∈ SL2(Z), we have
SWh(1,
z1
fτ + d
, ...,
zn
fτ + d
,
aτ + b
fτ + d
) = (fτ + d)n
m∑
j=1
Ahα,kSWk(1; z1, ..., zn, τ) (20)
where the Ahα,k are constants depending only on α, h, k.
To simplify notation, Sk(· · ·), α(v) and d(α) denote SWk(· · ·), (fτ + d)o(v) and fτ + d,
respectively. Set
D(r, j) = 〈−vr, vj〉(
1
2piı
)2(d(α))2P2(qzr−zj , τ),
E(r, j) = 〈−vr, vj〉((d(α))
2P2(qzr−zj , τ)− (
1
2piı
)f(d(α))),
Dσ =
∏
j<σ(j)
D(σ(j), j), and
Eσ =
∏
j<σ(j)
E(σ(j), j).
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Lemma 4.1 If |m(σ)| = 2p, then∑
σ1+...+σt=σ
(−1)tEσt · · ·Eσ2Eσ1 = (−1)
pEσ. (21)
[Proof] We first note that Eσt · · ·Eσ2Eσ1 = Eσ. Therefore, we have to count the number
of Eσ in the left side. We will prove it by induction on p. If p = 1, then it is trivial. For
σ = (r1, r2) · · · (r2p−1, r2p), the number of σ1 with σ1 + · · · + σt = σ and |m(σ1)| = 2r is
(
p
r
)
.
Therefore, by induction, we have:
∑
σ1+...+σt=σ
(−1)tEσt · · ·Eσ2Eσ1 = −
p∑
j=1
(
p
j
)
(−1)p−jEσ = −(−(−1)
p)Eσ = (−1)
pEσ. (22)
Q.E.D.
For α =
(
a b
f d
)
∈ SL2(Z), we have
Lemma 4.2
Sh(
n∏
r=1
o(vr);
aτ + b
fτ + d
) =
m∑
k=1
Ahα,k
∑
σ∈I(n)
∏
j<σ(j)
(
f(d(α))
2piı
)〈−vj , vσ(j)〉Sk(
∏
r∈f(σ)
α(vr); τ). (23)
[Proof] By Theorem 3.1 and Proposition 3.1, we have:
∑
σ∈I(n)
 ∏
r<σ(r)
(
〈−vσ(r), vr〉(
1
2piı
)2P2(q zσ(r)−zr
fτ+d
,
aτ + b
fτ + d
)
)Sh( ∏
j∈f(σ)
o(vj),
aτ + b
fτ + d
)
= Sh(1;
z1
fτ + d
, ...,
zn
fτ + d
,
aτ + b
fτ + d
)
= (d(α))n
m∑
k=1
Ahα,kSk(1; z1, ..., zn, τ)
= (d(α))n
m∑
k=1
Ahα,k
∑
σ∈I(n)
 ∏
r<σ(r)
(
〈−vr, vσ(r)〉(
1
2piı
)2P2(qzσ(r)−zr , τ)
)Sk( ∏
j∈f(σ)
o(vj); τ).
Hence, we have
Sh(
n∏
r=1
o(vr);
aτ + b
fτ + d
)
=
m∑
k=1
Ahα,k
∑
σ∈I(n)
 ∏
r<σ(r)
(
〈−vr, vσ(r)〉(d(α))
2(
1
2piı
)2P2(qzσ(r)−zr , τ)
)Sk( ∏
j∈f(σ)
α(vj)), τ)
9
−
∑
16=σ∈I(n)
 ∏
r<σ(r)
(
〈−vr, vσ(r)〉((d(α))
2(
1
2piı
)2P2(qzσ(r)−zr , τ)− (
1
2piı
)f(d(α)))
)×
×Sh(
∏
j∈f(σ)
o(vj);
aτ + b
fτ + d
)
=
m∑
k=1
Ahα,k
∑
σ∈I(n)
 ∏
r<σ(r)
D(σ(r), r)
Sk( ∏
j∈f(σ)
α(vj), τ)
−
∑
16=σ∈I(n)
 ∏
r<σ(r)
E(σ(r), r)
Sh( ∏
j∈f(σ)
o(vj);
aτ + b
fτ + d
)
=
m∑
k=1
Ahα,k
∑
σ∈I(n)
DσSk(
∏
j∈f(σ)
α(vj); τ)−
∑
16=σ∈I(n)
EσSh(
∏
r∈f(σ)
o(vr);
aτ + b
fτ + d
).
Substituting the above equation into the last term, we have
Sh(
n∏
r=1
o(vr);
aτ + b
fτ + d
)
=
m∑
k=1
Ahα,k
∑
σ∈I(n)
DσSk(
∏
j∈f(σ)
α(vj); τ)
−
∑
16=σ∈I(n)
Eσ
m∑
k=1
Ahα,k
∑
σ′∈I(n),m(σ′)∩m(σ)=∅
Dσ′Sk(
∏
r∈f(σ′+σ)
α(vr); τ)
+
∑
16=σ∈I(n)
Eσ
∑
16=σ′∈I(n),m(σ′)∩m(σ)=∅
Eσ′Sh(
∏
j∈f(σ)∩f(σ′)
o(vj);
aτ + b
fτ + d
)}.
Repeating the above steps and by the equations
Sh(o(v);
aτ + b
fτ + d
) =
∑
Ahα,kSk(o(v); τ)
Sh(1;
aτ + b
fτ + d
) =
∑
Ahα,kSk(1; τ).
in [Z], we have
Sh(
n∏
r=1
o(vr);
aτ + b
fτ + d
)
=
m∑
k=1
Ahα,kSk(
∑
σ∈I(n)
Dσ
∏
j∈f(σ)
α(vj); τ)
−
∑
16=σ∈I(n)
EσSh(
∏
r∈f(σ)
o(vr);
aτ + b
fτ + d
)
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=
m∑
k=1
Ahα,k{
∑
σ1,...,σt∈I(n):|f(σ2+...σt)|≤n−2
(−1)t−1Eσt · · ·Eσ2Dσ1Sk(
∏
r∈∩tj=1f(σj )
α(vr); τ)
(if n is odd) −
n∑
j=1
∑
σ1,...,σt∈I(n):f(σ1+...+σt)={j}
(−1)tEσt · · ·Eσ2Eσ1Sk(α(vj); τ)}
(if n is even) −
∑
σ1,...,σt∈I(n):f(σ1+...+σt)=∅
(−1)tEσt · · ·Eσ2Eσ1Sk(1; τ)}
by Lemma 3.1
=
m∑
k=1
Ahα,k{
∑
σ∈I(n)
∑
σ1,σ2∈I(n):σ1+σ2=σ,|f(σ1)|≥2
(−1)|σ1|/2Eσ1Dσ2Sk(
∏
r∈f(σ)
α(vr); τ)
(if n is odd) −
n∑
j=1
∑
σ∈I(n):f(σ)={j}
(−1)(n−1)/2EσSk(α(vj); τ)}
(if n is even) −
∑
σ∈I(n):f(σ)=∅
(−1)n/2EσSk(1; τ)}
=
m∑
k=1
Ahα,k{
∑
σ∈I(n)
∏
j<σ(j)
(
1
2piı
)(f(d(α))〈−vj, vσ(j)〉)
pSk(
∏
r∈f(σ)
α(vr); τ)}
Q.E.D.
Theorem A For α =
(
a b
f d
)
∈ SL2(Z), we have
Sh(e
o(v);
aτ + b
fτ + d
) =
m∑
k=1
Ahα,kSk(e
〈−v,v〉
2
( 1
2piı
)f(d(α))+(d(α))o(v) , τ). (24)
In particular,
ZWh(v; 0;
aτ + b
fτ + d
) =
m∑
k=1
Ahα,kZWk(dv; fv; τ). (25)
[Proof] Let’s calculate the coefficient of (〈−u, v〉( 1
2πı
)f(d(α)))p(α(v))r in (4.2) by setting
n = 2p+ r and v1 = · · · = vn = v.
The number of involutions σ with |f(σ)| = r is
(
2p+r
r
)
× (2p+r)!
p!2p
. Therefore, we have
Sh(e
o(v);
aτ + b
fτ + d
) = Sh(
∞∑
n=0
1
n!
n∏
i=1
o(v);
aτ + b
fτ + d
) =
∞∑
n=0
1
n!
Sh(
n∏
i=1
o(v);
aτ + b
fτ + d
)
=
∑
r,p∈N
1
n!
m∑
k=1
Ahα,k
∑
σ∈I(n)
(〈−v, v〉
f(d(α))
2piı
)|m(σ)|/2Sk((α(v))
|f(σ)|; τ)
=
m∑
k=1
Ahα,k
∑
r,p∈N
1
(r + 2p)!
(
r + 2p
r
)
(2p)!
p!2p
(〈−v, v〉
f(d(α))
2piı
)|m(σ)|/2Sk((α(v))
|f(σ)|; τ)
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=
m∑
k=1
Ahα,k
∑
r,p∈N
1
(r + p)!
(
r + p
p
)
(
〈−v, v〉
2
f(d(α))
2piı
)pSk((α(v))
r; τ)
=
m∑
k=1
Ahα,k
∞∑
n=0
n∑
r=0
1
n!
(
n
p
)
(
〈−v, v〉
2
f(d(α))
2piı
)n−rSk((α(v))
r; τ)
=
m∑
r=1
Ahα,kSk(
∞∑
n=0
1
n!
((
〈−v, v〉
2
f(d(α))
2piı
) + α(v))n; τ)
=
m∑
r=1
Ahα,kSk(e
〈−v,v〉
2
f(d(α))
2piı
+α(v); τ),
since
1
(r + 2p)!
(
r + 2p
r
)
(2p)!
p!2p
=
1
(r + 2p)!
(r + 2p)!
k!(2p)!
(2p)!
p!2p
=
1
(r + p)!
(
r + p
r
)
1
2p
. (26)
Q.E.D.
Let’s show the final version of our result.
Main Theorem For α =
(
a b
f d
)
∈ SL2(Z), we have
ZWh(v; u;
aτ + b
fτ + d
) =
m∑
k=1
Ahα,kZWk(dv + bu; fv + au; τ), (27)
where Ahα,k are the coefficients in the equations given by Zhu [Z].
[Proof] Fix s, t ∈ N so that n = s+ t. Assume that
v1 = v2 = ... = vs, ( say, = v), us+1 = · · · = vs+t, ( say, = u).
For p, q, r ∈ Z, set k = s− 2p− r ≥ 0, h = t− 2q − r ≥ 0.
In order to simplify notation, for u, v ∈ V1 and σ ∈ I(n), we will use the following notation:
α(−v, u) =
f(d(α))
2piı
〈−v, u〉,
α(v) = (d(α))o(v)
m11σ = |{r ∈ Ω|r < σ(r) ≤ s}|,
m12σ = |{r ∈ Ω|r ≤ s < σ(r)}|,
m22σ = |{r ∈ Ω|s < r < σ(i)}|,
f1σ = |{r ∈ Ω|r = σ(r) ≤ s}| and
f2σ = |{r ∈ Ω|s < i = σ(r)}|.
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Then by lemma 4.2, we have
Sh(o(v)
so(u)t;
aτ + b
fτ + d
)
=
m∑
g=1
Ahα,g
∑
σ∈I(s+t)
α(−v, v)m11σα(−v, u)m12σα(−u, u)m22σSg(α(v)
f1σα(u)f2σ; τ).
Hence,
Sh(o(v)
so(u)t;
aτ + b
fτ + d
)
=
m∑
g=1
Ahα,g
∑
r,p,q
(2p+ r + k)!(2q + r + h)!
k!h!r!p!q!2p+q
α(−v, v)pα(−v, u)rα(−u, u)qSg(α(v)
kα(u)h; τ).
Expanding the exponential, we have:
Sh(e
2πı(o(v)+〈−v,u〉/2)+2πıτ(o(u)+〈−u,u〉/2) ; τ)
= trWh
∞∑
n=0
(2piı)n
n!
(o(v) + τo(u) +
〈−v, u〉
2
+ τ
〈−u, u〉
2
)nqL(0)−c/24
= trWh
∑
α,β,γ,δ
(2piı)α+β+γ+δ
α!β!γ!δ!
o(v)α(τo(u))β(
〈−v, u〉
2
)γ(
〈−u, u〉
2
τ)δqL(0)−c/24.
Hence, for α = −1
τ
, we have:
Sh(e
2πi(o(v)+〈−v,u〉/2+τ(o(u)+〈−u,u〉/2)) ;
−1
τ
)
=
∑
α,β,γ,δ
(2piı)α+β+γ+δ
α!β!γ!δ!
Sh(o(v)
α(
−1
τ
o(u))β(
〈−v, u〉
2
)γ(
〈−u, u〉
2
)δ(
−1
τ
)δ,
−1
τ
)
=
∑
γ,δ,α,β
(2piı)α+β+γ+δ
α!β!γ!δ!
(
〈−u, u〉
2
)δ(
−1
τ
)δ(
〈−v, u〉
2
)γ(
−1
τ
)βSh(o(v)
αo(u)β;
−1
τ
)
=
∑
γ,δ,α,β
(2piı)α+β+γ+δ
α!β!γ!δ!
(
〈−u, u〉
2
)δ(
−1
τ
)δ(
〈−v, u〉
2
)γ(
−1
τ
)β
m∑
g=1
Ahα,g
∑
p,q,r,h,k:2p+r+k=α,2q+r+h=β
α!β!
h!k!r!p!q!2p+q
× Sg((τ
〈−v, v〉
4piı
)p(τ
〈−v, u〉
4piı
)r(τ
〈−u, u〉
4piı
)q(τo(v))k(τo(u))h, τ)
=
∑
γ,δ,p,q,r,h,k
(2piı)(p+k+r+q+h+γ+δ)
γ!δ!h!k!r!p!q!
(
−1
τ
(
〈−u, u〉
2
))δ(
〈−v, u〉
2
)γ ×
×
m∑
g=1
Ahα,gSg((τ
〈−v, v〉
2
)p(−〈−v, u〉)r(
1
τ
〈−u, u〉
2
)q(τo(v))k(−o(u))h; τ)
=
m∑
g=1
Ahα,gSg(e
2πı(−1
τ
〈−u,u〉/2+〈−v,u〉/2+τ〈−v,v〉/2−〈−v,u〉+ 1
τ
〈−u,u〉/2+τo(v)−o(u)); τ)
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=
m∑
g=1
Ahα,gSg(e
2πı(−〈−v,u〉/2+τ〈−v,v〉/2+τo(v)−o(u)) ; τ)
=
m∑
g=1
Ahα,gSg(e
2πı(o(−u)+〈u,v〉/2)+2πıτ(o(v)+〈−v,v〉/2) ; τ)
Namely,
ZWh(v; u;
−1
τ
) =
∑
Ahα,kZWk(−u; v; τ). (28)
On the other hand,
ZWh(v; u; τ + 1) = ZWh(v + u; u; τ). (29)
Therefore, for α =
(
a b
f d
)
, we have
ZWh(v; u;
aτ + b
fτ + d
) =
m∑
k=1
Ahα,kZWk(dv + bu; fv + au; τ). (30)
Q.E.D.
Example Let V be a lattice VOA V2Zx with 〈x, x〉 = 1 and W a module VZx. For z ∈ C,
set
zx = zx(−1)1 ∈ (V2Zx)1.
Then it is easy to check by the definition of lattice VOAs that
tro(1)e2πizx(0)qL(0)−1/24|M =
1
η(τ)
θ(τ, z).
For α =
(
0 −1
1 0
)
,
1
η(−1
τ
)
θ(
−1
τ
, z) =
∑
M
λMtro(1)q
L(0)+zx(0)− 1
24
+ z
2
2 |M ,
where M runs over the following modules
{VL, Vx+L, V 1
2
x+L, V− 1
2
x+L}.
Taking τ = i and several z, we have the known formula:
1
η(−1
τ
)
θ(
−1
τ
, z) =
1
η(τ)
θ(τ, τz)eπiz
2τ .
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