Review of linear systems and operators in hilbert space, by Paul A. Fuhrmann and matrix polynomials, by I. Gohberg, P. Lancaster, and L. Rodman  by Coppel, W.A.
Reports ’ 
Review of Linear Systems and Operators in Hilbert Space,* by Paul A. 
Fuhrmann and Matrix Polynomials,** by I. Gohberg, P. Lancaster, 
and L. Rodman 
W. A. Coppel 
Department of Mathematics 
IAS 
Australian National University 
GPO Box 4 
Canberra, ACT 2601, Australia 
Modem systems theory began around 1960 with the introduction by 
Kalman of the concepts of controllability and observability. Within a few 
years he had established the basic facts of state-space theory: any matrix of 
proper rational functions admits a state-space realization, a realization has 
minimal dimension if and only if it is both controllable and observable, two 
minimal realizations are similar, the dimension of a minimal realization is 
equal to the rank of the Hankel matrix and also to the McMillan degree. A 
polished version of the theory, based on polynomial modules, was given by 
Kalman [l] in 1969, with the pronouncement that “from a fundamental 
scientific point of view, it is not very likely that the picture presented here 
can be substantially improved or simplified.” By this time there were already 
significant applications to filtering theory, optimal control, and network 
theory. To the same era belong Brunovsky’s canonical form for a controllable 
pair and the theorem of Wonham and Heymann that the characteristic 
polynomial of a controllable system can be arbitrarily altered by state 
feedback. 
A new era dawned in 1970 with the book of Rosenbrock [2]. Starting from 
the observation that it was not always desirable to deal with systems in 
state-space form, he built up a theory of polynomial systems in which 
controllability becomes an instance of coprimeness and significant properties 
are reflected in the so-called system matrix. Rosenbrock introduced the no- 
tion of strict system equivalence, which was given an improved form by 
Fuhrmann, and obtained a striking extension of the theorem of Wonham and 
Heymann. Among other contributions, Fomey has pointed out the relevance 
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of valuation theory for systems theory, and Pratzel-Wolters has shown that 
category theory provides a natural framework for the study of feedback. 
Chapter 1 of Fuhrmann’s book gives an account of some of this material, 
connecting Kalman’s use of polynomial modules with Rosenbrock’s approach. 
It is not yet a definitive treatment, but the reader who takes some trouble will 
be rewarded. Chapter 2 gives an account of results from operator theory 
which are required later. Some could be found in any book on Hilbert space, 
but others could be obtained only from a considerable variety of sources. 
Chapter 3 discusses linear systems for which the input and output spaces are 
still finite-dimensional, but the state space is a Hilbert space. There are 
difficulties in extending finite-dimensional systems theory to infinite dimen- 
sions, and probably no one way is best for all purposes. Fuhrmann con- 
centrates attention on the theory of restricted shift realizations. His book will 
be welcomed by those interested in infinite-dimensional systems theory. 
Matrix Polynomials, by Gohberg, Lancaster, and Rodman might perhaps 
have been subtitled “Spectral Theory,” since this is really its subject. Other 
aspects, such as the notions of controllability and realization, or the purely 
algebraic theory of greatest common divisors, are not mentioned-even 
though they would have illuminated much of the text. The discussion of 
factorization of matrix polynomials, and the stability of such a factorization 
under small perturbations, has considerable overlap with Minimal Factoriza- 
tion of Matrix and Operator Functions, by Bart, Gohberg, and Kaashoek 
(Birfiauser, Basel, 1979), but the discussion there seemed clearer. There is a 
rather thorough treatment of self-adjoint matrix polynomials, based on the 
theory of indefinite scalar product spaces, but no indication is given of 
applications to network theory. The authors’ use of their own terminology and 
their failure to treat the work of others, together with the excessively 
computational presentation, make it difficult to understand their claim that 
the book is addressed to an audience of engineers and scientists. Nevertheless, 
it could have some value for researchers, especially if they are seeking, say, a 
formula for a spectral divisor or for the solution of a singular system of 
inhomogeneous linear differential equations. 
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