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Abstract
At ASDEX upgrade (AUG) a new framework for the evaluation of impurity densities based on
measurements from charge exchange recombination spectroscopy (CXRS) diagnostics has been
developed. The charge exchange impurity concentration analysis code, or CHICA, can perform
these calculations for all of the beam-based CXRS diagnostics at AUG and is equipped with the
atomic data for all of the regularly measured charge exchange spectral lines (He, Li, B, C, N, O,
and Ne). CHICA includes four different methods for the evaluation of the neutral density
populations, which feature different implementations and contain varying levels of
sophistication. These methods have been thoroughly benchmarked against one another, enabling
the important processes for the evaluation of neutral densities to be identiﬁed as well as the
neutral populations that are most critical to the accurate interpretation of the measured CXRS
intensities. For the AUG neutral beams, charge exchange with the ground state of the ﬁrst energy
component is typically the dominant contribution to the measured CXRS intensities, but
emission from reactions with the n=2 beam halo population can contribute up to 35% to the
total signal and must be included in the analysis. Neglect of this population leads to incorrect
magnitudes and incorrect proﬁle shapes of the calculated impurity density proﬁles. The edge
lines of sight (LOS) of the core CXRS diagnostics at AUG intersect the edge pedestal inside of
the neutral beam volume. Therefore, the impurity density is not constant along the LOS,
complicating the interpretation of the measured intensities. Within CHICA a forward model for
the edge impurity densities has been implemented, enabling the reconstruction of accurate edge
proﬁles.
Keywords: charge exchange recombination spectroscopy, impurity density, neutral beam
attenuation, impurity transport, tokamak
(Some ﬁgures may appear in colour only in the online journal)
1. Introduction
Charge exchange recombination spectroscopy (CXRS) [1, 2]
is used in many fusion devices to diagnose the impurity ion
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temperatures, rotations and densities. The charge exchange
reaction is given by
hH A H A H A , 1Z Z Z1 1* n+  +  + ++ + - + + - ( )( ) ( )
where H is, typically, a neutral hydrogen or deuterium atom
and A is an ion of elementary charge Z. After the transfer of
the electron, the impurity is left in an excited state and sub-
sequently decays to a lower energy level and emits char-
acteristic radiation: the measured CXRS spectrum. In fusion
plasmas, the natural population of neutral particles is very low
due to the high temperatures and densities. Thus, to make
active CXRS measurements, neutral atoms are introduced into
the plasma. This is typically done either by means of neutral
beam injection (NBI) or neutral gas puffs. The injection of
neutrals provides the added beneﬁt of localizing the CXRS
measurements to the intersection of the diagnostic line of
sight (LOS) and the volume enclosing the injected neutral
population.
While the impurity ion temperature and rotation along
the LOS can be derived directly from the measured spectra
via the Doppler broadening and shift of the active spectral
line, the impurity density evaluation is more complicated as
the measured intensity is not only proportional to the impurity
density, but also to the densities of the various energy com-
ponents of the neutral beam and their excited state popula-
tions [3, 4]. For neutral beam based charge exchange, there
are typically at least three energy populations in the beam: the
full, half, and third energy components. These correspond to
H+, H2
+ and H3+ ions in the beam source that are all accel-
erated to the same energy by high voltage grids. During the
neutralization process the H2
+ and H3+ ions break up, resulting
in H neutrals with one half and one third of the full accel-
eration energy. Since the charge exchange cross-sections are
dependent on the collision velocity, all three of these popu-
lations contribute differently to the total CXRS emission and
must be accounted for separately.
In addition, there is a fourth population that must be
taken into account, namely the beam halo [2, 5–8]. The halo
is a cloud of thermal neutral particles that forms in and around
the beam volume due to charge exchange reactions between
beam neutrals and main ions in the plasma. These new ther-
mal neutrals can then undergo charge exchange reactions with
impurity ions leading to additional emission. The importance
of the halo to CXRS measurements has been known since the
1980s [2, 9] and is discussed in several publications including
[2, 5, 7]. Regardless, it is not routinely included in present day
CXRS impurity density calculations. This is possibly due to
the additional complexity of modeling these components and
possibly due to the high beam energies used in present day
fusion devices. As will be shown in section 2.3, the produc-
tion of halo neutrals decreases strongly with increasing beam
energy. Together with the very small charge exchange cross-
sections at thermal energies, this justiﬁes the neglect of the
ground-state halo population and perhaps contributed to the
general neglect of halo neutrals in CXRS calculations.
However, the charge exchange cross-sections for different
excited state populations differ signiﬁcantly and must be
considered separately to correctly determine the total charge
exchange emission. In the case of the halo, the n=2 [4]
population can not a priori be neglected. This was also
pointed out by Isler et al [2] and ﬁrst assessed quantitatively
for AUG data in [7].
The measured CXRS intensity is given by equation (2),
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where hν is the energy of the photon, nZ is the impurity
density, n0,n,j are the neutral density populations, the sums on
n and j are over the principle quantum number and the neutral
energy components, respectively. vn j Z j, , , effsá ñl( ) is the effec-
tive CX emission rate with σ the charge exchange cross-
section and vj the collision velocity. Here, the angle
brackets, < K > , indicate integration over the appropriate
velocity distributions: thermal distributions in the case of the
halo and thermal and beam velocity in the case of beam-
impact charge exchange. λ refers to the speciﬁc emission line
and s to the position along the diagnostic LOS. Note that the
effective emission rates and the neutral densities in the plasma
are also dependent on local plasma parameters such as the
electron density, electron and ion temperatures, and the
effective charge, all of which can vary along a LOS. Hence,
these quantities have been kept inside the LOS integral, as has
the impurity density itself. It is often assumed that these
quantities do not vary along the intersection of the LOS and
the neutral population as was done, for example, in [8]. With
these assumptions, the impurity density can be removed from
the LOS integral and it is straightforward to solve directly for
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With these assumptions the integral n s sdn jLOS 0, ,ò ( ) contains
all of the 3D geometric information of the sightline and
neutral beam geometry. This is the conventional way of sol-
ving for the impurity density. However, it can be necessary to
maintain the LOS dependences of the impurity density and
the charge exchange cross-sections, particularly if the LOS
samples many ﬂux surfaces inside the neutral volume or if it
intersects the neutral volume in a region with steep gradients,
for example, the edge pedestal. This will be discussed further
in section 5.
At ASDEX Upgrade (AUG) a new framework for the
evaluation of impurity densities from CXRS measurements
has been developed. The charge exchange impurity con-
centration analysis code, or CHICA, is capable of calculating
impurity densities using measurements from all of the CXRS
diagnostics in the AUG CXRS suite [10, 11] and is equipped
with the atomic data for all of the regularly measured CX
spectral lines including He, Li, B, C, N, O, and Ne. The
atomic data used for the calculations will be discussed further
in section 3. Presently, CHICA only evaluates beam based
CXRS measurements. CHICA supports four different meth-
ods for calculating the neutral beam densities in the plasma:
FIDASIM [12], two versions of a ‘pencil’ code dubbed
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‘FAST’ and ‘COLRAD,’ and indirect measurements of the
neutral populations from beam emission spectroscopy (BES)
[7, 13, 14]. The details of these methods and their compara-
tive pros and cons are presented in section 2. In section 3 the
effective emission rates used for the CXRS impurity density
evaluation are presented and discussed. In addition, the con-
tributions from the different energy components and excited
states to the total measured CXRS intensity are examined. In
section 4 these codes are applied to AUG experimental data
and the resultant impurity density proﬁles obtained via the
different methods are compared. Section 5 discusses the
evaluation of CXRS impurity densities when they vary along
the LOS of the diagnostic and, therefore, can not be removed
from the LOS integral. Finally, this work is summarized in
section 6.
2. Neutral density evaluation
2.1. Neutral beam geometries
A top-down view and poloidal cross-section of the AUG
tokamak are shown in ﬁgure 1. Here one can see the trajec-
tories of the AUG neutral beam sources as well as the LOS of
the BES and CXRS diagnostics. The LOS of the core toroidal
CXRS and BES systems are embedded in the same optical
heads, providing measurements along nearly parallel paths
through the neutral beams, and are marked simply as ‘Core
tor.’ in ﬁgure 1. There are two separate core toroidal CXRS/
BES systems, one on each of the neutral beam boxes. For
clarity, only a subset of the LOS from each system are shown.
On NBI box I, there are 91 LOS imaging the plasma from the
magnetic axis to the pedestal top on the low ﬁeld side (LFS),
separated into three vertically stacked rows of 30, 31, and 30
ﬁbers. The vertical separation is roughly 1.5 cm. These LOS
are divided between three charge exchange diagnostics,
typically measuring He, B, and N, a fast ion D-alpha (FIDA)
system, and a BES diagnostic. On NBI box II, there are 70
LOS imaging the plasma from the pedestal top on the LFS to
the pedestal top on the high ﬁeld side (HFS). These LOS are
divided between two CXRS diagnostics, typically measuring
either B or N, and a second BES system.
As can be seen from ﬁgure 1 the AUG NBI boxes [15]
are separated toroidally by 180°. Each box is comprised of
four neutral beam sources capable of injecting 2.5 MW of
power in D operation for a total of 20 MW. NBI Box 1 uses
arc plasmas sources and has a maximum injection energy of
60 keV. NBI Box 2 uses radio frequency sources and has a
maximum injection energy of 93 keV in D. The extraction
voltages of these beams are not ﬁxed. On a discharge-to-
discharge basis, the energy of NBI Box 1 can vary between
30 and 60 keV (0.5–2.5 MW) and the energy of box 2 from
50 to 93 keV (0.72–2.5MW). When reducing the voltage of
the beams, also the beam current is reduced to keep the beams
operating at the optimum points of their respective perveance
curves. As such, at reduced voltage the CXRS signal suffers
from both a reduction in the CX cross-sections and a reduc-
tion in the overall number of neutral particles injected,
resulting very quickly in a signiﬁcant reduction in the CXRS
signal. As a result, standard CXRS analysis at AUG focuses
on discharges with full-voltage beams, although CHICA is
capable of handing reduced voltage beams, provided sufﬁ-
cient CXRS signal is present. CHICA is also capable of
Figure 1. Toroidal and poloidal cross-sections of the ASDEX Upgrade tokamak showing the trajectories of all of the neutral beams from NBI
box 1 and NBI box 2 and the LOS of the beam-based CXRS and BES diagnostics.
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handling the impurity density analysis when the beams are
operated in hydrogen.
The extracted beam power is very well known, as are the
losses in the acceleration grids and in the neutralization
chamber. In addition, the fraction of particles in the different
energy components is well diagnosed. The biggest uncer-
tainty on the power reaching the plasma comes from the
losses in the duct, which are not measured and are assumed to
result in a 15% loss. While this assumption results in injected
powers that agree very well with BES measurements of the
beam energy components in the plasma, the error bars on the
BES data are also of order 10% and the BES data is not
analyzed routinely. There are pressure gauges in the duct
itself, which show a relatively large variation in pressure
(factor of two), which indicates that the ﬂat 15% assumption
might not be appropriate for all plasma discharges. As such,
NBI losses due to variable duct pressure could well contribute
to the 10%–20% variations observed between the measured
CXRS intensities on NBI box 1 and NBI box 2. This could be
clariﬁed through the analysis of the BES data for a large
number of discharges. Such an analysis task, however, is
beyond the scope of this work.
Not only are the injection energies and particle dis-
tributions of the two boxes different, but the beam geometries
are as well. In addition, the geometries of sources 6 and 7
(NBI box 2) are variable and, for a given plasma discharge,
can be in any position between the extrema of the range. The
CXRS and BES diagnostics on NBI Box 1, while focused on
source 3, also collect signiﬁcant emission from reactions with
sources 1, 2, and 4, see ﬁgure 1. The diagnostics on NBI Box
2 [11] are focused on source 8, but also see emission from
sources 5 and 7 at the LFS plasma edge. Thus, all of these
beam sources need to be sufﬁciently well characterized to
reliably produce impurity densities from the full suite of
CXRS diagnostics. NBI source 6 is situated signiﬁcantly
below the LOS of the diagnostics, see ﬁgure 1, and does not
contribute to the CXRS signal. It too, however, has been
characterized and included in the codes.
The geometries of the NBI sources (trajectories and
divergences) have been determined by a combination of BES
measurements using both toroidal and poloidal LOS, thermal
images of the beam impact positions on the inner wall, and
direct measurements of the source locations. The impact
positions of the beams on the inner wall of the machine are
known to an accuracy of ∼1 cm, which translates into an
uncertainty on the horizontal and vertical angles of the beam
of ∼0.05°. The full width half maximum (FWHM) of the
beams are on the order of 20 cm and the radial and vertical
dimensions of the LOS integration volumes are approxi-
mately 1 cm, making a 1 cm uncertainty in the overall posi-
tions of the beam centers acceptable. The uncertainties on the
beam widths are more difﬁcult to characterize. Perhaps the
best measure we have of how well the widths are character-
ized are from CXRS impurity density proﬁles on different
beam boxes and using different beam conﬁgurations, parti-
cularly using beams that are centered well below the diag-
nostic LOS, such that only the wings of the neutral
distributions contribute to the signal. Comparisons of
impurity density proﬁles from NBI 2 and 3 (box 1) or NBI 5
and 8 (box 2), for example, produce the same impurity den-
sity proﬁles within the error bars of the measurements.
As previously mentioned, CHICA supports four different
methods for calculating the neutral beam densities in the
plasma, three different beam attenuation codes as well as
indirect measurements via BES. All three beam attenuation
codes (FIDASIM, FAST, and COLRAD) use identical neutral
beam geometries, although the implementation between
FIDASIM and the pencil codes is different. FIDASIM uses
set beam divergences and foci of the particle distributions
accelerated by the grids to describe the downstream beam
geometry. FAST and COLRAD use the product of two
Gaussians to describe the fall-off of the neutral densities
perpendicular to the beam direction. These Gaussians are
characterized by vertical and horizontal widths, au,n,j and
av,n,j, that increase as a function of distance along the beam
path to account for the beam divergence. These widths were
obtained via ﬁts to the same beam model that is included in
FIDASIM. The beam widths and divergences are very similar
for the different energy components and excited states in
the beam, but not identical. Therefore, the differences as a
function of beam energy, j, and excited state, n, are explicitly
maintained. The ﬁt function is given in equations (4)–(6)
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Here, u and v are orthogonal directions, perpendicular to the
direction of the neutral beam injection, l. This function is with
respect to a ﬁxed starting point at the edge of the plasma
outside of which the geometry is not valid. For all three
codes, the neutral densities are calculated on the same three
dimensional spatial grid. Care has been taken to ensure that
the grid for each beam box encompasses the entire beam-LOS
intersection volume and is dense enough to describe the beam
geometry well. For the analysis of the core impurity densities
the grids extend typically 80 cm in the direction perpendicular
to the beams and have a 1.5 cm resolution. A smaller, ﬁner
spatial grid is used for the edge diagnostics.
Figure 2 provides a comparison of the beam geometries
implemented within the pencil codes (left) and FIDASIM
(right) for NBI 3 (top) and NBI 8 (bottom). Here, the neutral
densities in the ground state, ﬁrst energy component have
been used for the comparison. The beams are shown in a top-
down view and the densities were summed in the vertical
direction. Note that the scale differs between the NBI 3 and
the NBI 8 plots. There is almost a factor of two difference
between the densities of this population (n=1, ﬁrst energy)
at the plasma edge. The x- and y-axes correspond to the outer
boundaries of the grids used for these calculations and the
4
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directions of x and y are the same as in ﬁgure 1. The LOS of
the core toroidal systems are also shown as red lines termi-
nating in ﬁlled circles at the center of the beams. The grids are
sufﬁcient to encompass the entire intersection volume of the
LOS with the neutral distribution, also in the z direction (not
shown). One can see that the geometries agree very well
between the two methods. This is also the case for the other
six neutral beams at AUG. The slight differences between the
two methods (left and right columns) are attributed to the fact
that FIDASIM takes into account plasma rotation as well as
the shape of the magnetic ﬂux surfaces. This leads to slightly
asymmetric attenuation between the top and bottom and left-
and right-hand sides of the beam. In addition, one can see
larger discrepancies between the two codes in the plasma
scrape off layer, i.e. outside of the solid red line. This is
because the geometry used in the pencil models (FAST/
COLRAD) is not applicable in this region. The valid com-
parison region starts just outside of the last closed ﬂux surface
(LCFS) (solid red line) on the low-ﬁeld side of the machine.
It is important to remember that the integral along the LOS
as written in equation (2) gives the effective measurement
position of the diagnostic. This is often approximated as the
intersection of the LOS with the center of the beam. This is
appropriate for LOS that cross only a single NBI source, are
perpendicular to the beam injection, and do not cross-regions
with steep gradients, such as the edge pedestal. In practice at
AUG, these conditions are only very rarely fulﬁlled. Therefore,
the default measurement positions are calculated as the center of
mass of the distribution given by the integrand in equation (2)
[11]. This is done using the equilibrium and plasma proﬁles
from a standard H-mode discharge and for all possible combi-
nations of the NBI sources. Even so, when running CHICA the
calculation is re-done with the actual plasma equilibrium and
kinetic proﬁles. This can result in shifts of the effective mea-
surement positions by up to 1 cm in the core and even more at
the edge, depending on the position of the LCFS compared to
the value used in the default evaluation.
2.2. Neutral beam attenuation methods
The beam attenuation codes implemented within CHICA vary
signiﬁcantly in terms of their capabilities, the physics
Figure 2. Comparison of neutral beam geometries as implemented within the pencil codes (left) and FIDASIM (right) for NBI 3 (top) and
NBI 8 (bottom). Here the neutral densities in the ground state, ﬁrst energy component have been used for the comparison. These were
summed in the vertical direction. The color bar indicates the absolute magnitude of the neutral densities. The red lines and circles depict a
subset of the LOS of the CXRS diagnostics.
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included, the beam model used, and the atomic data. To
provide a reference for the discussions that follow, an over-
view of the main features of each code is provided in table 1.
FIDASIM [12, 16] is a Monte Carlo (MC) code capable
of simulating the entire Dα spectrum. As part of these cal-
culations, FIDASIM calculates the neutral densities of all
beam energy components including the halo in the ﬁrst four
excited states. Within CHICA, this information can be
extracted and used for the determination of the CXRS
impurity density proﬁles. The results of the FIDASIM
simulations have been compared to the measured beam
emission spectra, including halo, and reproduce the exper-
imental spectra well [17]. Due to the MC approach, the
analysis of the neutral density via this method requires rela-
tively long computation times; the simulation of an entire
discharge can take several days. Using FIDASIM for the
neutral density calculation also has the disadvantage that the
noise level on the resultant neutral densities is inversely
proportional to the number of Monte Carlo particles used.
This means that to get a smooth neutral density proﬁles on the
HFS requires larger number of particles and longer compu-
tation times. However, FIDASIM is the only method within
CHICA that correctly handles the plasma edge, taking reg-
ularly into account the plasma curvature and also neutral
particle losses out of the plasma. In addition, FIDASIM is the
only model that fully treats the movement of halo neutrals.
The FAST code originated as a very simple, hands-on,
attenuation model for the assessment of the CXRS impurity
densities. Through comparisons of FAST with COLRAD and
FIDASIM, it was possible to identify errors in all three codes
as well as the physics that was important for the evaluation of
the impurity densities. During this process, the physics
included in FAST was evolved until it became possible to run
COLRAD on similarly fast time scales within the CHICA
framework and all of the remaining differences between the
codes could be attributed to speciﬁc pieces of physics missing
in FAST. At this point, COLRAD became the standard ana-
lysis tool and there was no need for further evolution of the
FAST code. However, it remains as a reduced model within
CHICA that is still useful as a benchmark and for the
understanding of the behavior of its more complicated
counter-parts.
The FAST method calculates the neutral densities of the
jth energy component in the ground state (equation (8)) and
ﬁrst excited state (equation (9)) along the center of each
neutral beam according to equations (7) through (9).
A l A l dl S l n l t1 , 7j j B j j, e= - - D( ) ( )[ ( ) ( ) ] ( )
n l n A l E l0 1 , 8n j n j j j0, 1, 0, 1,= -= =( ) ( ) ( )( ( )) ( )
n l n A l E l0 . 9n j n j j j0, 2, 0, 2,== =( ) ( ) ( ) ( ) ( )
Here, A lj ( ) is the beam attenuation factor with A 0 1j =( ) and
l being the position along the beam path. SB,j are the total
beam stopping rate coefﬁcients in m s3 1- , ne is the electron
density and Δtj=vj/dl, where vj is the beam velocity per
energy component and dl is the distance of one iteration step
along the beam path. The beam stopping cross-sections are
taken from ADAS [18] using an implementation [19] that
takes into account the temperature, density, beam energy, and
individual impurity density proﬁles. In equations (8) and (9)
Ej is the fraction of particles in the ﬁrst excited state from a
simpliﬁed model considering only ion impact excitation. The
normalization factor, n0,n=1,j, is the starting neutral density in
the ground state at the center of the beam outside of the
plasma, i.e. before attenuation. The FAST code also includes
a simpliﬁed halo estimate in which the source of the halo, CX
reactions between beam neutrals and plasma main ions (right-
hand side of equation (10)), is balanced against ionization
losses
n l n l S l
v n n l . 10
n
j
j j n j
e 0, 1,Halo e
DD, 0, 1, Då s=
=
=
( ) ( ) ( )
( ) ( )
Here, n0,n=1,Halo is the halo density in the ground state, Se is
the ionization loss term, σDD is the cross-section for deuter-
ium charge exchange with beam neutrals, jv is the velocity of
the neutral atoms, n0,n=1 is the neutral density in the ground
state, the subscript l refers to the position along the NBI
trajectory, j to the neutral beam energy component, and ne and
Table 1. Overview of the three beam attenuation codes implemented within CHICA. The entry ‘MC’ is short for ‘Monte Carlo’ and ‘full col.
rad.’ indicates a full collisional radiative model treatment including electron, ion, and impurity ion impact excitation and charge exchange.
Codes: FAST COLRAD FIDA
Type: Local at beam center Local at beam center MC, 3D geometry
NBI Geom.: Gaussian (equation (4)) Gaussian (equation (4)) Fixed foci and divergences for ‘launched’ MC
particles
Halo Geom.: Gaussian (equation (4)) Ionization versus CX fall-off
lengths
MC treatment
Comp. time: ∼5 s/time point ∼5 s/time point ∼1–5 min/time point
Curvature: Yes (not standard) Yes (not standard) Yes
Rotation: No No Yes
n-states n=1, 2 n=1–10 n=1–10
Beam excit. : Ion-impact equations (7)–(9) full col. rad. full col. rad.
Halo source: σDD vNBI, not Maxwell averaged vDD NBIsá ñ vDD NBIsá ñ
Halo excit.: elec. impact full col. rad. full col. rad.
Zeff proﬁle: Array of impurities Single impurity Single impurity
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nD are the electron and main ion densities, respectively. For
the ionization, only electron impact ionization as a function of
electron temperature and density along the beam is taken into
account. The atomic data used is taken from the ADAS
ADF11 scd96_h.dat ﬁle. For the main ion charge exchange
cross-sections only the energy dependence has been taken
into account as the variations with density and temperature in
the parameter space of interest are comparatively small. A
proper analysis would integrate the product of these cross-
sections and beam velocities over a Maxwellian velocity
distribution. Within the FAST code this has not been done.
However, this is properly treated in both FIDASIM and
COLRAD.
As will be shown in section 3, the emission from charge
exchange reactions between impurity ions and ground state
halo atoms to the total CXRS signal is negligible. However,
the contribution from the n=2 halo atoms is important.
Within the FAST model, the fraction of halo atoms in the ﬁrst
excited state is estimated as
n l n l l n l APEC , 11n ne 0, 1,Halo 0, 2,Halo 21== =( ) ( ) ( ) ( ) ( )
where n0,n=1,Halo is the ground state halo population,
n0,n=2,Halo is the population in the n=2, PEC is the photon
emissivity coefﬁcient as a function of electron temperature
and density along the beam taken from the ADAS ADF15
pec96#h_pju#h0.dat ﬁle, and A21 is the hydrogen Einstein
21 rate coefﬁcient. Despite its simplicity, the neutral densities
from this model compare well against those from the more
complete physics models included in FIDASIM and COL-
RAD and deviations from this model highlight where addi-
tional physics effects become important.
All of the calculations described above are performed for
the parameters at the center of the neutral beam and are then
extended onto the three dimensional spatial grid using the
function described in equation (4). The vertical and horizontal
widths of the halo populations depend strongly on local
plasma parameters. To describe this population via a Gaussian
decay, widths as a function of plasma parameters must ﬁrst be
deﬁned. For this purpose, FIDASIM was run for a matrix of
ion and electron temperatures and electron densities. The
resultant halo populations were ﬁt to the same Gaussian
function given in equation (4) and these ﬁtted widths are used
as a ‘look-up’ table when running FAST. It should be noted,
however, that the single Gaussian fall-off length is often a
poor description of the halo distribution and FAST, therefore,
signiﬁcantly underestimates the spatial extent of the halo
populations. The impact of this geometry error on the cal-
culated CXRS densities depends strongly on local plasma
parameters and is somewhat mitigated by the LOS integral
through the neutral distribution. This is discussed further in
sections 2.3 and 4.
A simpliﬁed toroidal curvature model is implemented for
the FAST code. However, the impact on the neutral densities
when using it is very small. As this module increases the
computation time of the FAST code it is not routinely
included in the calculations. The effect of both toroidal and
poloidal curvature on the neutral density distribution have
also been tested with COLRAD and found to be negligible.
This is consistent with the good agreement in edge neutral
densities between the pencil codes and FIDASIM, as will be
shown in section 2.3.
The COLRAD model, short for the collisional radiative
model [20], combines the simpliﬁed beam model of the FAST
code discussed above, avoiding the need for a time con-
suming Monte Carlo approach, and the same complete col-
lisional radiative model used within FIDASIM. COLRAD
solves the collisional radiative model for the beam neutrals of
each energy component and the halo neutrals. It calculates the
densities in the states with principal quantum number
n=1–10 by solving the corresponding system of 10 coupled
rate equations. The collisional rate coefﬁcients in COLRAD
are due to excitation, de-excitation and ionization by electron,
hydrogen and impurity ion impact as well as charge exchange
reactions with main ions (H or D) and impurities. The evol-
ution along the beam trajectory is calculated on a spatial grid
with 1cm step width, where all beam neutrals start in n=1 at
the outermost grid point. The rates in the model vary in time
as the beam penetrates regions with different ne, Te, Ti and
Zeff. The losses due to charge exchange of all energy com-
ponents of the beam with the hydrogen background are the
source for the n-levels of the halo neutrals. The population of
the halo neutrals in all n-states is then calculated from the
equilibrium solution of the collisional radiative model, where
the corresponding rates are evaluated with the local plasma
parameters at the source location on the beam axis.
Similar to FAST, within COLRAD all calculations are
performed for the plasma parameters at the center of the beam
and are then extended onto the 3D grid using equation (4).
The shape and extent of the halo population, however, is
treated more carefully. Within COLRAD characteristic fall-
off lengths for ionization and charge exchange reactions of
the halo population are calculated for each position along the
beam path. The relative strengths of these two processes is
used to estimate the proﬁle of the halo neutral cloud
perpendicular to the beam trajectory. Therefore, within
COLRAD the halo population is not characterized by
equation (4). This ingredient was found to be critical to
reproducing the radial proﬁle of the halo as measured by BES
and calculated by FIDASIM. Not taking into account the
spreading of the halo cloud leads to signiﬁcant differences in
the shape of the calculated impurity density proﬁles, see
section 4.
The ﬁnal possibility to determine the neutral density
populations in the plasma is direct BES measurements along
lines of sight (LOS) parallel to those used for CXRS
[7, 13, 14]. The Dα spectra provide measurements of the total
emission from the beam neutrals in the n=3 for all energy
components including the halo. By using effective photon
emission coefﬁcients, this can be translated into n=3 neutral
particle densities, which in conjunction with a collisional
radiative model, enables the populations in other excited
states (n=1, 2) to be determined. The end result is the LOS
integrated neutral densities as a function of beam energy and
excited state.
While this direct measurement of the neutral densities is
the ideal method to determine the neutral densities in the
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plasma, there are several limitations to using this technique.
First, the NBI sources in the NBI beam boxes are not com-
pletely separated vertically. Therefore, when multiple NBI
sources are used, the BES LOS collect emission from all of
them, blurring the spectra and making it difﬁcult to unam-
biguously identify the emissions from the different beams and
energy components. This can lead to signiﬁcant errors in the
deduced neutral densities. This problem is worse for NBI box
I than for NBI box II. Second, if the LOS are too perpend-
icular to the beam, as is ideal for CXRS measurements, then
there is insufﬁcient Doppler-shift separation between the
energy components for them to be clearly identiﬁed. This is
the case for the edge LFS LOS of both BES systems and can
also be a general problem for the third energy component.
Fortunately, the third energy component is relatively unim-
portant for the analysis of the impurity density proﬁles. Third,
the evaluation of the BES data itself is a complicated and time
consuming process. Therefore, the BES is mainly used as a
check on the attenuation codes and to evaluate the impurity
densities in situations, such as beam blips (short injections of
NBI power of 20 ms or less), in which the beam shapes are
not well described by equation (4) and the number of neutral
particles in each energy component is not well characterized.
Similar analysis is needed, for example, at DIII-D [21], where
the behavior of the beam in the start-up phase is also found
to evolve, and not be well described by the steady-state
parameters.
2.3. Comparison of different methods
The beam attenuation models included within CHICA have
been thoroughly benchmarked against one another to under-
stand the limitations of a given code and to identify the
dominant physics mechanisms. To do this, CHICA was run
with all three methods using a matrix of ﬂat kinetic proﬁles
(ne, Te, Ti) as inputs. The electron density was varied between
1 and 9×1019 m−3, and the electron temperature and the
ion temperature between 250 eV and 5 keV. In all cases a
linear pedestal assumption was used starting at ρf=0.94 (ρf
is the normalized toroidal ﬂux coordinate) and enforcing
Te=Ti=100 eV and ne=1×10
18 m−3 at the LCFS. This
is necessary within the codes to ensure reasonable temper-
ature and density values are extrapolated onto grid points
outside of the LCFS. For the calculations the equilibrium
from AUG discharge 33910 was used.
In ﬁgure 3 the resultant attenuations of all three beam
energy components in the ground state for both NBI 3
and NBI 8 are shown. These curves are for the case
Te=Ti=500 eV and ne=5×10
19 m−3, which roughly
corresponds to pedestal top parameters at AUG. Here, the
neutral density distributions have been integrated along the
LOS of the CXRS systems viewing the respective beams and
are plotted against the major radius of the intersection posi-
tion at the center of the beam. The agreement between the
codes is extremely good, making it difﬁcult to distinguish the
three curves per energy component. Differences are visible
for the third energy component, but are small enough to be of
no importance for the evaluation of the impurity densities, as
will be shown in section 3. The attenuation of these compo-
nents calculated by all three codes agree well across the entire
matrix of densities and temperatures considered.
In addition to the ground state neutral densities, each
code is capable of calculating the n=2 neutral densities.
FIDASIM and COLRAD can also provide higher n-state
information. These, however, are not used in the analysis.
Section 3 will present a brief discussion of the effect of
neglecting these populations on the total calculated CXRS
impurity density. In ﬁgure 4 the calculated neutral densities in
the n=2 for all three beam energy components are shown
for NBI 3 at mid-radius (R=1.9 m). In the left panel the
n=2 densities are shown as a function of the electron den-
sity and on the right as a function of the electron temperature.
Figure 3. Comparison of the ground state neutral densities of all beam energy components for NBI 3 and NBI 8 calculated via all three beam
attenuation codes with CHICA. These attenuations correspond to a ﬂat electron density proﬁle of 5×1019 m−3 and ﬂat ion and electron
temperature proﬁles of 500 eV.
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The dependence on electron density in all three codes is very
similar, although the increase in n=2 population calculated
by FAST is not as steep as in the other two. This discrepancy
decreases as the electron temperature is increased. The exci-
tation and de-excitation model of the beam neutrals within
FAST does not include a dependence on temperature. For
excitation of beam neutrals into the n=2, FAST only con-
siders ion impact excitation, which depends on the beam
energy and electron density. Ionization out of the n=2 is not
considered, only de-excitation back to the ground state given
by the relevant Einstein coefﬁcient, A21. The slight decrease
in n=2 population at low Te reported by FAST on the right-
hand side of ﬁgure 4 is in fact a carryover from the ground
state densities, which also show this slight decrease with
electron temperature for all three codes. The other codes show
a larger n=2 population at low Te. This indicates that FAST
is missing an atomic process that causes increased population
of the n=2 at low electron temperature. The missing process
is electron impact excitation, which is included in both
FIDASIM and COLRAD. The population of the higher n-
states included in COLRAD and FIDASIM, but not in FAST
may also play a role.
The last neutral density population of interest is the halo.
Figure 5 shows the ground state halo densities computed by
the three codes integrated along a LOS near mid-radius as a
function of electron density, electron temperature, and ion
temperature. Here the halo densities are normalized by the
sum of the ground state beam energy components ( j=1–3),
which represents the source of the halo particles. Note that the
density of the halo population tends to be larger than the
densities of the ground state beam energy components, which
are the source of the halo. This is because of the long lifetime
Figure 4. Neutral densities in the n=2 calculated by all three attenuation codes within CHICA for NBI 3 around mid-radius as a function of
(left) electron density and (right) electron temperature.
Figure 5. Ground state halo densities computed by the three beam attenuation codes as a function of electron density (left), electron
temperature (middle), and ion temperature (right). These densities are normalized by the sum of the ground state densities of the ﬁrst, second,
and third beam energy components and have been integrated along a diagnostic LOS near mid-radius.
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of the halo neutrals, compared to the high velocity of the
injected beam neutrals as they traverse the plasma. At low
densities (1×1019 m−3) FIDASIM and COLRAD show a
lower fraction of halo neutrals than FAST. If the calculation
of the spread of the halo is switched off in COLRAD and
instead the Gaussian function is used, then COLRAD repro-
duces the FAST result. This shows that the drop at low
density is a result of the spread of the halo cloud (the ioniz-
ation length becomes large compared to the beam size) rather
than an incorrect calculation of the halo production or
ionization in FAST. For higher ion temperatures, the
spreading of the halo is also important at higher densities.
In the middle panel of ﬁgure 5 the halo densities nor-
malized to beam densities are plotted versus electron temp-
erature for two different ion temperatures, 500 and 2500 eV
(gray). With increasing Te all three codes show very similar
behavior, namely increased number of halo neutrals compared
to beam neutrals. Note, the beam neutral densities do not have
strong dependences on either ion or electron temperature. The
changes seen in the middle and the right-hand panels of
ﬁgure 5 are dominated by changes in the calculated halo
densities. The increase with increasing electron temperature
comes from a reduction in ionization losses in the halo
population and is dominated by electron impact excitation,
the only process included in FAST. At increased ion temp-
erature, however, differences between the codes are seen. The
FAST model does not include any dependence on Ti and,
therefore, does not change as the ion temperature is increased.
Both COLRAD and FIDASIM, however, decrease indicating
a strong role of ion impact ionization on the population bal-
ance. This is shown more clearly in the right panel of ﬁgure 5.
Both FIDASIM and COLRAD show a strong reduction in the
halo densities with respect to the beam densities as the ion
temperature is increased, while FAST over predicts the
population. This effect is even stronger at increased electron
temperature (gray). This is because the importance of both ion
and impurity ion impact ionization increases compared to
electron impact ionization at higher ion temperatures.
Finally, from these ground state halo populations, exci-
tation into the n=2 is considered. The results for this
population are shown in ﬁgure 6. Here, the fractions of the
halo atoms in the n=2 are shown, i.e. the populations have
been normalized by the ground state halo populations. In
contrast to beam neutrals, the dominant excitation process for
thermal neutrals into the n=2 is electron impact excitation
and this increases with electron density and decreases with
electron temperature as can be seen in the left and central
panels of ﬁgure 6. The n=2 population calculated by FAST
is low compared to COLRAD and FIDASIM and the dis-
crepancy increases with increasing density and ion temper-
ature. This again indicates the importance of ion impact
ionization. The results from FIDASIM and COLRAD are
nearly identical, which is expected as the same excitation
model is used in both.
All of these calculations were performed at an effective
charge value of Zeff=1.26 created by ﬁxed assumptions on
the concentrations of various impurities in the plasma (0.05%
He, B, and C). The effective charge enters primarily into the
calculation of the beam stopping cross-sections for the
attenuation of the ground state beam energy components.
Additionally, Zeff enters into the halo calculation through its
effect on the main ion density and via additional losses from
charge exchange and ionizing collisions. In all codes, the
main ion density is calculated from the electron density and
assumptions on the impurity concentrations. In FIDASIM and
COLRAD the provided Zeff value is used together with the
assumption that boron is the only impurity in the plasma. In
the FAST model total effective beam stopping cross-sections
are built using the full array of impurity concentrations pro-
vided. Additionally, the full array of impurity concentrations
is used in the calculation of the main ion dilution.
For the ﬁrst run of CHICA, the impurity concentrations
provided by the user are by necessity a guess. This can be
given in the form of a ﬁxed assumption on the concentration
of low-Z impurities (He, Li, B, C, N, Ne, O) or as educated
guesses based on the measured intensities (time dependent) of
various impurity species. This feature allows changes in Zeff
to be tracked reasonably well during discharges in which
there are strong changes in the impurity densities, for exam-
ple, during impurity seeding. In this way time dependent Zeff
Figure 6. Fraction of the halo in the n=2 computed by the three beam attenuation codes as a function of electron density (left), electron
temperature (middle), and ion temperature (right). The densities have been integrated along a diagnostic LOS near mid-radius.
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inputs are possible. However, CHICA is presently not capable
of handing Zeff proﬁles. This remains as a future upgrade. In
addition, CHICA is not set-up to be run iteratively. After each
CHICA run, the user must compare the resultant impurity
concentrations to those assumed as inputs and, if necessary,
re-run. Fortunately, reduced time-resolution runs using FAST
or COLRAD can be done very quickly, such that reasonable
guesses on the low-Z impurity populations can be obtained,
mostly eliminating the need for iterative CHICA capability.
3. Effective charge exchange emission rates
All of the neutral densities presented in section 2.3 enter into
the calculation of the CXRS impurity densities weighted by
the corresponding charge exchange effective emission rate,
which renders some of these neutral densities signiﬁcantly
more important than others. Within CHICA, once the neutral
density populations have been determined, the correct atomic
data is selected based on the mass and the wavelength of the
measured CX line. The evaluation of impurity density proﬁles
requires effective emission rates for the speciﬁc transition
under consideration. For most impurities, CHICA does not
use the ADAS adf12 ﬁles, which require some additional
processing. Rather, from the raw cross-section data, emission
rates have been evaluated using the ADAS 309 code, taking
into account the evolution of non-statistical populations of
atomic angular momentum states due to l-mixing collisions
with ions and cascade from higher n-states into the n-trans-
ition of interest. This has been done consistently for all
considered transitions on a grid of beam energies, densities,
ion temperatures, and Zeff values relevant to AUG. Thus, the
equivalent of ADAS adf12 ﬁles are created for all relevant
plasma parameter combinations and all collision energies.
This approach is superior to using adf12 ﬁles, which include
emission rates calculated for only a single reference point,
which then needs to be extrapolated on energy, density,
temperature, and Zeff grids.
In the AUG approach, the calculated emission rates are
divided by the relative velocity of the donor and receiver to
obtain effective charge exchange cross-sections, i.e cross-
sections that also include the effect of cascade radiation and
the correct l-state population distributions. As a last step
Maxwell averages over the appropriate velocity distributions
Table 2. ADAS adf01 ﬁles used for impurity density evaluation in CHICA. For nitrogen the cross-section data is taken from [22]. For the
evaluation of Li and O CX data ADAS adf12 ﬁles are still used and are listed here.
Element n=1 n=2
He n=4−3 468.52 nm( ) qcx#h0_old#he2.dat qcx#h0_en2_kvi#he2.dat
B n=7−6 494.467 nm( ) qcx#h0_old#b5.dat qcx#h0_en2_kvi#b5.dat
C n=8−7 529.059 nm( ) qcx#h0_old#c6.dat qcx#h0_en2_kvi#c6.dat
N n=9−8 566.95 nm( ) From Igenbergs [22] From Igenbergs [22]
Ne n=11−10 524.49 nm( ) qcx#h0_old#ne10.dat qcx#h0_en2_kvi#ne10.dat
ADAS adf12 Files
O n=10−9 606.85 nm( ) qef93#h_o8.dat qef07tmi#h_en2_int#08.dat
Li n=7−5 516.67 nm( ) qef07#h_arf#li3.dat qef97#h_en2_kvi#li3.dat
Figure 7. Effective charge exchange emission rates for the He n=4–3, B n=7–6 and Ne n=11–10 spectral lines for a 2 keV plasma with
an electron density of 5.5×1019 m−3 and Zeff=2.0. Solid lines are from the AUG evaluation of the ADAS adf01 ﬁles and the dashed lines
are Maxwell averages of the ADAS adf12 ﬁles: qef93#h_(he2,b5,ne10).dat and qef97#h_en2_kvi#(he2, b5, ne10).dat.
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are performed to obtain effective charge exchange emission
rates. Thus the effective rate coefﬁcients for both beam-
impact and thermal charge exchange collisions are given
equal treatment starting from the raw cross-section data. The
results are mono-energetic, Maxwell averaged, effective rate
coefﬁcients, v effsá ñ , saved together with the used parameter
grids.
These calculations have been done for most of the reg-
ularly measured CXRS emission lines (He, B, C, N, Ne). The
n=1 and n=2 charge exchange cross-section data used for
the calculations are listed in table 1. Most datasets are taken
from ADAS adf01 ﬁles, only the atomic data for nitrogen
have been taken from recent atomic-orbital close coupling
calculations [22]. In addition, CHICA is capable of support-
ing ADAS adf12 ﬁles if the analysis described above has not
been done for an element or transition of interest. For
example, both Li and O CXRS measurements have also been
made at AUG. The n=1 and n=2 ADAS adf12 ﬁles used
for the analysis of these data are also listed in table 2.
A comparison of the beam-impact effective CX emission
rates used at AUG and the data available in the form of adf12
ﬁles in the ADAS package is shown in ﬁgure 7 for several
commonly used CXRS lines for a plasma temperature of
2 keV and electron density of 5.5×1019 m−3. The data
typically agree to within 15% at the energies of interest. Note
that the n=2 rates are two orders of magnitude larger than
the n=1 rates. This means that even a very small population
of neutrals in the excited states can have a non-negligible
impact on the calculated impurity densities.
In ﬁgure 8 the thermal charge exchange emission rates
for He, B, C, N, and Ne are shown as a function of the donor
(halo) temperature for the same plasma parameters as in
ﬁgure 7. When using the thermal charge exchange rates, it is
always assumed that the donor and receiver (main ion and
impurity) velocity distributions are the same. The n=2
thermal CX data calculated at AUG compare well, typically
within 20%, with the available n=2 thermal charge
exchange rates calculated in collaboration with the ADAS
group (not shown). ADAS n=1 thermal effective emission
rates do not exist at present. Note that the n=2 thermal rates
are 4–5 orders of magnitude larger than the n=1. Addi-
tionally, at low energy (Ti < 10 keV) the n=2 thermal rates
are the same order of magnitude as the beam impact n=2
rates shown in ﬁgure 7. Above these energies, the rates
diverge.
To see which neutral populations dominate the CXRS
signal, the products of the neutral density populations and
their corresponding effective emission rates for the B n=7–6
transition at 494.467 nm have been compared for NBI 3 (60
keV) and NBI 8 (93 keV) using the beam attenuation calcu-
lations presented in section 2.3, which included realistic beam
densities for all energy components. This comparison is
shown in ﬁgure 9 for both beams at mid-radius as a function
of electron density on the left, and for NBI 3 also as a
function of ion temperature on the top right. The neutral
densities used in this plot were calculated with the FIDASIM
model, but very similar plots are produced if either FAST or
COLRAD is used.
For almost the entire range of plasma parameters con-
sidered, the ground state of the ﬁrst energy component and the
n=2 population of the beam halo are the dominant con-
tributors to the measured CXRS signal. At typical AUG
densities (5×1019 m−3) the former constitutes roughly
45%–60% of the signal for the 60 keV beams, while the latter
accounts for a further 15%–35%. The n=2 halo fraction
increases for higher densities. For the higher energy beams of
NBI box II (93 keV) the ﬁrst energy component of the beam
is more dominant accounting for 55%–75% of the CXRS
signal, while the n=2 halo contributes only 10%–20%. For
these beams also the ground state of the second energy
component makes a signiﬁcant contribution of 15%. All other
neutral density populations contribute less than 10% to the
Figure 8. n=1 (left) and n=2 (right) thermal charge exchange effective emission rates for some of the most commonly used charge
exchange emission lines calculated via the AUG approach. These emission rates are for a 2 keV plasma with an electron density of
5.5×1019 m−3 and Zeff=2.0.
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total signal for the entire range of plasma parameters con-
sidered and most contribute less than 5%.
A comparison of the ﬁnal results from all three codes for
the entire matrix of parameters considered is shown in
ﬁgure 10. Here the LOS integral of the sum of all of the
neutral density populations for the edge-most LOS of each
system multiplied by the respective effective emission rates
(right-hand side of equation (2)) is shown for FAST and
COLRAD on the y-axis, and FIDASIM on the x-axis for both
NBI 3 and NBI 8. The agreement between the codes is very
good, particularly for NBI 8, where the halo is less important.
The relative importance of the halo for the calculations of
the two beams is also the reason for the increased scatter in
the FAST data for NBI 3. The values shown in ﬁgure 10
provide information on what we should expect to see
regarding the absolute intensities measured by the CXRS
systems on NBI 3 and NBI 8. For the entire database, the
mean value for NBI 3 from FIDASIM is 3.6 and for NBI 8,
4.4. Therefore, we should expect to see 20% more intensity
on the NBI 3 diagnostics than on the NBI 8. Restricting the
database to more normal pedestal top parameters, however,
Figure 9. Percent contribution to the total CXRS signal from different neutral density populations as a function of electron density (left) for
NBI 3 and NBI 8 as calculated with the FIDASIM code at mid-radius using ﬂat kinetic proﬁles as inputs. The percent contribution to the total
CXRS signal as a function of ion temperature for NBI 3 is shown in the top right.
Figure 10. LOS integral of the sum of all of the neutral density
populations for the edge most LOS multiplied by their respective
effective emission rates for NBI 3 (black) and NBI 8 (blue) for the
FIDASIM code on the x-axis, and the FAST (ﬁlled symbols) and
COLRAD (open symbols) on the y-axis.
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we expect to see only 10% higher measured intensities on the
NBI 3 system. This is also the error bar on the absolute
calibration of the diagnostics. In practice, very similar mea-
sured intensities are often observed between the two systems.
Contributions to the CXRS intensity from charge
exchange with higher excited state (n>2) neutral popula-
tions have not been included in the analysis. This is due
primarily to a lack of available n=3 charge exchange cross-
sections. In Guzman et al [23] a comparison of calculated
effective emission rates for boron with hydrogen in the n=1,
2, and 3 is presented (ﬁgure 7 from [23]). This comparison
assumes beam impact CXRS rather than thermal CX and does
not extend below an impact energy of 5 keV amu−1, only
slightly overlapping with the standard thermal temperature
range observed at AUG. Therefore, these rates can be used to
estimate the importance of charge exchange with the n=3
population of the ﬁrst, second, and third beam energy com-
ponents, but are insufﬁcient to properly assess the contrib-
ution from the n=3 halo. As the n=2 population of all
beam energy components contributes less than 5% to the total
CXRS signal, see ﬁgure 9, and the n=3 population is
smaller than the n=2, it is safe to ignore the beam-impact
charge exchange with n=3 when calculating CXRS
densities.
To estimate the importance of the n=3 halo, assump-
tions must be made on the atomic data. The following dis-
cussion proceeds under the assumption that the n=3 thermal
charge exchange emission rates are the same (or very similar)
to the n=2 rates. The ratio of the fraction of the halo
population in the n=2 to the n=3 is shown in ﬁgure 11 as
a function of electron density for two different ion tempera-
tures and the maximum and minimum beam energies present
at AUG: third energy component of the 60 keV beams and
full energy component of the 93 keV beams. These curves
were calculated using COLRAD. The n=2 halo population
becomes important for CXRS impurity density evaluation for
plasma densities above 3–4×1019 m−3. At these densities
the n=2 population is 2–4 times larger than the n=3. The
dependence on beam energy is small, as can be seen by
comparing the red and magenta curves and the blue and black
ones. The dependence on ion temperature is more important,
but electron density is the dominant dependence. The fraction
of n=2 to n=3 increases with increasing density, as does
the importance of the halo to the CXRS evaluation. Therefore,
as the excited state halo populations becomes more important
for CXRS, the n=3 population becomes smaller compared
to the n=2. Assuming the worst case scenario of only a
factor of two between the n=2 and n=3 halo densities,
neglecting this population leads to a 10%–20% error on the
derived impurity densities (too high). For beam box II at
93 keV, the situation is better, resulting in a maximum 10%
error in the calculated impurity densities. These numbers refer
to the absolute magnitude of the derived density, the effect on
the proﬁle shape could be more subtle as will be shown in the
next section.
Note, this discussion is based on B charge exchange
cross-sections, assuming identical thermal effective emission
rates for the n=2 and n=3 and assuming only a factor of 2
between the population densities. This situation results in
only a 10%–20% error in the calculated impurity densities,
corresponding to plasma parameters in which the halo
contribution is the strongest, namely high density and high
ion temperature. The actual error by neglecting the n=3, is
quite possibly signiﬁcantly less, particularly at normal oper-
ating conditions and, therefore, would be extremely difﬁcult
to diagnose within the error bars of the experimental mea-
surements. If n=3 charge exchange cross-section data at low
energies were to become available, it would be straightfor-
ward to implement these within CHICA and test these
assumptions. At this time, there are no plans to extend the
CXRS analysis to include higher n-state effects.
An additional effect that can complicate the analysis of
CXRS impurity densities is the so-called ‘plume’ [1, 8]. Most
CXRS measurements in fusion devices are based on charge
exchange reactions between fully stripped low-Z impurities
and introduced neutral atoms. The charge transfer process
produces a population of hydrogen-like impurities that have a
ﬁnite lifetime before they become reionized via collisions.
During this time, these ions can stream along magnetic ﬁeld
lines to other locations in the plasma where they can be re-
excited into higher n-levels and emit radiation at the same
wavelength as used for the active CXRS analysis. This
additional emission is known as plume emission and for
CXRS measurements utilizing low-n transitions (e.g. He,
n=4–3), it can make a signiﬁcant spurious contribution to
the measured intensity. The plume contributions to the CX
spectra measured at AUG have been examined and found to
be negligible for all impurities and transitions except for
helium. To deal with the plume contribution to the He
emission an additional, optional package has been added to
CHICA and is presented in detail in a separate publica-
tion [24].
Figure 11. Ratio of the fraction of the halo population in the n=2 to
the n=3 as a function of electron density for two different neutral
beam energies and two different ion temperatures calculated by
COLRAD.
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4. Application to experimental data
The ideal plasma discharge to provide the most complete
comparison of the beam attenuation methods would feature
NBI 3 and 8 without any other beam sources and have fully
calibrated BES data from the systems viewing both NBI
boxes. These conditions strongly reduce the number of
potential discharges for this comparison. AUG discharge
33856 is interesting for this purpose as individual NBI
sources were turned on sequentially, including NBI 3 and 8.
Time traces from this discharge and a comparison of the
kinetic proﬁles from the NBI 3 and NBI 8 phases are
shown in ﬁgure 12. This discharge is representative of
medium-density, low NBI power H-mode plasmas at AUG
and features a standard magnetic equilibrium, Bt=−2.5 T,
Ip=0.8 MA, 2.5 MW of NBI heating, 1.2 MW of ECRH,
and a line-integrated density of 6.7×1019 m−2. The tem-
peratures and electron densities agree very well between the
two phases, enabling a direct comparison of the neutral
densities calculated for the different NBI sources. More
importantly, the stationarity of the discharge means the phy-
sics determining the low-Z impurity density proﬁles can be
expected to be unchanged between the two phases, enabling a
direct comparison of the resultant impurity density proﬁle
shapes from NBI 3 and NBI 8.
Figure 13 shows the contributions of different neutral
populations to the total B5+ (n=7–6) emission integrated
along the LOS of the diagnostics as a function of the effective
measurement position of the LOS in normalized poloidal ﬂux
coordinates, ρψ. As in the previous section, the contribution to
the total signal is given by the product of the neutral density
and the corresponding effective emission rate integrated along
the LOS. On the left the contributions from the ground state,
ﬁrst energy component is shown for all codes plus the BES.
The equivalent curves for the ground state of the second
energy component are shown in the center. The right column
displays the contribution from the n=2 halo. These are the
three dominant populations. The atomic data used for all four
methods are identical. Differences stem from the calculated
neutral densities. The agreement between the methods for the
ﬁrst and second beam energy components is very good. The
largest differences can be seen in the n=2 halo proﬁles.
Here, the proﬁles from FAST are too low and too ﬂat com-
pared to the other methods. In addition, the halo determined
from the BES ﬁts on NBI 8 has a much steeper proﬁle than
calculated by COLRAD or FIDASIM. The reason for this
discrepancy is unclear, particularly as the agreement between
the codes and BES data on NBI 3 is quite good. In both cases,
the BES proﬁle is based on Gaussian ﬁts to the wings of the
Dα radiation. The peak of the Dα line itself is blocked by a
wire to prevent saturation of the detector. In this example, the
ﬁts to the wings are very good. However, it appears to result
in slightly too high halo densities compared to the calcula-
tions. This becomes visible when looking at the impurity
density proﬁles outside of mid-radius, see ﬁgure 14.
For this discharge, the ﬁrst energy component contributes
roughly 50%–60% to the total CXRS signal for both NBI 3
and NBI 8. For NBI 3 the second energy contribution is less
Figure 12. (top) Time traces of NBI and ECRH power, (middle) radiated power, stored energy calculated from the plasma equilibrium
reconstruction (WMHD), conﬁnement factor, (bottom) ion and electron temperatures, and line-integrated electron density in discharge #
33856. The time segments with only NBI 3 (3.1–3.5 s) and NBI 8 (5.2–5.6 s) were used for the comparison of the impurity densities
evaluated on the different NBI sources and with the different neutral density calculation methods.
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than 10% across the entire proﬁle, while for NBI 8 this
component is more important contributing over 20% near the
plasma edge. The halo contribution on NBI 3 (COLRAD and
FIDASIM) is only 10% at the plasma edge, but increases to
35% of the total signal in the plasma core. A similar trend is
seen on NBI 8, but in this case the core n=2 halo contrib-
ution does not exceed 20% of the total signal.
The corresponding boron impurity density proﬁles are
shown in the top panel of ﬁgure 14. Here, for clarity, only the
proﬁles from COLRAD and FIDASIM have been shown as
well as the BES proﬁle from NBI 8, which featured a different
halo density proﬁle and causes the impurity density proﬁle to
be more peaked. The absolute intensity calibration from the
NBI 3 CXRS system was adjusted upwards by 20% to get the
match to the NBI 8 data. This adjustment is not unreasonable
considering that the absolute intensity calibration on each
system has an uncertainty on the order of 10% and that the in-
vessel optical components of the different systems are
exposed to different degrees of coating and damage during
plasma operation, increasing the uncertainty on the absolute
and relative calibrations of the systems during an exper-
imental campaign. In general, the uncertainty on the injected
neutral beam power, as discussed in section 2.1, could also
play a role in the observed intensity differences. In this case,
however, the good agreement between the neutral beam
attenuation codes and the BES systems, suggests that this is
not the source of the mismatch.
The agreement in proﬁle shape resulting from the two
systems and the different methods is very good. This can be
seen in the bottom panel of ﬁgure 14 where the normalized
logarithmic gradients (R L R n nn B BB = -  ) are shown. Each
boron density proﬁle from COLRAD and FIDASIM in the
400 ms time window was ﬁt with a spline and the corresp-
onding R LnB determined. The proﬁles shown here are the
mean of the R LnB proﬁles and the error bars are the standard
deviation. Therefore, these R LnB proﬁles do not correspond
directly to the averaged proﬁles shown in the top panel. The
R LnB proﬁles corresponding to the averaged proﬁles do fall
well within the error bars shown. While small differences
between the impurity density proﬁles calculated from the
different CXRS systems (NBI 3 system versus NBI 8 system)
and the different codes remain, it is difﬁcult to pinpoint the
source of these differences and highlights the challenge of
determining the absolute value of R LnZ to better than 0.5
with even very high quality CXRS data. This is an important
consideration for low-Z impurity transport experiments and
comparisons to modelings.
The red triangles correspond to the proﬁle derived using
the BES data on NBI 8. Inside of mid-radius, where the
agreement in the halo proﬁle is still good, the BES data
overlaps with the other curves. Outside of mid-radius, where
the halo-proﬁle starts to diverge, there is a change to the
impurity density proﬁle shape outside of the error bars.
However, as the halo becomes less important in this region
(∼10%), the effect on the proﬁle shape is relatively small.
Figure 13. Ground state neutral densities for the ﬁrst and second energy components of NBI 3 and 8 as well as the n=2 halo population
multiplied by their respective effective emission rates from discharge # 33856.
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The top panel of ﬁgure 15 shows the boron density proﬁles
calculated using neutral densities from FIDASIM for both
NBI 3 and NBI 8 with (blue full symbols) and without (red
hollow symbols) including the halo contributions. The blue
proﬁles here are identical to the FIDASIM proﬁles shown in
ﬁgure 14. Neglecting the halo results in impurity densities
that are too high and an artiﬁcial peaking of the proﬁle, as was
ﬁrst shown for AUG in [7].
The bottom panel of ﬁgure 15 shows the corresponding
R/LnB proﬁles. In this case, neglecting the halo causes an
artiﬁcial increase of order ΔR/LnB∼0.6 across the entire
proﬁle for NBI 8 and 1.0<ΔR/LnB<1.5 for NBI 3. At
AUG the halo is observed to have a very large impact on the
evaluation of impurity density proﬁles. However, this does
not a priori mean that this impact will translate directly to the
proﬁles evaluated at other devices where the halo is not
included in the analysis. The magnitude of the halo depends
strongly on the NBI energy and is larger for lower energy
beams. Moreover, it increases with electron density and
decreases with Zeff. At devices with higher energy beams,
higher fractions of particles in the ﬁrst energy component,
lower electron densities, or higher Zeff, the contribution of the
n=2 halo to the total CXRS signal may well be smaller.
Dedicated calculations at each machine are required for a
proper assessment.
5. Variations along CXRS LOS
The simplest way to evaluate the LOS integrals in
equation (2) is to assume that all plasma parameters, impurity
density included, are constant along the LOS through the
neutral beam volume and can, therefore, be taken out of the
integral. In the presence of strong gradients or LOS geome-
tries that are not near tangency to magnetic ﬂux surfaces,
however, this assumption is not necessarily valid. This is the
case for the edge LOS of the core CXRS diagnostics on both
NBI 3 and NBI 8. These LOS intersect the edge pedestal
while still in the neutral beam volume, as can be seen in
ﬁgure 2. These LOS collect signiﬁcantly less emission than
the innermost LOS of the edge diagnostics, which are
Figure 14. (top) CXRS boron impurity density proﬁles from NBI 3
and NBI calculated using COLRAD and FIDASIM in discharge #
33856. The proﬁle from BES on NBI 8 is also shown in red.
(bottom) Normalized logarithmic gradients of the boron impurity
density proﬁles shown in the top panel.
Figure 15. (Top) Boron density proﬁles for discharge # 33856
calculated from the CXRS intensity measurements on NBI 3 (circles)
and NBI 8 (squares) including all neutral populations (blue closed
symbols) and excluding the halo (red open symbols). The neutral
densities were calculated with FIDASIM. These proﬁles correspond
to averages over 400 ms intervals and the error bars show the
standard deviation. (Bottom) Corresponding normalized boron
density gradients.
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optimized to be perpendicular to the beam and tangent to
magnetic ﬂux surfaces. This leads to an apparent discrepancy
in the measured intensities between the core and edge CXRS
diagnostics.
This can be see in ﬁgure 16. In this discharge the plasma
position was swept slowly across the LOS of the diagnostics
by several cm allowing an in situ cross-calibration of the
intensity calibrations of neighboring CXRS channels, as the
intensity measured on each LOS must produce the same
proﬁle as the plasma is swept across it. In ﬁgure 16 the
measured boron IV intensity proﬁles from the core NBI 3 and
NBI 8 systems as well as the edge system on NBI 3 are shown
for three different plasma positions, corresponding to three
different time-points in the discharge. On the left-hand side
the outermost radius of the plasma was 2.16 m. Here, the LOS
from the edge diagnostic are inside of the pedestal top. In the
middle panel, the outer radius is 2.14 m. Here, the edge
diagnostic characterizes the boron pedestal very well and a
clear decrease of the intensities on the core LOS inside of this
pedestal location can be seen. On the right-hand side, the
maximum plasma radius was 2.13 m, and this discrepancy is
even more pronounced. The time windows shown in ﬁgure 16
were speciﬁcally chosen to exclude large type I ELMs, as
these events add signiﬁcant scatter to the data. As the plasma
was moved away from the wall, the overall impurity content
in the plasma decreased. This can be seen by comparing the
intensities measured at a ﬁxed position in the three panels of
ﬁgure 16. The measured proﬁle shape, however, remains
unchanged. Therefore, for the comparison of the impurity
density proﬁles below, a single, smooth, time dependent
correction factor was applied to all of the data from all three
diagnostics such that the average density measured between
ρψ=0.87 and ρψ=0.93 remains constant at the value from
the outermost point of the radial sweep (left panel in
ﬁgure 16). In addition, an overall 10% correction factor was
applied to the intensity data of the core system on NBI 8
(upward) and the edge system on NBI 3 (downward). The
intensities measured on the core NBI 3 system have not been
adjusted. These corrections were applied to get the match in
the absolute value of the impurity densities shown in
ﬁgure 18. Potential sources for these differences were already
discussed in the previous section.
To evaluate the impurity density proﬁles for the edge
LOS of the core diagnostics, one must assume a functional
form for the edge impurity density proﬁle. In CHICA, the
default option for this form is:
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where, ρped.top is the normalized poloidal ﬂux at the pedestal
top, which can be set by the user before the run based on
measured electron density proﬁles or measured edge impurity
intensity proﬁles, and C is a constant that can be taken out of
the integral. This is the standard form used. However, it is
straightforward to implement other functional forms.
For the evaluation of the impurity density from the LOS
that intersect the edge pedestal (or other steep gradient region)
it is insufﬁcient to model the LOS as a single line-trajectory
through the plasma. Rather, the full geometry of the light-
cone, deﬁned by the diameter of the lens in the optical head
[11], the diameter of the focal spot, and the distance between
them, is needed. The ﬁnite volume of the light-cone means
that at each position along the LOS, light is collected from
regions of both smaller and larger radii than the central
position. In CHICA the light-cone of each LOS is split into
four quadrants that are aligned with the major radius of the
machine such that the geometric centers of the quadrants on
the low- and high-radius sides of the cone have the maximum
difference in major radius. The emission collected in each
quadrant at each position ds along the LOS is given equal
weight. A sketch of the light-cone geometry used in CHICA
Figure 16. CXRS intensities measured by the core NBI 3 and NBI 8 diagnostics as well as the edge NBI 3 system for three different plasma
positions in discharge # 31916. Here, a 10% upward correction factor was applied to the NBI 8 intensities and a 10% downward correction
to the edge NBI 3 intensities. No correction was applied to the data from the NBI 3 core system.
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is shown in ﬁgure 17. Division of the light-cone into even
smaller pieces was also tested, but found to make almost no
difference (< 2%) to the LOS integrals compared to the four
quadrant method.
By including the light-cone geometry and the non-con-
stant impurity density proﬁle along the LOS, it is possible to
interpret the measured intensity proﬁles. Figure 18 shows the
boron density proﬁles corresponding to the intensity proﬁles
shown in ﬁgure 16, but including data from the entire plasma
position sweep. Time frames encompassing large ELMs have
been excluded. On the left-hand side, the boron density was
assumed to be constant along the LOS of the diagnostics and
the light-cone geometry was not included. Here, one can see
the three diagnostics give three different gradients for the
edge impurity density proﬁles between ρψ=0.9 and 1.0. The
LOS of the core system on NBI 3 are more strongly affected
than those of the NBI 8 system because they are less tangent
to ﬂux surfaces and less perpendicular to the NBI. The effect
on the edge system of NBI 3 is negligible because of the very
small light cones (2–3 mm spot-sizes) and because the LOS
are signiﬁcantly more tangent to the magnetic ﬂux surfaces
and also more perpendicular to the NBI. For the evaluation of
the CXRS densities from the edge CXRS diagnostics, there-
fore, these effects are not routinely included and are not
included in the evaluation shown in ﬁgure 18.
On the right-hand side of ﬁgure 18 the evaluation of the
impurity densities taking these effects into account
(ρped.top=0.96) is shown. Here, the densities measured along
the edge LOS of the core diagnostics have been corrected
upwards by the model resulting in ﬂat impurity density pro-
ﬁles out to ρψ=0.95. Outside of this location, the core LOS
do a much better job of reproducing the pedestal proﬁle
measured by the edge system. The agreement is not perfect as
the effective measurement location is in the pedestal region
and the functional form assumed is not a perfect model. In
this region, the correction applied is extremely sensitive to the
details of the assumed proﬁle shape and further iteration and
analysis would be required to fully correct the data from the
core systems. In particular, although large ELMs have been
removed from this dataset, small ELMs remain and cause a
time dependent evolution of the edge impurity density proﬁle
shape, which would have to be included. More careful
modeling of the light-cone geometry and the relative
alignment of the pedestal proﬁles would likely also be nee-
ded. However, when the effective measurement position of
the LOS is inside the top of the impurity density pedestal, the
corrections introduced by the simple model reproduce the
correct proﬁle shape well.
6. Summary
At AUG a new framework for the evaluation of impurity
densities measured by CXRS diagnostics has been developed.
CHICA can assess the impurity densities using data from all
of the beam-based CXRS diagnostics at AUG and includes
four different methods for the evaluation of the beam neutral
density populations. These methods feature different imple-
mentation and contain varying levels of sophistication. While
FIDASIM represents the most comprehensive physics pack-
age included in the code, the long computation times asso-
ciated with the Monte Carlo calculations make running
FIDASIM as a routine tool for impurity densities impractical.
Overall, the reduced physics models of the FAST and
COLRAD, COLRAD in particular, perform well against
FIDASIM, eliminating the need for extensive runs with
FIDASIM. These codes also fare well compared to indirect
measurements of the neutral density populations from BES.
While in theory, BES is the ideal method for determining the
neutral density integrals, the practical implementation is often
challenging. At AUG, due to very small angles between the
diagnostic LOS and the neutral beams, the BES evaluation at
the plasma edge is not possible. In addition, when multiple
NBI sources are in use the interpretation of the BES spectra
becomes complicated and greatly increases the uncertainty of
the analysis. Lastly, the evaluation of the BES data itself is a
complicated and time consuming process and is not routinely
done. Therefore, the BES is mainly used as a check on the
attenuation codes when such checks are possible and to
evaluate the impurity densities in situations, such as beam
blips, in which the beam shapes and particle fractions are not
well characterized.
CHICA is equipped with the atomic data for all of the
regularly measured charge exchange spectral lines (He, Li, B,
C, N, O, and Ne). This data has been taken for the most part
from ADAS cross-section data and processed to produce a
consistent set of effective emission rates for both beam impact
and thermal charge exchange with D(H) in the n=1 and
n=2. Possible contributions from n=3 populations are not
included due to lack of atomic data. However, the AUG data
leaves little room for n=3 contributions to play a signiﬁcant
role in determining the shape or magnitude of CXRS impurity
density proﬁles.
From the neutral density calculations and the available
atomic data, it is clear that for AUG neutral beams and plasma
parameters, there are three neutral populations that contribute
signiﬁcant emission to the total measured CXRS signal. For
the 60 keV beams, the measured CXRS emission is domi-
nated by the ground state of the ﬁrst energy component and
the n=2 beam halo population. The latter can contribute up
to 35% to the total signal. For the 93 keV beams, the ﬁrst
Figure 17. Sketch of the geometry used within CHICA to deﬁne the
light-cone of each LOS and calculate the total collected emission.
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energy component is responsible for 50%–70% of the CXRS
intensity, while the contribution of the n=2 halo is typically
less than 20%, and the remainder comes from the ground state
of the second beam energy component. For the halo calcu-
lations, it is important to not only determine the source and
loss of halo neutrals, but also to determine the spread of the
halo perpendicular to the beam volume. Correctly including
this population in the calculation of CXRS impurity densities
is critical, as neglecting it leads to incorrect overall magni-
tudes and an artiﬁcial peaking of the proﬁles for both high and
low energy beams. The increase in measured R LnB values
can be on the order of R L0.5 1.5nB< D < , which will
seriously impact any impurity transport studies that compare
to predictions from either neoclassical or gyrokinetic theory.
The edge LOS of the core CXRS diagnostics at AUG
intersect the edge pedestal inside the neutral beam volume.
Therefore, the impurity density is not constant along the LOS,
complicating the interpretation of the measured CXRS
intensities. Within CHICA a forward model for the edge
impurity densities has been implemented that enables the
reconstruction of the edge proﬁles out to the pedestal top and
greatly improves the agreement between the core and edge
CXRS diagnostics.
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