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ABSTRACT 
We consider the problem of computing elements of the product A^ = TAST, 
where A is an N X N Toeplitz matrix and T and S are matrices denoting Fourier- 
transform or cosine-transform matrices. We prove that it is possible to compute p 
elements of A^ in time O( p + N log N) with only O(N) auxiliary storage. [Classical 
application of FFT techniques need O( p + N2 log N) time and O( N ‘) storage.] The 
algorithm is not restricted to square matrices, but can handle circulant or Hanke! 
matrices also. The algorithm is especially useful if only some of the N 2 elements of A 
have to be computed. Even if all elements have to be computed, the algorithm is 
faster than traditional methods. Some applications are discussed. 
1. INTRODUCTION 
In digital signal processing a number of discrete transforms are used 
[3,5,7]. These trans@rms map a vector x’= (x,,, x1,. . . , x~._~>~ onto the 
transformed vector X = (X,, X,, . . . , X, _ l)T. The best-known transform is 
the discrete Fourier transform (DFT) of size N given by 
(1) 
with K = L = N and k = 0,. . . , K - 1,l = 0,. . . , L - 1, and o = e;2mi’N. 
We often speak of x’ as the time-domain representation, and of X as the 
frequency-domain representation. 
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Many problems in this field lead to linear systems or eigenvalue problems. 
These problems can also be discussed in the time and in the frequency 
domain. To change the domain, the matrices involved have to be transformed 
correspondingly. Often the matrices have Toeplitz structure [A = (a,,> = 
(u~_~)] in the time domain, and in the following we show how to transform 
them very fast. It is a well-known fact that circulant matrices can be 
diagonalized by DFT matrices. This observation leads to the concept used in 
this paper. We discuss not only a generalized DFT but also cosinelike 
transforms. The results presented in this paper are generalizations of the 
result in [4] where only a special cosine transform of a square Toeplitz matrix 
was treated. 
2. THE CHIRP z TRANSFORM 
The so-called Ch,irp z transform (CZT) forms the basis of our algorithm 
[1,6]. The CZT X = (X,,X,,..., X,_,)r of a (complex) vector jr’= 
(r,, XI,. . . > xK_ i)r is defined by 
x, = &!Jk’> (2) 
k 
where t is an arbitrary complex number. We call (2) a CZT of length L + K 
and use the following theorem [6]: 
THEOREM 1. The L quantities Xl can be computed using O((L + 
K > log( L + K >> time from the K quantities xk . The au&a y storage needed is 
O(L + K). 
The task of performing this CZT can be reduced to the computation of 
two DFTs of size N with N > K + L. Using the FFT technique for this task 
yields Thoerem 1, as shown in [6]. The same theorem holds for a slightly 
generalized CZT defined by 
X, = CXkf.(k+aXl+b)+c, 
k 
(3) 
where 6, a, b, and c are arbitrary complex numbers. This is due to the fact 
that (3) may be interpreted as pre- and postmultiplication of the vectors 
involved: 
(4) 
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This generalized CZT will form the base algorithm used throughout this 
paper. The classical DFT is a special case of a CZT. The constants hidden in 
the 0 symbols are fairly small, so that the algorithm is applicable in practice 
even with only moderately large K + L. (The CZT approach is also useful in 
performing a fast order-N DFT if N is neither a power of 2 nor highly 
composite and classical FFT approaches fail.) 
3. CHIRP z TRANSFORM OF TOEPLI’IZ MATRICES 
Let A be an L X K Toeplitz matrix 
I \ a0 u1 . . . UK-1 
UK-2 
A = ‘yl “p 1” . . 
\a,-, upL . . . UK-L, 
We now consider the transformed matrix A^ which results from transforming 
A using the two CZT matrices 2’ and S. We define T = (t,,,) and S = (s~,~) 
bY 
t = Tn5 (m+PXl+a)+y m,l %,k n = (T c(n+bXk+o)+c (5) 
where the constants involved are again arbitrary and the constants r,,, andAa;, 
may be necessary for normalization purposes. The transformed matrix A is 
now defined by 
A^ = TASr = (c;,,,). (6) 
Throughout this paper the index ranges are as follows if not noted explicitly: 
k=O,...,K-1, 1 = o,..., L - 1, 
m=O ,..., M - 1, n = 0, . . . . N - 1, (7) 
A comma is inserted between double subscripts to clarify -reading, since 
sometimes arithmetic expressions appear as subscripts. So S is an N X K 
matrix, A an L X K matrix, and so on. (In practice the case K = L = M = N 
184 MARTIN OHSMANN 
with ST = T- ’ is of special interest, since it preserves the eigenvalues.) Our 
main task is to prove: 
THEOREM 2. The computation of p quantities ri,,,, n can be accomplished 
using O( p + q log q) time with q = max( K, L, M, N). The auxiliary storage 
needed is O(q). 
We proceed starting with 
(8) 
The constants r,,, and a, introduce no additional complexity and are there- 
fore omitted in the following. We introduce auxiliary quantities x,,,, k by 
xn,.k = Et (nl+pXl+ol)+y al, k 
and get 
4n n , = Fx,,,, k Qn+bXk+d+y (10) 
As a next step we define the finite z transform of the quantities x,,,, k by 
x,(z> = &m,kZk 
k 
(11) 
and get the following representation for the elements of A”: 
a^,,, = 3 (n+bb+c $x,,,e (n+b)k = c(n+b)a+cxm( <(n+b)). (12) 
Equation (12) shows that A^ may be computed using N CZTs, resulting in an 
algorithm using 0(q2 log q) time and q2 additional storage. This is the 
classical approach in decomposing two-dimensional transforms. 
Up to this point we have made no use of the Toephtz structure of A. Now 
we will exploit the structure of A to derive an algorithm which is more 
efficient. Since A has Toeplitz structure, we have al k = ak_l. Because each 
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column of A is a circular shift of the preceding column plus two updates at 
the boundaries, we can derive a recurrence relation: 
L-l 
x n, , k + 1 = cc5 (m+p)(l+u)+y ak+l-l 
l=O 
L-2 
= j=C-1” 
(nl+PXi+l+a)+Yak_j 
L-2 
= t(n~+P) C ~(~~~+BXj+a)+yak_j 
j= -1 
i 
L-l 
= t(nl+P) C t(ln+BXj+a)+7ak_j 
j=O 
+p’+PX-l+a)+Yak+l - pl+PX~-l+a)+7ak_L+l . (13) 
I 
So the auxiliary quantities x,,,, k satisfy the recurrence relation 
%,k+l = 
t(IfI+LV* 
m,k + 6 
(m+fl)a+y (a k+l - C$L(r”+p)ak_L+l). (14) 
This recurrence is valid for k = 0,. . . , K - 2, m = 0,. . . , M - 1. We extend 
its range to k = K - 1. This may be considered as augmenting A by an 
additional column containing the additional element uK. We may assign an 
arbitrary value to this quantity; this defines r,,, K. (It is numerically prefer- 
able to choose uK = 0.) The recurrence relation has a separated form in the 
sense that the indices k and m appear only in separate factors in products. 
This separation and the fact that the recurrence relation is linear with 
constant coefficients lead to the fast algorithm we want to derive. 
Now consider the z transform of the relation (14). Transformation of the 
left side yields 
%,k+lz k = c xm,k+lZk -x,/ + X,,,,$K-l 
k=O k=-I 
K-l 
= c ;Y,,,kZk-’ -x ,,,, ,+-I + ?&,,~?d+~ 
k=O 
=2 -lx,J 2) - x,)&-l + x )),, &-l. (15) 
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U(z) = Cak+lZk and V(z) = ~u~_~+~z~, (16) 
k k 
we transform the right side of (14) and get 
K-l 
c %,k+lz k = ,z$m+P)_q z> + ,$m+W+rq z> _ ~(m+PXL+a)rv( g. 
k=O 
(17) 
Using these results, we get 
1 
X,(z) = z-1 _ (@+a) [x,.+-r -X,&-r + IP+P)a+W(Z) 
-cp+@XL+a)+v( Z)]) (18) 
which is again a separated form, this time with respect to the variables m and 
n. 
To compute ci,,, we have to evaluate this function at the N values 
z,=t . (n+b) This can be accomplished by using the CZT. First we compute 
x m,O and x, K , by CZTs of length L + M using Equation (9). Then we 
evaluate V(z) and V(z) according to (16) at the points z,, which can be 
done with two CZTs of length K + N. After these preliminary steps all values 
of a^, n can be computed in constant time using (18). This proves Theorem 2 
in the case where the denominator of (18) is not zero. To handle this singular 
case we note that X,(z) is a continuous fucntion at z. = t-(m+p) and we 
may use 1’Hospital’s rule to determine its value: 
K + ~(m+B)~+Yzu(z) _ ~(m+BXL+a)+yZv(z)] 
X,(zo)= (d’dz)[xm~o - ,KZ (d,dz)(l _ Zr(m+B)) 
z=z,, 
-&,,KzK-] + ~(m+Bla+Y(Z~(Z)j _ ~(m+BXL+a)+y(zv(z)y 
= 
_p+m . (1% 
i=zg 
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This results in the additional formula 
X,( za) = Kx,,,x,K -@m+sXa-l)+q zU( z)]‘lzO 
with 
+ 5(m+PXL+a-l)+Y[ZV(2)]‘1 % (20) 
[zU(2)]‘12,, = C(k + l)z,kak+l = Ct-‘“+pqk + l)ak+l (21) 
k k 
and 
[zV(z)]‘l,,, = F’k + l)z,ka&L+~ = FP+sqk + l)q._,+,. (2.2) 
The evaluation has to be performed only for m = 0,. . . , M - 1; this again 
can be done using a length (K + M) CZT. So the proof of Theorem is 
complete, and we can state the algorithm as follows: 
ALGORITHM. (CZT of a Toeplitz matrix). 
A. Setup: 
1. Compute x,,, for m = 0,. . . , M - 1 as the CZT of (a,, . . . , al-L). 
2. Compute x,~ for m = 0, . . . , M - 1 as the CZT of 
(a K>...>eK+r-L * > 
3. Compute U(.z,) with z, = J’(n+b) for n = O,..., N - 1 as the CZT 
of(u r,...,u,). 
4. Compute V(z,) with z, = l(“+b) for n = 0,. . . , N - 1 as the CZT 
of (a, _ L, . . . , a&. 
If l-(“+ ‘) = ,$crn+ ‘) for some n, m then: 
5. Compute [zU<z>Yzo with 
,,$ = t-(m+h) for m=O,. 
as the CZT of (la,, 2u,, . . . , KU,). 
6. Compute [ zV( z)TzI, with 
z0 = _$-(m+W for m=O 9 * 
as the CZT of (la,_,, 2~,_~, . . . , KaK_,). 
,M-1 
,M-1 
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B. Computation of p elements ci,, n: 
7. If 5- (n+b) + &(m+b) use (18) else use (20) to compute G,,,,. for the 
given m, n. 
Complexity: 
Steps 1 and 2: 2 CZTs of length M + L. 
Steps 3 and 4: 2 CZTs of length N + K. 
Steps 5 and 6: 2 CZTs of length M + K. 
Step 7: p Const operations. 
Total: O(p + q log q) with q = max(K, L, M, N). 
For small values of K, L, M, and N the direct implementation of the 
CZTs may be faster than the FFT approach. If the CZTs are implemented 
directly, the time needed is O( p + 9’). 
4. COSINE TRANSFORMS OF TOEPLITZ MATRICES 
Many real transformation used in signal processing can be represented in 
the form 
t m,l = 7, cos[(m + P)(Z + ct)cp + y] (23) 
with real constants r,,,, /3, (Y, rp, and y. This includes the various discrete sine 
and cosine transforms and the Hartley transform 151. In the following we 
consider a real Toephtz matrix A. (For complex matrices the transforms of 
the real and imaginary parts may be performed separately.) 
We consider the following generalized transforms: 
t = QJqE (m+BXl+a)+v m.1 }, s,,~ = u,,%{ l(n+bXk+a)+c}. (24) 
(Here %{*} denotes the real part of a complex quantity.) If the auxiliary 
quantities x, k , and X,(z) are defined as above, this yields 
(n+bXk+a)+c} = g( C+( x,,k + zm,k)l(n+bXj+o)+c) 
k 
(25) 
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The constant factors r,,, and a;, are omitted to simplify reading. These 
constants present no additional computational complexity. Using X,(,z> we 
get the representation 
4,,,” = (n+b)a+c[ &( j(n+b)) + X,,,( z(n+b))]}. (26) 
This formula is only slightly more complex than (18). The additional cost is 
due to the fact that X,,,(z) has to be evaluated additionally at the values 
z’ = l(n+b). This can be accomplished with two additional CZTs for the 
e:aluation of V(z) and U(z) at these points. This proves Theorem 2 also for 
the case of real transforms represented by (24). 
5. EXTENSIONS 
The derivations presented can be carried over to the case of Hankel 
matrices. The case of a CZT of a matrix with elements ak, l = pkbl_k a1 can 
also be handled, since the powers of p and S can be absorbed in the 
transforms. The case of circulant matrices is included, since no symmetry 
restrictions are imposed on the Toeplitz matrices. Algorithms for the fast 
transform of matrices which are generated by other updates or other shift 
structures can be obtained by the same technique. This includes the case of 
products of Toeplitz matrices and their inverses. 
6. APPLICATIONS 
If the transformation matrices satisfy T-’ = ST, the eigenvalues are 
invariant under the transformation. It can be observzd that the transforma- 
tion tends to concentrate the large elements of A around a part of the 
diagonal. This property [2] can be used for some applications described in [4]. 
Another application is the least-squares problem treated in [S]. The 
problem is to minimize 
where y’ is a given data vector, the entries of M are measured quantities, and 
the N entries of x’ can be interpreted as samples of a function to be 
estimated. The problem in this case [8] has the property that A = M TM is a 
Toeplitz matrix. If the problem is solved directly (using a fast Toeplitz 
solution method), the result is very poor, as can be seen from Fig. 1. This 
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. . . . . . . . - estimated 
exact 
FIG. 1. Estimation based on an LS method using a classic Toeplitz solver. 
behavior is due to the fact that the problem is ill posed. Another approach is 
to restrict the minimization space to the column space (of dimension N < N) 
of a matrix T. The resulting normal equations are now 
T=M=MTz'= T=ATz'= T=M=ij with x’= Tz'. 
If we choose T = (t,, J with t,, l = epuml, the matrix T represents CZT and 
the matrix A can be transformed very fast as shown above. The result of this 
approach is shown in Fig. 2, which demonstrates the applicability of this 
method. In this example G = N/5 holds, so that the size of the system to be 
solved reduces considerably. (Unfortunately, the transformed system has no 
longer Toeplitz structure, so no fast solver can be used.) 
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. . . . . . estimated 
exact 
FIG. 2. Estimation based on a fast transformation with subspace restriction. 
7. CONCLUSIONS 
An algorithm for fast transforms of Toeplitz, Hankel, and circulant 
matrices has been derived. The method is not only fast but also storage 
efficient. It facilitates the computation of selected elements of the trans- 
formed matrix without storing any matrix. So it is possible to solve problems 
in the transformed domain also if the dimension of the matrices is large and a 
complete matrix storage impossible. The ideas used in the derivation may also 
be used for other transformations and other matrix types. The algorithm 
derived is of practical interest in the field of signal processing, as examples 
show. 
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