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Abstract 
Recent models of decision making represent agents' beliefs by non-additive set-functions. 
An important technical question which arises in applications to diverse aereas of eco­
nomics is how to define independence of such set-functions. After arguing that the 
straightforward generalization of independence does not in general yield a unique prod­
uct, in this work I show that, while Fubini's theorem is in general false if additivity is 
not granted, it is true when a certain type of function is being integrated. For these 
functions the iterated integrals coincide with the integral with respect to products which 
satisfy a certain property, strictly stronger than independence. I show that most of the 
assumptions made in these results are very close to being necessary. In general the men­
tioned property is still not strong enough to uniquely define a product. On the other 
hand I discuss some proposals which have been made in the literature, and I show that 
u_nicity can however be obtained when the product is assumed to be a belief function. 
Moreover I show that the unique product thus obtained has an intuitive justification 
when the marginals are distributions indu.ced by random correspondences. Finally I use
the results in the paper to discuss the question of randomization in decision models with 
non-additive beliefs. 
ON INDEPENDENCE FOR NON-ADDITIVE 
MEASURES, 
with a Fubini Theorem* 
Paolo Ghirardato 
1 Introduction and Motivation
The last four decades have witnessed a steady increase in the usage of non-additive set­
functions, rather than probabilities, to represent uncertainty. The mathematical theory 
of non-additive set-functions got its first important contribution with Gustave Choquet's 
Theory of Capacities [2] in 1953. Choquet's interest was applications to statistical me­
chanics and potential theory. On the other hand non-additive set-functions started to 
attract economists' attention after the seminal contribution of Lloyd Shapley [34] (also 
published in 1953) because of their applications to the study of cooperative games, but 
the connections with decision theory were not explicitly recognized at that time. It was 
only with the works of Arthur Dempster (e.g. [3] ) ,  later developed by Glenn Shafer [32] ,
that applications to uncertainty and the representation of beliefs were considered . In fact 
Shafer baptized belief functions the particular set-functions he and Dempster discussed , 
emphasizing the knowledge representation aspect. Some years later the interest of statis­
ticians for the subject was aroused by the understanding of its implications for robust 
Bayesian inference, explicitly presented by Huber [22] in 1973. 
Decision theorists rediscovered non-additivity in 1982 , when David Schmeidler first 
circulated an axiomatic model of choice with non-additive beliefs [31] . Spurred by sub­
sequent contributions of Schmeidler and Itzhak Gilboa, like [17] , the array of decision 
theories with non-additive beliefs has by now become substantial. It has been observed 
that non-additive uncertainty can arise in a lot of different environments and for many 
different reasons. For example, it can be due to the psychological attitude called "uncer­
tainty aversion" , made famous by Ellsberg's celebrated paradox [12] , as in Schmeidler's 
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original work. It can be due to "complete ignorance" on subsets of the state space, as 
in Jaffray and Wakker [23] , or to underspecification of the state space, as in Ghirardato 
[16] , Hendon et al. [21] and Mukerji [29] , or to the decision maker being able to take 
unobservable actions, as in Kelsey and Milne [24] , and so on. All these works obtain 
some type of integral with respect to a non-additive set-function (the Lebesgue integral
can only be defined for additive set-functions) as representation of the decision maker's
preferences, and most use the notion of integral presented by Choquet in [2] . 
Applications have not been slow in coming. The field of applications to Artificial 
Intelligence and automated reasoning is considerable, see for instance the reviews of 
Dubois and Prade [8] , Shafer [33) or the recent book .by Fagin et al. [14] . Wasserman [38] 
reviews applications to Statistics . In Economics there have been applications to finance 
and asset pricing (Dow and Werlang [6] , Simonsen and Werlang [36] and Epstein and
Wang [13] ) ,  agency theory (Ghirardato [15] ) and game theory (Dow and Werlang [5],
Klibanoff [25] and Eichberger and Kelsey [10] ) . 
However the applications to game theory, finance and other fields opened some new 
theoretical problems. An important problem is defining the independent product of two 
non-additive set-functions, as a notion of independence is crucial for obtaining laws of 
large numbers and directly necessary in many applications. For instance, as Hendon 
et al. [20] pointed out, we need some notion of independent product of non-additive 
measures if we want to discuss games with more than two players in which players 
believe they are acting independently. A related question is the following: suppose that 
players have beliefs over random events judged to be somehow independent and that 
their payoff depends on the outcomes of both events. Are the iterated Choquet integrals 
- obtained by calculating the "expected payoff" of one random event assuming that 
the other gave a certain outcome first, and then calculating the integral of the results 
over all the outcomes of the other event - going to be the same, so that the order of 
integration does not matter? And, assuming some definition of independent product is 
used, when is the Choquet integral with respect to this product going to be equal to the 
iterated integrals? That is, does the way we model the players' procedure for calculating 
the expected payoff matter or not? 
More technically I am interested in are the following problems: 1) is there a sensible 
way of uniquely defining an independent product of non-additive set-functions? As we 
shall see presently, this is not a trivial problem, as requiring the usual multiplicative 
property is not enough for uniquely defining the product (unless the marginals are ad­
ditive, that is). 2) When does Fubini's theorem hold? In particular when are iterated
Choquet integrals equal, and are they equal to the Choquet integral with respect to the 
proposed product? 
The main result of this paper provides a partial answer to question 2, as it is only 
to possible to show that there is a fairly large class of functions (which I call slice­
comonotonic functions) whose iterated integrals coincide for all monotonic and bounded 
set-functions. However I explain that there does not seem to be much better ·that we 
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can do on the way to extending this result to larger classes of functions. As for question 
1 , it turns out that while it is quite simple to characterize the independent products for 
which the integral of a slice-comonotonic function coincides with the iterated integrals , 
in general there will still be more than one set-function with this property (which I dub 
"Fubini property" ) .  As slice-comonotonicity, the Fubini property is seen to be almost 
necessary to prove this part of the Fubini theorem. Unicity can be obtained when we 
require the product to have some additional structural properties, for instance that it is 
a belief function (see infra, subsection 2 . 1). Since the notion of integral to be used is, 
differently from Lebesgue's, not linear, the validity of Fubini's theorem turns out to play 
an important role in establishing whether the expected value of a sum of independent 
random (non-additive) variables is the sum of their expectations. 
The problem of defining an independent product has been studied, to the best of my 
knowledge, by Hendon et al. [20] and, in passing, by Walley and Fine [37] and Gilboa 
and Schmeidler [17) .  These authors have proposed specific notions of product which give 
rise to a unique product for cases in which marginals have some additional structural 
properties. Walley and Fine and Gilboa and Schmeidler use a definition which works 
only when the marginals are convex monotonic and bounded set-functions. I show that 
it has the Fubini property. Hendon et al. give a notion of independent product for belief 
functions, and also that is seen to satisfy the Fubini property. It plays a special role here 
because it is the object of the unicity result I mentioned above. Moreover I argue that it 
can be given a somewhat intuitive justification in the case in which the marginal belief 
functions are obtained as the distributions induced by correspondences on a probability 
space. The validity of Fubini's theorem for non-additive set-functions has been studied 
also by Dyckerhoff [9] . Indipendently from this work, he found a version of the Fubini 
theorem presented here for the case in which the set-functions are continuous. This essen­
tially leads him to prove a different theorem, with stronger measurability requirements 
and also some additional technical assumptions that are superfluous here. 
Walley and Fine [37] and Dow and Werlang [7] discuss laws of large numbers for pro­
cesses which are independent in some of the specific senses mentioned earlier. Marinacci 
[28) has proved that some convergence results can be obtained by independence alone, 
and that a strong version of Kolmogorov's strong law of large numbers and a central limit 
theorem can be obtained if we use the notion of Walley, Fine, Gilboa and Schmeidler. 
The organization of the paper is as follows. Section 2 presents the definitions and re­
sults that I need for the later analysis. In particular subsection 2 .2 explains the problem 
of uniquely defining an independent product and presents the relevant notions of inde­
pendence. The main result is presented and proved in subsection 3 . 1 .  In subsection 3.2 
I give a brief discussion of the possibility of extending the results. There I show that 
slice-comonotonicity is almost a necessary condition to obtain the equality of iterated 
integrals, even if the class of set-functions to which the result is applied is limited in 
some natural way. I also explain my previous claim that the family of slice-comonotonic 
functions is quite large. Finally I show that the Fubini property is almost necessary in 
the same way. Section 4 considers the special case in which the set-functions satisfy the 
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stronger property of convexity. The notion of independence of Gilboa and Schmeidler is 
presented and discussed there. Section 5 deals with belief functions. In subsection 5 .1 I 
present the notion of product of Hendon et al., discuss its relation to the one presented 
in section 4 ,  and prove that it is the only independent product belief function with the 
Fubini property. Then, in subsection 5.2 ,  I give the additional motivation using random 
correspondences. In subsection 5.3 I show that when one of the marginal set-functions 
is a probability then there is only one independent product belief function. Finally, as 
an illustration of the possible applications of the results of the paper, in subsection 5.4 
I discuss a decision-theoretic problem: Whether it is generally true that uncertainty 
averse decision makers always prefer to (additively) randomize, or equivalently whether
one-stage and two-stage lotteries are ever equivalent with non-additive beliefs. 
2 Some Definitions and Preliminary Results
2.1 Capacities and Choquet Integrals 
For every space n and algebra A of subsets of n a set-function CJ : A -t R is called a 
(normalized) capacity if it satisfies the following:
(i) CJ(0) = o, (J(n) = 1 ,
(ii) \7'A, B E A :  A � B ==;. CJ(A) � CJ(B). 
Note that (i) and (ii) imply that the range of CJ is contained in [O, l]. A capacity is
called convex (or supermodular, or 2-monotonic) if in addition to (i)- (ii) it satisfies the
additional property 
- (iii) \7'A, B E A :  CJ(A U B) � CJ(A) + CJ(B) - CJ(A n B).
A special type of convex capacities are the belief functions presented and discussed by 
Dempster [3] and Shafer [32) . These satisfy the following stronger version of (iii) (called
total monotonicity) : 
(iii') For every n > 0 and every collection Ai, ... , An E A
CJ(U�=1Ai) � I: (-l)IIl+ICJ(niEIAi)
J�{l, . . . ,n} 
I=f.0 
where III is the cardinality of set I. 
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A capacity is called a probability if (iii) holds everywhere with equality (that is, it is 
additive). It is a well-known fact that in such a case one can use induction to show that 
(iii ') will also hold everywhere with equality (the so-called inclusion-exclusion formulas) . 
Obviously every probability is a belief function and a convex capacity, but not vice versa. 
Suppose that n is finite, and that A is the set of all its subsets. Let A '  the set of 
its non-empty subsets. For A E A '  let uA be the capacity (actually a belief function)1 
defined as follows: for every B E A 
(1) 
The following result is well known. 
Proposition 1 The set { uA} AEA' forms a linear basis for the set of all capacities on n.
The unique coefficients { <pu(A)} AEA' satisfying
are given by 
(]' = L <pu(A) UA AEA' 
I�{l,. . .,n} 
I=/:0 
where Ai= A\ {wi} and A= {w1, ... , Wn}· 
(2)
(3) 
Clearly (]' is a belief function if and only if <pu 2:'.: 0, and a probability if additionally 
<po- is non-zero only on singleton subsets. Equation (2) can be rewritten more clearly as 
follows: for every A E A ', 
(]'(A) = L <pu(B). (4) 
B�A 
A function <pu satisfying this property is ._called the Mobius transform of (]'. So proposi­
tion 1 can be restated as: Every capacity has a Mobius transform. For the finite case it 
was first proved by Shapley [34] and later refined by Dempster [3] and Shafer [32]. Ex­
tensions to infinite n (with a suitably chosen algebra A) have been obtained by Gilboa 
and Schmeidler [18] and Marinacci [27]. 
Convention. Let me establish here the convention that for every capacity (]', <pu( {0}) = 
0. This will allow me to extend the summation in (2) and related equations to all of A
(thus avoiding the notationally cumbersome primes) and it brings no loss in generality. 
Since we allow the possibility that (]' is not additive, we cannot use the integral in 
the Lebesgue sense to integrate with respect to (]'. The notion of integral we will use is 
. 1These are called unanimity games in cooperative game theory, hence the choice of mnemonic. 
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due to originally to Choquet [2] and it was independently rediscovered and extended by 
Schmeidler [31] . If f : n-+ Ris a bounded A-measurable function and u is any capacity 
on n we define the Choquet integral of f with respect to u to be the number 
k f(w) du(w) = fo00 u({w E 0: f(w) 2 a}) da
+ /_000 [ u( { w E 0 : f ( w) 2 a}) - l] da (5) 
where the integrals are taken in the sense of Riemann. In particular, if n is finite (that 
is, Q = { Wi, ... , Wn}) and f (w1) 2 f (w2) 2 · . .  2 f (wn), then
(6) 
Notice that since the integrands are monotone, the Choquet integral always exists , and if 
u is a probability it reduces to a standard Lebesgue integral. Henceforth all the integrals 
will be taken in the sense of Choquet, except where otherwise noted. 
One of the characteristic traits of the Choquet integral is that it is not in general 
additive. It is, as we shall presently see, only on special classes of functions. 
Definition 1 Let f : n -+ R and g : n -+ R be two bounded A-measurable functions. 
We say that f and g are comonotonic {short for "commonly monotonic") if for every 
w, w' E n, 
(f(w) - f(w'))(g(w) - g(w')) 2 0. (7) 
A class of functions :F is said to be comonotonic if for every f, g E :F, f and g are 
comonotonic. 
The following proposition summarizes some facts about properties of the Choquet integral 
which we shall make use of. It is proved in Denneberg [4, Propositions 5 .1 and 5.2] , which 
contains- an extensive discussion of Choquet integrals and capacities. In the proposition 
lA denotes the characteristic function of A E A, and- the domain of integration is n
throughout. 
Proposition 2 If u and ,\ are capacities on (0, A), and f, g n -+ R are bounded 
A-measurable functions then: 
{i) J lA du= u(A), for all A E A;
{ii) {positive homogeneity) J cf du = c J f du for c 2 O;
{iii) {monotonicity) f 2 g implies J f du 2 J g  du;
{iv) J (! + c) du = J f du + c, for c E R;
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(v) {comonotonic additivity) If f, g are comonotonic then
j (! + g) da = j f da + jg da;
(vi) {monotonicity in the capacity) If a �  A then J f da � J f d.A. 
The principal reason for the comonotonic additivity of the Choquet integral is that when 
integrating comonotonic functions with respect to some capacity a ,  their Choquet in­
tegrals turn out to be equal to standard integrals with respect to the same probability 
measure. 
Lemma 1 Suppose that :F is a comonotonic class of bounded and A-measurable functions 
from n into R and a is a capacity on (n , A) . Then one can find a probability measure 
P on (D, A) such that for every f E :F, 
(8) 
Proof For every function f E :F, let U1 be the set of all upper "intervals" in n of the 
form {w E n : f(w) � a} or {w E n : f(w) > a} for some a ER. Clearly U1 is a chain 
(a family completely ordered by inclusion) of sets. Comonotonicity of :F can be seen to 
be equivalent (see Denneberg [4, Proposition 4.5]) to the class 
being a chain itself. Consider the restriction of a to U;:. By proposition 2 .10 of Denne berg 
[4] there exist a unique additive extension P of a to the algebra A.r generated by U,r.
Since A.r � A by the measurability assumption, we can further extend P to A so as to
preserve additivity (obviously the latter extension is not unique) . From formula ( 5) it is 
clear that 
k f(w) da (w) = k j (w) dP(w)
and the same P applies to any f by construction. 
Remark 1 As I pointed out in the proof the additive extension of P from A;: to A is 
far from being unique. But this is irrelevant for the result , as I only want to find one 
P which satisfies (8) and any such extension will do . The extensions differ only on sets 
which do not matter for the calculation of the integral. 
For the case of finite2 n ,  there is a characterization of the Choquet integral on a as 
a standard integral on 2° with respect to its Mobius transform which is interesting and 
useful. 
2 Again, the result can be generalized to infinite n, as shown by Gilboa and Schmeidler in [18].
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Proposition 3 (Gilboa and Schmeidler, [19]) For every capacity CJ on (D, 2n) and 
every function f : n --+ R,
{ f dCJ = 2:: <t?a(A) [min f(w)] .ln AEA' wEA 
2.2 Product Capacities 
(9) 
Let X and Y be two sets and let Z = X x Y. While I will focus on the simple case
of the product of two sets only, it will be clear that all results presented here can be 
immediately generalized to any finite product of sets. Let Ax, Ay denote algebras3 of 
subsets of X and Y respectively. A rectangle is a set A � Z of the form A = S x T for 
some S E Ax and T E A.y. We let Az be the product algebra on Z, that is, the smallest 
algebra of subsets of Z which contains all rectangles. Any capacity CJ on ( Z, Az) will be 
defined a product capacity. Its marginals on X and Y will be respectively the capacities 
µ on (X, Ax) and v on (Y, Ay)  defined as follows: for all S E Ax and T E  Ay, 
µ(S) = CJ(S x Y), v(T) = a(X x T) . (10) 
Vice versa, suppose that we are given two capacities µ and v respectively defined 
on (X, Ax) and (Y, Ay ) .  The problem of defining the independent product of µ and v 
has been discussed by Hendon, Jacobsen, Sloth and Tranres (henceforth HJST) in [20). 
As they observe, the following definition gives the natural generalization of the additive 
notion of independence. 
Definition 2 A product capacity CJ on ( Z, Az ) is called the independent product ofµ and 
v if it satisfies for every S E Ax, T E Ay, 
CJ(S x T) = µ(S) v(T) (11)
One immediately checks that if CJ satisfies definition 2 then µ and v are its marginals, a 
property that we definitely want an independent product to satisfy. It is well known from 
measure theory that if both capacities are additive then there is only one independent 
product capacity. This is not the case if either capacity is not additive . In fact in such 
a case there will be a set of such products, as the following result testifies. 
Proposition 4 (HJST, [20]) Suppose that µ and v are respectively capacities on (X, Ax) 
and (Y, Ay ). Then there are product capacities CJ* and CJ* such that for every product 
capacity CJ (satisfying {i), (ii) and {iv)) we have a* � CJ � CJ*. Furthermore CJ* and CJ* 
are defined by 
CJ*(A ) = inf{ µ(S) v(T) : A� S x T, S E  Ax, T E  Av},
a*(A) = sup{ µ(S) v(T) : S x T � A ,  S E Ax, T E  Av}.
3 As usual, an algebra (or field) is a family of subsets of a space which is closed with respect to 
complements and finite unions (hence also finite intersections) . 
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It is very easy to construct examples which show that the distance u*(A) - u*(A) can
be quite large on sets A which are not rectangles. (Clearly, all independent product 
capacities agree on rectangles. )  
Independence has a very interesting implication on the hereditariety of  properties from 
products to marginals, contained in the following lemma. The proof is straightforward. 
Lemma 2 Suppose that u on (Z, Az) is an independent product of µ on (X, Ax) and
v on (Y, A y)· Then if u is a convex capacity (resp. a belief function), both µ and v are 
convex capacities (resp. belief functions). 
Emphatically, except when both marginals are additive, the implication in the lemma 
does not run the other way. That is, an independent product of two belief functions does 
not have to be a belief function itself, and so on. 
As we shall see, there seems to be no sensible general solution to the non-uniqueness 
problem. One way to restrict the set of products is by imposing additional constraints 
that they have to satisfy. The following property will turn out to be very important . 
However its statement requires the introduction of two additional concepts. 
Definition 3 Let f : Z -t R. We say that f has comonotonic x-sections if for every 
x, x' E X, f(x, · ) : Y -t R and f(x' ,  · ) : Y -t R are comonotonic functions. Comono­
tonicity of y-sections is defined analogously. f is called slice-comonotonic if it has both 
comonotonic x-sections and y-sections. 
Slice-comonotonic functions will play a key role in our results. As the name suggests, a 
function is slice-comonotonic if all its vertical "slices" are a comonotonic family, and the 
same for its horizontal slices. They will be discussed in greater detail in subsection 3 .2 .  
Definition 4 A set A E Az is said to be comonotonic if its characteristic function has 
comonotonic x-sections .. 
Since one can prove (see Denneberg [4, Example 4 .5] )  that two characteristic functions 
are comonotonic only if the sets are ordered by inclusion, an equivalent restatement of the 
definition is the following: A set is comonotonic if the projections on Y of its x-sections 
form a chain. Interestingly, if a set A satisfies such property then also the projections 
on X of its y-sections form a chain, so that the characteristic function of A is actually 
slice-comonotonic. This justifies my usage of the general term comonotonic. We now 
have the terminology to state 
Definition 5 A capacity u on ( Z, Az) with marginals µ and v is said to satisfy the 
Fubini property (or a Fubini-independent product) if for every comonotonic set A E Az, 
u(A) = { { lA dµ(x) dv(y) . (12)  }y}x 
g 
Why I chose to give this property such a name will be seen shortly, in subsection 3.1. 
Since every rectangle is also a comonotonic set , this property implies independence. In 
general it is stronger, as it imposes agreement on a larger class of sets. However, except 
for some cases to be discussed below, it is still weak enough to allow a set of possible 
products of given marginals, as the following example shows. 
Example 1 Suppose that X = {x1, x2} and Y = {Y1, Y2}, µ(xi) = ai > 0 and v(yi) = 
/Ji > 0 for i = 1, 2, where
For simplicity of notation let A = (x1, Y1), B = (xi, Y2), C = (x2, Y1) and D = (x2, Y2). 
Let a- be a Fubini-independent product of µ and v, with Mobius transform cp. Take a 
comonotonic set which is not cartesian like AU BU C. By (4) a-(A U BU C) is equal to 
[cp(A) + cp(B) + cp(C) + cp(A U B) + cp(A u C)] + cp(B u C) + cp(A U Bu C). 
Since a- is an independent product , µ and v determine the value of cp on all singletons 
and all rectangles made with two adjacent singletons (like A U B, or A U C). Hence the 
sum in brackets will have to be equal to, say, h for all independent product capacities. 
Since a- has the Fubini property, also the value of a-(A U BU C) is determined by µ and 
v to be equal to, say, k .  But now for any pair (11, 12) E R2 such that4
11 + 12 = k - h
we can construct an independent product capacity a- such that cp( B U C) = 'Yi and 
cp(A U BU C) = 12, and a-has the Fubini property by construction. However all such CJ 
will differ in the value they associate to B U C, a non-comonotonic set. 
As it turns out , some sharper uniqueness results can be obtained when we require 
that product capacities be of a specific form, e.g. , a belief function, or when one of the 
marginals is additive. These will be presented and discussed in section 5 .  
3 Choquet Integration on Product Spaces: A Fubini
Theorem 
3.1 The Main Result 
It is easy to convince oneself that in general the Fubini theorem is false for capacities 
(for an example see the proof of fact 1 in the next section) . One way to proceed in
trying to formulate a Fubini-like result is to restrict the set of capacities to which the 
. 4It is a consequence of theorem 5.2 below that k - h = 0, so that 1'1 and -y2 must have opposite signs.
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theorem should apply, say by requiring that they are convex, or belief functions, and so 
on. Unfortunately so far it does not seem that anything general can be said in this context 
(see, e.g., the discussion on products in Chapter 12 of Denneberg [4) and remark 3 below) . 
There is, however, another possibility: to restrict the set of functions to which we wish 
the result to be applied. Though less aestethically appealing (and possibly, not as useful) ,  
this way of proceeding leads to an extremely simple result, which will be presented in 
this section. Basically it amounts to extending the results of the comonotonic additivity 
of the Choquet integral to functions on product spaces. 
The key property which we will require of functions is the slice comonotonicity pre­
sented in definition 3. The measurability condition is standard in the literature on finitely 
additive product measures (see, e.g., Marinacci [26]) . It is easy to see that an Az­
measurable function will have Ax-measurable y-sections and Armeasurable x-sections. 
Theorem 3.1 Suppose that f :  Z-+ R is bounded, Az-measurable and slice-comonotonic. 
Then for every pair of capacities µ on (X, Ax) and v on (Y, Ay) , if a is a product capacity 
on ( Z, Az) satisfying the Fubini property, we have 
h f (x ,  y) da (x, y) l l f(x, y) dµ(x) dv(y)
- l l f (x, y) dv(y) dµ(x) . (13) 
Notice that the theorem holds for every pair of capacities. The proof of theorem 3.1 fol­
lows immediately from two lemmas, each one interesting for its own sake. The first shows 
that iterated integration of slice-comonotonic functions gives the same result regardless 
of the order in which we iterate. 
Lemma 3 Suppose that f : Z-+ R is bounded, Az-measurable and slice-:comonotonic. 
Then for every pair of capacities µ on (X, Ax) and v on (Y, Ay ) ,  
l l f(x, y )  dµ(x) dv(y) = l j, f(x, y )  dv(y) dµ(x) . (14) 
Proof Suppose first that f is a simple function, i .e . , it has a finite range. Since 
f is slice-comonotonic one can find a measurable partition {Si , . . .  , Sm} of X and a 
measurable partition {T1, . . . , Tn} of Y such that for every y E Y f(- , y) is constant on
every Si and for every i = 1, . . .  , m - 1, and every x E Si, x' E Si+1: f (x, y) 2: f(x', y). 
Symmetrically for every x E X, f (x, ·) is constant on Tj and for every j = 1, ... , n - 1 ,
and every y E Tj , y' E TH1: f (x, y) 2: f(x, y') .  Let Xi (resp. yj) be an element of Si 
(resp. Tj)· 
The fact that f(xi, · ) 2: f(xi+1, ·) implies, by the monotonicity of the Choquet integral
(property (iv) of proposition 2) , that 
F(xi) = [ f(xi, y)dv(y)
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is decreasing in i .  That is, F: X --+  R is comonotonic with every f(-, Yi). Moreover, Fis
clearly bounded and Ax-measurable. Lemma 1 then implies that there is a probability 
measure P on (X, Ax) such that for all j = 1 ,  ... , n, 
[ F(x) dµ(x) = [ F(x) dP(x) and [ J(x, Yi) dµ(x) = [ f(x, Yi) dP(x)� -
By the same token, if we let 
we have that G: Y--+ R is comonotonic with every f(xi, ·) , bounded and Ay-measurable, 
so that there is a probability Q on (Y, Ay) such that for every i = 1 ,  ... , m, 
But 
[ G(y) dv(y) = [ G(y) dQ(y) and [ f(xi, y) dv(y) = [ f(xi, y) dQ(y).
[ l f(x, y) dµ(x) dv(y) [ G(y) dv(y)
- l G(y) dQ(y)
[ l f(x, y) dP(x) dQ(y),
and on the other hand 
[ [ f(x, y) dv(y) dµ(x) l F(x) dµ(x)
l F(x) dP(x)
l l f(x, y) dQ(y) dP(x),
(15) 
(16) 
and ( 14) follows from joining (15) with (16) by means of the standard Fubini theorem
for additive measures. 
Suppose now that f is not a simple function. Following Denneberg [4, lemma 6 .2  and 
exercise 4. 1 4) for p EN and r E R  define the transformation 
up(r) = sup{k/2P: k E Z, k/2P:::; r}. 
Let fp = up of. Then {fp}�1 is an increasing sequence of Az-measurable simple func­
tions converging ·uniformly to f. Also fp ·is slice-comonotonic for every p. In fact one 
can easily see that, since up is a monotonic transformation, the fact that f ( x, ·) and 
f(x', · ) are comonotonic immediately implies that fp(x, ·) and fp(x', ·) are comonotonic
(see proposition 5 below) . The same can be said for y-sections. By the argument of the
previous paragraph we thus have 
l l fp(x, y) dµ(x) dv(y) = l l fp(x, y) dv(y) dµ(x) (17) 
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or, adapting the notation above in a straightforward manner, 
[ Gp(y) dv(y) = l Fp(x) dµ(x).
But now notice that Gp (y) converges uniformly to G(y) . In fact, by the definition of-up, 
for all y E Y we have 
f(. , y) - l/2P � fp ( . , y) � f(·, y)
which implies 
l f(x, y) dµ(x) - 1/2P � l fp(x, y) dµ(x) � l J(x, y) dµ(x),
which is what I claimed. Analogously we can see that Fp(x) converges uniformly to F(x). 
But this immediately implies that F and G are respectively Ax- and Ay-measurable 
(they are also obviously bounded) and 
l Gp(Y) dv(y) � l G(y) dv(y)
and analogously 
l Fp(x) dµ(x) � l F(x) dµ(x) ,
so taking the limit as p-+ oo on both sides of (17) yields
l l f(x, y) dµ(x) dv(y) = l l j (x, y) dv(y) dµ(x) .
Notice that an immediate implication of this result is that, since the indicator function 
of a comonotonic set is by definition slice-comonotonic, our choice of the order of inte­
gration when stating the Fubini property (on the right-hand side of equation (12 ) )  was 
immaterial. 
The second part of the proof of theorem 3.1 shows that for all Fubini-independent
products of µ and v, the integral with respect to the product of a slice-comonotonic 
function is equal to the iterated integrals, thus justifying my usage of the name "Fubini 
property" for such products (see also corollary 3.3 below).  Before moving on to that,
however, notice by inspecting again equation (5) that only sets5 A E U1 play some role 
in the calculation of the integral of a function f .  Moreover, as the following simple result 
shows, if f has comonotonic sections all sets in U1 will be comonotonic. 
Lemma 4 Let f : Z -+ R be a bounded, Az-measurable function with comonotonic x­
or y -sections. Then every A E U1 is a comonotonic set. 
5See the proof of lemma 8 for the definition of U1. 
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Proof Suppose that A E U1 and A is not comonotonic. Then we can find a E R  such
that either A =  { (x, y) E Z: f(x, y) �a} or A =  { (x, y) E Z: f(x, y) >a}. Suppose 
the first case obtains. Since A is not comonotonic we can find x, x' E X and y, y' E Y 
such that: 
and 
f(x, y) � a and f (x, y') < a 
f(x' ,  y) <a and f(x', y') �a. 
But this clearly contradicts the hypothesis that f has comonotonic x- or y-sections. The 
case with the strict inequality is handled analogously. 
We can thus state and prove: 
Lemma 5 Suppose that f : Z -+ R is bounded, Az-measurable and has comonotonic 
x-sections. Then for every _pair of capacities µ on (X, Ax) and v on (Y, Ay), if a is a 
Fubini-independent product capacity of µ and v we have 
h f(x, y) da (x , y) = l [ f(x, y) dµ(x) dv(y). ( 18) 
Proof As in the proof of lemma 3 let us start with the case of a simple f .  Then we
can find a finite chain of sets {A 1 , . . .  , An} ,  n � 1, such that A1 = Zand Ai+1 C Ai for 
i = 1, ... , n - 1, and a vector a E Rn such that a1 < · · · <an, so that
n 
f = a1lA1 + 2Jai - ai-1)lA;· 
i=2 
Clearly ( cfr. the proof of lemma 1) we can find a probability measure Q on Ay and a
family (with finitely many distinct elements) {Py}yEY of probability measures on Ax , 
such that 
l [ f(x, y) dµ(x) dv(y) = l [ f(x, y) dPy (x) dQ (y) .
Define a capacity A on U1 as follows. For every A E U1, 
It is easy to see that 
.X (A) = j, fx lA(x, y) dPy (x) dQ (x) .
r f(x, y) d.X (x , y) = r r f(x, y) dµ(x) dv(y) .lz }y}x 
But now observe that in this case U1 = { A1, .. . , An}. Also, the set {f, lA1, • • •  , lAJ 
forms a comonotonic class. In fact every pair lA; and lAi is comonotonic because the 
sets are ordered by inclusion. To see that f and lAi are comonotonic for every i, suppose 
not. Then we can find (x, y) , (x' , y') E Z such that f(x , y) � f(x' , y') and lA;(x, y) < 
lAJx' , y') . The last inequality implies immediately that (x, y) <f. Ai and (x' , y') E Ai. 
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But this implies f (x, y) < a :S f(x', y') ,  a contradiction. Given that f and IA; are
comonotonic (so that also f(·, y) and lAJ·, y) are comonotonic for every y E 1"), for
every i we must have 
[ fx 1A;(x, y) dµ(x) dv(y) = [ fx 1A;(x, y) dPy(x) dQ(y) = ,\(Ai) ,
and the fact that er satisfies the Fubini property then implies that cr(A) = ,\ (A) for all 
A E u1. So we can use lemma 4 to conclude that 
h f(x, y) dcr(x, y) = h f(x, y) d,\(x, y) = . [Ix  f(x, y) dµ(x) dv(x) ,
which is what we wanted to prove. 
Suppose now that f is not simple. Define the sequence {fp}�1 as in the proof of
lemma 3. Since f has comonotonic x-sections, each fp will have comonotonic x-sections.
Applying the result we just proved, we have that for every p, 
h fp(x, y) dcr(x, y) = [ l fp (x, y) dµ(x) dv(y) .
From the proof of lemma 3 we know that
r r fp(x, y) dµ(x) dv(y) � r r f(x, y) dµ(x) dv(y). }y }x }y }x . 
( 19) 
As for the left-hand side, notice that fp converges to f uniformly on Z, in fact for every 
(x, y) E Z we have 
f (x, y) - l/2P :S fp (x, y) :S f(x, y) .
This implies that 
h f(x, y) dcr(x, y) - l/2P :Sh fp (x, y) dcr(x, y) :Sh f(x, y) dcr(x, y) ,
so that we immediately get 
h fp (x, y) dcr(x, y) � h f(x, y) dcr(x, y) .
Hence the result follows from taking the limit asp -t oo on both sides of (19). 
Remark 2 Clearly we could symmetrically prove that if f has comonotonic y-sections 
then we have 
h f (x, y) d(]"(x, y) = l [ f(x, y) dv(y) dµ(x) .
Also notice that lemma 3 i s  immediately implied by two applications of lemma 5 .  I
preferred to state and prove it independently first of all because I believe the proof given 
above gives better insight as to why the result is true, and second to underline that the 
result does not depend on the existence of a product capacity with the Fubini property. 
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3.2 A Discussion 
A natural question which arises at this point is: How tight are the assumptions in the 
theorem? They evidently seem to be just sufficient, but to what extent can we hope to 
obtain more general results? Regarding lemma 3, it seems clear that the assumption of
slice-comonotonicity of f is not necessary. It is easy to provide examples of functions 
which do not satisfy slice-comonotonicity and pairs of capacities such that the iterated 
integrals coincide, the following being a simple one. 
Example 2 Suppose that the capacities µ and v express total ignorance in the following 
extreme sense: For all S � X such that S # X (resp. T � Y such that T # Y) we have 
µ(S) = 0 (resp. v(T) = 0) . That is, µ = ux and v = uy according to ( 1 ) .  Then it is 
easy to see that for every f 
and 
r r f(x, y) dµ(x) dv(y) = min [min f(x, y)]}y lx yEY xEX 
r r f(x, y) dv (y) dµ(x) = min [min f(x ,  y)] , .lx }y xEX yEY 
and the right-hand sides of (20) and (21) clearly coincide. 
(20) 
(21) 
On the other hand the assumption of slice-comonotonicity is necessary in a weaker 
sense. If a function f is not slice-comonotonic then there are pairs of capacities which 
are such that the iterated integrals do not give the same result .6 The next fact illustrates 
how one such pair can be constructed in the finite case (but see remark 3 below) .
Fact 1 Suppose that X and Y are finite and f : Z -t R is not slice-com.onotonic, say 
because it does not have comonotonic x-sections. Then there are capacities µ on (X, Ax)
and v on (Y, Ay) such that 
r r f(x, y) dµ(x) dv(y)
.
=I r r f(x, y) dv(y) dµ(x).}y h hJy 
Proof For every x E X  find the y E Y which minimizes f(x, y) and denote it by Yn(x). 
If Yn ( · )  is constant on X then for x E X find y E Y \ {Yn ( x)} which minimizes f ( x , y) and 
denote it by Yn-i (x). If Yn-i( · ) is again constant on X consider the third worst element 
Yn-2 (· ) ,  and so on.-Bince f has non-comonotonic x-sections there must be a p 2: 0 such
that Yn-p (·) is not constant on X.  Relabel Y so that Yn-p+l (x) , . . .  , Yn (x) (the choice of 
x does not matter given the way pis defined) coincide with Yn-p+l' . . . , Yw 
6This is really analogous to proving that if f and g are non-comonotonic functions on some set !1 
then one can find a capacity u on n such that their Choquet integral with respect to u is not additive.
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Let µ be a uniform probability measure on X (that is, µ(x) = 1/m for every x EX)
and let v = UT where T = {y1 , . . , Yn-p} · Then it is easy to see that for every x, 
so that 
[ f(x, y) dv(y) - minf (x ,  y)yET 
- f(x, Yn-p(x)) 
l £ f(x, y) dv(y) dµ(x) = � t. J(xi, Yn-p(xi)) . (22) 
On the other hand it is clear that for every y, fx J(x, y) dµ(x) = (1/m) L:i J (xi ,  y) , hence
r J(x, y) dµ(x) dv(y) = - min rI: J(xi, y)J. !. 
1 m 
y lx m yET i=l
(23) 
Consider the matrix f  (xi, Yi)J for i = 1, ... , m and j = 1 ,  ... , n - p. We are done if we
show that the average of the minima for each column (i .e . ,  the right-hand side of (22))
is different from the minimum of the averages of each row (the right-hand side of (23)) .
In general let A be any r x t matrix. Let !lj be the minimum of column j = 1, . . . , t 
and let ai be the average of row i = 1 ,  . . .  , s. Then I claim that 
t 
Lfli = m�n ai 
j=l i 
(24) 
iff there is a row such that all the minima !lj lie on it. One implication is immediate. For
the other suppose that there is no row such that all minima lie on it. Then we can find 
j* and j** such that !lj• lies on some7 row i* and !lj•• lies on some row i** =I= i* . So we
have 
:w_hich clearly implies that 
Lflf <I: ai·,j· 
j j 
The claim then follows from observing that for every i we also have 
L !lj :S 'L ai,j = t ai. 
j j 
But our choice. of-p .was such that the condition of the claim above is not satisfied . 
So we can conclude that µ and v give us the desired result. 
7For brevity I'm assuming here that the minima for each column are unique. It is immediate to see 
how the argument should be generalized to take care of multiple minima. 
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Remark 3 It should be observed that in fact 1 I used a belief function and a probability 
measure. Thus the example can also be taken to show that total monotonicity of the 
two capacities is not enough to prove a Fubini result for functions which are not slice­
comonotonic. Actually something even stronger is true. Given a function with , say, 
non-comonotonic x-sections one could construct a different8 counterexample in which 
both marginals have a support of two points (where by support I mean the smallest 
subset with weight 1) , the marginal on X is additive and the marginal on }' is almost 
additive, in the sense that all but E > 0 weight is divided among the two points, and yet 
the iterated integrals do not coincide. This construction would work whatever the size 
of the space, so it can be used to prove the validity of the statement in fact 1 also in 
infinite spaces . 
As a consequence of fact 1 and remark 3 we have the following immediate strength­
ening of lemma 3 .  
Corollary 3 .2  Equation (14) will hold for every pair of capacities µ and v if and only 
if the {bounded and Az-measurable) f is slice-comonotonic. 
Coming to lemma 5, given our brief discussion in remark 2 it is not surprising to see 
that the assumption that f has comonotonic x-sections is not necessary: Just use the 
capacities in example 2 and notice that CJ = uz satisfies the Fubini property. However 
we can prove a result analogous to corollary 3 .2  by modifying slightly the proof of fact 1 
to show that for every f without comonotonic x-sections one can find a pair of capacities 
and a Fubini-independent product such that equation (18) does not hold .9  
Likewise, the assumption that CJ satisfies the Fubini property is not necessary to insure 
that the equation 
fz f(x, y) dCJ (x, y) = l l f (x, y) d µ(x) dv(y) (25) 
holds for every f with comonotonic x-sections. One immediately sees this by considering 
the case. where f is a constant and equal, say, to some value c E R. Then, whatever 
CJ, (25) will obviously hold as both·sides will be equal-to c by properties (i) and (ii) in 
proposition 2 .  Again, however, we can prove that the satisfaction of the Fubini property 
is necessary in the following weak sense: Suppose that CJ is not Fubini-independent. Theu 
there is a function f with comonotonic x-sections such that its integral vvith respect tu 
CJ is different from the iterated integral. To see that, let A E Az be a comonotonic set 
such that 
CJ(A) =1 j, fx 1A(x, y) dµ(x) dv(y) ,
and take f = lA. Clearly f has the desired properties. We have thus proved the following
stronger version of lemma 5. 
8 And definitely less illuminating. This is why I chose to present instead the construction in fact 1. 
9If µand v are defined as in that proof one can show (see theorem 5.2 below) that there is only one 
belief function o- which satisfies the Fubini property (see definition 8), and the integral with rPspPrt to 
that o- will be equal to the right-hand side of equation (22). 
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Corollary 3.3 If u is a product capacity on (Z, Az) , with marginals µ and v, equa­
tion {18} will hold for every function f : Z -+ R bounded, Az-measurable and with 
comonotonic x-sections, if and only if u satisfies the Fubini property. 
Another interesting question to be posed is: How large is the class of slice-comonotonic 
functions? The following proposition might help answer this question. The notation is 
the same used in section 2 .  
Proposition 5 (Denneberg, [4] Proposition 4.5) For two bounded functions f, g 
n --+ R, the following are equivalent: 
(i) f and g are comonotonic; 
(ii} There exists a bounded function h : n -+ R and non-decreasing junctions 
u, v : R -+ R such that 
f = u o h and g = v o h .  
From this we immediately have that i f  f i s  slice-comonotonic then for every x E X 
(resp. y E Y) f(x, · ) (resp. J(·, y)) will be a monotone transformation of some function
g : Y -+ R (resp. h : X -+ R) , or equivalently all the j (x, · ) (resp. f( - , y)) will be
monotone transformations of each other. This in particular implies that any f which is 
monotone in each argument will be slice-comonotonic. 
Hence we can conclude that the class of slice-comonotonic functions is quite large, 
and it certainly includes many functions used in economic applications. However the 
negative result presented in fact 1 ,  and the discussion in remark 3, also have the relevant 
implication that violations of slice-comonotonicity cannot be taken lightly, as they show 
that small amounts of non-additivity in beliefs can bring forth violations of Fubini's 
theorem. 
3.3 An Interesting Implication 
There is a consequence of the Fubini theorem which, though almost obvious, is quite 
relevant to applications in different fields, and therefore deserves spending a few words 
on. Imagine having a "sequence" of two spaces, (X, Ax) and (Y, Ay ) , and let f and
g be two real-valued functions, respectively defined on X and Y (that is , two random
variables) . We can extend f to f : Z-+ Rand g tog : Z -+  R in the obvious way, i .e . ,
for every (x, y) E Z let
f(x,  y) = f (x) ,  g(x , y) = g(y) . 
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Suppose that µ and v are defined on X and Y respectively, and let CT be a product capacity. 
which has them as marginals. First of all we might be interested in the "expected value" 
of f and g. We have 
and 
h f(x, y) du(x, y) = [ f(x) dµ(x) ,
h g(x, y) du(x, y) = [ g(y) dv(y) .
Now we might b e  interested i n  saying something about the expectation of J + g ,  that is ,
the function on Z which is defined by (/+ g) (x, y) = f(x) + g(y) .  This is the topic of the
following result. Clearly it can immediately be generalized to any finite sum of random 
variables. 
Corollary 3 .4 If a is a product capacity satisfying the Fubini property then 
fz(J + g) (x, y) da (x, y) = [ f(x) dµ(x) + [ g(y) dv(y) . (26) 
Proo f f + g is slice-comonotonic, hence theorem 3 .1  and two applications of property 
(iv) of proposition 2 imply that
fz(J + g) (x, y) da (x, y) fzU(x) + g(y) )  du(x , y) ,
[ fx (f(x) + g(y)) dµ(x) dv(y)
/)(/x f(x) dµ(x)) + g(y)] dv(y)
l J(x) dµ(x) + l g(y) dv(y).
This suggests that the notion of Fubini independence has very important applica­
tions. Thus, for instance, if two random variables are independent in the sense that their 
distributions satisfy the Fubini property, then the expectation of their sum is equal to 
the sum of the expectations. Thus my expectation of profit from two investments which 
are Fubini-independent will be the sum of the expected profits taken separately, even if 
my beliefs about these investments are represented by capacities. 
As we did above, we might wonder to what extent the assumption of Fubini indepen­
dence is necessary to prove this result. The following simple example will help understand 
the problem. 
Example 3 In the set-up and notation of example 1, assume that f(x1 ) = 4 ,  f (x2) = 1 
and g(y1) = 2 ,  g(y2) = 0. Then (] + g) has the following result matrix
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Let a1 = a2 = /31 = /32 = 1/3. Suppose that u(A) = 1/9, u(A U _B) = 1/3 and 
u(A U B U C) = 1/3. Then u can be (extended to) an independent product, but it 
violates the Fubini property (it would satisfy it only if u(A U B U C) = 5/9) . We have 
that 
l f(x) dµ(x) = 4(1/3) + (2/3) = 2 ,
and 
j_ g(x) dv(y) = 2(1/3) ,
so that their sum is 2(1+1/3). On the other hand 
lz (f + g) (x , y) du(x, y) = 2(1/9) + 1 (1/3) + 2(1/3) + 1 = 2( 1 + 1/9) . 
It turns out that, once more, Fubini independence is necessary in a weak sense for corol­
lary 3 .4 .  That is, if u is an independent product which is not Fubini-independent, then 
one can find two functions f and g such that (26) fails for f + g. 
Proposition 6 Suppose that CT is an independent product ofµ and v which does not have 
the Fubini property. Then there are f : X--+ R and g : Y--+ R such that (26) fails.
Proo f I will just sketch the argument here, leaving it to the interested reader to fill 
in the (rather tedious) details. Suppose that A E Az is a comonotonic set such that 
( 12) fails .  Since A is product measurable, it can be written as a disjoint union of finitely 
many rectangles. Hence we can focus on constructing two, simple functions f and g, 
which implies that it is without any loss in generality to prove the result for the case of 
finite X and Y. As a consequence we can also assume that A is smallest, in the sense 
that all subsets of A (in Az ) are such that ( 12) holds. We can then use the fact that A 
is comonotonic to reorder X and Y so that the x-sections of A form a decreasing class 
(in the order on X), and the same for the y-sections. Now it is quite simple to see that 
(as we did in example 3) we can construct two nonincreasing functions f and g such that 
A is a level set of f+ g, and such that the integral with respect to CT does not coincide
with the iterated integral. 
4 Products of Convex Capacities
In this and in the following section we examine what kind of conclusions can be obtained 
when we impose stronger requirements on either marginals or their products. Specifically, 
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we will discuss here the case of convex capacities, and belief functions in the next section. 10 
First of all let me review some interesting results about convex capacities, 1 1  i .e. ,  
capacities which satisfy properties (i)-(iii) .
Definition 6 Let (]' be a capacity on (fl, A), the core of (]', denoted C((]') , is the set of all
{finitely additive) probabilities on (it, A) which pointwise dominate (]', i. e. , 
C(a') = {P : P is a probability on (il , A) , P(A) 2:: (]'(A) for all A E A} .
In general the core of a capacity might be empty, but Shapley [35] proved that every 
convex capacity has a non-empty core. Also Schmeidler provided the following nice 
characterization of the Choquet integral of a function on a convex capacity. 
Proposition 7 (Schmeidler, (31] Proposition) Given any bounded A-measurable func­
tion f : n --t R, (]' is a convex capacity on (it, A) if and only if 
f f(w) d(]'(w) = min f f(w) dP(w) . (27) Jn PEC(u) Jn 
If n is a finite set (say n = {w1 , . . .  , wn} )  then something more can be said about the
shape of C ( (]') . Consider the set II of all the n! possible permutations of { 1 ,  . . .  , n} .  For
every 7r E II let P'lr be the additive measure defined by 
P7r(w7r(i)) = (J'({w7r(l) ' . . .  , w7r(i) }) - (J'({w7r(l) l  
· 
. . , w7r(i-1) } ) ,  for all i = 1 ,  . . .  , n . 
Shapley proved [35) that C((J') is the convex hull of the P'lr for 7r E II .  Going back to 
formula (6) we can notice that the measure P, equivalent to (]' for integration purposes , 
which we obtained in lemma 1 is just one of the P7r . So we can interpret Schmeidler's 
result as saying that thB Choquet integral with respect to a convex (]' is an operator which 
selects to integrate a function f with respect to the measure in the class { P'lr }7rETI which
minimizes the integral . In this sense we say that the Choquet integral with respect to a 
convex capacity reflects a very "pessimistic" attitude. 
Coming back to our product space set-up, one can immediately verify that in-general 
there is more than one convex independent product of two convex capacities µ and v .
An interesting question is whether there are many Fubini-independent convex products. 
The example below shows that the answer is also yes. 
Example 4 Going back again to example 1 ,  suppose that a1 = a2 = {31 = {32 = 1/3 .  Aswe know, all Fubini independent -products will be identical on comonotonic sets. Hence 
any convex Fubini independent product (]' will be, say, equal to 5/9 on A U  B U C or to 
1/3 on A U G. But one can easily check that any value between 2/9 and 1/3 for (]'(A U D) 
and u(B U C) can be assumed by any such capacity. 
10Remember lemma 2 implies that requiring the product to have either property will automatically 
imply it for both marginals. 
lJ For other results on convex capacities and belief functions see Chateauneuf and Jaffray [1 J .  
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We might try to obtain a unique independent product by invoking considerations 
different from the ones we discussed so far. For instance, Gilboa and Schmeidler in [ 17] 
suggested that for convex capacities the following notion seems intuitively appealing. 1 2  
Definition 7 Let µ and v be two convex capacities on (X, Ax ) and (Y, Ay ) respectiv-ely. 
We call their core-independent product the set-function O'c defined as follows: 
O'c = inf{ P x Q : P E  C (µ) , Q E C (v)}
that is, O'c is the lower envelope of the set of product measures generated by choos'ing a 
probability from each of the cores of the marginals. Denote by C(µ) x C(v) such set.
Notice that since both C(µ) and C(v) are weak* compact by well-known arguments,13 
the infimum in the definition is attained, and we can write "minimum" instead. As a 
side remark, notice that C(µ) x C(v) is generally smaller than the core of O'c, as the
latter will contain also measures which allow for correlation. As it turns out, O'c is a 
Fubini-independent convex product capacity. 
Proposition 8 Let µ and v be two convex capacities respectively defined on ( X, Ax ) and
(Y, Ay ) , then O'c is a convex independent product capacity on (Z, Az ) . Moreover it has 
the Fubini property. 
Proof The first part descends easily from the definition and proposition 7. For the
second, I prove the statement by showing that O'c must satisfy equation (18) for a slice­
comonotonic f .  As we observed above the probabilities P and Q which we obtained in the 
proof of lemma 3 respectively belong to C(µ) and C(v) , so that R = P x Q E C(µ) x C(v) .
Thus by the reasoning in the proof of lemma 5 J J f dµ dv = J f dR from which we get 
h f (x, y) dO'c :::; l l f (x, y) dµ(x) dv(y) .
Now we have to prove that strict inequality cannot occur. Suppose it did, then there 
must be P' and Q', respectively in C(µ) and C(v) , such that if R' = P' x Q' ,
l l f(x, y) dP'(x) dQ' (y) - h f(x, y) dR'(x, y)
< h f(x, y) dR(x, y)
{ { f(x, y) dP(x) dQ(y) .}y }x 
For every Yi E Y let G(yj) be as defined in the proof of lemma 3 .  Let 
G'(Yi) = l f(x, Yi)dP'(x) .
12The same notion had been proposed some years earlier by Walley and Fine [37] . 
13Remember that we define the core to be a set of finitely additive measures. The last statement 
would be false if we restricted to countably additive measures . 
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Since µ is a convex capacity we must have that G(yj) � G'(Yi) for every Yi E Y. So 
property (iii) of proposition 2 and the fact that v is a convex capacity imply that
l G(y) dQ(y) = l G(y) dv(y) � l G'(y) dv(y) � l G'(y) dQ' (y) ,
and we get a contradiction. 
This result provides an explanation of some results of Dow and Werlang and Mari­
nacci. Dow and Werlang argue ( [7] in the example on page 10) that if product beliefs 
are core-independent then the expectation of a sum of random variables is the sum of 
the expectations. This is an immediate consequence of the fact that core independence 
implies Fubini independence and corollary 3.4. Analogously Marinacci 's theorem 4.6 . l 
in [28) goes through for exactly the same reason. 
5 Products of Belief Functions 
5.1 The Mobius-Independent Product Belief Function 
Stronger conclusions can be drawn once we impose the additional requirement that the 
product capacity be a belief function. By lemma 2 this implies that both marginals are 
belief functions. This might happen either if we are given a product belief function to 
start with,  or if we are given a couple of marginals which are belief functions, and we are 
interested in an independent product which is a belief function itself. As it is tradition 
in the literature on belief functions, except where otherwise noted in this subsection I
will assume that X and Y (hence Z) are finite and that Ax = 2x and Ay = 2Y (hence
Az = 2z ) .
The following notion of independent product of two belief functions µ and v was
suggested by Walley and Fine [37] and Hendon et al. [20] . 
. 
Definition 8 Given a belief function µ on ( X, Ax) and a belief function v on (Y, Ay ) ,  
with Mobius transforms x and 'ljJ respectively,14 let rJM be the unique capacity on (Z, Az )
which has Mobius transform rp defined as follows, for every A E Az, 
{ x(S) 'lf;(T) if A =  S x T for S E  Ax , T E  Ay,
rp(A) = 
0 otherwise. 
rJM will be called the Mobius-independent product of µ and v . 
14Which exist by proposition 1 .  For obvious reasons I prefer this to  the more cumbersome notation 
'Pµ and 'Pv · 
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One can easily check that O"M thus defined is indeed an independent product belief func­
tion, i .e . ,  it satisfies properties (i)- (ii) , (iii ') and (iv) . This definition can be generalized 
to the infinite case using the infinite space generalization of proposition 1 due to Gilboa 
and Schmeidler. 
Remark 4 One might be tempted to use the definition also for any pair µ and v (I was,
at least) .  However Rainer Dyckerhoff provided me with a nice example which shows that 
if µ and v are not belief functions then O"Af will in general violate monotonicity, so it will
not be a capacity. 
There is a nice decision-theoretic explanation of the specific form of O"Af . I remarked 
earlier that the Mobius transform of a belief function is non-negative, and it is a simple 
consequence of equation ( 4) that it is actually a probability measure on the relevant 
set of subsets. As Shafer suggested in [32] , one can then interpret cp(A) as the specific 
weight which is assigned to A and cannot be further divided among its subsets. For 
instance if <J is a probability measure all such weight is divided among singletons and 
no weight is allocated to larger sets, so that in a sense we can interpret a probability as 
an epistemic status in which beliefs are extremely precise and specified. <JM assigns no 
specific weight to non-rectangles . Hence we can interpret <JM as reflecting a situation in 
which the independence of µ and v is beyond any doubt, or, in a terminology which is
widely used by decision theorists, there is no "uncertainty" about their independence. 
Other justifications can be given in some special cases, but they will be discussed in 
subsection 5.2. Of course, one can argue that the results to follow provide by themselves 
a justification of Mobius independence. 
Hendon et al. present some interesting results about O"M . First of all they show that 
we can find an exact formula for O"M in terms of µ and v. For every A E Az let JA be the
set of all possible families of cartesian subsets of A. That is, abusing notation somewhat 
every J E JA is a set {Xj x Yj}jEJ with Xj E Ax and Yj E Ay . Then HJST prove [20,
Proposition 3) that for all A E Az , 
uM(A) = max L (-1 ) 111+1 µ(niEIXi)v(niEI Yi) . (28) JE:TA J�J,I=/;0 
Using this fact, HJST proceed to show that O"Af has a very interesting property: it is the 
smallest of all the independent product belief functions. 
Proposition 9 (HJST, [20] Proposition 3) Let u be the M obius-independent product 
of the belief functions µ and v. Then for every other independent product belief function
>. of µ and v we have 
Obviously, by property (vi) of proposition 2, this immediately implies that for all func­
tions f we have 
(29) 
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Notice that we cannot immediately draw a similar conclusion for uc, because even if µ 
and v are belief functions uc is not necessarily a belief function. Yet we can use the result 
to establish that C(u) 2 C(µ) x C(v) . In fact every R E C(µ) x C(v) is an independent
product belief function, so that R � u. Given that R is also a probability we immediately 
have that R E  C(u) as well, proving the claim. Using this we can conclude : 
Corollary 5 .1  If the marginals µ and v are belief functions then 
so that {29) also holds for u c . 
Proof. By definition uc = inf{ R : R E C(µ) x C(v)} ,  while by proposition 7 we have
uM = inf{ R :  R E  C(uM)} .  The result then follows from C(uM) 2 C(µ) x C(v) .
The next step is clearly checking whether uM has the Fubini property. 15 
Proposition 10 Let uM be the Mobius-independent product of belief functions µ and v .  
Then UM i s  Fubini-independent. 
Proof. I prove the equivalent statement that UM satisfies equation ( 18) for every f 
with comonotonic x-sections. Given that f has comonotonic x-sections it is po�sible to 
relabel the elements of Y as in the first part of the proof of lemma 3 .  Let C z be the set 
of all rectangles in Az. By the definition of u and proposition 3 we have 
lz f(x, y) duM(x, y) L <p(A) [ min f(x, y)]
AEAz (x,y)EA 
L <p(A) [ min f(x, y)] 
AECz (x,y)EA 
L x(S) 'lf;(T) [min f(x , Ym(T) ) ]  xES (S,T)EAx xAy 
L 'lf;(T) L x(S) [min f(x, Ym(T)) ] , (30) xES TEAy SE Ax 
where m(T) is the largest index j such that Yi E T. On the other hand
[ fx f(x, y) dµ(x) dv(y) - L 7/J(T) min ( r f(x, y) dµ(x) )TEAy yET Jx 
L 'lf;(T) min ( L x(S) [min f(x, y)] ) TEAy yET SEAx xES 
L 7/J(T) L x(S) [min f(x, Ym(T) )] .  xES TEAy SE Ax 
(31 ) 
15This result can be easily extended to infinite products using the same technique that we saw in the 
proof of lemmas 3 and 5. 
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Now we conclude by noticing that the right-hand side of (30) is the same as the right-hand 
side of (31) . 
But something more is true. Surprisingly, it turns out that (J'M is the only independent 
product belief function with the Fubini property. Some additional terminology wili help 
in proving this result. 
Definition 9 Suppose that A E Az . Then we call its comonotonic hull (and label C(A)) 
a smallest comonotonic set which confains A. That is, C(A) 2 A and for all comonoton'ic 
B 2 A we have C(A) � B. 
Obviously I am abusing notation, as there is  more than one comonotonic hull for non­
comonotonic sets. One could however write down an explicit procedure to obtain a 
specific comonotonic hull for all such sets A and define C(A) to be the result of such pro­
cedure, so as to make the definition rigorous. Notice that C(A) = A  for all comonotonic 
sets, and in particular C(A) can be a rectangle if and only if A is rectangle. Now we can 
state and prove: 
Theorem 5.2 Suppose that (J'M is the Mobius-independent product of belief functions µ 
and v .  Let ,\ be any other independent product belief function. Then if (J'M(A) = ,\(A)
for all comonotonic sets A it must be the case that (J'M = ,\, In other words, (J'M is the 
only Fubini-independent product belief function. 
Proof As usual let e and cp be the Mobius transforms of ,\ and (J' respectively. The 
proof is by induction on the cardinality of the comonotonic hull. If A has IC(A) I = 1 
then clearly e(A) = cp(A) by the fact that ,\ is an independent product. 
Suppose that �(A) = cp(A) for all A such that IC(A) I :::; n - 1 .  Let A have jC(A)I  = n
and suppose that C(A) is not a rectangle (that is, A is not a rectangle) . I want to
prove that �(A) = cp(A) ; Since ,\ and (J' coincide on all comonotonic sets we must have 
..\(C(A)) = (J'(C(A)) , that is, 
L �(B) = L cp(B) ,
B�C(A) B�C(A) 
which, given the induction hypothesis, amounts to 
L �(B) = L cp(B) .
B�C(A) 
IC(B)I = n
B�C(A) 
IC(B)I = n
But any such B cannot be  a rectangle, for no rectangle with cardinality n can be  contained 
in C(A) (and we assumed that C(A) was not a rectangle) . Hence, since we have �(B) 2:
0 = cp(B) for all B to which the sum above is extended, we can only have equality if 
�(B) = cp(B) for all such B, including A itself. 
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If on the other hand C(A) is a rectangle, then A =  C(A) and we must have ,\(A) = 
a-(A) . For all B � A  such that B # A  we must have IC(B) I � n - l, hence the induction
hypothesis implies �(B) = cp(B) . This in turn implies �(A) = cp(A) . 
Thus we see that, in the finite case, 16 uniqueness can be obtained when we require 
the product to be a belief function with the Fubini property. 
5.2 Another Story for Mobius independence 
Mobius independence has an arguably natural justification when the belief functions µ 
and v are the distributions induced by random correspondences. To avoid excessively 
burdening the exposition with additional technical detail (connected with the general­
ization of proposition 1 ) ,  I shall again assume that X and Y are finite. However all the 
results to follow can be generalized immediately to the infinite case. 
Let a probability space (n, A, P) be given, X and Y be two finite sets , and suppose 
that M : n --+ Ax and N : n --+ Ay are two A-measurable correspondences (i .e . ,  
multi-valued functions) . 
Definition 10 For every A-measurable correspondence L : n --+  Z, where Z is a finite 
set, call the distribution of L on Z the set-function ,\ on Az defined as follows, for all 
A �  Z, 
..\(A) = P({w E n :  L(w) � A} ) .  (32) 
Such distribution will be a probability if and only if the correspondence L is a function. 
Otherwise it is going to be a belief function. This is easily seen by remarking that the 
Mobius transform of ,\ is just: for A � Z, 
�(A) = P({w E n :  L(w) = A}) � 0 .  (33) 
Label µ and v the distributions of M and N respectively, and let x and 'ljJ be their 
respective Mobius transforms. 
As it is well-known, when M and N are functions (that is, they are random variables) 
we say that they are independent if for every pair17 S � X, T � Y ,  
P(M E S, N E T) = P(M E S) P(N E T) . (34) 
When we are discussing random correspondences rather than random variables, this 
definition does not make sense because the event M E S (or N E T) can be undefined . 
So the question is how to extend (34) to random correspondences. The following extension 
immediately springs to mind. 
16Unfortunately I do not see any obvious way of extending the proof of this result to products of 
spaces with cardinality higher than denumerable. 
1 7  As usual, for a random variable f I write P(f E A) rather than the more cumbersome P( {w E n : 
f(w) E A}) .  
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Definition 11 Suppose that M and N are random correspondences as defined above. 
Then we say that they are independent if, for every pair S � X, T � Y, 
P(M � S, N � T) = P(M � S) P(N � T) .  (35) 
It is immediate to see which consequences this notion of independence has for the distri­
bution ,\ of the vector random correspondence (M, N) on Z = X x Y. If, in fact, ,\ is
defined as in (32) independence of M and N implies that for all S � X, T � Y, 
..\ (S x T) = P(M � S, N � T) = P(M � S) P(N � T) = µ(S) v(T) .
That is, the product belief function will be independent in the sense of definition 2. At
this point the reader will be well aware that such ,\ is not uniquely defined in this fashion. 
In the terms of this section we need to have additional information of the joint behavior 
of M and N to define ,\ uniquely on non-cartesian subsets of Z. 
But one could also consider a stronger but natural extension, which basically amounts 
to noticing that correspondences are functions into the set of all subsets of the range, 
and then applying the standard definition. 
Definition 12 Suppose that M and N are random correspondences as defined above. 
Then we say that they are strongly independent if, for every pair S � Ax, T � Ay, 
P(M E S, N E T) = P(M E S) P(N E T) . (36) 
Clearly strong independence implies independence: in fact for S � X let 
S = {U E Ax : U � S} 
�and analogously do for T) and substitute it in (36) ,  so that (35) is obtained. If instead 
we take S = {S} and T = {T} we get 
P(M = S, N = T) = x(S) 'lf;(T) .  (37) 
Thus we have the following natural result, which can be used to argue that the notion of 
strong independence for random correspondences provides another justification for the 
definition of Mobius-independent product belief function. 
Proposition 11 Suppose that random correspondences M and N are strongly indepen­
dent. Let (]' be the distribution on Z induced by the vector (M, N) . Then <J is equal to 
(J'M, the Mobius-independent product of µ and v, which are the marginal distributions of 
M and N respectively. 
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Proof. As usual let <p be the Mobius transform of er. By (37) we clearly have that for 
every rectangle A E Az such that A = S x T for some S � X, T � Y,
cp(A) = x(S) 7/J(T) .
One then just needs to notice that this implies that <p will have to be identically zero on 
non-rectangles. In fact, if Cz is the set of all rectangle subsets of Z, 
er(Z) -
so that 
I: 
AEAz\Cz 
But 
L cp(A)
AEAz 
L cp(A)
AEAz 
L cp(A) + I: cp(A)
AECz AEAz\Cz 
cp(A) = 1 - L cp(A) .
AEAz 
I: I: x(S) 7/J(T) 
SEAx TEAy 
I: x(S) I: 7/J(T) 
SEAx TEAy 
I: x(S) 
SE Ax 
1 
which immediately implies the claim, given that <p ;:::: 0. 
In particular strong independence arises naturally when the belief functions µ and 
v are the distributions induced by random correspondences on independent probability 
spaces. Suppose that (01 , A1 , P1 )  and (02 , A2 , P2)  are given. Let 0 = 01 x 02 be
equipped with the product algebra A = A1 x A2, and with the probability measure
given by the independent product P = P1 x P2 . Suppose that there are correspondences
M : n1 -+ Ax and N : 02 --+ Ay , with respective distributions given by µ and v, that 
can be extended to 0 as M and N in the usual way (analogously to what we did for f and 
g in subsection 3.3) . We might be interested in saying something about the distribution 
er on Z = X x  Y induced by the correspondence (M, N). Unsurprisingly, the hypothesis
of independence on the product measure implies that M and N are strongly independent, 
so that er will be the Mobius-independent product of µ and v.
Corollary 5.3 Let er be the distribution on (Z, Az) induced by (M , N ), that is, for every 
A E Az , 
er(A) = P({w E 0 :  (M(w1 ), N(w2 )) � A}) .
Then er = erM , the Mobius-independent product of µ and v .
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Proof Just notice that for every pair S � Ax, T � Ay, 
P(M E S, N E T) P1 (M E S) P2 (N E T) 
P(M E S) P(N E T) , 
so that M and N are strongly independent. Proposition 11 can then be used to obtain 
the result . 
5 . 3  Some More Unicity 
In subsection 5. 1 we saw that unicity of the product can be obtained if we impose the 
following requirements: 1) the product is a belief function, 2) the product is Fubini­
independent. There is another interesting case in which unicity can be obtained only by 
requiring the product to be independent, as well as a belief function. This is when one 
of the marginals, say v, is a probability measure. Once again, the results to be presented 
in this section could be proved in full generality, but I will present only the finite version 
for brevity. 
The following lemma, due to Eichberger and Kelsey [1 1 ) ,  is the key. It says that if 
a product belief function has an additive marginal then it must satisfy a certain type of 
additivity itself. 
Lemma 6 For finite X and Y, let O" be a product belief function on Z = X x Y .  Then
its marginal on Y, labelled v, is a probability measure if and only if for every A E Az, if 
for every y E Y we let Ay = {z E A : z = (x, y) :3x E X} (i. e. , the y-section of A), we 
have 
O"(A) = L O"(Ay ) • (38) 
yEY 
Proof · .  Necessity is obvious. For sufficiency, let r.p be the Mobius transform of O" .  On 
the one hand we clearly have 
but we also have 
Hence 
1 = O"(Z) = L r.p(B) ,  
Bc;,Z 
1 = L v({y}) = L D"(X x {y}) = L L r.p(B) .
yEY yEY yEY Bc;,Xx {y} 
L r.p(B) = L L r.p(B) ,  
Bc;,Z yEY Bc;,Xx {y} 
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from which we conclude that for every B E Az which is not contained in some y-section 
will have cp(B) = 0. This immediately implies that for every A E Az 
a (A) = L cp(B) , 
yEY B�An(Xx {y}) 
L a (Ay) . 
yEY 
It takes little effort to construct counterexamples to (38) where a has an additive 
marginal but is not a belief function. Even convexity can be shown to be insufficient. 
We can now prove the announced unicity result. 
Theorem 5 .4 Suppose that belief functions µ on (X, Ax) and v on (Y, Ay) are given, 
and v is additive on Ay . Then there is only one independent product belief function a ,
and it satisfies the Fubini property. 
Proof. Let a be an independent product belief function. By independence v is a 
marginal of a .  Hence lemma 6 implies that for every A E Az, 
a (A) = L a(Ay) = L µ(A;) v( {y} ) , 
yEY yEY 
(39) 
where A; = { x E X  : x E Ay} (i.e. , the X-projection of Ay) · The second equality in (39)
follows by independence since Ay = A; x {y} .  Clearly (39) implies that a- is uniquely
defined, and it is immediate to verify that it also implies that a has the Fubini property. 
Remark 5 As a is Fubini-independent, theorem 5 .2 can be used to conclude that a = 
O"M . That is, when one of the marginals is additive aM is the only independent product 
belief function. 
5.4 A Decision-Theoretic Application 
Let me close by showing how the results in this work can be fruitfully used to understand 
and investigate a question in decision theory. As I remarked in the introduction,  many 
decision-theoretic models have been offered which represent preferences by Choquet in­
tegrals with respect to capacities. The most important and influential model of this sort 
is that in Schmeidler [31 ] .  In that model Schmeidler adopted what is usually called an 
"Anscombe-Aumann" framework. That is , he assumed that the decision maker (DM for 
short) has access to an independent randomizing device (over which she has additive
beliefs) . So every action that she can undertake is really a map from the set X of states
of the world to the set 6(C) of simple lotteries on the set C of possible outcomes for the 
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DM. That is, for every x E X action f gives f(x, · ) ,  a probability measure with finite
support on C. Assume for simplicity that C is finite. The axioms Schmeidler presents 
imply that there is a utility function u : C --+ R and a capacity µ on X such that action 
f will be preferred to g if and only if 
h (L u (c) f (x, c)) dµ(x) 2: h (L u(c) g(x, c)) dµ(x) .X cEC X cEC
( 40) 
This can be equivalently restated as follows. There are two state spaces, X and Y,
the randomization space. The DM has beliefs represented by a capacity µ on X and a
probability measure v on Y. Every action is a C-valued measurable function defined on 
Z = X x Y. Thus ( 40) can be rewritten
l l u(f(x , y)) dv(y) dµ(x) 2: L l u (g(x, y)) dv(y) dµ(x) . ( 41)  
One can easily see that this representation has some interesting features. For instance 
Schmeidler shows that if µ is convex then the DM will in general prefer an action which 
randomizes between two actions f and g to either action (a property he dubs "uncertainty 
aversion" ) .  For this reason it has been generally maintained that convex non-additive 
beliefs are intimately connected with uncertainty averse behavior in the sense just defined. 
Eichberger and Kelsey [11] however made the following observation. Suppose that we 
represent the DM's preferences in a different way. Let u be an independent product of 
µ and v. Then an obvious representation would have the DM preferring f over g if and 
only if 
h u(f (z)) du(z) 2: h u(g(z)) du(z) . ( 42) 
The results contained in this paper tell us that in general ( 42) will not be equivalent 
to (41 ) , unless u ,  f and g are such that u o f  and u o g are slice-comonotonic. And 
this will not necessarily be the case. Eichberger and Kelsey offer an example (example 
3 .1 )  to show that with this representation we do not necessarily obtain the preference 
for randomization that we discussed above. Unsurprisingly, to do so they use an action­
payoff function which is not slice-comonotonic. They then go on to prove (using the result 
in lemma 6) that if u is a belief function then the DM will never prefer a randomization 
between two Y-independent actions (i.e . ,  actions which only depend on the "ambiguous" 
space X )  f and g to either of them.18 
Clearly the reason for this discrepancy of results is the failure of Fubini's theorem : 
The Anscombe-Aumann framework forces preferences to be represented by a specific 
iterated integral, whereas the product space approach conceptually allows the integral 
to be taken with respect to any independent product capacity. The results obtained 
will thus be in general different because of the failure of Fubini's theorem for non slice­
comonotonic functions. This is not the case for expected utility (when also µ is additive) , 
as there Fubini's theorem holds for every product-measurable function. 
18In the parlance of decision theorists: preferences will have to satisfy "betweeness" .  David Kelsey 
told me that they have later proved a generalization of this latter result to the case in which u is just a 
convex capacity. 
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The point about the difference between the iterated (two-stage) and product (one­
stage) approaches was also made by Sarin and Wakker in [30 , Section 5) . They offer 
another example with a payoff function which violates slice-comonotonicity. However 
it is not true, as they claim, that this two approaches are always irreconcilable unless 
µ is additive. In fact first of all it is clear from the results of this paper that the -two 
approaches will give exactly the same result if the payoff function is slice-comonotonic. 
Moreover in their example they construct the product belief in a specific way (it is the,
unique as we know, product belief function) , but this clearly limits the generality of their 
conclusions .  In fact one can construct another independent product capacity19 such that 
the integral of the given payoff function with respect to it will be identical to the iterated 
integral. 
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