The authors propose a confirmatory tetrad analysis test to distinguish causal from effect indicators in structural equation models. The test uses "nested" vanishing tetrads that are often implied when comparing causal and effect indicator models.
The authors present typical models that researchers can use to determine the vanishing tetrads for 4 or more variables. They also provide the vanishing tetrads for mixtures of causal and effect indicators, for models with fewer than 4 indicators per latent variable, or for cases with correlated errors. The authors illustrate the test results for several simulation and empirical examples and emphasize that their technique is a theory-testing rather than a model-generating approach. They also review limitations of the procedure including the indistinguishable tetrad equivalent models, the largely unknown finite sample behavior of the test statistic, and the inability of any procedure to fully validate a model specification.
Nearly all treatments of measurement in the social sciences treat observed variables as dependent on latent variables. According to this view, a shift in the construct leads to an expected shift in an indicator.
Following Blalock (1964) , we refer to these measures as effect indicators. For instance, the responses to a series of items on a math test should reflect a student's quantitative ability. A person's degree of agreement with questions about whether an individual is "as good as others" or whether the individual has "pride in self are likely to be effect indicators of selfesteem. This effect indicator perspective underlies factor analysis (Spearman, 1904) and classical test theory (Lord & Novick, 1968) . It is the basis for most measures of reliability and validity that are common in psychology and the social sciences.
Effect indicators are appropriate for many situations in psychological measurement, but they are not appropriate for all situations. Several researchers (Blalock, 1964; Bollen, 1984 Bollen, , 1989 Bollen & Lennox, 1991; Hayduk, 1987; Land, 1970; MacCallum & Browne, 1993) have noted that some observed variables are more appropriately treated as determinants rather than effects of the latent variable. Blalock Quality of life might be gauged by indicators such as self-reported health, happiness, and economic status, but it is doubtful that we can treat these as effect indicators. A psychologist studying accuracy of memory might indicate the number of details correctly recalled, but each detail could be thought of as a causal indicator of the latent variable of the construct of memory accuracy. In field research, it might be necessary to control for socioeconomic status of an individual. Education, income, and occupational prestige are likely to be causal indicators of SES. In other cases the indicators of a psychological construct might be a mixture of effect and causal indicators. For instance, Bollen and Lennox (1991, p. 311) suggested that the Center for Epidemiological Studies Depression Scale (CES-D; Radloff, 1977) has some effect indicators (e.g., "I felt depressed" and "I felt sad") mixed with causal indicators (e.g., "I felt lonely").
Though we make no claim that most measures in psychology are really causal rather than effect indicators, we do claim that causal indicators are sometimes present but rarely considered. (Bollen, 1984; Bollen & Lennox, 1991) . (Bollen, 1989, pp. 65-67) . These mental experiments take advantage of a researcher's understanding of a substantive area to help order the relation between the latent and observed variables.
However, the results can be ambiguous with no clear resolution. It also does not provide an empirical means to check the specification.
In some rare cases it is possible to devise experiments that help to test whether variables are causal or effect indicators (Bollen, 1989, pp. 66-67) , however this will be very difficult in most practical situations.
Estimating two models, one with causal indicators and another with effect indicators, does not solve the problem. The parameters of one model are not a more restrictive form of the parameters in another model, so we cannot turn to the traditional likelihood ratio test to compare their fit. Also, a model that has a latent variable with only causal indicators is sometimes underidentified, which creates difficulties in estimation (Bollen, 1989, pp. 312-313; MacCallum & Browne, 1993 ' See Orer and Reise (1994, pp. 363-64) and Neuberg, West, Judice, and Thompson (1997) for examples of articles that discuss causal indicators in research on personality assessment.
We are not proposing a model-generating procedure that will create models that are consistent with data.
Exploratory techniques that make use of vanishing tetrads, partial correlations, and graphical theory methods to develop models are available in the work of Glymour et al. (1987) , Spirtes, Glymour, and Schemes (1993) , and others. We will contrast these exploratory tetrad and other analysis techniques with the confirmatory tetrad analysis (CTA) that we use in the conclusion. 
Vanishing Tetrads in Measurement Models
Tetrad refers to the difference between the product of a pair of covariances and the product of another pair among four random variables. For a foursome of variables, we can arrange the six covarianees into three tetrads: and T|42^ -^"l4^23 ^"l2^"43" \W
We use Kelley's (1928) Glymour et al., 1987; Spirtes, Glymour, & Scheines, 1993) . Bollen and Ting (1993) proposed a CTA that tests one or several specific models. CTA is "confirmatory" in that models are specified in advance. In this example, we can construct three tetrad equations from the covariances among the four observed variables. A simple algebraic manipulation shows that the following equalities must hold: 
where r skij is the population tetrad difference. In this case, both treaty and a gi <r hi equal X,X 2 X 3 \ 4 <t> 2 , and the difference between them is zero for all three tetrad equations. Thus, three vanishing tetrads are implied by the effect indicator model in Figure la . Notice that the above equalities hold regardless of the values of the path coefficients and the variance of the latent variable. This shows that vanishing tetrads are determined by the structure, not the parameters, of a model. Causal indicator model. In Figure Ib , the arrows are reversed, with the observed variables x, to x 4 influencing the latent variable so that ^ = y,x l + 7^2 + 73*3 + 7 4 .X4 + £. For this model, the disturbance, I, consists of all of the other variables that influence the latent variable, £, but that are not in the model. It is this disturbance that makes the latent variable, £, distinct from the simple linear combination of the causal indicators. The disturbance has a mean of zero, £(Q = 0, and it is uncorrelated with the xs, COV(.x,, £) = 0. Typically, the xs will be associated as indicated by the two-headed arrows linking these variables in Figure Ib. However, these are unanalyzed associations for the causal indicator model.
Unlike the effect indicator model in Figure la , this causal indicator model is underidentified. Indeed, the meaning of the latent variable would be clearer if the model included two or more outcome variables that were influenced by the latent variable. Yet in the early stages of research, these outcome variables may not be available, and the researcher is more concerned with trying to distinguish whether the indicators are causal or effect indicators. As we show below, we can provide a test to distinguish between Figure la and Ib, despite the underidentification of the causal indicator model in Figure Ib .
The population covariance between *, and Xj is (5) Because the observed variables are exogenous, there are no constraints on the covariances among the causal indicators. Except in the unlikely circumstances that the values of o-^o-,-, and CT S ,<T^ exactly cancel each other out, none of the tetrads in Equation 4 vanishes. There is, however, one particular instance in which o'gftO'u will equal a g ft h j in a causal indicator model. This occurs when some of the causal indicators are not linearly related, that is, their covariances tend toward zero. If both sides of the tetrad difference have one or more covariances equal to zero, the tetrad vanishes. One check on this condition is a significance test of the null hypothesis that each covariance that appears in a tetrad is zero. Another check is to estimate an effect indicator model. If one or more of the path coefficients, X,, or the variance of the latent variable, £, is not significantly different from zero, then the causal indicator model is more plausible than the effect indicator one. This situation might occur if the causal indicators are a series of "random" events, each of which influences the latent variable. Holmes and Rahe's (1967) original discussion of life events would be an example of such random events. Such cases are easy to detect. We illustrate this case with a measurement model of stress in the example section. Models with greater than four indicators. Although we began the discussion with four indicator models, their implications generalize to larger measurement models. With more indicators, we consider four variables at a time. For example, a five-indicator model has five different combinations of four variables, and each set of combinations has three tetrads. In general, there will be «!/(« -4)!4! sets of tetrads for models with n observed indicators. Figure Ic shows a model of a latent variable with five effect indicators. We take out one variable each time to form a set of four variables. If we consider x 2 to x s , for example, the causal structure in this set of variables is identical to that of Figure 
Complications in Measurement Models
In the previous section, we discussed measurement Figure 1 a, meaning that they are tetrad equivalent models and cannot be distinguished in terms of vanishing tetrads. It is interesting to note that these two models are also "equivalent models" in terms of the likelihood ratio test and will have identical fits to the data. An important lesson that generalizes from this example is that there are some tetrad equivalent models that differ in the composition of causal and effect indicators that we cannot distinguish with this tetrad test or with the usual like- lihood ratio test. This is neither surprising nor new for those familiar with equivalent models in SEM (Frydenberg, 1990; Lee & Hershberger, 1990; Luijben, 1991; MacCallum, Wegener, Uchino, & Fabrigar, 1993; Verma & Pearl, 1990 ).
With two causal indicators, as shown in Figure 2 , b-d, only one of the vanishing tetrads is implied.
Among these six models, three pairs are tetrad equivalent models and each pair implies a different vanishing tetrad. Because these models are nested with models in Figure la Figure 2 also is useful in illustrating that not all mixed models will have nested vanishing tetrads. In the case where all indicators are either causal indicators or effect indicators, we can always consider them nested vanishing tetrads. In contrast, the mixed situation does not always result in nesting. For instance, if we wish to contrast the models in Figure 2 , b and c, we cannot perform a nested tetrad test because each implies a different vanishing tetrad. However, we can compare either with the model in Figure 2a . Thus with mixtures of causal and effect indicators, we need to determine whether the vanishing tetrads are nested. Using covariance algebra to identify the vanishing tetrads for mixed indicator models can be tedious when the number of indicators increases. in Figure 3 . For measurement models with a larger number of mixed causal and effect indicators, they always come down to the basic model types in Figure  2 when there are no correlated errors of measurement and the factor complexity of variables is no greater than one.
Latent variables with fewer than four indicators. The construction of tetrads requires at least four observed variables, and our discussion so far has been confined to latent variables with four or more indicators. Quite often we would like to test the causal relationship for a measurement model with fewer than four indicators. One feasible strategy is to take indicators from another latent variable to form a set of four variables. By doing so, we take into account the causal structure at the latent variable level to derive the implied constraints of the tetrad equations among the observed variables. Suppose we have only three indicators of a latent variable. We could use one indicator from another latent variable to evaluate whether we have causal or effect indicators. In the Appendix, we list the vanishing tetrads for a variety of models that assume one, two, or three of a latent variable's indicators are causal indicators. We do the same for a model where we have only two indicators for a latent variable, and we borrow two indicators from another latent variable to determine vanishing tetrads. Using Figure Ala of the Appendix as an example, we can determine the covariances among x l to ,r 4 by covariance algebra, which gives rr 23 = X 2 X,o-fcfe , and (7) where X, is the path coefficient from the latent variable to Xj. It becomes clear that the product of two covariances, that is, a gt ,a if Vg£s h j, and o^-o^,, in a tetrad is always equal to X|X 2 X 3 X 4 o-j,£,0^; thus, all three tetrads for jc, to x 4 vanish. On the basis of the text and the figures in the Appendix, researchers can obtain vanishing tetrads for a wide variety of situations.
Correlated errors of measurement. All of the above discussion on measurement models is based on the assumption that measurement errors are uncorrelated. This assumption may be false. 
Independent Vanishing Tetrads
After the researcher identifies the vanishing tetrads implied by a model, the next step is to eliminate redundancy among them before he or she can conduct a simultaneous test on whether the implied vanishing tetrads are consistent with the sample data. In a simple model with four effect indicators, such as the one in Figure la , where all three tetrads vanish, only two of them are independent of each other. This is clearly shown in Equation 4 , where any two of the vanishing tetrads imply the third; therefore, one of the vanishing tetrads is redundant and should be excluded from the test. For models with more than four variables, detection of redundant vanishing tetrads requires careful algebraic derivation. Bollen and Ting (1993) 
In a model with five effect indicators, as shown in Figure Ic, Bollen & Ting, 1993) . 5 The test is constructed as follows:
where N is the sample size, t is a vector of the independent sample tetrad differences, and £""' is the inverse of the covariance matrix of the limiting distribution of t as N goes to infinity. 
• (X g -X s )(X h -X,,)].
If the observed variables are multinormally distributed, the elements in £" simplify to Finally, the covariance matrix, S № is estimated by
where (d-r/dcr) is the partial derivative of the vector T with respect to the vector a. Bollen (1990) also derived a modification of this test to the tetrad differences of correlation coefficients rather than covariances (also see Bollen & Ting, 1993) .
In some situations there may be doubt as to whether the test statistic follows the asymptotic chi-square distribution. Bollen and Ting (1998) suggested a procedure to provide a bootstrap estimate of the p value for a given test statistic. Although full justification of the bootstrap also relies on asymptotic theory, in several areas it appears that the bootstrap approaches its asymptotic properties sooner than do the usual test statistic methods. Though this remains an area for research, the evidence from Bollen and Ting (1998) suggests that this is true for bootstrapping the tetrad test statistic. Therefore, in our small to moderate sample examples below, we report the bootstrappedbased p value in addition to the more traditional one.
When two models are nested in terms of vanishing tetrads, that is, vanishing tetrads of one model are a 4 First, verify the test result with different sets of independent vanishing tetrads, and use Bonferroni correction to adjust the alpha level for multiple testing. Second, perform a test on the excluded redundant vanishing tetrads after eliminating redundancy in this group. Third, conduct tests on each redundant vanishing tetrad with Bonferroni correction for multiple testing.
' Spearman and Holzinger (1924) , Kelley (1928) , Wishart (1928) , and Kenny (1974) 
with degrees of freedom equal to the df M -df L .
Examples

Simulation Example
We start with a simulation example to examine whether the tetrad test performs as we expect when the true model that underlies the data is known. We generated a sample of 1,000 cases according to the causal indicator model in Figure Id The five causal indicators are generated from normal distributions, and the covariances among them are randomly assigned. 6 We want to compare two models. One has all five measures as effect indicators (see Figure Ic) , and the other is the true model with all five as causal indicators (see Figure Id) . The latter model implies no vanishing tetrads, whereas all tetrads in the one-factor model vanish. Thus the two models are nested in terms of vanishing tetrads. The difference between the two models lies on whether T = 0 for all tetrads. In other words, testing between the two models is the same as testing the vanishing tetrads of the effect indicator model. We illustrate the steps for this test with the following CTA-SAS program (Ting, 1995) : With five variables, there are a total of 15 tetrads.
In Table 1 
Life Satisfaction Example
This example has the same competing models as the previous simulated data (see Figure 1 , c and d) but uses real empirical data that comes from the General Social Survey (GSS; Davis & Smith, 1991) . The GSS consists of a probability sample of English speaking adults in the continental United States. The 1991 survey has several indicators of life satisfaction for different areas of life. Specifically the interviewer asks the respondent to reveal his or her degree of satisfac-6 Each of the observed indicators is generated by y, = SoijV;,, where ij = 1 ... 5, a^ is a constant randomly generated from a uniform distribution, (/(-!,!), and v, y is a random variable that comes from a normal distribution, /V(0,l). The covariance between v, and v^ equals the expected value of afy,f, and a l£ y,, is the unique part of y, that is not correlated with other indicators. (1, 3,4,2) 1 (1.2,3,5) ( (1,2,5,3) 1 (1, 3, 5, 2) ( (1,2,4,5) ( (1,2,5,4) r (l,4,5,2) ( (1,3,4,5) ( (1, 
Civil Liberty and Tolerance Example
The next set of indicators also comes from the 1991 GSS (Davis & Smith, 1991) . The questions ask 
We expect that exposure to stressful events increases the general level of stress; thus, a causal indicator 7 We remind the reader that the power of the test statistic will depend on the alternative model against which the power is being assessed. Different alternative models can lead to different power estimates. To illustrate this, we (Bollen & Ting, 1998) . The results are essentially the same, and we proceed with two additional checks.
First, we examine the covariance matrix to check whether near-zero covariances between indicators lead to vanishing tetrads. This is indeed the case; four 
Political Democracy and Industrialization Example
The last example illustrates testing for causal versus effect indicators in a simple general SEM that includes both a latent variable model and a measurement model. In addition, it illustrates how the tests can proceed even if a construct has fewer than four indicators. The covariance matrix is taken from Bollen (1989, p. 334) . The path diagram is in Figure   4 and is a simplification of that in Bollen (1989, p. (Bollen, 1990) . Results from Bollen and Ting (1998) (Glymour et al., 1987; Scheines et al., 1994; Spirtes et al., 1993) . Extensive work has been done on the algorithm that matches causal diagrams and tetrad constraints. This exploratory approach has the objective of generating plausible models based on heuristic rules. It neither requires researchers to fully specify models in advance nor provides a formal procedure for model testing.
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Another cautionary note is that if support is found for causal indicators, the researcher needs to assess the identification of the model before trying to estimate it. Some guidance for this problem exists (e.g., Bollen, 1989, pp. 312-13; Bollen & Davis, 1993; MacCallum & Browne, 1993) violence, but the same measures could be effect indicators of another latent variable of propensity to seek violent entertainment. This is related to the naming problem that Cliff (1983) and others have described.
Keeping these qualifications in mind, the tetrad test provides a useful empirical means to inform decisions on the treatment of the relation between latent and observed variables. 8 The Tetrad II program developed by Spirtes, Scheines, Meek, and Glymour (1994) Figure Al , we consider a latent variable, (| 2 , with three indicators and use one indicator, x,, from another lalent variable, £,, to evaluate the model implied tetrads. In most cases, the causal direction between f| 2 and x, has no consequence on the vanishing tetrads implied by a model. We present both cases only when the causal status of x, matters.
In Figure Al , Panel a is a model of two correlated latent variables with £ 2 measured by three effect indicators. All three vanishing tetrads are implied in this model. The subsequent three models change the effect indicators to causal indicators. Only one vanishing tetrad is implied for three indicator measurement models with one causal indicator. Measurement models with two or three causal indicators imply no vanishing tetrad. Also notice that in Figure Al The change of status for *, leads to differences in modelimplied vanishing tetrads. The vanishing tetrad for Panel k is nested in the tetrads for j, and those in Panel n are nested in the vanishing tetrads for 1. This means that we can test the direction of influence of a single indicator of a latent variable under these two particular instances.
For latent variables with two indicators, we can use two indicators from another latent variable, as shown in Figure  A2 , to construct the tetrads. With two correlated latent variables, each with two effect indicators, only one vanishing tetrad is implied in Figure A2 , Panel a. We switch the effect indicators of £ 2 to causal indicators in Panels b and c of Figure A2 , but the same vanishing tetrad is implied. We further modify these three models, with £, causing £ 2 in Panels g to i of Figure A2 . The same result holds, meaning that it is not possible to test the causal directions of a twoindicator model if the other latent variable considered in the tetrads is measured by two effect indicators. On the other hand, we can test the relationship between £ 2 and its indicators if ^, has two causal indicators as shown in Panels f, m, and o of Figure A2 .
Al Alternatively a researcher can use computational algorithms from Glymour et al. (1987) and Spirtes et al. (1994) to derive the vanishing tetrads implied by recursive linear SEMs. Their subsequent work further provides conditions where vanishing tetrads can be computed for nonrecursive linear SEMs. Because not all readers will have access to their programs, we provide a discussion of a variety of common models and list the implied vanishing tetrads here for easy use. 
