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Abstract
For A ∈ Mn(C), let W(A) denote the numerical range of A. It is shown that if W(A) ∩
(−∞, 0) = ∅, then A has a unique square root B ∈ Mn(C) with W(B) in the closed right half
plane. © 2002 Elsevier Science Inc. All rights reserved.
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Let A ∈ Mn(C). We denote by σ(A) the spectrum of A and by W(A) the numer-
ical range of A, that is,
W(A) = {x∗Ax | x∗x = 1, x ∈ Cn}.
By RHP we denote the open right half of the complex plane and by RHP its clo-
sure. Let I be the imaginary axis of the complex plane and Re z = 12 (z+ z) for
z ∈ C. The convex hull of a subset S of C, denoted conv(S), is the set of all convex
combinations of all selections of points from S.
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In general, if A has a square root, then it will have many square roots. But if some
conditions are imposed upon A or its square root, then the uniqueness of a square root
can be guaranteed. In [1], spectral conditions have been used to give such a result.
Theorem A. Let A ∈ Mn(C) be such that σ(A) ∩ (−∞, 0] = ∅. Then there is a
unique B ∈ Mn(C) such that B2 = A with σ(B) ⊂ RHP.
Using Theorem A, in [1], we have given an alternative proof for the following
result of [3]. See also [4].
Theorem B. Let A ∈ Mn(C) be such that W(A) ∩ (−∞, 0] = ∅. Then there is a
unique B ∈ Mn(C) such that B2 = A with W(B) ⊂ RHP.
Related to this, a natural question arose. If W(A) ∩ (−∞, 0) = ∅, then does it
preserve the uniqueness of B by replacing RHP with RHP in Theorem B?
We give an affirmative answer to this question.
We begin with a simple example. Let
A =
(
1 2
0 1
)
Then 0 /∈ σ(A) and 0 ∈ W(A) = {z ∈ C | |z− 1|  1}. But if we put
B =
(
1 1
0 1
)
,
then B2 = A and W(B) = {z ∈ C | |z− 1|  12 } ⊂ RHP. It is known that B is the
unique square root of A with W(B) ⊂ RHP by Theorem A. This example shows that
there is a possibility of changing the condition of W(A) ∩ (−∞, 0] = ∅ to W(A) ∩
(−∞, 0) = ∅ in Theorem B. In fact, we have the following, which we use to prove
our main result, Theorem 2.
Theorem 1. Let A ∈ Mn(C) be nonsingular and W(A) ∩ (−∞, 0) = ∅. Then there
is a unique B ∈ Mn(C) such that B2 = A and W(B) ⊂ RHP.
Proof. Since W(A) ∩ (−∞, 0) = ∅, there is θ such that |θ |  12π and W(eiθA) ⊂
RHP. Put C = eiθA. Then this is equivalent to C + C∗  0 (see [2, 1.2.5b]). If
σ(C) ∩I /= ∅, σ(C) ∩I = {λm+1, . . . , λn} is included in W(C), the boundary
of W(C) since σ(C) ⊂ RHP. Then λj , j = m+ 1, . . . , n, are normal eigenvalues
of A (see [2, Theorem 1.6.6]); hence, after unitary similarity we can write
C =
(
C1 0
0 C2
)
with σ(C1) ⊂ RHP and C2 = diag(λm+1, . . . , λn). From Theorem A there is unique
D1 ∈ Mm(C) such that D21 = C1 and σ(D1) ⊂ {z ∈ C \ {0}|Arg(z) < 12π}. Then
we have
D1(D1 +D∗1)+ (D1 +D∗1)D∗1 = C1 + C∗1 + 2D1D∗1 .
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Since C1 + C∗1  0 and D1D∗1 > 0 the right-hand side of the above equation is
positive definite and D1 is positive stable, Lyapunov’s Theorem [2, Theorem 2.2.1]
implies that D1 +D∗1 > 0. Let B1 = e−iθ/2D1. Then, B21 = e−iθC1 and B1 + B∗1 >
0 as the proof of Theorem B. This implies that W(B1) ⊂ RHP. Now, put B2 =
diag(e−iθ/2
√
λm+1, . . . , e−iθ/2
√
λn). Here, for m+ 1  j  n, since e−iθλj /∈
(−∞, 0], we take e−iθ/2√λj ∈ RHP. Since W(B2) = conv{e−iθ/2√λm+1, . . . ,
e−iθ/2
√
λn}, W(B2) ⊂ RHP. Let B = B1 ⊕ B2. Then it is easy to see B2 = A and
W(B) = conv{W(B1) ∪W(B2)} ⊂ RHP. The uniqueness of B follows from
Theorem A. 
Theorem 2. Let A ∈ Mn(C) be such that W(A) ∩ (−∞, 0) = ∅. Then there is a
unique B ∈ Mn(C) such that B2 = A with W(B) ⊂ RHP.
Proof. IfW(A) ∩ (−∞, 0] = ∅, then the statement of Theorem 2 follows from The-
orem B. So, consider the case of 0 ∈ W(A). If 0 /∈ σ(A), Theorem 1 implies the
claim of Theorem 2. We treat only the case 0 ∈ σ(A). Since W(A) ∩ (−∞, 0) = ∅,
0 ∈ σ(A) ∩ W(A), so 0 is a normal eigenvalue of A. Thus, up to unitary similarlity
A =
(
A′ 0
0 0
)
in which A′ ∈ Mm(C) and 0 /∈ σ(A′). By Theorem 1, there is a square root B ′ of A′
with W(B ′) ⊂ RHP. If we put B = B ′ ⊕ 0 ∈ Mn(C), B2 = B ′2 ⊕ 0 = A′ ⊕ 0 = A
and W(B) = conv(W(B ′) ∪ {0}) ⊂ RHP. Thus, we have only to verify the unique-
ness of B. Let B2 = A and
B = (bij ) =
(
B11 β
α bnn
)
,
with B11 ∈ Mn−1,
β = (b1n b2n · · · bn−1,n)t and α = (bn1 bn2 · · · bn,n−1) .
Since
A = B2 =
(
B211 + βα (B11 + bnnI )β
α(B11 + bnnI ) αβ + b2nn
)
,
we have
(1) B211 + βα = A′ ⊕ 0 ∈ Mn−1(C),
(2) (B11 + bnnI )β = 0,
(3) α(B11 + bnnI ) = 0,
(4) αβ + b2nn = 0.
By (1), (2) and (4),
(A′ ⊕ 0)β = B211β + βαβ = (b2nn − b2nn)β = 0,
that is, β belongs to the kernel of A′ ⊕ 0. This means b1n = b2n = · · · = bmn = 0.
Similarly, using (1), (3) and (4), that must have bn1 = bn2 = · · · = bnm = 0. If m =
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n− 1, then it is easy to see that B must have the form B = B11 ⊕ bnn and B2 =
A implies B = B11 ⊕ 0. By Theorem 1 there is unique B11 such that B211 = A′. If
m < n− 1, the same argument may be applied to B11 to produce another 0 direct
summand, and the procedure may be continued for as many 0 eigenvalues as there
are of A. Thus, B must be of the form B = B ′ ⊕ 0, with B ′ ∈ Mm(C) and B ′2 = A′.
The uniqueness of B ′ follows from Theorem 1, so that B is unique, completing the
proof. 
The following is a natural question.
Question. Which matrix A has a unique square rootA1/2 such thatW(A1/2) ⊂ RHP?
We do not have complete solution for this question. But it is easy to show that a
normal matrx A with σ(A) ∩ (−∞, 0) = ∅ is one of the solutions of above question.
For 2 × 2 matrices, we can give a complete solution. By Schur’s traiangularization
we may assume
A =
(
λ1 α
0 λ2
)
∈ M2(C).
Let
√
λ1,
√
λ2 be square roots of λ1, and λ2 with Re
√
λ1  0 and Re
√
λ2  0,
respectively. Then we have the following;
Theorem 3. A has a unique square root B such that W(B) ⊂ RHP if and only if
|α|2  4 Re√λ1 · Re√λ2 |√λ1 +√λ2|2.
Proof. Let λ1, λ2 /∈ (−∞, 0]. Then the unique square root B of A with σ(B) ⊂ RHP
is given by
B =
(√
λ1
α√
λ1+√λ2
0
√
λ2
)
with Re
√
λ1 > 0 and Re
√
λ2 > 0. Then the numerical range of B is exactly given
by using W(A). In fact, since , for x, y ∈ C we can calculate〈
B
(
x
y
)
,
(
x
y
)〉
=√λ1|x|2 + α√
λ1 +√λ2 yx +
√
λ2|y|2
= 1√
λ1 +√λ2
〈
A
(
x
y
)
,
(
x
y
)〉
+
√
λ1
√
λ2√
λ1 +√λ2 .
Hence we have
W(B) = 1√
λ1 +√λ2W(A)+
√
λ1
√
λ2√
λ1 +√λ2 .
Moreover, as we mentioned in the proof of Theorem 2, it is known that W(B) ⊂
RHP if and only if
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B + B∗ =

2 Re
√
λ1
α√
λ1+√λ2
α√
λ1+√λ2 2 Re
√
λ2


is positive semidefinite. Since Re
√
λ1,Re
√
λ2 > 0, this is equivalent to
0  det(B + B∗) = 4 Re√λ1 · Re√λ2 −
∣∣∣∣ α√λ1 +√λ2
∣∣∣∣
2
.
If one of λ1 or λ2 is zero (we may assume λ2 = 0), then the square root B of A
has a form
B =
(√
λ1
α√
λ1
0 0
)
by simple computation. Hence if α /= 0, 0 is an interior point of W(B), so we can
show W(B) ⊂ RHP if and only if α = 0. If λ1 = 0 and λ2 = 0, then it is easy to see
that A has square roots if and only if α = 0. Then the only square root B of A with
W(B) ⊂ RHP is zero matrix. Thus, the proof of Theorem 3 is complete. 
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