In the context of combinatorial optimization, recently some efforts have been made by extending classical optimization problems under the two-stage stochastic programming framework. In this paper, we introduce the two-stage stochastic traveling salesman problem (STSP). Let G = (V, E D ∪ E S ) be a non directed complete graph with set of nodes V and set of weighted edges
INTRODUCTION
Stochastic programming is an optimization framework which allows to deal with the uncertainty of the input parameters of a mathematical program (Shapiro et al., 2009) . Thus, it is commonly assumed that probability distributions take values within a discrete and finite space which allows to consider sets of scenarios for the input parameters. A well known scenario based approach is the "recourse model" or "twostage stochastic programming approach" (Gaivoronski et al., 2011; Shapiro et al., 2009 ). In the context of combinatorial optimization, recently some efforts have been made by extending classical combinatorial optimization problems (e.g., Knapsack problems (Gaivoronski et al., 2011) , the maximum weight matching problem (Escoffier et al., 2010) , maximal and minimal spanning tree problems (Flaxman et al., 2006; Escoffier et al., 2010) , the stochastic maximum weight forest problem (Adasme et al., 2013; Adasme et al., 2015) ) under the two-stage stochastic programming framework. In this paper, we introduce the two-stage stochastic traveling salesman problem (STSP) which can be described as follows. Let G = (V, E D ∪E S ) be a non directed complete graph with a set of nodes V and a set of weighted edges E D ∪ E S where E D ∩ E S = / 0. The edges in E D and E S have deterministic and uncertain weights, respectively. Let K = {1, 2, · · · , |K|} be a given set of scenarios referred to the uncertain weights of the edges in E S . The STSP problem consists in determining Hamiltonian cycles of G, one for each scenario s ∈ K, sharing the same deterministic edges while minimizing the sum of the deterministic weights plus the expected weight over all scenarios associated with the uncertain edges. For |K| = 1, the problem reduces to the classic traveling salesman problem. We propose two compact polynomial models and a formulation with an exponential number of constraints. These models are based on the classic TSP (Miller et al., 1960; Gavish and Graves, 1978; Letchford et al., 2013) . Stochastic programming variants of the travel-ing salesman problem have been previously studied, see for instance Bertazzi and Maggioni, 2014) . In particular, the two-stage stochastic problem we present in this paper can be seen as a particular case of the stochastic capacitated traveling salesmen location problem with recourse (Bertazzi and Maggioni, 2014) . As far as we know, this special case has never been studied before in the literature. Notice that all the applications of the classic traveling salesman problem can be extended to the models we present in this paper. We compare numerically the exponential model versus the two compact polynomial formulations for randomly generated instances. For this purpose, we solve the exponential model by generating all cycle elimination constraints at once and also by using a simple iterative algorithmic approach which consists of adding violated cycle elimination constraints within each iteration until no cycle is found in the current solution. Finally, we use the iterative algorithm in order to compute tight lower bounds in significantly short CPU time.
The remaining of the paper is organized as follows. In section 2, we present the two-stage stochastic formulations of the problem. Then, in section 3, we present the iterative algorithm to solve the exponential formulation alternatively. Subsequently, in section 4 we conduct numerical results in order to compare all the proposed models and the algorithmic approach. Finally, in section 5 we give the main conclusions of the paper.
TWO-STAGE STOCHASTIC FORMULATIONS
In this section, we propose three stochastic formulations for the STSP that we adapt from the classic TSP (Miller et al., 1960; Gavish and Graves, 1978; Letchford et al., 2013) . The first one is an exponential model that contains an exponential number of subtour elimination constraints (SECs). The second one is adapted from (Miller et al., 1960) , and the third one corresponds to an extension of the single flow commodity model proposed in (Gavish and Graves, 1978) . Consider the non directed complete graph G and the set of discrete scenarios K as defined in section 1. An exponential model for the STSP can be written
subject to :
In (1), we minimize the sum of the deterministic edge weights plus the expected cost of uncertain edge weights obtained over all scenarios. The parameter p s , ∀s ∈ K, represents the probability for scenario s ∈ K where ∑ s∈K p s = 1. Constraints (2)-(3) ensure that the salesman arrives at and departs from each node exactly once for each scenario s ∈ K. Constraints (4) are sub-tour elimination constraints for each S ⊂ V, s ∈ K. Finally, (5)- (6) are the domain constraints for the binary decision variables
The variable x i j = 1 if the deterministic edge (i, j) ∈ E D is selected in each Hamiltonian cycle, ∀s ∈ K, otherwise x i j = 0. Similarly, the variable y s i j = 1 if the edge (i, j) ∈ E S is selected in the Hamiltonian cycle associated to the scenario s ∈ K, and y s i j = 0 otherwise. Now let A D and A S represent the sets of arcs obtained from E D and E S , respectively where an edge (i, j) is replaced by two arcs (i, j), ( j, i) of same cost in each corresponding set. A polynomial compact formulation based on (Miller et al., 1960) is
where the constraints (9) ensure that, if the salesman travels from i to j, then the nodes i and j are arranged sequentially for each s ∈ K. These constraints together with (7) and with the bounds (8) ensure that each node is in a unique position. Finally, (10)- (12) are the domain constraints for the decision variables. A third formulation can be obtained by extending the classic single commodity flow formulation for the TSP (Gavish and Graves, 1978) . For this purpose, we assume that the salesman carries |V | − 1 units of a commodity when he leaves node 1, and delivers 1 unit of this commodity to each node. Using the sets A D and A S , we can define additional continuous vari- 
The constraints (13) ensure that one unit of the commodity is delivered to each node, ∀s ∈ K. The bounds (14)- (15) ensure that the commodity can flow only along arcs in the solution.
In the next section, we propose an iterative algorithmic procedure that allows to obtain optimal solutions and lower bounds for the STSP while using the exponential formulation.
ITERATIVE PROCEDURE FOR GENERATING SECS
The procedure to generate SECs is quite general and it can be adapted straightforwardly using Algorithms 4.1 and 4.2 from (Adasme et al., 2015) to the STSP.
The idea is as follows. If we remove constraints (4) from ST SP 1 and solve the resulting integer linear programming problem, then the underlying optimal solution induces a graph G s for each s ∈ K that may contain a cycle with at least three or up to |V | − 1 nodes. In this case, it can be detected by a depth-first search procedure (Cormen et al., 2009 ). We refer the reader to the Algorithm 4.1 in (Adasme et al., 2015) for a deeper understanding on how we obtain cycles for each G s , s ∈ K. In particular, if the cardinality of a subset of nodes found with Algorithm 4.1 inducing a cycle equals |V |, we do not generate the SEC, otherwise Hamiltonian cycles would be infeasible for the problem. The Algorithm 4.1 is used iteratively by the Step 0: Set ν = 1; Let ST SP 1 ν be the problem obtained from ST SP 1 by removing the constraints (4) at iteration ν; Solve the LP relaxation of problem ST SP 1 ν and let (x ν , y ν ) be its optimal solution of value z ν at iteration ν; Let z 0 = inf;
Step 1:
Add the corresponding constraint (4) to ST SP 1 ν ;
Set ν = ν + 1; Solve the LP relaxation of problem ST SP 1 ν and let (x ν , y ν ) be its optimal solution of value z ν at iteration ν; (Adasme et al., 2015) . The aforementioned procedure can also be used to compute lower bounds for ST SP 1 . This procedure is depicted in Algorithm 1 and it is described as follows. First, we remove constraints (4) from ST SP 1 and solve the resulting linear programming (LP) relaxation of ST SP 1 at step 1. Next, we enter into a while loop searching cycles in the current rounded LP solution for each s ∈ K. If G s contains a cycle with three or more nodes up to |V | − 1, then the Algorithm 4.1 referred to as "searchCycles(G s ,V )" in (Adasme et al., 2015) detects it. A subset of nodes inducing a cycle defines a new constraint (4). The LP relaxation of problem ST SP 1 is re-optimized taking into account the new added constraints. This iterative process goes on until the difference between the current optimal objective function value z ν and the previous one z ν−1 is less than a small positive value ε.
NUMERICAL RESULTS
In this section, we present preliminary numerical results. A Matlab (R2012a) program is developed using CPLEX 12. 3 . However, we see that the gaps of the LP relaxations are tighter for the exponential model. Finally, we observe that all the instances (e.g. 1-24,26) are solved to optimality with the exception of instance number 25. In particular, all these optimal solutions are obtained with ST SP 2 that shows a significantly better performance. Finally, we mention that we cannot solve, with the exponential model, instances with more than 15 nodes due to the large number of subtour elimination constraints involved. The instances in Table 2 are the same as in Table 1 . In Table 2 , the legend is as follows. In column 1, we show the instance number. In columns 2-5, we show the optimal solution obtained with the adapted version of Algorithm 4.2 (Adasme et al., 2015) , its CPU time in seconds, the number of cycles found with this algorithm and the number of iterations, respectively. In columns 6-10, we present the lower bound obtained with Algorithm 1, its CPU time in seconds, the number of cycles found with it, the number of iterations, and the optimal solution found with ST SP 1 while using all the cycle elimination constraints found with Algorithm 1, respectively. For the latter, we do not report the CPU time required by CPLEX. However, we mention that for most of the instances (e.g. 1-21) these CPU times are less than 2 seconds. For the instances 22-26, we limit CPLEX to a maximum CPU time of 1 hour. In particular, for the instance number 25 we cannot find a feasible solution in 1 hour. Finally, in columns 11-12, we provide gaps that we compute by Table 2 , we observe that Algorithm 4.2 can find the optimal solutions for all the instances. In particular, the optimal solution of instance 25 is also found, although at a higher CPU time when compared to ST SP 2 . The number of cycles and iterations are not so large, e.g., less than 1000 and 100, respectively, for the largest instance. Notice that the total number of cycles for most of the instances is huge. However, the number of cycles required by Algorithm 4.2 to find the optimal solution is significantly small. In general, we see that the Algorithm 1 can find tight lower bounds in very short CPU time, i.e., in less than 4 seconds for all the instances. In this case, the number of cycles are slightly larger when compared to Algorithm 4.2. On the opposite, we see that Algorithm 1 requires less iterations. Finally, we observe that solving ST SP 1 with all the cycle elimination constraints found with Algorithm 1 allows to compute tight bounds when compared to the optimal solution of the problem and optimal solutions in many cases (e.g. instances 1-3, 8, 12, 15-17) . More precisely, these bounds are computed with gaps which are lower than 6% for most of the instances.
In order to give more insight with respect to the performances obtained with the compact model ST SP 2 and with Algorithm 1, in Figure 1 , we solve several instances for fixed |V | = 16 while varying the number of scenarios from 2 to 16. More precisely, in Figure 1a , we show the optimal solution of ST SP 2 we denote by Opt(ST SP 2 ), its LP relaxation LP(ST SP 2 ), the lower bound Opt R It obtained with Algorithm 1 and the lower bound Opt F It obtained with ST SP 2 while using all the cycle elimination constraints found with Algorithm 1. In Figure 1b , we present the CPU time in seconds for ST SP 2 , for its LP relaxation LP(ST SP 2 ), and for Opt F It . In the latter, we include the CPU time required to solve Algorithm 1 and the time required to solve ST SP 2 with CPLEX. In Figure 1c , we show the number of cycles and iterations required by Algorithm 1. Finally, in Figure 1d , we present gaps as defined for Tables 1  and 2 . From Figure 1a, Figure 1b , we confirm that the Algorithm 1 can find these lower bounds in very short CPU time. Similarly, the LP relaxation of ST SP 2 is obtained very fast. In Figure 1c , we observe that the number of iterations are very low and that the number of cycles used to find the lower bounds Opt F It slightly grows with the number of scenarios. Finally, in Figure 1d , we confirm with the gaps, the quality and order of the bounds presented in Figure 1a .
CONCLUSIONS
In the context of combinatorial optimization, recently some efforts have been made by extending classical optimization problems under the two-stage stochastic programming framework (Gaivoronski et al., 2011; Flaxman et al., 2006; Escoffier et al., 2010; Adasme et al., 2013; Adasme et al., 2015) . In this paper, we introduce a deterministic two-stage stochastic traveling salesman problem and propose two compact models and a formulation with an exponential number of constraints that we adapt from the classic TSP. Subsequently, we adapt the iterative algorithmic procedure proposed in (Adasme et al., 2015) and compute optimal solutions and tight lower bounds for the stochastic traveling salesman problem. Our preliminary numerical results indicate that one of the compact models allows to solve instances with up to 40 nodes and 5 scenarios to optimality. Finally, the lower bounds are obtained within a small CPU time for all the tested instances.
