One of the most vexing problems of modelling time series data is determining the appropriate form of stationarity, as it can have a significant influence on the model's explanatory properties, which makes interpreting the results problematic.
Introduction
The dangers of producing spurious results are well documented in the literature. Granger and Newbold(1974) , for example, warn against the major consequences of auto-correlated errors in regression analysis and state that estimates of such regression coefficients are inefficient, that forecasts based on such regression equations are sub-optimal and that the usual significance tests on these coefficients are not valid. Plosser and Schwert (1978) also warn that auto-correlated error terms will lead to inconsistent regression parameter estimators, whilst Fielitz (1971) and Asteriou and Hall (2007) warn that obtaining statistically significant estimates of time series will be meaningless (spurious) if the data are non-stationary or cannot be transformed to be stationary. Asteriou and Hall (2007) go on to explain that these spurious regressions usually exhibit a very high R 2 value and t-statistics without providing any economic meaning.
Capturing and examining the properties of financial time series, therefore, require that univariate financial time series are stationary before they are examined. Since the majority of financial time series data are likely to be non-stationary in their raw form, it is necessary to transform these time series in some manner to obtain a stationary series before further economic modelling can continue. In order to ensure that errors are not auto-correlated, Granger and Newbold (1974) suggest that the individual data series be differenced and that these stationary series be used for linear regression purposes. It is this line of research, together with the work of Nelson and Plosser (1982) , which argued that many macroeconomic time series are difference stationary and not trend stationary, that led to the common practice of transforming non-stationary data by means of the first difference approach. Also, the complexity of alternative fractional differencing methods forced economists and financial analysts to use only first differencing and log differencing to render a time Scan this QR code with your smart phone or mobile device to read online.
series stationary (Erfani & Samimi 2009 ). Unfortunately these practices can, and often do, lead to over-differencing. When data are over-differenced the variance of these time series is larger than that of the original MA(1) series. This is obviously an issue, especially when dealing with autoregressive moving average type models (Xiu & Jin 2007) . The finer nuances of the data are also reduced by over-differencing, thus reducing the explanatory power of what remains (Plosser & Schwert 1977) .
Although it is important to get data stationary before attempting any linear regression analysis, both underdifferencing and over-differencing will lead to sub-optimal results. The literature has, however, focused so much on the negative aspects of under-differencing that data have been over-differenced in many studies in an attempt to ensure that spurious results are eliminated. Although the authors agree with the results found by Nelson and Plosser (1982) , we challenge this belief three decades later. The properties of financial time series data have changed tremendously over the last two decades alone. Events such as the introduction of the Euro as accounting currency in 1999 for example have led to a fundamental shift in the dynamics of several European countries' interest rate data (Bekaert et al. 2013) . Other events led to an increase in volatility in economic and financial time series data. These include the announcement of North Korea's nuclear intensions (October 2006) , the commodity crisis that caused the dramatic increase of metal and energy prices (from 2007 to 2008) and the effects of the 2008 global financial crisis.
It is therefore necessary to revisit the issue of stationarity in order to establish an unambiguous method to determine the appropriate form of stationarity for both economic and financial time series data. In order to achieve this objective this article will commence with an overview of the models available to test for stationarity (Section 2). A structured process will then be introduced in Section 3 that will enable an econometrician to determine the appropriate form of stationarity (see also Figure 1A ). This process should be viewed as a set of action steps to be taken to ensure that the data is neither over-differenced nor under-differenced. The empirical results will be reported in Section 4, followed by the concluding remarks and recommendations in Section 5.
Testing for stationarity
The normal approach to testing for stationarity is to start with the establishment of the order of integration of the time series. The order of integration (d) is the minimum number of differences required to obtain a covariance stationary series.
In the case where data series are fractionally difference stationary, the difference parameter (d) will be a fraction. There are several tests popular amongst econometricians for testing the null hypothesis of a unit root to establish stationarity; these include the Phillips-Perron (PP) test, the Dickey-Fuller (DF) test as well as the Augmented DickeyFuller (ADF) test. Of these tests, the ADF is preferred since it has more explanatory power than the rest of the tests in this category (Maddala & Kim 2000) . The PP test, on the other hand, suffers from very low power against trend stationary alternatives (DeJong et al. 1992).
There are also several tests for testing stationarity with stationarity as the null hypothesis; these include the KPSS test (after Kwaitkowski et al. 1992) , the Dickey-Fuller Generalised Least Squares (DF-GLS) test as well as tests by Tanaka (1990) , Park (1990) , Saikkonen and Luukkonen (1993), Choi (1994) , Leybourne and McCabe (1994; and Arellano and Pentula (1995) . However, in an attempt to establish a less complex unambiguous method to determine the appropriate form of stationarity, this article will only make use of the ADF, KPSS and DF-GLS tests to construct a formalised process of rendering non-stationary data stationary.
In the past, unit root tests such as the PP and ADF tests have been criticised for their lack of power in determining the presence of unit roots. Blough (1992) for example warns that no test can have high power against any stationary process without a correspondingly high probability of falsely rejecting nearby members of the unit root null. This means that such tests are not able to maintain a nominal level over all members of the null space, whilst displaying high power against at least some alternatives. This leads to the conundrum that these tests often cannot distinguish between true unit root processes, where δ = 0, and near unit root processes where δ is only close to zero.
This issue arises more often when working with data frequencies greater than quarterly, thus making them less useful in these circumstances (Maddala & Kim 2000) . This poses a problem for the econometrician analysing financial time series data that tend to be either weekly, daily or intra-day data. However, Kwaitkowski et al. (1992) and Choi (1994) argue that it is preferable to use a combination of tests, testing for both a unit root and for stationarity as the null hypothesis, where the KPSS tests must be used as a confirmatory analysis to that of the ADF tests (Maddala & Kim 2000) . Also, the complexity to determine fractional unit roots poses a further problem for researchers aiming to determine whether a time series is fractionally differenced stationary. To overcome these shortcomings a formalised process is introduced in order to overcome the problem of possibly over-differencing the data and stripping it of descriptive properties. This process will be discussed in the following section.
The process of determining the appropriate form of stationarity
Although these tests are used in practice, there is no formalised process that ensures that the appropriate form of stationarity is achieved. Academics and practitioners simply gloss over the issue of stationarity by stating that log returns were taken or the data were transformed by means of the first difference approach. There is thus no sign that any consideration was given to the fact that the order of integration could be a fraction. At best, one or two tests are done for either a unit root or for stationarity, but seldom for both as the null hypothesis.
The process proposed here of determining the appropriate form of stationarity consists of three phases (graphically depicted in Figure 1A ). The first phase entails determining the presence of a unit root as well as the order of integration. Phase two continues by testing for stationarity as the null hypothesis and determines the presence of a possible deterministic trend in the data. The final phase determines the possibility of fractional integration and includes the final evaluation procedure to determine the correct approach to render a time series stationary.
Phase 1: Testing for the presence of a unit root
This phase starts by estimating the ADF test on the raw level data, which will also be repeated on the first differenced and fractional differenced series, in order to determine the presence of a unit root and the appropriate order of integration required to render a time series stationary. The ADF test was born from the DF test, which is a procedure for testing non-stationarity based on the presence of a unit root (Dickey & Fuller 1979; 1981) . The DF test provides the econometrician with three different regressions to test for the presence of a unit root (Enders 2010) : After establishing the order of integration with the ADF test, it is important to confirm these results with additional tests. This leads to the next phase that will test for the presence of stationarity as the null hypothesis and the possible presence of a deterministic trend as the reason for the non-stationarity of a time series.
Phase 2: Testing for the presence of stationarity and a trend
This phase starts by estimating the KPSS test to confirm the results found by the ADF test. The KPSS test was developed by Kwaitkowski et al. (1992) and incorporates the following model:
In Equation 7, εt represents a stationary process and ζt is a random walk, specified as:
The null hypothesis is that of stationarity: H0 : σ 2 u = 0 or ζt is a constant. To determine whether the time series is stationary in levels, rather than testing trend stationarity, the test is conducted with a regression of yt on an intercept.
In order to further overcome the low explanatory power of the ADF unit root test, Maddala and Kim (2000) suggest additionally using the DF-GLS test. The DF-GLS test is a modification of the ADF test and was proposed by Elliott, Rothenberg and Stock (1996) . It determines whether a deterministic trend is present and de-trends the time series, which is explained by Enders (2010) as follows:
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However, if the time series does not consist of a deterministic trend component there is still the possibility that the series requires fractional differencing in order to be stationary. This leads to the final phase that will determine the possibility of fractional integration and will conclude by determining the best differencing approach required to render a time series to the appropriate form of stationarity.
Phase 3: Testing for the presence of fractional integration
The order of differencing used during the fractional differencing of a time series is determined by calculating the specific series' fractional differencing parameter, d. Several different methods of determining this have emerged in the empirical literature, which include studies by Hurst (1951) , Mandelbrot (1972) , Davies and Harte (1987) , Hosking (1981) , Geweke and Porter-Hudak (1983) , Sowell (1990) , Lo (1991) , Peng et al. (1994) and Robinson (1995) . However, the method selected for this article is that of Geweke and Porter-Hudak, known as the GPH procedure (Maddala & Kim 2000) . The selection of the GPH procedure was based on the following: (1) GPH is recognised as one of the more frequently used methods to determine d (Elder & Serletis 2006) , (2) the fractional integration parameter is calculated directly and (3) it is robust and non-sensitive to the short-range dependence and variance non-stationarity that are generally found in financial time series data (Fang, Kon & Lai 1994) .
The GPH method estimates d by running the following ordinary least squares regression:
In Equation 11, j = 1, ..., n, wj = 2πj T , n = g(T ) < T and I(wj) is the periodogram of X at frequencec wj, which can be defined as:
According to Maddala and Kim (2000) , the value of n should be set at n = T and the estimated variance of d should be computed using the known variance of ηj, π 2 6
. The GPH method is also used to determine the presence of a unit root with the null hypothesis, H0: d = 0 and the alternative, H0: d ≠ 0. Further interpretations can also be summarised as follows: (1) if d = 0, the time series is covariance stationary; (2) if d is between 0 and 0.5 the time series remains covariance stationary; (3) if d falls between 0.5 and 1 the time series is no longer considered covariance stationary but the series is still mean reverting or has long memory; (4) if d ≥ 1 the series is non-stationary and shows no sign of mean reversion; (5) should the value of d be negative the interpretation remains unchanged except that the series has been over-differenced (Doornik et al. 2007; Gallegati 2008; Gil-Alana 2006; Styger, Viljoen & Van Vuuren 2008) .
Finally, if the results from this process indicate that both first differencing and fractional differencing are significant, it is important to evaluate these differenced series with the d parameter to determine the most appropriate stationarity format. The differenced series with a d value closest to zero and most statistically significant will indicate the larger degree of stationarity (Gil-Alana 2006) and thus the required approach to render it to the appropriate form of stationarity.
Data and results
Regarding the data used in this study, several financial and economic variables have been chosen to enhance the applicability of this article. The data were obtained from the McGregor BFA (2012) The data were tested for the different forms of stationarity by means of the EViews 7 econometric software program and the open-source Gretl econometric software program was chosen to estimate the d parameter, with the GPH procedure, and to fractionally difference the data. The empirical results of the process discussed in Section 3 (also graphically depicted in Figure A1 ) are reported in full in Table A1 and also summarised in Table 1. In determining the most appropriate form of stationarity for each variable, we will start with the evaluation of the entire sample period of the R157 as an example, to demonstrate the process as illustrated by Figure A1 . Phase 1 starts by consulting the ADF tests, where all three variations (none, intercept, intercept & trend) do not reject the null hypothesis of a unit root. To endorse these results, the KPSS test is consulted, where the two variations (intercept, intercept & trend) confirm these results, with the presence of stationarity being rejected. The final step of phase 1 is to further verify if R157(1) is not stationary, which is confirmed by the two variations (intercept, intercept & trend) of the DF-GLS test. These results thus imply that R157 (1) Phase 2 commences with consultation of the ADF test, where all three variations reject the null hypothesis of a unit root. However, the results from the KPSS and DF-GLS do not confirm these findings, as both reject the null hypothesis for R157(1) to be stationary. These results imply that it is uncertain if R157(1) can be classified as an I(1) series, which raise the possibility of it being an I(d) series. This leads to phase 3, where again there is no agreement between the results found by the ADF, KPSS and DF-GLS tests. This implies that the d parameter must be consulted to determine the most appropriate form of stationarity. The differenced series with a d value closest to zero and most statistically significant will indicate the larger degree of stationarity (Gil-Alana 2006), which implies that R157(1) is an I(d) series and must be transformed accordingly before any econometric analysis can continue.
The rest of the variables under investigation were evaluated by following the same process as discussed above and illustrated in Figure A1 ; the results are summarised in Table  1 . From Table 1 it is evident that each variable series can have a different requirement to render it stationary, with none of the variables being unvarying over the four sample sizes under investigation. For example, the pre-financial crisis and European debt crisis period of the ALSI, Dow Jones, FTSE and ZAR and/or USD exchange rate must be fractionally differenced in order to render them stationary, whereas the entire sample series of each of these variables must be first differenced in order to render them stationary. These findings highlight the importance of reconciling the different unit root and stationarity tests, as formulated by Figure  A1 , to determine the most appropriate form of stationarity for each variable, as the stationarity requirements can vary depending on the length of the sample size under investigation.
In addition, from the results reported in Table A1 and  Table 1 , it is also obvious that the choice of a specific sample period, especially if it incorporates the financial crisis or the European debt crisis, can have a significant effect on the form of stationarity. For example, the R157 required fractional differencing during the pre-financial crisis period but this changed during the financial crisis period, where evidence suggested it to be an I(1) series. However, this requirement changed again during the European crisis period, where the R157 once more required fractional differencing in order to render it stationary. Also, only the ANG required fractional differencing before the pre-financial crisis period, but exhibited I(0) behaviour during the financial crisis period and remained so during the European debt crisis period.
Furthermore, the results from Table A1 substantiate the possibility of over-differencing (if the d parameter is negative) if a series is to be transformed to the less appropriate form of stationarity. For example, the entire sample ANG(1) and smaller European debt crisis sample period of ANG illustrate the significant probability of being over-differenced if they are to be first differenced in order to be rendered stationary. Note that the Brent crude oil prices, FTSE and Dow Jones can present some difficulties when evaluating smaller sample sizes, especially during crisis periods. No conclusive evidence was found from the ADF, KPSS or DF-GLS, where the d parameter also reported negative estimates for both the possibility of fractional and first differencing, implying over-differencing. Though both d parameters were statistically insignificant, the first differencing process mostly reported a more statistically significant d parameter compared to fractional differencing, except Dow Jones(4) and Brent(4), which favoured fractional differencing more. Also, it is interesting to note that none of the variables under investigation required de-trending, though this does not imply that the presence of trend stationarity is impossible and must still be investigated accordingly. Overall, there were several instances where the results from the ADF, KPSS and DF-GLS were not conclusive regarding which is the more appropriate stationarity (first differencing or fractional differencing) to apply. This highlighted the importance of consulting the d parameter to make a more informed decision, rather than only assuming that the data are I(1). Also, evidence suggests that the appropriate form of stationarity can vary, but emphasises the importance of considering a series to be fractionally differenced. In Table  A1 , 14 out of the 28 sample periods required fractional differencing, whereas 10 out of the 28 sample periods required first differencing to render them to the appropriate form of stationarity. The majority results clearly contradict the widely held view that the optimal form of stationarity can be accomplished by simply taking first differences, no matter what data one is working with. This belief is engrained in practice because of Nelson and Plosser's (1982) findings, based on work they performed on US data mainly between 1860 and 1970. It is therefore improbable that the same results would apply for any other random dataset more than four decades later.
Implications
The implications for academics and practitioners of using the inappropriate form of stationary data can be significant, causing inaccurate econometric modelling with misleading results. Only when data are correctly classified as being first difference stationary, and transformed by taking first differences, will the data be neither under-differenced nor over-differenced, thus enhancing the validity of the results generated by statistical models. The same is true for data that are fractionally integrated and data that carry an underlying trend. It is clear from the literature that working with underdifferenced data is very undesirable. However, working with over-differenced data is also not ideal. The study of Van Greunen et al. (2014) , for example, show how using data that were over-differenced leads to sub-optimal outof-sample forecasts. They report root mean squared error, mean absolute deviation and mean absolute percentage error values up to ten times worse when the inappropriate form of stationarity is used. This was reported both for I(1) data that were transformed with a fractional difference process, as well as I(d) data that were transformed by taking first differences.
Conclusion and recommendations
This article challenges the assumption that most financial time series are first differenced stationary. The common difference first, ask questions later approach ought to be revisited by taking a more systematic approach when analysing the statistical properties of financial time series data. To this end, a process was developed for determining which method best suited a specific time series in order to render time series data stationary. The process thus focuses on, and is led by, the underlying statistical properties of a particular time series.
After applying this process, of rendering a time series to the appropriate form of stationarity, the following results were reported: (1) four time series were I(0) series, (2) 10 of the time series were first difference stationary, (3) a total of 14 time series were fractionally difference stationary and (4) more than half of the time series illustrated over-differencing after the first differencing process was applied. The results therefore confirm that it is imperative that the statistical properties of the specific data series be determined before deciding on the action to be taken. The assumption of most time series being first difference stationary cannot hold any longer, due to the risk of over-differencing a time series. If researchers practise due diligence and allow the statistical properties of a time series to lead them in rendering the series to the appropriate form of stationarity, the occurrence of over-differencing can be avoided and improved empirical results may be achieved.
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