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Abstract—Predictive monitoring of business processes is concerned with the prediction of ongoing cases on a business process.
Lately, the popularity of deep learning techniques has propitiated an ever-growing set of approaches focused on predictive monitoring
based on these techniques. However, the high disparity of process logs and experimental setups used to evaluate these approaches
makes it especially difficult to make a fair comparison. Furthermore, it also difficults the selection of the most suitable approach to solve
a specific problem. In this paper, we provide both a systematic literature review of approaches that use deep learning to tackle the
predictive monitoring tasks. In addition, we performed an exhaustive experimental evaluation of 10 different approaches over 12
publicly available process logs.
Index Terms—Process Mining, Business Process Monitoring, Neural Networks, Systematic Literature Review, Deep Learning
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1 INTRODUCTION
Process mining is a discipline that offers techniques to
discover, monitor and enhance real business processes by
extracting knowledge from event logs, allowing to under-
stand what is really happening in a business process, and not
what we think is going on [1]. Process mining has three main
subfields: (i) process discovery, where a process model is
inferred from the event log, (ii) process enhancement, where
a process model is improved with information of the event
log, and (iii) process conformance where the process model
is compared with an event log to check the degree of its
conformance [2].
Predictive process monitoring is a subfield of process
mining that belongs to the second category, that is con-
cerned about forecasting how a running case will unfold.
Most process enhancement works are concerned with a
post-mortem analysis; that is, conformance approaches are
reactive in the sense of detecting a violation after it has
happened [3]. However, predictive monitoring approaches
are proactive [4] in the sense of giving predictions before a
violation happens, thus, improving the process performance
and mitigating risks. These predictions may involve the
forecasting of the next event or sequence of events of a
running case, the remaining time until the end of a case
or the possible outcome of a running case. For example,
it could allow predicting the trajectory of a patient in a
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hospital since its first registration in an emergency room
until the dischargement of the patient [5].
The approaches to predictive monitoring apply a wide
number of techniques to perform these predictions. Some of
them rely on explicit representations of the process model
such as a Transition System [6], [7], a Probabilistic Finite
Automaton [8], [9] or a Petri Net [10], [11]. Other approaches
do not extract a process model but, instead, extract feature
vectors from partial traces to train a machine learning
model. These approaches use techniques such as Support
Vector Machines [12], [13], [14], Clustering Analysis [15],
[16], [17], Factorization Machines [18], and, more recently,
Deep Learning-based techniques, the latter being the ones
that have obtained the best results.
Deep learning and neural networks have gained a lot
of attention in recent years because of its success in fields
such as computer vision [19], [20] or natural language pro-
cessing (NLP) [21], [22]. In this latter field, recurrent neural
networks (RNN), a kind of neural network specialized in
sequence processing, were applied with success surpassing
traditional approaches. Due to the sequential nature of
business processes, RNNs were a good fit to approach the
predictive monitoring problem [23], [24], [25]. Nowadays,
deep learning has been widely applied to the predictive
monitoring of business processes and, in general, in process
mining tasks such as reconstructing missing events [26],
anomaly detection [27], resource allocation [28] or process
discovery [29].
However, two main issues arise. First, the high number
of combinations of posible architectures, ways to encode the
partial traces and events, and the number of predictive tasks
available may complicate the selection of a certain deep
learning approach for addressing a specific problem. Sec-
ond, the high disparity of datasets and experimental setups
used for evaluating predictive monitoring approaches may
make a fair comparison of the state-of-the-art approaches
difficult.
The contribution of the paper is two-fold. We propose
a categorization of the deep learning approaches for pre-
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2dictive monitoring, providing an in-depth analysis of the
differences between them in light of the results obtained in
the experimentation. Secondly, we provide an experimental
evaluation of the publicly available deep learning-based
predictive monitoring approaches discussed in the paper.
We have made public the source code, trained models and
results of the experimentation 1 in the hope that it serves as
a benchmark toolbox for predictive monitoring techniques.
The rest of the paper is structured as follows: Section
2 shows some basic definitions about terms that are going
to be used throughout the text. Section 3 highlights the
difference between this survey and other predictive moni-
toring surveys. Section 4 highlights the search methodology
to perform the systematic literature review. Section 5 shows
the classification and taxonomy of the retrieved studies, ex-
plaining its main achievements. Section 6 shows the exper-
imental setup, results, and discussion of the benchmarking
of the available approaches. Finally, Section 7 concludes the
paper highlighting future lines of work.
2 BACKGROUND
2.1 Process mining
The input of process mining techniques is an event log,
usually composed of events with at least a case identifier,
an activity, and a timestamp, and, optionally, case attributes,
which are values shared by all the events of the same case,
and event attributes, which are specific of each event. Let us
consider the sample log shown in TABLE 1, which is part
of a real-life event log from a ticketing management process
of a software company. This event log provides information
about each case identifier, activity, timestamp and resource
of each event (in this case, the resource is an event attribute).
TABLE 1: Excerpt of a business process log
Case ID Activity Timestamp Resource
Case2118 Assign seriousness 14-01-2010 07:52:50 Resource 2
Case2118 Take in charge ticket 09-02-2010 13:01:11 Resource 21
Case2118 Resolve ticket 17-02-2010 07:44:53 Resource 21
Case2118 Closed 17-02-2020 07:44:59 Resource 21
Case2088 Assign seriousness 04-02-2010 08:37:45 Resource 2
Case2088 Take in charge ticket 04-02-2010 09:01:28 Resource 2
Case2088 Create SW anomaly 04-02-2010 09:01:35 Resource 2
Case2088 Resolve ticket 16-03-2010 13:08:40 Resource 2
Case2088 Closed 31-03-2010 11:08:53 Resource 5
Definition 1. Let A be the universe of activities, C the
universe of cases, T the time domain, and D1, . . . , Dm
the universes of each of the attributes of the traces and
events of the log, with m ≥ 0. An event e ∈ E is a
tuple (a, c, t, d1, . . . , dm) where a ∈ A, c ∈ C , t ∈ T and
di ∈ {Di ∪ } with i ∈ [1,m] and  being the empty
element.
Each event in a process log is unique, i.e. two events can
not exist in the same case, with the same activity, and at the
same time.
Definition 2. Let piA, piC , piT and piDi be functions that map
an event to an activity, a case identifier, a timestamp, and
an attribute, that is, piA(e) = a, piC(e) = c, piT (e) = t,
and piDi(e) = di.
1. https://nextcloud.citius.usc.es/index.php/s/drMbTeGNKTE9axJ
Then, events are unique, that is, ∀ei, ej ∈ E : ei 6=
ej =⇒ piA(ei) 6= piA(ej) ∨ piC(ei) 6= piC(ej) ∨ piT (ei) 6=
piT (ej).
For example, the second event of TABLE 1 is e2, with
piA(e2) = “Take in charge ticket”, piC(e2) = “Case2118”,
piT (e2) = “09-02-2010 13:01:11” and piD1(e2) = “Resource
21”.
The sequence of events with the same case identifier is
called a trace. In this sequence, each event has a timestamp
equal or greater than its predecessor.
Definition 3. Let S be the universe of traces, a trace σ ∈ S is
a non-empty sequence of events σ = 〈e1, . . . , en〉 which
holds that ∀ei, ej ∈ σ; i, j ∈ [1, n] : j > i ∧ piC(ei) =
piC(ej) ∧ piT (ej) ≥ piT (ei) where |σ| = n.
For example the first trace of TABLE 1 consist of 4 events
of the case “Case2118”.
Furthermore, an event log can be defined as a set of traces.
Definition 4. An event log is a set of traces, L = {σ1, . . . , σl}
such as L = {σi|σi ∈ S ∧ i ∈ [1, l]} where |L| = l.
Following with the example of TABLE 1, the log shown
in TABLE 1 is composed of two traces, related to the cases
“Case2118” and “Case2088”.
Predictive monitoring approaches often partition each
trace in sets of prefixes and suffixes. Prefixes and suffixes
can be defined as follows:
Definition 5. Let σ be a trace such as σ = 〈e1, . . . , en〉
and k ∈ [1, n] be any positive integer. The event pre-
fix of length k, hdk, and its event suffix, tlk, can be
defined as follows: hdk(σ) = 〈e1, . . . , ek〉 and tlk(σ) =
〈ek+1, . . . , en〉. The activity prefix and suffix can be de-
fined as the application of piA to the whole event prefix
and suffix, being piA(hdk(σ)) = 〈piA(e1), . . . , piA(ek)〉
and piA(tlk(σ)) = 〈piA(ek+1), . . . , piA(en)〉 respectively.
For example, the activity prefix and suffix of length k = 3
of the trace with case identifier “Case2088” in TABLE 1
piA(hd
3(σ)) = 〈 “Assign seriousness”, “Take in charge
ticket”, “Create SW anomaly”〉 and piA(tk3(σ)) = 〈 “Resolve
ticket”, “Closed” 〉.
Each trace of the log may have assigned a certain out-
come.
Definition 6. The outcome of a running case is a domain-
dependent label that conveys information about the full
case of interest. LetO be the universe of outcomes, where
o ∈ O. Then piO is a function that maps an event prefix
to an outcome such as piO(σ) = piO(hdk(σ)) = o.
Examples of possible outcomes are whether a case will
be reopened in the future or whether a patient will be
readmitted in a hospital.
2.2 Predictive monitoring
Given a certain event prefix of a running case, predictive
monitoring is concerned with forecasting how different
aspects of the next event or sequence of events will unfold
until the end of the case. Formally, let hdk(σ) be a event
prefix such as hdk(σ) = 〈e1, . . . , ek〉, e′ be a predicted event
by a function Ω, and let ⊕ be the concatenation operator
3between two sequences, then, depending on the predictive
task at hand, we can define the following functions Ω:
Definition 7. The next activity prediction problem can be
defined as ΩA(hdk(σ)) = piA(e′k+1).
Definition 8. The next attribute, di, prediction problem can
be defined as ΩDi(hd
k(σ)) = piDi(e
′
k+1).
Definition 9. The next timestamp prediction problem can be
defined as ΩT (hdk(σ)) = piT (e′k+1)− piT (ek).
Definition 10. The outcome of an event prefix can be pre-
dicted as ΩO(hdk(σ)) = piO(hdk(σ)) = o.
Note that to predict the outcome of a certain event prefix,
we do not really need information about the next event of
the given event prefix.
The activity suffix prediction problem can be defined in
two different ways: as an application of the ΩA function
recursively over the predicted activities until the end of
the case (“[EOC]”) is reached (Definition 11) or directly
predicting the activity suffix (Definition 12).
Definition 11. An activity suffix can be recursively pre-
dicted as ΩSA = 〈ΩA(σ′) = piA(e′i) | σ′ = hdk(σ) ⊕
〈e′k+1, . . . , e′i−1〉〉 while piA(e′i) 6= [EOC].
Definition 12. An activity suffix can be directly predicted
ΩSA(hd
k(σ)) = piA(tl
k(σ)).
Functions for predicting an attribute suffix and remain-
ing time can be defined analogously.
Definition 13. An attribute suffix can be recursively pre-
dicted as ΩSDi = 〈ΩDi(σ′) = piDi(e′i)|σ′ = hdk(σ) ⊕
〈e′k+1, . . . , e′i−1〉〉 while piA(e′i) 6= [EOC].
Definition 14. An attribute suffix can be directly predicted
as ΩSDi(hd
k(σ)) = piDi(tl
k(σ)).
Definition 15. Let θ be the sequence of predicted next times-
tamps such as θ = 〈ΩT (σ′) = piT (e′i) − piT (e′i−1) | σ′ =
hdk(σ) ⊕ 〈e′k+1, . . . , e′i−1〉〉 while piA(e′i) 6= [EOC], then
the remaining time can be calculated as ΩRT (hdk(σ)) =∑n
i=k θi.
Definition 16. The remaining time can be directly calculated
as ΩRT (hdk(σ)) = piT (e′n) − piT (ek) where piT (e′n) de-
notes the predicted timestamp for the last event.
Note that, in this paper, each of the functions Ω will be
always represented by a deep neural network.
3 RELATED WORK
Several authors have addressed the problem of reviewing
the current state of the art in predictive monitoring. In [30],
the authors review a set of studies and classify them in
process-aware methods and non-process aware methods,
depending on whether they require a process model as
an input or not, and also whether they treat predictive
monitoring as a regression problem or as a classification
problem. In [31], the authors perform a systematic literature
review with the aim of helping companies to select their
best suited predictive monitoring framework according to
multiple dimensions such as the predictions made by the
approach, the domain where it is applied, the algorithm
developed, and the input used. In [32], the authors perform
a study of three deep learning approaches for predictive
monitoring, taking into account different dimensions, such
as the encoding scheme or the prediction target.
Regarding to benchmarking studies, in [33], the au-
thors compare the performance of 20 different supervised
learning classification techniques over 6 different process
logs to predict the next event in a business process. They
conclude that the best machine learning classifier, in terms
of accuracy, is the credal decision tree.
In [34], a comparison of the following families of tech-
niques for the next activity prediction problem is made: (i)
recurrent neural networks, (ii) markov models, (iii) gram-
mar induction techniques, which learn a set of production
rules that describe a language (in this case, a process log),
(iv) process discovery-based techniques, and (v) automata
based prediction techniques.
In [35], the authors focus their study on the prediction of
the remaining time in a business process, comparing several
bucketing, encoding, and supervised learning techniques in
terms of the Mean Absolute Error of the predictions. They
also compare the supervised learning techniques with 3
different process-aware methods. Their conclusion is that
LSTMs outperform other approaches for remaining time
prediction. In [36], the authors provide a systematic litera-
ture review of outcome-oriented predictive monitoring and
compare the performance of four different machine learning
techniques (random forest, logistic regression, support vec-
tor machines and extreme gradient boosting) with multiple
encodings to predict the outcome of a business process.
In [37], the authors perform a similar analysis for outcome
prediction but comparing another set of machine learning
techniques (random forest, support vector machines, deep
feedforward networks, and LSTMs).
Only [32] has similar objectives as the review conducted
in this paper. Still, it is limited to the first three deep learn-
ing approaches in predictive monitoring, and they do not
perform any benchmarking of the approaches. Moreover,
[32] uses the results published in the original papers and,
therefore, does not perform a fair comparison between the
different approaches. Other authors include Deep Learning
approaches when comparing their solution with the state-
of-the-art in predictive monitoring. However, they limit
their comparison to evaluating LSTM [34], [35], [37], and
GRU [34] alongside other machine learning algorithms. No
other review study benchmarks the original deep learning
implementations of the state-of-the-art approaches under
controlled conditions to provide a fair comparison between
them.
4 SEARCH METHODOLOGY
We aim to answer the following questions:
RQ1 What methods for predictive monitoring are
based on deep learning?
RQ2 How could these methods be classified?
RQ3 Which datasets are used to evaluate these meth-
ods?
RQ4 How do these methods compare as far as predic-
tion performance is concerned?
RQ1 is the main research question, which aims to iden-
tify existing approaches to predictive monitoring using deep
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Fig. 1: Three-stage retrieval approach used to select the most relevant concerned
studies.
learning. RQ2 aims to define a taxonomy to classify the
approaches in groups based on the type of neural network
used, the encoding of the traces, and the input data. RQ3
aims to identify how these methods have been evaluated
and with which data. RQ4 investigates how these methods
perform in terms of the next activity, activity suffix, next
timestamp, and remaining time prediction.
4.1 Study retrieval
To retrieve the relevant studies, we performed a three-stage
retrieval approach. In the first stage, we retrieved every
study using the information from the title and its full text. In
the second stage, we filtered the studies by assessing only
the abstract of the paper. In the final stage, these papers
are read and non-releveant papers are excluded them from
the final list. This last step was necessary since the paper
abstract was sometimes quite imprecise. We highlight the
full approach in Fig. 1.
To look for the relevant literature, we used the following
scientific databases: ScienceDirect, DBLP, Google Scholar,
Scopus, ACM Digital Library, Springer, IEEE Xplore Digital
Library, and arXiv. In each of these databases, we applied
the following queries:
QUERY1 (“deep learning” OR “deep model” OR “deep neu-
ral”) AND “predictive business process monitor-
ing”
QUERY2 (“deep learning” OR “deep model” OR “deep neu-
ral”) AND “process prediction” AND “business
process”
QUERY3 (“deep learning” OR “deep model” OR “deep
neural”) AND “process mining” AND “activity
prediction”
QUERY4 (“deep learning” OR “deep model” OR “deep neu-
ral”) AND “process mining” AND “time predic-
tion”
QUERY5 (“deep learning” OR “deep model” OR “deep
neural”) AND “process mining” AND “attribute
prediction”
These queries, applied over the titles, and full text of
the articles, have been run in February of 2020. The initial
search returned 140 results for the first query, 72 results for
the second one, 66 results for the third one, 119 results for
the fourth one, and 5 results for the fifth one, totalling 402
results.
The first filter ruled out irrelevant articles after analysing
the title and abstract with the following inclusion criterion:
INCL1 The study is written in English.
INCL2 The study is concerned with predictive busi-
ness process monitoring.
INCL3 The study uses a deep learning approach.
INCL4 The study takes an event log as an input.
The first inclusion criterion, INCL1, rules out papers that
are not written in English or that do not have their full text
accessible. The second inclusion criterion, INCL2, identifies
papers that are not concerned with a predictive monitoring
approach. INCL3 rules out classical predictive monitoring
proposals and survey papers that do not use a deep learning
approach. Finally, INCL4 rules out papers that do not take
an event log as an input, which would be the case for papers
that are focused on problems such as time series prediction.
After this inspection, a total of 33 articles are selected
after applying these inclusion criteria. Apart from the dif-
ferences of the queries, there are two major differences
with other surveys in predictive monitoring: (i) there is no
minimum number of citations. The reason for this criteria
is that, since the use of deep learning in predictive moni-
toring is posterior to other machine learning techniques, the
number of years covered is smaller; and (ii) no snowballing
is applied since the queries are broad enough to capture
most papers concerned with this review. Furthermore, we
empirically observed that most papers tend to consistently
and exhaustively cite previous work, which is also reflected
in the results since the queries are applied to the full text of
the papers.
These 33 articles were closely read and classified as
relevant using the following exclusion criteria:
EXCL1 The study is concerned with a predictive tech-
nique and not with the use of its results for
solving a different problem.
EXCL2 The study must propose a predictive monitor-
ing technique.
EXCL3 The study must evaluate the predictive moni-
toring technique.
Exclusion criterion EXCL1 filters papers that do not
propose a predictive monitoring technique but use the re-
sults of such techniques to perform another task such as
5resource assignment or anomaly detection. EXCL2 filters
papers whose paper abstract led us to erroneously think
it was a predictive monitoring approach. Finally, EXCL3
excludes papers that are a research in progress.
After this inspection, a total of 26 papers were deemed
as relevant. Furthermore, the papers in TABLE 2 were dis-
carded since they where applications of a primary proposal
to a specific domain (IoT, Aviation, etc.). The selected 21
original papers which are the object of our study2 are
categorized and classified in TABLE 3 according to multiple
dimensions such as the neural network type, its encoding
type or the prediction targets.
TABLE 2: Relation of primary works and their counterpart applications to a
specific domain.
Primary study Applied study Domain
Evermann et al. [23] Evermann et al. [38] Early version
Evermann et al. [23] Evermann et al. [39] Reimplementation
Evermann et al. [23] Gunnarsson et al. [40] Airports
Evermann et al. [23] Tello-Leal et al. [41] IoT
Tax et al. [25] Tax et al. [42] Smart Homes
5 ANALYSIS AND CLASSIFICATION
Predictive monitoring approaches that use deep learning
can be classified based on the following dimensions (TA-
BLE 3):
• Input data: data from the business process logs used to
train the predictive model.
• Predictions: the elements of the events that the neural
network is trained to forecast.
• Neural Network Type: type of neural network used such
as feedforward, autoencoder, convolutional, recurrent
or transformer.
• Sequence encoding: how event prefixes are converted into
learnable tensors by the neural net.
• Event encoding: how each individual categorical and
continuous variable is encoded in a feature vector.
5.1 Input data
The selection of inputs used in the neural net is one of
the most important decisions to make when designing a
predictive monitoring approach based on deep learning.
Often, the more data is fed to the neural network, the better
its predictive performance will be. However, this is not
always true since the data in the event log can be noisy or
even missing. If some attribute is missing it can be imputed
or marked as an “unknown” attribute for that event. In
general, all the approaches surveyed, except [53], do not use
a process model as an input. Note that, every approach uses
the sequence of activities of the event log since it is one of
the most important sources of information of the event log.
As far as the attributes of the log are concerned, it is
possible that not every attribute adds significant informa-
tion to the predictive problem [43], [44], [48], [49], [51], [52],
[53], [54], [56], [58] . [51] trains a predictive model where
an alignment weight vector learns the importance of each
attribute. [52] clusters the attributes together using the x-
means algorithm. The belonging to a cluster is added as
2. The results of the study retrieval and classification are available in
https://bit.ly/2UgKySf
an additional feature to the feature vector of each event.
Furthermore, resources in a process log are often noisy since
some resources could potentially appear only once in the
whole event log, even though they adhere to an organiza-
tional scheme. To solve this problem, [50] groups resources
depending on their activity execution profiles. Note that, as
shown in TABLE 3 this is the only approach that distin-
guishes the resources from other attributes of the event log.
As far as the approaches that use time features [24], [25],
[46], [50], [53], [54], [55], [57], they face the problem of a
high variability in the time between the events so these time
features may complicate the training phase.
5.2 Predictions
Regarding the prediction targets, there are multiple possi-
bilities:
• Activity [23], [25], [43], [45], [46], [48], [49], [50], [51],
[52], [53], [55], [57], [60]: the next activity of a running
case.
• Activity suffix [24], [25], [46], [50], [51]: the sequence of
activities given a running case.
• Next timestamp [25], [46], [50]: the difference between
the next timestamp of an event and the timestamp of
the current event.
• Remaining time [25], [44], [46], [50], [54]: the difference
between the timestamp of the last case of a trace and
the current timestamp of an event.
• Outcome [47], [56], [58], [59]: refers to the outcome of a
given running case.
• Attributes [50], [51]: other event-level attributes present
in the log. We include here the roles from [50] since they
are derived from the resources of the log, which are, in
turn, attributes of the log.
• Attribute suffix [50], [51]: the approaches that predict
the activity suffix and use other attributes of the log as
inputs must predict also the sequence of attributes since
the inputs for these attributes in the predicted events
would be missing otherwise.
The most common prediction problem is the prediction
of the next activity given a partial event prefix. When this
is the case, other prediction tasks are taken up as auxiliary
tasks that may help improve the prediction performance.
The only exception is the remaining time prediction prob-
lem, since it can be approached as a direct predition, as
shown in definition 16.
As far as the outcome prediction problem is concerned,
most studies assume that the log is fully labeled and,
thus, the problem is treated in a supervised manner. The
exception to this is [58], where they do not make such
assumptions and, instead, consider the log as a partially
labeled dataset. Thus, the problem is treated in a semi-
supervised manner which has two stages: (i) an LSTM is
trained on the full event log to predict the next activity, and
(ii) another LSTM is initialized with the parameters learned
by the previous model and it is trained over the log that is
labeled to predict the outcome of a running case.
When the objective is to predict the activity suffix from
a partial trace, the next event must be sampled from the
output probability distribution of the last neural network’s
prediction layer. A simple choice would be selecting the
6Author, Year Reference Network type Sequence encoding Event encoding Input data Prediction
Evermann et al., 2017 [23] LSTM CONT EMB ACT ACT
Francescomarino et al., 2017 [24] LSTM PRFX OH ACT, TF, LTL SFX
Mehdiyev et al., 2017 [43] AE + DFNN NGRAM - ACT, ATTR ACT
Tax et al., 2017 [25] LSTM PRFX OH ACT, TF ACT, NT, SFX, RT
Navarin et al., 2017 [44] LSTM PRFX OH ACT, ATTR RT
Al-Jebrni et al., 2018 [45] CNN CONT EMB ACT ACT
Khan et al., 2018 [46] DNC PRFX OH ACT, TF ACT, NT, RT, SFX
Metzger et al., 2018 [47] LSTM PRFX OH ACT OUT
Scho¨nig et al. 2018 [48] LSTM CONT OH ACT, ATTR ACT, RES
Mehdiyev et al., 2018 [49] AE + LR NGRAM - ACT, ATTR ACT
Camargo et al., 2019 [50] LSTM PRFX P-EMB ACT, R, TF ACT, ROLE, NT, RT, SFX, RLSFX
Lin et al., 2019 [51] LSTM CONT EMB ACT, ATTR ACT, ATTR, SFX, ATTRSFX
Hinkka et al., 2019 [52] GRU PRFX OH ACT, ATTR, C-ATTR ACT [CP]
Theis et al., 2019 [53] DFNN TSS FB ACT, PM, TF, ATTR ACT
Wahid et al., 2019 [54] DFNN SE EMB ACT, TF, ATTR RT
Pasquadibisceglie et al., 2019 [55] CNN PRFX FB ACT, TF ACT
Wang et al., 2019 [56] B-LSTM PRFX OH ACT, ATTR OUT
Mauro et al., 2019 [57] CNN PRFX EMB ACT, TF ACT
Folino et al., 2019 [58] LSTM PRFX OH, EMB ACT, ATTR OUT
Hinkka et al., 2019 [59] GRU/LSTM CONT OH ACT OUT
Philipp et al., 2020 [60] TRANS CONT EMB ACT ACT
TABLE 3: Collected studies for Predictive Monitoring that use Deep Learning. Sequence encoding: Continuous (CONT), Prefixes padded (PRFX), N-gram (NGRAM),
Single Event (SE), Timed state sample (TSS). Input data: Activity (ACT), Time features (TF), Linear Temporal Logic (LTL), Attributes (ATTR), Clustered Attributes
(C-ATTR), Process model (PM), Role (R). Event encoding: Embedding (EMB), One-hot encoding (OH), Pretrained Embedding (P-EMB), Frequency based (FB).
Prediction: Activity (ACT), Activity Suffix (SFX), Next timestamp (NT), Remaining time (RT), Outcome (OUT), Resource (RES), Role (ROLE), Activity prediction in
certain checkpoints (ACT [CP]), Role suffix (RLSFX), Attribute suffix (ATTRSFX). Network Type: Long Short-Term Memory (LSTM), Gated Recurrent Unit (GRU),
Convolutional Neural Network (CNN), Autoencoder (AE), Deep Feedforward Network (DFNN), Logistic Regression (LR), Bidirectional LSTM (B-LSTM), Transformer
(TRANS)
event with the highest probability in the vector [25]. How-
ever, this solution often makes the predictions to be very
repetitive on the same top probability activity when the
process is complex enough. Even more, it could happen that
the end of the trace is never predicted with this method,
which forces to add a maximum trace length constraint
to avoid the prediction to be infinite. Another solution is
to perform a beam search that explores a limited space of
solutions by retaining the b traces that have the highest
composed probability of events. This is the approach used
by [24] in which the generation procedure stops when a
complete candidate trace conformant with a series of mined
LTL rules is found. They also decrease the probability of
subsequent predictions of the same event. In [50], another
approach is taken, in which the next event is sampled ran-
domly following the probability distribution of the neural
network. Note that there exist more sampling methods, such
as top-k sampling [61] or nucleus sampling [62].
When predicting an activity suffix, every feature used as
input, such as attributes or time features, must be predicted
in subsequent steps. These predictions are often approached
using the same neural network to predict multiple features
simultaneously. Predicting multiple outputs at once in a
neural network is also called multitask learning [63]. It has
been shown that predicting multiple tasks at once helps
to enhance the generalization of the neural network in the
sense that it acts as a way of implicit data augmentation. This
is especially relevant in predictive monitoring, where the
event logs are often scarce of data. Each prediction task has
attached its own loss, and the set of losses must be combined
so that they can be minimized. In predictive monitoring,
the most usual form to combine the losses is depicted in
equation 1, where Lt is the total combined loss, |T | is the
total number of tasks, and Li is the loss of an individual
task.
Lt =
|T |∑
i=1
Li (1)
This form of combining the task losses poses the prob-
lem that different tasks could have different magnitudes,
and one task could dominate others just for a bigger
value, which explains why sometimes multitask learning is
avoided in predictive monitoring when the prediction target
is only the next activity and not the activity suffix.
5.3 Neural network types
5.3.1 Feedforward networks
Feedforward networks [64] are the most basic models for
deep learning. In this type of neural network, the informa-
tion flows through it without any recurrence. This lack of
recurrence makes them well suited for tabular data [54] but
not in process mining, where event logs have dependencies
between the activities that are not exploited by this type of
network. Thus, feedforward networks are not often used in
predictive monitoring. However, this type of neural network
is commonly used in combination with other methods, such
as autoencoders [43], [49] or after extracting features from
the process model [53].
5.3.2 Autoencoders
The predictive monitoring approaches presented in [43]
and [49] use autoencoders as their type of neural network.
This kind of neural network learns how to reconstruct its
own input. An autoencoder has two main parts: the encoder,
which learns to map its input x into a hidden representation
h, and the decoder, which learns to map a given hidden
representation h back into the original input x′. The loss
function is configured to penalize x′ from being different
7from x. Formally, we would train an encoder e and a
decoder d such as:
d(e(x)) = x′ (2)
The autoencoders usually trained are undercomplete,
which means that the dimension of the hidden represen-
tation is less than the input dimension. This forces the
autoencoder to discern the most useful features of the input
in its hidden representation.
Autoencoders may benefit from stacking multiple layers
in the encoder and the decoder in terms of representational
power and computational complexity reduction. Each layer
reduces further the dimensionality of its input. The most
common way of training this type of autoencoder is by
greedily feeding the learned hidden features as the input
of subsequent autoencoders. As shown in TABLE 3, this
approach is followed by [43], [49] in which their inputs to
the first autoencoder are the hashed n-grams for each event
prefix used to train the network. These approaches use the
two-step procedure shown in Fig. 2 to train an autoencoder.
First, in Fig. 2a a stacked undercomplete autoencoder is
trained to represent the most useful features by reducing the
dimensionality of its input. This autoencoder is composed of
an encoder, which maps the original input to a smaller hid-
den representation, and a decoder, which maps the hidden
representation back to the original input. Then, in Fig.2b
the already trained encoder is used to map the input to a
hidden representation. Then, a feedforward network (Ω) is
attached using the hidden representation of the encoder as
an input. In the final layer, a softmax classification is applied
to predict, in this case, the next activity.
In the context of predictive monitoring, an autoencoder
approach may be useful when the number of attributes of
the log is very high since it could help to reduce the dimen-
sionality of the input data by selecting the most important
features for each event. However, the main disadvantage of
this approach resides in that they disregard longer depen-
cencies between events of the partial trace.
The autoencoder architecture presented here could be
improved by adding a sparsity penalty to the loss func-
tion [65] or by corrupting the inputs with noise [66], but
these improvements have not yet been explored in predic-
tive monitoring.
5.3.3 Recurrent Neural Network
Many deep predictive monitoring approaches [23], [24],
[25], [38], [44], [46], [47], [48], [50], [51], [52], [56], [58],
[59], [59], [60] are based on Recurrent Neural Networks
(RNN) [64]. RNNs are neural networks specialized in pro-
cessing sequential data, that is, they operate with a sequence
of vectors x1, . . . , xτ , where τ is the sequence length. The
ability of processing sequence-like data makes this type
of neural networks very useful to predictive monitoring.
Simple Recurrent Neural Networks. In their simplest form,
a recurrent neural network is graphically represented in
Fig. 3. It can be formally defined as follows:
ht = tanh(b+Wht−1 + Uxt)
ot = c+ V ht
(3)
where:
Encoder Decoder
Encoder Feedforward neural network
(b)
(a)
Fig. 2: Representation of the training of an autoencoder.
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Fig. 3: Graphical representation of a vanilla recurrent neural network. In the left
part, the general model is presented. In the right part, the computational graph is
unfolded three timesteps.
• ht denotes the hidden state of the recurrent neural
network. This hidden state acts as an summary of the
past sequence inputs up to the timestep t.
• xt refers to the input vector in the timestep t.
• b and c are bias vectors and W , U and V are weight
matrices. The parameters of these matrices are updated
with an algorithm called backpropagation through time
(BPTT) [67], which allows applying the backpropaga-
tion algorithm to RNNs.
• ot is the output of the recurrent neural network in the
timestep t.
This implementation of the RNN poses an important
problem: the gradients propagated using BPTT either vanish
or explode when trying to learn long dependencies. There
exists multiple alternative models that have been proposed
8to alleviate this problem: Long Short-Term Memory (LSTM),
Gated Recurrent Unit (GRU) and Memory Augmented Net-
works (MANN).
LSTM and GRU. As shown in TABLE 3, LSTMs [23],
[24], [25], [38], [44], [47], [48], [50], [51], [58], [59] and
GRUs [52], [59] have been widely applied in predictive
monitoring and are two of the most popular architectures in
this field. LSTMs [68] and GRUs [69] create paths through
time that allow the gradients to flow deeper in the sequence
than in a vanilla RNN. Thus, instead of using the previous
state directly, ht−1, LSTM, and GRUs use a memory cell Ct
that has an internal recurrence and the usual recurrence of
vanilla RNN.
In the case of LSTMs, this internal recurrence is con-
trolled by three different gates, ft, ot, and it, which control
the flow of information inside the cell. ft is called the “forget
gate”, which filters what information is thrown away from
the cell state; it is the “input gate”, which controls what
information is going to be updated; and ot is the “output
gate”, which decides what information is exposed from the
cell. The definition of the formulas that define an LSTM is
as follows:
ft = σ(bf + Ufxt +Wfht−1) (4)
it = σ(bi + Uixt +Wiht−1) (5)
ot = σ(bo + Uoxt +Woht−1) (6)
C˜t = tanh(bC + UCxt +WCht−1) (7)
Ct = ft ◦ Ct−1 + it ◦ C˜t (8)
ht = ot ◦ tanh(Ct) (9)
In the previous equations, xt represents the input to
the LSTM in the timestep t, b is a bias vector; U and W
are trainable weight matrices; ht−1 represents the previous
hidden state; C˜t is the calculation of the cell state for the
current timestep; and, finally Ct is the combination of the
past information of the cell with the current information
of the cell. The ◦ operation denotes the Hadamard product
between two matrices.
GRUs are similar to LSTMs with the main difference that
they do not have an output gate. Formally, GRUs can be
formally defined as follows:
zt = σ(Wzxt + Uzht−1 + bz) (10)
rt = σ(Wrxt + Urht−1 + br) (11)
h˜t = tanh(Whxt + Uh(rt ◦ ht−1) + bz) (12)
ht = zt ◦ ht−1 + (1− zt) ◦ h˜t (13)
In the previous equations, z refers to the “update gate”,
which controls the amount of information that flows from
the past to the future; r is called the “reset gate”, which
filters how much information from the past is forgotten; h˜
represents the calculation of the current memory; and ht
corresponds to the final calculation of the memory of the
cell, which can be interpreted as how much information
is retained from the past and how much information is
updated.
In practice, there is almost no difference in the perfor-
mance of GRUs against LSTMs, but the former has the
advantage of a faster training [70], [71].
Bidirectional Recurrent Neural Network. [56] uses a bi-
directional LSTM with an attention mechanism to predict
the outcome of a running case. Bi-directional recurrent
neural networks, such as [56], consist on applying one
RNN forward and another RNN backwards, concatenating
their hidden states of each timestep. Moreover, the atten-
tion mechanism, originally devised in [72] and [73], allows
learning an alignment vector to weight the importante of
each timestep in the prediction.
Memory Augmented Neural Network. In the predictive
monitoring approach of [46], an architecture that belongs
to the family of the Memory Augmented Neural Networks
(MANN) is proposed. The family of MANN architectures
may be useful in predictive monitoring for learning longer
dependencies when the traces of the log are very long or
when cycles of the same event may make the LSTM and
GRU to “forget” events in the beginning of the trace. How-
ever, these architectures are expensive to train and often
very sensitive to the hyperparameters used. MANNs use
an external memory unit to enhance the learning of longer
term dependencies in sequences. The controller is often a
Feedforward or a RNN that reads the inputs and, with the
help of data from the memory, produces the corresponding
outputs.
The oldest MANN architecture is the Neural Turing
Machines [74] (NTM). Instead of depending on a single
cell for having information from the past, the NTMs use
an addressing mechanism to access to this external memory
cells. This addressing is based on an attention mechanism
that provides a weight vector,w, which highlights the region
of the memory more relevant for reading or writing at
each timestep. This addressing mechanism allows the neural
network to both interact with contiguous regions of memory
and jump random addresses. One possible implementation
of the memory addressing would use as keys the internal
state of the controller LSTM in a certain timestep [75].
This kind of neural network is able to learn longer-term
dependencies than its LSTM counterpart. However, the
NTMs suffer from training issues (slow convergence, NaNs
in gradients, etc.). The Differentiable Neural Computer [76]
(DNC) further improves the memory management of the
NTM by allowing freeing allocated blocks, keeping track of
the writes in memory and avoiding overlapping between
memory blocks.
In [46], a variation of the DNC is proposed. In this
architecture, the controller is separated into two controllers,
the encoder controller and the decoder controller, where
both controllers are LSTMs. The encoder reads the input
event prefix reading and writing the contents of the memory
when necessary. Then, the decoder is initialized with the last
state of the LSTM encoder, and the suffix is then predicted.
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Fig. 4: Comparison between the Neural Turing Machine [74] (Fig. 4a) the Differ-
entiable Neural Computer [76] (Fig. 4b) and the variation of the DNC proposed
by Khan et al. [46] (Fig. 4).
One notable aspect of this architecture is that the decoder
is prevented from writing into memory, so this architecture
is write-protected. Fig. 4 shows a comparison between the
NTM from [74], the DNC implementation from [76], and the
DNC implementation from [46].
Transformers. The predictive monitoring approach
of [60] uses a different architecture named the transformer.
These type of architecture, originally proposed in [21], sub-
stitutes the recurrence entirely by attention mechanisms.
They rely on performing an attention operation over dif-
ferent parts of the sequence simultaneously (multi-head
attention). In [60] , instead of training a encoder-decoder
like in the original proposal of the architecture, they only
use the decoder part of the Transformer. Even though the
transformer allows a faster training and inference due to
the usage of only attention modules, it is still unclear how
would the transformer deal with multiple heterogeneous
input data, that is, when the inputs to the transformer
model are both categorical and continuous data, such as the
resources or time-related measures from the events.
5.3.4 Convolutional neural network
Convolutional Neural Networks were applied in the ap-
proaches of [45], [57] and [55], as shown in TABLE 3.
This type of neural network is specialized in processing
grid-like data. Most CNN applied to sequence prediction
problems process the data as if it were an one-dimensional
(1D) grid [45], [57]. In contrast, some CNNs reengineer
their preprocessing of the sequences to adapt them to a
two-dimensional (2D) grid [55]. The two main operations
performed by this type of neural network are the convolution
and the pooling operations.
The convolution operation takes two different argu-
ments: (i) the input to the convolution operation, and (ii)
the kernel (also called filter), which is a matrix of learnable
parameters much smaller than the input data. The output of
the convolution operation is called the feature map. The con-
volution operation slides the kernel through the input grid
accross the input grid’s width and height. More formally,
Ti
m
e
Feature vector size
Ti
m
e
Maximum number
 of activities
(a) (b)
Fig. 5: Differences between 1D convolutions [45], [57] (Fig. 5a) and 2D convolu-
tions [55] (Fig. 5b) for processing the trace ABBBCDEACB[EOC] assuming
a total of 6 different activities, including the end of case, on the whole log. The
blue square represents the filter and the blue arrow represents the direction of
movement over the input matrix. For 1D convolutions, the filter is slided over the
time dimension using the full width of the feature vector corresponding to the
activities. For 2D convolutions, the filter is slided from right to left and from top
to bottom using a smaller kernel size.
the usual convolution operation for 2D data is defined as
follows [64]:
S(i, j) = (I∗K)(i, j) =
M∑
m
N∑
n
I(i+m, j+n)K(m,n) (14)
Where S(i, j) is the element (i, j) of the feature map,
∗ is the convolution operation, M is the total height of the
kernel,N is the total width of the kernel, I is the input to the
convolution operation, and K(m,n) refers to the element
(m,n) of the kernel. In the case of 1D data, the convolution
operation is applied over the tensor full width, which is the
feature vector size, and with a certain height (which is the
time axis of the tensor, as shown in Fig. 5a.
Fig. 5 highlights the differences between a 1D convolu-
tion and a 2D convolution. Note that for a 2D convolution
the time dimension has to be added as an additional channel
of the input, while for the 1D convolution, it would just
enlarge the feature vector of each event. Thus, for 2D con-
volutions, including information about the attributes of the
event log requires adding additional channels, which might
pose a problem when the number of different attributes
is mismatched from the number of different activities (the
width of the matrix would not be the same).
After a convolution layer, the most usual next layer is
the pooling layer, which applies a statistical summary of its
output, often the maximum or average of certain portions of
the input grid. This kind of transformation has the advan-
tage of learning invariant features to the position inside the
trace (local translation invariance). Furthermore, applying a
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pooling operation can further reduce the dimensionality of
the problem, thus speeding up the training procedure.
The most usual basic architecture for a CNN is a series
of building blocks. Each block has a convolutional layer
followed by a non-linear activation function, and a pooling
layer. The works [45], [55] are based on this neural archi-
tecture. [45] follows the 1D convolutional approach, using
embeddings for the log categorical variables, whereas [55]
uses the 2D convolutional approach, using a frequency-
based encoding for continuous and discrete variables, as
shown in Fig. 5b. In both studies, the non-linear activation
function used between layers is the ReLU function, which
allows a faster training and alleviates the vanishing gradient
problem [77].
There are two ways to increase the expressivity of a
neural network: increasing its depth or its width. When
increasing the depth the vanishing gradient problem arises:
the gradient updates in latter layers of the network are
too small and impede the network to learn properly [19].
When increasing the width, the number of parameters, and
therefore, its computational complexity, grows very rapidly.
This latter problem has been tackled in [78], where multiple
modules of the neural perform both a convolutional oper-
ation with different kernel sizes and a pooling operation
simultaneously. This approach is used by [57] but with two
main differences: they use 1D convolutions, and they do not
perform a 1 × 1 convolution before applying a convolution
with a bigger size.
Comparing CNNs against RNNs for predictive monitor-
ing, the former may have the advantage of a faster training
and inference, specially for events logs with longer traces.
However, RNNs may capture longer depencencies between
the events of the trace since the hidden state for a given
event depends on every event before it, whereas on a CNN
it only depends on the k most recent events, where k is the
size of the kernel.
5.4 Sequence encoding
In deep learning architectures, traces must be encoded in
tensors of fixed size. However, there is a big variability
in the length of every trace in a business process, so this
step poses an important challenge. Furthermore, this step
also conditions how the training targets are fed to the
neural network. We have identified the following encoding
formats:
• Continuous [23], [45], [51], [59], [60]: this encoding
technique is inspired by the training of neural lan-
guage models [79]. Here, the log is viewed as a text,
each trace as a sentence of that text, and each ac-
tivity as a word of a sentence. In this type of en-
coding, only a window W of events is considered,
and each window can include events from different
traces. In case a window is incomplete, it could either
be discarded or padded with zeroes. For example,
let L be the set of traces {[A,B,C], [C,D]}. Then,
with a window size W = 3 we would have the
set of windows {[A,B,C], [EOC,C,D], [EOC, 0, 0]}
as an input. In this case, the training targets fed to
the neural network are, in each timestep, the same
set of windows shifted one position to the left, i.e,
{[B,C,EOC], [C,D,EOC], [0, 0, 0]}.
• Prefixes padded [24], [25], [44], [46], [47], [50], [52], [55],
[56], [57], [58]: in this type of encoding, every possible
set of event prefixes hdk where k ∈ (1, ..., n) for each
trace is considered. There are two different approaches
to apply this encoding. The first one considers only
the W most recent events (as in [50]). The second one
considers all the events (as in [25]). In both approaches,
the event prefixes must be padded with zeroes in case
they are shorter than the specified vector length. In
the second case, the vector length is often set to the
length of the longest trace of the log. The approaches
that use this encoding set the training target for each
event prefix to the next event that follows in the event
prefix, even though the full event suffix of events could
also be the training target.
• N-gram [43], [49]: this encoding, used by [43], represents
each trace as a set of all subsequences up to length k
contained in it. The total number of possible sequences
for an event log of |A| distinct activities can be calcu-
lated using equation 15.
N =
k∑
i=1
|A|i (15)
Since the space of n-gram combinations is very large,
the “hashing trick” [80] (also known as “feature hash-
ing”) is used to reduce this dimensionality to a fixed
length vector. The hashing trick is defined as in equa-
tion 16:
ni =
∑
i:h(i)=k
ξ(i)xi (16)
A hash function h is used to determine the k position
in the fixed vector that has to be updated with a feature
xi. Another hash function ξ counters the effect of hash
collisions by determining the sign of the update.
In predictive monitoring, this type of encoding has
only been used for autoencoders [43], [49] so, in these
proposals the training targets as well as the inputs of
the NN are equal.
• Single event [54]: in this encoding, only a single event
and its attributes are considered, so the sequence of
events in the trace is disregarded. The approach of [54]
uses this encoding, setting the training targets as the
next event to the event in question.
• Timed state [53]: recently proposed by [53], this encoding
represents the inner state of a Petri net after replaying a
partial trace in it. Each place of the Petri net is enhanced
with a “decay function” that counts the time between
the current timestamp and the last time a token was in a
given place. The sequence encoded vector is defined as
a concatenation of the following hand-crafted vectors:
Ft gives the value of the decay function for each place
of the Petri net; Ct counts the number of times a token
has gone through a place of the Petri net; Mt counts
where the tokens are in the petri net, and Rt: counts the
occurrence of other attributes of the trace. The training
target is the next event after the replayed activity prefix
on the Petri net.
The most used encodings are Continuous and Prefixes
padded, since they are versatile enough to be used with
both CNNs and RNNs. The single event encoding is
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used less since it disregards the dependencies between
the events of the log. The timed state encoding has the
advantage of using the model as an input and, poten-
tially, to capture dependencies between the activities
that are not present by examining the literal ordering of
the events in the log. However, this encoding is not di-
rectly compatible with more expressive models such as
RNNs or CNNs. In the comparison between continuous
and prefix padded encodings, the former may benefit of
a faster training at the expense of not capturing longer
dependencies than in the latter encoding.
5.5 Event encoding
Attribute variables can be either categorical variables or
continuous variables. On the one hand, continuous vari-
ables must be normalized before feeding to the neu-
ral network. There are multiple techniques such as log-
normalization [50], min-max normalization [50], z-score nor-
malization [81] or tanh-estimators [82]. On the other hand,
each categorical variable must be encoded in fixed feature
vectors that uniquely represents them. There are various
strategies used in the literature for that:
• One-hot [24], [25], [44], [46], [47], [48], [52], [52], [56],
[58]: categorizing the variable with an integer is not
enough since this categorization assumes that the
higher the value of the variable is, the more important
it is. To avoid that problem, the feature is represented
in a binary vector where its size corresponds to the
number of possible distinct values for that variable,
and its position in the vector is a one if the category
corresponds with the variable.
• Embedding [23], [45], [51], [54], [57], [58], [60]: the em-
bedding encoding creates a matrix W ∈ Rn×f where
each row corresponds to each of the categories of the
variable, and columns correspond to the feature dimen-
sion. The parameters of this matrix can be either estab-
lished randomly or be learned with stochastic gradient
descent, so the learned embeddings are optimal for the
prediction task at hand.
• Frequency-based [53], [55]: this type of encoding [83]
indicates how many times the activity i has happened
until the current event of the trace. This encoding is
useful when temporal information must be added to
the encoding of the activities. Note that in the case of
[53] the frequency does not represent directly activities
but the number of times a token has gone through a
place.
• Pretrained embedding [50]: instead of directly training the
embedding vectors with stochastic gradient descent,
the embeddings can be pretrained for another task
that gives additional information. For example, in [50],
embeddings are pretrained as a combination of the
learned embeddings of roles and activities.
While the pretrained embedding and embedding approaches
have the main purpose of learning a set of embeddings to
represent the categorical variables, the former may benefit
of allowing a better convergence of the neural network
since they are trained for a task that is different from the
next activity prediction task. Thus, the embeddings learned
with pretrained embeddings may provide more informa-
tion, which eases the convergence of the neural network.
Moreover, the one-hot encoding is a good solution when the
number of distinct possible variables is low since it does not
use additional parameters, otherwise, the size of the vector
could dramatically increase the memory usage of the neural
network.
6 BENCHMARK
6.1 Experimental setup
6.1.1 Datasets
We performed the experiments using 12 real-life event logs
from a variety of domains. These event logs were extracted
from the 4TU Center for Research Data3 and are also available
in the repository of our comparison tool. TABLE 4 shows
some relevant statistics from these logs, namely, the number
of cases, the number of different activities, the number of
events, the average and maximum case length, the maxi-
mum and average event duration in days, the average and
maximum case duration in days and the number of differ-
ent variants. Most logs have a high event time variability
(difference betweeen average event duration and maximum
event duration), and a high trace length variability. The log
“Nasa” shows 0 in the time related measures since the time
variability in this log is low.
6.1.2 Data split
All approaches have been evaluated with the same logs’
split and in the same conditions. This is specially important
so as to obtain comparable results between every tested
approach. We aim to simulate the situation in which the
knowledge of the past is used to train a predictive model,
and then the model is used to predict the future. For that,
the traces of the event logs are ordered by its first event
timestamp and then split out in train-validation-test sets,
with a trace distribution 64%-16%-20%. This split procedure
is used since a cross-validation could dramatically increase
the training time for some approaches.
Furthermore, many approaches add an “end of case” to-
ken at the end of every trace of the log. This modification has
two main advantages. Firstly, state of the process is reduced.
Secondly, it gives a clear stop condition for activity suffix
generation. To unify the procedure and to make the metrics
of next activity prediction comparable, we augmented the
log with an end of case activity at the end of each trace for
every approach tested.
6.1.3 Metrics
Depending on the predictive task, we use the following
metrics for evaluating the performance of the approaches:
• Next activity prediction: since the next activity predic-
tion task is a classic classification problem, we use the
accuracy metric. The accuracy measures the proportion
of correct classifications in relation to the number of
predictions done. Other measures such as the Matthews
Correlation Coefficient [84] or the weighted F1 score are
reported by the approaches tested but we found that the
3. https://data.4tu.nl/repository/collection:event logs real
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Event log Num.
cases
Num.
activi-
ties
Num.
events
Avg.
case
length
Max.
case
length
Avg.
event
dura-
tion
Max.
event
dura-
tion
Avg.
case
dura-
tion
Max.
case
dura-
tion
Variants
Helpdesk 4580 14 21348 4.66 15 11.16 59.92 40.86 59.99 226
BPI 2012 13087 36 262200 20.04 175 0.45 102.85 8.62 137.22 4366
BPI 2012 Complete 13087 23 164506 12.57 96 0.74 30.92 8.61 91.46 4336
BPI 2012 W 9658 19 170107 17.61 156 0.7 102.85 11.69 137.22 2621
BPI 2012 W Complete 9658 6 72413 7.5 74 1.75 30.92 11.4 91.04 2263
BPI 2012 O 5015 7 31244 6.23 30 3.28 69.93 17.18 89.55 168
BPI 2012 A 13087 10 60849 4.65 8 2.21 89.55 8.08 91.46 17
BPI 2013 closed problems 1487 7 6660 4.48 35 51.42 2254.84 178.88 2254.85 327
BPI 2013 incidents 7554 13 65533 8.68 123 1.57 722.25 12.08 771.35 2278
Sepsis 1049 16 15214 14.48 185 2.11 417.26 28.48 422.32 845
Env. permit 1434 27 8577 5.98 25 1.09 268.97 5.41 275.84 116
Nasa 2566 94 73638 28.7 50 0.0 0.0 0.0 0.0 2513
TABLE 4: Statistics of the event logs used for benchmarking. Time related measures are shown in days.
results were aligned with the accuracy measure and do
not give additional information. Therefore, these results
are not reported in this paper.
• Activity suffix prediction: when predicting an activity
suffix in the context of predictive monitoring, it is
important to take into accout that the activities in the
process may occur in parallel [25]. Thus, instead of
the metrics used for the next activity prediction task,
we use the Damerau-Levenshtein distance metric. This
metric measures the edit distance between two given
strings without penalizing too harshly transpositions of
tokens, which, in the context of predictive monitoring,
could mean a pair of parallel activities. These two
strings represent the predicted activity suffix for a given
event prefix and its ground truth activity suffix. The
Damerau-Levenshtein metric measures the number of
insertions, deletions, substitutions, and transpositions
needed to transform one string into another. This value
is then normalized by the lengths of the two strings,
obtaining a value of similarity between 0 and 1.
In relation with the activity suffix prediction, we also
report results of the Brier score measure. The Brier score
is similar to the accuracy measure, but it also gives a
sense of how well the predictions are calibrated with
respect to the ground truth. This is specially useful
if we are interested in sampling from the probability
vector, which is the case of the activity suffix prediction
task. The Brier score is calculated as the square of
the differences between the predicted probabilities for
a given item and the ground truth. More formally,
in a multiclass setting, the Brier score is defined by
equation 17:
BS =
1
N
N∑
t=1
R∑
i=1
(fti − oti)2 ∈ [0, 2] (17)
• Next timestamp prediction and remaining time prediction:
since the time prediction problem is a regression task,
the metric selected for measuring the performance in
the next timestamp prediction tasks and remaining
time prediction tasks is the Mean Absolute Error (MAE).
This metric is defined in equation 18 and has the
advantage of not overpenalizing the variability in the
observations [85], which is the case in time prediction in
predictive process monitoring, where the time between
two events in a trace can be potentially large [25], [35].
MAE =
∑N
i=1 |yi − yˆi|
N
(18)
6.1.4 Approaches and experimental setup
We performed the benchmark with 10 different approaches
from the state of the art [23], [25], [44], [46], [50], [52],
[53], [55], [57]. We left out of the evaluation approaches
that predict outcome [47], [59] since it would require a
preprocessing that would be too specific for some datasets.
We used the source code of each approach whenever it
was publicly available. Otherwise, we contacted the authors
of every surveyed approach of which we could not find
the publicly available code, or had problems to reproduce
the experiments [24], [46]. We modified the approaches to
load the splits, substitute their split procedures (if present),
allow a proper command-line usage, calculate more metrics
than originally intended by the authors or update the used
libraries to more recent versions. The original implementa-
tions locations are specified in TABLE 5. For the approach
of [53] we show the location of the code used in the original
paper and its reimplementation from the same authors.
Approach URL(s)
Khan et al. [46] https://github.com/thaihungle/MAED/
tree/deep-process
Evermann et al. [23] https://joerg.evermann.ca/docs/rnn
process data scripts results.tar.gz
Navarin et al. [44] https://github.com/nickgentoo/DALSTM
PM
Tax et al. [25] https://github.com/verenich/
ProcessSequencePrediction
Theis et al. [53] https://github.com/Julian-Theis/
DREAM-NAP and https://github.com/
Julian-Theis/PyDREAM
Mauro et al. [57] https://github.com/nicoladimauro/nnpm
Pasquadibisceglie et al. [55] https://github.com/vinspdb/
ImagePPMiner
Camargo et al. [50] https://github.com/AdaptiveBProcess/
GenerativeLSTM/
Hinkka et al. [52] https://github.com/mhinkka/articles/
tree/master/Exploiting%20Event%20Log%
20Event%20Attributes%20in%20RNN%
20Based%20Prediction
Francescomarino et al. [24] https://github.com/yesanton/
Process-Sequence-Prediction-with-A-priori
priori-knowledge
TABLE 5: Original code repositories from the studies evaluated.
In particular, we made the following adaptations:
• Pasquadibisceglie et al. [55]. We adapted the code
to support more use-cases than in the original paper.
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Moreover, we optimized the memory usage by chang-
ing the datatype of the encoding from 64-bit to 16-
bit floating point, and by avoiding loading the entire
dataset in RAM to support bigger logs than originally
intended.
• Mauro et al. [57]. No major changes were made.
• Tax et al. [25]. We refactored the code and updated the
python version used from 2.7 to 3.6.
• Evermann et al. [23]. There are two code versions of
the paper provided by the authors: the original one,
implemented in Tensorflow 0.12, and an updated ver-
sion implemented in TensorFlow 1.0. The first one has
the disadvantage of requiring the log in a text format
and the difficulty of porting it to a newer version of
Tensorflow. The second one is tightly coupled with a
graphical interface, making it unsuitable to use in the
command line. Since the first implementation is based
on the Tensorflow RNN tutorial (as stated in the com-
ments of the code), we reimplemented the approach
using a newer version of the RNN tutorial4, which uses
the same training procedure as the implementation of
Evermann. We used the same hyperparameters as in
the original approach.
• Khan et al. [46]. The code provided originally by
the authors does not contain the preprocessing and
encoding stage for any log since it loads the already
preprocessed datasets. As far as we know, the code also
does not support the prediction of activity suffixes and
remaining time, even though in the original paper these
results are reported. Therefore, the results reported in
this paper are only concerned with the next activity and
timestamp. We used the same preprocessing as in Tax
et al. [25].
• Theis et al. [53]. Running the code for each log is done
in two stages. In the first stage, a process model is
mined using the Split Miner [86] by performing a grid
search using the same search space, as reported in the
original paper [53]. The best model is selected as the
mined model with the highest fitness. In the second
stage, for generating the training sets and training the
neural network, a reimplementation made by the au-
thors of the paper is used5, instead of the original imple-
mentation of the paper6. The reason for this change is
that the original implementation uses a cross-validation
procedure that is difficult to circumvent. There is also
a ProM plugin7 which also generates cross-validation
folds, but it was not used since the plugin is already
compiled and is very hard to modify. Furthermore, we
reported the results for two variants of the implementa-
tion: one that uses resources “(w/ resources)” and other
that does not use them “(w/o resources)”.
• Navarin et al. [44]. No major changes were made.
Since the original paper claims that the neural network
is not very sensitive to hyperparameters, we trained
every dataset using a two-layer with 150 hidden units
per layer LSTM. Note that for the BPI 2013 Incidents
4. https://www.tensorflow.org/tutorials/text/text generation
5. https://github.com/Julian-Theis/PyDREAM
6. https://github.com/Julian-Theis/DREAM-NAP/
7. https://prominentlab.github.io/ProM-DREAM/
dataset, due to the high number of attributes used, the
memory usage escalates quickly, achieving an usage of
160GB of RAM.
• Camargo et al. [50]. We reported results for two differ-
ent methods of sampling the next activity when predict-
ing an activity suffix of activities: always selecting the
highest probability activity “(argmax)” and randomly
sampling the next activity following the probability dis-
tribution of the neural network output “(random)”. We
performed a random search hyperparameter optimiza-
tion procedure following the search space provided
in the code and training 20 models per dataset. The
architecture used is fixed to the “Shared categorical”
architecture reported in the paper [50]. In this architec-
ture, a shared layer integrates the information for the
activity and role prefixes, whereas the time prediction
is taken separated from the shared layer.
• Hinkka et al. [52]. Apart from changing the data split
procedure and implementing an adapter to convert logs
from CSV to JSON, no major changes were made.
• Francescomarino et al. [24]. The execution of this
approach involves two main steps: mining the LTL
rules from each dataset, which are a series of temporal
restrictions that the activities of the log shall follow,
and predicting the activity suffix using those rules. We
restrict the experimentation to only a “Strong” rule set
since it seems to have better results reported in the
original paper. To mine the rules we rely on the Rule
Mining Tool8, and, to avoid leaking information from
the testing set, we use the whole validation set with
a “minimum constraint support” of 10% and vacuity
detection enabled. The templates used for mining are
“existence” (♦A) and “response” ((A→ ♦B)). After
mining the rules, we apply the LTL Checker to verify
how many rules are satisfied in the validation event
log. However, the count reported by the tool counts
the number of events that the rule fullfils and not the
number of traces in which is fulfilled. Furthermore,
a same rule can fulfill a trace multiple times. Thus,
instead of taking the rules that are satisfied in more
of the 50% of the validation set, we take the rules that
have a number of fulfillments more than 50% of the
activations ordered by the number of fulfillments up to
a maximum of three different rules.
The experiments were carried out in a server equipped
with an Intel Xeon Gold 5220, 192 GB RAM, and 2 Nvidia
Tesla V100S 32GB. TABLE 6 reflects the event attributes used
by the approaches. Trace level attributes have not been taken
into consideration. To perform the specific preprocessing for
each dataset, we rely on the Pm4Py library [87]. As shown
in the aforementioned table, the highest count of attributes
is present in the datasets “BPI 2013 Incidents” and “Nasa”.
Note that not every dataset has available the resource as-
signed to the event (“org:resource”) so, if the approach uses
specifically this attribute, it can not be evaluated.
6.2 Results and discussion
In this section we detail the results of the benchmarking
for each of the prediction tasks evaluated: next activity pre-
8. https://sep.cs.ut.ee/Main/RuM
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Dataset Attributes
BPI 2013 Incidents org:group, resource country, organization involved,
org:role,
impact, product, lifecycle:transition, org:resource
BPI 2013 Closed
Problems
org:group, org:resource
BPI 2012 lifecycle:transition, org:resource
BPI 2012 Complete org:resource
BPI 2012 W lifecycle:transition, org:resource
BPI 2012 W Com-
plete
org:resource
BPI 2012 A org:resource
BPI 2012 O org:resource
Sepsis org:group
Nasa apploc:joinpoint, apprun:exthrowtype, apploc:etype,
apprun:excatchtype, lifecycle:transition
Env. permit org:group,org:resource
Helpdesk org:resource
TABLE 6: Event attributes used for “data-aware” approaches.
diction, activity suffix activity prediction, next timestamp
prediction and remaining time prediction.
6.2.1 Next activity prediction
TABLE 7 shows the accuracy scores obtained by the ap-
proaches in the tested datasets. Overall, the approaches
obtain very close results as far as the accuracy is concerned
with the notable exception of the “BPI 2013 Incidents” log,
in which the differences are more prominent. In particular,
the approaches of Camargo et al. [50], Tax et al. [25], Hinkka
et al. [52] and Mauro et al. [57] obtain very similar results
in every dataset except “BPI 2013 Incidents”, and “BPI 2013
closed problems”. Taking into account that Tax et al. and
Mauro et al. use almost the same input data (Tax et al. uses
more time features), this may indicate that LSTMs and CNN
1D are not very far away in performance. However, LSTMs
may have a slight advantage in logs where the strict se-
quence of activities is more important than how the patterns
of activities are arranged inside the trace. Moreover, in some
datasets, namely “BPI 2012” and “BPI 2012 W Complete”,
the approach of Camargo et al. performs a bit worse than
expected. This is because the “BPI 2012” dataset, and some
of its subprocesses, lack information about the resources of
some of the events. For those events, the resource assigned
is “Unknown”. Thus, the role discovery algorithm may
underperform in that situation.
The approach of Hinkka et al. [52] obtains the best score
in 6 of the 12 datasets. However, the difference with the
second-best approach is less than 1% except in “BPI 2013
Incidents”. In this log, as TABLE 6 shows, the number of
attributes is high, showing that the clustering of attributes
may give important information to predict the next activity.
The approach from Theis et al. [53] obtains the best score
in two of the tested datasets. Even though the gap between
the best result in the Nasa dataset is low (the distance
between Theis et al. and Tax et al. is 1.45%), the difference
is more important in the “BPI 2012 W Complete” dataset
(excluding Khan et al., the distance between Theis et al. ap-
proach and Tax et al. is 9.17%). While the encoding of Theis
et al. does not impose a strict ordering on the events in the
trace, showing that the process model may have important
information that can be used to predict the next activity in a
partial trace. The other close performing approach is Khan
et al, which uses a Memory Augmented Neural Network
(MANN) and the same inputs as both Mauro et al. and
Tax et al. The difference of performance may indicate that
learning long dependencies may be benefitial in logs where
the presence of loops may “confuse” LSTMs and CNN to
predict always the activity that is causing the loop.
Tax et al. [25] approach obtains the best score in two
of the tested datasets. While the difference in the “Sepsis”
dataset is small (1.05%, w.r.t the second-best approach), it
is more significant in the “BPI 2013 closed problems” (with
a difference of 4.43%). It appears that the usage of extra
attributes, as shown in the TABLE 6, does not help the
prediction performance in this log.
Comparing Tax et al. w.r.t Mauro et al., which almost
uses the same inputs (Mauro et al. uses less time features),
the difference in the prediction performance in the “BPI 2013
closed problems” may indicate either some of the additional
extracted time features by Tax et al. are useful (namely: time
since the start of the case, week of the day, and time since
midnight [25]) or that the strict ordering of the activities
is important in this log, which would make LSTM more
suitable than CNN.
If we compare Khan et al. against Tax et al., which uses
the same preprocessing with the same time features, since
the “BPI 2013 closed problems” has a low number of cases,
as shown in TABLE 4, may indicate that the MANN is
overfitting in this dataset since it is far more complex than
the LSTM used by Tax et al.
The approach from Khan et al. [46] obtains the best score
in 1 of the 12 tested datasets with a difference between
the second-best approach of a 0.92%. Furthermore, this
approach outperforms the Tax et al. approach in 5 of the
12 datasets. Most notably, it obtains good results in the “W”
subprocesses of the “BPI 2012” log (namely “BPI 2012 W”
and “BPI 2012 W Complete”). As mentioned before, this
may be the consequence of learning longer dependencies
than the LSTMs and the CNNs avoiding to predict always
the same activities that belong to the loops in the process.
The approach from Pasquadibisceglie et al. obtains the
best score in 1 of the 12 datasets. Even though the difference
between the second and third best approaches is low (<
1%) it may show some potential in the sense of using
a frequency-based encoding approach, instead of using a
one-hot encoding to represent the activities. However, this
approach severly underperforms in the datasets “BPI 2013
closed problems” and “BPI 2013 incidents”. Those logs, as
shown in TABLE 4, have one of the highest maximum event
and case durations and a low number of activities. The
number of activities in the log affects the length of the vector
that is going to be used to represent the time features. A low
length of this vector combined with a high time variability
may make the approach to underperform due to a lack of
feature representation. Moreover, if the number of activities
is higher or the time variability is less accused, the approach
performs better, which is the case of the “Env permit” log
with 27 activities.
6.2.2 Activity Suffix prediction
TABLE 8 shows the activity suffix prediction performance
of five different approaches. These approaches present three
different ways to select the next activity from the output
probability vector of the neural network: (i) always selecting
the highest probability activity (“argmax”), (ii) sampling
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Pasquadibisceglie et al. 65.84 82.59 74.55 81.59 66.14 77.51 71.47 24.35 31.10 56.71 91.47 87.96
Tax el al. 75.06 85.20 79.39 84.90 67.80 81.22 77.75 65.57 67.50 65.87 89.24 88.15
Camargo et al. 76.51 83.41 79.22 83.29 65.19 85.13 78.92 60.62 68.01 - 91.38 -
Hinkka el al. 77.90 86.05 79.76 83.52 67.24 85.51 79.27 61.14 77.95 64.44 89.46 87.89
Khan et al. 69.13 82.93 75.50 86.69 75.91 84.48 75.62 55.57 64.34 64.34 89.78 85.51
Evermann et al. 70.07 60.38 63.37 75.22 65.38 79.20 74.44 55.66 68.15 34.37 84.33 20.43
Mauro et al. 74.77 84.56 78.72 85.11 65.01 81.52 78.09 56.97 71.09 64.82 87.29 88.50
Theis et al. (w/o attributes) 67.80 77.64 73.10 85.77 76.97 81.52 66.23 52.31 57.65 55.72 91.32 89.60
Theis et al. (w/ attributes) 66.25 64.23 65.21 76.16 72.52 73.56 65.12 47.69 63.51 56.47 82.35 87.24
TABLE 7: Accuracy measures in % for the next activity prediction (higher is better). The best, second best and third best systems are highlighted in red, blue and green
respectively.
the next activity following the probability distribution of
the output probability vector (“random”) or (iii) exploring
the probability tree keeping the most promising candidates
(“beam search”). Camargo et al. uses both the “argmax” and
“random” procedures, Tax et al. uses only the “argmax” pro-
cedure, Evermann et al. uses the “random” procedure, and
Francescomarino et al. use the “beam search” procedure.
Overall, Camargo et al. using the “random” procedure
outperforms the other approaches in 6 of the 10 tested
datasets while Evermann et al., which is also a “random”
procedure, outperforms Tax et al., which is an “argmax”
procedure, in the “Sepsis” and “Nasa” logs. The “random”
procedure works better in unstructured logs where the
number of cases per trace is high and has many cycles
repeating the same activity. In the “argmax” procedure,
these cycles may make the neural network to be stuck in
always predicting the same cycle activity. In these cases, the
neural network may not even predict the end of the case
token at all. However, when the process is more structured
or simple (such as in the “Nasa” or “Helpdesk” logs), the
“argmax” procedure works better.
Since the “argmax” procedure seeks for the most prob-
able activity in each moment, and the accuracy measure
matches it with the most probable activity, there is a correla-
tion between the accuracy measure and the activity suffix
prediction performance when the sampling procedure is
“argmax”. However, this is not the case when the sam-
pling procedure is “random” since this method takes into
account the full probability vector and not only the most
probable activity. For example, the accuracy measure does
not explain the prediction performance of logs, such as
the “BPI 2013 closed problems”, where the Camargo et al.
approach outperforms Evermann et al. in terms of accuracy
but not in terms of activity suffix prediction. Another case
where this happens is in the “BPI 2012 W Complete” log,
where Evermann et al. outperforms Camargo et al. in terms
of accuracy. In these cases, it is more useful to look at
the Brier score measures from TABLE 9. This metric takes
into account the whole probability output vector instead
of only comparing the highest selected activity. Thus, this
metric allows us to evaluate whether the neural network “is
doubtful” when it fails to predict the next activity, i.e, allows
to dictaminate whether the neural network is “confident”
on its predition error (high probability on the wrong next
activity) or, instead, if it assigns a lower probability to the
erroneous activity. This is especially important since neural
networks are often overconfident in their predictions [88].
This could happen due to using multiple event inputs, such
as time and role, may help calibrate the neural network
predictions and, thus, improve the activity suffix prediction
performance.
When comparing the “argmax” procedures between
them, Camargo et al. outperforms Tax et al. in 9 of the 10
tested datasets. These results are due to two main reasons:
a higher prediction accuracy, as reported in TABLE 7, and a
predefined maximum length of the predicted activity suffix
that does not depend on the maximum trace length of the
log.
When comparing the “random” procedures between
them, the Camargo et al. approach outperforms Evermann
et al. approach in 8 of the 10 tested datasets. This may
be due to the use of the roles apart from the activity
sequence, which would help to discover the true probability
distribution of the activities in the event log, enhancing the
sampling performance, and the prediction performance, as
shown in the TABLE 9.
Comparing the approach of Francescomarino et al. with
Tax et al, which uses the same architecture and inputs, the
approach of Francescomarino et al. outperforms Tax et al.
in 3 of the 12 tested datasets: the BPI 2012 W, BPI 2012 W
Complete and BPI 2013 Incidents. These result may be due
to the fact that the combination of the beam search with a
successfull mining of the LTL rules, is beneficial in complex
process logs.
6.2.3 Next timestamp prediction and remaining time predic-
tion
TABLE 10 shows the next timestamp prediction perfor-
mance of 2 different approaches, and TABLE 11 shows
the remaining time prediction performance of 4 different
approaches.
As far as the next timestamp prediction performance is
concerned, the approach of Tax et al. outperforms Khan et al.
in 9 of the 11 tested datasets, even though the difference in
the performance is low, except in the logs “Helpdesk” and
“BPI 2013 closed problems”. Note that for these datasets,
the accuracy metric, as shown in TABLE 7, is significantly
higher in the case of Tax et al. with respect to Khan et al. so
this result is expected. However, the approach of Khan et al.
obtains better results in the logs “BPI 2012 O” and “BPI 2012
A” than Tax et al. even though its accuracy performance is
worse. This could happen due to the multitasking nature
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Evermann et al. 0.8069 0.1979 0.2679 0.2769 0.3315 0.5431 0.5817 0.6712 0.4786 0.2791 0.5717 0.1266
Tax et al. 0.8121 0.1213 0.1750 0.0956 0.0619 0.5651 0.4541 0.4856 0.2327 0.0977 0.8780 0.0601
Camargo et al. (argmax) 0.8799 0.1633 0.1828 0.1491 0.0271 0.6872 0.6336 0.7257 0.3004 - 0.8889 -
Camargo et al. (random) 0.8365 0.3800 0.4530 0.3391 0.3332 0.5946 0.6421 0.5127 0.5512 - 0.7556 -
Francescomarino et al. 0.1991 0.1189 0.0902 0.1013 0.2581 0.3481 0.2375 0.4341 0.2743 0.0767 0.1760 0.0530
TABLE 8: Activity suffix prediction Damerau Levenshtein distance (higher is better). The best system is highlighted in bold.
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Pasquadibisceglie el al. 0.6584 0.2276 0.3558 0.2686 0.4597 0.3143 0.3535 0.9037 0.9031 0.5905 0.1787 0.1590
Tax el al. 0.3865 0.1960 0.2856 0.2198 0.4354 0.2570 0.2722 0.4763 0.4183 0.4425 0.1829 0.1370
Camargo et al. 0.3715 0.2090 0.2867 0.2438 0.4708 0.1822 0.2506 0.5671 0.4184 - 0.1615 -
Hinkka el al. 0.2729 0.1130 0.1634 0.1265 0.2282 0.2549 0.3155 0.6422 0.2718 0.3155 0.2225 0.0953
Khan et al. 0.4606 0.2168 0.3349 0.1780 0.3413 0.2143 0.2950 0.6319 0.4196 0.4498 0.1772 0.1809
Evermann et al. 0.4161 0.6271 0.5763 0.4012 0.4968 0.3015 0.3273 0.4827 0.4836 0.7732 0.4169 0.8984
Mauro el al. 0.3710 0.2008 0.2946 0.2173 0.4676 0.2553 0.2686 0.4888 0.3581 0.4726 0.2282 0.1377
Theis et al. (w/o attributes) 0.5197 0.3194 0.3675 0.2096 0.3261 0.2627 0.4124 0.6290 0.5336 0.5311 0.1715 0.1273
Theis et al. (w/ attributes) 0.4917 0.5399 0.4843 0.3785 0.4302 0.3848 0.4305 0.6733 0.5054 0.5290 0.2577 0.1918
TABLE 9: Brier score measures for the next activity prediction (lower is better). The best, second best and third best system is highlighted in red, blue and green
respectively.
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Tax et al. 5.7766 0.3063 0.4887 0.4960 1.2084 1.6136 0.8387 7.7007 0.4684 0.9361 0.3032
Khan et al. 6.3551 0.3169 0.5191 0.5011 1.3254 1.4495 0.7494 8.7538 0.5450 1.0079 0.3974
TABLE 10: Next timestamp MAE in days (lower is better). Results for the “Nasa” dataset are not reported due to its low time variability.
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Tax et al. 71.5013 330.6143 91.8374 387.8066 210.1586 38.0906 28.5530 192.7177 38.4138 899.9605 1.4576
Camargo et al. (argmax) 11.1468 30.5633 11.2842 32.0330 7.9684 19.7792 11.8968 396.3654 260.6419 - 3.7753
Camargo et al. (random) 10.5269 30.9614 9.0870 32.1346 9.2409 19.7944 11.8968 397.2954 260.7660 - 3.7753
Navarin et al. 10.3792 6.1257 6.1840 6.6268 6.4787 6.7310 6.0542 15.6252 2.9701 17.8189 1.4595
Francescomarino et al. 273.7709 449.2984 106.4971 329.5750 12.5605 52.7364 36.3395 77.5304 139.7793 759.8114 6.9079
TABLE 11: Remaining time MAE in days (lower is better). The best system is highlighted in bold. Results for the “Nasa” dataset are not reported due to its low time
variability.
of the next timestamp prediction: Khan et al. is focusing on
predicting time, disregarding the next activity prediction,
whereas Tax et al. focuses on predicting the next activity.
As far as the remaining time prediction is concerned the
approach from Navarin et al. [44] outperforms the other
approaches in 10 of the 11 tested datasets. Note that the
results from Tax et al. seem to be very different compared
to other approaches. This misadjustment could be due to
the denormalization procedure of the predictions, which is
different in training than in testing.
Moreover, the differences in the performance between
Navarin et al. and Camargo et al. are significant. That is due
to the differences in the training procedure between the two
approaches. Recalling from the Definition 15, there are two
possible ways to train a network to predict the remaining
cycle time: training to predict the times of each activity
separately or training to predict directly the remaining time.
Thus, while the approach of Camargo et al. is trained to
predict the next timestamp9, Navarin et al. approach is
trained to directly predict the time until the end of the
case. This difference causes the approaches that use the
Definition 15, such as Camargo et al., to accumulate errors
in each timestep of the prediction whereas approaches that
use Definition 16, such as Navarin et al., avoid this problem.
7 CONCLUSIONS
In this paper, we presented a systematic literature review
of Deep Learning approaches to predictive business pro-
cess monitoring. We made an analysis and classification of
9. Unfortunately, the code provided by Camargo et al. does not report
the performance for the next timestamp prediction.
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these approaches, supported by an exhaustive experimental
evaluation of 10 approaches on 12 different process logs,
according to five different perspectives: (i) input data, (ii)
predictions, (iii) neural network type, (iv) sequence encod-
ing, and (v) event encoding.
Regarding to the input data, as shown by the experi-
mentation, the usage of additional attributes available on
the event log may benefit the predictive performance of
the predictive task at hand. As far as the predictions is
concerned, we showed how the different sampling strate-
gies affect the predictive performance of the activity suffix
prediction task, concluding that random sampling approaches
outperform argmax sampling approaches when the length
of the traces of the log is big and viceversa. Relating to
the neural network type, LSTMs and GRUs work well
along a wide array of predictive tasks. However, when
tackling a new predictive monitoring problem, it could be
relevant to explore other architectures such as CNNs or
MANNs due to the slow training speed of LSTMs and the
fact that LSTMs tend to “forget” information in business
processes with many cycles or very long traces. Concerning
the sequence and event encoding perspectives, even though
the experimentation does not highlight differences on the
performance of the multiple possibilities of encoding, there
are differences on the efficiency between the encodings. For
example, the one-hot event encoding uses more memory
than the embedding event encoding when the number of
different activities is very high or the continuous sequence
encoding has a faster training procedure than the prefixes
padded sequence encoding.
We expect the experiments serve as a baseline for future
works in predictive monitoring. As a future line of work,
this experimentation could be enhanced with non-deep
learning approaches or by integrating it with a graphical
interface that eases the benchmarking procedure and visu-
alization.
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