The use of unmanned aerial vehicle (UAV) during emergency response of a disaster has been widespread in recent years and the terrain images captured by the cameras on board these vehicles are significant sources of information for such disaster monitoring operations. Thus, analyzing such images are important for assessing the terrain of interest during such emergency response operations. Further, these UAVs are mainly used in disaster monitoring systems for the automated deployment of sensor nodes in real time. Therefore, deploying and localizing the wireless sensor nodes optimally, only in the regions of interest that are identified by segmenting the images captured by UAVs, hold paramount significance thereby effecting their performance. In this paper, the highly effective nature-inspired Plant Growth Simulation Algorithm (PGSA) has been applied for the segmentation of such terrestrial images and also for the localization of the deployed sensor nodes. The problem is formulated as a multi-dimensional optimization problem and PGSA has been used to solve it. Furthermore, the proposed method has been compared to other existing evolutionary methods and simulation results show that PGSA gives better performance with respect to both speed and accuracy unlike other techniques in literature.
Introduction
Wireless sensor networks (WSNs) are effective in disaster monitoring and management systems as they can sense environmental as well as physical conditions being a network of distributed autonomous nodes. The widespread use of sensor nodes deployed by UAVs (like drones) flying over disaster-prone or post disaster sites has brought the problem of their optimal and automated deployment as well as localization into limelight. Needless to say, it is an area of active research and recently, bio-inspired algorithms have gained a strong foothold in solving this problem giving a new direction to the ongoing research works and showing promising results [1, 2] . As the localization of the nodes directly effects their performance, it becomes imperative that the nodes are deployed only in the terrains of importance. These terrains/regions of interests can be achieved by analysing the terrestrial images captured by the UAVs. Modern UAVs have the capabilities to control and perceive terrestrial information that aids in the coordinated deployment of the sensor nodes. Using motion and position estimation, detection and monitoring, tracking and terrain mapping, the UAVs can provide useful images of the terrain which when segmented, based on optimal thresholds, can output regions of interest for the autonomous deployment of the sensor nodes. Therefore, the wireless sensor nodes can be prevented from being dropped by such UAVs into useless terrains like water or an area with fire. The uses of this are threefold. First, it reduces the unnecessary deployment of sensor nodes into such areas maintaining the cost. Second, it reduces the loss of the nodes that are dropped in unimportant areas thereby ensuring that the sensing performance and coverage can be achieved with minimal nodes that are deployed where necessary. Third, the problem of traffic congestion and delay due to redundant traffic from nodes from unimportant regions is solved.
While processing the image to analyse the relevant terrains, the images should be pre-processed and this is done with segmentation. For segmentation, the commonly used method is that of thresholding, which segments the image into two or more classes. Generally, a 2-level thresholding process is to find a threshold t such that an operation as shown in equation (1) for an image im(x, y) can be performed, where im(x, y) is a grayscale image of size l x b having L pixel intensity levels and x=1,2,…,l and y= 1,2,…,b.
I(x,y) = 0, if im(x,y) ≤ t (1) L, if im(x,y) > t
Therefore, this thresholding scheme can be generalized to an n-level thresholding where n-1 threshold levels, , , . . , are used. For the intermediate threshold levels, the average of the boundary thresholds are found i.e.
I(x,y) =

0, if im(x,y) ≤ t (2) ( + ), if
<im(x, y) ≤
L, if im(x,y) > t
Thus, the multi-level segmentation is largely dependent on its threshold levels and finding these levels is the problem to be addressed. There have been many methods including Otsu method [3] , and many other shown in [4] . To find such threshold levels to segment an image, the popular Otsu method evaluates an objective function based on the variance of pixel distribution in every class and the best feasible threshold solution among all the candidate thresholds is reported for segmentation, making the problem a real time optimization problem. In this paper, we solve this optimization problem by employing PGSA to find the best threshold corresponding to the best objective function value.
Wireless sensor nodes are mainly employed for detecting and tracking events and for that location information becomes quite significant. For this, it is critical that the node's location is traced beforehand. Many location algorithms till date have used a priori location estimate of reference nodes known as beacons or anchors [5] . However, as the nodes are deployed into unknown territory, the priori knowledge about location is unavailable. Hence, estimating the space co-ordinates of the sensor nodes is required which is the task of localization. Although, each node can be accompanied by GPS for deciphering their coordinates, this solution is unfeasible because of cost incurred, size constraints and energy requirements for maintenance. A WSN can comprise N nodes, having a communication range of R units, distributed in a 2-D site field. An overview of the various components of the localization systems for sensor nodes in a WSN is presented in [6] . The WSN is represented by the Euclidean graph G = (V, E), where V = { , , … , } is the set of sensor nodes and E is the edge such that {i, j} ∈ E if the distance between and is ≤ R. Also, U represents the set of unknown nodes which have to be localized based on the location of the reference beacons. The set A represents the anchor nodes which has prior knowledge about its location. The localization problem is defined as transforming the unknown nodes into anchor nodes, by iteratively determining the coordinates ( , ) of as many u∈U as possible by referring to the set of anchor nodes A and their positions ( , ), for all a∈A. The many parameters based on which localization can be solved include inter-node angle based on range, distance estimation methods of arrival time difference, angle of arrival, time of arrival, received signal strength and range-free techniques [7] . Sensor node localization includes determining the distance between the anchor nodes and the unknown nodes using the received signal strength and based on this estimated distance the position of unknown nodes is derived. This is done by iteratively refining the node positions using range information and positions of neighbouring anchor nodes. This can in turn be achieved by applying an optimization algorithm like PGSA, used in this paper, which increases the accuracy of localization. The motivation behind using PGSA is that it has a very well balanced exploration to exploitation ratio [8] , does not depend on parameter setting, has no restrictions on the target function [9] and has been seen to outperform other state-of-the-art algorithms to solve the following two main problems addressed in this paper. This is further explained and supported in the upcoming sections. The highlights of this paper are as follows: 1) PGSA is used for segmentation of the terrestrial images captured by a UAV which has been used for the automated deployment of the wireless sensor nodes. 2) PGSA is used to solve the distributed localization problem of wireless sensor nodes and finally a comparative performance analysis is presented with respect to speed and accuracy. The results show that PGSA is able to achieve localization accuracy of wireless sensor nodes in minimal computing time, thereby giving a fast and effective method of optimal localization of wireless senor nodes in disaster management. The rest of the paper presents related work in Section 2, outlines the PGSA and states the proposed scheme for terrestrial image segmentation and wireless sensor node localization in Section 3. The results are presented followed by a comparative discussion in section 4 and the paper concludes in Section 5.
Background
Related Work on Terrestrial Image Segmentation
It has already been discussed that in order to improve the performance of wireless sensor nodes, they should be deployed in effected regions for which image segmentation of the remotely captured image is necessary. In literature, there have been many suggested methods for the classification of such geographic information system (GIS) images into different pixel classes [10, 11] using machine learning classifiers like maximum likelihood [12] , support vector machines [13, 14] fuzzy inference rule with support vector machines [1] etc. However, due to increase in the spatiotemporal dimensions for such data such algorithms require longer training time for classification and as in the case of maximum likelihood classifiers give lower precision and higher noise susceptibility [15] . To overcome this problem, metaheuristic methods inspired from evolutionary processes such as, artificial neural networks (ANN) [16] , genetic algorithms (GA) [17, 18] , artificial immune system (AIS) [19] [20] [21] , particle swarm optimization (PSO) and bacteria foraging algorithm (BFA) [22] have been recently used to solve this image segmentation problem. Metaheuristic methods are highly robust with a self-learning ability when compared to traditional classifiers. The advantages of such biomimicry metaheuristic methods are their self-adaptivity to the data without predefined functional or distributional specifications for the model on which they are based, their real world applicability and flexibility being non-linear models, and their ability to approximate functions with some accuracy [23] [24] [25] . In this paper, we have used a highly effective metaheuristic technique for analysis of UAV captured images. To obtain the regions of interest, the captured image is segmented based on various threshold levels which is found using PGSA in this paper. The use of PGSA over other methods to find the optimal threshold levels for segmenting the image can be justified which has been explained in detail in Section 3.1.
Related Work on Wireless Sensor Node Localization
Similarly, PGSA has been applied to find the optimal locations of wireless sensor nodes thereby solving the localization problem in this paper. Extensive work has been done in the field of wireless sensor node localization. Surveys on node localization are presented in [26] with overview of localization systems in [27] . The various measurement techniques in sensor network localization is presented in [28] . Further, localization techniques inspired from GPS based methods are applied to unknown wireless sensor nodes in GPS free mode [29, 30] . In [6] , issues in sensor localization are formulated as metaheuristics or multi-dimensional optimization problems, and is solved using PSO.
The localization problem can be treated with a centralized approach where every node relays its parameters to a central managing node which then computes the global solution. A centralized localization method using simulated annealing and GA is presented in [31] . However, a centralized approach has low scalability and high relay cost as the nodes need to relay information to the central node. Therefore, distributed solutions are more beneficial for networks requiring high scalability. Bio-inspired stochastic optimization methods like GA, PSO [32] , bat algorithm [33] , gravitational search algorithm [34] and simulated annealing [35] have also been used for localization problems to overcome the computational complexity and resource requirements of conventional methods [36] . However, in all the above methods the localization solution is optimal with respect to either the speed of finding the solutions or the accuracy of the solutions but not both. Specifically, simulated annealing has a slow global search speed in the initial iterations, GA tends towards premature convergence and all these heuristic algorithms are parameter critical and heavily rely on the setting values. Thus, the selection of proper parameters becomes essential. However, there is no specific standard for their selection and are mostly dependent on conditions of the problem domain. Hence, the parameters selected strongly influence the optimal solutions. On the other hand, PGSA does not depend on parameter setting and has no restrictions on the target function [9] . Moreover, PGSA has a wellbalanced exploration to exploitation ratio [8] and hence is able to give high quality solution which is both accurate and achieved in minimal time.
Materials and Methods: Proposed Scheme
Plant Growth Simulation Algorithm (PGSA)
The PGSA is a nature-inspired simple bionic random algorithm that functions on the basis of plant phototropism which is defined as the ability of a plant to search for the light source and bend towards it. It was first introduced by Li Tong [37] and regards the feasible region of integer programming as the plant growth environment. This algorithm simulates the growth process of the plant where the search starts from the initial solution which is the seed and iteratively proceeds by assessing the concentration of the plant growth hormone, morphactin on all the growth nodes until the entire growth space is covered [38] . Here, the global optimal solution is the source of light and the algorithm proceeds by calculating the fitness function defined on the basis of morphactin concentrations on the possible growth points of the plant. This morphactin concentration which decides the growth process is in turn dependent on the light intensity. PGSA emphasises on the decision making process of a plant which is based on the biological growth rules and probability models. According to the biological laws for plant growth, 1) the node on the plant with a higher morphactin concentration has a greater probability to grow into a branch 2) the morphactin concentrations on these nodes vary according to the environmental information and the relative positions of these nodes on the plant. If a node has the highest morphactin concentration it is saved as the best solution and will branch out. Also, the morphactin concentrations of all the remaining plant nodes will be recalculated and reallocated as per the new environment while the just branched node will be assigned a concentration equal to zero.
Mathematical Model for Plant Growth
PGSA has an objective function f(i) for each node i that is evaluated according to the probability model of plant growth in the given environment. According to the biological mechanism of phototropism, f(i) should be minimized for the node i to have a better growth environment to branch out. According to the mathematical model of PGSA, let there be a root such that a trunk T stems out from the root. The morphactin concentrations of the nodes present on the trunk is calculated according to equation (3) where it is assumed that there are n nodes on the trunk having a better environment than the root which is the initial solution. Thus, if ( ) < ( ) ( = 1,2, … , ), the morphactin concentrations is calculated as follows:
Per equation (3), the growth environment of all the nodes on the plant contribute towards the change in morphactin concentrations of a particular node in a plant. Hence, if the concentration in one node changes, it effects the remaining nodes. Given the set of concentrations of all the nodes, it can be seen that ∑ =1, as it is based on probability. Hence, the state space of the concentrations has a range of [0, 1] from which a number is randomly selected that is associated with a concentration shown in Figure 1 .
Figure 1. Morphactin concentration space
Let be the concentration of the node which now takes preference over other nodes to branch out in the next iteration. However, the node will grow into a branch only if the random number β satisfies the following two conditions outlined in equations (4) and (5).
After the node grows into a branch, the morphactin concentration of all the remaining nonpreferential nodes are recalculated as seen in equations (6) and (7), while , has a concentration set to zero.
Now when the reallocation of the fresh concentrations are done for all nodes except the previous preferential node, the state space of concentrations is again formed ϵ [0, 1]. If the newly grown branch b has p nodes, such that ( ) < ( ) ( = 1,2, … , ), again a number β is randomly chosen from the state space and the process continues. This growth process stops in the bionic world when the plant has reached its maturity and cannot further branch out. In the simulation world, PGSA stops when the same solution is repeated for a set number of times. The PGSA is a highly effective solution to optimization problems. The parameters of PGSA are as follows: f(i) is the objective function, is the initial solution or root, length of the trunk and branches is the search space of candidate solutions, the nodes on the plants are the feasible solutions. And the maximum number of times for which the best solution can be repeated is set to 5.
A comment on the exploration to exploitation ratio of PGSA can be found in [8, 39] where it has been seen that PGSA keeps exploring the entire search interval in [0, 1] which remains constant. Moreover, the morphactin reallocation is done to the nodes on the new branch by exploitation and to the previous nodes on the trunk by exploration in a single iteration. This is mainly because the objective function (growth environment) is dependent on the concentration of all the nodes on the plant. Thus PGSA has been applied to solve the optimization problems in this paper. Figure 2 shows the overall working of PGSA. 
PGSA Based Image Thresholding
Till date there have quite a few image segmenting techniques which can be classified into the following categories per the type of information they process on the images. In [4] , a review of the different thresholding algorithms along with their performance measures is presented which can be categorised as histogram thresholding, spatial segmentation, segmentation based on entropy thresholding, clustering, object oriented methods using attributes and local segmentation techniques.
The PGSA method that has been proposed in this paper can be categorized as a new form of histogram thresholding. Suppose there's an image of pixel size l × b pixels with L intensity levels represented as L gray levels [1, 2. . . L]. If be the number of pixels having intensity level i then the total number of pixels satisfied by P is given as P = l × b = + + ⋯ + . This is based on the unsupervised classification technique for thresholding by Otsu. It is obvious that represents the image histogram. The histogram is thereafter normalized to form a probability distribution function (pdf) as shown in equation (8).
= , and ∑ =
To classify the pixels into two classes and representing the background pixels and object pixels with a threshold level t we follow equation (1) where contains the pixels with intensities ≤ t and the pixels having an intensity level higher than the threshold t are classified into class . Equations (9) and (10) give the probabilities of occurrences of classes and and their respective averages are shown in equations (11) and (12) .
( )= Probability( ) = ∑ (10)
The above equations are subjected to the conditions ( ) + ( ) = 1 ; + = = ∑ * . Note ( ) is the average for the total intensity levels in the image. As determining the image threshold levels requires the knowledge of the variance of the pixel distribution in the two classes of pixels, we now calculate the pixel variances in the respective classes, as seen in equation (13) and (14) .
The next step is to formulate the objective function for finding optimal threshold levels, Otsu mentioned the following objectives. α = , β= and γ=
Here the variances are defined as intraclass variance ( ), interclass variance ( ) and the total variance of pixel intensities ( ). The definition of the variances are further given as follows:
The task thus reduces to find the optimal threshold levels such that either α, β or γ maximizes. Note that the optimization problem that has been defined, maximizes the interclass variance while minimizing the intraclass variance. The optimization problem when extended to an n-level thresholding scheme can be assumed as a multi-dimensional optimization problem with n-1 candidate thresholds which has been solved using PGSA here. The proposed PGSA applied to finding the threshold levels is as follows.
1) The PGSA starts by taking the initial root which is just a starting pixel intensity level out of L pixel intensity levels and can be anywhere on the image. Note that the overall difference in the results due to the selection of a good initial candidate is not visible due to the randomization involved in such bionic algorithms.
2) The set of possible n-1 threshold solutions are analogous to the n-1 growth nodes on the trunk T with each node having a morphactin concentration as where = (1, 2, … , − 1), forming the state space [0, 1] as seen in Figure 1 . Let the candidate threshold solutions be where i= (1, 2,…, n-1) with the ranges of each threshold being, 1 ≤ < − + 1, + 1 ≤ < − + 2, and + 1 ≤ < − 1.
3) The objective for PGSA is to maximize the interclass variance. Thus, the objective function given as ( ̂ , ̂ , . . , ̂ ) = ...
( , , . . . , ) is evaluated to find the best candidate node like mentioned previously in the PGSA discussion.
4)
As per the PGSA discussed, the morphactin concentration of every growth node is checked as per equation (3) . Higher the concentration of the threshold level, higher is its probability to proceed as the best feasible solution in next iteration.
5) The best solution from the previous iteration ( ) branches out after storing its value and the morphactin concentrations of all the remaining nodes are reallocated as per equation (6) and (7) except for as it is the current local optimal solution whose concentration is assigned 0.
6) For every new best solution (preferential node), a maximum number of p-1 thresholds are generated analogous to p-1 nodes on the branch b and based on the newly calculated morphactin concentration in
Step 5, the new best candidate is found on the branch generated in the previous step. This process continues up to a maximum of 20 iterations.
7) The set of all nodes that have branched out are the possible candidate solution with the final nodes being the global best threshold solutions and others the local optimal solutions.
8) The optimal threshold levels determined by PGSA (assumed to be integers else rounded off to the nearest integer) is used for segmenting the image and this result is used by the UAV to deploy the sensor nodes.
PGSA Based Localization
The main objective of the localization algorithm is to estimate the position of U unknown nodes, given there is a set of A anchor nodes whose position is assumed to be known as they are the reference nodes which keep broadcasting a beacon message containing their coordinates. The node localization problem, thus becomes an optimization problem where the optimal positions of the unknown nodes (assumed to be deployed by a UAV in an unknown terrain) is to be estimated. The node localization problem has the following domain parameters. There are maximum of U unsettled/unknown nodes and A anchor/beacon nodes. The beacon nodes have their position coordinates stored in them and hence, are used as reference. Moreover, the nodes whose positions are found at the end of each iteration become new reference/ anchor nodes for the next iteration where they too broadcast the beacon message. The range of transmission for all the nodes (unknown and anchor) is R. The approach of sensor localization is as follows.
1) The unsettled nodes check if there are a minimum of three non-collinear anchor nodes within their transmission range as only then they can be localizable. Upon finding such reference nodes, the unsettled node computes the distance between the respective pair of {U, A} nodes using the simple Euclidean distance formula in equation (19) .
2) However, the estimated distance by the localizable unsettled node u ϵ U from a surrounding anchor ϵ A is not equal to the actual distance shown above, as there is noise present in such measurements. Hence, a Gaussian noise ϕ (being the most common noise in such scenario) is added to to find ′ = + ϕ , where ′ is the distance estimated by the unsettled node from the surrounding anchor nodes.
3) If (x, y) is the coordinate of the unsettled node that requires localization and ( , ) is the coordinate of the beacon surrounding the unsettled node u. The Gaussian noise ϕ is randomly selected from the range ± ( /100) where is the error introduced. Thus, the noise directly impacts the distance calculation and hence the localization result. 4) Thus, the objective function can be formulated for the localization problem using the error parameter that should be minimized for effective position estimation. The problem hence, is assumed as an optimization problem where the cost function based on the error parameter is as follows which has to be minimized.
Where A is the number of anchors for the nodes to be localized (having transmission range R), given that there are a minimum of 3 non-collinear anchors within R. Thus, it is a two-dimensional position optimization problem because the error needs to be minimized.
5) PGSA searches for the best optimal coordinates (x, y) in the two-dimensional search space for the unknown nodes thereby localizing it. For this, a set of all coordinate positions within the range of minimum 3 non-collinear neighbouring anchors are taken as initial candidate solutions for the position of the target node, that behave as growth points on the plant in PGSA. Thereafter, the morphactin concentrations are assigned to these growth points forming a concentration state space as seen in Figure 1 . The methodology for checking each growth point on the plant for its morphactin concentration is similar to the PGSA model discussed earlier. Higher the morphactin concentration associated with a coordinate position (behaving like a plant growth point), greater is its branching probability. As the morphactin concentration in a plant node depends on its environment that in turn depends on the objective function for localization which has to be minimized, all the candidate solutions are evaluated based on their cost function value. The candidate with the minimum cost is the best solution and becomes the preferential coordinate position and branches out after storing its position value and the morphactin concentrations of all the remaining nodes are reallocated as per equation (6) and (7) except for preferential node as it is the current local optimal solution whose concentration is assigned to 0. The best candidate solution in the previous iteration becomes one of the anchor nodes for the next iteration as its coordinates have now been estimated. Now, the nearby search space is exploited.
6) After all localizable nodes have been localized, the total error in localization is computed as the mean absolute error given by the average of the square of the distances between actual nodes coordinates ( , ) and the coordinates returned by running the PGSA ( , ) shown in equation (21) .
7) The steps 2 through 6 are repeated till either all unknown nodes are localized or till it is not possible to localize any further nodes.
The above proposed scheme is validated via simulations on MATLAB R2016b which is explained in the following section.
Results and Discussion
To validate the above methodology, PGSA has first been applied to find the optimal threshold levels for multilevel segmentation of an aerial image as shown in Figure 3 . This image has 256 levels of intensity. PGSA runs for 30 trial runs with a maximum candidate plant node population as 25. The thresholding result seen in Figure 3 is for varying levels achieved by PGSA. The above simulation results show that the PGSA is effectively able to segment the images with optimal threshold levels. Now, the time taken by PGSA in 30 trial runs is compared with other metaheuristic techniques like genetic algorithm (GA), particle swarm optimization (PSO) and bacterial foraging algorithm (BFA), artificial immune system (AIS) and artificial neural network (ANN) for performance evaluation of the proposed scheme. All the implementations were performed on the same system using the original parameter settings for all the algorithms in the cited literature. It can be seen that the number of optimal thresholds between levels increase exponentially. Figure 4 shows the computational time for finding optimal threshold levels with increasing number of levels for the 5 analysed algorithms. While the optimal thresholds found by all the algorithms except GA were same, the time taken for the search was significantly different, especially between PGSA and ANN. This was because of the training time required by ANN while PGSA operates as a single objective optimization algorithm over a multi-dimensional search space. Thus, it has no training time to handle. Moreover, the computation time of GA is found to be close to PGSA and even better for initial levels. However, GA converges prematurely for the subsequent levels failing to give optimal thresholds. Also, GA requires specifications like mutation, cross-over rates and functional coefficients which is not the case with PGSA. Further, PSO+BFA due to large number of decision parameters take more time. AIS, based on the auto immune mechanism has similar computation time as GA but it does not suffer premature convergence and gives better solutions for the subsequent levels. Therefore, during the process of autonomous node deployment the terrain image is segmented using the PGSA based thresholding and the threshold information is used to decide whether the node should be deployed in that terrain or not. Figure 5 shows the deployment scenario after PGSA based thresholding information was used. The aim was to avoid deploying the sensor on the highway or main road and areas with high vegetation or water. Here, the sensors have been deployed in such regions of interest and the average number of nodes saved from falling on the unwanted area (highway here) is 9.56. Further, with the application of PGSA, the deployed sensor nodes are localized. The simulation was done in MATLAB with 11 anchor nodes and 24 target/unknown nodes randomly deployed over an area of 120 x 300 square units. The selection of the number of unknown nodes, anchors and area of deployment field is arbitrary, where transmission radius of each node is 40 units. Every unknown node that is localizable employs PGSA over this two-dimensional space to localize itself for a maximum of 20 iterations and maximum candidate plant node population as 25. Thirty trial runs of the experiment was performed for our proposed scheme where the error parameter was selected as 3 and 6 on which the fitness of the solutions depend as already discussed while formulating equation (20) . The results of a particular trial run of the experiment is shown in Figure 6 , where Figure  6 (a) shows the localization by PGSA and Figure 6 (b) shows the localization by PSO. For a comparative analysis of results and performance metrics, five algorithms including our proposed scheme of PGSA, GA [32] , AIS [2] , ANN [40] and PSO [22] were implemented on the same system using the original parameters of the algorithms. As PSO has been widely used for sensor node localization problems, the localization result is shown in Figure 6 for the same trial run with = 3 and same initial deployment of anchors and unknown nodes as PGSA. Note that, all these algorithms being stochastic in nature do not produce the same result in all trials even with exactly identical initial settings. The results therefore, need to be averaged. Moreover as the initial deployment of unknown nodes while running these algorithms is random, the number of localizable nodes differ between iterations thereby effecting the computing time.
(a) (b) Figure 6 . Results of the a)PGSA based localization b) PSO based localization of a trial run with = 11, = 24, = 40, = 3 and sensor search space size = 120 x 300 simulated using MATLAB.
It can be seen from Figure 6 that both PGSA and PSO perform well in localizing the deployed nodes. To analyse the results further, the difference between the actual locations of the target nodes and the estimated locations after applying both these algorithms can be seen in Figure 7 . From Figure 7 , it is evident that the average distance between the actual coordinates and estimated coordinates for 24 nodes is lesser for PGSA than that of PSO. Further, the effect of the error , added in form of Gaussian noise while estimating the distance, on localization accuracy can be seen from Table 2 where the performance of all 5 algorithms are compared. The performance of PGSA based localization is evaluated from ( , ), in Tables 2 and 3 , where = − is the number of nodes that could not be localized, U is the total unknown nodes and is the number of nodes that were localized. Also, the problem of flip ambiguity in sensor networks as shown in [41] is solved by using PGSA with the increasing number of anchor nodes in each iteration because of the good exploration and exploitation ratio of PGSA which finds accurate locations in lesser time. It is seen that the performance metric ( , ) of PGSA is lesser than that of the other 4 methods, therefore it can be concluded both from Figure 7 and Table 2 that PGSA has a superior performance with respect to both accuracy and computational time. While flip ambiguity is solved with increasing iterations, the number of anchor nodes also increase as a result of localization in a sensor network which means that an unknown node has more references in the succeeding iteration, thereby the time taken for localization increases. So solving flip ambiguity increases computing time for localization. Table 3 presents the detailed observations over the first 5 iterations for the first three trials out of total 30 trials for node localization using PGSA. However, it has been observed from experimentation that when the number of reference anchor nodes were restricted to 5 in PGSA not only the time constraint was achieved but also the flip ambiguity problem was solved. Table 3 . Results of first 3 trial runs of PGSA based sensor node localization over first 5 iterations with = 11, = 24, = 40, = 3 and sensor field size = 120 x 300. *Effect of flip ambiguity which is removed in Iteration2 but takes longer computing time.
From table 2 above, it can be seen that increase in leads to a decrease in the localization accuracy thereby increasing the mean absolute error . Figure 8(a) shows the increase in with over 10 trials of PGSA. Moreover, as more target nodes get settled and behave as anchor nodes for other target nodes over successive iterations, the network suffers a problem of error propagation limiting its scalability. But as the number of anchor nodes and were controlled in our study, we could restrict the error propagation during node localization. Therefore, the value of should be kept in control as much as possible with very limited range of fluctuation in order to increase the accuracy of localization. This problem can be handled further by using the mechanism of node neighbour selection, error characterization and update criteria [42] which is beyond the scope of this paper. By now, it is clear that the number of nodes that are localized increase with iterations thereby giving more reference nodes which facilitates further localization of remaining target nodes. Figure  8(b) shows how the percentage of nodes that get localized depend on the node density or number of nodes serving as reference over 10 trials. Interestingly, from this figure we can infer that a wireless sensor network requires only its anchor nodes to be GPS enabled instead of having all the nodes GPS abled, thereby saving cost considerably. The result of 10 trials of PGSA with = 11, = 24, = 40, = 3 and sensor field size = 120 x 300 square units show that 10 GPS enabled anchor nodes are sufficient to localize all the 24 target nodes, making it 69% more cost efficient. The performance of GA is not surprising in all these analyses as it suffers through premature convergence, thereby taking lesser time compared to PSO and ANN while giving less accurate solutions. This can be seen in Figure  8 (a) and (b). Thus, we can conclude that PGSA gives efficient optimal solutions with high accuracy and in lesser time, validating our proposed scheme. 
Conclusions
In this paper, a bionic random algorithm has been presented for the effective segmentation of terrestrial images for the autonomous deployment of sensor nodes from a UAV and also for the task of node localization deployed into that terrain. This is done via an iterative approach using PGSA where the solutions evolve to give globally optimal results while treating the problem as a multidimensional optimization problem. The PGSA is discussed in detail and the simulations and statistical results are reported. The proposed scheme is seen to be faster and more accurate than four state-of-the-art bioinspired algorithms that have already been used to solve such tasks. The importance of image segmentation is stressed in this paper for autonomous deployment of sensor nodes giving terrains of interest for node distribution, thereby reducing node loss. Further, the PGSA based localization discussed facilitates energy retention in the nodes due to fewer transmissions to the base station which is of paramount significance in such networks. The performance of nodes thus increases in such disaster monitoring scenarios. The results obtained have shown the effectiveness of the proposed method over existing methods, giving higher accuracy and faster performance. The study can be extended in the direction of energy efficient sensor node deployment, PGSA based centralized localization and error propagation control methods.
