In this letter, we discussed some properties of characteristic generators for a finite Abelian group code, proved that any two characteristic generators can not start (end) at the same position and have the same order of the starting (ending) components simultaneously, and that the number of all characteristic generators can be directly computed from the group code itself. These properties are exactly the generalization of the corresponding trellis properties of a linear code over a field.
Introduction
Trellis representations of linear block codes not only illustrate code structure, but also often lead to efficient trellis based decoding algorithms, i.e., Viterbi algorithm. Since the complexity of Viterbi algorithm is much related with the number of nodes and edges in a trellis, constructing a minimal trellis for a code is a central problem in trellis theory. It is well known that for any linear code over a field, there exists a unique, up to isomorphism, minimal conventional trellis. Also the minimal conventional trellis for a linear code is easy to construct. Vazirani [10] generalized the trellis theory for a linear code into a group code, and proved that the minimal conventional trellis for a group code can be easily constructed from its biproper p-basis. Generally, a tail-biting trellis for a code has less complexity than the minimal conventional trellis for the code. However, it is still open how to construct a minimal tail-biting trellis for a code. In 2003, Koetter and Vardy ([4] , [5] ) systematically discussed the theory on linear tail-biting trellises for linear codes. They proved that the minimal linear tail-biting trellis for a linear code can be constructed from its characteristic generators, and all characteristic generators are easily computed. They also investigated some tail-biting trellis properties for linear codes. Recently, Kan and Shen [3] partially proved that the open problem in [5] self-dual codes and cyclic codes, they [2] also discussed relations among basic spans, characteristic generators of two linear codes and their products. The study on trellises for lattices is also an important topic, some profound results on lattice trellises were obtained, for instance, [1] , [7] and [8] .
But, how to construct a minimal trellis for a lattice and what is the complexity for constructing a minimal trellis for a lattice are still open. It is unknown how to construct a minimal tail-biting trellis for a group code. Since characteristic generators for a linear code over a field play an important role in the theory of a tail-biting trellis, it is meaningful to investigate the properties of characteristic generators for a group code. In the letter, we gave some properties of characteristic generators for a group code, which are exactly the generalization of the corresponding trellis properties of a linear code over a field.
Preliminaries
In this letter, let Z be the integer ring. For a group G and x ∈ G, denote by o(x) the order of x in G. For an integer m, Z/ m is the quotient ring of Z modulo the ideal m . For x ∈ Z/ m , o(x) always denotes the order of x in the addition group of Z/ m . A block code C with length n is called a group code over a finite group G if C is a subgroup of G n . C is a linear code with length n over a ring R if C is a subgroup of R n and for any r ∈ R and c = (c 0 ,
When the ring R is a field, C is a linear code, i.e., C is a subspace of R n . For basic knowledge on codes, the readers can refer to [6] . An edgelabeled directed graph is a triple (V, E, A), consisting of a set V of vertices, a finite set A called the alphabet, and a set E of ordered triples (v, a, v ), with v, v ∈ V and a ∈ A, called edges. We say that an edge (v, a, v ) begins at v and ends at v , and has label a.
Definition 1:
A conventional trellis T = (V, E, A) of length n is an edge-labeled directed graph with the following property: the vertex set V can be partitioned as
such that every edge in T begins at a vertex in V i and ends at a vertex in V i+1 for some i = 0, 1, · · · , n − 1, and that there is only one vertex in V 0 and V n , respectively. So the edge set Another type of a trellis is a tail-biting trellis, whose definition is almost the same as the definition of a conventional trellis. Concretely, Definition 2: A tail-biting trellis T = (V, E, A) of length n is an edge-labeled directed graph with the following property: the vertex set V can be partitioned as
such that every edge in T begins at a vertex in V i and ends at a vertex in V i+1 for some i = 0, 1, · · · , n − 2, or begins at a vertex in V n−1 and ends at vertex in V 0 . So the edge set
where E i is the set of edges beginning at V i . The ordered index set I = {0, 1, · · · , n − 1} induced by the partition in (2) is called the time axis for T .
For details on a conventional trellis and a tail-biting trellis, the readers can refer to [5] and [9] . Hereafter, when there is no adjective "conventional" or "tail-biting" in front of trellis, then a trellis means a conventional trellis or a tailbiting trellis. The edge label sequence along with each path of a trellis T = (V, E, A) defines an ordered n-tuple. If the set consisting of all ordered edge label sequence along with each path of the trellis T is exactly the code C, then we say that T is a trellis for C. Figure 1 shows two examples for trellises. For the same code generated by (1001) and (0110) over F 2 , T 1 is a conventional trellis, meanwhile T 2 is a tailbiting trellis.
For two trellises T = (V, E, A) and
then T is less than T , and denoted by T ≤ T , where
If there is at least a strict inequality in (3), then T is strictly less than T , and denoted by T < T . For a code C, T is a minimal trellis for C if there is no trellis T for C such that T < T . In fact, there are several orders for defining the complexity of a trellis (see [5] ). In this letter, we only focus on the order defined in (3). Many examples show that, for a code C, there exist some tail-biting trellises for C which are less than the minimal conventional trellis for C. However, we do not know how to construct a minimal tail-biting trellis for a group code.
Let Z p α be the quotient ring of the integer set Z modulo p α . It is well known that every finite Abelian group is isomorphic to the direct sum of the cyclic groups with cardinality like p α , where p is a prime and α is a positive integer. So it is very important to investigate a group code over 
Definition 3: Let T = (V , E , A ) and T = (V , E , A ) be trellises with length n. Then the trellis product T = (V, E, A) of T and T is defined as follows: for any
where V i , V i and V i are the vertex sets at i of T , T and T , respectively, E i , E i and E i are the edge sets at i of T , T and T , respectively. Denote the trellis product of T and T by T = T × T .
Clearly, if T and T are trellises for group codes C 1 and C 2 over a group G, then T = T × T is a trellis for C 1 + C 2 . Trellis product is a very important notion in trellis theory of linear codes, group codes and lattices. For example, Fig. 2 shows the product of two trellises.
Let C be a linear code over a field F q with length n, i.e., C ⊆ F n q . Given a vector x ∈ F n q and its span (a, b], it is easily to construct an elementary trellis of x, which has q nodes at i-th level for i ∈ (a, b] and only one node for other levels. For instance, the elementary trellis T x based on the vector (01010) ∈ Z 5 3 and its span (1, 3] is shown in Fig. 3 . How to construct the minimal conventional trellis for a group code? Vazirani elegantly dealt with it in [10] . Let C be a group code over Z p α with length n, i.e., 
and the order of first nonzero component of v i is larger than the order of first component of v j . For any finite group code C over Z p α , there exists a biproper p-basis for C in row echelon form. It was proved [10] that the minimal conventional trellis for C is exactly the product of elementary trellises of vectors in a biproper p-basis for C, which is the generalization of corresponding result of linear code over a field. Let σ i denote the cyclic shift to the left i times.
. Similarly, let ρ i denote the cyclic shift to the right i times. Most of the above concepts are easily defined for linear codes over a ring.
Koetter and Vardy [5] systematically solved how to construct the minimal linear tail-biting trellis for a linear code C over a field, proved that the minimal linear tail-biting trellis is the product of some characteristic generators, and discussed some properties of characteristic generators properties for the linear code. Here, we try to generalize these properties for group codes over Z p α .
Some Results on Characteristic Generators of a Group Code
In this section, we investigate some properties of characteristic generators of an Abelian group code, those properties are exactly the generalization of similar trellis properties of a linear code in [5] .
Lemma 4: Let C be a group code over Z p α with length n, Hence
Proof. Clearly, if we rearrange the order of vectors in
and W = {w 1 , w 2 , · · · , w k } → are the two biproper p-bases for C in row echelon form, so h = l. So we finish the proof.
We should know that, for a group code over Z p α , a biproper p-basis is not unique.
a biproper p-basis for C too. However, the above lemma shows that the set consisting of basic spans and the orders of the first and last nonzero components of the vectors in any biproper p-basis for C is unique. For a field F, the order of every nonzero element in the addition group of F is the same, which the character of F. Thus, the above lemma is exactly the generalization of the corresponding result that the set of basic spans of vectors in a basis for a linear code in minimal span form is unique. We define a lexicographic order ∝ in Z n p α as follows: for two different vectors (s 0 , s 1 0, 1, 0, 0, 1) . By Lemma 4, the lexicographically first biproper p-basis for a linear code C over Z p α is unique.
The vectors in a biproper p-basis for a group code C over Z p α may start or end at the same position, but when those basis vectors start (end) at the same position, then the orders of their first (last) nonzero components are pairwise different. Let ρ i be a cyclic shift to the right i times. Recalling the definition of 
where o(ρ i (x) a+i ) is the order of the (a + i)-th component of
Though we abusively define the action of ρ i on a quadruple, we believe that no ambiguity is arisen by (4) . Similarly, we can define an action σ i , the cyclic shift to the left i times, on a quadruple. Now, we give the definition of the characteristic generators for a group code over Z p α .
Definition 5:
Let C be a group code with length n over Z p α . Let X j be the lexicographically first biproper p-basis for σ j (C), 0 ≤ j ≤ n − 1, and
The set of all characteristic generators for C is given by
By Definition 5, a characteristic generator for C is a quadruple (x, [x] , o(x a ), o(x b )). But when there is no ambiguity, we also say that the vector x is a characteristic generator for C. We often treat X j and X * j as the same set, i.e., the lexicographically first biproper p-basis for σ j (C), 0 ≤ j ≤ n − 1. For a linear code C over Z p α with dimension k, it seems that the number of characteristic generators for C is nk. However, after we investigate some properties of characteristic generators, we will deduce that the number of characteristic generators for C is less than nk. Theorem 6: Let X be the set of characteristic generators for a linear code C over Z p α . Then, any two elements in X do not start at the same position and have the same order of their starting components simultaneously. Concretely, for (x, (a, b], o(x a ), o(x b )), (y, (c, d], o(x c ), o(x d )) ∈ X, then a = c and o(x a ) = o(x c ) do not hold at the same time. = c and o(x a ) = o(x c ) . Since x and y are characteristic generators for C, x ∈ X j 1 and y ∈ X j 2 for some 0 ≤ j 1 , j 2 < n. By Definition 5, X j 1 = ρ j 1 (X * j 1
Proof. Assume a
) and
, where X * j 1 and X * j 2 are the lexicographically first biproper p-bases for σ j 1 (C) and σ j 2 (C) in row echelon form, respectively. Because a = c and o(x a ) = o(x c ), so j 1 j 2 . Without loss of generality, we assume j 1 < j 2 . We distinguish two cases to prove the theorem.
is a biproper p-basis for σ j 1 (C), σ j 1 (y) is a p-linear combination of elements in X * j 1 , say
According to assumption that a = c and o(x a ) = o(x c ), we conclude that the first nonzero coefficient in Equation (5) is the lexicographically first biproper p-basis for σ j 1 (C), σ j 1 (x) ∝ σ j 1 (y). On the other hand, since X * j 2 is the lexicographically first biproper p-basis for σ j 2 (C), σ j 2 (y) ∝ σ j 2 (x). However, the nonzero components in σ j 1 (x) and σ j 2 (x) are both (x a , x a+1 , · · · , x b ), and the nonzero components in σ j 1 (y) and σ j 2 (y) are both (y a , y a+1 , · · · , y b ). So it is impossible that σ j 1 (x) ∝ σ j 1 (y) and σ j 2 (y) ∝ σ j 2 (x) hold simultaneously. Hence, we get a contradiction in case b = d. In two cases, we both get a contradiction. Therefore, we finish the proof.
Similarly, we have the following corollary.
Corollary 7:
Let X be the set of characteristic generators for a linear code C over Z p α . Then, any two elements in X do not end at the same position and have the same order of the ending components simultaneously.
For a field F, the orders of all nonzero elements of F in the addition group of F are the same, i.e., the character of F. Hence, the above result is the generalization of the corresponding result in [5] that any two characteristic generators for a linear code over a field start at different positions.
