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Abstract
Proteins perform a tremendous array of finely-tuned functions which are not only crit-
ical in living organisms, but can be used for industrial and medical purposes. The ability
to rationally design these molecular machines could provide a wealth of opportunities, for
example to improve human health and to expand the range and reduce cost of many in-
dustrial chemical processes. The modularity of a protein sequence combined with many
degrees of structural freedom yield a problem that can frequently be best tackled using
computational methods. These computational methods, which include the use of: bioin-
formatics analysis, molecular dynamics, empirical forcefields, statistical potentials, and
machine learning approaches, amongst others, are collectively known as Computational
Protein Design (CPD). Here CPD is examined from the perspective of four different goals:
successful design of an intended structure, the prediction of folding and unfolding kinet-
ics from structure (kinetic stability in particular), engineering of improved stability, and
prediction of binding sites and energetics.
A considerable proportion of protein folds, and the majority of the most common folds
(“superfolds”), are internally symmetric, suggesting emergence from an ancient repetition
event. CPD— an increasingly popular and successful method for generating de novo folded
sequences and topologies — suffers from exponential scaling of complexity with protein size.
Thus, the overwhelming majority of successful designs are of relatively small proteins (<
100 amino acids). Designing proteins comprised of repeated modular elements allows the
design space to be partitioned into more manageable portions. Here, a bioinformatics
analysis of a “superfold”, the β-trefoil, demonstrated that formation of a globular fold
via repetition was not only an ancient event, but an ongoing means of generating diverse
and functional sequences. Modular repetition also promotes rapid evolution for binding
multivalent targets in the “evolutionary arms race” between host and pathogen. Finally,
modular repetition was used to successfully design, on the first attempt, a well-folded and
functional β-trefoil, called ThreeFoil.
Improving protein design requires understanding the outcomes of design and not simply
the 3D structure. To this end, I undertook an extensive biophysical characterization of
ThreeFoil, with the key finding that its unfolding is extraordinarily slow, with a half-life
of almost a decade. This kinetic stability grants ThreeFoil near-immunity to common
denaturants as well as high resistance to proteolysis. A large scale analysis of hundreds
of proteins, and coarse-grained modelling of ThreeFoil and other beta-trefoils, indicates
that high kinetic stability results from a folded structure rich in contacts between residues
distant in sequence (long-range contacts). Furthermore, an analysis of unrelated proteins
known to have similar protease resistance, demonstrates that the topological complexity
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resulting from these long-range contacts may be a general mechanism by which proteins
remain folded in harsh environments.
Despite the wonderful kinetic stability of ThreeFoil, it has only moderate thermody-
namic stability. I sought to improve this in order to provide a stability buffer for future
functional engineering and mutagenesis. Numerous computational tools which predict
stability change upon point mutation were used, and 10 mutations made based on their
recommendations. Despite claims of >80% accuracy for these predictions, only 2 of the 10
mutations were stabilizing. An in-depth analysis of more than 20 such tools shows that, to
a large extent, while they are capable of recognizing highly destabilizing mutations, they
are unable to distinguish between moderately destabilizing and stabilizing mutations.
Designing protein structure tests our understanding of the determinants of protein
folding, but useful function is often the final goal of protein engineering. I explored protein-
ligand binding using molecular dynamics for several protein-ligand systems involving both
flexible ligand binding to deep pockets and more rigid ligand binding to shallow grooves. I
also used various levels of simulation complexity, from gas-phase, to implicit solvent, to fully
explicit solvent, as well as simple equilibrium simulations to interrogate known interactions
to more complex energetically biased simulations to explore diverse configurations and gain
novel information.
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Dedication
In the TV series Star Trek: the Next Generation, humans travel around on spaceships
so massive they accommodate the population of a small city, families, children, pets and
all. These ships move at many times the speed of light (at “warp 9”, the ship moved at 93
times the speed of light), can be cloaked from detection, repel all manner of projectiles and
energy beams, can pull distant objects without making physical contact, and can search
an entire planet for life in a matter of seconds. The computer systems on these ships are
nearly sentient, and can easily store, access, and manipulate the sum of human (and other
intelligent species’) knowledge. The people themselves can be teleported between distant
locations in a matter of seconds, their bodies broken down into energy and that energy
reassembled into mass with precisely the right atomic level structure hundreds of kilometers
away (conveniently this can also be used to make food). And yet, the oldest human being
in Star Trek: the Next Generation, at 137, was Leonard McCoy, more familiarly known as
Dr. McCoy or “Bones”.
How is it that such a deep science fiction universe, while showing us a vision of the
future with these extreme advancements in technology, can have so little imagination for
the extension of human lifespan? Warp-speed allows travel at more than 10,000 times what
is possible today. Information is sent through “sub-space” at many times the speed of light,
and therefore many times faster than what is possible now. The iconic “tricorder”, can
detect diseases, bone fractures, and material compositions in a way that makes even the
most newsworthy medical diagnostic uses of cell-phones look primitive. Food is generated
exactly to taste in seconds with no fanfare. But, human lifespan is predicted to be a mere
20 years longer than it is now (the oldest man died 3 years ago at age 116). This disparity
originates from problems with simplistic extrapolation and a lack of vision.
Approximately 200,000 years ago humans moved from place to place on foot, a good jog
yielding about 10 km/h. About 6000 years ago, we tamed horses, and could move across
long distances at speeds of 40 km/h. Around the same time, sailing ships were invented, and
while they couldn’t travel faster than a horse, they could move across water, required no
rest, and could move heavy loads. 200 years ago, in the age of steam, trains were invented
which could reach speeds of 100 km/h, carrying massive loads, but were limited to fixed
paths. About 150 years ago the combustion engine allowed motor vehicles to achieve the
same speeds with substantially fewer restrictions on path. Then, 100 years ago, we moved to
the skies (no path restrictions here), with some of the first airplanes already reaching speeds
of 200-300 km/h. The invention of rocket engines 50 years ago allowed travel by air at
speeds of more than 1000 km/h. Looking back on the rapid improvement in travel speed, it
is easy to understand how one would envision this technological progress to yield faster than
vi
light travel within 300 years (Star Trek is set in the 24th century). Similar extrapolations
can be made for food production and processing, medical diagnostics, and information
technology. But what about life-span? While average lifespan has been improving since the
days we got on horseback, and is largely attributable to no longer using those same horses
to ride up to, and smash in, the head of another human. Maximum lifespan has changed
little. 1500 years ago, in ancient Greece, the maximum lifespan of intellectually renowned
men — who typically did not have their head’s smashed in — was about 80 years. Today, if
we similarly examined men of substantial intellectual accomplishment (Nobel prize winners
for instance), we see maximum lifespans of at best ∼90 years. As mentioned earlier, the
oldest man that has ever lived (ignoring Methuselah and other mythological tales), died
3 years ago at the age of 116. Thus, while the ancient Greeks were moving around at 40
km/h on horseback and could live to 80 years of age, we have gained a pathetic 10 or at
most 40 years of extra life (50% better at most), while being able to move ∼1000 km/h
faster (2500% better). As such, it is easy to see why the idea of extremely long lifespans
is hardly part of popular science fiction, our own cultural imagination, and consequently,
our own cultural desire.
But the invention of antibiotics, while perhaps little changing maximum lifespan (though
it did boost the average), showed us that diseases of the extremely complex molecular ma-
chines that are our bodies, can be stopped. In fact, determination of the structure and
function of DNA, the structure and dynamics of proteins, and their complex interplay with
one another and with lipids and carbohydrates, has shown us that these machines can be
controlled and potentially repaired, even at the finest level of detail. While progress in
the speed at which we travel took many thousands of years, recent similar explosions in
capability, such as the many orders of magnitude jump in computational power since the
first computers 60 years ago, shows that once we finally start to make progress, it could be
extraordinarily rapid. This thesis is dedicated to that goal. That at some time in the near
future, our constant struggle to stay alive to experience one more day, will become trivial.
And once that happens, then, we can start to trek amongst the stars.
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Chapter 1
Introduction
1.1 Structure of the thesis
This thesis is constructed from unpublished data and published papers. The published
papers are presented in a “pre-print” format, so as to create a cohesive style throughout. At
the beginning of each chapter a brief “Context” section attempts to place the chapter in the
context of the whole thesis, and for previously published works, delineates my contribution.
This introductory chapter is primarily a pre-print of a review “Using natural sequences and
modularity to design common and novel protein topologies”, recently published in Current
Opinion in Structural Biology [1], though it is bracketed by additional short sections in
order to introduce the full scope of the thesis.
1.2 Why proteins matter
An American Presidential candidate was once heard to utter, “Proteins do things. Pro-
teins do the best things”. While we have moved beyond the early cellular biology dogma
suggesting that proteins perform all the enzymatic functions for a cell, it is nevertheless the
case that proteins are responsible for the vast majority of biocatalysis [2]. Their capacity
for finely tuned specificity in molecular interactions also makes them the dominant players
in sensing and recognition and binding events [2]. Thus, many hereditary diseases result
from mutations within protein coding regions [3].
The catalytic dominance of proteins has made them key targets in evolving more ef-
fective means of biofuel production [4, 5], bioremediation [4, 6], and the field of green
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chemical synthesis both for common and novelty chemical compounds [4, 7]. The capacity
for tight and specific binding has been exploited in the development of many antibodies or
antibody mimetics [8]. Such binding abilities have also been used to probe internal cellular
environments [9], or to screen and characterize cellular products such as cancer markers
[10]. Thus, while proteins already provide valuable biomedical and biocatalytic functions,
we have typically only co-opted existing functions, and considerably more may be available
form these molecular machines if we could design them with precision and ease.
The finely tuned function of proteins owes itself to their modular form which allows
nearly infinite possibilities. Specifically, proteins are linear combinations of amino acids
linked by peptide bonds. Depending on the choice of amino acids in this “primary struc-
ture”, the chain may adopt particular local configurations, known as “secondary structure”,
and subsequently could adopt a specific final shape or “tertiary structure”. Typically it is
this shape that provides a protein with its function. In most organisms (ourselves included)
there are 20 possible amino acids that can be used, and most protein domains are in the
range of ∼100-200 amino acids [11]. Thus, even for small proteins there are 20100 possible
combinations, or a number so large that if we made only a single protein molecule for each
sequence, the resulting protein slurry (even without being solvated in water) would be so
massive that, placed next to the known universe, it would appear as the Sun placed next
to a grain of sand. While this is absolutely marvellous for those who love proteins, it has
the unfortunate effect of making the design of these molecules quite complicated.
The complication is increased by the fact that even very similar protein sequences can
have different functions [12], and some sequences which are nearly identical nevertheless
adopt different tertiary structures or folds [13]. Therefore, a very fine-grained understand-
ing of protein structure and function is needed for effective protein design. Approaches
which have been used to tackle the design of a protein’s fold are introduced in Section
1.3 with limited emphasis on function. A focus on the use of advanced computational
methods such as molecular dynamics to address design of binding function in particular is
then introduced in Section 1.4.
1.3 Computational protein design
Protein design has advanced tremendously over the last several decades; yet, the reliable
design of a stable, well-folded, and soluble protein with the intended structure remains far
from routine, often requiring multiple attempts, iterative improvements, and substantial
resources [14, 15]. On the other hand, nature has successfully explored a great diversity of
sequences and topologies [12], offering large and rapidly growing repositories of information
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that are increasingly leveraged in design. The advent of computational protein design
(CPD) enabled the exploration of fully de novo sequences for natural topologies [16, 17], and
more recently the design of de novo topologies (also using natural structural information)
[18, 19]. While nature’s existing sequences and topologies offer a solid foundation for
protein design, recent breakthroughs generating natural and novel topologies, often with
very high stability, demonstrate that many forms are possible [18, 20, 21, 22, 23, 24].
Much progress has been made concurrently using natural mechanisms to improve or
guide design by selection and directed evolution approaches [25]. Here we focus predomi-
nantly on rational design of protein topology, highlighting recent developments that lever-
age sequence and topology databases in addition to CPD using both atomistic energy
functions and coarse-grained simulations. Recent results demonstrate the numerous and
increasingly sophisticated strategies, combining multiple approaches, which are being de-
veloped and validated; these promise to further advance fundamental understanding of the
interplay between sequence, folding and topology and to improve the success of protein
design in practical applications (Figure 1.1). The ongoing improvements may be likened
to the development of refined and powerful machine tools at the onset of the industrial
revolution, and may usher in a similarly transformative period.
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Figure 1.1: Overview of approaches for protein design. The central colored spirals depict the
contributions of different design methods, which may vary from one approach to another, and together
generate the final design. For each method, the corresponding coloured elements of structure are designed,
and may then be fixed in later design stages (white). A wide range of protein topologies have been realized,
using approaches based on: information derived from natural sequences, such as consensus (red); small
subdomain-sized structural modules (yellow, orange); repetition of structural modules, i.e. symmetry
(green); consideration of functional sites (cyan, ligands shown as spheres); coarse-grained simulations
(blue spheres represent individual residues in simulations which inform the design of certain portions of
the backbone or sidechains); and atomistic simulations using force fields (purple, modelled sidechains shown
as sticks). Recent successful designs typically incorporate multiple methods. For instance, incorporating
structural modularity (yellow, orange) with symmetry (green) can greatly reduce the size and complexity
of the design problem. Including functional constraints (cyan) and/or coarse-grained folding simulations
of many or selected residues (blue) can help retain function or optimize folding. The design methods are
illustrated using ThreeFoil (PDB: 3PG0).
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1.3.1 Natural sequence statistics in design
Sequence data, without explicit consideration of structure, are now widely employed in
designing stable and functional proteins. Numerous studies have shown that consensus
sequence-based design — choosing the most common amino acid at each position of a
multiple sequence alignment (MSA) — can be useful for increasing protein stability and
may also aid in diversifying function. Recently, for example, the consensus design of
FN3 domains using only a handful of closely-related sequences resulted in significantly
increased stability [26], while using thousands of more distantly-related sequences produced
an extraordinarily stable variant [27]. In the case of proteins with a catalytic function, large
and diverse MSAs similarly resulted in improved stability but often with concurrent loss of
catalytic activity and increased substrate promiscuity [28, 29]. A similar loss of specificity
may occur when consensus designing proteins with ligand-binding, transport, and other
functions. Reconstructing ancestral sequences from the same MSAs used for consensus
design, Risso et al. found a similar trend in activity, though the ancestral reconstructions in
this case were all more stable than the consensus designs [29]. A cogent review of ancestral
sequence reconstruction is provided by Wheeler et al. [30]. Sequence-based protein design
may be more successful for highly populated folds which provide larger alignments, and
such folds may be highly populated precisely because they are more amenable to functional
diversification or engineering [31, 32].
The success of consensus design is proposed to arise from the tendency for natural
sequences to drift over time while the amino acids critical for stability and folding are
retained owing to evolutionary pressure [33]. This phenomenon can be utilized to improve
the folding and stability of natural and designed proteins by making specific “consensus
mutations” [34]. Further, the covariation or correlations between amino acids at different
positions in an MSA may be useful for structure prediction and identifying functional
residues [35, 36]. Accounting for covariation when choosing consensus mutations may
improve stability while also reducing potentially negative impacts on function [34, 37].
Entirely sequence-based design methods have been successfully applied and continue to be
developed; in more complex designs, inclusion of sequence-based tools has become common
and promises to be ever more widely useful (Figure 1.1).
1.3.2 Modular topology simplifies design
Sequence-based methods are often included as part of more complex design approaches
that have been applied to make a wide range of topologies. For instance, various de
novo sequence designs have been successful for small folds (∼100 amino acids or smaller)
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[16, 17, 18, 38, 39]. The design of larger and often more complex topologies has been aided
by using the modular nature of protein structures [40, 41] to simplify the design process
and improve the tractability of CPD [42]. In particular, various common protein topologies
have evolved via duplication(s) of a single module [40, 43] (Figure 1.2), and design of a
single subdomain module (of ∼20-40 amino acids) repeated to form a larger domain, is
an attractive means of simplifying the design process [21, 22, 23, 44, 45, 46, 47]. Here we
use the term repetition from a structural perspective, referring to domains which can be
deconstructed into repeated subdomain modules, making no assumptions concerning the
genetic mechanisms giving rise to such domains. Furthermore, the term subdomain module
refers to a peptide with continuous sequence that forms a compact structural element that
is smaller than an autonomously folding domain. Notably, ∼20% of all folds are estimated
to have internal repetition or symmetric structures, including a substantial proportion
of the topologies most frequently observed for natural proteins [43, 48]. We begin by
examining the recombination of subdomain modules and follow with special cases where a
single module is repeated to generate a larger whole domain. Both types of fold/domain
generation have been successful as rational design approaches, but have also been used by
nature to successfully generate novelty and diversity. Thus, natural protein evolution can
inform how one approaches design [31, 49, 50] and conversely, design studies can provide
insight into evolution [44, 45, 51, 52, 53, 54].
Recombination between modules
Topological or structural modularity has been leveraged by recombining sequences corre-
sponding to the same module from different proteins. Chimeras made of modules chosen
so as to disrupt a minimal number of residue-residue contacts [55] are quite frequently
folded and functional [56]. Chimeric proteins can combine desirable properties of both
parents; for instance, recombination of a protein with high stability and another with a
desired function (but less stability) can frequently result in improved stability while retain-
ing function [57, 58, 59]. Large changes in sequence (particularly at modular interfaces)
accompanying recombination may also alter structural dynamics. Notably, Gobeil et al.
found for TEM-1 β-lactamase that while the two parent enzymes had similar dynamics,
those of the chimera were dramatically increased; yet, substrate turnover was unaltered
[60]. Thus, while dynamics may be critical for function, altered dynamics need not limit
design and may even foster innovating useful new functional features, particularly in the
context of a robust scaffold [32].
Beyond substituting homologous sequences, combining modules with unrelated se-
quences may offer opportunities for even greater diversification and innovability. Experi-
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mental and theoretical analyses have demonstrated that non-homologous recombinations
may tunnel under barriers insurmountable via point mutations to create novel proteins
[61, 62]. To date, examples of rational design using non-homologous recombination have
been rare, perhaps because disruption of correlated amino acids at module interfaces re-
duces the likelihood of success. In one case, Bharat et al. attempted to build a new
(βα)8-barrel using half of a known (βα)8-barrel and a portion of a very distantly related
protein with a (βα)5-flavodoxin-like topology. The chimera was stable, monomeric, and
exhibited cooperative unfolding, but adopted an unintended 9-stranded barrel structure
[51]. Subsequently, Rosetta was used to make five interface optimizing mutations, result-
ing in the original target topology and increased stability [63]. Thus, the modular nature
of protein topologies may help promote generating folded and functionally diversified pro-
teins, but more adventurous recombinations between distantly or unrelated modules will
likely require complementary strategies — such as CPD — to maximize success.
Linear repeat proteins
The repetition of a single subdomain module to construct an entire protein has been
studied extensively for linear repeat proteins, which have elongated structures consisting of
topologically identical modules (Figure 1.2a,b). The regularity of repeat protein structures
offers advantages for designing versatile binding scaffolds [64, 65], and their linear character
simplifies understanding and modelling of their folding behaviour [66]. modelling has
suggested that with sufficient interaction energies between modules, longer repeat proteins
can be extremely stable. This is exemplified by a consensus designed ankyrin repeat
protein comprised of three identical internal repeats (plus distinct N- and C- cap repeats)
having a Tm >100◦C, with additional internal repeats resulting in variants resistant to
unfolding by high temperature alone [67]. Coarse-grained simulations have shown that
a higher ratio of inter- vs. intra-repeat contacts results in slower and more cooperative
kinetic transitions, explaining the kinetic stability of this design [68]. Consistent with
the simulations, additional intra-repeat contacts increased the experimentally determined
folding cooperativity for a redesigned repeat protein [69], and may be pertinent to creating
high cooperativity and kinetic stability in other protein topologies [70, 71].
Combining the Rosetta atomistic forcefield with natural sequence statistics, Parmeg-
giani et al. redesigned five repeat protein folds as well as three types of β-propeller struc-
tures (see “Toroidal β-propellers”). Excepting the β-propellers, the designs were largely
successful with 60% forming folded monomers, many with a Tm above 95◦C [47]. In a
striking application of rational design, Park et al. used Rosetta to make a series of repeat
modules that could be intermixed to fine-tune the curvature of the resulting structures,
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providing rational control over shape complementarity for binding [22]. In addition to
optimization of binding interfaces through shape complementarity, some binding targets
may require unique modules with highly correlated sequence choices providing a coor-
dinated binding surface [72]. The above examples illustrate how linear repeat proteins
have emerged as particularly designable; lessons learned about the molecular determinants
of their kinetic stability and cooperativity may be extendable to other modular protein
topologies, considered further below.
Toroidal β-propellers
β-propellers can be thought of as a repeat protein with interacting N- and C-terminal
modules forming a toroidal structure (often with a solvated core) (Figure 1.2c). Con-
sequently, toroidal structures may be more challenging design targets than linear-repeat
proteins with fewer constraints on interactions between modules. In the work of Parmeg-
giani et al. (see “Linear repeat proteins”), 13 monomeric β-propeller designs of 6-, 7- and
8-bladed β-propellers were tested experimentally. Only a single design appeared folded,
but formed an unintended dimer, hence, success was markedly lower for these toroidal
structures than for the linear repeats [47]. Nevertheless, de novo β-propeller sequences
have been successfully designed using entirely natural sequences and in combination with
CPD. Smock et al. performed ancestral reconstruction starting with a highly symmetric
natural 5-blade β-propeller to generate a putative ancient single blade. Based on this
module they demonstrated a plausible evolutionary path from a functional homopentamer
to a monomeric, symmetric and functional 5-bladed β-propeller [54]. Starting from an-
other highly symmetric natural β-propeller (in this case 6-bladed), Voet et al. used limited
consensus design combined with Rosetta-based CPD with symmetry constraints to design
a single blade module. Proteins containing 2-10 identical repeats of this blade formed 6-
bladed structures within various oligomeric assemblies [45]. Subsequently, engineering of
a metal binding site into 2-bladed monomers resulted in 6-bladed assemblies stabilized by
metals and promoting nanocrystal formation [73]. These studies further illustrate benefits
of simplifying the design process by using repeated modules, and demonstrate the utility of
combining natural sequence information to test evolutionary hypotheses as well as produce
successful designs.
Globular folds with internal symmetry
Compared with linear repeat and toroidal proteins, globular proteins tend to have increased
structural complexity (owing to their need for a well-packed hydrophobic core), but many
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are thought to have similarly arisen from the repetition of smaller subdomain modules [40,
43, 48]. Early tests of this idea focused on the ubiquitous (βα)8-barrel “superfold” [48], by
designing structures proposed to have evolved from the repetition of half- or quarter-barrels
[52] (Figure 1.2d). These investigations culminated in the design of several stable and
soluble (βα)8-barrels composed of identical half-barrel [74, 75] or disulfide-linked quarter-
barrel modules [53]. While these (βα)8-barrel cases used nature-sourced sequences as
templates, several recent studies have undertaken de novo design using Rosetta. Despite
numerous computational checks and balances, the de novo design of a 216-residue (βα)8-
barrel, while adopting the intended secondary structure, folded non-cooperatively and was
poorly soluble [76]. Taking advantage of symmetry by designing identical quarter-barrel
modules using Rosetta, and incorporating rules for idealized backbones [39], Nagarajan et
al. [77] and Huang et al. [46] both generated soluble designs. The design by Nagarajan
et al. had marginal thermodynamic stability (∼2 kcal/mol) and NMR suggested a molten
globule [77]. On the other hand, the design of Huang et al. (which imposed additional
rational design constraints on the backbone structure, loop residues, and hydrophobicity
of the barrel interior) produced the first de novo sequence structurally confirmed to adopt
the intended (βα)8-barrel topology. Still, the thermodynamic stability was moderate (∼4
kcal/mol) [46], considering that larger structures can have increased capacity for high
thermodynamic stability [21, 67, 69, 78].
Another internally symmetric “superfold”, the β-trefoil, consists of three repeats of
a four β-strand module (Figure 1.2e). Interestingly, analysis of β-trefoil sequences indi-
cates that the repetition of modules to generate new folds was not only a common ancient
occurrence [40, 43, 52] but can be ongoing [44]. Our group and the Blaber group inde-
pendently designed fully symmetric β-trefoils, called ThreeFoil and Symfoil, using very
different approaches. For ThreeFoil, starting with a highly symmetric predicted β-trefoil
sequence as a template and combining consensus design using close homologs (to pre-
serve function) with Rosetta-based CPD, the multivalent carbohydrate binding target was
obtained in a single attempt [44]. Multivalent binding is a common feature of proteins
with modular repeats as in this case as well as toroidal β-propellers [54] and linear repeat
proteins [65, 66, 69, 72]. ThreeFoil has significant thermodynamic stability and remark-
ably high kinetic stability (unfolding half-life ∼8 yrs) as well as high resistance against
proteolytic degradation, chaotropes and detergent [70]. Analysis using contact order and
coarse-grained modelling indicates the extremely slow unfolding arises from a highly coop-
erative topology containing numerous long range contacts [70, 78]. Incorporating desired
kinetic stability is a little-explored but promising avenue for future protein designs.
Using an iterative process, Symfoil was designed starting from the natural fibroblast
growth factor (FGF), with many rounds of design and selection gradually increasing se-
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quence symmetry [79]. This process eliminated function but resulted in high thermody-
namic stability. While the design of Symfoil and ThreeFoil used the structural module
inferred from sequence analysis of natural proteins, an alternate FGF-based design used a
module comprising the experimentally determined folding nucleus. This design also ablated
function, but exhibited improved solubility and stability compared with FGF, suggesting
the repeated topological module need not be defined by inferred evolutionary pathways
[80].
Thus, the repetition of a simple topological module has proven successful for globular
folds despite their increased structural complexity, including long-range contacts between
symmetric residues.
Parametric design of helices
The complex nature of protein topologies in addition to the interactions of numerous
residues in different structural contexts typically requires in an extremely large and com-
plex design space. By contrast, the α-helical coiled-coil topology is particularly amenable
to design using relatively few parameters [81]. Recent advances have leveraged the com-
bined strengths of parametric design and CPD to realize a range of supercoiled α-helical
architectures [19, 21].
Classical coiled-coils, long a target of protein design, are assemblies of α-helices con-
taining heptad sequence repeats [82], and oligomers composed of five or more helices are
described as α-helical barrels, which may enclose a central channel [19] (Figure 1.2f). Using
structure-based computational methods to screen candidate heptad sequences, Thomson
et al. rationally designed repeats compatible with specific α-helical barrel parameters,
including oligomer state, thereby tuning the size of the central channel [19]. The rational
design of cage-like structures has also been accomplished using heptad-repeat coiled-coils,
both as monomers [83] and oligomers [84]. Using longer repeats of 11- and 18-residues with
Rosetta, Huang et al. made 4- and 3-helix bundles consisting of 191 and 247 amino acids,
respectively (Figure 1.2g); the clever use of repetition within the long helices and symmetry
between helices greatly reduced the number of configurations for structure-based evalua-
tion [21]. These relatively large monomeric proteins exhibited extremely high stability (e.g.
extrapolated ∆G > 61 kcal/mol).
Taken together, the studies highlighted herein show how comparatively small, repeated
modules simplify the design process and have yielded many first round successes for a
wide range of topologies [19, 21, 45, 46, 70, 85]. As many of the most common protein
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folds exhibit internal symmetry [43] there are many opportunities to take advantage of
symmetry and repetition in design.
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Figure 1.2: Protein topology designs taking advantage of modularity and symmetry. Rep-
resentative structures of recent successful designs are shown with a single modular element highlighted
in dark orange/blue. The remaining part of the structure constructed by repeating the single element is
shown as light orange/blue. Linear repeat proteins can be made by repetition of (a) topologically identical
modules [47] resulting in uniform curvature, as typically observed in nature, or (b) using different modules
(orange and blue) to give rational control over curvature for binding interactions [22]. For the linear repeat
proteins, capping modules (grey) for improving protein solubility have a modified sequence and may have
(a) the same or (b) different structures as the other repeats. Toroidal proteins such as (c) the β-propeller
[45] are distinct from linear repeat proteins in that the N- and C-terminal repeats interact, forming a con-
tinuous topology without the need for capping modules, and may enclose a solvated pore (cyan). Globular
proteins such as (d) the 4-fold symmetric (βα)8-barrel [46] and (e) the 3-fold symmetric β-trefoil [70, 79]
have interacting N- and C-terminal repeats like the toroidal proteins, but with a central hydrophobic
core. Parametrically designed helices forming coiled-coils may be designed as (f) homo-oligomers or (g)
monomers, with each helix generated from the repetition of a small sequence motif. The homo-oligomers
designed by Thomson et al. have the potentially useful property of containing a central solvated channel
(cyan surface) with a rationally designable diameter [19]. In the extremely stable monomeric helical bundle
[21] two different motifs (orange and blue) are repeated to form a structure with 2-fold symmetry (g). Sev-
eral idealized scaffolds [39], while not designed using modular repetition, nevertheless have structures with
significant symmetry (h), a property of many common protein folds [43, 48], suggesting such structures
are inherently amenable to design. The PDB IDs for each structure are: a) 2XEE, b) 4R5D, c) 3WW9,
d) 5BVL, e) 3PG0, f) 4PNA, g) 4UOS, and h) 2KL8.
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1.3.3 Improving designs
Natural, well-folded proteins typically have native states that have significant but not very
high stability compared to their unfolded states (∼3-10 kcal/mol). Because the stabiliza-
tion resulting from the burial of a hydrophobic group or the formation of a hydrogen bond
can be on the order of ∼1 kcal/mol [86], even small improvements, for example in packing
efficiency [87], can substantially improve protein design outcomes (Figure 1.3a). As de-
scribed below, many tools and methods, mainly native-centric but some considering also
the transition and denatured states, have been developed that may improve designs and
increase the likelihood of obtaining a soluble and well-folded protein.
Using native-centric energy functions
Considerable progress both in whole sequence design and in subsequent optimization have
been achieved using atomistic energy functions coupled with extensive sidechain/backbone
configurational searching. In a relatively computationally tractable case, the backbone
is kept fixed, limiting the search to only side-chain degrees of freedom. While successful
designs have been realized using this approach [17, 44], the resulting sequences are fre-
quently very similar to natural ones. Often, the ability of sequence design algorithms to
recapitulate natural sequence statistics for a given topology is used as a scoring metric [88].
Such natural sequence statistics can be used directly as components of energy functions in
design. For instance, Mitra et al. combined sequence information with the empirical FoldX
energy function [89] to computationally redesign 243 proteins; 5 were tested experimentally
of which ∼3 appeared by NMR to be quite well-folded [90]. Protein design has also been
accomplished using only statistical energy functions as in the recent redesign of four nat-
ural targets [91]. Statistical energy functions, empirical or physical energy functions (like
FoldX), and machine learning approaches have been applied as tools for stabilizing protein
native structure, with mixed results [92, 93]; it is widely thought that more accurate force
fields are needed to improve design outcomes [34, 94, 95]. Nevertheless, the abundance of
computational tools for improving protein stability offers considerable scope for optimizing
native structure (Figure 1.3b).
That design approaches employing a fixed backbone, as mentioned above, typically
produce sequences with appreciable identity to natural proteins of the same topology,
suggests the range of sequence innovation is limited. Varying the degrees of freedom of
both the backbone and side chain, on the other hand, may greatly expand the range
of designable targets, as even small (1-2 Å) perturbations of the backbone enabled the
exploration of de novo sequences with low identity to natural counterparts or templates
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[23, 38, 46]. Flexible backbone design can nevertheless recover natural sequences, and also
recapitulate the covariation between amino acids at different positions [96]. The benefits
of flexible backbone design, however, come at the cost of a more difficult optimization
problem. This cost can be reduced by taking advantage of modularity and symmetry, as
described for the largest completely de novo globular protein design to date (∼200 amino
acid, see “Globular folds with internal symmetry”) [21] (Figure 1.2d). This design was
also aided by previously developed rational rules for the design of backbone templates
compatible with well-funnelled energy landscapes, which demonstrated impressive success
for various αβ topologies [39, 21] (Figure 1.2h). Collectively, there has been much progress
in applying native-centric approaches both for optimization of existing native structure
and de novo design.
Beyond native-centric design, using coarse-grained simulations
Coarse-grained simulations are being used increasingly to move beyond the native state
and analyze the energy landscape of designed proteins. These simulations have indicated
less cooperative folding of the de novo designed Top7 topology compared to natural pro-
teins, which may be a consequence of non-native interactions [97] and/or an imbalance of
local and long-range interactions [98]. Similarly, other designed proteins may suffer from
complex/non-cooperative folding kinetics [97, 99]. Coarse-grained simulations showed that
designed surface electrostatic interactions in various proteins may reduce frustration and
improve both equilibrium stability and folding kinetics [100] (Figure 1.3c). In contrast,
non-native electrostatic interactions markedly slowed the folding of another designed pro-
tein in all atom molecular dynamics (MD) simulations [101]. In general, coarse-grained
simulations have shown that the folding energy landscape is modulated in complex and
quite often detrimental ways by functional features [102]; yet, foldability can be criti-
cal for achieving function [54]. Also, slower unfolding kinetics can protect proteins from
degradation, modification, and aggregation, even if their thermodynamic stability is low;
simulations illuminated how kinetic stability may be predicted and enhanced by increas-
ing the proportion of contacts between residues distant in sequence [70] (Figure 1.3d).
Thus, simulations are providing valuable insights into mechanistic details of folding, and
so have potential to be a valuable tool to improve future designs and to assess the impact
of designing functional features into idealized but function-less scaffolds [21, 39, 46].
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Avoiding unintended oligomerization
A critical area for further development is controlling the population of the most stable
folded protein structure relative to alternative conformations, e.g. oligomers or aggregates,
or functional states. Many current designs fail to express a soluble protein or the intended
monomeric form, often forming oligomeric species or specific domain-swapped dimers [22,
23, 39, 45, 47]. To address the common and specific problem of domain-swapped dimers,
which may arise from highly native-centric design approaches, Mou et al. used atomistic
MD to redesign a domain-swapped dimer into the intended monomer [103] (Figure 1.3e).
To combat the tendency of forcefields used in design to generate hydrophobic patches on
the protein surface — leading to unwanted oligomerization — forcefields have been re-
parameterized to penalize such patches; this has improved the solubility of designs [104]
(Figure 1.3f). Similarly, the design of high net-charge surfaces has resulted in increased
protein solubility [105]. Aberrant oligomerization is a prevalent problem in design and
these approaches may be widely applicable moving forward.
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Figure 1.3: Optimizing designs. Energy profiles for initial (orange lines) and optimized (blue lines)
protein designs; in each panel the folded state is at the right (and shown as structures) relative to the
denatured state (D) at the left, separated by the transition state (‡). Optimization of features (blue
parts of structures) of the initial designed or natural proteins (orange) can be designed by stabilizing the
native state using CPD to (a) improve packing efficiency to eliminate voids (residues shown in space filling
representation) [87], or (b) generally improve such properties as: polar contacts, sterics and backbone
angles, among others, to improve energetics or reduce unwanted flexibility. Coarse-grained simulations
of the entire energy landscape may also be used to (c) optimize electrostatic interactions [100] or (d)
modulate topological complexity to control kinetic stability by tuning the energy barrier for unfolding
[70]. Atomistic molecular dynamics can be employed to (e) eliminate unwanted oligomerization caused
by local opening/domain swapping [103]. Aggregation of (f) exposed hydrophobic patches (orange) on
designed surfaces may be eliminated (blue) by adding penalizing parameters to existing forcefields [104].
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1.3.4 Conclusions
In recent years, designs of new sequences that stably adopt the intended natural, idealized,
and even de novo topologies have been reported with increasing frequency. Ever-growing
natural sequence and structure databases as well as increasing functional annotation [49]
provide a valuable resource for further developing tools and methods to address outstand-
ing challenges in achieving fully cooperative folding and incorporating function. Numerous
examples have demonstrated that topological modularity and repetition/symmetry, a hall-
mark of many natural proteins, can simplify developing foldable and functional sequences
by constraining the search space for computational design tools.
Despite the many successes, a substantial proportion of design attempts still fail [22,
23, 39, 47, 76, 77], and reliable discrimination of designs that will be successful or fail is not
possible. While increasing the accuracy of forcefields may well improve results, typically
native-centric approaches leave open the possibility that failed designs are unable to fold
properly. However, increasing power in computation is opening pathways to explore the
folding landscape during design, which may further improve outcomes [70, 100, 103].
Recent progress in developing increasingly accessible and sophisticated design approaches
that make use of natural sequences, modularity, symmetry and coarse-grained as well as
atomistic CPD have significantly advanced the outcomes and the scope protein topology
design. Further work is needed to elucidate the detailed molecular basis for the specific
characteristics of individual designed proteins. Such knowledge in combination with likely
continuing methodological advances can be expected to drive the design of novel and useful
proteins into a realm with a high confidence of success.
1.4 Molecular dynamics of ligand binding
While the design of protein structure as detailed in the previous section is a critical first
step in realizing the full biomedical and industrial possibilities of proteins, a scaffold alone
serves little practical value. Other than as a food source. In order to have function, a
protein must first be capable of binding to something. Therefore, understanding how to
rationally engineer binding specificity is paramount.
Correctly modelling protein-ligand binding is extremely difficult. This difficulty arises
due to a combination of numerous degrees of freedom with a rugged energy landscape. Pro-
tein structures are highly dynamic, undergoing “breathing motions” on the same timescale
that binding occurs [106], and even beyond the overall structure, sidechains themselves
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have considerable flexibility [107]. Thus, even a shallow binding groove on a protein sur-
face can adopt a plethora of micro-configurations, without considering those of the ligand
itself. Moreover, van der Waals forces, which account for a substantial fraction of the total
energy of binding have a narrow energy minimum and any overlap between the van der
Waals radii of contacting atoms, is highly unfavourable. These factors, and the vast ensem-
ble of structures available to the binding partners, combine to generate an extremely large
and rugged energy landscape when modelling or designing protein-ligand binding. If the
approximate location of the binding site is not known and/or the ligand has appreciable
flexibility or size (a flexible organic molecule like a carbohydrate, a small peptide, or even
another protein) then the problem becomes yet more complex.
In chapter 7, the problem of protein-ligand binding is tackled using molecular dynamics
(MD). MD has been used extensively over the last several decades, not only to tackle prob-
lems in protein-ligand binding [108], but also: ion transport through protein channels [109],
protein folding [110, 111], protein aggregation [112, 113, 114], catalysis [115], and many
others. Introducing the topic would be a volume in of itself, but a specific introduction of
the methods used can be found in Chapter 7.
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Chapter 2
Design of ThreeFoil via Repetition of
a Subdomain Module
2.1 Context
This chapter is a pre-print version of “Modular Evolution and the Origins of Symmetry:
Reconstruction of a Three-Fold Symmetric Globular Protein”, published in Structure in
2012 [44]. The work expands on an existing evolutionary hypothesis that proteins with
internal structural symmetry emerged from repetition and fusion of smaller subdomain
fragments or modules. The hypothesis was experimentally validated by reconstructing a
protein, named ThreeFoil, which plausibly existed immediately after a series of repeti-
tion and fusion events that would have amplified the founder subdomain into a threefold
symmetric globular protein. Additionally, an analysis of existing structures and sequences
found that these repetition and fusions events are ongoing, at least in the case of the
β-trefoil fold.
The original protein design work (Figure 2.4) and initial characterization (Figure 2.7,
Figures 2.10 and 2.11) were done as part of my Masters degree. Andrew C. Doxey per-
formed the bioinformatics analyses (Table 2.1, Figure 2.3, Figure 2.9, Table 2.3). Yuri D.
Lobsanov collected X-ray diffraction data on crystals of ThreeFoil to solve the 3D struc-
ture (Table 2.2, PDB: 3PG0). During my PhD, I performed structural analyses to improve
the sequence alignments and independently validated our hypothesis (Figures 2.1 and 2.2),
grew the aforementioned crystals and analyzed the structure (Figure 2.5), arranged for and
interpreted glycan micro-array data (Figure 2.6), and wrote the manuscript in collaboration
with the other authors.
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2.2 Summary
The high frequency of internal structural symmetry in common protein folds is presumed to
reflect their evolutionary origins from the repetition and fusion of ancient peptide modules,
but little is known about the primary sequence and physical determinants of this process.
Unexpectedly, a sequence and structural analysis of symmetric subdomain modules within
an abundant and ancient globular fold, the β-trefoil, reveals that modular evolution is not
simply a relic of the ancient past, but is an ongoing and recurring mechanism for regenerat-
ing symmetry, having occurred independently in numerous existing β-trefoil proteins. We
performed a computational reconstruction of a β-trefoil subdomain module and repeated
it to form a newly three-fold symmetric globular protein, ThreeFoil. In addition to its
near perfect structural identity between symmetric modules, ThreeFoil is highly soluble,
performs multivalent carbohydrate binding, and has remarkably high thermal stability.
These findings have far-reaching implications for understanding the evolution and design
of proteins via subdomain modules.
2.3 Introduction
Internal structural symmetry is observed very frequently in common protein folds [48] and
is thought to have arisen from the ancient evolution of these folds via the repetition and
fusion of smaller peptide modules [40, 116]. The well-established occurrence of sequence
duplication and fusion events in protein evolution [48, 117] supports the structural evidence
for this evolutionary mechanism. However, in modern globular proteins, symmetry at the
primary sequence level is typically relatively low to undetectable, owing to sequence diver-
gence [40, 116]. This represents a challenge for understanding the origins and molecular
determinants of symmetric protein evolution. Elucidating how symmetric protein struc-
tures can be constructed from a set of basic “building blocks” or subdomain modules has
far-reaching implications not only for understanding evolution, but also for rational protein
design.
Seminal studies on (βα)8-barrel proteins have provided experimental proof of principle
for the evolution of symmetric globular folds via the repetition of subdomain modules
[118, 53, 119]. Sterner, Hocker, and colleagues identified sequence and structural evidence
for the evolution of this fold from a (βα)4-half-barrel ancestor [120]. By fusing two identical
copies of a half-barrel and stabilizing the resulting protein using a combination of rationally
designed mutations and mutations selected from a library of variants, they obtained a stable
and symmetric structure, although it was lacking in function [119, 52]. As protein design
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experiments often fail to produce the intended structure or properties [118, 17, 121], and
data for other globular symmetric folds is limited, additional investigations are needed.
The recent explosive growth in the availability of protein sequences and structures from
genomics initiatives combined with new tools for reconstructing and designing proteins
have set the stage for such investigations.
The focus of this study is the internally symmetric β-trefoil structure, an ancient fold
adopted by many proteins with a great diversity of sequences and ligand-binding func-
tions [122, 123]. β-trefoils currently include at least 14 families according to Pfam [124],
such as the carbohydrate-binding ricin and agglutinin toxins, actin-bundling proteins, the
fibroblast growth factor (FGF) and interleukin-1 cytokines, STI-like protease inhibitors,
and LAG-1 DNA-binding proteins. The β-trefoil fold displays three-fold internal structural
symmetry (Figure 2.1A), and internal sequence similarities have been noted in some fam-
ilies, such as the multivalent sugar-binding ricins and actin-bundling proteins [122]. Each
of the three subdomain modules is composed of four β-strands, with two strands from each
module collectively forming a six-stranded β-barrel and the remaining two from each mod-
ule together forming a β-hairpin triplet that caps one end of the barrel. Previous sequence
analyses have suggested that modern β-trefoil proteins share a common homotrimer an-
cestor of identical subdomain modules [122, 123, 125, 126]. A recent parallel study to the
work herein demonstrated the feasibility of this evolutionary model by constructing both
homotrimer and fused three-fold symmetric β-trefoil structures, developed from a cytokine
FGF template using rational design and library screening, in which protein function was
lost [127, 79]. This, together with a wealth of previous structural and folding studies on
β-trefoil proteins [123, 128, 129, 130], makes them an attractive candidate for examining
modular evolution.
We report herein a large-scale sequence clustering analysis of β-trefoils. Based on previ-
ous analyses, we expected to find evidence for a single ancient homotrimer and triplication
event [122, 123, 125, 126]. To our surprise, our analysis revealed that the repetition and
fusion of subdomain modules to form new symmetric β-trefoils is an ongoing and recurring
process that has occurred numerous times. We then reconstructed a completely three-fold
symmetric β-trefoil sequence by using consensus sequence and protein design based on a
carbohydrate-binding ricin sequence identified from the clustering results. The designed
protein, ThreeFoil, forms a structure whose subdomain modules are essentially identical,
and further more, it exhibits extremely high thermal stability, as well as functional multi-
valent carbohydrate-binding properties. The single subdomain module, OneFoil, is poorly
structured, however. Consequently, incorporating symmetry may be attractive both in
evolution and in the design of multivalent binding proteins.
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Figure 2.1: Internal symmetry in the β-trefoil fold. (A) Structure of a typical β-trefoil domain
(the Marasmius oreades mushroom lectin, PDB ID 2IHO [131]), looking down the threefold symmetry
axis. Subdomains are colored red, green, and blue from N- to C-terminus. (B) Structural alignment of
the Cα trace of subdomains, aligned using SSM [132] and showing the average structural identity defined
by SSM’s Q-score parameter. (C) The sequence alignment of 2IHO subdomains. The average sequence
identity between pairs of aligned subdomains as determined using MUSCLE [133] is 36%. (D) One possible
model of β-trefoil evolution from a single subdomain. All structure images were rendered using PyMol
(http://www.pymol.org/).
2.4 Results
2.4.1 Sequence analysis of β-trefoil subdomains reveals recurring
modular evolution
We analyzed the evolutionary relationships among β-trefoil subdomain modules by con-
structing a dataset of subdomain modules and clustering these according to sequence sim-
ilarity. First, a dataset of 1167 nonredundant sequences annotated as β-trefoils was ob-
tained using the Conserved Domain Database from the National Center for Biotechnology
Information [134]. This set included members of 11 β-trefoil families, each with a repre-
sentative of known structure (Table 2.1). Through alignment to representative structures,
each β-trefoil sequence was subdivided into three β-β-β-loop-β subdomains, the putative
building block of the β-trefoil fold [123] (Figure 2.1B,C). In order to assess the evolutionary
relationships between the subdomains, they were clustered by sequence similarity, where
each subdomain pair with E < 1e-04 was connected.
Remarkably, we found a pattern of greater similarity between subdomains within a
given β-trefoil sequence than between subdomains from different β-trefoils. Together these
findings reveal ongoing evolution in which a distinct single-subdomain module was repeated
to form a new symmetric protein. The predominant accepted model of protein domain evo-
lution is the duplication and divergence of whole domains [135]. According to this model,
a given β-trefoil module should be most similar to the same module in a closely related
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sequence. Indeed, this mode of evolution is observed for the majority of subdomains, as
is illustrated for a pair of proteins (Figure 2.2A), and for the entire dataset of sequences
(representative clusters in Figure 2.3B; all clusters in Figure 2.9C). Strikingly, however,
there are also multiple examples where each β-trefoil subdomain module is most similar to
the other two modules within the same protein sequence, and less similar to the modules
of other closely related β-trefoils. We illustrate this pattern for a pair of proteins (Figure
2.2B) and for the entire dataset of sequences, where we identified nine cases of subdomain
module repetition through our clustering analysis, in the ricin, AbfB, and fascin families
(representative clusters in Figure 2.3C; all clusters in Figure 2.9B; sequence alignments
for representatives of each cluster in Table 2.3). To more sensitively detect subdomain-
repetition events, including those occurring within a cluster, we performed a phylogenetic
analysis of the subdomains showing the highest internal symmetry and identified nine
additional (i.e., 18 total) distinct subdomain-repetition events (Figure 2.9D). These repe-
tition events occurred most prominently within the ricin family, which included the eight
sequences with greater similarity between subdomains than with any other subdomains
(Figure 2.9D,E). This pattern of greater internal than external similarity demonstrates on-
going evolution of new β-trefoil folds by repetition of subdomain modules. The size of the
clusters (Figure 2.3C) and the interrelationship of subdomains (Figure 2.9D) shows that
such subdomain-repetition events may be preceded or followed by whole-domain duplica-
tion. A similar process of subdomain repetition has been postulated for the nonglobular
β-propeller fold [136], and may apply for (βα)8-barrels [53] and many other internally
symmetric protein folds (see Discussion).
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Table 2.1: Dataset construction and calculated sequence symmetries
Family CDD IDsa Extracted
Domain
Sequencesb
Domains
After
Filteringc
Average
Sequence
Symmetryd
Representative
Structure
Used for
Alignment
AbfB 68828, pfam05270 24 15 17.7 1W3D
Agglutinin 70918, pfam07468 14 5 9.0 1JLX
CD Toxin 80015, pfam03498 69 28 9.2 1SR4
Fascin 29332, pfam06268,
cd00257 87053
413 129 13.0 1DFC
FGF 28940, pfam00167,
cd00058 47749,
smart00442 84576
775 140 10.3 1NUN
IL1 28984, pfam00340,
cd00100 64217
362 86 8.2 1MD6
STI/Kunitz 29140, pfam00197,
cd00178 84601
452 89 7.7 1WBA
LAG1 72686, pfam09270 31 18 7.0 1TTU
MIR 86128, pfam02815 1267 65 10.3 1T9F
Ricin 29101, pfam00652,
cd00161 47764,
smart00458 84930
1604 518 14.3 1QXM
Toxin R
Bind C
87408, pfam07951 89 15 7.3 3BTA
aSee ftp://ftp.ncbi.nih.gov/pub/mmdb/cdd/cdd versions for conserved domain model accessions and
version information
bSequences of “all related families” for each CDD ID were retrieved from the NCBI
cFiltering involved removal of redundancy and partial sequences (see Methods)
dThe mean pairwise percent identity between the three repeats in each domain was calculated. The
average sequence symmetry is the mean of this value for all domains in the family
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Figure 2.2: evolution by whole-domain duplication versus subdomain repetition. β-trefoils
are labelled with their PDB IDs, and different subdomains are colored as in Figure 2.1. Evolution by
whole-domain duplication (A) and subdomain module repetition mechanisms (B). For each mechanism,
a set of representative amino acid sequences given in single letter code illustrates the respective mode of
evolution. In (A) and (B), a structural representation of each evolutionary mode is shown with space-filled
β-trefoil structures (Model), illustrating the putative evolutionary path, which is supported by the phylo-
genetic tree inferred from the sequence alignment (Sequence; black bars highlight key regions) using Phylip
(http://evolution.genetics.washington.edu/phylip.html) and MUSCLE [133], respectively. In addition, the
same pattern is seen in structure alignments (Structure) made using SSM [132]. Sequence identities were
given by MUSCLE and structural similarities were defined by the Q-Score parameter in SSM (with a score
of 1.0 representing identical Cα traces).
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Figure 2.3: representative sequence clusters of β-trefoil subdomain modules show occur-
rences of both whole-domain duplication and subdomain repetition. Individual subdomain
modules represented by an oval are colored as in Figure 2.1 and clustered according to sequence simi-
larity, as described in the Methods and Results sections. (A) Division scheme for splitting of β-trefoil
domains into three constituent symmetrical subdomain modules. (B) Representative clusters demonstrat-
ing whole-domain duplication and divergence resulting in subdomains that are most closely related to the
corresponding subdomain in homologous sequences. (C) Clusters demonstrating evolution via subdomain
repetition. Internal subdomains are more closely related to one another than to extant subdomains. Clus-
ters are numbered as in Table 2.3, and all clusters can be seen in Figure 2.9C. In addition, a phylogenetic
tree and heat map of the most internally symmetric subdomains are shown in Figure 2.9D, with a boxplot
of internal symmetry by sequence family in Figure 2.9E.
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2.4.2 Reconstructing a progenitor subdomain module through
sequence analyses and computational design
We tested the physical feasibility of evolution via subdomain repetition and fusion by using
a combination of sequence analysis and computational design to reconstruct a β-trefoil
consisting of three identical subdomain modules. We reasoned that the natural β-trefoil
sequence with the highest internal sequence symmetry identified in the clustering analysis
would be a good starting point. This was a member of the ricin family annotated as the
carbohydrate binding module of a glycosidase from the halophilic red archaeon Haloarcula
marismortui (NCBI accession no. AAV45265), which has 55% amino acid identity between
the three modules.
In order to reconstruct a completely symmetrical β-trefoil, ThreeFoil, three steps were
used to incorporate information from the template sequence, homologous sequences, and
rational protein design. In the first step, the template sequence was split into its three
constituent subdomain modules (Figure 2.4, Template), and those residues conserved in
all three modules were fixed (Figure 2.4, Step 1); this left 21 of 47 positions undefined. In
the second step, a small set of 13 highly homologous sequences were identified and aligned
with the template sequence and split into their corresponding subdomain modules, and the
residue frequency was calculated at each position (Figure 2.4, Homology; see Figure 2.10
for homologous subdomain module alignments). The residue frequency at each position
was averaged between the homologous sequences and the template, and any residue with
an average frequency >0.5 (50%) was incorporated into the reconstructed sequence (Figure
2.4, Step 2). This left 16 positions undefined.
The third step of reconstruction made use of computational design in the form of
Rosetta Design [17]. Allowing only the 16 undefined positions to vary, Rosetta Design
generated a set of 10,000 energetically favorable sequences, and the residue frequency at
each position was calculated (Figure 2.4, Rosetta). Two points of concern were limitations
in the successful design of all-β proteins using Rosetta Design [17, 137] and the low sequence
conservation at some positions. To address this, the overall residue frequency at each
position was calculated by equally weighting the frequency of residues in the template, in
the homologous sequences, and from Rosetta Design, with the most frequent residue at a
given position being incorporated into the final reconstructed sequence (Figure 2.4, Step
3). This approach allowed for inclusion of residues important for function and stability
based on consensus information from the template and homologous sequences [67]; at the
same time, it allowed energetically favorable residues identified by Rosetta Design to be
incorporated. In this respect, it is reassuring to note that the residues most frequently
identified by Rosetta Design were well represented in the homologous sequences.
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The final reconstructed subdomain module sequence was expressed as a single module,
OneFoil, and as a fused three-fold repeat, ThreeFoil. The proteins were characterized as
described in the following section.
Figure 2.4: Reconstruction of a three-fold symmetric sequence, ThreeFoil. The template se-
quence is shown split into its three subdomain modules (Template A to Template C), with conserved
residues used to reconstruct the partial identity of the putative progenitor subdomain module (Step 1,
boxed residues). The frequency of amino acids at each remaining position in a set of homologous se-
quences (see Figure 2.9) (most frequently seen amino acids in Homology [top], second most frequent in
Homology [2nd]) were used together with the template sequence for further reconstruction (Step 2, under-
lined residues). The frequency of amino acids at the remaining positions, as predicted in a set of low-energy
Rosetta Design models (most frequently predicted amino acids in Rosetta [Top], second most frequent in
Rosetta [2nd]), was used with the template and homologous sequence data to complete reconstruction
(Step 3, gray highlighting). For more details, see Results and Methods.
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2.4.3 ThreeFoil has near-perfect three-fold structural and ligand-
binding symmetry
The structure of ThreeFoil was determined by X-ray crystallography to a resolution of 1.62
Å , and refined to high quality (see Table 2.2 for refinement statistics; structure deposited
as PDB code 3PG0). The structure exhibits exceptionally high symmetry, as evidenced by
a very low backbone RMSD of only 0.2 Å between subdomain modules (Figures 2.5A,B,C).
The symmetry of ThreeFoil is also apparent in its binding of ligands, including galactose,
a metal ion, and ordered water molecules. The template sequence from Haloarcula maris-
mortui is annotated by BLAST [138] as a member of the ricin family of β-trefoils, which
bind carbohydrates (often terminating in galactose) in a shallow pocket formed by the
second and third β-strands and the long loop between strands 3 and 4 [139]. This pocket
in ThreeFoil contains bound bis-tris from the crystallization buffer in all three symmet-
ric units (Figure 2.5D). Bis-tris has been shown previously to occupy expected active or
binding sites within a protein [140], and given its many hydroxyl groups, it likely mimics
the natural carbohydrate ligand. The binding of D-galactose to ThreeFoil was measured
via changes in the intrinsic protein fluorescence upon sugar binding (Figure 2.6A), giv-
ing a dissociation constant (Kd) of ∼1 mM, which is very similar to the measured Kd for
D-galactose binding to one of the proteins used in the homology modelling of ThreeFoil
[141]. In addition, the binding of ThreeFoil to a series of glycans was measured using a
glycan array. The results clearly show that ThreeFoil’s symmetry allows for multivalent
binding, as seen in the pronounced improvement in binding from a single glycan chain to
a multi-antennary one (Figure 2.6B).
In addition to binding carbohydrates, many β-trefoil structures have structurally con-
served buried water molecules in each symmetrical unit [123]. ThreeFoil also binds three
symmetrical buried water molecules, which make important bridging hydrogen bonds be-
tween strands 1, 2, and 4 of each symmetrical unit (Figure 2.5E). Finally, ThreeFoil binds
a single metal ion along the three-fold axis of symmetry, which coordinates one backbone
oxygen atom and one side-chain asparagine oxygen atom from each symmetric unit (Fig-
ure 2.5F) in an octahedral manner. The presence of a metal ion located on the axis of
symmetry is very common for cyclically symmetric protein structures [142], and may point
to a primordial role for metal ions in stabilizing symmetric structures.
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Table 2.2: Data collection and refinement statistics
Data Collection
Space group P43212
Cell dimensions
a, b, c (Å) 45.0, 45.0, 113.4
α β γ (◦) 90.0, 90.0, 90.0
Resolution (Å) 1.62 (1.68-1.62)a
Rmerge b (%) 0.068 (0.318)
Average I/σI 13.7 (3.5)
Completeness (%) 99.5 (96.0)
Redundancy 6.25 (4.29)
Refinement
Resolution (Å) 1.62
No. measured reflections 97142
No. unique reflections 15533
Rcryst/Rfree c 16.7/18.5
No. atoms
Protein 1151
Ligand/ion 61
Water 115
Average B-factors (Å2)
Protein 14.7
Ligandsd
BTB 1,2,3; 10.8, 22.6, 34.4;
Glycerol 1,2; 38.5, 38.5;
Na+ ion 10.6
Water 28.5
RMSDs
Bond lengths (Å) 0.006
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Bond angles (◦) 1.07
Coordinate error (ML-based, Å)(8) 0.22
Ramachadran plot (%)
Most favored 86
Allowed 14
aValues in parentheses are for last resolution shell
bRmerge =
∑∑
|I(k)-<I>|/
∑
I(k), where I(k) is the measured intensity for each symmetry related
reflection and <I> is the mean intensity for the unique reflection. The summation is over all unique
reflections
cRcryst =
∑
|Fo| - |Fc|/
∑
|Fo| and Rfree =
∑
(|Fos| - |Fcs|)/
∑
|Fos|, where “s” refers to a subset of
the data not used in the refinement, representing 7% of the total number of observations
dLigand atoms BTB 1,2,3 and glycerol 1,2 refer to three Bis-Tris methane molecules of Bis-Tris Buffer
(BTB) and two glycerol molecules of the cryoprotectant that were identified in the electron density
and built into the structure
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Figure 2.5: Symmetric structure in ThreeFoil. (A) The three subdomain modules of ThreeFoil
aligned with the secondary structure shown below. (B) A view of ThreeFoil along its three-fold symmetry
axis, with subdomains indicated using the same colors as in Figure 2.1, bound bis-tris carbon atoms in
cyan, bound waters as red (oxygen) and white (hydrogen) spheres, and the bound sodium as a yellow
sphere. (C) Each subdomain module of ThreeFoil structurally aligned by Cα using SSM [132] shown as a
Cα trace, with core hydrophobic sidechains shown as sticks. (D) Bis-tris bound to ThreeFoil in the shallow
pocket that forms the carbohydrate binding site in related ricins. (E) The buried water molecule in each
subdomain forms hydrogen bonds with three different β-strands. (F) Sodium binding site, showing the
symmetric backbone and side-chain oxygen atoms involved in the octahedral coordination.
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Figure 2.6: Multivalent glycan binding by ThreeFoil. (A) Galactose binding curve for ThreeFoil
measured by fluorescence showing a dissociation constant (Kd) of 1 mM. (B) Binding results from a
glycan array demonstrating that ThreeFoil has considerably improved binding to multi-antennary glycan
structures (top structure as compared with bottom two).
2.4.4 ThreeFoil is well behaved in solution: monomeric, highly
soluble, and extremely stable
Since many designed proteins have a tendency to misfold or aggregate [118, 17, 121], we
further tested the success of the ThreeFoil design using a battery of biophysical mea-
surements. These showed that ThreeFoil is a highly soluble monomer with high thermal
stability. Static light scattering (SLS) (Figure 2.7A), dynamic light scattering (DLS), and
size exclusion chromatography (SEC) (Figures S3A and S3B) showed that ThreeFoil is a
highly soluble monomer in solution. 1H-NMR spectroscopy showed that ThreeFoil is well
folded and has a well defined structure (Figure 2.7B), with numerous downfield amide
resonances, as expected for β-sheet structure, and upfield methyl resonances indicating a
well packed hydrophobic core. In addition, ThreeFoil unfolds at a high temperature of
∼94 ◦C by differential scanning calorimetry (DSC) (Figure 2.7C), further demonstrating
its stability.
It is interesting that the single-peptide module used to generate ThreeFoil, termed
OneFoil, is sufficiently stable for expression; however, it appears to be unfolded, based on
NMR (Figure 2.7D) and fluorescence (Figure 2.9C). In contrast, fluorescence spectroscopy
of ThreeFoil showed that aromatic residues undergo a very pronounced blue shift upon
folding (Figure 2.9D), characteristic of burial in a solvent-inaccessible hydrophobic core
[143]. This indicates a significant energetic penalty for forming the β-trefoil fold from
multiple smaller chains, as has also been reported for other proteins [127, 79, 144]. This
suggests the possibility that while the first symmetry-forming event for β-trefoils may have
proceeded from a homotrimer [122, 123, 125, 126], the recurring symmetry-forming events
highlighted by our analysis may proceed from a subdomain module within an existing
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whole domain, thereby avoiding the energetically penalized homotrimeric form and also
suggesting an explanation for why no isolated subdomain sequences have been reported.
Figure 2.7: Biophysical characterization of ThreeFoil. (A) Molecular weight Debye plot [145] of
SLS measurements, consistent with expected size of a ThreeFoil monomer (see also Figure 2.9). (B) 1H-
NMR spectrum of ThreeFoil in H2O (containing 7% D2O). The relatively sharp and well dispersed lines
are indicative of a well folded monomeric structure. (C) DSC of ThreeFoil showing a large endothermic
peak is typical of a cooperative thermal unfolding transition with a midpoint of ∼94 ◦C. (D) 1H-NMR
spectrum of OneFoil in H2O (containing 7% D2O) with features typical of an unfolded protein (lack of
amide resonances >8.5 ppm, and methyl resonances <1 ppm).
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Figure 2.8: Packing of symmetric, repeat, and oligomeric proteins. Proteins with two-fold
internal symmetry and dimers both tend to interact through a single interface, packing front to front (A).
Proteins with more than two-fold symmetry or oligomers require two different interfaces and pack front to
back (B).
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2.5 Discussion
Our protein sequence analyses and design results provide exciting experimental support
for ancient as well as ongoing evolution of globular proteins via the repetition of subdo-
main modules. The recurring symmetry-forming events in globular folds are a surprising
discovery, challenging the common view that symmetric globular folds were generated
only in the ancient past and subsequently diverged, losing internal sequence symmetry
[40, 116, 122, 127]. Several groups have undertaken to make fully symmetric versions
of common globular folds from different structural classes: two-fold symmetric four-helix
bundles, two- and four-fold symmetric (βα)8-barrels [118, 53, 119, 144, 146], and now, in
this study and a parallel study on FGF by the Blaber group [127, 79], two very different
three-fold symmetric β-trefoils. Among these designed proteins, demonstration of success-
ful design by biophysical and structural analyses has been reported only for a (βα)8-barrel
[119] and for β-trefoils [127, 79].
The rational design and selection approach used by the Blaber group differs from the
bioinformatics and rational design approach herein in that it uses multiple rounds of incor-
porating a few selected mutations to gradually increase symmetry, followed by screening
for stability, ultimately resulting in a highly stable but nonfunctional protein. The primary
sequences of the FGF design and ThreeFoil, which are based on proteins from different
β-trefoil superfamilies (cytokines and ricin toxins, respectively), are well below the twi-
light zone and into the midnight zone of similarity (only ∼15% identity) [147]. Thus, the
results reported here may illustrate how common folds can persist in evolution due to their
compatibility with highly diverse sequences [135]. Furthermore, common symmetric folds
may be highly populated because they are generated repeatedly.
Our results for the β-trefoil fold have broad implications for understanding evolution
not only of symmetric globular proteins but of other types of protein structures containing
repeated subdomain modules, in particular, elongated repeat proteins and toroidal pro-
teins (such as β-propellers), as well as oligomeric proteins. Consideration of the types
of interfaces between modules in these proteins reveals key structural relationships (Fig-
ure 2.8). In proteins containing two repeated modules, or homodimers, a single, typically
symmetric, interface is formed between the repeated structural elements. In all proteins
with more than two repeats, at least two distinct interface surfaces are formed [142]. For
example, in β-trefoils each subdomain module packs front to back against the other two
modules. Similarly, front-to-back packing of multiple ∼20- to 40-amino-acid modules is
the basis for the structure of elongated repeat proteins and toroidal proteins. It is impor-
tant to note, though, that repeat and toroidal proteins are fundamentally different from
globular proteins, because their hydrophobic core lacks interactions between residues that
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are distant in the primary sequence [148, 149]. The front-to-back packing and globular
arrangement of modules in β-trefoils is also similar to that frequently observed in compact
homooligomers with more than two subunits and cyclic symmetry [142]. Thus, ThreeFoil
shares structural characteristics with many other protein folds.
Common structural characteristics may underlie intriguing similarities in the stability
and folding of β-trefoils, toroidal proteins, repeat proteins, and homooligomers. Consensus-
sequence designed repeat proteins containing identical repeats have been found to have very
high stability [148, 67]. For repeat proteins, stability increases with increasing number of
identical repeats [148, 150]. Similarly, additional interfaces may also result in oligomers
being generally more stable than monomers [151]. Additional entropic stabilization of
symmetric globular proteins may be obtained by combining subdomain modules into a
single chain. Such stabilization is suggested by the well structured ThreeFoil compared with
the unstructured OneFoil, and by similar results for a symmetric FGF β-trefoil [127, 79]
and a four-helix bundle protein [144]. Thus, combining identical modules into a single
chain could favor folding in multiple ways. In general, the roles of structural symmetry
in protein folding are not yet well understood, and proteins with completely symmetric
tertiary structure and sequence, like ThreeFoil, are intriguing models for examining these
roles further.
Internally symmetric structures may provide significant benefits for protein function.
For instance, β-trefoils and toroidal, repeat, and oligomeric proteins appear to be par-
ticularly well suited for a wide range of binding functions, and they often use multiple
repeats for multivalent binding of ligands, as seen with ThreeFoil and reported in many
other cases [123, 139, 148, 152]. Thus, these protein structures may provide stable scaf-
folds for displaying a wide variety of loop structures for binding diverse ligands. It is now
widely accepted that functional features such as binding sites can be a significant source
of instability in proteins [153, 154], and symmetrical structures may be more stable [151],
as well as more robust to mutations and therefore more designable [151, 155]. Together,
this suggests that the repetition of structural modules in proteins may confer sufficient
stability to accommodate destabilizing functional features. In addition, selection for mul-
tivalent binding functions may give rise to symmetry in globular, repeat, toroidal, and
oligomeric proteins [142]. In this respect, it is noteworthy that the ricins, AbfB, and fascin
β-trefoil families most prominently exhibit subdomain repetition, and these families are
involved in the multivalent binding of ligands: carbohydrates in the case of the ricins [139]
and AbfBs [156] and actin in the case of the fascins [157]. Ricin β-trefoils are involved
in host-pathogen interactions, which often require multivalent binding achieved through
symmetry [158]. Also, they exist as domains within rapidly evolving toxins [159], which
may provide an increased opportunity to observe repetition events.
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The repetition of subdomain modules to form internally symmetric structures may
provide an inherent benefit for functional plasticity, as compared with oligomerization in
a repeat protein. In an oligomeric protein, any mutations are necessarily present in all
subunits of the oligomer, and this may limit the opportunity to acquire new or improved
functions that require a combination of mutations, if any of the individual mutations
along the way are functionally deleterious. By contrast, repetition of a subdomain module
into a single larger protein with multiple initially identical functional sites means that at
least one of these functional sites may be free to accumulate mutations that are initially
deleterious to function but may eventually lead to novel or improved function [149], and
this modified subdomain may then itself repeat to form a newly symmetric protein with
amplified function.
Symmetric protein structures (due to internal repetition or oligomerization) are the
rule rather than the exception in nature. The reasons for this have been the subject of
much speculation [142, 151]. Both physical factors, as described above, and evolution-
ary mechanisms at the level of DNA replication may play important roles [142]. Using
sequence analysis and rational design tools we have successfully reconstructed a fully in-
ternally symmetric protein sequence with the intended monomeric structure, which has the
attractive features of being well folded, highly soluble, and functional, and exhibiting high
thermal stability. The structure itself and the design strategy of combining bioinformatics
and protein modelling should be useful for future studies of the origins and determinants
of symmetric protein folds, as well as for designing proteins with desirable properties such
as multivalent binding and high stability. In particular, the application of modular evo-
lution or modular protein design may prove to be an elegant solution to incorporating
functional properties into a scaffold while retaining sufficient stability, and recent work in
addition to this study highlights the promise of such approaches [53, 127, 144, 160, 161].
Although there is still relatively little experimental data on the sequence repetition of sub-
domain modules in globular proteins, it seems likely that closer examination of the vast and
ever-expanding protein sequence and structure databases will continue to provide further
evidence for these processes in other symmetric folds.
2.6 Methods
2.6.1 Sequence dataset construction and analysis
All annotated β-trefoil domain sequences were retrieved from the National Center for
Biotechnology Information (NCBI) using the Conserved Domain Database (CDD). All
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families annotated as β-trefoils by SCOP [162] and Pfam [124] with an available structure
in the Protein Data Bank (http://www.pdb.org) [163] were included. See Table 2.1 for
statistics on construction of the dataset. Sequences were parsed and their β-trefoil regions
extracted according to the CDD information included in the NCBI’s GenPept file. All
β-trefoil domains in each protein chain were extracted, which resulted in an initial dataset
of 5287 domain sequences. To remove redundancy, all domain sequences were grouped into
clusters of highly similar sequences using the BLASTCLUST algorithm from the BLAST
package [138] with default parameters (length coverage threshold = 0.9; score coverage
threshold = 1.75). The longest sequence from each cluster was selected as a representative,
and the remaining sequences were removed from the dataset. β-trefoil sequences were then
parsed into their individual subdomain modules by aligning all sequences to their corre-
sponding β-trefoil family HMM using the program HMMalign (http://hmmer.janelia.org),
and dividing the sequences into three parts according to the repeat pattern evident within
a representative structure. The representative structures used in subdomain module pars-
ing are listed in Table 2.1. Sequences that were truncated and/or contained insufficient
data were excluded by only including sequences containing three subdomain modules with
lengths longer than 20 residues. The final dataset consisted of 3501 subdomain modules
from 1167 β-trefoil domains. Subdomain modules were then clustered using a graph-
based approach. First, an all-by-all BLAST search was performed, and any two repeats
with E < 1e-04 were connected. The results were visualized with the program Cytoscape
(http://www.cytoscape.org). The choice of clustering parameter will change the evolution-
ary resolution of the analysis. A lower BLAST E-value will result in a larger number of
clusters and require the detected subdomain-repetition events to be higher in similarity
and thus more recent. Conversely, a higher E-value threshold will result in fewer clusters
but identify potentially more ancestral subdomain-repetition events. The cutoff of 1e-04
was chosen as a reasonable middle-ground.
In addition to the 9 cases of subdomain repetition represented by the 9 clusters in
Figure 2.3C, we looked for additional subdomain repetition events within each cluster. In
order to identify these additional repetition events, we constructed a subset of domain
sequences for which the internal subdomains aligned significantly to each other (E <1 e-
04). This subset comprised 29 domains (87 subdomains), and included subdomains from
the 9 representative sequences in Table 2.3 corresponding to the 9 clusters in Figure 2.3C.
We then constructed a neighbour-joining tree from a multiple sequence alignment with
gaps, and a Poisson correction, using Seaview [164] (Figure 2.9D). The tree was then used
to organize the axes of a heatmap of pairwise similarity E-values to allow for the pairwise
comparison of all subdomains in the tree.
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2.6.2 Design of ThreeFoil
An overview of the design methodology is given in the Results section, with additional
details below. The template sequence was divided into its three subdomain modules, each
of length 47 amino acids, using the method employed for sequence dataset construction
and analysis. The homologous sequences used in reconstruction were the 13 most closely
related nonredundant sequences identified using BLAST [138]. These were split into their
three constituent subdomain modules after multiple sequence alignment with the template
using MUSCLE [133], giving 39 homologous subdomain modules (Figure 2.9). For Rosetta
Design, an initial structure was needed. Three structures were generated through homology
modelling using MODELLER [165] (http://www.salilab.org/modeller/) and the three most
closely related structures, PDB IDs 1KNM [166], 2IHO [131], and 1YBI [167]. The sequence
used to generate the homology models for step 3 of the reconstruction was from step 2
(Figure 2.4, Step 2), with the 16 gaps filled in by the most frequent residue based on the
step 2 frequency calculation (see Results).
2.6.3 Expression and purification of ThreeFoil and OneFoil
The nucleotide sequence of ThreeFoil was synthesized and supplied in a pUC57 vector
(GenScript). The sequence was subcloned into a modified pET-28a vector containing an
N-terminal deca-histidine tag (modified from the original hexa-histidine tag). OneFoil was
generated by annealing six overlapping oligonucleotides (Sigma Aldrich) followed by direct
ligation of the oligos into linearized modified pET-28a. Both ThreeFoil and OneFoil were
expressed in emphEscherichia coli after induction with IPTG (1 mM). Cells were harvested
after 48 and 24 hr of growth at 37 ◦C and 25 ◦C for ThreeFoil and OneFoil, respectively.
Both proteins were isolated as inclusion bodies and solubilized in buffered urea (6 M urea,
100 mM phosphate, and 10 mM tris, pH 8.1), bound to a Ni-NTA column, and eluted
at pH 4.5. The purified protein was then refolded by dialysis (SpectraPor10) against 300
mM NaCl and 100 mM phosphate, pH 6.6 (the standard buffer used for all subsequent
experiments) at a concentration of 0.15 mg/ml, and then concentrated to 12.5 and 1.0
mg/ml for ThreeFoil and OneFoil, respectively, using ultrafiltration (YM10 membranes,
Amicon). Due to solubility limits, OneFoil could not be concentrated to the same levels as
ThreeFoil. Molar extinction coefficients of 33,600 and 11,200 L mol−1 cm−1 for ThreeFoil
and OneFoil, respectively, were determined using the method of Pace and co-workers [168]
and used for determination of protein concentrations.
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2.6.4 Structure determination and refinement
ThreeFoil was screened for crystallization conditions using the Index HT screen (Hamp-
ton Research). Crystals of ThreeFoil appeared after one month from sitting drops (2.4 M
ammonium sulfate and 100 mM bis-tris, pH 6.5) at a protein concentration of 7 mg/ml
and were soaked in the aforementioned solution with the addition of 25% (v/v) glycerol
as a cryoprotectant before being flash-frozen in a -170 ◦C N2 stream. Data were col-
lected in-house at The Hospital for Sick Children in Toronto and processed using d*TREK
[169]. The structure of ThreeFoil (deposited as PDB code 3PG0) was solved by Molecu-
lar Replacement and refined to 1.62 Å resolution using the Balbes molecular replacement
server (http://www.ysbl.york.ac.uk/∼fei/balbes/) [170]. Balbes selected the C-terminal
CBM13 domain (128 residues) of Streptomyces lividans xylanase 10A (PDB code 1KNM)
as the best search model. All 8 possible space groups within the symmetry class were
tried and the best molecular replacement solution with one monomer in asymmetric unit
was obtained in space group P43212 with a certainty factor of 72% and R and Rfree of
37.7 and 40.2, respectively, after initial rigid body and positional refinement. The qual-
ity of the electron density permitted most of the residues to be built. The structure was
refined using the Phenix (http://www.phenix-online.org/) [171] software suite with man-
ual rebuilding using Coot (http://www.biop.ox.ac.uk/coot/) [172]. Model validation was
performed using Molprobity (http://molprobity.biochem.duke.edu/) [173] and Procheck
(http://www.ebi.ac.uk/thornton-srv/software/PROCHECK/) [174]. The refinement, val-
idation and rebuilding steps were performed iteratively and were guided by the decrease
in the value of Rfree. The final model includes residues 2 to 141. Density of insuffi-
cient quality prevented the modelling of the N-terminal His-tag and Gly 1. The TLSMD
server (http://skuld.bmsc.washington.edu/∼tlsmd/) was used to divide the protein into 9
TLS (Translation/Liberation/Screw) motion domains [175] and these were used in the final
rounds of the Phenix refinement to determine anisotropic atomic displacement parameters.
The data collection and refinement statistics are presented in Table 2.2.
2.6.5 Biophysical characterization
All samples of ThreeFoil and OneFoil were prepared in 300 mM NaCl and 100 mM phos-
phate, pH 6.6, and analyzed at ambient temperature unless otherwise noted. DLS measure-
ments were made using a protein concentration of 12.5 mg/ml, with a 0.4 cm pathlength
cuvette and a NanoSZ particle sizer (Malvern). SLS measurements were obtained at the
same time as DLS for protein concentrations ranging from 0.7 to 12.5 mg/ml. SEC was
performed using a Superose 12 HR 10/30 column (GE Healthcare), with a 0.5 ml/min
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flow-rate, with buffer supplemented with D-galactose (1.5 M). Fluorescence measurements
were performed using a Flourolog322 (Spex) with excitation and emission wavelengths of
280 nm and 313 nm, respectively, and excitation and emission slit widths of 1 nm and
5 nm, respectively. DSC was performed at a ThreeFoil concentration of 0.6 mg/ml and
a scan rate of 1 ◦C/min. One-dimensional 1H-NMR spectra were acquired at 25 ◦C us-
ing a Bruker AVANCE 600 MHz spectrometer with a TSI probe and excitation sculpting
for water suppression [176], with a ThreeFoil concentration of 12.5 mg/ml and a OneFoil
concentration of 1.0 mg/ml. Glycan array analysis was performed as reported by the Con-
sortium for Functional Glycomics [177] (http://www.functionalglycomics.org/fg/), using a
ThreeFoil concentration of 0.2 mg/ml.
2.7 Supplemental Information
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Figure 2.9: Sequence clustering and phylogenetic analysis of β-trefoil subdomain modules.
Individual subdomain modules represented by a sphere are colored as in Figure 2.1 and clustered
according to sequence similarity as described in the Methods and Results. (A) Structural division of β-
trefoil domains into three constituent symmetrical subdomain modules. (B) β-trefoil sequence clusters
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corresponding to evolution via subdomain repetition. Internal subdomains are more closely related to one
another than to extant subdomains. (C) Clusters demonstrating whole domain duplication and divergence
resulting in subdomains that are most closely related to the corresponding subdomain in homologous
sequences. Cluster numbering corresponds to Table 2.3. (D) A neighbor-joining phylogenetic tree based on
an alignment of the subdomains with the highest internal similarity (87 subdomains the 29 most internally
symmetric domains), with pairwise similarity E-values visualized as a heat map. Clades corresponding
to a particular cluster in panel B) are indicated by numbers in front of the clade branch-point. In the
tree, subdomains are colored as per the above panels, and subdomain repetition events are indicated by
boxes (colored corresponding to sequence family). This shows a total minimum of 18 subdomain repetition
events. The subdomain sequences that have the highest internal sequence similarity are marked with an
asterisk. (E) A box-plot of internal sequence similarity as determined by average % sequence identity
between subdomains within a sequence for each β-trefoil family. There are more high-symmetry outliers
in the ricin and fascin families compared to their overall symmetry distributions, indicating multiple
sequence repetition events. Overall, the symmetry scores are high for the Abfb family but there are no
high-symmetry outliers; this is consistent with a single ancestral subdomain repetition event followed by
normal duplication and divergence. Family labels are colored as in panel D).
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Figure 2.10: Consensus design of ThreeFoil. A multiple sequence alignment of the template sub-
domains (first three sequences) with the subdomains of the 13 most closely related sequences (listed by
NCBI accession number). The consensus was used to select amino acids at some of the non-symmetrical
positions in the template.
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Figure 2.11: Additional biophysical characterization of ThreeFoil and OneFoil. Size measure-
ments of ThreeFoil: (A) hydrodynamic diameter measured by DLS, and (B) calibrated size exclusion
chromatography (SEC) (BSA, 66.3 kDa; ovalbumin, 44.3 kDa; b-lactoglobulin, 36.8 kDa; myoglobin, 16.7
kDa; cytochrome C, 12.4 kDa; ThreeFoil as black circle), consistent with expected size for a ThreeFoil
monomer. (A) and (B) Fluorescence emission spectra shown for no denaturant (black line) and high de-
naturant (6 M guanidine hydrochloride, red line). (C) OneFoil shows the same emission maximum of ∼360
nm regardless of denaturant concentration, consistent with the fluorophores being solvent exposed in an
unfolded peptide. (D) ThreeFoil demonstrates a very pronounced blue-shift between denaturant (peak at
∼360 nm) and no denaturant (peaks at 313 nm and 323 nm), consistent with a change in the environment
of the tryptophan fluorophores from solvent exposed, to buried hydrophobic environment.
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Table 2.3: Representative structures and alignments for subdomain repetition clusters
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Chapter 3
Subdomain Repetition Provides an
Evolutionary Advantage
3.1 Context
The work in Chapter 2 began from a desire to test the evolutionary hypothesis that many
modern domains originated from the repetition of smaller subdomain modules. Surpris-
ingly, we discovered that in addition to being a feasible ancient event, the process of domain
formation from subdomain-repetition is ongoing, at least for the β-trefoil fold. In the pub-
lished work [44], we hypothesized that ongoing domain formation via subdomain repetition
could allow for rapid evolution of new multivalent binding function, since repetition events
were observed most commonly in families associated with host-pathogen interactions. The
idea was left largely as an untested hypothesis at the time.
In parallel, Kyle Trainor and I repeated the bioinformatics analysis from Chapter 2 on a
different fold, the β-prism. We found that, like the β-trefoil, there was evidence for ongoing
domain-forming repetition events. Given the apparent generality of this mechanism in folds
involved in multivalent binding. I wanted to quantify our previous arguments that this
should allow for rapid evolution of multivalent binding, particularly within a host-pathogen
context. To accomplish this I used genetic algorithms, which function by mimicking the
genetic mechanisms of evolution. This chapter is a brisk description of that work.
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3.2 Summary
The type I β-prism fold functions in host-pathogen interactions involving carbohydrate
binding and possesses internal structural symmetry, suggesting emergence from a sub-
domain amplification event. Evidence from sequence analysis and clustering is presented
which suggests that in addition to the ancient fold-forming event, at least one recent subdo-
main amplification event has occurred to regenerate a highly symmetric β-prism structure.
This kind of ongoing evolution by subdomain amplification has previously been noted in
both the β-propeller and β-trefoil folds, which also prevalently function in host-pathogen
interactions through multivalent binding. I use genetic algorithms to demonstrate that
subdomain amplification provides a considerable advantage in evolving multivalent bind-
ing to symmetric ligands like cell-surface glycans. Overall, the capacity of the β-prism
fold to emerge via subdomain amplification, combined with a structure that places three
symmetric variable binding loops in close proximity to one another, suggests this fold may
be an attractive design candidate for diverse binding functions.
3.3 Introduction
As many as 20% of all protein domains possess internal structural symmetry [43]. These
domains may have emerged from an ancient founding event in which a smaller subdomain
module was amplified through successive duplication and fusion events [178, 122]. The
size of these subdomain modules in modern proteins is typically ∼30-40 amino acids,
agreeing well with the predicted size of ancient RNA-binding proteins which are thought
to have been the early precursors to modern proteins [40, 179]. For some time it had been
the general consensus that amplification of subdomain modules to form modern globular
proteins was limited to being an ancient event. Evidence gained from large-scale analysis of
β-propeller sequences, however, revealed that the sequence identity between the modules
or “blades” of some modern propellers was extremely high, suggesting that fold formation
from modular amplification is an ongoing process [136]. β-propeller blades — composed
of a 4-stranded meander — may be particularly amenable to such amplification and could
have formed other closely related folds [180]. As seen in Chapter 2, the β-trefoils also show
evidence of ongoing domain formation by amplification of a 4-stranded module [44].
β-propellers and β-trefoils frequently function as multivalent glycan binders involved in
host-pathogen interactions [44, 161], though β-propellers cover a very broad range of bind-
ing and enzymatic functions [181]. Both β-propellers and β-trefoils have been designed
de novo to have perfect sequence symmetry, demonstrating the evolutionary feasibility of
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an emergence by amplification scenario [127, 44, 45]. Interestingly, there exists another
fold heavily involved in glycan binding for host-pathogen interactions which may have
originated from the ancient amplification of a 4-stranded element, the Type I β-prism
(henceforth referred to simply as β-prism) [182, 183] (Figure 3.1). β-prisms may be best
known as commercially relevant Bacillus thuringiensis toxins [184], a class of highly versa-
tile insecticidal toxins which are used in genetically modified crops. Another large family
of β-prisms come from seed lectins and other plant lectins which have been shown to
posses potent antiviral activities [185, 186]. Both the insecticidal and antiviral properties
of β-prisms appear to originate from a mannose-binding specificity [184, 185, 186], though
galactose binding specificity has been observed in some cases [187].
Using the same bioinformatics analysis presented in Chapter 2, evidence for the on-
going evolution of β-prisms by subdomain module amplification is shown. In Chapter 2
it was suggested that such ongoing evolution could be beneficial within the context of an
evolutionary arms race, as it might allow for rapid evolution towards multivalent targets
such as cell surface glycans [44]. Using genetic algorithms to mimic the functional evolu-
tion of β-prisms to hypothetical glycan targets, I show that indeed amplification events,
even at a relatively low rate, can dramatically reduce the number of generations needed
to obtain high fitness to a new glycan target. Therefore, high sequence symmetry could
be used to highlight genes involved in relatively new host-pathogen interactions. Further-
more, modelling results, such as optimum rates, might be useful in directed evolution of
proteins against multivalent targets such as glycosylated viral receptors [185, 186, 188] or
the gastrointestinal cells of agricultural pests [184].
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Figure 3.1: Folds evolving through ongoing subdomain amplification. The β-trefoil (a) and β-
propeller (b) have previously been shown to evolve through ongoing subdomain amplification. In this work
the same is shown for the β-prism (c). A view along the axis of structural symmetry is shown for each fold
(top), and perpendicular to the axis (middle). Repeating sequence modules are each colored differently.
The repeating structural module is shown as a secondary structural diagram (bottom). Strands in the
structural module are shaded to indicate they originate from different sequence modules. In all cases there
is some degree of circular permutation between the sequence and structural repeats, which may serve to
enhance folding cooperativity and kinetic stability by making the fold more topologically complex.
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3.4 Results
3.4.1 Ongoing subdomain repetition in the β-prism fold
By clustering β-prism subdomain sequences, we show that while the majority are related
by whole domain duplication and divergence, a single family of sequences homologous
to Vitelline Outer Membrane protein I (VMO-I) have recently emerged via subdomain
amplification (Figure 3.2).
Sequences known to form β-prisms were used to find additional homologs and guide
their decomposition into subdomain modules (see Methods) (Figure 3.2a). Upon cluster-
ing subdomains by sequence similarity, two patterns are possible. In the case of whole
domain duplication and divergence, which is generally accepted as the common mode of
gene evolution [135], two homologous whole domains will show similarity between corre-
sponding subdomains, which will cluster together. Non-corresponding subdomains, will
not be similar and not cluster together (Figure 3.2b, case on the right). This occurs be-
cause, in the time since the ancient fold forming amplification event, neutral drift will have
abolished much of the identity between subdomains. For two whole domains related by a
comparably recent duplication and divergence event, there will exist considerable identity
between corresponding sequence positions, and therefore, corresponding subdomains will
be highly similar. On the other hand, if a new β-prism family has formed from a recent
subdomain amplification event, the resulting whole domains will have detectable identity
between non-corresponding subdomains, which will cluster together. In fact, if the family
has been populated by subsequent duplication and divergence events, then all subdomains
both corresponding and non-corresponding may cluster together (Figure 3.2b, case on the
left), since all subdomain sequences still resemble the family’s original founder subdomain.
Whole domain duplication and divergence is responsible for the majority of extant β-
prism sequences (Figure 3.2c, clusters of a single color), where the majority of subdomain
sequences cluster with the corresponding subdomain from related β-prisms. Nevertheless,
there exists a single cluster/family in which all three subdomains cluster together (Figure
3.2c, leftmost cluster of all three colors). This cluster is represented by a single known
structure, VMO-I (PDB: 1VMO), isolated from the outer vitelline membrane of hen’s
eggs. Localization in the outer membrane and co-localization with lysozyme suggests a
role in pathogen defence [182]. Interestingly, while the exact function of VMO-I is not
known, close homologs in mammals are found in tears and other secretions, strengthening
the suggestion of a role as a host-pathogen defence protein [189].
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3.4.2 Subdomain repetition speeds evolution of multivalent lig-
and binding
We had previously hypothesized that recent amplification events leading to proteins with
a capacity for multivalent binding, are driven by competition within the context of an
evolutionary arms race between host and pathogen. This was based on the observation
that β-trefoil families with the highest preponderance of recent amplification events were
those involved in host-pathogen interactions [44]. Additionally, the most symmetric natural
5-bladed propeller with known structure, Tachylectin-2 (PDB: 1TL2) functions as an innate
host immunity protein in horseshoe crabs [152]. That VMO-I is most likely involved in
some form of pathogen defence [182, 189] lends additional weight to this hypothesis.
To provide a more quantitative demonstration that domain evolution by subdomain
amplification leads to rapid evolution of multivalent binding function, I modelled this using
genetic algorithms [190]. Starting with a pool of sequences (of 2-6 subdomain repeats)
having “weak” binding towards either a symmetric or asymmetric multivalent ligand (with
matching valency), the interplay of recombination/crossover, and subdomain amplification
rates on the number of generations required to obtain “strong” binding was tested (see
methods). Increasing the rate of recombination/crossover led to more rapid evolution
towards both symmetric and asymmetric ligands, with a rate of 1.0 (always mating with
a crossover event) leading to a 33% reduction in the number of generations needed to
acquire strong binding (Figure 3.3a,b). Given the prevalence of sexual mating, such an
improvement is to be expected. Amplification from a subdomain module, however, had a
dramatically different effect depending on the symmetry of the ligand. In the case of an
asymmetric ligand, a low rate of subdomain amplification (∼0.05 to 0.10) led to a marginal,
yet reproducible, reduction (∼5%) in the number of generations needed to obtain strong
binding. Higher rates of subdomain amplification, in the context of an asymmetric ligand,
led to much slower evolution with twice as many generations needed at a subdomain
amplification rate of 0.85 (Figure 3.3d). When evolving binding to a symmetric ligand,
however, subdomain amplification led to the most rapid evolution observed. The reduction
in the number of generations followed an exponential decay, with a low amplification rate
of 0.10 already leading to a 33% reduction (the same as a recombination rate of 1.0) and
higher amplification rates resulting in upwards of 50% reduction (Figure 3.3c).
Mixing recombination and subdomain amplification, such that both could be used
throughout the generations but were mutually exclusive when generating any particular
offspring, showed the optimum combination of rates for each particular mechanism (Figure
3.3e,f). Specifically, for an asymmetric ligand having a mixture of a 0.9 rate of recombi-
nation with a 0.1 rate of subdomain amplification provided the best results, though pure
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recombination at a rate of 1.0 was nearly as good. For a symmetric ligand a 0.25 rate of
recombination and 0.75 rate of subdomain amplification provided a nearly 66% reduction
in the number of generations needed to see strong binding emerge.
The above trends held regardless of the valency of the protein and ligand, though the
improvement gained from subdomain amplification was more striking at higher valencies
(e.g. when simulating a 6-bladed β-propeller binding a glycan with 6-branches as com-
pared with a β-prism binding a glycan with 3-branches) (Figure 3.4). These results may
prove valuable in searching for proteins involved in host-pathogen interactions, where such
proteins may be detected from their abnormally high level of internal sequence symmetry.
This could be particularly valuable when combined with metaproteomics, to find novel
microbicidal toxins for instance. Furthermore, the quantification provided here for optimal
rates of recombination and subdomain amplification may be useful in generating successful
directed evolution strategies.
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Figure 3.2: The β-Prism fold shows evidence of ongoing subdomain amplification events.
(a) Breakdown of the β-prism structure into the three consecutive subdomain modules (red, green, blue),
shown along the axis of symmetry (top), and perpendicular to it (bottom). (b) Two evolutionary scenarios
for extant β-prism evolution are outlined. In both scenarios, the subdomain modules of the progenitor
sequence do not share detectable internal homology (owing to neutral drift since the ancient fold-forming
event). In the case of simple duplication and divergence (right), subdomain modules of the descendants
must also lack detectable internal homology (e.g. Ax and Bx), but homology between corresponding
modules (e.g. Ax and Az) will be readily detectable if the duplication and divergence event was recent,
and these subdomain modules will cluster together. In the case of subdomain amplification (left) the first
descendant, which is formed from a new amplification event now shares complete homology between all
three of its subdomains (A1, A2, A3). Thus, after a subsequent duplication and divergence event occurs,
the descendants will have detectable homology between all subdomain modules, which will cluster together.
(c) The network layout after clustering all β-prism subdomain module sequences shows that the majority
have evolved from duplication and divergence of an early member of the fold, but there has been at least
one recent subdomain amplification event generated the sequences which form a unique cluster with high
internal symmetry (leftmost cluster of all 3 colors).
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Figure 3.3: Subdomain amplification allows for rapid evolution of multivalent binding speci-
ficity to symmetric ligands. The number of generations required for the genetic algorithm to move
from weak binding (fitness of 0.1) to strong binding (fitness of 0.9) is shown for different ligand symmetries
and rates of recombination (crossover) and subdomain amplification. Recombination is equally benefi-
cial whether the ligand is symmetric (a) or asymmetric (b). By contrast, subdomain amplification is
detrimental (beyond very low rates) when attempting to evolve binding to an asymmetric ligand (d), but
extremely beneficial even at moderate rates when evolving binding to a symmetric ligand (c). When both
mechanisms are combined (but mutually exclusive when generating any particular offspring sequence), it
can be seen that for a symmetric ligand the optimal combination involves mostly subdomain amplification
with a limited chance of recombination (e) and vise versa for an asymmetric ligand (f).
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3.5 Discussion
As the β-prism fold has emerged from amplification of a single module more than once,
and a high degree of sequence symmetry is still evident in extant sequences, it should be
possible to design a β-prism binding scaffold using symmetric design. Such an approach
can dramatically reduce the size of the design space that needs to be searched and lead to
a high likelihood of success, as seen for both the β-trefoils and β-propellers [1].
The β-prism fold has several structural features which make it an attractive design
target. First, the overall topology is very complex, which is known to be correlated with
slow unfolding and kinetic stability. For instance, the long-range order of VMO-I is 7.7,
higher than any single domain proteins known to be kinetically stable, and notably high
given the range for globular proteins of 0 to 8 [70]. As such, it may be an excellent scaffold
when resistance to: proteases, detergents, high temperature, and other harsh conditions is
needed [70]. Localization of β-prisms to extracellular environments [182, 189, 184], and the
fact that digestive enzymes activate, rather than destroy, Bacillus thuringiensis toxins using
the β-prism as a targeting domain [184], strongly suggest the aforementioned resistances
are already being taken advantage of in natural proteins. Second, while β-trefoils and β-
propellers offer alternative multivalent binding scaffolds, the β-prism is unique in the close
spatial distribution of its three putative binding sites, which all occur at one end of a protein
which has an oblong shape (Figure 3.1). Notably, this structure means that the variable
binding loops made by each subdomain module are in close proximity to one another,
yielding the possibility of cooperative binding as seen for classically adaptable binding
scaffolds like the immunoglobulins [184]. Therefore, the β-prism represents an exciting
scaffold for the potential design of both multivalent and monovalent binding proteins.
In our earlier work [44], we noted that β-trefoil families involved in recent subdomain
amplification events were disproportionately involved in host-pathogen interactions. The
work here quantitatively demonstrates why this is the case. Namely, subdomain ampli-
fication allows for dramatically faster evolution of binding towards multivalent targets.
In particular, glycan structures which cover the surface of viruses, archea, bacteria, and
eukaryotes are either themselves multivalent or present in large enough numbers that mul-
tivalent binding is an effective interaction strategy [191]. Thus, recent amplification events,
which can be detected from sequence data, may be useful for finding proteins involved in
host-pathogen interactions, such as novel anti-virals [185, 186, 188]. Alternatively, sym-
metric scaffolds such as the β-prisms, β-trefoils, or β-propellers might be more effectively
engineered towards multivalent targets by taking advantage of the benefits of subdomain
amplification.
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3.6 Methods
3.6.1 Subdomain assignment and clustering
An set of 29 unique β-prism structures was obtained from the PDB (http://www.rcsb.org/)
using the structural similarity search and then eliminating all structures of the same pro-
tein. Sequences for these structures were then used in a BLAST [138] search with a 10-4
E-value cutoff to find and align homologous sequences. This yielded a total of 606 se-
quences for analysis. Each structure was manually divided into its subdomains by cutting
in the middle of the loop between the 4th and 5th and 8th and 9th strands. The result-
ing cut-points were used to divide the aligned homologous sequences, yielding the full set
of subdomain sequences. The subdomain sequences were then clustered based on an E-
value cutoff of 10-4 and a graphical representation produced using a force-based layout in
Cytoscape (http://www.cytoscape.org/). In this representation, any two subdomain se-
quences homologous within the E-value cutoff, are connected by a spring with a particular
force constant that scales with the level of homology. All connected subdomains are then
clustered by applying a general repulsive force between all subdomains, while the force
connecting related subdomains acts to counter this. The system is then integrated over
time under an equilibrium position is established.
3.6.2 Genetic algorithm setup and execution
Each protein sequence was constructed to have 2-6 binding sites (depending on the valency
being simulated). Each binding site contained 10 interactions used to determine the binding
fitness, for which there were six possible properties: hydrophobic, aromatic, polar-negative,
polar-positive, charged-negative, and charged-positive. This was chosen to roughly mimic
a medium-sized binding site for which 10 amino acids would collectively determine binding
specificity. Multivalent ligands had between 2-6 antennae (depending on the valency being
simulated) and the same six possible properties as the binding sites. Fitness was determined
simply by the fraction of binding site properties that matched with the corresponding
ligand properties (i.e. the property of the third “amino acid” within a given binding site
would need to match with the third property within the corresponding ligand antenna).
This was designed to recapitulate in a rough manner the physical properties of multivalent
ligand binding. One possible complication is that in the case of an asymmetric ligand I
did not allow non-corresponding binding sites and ligand antenna to be paired, which of
course would be possible in a natural physical setting where the best matches would pair
by virtue of free energy. Nevertheless, such an addition would simply improve the overall
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evolutionary rate of the asymmetric ligand during recombination, and would not impact
the results seen with subdomain amplification. Thus the comparative benefit of subdomain
amplification for symmetric over asymmetric ligands would remain unaffected.
3.7 Supplemental Information
Figure 3.4: Subdomain amplification yields increased benefits with higher valency structures.
The number of generations required for the genetic algorithm to move from weak binding (fitness of 0.1)
to strong binding (fitness of 0.9) towards a symmetric ligand depending on the valency of the ligand and
protein is shown. The benefit derived from repetition is greatest at higher valencies like 4 (green), 5 (blue),
and 6 (magenta), as seen in β-propellers. The benefit is intermediate for a valency of 3 (orange) as seen
for β-trefoils and β-prisms, while the benefit is much lower for a valency of 2 (red).
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Chapter 4
Topological Complexity and Protein
Kinetics
4.1 Context
This chapter is a pre-print version of “Protein unfolding rates correlate as strongly as
folding rates with native structure”, published in Protein Science in 2015, of which I am
the first author [78]. The key finding of this work is that the topological complexity of a
protein’s structure, which can be quantified by simple measures like Contact Order, not
only predicts folding rates, but also unfolding rates. It had been known for some time that
structures with a high topological complexity folded more slowly than their structurally
simpler counter-parts, but existing work looking at unfolding rates had concluded that
there was no correlation. I found that, in fact, the correlation is just as strong between
the two, but owing to the larger variance in protein unfolding rates compared with folding
rates, previous studies which used much smaller datasets had not been able to detect
this correlation. Interestingly, the correlation found here, when using a dataset of >100
proteins, is quite strong (R ∼0.8). This suggests protein design/engineering avenues for
those seeking particularly fast or slow unfolding rates. In particular, slow unfolding rates
may provide benefits to survival under harsh conditions, and this paper laid the ground-
work for a later paper presented in the next chapter of this thesis.
I performed all data collection and analysis. The data was interpreted, and the manuscript
written, by: me, Shachi Gosavi, and Elizabeth M. Meiering.
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4.2 Summary
Although the folding rates of proteins have been studied extensively, both experimen-
tally and theoretically, and many native state topological parameters have been proposed
to correlate with or predict these rates, unfolding rates have received much less atten-
tion. Moreover, unfolding rates have generally been thought either to not relate to native
topology in the same manner as folding rates, perhaps depending on different topological
parameters, or to be more difficult to predict. Using a dataset of 108 proteins including
two-state and multistate folders, we find that both unfolding and folding rates correlate
strongly, and comparably well, with well-established measures of native topology, the ab-
solute contact order and the long range order, with correlation coefficient values of 0.75
or higher. In addition, compared to folding rates, the absolute values of unfolding rates
vary more strongly with native topology, have a larger range of values, and correlate better
with thermodynamic stability. Similar trends are observed for subsets of different protein
structural classes. Taken together, these results suggest that choosing a scaffold for protein
engineering may require a compromise between a simple topology that will fold sufficiently
quickly but also unfold quickly, and a complex topology that will unfold slowly and hence
have kinetic stability, but fold slowly. These observations, together with the established
role of kinetic stability in determining resistance to thermal and chemical denaturation as
well as proteases, have important implications for understanding fundamental aspects of
protein unfolding and folding and for protein engineering and design.
4.3 Introduction
Extensive experimental [192, 193] and theoretical [194, 195, 196] research has been con-
ducted to understand protein folding rates. In seminal studies, Plaxco et al. found that
a simple measure of the topology of the native state, the Relative Contact Order (RCO),
correlated well with folding rates for a small set of monomeric proteins that showed two-
state behaviour [197]. Later, they revised their conclusions to show that Absolute Contact
Order (ACO), which in addition to topology includes effects of protein length, correlated
better for a larger dataset including multistate folders [198]. It has long been noted that
folding rates depend on protein length, but the quantitative, physical basis for this de-
pendence remains under investigation [199, 200, 201, 202, 203, 204] and additional studies
have demonstrated that consideration of both topology and length leads to improved cor-
relations compared to topology alone [205, 206]. Here we use structural complexity as a
broad term to encompass the complexity imparted by both the topology and the length of
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the protein, and rate, when referring to the unfolding and folding rate constants (ku and
kf respectively).
The correlation of ACO with folding rates suggests that while the transition state
for folding lacks much of the well defined structure of the native state, it nevertheless
has a broadly similar structure and complexity, as has been suggested from theory and
simulation [196, 206, 207, 208] and demonstrated experimentally [209]. Many alternative
measures of native state structural complexity have also been found to correlate with
folding rates [210, 211, 212, 213, 214, 215]. In particular, two measures have emerged as
being consistently well correlated: the ACO and the Long Range Order (LRO). LRO was
found not only to correlate well overall [210] but also to correlate well across different
structural classes of proteins [205]. Recently, the correlation of folding rates with ACO
was explicitly derived from theory [216].
In contrast, relatively little work on the relationship between unfolding rates and native
structure has been reported, with the existing studies suggesting that while native struc-
ture should correlate with unfolding [217], the measures of structural complexity that work
well for predicting folding do not perform well for unfolding [218, 219, 220]. In particular,
work by Jung et al. concluded that while structural complexity does correlate with both
unfolding and folding rates, the predictive parameters are different [218, 219]. Harihar and
Selvaraj compared LRO with unfolding rates, finding a moderate correlation overall, but
greatly differing correlations for the alpha, beta, and mixed structural classes [220]. In
these studies, relatively small datasets of ∼25 two-state folding proteins were used. In par-
ticular, the approach in two later studies was to use the small consensus dataset compiled
by Maxwell et al. [221] in order to avoid noise in the data resulting from experimental
differences [218, 220]. However, noise resulting from sequence specific effects can also be
considerable, as noted in studies of homologous proteins [222, 223, 224]. Thus, the use of a
small dataset for examining a relationship with such considerable noise may be a fraught
endeavour. For instance, the original very strong correlation of folding rate with RCO
[197] was later found to be considerably weaker when larger datasets including multi-state
folders were used [198, 205].
Here, in order to clearly identify general relationships between folding/unfolding rates
and structural complexity we have used a relatively large set of kinetic data for monomeric
proteins obtained using similar experimental approaches. Proteins with disulfide bonds or
large prosthetic groups are excluded because they are known to cause anomalous kinetics.
The dataset is largely similar to that of Garbuzynskiy et al., who recently elucidated
relationships between protein length, stability and folding rates [225]. Using our dataset of
108 two- and multi-state folders (see Methods, Supplemental Table 4.4), we tested various
measures of structural complexity, discovering that two commonly used parameters, ACO
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and LRO, not only correlate strongly with folding rates but also correlate strongly, and
equally well, with unfolding rates. Furthermore, the results are very similar for different
structural classes of proteins. Importantly, these results address the previously reported
apparent differences between the structural determinants of unfolding and folding rates
which may have been a consequence of the comparatively smaller datasets that obscured the
true relationships. That the same measures of structural complexity are equally predictive
of unfolding and folding rates has important implications for fundamental understanding
of the process of protein unfolding. It also suggests that for the protein engineer, a key
choice needs to be made when selecting a scaffold for design in order to achieve the desired
balance between the typically desirable properties of fast folding and slow unfolding.
4.4 Results and Discussion
In order to identify general trends with increased confidence, we used a previously es-
tablished large dataset [221, 225] augmented with additional proteins (see Methods). We
analyzed this dataset using a range of measures of structural complexity found previously
to be correlated with folding rates (Supplemental Table 4.2). Two well established param-
eters, ACO and LRO (see Methods), exhibited superior correlations, which are described
in detail below. We note that the trends for unfolding rates for the full dataset shown in
Figure 4.1 also hold in general (with some variations in statistical significance) for various
subsets of the data (Table 4.1).
4.4.1 Unfolding rates correlate with ACO, LRO, folding rates,
and stability
Strikingly, the logarithm of both ku and kf have equally negative correlation coefficients
with ACO and LRO (Figure 4.1A-D, Table 4.1), which suggests these measures of struc-
tural complexity are similarly predictive of both rates (small variations in correlation are
expected owing to differing experimental conditions and the necessary extrapolation of the
rates from kinetic data). Thus, both unfolding and folding rates decrease with increasing
structural complexity. These results contrast with those of previous studies using smaller
datasets of 22 and 25 proteins which concluded that one parameter was not equally well
suited for predicting both unfolding and folding [218, 219]. Further, we find that the cor-
relation for unfolding holds well across different structural classes (Table 4.1), whereas
another analysis [220] suggested all-beta proteins have a much weaker correlation with
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LRO that is opposite in sign to that for all-alpha and mixed structural classes. These
apparent discrepancies are likely caused by the small dataset sizes used in the earlier study
where the alpha and beta classes had 5 and 7, compared here with 33 and 34 proteins,
respectively.
We also note that unfolding rates are strongly correlated with folding rates (Figure 4.1E
and Table 4.1), and that ACO and LRO are strongly correlated with rates at the transi-
tion midpoints (i.e. under conditions of equal thermostability) (Supplemental Figure 4.2,
Supplemental Table 4.2). Thus, ACO and LRO may report on the structural complexity
and relative energy of the transition state [226]. There is also a weaker correlation between
protein length and the unfolding and folding rates (Supplemental Table 4.2). Together
these trends indicate that protein topological complexity and size affect both folding and
unfolding rates.
Lastly, there is a strong correlation between unfolding rate and thermodynamic stability
(Figure 4.1F, Table 4.1). In contrast, the correlation of folding rate with thermodynamic
stability is weak (Figure 4.1G, Table 4.1) as has been found previously [197, 227]. The
larger contribution of unfolding rate to thermodynamic stability has been noted before
[218, 219, 223, 224, 228], and is also apparent in the differences between the upper and lower
limits of the dataset, where the upper limit on fast folding and unfolding is similar, while
the lower bound for unfolding is substantially slower than that for folding (Supplemental
Table 4.3). These results suggest that variations in thermodynamic stability, which are
determined by the ratios of folding to unfolding rates, are dominated by unfolding rather
than folding rates (Table 4.1). Why is this so? Folding may have a biologically imposed
lower limit in vivo, such that it is sufficiently fast to avoid degradation or aggregation [229],
and an upper limit imposed by physical constraints even for the most topologically simple
folds [225]. Conversely, while there may be a similar physical limit for fast unfolding, the
biological limit for slow unfolding, which may be related to the need for eventual protein
turnover [230], may be more malleable due to the greatly differing roles and lifetimes of
natural proteins.
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Figure 4.1: Correlations between structural complexity, folding and unfolding rates, and
thermodynamic stability. Correlations are shown between (A) folding rates and ACO, (B) unfolding
rates and ACO, (C) folding rates and LRO, (D) unfolding rates and LRO, (E) folding rates and thermo-
dynamic stability, (F) unfolding rates and thermodynamic stability, and (G) unfolding and folding rates.
The lines of best fit (solid black) and corresponding equations and correlation values are given for the
whole dataset, values for subsets of data are given in Table 4.1 for two-state (filled diamonds), multistate
(open squares), alpha (blue), beta (red), and mixed (green) proteins. Dotted lines for panels A–D denote
±10-fold and ±100-fold variation in kf and ku, respectively.
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Table 4.1: Correlations and linear fits of unfolding and folding rate constants, measures of
native structure, and thermodynamic stability
Linear fit: Pearson correlation
y = b+m ∗ x
Parameter x Parameter y Dataset (size) m b R P a
ACO log kf Full (108) -0.25 5.1 -0.75 1.4x10−20
ACO log kf Two-State (73) -0.25 5.4 -0.73 3.6x10−13
ACO log kf Multi-State (35) -0.20 4.0 -0.75 2.7x10−7
ACO log kf Alpha (33) -0.22 5.3 -0.62 1.1x10−4
ACO log kf Beta (34) -0.35 6.1 -0.86 4.9x10−11
ACO log kf Mixed (41) -0.16 3.7 -0.52 5.1x10−4
ACO log kf Maxwell (28) -0.14 4.1 -0.48 9.5x10−3
ACO log ku Full (108) -0.40 3.6 -0.79 3.0x10−24
ACO log ku Two-State (73) -0.46 4.4 -0.82 3.9x10−19
ACO log ku Multi-State (35) -0.30 1.9 -0.70 2.8x10−6
ACO log ku Alpha (33) -0.48 4.5 -0.70 6.4x10−6
ACO log ku Beta (34) -0.55 5.4 -0.82 3.5x10−9
ACO log ku Mixed (41) -0.25 1.0 -0.67 2.0x10−6
ACO log ku Maxwell (28) -0.30 2.1 -0.71 2.7x10−5
LRO log kf Full (108) -1.0 6.0 -0.79 2.9x10−24
LRO log kf Two-State (73) -0.94 6.0 -0.80 2.0x10−17
LRO log kf Multi-State (35) -1.0 5.6 -0.75 2.7x10−7
LRO log kf Alpha (33) -0.96 5.9 -0.69 1.0x10−5
LRO log kf Beta (34) -1.1 6.3 -0.82 4.3x10−9
LRO log kf Mixed (41) -0.95 5.8 -0.54 2.6x10−4
LRO log kf Maxwell (28) -0.93 6.2 -0.68 7.6x10−5
LRO log ku Full (108) -1.6 4.7 -0.79 6.9x10−24
LRO log ku Two-State (73) -1.6 4.9 -0.82 3.4x10−19
LRO log ku Multi-State (35) -1.4 3.7 -0.64 3.5x10−5
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LRO log ku Alpha (33) -1.8 5.2 -0.68 1.3x10−5
LRO log ku Beta (34) -1.7 5.9 -0.79 3.6x10−8
LRO log ku Mixed (41) -1.2 3.0 -0.56 1.4x10−4
LRO log ku Maxwell (28) -1.5 4.7 -0.74 5.6x10−6
log kf ∆GF−U Full (108) 0.31 -5.4 0.23 1.8x10−2
log kf ∆GF−U Two-State (73) 0.37 -5.6 0.27 2.3x10−2
log kf ∆GF−U Multi-State (35) 0.23 -5.1 0.15 4.0x10−1NS
log kf ∆GF−U Alpha (33) 0.78 -6.6 0.47 5.2x10−3
log kf ∆GF−U Beta (34) 0.49 -5.3 0.36 3.8x10−2
log kf ∆GF−U Mixed (41) -0.52 -5.1 -0.33 3.6x10−2
log kf ∆GF−U Maxwell (28) -0.49 -4.4 -0.26 1.9x10−1NS
log ku ∆GF−U Full (108) 0.68 -3.8 0.78 2.4x10−23
log ku ∆GF−U Two-State (73) 0.69 -4.0 0.80 2.2x10−17
log ku ∆GF−U Multi-State (35) 0.76 -3.0 0.79 1.4x10−8
log ku ∆GF−U Alpha (33) 0.77 -4.4 0.89 7.0x10−12
log ku ∆GF−U Beta (34) 0.69 -3.3 0.83 1.7x10−9
log ku ∆GF−U Mixed (41) 0.82 -3.2 0.66 3.0x10−6
log ku ∆GF−U Maxwell (28) 0.98 -3.8 0.77 1.9x10−6
log kf log ku Full (108) 1.2 -3.9 0.79 6.4x10−24
log kf log ku Two-State (73) 1.3 -4.1 0.79 7.4x10−17
log kf log ku Multi-State (35) 1.2 -3.8 0.72 1.1x10−6
log kf log ku Alpha (33) 1.6 -4.8 0.83 2.6x10−9
log kf log ku Beta (34) 1.4 -3.9 0.82 2.6x10−9
log kf log ku Mixed (41) 0.62 -3.7 0.50 9.8x10−4
log kf log ku Maxwell (28) 0.64 -3.3 0.42 2.5x10−2
Individual correlations and linear fits are shown for subsets of the data as in Figure 4.1. Additionally,
values for the commonly used dataset of Maxwell et al. [221] are shown for comparison
aTwo-tailed probability value
NSCorrelation is not significant at the 0.05 level (5.0 x 10−2)
∆GF−U = GF - GU = -RT ln(kf/ku), where R is the gas constant and T is the absolute temperature
in Kelvin, gives the Gibbs free energy of the folded state relative to the unfolded state
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4.4.2 Experimental and theoretical support for correlation be-
tween unfolding rates and native structure
Multiple lines of evidence suggest that unfolding rates should correlate with native struc-
tural complexity. First, while the relationships between unfolding rates and structure
observed here may appear to be at odds with prior studies [218, 219, 220], this is likely
spurious due to trends being obscured previously when analyzing smaller datasets with
substantial noise. Specifically, for a given value of a structural parameter (ACO or LRO),
the variation in the observed unfolding rates is ± ∼10-fold larger than that for the folding
rates (Figure 4.1A-D). Thus, compared to folding rates, to detect significant correlations
between unfolding rates and structural parameters, the absolute range of unfolding rates
needs to be larger. The smaller datasets used in previous unfolding analyses [218, 219, 220],
which were based on the more curated set of Maxwell et al. [221], had a range of ∼8 orders
of magnitude for the unfolding rates (6x10−6 to 1x102 s−1). The larger dataset used here
spans ∼16 orders of magnitude (4x10−11 to 5x105 s−1), and as such the correlation between
unfolding rate and structural complexity can be observed more clearly. Second, as the rates
at the transition midpoint (where ku is equal to kf , and ∆G is 0) report on the transition
state energy, the correlation of these rates with measures of structural complexity sug-
gests that both the folding and unfolding rates (under conditions of different ∆G) should
also be correlated with those same measures of structural complexity. Third, a recently
developed method based on physical principles and protein structural class and size was
able to predict both unfolding and folding rates for a set of 52 two-state folding proteins
[231]. Finally, an analysis of 53 two- and 19 multi-state folders using a complex fractal
parameter found comparable correlations with unfolding and folding rates, although the
strength of the correlation was weaker than reported here [215]. The above considerations
provide support for our observation of the significant correlations of structural complexity
with both folding and unfolding rates.
4.4.3 Implications for design
The correlations reported herein indicate that the same measures of structural complexity
predict both folding and unfolding rates equally well and, consequently, it may be dif-
ficult to modulate one aspect of the structure to alter (e.g. gain) folding speed, while
leaving unfolding speed unaffected. Thus, it may seem a daunting task to achieve the
desirable outcome of both fast folding and slow unfolding simultaneously. However, while
the correlations of structural complexity and folding/unfolding rates have high statistical
significance (Table 4.1), there is nevertheless considerable variation around the lines of
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best fit, which we roughly estimate to be in the range of ± two orders of magnitude for
folding, and ± three orders of magnitude for unfolding rates (Figure 4.1A-D). Although
some of this variation may be caused by more complex topological features such as nested
structures [216, 226, 232], it has been noted previously [205, 233] and well documented ex-
perimentally, for example by comparison of homologous proteins [222, 223, 224, 227, 233],
that while the native structure may place upper and lower boundaries on folding and un-
folding rates, sequence-specific effects can be substantial. This is also illustrated by the
effects, sometimes quite large, of point mutations on kinetics [234]. In addition, single mu-
tations tend to have a larger absolute effect on unfolding rather than folding rates based
on our analysis of a dataset collected by Naganathan and Muñoz [235] where the change
in unfolding rate is ∼15-fold greater on average than for folding rates (Supplemental Table
4.4). Together the above points suggest that while the scaffold may define broad ranges
for folding/unfolding rates, sequence specific engineering can provide substantial scope to
modulate these rates in order to achieve to some extent, fast folding and slow unfolding.
Fortunately, much work has been done on the sequence-specific determinants of folding
and unfolding rates, and some lessons may be learned from this. First, the nature of func-
tional sites in proteins may modulate topological complexity and alter kinetics. This was
studied for two beta-trefoil proteins: the functional myristoyl binding site of Hisactophilin
is a cavity within the protein core which reduces structural complexity and so may speed
folding and unfolding, whereas the binding site of Interleukin-1 beta is formed by two
long loops which increase structural complexity and may slow the kinetics [236]. Second,
both residual structure in the denatured state [237, 238], and non-native interactions in
the transition state [239, 240, 241] can increase the folding rate independent of the overall
topology. Third, unfolding rates can be slowed by introducing hydrophobic residues on the
surface of the native structure, which may increase local rigidity and the barrier to local
hydration [242], or by surface electrostatic interactions, which may act as staples [243].
Lastly, it may be possible through computational simulation to identify particular weak
points in the structure which, if strengthened, could increase unfolding cooperativity and
therefore increase the height of the unfolding barrier [244]. Thus, multiple approaches may
be used to modulate sequence-specific interactions in order to alter folding/unfolding rates.
4.5 Conclusions
We have shown, using a large dataset with highly significant correlations, that the measures
of structural complexity that have emerged as strong predictors of folding rates, ACO and
LRO, are equally predictive of unfolding rates, contrary to what has been reported previ-
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ously when using smaller datasets [218, 219, 220]. In addition, the correlations are fairly
robust to kinetic mechanism, whether two- or multi-state, and structural class, whether
alpha, beta, or mixed. From a fundamental protein folding point of view, this suggests
that the structural complexity reported on by ACO and LRO is a key determinant of both
folding and unfolding processes.
These results have important implications for protein engineering and design. Specif-
ically, a topologically simple scaffold may fold quickly, and so attain in vivo activity
[225, 229]; but, it will also unfold quickly, reducing kinetic stability and resistance to
thermal or chemical denaturation and degradation by proteases [245, 246]. On the other
hand, a topologically complex scaffold may possess the high kinetic stability that would
be ideal for harsh industrial conditions or crowded and proteolytic biological environments
[246], but it may have difficulty folding fast enough to be biologically viable [199, 225].
These conflicting kinetic constraints may limit the prospects when both fast folding and
kinetic stability are required, or when improving a particular scaffold that is desirable for
other reasons (such as function). However, these difficulties can be overcome as in exist-
ing proteins where the large variation in folding/unfolding rates and significant effects of
point mutations [247] Supplemental Table 4.4) demonstrate that appropriately designed
sequences can ease constraints placed on the folding and unfolding rates by the structural
complexity of the protein scaffold.
4.6 Methods
Our dataset is largely that of Garbuzynskiy et al. [225] (which includes the smaller dataset
of Maxwell et al. [221]). We added data from the Kinetic DataBase [248], and other pub-
lished kinetic data including our own [223, 249, 79, 250] as well as data on our engineered
ThreeFoil protein [44] (for which the kinetic experiments will be published separately). In
adding data we followed the general criterion used by Garbuzynskiy et al. [225], using only
monomeric, single domain proteins, which lack disulfide bonds and prosthetic groups. In
addition, the experimental temperature was in the range, or could be reliably extrapolated,
to ∼25 ◦C, and the folding and unfolding rates were measured at, or could be extrapolated
to, 0 M denaturant. The specific details of the sources for each member of the 108 protein
dataset are given in Supplemental Table 4.3.
Absolute Contact Order (ACO), the average sequence separation between contacting
heavy atoms, was calculated as described by Plaxco et al. and later by Ivankov et al.
[197, 198]
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ACO = 1
Nc
Nc∑
i,j
|i− j| (4.1)
whereNc is the total number of contacts between heavy atoms, and |i−j| is the sequence
separation in residues for a given contacting pair of atoms. Contacts are considered between
heavy atoms less than 6 Å apart. Here we modify the original definition to only count
contacts where |i − j| > 1, since all residues would otherwise be in contact with their
covalently attached neighbours.
The formula for calculating Long Range Order (LRO) is that of Gromiha and Selvaraj
[210]
LRO = 1
L
Rc∑
i,j
ni,j (4.2)
where L is the protein length, Rc is the total number of contacting residues and ni,j is
1 when |i− j| ≥ 12 and 0 otherwise. We have modified the definition of a contact between
residues to be the same as in ACO rather than the original criterion of a Cα separation
less than 8 Å. This modified form yields slightly improved correlations for both folding and
unfolding; using 6 Å may correct for underestimation of long range contacts between large
residues in cores.
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4.7 Supplemental Information
Figure 4.2: Correlations between structural complexity and the rates of folding and unfolding
at the transition midpoint. Correlations are shown between for the folding/unfolding rate at the
transition midpoint (log kf = log ku) for A) ACO and B) LRO. Rates at the transition midpoint are
used because the thermodynamic stability is zero allowing for the correction of effects owing to differing
stabilities.
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Table 4.2: Correlations and linear fits of unfolding and folding rate constants, measures of
native structure, and thermodynamic stability, extended
Linear fit: Pearson correlation
y = b+m ∗ x
Parameter x Parameter y Dataset (size) m b R P a
ACO log kf = log ku Full (108) -0.32 3.8 -0.76 8.2x10−22
ACO log kf = log ku Two-State (73) -0.40 4.7 -0.80 2.0x10−17
ACO log kf = log ku Multi-State (35) -0.19 1.7 -0.70 2.3x10−6
ACO log kf = log ku Alpha (33) -0.43 4.9 -0.71 3.4x10−6
ACO log kf = log ku Beta (34) -0.52 5.9 -0.86 4.7x10−11
ACO log kf = log ku Mixed (41) -0.14 1.0 -0.61 2.2x10−5
ACO log kf = log ku Maxwell (28) -0.21 2.2 -0.69 4.6x10−5
LRO log kf = log ku Full (108) -1.4 5.1 -0.83 1.9x10−28
LRO log kf = log ku Two-State (73) -1.4 5.5 -0.85 1.8x10−21
LRO log kf = log ku Multi-State (35) -0.98 3.2 -0.71 1.9x10−6
LRO log kf = log ku Alpha (33) -1.8 6.0 -0.77 1.7x10−7
LRO log kf = log ku Beta (34) -1.7 6.6 -0.85 1.3x10−10
LRO log kf = log ku Mixed (41) -0.85 2.8 -0.61 2.3x10−5
LRO log kf = log ku Maxwell (28) -1.2 4.6 -0.81 1.4x10−7
RCO log kf Full (108) -3.9 2.5 -0.08 3.9x10−1NS
RCO log kf Two-State (73) -16 4.9 -0.34 2.8x10−3
RCO log kf Multi-State (35) -0.036 1.1 0.00 1.0x100NS
RCO log kf Alpha (33) 27 0.7 0.51 2.4x10−3
RCO log kf Beta (34) 7.7 0.28 0.15 4.0x10−1NS
RCO log kf Mixed (41) 12 -0.55 0.27 8.8x10−2NS
RCO log kf Maxwell (28) -19 5.3 -0.56 1.7x10−3
RCO log ku Full (108) 0.65 -1.6 0.01 9.3x10−1NS
RCO log ku Two-State (73) -9.2 0.36 -0.12 3.1x10−1NS
RCO log ku Multi-State (35) -1.9 -2.3 -0.02 9.0x10−1NS
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RCO log ku Alpha (33) 51 -4.7 0.52 2.0x10−3
RCO log ku Beta (34) 39 -8.1 0.46 6.4x10−3
RCO log ku Mixed (41) 7.9 -4.1 0.14 3.8x10−1NS
RCO log ku Maxwell (28) -14 0.3 -0.26 1.7x10−1NS
RCO log kf = log ku Full (108) -2.2 0.024 -0.04 7.0x10−1NS
RCO log kf = log ku Two-State (73) -12 1.8 -0.17 1.4x10−1NS
RCO log kf = log ku Multi-State (35) -2.1 -0.87 -0.04 8.1x10−1NS
RCO log kf = log ku Alpha (33) 42 -2.8 0.48 4.6x10−3
RCO log kf = log ku Beta (34) 29 -5.5 0.38 2.7x10−2
RCO log kf = log ku Mixed (41) 4.8 -2.0 0.14 4.0x10−1NS
RCO log kf = log ku Maxwell (28) -14 1.7 -0.39 3.9x10−2
TCD log kf Full (108) -2.8 4.8 -0.37 7.5x10−5
TCD log kf Two-State (73) -5.0 7.6 -0.65 5.6x10−10
TCD log kf Multi-State (35) -1.4 2.4 -0.21 2.3x10−1NS
TCD log kf Alpha (33) 2.0 2.0 0.19 2.9x10−1NS
TCD log kf Beta (34) -3.9 5.8 -0.42 1.2x10−2
TCD log kf Mixed (41) 0.99 0.085 0.14 3.9x10−1NS
TCD log kf Maxwell (28) -3.6 6.4 -0.60 6.5x10−4
TCD log ku Full (108) -4.1 2.6 -0.35 2.4x10−4
TCD log ku Two-State (73) -6.7 6.0 -0.55 6.1x10−7
TCD log ku Multi-State (35) -2.3 -0.47 -0.20 2.4x10−1NS
TCD log ku Alpha (33) 1.4 -0.39 0.07 6.9x10−1NS
TCD log ku Beta (34) -2.3 0.82 -0.15 3.8x10−1NS
TCD log ku Mixed (41) -0.23 -2.8 -0.03 8.7x10−1NS
TCD log ku Maxwell (28) -3.8 2.5 -0.42 2.5x10−2
TCD log kf = log ku Full (108) -3.9 3.6 -0.40 1.6x10−5
TCD log kf = log ku Two-State (73) -6.4 6.8 -0.59 4.2x10−8
TCD log kf = log ku Multi-State (35) -1.7 0.43 -0.24 1.6x10−1NS
TCD log kf = log ku Alpha (33) 0.037 1.5 0.00 1.0x100NS
TCD log kf = log ku Beta (34) -3.8 3.4 -0.28 1.0x10−1NS
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TCD log kf = log ku Mixed (41) -0.17 -1.1 -0.03 8.5x10−1NS
TCD log kf = log ku Maxwell (28) -3.5 3.4 -0.55 2.7x10−3
SRO log kf Full (108) 0.55 -1.7 0.35 2.1x10−4
SRO log kf Two-State (73) 0.66 -1.9 0.44 8.3x10−5
SRO log kf Multi-State (35) 0.62 -3.2 0.40 1.7x10−2
SRO log kf Alpha (33) -0.85 10. -0.37 3.4x10−2
SRO log kf Beta (34) -0.38 3.6 -0.08 6.6x10−1NS
SRO log kf Mixed (41) -0.33 3.3 -0.11 5.0x10−1NS
SRO log kf Maxwell (28) 0.59 -1.6 0.50 7.4x10−3
SRO log ku Full (108) 0.68 -6.0 0.27 4.0x10−3
SRO log ku Two-State (73) 0.68 -5.5 0.28 1.5x10−2
SRO log ku Multi-State (35) 1.1 -10. 0.43 9.1x10−3
SRO log ku Alpha (33) -2.5 21 -0.57 5.7x10−3
SRO log ku Beta (34) -2.1 9.8 -0.26 1.4x10−1NS
SRO log ku Mixed (41) 0.83 -8.4 0.22 1.7x10−1NS
SRO log ku Maxwell (28) 0.71 -6.5 0.40 3.6x10−2
SRO log kf = log ku Full (108) 0.63 -4.5 0.31 1.0x10−3
SRO log kf = log ku Two-State (73) 0.73 -4.7 0.35 2.6x10−3
SRO log kf = log ku Multi-State (35) 0.67 -5.8 0.43 1.0x10−2
SRO log kf = log ku Alpha (33) -2.0 18 -0.53 1.5x10−3
SRO log kf = log ku Beta (34) -1.9 9.5 -0.26 1.4x10−1NS
SRO log kf = log ku Mixed (41) 0.56 -4.9 0.23 1.4x10−1NS
SRO log kf = log ku Maxwell (28) 0.63 -4.7 0.49 8.0x10−3
NonLocalCO log kf Full (108) -0.17 5.2 -0.59 1.1x10−11
NonLocalCO log kf Two-State (73) -0.13 4.8 -0.46 4.3x10−5
NonLocalCO log kf Multi-State (35) -0.19 5.3 -0.74 3.6x10−7
NonLocalCO log kf Alpha (33) -0.11 5.4 -0.58 4.5x10−4
NonLocalCO log kf Beta (34) -0.27 6.2 -0.77 7.7x10−8
NonLocalCO log kf Mixed (41) -0.14 4.4 -0.53 3.3x10−4
NonLocalCO log kf Maxwell (28) -0.03 2.9 -0.14 4.7x10−1NS
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NonLocalCO log ku Full (108) -0.31 4.5 -0.71 7.1x10−18
NonLocalCO log ku Two-State (73) -0.32 4.7 -0.69 2.0x10−11
NonLocalCO log ku Multi-State (35) -0.28 3.9 -0.70 3.5x10−6
NonLocalCO log ku Alpha (33) -0.27 5.3 -0.74 6.6x10−7
NonLocalCO log ku Beta (34) -0.45 6.0 -0.79 3.6x10−8
NonLocalCO log ku Mixed (41) -0.22 2.0 -0.65 3.4x10−6
NonLocalCO log ku Maxwell (28) -0.14 0.98 -0.45 1.6x10−2
NonLocalCO log kf = log ku Full (108) -0.23 4.3 -0.65 1.5x10−14
NonLocalCO log kf = log ku Two-State (73) -0.25 4.7 -0.62 4.5x10−9
NonLocalCO log kf = log ku Multi-State (35) -0.18 3.0 -0.70 2.3x10−6
NonLocalCO log kf = log ku Alpha (33) -0.22 5.4 -0.70 5.0x10−6
NonLocalCO log kf = log ku Beta (34) -0.42 6.4 -0.81 5.3x10−9
NonLocalCO log kf = log ku Mixed (41) -0.12 1.5 -0.59 5.1x10−5
NonLocalCO log kf = log ku Maxwell (28) -0.085 1.2 -0.38 4.6x10−2
LocalCO log kf Full (108) 0.28 0.96 0.56 4.5x10−10
LocalCO log kf Two-State (73) 0.24 1.5 0.57 1.7x10−7
LocalCO log kf Multi-State (35) 0.58 -0.70 0.60 1.4x10−4
LocalCO log kf Alpha (33) 0.12 2.6 0.44 1.1x10−2
LocalCO log kf Beta (34) 0.74 -0.077 0.66 2.5x10−5
LocalCO log kf Mixed (41) 0.58 -0.12 0.28 8.1x10−2NS
LocalCO log kf Maxwell (28) 0.50 0.91 0.62 4.5x10−4
LocalCO log ku Full (108) 0.47 -3.3 0.60 4.9x10−12
LocalCO log ku Two-State (73) 0.43 -2.7 0.64 1.6x10−9
LocalCO log ku Multi-State (35) 0.84 -5.1 0.54 8.8x10−4
LocalCO log ku Alpha (33) 0.27 -1.3 0.54 1.3x10−3
LocalCO log ku Beta (34) 1.2 -4.5 0.66 2.1x10−5
LocalCO log ku Mixed (41) 0.99 -5.2 0.38 1.5x10−2
LocalCO log ku Maxwell (28) 0.78 -3.9 0.63 2.9x10−3
LocalCO log kf = log ku Full (108) 0.42 -1.8 0.65 4.3x10−14
LocalCO log kf = log ku Two-State (73) 0.39 -1.5 0.65 6.0x10−10
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LocalCO log kf = log ku Multi-State (35) 0.63 -3.0 0.64 3.9x10−5
LocalCO log kf = log ku Alpha (33) 0.26 -0.32 0.57 4.7x10−4
LocalCO log kf = log ku Beta (34) 1.1 -3.3 0.68 8.3x10−6
LocalCO log kf = log ku Mixed (41) 0.72 -2.9 0.43 4.5x10−3
LocalCO log kf = log ku Maxwell (28) 0.62 -2.2 0.71 2.4x10−5
Nα log kf Full (108) -0.048 4.3 -0.64 7.3x10−14
Nα log kf Two-State (73) -0.042 4.1 -0.47 2.4x10−5
Nα log kf Multi-State (35) -0.050 4.3 -0.80 9.0x10−9
Nα log kf Alpha (33) -0.037 5.0 -0.72 2.2x10−6
Nα log kf Beta (34) -0.076 4.6 -0.72 1.8x10−6
Nα log kf Mixed (41) -0.041 3.6 -0.66 3.3x10−6
Nα log kf Maxwell (28) -0.0089 2.7 -0.17 3.9x10−1NS
Nα log ku Full (108) -0.078 2.2 -0.68 8.4x10−16
Nα log ku Two-State (73) -0.094 2.7 -0.65 3.3x10−10
Nα log ku Multi-State (35) -0.070 2.0 -0.69 5.6x10−6
Nα log ku Alpha (33) -0.070 3.5 -0.72 1.8x10−6
Nα log ku Beta (34) -0.15 4.1 -0.84 4.1x10−10
Nα log ku Mixed (41) -0.047 -0.26 -0.60 3.5x10−5
Nα log ku Maxwell (28) -0.031 -0.46 -0.39 4.0x10−2
Nα log kf = log ku Full (108) -0.060 2.6 -0.63 1.8x10−13
Nα log kf = log ku Two-State (73) -0.077 3.1 -0.61 1.1x10−8
Nα log kf = log ku Multi-State (35) -0.046 1.8 -0.71 1.9x10−6
Nα log kf = log ku Alpha (33) -0.060 4.0 -0.71 3.3x10−6
Nα log kf = log ku Beta (34) -0.13 4.5 -0.84 4.2x10−10
Nα log kf = log ku Mixed (41) -0.029 0.39 -0.58 6.1x10−5
Nα log kf = log ku Maxwell (28) -0.020 0.33 -0.35 6.7x10−2NS
CC log kf Full (108) 32 -16 0.69 1.7x10−16
CC log kf Two-State (73) 27 -13 0.61 9.5x10−9
CC log kf Multi-State (35) 59 -32 0.83 9.9x10−10
CC log kf Alpha (33) 25 -11 0.73 1.2x10−6
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CC log kf Beta (34) 28 -15 0.73 1.2x10−6
CC log kf Mixed (41) 31 -16 0.51 5.9x10−4
CC log kf Maxwell (28) 2.8 0.69 0.05 7.9x10−1NS
CC log ku Full (108) 57 -34 0.78 3.3x10−23
CC log ku Two-State (73) 56 -34 0.80 2.4x10−17
CC log ku Multi-State (35) 83 -48 0.71 1.6x10−6
CC log ku Alpha (33) 49 -28 0.75 5.2x10−7
CC log ku Beta (34) 53 -32 0.83 1.1x10−9
CC log ku Mixed (41) 44 -28 0.58 6.9x10−5
CC log ku Maxwell (28) 38 -23 0.48 9.9x10−3
CC log kf = log ku Full (108) 47 -27 0.78 2.4x10−23
CC log kf = log ku Two-State (73) 48 -28 0.77 2.5x10−15
CC log kf = log ku Multi-State (35) 57 -33 0.79 2.0x10−8
CC log kf = log ku Alpha (33) 45 -25 0.78 7.1x10−8
CC log kf = log ku Beta (34) 47 -28 0.83 1.0x10−9
CC log kf = log ku Mixed (41) 26 -16 0.54 2.9x10−4
CC log kf = log ku Maxwell (28) 18 -11 0.32 9.4x10−2NS
L log kf Full (108) -0.024 4.3 -0.64 1.2x10−13
L log kf Two-State (73) -0.021 4.1 -0.46 3.5x10−5
L log kf Multi-State (35) -0.025 4.4 -0.80 7.6x10−9
L log kf Alpha (33) -0.018 5.0 -0.72 2.8x10−6
L log kf Beta (34) -0.037 4.6 -0.70 3.4x10−6
L log kf Mixed (41) -0.020 3.6 -0.64 6.4x10−6
L log kf Maxwell (28) -0.0040 2.6 -0.16 4.3x10−1NS
L log ku Full (108) -0.093 2.3 -0.68 6.7x10−16
L log ku Two-State (73) -0.046 2.7 -0.65 4.2x10−10
L log ku Multi-State (35) -0.036 2.2 -0.69 3.6x10−6
L log ku Alpha (33) -0.035 3.6 -0.72 2.4x10−6
L log ku Beta (34) -0.073 4.3 -0.84 6.2x10−10
L log ku Mixed (41) -0.023 -0.21 -0.60 3.5x10−5
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L log ku Maxwell (28) -0.015 -0.44 -0.39 3.8x10−2
L log kf = log ku Full (108) -0.030 2.6 -0.64 1.5x10−13
L log kf = log ku Two-State (73) -0.038 3.2 -0.61 1.2x10−8
L log kf = log ku Multi-State (35) -0.023 1.9 -0.71 1.5x10−6
L log kf = log ku Alpha (33) -0.030 4.0 -0.71 3.8x10−6
L log kf = log ku Beta (34) -0.065 4.6 -0.83 9.7x10−10
L log kf = log ku Mixed (41) -0.014 0.43 -0.58 6.4x10−5
L log kf = log ku Maxwell (28) -0.0098 0.34 -0.35 6.5x10−2NS
L ∆GF−U Full (108) -0.021 -2.7 -0.42 4.6x10−6
L ∆GF−U Two-State (73) -0.035 -1.9 -0.57 1.2x10−7
L ∆GF−U Multi-State (35) -0.014 -3.0 -0.29 9.5x10−2NS
L ∆GF−U Alpha (33) -0.023 -2.0 -0.54 1.2x10−3
L ∆GF−U Beta (34) -0.049 -0.42 -0.68 1.1x10−5
L ∆GF−U Mixed (41) -0.0047 -5.1 -0.10 5.5x10−1NS
L ∆GF−U Maxwell (28) -0.015 -4.2 -0.31 1.1x10−1NS
L2/3 log kf Full (108) -0.18 5.7 -0.67 4.1x10−15
L2/3 log kf Two-State (73) -0.16 5.3 -0.51 3.5x10−6
L2/3 log kf Multi-State (35) -0.20 6.2 -0.81 3.0x10−9
L2/3 log kf Alpha (33) -0.14 6.0 -0.75 6.4x10−7
L2/3 log kf Beta (34) -0.24 6.1 -0.72 1.4x10−6
L2/3 log kf Mixed (41) -0.15 4.8 -0.64 6.8x10−6
L2/3 log kf Maxwell (28) -0.028 2.8 -0.14 4.9x10−1NS
L2/3 log ku Full (108) -0.30 4.7 -0.72 1.3x10−18
L2/3 log ku Two-State (73) -0.36 5.5 -0.72 8.3x10−13
L2/3 log ku Multi-State (35) -0.28 4.7 -0.71 2.1x10−6
L2/3 log ku Alpha (33) -0.27 5.7 -0.77 2.0x10−7
L2/3 log ku Beta (34) -0.48 7.1 -0.86 1.0x10−10
L2/3 log ku Mixed (41) -0.18 1.3 -0.60 3.4x10−5
L2/3 log ku Maxwell (28) -0.13 0.74 -0.42 2.6x10−2
L2/3 log kf = log ku Full (108) -0.24 4.6 -0.69 2.6x10−16
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L2/3 log kf = log ku Two-State (73) -0.30 5.5 -0.68 5.5x10−11
L2/3 log kf = log ku Multi-State (35) -0.19 3.6 -0.74 4.8x10−7
L2/3 log kf = log ku Alpha (33) -0.24 5.9 -0.76 2.3x10−7
L2/3 log kf = log ku Beta (34) -0.42 7.1 -0.85 1.7x10−10
L2/3 log kf = log ku Mixed (41) -0.11 1.4 -0.59 5.5x10−5
L2/3 log kf = log ku Maxwell (28) -0.081 1.0 -0.37 5.5x10−2NS
L2/3 ∆GF−U Full (108) -0.17 -1.3 -0.46 4.2x10−7
L2/3 ∆GF−U Two-State (73) -0.27 0.23 -0.63 2.4x10−9
L2/3 ∆GF−U Multi-State (35) -0.11 -2.0 -0.29 8.8x10−2NS
L2/3 ∆GF−U Alpha (33) -0.18 -0.53 -0.59 3.2x10−4
L2/3 ∆GF−U Beta (34) -0.32 1.4 -0.69 6.2x10−6
L2/3 ∆GF−U Mixed (41) -0.037 -4.8 -0.10 5.4x10−1NS
L2/3 ∆GF−U Maxwell (28) -0.14 -2.8 -0.35 6.5x10−2NS
L1/2 log kf Full (108) -0.52 7.0 -0.68 1.1x10−15
L1/2 log kf Two-State (73) -0.46 6.5 -0.53 1.2x10−6
L1/2 log kf Multi-State (35) -0.61 7.9 -0.82 2.1x10−9
L1/2 log kf Alpha (33) -0.40 7.0 -0.75 3.9x10−7
L1/2 log kf Beta (34) -0.66 7.5 -0.73 9.9x10−7
L1/2 log kf Mixed (41) -0.46 6.1 -0.64 7.5x10−6
L1/2 log kf Maxwell (28) -0.077 3.0 -0.12 5.3x10−1NS
L1/2 log ku Full (108) -0.89 7.0 -0.74 6.0x10−20
L1/2 log ku Two-State (73) -1.0 8.1 -0.75 4.1x10−14
L1/2 log ku Multi-State (35) -0.86 7.2 -0.71 1.7x10−6
L1/2 log ku Alpha (33) -0.80 7.7 -0.79 6.3x10−8
L1/2 log ku Beta (34) -1.3 9.8 -0.86 4.7x10−11
L1/2 log ku Mixed (41) -0.54 2.8 -0.60 3.5x10−5
L1/2 log ku Maxwell (28) -0.40 1.9 -0.43 2.1x10−2
L1/2 log kf = log ku Full (108) -0.70 6.4 -0.71 9.2x10−18
L1/2 log kf = log ku Two-State (73) -0.87 7.7 -0.70 3.9x10−12
L1/2 log kf = log ku Multi-State (35) -0.57 5.3 -0.75 2.8x10−7
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L1/2 log kf = log ku Alpha (33) -0.70 7.7 -0.79 5.7x10−8
L1/2 log kf = log ku Beta (34) -1.2 9.5 -0.86 7.8x10−11
L1/2 log kf = log ku Mixed (41) -0.34 2.3 -0.59 5.3x10−5
L1/2 log kf = log ku Maxwell (28) -0.25 1.8 -0.37 5.1x10−1NS
L1/2 ∆GF−U Full (108) -0.50 0.054 -0.48 1.2x10−7
L1/2 ∆GF−U Two-State (73) -0.79 2.2 -0.65 4.1x10−10
L1/2 ∆GF−U Multi-State (35) -0.34 -1.0 -0.30 8.5x10−2NS
L1/2 ∆GF−U Alpha (33) -0.54 0.87 -0.61 1.7x10−4
L1/2 ∆GF−U Beta (34) -0.87 3.2 -0.69 5.2x10−6
L1/2 ∆GF−U Mixed (41) -0.11 -4.5 -0.10 5.4x10−1NS
L1/2 ∆GF−U Maxwell (28) -0.44 -1.4 -0.37 5.0x10−2NS
log L log kf Full (108) -5.7 13 -0.69 2.0x10−16
log L log kf Two-State (73) -4.9 12 -0.57 1.4x10−7
log L log kf Multi-State (35) -8.0 18 -0.82 1.4x10−9
log L log kf Alpha (33) -4.3 11 -0.75 4.3x10−7
log L log kf Beta (34) -6.2 13 -0.74 5.5x10−7
log L log kf Mixed (41) -5.7 13 -0.63 1.2x10−5
log L log kf Maxwell (28) -0.69 3.6 -0.09 6.6x10−1NS
log L log ku Full (108) -10 18 -0.78 6.5x10−23
log L log ku Two-State (73) -11 20 -0.79 6.2x10−17
log L log ku Multi-State (35) -11 21 -0.72 1.1x10−6
log L log ku Alpha (33) -8.7 17 -0.81 9.4x10−9
log L log ku Beta (34) -12 21 -0.87 2.1x10−11
log L log ku Mixed (41) -6.8 11 -0.60 4.0x10−5
log L log ku Maxwell (28) -5.4 8.6 -0.46 1.4x10−2
log L log kf = log ku Full (108) -8.1 15 -0.76 1.4x10−21
log L log kf = log ku Two-State (73) -9.3 17 -0.76 9.5x10−15
log L log kf = log ku Multi-State (35) -7.6 15 -0.77 5.9x10−8
log L log kf = log ku Alpha (33) -7.8 16 -0.83 3.1x10−9
log L log kf = log ku Beta (34) -11 19 -0.87 3.2x10−11
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log L log kf = log ku Mixed (41) -4.3 7.4 -0.59 4.9x10−5
log L log kf = log ku Maxwell (28) -3.2 5.6 -0.38 4.8x10−2
log L ∆GF−U Full (108) -5.9 6.7 -0.53 4.8x10−9
log L ∆GF−U Two-State (73) -8.3 11 -0.69 1.4x10−11
log L ∆GF−U Multi-State (35) -4.6 4.6 -0.30 7.6x10−2NS
log L ∆GF−U Alpha (33) -6.1 7.5 -0.65 3.7x10−5
log L ∆GF−U Beta (34) -8.0 11 -0.70 5.0x10−6
log L ∆GF−U Mixed (41) -1.5 -2.6 -0.11 5.1x10−1NS
log L ∆GF−U Maxwell (28) -6.4 6.8 -0.43 2.4x10−2
Individual correlations and linear fits are shown for subsets of the data as in Figure 4.1. Additionally,
values for the commonly used dataset of Maxwell et al. [221] are shown for comparison
aTwo-tailed probability value
NSCorrelation is not significant at the 0.05 level (5.0 x 10−2)
∆GF−U = GF - GU = -RT ln(kf/ku), where R is the gas constant and T is the absolute temperature
in Kelvin, gives the Gibbs free energy of the folded state relative to the unfolded state
log kf = log ku where the thermodynamic stability of the protein is zero, is used to correct for the
possible effects of differing stabilities
Relative Contact Order (RCO) is calculated as by Plaxco et al. [197]
Absolute Contact Order (ACO) is calculated as by Ivankov et al. [198]
Long Range Order (LRO) is calculated as by Gromiha et al. [210]
Short Range Order (SRO), local contact order (LocalCO), and non-local contact order (NonLocalCO)
are calculated as by Zou and Ozkan [211]
Total Contact Distance (TCD) is calculated as by Zhou and Zhou [212]
Clustering Coefficient (CC) is calculated as by Micheletti [214]
Nα is calculated as by Ouyang and Liang [213]
In the case of all of the above parameters the original equations and cutoffs were used, except for
definitions of contact, which were all made consistent with ACO by counting a contact between residues
when any heavy atoms between the two residues were < 6.0 Å apart
Dependencies on length were suggested by various works [200, 251, 252, 199, 204, 203]
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Table 4.3: Dataset
Protein Name PDB
(res)
Kin.
State
Class Len. logkf
=
logku
logkf
(s−1)a
logku
(s−1)a
∆GF−U
(kcalmol )
Ref
Colicin E7 immunity pro-
tein
1AYI Two α 85 1.22 3.13 1.00 -2.90 [221]
Telomeric protein DNA-
binding domain, human
1BA5 Two α 49 0.69 2.56 0.52 -2.78 [225]
Immunoglobulin binding
B-domain
1BDD
(2-59)
Two α 58 2.52 5.08 1.82 -4.44 [225]
16th domain of brain α-
spectrin
1CUN
(7-112)
Two α 106 -0.87 2.08 -2.61 -6.40 [225]
17th domain of brain α-
spectrin
1CUN
(113-
219)
Two α 107 -1.48 1.48 -3.39 -6.64 [225]
FADD death-domain, hu-
man
1E41
(93-192)
Two α 100 -0.26 2.95 -1.30 -5.81 [225]
Rap1 myb-domain, human 1FEX Two α 59 1.69 3.56 1.26 -3.14 [225]
Myb transforming protein 1IDY Two α 54 1.35 3.78 0.74 -4.15 [225]
Colicin E9 immunity pro-
tein
1IMQ Two α 85 -0.61 3.17 -0.83 -5.45 [221]
Trp-Cage Miniprotein 1L2Y Two α 20 5.65 5.43 4.99 -0.59 [225]
Lyme disease variable sur-
face antigen
1L8W
(29-335)
Two α 307 -2.04 0.88 -3.68 -6.22 [221]
Lambda repressor 1LMB Two α 80 2.26 4.52 1.39 -4.27 [221]
Acyl-coenzyme A binding
protein, cow
1NTI Two α 86 -0.13 3.04 -1.69 -6.46 [221]
Protein yjbJ 1RYK Two α 69 2.78 3.95 1.95 -2.73 [221]
BBA5 mini-protein 1T8J Two α 23 5.43 5.12 5.73 0.83 [225]
15th domain of brain
alpha-spectrin
1U5P Two α 110 1.74 4.78 0.13 -6.34 [225]
Villin Headpiece 1VII Two α 36 4.60 4.08 2.30 -2.43 [248]
83
Dihydrolipolysine acetyl-
transferase, G. stearother-
mophilus
1W4G Two α 45 2.52 4.44 1.30 -4.28 [223]
Dihydrolipolysine suc-
cinyltransferase, E. coli
1W4H Two α 45 4.00 5.11 3.78 -1.82 [223]
Pyruvate dehydrogenase
E2, P. aerophilum
1W4J Two α 51 3.26 5.32 2.74 -3.52 [223]
de novo designed 3-helix
bundle
2A3D Two α 73 5.39 5.30 3.30 -2.73 [248]
Peripheral subunit-binding
domain, Dihydrolipoamide
acetyltransferase
2PDD Two α 42 4.26 4.26 2.35 -2.61 [250]
E3-binding domain of BBL 2WXC Two α 47 3.47 4.86 2.87 -2.73 [225]
Cold shock protein, B. cal-
dolyticus
1C9O Two β 66 0.09 3.13 -0.17 -4.50 [225]
Cold shock protein, B. sub-
tilus
1CSP Two β 67 1.17 2.82 1.00 -2.49 [225]
Formin Binding Protein 28 1E0L Two β 37 4.00 4.60 3.73 -1.18 [225]
WW prototype 1E0M Two β 37 3.34 3.87 3.08 -1.07 [225]
9th fibronectin domain 1FNF Two β 90 -0.96 -0.39 -1.26 -1.18 [225]
Cold shock protein, T.
maritima
1G6P Two β 66 -1.13 2.74 -1.74 -6.10 [225]
Hisactophilin 1HCD Two β 117 -2.82 1.35 -4.69 -8.23 [249]
sso7d 1JIC Two β 62 0.26 3.04 -1.39 -6.04 [225]
Abp1 SH3 domain 1JO8 Two β 58 -0.91 1.09 -1.17 -3.08 [221]
Fibronectin type III WL-
12 chitinase A1
1K85
(559-
644)
Two β 86 -1.65 0.61 -3.04 -4.98 [225]
E2 component alpha-
ketoacid dehydrogenase
1K8M Two β 87 -2.04 -0.39 -3.39 -4.09 [225]
Yes kinase-associated pro-
tein
1K9Q
(5-44)
Two β 40 3.04 3.65 2.91 -1.01 [225]
Internalin B SH3 domain 1M9S
(391-
466)
Two β 76 0.04 1.74 -0.74 -3.38 [221]
Cold shock protein, E. coli 1MJC Two β 69 0.69 2.30 0.61 -2.31 [225]
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Beta-hairpin 1PGB
(41-56)
Two β 16 5.21 5.21 5.21 0.00 [225]
PinWW 1PIN
(6-39)
Two β 34 3.95 4.04 1.82 -3.02 [225]
PI3 SH3 domain 1PNJ Two β 84 -2.08 -0.43 -3.17 -3.73 [225]
Oncoprotein p13mtcp1 1QTU
(1-109)
Two β 109 -3.69 0.00 -4.78 -6.52 [225]
Fyn SH3 domain 1SHF Two β 59 -0.87 2.13 -1.87 -5.45 [221]
Spectrin SH3 domain 1SHG Two β 57 -1.61 0.48 -2.08 -3.50 [221]
Src SH3 domain 1SRL Two β 56 0.17 1.91 -0.56 -3.38 [221]
Fibronectin type III
tenascin
1TEN Two β 89 -1.91 0.48 -3.34 -5.21 [225]
18th module of muscle pro-
tein twitchin
1WIT Two β 93 -2.56 0.17 -3.56 -5.09 [225]
Sho1 SH3 domain 2VKN Two β 66 -0.35 0.92 -1.08 -2.73 [221]
Symfoil1 3O49 Two β 123 -3.08 0.74 -3.91 -6.34 [79]
Symfoil4P 3O4D Two β 123 -4.69 2.13 -5.99 -11.08 [79]
ThreeFoil 3PG0 Two β 140 -7.43 -3.87 -8.95 -6.93 [70]
Muscle acylphosphatase 1APS Two αβ 98 -3.17 -0.69 -3.91 -4.38 [221]
C-terminal domain of pro-
tein L9
1DIV
(58-149)
Two αβ 92 -1.91 1.43 -3.43 -6.64 [221]
N-terminal domain of pro-
tein L9
1DIV
(1-56)
Two αβ 56 0.83 2.87 0.00 -3.90 [221]
LysM Domain 1E0G Two αβ 48 1.61 3.04 1.02 -2.75 [225]
FK506 binding protein 1FKB Two αβ 107 -2.26 0.69 -3.52 -5.75 [221]
Apoflavodoxin, Anabaena 1FTG Two αβ 168 -0.09 1.22 -1.17 -3.26 [225]
Tm1083 1J5U Two αβ 123 -0.39 2.97 -2.28 -7.17 [221]
Chemotaxis protein CheW 1K0S Two αβ 143 -2.17 3.21 -5.25 -11.55 [221]
Cyclophilin A 1LOP Two αβ 164 -1.30 2.87 -4.52 -10.07 [225]
Ribosomal protein L23 1N88 Two αβ 96 -1.04 0.87 -1.69 -3.50 [221]
ADAh2 1O6X Two αβ 81 0.65 2.95 -0.17 -4.27 [221]
B1 domain of protein G 1PGB Two αβ 56 -0.17 2.74 -0.74 -4.74 [221]
85
Histidine containing phos-
phocarrier protein
1POH Two αβ 85 -1.30 1.17 -2.69 -5.27 [225]
C-terminal domain of
spore coat protein S
1PRS
(91-173)
Two αβ 83 -3.52 -0.87 -4.04 -4.32 [225]
N-terminal domain spore
coat protein S
1PRS
(1-90)
Two αβ 90 -2.00 1.30 -4.08 -7.35 [225]
Ras binding domain 1RFA Two αβ 78 -0.09 3.65 -1.22 -6.64 [221]
Ribosomal protein S6 1RIS Two αβ 97 -1.69 2.65 -3.60 -8.53 [221]
Src SH2 domain 1SPR Two αβ 103 -0.61 3.78 -1.52 -7.23 [221]
Ubiquitin 1UBQ Two αβ 76 -0.65 3.17 -2.95 -8.35 [221]
Spliceosomal protein U1A 1URN Two αβ 96 -0.17 2.01 -5.09 -9.68 [221]
Common-type acylphos-
phatase
2ACY Two αβ 98 -1.91 0.35 -2.82 -4.32 [225]
Chymotrypsin inhibitor 2 2CI2 Two αβ 64 -1.52 2.52 -4.47 -9.54 [221]
B1 domain of Protein L 2PTL
(18-77)
Two αβ 60 -0.61 1.78 -1.43 -4.38 [221]
Pit1 homeodomain 1AU7
(103-
160)
Multi α 58 3.21 4.21 2.08 -2.90 [225]
FKBP-Rapamycin binding
domain
1AUE Multi α 92 -1.04 2.61 -2.35 -6.75 [225]
p19ink4d CDK inhibitor 1BD8 Multi α 156 -0.83 1.26 -1.00 -3.08 [225]
Engrailed homeodomain 1ENH Multi α 54 3.52 4.56 3.30 -1.72 [225]
Acyl-coenzyme A binding
protein, yeast
1ST7 Multi α 86 -0.17 3.69 2.78 -1.24 [225]
FF domain, human hypa 1UZC Multi α 69 1.00 3.30 0.61 -3.67 [225]
Tumour suppressor protein
p16
2A5E
(9-156)
Multi α 148 0.17 1.52 0.09 -1.95 [225]
Phage 434 cro protein 2CRO Multi α 64 0.13 1.61 -0.22 -2.49 [225]
T4 lysozyme 2LZM Multi α 164 -2.48 1.78 -6.08 -10.72 [225]
Myotrophin 2MYO Multi α 118 -0.13 2.04 -1.39 -4.68 [225]
Ileal lipid binding protein 1EAL Multi β 127 -1.22 0.56 -2.13 -3.67 [225]
Intestinal fatty acid bind-
ing protein
1IFC Multi β 131 -1.22 1.48 -2.00 -4.74 [225]
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FGF-1 1JQZ Multi β 136 -2.87 0.56 -3.08 -4.98 [79]
Cellular retinol binding
protein II
1OPA Multi β 133 -2.17 0.61 -4.00 -6.28 [225]
Barnase 1RNB Multi β 109 -1.87 1.13 -3.95 -6.93 [225]
Titin IG repeat 27 1TIU Multi β 89 -3.00 1.56 -3.30 -6.64 [225]
10th type III fibronectin
domain
1TTF Multi β 94 -0.22 2.39 -3.65 -8.23 [225]
Apical domain of GroEL 1AON
(191-
345)
Multi αβ 155 -1.48 -0.65 -2.48 -2.49 [225]
Third PDZ domain from
PSD-95
1BFE Multi αβ 110 -0.09 1.30 -1.48 -3.79 [225]
Barstar 1BTA Multi αβ 89 -0.61 1.48 -1.17 -3.61 [225]
Cellular retinoic acid bind-
ing protein I
1CBI Multi αβ 136 -2.91 -1.39 -4.26 -3.91 [225]
PDZ2 domain from PTP-
BL
1GM1 Multi αβ 94 -0.52 0.35 -1.00 -1.84 [225]
Hydrogenase maturation
protein
1GXT Multi αβ 88 -0.35 1.91 -2.95 -6.64 [225]
Indole-3-
glycerolphosphate syn-
thase
1IGS
(27-248)
Multi αβ 222 -3.87 -2.00 -5.91 -5.33 [225]
Staphylococcal nuclease 1JOO Multi αβ 149 -2.30 1.00 -3.65 -6.34 [225]
C-terminal domain of
phosphoglycerate kinase
1PHP
(176-
394)
Multi αβ 219 -2.21 -1.69 -4.69 -4.09 [225]
N-terminal domain of
phosphoglycerate kinase
1PHP
(1-175)
Multi αβ 175 -0.56 1.00 -1.82 -3.85 [225]
Trp-Synthase α-subunit 1QOP
(Chain
A)
Multi αβ 265 -2.48 -1.09 -3.87 -3.79 [225]
Dihydrofolate reductase 1RA9 Multi αβ 159 -2.26 -1.39 -2.65 -1.72 [225]
Cell-cycle regulatory pro-
tein p13suc1
1SCE Multi αβ 97 -0.43 1.82 -2.65 -6.10 [225]
Carbonic anhydrase 1V9E Multi αβ 259 -4.60 -1.82 -
10.42
-11.73 [225]
87
Ribonuclease H1, E. coli 2RN2 Multi αβ 155 -2.00 0.04 -5.21 -7.17 [225]
Villin 14T 2VIK Multi αβ 126 -0.69 2.17 -1.78 -5.39 [225]
Chemotactic protein 3CHY Multi αβ 128 -0.56 0.43 -1.91 -3.20 [225]
Ribonuclease H1, C.
tepidum
3H08 Multi αβ 139 -1.74 0.83 -6.08 -9.42 [225]
Average (# proteins)
Full (108) -0.28 2.00 -1.50 -4.77
Two-State (74) 0.02 2.42 -1.03 -4.71
Multi-State (34) -1.06 1.08 -2.50 -4.89
Alpha (33) 1.54 3.50 0.68 -3.84
Beta (34) -0.83 1.54 -1.78 -4.53
Mixed (41)b -1.30 1.17 -3.01 -5.71
Maxwell (28)c -0.54 2.27 -1.81 -5.56
Min (# proteins)
Full (108) -7.43 -3.87 -
10.42
-11.73
Two-State (74) -7.43 -3.87 -8.95 -11.55
Multi-State (34) -4.60 -2.00 -
10.42
-11.73
Alpha (33) -2.48 0.88 -6.08 -10.72
Beta (34) -7.43 -3.87 -8.95 -11.08
Mixed (41)b -4.06 -2.00 -
10.42
-11.73
Maxwell (28)c -3.17 -0.69 -5.23 -11.55
Max (# proteins)
Full (108) 5.65 5.43 5.73 0.83
Two-State (74) 5.65 5.43 5.73 0.83
Multi-State (34) 3.52 4.56 3.30 -1.24
Alpha (33) 5.65 5.43 5.73 0.83
Beta (34) 5.21 5.21 5.21 0.00
Mixed (41)b 1.61 3.78 1.02 -1.72
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Maxwell (28)c 2.78 4.52 1.95 -2.73
Standard Deviation
(# proteins)
Full (108) 2.40 1.88 2.92 2.53
Two-State (74) 2.60 1.83 2.92 2.52
Multi-State (34) 1.66 1.66 2.69 2.58
Alpha (33) 2.27 1.36 2.59 2.25
Beta (34) 2.59 1.75 2.90 2.42
Mixed (41)b 1.29 1.63 2.05 2.57
Maxwell (28)c 1.32 1.23 1.85 2.37
aall values refer to 25 ◦C
bMixed refers to the αβ structure class
cthe set “Maxwell” is listed as ref [221]
log kf = log ku is the experimentally determined mid-transition (denaturation midpoint) folding (equal
to unfolding) rate, where the thermodynamic stability of the protein is zero
∆GF−U = GF - GU = -RT ln(kf/ku), where R is the gas constant and T is the absolute temperature
in Kelvin (298.15), gives the Gibbs free energy of the folded state relative to the unfolded state
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Table 4.4: Single mutation effects on folding and unfolding rates
Protein Number of
Mutations
Average change
in kf (x-fold)a
Average change
in ku (y-fold)a
Relative change
(y-fold / x-fold)
Muscle AcP 22 3.16 8.12 2.57
FKBP12 34 2.25 29.64 13.18
L23 17 2.03 104.11 51.35
CTL9 24 3.98 131.22 33.00
α-spectrin SH3 (D48G) 14 5.12 13.45 2.63
CI2 65 3.32 65.21 19.64
Src-SH3 54 2.79 9.22 3.30
Protein L 68 1.75 44.83 25.60
Fyn-SH3 34 7.01 26.90 3.84
bACBP 30 3.54 134.25 37.89
Ubiquitin 27 4.41 232.79 52.75
Protein G 31 2.87 14.97 5.22
ADA2h 18 1.78 4.70 2.64
NTL9 24 1.94 18.48 9.54
sso7d 20 2.15 7.19 3.35
CspB 21 3.01 7.89 2.62
Im9 25 12.32 83.70 6.80
cyt b562 39 2.82 173.39 61.59
yACBP 18 5.28 161.14 30.54
FBP28 WW 45 1.40 2.83 2.02
E3DB (F166W) 22 3.30 16.80 5.08
BdpA (Y15W) 45 2.84 12.97 4.57
BdpA (N29H,Q33W) 20 1.70 9.32 5.49
BpdA (E48W) 20 2.35 6.39 2.72
POB (L146A, Y166W) 22 3.37 6.99 2.07
Per Protein Averageb 25 3.46 53.06 15.34
90
Per Mutation Averagec 759 3.30 52.58 15.95
achange is calculated as eˆ|ln kwt - ln kmut|. Thus, a two-fold slower rate or two-fold faster rate for the
mutant would both be a 2.0 fold change in rate. Reported values are the average across all mutations
for that protein
baverage across the dataset weighting each protein equally
caverage across the dataset weighting each mutation equally
It should be noted that the vast majority of mutations in the dataset [204] are simple truncation
mutations and hence, the relationships shown may not be representative of a more general set of
mutations
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Chapter 5
Topological Complexity and Kinetic
Stability
5.1 Context
This chapter is a pre-print version of “Designed protein reveals structural determinants
of extreme kinetic stability”, published in the Proceedings of the National Academy of
Sciences of the United States of America in 2015, of which I am the first author [70]. While
the previous chapter demonstrated the connection between high topological complexity and
slow unfolding rates, in this chapter the connection to kinetic stability and its associated
benefits is examined. In particular, slow unfolding — when in the context of two-state
unfolding kinetics — results in a protein that is effectively trapped in the native state,
regardless of its thermodynamic stability. This can allow proteins to survive particularly
harsh solvent conditions, the presence of protease, and high temperatures.
I determined the experimental kinetics of ThreeFoil and its resistance properties in
collaboration with S. Martha Ma. I determined the resistance of a number of additional
proteins in collaboration with Hitesh Rafalia. I collected data for numerous resistant
proteins in collaboration with Ke Xia. I performed overall analysis of various datasets
as well as collecting and analyzing all data found in the supplemental information (not
including MassSpec and Diagonal 2D SDS-PAGE which were performed by Ke Xia, and
not including ab initio folding of OneFoil which was done by Kyle Trainor). Shachi Gosavi
performed and analyzed all Go¯-modelling simulations. I wrote the manuscript along with
Shachi Gosavi and Elizabeth M. Meiering.
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5.2 Summary
The design of stable, functional proteins is difficult. Improved design requires a deeper
knowledge of the molecular basis for design outcomes and properties. We previously used
a bioinformatics and energy function method to design a symmetric superfold protein
composed of repeating structural elements with multivalent carbohydrate-binding function,
called ThreeFoil. This and similar methods have produced a notably high yield of stable
proteins. Using a battery of experimental and computational analyses we show that in
spite of its small size and lack of disulfide bonds, ThreeFoil has remarkably high kinetic
stability and its folding is specifically chaperoned by carbohydrate binding. It is also
extremely stable against thermal and chemical denaturation and proteolytic degradation.
We demonstrate that the kinetic stability can be predicted and modelled using absolute
contact order (ACO) and long-range order (LRO), as well as coarse-grained simulations;
the stability arises from a topology that includes many long-range contacts which create
a large and highly cooperative energy barrier for unfolding and folding. Extensive data
from proteomic screens and other experiments reveal that a high ACO/LRO is a general
feature of proteins with strong resistances to denaturation and degradation. These results
provide new and tractable approaches for predicting resistance and designing proteins with
sufficient topological complexity and long-range interactions to accommodate destabilizing
functional features as well as withstand chemical and proteolytic challenge (5.1).
5.3 Significance
Much research has focused on the molecular basis for protein thermodynamic stability;
by comparison, kinetic stability is much less understood. Thermodynamics define the
equilibrium fraction of unfolded protein while kinetics define the rate of unfolding; the latter
can be of great practical importance for ensuring a protein remains folded under biological
conditions. Using extensive experimental and modelling analyses we show that ThreeFoil,
a small glycan binding protein without disulfides, exhibits outstanding kinetic stability
against chemical denaturation and proteolytic degradation. We demonstrate that high
kinetic stability is successfully modelled in terms of extensive long-range intramolecular
interactions. These results show that topological complexity is a key determinant of kinetic
stability which should help in designing proteins to withstand harsh conditions (5.1).
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Figure 5.1: Topological complexity promotes survival under harsh conditions. Owing to long
and well-structured loops (blue), which make extensive long-range contacts with residues distant in se-
quence, ThreeFoil and other topologically complex proteins are able to resist degradation even in harsh
environment conditions. Such kinetically stable proteins can resist: high temperature, denaturants (such
as urea), detergents, and proteases (shown in read from top to bottom).
5.4 Introduction
The design of proteins with a desired stable fold and function is a much sought after goal.
While impressive recent successes have been reported in designing both natural and novel
protein functions and/or structures [44, 253, 39, 254, 19, 21], design remains difficult, often
requiring multiple rounds of iterative improvements [79, 14, 15, 255]. In depth biophysical
characterization of protein design outcomes and an understanding of their molecular basis
have been limited, and these are critical for improving future designs. Combining designed
function with structure is particularly difficult, in part because functional sites tend to be
sources of thermodynamic instability [154, 256] and folding frustration [257, 258, 259]. We
investigate how an approach that considers both structure and function from the outset
may be used to overcome such obstacles. Furthermore, we demonstrate how kinetic and
related stabilities against denaturation can be rationally designed.
A promising emerging paradigm for protein design is the repetition of modular struc-
tural elements [44, 253, 19, 21, 79, 258, 74, 45, 47, 64]. This approach can simplify the
design process and build on aspects of the evolution of natural repetition in proteins,
as well as incorporate the inherent multivalent binding functionality of such structures
[44, 48]. Internal structural symmetry, resulting from the repetition of smaller elements of
structure, is very common in natural proteins, with ∼20% of all protein folds [43] and the
majority of the most populated globular protein folds (superfolds) [48] containing internal
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structural symmetry. Recent design successes, for helical proteins [19, 21], repeat proteins
[47, 64, 67] and symmetric superfolds [44, 253, 79, 74, 45, 50, 161, 75, 52] recommend the
simplification of the design process by using repetitive/symmetric folds as a particularly
effective strategy.
The β-trefoil superfold is an interesting test case for design by repetition as bioin-
formatics analysis has revealed multiple and recent instances of the evolution of distinct
proteins with this symmetric fold [44]. The fold consists of three repeats, each contain-
ing four β-strands, and is adopted by numerous superfamilies with highly diverse binding
functions [122]. Our design of a completely symmetric β-trefoil, ThreeFoil (Figure 5.2),
used a hypothetical multivalent carbohydrate binding template and mutated 40 of the 141
residues [44]. The mutations were based on a combination of consensus design using a lim-
ited set of close homologs (in order to preserve function), and energy scoring using Rosetta
[260]. The design was successful on the first attempt, producing a soluble, well-folded, and
functional monomer with very high resistance to structural fluctuations as indicated by
high resistance to thermal denaturation and limited amide H/D exchange [44].
Here, we use a battery of biophysical and computational methods to perform an in
depth analysis of Threefoil, which shows that it has remarkably slow unfolding and folding
kinetics compared to natural and designed proteins due to an unusually high transition
state energy barrier. Such kinetic stability against unfolding has been studied little to
date. Furthermore, Threefoil is extremely resistant to chemical denaturation and prote-
olytic degradation. Analyses using Absolute Contact Order (ACO) [198] and Long-Range
Order (LRO) [210] as well as Go¯ model folding simulations [261, 226, 262] show that
ThreeFoil’s resistance can be explained by the high cooperativity of its folded structure,
which includes many long-range interactions. Simulations also show that non-native inter-
actions or folding frustration arising from protein symmetry [263] do not create long-lived
traps during folding or account for the high barrier. They also explain how ligand bind-
ing can chaperone folding, which can be an added advantage of designing the fold and
function together. Notably, additional analyses using whole proteome screening and other
experiments show that proteins with similar resistances as ThreeFoil generally have high
ACO/LRO values. Thus, the design method used for ThreeFoil and the strategy of design-
ing folds with many long-range contacts may be useful for designing functional proteins
with high resistance to denaturation and degradation, as may be needed for challenging
biotechnology applications.
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Figure 5.2: Design of ThreeFoil. (A) ThreeFoil (PDB: 3PG0) illustrating its three identical pep-
tide subdomains (red, green, blue). (B) ThreeFoil’s secondary structure: turn (purple), β-strand/bridge
(yellow), and 3/10-helix (magenta) and ligand binding residues indicated by colored circles and insertions
shown in red. (C) Comparison of ThreeFoil with the independently designed Symfoil (PDB: 3O4D, 15%
sequence identity), shown along (left) and across (right) the axis of symmetry. Backbones are colored by
RMSD between the two structures (blue to white, 0 to 5 Å), with insertions in the loops of ThreeFoil
relative to Symfoil colored red. ThreeFoil’s bound sodium shown in grey and bis-tris, which binds in the
conserved sugar binding sites, shown in cyan.
5.5 Results
5.5.1 ThreeFoil has extremely slow kinetics and substantial ther-
modynamic stability
To better understand the basis for ThreeFoil’s very high apparent melting temperature
(>90 ◦C) and slow amide exchange [44], we measured its folding kinetics and thermody-
namic stability using chemical denaturation. ThreeFoil is extremely resistant to chem-
ical denaturation, remaining folded in high concentrations of urea, with unfolding only
observable after very long incubation times in high concentrations of the stronger denat-
urants guanidinium chloride and guanidinium thiocyanate (GuSCN) (Figure 5.3, Figure
5.7). ThreeFoil’s half-life for unfolding in the absence of denaturant is ∼8 years, while
its folding half-life is on the order of an hour (Table 5.1). A comparison against natural
and designed proteins of varying structural classes and lengths illustrates how unusually
slow these kinetics are (Figure 5.4). Despite ThreeFoil’s slow kinetics, unfolding is highly
reversible and the rate constants measured by multiple optical probes vary linearly with de-
naturant concentration, indicating a 2-state transition between folded and unfolded states
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(Figure 5.3A, Figure 5.7). The very slow kinetics are indicative of a high free energy
(un)folding transition state (Figure 5.3B). Similarly, a high transition state barrier under-
lies the extremely slow unfolding of α-lytic protease [264]; however, unlike this prototypical
kinetically stable protein which is thermodynamically unstable, ThreeFoil possesses sub-
stantial thermodynamic stability of ∼6 kcal/mol (Table 5.1).
Various studies have found evidence that repetition in proteins can slow kinetics by
creating folding frustration [263, 265]. To further examine the role of sequence repetition
on kinetics, we compare ThreeFoil with another fully symmetric β-trefoil, Symfoil, which
was obtained using iterative rounds of rational design and sequence selection [79]. Sym-
foil has <15% sequence identity to ThreeFoil and, though it has a higher thermodynamic
stability of ∼11 kcal/mol, it both folds and unfolds much faster (1 million-, and 400-fold,
respectively, Table 5.1, Figure 5.4). Thus, symmetry does not a priori result in kinetic
stability. Despite having a nearly identical core secondary structure to Symfoil, Three-
Foil has additional length and interactions for a set of loops involved in its carbohydrate
binding function (Figure 5.2B,C). By contrast, heparin binding function, including bind-
ing residues in a loop of Symfoil’s template protein, acidic fibroblast growth factor, were
eliminated during the many iterations of the design process [79]. As ThreeFoil’s longer
loops surround and create its ligand binding sites, we investigated the structure of these
sites during folding.
Figure 5.3: Folding and unfolding kinetics of ThreeFoil are modulated by ligand binding.
(A) Chevron plots of observed folding and unfolding rate constants (in s−1) in GuSCN were determined
by fluorescence. Measurements were without sodium (grey open circles), with sodium (300 mM, black
filled circles) or sodium and 50 mM of either lactose (cyan filled circles) or sucrose (cyan open circles).
(B) Energy diagram corresponding to the kinetic measurements (coloring as in A). The energy axis is
given by −RT ln(kobs) and the reaction coordinate follows the change in solvent accessible surface area as
measured by mf and mu. The folded (F), transition (‡) and unfolded (U) states are indicated. Unfolded
state energies and folded state reaction coordinates are set equal to facilitate comparisons.
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5.5.2 Formation of ligand binding sites during folding
Measurements of the kinetics of folding/unfolding in the presence of ligands can be used
to monitor the formation of ligand binding sites [266]. ThreeFoil has a single binding site
for sodium, which is coordinated by three sets of residues distant in sequence, and three
carbohydrate binding sites, which have binding residues close in sequence (Figure 5.2B,C)
[44]. The carbohydrate sites bind lactose and are highly specific for glycans with terminal
galactose in a β-1,4 linkage (Figures 5.8A and 5.9). Sodium decreases the unfolding rate
but has no effect on the folding rate, thus it binds only to the folded state and not to the
transition state (Figure 5.3B). In contrast, lactose not only decreases the unfolding rate
but also increases the folding rate, indicating partial formation of the lactose binding sites
in the transition state ensemble. The kinetic effects of lactose are specific and not general
solvent properties, as no kinetic changes are observed for sucrose (Figure 5.3, Table 5.1).
Interestingly, the addition of lactose also increases the denaturant-dependence of sta-
bility, m, which reports on the extent of solvent accessible surface burial for a structural
transition. The m increases from a value that is 68% of that expected for a protein of this
size to 85% (Table 5.1). An increase in m may arise from increased burial of hydrophobic
residues in the folded protein and/or decreased residual structure in the unfolded protein.
Multiple lines of evidence support the latter explanation. Circular dichroism (CD) and
NMR (Figure 5.9 and Figure 5.10, respectively) experiments for folded ThreeFoil show
no significant change in native structure upon lactose binding. Also, anilinonapthalene-
sulfonic acid (ANS), a dye that binds clusters of exposed hydrophobic groups, shows no
binding to folded or denatured Threefoil (Figure 5.11). There is no apparent change in
CD upon adding lactose to denatured ThreeFoil (Figure 5.8B); however, the CD spectra of
denatured ThreeFoil show evidence for non-random structure. Similarly, quantitative CD
analysis for OneFoil, a peptide consisting of just one of the constituent repeats of ThreeFoil,
shows it has ∼half of the β-structure observed in folded ThreeFoil (Figure 5.8C). OneFoil
shows no evidence for stable structure formation by NMR though [44]. These experiments
strongly suggest the presence of fluctuating residual structure in the ensemble of dena-
tured conformers for ThreeFoil. Together with folding simulations (described below), the
results indicate that lactose binding enhances folding not only by binding to the transition
state, but also by binding weakly to some conformations in the denatured ensemble and
so decreasing non-native residual structure.
Other studies have also shown that different types of ligands (e.g. metals, heme, nu-
cleotides) can bind to partially folded proteins (denatured, intermediate, and transition
states) and so promote folding [267, 268, 269]. Thus, ligands may not only stabilize the
native state, but also promote and chaperone protein folding by binding to other states
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and thereby smooth the folding energy landscape. In this way, ligand binding can increase
the foldability of the protein when structure and function are designed concurrently rather
than separately.
Figure 5.4: ThreeFoil folding/unfolding kinetics are extremely slow compared to other pro-
teins. Rate constants (grey diamonds) at the transition mid-point (ln(kf ) = ln(ku)) for a large dataset
of proteins (Table 5.2) [78], are correlated with (A) ACO and (B) LRO. β-trefoil proteins: ThreeFoil
(orange), Symfoil (green), and Hisactophilin (blue) are highlighted. (C) The half-lives for folding (orange)
and unfolding (blue) are shown for β-trefoils and the averages for the large dataset in each major struc-
tural class (α, β, αβ). The prototypical kinetically stable protein α-lytic protease is shown for comparison
[264]. Ankyrin proteins with 1-3 consensus designed internal repeats (NI1C to NI3C) illustrate the effect
of increasing interface area and cooperativity [67].
5.5.3 Modelling reveals the molecular mechanisms of ThreeFoil’s
ligand binding and slow kinetics
The ligand binding loops make extensive contacts with distant residues in the primary
sequence and so increase the ACO and LRO for ThreeFoil, which are notably high (Fig-
ure 5.4A,B). ACO/LRO are measures of topological complexity based on the sequence
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separation of contacting residues in the folded protein. We have shown recently that the
rates of protein folding and unfolding both decrease with increasing ACO/LRO [78]. LRO
provides a more linear and stronger correlation and is normalized for increasing protein
size, which also slows (un)folding [78, 270]. As ACO/LRO provide just a simple measure
of protein structural complexity, we used Go¯ models to further define the molecular origins
of ThreeFoil’s high barrier.
Go¯ models encode the structure of the folded protein in their energy functions [261, 226,
262] and can be used to understand at higher resolution the effects of protein topological
complexity on folding. Molecular dynamics (MD) simulations of such models for diverse
proteins can capture trends in barrier heights as well as mechanistic details of folding
[226]. Here, a coarse-grained Go¯ model shows that ThreeFoil has a particularly high
free energy barrier (Figure 5.5A). Also, in the structure of the transition state ensemble
(Figure 5.5B,C) residues around the carbohydrate binding site of the second repeat are
almost completely folded. Therefore, lactose may bind to and lower the energy of the
transition state ensemble and so increase the folding kinetics, while unfolding kinetics are
slowed owing to even stronger lactose binding to the folded state (Figure 5.3). In contrast,
the residues in the sodium binding site are quite unstructured early in the transition
state (Figure 5.5B,C) showing that sodium only binds the folded state and therefore slows
unfolding with no effect on folding. Thus, the Go¯ model simulations rationalize ThreeFoil’s
slow experimental kinetics and also provide a molecular explanation for the kinetic effects
of ligands. In addition, while a simple calculation of ACO/LRO indicates that ThreeFoil
should un/fold slower than Symfoil and Hisactophilin (see below) (Figure 5.4A,B), the
more detailed Go¯ model simulations better capture the variations in these rates (Figures
5.5G, 5.12).
The largest differences between Threefoil and Symfoil are in the β2-β3 loops, at the edge
of ThreeFoil’s carbohydrate binding sites (Figure 5.2B,C). Consequently, the differences in
the contact maps of the two also occur mostly in the contacts of the β2-β3 loops, with
Symfoil having shorter loops and fewer contacts in this region. In order to understand
whether the high barrier for ThreeFoil is caused by differences in the length, conformation
and packing of the β2-β3 loops or by differences in packing for the rest of the protein a
hybrid construct (HYB) was created that has the Symfoil backbone with the ThreeFoil
contact map; this construct has almost the same barrier as Symfoil (SymF) (Figure 5.5G).
This indicates that the differences responsible for the higher barrier are the β2-β3 loops. To
further define how the conformation and packing of the β2-β3 loops increases the barrier,
a mutant of ThreeFoil (MUT1) was created with all long-range interactions of the β2-β3
loops deleted (Figure 5.5D,E). The mutation lowered the barrier height of MUT1 leaving it
similar to that of HYB and SymF (Figure 5.5G). These results show that the packing of the
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β2-β3 loops of a given repeat with parts of the other repeats create long-range contacts that
markedly increase the barrier height. In order to test the effect of other long-range contacts
(which reduce the overall ACO by an equivalent amount), a control mutant (MUT2) was
created where the same number of other contacts with similar sequence separations were
deleted (Figure 5.5D,F). The free energy barrier of MUT2 is similar to that of both MUT1
and HYB. Thus, the kinetic stability of a protein can be reduced by either a large loss
in packing density localized in the structure (as in MUT1) or by an additive effect from
many losses across the structure (as in MUT2). To further confirm the correlation between
ACO/LRO, barrier heights and kinetic stability, we also simulated Hisactophilin, a natural
β-trefoil with a low barrier (Table 5.1). As expected, the low ACO/LRO Hisactophilin has
a much lower folding free energy barrier (Figure 5.5G; green profile) than that of either
ThreeFoil or SymFoil and has the lowest kinetic stability (Figure 5.4). Distinct functional
features for Hisactophilin, namely a “hole” within its hydrophobic core, contribute to its
low ACO/LRO and barrier [236].
In principle, the internal symmetry of ThreeFoil might also contribute to slow folding by
creating misfolded intermediates arising from internal subdomain swapping, analogous to
domain swapping observed or inferred for proteins containing longer stretches of repeated
sequence [263, 265]. Such trapping was tested as a cause of ThreeFoil’s slow kinetics using
simulations performed with the addition of symmetric non-native contacts between the
repeats. The results indicate that close to the transition midpoint non-native interactions
arising from symmetry do not create significant trapping (Figure 5.13). Thus, compared
to the longer proteins the shorter repeat length of ThreeFoil aided by local structure
formation, likely limits slowing of folding due to non-native inter-repeat interactions.
MD simulations were also used to investigate the effect of non-native residual structure
(in the unfolded ensemble) on ThreeFoil folding. We performed simulations where the local
structure of all three repeats was biased to both the native ThreeFoil structure (as above)
and to the most common OneFoil structure obtained in Rosetta ab initio simulations.
The tertiary contacts between the repeats were calculated only from the native ThreeFoil
structure. The ThreeFoil tertiary contacts appear to suppress the intra-OneFoil non-native
interactions and these non-native interactions do not create significant trapping (Figure
5.14). Lastly, simulations of just OneFoil (including both native and non-native structural
biases) confirm that the presence of ligand, modelled as a strengthening of intra-binding-
residue contacts, greatly suppresses the formation of non-native structure (Figure 5.14A,B).
Overall, the simulations explain the effects of ligands during folding while also revealing
that the extreme kinetic stability of ThreeFoil arises from its native topology and is unlikely
to be caused by non-native traps on the folding free energy landscape.
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Figure 5.5: Structure-based simulations reveal the molecular origins of ThreeFoil’s large
kinetic barrier. (A) The folding free energy of ThreeFoil in units of kBTf (left Y axis) is plotted at
the transition midpoint (Tf ) as a function of the fraction of native contacts (Q) in black. The population
distribution is plotted in grey (right Y axis). The protein populates only the unfolded state (Q ∼0.1) and
the folded state (Q ∼0.9). The two curves were calculated from simulations of a ThreeFoil model using
all contacts shown in D. (B) Contact map of the transition state ensemble (TSE, Q ∼0.35 in A), colored
based on degree of structure, with 1 indicating native levels of structure and 0 no structure. Contacts
between lactose binding site residues (cyan) and sodium binding residues (grey) are shown. The numbered
squares contain intra-trefoil contacts (see C). (C) Average level of structure derived from B (same coloring)
illustrated for ThreeFoil partitioned into its three repeats by grey lines. The residues shown as spheres
are part of the 3 symmetric lactose binding sites while those shown as sticks are part of the single sodium
binding site (Figure 5.2). The rotation indicated gives the view in E and F. (D) Contact map of ThreeFoil,
with contacts deleted in MUT1 and MUT2 shown in red and blue, respectively. All deleted contacts
are long-range (far from diagonal). (E) Long-range contacts (red sticks) of the β2-β3 loop residues (red
spheres at Cα positions) deleted in MUT1. (F) For MUT2 the same number of contacts were deleted such
that MUT1 and MUT2 have a very similar ACO. However, these contacts (blue sticks) are spread over
the entire protein. (G) Folding free energies of ThreeFoil (black, same as in A), Symfoil (SymF; grey), a
hybrid protein with the ThreeFoil contact map projected on the Symfoil backbone (HYB; gold), the two
ThreeFoil mutants (MUT1; red, MUT2; blue) and Hisactophilin (His; green) are plotted in units of their
respective folding temperatures (kBTf , Y axis) at their respective transition midpoints as a function of
the fraction of their respective native contacts (X axis). The SymF, HYB, MUT1 and MUT2 free energy
profiles have very similar barrier heights, in between those of the highly kinetically stable ThreeFoil and
the much less stable His.
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5.5.4 High chemical and protease resistances of ThreeFoil and
other high ACO/LRO proteins
Extremely slow unfolding has been associated with the capacity to maintain native form
and function under harsh conditions [246], such as high concentrations of protease [264,
271, 245] and detergent [245, 272]. Protease resistance of a classic extremely kinetically
stable protein, α-lytic protease, has been proposed to originate from its large and highly
cooperative unfolding energy barrier resulting in a rigid native conformation with limited
local openings and consequently limited proteolytically susceptible regions [264]. Also,
challenge by a high concentration of Sodium Dodecyl Sulfate (SDS) has been used ex-
tensively for direct evaluation of protein kinetic stability based on the ability of SDS to
induce denaturation by trapping hydrophobic residues exposed during even transient un-
folding events [272, 273]. Given its high barrier to unfolding, we tested ThreeFoil for
resistance to protease and SDS. In the manner of Manning and Colón in their profiling
of protein kinetic stability, we incubated ThreeFoil with the aggressive and non-specific
protease, proteinase K [245]. ThreeFoil demonstrated strong resistance, remaining intact
for the full 4 day challenge by a high concentration of protease (Figure 5.6A). A highly
protease-resistant control protein, the dimeric human Cu,Zn superoxide dismutase (SOD)
also remained intact, while hisactophilin which has greater thermodynamic stability but
much faster unfolding kinetics than ThreeFoil (Table 5.1), was completely degraded within
an hour as were other commonly studied proteins (Figure 5.6A). The results for the SDS
challenge follow the same pattern with only ThreeFoil and SOD being resistant (Figure
5.6B), although SOD depends on an intact disulfide bond for SDS resistance while Three-
Foil does not (Figure 5.15F). Given the correlations between high topological complexity
and slow unfolding (Figure 5.4A,B) [78] and between slow unfolding and SDS/protease
resistance [246, 245], we asked if these resistances could be predicted from topological
complexity. We conducted experiments and surveyed the literature to identify proteins
with experimentally demonstrated resistance, or lack thereof, to SDS or protease. The
identified proteins include new (Figure 5.16) and previously reported [271, 272] results
from whole proteome screening to identify kinetically stable proteins, as well as new (Fig-
ure 5.6A,B, Figure 5.15) and previously reported analyses of individual proteins (Table
5.3). The results (Figure 5.6C,D) clearly show that resistant proteins have notably high
ACO/LRO values, similar to ThreeFoil, whereas the non-resistant proteins tend to have
much lower values. The few non-resistant proteins with a high ACO/LRO indicate that
high topological complexity is necessary but not always sufficient for resistance. This sug-
gests the rough measure provided by ACO/LRO does not capture other requirements such
as highly cooperative unfolding, needed to eliminate weak points in the structure which
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provide opportunities for attack by chemical denaturants and proteases [264, 246, 245].
Thus, a high ACO/LRO indicates potentially high resistance to degradation/denaturation
but a more detailed simulation, as performed for ThreeFoil (Figure 5.5), is needed for a
more accurate prediction and understanding of molecular determinants for resistance. Fi-
nally, we note that the distribution of ACO/LRO values for a large dataset of proteins with
previously characterized kinetics, similar to the non-resistant cases, is markedly lower than
for the resistant proteins (Figure 5.6C,D). Thus, while kinetically stable resistant proteins
exist, they have received relatively little attention and using their folds or incorporating
analogous long-range contacts provides attractive new avenues for designing resistance.
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Figure 5.6: ThreeFoil is highly resistant to protease and detergent. (A) Proteins incubated
with Proteinase K: ThreeFoil (3F), hisactophilin (His), human Cu,Zn superoxide dismutase (SOD), bovine
serum albumin (BSA), ovalbumin (Ova), β-lactoglobulin (βlac), myoglobin (Myo), and lysozyme (Lys).
Protein before (-) and after incubation with protease (+) are shown. Retention of the protein band after
incubation shows resistance to digestion. ThreeFoil and SOD are shown after 4 days (still non-degraded),
while others are shown after 1 hr (fully degraded). The molecular weight decrease for ThreeFoil after
incubation is due to the loss of its unstructured His-tag (Figure 5.15A). Individual gels shown in Figure
5.15B-E. (B) The same proteins tested for resistance to SDS. Where the boiled (+) and unboiled (-)
samples are indistinguishable, no SDS resistance is observed, while a higher running unboiled sample
indicates SDS is unable to penetrate and bind without thermal unfolding of the protein. Comparison of
topological complexity as measured by (C) ACO and (D) LRO for proteins that have been kinetically
characterized experimentally (Table 5.2) and those with experimentally demonstrated resistance or non-
resistance to protease and SDS (Table 5.3). Resistant proteins generally have higher topological complexity.
β-trefoil proteins are colored as in Figure 5.4. Data shown as box-and-whisker plots, with a horizontal line
at the median, box enclosing middle 50% of the data, whiskers drawn to 1.5*IQR (inter-quartile range).
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5.6 Discussion
An in depth analysis of the folding characteristics of designed proteins, as we have per-
formed for the 3-fold symmetric ThreeFoil, is rarely reported, yet is critical for ultimately
understanding design outcomes and improving their reliability. We demonstrate a high level
of design success for ThreeFoil as evidenced by its: 1) reversible, cooperative, two-state
(un)folding, and 2) well folded and functional native structure which has high solubility
and monodispersity, well-diffracting crystals, and great resistance against H/D exchange
[44], denaturation by chaotropes and detergent, and degradation by protease. While the
rational design of proteins with desired structure and function remains a great challenge
and often require multiple cycles of design and/or selection to improve them, successes
in designing both structures and/or functions, including ones not observed in nature,
have been increasing [39, 254, 21, 14, 15, 47, 18, 274]. These results demonstrate the
increasing understanding of fundamental principles and utility of computational protein
design. Recently, there have been multiple reports of success for common folds based on
repeated structural elements, including relatively high success rates and stabilities for var-
ious helix-containing elongated repeat proteins [47, 65] and toroidal or globular superfolds
[44, 253, 39, 79, 74, 45, 50]. The great diversity of sequences observed for these symmetric
protein structures may reflect an inherent capacity for stability, foldability and functionality
that is especially amenable to both evolution and design [43]. Design strategies similar to
that used to make ThreeFoil, which employ repetition of structural elements designed using
existing sequence information and structural modelling with the Rosetta energy function
[260], have proven particularly fruitful, with several studies yielding well-folded proteins
with high melting points on the first attempt [44, 74, 45, 47]. Further, we have shown
that ThreeFoil possesses stability, cooperativity and multivalent binding function. These
features may be “inherited” through the use of existing sequence information, generating a
more naturally funnelled energy landscape. Other proteins designed in a similar way, and
not yet characterized in detail, may also capture favorable natural features [74, 45, 47].
Also, our results show how ligand binding can further smooth the landscape by decreasing
the formation of non-native structure and so promote folding and design success. While
evolution has provided a great range of sequences and structures that may be leveraged, it
has also set limitations, which need not constrain rational protein design. As an example,
natural proteins for which kinetics have been measured typically unfold on a timescale of
seconds-hours [78]; ready unfolding may be needed to facilitate protein transport, regula-
tion or turnover. However, other natural proteins that must withstand harsh extracellular
or thermophilic conditions tend to have high kinetic stability [264, 246] hence fast unfold-
ing is not an inherent constraint on proteins. Artificial proteins can be freed from various
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biological constraints allowing for uncommon properties such as extreme kinetic stability
using suitable natural structures or novel ones with the requisite features. It is important
to note that while the energy landscape of a protein defines both its thermodynamic and
kinetic stabilities, the two properties are distinct. Thermodynamic stability depends on
the energy difference between folded and unfolded states while kinetic stability depends
on the energy barrier between the folded and transition states (Figure 5.3). High kinetic
stability is a particularly attractive feature for rational design, as it is linked to other
benefits such as resistances against protein denaturation and degradation by detergents
(by decreasing exposure of the hydrophobic core), proteases (by limiting accessibility of
cut sites), and temperature (by producing a high energy transition state barrier that is
unlikely to be crossed by thermal fluctuations) [246, 245]. Such characteristics are highly
desirable for industrial or biomedical applications that require a protein to remain folded
and functional for a long time, even in challenging environments. While it is known that
kinetic stability and its associated resistances are the result of slow global unfolding and
limited local opening [264, 246, 271, 245], little has been reported on how to rationally
incorporate this into designed proteins. Our in depth experimental and modelling analy-
ses of ThreeFoil provide valuable insight into the molecular basis for these characteristics.
Specifically, the origin of ThreeFoil’s very slow global and limited local unfolding is a high
and steep energy barrier which is a consequence of a folded topology that includes a large
number and proportion of long-range and extensively distributed contacts. Thus, there are
no weak points in the structure and it undergoes very cooperative folding to a native state
that is highly resistant to local openings. In summary, a simple calculation of ACO/LRO
indicates whether a design has the capacity to be kinetically stable, while Go¯ model simu-
lations give a more accurate prediction and can be used to determine the impact of specific
contacts. This paves the way for rational design of resistance to harsh conditions. The
mechanistic understanding of the structural determinants of resistance and the ability to
design it, as well as the simplified and efficient design process of using structural repetition
within the context of a symmetric and functional superfold, provide valuable avenues for
improving future protein designs.
5.7 Methods
5.7.1 Expression and purification of ThreeFoil
ThreeFoil was expressed from a pET-28a plasmid in BL21 DE3 E. coli cells. Expression
was induced (1 mM IPTG) and cells were harvested after 48 hours at 37 ◦C. Inclusion
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bodies were solubilized in urea (6 M urea, 100 mM sodium phosphate, 10 mM Tris at pH
8.1), bound to a Ni-NTA column, and eluted at pH 4.5. The protein was then refolded by
dialysis in standard buffer (100 mM sodium phosphate and 300 mM NaCl at pH 6.6). To
remove bound sodium, purified protein solution was dialyzed 1:10 against milliQ-H2O for
4 hours, repeated 10 times, concentrated by stirred cell (Amicon) ultrafiltration (10 kDa,
Millipore) and lyophilized.
5.7.2 Kinetic measurements
All measurements performed at 27 ◦C. Manual mixing induced unfolding of ThreeFoil was
performed by addition of denaturant (GuSCN, GuHCl, urea) in standard buffer, and refold-
ing was induced by addition of standard buffer to unfolded ThreeFoil (either 4 M GuSCN,
6 M GuHCl, or 6 M urea, in standard buffer). All final protein concentrations for kinetic
measurements were 3.3 µM. Unfolding and refolding kinetics at different denaturant con-
centrations were monitored by fluorescence or circular dichroism (CD) (see SI Materials
and Methods). Both continuous and discontinuous fluorescence measurements in GuHCl
and urea (Figure 5.7C) were obtained using a 1 cm pathlength quartz cuvette, with exci-
tation at 280 nm and a slit-width of 1 nm, and emission monitored at 313 nm with a slit
width of 3 nm, using a Spex R© Flourolog-311 (Horiba) fluorimeter. Samples (1 mL) were
stored in Eppendorf tubes sealed with parafilm in an incubator and measured periodically
in the discontinuous case. Continuous fluorescence measurements using GuSCN (Figures
5.3, 5.7) were monitored by fluorescence, with excitation at 274 nm and emission at 317 nm
using a SpectraMax M5 plate reader (Molecular Devices). To folded or unfolded (standard
buffer or 4 M GuSCN in standard buffer, respectively) protein (550 µM, ∼10 mg/mL),
standard buffer with varying concentrations of GuSCN was added (3.3 µM final protein
concentration). Fluorescence was measured from the bottom of the plate using 96-well UV
Star R© (Greiner Bio-One) black-well plates with clear UV transparent bottoms and tops
covered with HD Clear sealing tape (Hampton Research) to prevent evaporation. The total
run time (30 minutes to 4 days) and interval of readings (10 seconds to 30 minutes) were
chosen such that each run would have ∼200 measurements. Each trace was fit to a single
exponential equation:
S = B + Ce−kt (5.1)
where S is the fluorescence signal, B is the offset, C is the amplitude, k is the rate
constant, and t the time in seconds. The chevron for the observed rate constant, kobs, as a
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function of denaturant activity, A, was fit to an equation for a two-state transition between
the folded (f ) and unfolded (u) states of the protein [221]:
ln (kobs) = ln
(
eF+mfA + eU+muA
)
(5.2)
where mf and mu are the linear denaturant-dependence of folding and unfolding, re-
spectively, and F = ln(kH2Of ) and U = ln(kH2Ou ) are the natural logarithms of the respective
folding and unfolding rate constants in water (in this case measured in s−1). Activity (A)
was calculated using [275]:
A = [GuSCN ]
(
C0.5
C0.5 + [GuSCN ]
)
(5.3)
where C0.5 is the [GuSCN] at half activity, 6.47 M [275]. Kinetic data was fit to Eq.
5.2 using the Origin software (OriginLab), and uncertainty values obtained from the fit are
reported in Table 5.1. The m-value is calculated as:
m = mu −mf (5.4)
and reflects the total increase in solvent accessible surface area in going from the folded
to the unfolded state. The β-Tanford value (βT ) is a measure of the change in solvent-
accessible surface area of the transition state, and is calculated as:
βT = −mf/m (5.5)
with a value of 1 indicating a native-like transition state and a value of 0 indicating an
unfolded-like transition state. The Gibbs free energy of unfolding or the thermodynamic
stability of the protein, is calculated from the equilibrium ratio of unfolded to folded protein
concentrations given by:
∆GU/F = −RT ln
(
kH20u /k
H2O
f
)
(5.6)
where R is the universal gas constant (0.001987 kcal mol−1 K−1), and T , the tempera-
ture (300.1 ± 0.5 K for ThreeFoil, 298.1 K for Symfoil). A larger value indicates a higher
stability against unfolding.
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5.7.3 SDS resistance
Protein in H2O was diluted into sodium dodecyl sulfate (SDS) and Tris so that final samples
contained 0.5 mg/mL protein and 1% SDS in 125 mM Tris (pH 6.8). Samples were then
either boiled or incubated at room temperature for 10 min prior to analysis by SDS-PAGE
using 15% Acrylamide gels with 0.1% SDS in Tris/glycine running buffer (pH 8.3), and
either without (Figure 5.6B) or with (Figure 5.15F,G) 7% (v/v) β-mercaptoethanol to
reduce disulfides.
5.7.4 Protease resistance
Samples contained 0.5 mg/mL of protein in 25 mM Tris and 1 µM EDTA (pH 8.3). A time
zero control was taken before adding proteinase K (final concentration 0.02 mg/mL), and
further samples taken after 1 hr, 1 day, and 4 days of incubation at 25 ◦C. The reaction
was stopped by mixing samples 1:1 with buffer (2.5 µM phenylmethylsulfonyl fluoride, 125
mM Tris, 4% SDS (w/v), 20% (v/v) glycerol, 15% (v/v) β-mercaptoethanol, at pH 6.8)
and boiling for 10 min. SDS-PAGE was performed using the same gel conditions as for
SDS Resistance.
5.7.5 Carbohydrate binding affinity
Sugar binding affinity was measured by fluorescence using a plate-reader with settings as
for the kinetic measurements. To each well, 200 µL of protein solution (4.16 µM protein
in standard buffer was added, followed by 50 µL of carbohydrate solution (varying concen-
trations of carbohydrate in standard buffer), yielding a final protein concentration of 3.3
µM. Samples were then equilibrated for 30 minutes at 27 ◦C and then measured in qua-
druplicate. No change in fluorescence signal was observed upon addition of sucrose, and
so the data were not fit to a dissociation constant. For lactose the dissociation constant,
Kd,F , was determined by fitting; the fluorescence data to a hyperbolic equation for binding
to 3 identical, non-interacting sites:
S = Smax[L][L] +Kd,F
(5.7)
where S is the measured change in fluorescence, Smax is the difference in fluorescence
between the protein with 3 bound ligands and the free protein, and [L] the concentration
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of ligand. The fit yielded a Kd,F of 1.22 ± 0.15 mM. The apparent change in stability of
the protein native state resulting from ligand binding (∆∆Gbinding) was calculated as:
∆∆Gbinding = −RT ∗ ln(KU−F,app) (5.8)
where KU−F,app is the equilibrium constant between denatured and native protein and
is calculated as:
KU−F,app =
∑[UL0−3]∑[FL0−3] = [U ][F ] ∗
1 +
(
[L]
Kd,U
)
+
(
[L]
Kd,U
)2
+
(
[L]
Kd,U
)3
1 +
(
[L]
Kd,F
)
+
(
[L]
Kd,F
)2
+
(
[L]
Kd,F
)3
 (5.9)
where [UL0−3] and [FL0−3] are the concentrations of unfolded and folded protein, re-
spectively, with any number of ligands bound (from 0 to 3). Kd,U and Kd,F are the
dissociation constants for the identical, independent, non-interacting binding site in the
unfolded and folded protein, respectively. Using the known Kd,F of 1.22 ± 0.15 mM, a
range for ∆∆Gbinding was calculated for Kd,U in the range of 50 to 1000 mM. Given these
ranges forKd,U and the uncertainty inKd,F , the expected stabilization from lactose binding
(∆∆Gbinding) ranges from 5.6 to 6.9 kcal/mol, which agrees well with the observed stabiliza-
tion from kinetic measurements (Table 5.1) of 7.0 ± 0.2 kcal mol−1. Glycan array analysis
(Figure 5.9) was performed as reported by the Consortium for Functional Glycomics [177]
(www.functionalglycomics.org/static/consortium/resources/resourcecoreh.shtml), using a
ThreeFoil concentration of 0.2 mg/mL.
5.7.6 Expected values of m in GuSCN
The expected m-value of ThreeFoil in GuSCN was calculated from the expected value in
urea [276] multiplied by a factor of 7.46, which is the average scaling-factor from comparison
of several protein m values between urea and GuSCN [275]. The reported m, mf and mu
values for Symfoil in GuHCl [79] were converted to estimated values in GuSCN by first
dividing by a factor of 2.37 to obtain the expected value in urea [276], and then multiplying
by 7.46 as above.
5.7.7 Circular dichroism measurements
CD was measured using a J715 spectropolarimeter (Jasco) at room temperature. For
kinetic measurements a 0.1 cm pathlength quartz cuvette was used with measurements at
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230 nm. ThreeFoil concentration was 3.3 uM in standard buffer with either 0.84 M urea
or 0.05 M GuHCl. For measurements of spectra, a 0.02 cm pathlength quartz cuvette,
0.1 nm step size, and 50 nm/min scan rate were used. Protein concentration was 5.5
µM in potassium fluoride buffer (300 mM KF and 100 mM sodium phosphate, pH 6.6)
with or without 6 M urea. Potassium fluoride was used instead of sodium chloride to
decrease the absorbance due to chloride ions and so allow for secondary structural analysis.
High absorbance values at high denaturant concentrations preclude quantitative secondary
structure analysis of denatured samples. However, quantitative analysis was possible for
ThreeFoil and OneFoil in the absence of denaturant, and was performed using Dichroweb
[277, 278] and the CDSSTR algorithm [279] with dataset-7 [278].
5.7.8 ANS binding
Solutions were made to a final protein concentration of 1 µM and an ANS concentration
of 150 µM for an ANS:amino acid ratio of ∼1:1. Stock ANS was filtered (0.45 µm syringe
filter, Pall acrodisc) and concentration (10 mM) determined by absorbance at 350 nm using
a molar extinction coefficient [280] of 5000 M−1cm−1. All samples were in standard buffer,
with denatured samples also including 6 M urea, and carbohydrate-containing samples
including lactose or sucrose at 50 mM. Fluorescence was measured using a 1 cm pathlength
quartz cuvette with excitation at 360 nm and a slit-width of 1 nm, and emission monitored
from 420-600 nm at 1 nm intervals with a 3 nm slit-width using a Spex R© Flourolog-311
(Horiba) fluorimeter at room temperature.
5.7.9 NMR
2D 1H-1H NOESY spectra were obtained for ThreeFoil samples at 27 ◦C using a Bruker
Avance DMX 600 MHz spectrometer with a TSI probe and excitation sculpting for water
suppression [176]. The NOESY mixing time was 125 ms. The initial protein concentration
was 1.1 mM (20 mg/mL) in standard buffer containing 7% (v/v) D2O, to which concen-
trated lactose solution (450 mM in native buffer) was added. Spectra were obtained for 0,
0.32, 1.28, 4.80, and 12.8 mM lactose concentrations and were processed using XWinNMR
(Bruker).
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5.7.10 Sample preparation and diagonal 2D (D2D) SDS-PAGE
Processed lysate was concentrated to 150µL and incubated for 5 min in SDS sample buffer
(pH 6.8) to a final concentration of 45 mM Tris HCl, 1% (w/v) SDS, 10% (v/v) glycerol,
0.01% (w/v) bromophenol blue at room temperature. Sample was loaded without prior
heating into a well of a 12% acrylamide gel (16 cm x 14 cm x 1.5 mm). Electrophoresis
was performed in a Protean II xi cell (Bio-Rad, Hercules, CA) by using 480 V and 50 mA.
The gel was kept at 10 ◦C by using a circulating water bath. Running buffer contained 25
mM Trisaminomethane (Tris base), 0.2 M glycine, and 0.1% (w/v) SDS. After the first-
dimension run, the gel strip was cut out and incubated for 10 min in equilibration buffer
(45 mM Tris HCl, 1% (w/v) SDS, 10% (v/v) glycerol, 0.01% (w/v) bromophenol blue,
pH 6.8) at 98◦C. The gel strip was drained briefly and placed on top of a 12 cm x 14 cm
x 2 mm 12% acrylamide gel. A small amount of 12% acrylamide solution was used to
re-polymerize and fuse the strip to the resolving gel. The second-dimension separation was
performed under similar conditions as the first-dimension run except 65 mA was used for
each gel. Gels were stained with Coomassie blue (Bio-Rad Biosafe). Destained gels were
imaged by a Biorad Gel Doc XR+ system.
5.7.11 Protein identification and mass spectrometry
Protein spots below the gel diagonal protein bands were picked by using a One Touch 2D
gel spotpicker (1.5 mm), and then digested with trypsin. (Promega, Madison, WI).
For MALDI/TOF, α-Cyano-4-hydroxycinnamic acid (CHCA) solution was used as ma-
trix. External mass calibration was performed by using peptide standards with a mass
range of 700–3200 Da (Bruker Dalton, Germany). The protein was identified by matrix
assisted laser desorption ionization time-of-flight mass spectrometry (MALDI-TOF/MS)
(Autoflex III Brucker Daltonics, Germany). The parameters for MALDI-TOF/MS analy-
sis were set as follows: reflection mode, trypsin as the digestion enzyme with one cleavage
site, variable modifications oxidation (M), carbamidomethyl (C), peptide mass tolerance
± 100 ppm. Results were analyzed using BioTools (Bruker Daltonics, Germany), and then
were searched against NCBInr database without specify taxonomy using MASCOT search
engine (Matrix Science Ltd.). Only those proteins identified by MASCOT search crite-
ria with significant scores (P<0.05) and taxonomy Thermus thermophilus were considered
acceptable.
For LC/MS/MS, the resulting peptide mixture was analyzed using an Agilent 1200-
Series LC system coupled to an LTQ-Orbitrap mass spectrometer (Thermo Scientific, Bre-
men, Germany). The LC system was equipped with a 75 µm ID, 15 µm tip, 105 mm
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picochip (New Objective, Cambridge, MA) bed packed with 5 µm BioBasic, (Thermo Sci-
entific, Bremen, Germany) C18, 300A resin. Sample loading was finished in 2% buffer
B (98% ACN in 0.1% formic acid) in 10 min. Elution was achieved with a gradient of
15-90% buffer B in 75 min. The flow rate was passively split from 0.3 mL/min to 200
nL/min. The mass spectrometer was operated in data-dependent mode to switch between
MS and MS/MS. The six most intense ions were selected for fragmentation in the linear
ion trap using collisionally induced dissociation. Mass spectrometry data obtained from
all LC-MS-MS analysis were searched against Swissprot using Sequest search algorithms
through Proteome Discoverer (Thermo Scientific, Bremen, Germany). Enzyme specificity
was set as trypsin with maximum three missed cleavage allowed. Carbamidomethylation
of cysteine and oxidation of methionine were included as variable modifications. The mass
error of parent ions was set to 10 ppm and 0.8 Da for fragment ions. Commonly accepted
criteria for high-confidence peptide identifications (xCorr 1.8 for +1, 2.5 for +2, 3.5 for
+3) was used to screen peptides. To avoid false positive protein identification, each protein
included in the results table contains more than 2 high-confidence unique peptides.
5.7.12 Ab initio folding of OneFoil using Rosetta
The sequence of OneFoil:
GDGYYKLVARHSGKALDVENASTSDGANVIQYSYSGGDNQQWRLVDL,
was used with the Rosetta ab initio folding program [260] to generate 100,000 predicted
structures. The lowest energy structure was a simple β-sheet comprised of 4 anti-parallel
strands. This was also the most common topology, accounting for over a third of all
predicted structures as judged by a TM-score [281] of greater than 0.5. These simluations
were made possible the facilities of the Shared Hierarchical Academic Research Computing
Network (SHARCNET: www.sharcnet.ca) and Compute/Calcul Canada.
5.7.13 Details of the coarse-grained Go¯ models
The model. We use a coarse-grained model of the protein which represents each amino-
acid by its Cα atom. The potential energy function in this protein model includes only
those interactions which are present in the native structure of the protein (the X-ray or
NMR structure). Usually, no non-native interactions are included. Such structure-based
or Go¯ models encode the funneled energy landscapes of proteins and have been used to
understand protein folding because they correctly capture folding mechanisms and trends
in rates while being computationally inexpensive. Here, we use a previously extensively
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tested (and used) form of the Go¯ model, whose details have been previously reported
[282, 236], to perform molecular dynamics (MD) simulations.
Contact maps of wild-type (WT) ThreeFoil, Symfoil and Hisactophilin. The two inputs
required to define the energy function of the Go¯ model are the coordinates of all Cα atoms,
which can be extracted from the PDB file, and the contact map. The contact map defines
all possible attractive interactions that are present between the Cα beads. Residues i,j are
only considered to be in contact if |i-j|>3. Further, all contacts are energetically equivalent
unless specified otherwise. Here, we use the contacts of structural units (CSU) analysis
[283] to find contacts between the atoms in the folded structures of the proteins. These
atomic contacts are then projected back onto their respective Cα beads. The interaction
energy of a contact is at its minimum when the distance between the two Cα atoms which
participate in the contact equals the distance between these atoms in the folded state. We
find that ThreeFoil (PDB: 3PG0) has 140 Cα atoms with 410 contacts, Symfoil (PDB:
3O4D) 123 Cα atoms with 359 contacts and Hisactophilin (PDB: 1HCD) 118 Cα atoms
with 324 contacts. The ACO values of the proteins calculated from their Cα contact maps
are: ThreeFoil: 38.54, Symfoil: 32.64 and Hisactophilin: 28.66.
Contact maps of HYB. We also simulate a hybrid (HYB) which has the ThreeFoil
contact map projected onto the Symfoil backbone. To create the energy function of HYB
we use the coordinates of the Symfoil. To calculate the contact map we first structurally
align the two proteins using the Multiseq extension [284] of VMD [285]. We then use this
alignment to pick those contacts of ThreeFoil both of whose participating residues (Cα
beads) have corresponding residues in Symfoil. The HYB has 123 Cα atoms with 352
contacts. The ACO of HYB is 32.51.
Contact Maps of MUT1 and MUT2. The coordinates of the Cα atoms for both of
these mutants are extracted from the coordinate file (3PG0) and are the same as for WT
ThreeFoil. Therefore, the bond, angle and dihedral terms of the energy function are the
same as WT and consequently local structural propensities are the same. All long ranged
contacts (contacts between residues i and j where |i-j|>11; shown in red in Figure 5.5D and
as red sticks in Figure 5.5E) of the residues (19-26, 67-73, 114-120) (shown as red spheres in
Figure 5.5E) are deleted to create MUT1. The following contacts, shown in Figure 5.5D,F,
were deleted to create MUT2: ((2,57), (4,41), (4,55), (4,57), (5,40), (5,41), (5,42), (7,110),
(9,112), (10,96), (10,98), (11,112), (14,32), (16,54), (16,123), (18,56), (18,78), (27,77),
(27,78), (28,77), (29,78), (29,122), (30,121), (30,122), (31,112), (31,121), (31,123), (31,136),
(34,141), (41,141), (42,78), (47,104), (48,104), (49,104), (51,88), (51,102), (51,104), (52,88),
(61,79), (65,125), (74,124), (74,125), (75,124), (76,125), (89,125), (99,135), (100,136),
(101,136), (101,138), (106,125), (108,126), (108,127), (109,128)). These contacts do not
overlap with the contacts deleted to create MUT1 but were randomly chosen from other
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long ranged contacts such that both proteins have a similar ACO: MUT1: 35.82 and
MUT2: 35.83. MUT1 and MUT2 have a higher ACO than HYB because of the longer
protein length. They have 140 Cα atoms with 357 contacts.
Symmetrized contact map. Usually, no non-native interactions are included in Go¯ mod-
els. However, ThreeFoil is formed by a 3-fold repeat of a 47 amino-acid sequence (termed
OneFoil). Consider a contact ix and jy which is present in the native state of the protein.
Here, 1≤i,j≤47 is the position of the residues within a repeat while 1≤x,y≤3 is the index of
the repeat that they are present in. An energetically equivalent contact may be formed be-
tween iX and jY while folding, where X and Y denote repeats other than x and y. In order
to understand the effects of such contacts, we simulate a symmetrized model of ThreeFoil
where if a contact (ix,jy) is present in WT then all contacts (iX ,jY ), where X and Y assume
all values between 1 and 3, are present in the contact map. The minimum interaction
energy distance of a symmetrized contact is set to be the same as the minimum interac-
tion energy distance of the corresponding WT contact. The weights of the symmetrized
contacts are the same as the weight of the WT contacts). Such symmetrized Go¯ models
have previously been used to study domain swapping and repeat proteins [286, 287, 263].
The ThreeFoil symmetrized contact map has 1217 contacts and is shown in Figure 5.13A.
Non-native contacts from the most populated Rosetta structure of OneFoil. In order to
understand the effect of possible residual non-native structure on the folding of ThreeFoil,
we calculate the contact map and interaction distances from the structure of OneFoil shown
in Figure 5.14A. This structure, henceforth called Rosetta OneFoil, is a representative
structure chosen from the most populated cluster obtained from Rosetta [260] ab initio
folding simulations of the OneFoil. From the calculated contact map we first choose those
contacts which are not present in the contact map of the WT OneFoil (Fig S8B). We
further filter these contacts by choosing only those whose contact distance in the WT
OneFoil structure is 2.1 times the distance in the Rosetta OneFoil. This distance is such
that about half of all the contacts from Rosetta OneFoil are chosen. These contacts,
henceforth referred to as Rosetta contacts, are added to theWTOneFoil contact map with a
minimum interaction energy distance calculated from the Rosetta OneFoil structure (Figure
5.14A; grey contacts). In order to choose a weight for the Rosetta contacts, we performed
simulations of the OneFoil using a Go¯ model created from the WT Cα coordinates and the
combined WT and Rosetta contacts. Upon varying the weights of the Rosetta contacts,
we found that simulations which use a Rosetta contact weight of 1.5 times the WT contact
weight populate both the Rosetta OneFoil and the WT structures almost equally (Figure
5.14B). Based on these simulations we choose this Rosetta contact weight. This recipe for
creating a Go¯ model with two input structures has been used earlier to study conformational
transitions [288]. For ThreeFoil simulations, the weighted Rosetta contacts are added to
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the WT ThreeFoil contact map within each of the three repeats. This contact map has
512 contacts and is shown in Figure 5.14A.
Molecular dynamics (MD). Folding simulations were performed at the folding tempera-
ture (Tf ). Tf is the temperature at which the equilibrium population of the folded and the
unfolded ensembles is equal. At Tf several transitions are obtained between the folded and
the unfolded ensembles and this ensures adequate sampling of the transition region. This
condition is similar to the transition midpoint in folding experiments where denaturant
rather than temperature is used to achieve equally populated folded and unfolded ensem-
bles. Further details about comparing results from Tf to those from transition midpoint
are given in the Supplemental Methods. The folding temperatures of the studied proteins
in the same energy units as the native contact weights are: ThreeFoil, 1.12; SymFoil,
1.13; HYB, 1.12; MUT1, 1.04; MUT2, 1.01; Hisactophilin, 1.12. Folding temperatures for
proteins presented in the Supplemental Methods: ThreeFoil with symmetrized non-native
interactions: 1.19; ThreeFoil with Rosetta non-native interactions: 1.12.
Because kinetically stable proteins are by definition slow to fold and unfold the waiting
time between transitions gets longer and it becomes computationally expensive to simulate
even a few transitions at Tf . In order to achieve extensive sampling in a reasonable amount
of computer time we use an enhanced sampling technique called the modified multicanoni-
cal method [289]. In this method, the population of the transition region between the folded
and the unfolded states is promoted by rescaling the MD force by an appropriately tuned
Gaussian weight. These trajectories were then reweighted to obtain the usual canonical
distribution. This technique was used to enhance the sampling in all simulations except
those of OneFoil and reweighting was performed prior to all analyses of such simulations.
Analysis of all simulations. Since one of the inputs of the Go¯ model is the contact
map, any function of the total number of native contacts becomes a natural coordinate
that measures how folded a protein is. Here, we use a common reaction coordinate, the
fraction of formed native contacts, Q [226, 282, 236]. Q varies from 0 to 1 with the protein
being more folded at larger Q and less folded at smaller Q. We investigate the nature and
mechanism of folding by calculating various quantities such as contact maps, the free energy
(∆G/kBTf ), the radius of gyration (Rg), etc., as functions of Q. The different proteins
that we simulate have different numbers of contacts and different folding temperatures.
Using Q (fraction instead of number of contacts formed) and scaled folding free energies
allows us to compare these proteins.
To calculate the transition state structure shown in Figure 5.5B,C, all protein snapshots
which had 0.3<Q<0.4 are chosen. We then determine the number of snapshots in which a
given contact (between say residues i and j) is formed and divide this by the total number of
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snapshots. This gives the average formation or Qij (0<Qij<1) of individual contacts which
in turn gives the average contact map [226, 282, 236]. The “foldedness” or formation of a
given residue is calculated from this average contact map by averaging over the formation
of all the contacts that the residue is a part of.
Analysis of simulations with added non-native contacts. We first calculate the free
energy profiles of the proteins with non-native contacts as a function of native Q and
compare them to that of ThreeFoil (no non-native contacts; Figure 5.5A). The free energy
barrier height of the protein model with symmetrized contacts is smaller than that of
ThreeFoil (Figure 5.13B). This is a known effect [241] caused by a shrinking in the size
of the unfolded states of the protein upon addition of any attractive interaction between
Cα beads. This shrinking promotes native contact formation and reduces the barrier.
In order to provide further evidence that this shrinking is likely to be the cause of the
lowered barrier, we plot the radius of gyration (Rg) as a function of Q and confirm that
the unfolded ensemble and transition state ensembles indeed have a smaller size (Figure
5.13B; dashed lines). The free energy profiles of the two non-native simulations (with
symmetrized: Figure 5.13B and Rosetta contacts: Figure 5.14C; grey curves) show no
significant dips in the free energy profiles as could be expected from the formation of any
additional intermediates with non-native interactions.
In order to further analyze non-native structure formation, we calculate the number of
non-native contacts formed as outlined below. Of the many non-native contacts included
in the model only some are formed in any given snapshot of the protein and we calculate
this number. As before, we bin the snapshots by the fraction of native contacts, Q and
observe the number of non-native contacts formed on an average at any given Q. This is
plotted in black in Figure 5.13C and Figure 5.14D. Once averaged over all snapshots at
a given Q, each non-native contact is formed at a fractional strength 0<Qnn<1 and it is
important to understand how strongly the contacts are formed. For instance, if specific
non-native structure is stabilized then contacts present in that structure may be formed at
greater strength than the average formation of the native contacts, Q, or the “foldedness”
of the protein. The number of such contacts (with Qnn>Q) are plotted in Figure 5.13D
and Figure 5.14D in red as a function of how folded the protein is. This plot drops close
to zero for both protein models even when the proteins are only 15% folded (Q∼0.15).
Comparing the black and the red lines we conclude that most non-native contacts are
present at strengths lower than Q. This conclusion is further strengthened when we plot
the number of non-native contacts completely formed (Qnn=1) on an average at a given Q
(green line). This average is calculated using:
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∑
i
Qinn (Q) (5.10)
where 0 ≤ Qinn (Q) < 1 is the average strength of the ith non-native interaction at a
given Q; 0 < i < Nnn where Nnn is the total number of non-native contacts. The number
of non-native contacts completely formed on an average is less than 5% of Nnn for both
proteins (green line; Figure 5.13C and Figure 5.14D) while the total number of non-native
contacts formed at any strength (black line; same figures) is much higher. Thus, at higher
Q most non-native contacts although formed are formed at strengths much lower than Q.
Finally, we compare the non-native contact formation in the proteins with stabilized non-
native contacts (symmetrized; Figure 5.13D and Rosetta; Figure 5.14D; blue lines) with
the non-native contact formation in WT ThreeFoil (no non-native contacts stabilized).
The amount of non-native contact formation is first calculated for both the symmetric
and the Rosetta contacts using the native-only Threefoil simulations. Then the root mean
square deviations (RMSD) between the non-native contact lists of the two non-native
models and the native-only model are calculated. The bare RMSD is multiplied by the
total number of non-native contacts and this gives the average number of extra non-native
contacts that form in the proteins with the stabilized non-native interactions. The final
RMSD is calculated as:
RMSD = Nnn ∗
√√√√∑
i
[Qinn (Q)−Qinn (Q)]2
Nnn
(5.11)
where 0 ≤ Qinn(Q), Qinn,Nat(Q) < 1 is the average strength of the ith non-native inter-
action at a given Q in the non-native model and the native-only model, respectively, and
0 < i < Nnn where Nnn is the total number of non-native contacts.
When the green and the blue lines are similar, non-native contacts are mostly formed
only in the protein with the stabilized non-native interactions. However, some non-native
contacts in the symmetrized non-native model are compatible with the folded state of the
protein and can also be formed in the native-only model simulations. When many such
contacts are formed the RMSD reduces and the values of the blue line are smaller than
the values of the green line (Figure 5.13D). In such instances, the blue line is a better
representative of the average number of non-native contacts formed than the green line.
The Rosetta non-native contacts are by definition not compatible with the native structure
of the protein and in Figure 5.14D, the green and the blue lines are very similar.
Finally, the native (Figure 5.13E and Figure 5.14E) and non-native contact maps (Fig-
ure 5.13F and Figure 5.14F) of the two proteins with non-native contacts are plotted close
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to the transition state (Q ∼0.35; dotted lines in Figure 5.13D and Figure 5.14D), in order
to observe the location of the highly formed non-native contacts. For the protein with the
symmetrized non-native contacts, the highly formed non-native contacts are close (in the
protein structure) to the native contacts as is expected from the comparison of the blue
and the green curves in Figure 5.13D. The non-native interactions are very weakly formed
in the protein with Rosetta contacts (Figure 5.14F). This is because the non-native inter-
actions are not compatible with the native structure and can only form when there is little
or no structure. Further, these intra-trefoil interactions are local and are only formed when
there is little native structure within a given trefoil. The slight changes in folding routes
seen in Figure 5.5B, Figure 5.13E and Figure 5.13F can be explained by the fact that the
β-trefoil fold can accommodate several folding routes and minor changes in contacts has
already been shown to cause a switch in folding routes [236, 289].
Using the free energy profiles (Figure 5.13B and Figure 5.14C), the various quantities of
non-native contacts explained earlier (Figures 5.13C, 5.13D and 5.14D) and the native and
non-native contact maps at Q∼0.35 (Figures 5.13, 5.13F, 5.14E, 5.14F), we conclude that
there is little specific non-native contact formation and so non-native trapping is unlikely
to be the primary cause of slow-folding in Threefoil.
Comparing folding barrier heights obtained at Tf with barrier heights obtained at tran-
sition midpoints. It has been shown that the barrier heights calculated from the specific
Go¯ model used in our simulations can be directly correlated with temperature denatura-
tion (or melting) experiments of proteins [226]. Here, we examine the correlation between
folding barrier heights obtained in denaturant-induced equilibrium folding/unfolding ex-
periments with those obtained from temperature-induced folding/unfolding experiments.
We plot log(kf ) at denaturation midpoint, Cmid, vs. log(kf ) at the folding temperature,
Tf , where kf is the folding rate and kf=ku in both these conditions (Figure 5.12). We find
that the rates are linearly correlated with a slope of 1.14. Thus, if one were to calculate
the difference between the barrier heights of two proteins at Tf (as found by simulations)
then that number needs to be multiplied by 1.14 to get the difference in barrier heights of
the two proteins at Cmid (as typically found experimentally).
We find from simulations (Figure 5.5G) that the difference in the barrier heights (at
the top of the barrier) for ThreeFoil and Symfoil (in units of kBTf as in work by Chavez
and co-workers [226]) is 5.6 (17.9-12.3), when computed as the natural logarithm. By
using the Tf to Cmid conversion factor, we expect the differences in experimental barrier
heights at denaturant induced midpoints to be about 6.4 (5.6*1.14). We find that the
difference in experimental barrier heights between the two proteins is 6.3 (17.1-10.8). Thus,
the barrier height difference obtained from simulations (6.4) is remarkably close to that
obtained from experiment (6.3). This comparison should be taken with a pinch of salt as
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both experimental and simulation barriers are accompanied by error bars which have not
been taken into account here. Nevertheless, the calculation highlights that almost all of
ThreeFoil’s slow folding can be accounted for by its topology.
5.8 Supplemental Information
Figure 5.7: Reversible unfolding of ThreeFoil fits a two-state transition. Representative kinetic
traces for ThreeFoil folding (A) and unfolding (B) in 0.02 M and 3.49 M GuSCN (black diamonds),
respectively, show an excellent fit to a single exponential function (orange line, see Methods). (C) Observed
rate constants (kobs in s−1) for folding measured in various denaturants (GuSCN - magenta, GuHCl - blue,
and urea - green), extrapolate to the same kf H2O value in the absence of denaturant (solid lines). Rate
constants measured using different optical probes (CD - stars, fluorescence - diamonds and triangles)
are also in agreement. In addition, both discontinuous kinetic measurements performed over months
(triangles) and continuous kinetic measurements performed over days (diamonds) give consistent rate
constants. The single exponential fits and agreements of rate constants are characteristic of a two-state
(un)folding transition.
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Figure 5.8: Structural analysis of ThreeFoil and OneFoil in the presence of lactose. (A) The
change in relative fluorescence as a function of lactose concentration is well fit by a hyperbolic binding
curve, giving a dissociation constant, Kd, of 1.22 ± 0.15 mM (see Methods). Similarly, galactose binding
was measured previously to have a Kd of 1 mM [44]. No increase in fluorescence was seen with sucrose
(data not shown), consistent with the lack of interaction in kinetic experiments (Figure 5.3). A glycomics
screen for ThreeFoil revealed a strong preference for binding of multivalent carbohydrates terminating in
galactose; protein monosaccharide binding is often in the mM range, with multivalent binding commonly
observed to greatly increase affinity [44]. (B) The circular dichroism (CD) spectrum of: native ThreeFoil
(without carbohydrate - solid black line, 50 mM lactose - dashed dark blue line, 50 mM sucrose - dotted dark
red line); denatured from inclusion bodies (6 M urea) ThreeFoil (without carbohydrate - solid grey line, 50
mM lactose - dashed light blue line, 50 mM sucrose - dotted light red line) and native OneFoil (solid green
line). All samples were in 300 mM KF and 100 mM sodium phosphate, pH 6.6. (C) Structural analysis for
native ThreeFoil (black bars) and OneFoil (green bars) showing helical, beta, turn and disordered content
analyzed using CDSSTR [279]. The predicted number of beta-strands is also shown as a fraction of the
total in the crystal structure (PDB: 3PG0).
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Figure 5.9: Glycan binding by ThreeFoil was tested via a glycan array containing over
600 mammalian glycans. Here selected data demonstrate that ThreeFoil prefers binding galactose
as the terminal residue, particularly in a β-1,4 linkage. Note that lactose (binding shown in Figure
5.8) is composed of galactose in a β-1,4 linkage to glucose. In addition to terminal residue and linkage
specificity, binding is dramatically enhanced when glycans are multivalent (multivalent avidity). Together
this demonstrates that ThreeFoil function as a highly specific glycan binding protein or lectin.
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Figure 5.10: Lactose binding causes little change in the NOESY spectrum of ThreeFoil. 2D
1H-1H NOESY spectra shown in the amide region (∼6 ppm to ∼10.5 ppm) exhibit small shifts in the
positions of a small number of resonances upon titration of the protein with lactose (from left to right: 0,
0.32, 1.28, 4.80, and 12.8 mM lactose). Color scale bar indicates the intensity of the observed peaks (black
- no intensity, white - highest intensity). That the majority of peaks show no changes, combined with line
widths remaining unchanged upon addition of lactose, indicates that the structural changes from lactose
binding are local and do not account for the substantial increase in folding m-value and hence change in
solvent accessible surface area observed for folding upon addition of lactose (Figure 5.3, Table 5.1).
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Figure 5.11: Native and denatured ThreeFoil do not bind ANS. Fluorescence (arbitrary units) of
8-anilinonaphthalene-1-sulfonic acid (ANS, 150 µM) in standard buffer (100 mM sodium phosphate, pH
6.6, with 300 mM NaCl) in the absence (dashed lines) or presence of ThreeFoil (1 µM, solid lines), was
measured under native (blue lines) or denaturing conditions (6 M urea, red lines). ANS binding to clusters
of exposed hydrophobic residues is characterized by marked increases in fluorescence intensity and a shift
of the spectrum to lower wavelengths [280]; the absence of these spectral changes for ThreeFoil indicates
a lack of ANS binding.
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Figure 5.12: Experimental protein folding rates at midpoints of chemical and thermal de-
naturation are strongly correlated. log(kf ) at experimental denaturation midpoint, Cmid, plotted
versus log(kf ) at the modelled folding temperature, Tf (black circles), where the folding rate equals the
unfolding rate (kf=ku). The Cmid and Tf data are extracted from work by Broom and co-workers [78]
and Chavez and co-workers [226], respectively. The black line gives the linear regression fit to these data
(R = 0.91). The grey dashed line shows the residuals from the fit, which are distributed about 0. Proteins
used in this data, from lowest “log(kf ) at Tf” to highest: Muscle acylphosphatase, 18th module of muscle
protein twitchin, Titin IG repeat 27, Src SH3 domain, Colicin E9 immunity protein, B1 domain of Protein
L, Chymotrypsin inhibitor 2, B1 domain of protein G, Cold shock protein, Bacillus subtilis, N-terminal
domain of protein L9, Pyruvate dehydrogenase E2, Pyrobaculum aerophilum, Lambda repressor, and Villin
headpiece.
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Figure 5.13: Simulations show symmetric non-native interactions do not trap ThreeFoil
folding. (A) Symmetric non-native contacts in ThreeFoil. A black square at (x,y) means that residue
x and y are in contact in the crystal structure of native ThreeFoil. The grey (non-native) contacts
are obtained by calculating all contacts between pairs of residues that are symmetrically equivalent to
residues x and y. The numbered red squares contain only intra-repeat contacts. (B) The folding free
energies of ThreeFoil without (black) and with non-native contacts (grey) in units of their respective
folding temperatures (kBTf , left Y axis) are plotted at (Tf ) as a function of the fraction of native contacts
(X axis). Rg of the two proteins (dashed lines) are plotted in the corresponding colors (right Y axis).
The protein with the non-native interactions has a lower Rg in the unfolded state. (C) The number of
non-native contacts (right Y axis) formed (contacts with Qnn>0) is plotted in black as a function of native
contacts (X axis). The number of non-native contacts whose probability of contact formation (Qnn) is
greater than the average native Q (X axis) is plotted in red. The average probability of contact formation
of a non-native contact multiplied by the total number of non-native contacts is plotted as a function of Q
in green. The non-native contact map from the model with stabilized non-native interactions is compared
with the model with only native contacts by calculating the RMSD of the two contact maps. Plotted in
blue as a function of Q. It can be seen that the red, blue and green lines are close to 0. The free energy
profile of the protein with non-native interactions is shown in grey (left Y axis) for reference. (D) Enlarged
version of C to show features of the red, blue and green lines. The green (average probability of contact
formation) and the blue (RMSD from the native only model) lines are similar before the transition state
(dotted line) meaning the protein with the non-native interactions makes more non-native contacts than
the protein with only native contacts stabilized. However, post transition state, many of the non-native
contacts that are formed are commensurate with the native state (compare E and F) and are also present
in the native-only model simulations. This is why the value of the RMSD reduces past the transition
state. The scale of the free energy profile (grey; left Y axis) of the protein is the same as in C. (E) Average
native contact map (A, black contacts) of the symmetrized non-native contact model at Q ∼0.35 (dotted
line in D). Contacts are colored based on how formed they are. (F) Average non-native contact map (A;
grey contacts) of the same model as E at Q ∼0.35. More formed contacts are close to the native contacts.
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Figure 5.14: Coarse-grained simulations show that ligand binding reduces Rosetta-based
non-native structure but leaves ThreeFoil folding largely unchanged
(A) Rosetta derived non-native contacts for ThreeFoil are shown in grey. These contacts are derived from
the most populated structure of OneFoil from Rosetta simulations (see panel G), and are intra-trefoil
(entirely within the numbered red squares). Black contacts are calculated from the crystal structure of
ThreeFoil. The cyan contacts are between residues in the sugar binding site (Figure 5.2B). (B) Simulations
of OneFoil (with both native and non-native contacts) are used to determine the strength of the non-
native contacts. A strength of 1.5 times the strength of the native contacts was chosen because those
simulations gave an almost equal population of native-like OneFoil (right inset) and Rosetta-like OneFoil
(left inset) structures (grey curve). The lactose binding residues (cyan spheres; insets) are proximal
in the native OneFoil but separated in Rosetta OneFoil. Four native contacts (cyan in A) are present
between these residues. When their strength is doubled (representative of lactose binding) the population
of the non-native Rosetta OneFoil is drastically reduced (cyan curve). (C) The folding free energies of
ThreeFoil (black) and ThreeFoil with Rosetta non-native contacts (grey) in units of their respective folding
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temperatures (kBTf , left Y axis) are plotted at the transition midpoint (Tf ) as a function of the fraction
of native contacts (X axis). The radius of gyration of the two proteins (dashed lines) are plotted in the
corresponding colors (right Y axis). There is limited change in either free energy or radius of gyration
between the two conditions. (D) The number of formed non-native contacts (contacts for which Qnn>0;
right Y axis) is plotted in black as a function of native contacts (X axis). The number of non-native
contacts whose probability of contact formation (Qnn) is greater than the average native Q (X axis) is
plotted in red. The average probability of contact formation of a non-native contact multiplied by the total
number of non-native contacts is plotted as a function of Q in green. The non-native contact map from
the model with stabilized non-native interactions is compared with the non-native contact map from the
model with only native contacts by calculating the root mean square deviation of the two contact maps.
This is plotted in blue as a function of Q. It can be seen that all the lines drop to 0 soon after the transition
state (dotted line; Q ∼0.35). The green and the blue lines are similar throughout. This is because the
non-native contacts are chosen such that they are not compatible with the WT ThreeFoil structure. The
free energy profile of the protein with non-native interactions is shown in grey (left Y axis) for reference.
(E) Average native contact map (A; only black and cyan contacts) of the protein with non-native contacts
plotted at Q ∼0.35 (dotted line in D). Contacts are colored based on how formed they are and the color
scale is given on the right. (F) Average non-native contact map (A; grey contacts) of the same model as
E plotted at Q ∼0.35. Note that the color scales on E and F are different. A given non-native contact is
formed to a significant extent only when the repeat (OneFoil) that it is a part of is largely unstructured.
(G) The structure of OneFoil (a single repeat of ThreeFoil) for the lowest energy structure predicted by
Rosetta ab initio [260] compared with the structure of a single repeat in the ThreeFoil crystal structure
shown in H (PDB: 3PG0). The ribbon is coloured from red to white to blue from the N- to the C-terminus,
with side-chains from the ThreeFoil hydrophobic core shown as sticks. Regions of additional beta-structure
in the prediction compared with the crystal structure are shown in magenta. Similar structures to the one
shown at left were adopted in > 13 of the Rosetta predictions, while the native structure shown at right
was very rarely predicted. Significant beta structure in OneFoil is also observed by CD (Figure 5.8B,C).
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Figure 5.15: Detergent and protease resistance of ThreeFoil and other proteins. (A) The
reduction in molecular weight for ThreeFoil (1 mg/mL) when incubated in Proteinase K (0.02 mg/mL)
for up to a week results from removal of the cleavable-his tag. The molecular weight marker (lane M)
includes BSA (66 kDa), myoglobin (17.6 kDa), hen egg-white lysozyme (14.3 kDa) and aprotinin (6.5 kDa).
Tagged-ThreeFoil prior to incubation (lane C) and after 1 hour (1h), 1 day (1d) and 1 week (1w) show
that the apparent molecular weight of ThreeFoil after incubation is 15.4 kDa in excellent agreement with
the calculated molecular weight of the untagged protein at 15.3 kDa. Individual time-courses of protease
resistance challenge are shown in panels B-E proteins (0.5 mg/mL) were incubated with Proteinase K
(0.02 mg/mL), a nonspecific protease. Protease digestion SDS-PAGE analyses for (B) ThreeFoil (3F) and
hisactophilin (His), (C) human Cu,Zn superoxide dismutase (SOD) and bovine serum albumin (BSA),
(D) ovalbumin (Ova) and β-lactoglobulin (βlac), and (E) myoglobin (Myo) and lysozyme (Lys) are shown.
Time points were taken: prior to addition of protease (-), 1 hour (1h), 1 day (1d), 4 days (4d). For simplicity
Figure 5.6A shows only the pre-addition control (-) and the time when complete digestion was observed
(1 hour for all but ThreeFoil and SOD) or the final time of the challenge (4 days) when no digestion was
observed (ThreeFoil and SOD). SDS resistance tests with reducing agent are shown in panels F and G.
Panel F shows the same test as in Figure 5.6B, but with β-mercaptoethanol added as reducing agent (7%
v/v). Proteins (0.50 mg/mL) in SDS (1% w/v) were either unboiled (U) or boiled (B) for 10 minutes.
From left to right: ThreeFoil (3F), hisactophilin (His), human Cu,Zn superoxide dismutase (SOD), bovine
serum albumin (BSA), ovalbumin (Ova), β-lactoglobulin (βlac), myoglobin (Myo), lysozyme (Lys) and
Cytochrome c (Cytc, not included in Figure 5.6B). Panel G is an identical test performed with different
equipment and demonstrating a lack of resistance for the C-terminal domain of MK0293 (C-MK), single
chain monellin (Mon), PI3K SH3 domain (SH3) and ubiquitin (Ubq). Where the unboiled sample runs
the same as the boiled sample, no resistance to SDS is observed, whereas observation of a band at a higher
position for the unboiled sample indicates that SDS is unable to penetrate and bind to the structure
without the assistance of thermal unfolding. SOD is SDS-resistant in the absence of reducing agent, but
loses resistance in its presence due to the reduction of its conserved disulfide bond. Threefoil does not
contain disulfide bonds and remains SDS-resistant under these conditions. All data included in Table 5.3.
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Figure 5.16: Application of D2D SDS-PAGE for identifying KSPs at a proteomics level. (A)
Diagram illustrating D2D SDS-PAGE. Unheated protein samples are analyzed by SDS-PAGE, and the
relevant gel strip is then excised and heated in a boiling buffer solution containing SDS. The heated gel
strip is analyzed by a 2nd dimension SDS-PAGE. The resulting 2D gel exhibits a diagonal pattern from
the SDS-sensitive proteins migrating the same distance in both SDS-PAGE runs. However, SDS-resistant
proteins migrate less in the 1st dimension, and thus end up below the gel diagonal. (B) D2D SDS-PAGE
analysis of Thermus thermophilus. Protein spots below the gel diagonal bands were picked and analyzed
by MALDI TOF. The MS data was analyzed by MASCOT Peptide Mass Fingerprint (PMF) search
against the whole NCBInr database without specifying taxonomy. Only significant protein Identification
with p<0.05 and taxonomy from T. thermophilus were accepted. Circled spots identify the monomeric
(single domain with no disulfide bonds) KSPs identified. (C) D2D SDS-PAGE analysis of Bacillus subtilis.
Protein spots below the gel diagonal bands were picked and analyzed by LC/MS/MS (LTQ-Orbitrap).
Mass spectrometry data obtained from all LC-MS-MS analysis were searched against Swissprot using
Sequest search algorithms through Proteome Discoverer. Commonly accepted criteria for high-confidence
peptide identifications (xCorr 1.8 for +1, 2.5 for +2, 3.5 for +3) was used to screen peptides. To achieve low
false positive rates of protein identification, each protein included in the results table contains more than
2 high-confidence unique peptides. Circle spots identify the monomeric (single domain with no disulfide
bonds) KSPs identified which had known structures (or structures for highly homologous sequences were
known).
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Figure 5.17: Examples of peptide identification by mass spectrometry. Top 3 panels are LC-MS-
MS analysis of Agmatinase from Bacillus subtilis as example of Bacillus subtilis KSP identification. Mass
spectrometry data obtained from all LC-MS-MS analysis were searched against Swissprot using Sequest
search algorithms through Proteome Discoverer. Commonly accepted criteria for high-confidence peptide
identifications (xCorr 1.8 for +1, 2.5 for +2, 3.5 for +3) was used to screen peptides. To achieve low
false positive rates of protein identification, each protein included in the results table contains more than
2 high-confidence unique peptides. Agmatinase identification contains 9 high-confidence unique peptides
including AAELIGPHNVYSFGIR. On the bottom is MALDI result of Aconitate hydratase from Thermus
thermophilus as example of Thermus thermophilus KSP identification. The MS data was analyzed by
MASCOT Peptide Mass Fingerprint (PMF) search against the whole NCBInr database without specifying
taxonomy. Only significant protein Identification with p<0.05 and taxonomy from Thermus thermophilus
were accepted. For Aconitate hydratase, 11 peptides matched, MASCOT score 109 and expectation value
is 8.9x10-4 which is significantly below 0.05.
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Table 5.1: Folding and unfolding kinetics of ThreeFoil, Symfoil, and Hisactophilin
Protein ln(kH2Of ) ln(kH2Ou ) mf
(kcal mol-1
M-1)
mu
(kcal mol-1
M-1)
m
(kcal mol-1
M-1)
∆GH2OU−F
(kcal mol-1)
ThreeFoil
- sodium
-8.98 -15.0 -7.8 3.19 11.0 3.6
ThreeFoil -9.15 -19.7 -6.8 2.94 9.7 6.3
ThreeFoil
+ sucrose
-9.06 -20.0 -6.8 2.98 9.8.0 6.5
ThreeFoil
+ lactose
-7.44 -29.8 -7.7 4.29 12.0 13.3
Symfoil (7) 4.9 -13.8 -7.9a 1.5a 9.4a 11.1
Hisactophilin
(8)
3.1 -10.8 -8.8a 5.1a 13.9a 8.2
The expected value for complete unfolding of ThreeFoil is 14.2 kcal mol-1 M-1 (see Materials and
Methods)
aValues measured in GuHCl for Symfoil [79] or urea for Hisactophilin [249] are estimated in GuSCN
for comparison (see Methods)
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Table 5.2: Proteins with experimentally determined kinetics
Name PDB Lengtha ACO LRO Structure ln(ku) =
ln(kf )
Colicin E7 immunity protein 1AYI 85 9.3 2.54 alpha 2.8
Telomeric protein DNA-binding
domain, human
1BA5 49 6.8 2.20 alpha 1.6
Immunoglobulin binding
B-domain
1BDD
(2-59)
58 5.8 2.17 alpha 5.8
16th domain of brain
alpha-spectrin
1CUN
(7-112)
106 11.6 2.34 alpha -2.0
17th domain of brain
alpha-spectrin
1CUN
(113-
219)
107 12.0 2.56 alpha -3.4
FADD death-domain, human 1E41
(93-192)
100 8.2 3.02 alpha -0.6
Rap1 myb-domain, human 1FEX 59 6.8 2.27 alpha 3.9
Myb transforming protein 1IDY 54 6.0 1.59 alpha 3.1
Colicin E9 immunity protein 1IMQ 85 11.3 3.51 alpha -1.4
Trp-Cage Miniprotein 1L2Y 20 4.1 0.50 alpha 13.0
Lyme disease variable surface
antigen
1L8W
(29-335)
307 25.0 5.30 alpha -4.7
Lambda repressor 1LMB 80 8.2 2.63 alpha 5.2
Acyl-coenzyme A binding
protein, cow
1NTI 86 11.2 3.56 alpha -0.3
Protein yjbJ 1RYK 69 7.9 2.72 alpha 6.4
BBA5 mini-protein 1T8J 23 3.2 0.35 alpha 12.5
15th domain of brain
alpha-spectrin
1U5P 110 12.4 2.60 alpha 4.0
Villin headpiece 1VII 36 4.3 0.89 alpha 10.6
Dihydrolipolysine acetyltrans-
ferase, G. stearothermophilus
1W4G 45 6.2 2.36 alpha 5.8
Dihydrolipolysine
succinyltransferase, E. coli
1W4H 45 5.5 2.00 alpha 9.2
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Pyruvate dehydrogenase E2,
P. aerophilum
1W4J 51 5.8 2.31 alpha 7.5
de novo designed 3-helix bundle 2A3D 73 7.4 2.14 alpha 12.4
Peripheral subunit-binding
domain, dihydrolipoamide
acetyltransferase
2PDD 42 5.4 2.05 alpha 9.8
E3-binding domain of BBL 2WXC 47 4.9 1.74 alpha 8.0
Cold shock protein,
B. caldolyticus
1C9O 66 12.0 4.42 beta 0.2
Cold shock protein,
B. subtilis
1CSP 67 12.1 4.69 beta 2.7
Forming-binding protein 28 1E0L 37 6.7 2.16 beta 9.2
WW prototype 1E0M 37 6.3 2.11 beta 7.7
9th fibronectin domain 1FNF 90 17.3 5.51 beta -2.2
Cold shock protein, T. maritima 1G6P 66 12.8 5.24 beta -2.6
Hisactophilin 1HCE 117 13.6 4.29 beta -6.5
sso7d 1JIC 62 6.7 2.52 beta 0.6
Abp1 SH3 domain 1JO8 58 12.1 4.93 beta -2.1
FGF-1 1JQZ 136 17.8 5.82 beta -6.6
Fibronectin type III
WL-12 chitinase A1
1K85
(559-
644)
86 15.6 5.14 beta -3.8
E2 component alpha-ketoacid
dehydrogenase
1K8M 87 17.9 5.33 beta -4.7
Yes kinase-associated protein 1K9Q
(5-44)
40 7.2 2.70 beta 7.0
Internalin B SH3 domain 1M9S
(391-
466)
76 14.8 4.61 beta 0.1
Cold shock protein, E. coli 1MJC 69 11.9 4.55 beta 1.6
beta-hairpin 1PGB
(41-56)
16 4.5 0.63 beta 12.0
PinWW 1PIN
(6-36)
34 7.0 2.24 beta 9.1
PI3K SH3 domain 1PNJ 84 15.5 4.74 beta -4.8
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Oncoprotein p13mtcp1 1QTU
(1-109)
109 17.0 5.17 beta -8.5
Fyn SH3 domain 1SHF 59 11.9 4.75 beta -2.0
Spectrin SH3 domain 1SHG 57 11.9 5.05 beta -3.7
Src SH3 domain 1SRL 56 11.8 4.39 beta 0.4
Fibronectin type III tenascin 1TEN 89 16.3 5.33 beta -4.4
18th module of muscle protein
twitchin
1WIT 93 20.2 6.19 beta -5.9
Sho1 SH3 domain 2VKN 66 14.3 4.79 beta -0.8
Symfoil1 3O49 123 15.8 5.43 beta -7.1
Symfoil4P 3O4D 123 16.3 5.30 beta -10.8
ThreeFoil 3PG0 140 23.0 6.31 beta -17.1
Muscle acylphosphatase 1APS 98 22.2 5.78 mixed -7.3
C-terminal domain of protein L9 1DIV
(58-149)
92 13.9 4.17 mixed -4.4
N-terminal domain of protein L9 1DIV
(1-56)
56 7.8 2.86 mixed 1.9
LysM domain 1E0G 48 10.1 3.29 mixed 3.7
FK506 binding protein 1FKB 107 20.1 5.42 mixed -5.2
Apoflavodoxin, Anabaena 1FTG 168 17.5 6.07 mixed -0.2
Tm1083 1J5U 123 20.9 5.23 mixed -0.9
Chemotaxis protein CheW 1K0S 143 20.9 5.38 mixed -5.0
Cyclophilin A 1LOP 164 27.9 5.99 mixed -3.0
Ribosomal protein L23 1N88 96 14.6 5.02 mixed -2.4
ADAh2 1O6X 81 12.8 3.53 mixed 1.5
B1 domain of protein G 1PGB 56 9.8 3.21 mixed -0.4
Histidine containing
phosphocarrier protein
1POH 85 15.9 4.56 mixed -3.0
C-terminal domain of spore coat
protein S
1PRS
(91-173)
83 14.5 5.76 mixed -8.1
N-terminal domain of spore coat
protein S
1PRS
(1-90)
90 14.8 5.69 mixed -4.6
Ras binding domain 1RFA 78 13.8 4.64 mixed -0.2
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Ribosomal protein S6 1RIS 97 20.0 4.93 mixed -3.9
Src SH2 domain 1SPR 103 12.9 4.08 mixed -1.4
Ubiquitin 1UBQ 76 12.6 4.18 mixed -1.5
Spliceosomal protein U1A 1URN 96 17.9 4.69 mixed -0.4
Common-type acylphosphatase 2ACY 98 21.4 5.78 mixed -4.4
Chymotrypsin inhibitor 2 2CI2 64 10.8 4.28 mixed -3.5
B1 domain of Protein L 2PTL
(18-77)
60 12.0 4.10 mixed -1.4
Pit1 homeodomain 1AU7
(103-
160)
58 5.8 1.69 alpha 7.4
FKBP-Rapamycin binding
domain
1AUE 92 10.7 3.09 alpha -2.4
p19ink4d CDK inhibitor 1BD8 156 8.7 3.90 alpha -1.9
Engrailed homeodomain 1ENH 54 7.9 2.15 alpha 8.1
Acyl-coenzyme A binding
protein, yeast
1ST7 86 11.3 3.14 alpha -0.4
FF domain, human HYPA 1UZC 69 9.4 3.51 alpha 2.3
Tumor suppressor protein p16 2A5E
(9-156)
148 9.3 4.22 alpha 0.4
Phage 434 cro protein 2CRO 64 8.0 2.41 alpha 0.3
T4 lysozyme 2LZM 164 12.4 3.27 alpha -5.7
Myotrophin 2MYO 118 7.7 3.53 alpha -0.3
Ileal lipid binding protein 1EAL 127 17.2 4.41 beta -2.8
Intestinal fatty acid binding
protein
1IFC 131 18.9 4.75 beta -2.8
Cellular retinol binding protein II 1OPA 133 19.8 4.89 beta -5.0
Barnase 1RNB 109 12.3 4.31 beta -4.3
Titin IG repeat 27 1TIU 89 17.2 5.33 beta -6.9
10th type III fibronectin domain 1TTF 94 12.0 4.06 beta -0.5
Apical domain of GroEL 1AON
(191-
345)
155 23.0 5.21 mixed -3.4
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PSD-95, third PDZ domain 1BFE 110 17.3 4.96 mixed -0.2
Barstar 1BTA 89 11.7 4.63 mixed -1.4
Cellular retinoic acid binding
protein I
1CBI 136 19.6 4.62 mixed -6.7
PDZ2 domain from PTP-BL 1GM1 94 17.4 4.94 mixed -1.2
Hydrogenase maturation protein 1GXT 88 19.7 5.43 mixed -0.8
Indole-3-glycerolphosphate
synthase
1IGS
(27-248)
222 20.2 5.79 mixed -8.9
Staphylococcal nuclease 1JOO 149 13.3 4.21 mixed -5.3
C-terminal domain of
phosphoglycerate kinase
1PHP
(176-
394)
219 19.1 5.54 mixed -5.1
N-terminal domain of
phosphoglycerate kinase
1PHP
(1-175)
175 21.9 5.62 mixed -1.3
Trp-Synthase alpha-subunit 1QOP
(Chain
A)
265 23.9 5.63 mixed -5.7
Dihydrofolate reductase 1RA9 159 24.5 5.50 mixed -5.2
Cell-cycle regulatory protein
p13suc1
1SCE 97 8.1 2.37 mixed -1.0
Carbonic anhydrase 5BNL 257 38.3 6.89 mixed -10.6
Ribonuclease H1, E. coli 2RNR 155 21.0 5.30 mixed -4.6
Villin 14T 2VIK 126 16.9 5.40 mixed -1.6
Chemotactic protein 3CHY 128 12.0 4.56 mixed -1.3
Ribonuclease H1, C. tepidum 3H08 139 11.5 3.96 mixed -4.0
aNumber of structured residues (from PDB) in the domain
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Table 5.3: Resistance dataset of monomeric proteins
Name PDB Lengtha ACO LRO Structure Source
Resistant, Disulfide-Free, Single Domains (Figure 5.6C,D “Resistant”)
ThreeFoil 3PG0 140 23.0 6.31 beta this work
OmpX 1QJ8 148 20.9 6.49 beta [272]
YceE 3IBZ 176 23.1 5.88 beta this work
LicB lichenase 3WVJ 219 37.2 6.92 beta [290]
Green fluorescent protein 1EMA 221 29.0 6.49 beta [291]
Glutamine binding protein 1WDN 223 27.1 5.61 mixed [271]
Endo-β-N-
acetylglucosaminidase
1C3F 265 26.9 6.51 mixed [292]
Agmatinase 3LHL 272 28.0 6.25 mixed this work
Subtilisin Carlsberg 4C3U 274 31.0 7.07 mixed [293]
Chitinase 3AFB 300 24.6 6.15 mixed [294]
Phosphoenolpyruvate
carboxykinase
1AYL 532 33.9 6.37 mixed [271]
Not Resistant, Disulfide-Free, Single Domains (Figure 5.6C,D “Not Resistant”)
Rubredoxin 4RXN 54 10.4 3.33 limited [245]
Ubiquitin 1UBQ 76 12.6 4.18 mixed this work
C-terminal domain of MK0293 3C19b 79 10.4 3.80 mixed this work
PI3K SH3 domain 1PNJ 86 15.5 4.74 beta this work
Monellin single chain 1FA3 96 11.4 4.52 mixed this work
Cytochrome c 1LC1 104 11.4 3.38 alpha this work
Hisactophilin 1HCE 118 13.7 4.31 beta this work
Myoglobin 1MCY 154 14.1 3.09 alpha this work,
[293]
Carbonic anhydrase 5BNL 257 38.3 6.89 mixed [245]
Rhodanese 1DP2 281 28.6 6.22 mixed [245]
Not Resistant, Disulfide-Linked, Single Domains (Figure 5.6C,D “Not Resistant”)
Insulin 1ZNI 21 3.4 0.67 limited [245]
139
β-2-microglobulin 1BMG 98 17.5 5.73 beta [245]
α-lactalbumin 2G4N 122 13.7 4.25 alpha [245]
Ribonuclease A 5RSA 124 15.7 5.87 mixed [245]
Hen egg-white Lysozyme 3WUN 129 14.9 4.43 alpha this work
Trypsin 4MTB 223 29.0 6.97 beta [245]
Resistant, Disulfide-Linked, Single Domains (not plotted)c
Soybean trypsin inhibitor 1AVU 172 25.6 6.07 beta [273]
Protease A 2OUA 188 25.1 7.45 beta [295]
α-lytic protease 2ALP 198 25.4 7.19 beta [295, 264]
Papain 1PPN 212 26.4 6.36 mixed [245]
Chymopapain 1YAL 216 28.0 6.45 mixed [245]
Proteinase K 2PRK 279 30.5 7.11 mixed [296]
Putrescine binding protein 1A99 341 38.4 5.87 mixed [271]
Resistant, Disulfide-Free, Multiple Domains (not plotted)c
Ribose binding protein 2DRI 271 22.6 6.30 mixed [271]
Aminopeptidase 1VHE 354 36.5 5.97 mixed this work
Maltose binding protein 1ANF 369 39.6 5.68 mixed [271]
Elongation factor Tu 1EFT 405 30.3 6.61 mixed [272]
Sugar ABC transporter
periplasmic protein
1EU8 407 42.6 5.96 mixed this work
α-amylase catalytic subunit 4GKL 420 27.1 6.43 mixed this work
Elongation factor EF2 1DAR 615 31.9 6.13 mixed [272]
Aconitate hydratase 2B3X 888 52.6 6.65 mixed this work
Resistant, Disulfide-Linked, Multiple Domains (not plottedc
Pepsin B 3PEP 326 32.0 6.58 beta [297]
UDP hydrolase 1HP1 516 36.7 6.64 mixed [271]
Not Resistant, Disulfide-Linked, Multiple Domains (not plotted)
γ-β-crystallin 4GCR 174 18.1 6.52 beta [245]
Bovine serum albumin 4F5S 583 17.8 4.00 alpha this work
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Domains defined using “Domain Parser” [298] as in the RCSB (http://www.rcsb.org/). Compact
domains are determined based on the density of residue-residue contacts
For “this work”, gels of resistance analysis are shown in Figures 5.6A,B, 5.15 and 5.16
Here we use SDS or protease resistance as evidence of a slowly unfolding structure with limited weak
points. For resistance to protease, only proteases with broad specificity such as Proteinase B and
Thermolysin are considered, whereas highly specific proteases such as Trypsin are not, as resistance
in the latter case could simply result from few potential cut-sites
aNumber of structured residues (from PDB) in the domain
bResidues 98-178 of the PDB coordinate file make up the experimentally tested domain
cResistant, but disulfide-linked proteins are not plotted as some may not be resistant without cross-
links. Nevertheless, they have similarly high ACO/LRO to those of resistant proteins without disul-
fides. Resistant multi-domain proteins also have a high ACO/LRO but are not plotted as topological
complexity has not been confirmed to correlate with transition barrier heights beyond a single domain
context (multimeric proteins are not included here for similar reasons). These data are included here
for interested readers.
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Chapter 6
Do Protein Stability Prediction Tools
Work When Engineering Stabilizing
Mutations?
6.1 Context
Determining the kinetics of ThreeFoil in the previous chapter showed it to have a fairly
average thermodynamic stability (∼6 kcal/mol). I wanted to improve upon this so that
future work looking at altering binding specificity would be possible. Since functional
mutations tend to be destabilizing, I hoped to provide a large buffer for such mutations.
Zachary Jacobi (a summer student) and I found a number of automated tools (either
webservers or stand-alone programs) that would predict the thermodynamic effect of a
point mutation. After predicting all possible point mutations to ThreeFoil, we chose to test
the top 10 experimentally, which I grew, harvested, and purified. During Zachary’s second
term in the lab, he and I determined the kinetics of these ThreeFoil mutants and were
disheartened by the limited improvements in stability we observed. We thus undertook a
detailed analysis of a large number of prediction tools and the Protherm database they are
universally tested on. The analysis revealed several flaws in the metrics that are commonly
used to report the performance of these tools. I describe these flaws, how they might be
overcome in the future, and what can be done now to get the best results, in this chapter.
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6.2 Summary
Proteins often possess marginal stability. This limits production yield and shelf-life, while
reducing the activity and usability of biocatalysts and increasing the likelihood of im-
munogenicity in biotherapeutics. Accurate computational tools to predict stabilizing point
mutations, which can be fast and exhaustive, have been much sought after. Over the
last decade a plethora of such tools have been reported. Accuracy is typically reported
as ∼80% when tested against known mutations. However, later experimental application
of these tools to stabilize proteins show poor success rates of ∼25%. Through a detailed
analysis we find that many commonly reported performance metrics can be misleading.
Possibly because of this, progress has been slow and uncertain. Additionally, datasets used
for testing poorly reflect the mutations desired in biotechnology applications. To support
the future development of effective stability prediction tools I provide guidelines for robust
performance metrics and highlight the tools and general approaches giving the highest
likelihood of successful stabilization at present.
6.3 Introduction
Improving the typically marginal stability of proteins [34, 33] is crucial to generating ef-
fective biocatalysts and biotherapeutics, yet is frequently a time-consuming and resource
intensive undertaking. Biocatalysts can be used for many applications such as: chemical
synthesis of valuable reagents or breakdown of biomass into biofuels, and increasing sta-
bility allows for elevated reaction temperatures which increase reaction rates and reduce
unwanted bacterial growth [299]. In the case of biotherapeutics such as monoclonal an-
tibodies, antibody mimetics [8, 300], and other binding scaffolds [65], increasing stability
not only improves yield, but limits aggregation, improving shelf-life and reducing unwanted
immune response [301, 302, 303]. For both biocatalysts and biotherapeutics, increasing sta-
bility improves the efficiency and effectiveness of experimental selection methods aimed at
enhancing or modifying the original function [304, 153]. This functionalization is criti-
cal for moving beyond the natural repertoire of proteins or customizing designed scaffolds
for unique applications. Improving stability has frequently been tackled using experimen-
tal selection methods such as directed evolution [299, 305]. While such methods are often
successful, they require considerable resources and expertise. By contrast, automated com-
putational tools require much less human involvement and are typically free to use. Such
computational tools offer significant promise for expanding the range and effectiveness of
protein biotechnology applications.
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Evidence, however, continues to accumulate demonstrating this promise has yet to be
realized. Using automated computation tools for predicting ∆∆G upon point mutation,
we sought to improve the stability of our previously designed protein, ThreeFoil [44, 70].
After predicting all point mutations we experimentally tested the top 10 suggestions at
diverse positions, finding only 2 were stabilizing. These poor results echo those seen by
many other groups where the use of stability prediction tools to design mutations yielded
stabilizing mutations in ∼25% of cases and even those were of underwhelming magnitude
(Table 6.1, Supplementary Table 6.3). These results come as a great surprise given that
reported accuracies for most of these tools are ∼80% when tested against the Protherm
database (Table 6.1), a widely used and freely accessible database of protein point mutation
data [306]. Though a previous smaller analysis of 6 tools found self-reported metrics were
slightly inflated over independent testing, overall performance was fairly good [92]. It was,
however, found that performance can vary greatly from one protein to another [92]. Is the
disparity between the apparent success of these tools when tested against known data and
their poor ability to reliably produce increases in stability when applied to new real-world
problems, simply a matter of bad luck? Or, is there a fundamental problem with the way
success is being evaluated? We find the latter to be the case.
Herein we report a detailed analysis of 21 popular tools (Table 6.2), and demonstrate
that the aforementioned disparity between reported performance and experimental appli-
cation originates from the frequent use of inappropriate performance metrics. Specifically,
metrics such as accuracy and standard error poorly discriminate between predictive and
nearly random tools and even Pearson’s correlation coefficient (R) can be misleading given
the need to remove outliers. By contrast, the Matthews and Spearman correlation co-
efficients (MCC and ρ) appropriately highlight the tools most capable of recommending
stabilizing mutations, not only showing where future efforts in development may best be
focused, but demonstrating the current best approaches for protein engineers hoping to
stabilize their molecular machines.
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Table 6.1: Success of stability prediction tools in designing stabilizing point mutations
Tool Used # of mutations
tested /
# of reportsa
Success Rate
(PPV)
Average change
in stability
(∆∆Gexp,avg)
FoldX 49 / 4 14% -0.42 ± 1.40
FoldX + MD 26 / 1 27% 0.0 ± 0.79
Rosetta-ddG 19 / 2 16% -0.75 ± 1.87
Rosetta-ddG + MD 20 / 1 20% -0.17 ± 0.83
PoPMuSiC 47 / 8 43% 0.53 ± 1.48
FoldX + TI 18 / 1 56% 0.66 ± 0.96
All 148 / 12b 30% 0.03 ± 1.25
For a complete mutation by mutation breakdown and source references, see Supplementary Table 6.3.
a# of reports refers to the number of publications in the literature that these mutations were pullled
from.
bThe total is less than the sum of the individual tools because some mutations were chosen by multiple
tools (in cases where FoldX and Rosetta-ddG were used together for instance).
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Table 6.2: Automated stability prediction tools
Tool /
Publication
Date
Method
-level of detail
-scoring
-training
Typical
run-time
Reported
metrics
Robust metrics
shown here
SDM
1997 [307]
-coarse-grained
-statistical potential
-simple scaling factor
Seconds Acc: 86%
R: 0.80
Error: N/A
MCC: 0.33
ρ: 0.47
∆∆Gexp,avg: -0.24
FoldX
2002 [308]
-atomistic
-empirical potential
-fitting (9 parameters to ∆∆G
data
Minutes Acc: N/A
R: 0.73
Error: 1.0
MCC: 0.41
ρ: 0.55
∆∆Gexp,avg: 0.05
IMutant2
2005 [309]
-atomistic and coarse-grained
-features
-machine learning (43 inputs
trained on ∆∆G data)
Seconds Acc: 80%
R: 0.71
Error: 1.3
MCC: 0.09
ρ: 0.31
∆∆Gexp,avg: -0.19
EGAD
2005 [310]
-atomistic
-physical potential
-fitting (3 parameters to ∆∆G
data)
Minutes Acc: N/A
R: 0.69
Error: 1.0
MCC: 0.35
ρ: 0.54
∆∆Gexp,avg: 0.13
CUPSAT
2006 [311]
-atomistic
-statistical potential
-fitting (41 parameters to
∆∆G data)
Seconds Acc: 80%
R: 0.77
Error: 1.2
MCC: 0.22
ρ: 0.42
∆∆Gexp,avg: -0.11
MUpro
2006 [312]
-coarse-grained
-features
-machine learning (160 inputs
trained on ∆∆G data)
Seconds Acc: 85%
R: 0.60
Error: 1.1
MCC: 0.13
ρ: 0.39
∆∆Gexp,avg: -0.21
Eris
2007 [313]
-atomistic
-statistical potential
-fitting (20 parameters to
structural data only)
Hours Acc: N/A
R: 0.66
Error: 2.4
MCC: 0.32
ρ: 0.38
∆∆Gexp,avg: -0.15
MultiMutate
2007 [314]
-coarse-grained
-statistical potential
-none
Seconds Acc: 80%
R: N/A
Error: N/A
MCC: 0.16
ρ: 0.40
∆∆Gexp,avg: -0.41
IMutant3
2008 [315]
-atomistic and coarse-grained
-features
-machine learning (43 inputs
trained on ∆∆G data)
Seconds Acc: 84%
R: 0.69
Error: N/A
MCC: 0.13
ρ: 0.42
∆∆Gexp,avg: -0.46
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DFire2
2008 [316]
-atomistic
-statistical potential
-simple scaling factor
Seconds Acc: N/A
R: N/A
Error: N/A
MCC: 0.44
ρ: 0.57
∆∆Gexp,avg: 0.01
CC/PBSA
2009 [317]
-atomistic
-physical potential
-fitting (4 parameters to ∆∆G
data)
N/Aa Acc: N/A
R: 0.75
Error: 1.0.X
MCC: 0.40
ρ: 0.69
∆∆Gexp,avg: -0.18
PoPMuSiC2.0
2009 [318]
-coarse-grained
-statistical potential and fea-
tures
-fitting via machine learning
(27 parameters to ∆∆G data)
Seconds Acc: N/A
R: 0.63
Error: 1.2
MCC: 0.43
ρ: 0.60
∆∆Gexp,avg: 0.24
Hunter
2009 [92, 319]
-atomistic
-statistical potential
-fitting (4 parameters to ∆∆G
data)
Seconds Acc: 69%
R: 0.45
Error: 1.09
(AUE)
MCC: 0.17
ρ: 0.34
∆∆Gexp,avg: -0.39
Thermodynamic
Integration
(TI)b
2010 [320]
-atomistic
-physical potential
-none
Days
(estimated)c
Acc: 88%
R: 0.86
Error: 0.8
(AUE)
MCC: 0.43
ρ: 0.69
∆∆Gexp,avg: -0.22
Rosetta-ddG
2011 [321]
-atomistic
-statistical and empirical
-fitting (Rosetta forcefield plus
21 parameters to ∆∆G data)
Hours Acc: 72%
R: 0.69
Error: N/A
MCC: 0.39
ρ: 0.51
∆∆Gexp,avg: -0.12
Linear
Interaction
Energy (LIE)b
2012 [322]
-atomistic
-physical potential
-fitting
(10 parameters to ∆∆G data)
Minutes
(esti-
mated)
Acc: 89%
R: 0.72
Error: 0.82
(AUE)
MCC: 0.22
ρ: 0.66
∆∆Gexp,avg: 0.04
mCSM
2014 [323]
-atomistic
-statistical potential
-machine learning (72 inputs
trained on ∆∆G data)
Seconds Acc: 82%
R: 0.82
Error: 1.0
MCC: 0.39
ρ: 0.53
∆∆Gexp,avg: 0.39
DUET
2014 [324]
-meta-prediction using mCSM
and SDM
Seconds Acc: N/A
R: 0.71
Error: 1.1
MCC: 0.46
ρ: 0.56
∆∆Gexp,avg: 0.26
NeEMO
2014 [325]
-atomistic
-statistical potential
-machine learning (184 inputs
trained on ∆∆G data)
Minutes Acc: N/A
R: 0.77
Error: 1
MCC: 0.45
ρ: 0.62
∆∆Gexp,avg: 0.21
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ENCoM
2014 [326]
-coarse-grained
-physical potential
-fitting (4 parameters to ∆∆G
data)
Seconds Acc: N/A
R: N/A
Error: 1.5
MCC: 0.27
ρ: 0.40
∆∆Gexp,avg: -0.50
MAESTRO
2015 [327]
-atomistic and coarse-grained
-statistical potential and fea-
tures
-machine learning (9 inputs
trained on ∆∆G data)
Seconds Acc: 82%
R: 0.68
Error: 1.1
MCC: 0.50
ρ: 0.67
∆∆Gexp,avg: 0.39
SimpleMachine
2015
-atomistic
-features
-machine learning (4 inputs
trained on ∆∆G data)
Seconds Acc: 82%
R: 0.50
Error: 1.5
MCC: 0.23
ρ: 0.48
∆∆Gexp,avg: 0.16
Methods which use only sequence information without structural information are not considered here.
Acc, accuracy is reported as a percentage based on the fraction correct. Acc = TP + TN / (TP +
FP + TN + FN), where TP, FP, TN, FN represent the number of true positive, false positive, true
negative, and false negative cases respectively [328]. Here we consider stabilizing mutations positive
and destabilizing mutations negative.
R, Pearson’s correlation coefficient [329].
Error, reported in kcal/mol is typically standard error. AUE indicates error is reported as average
unsigned error.
MCC, Matthew’s correlation coefficient. Calculated as:
MCC = TP*TN - FP*FN / sqrt[(TP+FP)*(TP+FN)*(TN+FP)*(TN+FN)] [329].
ρ, Spearman rank order correlation coefficient. This is equivalent to the Pearson’s correlation coefficient
calculated with ordinal ranking of the data, thus eliminating many problems to do with outliers and
anchoring or leverage effects [329].
∆∆Gexp,avg, the average effect of all mutations predicted to be stabilizing by the tool, in kcal/mol.
aThe server for this program is no longer available.
bOnly semi-automated, but scripts make implementation of these molecular dynamics based procedures
somewhat straight-forward.
cEstimated based on the needed simulation time of 30 ns with an all-atom explicitly solvated system
run in GROMACS on a typical desktop computer.
dEstimated based on similarity of the computational procedure to that of FoldX, EGAD, and Eris
(without backbone flexibility).
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6.4 Results
6.4.1 ∆∆G prediction tools do not reliably suggest truly stabi-
lizing mutations
We sought to improve the stability of our previously designed protein, ThreeFoil [44], which
possesses resistance to degradation/denaturation by proteases, chemical denaturants, and
high temperature, but has only moderate thermodynamic stability (∼6 kcal/mol) [70].
Despite the combined use of numerous stability prediction tools, only 2 of the 10 tested
mutations were stabilizing and each by less than 1 kcal/mol.
There exist a considerable number of computational tools which predicting changes in
protein stability upon point mutation, and many are automated through a server, stand-
alone program, or readily usable script (Table 6.2). These prediction tools take various
approaches to evaluate protein stability. Physical potentials (PP) rely on physical forces
such as molecular dynamics forcefields [320, 317, 310, 326, 322]. Statistical potentials
(SP) use the probability of observing certain structural arrangements, such as amino acid
contact frequencies [316, 313, 307, 311, 319, 314, 327, 324, 325, 318, 323]. Empirical
potentials (EP) use a mixture of energy terms from PP and SP with empirical weighting
of each term based on experimental data [308, 321]. Some tools rely on particular features,
such as change in hydrophobicity or net charge. These features, or heuristics, are used as
inputs in machine learning [315, 312, 309], though machine learning has also be applied to
SP [327, 324, 325, 318, 323]. The reported performance of these tools is impressive, with
overall accuracies (% correctly assigned as stabilizing or destabilizing) >80%, and R-values
> 0.7 (Table 6.2).
Using 11 of these tools we tested all 2520 possible point mutations to ThreeFoil (140
structured structurally resolved amino acids * 18 possible amino acids substitutions, not
including cysteine). To improve the odds of success we constructed a weighted meta-
prediction based on how well each algorithm performed on different kinds of mutations in
the Protherm database (see methods and Supplementary Figure 6.5). Meta-predictions
have been used in numerous areas of protein science including: covalent modification [330],
protein-ligand binding [331], protein-protein binding [332], protein disorder [333, 334], and
protein aggregation [335], and generally found to improve the reliability of predictions. We
then experimentally validate the top 10 suggested mutations at varying positions (i.e. the
top mutations were generally at one or two different positions, but we wanted to diversify
the positions we were testing). Determination of ∆∆G from kinetic measurements revealed
that only 2 of the 10 mutations were unambiguously stabilizing, while 5 were essentially
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neutral and the remaining 3 were destabilizing (Figure 6.1a, Supplementary Figure 6.6,
Supplementary Table 6.4). Notably, the top 3 suggested mutations were destabilizing and
the mutation predicted to be the best was, in fact, the worst. These results are much poorer
than expected from the reported performance of the tools (Table 6.2), where accuracies
of ∼80% give the impression that ∼8 stabilizing mutations would have been obtained.
Nevertheless, mutations in Protherm, which are largely fairly conservative, suggest only
∼10% of such mutations would be stabilizing (Figure 6.1b,c,d). Moreover, deep sequencing
suggest that as few as ∼1-2% of random mutations are expected to stabilize a protein
[336, 337]. Therefore, despite being far from reliable, stability prediction tools can improve
the odds of success in protein engineering. Additionally, multi-mutants combining the best
mutations were very stabilizing (Supplementary Figure 6.6, Supplementary Table 6.4),
though difficult to purify owing to poor solubility, in agreement with predicted aggregation
propensity (Supplementary Figure 6.7). Such reduced solubility is likely the result of a
bias towards incorporation of hydrophobic mutations on the protein surface.
By surveying the results of numerous experimental attempts to use these same kind of
tools to stabilize proteins, we find that success rates are, like ours, typically low (∼25%).
The average ∆∆G of mutations predicted to be stabilizing is ∼0 kcal/mol (most are neu-
tral, as in our experiment) (Figure 6.1b), and there is essentially no correlation between
predicted and experimentally determined ∆∆G values (Supplementary Figure 6.8). How-
ever, the proportion of destabilizing mutations and the average ∆∆G of the mutations are
improved over the average of the thousands of mutations found in the Protherm database
(Table 6.1, Figure 6.1b,c.d). Moreover, it is extremely rare for a mutation predicted to
be stabilizing to be highly destabilizing (< -2 kcal/mol), despite such highly destabilizing
mutations being common in the Protherm database (Figure 6.1b), and occurring ∼50%
of the time during random mutagenesis [337]. Thus, while stability prediction tools are
not reliable when recommending stabilizing mutations, they screen out highly destabilizing
mutations and lead to results that are superior to chance.
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Figure 6.1: Mutations predicted to be stabilizing are most likely to be approximately neutral
instead. (a)Meta-prediction for mutants of ThreeFoil (grey bars) and experimentally determined changes
in stability (black bars), show considerable disparity. Blue dashed lines indicate 0.3 kcal/mol cutoff within
which a mutation is considered neutral. (b) Density distributions of mutations in the Protherm database
(dotted black) as well as sub-populations of hydrophobic truncation mutations (red) and non-truncations
(blue). Mutations predicted to be stabilizing by stability prediction tools and subsequently tested, from
a number of different groups (Table 6.1), are shown as a filled (cyan) distribution. (c) Average impact
of mutations for each of the groups shown in b, as well as the three tools most commonly employed in
experimental engineering attempts (Table 6.1). (d) The fraction of mutations which stabilized, shown for
the same groups as in c.
6.4.2 Algorithms are blind to stabilizing mutations
How can we reconcile the excellent reported performance (Table 6.2) of stability prediction
tools with their poor performance in actual engineering attempts (Table 6.1)? Strikingly,
we find that known stabilizing mutations are poorly recognized by all tools. As these make
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up only a small fraction of the datasets used for benchmarking (Figure 6.1b), however, this
critical blindness has little impact on overall accuracy. Yet, these mutations are possibly
of the greatest interest in biotechnology.
By testing 21 automated tools (Table 6.2) against a curated dataset of ∼600 mutations
not used in the tool’s training or parameterization (see Methods, Supplementary Figure 6.9)
we confirm that while overall accuracies are indeed ∼80%, stabilizing mutations are only
correctly recognized ∼50% of the time, comparable to a coin-toss (Figure 6.2a, green bars).
Furthermore, of mutations predicted to be stabilizing, the fraction that truly are (positive
predictive value, PPV or Success rate) is about 0.5 (Figure 6.2b, Table 6.2). Tellingly,
for many tools, the average experimental change in stability for mutations predicted to
be stabilizing (∆∆Gavg,exp), is actually destabilizing (Figure 6.2c) with the majority of
recommended mutations being neutral (Supplementary Figure 6.10). Thus, prediction
tools are not only blind to stabilizing mutations — being unable to recognize them when
presented — but those they do recommend are most likely neutral.
Are stabilizing mutations just intrinsically more challenging to predict than their desta-
bilizing counterparts? Because destabilizing mutations tend to have a greater absolute
impact on stability than stabilizing mutations (Figure 6.1b), stabilizing mutations might
be challenging to identify owing to their subtlety. In fact, moderately destabilizing mu-
tations (-2 to 0 kcal/mol) are still more accurately predicted than moderately stabilizing
ones (0 to +2 kcal/mol), despite having effects of the same magnitude (Figure 6.2a, yellow
vs. green bars). Examining the bias between recognition of moderately stabilizing and
destabilizing mutations (Figure 6.2a, difference between yellow and green bars) highlights
a few tools with a low bias: DFire2, SDM, and MultiMutate. These tools were developed
without training or extensive parameterization using Protherm (Table 6.2), often relying
on known ∆∆G data simply to generate a conversion factor from internal energy units to
kcal/mol. Other tools which similarly limit Protherm usage (TI, Eris, Rosetta) — being
largely developed from structural information — are less biased than average. Importantly,
the aforementioned tools, with the exception of MultiMutate, have average if not above
average, overall performance (Figure 6.2c,d), and may represent the kind of tools that
have the highest potential for future improvement. By contrast, tools which rely heavily
on Protherm data for development are strongly biased against stabilizing mutations, with
machine learning tools showing particularly high inclination to predict stabilizing muta-
tions as destabilizing, a known problem of training against data that is biased towards a
particular class (destabilizing mutations in the case of Protherm) [338].
In developing IMutant3, Capriotti et al. attempted to correct the bias against stabiliz-
ing mutations in Protherm by assuming that for each mutation X to Y, there must be a
mutation Y to X, of equal magnitude but opposite sign [315]. This approach, however, has
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yielded only a small improvement over the earlier IMutant2 and fairly poor performance
overall (Figure 6.2). Most stabilizing mutations are not simply the opposite of destabi-
lizing mutations. For instance, almost all highly destabilizing mutations in the Protherm
database are truncations of a larger hydrophobic amino acid to a much smaller one, leaving
a large void (Figure 6.1b,c). The reverse, where the protein is stabilized by filling a large
void, is rarely seen in natural or well-designed proteins, as they do not have such obvi-
ous void spaces in the first place (though filling of smaller packing deficiencies has been
successful [339]).
Thus, the inability of prediction tools to identify truly stabilizing mutations — a crucial
problem for protein engineering where these are precisely the mutations being sought —
may be minimized by developing tools using structural data, which has no particular bias
towards destabilizing mutations.
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Figure 6.2: Analysis of stability prediction tools. (a) Accuracy (percent correctly classified as
stabilizing/destabilizing) binned by experimentally determined stability: Extremely destabilizing (red bars,
-6 to -4 kcal/mol), highly destabilizing (orange bars, -4 to -2 kcal/mol), moderately destabilizing mutations
(yellow bars, -2 to 0 kcal/mol), and moderately stabilizing mutations (green, 0 to +2 kcal/mol). (b) Success
rate or positive predictive value (PPV) shows how often a mutation predicted to be stabilizing by a tool,
actually is experimentally. (c) The average ∆∆G of all mutations predicted to be stabilizing by each tool.
(d) Matthews (blue) and Spearman (orange) correlation coefficients, which measure correlation of binary
classification and rank order respectively, shown for each tool.
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6.4.3 Commonly reported performance metrics may be mislead-
ing
The most commonly reported performance metrics for stability prediction tools are: ac-
curacy, R, and standard or average unsigned error (Table 6.2). Unfortunately, the bias
towards destabilizing mutations in the Protherm database — consistently used for test-
ing performance — means that accuracy is an inappropriate measure, since high accuracy
(∼85%) can be achieved simply by predicting all mutations as destabilizing. While an error
of 0 kcal/mol would represent a perfect prediction, mutations in the Protherm database
predominantly occur in the range of -2.5 to 0.5 kcal/mol and as such consistently predict-
ing all mutations as being destabilizing by ∼1 kcal/mol can yield competitive errors (see
below). Therefore while error is not necessarily an inappropriate metric in this case, it
poorly discriminates between methods given the current quality of the prediction tools.
The proper calculation of R should involve removal of outliers which strongly affect this
value [329], but there are seldom good reasons to suspect certain mutations as being out-
liers to the remaining population (e.g. a poorly resolved crystal structure, or mutations
involving a particular amino acid), and consequently many reports identify “outliers” as
the points which are most poorly predicted, making the interpretation of this measure dif-
ficult. Using mock predictions as well as an intentionally over-simplified machine learning
tool, we show that the Matthews and Spearman correlation coefficients (MCC and ρ) are
robust and appropriate measures of performance when testing stability prediction tools
and should be adopted over accuracy, R, and error.
From the Protherm database, we collected ∼1000 point mutations as a training set
that is not part of the ∼600 mutation testing set. We considered a simple “predictor”
that assigns the average ∆∆G from the training set to any test mutation it is given.
This indiscriminate strategy nevertheless produces an accuracy and standard error that
are comparable to the published prediction tools, while all correlation coefficients reveal
the expected poor performance (Supplementary Figure 6.11a). If instead, when asked
to predict glycine and alanine scanning mutations the average ∆∆G in the training set
for these types of mutations is used, an R comparable to some of the poorer published
tools is obtained, while MCC and ρ continue to reveal the limited predictive capability
(Supplementary Figure 6.11b).
In order to provide an estimate of the kind of performance expected from a “barebones”
prediction, we developed our own intentionally mediocre prediction tool based using ma-
chine learning with only 4 broad features (change in amino acid size, change in amino acid
polarity, secondary structure propensity, and solvent accessible surface area, see meth-
ods). This “SimpleMachine” nevertheless achieves a very high accuracy (83%), low error
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(1.5 kcal/mol) and average R (0.50) (Supplementary Figure 6.11c). Shockingly, based on
these most commonly reported metrics, it outperforms more than half of the published
tools (Table 6.2, Supplementary Figure 6.9). The MCC metric, however, reveals that Sim-
pleMachine is one of the poorer performing tools, as expected (Figure 6.2e). While ρ for
SimpleMachine is approximately average it is in the bottom half of the tools. Thus, while
accuracy and measures of error can be unreliable performance metrics for stability predic-
tion, MCC and ρ are robust. Furthermore, both MCC and ρ are little impacted by outliers
— unlike R — simplifying their use and making them less variable in the hands of different
users [329]. A comparison of the tools based on the date of publication demonstrates that
progress has been slow and uncertain, likely hobbled by the use of uninformative metrics
(Figure 6.3). As such, the adoption of MCC and ρ as the standard performance metrics
should allow the most promising tools to be distinguished, highlighting the best paths
towards future improvement.
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Figure 6.3: Performance of stability prediction tools over time. Matthews (MCC) (a) and
Spearman (ρ) (b) correlation coefficients are shown for each algorithm as a function of publication date.
While there is some evidence for improvement over time (particularly as measured by ρ), this improve-
ment is highly variable. The basis of the tools (physical-green, empirical-red, statistical without machine
learning-blue, statistical with machine learning-magenta, and heuristic or feature-based with machine
learning-yellow) are indicated.
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6.4.4 Recommended strategy for choosing stabilizing point mu-
tations
While our analysis does not promote confidence in stability prediction tools when used to
enhance protein stability, an optimum strategy yielding useful results may still be possi-
ble. Previous use of stability prediction tools to engineer stabilizing mutations (Table 6.1,
Supplementary Table 6.3) shows that for tools with experimental validation, success rate
is highest for PoPMuSiC, followed by FoldX and Rosetta-ddG. Based on the metrics we
have identified to be the most useful: ∆∆Gavg,exp, MCC and ρ (Figure 6.2c,d), the same
relative ranking is seen. This suggests that performance against the Protherm database
is a useful proxy to performance when engineering enhanced stability. Thus, if using a
fully automated tool, the best choices come from those based on statistical potentials and
machine learning: MAESTRO, DUET, NeEMO, and PoPMuSiC.
The use of simple equilibrium molecular dynamics to identify problems with suggested
mutations (Table 6.1, +MD) yields a small but tangible benefit when used as a second
pass after initial selection by FoldX and/or Rosetta-ddG, equivalent to a boost of ∼0.5
kcal/mol in ∆∆Gavg,exp. However, the use of MD with alchemical transformations — for
instance the TI method partially automated by Seeliger et al. [320, 340] — when applied
as a second pass after initial selection by FoldX [341] gave a considerable (∼1 kcal/mol)
boost, and the highest success rates seen experimentally (Table 6.1, FoldX+TI).
Therefore, both previous experimental work and our analysis of tool performance sug-
gest an optimum workflow where: MAESTRO, DUET, NeEMO, PoPMuSiC are used as
an initial screen (either alone or together with a simple majority vote), followed by the
more computationally expensive MD or TI to maximize the probability of success. It may
also be recommended to remove mutations likely to reduce solubility (even if they would
improve stability) such as mutations to more hydrophobic residues on the surface (Figure
6.4).
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Figure 6.4: Suggested workflow to stabilize a protein of interest. Based on our analysis (Figure
6.2) and the results of other experimental groups (Table 6.1, Supplementary Table 6.3), a workflow for
generating a small subset of mutations likely to stabilize a protein of interest is shown. (a) The wild-type
structure is given to the most successful stability prediction tools (MAESTRO, NeEMO, DUET, PoPMu-
SiC), to predict the effect of all (19 x N) point mutations to each residue, producing a set of potentially
stabilizing point mutations (shown as colored ovals with hypothetical mutations written inside). Note
that while a single tool can be used, owing to the high correlation between these tools (Supplementary
Figure 6.12), majority voting could improve performance [342]. (b) Either by visual inspection (to remove
mutations which produce hydrophobic surface patches) or through the use of automated tools for pre-
dicting aggregation propensity (Supplementary Figure 6.7), mutations which might compromise solubility
are eliminated. (c) Finally, molecular dynamics including free energy methods such as thermodynamic
integration (TI) — which are computationally expensive — are used to look for structural abnormali-
ties/weaknesses introduced by the mutations, or in the case of TI, to provide a successful and orthogonal
prediction method. This step is performed last such that the high computational cost is offset by testing
the fewest possible number of mutations.
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6.5 Discussion
Stabilizing mutations confer a host of valuable attributes to a protein: improving capacity
for evolution or design of novel functions, greater chance of improving existing function
[304, 153], and improved thermal stability [343]. Higher thermal stability allows for ele-
vated working temperatures and efficiencies in biocatalysts [299, 34] and longer shelf-life
and reduced immunogenicity of biotherapeutics [301, 302, 303]. Despite the well-recognized
value of predicting changes in protein stability upon mutation, and the substantial body of
work devoted to developing tools for these predictions (Table 6.2), the capability to accu-
rately predict stabilizing mutations is limited as seen in our engineering attempts presented
here (Figure 6.1a) and those of other groups (Table 6.1, Supplementary Table 6.3). This
limits the engineering of proteins with ideal qualities for biotechnological applications.
The Protherm database, while a valuable resource for studying the effect of mutations
on stability, is heavily biased towards destabilizing mutations, in particular truncation
mutations. This bias reflects the reality that most mutations to natural or well-designed
proteins are destabilizing [34, 33]. Nevertheless, the bias impacts not only the develop-
ment of stability prediction tools, but how their performance should be tested. Critically,
the simple metric of accuracy (fraction correct) is not meaningful in this case, yet is the
most frequently reported, giving the false impression of excellent performance. That the
majority of stability prediction tools (and particularly those trained or parameterized us-
ing Protherm) are better at predicting destabilizing mutations highlights how use of this
inappropriate metric may have slowed development (Figure 6.3). Because experimental
methods are not perfect and stability prediction is still developing, all tools have standard
errors which can be mimicked simply by making highly conservative estimates. Even R-
values may be misleading when a few extreme cases are somewhat well predicted or when
the most poorly predicted cases are removed as “outliers”. Conversely, MCC and ρ offer
robust metrics of performance success, and more specific metrics like success rate (PPV)
and the average experimental ∆∆G of mutations predicted to be stabilizing (∆∆Gavg,exp),
are particularly useful for protein engineers seeking to understand the likely outcomes of
applying these stability prediction tools to their proteins.
Viewing stability prediction tools through the lens of the MCC and ρ reveals that
methods based primarily on heuristics or features (MuPro, IMutant2, IMutant3 and Sim-
pleMachine) perform very poorly, despite their high accuracy, potentially low standard
error, and average R-values. By contrast, tools based on statistical potentials that employ
machine learning (MAESTRO, DUET, NeEMO, PoPMuSiC, and mCSM) perform much
better, yet are still in need of improvement. It may be critical for future development
to note that tools trained on structural, rather than stability data (DFire, Eris, and to a
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large extent Rosetta-ddG [321]), show competitive performance, while minimizing the bias
against recognition of stabilizing mutations, and thus hold considerable promise. A similar
case can be made for tools using molecular dynamics forcefields, which are often parame-
terized on small molecules in the gas phase (TI, CC/PBSA, EGAD, LIE) and thus have
no a priori reliance on stability data. In fact, molecular dynamics may be used alone to
suggest stabilizing mutations [344] or as a method for generating conformational variation
which may improve performance of existing stability prediction tools [345, 346].
Therefore, our detailed analysis of stability prediction tools not only highlights weak-
nesses in these tools (Figure 6.2), but provides useful metrics for benchmarking success and
future development (Figure 6.3). Additionally we use this analysis to suggest a workflow
for protein engineers seeking a current best practice for improving protein stability in an
automated manner that minimizes human and wet-lab resources (Figure 6.4).
6.6 Methods
6.6.1 Protherm dataset construction
Single point mutations to proteins of known structure were taken from the Protherm
database [306] (http://www.abren.net/protherm/). The criteria for inclusion in our dataset
follow. The ∆∆G must have been extrapolated to, or determined in, a solution with 0 M
denaturant. The experiment must have been performed in the temperature range (20 to
30 ◦C), or could be reliably extrapolated to within this range. The experiment must have
been performed at a pH between 5.0 and 9.0. The protein could not contain prosthetic
groups such as heme (as these cannot be taken into account by most tools). Similarly
the experiment could not have been conducted in the presence of ligands. For mutations
determined by more than one method, the average value was taken.
Because entry of data with the incorrect sign is a known problem with the Protherm
database, entries were scanned manually and automatically. Automatic scanning involved
searching for numerous entries from the same publication that were all stabilizing (since
this is rare). Corrections to the data were only performed after verifying with the original
publication.
Mutations used for training various tools were removed in order to provide a fair test
for all methods, leaving 605 single point mutations in total. In the case of: CC/PBSA,
LIE, and TI, the published results were used rather than retesting on our 605 mutation
dataset because CC/PBSA recently became unavailable for use, and LIE and TI, while
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having some scripts are not entirely automated at this point. Since these methods all
provide a glimpse of what is possible using physical potentials, we chose to include them
in order to better evaluate which approaches will be best for future development.
6.6.2 Meta ∆∆G prediction
Using our 605 mutation dataset, we ran predictions for each point mutation through 11
tools: CUPSAT, DFire, EGAD, FoldX, Hunter, IMutant3, MultiMutate, MuPRO, PoPMu-
SiC, Rosetta-ddG, and SDM. The point mutations were categorized based on five classes:
change in polarity (less polar, the same polarity, more polar), change in size (smaller, the
same size, larger), solvent accessible surface area (SASA) of the WT residue (buried, par-
tially exposed, fully exposed), secondary structure at the site of mutation (alpha, beta,
turn, unstructured), and if the WT residue was a glycine or not. Polarity measures were
taken from the work of Wimley et al. (see Table 2, 3rd column within the citation)
[347] and a difference of at least 0.1 kcal/mol (solvation free energy) was needed other-
wise the mutation was considered the same polarity. Size measurements were taken from
the work of Darby and Creighton [348] and a difference of at least 19 Å3 (the difference
between glycine and alanine, or approximately a CH3 group) was used otherwise the mu-
tation was considered the same size. SASA for a given residue was calculated by VMD
(http://www.ks.uiuc.edu/Research/vmd/) based on the WT PDB structure, and a rela-
tive SASA was computed by dividing by the SASA of that residue alone. Residues were
considered buried when the relative SASA was ≤ 0.05, partially exposed when > 0.05 and
≤ 0.2 and fully exposed when > 0.2. Note the ratio of 0.2 as the cutoff for exposed may
appear small, but the backbone atoms are considered here also, such that a fully exposed
sidechain within the context of a beta-sheet could have a fairly low ratio. The secondary
structure class of the residue was calculated using DSSP [349] based on the WT PDB
structure.
The performance of each prediction tool on each type within each class was calculated
as the MCC when considering only mutations in that type (Supplementary Figure 6.5a-
e). In the event of a negative correlation coefficient, a value of 0 was used instead. This
was done because we assumed that negative correlations (which were at most -0.1) were
simply the result of noise and not a true anti-prediction, and thus the prediction the given
tool on that particular class of mutations was simply ignored. The meta prediction for
putative mutations to ThreeFoil was computed by simply averaging the predictions of the
11 tools, each weighted based on the average MCC values obtained for that class and type
of mutation on the 605 mutation dataset.
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For determining the expected performance of the meta-prediction and how it increased
as more tools were added (Supplementary Figure 6.5f), the meta-prediction MCC-weights
were calculated on ∼half of the 605 mutations and then tested on the remaining half.
The procedure was repeated 1000 times with halves being selected randomly and the
average values reported. For different numbers of tools used, the correlation coefficients
(Supplementary Figure 6.5f) are computed as the average of all possible tool combinations.
6.6.3 Expression and purification of ThreeFoil
The transformation, expression, and purification of WT ThreeFoil and all mutants was
performed exactly as reported in Chapters 2 and 5 [44, 70].
6.6.4 Folding and unfolding kinetics
Kinetic measurements for WT ThreeFoil and all mutants were performed exactly as re-
ported in Chapter 5 [70], except that a Tris buffered solution (150 mM NaCl, 50 mM Tris,
pH 8.1) was used instead of phosphate buffered solution.
6.6.5 Statistical analysis
All statistics were calculated by taking 70% of the dataset at random, computing the
statistic of interest, and repeating the procedure 1000 times in order to obtain a sound
estimate of the statistics. The average value is reported. Binary statics are calculated as
in [328], and correlation coefficients are calculated as in [329].
For statistics using binary classification (Accuracy, MCC, positive predictive value or
Success Rate) only mutations with an experimentally determined ∆∆G > 0.3 or < -0.3
kcal/mol were used. Similarly, for ∆∆Gexp,avg only mutations predicted to stabilize by
> 0.3 kcal/mol were considered when calculating the average experimentally determined
∆∆G of those mutations. Along similar lines, when determining the success or failure of
prediction algorithms (Table 6.1 and Supplementary Table 6.3) only mutations predicted
to be stabilizing by > 0.3 kcal/mol were included when calculating the final aggregate
success metrics (unless a mutation predicted to be stabilizing by > 0 but < 0.3 kcal/mol
was successful, in which case that was included). The cutoff value was suggested by
Pokala et al. in their development of EGAD, [310] by comparing ∆∆G values for the same
mutation obtained through different experimental techniques [350, 351]. This cutoff was
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used primarily to avoid penalizing the prediction tools in cases where it was in fact the
experiment that was incorrect. For instance, if a mutation was predicted to stabilize by 0.5
kcal/mol, but experiment showed destabilization at -0.1 kcal/mol, it could easily be the
case that the true experimental value is as high as 0.2 kcal/mol and thus counting this an
a failed prediction will lead to needless noise and unreasonably poor performance metrics.
Since the primary objective was to show that these prediction tools do not perform well,
giving them every benefit of the doubt ensures that such a conclusion is justified. Similarly,
if a tool predicted a mutation to stabilize by only 0.1 kcal/mol and yet the experimental
validation showed a clear destabilization (e.g. -1.0 kcal/mol) this was also not counted as
a failure, since it would be unreasonable to make mutations predicted to be so marginally
stable unless no other options were present.
The original meta-prediction used for choosing mutations to ThreeFoil was performed
separately from the subsequent analysis of Protherm and the prediction tools. Therefore
the meta-prediction uses only 11 tools rather than the full 21 tested here, and does not
make use of the aforementioned cutoff, instead counting any mutation > 0 kcal/mol as
stabilizing and ≤ 0 kcal/mol as destabilizing.
6.6.6 SimpleMachine construction and training
Simple Machine was constructed using random forest regression as implemented in the
scikit-learn python package (http://scikit-learn.org/stable/). Random forest regression
parameters such as: number of estimators, tree depth, and others (see the “RandomFore-
stRegressor” package of scikit-learn) were optimized through 200 trials using the hyperopt
python package (https://github.com/hyperopt/hyperopt).
The inputs for each mutation were: change in amino acid size, change in amino acid
polarity, SASA, and secondary structure propensity. The values were these inputs were
determined in the same way as the meta ∆∆G prediction. The value for regression was the
∆∆G of the mutation. 1000 single point mutations were used for training that were not
part of the 605 mutations used for testing. Both sets of mutations come from all structural
classes and should be fairly similar in distribution.
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6.7 Supplemental Information
Figure 6.5: Meta-predictions of ∆∆G. Performance of each tool used is shown on different classes
of point mutations as measured by MCC. (a) Polarity, with types: less polar (red), approximately the
same polarity (green), and more polar (blue). (b) Size, with types: smaller (red), approximately the same
size (green), and larger (blue). (c) Solvent accessible surface area of the WT-residue, with types: buried
(red), partially exposed (green), and exposed (blue). (d) Secondary structure of the backbone around
the WT-residue, with types: helical (red), beta (green), turn (cyan), unstructured (purple). (e) Whether
the mutation is to or from a glycine (red) or non-glycine (cyan). (f) The performance of each tool on a
training set of mutations was used to produce a meta-prediction as a weighted average using the correlation
coefficients in (a,b,c,d,e). As more of the tools were incorporated, there was a continuous improvement in
meta-prediction performance measured not only by MCC (black) but ρ (orange) and R (green) correlation
coefficients also.
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Figure 6.6: Chevron plots of ThreeFoil mutant kinetics. Kinetic measurements are shown for
WT and each point mutant, as well as the multi-mutants (see Supplementary Table 6.4 for details of the
fits). The final plot at the bottom right shows all mutants together as simply the chevron fit (without
experimental data-points) using the same color as in the individual plots.
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Figure 6.7: Aggregation propensity prediction of ThreeFoil mutants. Qualitative observations
of solubility during purification and kinetics experiments (“Experimental Solubility”) are compared with
predictions from several automated aggregation prediction tools: Aggrescan3D [352], CamSol [353], PASTA
[354], TANGO [355], ZipperDB [356], Zyggregator [357]. Many tools correctly identify that the multi-
mutants (Seq1 and Seq2) are less soluble than the single mutants. Only PASTA and TANGO appear to
predict some of the very poor refolding behaviour of Q78I and minor refolding problems of K53V.
Figure 6.8: Predicted stability does not correlate with experimental when designing sta-
bilizing mutations. The predicted stability of mutations chosen with the goal of stabilizing a given
protein (Table 6.1, Supplementary Table 6.3) are compared with their subsequent experimentally deter-
mined changes in stability. Despite predictions across a range of stability increases, the actual impact is a
fairly narrow distribution centered around neutrality and no significant correlation.
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Figure 6.9: Individual predictions on the known mutation dataset for all tools. Scatter plots
of the predicted versus experimentally determined change in stability are shown for each tool as well as
the line of best fit and its equation, and the Matthews (MCC) and Spearman (ρ) correlation coefficients.
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Figure 6.10: Distribution of mutations categorized by each tool. The experimental ∆∆G of
mutations in the ∼600 mutation test dataset is shown based on each tool’s prediction as destabilizing (red)
or stabilizing (green). Algorithms we identified as the best (e.g. MAESTRO, DUET, NeEMO, PoPMuSiC)
(Figure 6.3) show a green distribution centered around slightly stabilizing values experimentally. While
methods such as FoldX and Rosetta-ddG do not perform as well as MAESTRO and have their predicted
stabilizing (green) distributions centered directly at 0 kcal/mol, they predict a much larger number of
stabilizing mutations, giving more options for engineering. In stark contrast, feature and/or heuristics
based tools (SimpleMachine, IMutant2, IMutant3, MuPRO), which we indicated perform poorly (Figure
6.3), not only have green distributions centered around 0 kcal/mol, but recommend very few mutations.
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Figure 6.11: Mock predictors and SimpleMachine. (a) All mutations in the test set (605 muta-
tions) are predicted to have a ∆∆G of -1.36 kcal/mol, the average of mutations in the training set (1063
mutations). This demonstrates that an accuracy and standard error comparable to published tools can be
achieved using the most crude of predictions, revealing the limited value of these performance metrics for
this kind data. (b) Alanine or Glycine scanning mutations in the test set are predicted to have a ∆∆G of
-2.52 kcal/mol and -3.18 kcal/mol, respectively, the average of those kinds of mutations in the training set.
Mutations which are neither Alanine nor Glycine scanning are predicted to have a ∆∆G of -1.00 kcal/mol,
the average value of those mutations in the training set. This “mock predictor” demonstrates that r can be
dramatically boosted, into the range of published tools, by very simple classification of mutation types. (c)
An intentionally simple and poorly predictive machine learning tool, called “SimpleMachine”, which relies
on only 4 classifications as input features is able to achieve highly competitive accuracy, R, and standard
error, but a poor MCC and modest ρ reveal its true lack of predictive power.
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Figure 6.12: Cross-correlation matrix of the stability prediction tools. Note that CC/PBSA,
LIE, and TI are not shown here as those were tested on different datasets (see original reports for those
methods, Table 6.2). The Matthews (a) and Spearman (b) correlation coefficients are shown and color-
scale bars are shown on the right. The most salient features of this matrix are that all tools are positively
correlated with one another, but also that statistical potentials trained by machine learning (MAESTRO,
DUET, NeEMO, PoPMuSiC, mCSM) form a cluster of tools particularly well-correlated with one another.
This high correlation suggests this subset of tools could be utilized together with a simple majority vote
to improve prediction results [342].
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Table 6.3: Performance of stability prediction tools in real-world protein engineering appli-
cations
Tool(s) Used Mutation Predicted ∆∆G
(kcal/mol)
Experimental
Results
Reference: Gilis et al. [358] ∆∆G (kcal/mol)
PoPMuSiC1.0 K331F 1.35 1.75 / Success
PoPMuSiC1.0 K331I 1.30 0.84 / Success
PoPMuSiC1.0 K331V 0.80 0.89 / Success
PoPMuSiC1.0 K331T 0.70 -0.54 / Failure
Reference: Cabrita et al. [359] ∆∆G (kcal/mol)
PoPMuSiC1.0 K45F 2.63 0.43 / Success
PoPMuSiC1.0 L56V 1.06 0.00 / Failure
PoPMuSiC1.0 Q58F 1.27 0.60 / Success
PoPMuSiC1.0 E106G 1.64 1.40 / Success
PoPMuSiC1.0 S135G 1.07 0.00 / Failure
Reference: Yang et al. [360] ∆Tm (◦C)
[∆∆G (kcal/mol)]
PoPMuSiC1.0 E336C 3.05 3.7 [4.7] / Success
PoPMuSiC1.0 A273C 2.90 0.0 [0.0] / Failure
PoPMuSiC1.0 E400I 2.39 2.2 [2.7] / Success
Reference: Zhang et al. [361] ∆t1/2 (% change)
PoPMuSiC2.0 S92A 0.81 1 / Failure
PoPMuSiC2.0 D93G 1.06 18 / Failure
PoPMuSiC2.0 D174A 0.66 -5 / Failure
PoPMuSiC2.0 S187F 3.23 656 / Success
Reference: Komer et al. [362] ∆Tm (◦C)
[∆∆G (kcal/mol)]
FoldX S57D 0.82 -0.8 [-0.7] / Failure
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FoldX Y60I 3.24 0.1 [0.1] / Failure
FoldX Y60L 3.12 0.8 [0.7] / Success
FoldX N93K 1.12 2.1 [1.9] / Success
FoldX V110L 1.35 -0.9 [-0.8] / Failure
FoldX T164K 0.95 -0.6 [-0.5] / Failure
FoldX V404A 1.36 -1.5 [-1.3] / Failure
FoldX V430F 1.68 1.5 [1.3] / Success
FoldX N439G 2.59 ND / Failure
FoldX S13P 1.43 0.7 [0.6] / Success
FoldX T41V 1.55 -0.3 [-0.3] / Failure
FoldX A201P 0.91 0.2 [0.2] / Failure
FoldX S222K 1.43 0.0 [0.0] / Failure
FoldX T257V 1.01 0.1 [0.1] / Failure
FoldX T257K 1.17 -2.0 [-1.8] / Failure
FoldX T273K 0.88 -0.1 [-0.1] / Failure
FoldX T395P 2.29 ND / Failure
FoldX T408D 1.22 0.2 [0.2] / Failure
Reference: Silva et al.a [363] ∆t1/2 (% change)
PoPMuSiC2.0 G25D 0.62 ∼0 / Failure
PoPMuSiC2.0 G55P 0.75 ∼0 / Failure
PoPMuSiC2.0 G55V 0.56 35 / Success
PoPMuSiC2.0 G55S 0.29 ∼0 / Failure
PoPMuSiC2.0 A67P 0.75 25 / Success
PoPMuSiC2.0 D158L 0.65 ∼0 / Failure
PoPMuSiC2.0 K243D 0.63 ∼0 / Failure
PoPMuSiC2.0 K243P 0.75 ∼0 / Failure
PoPMuSiC2.0 G326A 0.48 ∼0 / Failure
PoPMuSiC2.0 G326E 0.15 24 / Success
PoPMuSiC2.0 E434P 0.68 ∼0 / Failure
PoPMuSiC2.0 V541P 0.16 ∼0 / Failure
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PoPMuSiC2.0 G558W 0.56 ∼0 / Failure
PoPMuSiC2.0 G558D 1.39 ∼0 / Failure
Reference: Song et al. [341] ∆∆G (kcal/mol)
FoldX + TI H22K 0.6 0.3 / Failure
FoldX + TI H22W 2.8 1.2 / Success
FoldX + TI V25I 2.3 0.4 / Success
FoldX + TI T30M 5.5 0.5 / Success
FoldX + TI A33Y 2.2 0.5 / Success
FoldX + TI T50M 1.8 -0.5 / Failure
FoldX + TI T54Y 2.6 0.2 / Failure
FoldX + TI A81M 1.2 -0.4 / Failure
FoldX + TI V88L 1.1 -0.2 / Failure
FoldX + TI V90I 1.3 -0.7 / Failure
FoldX + TI L106M 3.1 ND / Failure
FoldX + TI N107F 2.3 0.9 / Success
FoldX + TI N107Y 2.9 0.8 / Success
FoldX + TI D109E 7.9 0.3 / Failure
FoldX + TI M111F 2.4 2.9 / Success
FoldX + TI V120I 1.5 1.4 / Success
FoldX + TI N124F 3.6 1.1 / Success
FoldX + TI N124Y 4.2 2.6 / Success
Reference: Wijma et al. [364] ∆Tm (◦C)
[∆∆G (kcal/mol)]
FoldX Q7M 1.9 0.2 [0.0] / Failure
FoldX R9P 2.4 ND / Failure
FoldX S12M 2.4 -1.0 [-0.2] / Failure
FoldX T22D 2.9 ND / Failure
FoldX A40P 4.5 -1.8 [-0.4] / Failure
FoldX A41P 1.9 -5.3 [-1.2] / Failure
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FoldX A48F 1.9 ND / Failure
FoldX E49P 1.9 ND / Failure
FoldX E68L 2.4 ND / Failure
FoldX Y96W 1.7 -1.8 [-0.4] / Failure
FoldX S111M 2.9 -5.0 [-1.1] / Failure
FoldX G129S 2.9 -2.3 [-0.5] / Failure
FoldX + MD K13P 0.5 -4.0 [-0.9] / Failure
FoldX + MD S15P 3.1 1.0 [0.2] / Failure
FoldX + MD S15K 1.2 -0.3 [-0.1] / Failure
FoldX + MD A16R 1.0 -0.5 [-0.1] / Failure
FoldX + MD A20P 3.1 -2.1 [-0.5] / Failure
FoldX + MD I27M 1.9 -1.8 [-0.4] / Failure
FoldX + MD D33R 3.1 -2.3 [-0.5] / Failure
FoldX + MD A41S 1.2 0.3 [0.1] / Failure
FoldX + MD A66P 1.7 0.8 [0.2] / Failure
FoldX + MD T85I 4.8 5.8 [1.5] / Success
FoldX + MD T85L 1.7 2.5 [0.6] / Success
FoldX + MD T85P 0.7 -6.0 [-1.4] / Failure
FoldX + MD N92K 2.6 7.3 [1.9] / Success
FoldX + MD N92R 4.1 1.8 [0.4] / Success
FoldX + MD Y96F 1.7 2.8 [0.7] / Success
FoldX + MD L106R 0.5 -2.3 [-0.5] / Failure
FoldX + MD K110R 1.7 -1.5 [-0.4] / Failure
FoldX + MD S111K 2.4 -2.3 [-0.5] / Failure
FoldX + MD S111R 2.9 0.0 [0.0] / Failure
FoldX + MD A142R 0.2 -2.8 [-0.7] / Failure
Rosetta-ddG + MD G18N 1.2 0.3 [0.1] / Failure
Rosetta-ddG + MD E45K 1.9 2.0 [0.5] / Success
Rosetta-ddG + MD D65E 1.2 0.5 [0.1] / Failure
Rosetta-ddG + MD D68Q 1.9 0.5 [0.1] / Failure
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Rosetta-ddG + MD A72R 0.2 -1.8 [-0.4] / Failure
Rosetta-ddG + MD T76A 1.2 0.8 [0.2] / Failure
Rosetta-ddG + MD T76K 2.4 1.5 [0.4] / Success
Rosetta-ddG + MD L94F 4.1 0.0 [0.0] / Failure
Rosetta-ddG + MD Q121I 3.3 ND / Failure
Rosetta-ddG + MD Q121V 1.7 -10.0 [-2.2] / Failure
Rosetta-ddG + MD L122F 2.2 -7.5 [-1.7] / Failure
Rosetta-ddG + MD E124D 1.2 1.3 [0.3] / Failure
Rosetta-ddG + MD E124K 1.9 -1.3 [-0.3] / Failure
Rosetta-ddG + MD I127F 2.9 -2.5 [-0.6] / Failure
FoldX + MD / Rosetta-ddG + MD A19K 1.2 / 1.7 2.5 [0.6] / Success
FoldX + MD / Rosetta-ddG + MD D24R 2.9 / 3.1 -3.8 [-0.9] / Failure
FoldX + MD / Rosetta-ddG + MD D33K 2.4 / 2.4 -1.5 [-0.4] / Failure
FoldX + MD / Rosetta-ddG + MD Y62W 1.2 / 3.8 0.0 [0.0] / Failure
FoldX + MD / Rosetta-ddG + MD T85V 3.3 / 4.5 6.8 [1.7] / Success
FoldX + MD / Rosetta-ddG + MD E124R 0.2 / 1.0 -2.8 [-0.7] / Failure
Reference: Deng et al. [365] ∆t1/2 (% change)
PoPMuSiC2.1 K84W 1.83 -56 / Failure
PoPMuSiC2.1 E151I 1.40 -62 / Failure
PoPMuSiC2.1 N302W 1.29 50 / Success
PoPMuSiC2.1 S342F 1.25 -22 / Failure
PoPMuSiC2.1 P477V 1.21 59 / Success
Reference: Larsen et al. [366] ∆t1/2 (% change)
PoPMuSiC2.0 K31P 0.87 55 / Success
PoPMuSiC2.0 N71A 0.57 24 / Success
PoPMuSiC2.0 G116D 0.15 28 / Success
PoPMuSiC2.0 Q171S 0.73 -37 / Failure
PoPMuSiC2.0 G287S 0.63 4 / Failure
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Reference: Heselpoth et al. [367] ∆Tm (◦C)
[∆∆G (kcal/mol)]
FoldX Q332H 2.19 0.1 [0.1] / Failure
FoldX / Rosetta-ddG D330Y 1.09 / 2.51 ND / Failure
FoldX / Rosetta-ddG Q332V 1.79 / 1.29 -2.0 [-1.5] / Failure
FoldX / Rosetta-ddG C345T 1.20 / 2.70 -0.1 [-0.1] / Failure
FoldX / Rosetta-ddG D375Y 2.49 / 1.53 -2.4 [-1.7] / Failure
FoldX / Rosetta-ddG T381Y 1.32 / 2.65 ND / Failure
FoldX / Rosetta-ddG V384Y 1.04 / 5.57 0.4 [0.3] / Failure
FoldX / Rosetta-ddG C404I 2.17 / 5.44 -1.0 [-0.7] / Failure
FoldX / Rosetta-ddG T406R 1.05 / 1.29 2.3 [1.8] / Success
FoldX / Rosetta-ddG T421I 2.38 / 3.43 -10.4 [-7.0] / Failure
Reference: this workb ∆∆G (kcal/mol)
Rosetta-ddG / PoPMuSiC2.0 D49N 0.94 / 0.39 0.2 / Failure
FoldX / Rosetta-ddG / PoPMuSiC2.0 K53V 0.22 / 2.03 / 0.68 0.8 / Success
FoldX / Rosetta-ddG / PoPMuSiC2.0 A62V 1.34 / 0.49 / 0.27 0.5 / Success
FoldX / Rosetta-ddG E66L 0.84 / 1.26 -0.9 / Failure
FoldX / Rosetta-ddG / PoPMuSiC2.0 E66Y 0.89 / 0.97 / 0.40 -0.6 / Failure
FoldX / Rosetta-ddG / PoPMuSiC2.0 A68G 1.09 / 0.42 / 0.81 0.1 / Failure
FoldX / Rosetta-ddG / PoPMuSiC2.0 Q78I 0.58 / 1.79 / 1.42 -2.8 / Failure
FoldX / Rosetta-ddG / PoPMuSiC2.0 D85P 2.31 / 0.31 / 0.41 0.1 / Failure
FoldX / Rosetta-ddG R90L 0.95 / 1.19 0.0 / Failure
FoldX / Rosetta-ddG D93P 1.16 / 0.43 0.0 / Failure
Overall Summary (shown in Table 6.1)
Tool Used # of muta-
tions
tested /
# of reports
Success Rate
(PPV)
Average change
in stability
(∆∆Gexp,avg)
FoldX 49 / 4 14% -0.42 ± 1.40
FoldX + MD 26 / 1 27% 0.0 ± 0.79
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Rosetta-ddG 19 / 2 16% -0.75 ± 1.87
Rosetta-ddG + MD 20 / 1 20% -0.17 ± 0.83
PoPMuSiC 47 / 8 43% 0.53 ± 1.48
FoldX + TI 18 / 1 56% 0.66 ± 0.96
All 148 / 12c 30% 0.03 ± 1.25
Success or failure for each tool is tabulated individually. Thus if both FoldX and Rosetta-ddG predicted
a mutation to be stabilizing but experimental tested showed it to be a failure, this is counted as a
failure for both FoldX and Rosetta-ddG individually. In the case of the addition of MD or TI, these
are counted as separate cases because they were used as a second-tier filter and thus they represent
something above and beyond just a single method.
Depending on the source, three possible measures of change in protein stability are reported: change
in thermdynamic stability (∆∆G), change in melting temperature (∆Tm), and change in thermal
inactivation half-life (∆t1/2). Because the tools themselves make predictions in terms of ∆∆G, this
measure is the most useful. Fortunately, ∆∆G can be estimated from ∆Tm following the method
of Rees and Robertson [343]. This estimated ∆∆G is reported in square brackets in the table. A
mutation with a reported or estimated (as above) ∆∆G is considered a success if it stabilizes the
protein by more than 0.3 kcal/mol. For a ∆∆G estimated from ∆Tm this corresponds to a change of
∼1 ◦C, though the exact value varies depending on protein size and the Tm of the WT [343]. There
is no reported method of estimating ∆∆G from ∆t1/2. Thus, only mutations that had ∆∆G or ∆Tm
measured are counted for the average change in stability reported at the end of the table. However,
mutations with measured ∆t1/2 are still tabulated as success or failure based on an increase in t1/2 of
at least 20%, a value suggested by the work of Silva et al. [363].
MD refers to the use of molecular dynamics and human interpretation of MD results to screen out
mutations recommended by the automated tools. This does not include more sophisticated methods
like thermodynamic integration (TI).
ND indicates the mutant could not be experimentally tested for reasons such as poor expression or
solubility, and as such is tabulated here as a failure.
aImprovements in ∆t1/2 that were reported as negligible from an initial screen in the source citation,
are tabulated here as failures with approximately no change in thermal inactivation half-life (t1/2).
b11 tools were used to decide on each mutation. For simplicity and comparison to the other studies,
only predictions from FoldX, Rosetta-ddG, and PoPMuSiC predictions are shown.
cThe total is less than the sum of the individual tools because some mutations were chosen by multiple
tools.
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Table 6.4: ThreeFoil mutant kinetics and stability analysis
ThreeFoil
Mutant
ln(kf )
(sec-1)
ln(ku)
(sec-1)
mf
(kcal mol-1M-1)
mu
(kcal mol-1M-1)
Cmid
(M)
∆∆G
(kcal/mol)
WT -9.56 -22.0 -6.38 3.20 0.78 0.0
D49N -9.09 -21.9 -6.32 3.23 0.80 0.2
K53V -8.03 -21.9 -7.40 3.23 0.78 0.8
A62V -8.65 -22.0 -6.80 3.25 0.79 0.5
E66L -9.58 -20.6 -5.61 3.02 0.76 -0.9
E66Y -9.73 -21.2 -6.80 3.09 0.69 -0.6
A68G -9.59 -22.1 -6.14 3.29 0.79 0.1
Q78Ia -8.43 a -16.3 NDa 2.70 0.49 a -2.8 a
D85P -9.05 -21.9 -6.62 3.20 0.78 0.2
R90L -9.98 -22.4 -5.90 3.33 0.80 0.0
D93P -9.44 -21.9 -6.32 3.13 0.78 0.0
Multi-mutantb
“Seq1”
-4.32 -21.4 -6.50 2.71 1.11 2.8
Multi-mutantb
“Seq2”
-3.16 -20.4 -6.74 2.50 1.11 2.8
∆∆G values in bold represent improvements in stability beyond typical experimental errors (0.3
kcal/mol, see work by Pokala et. al [310]) and therefore likely to be real improvements.
aQ78I had dramatically reduced solubility which prevented determination of the refolding branch.
Refolding in 0.02M GuSCN was used with the WT mf to estimate kf and therefore ∆∆G for this
mutant.
bMulti-mutants were designed to take advantage of ThreeFoil’s three-fold structural and sequence
symmetry, and therefore have mutations made at all 3 symmetric positions to amplify the stabiliz-
ing effect. “Seq1” is K6V/A15V/D38P/K53V/A62V/D85P/K100V/A109V/D132P, while “Seq2” is
D2N/K6V/A15V/D38P/D49N/K53V/A62V/D85P/D96N/K100V/A109V/D132P
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Chapter 7
Molecular Dynamics of Ligand
Binding: Equilibrium, Umbrella
Sampling, and Metadynamics
Simulations
7.1 Context
Throughout my graduate studies I collaborated on several projects by providing molecular
dynamics expertise. Several of these projects have been published, but many have not,
either because of low confidence in the results and the computational/simulation time that
would have been required to gain this confidence, or difficulties comparing to experimental
data. The purpose of this chapter is to briefly highlight these results with a focus on which
approaches worked and which did not. For the latter case, I attempt to provide some basis
for understanding what went wrong and how that may be fixed or recognized more easily
in the future.
7.2 Summary
Molecular dynamics, both as simple equilibrium simulations and more advanced biased
simulations such as umbrella sampling and metadynamics, were used to interrogate the
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behaviour of several protein-ligand systems and a very simple water-dimer system. Equi-
librium simulations of streptavidin and biotin in the gas phase were successful in under-
standing the kinetic stability of these interactions within a mass spectrometer. The use
of umbrella sampling to quantify the energetics and ligand exit-pathways of two different
protein-ligand systems, also in the gas phase, gave results that were either in poor agree-
ment with experiment or that needed considerable additional resources to be compared
properly. In both cases this failure is attributable to high kinetic barriers in the gas phase
which make proper equilibration challenging. By contrast, both equilibrium and umbrella
sampling simulations of a protein and pseudo-ligand in explicit solvent were fairly success-
ful, giving results broadly inline with experiments (though some issues with equilibration
persist here as well). Unfortunately, a lack of one to one mapping between the experimen-
tal and simulation information stymied efforts to use these simulations effectively and be
confident in their results (though recent developments could revitalize such efforts).
Finally, a very simple case of two water molecules in the gas phase was studied using
metadynamics in order to provide a somewhat rough, but accurate energy surface from
which to test fitting methods for approximating the long-range portion of any such bind-
ing event landscape. Overall the results are mixed. The use of gas-phase simulations (no
solvent) on large protein-ligand systems should be approached with considerable care, and
while similar systems in solvent can provide valuable results, determining proper equi-
libration of the simulations is a challenging task. Moreover, while molecular dynamics
simulations can provide a vast wealth of information, computational chemists should put
considerable forethought into ensuring their results can be compared directly to some kind
of experimental data in order to have confidence in other results or interpretation gleaned
from those simulations.
7.3 Introduction
7.3.1 Molecular dynamics
Molecular dynamics (MD) is a computational technique that simulates how atoms move
and interact. Given the extremely complex equations that govern atomic interactions —
quantum mechanics (QM) — providing a complete and accurate solution at the level of a
whole protein and ligand solvable in water is beyond current computational capabilities.
An alternative is the use of molecular mechanics (MM), where atomic interactions are
represented with simplified equations. For instance, van der Waals interactions are mod-
elled by a Lennard-Jones potential [368], covalent bonds to hydrogens are often considered
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rigid both in length and angle [369], electrostatic interactions are only explicitly calculated
within a certain cutoff [370] and other approximations are used to simplify a mathematical
simulation of the system. These equations are used go compute the forces on each atom,
and integration of the classical equations of motion (i.e. Newtonian mechanics) then pro-
vides a simulation of the system given these numerous and varied simplifications. Where
chemistry in important, QM may be used for a very small subset of the system (e.g. the
active site of a protein), while MM is used for the remainder of the protein [371, 372]. This
is still extremely expensive and limits the timescale of simulations. Thus, in cases where
chemistry is not critical (such as ligand binding), pure MM (often simply called MD) can
be used, as is the case in this chapter. Despite the approximations used in MD, it can
often produce results in excellent agreement with experiment [373, 374].
In the simplest case, an MD simulation begins with the system in a known configuration
(e.g. from an X-ray structure), and is allowed to evolve according to the aforementioned
physical rules under a dynamic influence like temperature. If the system is unstable (a
folded protein at high temperature), then MD may reveal physically meaningful details of
how that protein unfolds, such as which regions are the least stable [375]. If the system is
stable, for instance a ligand sitting in a protein’s binding pocket, the simulation may reveal
details of the structural/configurational ensemble of the bound state. However, because
simulation timescales are typically much shorter — ns to µs — than those of interesting
biomolecular processes (e.g. protein folding from the denatured state, or ligand binding
from solution) — ms to sec — observing a biologically relevant event is rare (though
special-purpose computers are making considerable headway here [376]). One obvious so-
lution to this problem is to raise the simulation temperature, thereby flattening the energy
landscape and making transition over energy barriers more feasible. Of course, properties
thus obtained may not reflect the biologically relevant temperatures. There exist solutions
to this problem, such as parallel tempering (replica exchange) or simulated tempering,
and other Hamiltonian-exchange based approaches [377]. Such methods, however, suffer
from the problem of protein unfolding at high temperature, and are therefore limited in
the temperature range (and thus utility) they can provide. While restraints can be placed
on the protein structure to avoid the aforementioned problems, these may inhibit exactly
the kind of motions the high temperature where meant to generate (i.e. protein dynamics
enabling ligand binding). Thus, while these methods have been applied to many problems
with excellent results, and continue to be developed, they require considerable forethought
and expert consideration for each individual system. Because MD is a simulation, how-
ever, we are not limited to simply observing a mock-up of reality, but can interact with and
manipulate it. In particular, the simulation can be steered by non-physical or “external”
forces so as to more rapidly reveal the information we are interested in (e.g. the ligand
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can be “pushed” out of the binding site to reveal the lowest energy exit-pathway). These
techniques are usually referred to as biased-methods, and two such methods, umbrella
sampling, and metadynamics, are used in this chapter.
7.3.2 Umbrella sampling
One of the oldest methods for biasing or steering a simulation is known as umbrella sam-
pling. I leave a detailed description of the underlying statistical mechanics and formulation
of the method to others [378, 379], and here provide a brief description of the approach.
The overall goal of umbrella sampling is to construct a free energy surface (FES) for a
particular process occurring along a particular reaction coordinate. For instance, if we
imagine a ligand in its protein binding site, the reaction coordinate may be the distance
from the center of mass of the ligand to the center of mass of the binding pocket. In theory,
the FES could simply be generated from the population/probability distribution across an
unbiased simulation. That is, the distance of interest, or reaction coordinate is recorded at
a particular time interval and this is used to build up a distribution which can be converted
to a free energy surface using the Boltzmann distribution as:
Ei = kBT ∗ ln pi (7.1)
where, pi is the probability of finding the system at reaction coordinate i, Ei is the
energy of the system at reaction coordinate i, kB is the Boltzmann constant, and T is the
simulation temperature.
As noted earlier, however, simulation times are frequently too short to capture even
a single binding or unbinding event, let alone enough to generate a reliable distribution
from which to calculate a FES. Since evolution of the system over time is defined by a
large collection of forces, we can simply add in an additional force with little impact on
the simulation’s computational performance. For umbrella sampling this is typically a har-
monic restraint which produces a spring-like force restraining the ligand near a particular
position along the reaction coordinate:
F = k(x− xeq) (7.2)
where, F is the force, k is the spring constant, x is current position along the reaction
coordinate and xeq is the equilibrium position of the restraint.
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By running numerous simulations each with a different xeq the full reaction coordinate
can be explored. Of course, any FES built from these simulations will reflect the simulation
with the harmonic restraint and thus be unrealistic. But, the potential energy of the
harmonic restraint is precisely known from k and xeq as the integral of the force:
U = 12k(x− xeq)
2 (7.3)
Thus, the potential energy of the spring can be subtracted from each simulation’s
FES to reconstruct the underlying (internal or “true”) FES in the vicinity of (xeq). How
much of this underlying FES is reliable will depend on the extent to which each simulation
explored the reaction coordinate. This exploration will depend on both the underlying true
free energy surface (a more rugged surface impeding exploration) and the strength of the
harmonic restraint (a stronger restraint impeding exploration). Nevertheless, these small
local fragments of the underlying FES can then be “stitched” together to reconstruct the
full FES. While simply merging fragments so as to minimize the deviation in overlapping
regions can work in simple cases, the more rigorous weighted histogram analysis method
(WHAM) is typically used [380]. The constructed FES can then be used to calculate
quantities like the binding free energy and rate constants. It should be noted that while
the description presented uses individual simulation windows each with their own restraint
potential, and this method is used in this chapter, it is possible to do all of this within a
single longer simulation. Given the plateau of single processor power seen recently, however,
any ability to make the computations more parallel is welcome.
7.3.3 Metadynamics
There have been many attempts to develop improved biasing methods since the inception
of umbrella sampling. One of the most popular, metadynamics, works in what might be
conceptually considered the opposite manner [381, 382]. That is, rather than driving the
system towards a specific reaction coordinate, small repulsive potentials or “hills” are added
to the simulation in a time- or history-dependant manner in order to promote exploration
of the whole reaction coordinate. These repulsive “hills”, which usually take a Gaussian
form (see equation 7.4 below), act by “flooding” or “elevating” the local FES in order to
make the current position on the reaction coordinate higher energy and less favourable.
U = a exp −(x− b)
2
2c2 (7.4)
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where a is the height or strength of the hill (i.e. potential energy in kcal/mol), b is
the position (placed at the simulation’s current position along the reaction coordinate to
encourage exploration), and c controls the width (i.e. how close to this position on the
reaction coordinate the system will have to come before feeling this repulsion).
Eventually, the underlying FES will be completely filled with these repulsive hills, and
the ligand will appear to move freely along the reaction coordinate (e.g. to and from the
binding site) as though it were on a completely flat FES with no minima or barriers. If
this occurs, the simulation can be stopped and the sum total of the many hills which have
been added (the full biasing potential) can be subtracted from the aforementioned flat free
energy surface to yield the underlying FES (though in practice the sign of the full biasing
potential is often just reversed to generate an estimate of the underlying FES).
Thus, metadynamics obtains the same final information as umbrella sampling, but
has the advantage that all of this can be easily done in a single simulation without need
for reconstruction techniques (the previously mentioned stitching together of small FES
fragment). This is particularly valuable when constructing a reaction coordinate along
multiple dimensions (for instance distance from the ligand binding site and orientation
of the ligand), where reconstruction by umbrella sampling becomes increasingly difficult
and unreliable. A critical problem with metadynamics (and all biased-methods including
umbrella sampling) is seen when there is an unbiased degree of freedom that limits explo-
ration along the reaction coordinate. For instance, if the reaction coordinate is the distance
from the binding pocket, but the ligand can only bind in a particular orientation, then the
orientation is an unbiased degree of freedom. In this case, if the ligand approaches the
binding site in the incorrect orientation it will be unable to bind. While this is a general
problem, the result in metadynamics is particularly undesirable. In this case many repul-
sive hills will continue to be added trying to force the ligand into the unexplored binding
site, thereby greatly overestimating the free energy of the unbound state. Eventually the
ligand may enter the binding site, but if these same slow degrees of freedom prevent (or
others) then prevent leaving, the bias will not only fill up appropriately, but subsequently
overfill. This process can continue to cycle, with the biased potential appearing to have a
hysteresis. Eventually this may generate unphysical conditions, such as the ligand being
forced inside the center of the protein, and thereby unfolding it. Thus, metadynamics suf-
fers from problems with proper convergence of the bias. If the slow degrees of freedom are
known, they can be biased against, but this is rarely something that is simple to identify.
Some solutions to this problem have been developed, such as well-tempered metadynamics
[383] and adaptive biasing force [384], but these are not flawless.
In this chapter umbrella sampling and standard metadynamics are both used along
with equilibrium simulations with varying degrees of success. As is usually the case, failure
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cannot be blamed on the methods, but rather on their implementation and perhaps naive
expectations of the user (the author in this case).
7.4 Results
7.4.1 Equilibrium simulations of a protein-ligand complex in the
gas phase
Examining protein-ligand binding experimentally can be challenging if there isn’t a clear
signal produced when the ligand binds. Often changes in intrinsic fluorescence or circular
dichroism of the protein or the ligand are used. For example in Chapters 2 and 5 changes
in intrinsic fluorescence of ThreeFoil was used to detect binding of the carbohydrate lig-
and. But such changes are not universally present for all systems. Mass spectrometry, by
contrast, is more broadly applicable (all ligands have mass after all).
Mass spectrometry requires the sample to be ionized into a gaseous phase just prior
to analysis. Thus, while it may seem reasonable to use mass spectrometry to quantify
protein-ligand binding interactions in the gas phase itself, one may be left wondering how
well this translates to the biologically relevant solution phase? Work by the Klassen group
[385] showed that in fact, the ligand-bound form can be preserved upon ionization and
thus the fraction of ligand bound protein found in mass spectrometry is equivalent to that
in solution.
There was interest within the Klassen group to determine if the specific protein-ligand
interactions present in solution are also maintained the gas-phase. To address this question
I collaborated with the Klassen group and used equilibrium MD to determine if there are
significant changes in the protein-ligand interactions of the streptavidin-biotin system when
moving from solution to the gas phase.
A significant problem encountered in performing simulations meant to mimic conditions
within the mass spectrometer, is to account for ionization of the protein. Specifically, the
protein will acquire an unnatural (at least compared to the solution phase) charge state,
and the location of these charges needs to be exactly defined during MD. In this case, the
streptavidin tetramer was known to have a net charge of +12 during mass spectrometry.
Assuming an equal charge distribution across each monomer, there are 3 positive charges
to assign to specific residues. As positive charges are most likely to be on lysine, arginine,
or histidine and there are 9 such residues per monomer, this gives 84 possible charge
configurations. From these 84 possibilities, 15 were suggested as reasonable based on
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visual inspection by members of the Klassen group. Notably, in all 15 cases Lysine 121
was positively charged.
Each of the 15 configurations was energy minimized, simulated by MD until equilibrium
was reached, and then simulated for production and data collection (see Methods). Anal-
ysis was performed to determine which protein residues were interacting with the biotin
ligand, in terms of both van der Waals contacts and hydrogen bonds (see Methods). The
results of this analysis are compared against those in solution taken from the crystal struc-
ture (Figure 7.1). Most notably, only one interaction differs: a hydrogen bond between
Serine 88 and the acid tail of biotin is replaced by a hydrogen bond from Lysine 121 of an
adjacent monomer (Figure 7.2).
Since the initial coordinates for simulation were taken from the crystal structure (see
Methods) this simulation is analogous to suddenly ionizing the protein-ligand complex,
and the minimal change in interactions after equilibrating the simulation suggests that
specific interactions native to the solution structure remain intact in the gas phase. It is
noteworthy that the only interaction that differed from the solution structure to the gas-
phase simulations involved Lysine 121, which had been consistently chosen as charged in
all 15 simulated configurations. It is possible this new interaction is largely an artifact of
that choice and perhaps a less subjective method of choosing the charge states would yield
a result in complete agreement with the crystal structure. On the other hand, the total
simulation time of the system was 20 ns. It could be argued that this is an insufficiently
long simulation to capture the structural rearrangements that might occur. In particular,
while measures such as structural root mean squared deviation (RMSD), and potential
energy suggested the simulation had reached equilibrium, it is impossible to know if this is
the same equilibrium that would be reached had the simulation been run for ms to reach
the time-scale of the experiment. At the time of this study simulations of protein systems
typically ranged from 1 to 10 ns and this was largely the basis for selecting this time.
Given recent hardware advances such as general purpose graphical processing units (GPG-
PUs) from nVidia (http://www.nvidia.ca/object/tesla-supercomputing-solutions.html) or
special purpose computers like Anton from DESRES [386], it may be possible in the near
future to examine this question directly. Though it should also be noted that modern
protein forcefields are parameterized for use with explicit solvent and it is not clear how
they may behave during a long simulation.
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Figure 7.1: The streptavidin-biotin complex in solution. A single streptavidin monomer is shown
as an orange cartoon, the adjacent monomer as a green cartoon, and the remaining two as ghosted cartoons.
The biotin molecule bound to the orange monomer is shown as sticks with grey carbon, while the remaining
biotin molecules are hidden. Sidechains interacting with the biotin molecule (see Figure 7.2) are shown as
sticks with carbon colored to match the monomer they are from.
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Figure 7.2: Solution versus gas-phase interaction maps of streptavidin-biotin. Interaction maps
for (a) the WT (S4+4B) complex obtained from the crystal structure and (b) the WT (S4+B)12+ ion
determined from MD simulations performed using 15 different charge configurations. Biotin is shown at
the center in blue, side-chain atoms shown in black. Hydrogen bonded interactions are shown in black
dashed lines indicating the partners. Residue names and numbers are shown in green hydrogen bonds and
magenta for van der Waals. Interactions with the backbone rather than sidechain are indicated with “bb”
and residues from adjacent streptavidin subunits are indicated with “adj”.
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7.4.2 Umbrella sampling of protein-ligand complexes in the gas
phase
The Klassen group had used mass spectrometry to analyze both energetics and activation
energies for several other protein-ligand systems beyond the streptavidin-biotin complex.
β-lactoglobulin is a fatty acid binding protein and mass spectrometry had been used to
examine the relationship between fatty acid chain length and binding/activation energetics
[387] (Figure 7.4a). The single chain fragment of a monoclonal antibody (scFv) with its
trisaccharide ligand Gal-Abe-Man [388] (Figure 7.4b) has been studied with the goal of
elucidating interactions between the protein and ligand using mutagenesis. Specifically,
experiments demonstrated a specific interaction between histidine 228 and an -OH group
of the mannose glycan residue. We wanted to see if MD could be used to recapitulate the
free energy surfaces and thus, the activation energies for binding in both of these cases, and
subsequently, if we could analyze the trajectories to understand the pathway the ligands
take when leaving the binding site. I attempted to use umbrella sampling to answer these
questions for the scFv system, while providing MD automation scripts and suggestions to
a student, Nobar Jalili, who worked on the β-lactoglobulin system.
A key problem I wanted to solve in working on another gas-phase system was the issue
of charge configuration. In particular, umbrella sampling requires many simulations to
be performed on the same system, potentially for fairly long times, so simulating many
configurations as in the previous example wouldn’t be possible. Moreover, in these new
cases, the number of possible configurations to test was extreme. For instance, in the
case of β-lactoglobulin, the protein had a charge of -7 after ionization and 27 potential
sidechains to consider, thus giving a total of 888,030 possible charge configurations. To
address this issue I wrote a small program which would load the WT structure and AMBER
forcefield and then iterate over all possible combinations to find the one with the lowest
electrostatic potential energy (see Methods). While this program was used to determine
the ideal configuration for β-lactoglobulin, I later wrote a faster but less accurate script for
the scFv case, where only the position of the charged groups themselves were considered in
calculating the electrostatic potential energy (ignoring all interactions with polar atoms,
see Methods).
7.4.3 Accurate and reliable umbrella sampling
Now that a single charge configuration could be objectively decided on I wanted to ensure
that the results of umbrella sampling would be reliable. A significant problem in umbrella
sampling or any biasing method, and in fact MD in general, is not knowing when a system
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has truly reached equilibrium and the data can be used for analysis. In umbrella sampling
this can occur for any given simulation or “window” and will manifest as that particular
FES fragment being incorrect. Because the full FES is made by joining together many
fragments the error from any single fragment will propagate to the rest of the surface
and aggregate values such as binding energy or activation energy will be poorly defined
(this is true even when using the more rigorous WHAM to generate the FES). This is a
particularly insidious problem because it is possible, and in fact common, for the simulation
to be trapped in a local minimum and therefore appear to most common analyses as
though it had reached equilibrium. While there is no fool-proof solution to the problem
of equilibration, one very useful, though computationally expensive method, is to perform
two simulations for each window, with slightly different initial configurations. Then, in
this “sister” method, if the two “sister” simulations reach the same apparent equilibrium
there is increased confidence that this is a true equilibrium (i.e global minimum rather
than local one). I implemented various automated scripts using python for running the
NAMD simulation software (http://www.ks.uiuc.edu/Research/namd/), and subsequently
analyzing the results to determine when the above “sister” equilibrium had been reached.
A description of the process is given below.
In order to judge if simulations had reached equilibration during umbrella sampling two
different starting coordinates are used for each set of umbrella sampling simulations. One
from 20 ns after initial equilibration, and one from 40 ns after initial equilibration. Each
set of starting coordinates was used to produce a complete set of umbrella sampling simu-
lations, with all bias parameters identical. In addition to the different starting coordinates,
the random number seed used for Langevin dynamics was also different for each “sister”.
For each window, 10 ns of simulation was performed for each sister, followed by a test for
equilibration. First, each sister was tested internally to ensure equilibration within that 10
ns block. This was done by splitting the simulation into equal halves (the first 5 ns and
the second 5 ns) and then calculating the mean and standard deviation for each. If the
difference between the two means was < 10% of the largest of the two standard deviations,
then that individual simulation was considered to potentially be at equilibrium. If both
sisters were judged internally to have potentially reached equilibrium then the two were
compared against one another using the same method. That is, the mean and standard
deviation was determined for each of the 10 ns sister simulations, and if the means differed
by < 10% of the largest of the two standard deviations, then it was accepted that equili-
bration really had been reached (though this is really just an improvement in confidence
and we can never know for certain). If equilibration had been reached, those simulations
were stored for later analysis, otherwise another 10 ns was performed until the test for
equilibration passed. An example of this analysis for two failed and one successful case is
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shown in Figure 7.3.
Final construction of the FES for each system used the final equilibrated 10 ns from
each sister, where trajectory data had been collected every 2 ps, thus giving 5000 data
points per sister. The FES was constructed using WHAM, implemented in a fast an easily
usable manner by Alan Grossfield (http://membrane.urmc.rochester.edu/content/wham).
The FES must then be adjusted to account for the fact that the simulation recapitulates
an unnatural system of a protein and ligand within an infinitely large vacuum [389, 390].
This is done so that values derived from the FES can be compared to standard conditions
such as 1 M ligand.
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Figure 7.3: Testing for equilibration/convergence in umbrella sampling. Example output from
the python code written to test for equilibration/convergence of “sister” umbrella sampling windows is
shown. The value of the reaction coordinate over time is shown as the criteria for judging convergence,
though structural RMSD or potential energy can also be used and when tested provide the same results. (a)
Neither of the “sister” simulations appear equilibrated even when considered alone (internally equilibrated)
and thus more simulation time is needed. (b) Both “sister” simulations are internally equilibrated, and
without the use of two simulations these umbrella sampling windows would be considered at equilibrium
and used for analysis (typically seen in the literature). However, comparison of the two distributions
clearly reveals the red distribution if at a higher value on average than the blue and this difference is
beyond what would be expected by chance. (c) Both simulations appear internally to be at equilibrium
and comparison against one another reveals this is true. These simulations can be used for analysis by
WHAM to help reconstruct the FES.
7.4.4 Umbrella sampling of β-lactoglobulin with fatty acid lig-
ands
The free energy surfaces for β-lactoglobulin and fatty acids of differing length can be found
in Nobar Jalili’s MSc thesis [389]. The main problem that became evident during her sim-
ulations was extremely slow equilibration. Despite hundreds of nanoseconds of simulation
time for individual umbrella sampling windows, a substantial number of “sister” simula-
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tions did not equilibrate. It is impossible to know for how much longer the simulations
might have needed to be continued until they reached equilibrium. Constructing the FES
for each condition even without equilibrium being reached can at least give some estimate
of the expected FES. In this case, however, the predicted binding and activation ener-
gies have no correlation to experiment, suggesting these may be very far from equilibrium
[389]. Examining the simulations, Nobar suggested the problem arose from long-lived elec-
trostatic interactions between the charged fatty acid head-group and ionized sidechains
which were creating kinetic traps. While electrostatic interactions are generally considered
to be no stronger than van der Walls or hydrogen bonding in protein-ligand interactions,
such considerations apply to the solution phase, where water not only screens electrostatic
interactions, but thermal motion allows water molecules to break existing interactions and
take their place. Thus, it may be that a gas-phase system is simply not amenable to meth-
ods like umbrella sampling which require a transition out of the binding site. It could also
be that the single charge configuration selected by the method of minimizing electrostatic
potential energy, gave an unrealistic result and alternative configurations would have had
ionized groups farther from the head of the fatty acid ligand.
7.4.5 Umbrella sampling of scFv with the Gal-Abe-Man trisac-
charide
In the case of the scFv-trisaccharide system (Figure 7.4b, and Figure 7.5), there is no
charged group to cause problems with extremely long equilibration times. In fact, equi-
libration by the stringent “sister” method showed less than 10% of the windows had not
reached equilibration, but would have appeared equilibrated by standard single simulation
analysis (and thus would be published without any problems being known). Therefore, the
results can be interpreted with as much confidence as many reported umbrella sampling
simulations, but this lack of complete equilibration should be kept in mind. In order to
compute accurate activation energies, which was desired for comparison of kinetics to ex-
periment, the FES need to be generated at several different temperatures to allow the use
of transition state theory and the Arrhenius equation [391]. This had been the goal for the
β-lactoglobulin system as well, but as the simulations performed at a single temperature
showed no correlation with experiment (activation energies which were roughly predicted
were clearly in the wrong rank-order [389]) the remaining temperatures were never simu-
lated. In the case of the scFv system, the rank order of binding and activation energies
matches very well with experiment. In particular it was found experimentally that mutat-
ing histidine 228 to alanine reduced binding and activation energy by the same amount as
using an altered ligand in which the mannose was missing an -OH group (deoxy-Mannose),
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thereby suggesting the interaction of histidine 228 with this -OH group [388]. Notably, si-
multaneous mutation of histidine 228 and use of the deoxy ligand resulted in the same loss
of binding and activation energy, confirming that these two interacted exclusively [388].
The rank-order of binding and activation energies from simulation, which can be estimated
from the depth of the binding minima and height of the barrier that minima (Figure 7.5),
agrees with the experimental results as the WT FES shows the deepest bound energy
minimum and largest energy barrier to long distances form the binding site (unbound),
whereas both the protein and ligand mutants and double-mutant are approximately the
same.
Nevertheless, as the simulations were performed at elevated temperatures (390 K), the
resulting FESs are very shallow and the noise/error (which is typical) has a dramatic
impact, making fitting for determination of rate constants and eventually an accurate ac-
tivation energy, challenging. At high temperature, however, equilibration is expected to
faster and this is why such temperatures were initially used (having seen the problems
encountered by Nobar with the β-lactoglobulin system). Thus, while it might have been
possible to generate accurate FESs usable for fitting at lower temperatures, the simulation
time required to this point had already been substantial and the project has been aban-
doned in lieu of a more efficient technique.
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Figure 7.4: β-lactoglobulin with palmitic acid and scFv with the Gal-Abe-Man trisaccharide.
(a) β-lactoglobulin (as an orange cartoon) with a palmitic acid (as spheres) bound in the core of the
protein. (b) The scFv monoclonal antibody fragment (as an orange surface) with its trisaccharide ligand
(Gal-Abe-Man) as sticks.
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Figure 7.5: FES of scFv and mutants with the Gal-Abe-Man and Gal-Abe-Deoxy-Man trisac-
charide. The work needed to escape the binding pocket is shown for WT scFv with the native Gal-Abe-
Man trisaccharide (black), the WT scFv with Gal-Abe-deoxyMan (orange), mutant scFv-H228A with
Gal-Abe-Man (blue) and mutant scFv-H228A with Gal-Abe-deoxyMan (green). While the WT protein
with Gal-Abe-Man has the tightest binding as expected from experiment, the activation energies for all
species are at least an order of magnitude too low.
7.4.6 Equilibrium and umbrella sampling of a protein-ligand com-
plex in explicit solvent
Hisactophilin is a small (∼120 amino acid) protein that is N-terminally myristoylated.
Myristoylation is a common protein modification that involves the covalent linkage of
myristic acid, a C14 fatty acid. Often, the myristoyl group switches between a sequestered
and accessible state, changing the ability of the protein to bind to the cell membrane
or other proteins [392]. In the case of hisactophilin, the myristoyl group switches from
sequestered to accessible as the pH moves from basic to acidic, with the switch centered at
a pH of 6.95 [249]. Our group is particularly interested in understanding the dynamics and
energetics of the switch. While the dynamics are still being interrogated, the energetics of
the myristoyl switch for WT and several mutations to residues in the core of the protein
— where the myristoyl is thought to bind — have already been determined [240]. The
mutation of phenylalanine 6 to leucine (F6L), appears to enhance interactions of myristoyl
group within the protein core thereby increasing thermodynamic stability and reducing
the ∆Gswitch compared to WT. Isoleucine 85 to leucine (I85L) results in a “broken” switch
where the ∆Gswitch is ∼0 and changes in pH presumably have no impact on the position
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of the myristoyl group. Though there is no definitive experimental information concerning
exactly how the myristoyl group behaves under these conditions, comparison of changes in
thermodynamic stability upon myristoylation suggests it may be “stuck” in the accessible
state. I93L, while behaving as WT, can be combined with the previous mutants to generate
a triple mutant (F6L/I85L/I93L), which, like I85L alone, has a “broken” switch. In this
case, however, the suggestion from experiment is that the myristoyl group is “stuck” in
the sequestered state. Notably, a double mutant, I85L/F6L behaves much like WT and
it is only with the addition of the WT-like I93L mutant that the particular behaviour of
the triple mutant arises. It should be noted that while I85L being stuck in the accessible
form and the triple mutant being stuck in the sequestered form are reasonable conclusions
from the experimental data [240], it is possible that either is in fact stuck in the opposite
state, or in fact, that there is simply no longer an energy difference between states and the
myristoyl group freely moves between them without influence of the solution pH. Here, MD
is used in an attempt to understand the molecular nature of the myristoyl switch dynamics,
specifically, how the aforementioned mutations change the movement of the myristoyl group
between states and which interactions are key to promoting those movements.
Initially, equilibrium simulations of: WT, I85L and the triple mutant were performed
[240]. These equilibrium simulations agreed with the previously proposed interpretation
of the experimental energetics. Specifically, in case of I85L, the myristoyl group preferred
to be farther from the bottom of the binding pocket (i.e. more accessible) than WT, while
the triple mutant had the opposite preference (Figure 7.6). Relating to the dynamics, I85L
showed a much shorter auto-decorrelation time for the distance of the myristoyl group from
the bottom of the binding pocket as compared to WT. This suggests faster dynamics of
the myristoyl group itself. By contrast, the triple mutant showed much slower dynamics
by the same measure (Figure 7.6). Overall, these simulations provided corroboration for
the previous experimental conclusions concerning the behaviour of the myristoyl group in
the mutant proteins and made suggestions about the impact on dynamics. Still, we sought
a more detailed understanding of the dynamics and myristoyl-protein interactions.
Using umbrella sampling, the FES for movement of the myristoyl group within (and
out of) the binding pocket was explored, for WT and several mutants (Figure 7.7). While
∼20% of the windows did not reach equilibration as judged by the “sister” method, the
total simulation time for those windows reached 60 ns, considerably longer than is typical.
Additionally, based on typical techniques of judging equilibration from a single simulation,
these would appear to have been at equilibrium. Therefore, I have chosen to construct
the FESs from these simulations given that interpretations derived therefrom are no less
reliable than may often be seen in the literature. Overall the results show some agreement
with experiment and may help to explain some of the experimental findings, but, there is
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considerable uncertainty in how to compare computational and experimental results. In
terms of agreement, the WT FES shows a landscape with two minima, which could be
the sequestered and accessible states. In the first, the myristoyl group is fairly deep in the
core and the tip makes contacts with F6, I85 and I93 which is in good agreement with
results from NMR at high pH where the myristoyl should be in the sequestered state. In
the second, while the myristoyl group is still contacting the protein the tip is also partially
exposed to solvent and could easily interact with a lipid membrane were it nearby, thus, it
appears a reasonable model of the accessible state. Additionally, the FESs show stronger
binding of the myristoyl group within the core for F6L and much weaker binding for I85L,
which agrees with expectations from experiment. Moreover, I85L shows the smallest en-
ergy barrier between the sequestered and accessible states and the sequestered state itself
is shifted to being less deeply bound than is the case for WT, all of which agrees with the
experimental suggestion that I85L is broken in the accessible state. By contrast, the results
for I93L and the triple mutant do not agree as well. I93L, while having a very similar shape
to WT, appears to bind less tightly, which should not be the case. The triple mutant is
perhaps the most interesting contradiction to experimental expectations, particularly as it
could present an alternative explanation of the experimental data. In the case of the triple
mutant, the FES indicates a fairly flat energy landscape which would agree with a “broken”
switch between sequestered and accessible states. This would suggest the myristoyl group
is freely exploring many different binding depths, whereas the existing interpretation of
the experimental results suggests it is stuck in the sequestered state [240]. Unfortunately,
it is difficult to determine which interpretation is correct without more experimental in-
formation. This is because none of the experimentally determined energetics map exactly
to values determined from the FES. For instance, the FES can give an estimate of how
strong the binding of the myristoyl group is, and what the rates for moving between the
sequestered and accessible states would be, but the current experimental results do not
give information on the rates or dynamics of the myristoyl switching. Moreover, the exper-
imental energetics resolve the difference in binding between high and low pH, which is not
directly comparable to sequestered and accessible at a single pH. Therefore, while consid-
erable resources were devoted to simulating this system, it is unclear if the computational
results recapitulate the experimental findings, and as such, it is hard to justify using these
results to interpret/understand the molecular behaviour of the system at this point.
The inability to trust these simulations is particularly unfortunate because umbrella
sampling effectively produces numerous equilibrium simulations at various points along
the reaction coordinate, meaning that it is possible to examine each of these simulations
individually in order to gain considerable insight into the behaviour of the system. As an
example, the flexibility/dynamics of the protein backbone can be compared as a function
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of the reaction coordinate. Here I show that when comparing the sequestered to accessible
states, there is a clear trend to increased backbone flexibility in the accessible state (Figure
7.8). Given the long simulation times used, there exist a tremendous wealth of such in-
formation for WT and the mutants and a myriad of properties could be investigated from
the RMSF shown here to changes in rotamer preference, to contact frequencies, hydrogen-
bonding, and so forth. Thus, this study can perhaps serve as a warning that considerable
forethought ought to go into ensuring a comparison (ideally quantitative) that can be used
to be confident that the simulations are recapitulating experiment. It is important to also
point out that it is unclear which of the myriad possible variables might provide interesting
results. Fortunately, new analysis techniques are providing ways of automatically finding
change-points in data of this kind [393].
Figure 7.6: Equilibrium simulations of myristoyl dynamics within the binding pocket for WT
hisactophilin and mutants. Simple equilibrium simulations were performed to examine the dynamics
of the myristoyl group within the binding pocket of hisactophilin. (a) The distance of the myristoyl tip
to the bottom of the binding pocket is shown across the 80 ns simulation time for WT, I85L and the
F6L/I85L/I93L mutants. This distance is the same reaction coordinate used in later umbrella sampling.
A black dotted line shows the division between two hypothetical states, I and II. (b) The frequency or
probability of finding the myristoyl group in each state is shown for WT and each mutant. (c) The
decorrelation time (of the autocorrelation function) for the distance shown in a, is shown for WT and
each mutant. (d) Representative structure of “State I” from the published work of Shental-Bechor et al.
[240], which is roughly equivalent to the “sequestered” state identified in later umbrella sampling. (e)
Representative structure of “State II” from the published work of Shental-Bechor et al. [240], which is
roughly equivalent to the “accessible” state identified in later umbrella sampling.
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Figure 7.7: FES of myristoylated WT hisactophilin and mutants. FES generated from umbrella
sampling are shown for myrisoylated form of the WT (black) protein, and F6L (blue), I85L (orange),
I93L (green), and F6L/I85L/I93L (red) mutants. The reaction coordinate is the distance of the tip of the
myristoyl group to the bottom of its binding pocket (the hairpin-triplet). Representative structures from
MD of the WT protein along the reaction coordinate are shown with WT residues colored in the same
manner as the FES plots. There appears to be an energy minimum fairly deep within the pocket (∼5 to
10 Å, first structure on left), termed the “sequestered” state. Additionally there is a local minimum that
occurs with very shallow binding (∼20 to 25 Å, middle structure), termed the “accessible” state. Finally,
an example of the fully “exposed” state of the myristoyl group is shown at the right. FES are aligned
such that this “exposed” state all have an energy of 0 kcal/mol, since mutations within the binding pocket
should not affect this state.
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Figure 7.8: Comparison of structural fluctuations between sequestered and accessible forms
of WT hisactophilin. The root-mean-squared fluctuations (RMSF) of the backbone atoms for WT
myristoylated hisactophilin are shown for both the myristoyl-sequestered (reaction coordinate at ∼9 Å)
and myristoyl-accessible (reaction coordinate at ∼22 Å) forms. Blue indicates small fluctuations and red
large fluctuations. Views are shown looking down into the barrel (a), from the side closest to the N-
terminus (b), from the side closest to the C-terminus (c), and looking down on the hairpin-triplet (d).
In general movement of the myristoyl from the sequestered to accessible forms, which is thought to occur
at acidic pH, results in nearly universally increased backbone dynamics for beta-structured regions, with
particularly high RMSF evident in one of the beta-strands that packs against the accessible myristoyl
group.
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7.4.7 Metadynamics simulation of a simple water dimer in the
gas phase
While the FES for a particular process can be extremely informative, estimation of prop-
erties like the binding energy, which depend on the difference in free energy between the
bound and fully unbound states can have small errors even for a very well-defined FES.
This occurs because the free energy of the “fully unbound” state can only be measured
when the ligand is very far from the protein, but typically, the FES is constructed based on
simulations where the ligand is only moved far enough from the protein to ablate all direct
interactions. That is, where the FES begins to enter a tailing off or plateau. Since the
tailing off region is never completely flat, there is always some small additional energy that
should be added to the estimate of the binding energy derived from the FES. Simulation
of this “long-range” region is far from ideal as little additional information is obtained and
thus it is frequently ignored.
Yalina Tritzant-Martinez, working in the lab of Pierre-Nicholas Roy, developed a method
by which the FES is fit to a Morse/long-range potential (MLR) in order to provide an exact
estimate of the free energy difference when a ligand is fully unbound, as well as allowing
the use of transition state theory (TST) to predict on- and off-rates [391]. To test fitting of
this potential, a simple ligand system, the gas-phase water dimer, was chosen. The model
was initially fit to a “gold standard” (GS) FES, that was obtained by directly iterating over
all possible configurations of the water dimer and integrating the energies. Such a direct
approach is only possible for a system as simple as the water dimer, thus, a more generally
applicable method was also sought to test if the Morse/long-range potential would work
as well without such a “gold standard”. I assisted in this effort by using metadynamics to
construct a FES that might be more representative of typical simulations.
While metadynamics provides a more noisy FES than the GS, as expected and in fact
desired, fitting of the MLR potential is little affected, regardless of simulation temperature,
or number of parameters used in fitting (Figure 7.9). Determination of rate constants at
several temperatures showed excellent agreement between GS and metadynamics (Figure
7.10). Note that this could be used to estimate activation energies, which had been the goal
of simulations with the β-lactoglobulin and scFv systems, but the substantial difference
in smoothness (and thus accuracy of fitting) of the FESs is strikingly evident (comparing
Figure 7.5 to Figure 7.9).
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Figure 7.9: Fitting of a Morse/long-range potential to water dimer FES. (a) The “gold standard”
(GS) values for the water dimer FES are shown as blue circles. The FES determined from metadynamics
(metaD) is shown as a blue solid line. Morse/long-range potential (MLR) fits to the metadynamics FES
with an N-parameter of 2 (see the work of Tritzant-Martinez et al. [391]) is shown with a red dotted line.
MLR fits to the GS data with an N-parameter of 2 and 3 are shown with green and purple dotted/dashed
lines. Data is shown for three temperatures: 243, 273, and 303 Kelvin. (b) The labelling is the same
as in (a) but only the -dA(r)/dr (variation of the slope of the Helmholtz free energy along the reaction
coordinate) of the MLR fits are represented. The insets represent a magnification near the minima of the
curves from 5.0 to 5.5 Å. Figure taken from [391].
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Figure 7.10: Temperature dependence of rate constant from MLR fitted models. Values of
ln(kV TST ) versus 1/T calculated for the GS, an MLR fitted model of GS with N = 4, q = 6, and an MLR
fitted model of the metadynamics calculation with N = 2 and q = 6.
7.5 Discussion
MD, and biased MD in particular, are powerful tools, but considerable care needs to
be taken if they are to be used effectively. Questions of equilibration/convergence are
paramount and generally mean that interrogating very complex interactions with many
possible degrees of freedom is a fraught endeavour not to be approached lightly. Neverthe-
less, if such a task is to be attempted, methods like the “sister” simulation outlined here,
provide a means of identifying cases where equilibration is not occurring.
Here, three protein-ligand systems were examined in the gas phase (no solvent) using
both simple equilibrium simulations (so called “vanilla molecular dynamics”) and biased
MD. For the streptavidin-biotin system in the gas-phase the simulations showed that the
interactions present in the gas-phase are nearly identical to those in solution. Based on
experiment, it is likely this results from the high kinetic stability (high activation free
energy for dissociation) of the protein-ligand complex in the gas-phase. Umbrella sampling
of β-lactoglobulin with its fatty acid ligands, which was examined by Nobar Jalili — using
scripts I had written for the automation of many aspects of the umbrella sampling protocol
— gave results that did not agree with experiment, and Nobar’s conclusion was that long-
lived (kinetically stable) electrostatic interactions between the fatty acid headgroup and
charged residues on the protein surface caused poor exploration and equilibration of the
protein-ligand interactions along the binding reaction coordinate [389]. In my own umbrella
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sampling simulations of the scFv antibody fragment (and binding residue mutant H228A)
with its trisaccharide ligand (and modified deoxy-mannose ligand), I found results with
excellent qualitative agreement to experiment. Unfortunately, the noise in the associated
FES and the long simulation times (and thus high computational cost) needed to get
those results meant that a complete set of in silico experiments on this system was not
possible. It is likely that the long simulation times needed for equilibration of many of
the umbrella sampling windows resulted from kinetically stable electrostatic interactions
much like what Nobar identified. Since the trisaccharide ligand does not have fully charged
atoms, but only partially charged polar groups, the effect of this kinetic stability is likely
reduced. Therefore, while the kinetic stability of protein-ligand interactions in the gas
phase has been a boon for in vitro experiments, allowing the use of mass spectrometry to
determine binding constants and identify interactions that were present in solution, this
same kinetic stability is a bane for in silico experiments were it makes the equilibration
and convergence needed to get reliable results extremely challenging.
A single protein-ligand system (or pseudo-ligand), the myristoyl-hisactophilin system,
was examined using explicit solvent simulations and umbrella sampling. These simulations,
while very computationally costly owing to the simulation of thousands of water molecules,
gave results with moderate agreement to experiment. Interaction of the myristoyl group
with the protein core is largely composed of non-polar interactions and is not expected to
suffer from the same problems as seen with the gas-phase simulations. Nonetheless, equili-
bration was slow, and some windows did not equilibrate, which certainly contributes to the
discrepancies between simulation and experiment (though other factors like forcefield inac-
curacies could also play a role). In this case, while I cannot be certain why the simulations
are slow to equilibrate, the highly flexible nature of the myristoyl group and its interac-
tions with many flexible sidechains within the hydrophobic core of the protein suggest that
the sheer number of degrees of freedom involved in binding might be the primary problem.
Looking back at the gas-phase simulations would suggest that the much poorer results seen
with the β-lactoglobulin and fatty acid system than the scFv trisaccharide system, might
be due in part to the similarly long and flexible fatty acid ligand binding a deep pocket
with many interactions. Thus, examination of protein-ligand systems with large flexible
ligands and deep pockets is likely to be much more problematic than smaller or more rigid
ligands interacting with shallow grooves. In the aforementioned streptavidin-biotin system,
while streptavidin has a relatively deep binding pocket, a substantial portion of the biotin
molecule is fairly rigid, being composed of a double ring system. While not shown in this
thesis (though in preparation for publication), I did perform umbrella sampling simulations
on the phosphoenolpyruvate carboxykinase system, examining the FES for enzymatic lid
opening and closing with different mutations. Such simulations appeared to agree well
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with experiment and equilibration using the “sister” simulation method developed here
occurred for all windows. Therefore, if any unifying theme is to emerge from all of these
umbrella sampling simulations it is that gas-phase simulations — while alluring owing to
the low computational cost of avoiding solvent — are best avoided due to potentially high
kinetic barriers, and systems involving surface interactions (like the scFv trisaccharide, or
an enzymatic lid) are preferable over those with interactions deep within the protein (as
seen with β-lactoglobulin and hisactophilin with their fatty-acid ligands.
While metadynamics on the water-dimer was successful, and certainly much simpler
to setup and execute than umbrella sampling would have been, this is an extraordinarily
simple system, and the simulation of proteins is still plagued with equilibration and con-
vergence problems even with metadynamics [383] and other similar approaches [384]. Still,
the concepts behind these approaches may help illuminate the behaviour of systems which
are not not accessible without the use of an artificial bias, and require reaction coordinates
with multiple dimensions.
7.6 Methods
7.6.1 Simulations of the streptavidin-biotin complex
MD simulations were performed using the AMBER 11 program suite (Accelrys, San Diego,
CA). As there is no available crystal structure of the WT streptavidin-biotin tetramer, the
initial geometry of the WT (S4+4B) complex was obtained by applying a crystallographic
symmetry operator on the crystal structure of WT streptavidin-biotin dimer (PDB ID:
3RY2). Each of the tetrameric chains (containing residues 14-134 for the A and C chains,
residues 15-136 for the B and D chains) was extended to have the same length as the
truncated form (containing residues 13-139) of the WT streptavidin used experimentally.
This was done by aligning each tetrameric chain against the C-chain of the crystal structure
for streptavidin mutant Ser27Ala (PDB ID: 1N9M) using the DALI server [394] and grafting
the extended residues onto each chain of the tetramer. Currently with AMBER, atomic
charges and atom type parameters are available only for the charged forms of the Arg,
C-terminal Ser, and N-terminal Ala residues. Consequently, it was necessary to develop
charges and parameters for the neutral forms of Arg, C-terminal Ser, and N-terminal Ala.
The charge parameters of the neutral forms of Arg, C-terminal Ser, and N-terminal Ala
were parametrized as tripeptides (NME-Arg-ACE, NME-Gly-CSer, and NAla-Gly-ACE,
respectively) using the RESP ESP charge derive server (RED Server) [395, 396] using
Gaussian C.01 and enforcing net neutrality across the residue. Ions of the WT (S4+4B)
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complex at the +12 charge state were chosen for investigation. As described in more detail
below, 15 different charge distributions were considered.
Topology and coordinate files for the simulations of each charge distributions were
created using the AntechAMBER module of the AMBERTools (version 11) [397]. The MD
simulations were performed using the AMBER 03 force field for streptavidin and a general
AMBER force field (GAFF) [398] for Biotin. Simulations were performed using a 2 fs time
step with bonds to hydrogens constrained using SHAKE [369]. The NVT ensemble was
used with an Anderson thermostat (300 K, collision frequency 1 ps-1) and no nonbonded
cutoff (full nonbonded interactions). The system was minimized using 500 steps of steepest
descent and 500 steps of conjugate gradient minimization. Following minimization, 10 ns
of dynamics was needed to fully equilibrate the system, as judged by Cα root-mean-square
deviation (RMSD). Following this 10 ns of equilibration, a further 10 ns of production was
performed and used in the analysis.
7.6.2 Analysis of streptavidin-biotin simulations
Trajectory analysis, performed using the Visual Molecular Dynamics package
(http://www.ks.uiuc.edu/Research/vmd/), was carried out to establish the Cα RMSD for
streptavidin, the angles and distances associated with the H-bonds between biotin and
streptavidin, and the distances associated with the intermolecular van der Waals interac-
tions between biotin and four tryptophan residues, Trp 79, Trp92, Trp108, and (adjacent
subunit) Trp120. In order to determine the number of H-bonds, all potential H-bonding
partners between biotin and streptavidin were scanned at each frame, with the criteria
for an H-bond being a heavy-atom distance ≤4 Å and a donor-hydrogen-acceptor angle
≤120◦. The total number of H-bonds for each configuration was then averaged across all
frames and the four subunits. Additionally, the occupancy, i.e., the fraction of the simula-
tion steps for which the H-bond criteria are satisfied, was evaluated. All potential van der
Waals interaction atom pairs between biotin and four tryptophan residues (Trp 79, Trp92,
Trp108, and Trp120 from adjacent subunit) were scanned at each frame, with the crite-
rion for the presence of van der Waals interactions being that the distance between atom
centers for each pair of atoms between relevant tryptophan residue and biotin is less than
or equal to the sum of the van der Waals radii for those particular atoms (van der Waals
radii based on the AMBER parameter set were used for the simulations). The fraction of
the simulation steps for which the van der Waals interaction criteria are satisfied was also
evaluated.
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7.6.3 Fatty acid and non-standard residue parameterization
While the AMBER12SB and complementary GLYCAM06 [399] forcefields provide all pa-
rameters needed for simulating proteins and carbohydrates under solution conditions, the
gas-phase simulations required some non-standard residues as well as parameters for the
fatty acids used with β-lactoglobulin. In particular, non-standard residues were needed
because AMBER12SB does not include parameters for neutral arginine, nor for any neu-
tral C- or N-terminal amino acids. For both fatty acids and these non-standard residues,
the partial charges on each atom were computed using the RESP ESP charge derive server
with Guassian 09 (C.01). Geometry optimization was accomplished using the RESP (Re-
strained Electrostatic Potential) methods at an HF/6-31G* level of theory. For fatty acids,
the partial charges were then used along with the General AMBER Forcefield (GAFF) [398]
to produce MD parameters. For the neutral C- and N-terminal residues the partial charges
were used to modify the existing standard terminal residue types within the AMBER12SB
forcefield.
7.6.4 Choice of charged residues for gas-phase simulations
Two methods were developed for determining an optimum charge configuration that would
reflect that of the protein ionized for mass spectrometry. In both cases the protein structure
is read from a PDB file reflecting the solution structure of the protein and the final goal is
to minimize the electrostatic potential energy.
The first method, used for the β-lactoglobulin system, involved using AMBER’s LeAP
program to add hydrogens to the coordinates based on the AMBER12SB forcefield, fol-
lowed by evaluation of the electrostatic potential energy using custom code. The all-atom
structure output by LeAP was loaded into a custom program written in C++ which loads
the AMBER12SB forcefield and then converts all: Asp, Glu, His, Lys, Arg, and C- and
N-terminal groups to their uncharged/neutral form, thus rendering the entire protein neu-
tral. If the net charge during mass spec is negative (as is the case for β-lactoglobulin)
then negative ionization is only considered for: Asp, Glu and the C-terminus. If the net
charge is positive, then positive ionization is only considered for: His, Lys, Arg, and the
N-terminus. Given the total net charge from experiment, the program then constructs a
list of all possible permutations for the location of those charges (for β-lactoglobulin this
was 888,030 possibilities). Each permutation then had its electrostatic potential energy
fully evaluated. Custom code was necessary in this case because even though any MD pro-
gram could evaluate the electrostatic potential energy quickly, the construction of 888,030
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individual input files would have taken up an extremely large amount of space and consid-
erable computational time to generate in the first place. In general MD programs are not
intended for this kind of analysis.
The best 1% (8880) charge configurations (lowest electrostatic potential energy) from
the previous step were chosen for more detailed analysis. Using the AMBER12SB forcefield
and the NAMD program, conjugate-gradient energy minimization was performed for 5000
steps on each configuration. From this the configuration with the lowest combined elec-
trostatic and van der Waals potential energy was chosen for the main umbrella sampling
analysis. Energy minimization was used to allow for rotation of sidechains to more optimal
positions given that the charge configurations being tested were different than that in the
original crystal structure. The consideration of van der Waals forces was added at the final
stage to ensure that energy minimization did not produce a configuration that appeared
ideal from an electrostatic point of view, but would actually have been unfavourable overall.
The second method, used for the scFv system, was intended as a faster and more easily
usable approach. In this case, the structure (again loaded from the PDB file) is simplified
to just the ionizable atoms of each sidechain (e.g. the terminal nitrogen of Lysine in the
case of a positive net-charge). All possible permutations are still considered, but the eval-
uation of electrostatic potential energy is much faster as only a fraction of the calculations
are needed. While this is certainly less accurate, it nevertheless produces configurations
where the charged groups are well-distributed about the structure. Given that the exper-
imental conditions likely generate an ensemble of different charge configurations anyway,
this method likely produces a roughly comparable solution to the more detailed one above.
7.6.5 Simulation conditions for β-lactoglobulin and scFv
Simulations of both the β-lactoglobulin and scFv systems were performed in a vacuum,
that is: no solvent, no barostat, and no periodic boundary conditions. Because of the lack
of periodic boundary conditions, full electrostatics were calculated (no cutoff). A timestep
of 2 fs was used with the SHAKE algorithm constraining bonds to hydrogen. For the
β-lactoglobulin system a temperature of 299 K was maintained (to mimic experimental
temperatures) using Langevin-dynamics with a collision frequency of 1 ps-1. For the scFv
system a temperature of 390 K was used with the same Langevin-dynamics parameter.
For both systems the AMBER12SB forcefield was used and for the trisaccharide the GLY-
CAM06 forcefield. For β-lactoglobulin NAMD was used, whereas for scFv, code to auto-
mate umbrella sampling was written using OpenMM (https://simtk.org/projects/openmm)
[400].
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7.6.6 Simulation conditions for hisactophilin
Because the hisactophilin simulation involves a covalently modified N-terminus (myristoy-
lation), partial charges for an N-terminally linked myristoyl group were derived as noted
in section 7.6.3. For the protein, AMBER03 was used, and for parameterizing the myris-
toyl group GAFF was used as in the fatty acids in section 7.6.3. The linkage between
the myristoyl group and the remainder of the protein was given atom types based on the
AMBER03 forcefield.
For equilibrium simulations, which were used in the work of Shental-Bechor et al. [240]
(Figure 7.6), were performed using the AMBER simulation package (http://ambermd.org/).
The TIP3P water model was used for explicit solvation of 8 Å around the protein. All
hydrogens were constrained to have rigid bonds. A long-range cutoff of 10 Å was used
with periodic boundary conditions and long-range electrostatics modelled using the Parti-
cle mesh Ewald approximation. The initial model of the myristoylated protein was built
from the NMR structure (PDB 1HCD) with the myristoyl group manually modelled based
on NMR restraints. Coordinates were initially minimized by conjugate-gradient energy
minimization. Simulations were performed using Langevin dynamics at 298 K with a 2 fs
timestep and a Berdnensen barostat at 1 atm. The simulations were first equilibrated for
20 ns and followed by 80 ns of production.
For umbrella sampling simulations, the simulation conditions were the same as above,
but the NAMD package was used for simulations. Initial equilibration was performed for
100 ns, and starting coordinates at 120 and 140 ns were used for subsequent umbrella
sampling simulations. As noted in the results, umbrella sampling simulations proceeded in
segments of 10 ns.
7.6.7 Particulars of umbrella sampling
The umbrella sampling reaction coordinate in the case of the β-lactoglobulin system was
the distance between the center of mass of the fatty acid headgroup and the center of mass
of the Cα atoms of the barrel that forms the binding pocket. For the scFv system the
reaction coordinate was the distance between the center of mass of Abe sugar residue and
the center of mass of the Cα atoms of the middle beta-barrel of the protein (which the
ligands essentially binds on top of). Note that a conical restraint was used in the case
of the scFv system to only allow the ligand to exit the binding site within a cone with a
60◦ angle. This was done to reduce non-specific binding of the ligand to the protein during
umbrella sampling. For the hisactophilin system the reaction coordinate was the distance
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between center of mass of the last two carbon atoms of the myristoyl group and the center
of mass of the Cα atoms from valines 21, 61, and 101, which are located symmetrically at
the bottom of the myristoyl binding pocket.
Umbrella sampling windows for the β-lactoglobulin system were spaced 0.25 Å apart
over a distance of 30 Å and then 0.5 Å apart over another 30 Å for a total of 180 windows.
For the scFv system, windows were spaced 0.5 Å apart over a distance of 34 Å for a total
of 68 windows. For the hisactophilin system windows were spaced 0.5 Å apart over a
distance of 31.5 Å for a total of 63 windows. Since each window was simulated twice,
and the minimum simulation time was 10 ns, the minimum total simulation time for
the β-lactoglobulin, scFv, and hisactophilin systems was 3600 ns, 1360 ns, and 1260 ns
respectively. Since many windows took much longer than the base amount of time to
equilibrate, the actual total times are at least twice as long in all cases.
7.6.8 Metadynamics
Metadynamics of the water dimer system were performed in the gas phase using the TIP4P
water model, and bonds to hydrogen made rigid. Full electrostatics were calculated (no
long-range cutoff), and an integration timestep of 2 fs was used with Langevin dynamics
and a 1 ps-1 collisional frequency. The height of the repulsive hills being added was 0.001
kcal/mol based on a reaction coordinate between the center of mass of each water molecule.
New hills were added every 500 simulation steps. Simulations were run for 100 ns in total.
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Chapter 8
Discussion and Future Work
8.1 Computational protein design: what was learned
and where to go next?
Using existing sequence and structure databases to inform protein design has been very
successful as seen in the design of ThreeFoil (see Chapter 2), and other designs [45, 47, 67,
54]. Similarly, the use of modularity and symmetry to simplify the design likely contributed
to the successful design of ThreeFoil and other symmetric or repeated proteins [127, 45,
46, 47, 21, 19, 22, 54]. Interestingly, a single repeat of ThreeFoil (OneFoil) did not fold or
self-assemble [44], whereas one third of the Pizza6 protein was able to fold [45]. Part of
this may be that the β-trefoil fold, in being globular, is a more complex modular assembly
target than that of the toroidal β-propeller fold. Interestingly, however, the Pizza6 protein
was initially designed in Rosetta as a homo-hexamer and only later optimized as a monomer
[45], whereas ThreeFoil was designed as a single symmetric monomer from the outset. Thus,
one naturally wonders if the design lineage for the β-propeller case was analogous to the
evolutionary lineage, and this allowed better recapitulation of evolutionary intermediate
structures. Analysis of the β-prism fold suggests it has similarly arisen from symmetric
expansion (see Chapter 3). Therefore, it is interesting to consider to possibility of an
effective design process based on that for ThreeFoil or Pizza, but taking into account
everything that has been learned since (see Chapter 1) in order to design a completely
symmetric β-prism.
Having examined the topological complexity of a number of folds (see Chapters 4 and
5), it is notable how often elements of secondary structure appear to be ordered in space
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so as to maximize this complexity. In fact, it has previously been noted that the pre-
ponderance of folds in which the N- and C-termini interact is substantially higher than
expected by chance, and that such an arrangement is particularly evident for two-state
folders [401]. At the time it was suggested that this may play a role in folding, stability
and turnover. The results presented in Chapters 4 and 5 agree with these conclusions,
that is, such an “N-terminal to C-terminal motif” likely improves unfolding cooperativity
and kinetic stability not only improving protein half-life but reducing the opportunity for
wanton aggregation. While the overall arrangement of strands in the β-trefoil fold is fairly
complex and ThreeFoil’s resistance to harsh conditions originates from this, the topological
complexity of the β-prism fold is yet higher still. The individual repeating structural motif
of the β-prism is the four-stranded greek-key, which is itself a topologically complex motif,
having direct contact between the first and fourth strands. A circular permutation then
results in half of the first greek key being N-terminal while the other half is C-terminal fur-
ther increasing topological complexity. Given the potential value of designing a symmetric
β-prism, it would be intriguing to design a variant without this permutation and observe
how the resulting change in topological complexity manifests.
The results from Chapter 6, while placed in terms of understanding point mutations and
their impact, are nonetheless relevant to protein design. That is, being able to accurately
determine the impacts of a residue substitution is essentially the fundamental step of
protein design, which is then repeated until an optimum (or at least seemingly optimum)
sequence is obtained. To date, Rosetta has been the overwhelmingly dominant (both in
terms of usage and success) protein design forcefield (see Chapter 1). The analysis in
Chapter 6, however, suggests Rosetta — based on a mixture of physical and statistical
potential terms — may be only slightly above average at choosing an optimum residue.
Notably, the purely statistical potentials DFire and PoPMuSiC perform better almost
universally and are at least as fast. While, LIE and CC/PBSA — which use purely physical
potentials — do not universally outperform Rosetta, their Spearman correlation coefficients
are higher, indicating they are better at ranking residue choices in terms of stability (even
if they do worse at identifying the exact value). It is possible that Rosetta has been
particularly successful owing not just to a competent forcefield, but its combination with
advanced algorithms accounting for backbone flexibility [402, 403] and improving upon
specific common problems [87]. As such, it might be challenging for other forcefields to
compete in the protein design game. Chitsaz and Mayo [404], however, may have helped
level the playing field with their GRID algorithm with can be hooked up to any all-atom
forcefield in order to optimize both sidechain rotamers and backbone dihedrals. Therefore,
following on the previous ideas of designing a symmetric β-prism, it would be intriguing
and perhaps revealing to compare design using Rosetta to that using DFire, PoPMuSiC,
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and an MD forcefield-based approach.
In addition to the beneficial design characteristics outlined above, the β-prism fold
has its three symmetric binding sites particularly close in space, resulting in three flexible
binding loops also close in space, much like an immunoglobulin fold (see Chapter 3). Thus,
the β-prism is not only an interesting design case for testing evolutionary hypotheses,
design approaches and forcefields, and the role of topological complexity in design, but
may also be a valuable binding scaffold in its own right.
8.2 Molecular dynamics of ligand binding: what was
learned and where to go next?
Umbrella sampling simulations, which were used to interrogate protein-ligand binding in
several systems (see Chapter 7), demonstrate that while the method is very powerful,
accurate results may require considerable simulation time in order to reach equilibrium.
Therefore, it is critical to approach umbrella sampling, or other biased techniques like
metadynamics, with much scepticism when simulation times are short. In particular,
when the predicted free energy changes for a process are considerably larger than might
be reasonably expected, it is likely that poor equilibration is the problem. Unfortunately,
determining when a system has fully equilibrated can be difficult. While I’ve presented the
idea that comparing “sister” simulations that have begun from slightly different starting
coordinates can be a useful technique, the associated doubling of simulation time is hardly
ideal. Still, umbrella sampling under such stringent conditions reveals itself as a useful,
if costly, technique for gaining atomic level insight into the free energy surface of partic-
ular protein behaviours. For those interested, my subjective opinion is that systems with
complexity on the order of a protein-ligand system, will likely require several thousands of
nanoseconds worth of simulation time to get usable results.
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