Abstract: Analysis of pile load-settlement behavior is a complex problem due to the participation of many factors involved. This paper presents a new procedure based on artificial neural networks (ANNs) for simulating the load-settlement behavior of pile foundations embedded in sand and mixed soils (subjected to axial loads). Three ANN models have been developed, a model for bored piles and two other models for driven piles (a model for each of concrete and steel piles). The data used for development of the ANN models is collected from the literature and comprise a series of in-situ piles load tests as well as cone penetration test (CPT) results. The data of each model is divided into two subsets: Training set for model calibration and independent validation set for model verification.
Introduction
Design methods still treat the estimation of pile settlement as a secondary issue, and concentrate on providing adequate axial capacity from the piles to carry the structural load [1] . However, limiting settlements to an acceptable level is one of the main reasons for using pile foundations and settlement and differential settlement are perhaps the most important features in pile design [2] . Pooya Nejad et al. [3] pointed out that pile design must not only meet strength criteria but also must meet serviceability requirements which essentially demanding a reliable es-timate of pile settlement to be available. Hence, plotting load settlement relationship is a necessary step for meeting design criteria; the designer can decide the allowable loads and adhere with serviceability requirements.
The most reliable method for determining the loadsettlement relationship is to carry out in-situ pile load tests [4] . However, this approach is not always available because it is expensive and time consuming. As a result, numerous procedures have been proposed to predict pile load-settlement behavior. They are mainly categorized into load-transfer solutions, solutions based on theory of elasticity and numerical solutions. However, the complexity of pile soil interaction and the lack of a reliable interpretation of pile behavior under axial loads have created uncertainty and shortcomings in the proposed methods and limited their success in achieving accurate prediction of pile settlement. The load-transfer methods pay no attention to the continuity of the soil mass as a result they are not suitable for analyzing load settlement characteristics of pile groups. They also tend to extrapolate test data from one site to another which is not always entirely successful [5] . The methods that apply the theory of elasticity provide approximate solutions to the settlement of piles installed in non-homogeneous soils and may include great amount of error if sudden large variations in soil module occur along the pile length. The methods also suggest approximate procedure to account for the pilesoil slip, hence can not deliver accurate results. The main deficiency of the numerical methods is that reiteration is required when input variables are changed and any mistakes by the user can be fatal. Consequently, a better alternative for modeling the load-settlement behavior of piles is inevitable i.e. artificial neural networks. In the last two decades, several successful attempts have been made using ANNs for solving various problems in the field of geotechnical engineering. The ANNs have been applied by [6] [7] [8] [9] for modelling different geotechnical engineering problems. The modeling advantage of this technique over traditional methods is that its ability to capture the nonlinear and complex relationship between the problem and factors affecting it without having to assume a priori formula of what could be this relationship. ANNs use the data alone to determine the structure and the unknown parameters of the model, so that they are able to overcome the limitations of the existing methods. The objectives of this study:
1. Investigating the feasibility of proposing ANN to predict the load-settlement behavior of piles embedded in sand and mixed soils.
2. Examining the performance of the ANN model by using statistical analysis.
3. Comparing load-settlement relationship predicted by ANN model with number of currently adopted methods.
Overview of artificial neural networks
Artificial neural networks (ANNs) are problem solving techniques that try to mimic the function of the human brain and nervous system. The modeling process with ANNs can be easily understood by considering the learning paradigm of the multilayer perceptrons (MLPs) trained with the back-propagation algorithm [10] . The MLP is usually composed of three layers; an input layer, intermediate hidden layer and output layer. Each layer consists of a number of processing elements, known as nodes or neurons. The processing elements of each layer are fully or partially connected to the nodes of the other layers via weighted connections. The network is trained to gain its knowledge about specific problem by presenting a set of input patterns and the corresponding target patterns. The input is weighted and processed to the nodes of hidden layer. The hidden nodes sum the incoming input and add or subtract the bias unit which represents the threshold. The hidden nodes then apply an activation function, which is generally non-linear function, on the summed input to produce output. These outputs are then fed into the subsequent neurons of the networks where the same process is applied. The output at the external neurons is compared with the targeted output and the error is measured. The network adjusts its weight connections to minimize the error. The minimization of error is carried out by implementing learning rules. This process continues until no further error reduction is achieved and the end of this process defined as the training of the network. Full description of this type of neural networks is beyond the scope of this paper and can be found else where [11] .
As the pile load-settlement relationship involves interdependency between the current and previous states of load-settlement points, the sequential (recurrent) neural network proposed by Jordan [12] is used in this work. The sequential neural network consists of two sets of input units; i.e. plan units and current state units. The role of the plan units is to present a set of independent input variables to the network, whereas the role of the current state units is to remember the past activity during training. In the first iteration, patterns of input data are presented to the plan units while the current state units are set to zero and the network is allowed to predict the output which in turn is copied back to the current state units for the next training epoch. The actual output is used to modify the weights of the network using the back-propagation learning laws. In the next epoch, the network is presented with input from plain units and the current state units and this process continues until the end of the training phase. The performance of the trained network is then tested using an independent validation set.
Development of artificial neural network model
In this work, ANN models are developed using the commercial available software package The piles are classified into two categories: smalldiameter piles (for pile diameter < 600 mm) and large diameter piles (for pile diameter > 600 mm). This classification is in accordance with Ng et al. [16] and based on large-diameter piles may behave differently in comparison with small-diameter piles.
Model input and outputs
In order to accurately predict the pile load-settlement behavior, the significant factors that influence the loadsettlement need to be identified and presented the network as plain units and current state units. As illustrated in Figure 1 , the plain units represent the pile geometry and the soil properties. For bored piles, the pile geometry is represented by pile diameter, D, and pile embedment length. The soil properties are represented by the weighted average cone point resistance over pile tip failure zone,¯ − , and weighted average cone point resistance over shaft length,¯ − .
For driven piles, similar input variables are used; however, the equivalent diameter, D (which is taken as perimeter/π), is used because the piles have different shapes. In addition, as sleeve friction, , values along shaft are available in the data, the weighted average sleeve friction over shaft length,¯ , is included as input variable.
For small-diameter piles,¯ − is averaged along pile tip failure zone in accordance with Eslami [14] as follows: when pile tip is located in a homogenous soil the failure zone extends 4D below and above the pile tip; when the pile tip is situated in a strong soil layer underneath weak soil layer the failure zone extends 4D below and 8D above the pile tip; when pile tip situated in a weak soil layer beneath strong soil layer the failure zone extends 4D below and 2D above pile tip. For lager-diameter piles, the failure zone extends 1D below pile tip as recommended by Alsamman [15] . The current state units of the neural network are represented by: the normalized settlement, ε , (where ε = settlement/pile diameter), normalized settlement increment ∆ε and current state of load P . The single output is the next state of load, P +1 . In this study, the following varying normalized settlement increments are chosen as: 0.01, 0.02, 0.03, . . . , 0.1, 0.11. As recommended by Penumadu and Zhao [17] , using varying strain increment values results in good modeling capability without the need for large size of training data. Because the data needed for the ANN models at the above settlement increments were not recorded in the original experiments of the loadsettlement tests, the curves of the available tests were digitized to obtain the required data. On average, a set of 35 training patterns was used in representing a single load settlement curve. It should also be mentioned that several pile load tests include mechanical rather than electric CPT data and thus, it was necessary to transform the mechanical CPT readings into equivalent electric CPT values. This was carried out using the correlation proposed by Kulhawy and Mayne [18] as follows:
where;
is the cone point resistance and is the atmospheric pressure. Both and are in kPa. For values, the mechanical cone gives higher readings than electrical cones in all soils. Kulhway and Mayne [18] suggested a ratio of 2 for sand. This ratio is adopted.
Data division
The next step in the development of the ANN models is dividing the available data into their subsets. In this work, the data are randomly divided into two statistically consistent sets, as recommended by Master [19] and detailed by Shahin et al. [20] . This includes a training set for model calibration and an independent set validation set for model verification. In total, 41 case records (80%) of the bored piles were used for training and 9 case records (20%) for validation. For driven steel piles, a total of 25 case records (84%) of the available 30 steel pile case records were used for training and 5 cases records (16%) for validation. For driven concrete piles, a total of 23 case records (83%) of the available 28 concrete pile case records were used for training and 5 case records (17%) for validation. The statistics of the data used for the training and validation sets for the bored piles are given in Table 1 which includes the mean, standard deviation, minimum, maximum and range. For brevity, the statistics of the data used for driven piles are not shown. It should be noted that, like all empirical models, ANN performs best in interpolation rather than extrapolation, thus the extreme values of the data used were included in the training set.
Data setting and pre-processing
After completion of data division, the input and output variables are prepared as shown in Table 2 . Then preprocessing step is carried out by scaling the input and output variables so that all variables receive equal attention during training. For input variables, the range of the scaling is selected to be between −1 to 1 to coincide with ultimate limits of the transfer function (tanh) in the hidden layer and for output variable 0 to 1 to coincide with the ultimate limits of the transfer function (logistic) in the output layer. The commonly scaling method [19] for calculating a scaled value for a variable x with minimum value min and maximum value max , as in Eq. 2, is adopted.
Model geometry
The search for optimum network began with determining the model architecture (that is the number of hidden layers and nods). A network with one hidden layer is used in this study. Hornik et al. [21] recommended that one hidden layer can approximate any continuous function provided that sufficient connection weights are used. The trial-and-error approach is used to determine the optimum values of network parameters. In the first stage, the number of hidden nodes was determined by assuming the following neural network parameters: initial connection weights of 0.3, learning rate of 0.1, momentum term of 0.1, tanh transfer function in the hidden layer and sigmoidal transfer function in the output layer. During training phase, it is important to decide when training stop. This in fact is a challenging task on which the successful application of ANN depends [22, 23] . Therefore it is necessary adopting training strategy so that to avoid model over-fitting which usually takes palace if training is excessive; on the other hand sufficient training should given to the network in order not to get undertrained model. In this work, the mean squared error, MSE, between the actual and the predicted values of the pile loads in the validation set was used as stopping criterion to terminate the training. Whenever the MSE of the validation set has reached the lowest value with no improvement in the performance of the training set, training is stopped and the output is examined. Several neural networks were trained assuming the following number of hidden nodes: 2, 3, 4, . . . , (2I+1); where I is the number of inputs, as recommended by Caudill [24] . The geometry of the neural network that had the lowest MSE for both of training and validation set is considered as the optimum.
Weight optimization and model parameters
To achieve best weight optimization the optimal model parameters -learning rate and momentum -that control the training process need to be determined. , average cone point resistance along shaft; ε = normalized settlement; ∆ε = normalized settlement increment; P = current load state; P +1 = future load state attempts, when MSE reached minimum value in the validation set the training stopped. This continues until all of the above values were investigated. The values of the parameters (learning rate and momentum term) that produced a model with lowest MES are considered as the optimal. It should be mentioned that the optimum number of hidden nodes, which was obtained in the previous step, are used in all of the training attempts of this step. The model is then retrained with different initial weights to investigate a better performance model.
Results and model validation
The results of training attempts, which aimed to find the best model architecture, are shown in Figure 2 . For brevity, the results of driven piles are not shown. It can be seen that the performance of the ANN model improves with increasing numbers of hidden nodes. The performance improved rapidly when number of hidden nodes is changed from 1 to 4; however, there is little improvement in the performance of the model beyond 6 hidden nodes. The Figure 2 also shows that the network with 12 hidden nodes has the lowest MSE. Hence, it has the best performance. Although this network has the lowest prediction error, the network with 6 hidden nodes can be considered as optimal. That is because there is not much difference between the performances of the two networks, and also because the network with 6 hidden nodes has a smaller size. The influence of learning rate on the performance of the ANN model can be seen on Figure 3 . The ANN model performs best when learning rate is 0.08. Hence, this learning rate can be considered as optimal. The Figure  also illustrates that the performance of the ANN model reduces when learning rate increases between 0.1 and 0.3. This is possibly due to the presence of local minima.
The effect of the momentum term on the performance of the ANN model is illustrated in Figure 4 . It can be seen that the momentum term has insignificant influence on the performance of the ANN model in the range of 0.05-0.5; however, the best performance was obtained when momentum term is 0.3. Thus, the model that was found to perform best for bored piles was composed of six hidden layer nodes, learning rate of 0.08 and momentum term of 0.3. For driven piles, the model that was found to perform best for steel piles was composed of eleven hidden nodes, learning rate of 0.3 and momentum term of 0.2. The model that was found to perform best for concrete piles includes eleven hidden nodes, learning rate of 0.2 and momentum term of 0.3.
Evaluating the model performance in training and validation sets
The performance of the optimum ANN models in the training set and the predictive ability of the models in the validation set for bored, driven (concrete and steel) piles are shown in Figures 5, 6 and 7, respectively. For brevity only some representative curves are presented in the figures. As indicated in these figures and the followings, the graphical presentation of pile geometry and soil profile should be made available; however tabulated presentation is provided in order not to enlarge the article. Table 3 includes a summarised description of all the case records shown in the Figures (5-10) .
A visual inspection the figures may conclude: For bored piles, Figure 5 presents that the ANN model performs well and is capable to simulate the measured load-settlement behavior of the piles. For most of the training cases, there is an excellent correlation between ANN and measured load-settlement curve. Examining the predictive ability of the ANN model in the validation set indicate that the ANN model is able to forecast the load-settlement behavior accurately. It can also be seen that, in few training cases records, the ANN model may not perform as good as in the other cases. This can not be considered as a shortcoming, because in most of these cases (e.g. Figure 5 , Tests 17 & 37) the ANN model under-predicts the load-settlement relationship and as a result this may assist with achieving safe design. For driven piles, Figures 6 and 7 indicate that the ANN models that are developed for concrete and steel piles perform very well in training and validation sets. There is an excellent correlation that can be seen between measured and simulated load-settlement relationship of the modeled piles. The figures also show that the complex nonlinear relationship of pile load-settlement is well simulated by the ANN models including the strain hardening behavior.
The developed ANN models are also evaluated numerically using two performance measures that are the coefficient of correlation, r, between the measured and the predicted load-settlement and the mean, µ, which calculated according to Long and Wysockey [25] as follows:
Where; n = number of observations; P = predicted value, P = measured value.
The optimum µ value is unity and a value greater than 1.0 indicates that the model on average over-predict the measured value, otherwise under-predict. The results are presented in Table 4 . It can be seen that the developed ANN models perform well in both of training and validation sets with high values of coefficient of correlation and low mean values. This demonstrate that the ANN models are able to accurately predict the nonlinear behavior of pile load settlement for bored and driven piles in sand and mixed soils and therefore can be used with confidence for routine design practice. 
Comparing ANN model with load-transfer methods
A comparison between the ANN models and number of load-transfer methods is carried out to examine the accuracy of the developed ANN models further. The methods used for comparison include Verburrge [26] , Fleming [2] and API [27] .
It should be mentioned here that the API [27] method requires the determination of pile unit shaft and tip resistance for constructing the load-settlement behavior. The method depends on calculations of undrained shear strength for determining pile unit shaft and tip resistances in cohesive soils. The undrained shear strength is correlated with CPT data using the correlation which is provided in Lunne et al. [28] as follows:
Where; = measured cone resistance; N = theoretical cone factor, taken as 9.9 according to DeBeer [29] ; S = undrained shear strength; σ 0 = total stress. The Fleming method also requires the calculations of pile unit shaft and base resistance for simulating the loadsettlement curve. The method suggests using conventional methods to calculate the pile unit shaft and base resistance. For this purpose and in this study, the Bustamante and Gianeeselli [30] 
Where; G 0 = initial shear modulus; = atmospheric pressure; = measured cone resistance. The predictive ability of the ANN models and the load transfer methods is evaluated by comparing the predicted load-settlement curves by the ANN models and the loadtransfer methods with experimental load-settlement curves provided in the case records of validation set. Some of the results are presented graphically in Figure 8 for bored piles and in Figures 9 and 10 for driven piles. The figures illustrate that the predicted load-settlement curves by ANN models are in close agreement, or in a number of cases, coincide with the experimental curves, whereas the predicted curves by load-transfer methods are, in several cases, far from the experimental curves. It can also be seen that the ANN models are capable to simulate the nonlinear behavior of the soil more accurately than the compared methods. Statistical evaluation is made to assess the performance of the ANN models and the load-transfer methods, in relation to the available case records. For this purpose, the ranking index method, RI, which is proposed by AbuFarsakh and Titi [32] is used. According to this method, different statistical criteria are utilized to measure the performance of each method followed by the criteria being summed to calculate the ranking index. The lower is the RI, the better predicting performance of the method. Two ranking criteria are used: the best fitting criterion (R 1 ) which employs the coefficient of correlation, r, between predicted and measured values as a measure of fitting and the error criterion (R 2 ) which utilizes the mean absolute percentage error, MAPE, between predicted and measured values as a measure of error. The mean absolute percentage error is calculated from:
Where: P = measured value P = predicted value n = number of observations
The method that achieves nearest r to unity and least MAPE will be given R 1 = 1 and R 2 = 1. The results of comparison are presented in Table 5 . For bored piles, with r = 0.99 the ANN model ranks first (R 1 = 1) based on the first criterion. The Verburgge method ranks second (R 1 = 2), whereas the Fleming and the API methods rank third (R 1 = 3). With lowest MAPE (MAPE = 12) among the compared methods and according to the second criterion the ANN model also ranks first (R 2 = 1) and the API method ranks second (R 2 = 2). The Fleming and Verburgge methods on the other hand rank third (R 2 = 3).
For driven concrete piles, the ANN model ranks first (R 1 = 1) with r = 0.96, whereas the Verburgge method ranks last (R 1 = 4) with r = 0.64. The Fleming and API methods rank third and fourth, respectively. Based on the second criterion and with lowest MAPE (MAPE = 6), the ANN model ranks first (R 2 = 1), whereas the API method with the highest MAPE (MAPE = 31) ranks last (R 2 = 4). The Verburgge and Fleming methods rank second and third, respectively.
For driven steel piles, according to the first criterion the ANN model, with r = 0.99, ranks first (R 1 = 1). On the other hand, the Verburgge method, with r = 0.76, ranks last (R 1 = 4). The API and Fleming methods rank second and third, respectively. Based on the second criterion the ANN model scored the lowest MAPE (MAPE = 15), therefore it ranks first (R 2 = 1). The API, the Fleming and the Verburgge methods rank second, third and fourth, respectively.
The overall results as seen in Table 5 (column 7), indicate that the developed ANN models for bored and driven piles have achieved the lowest RI with minimum score (RI = 2 for bored and driven piles). This gives additional evidence to the reliability and the accuracy of the obtained ANN models.
Conclusion
This study has proposed the artificial neural network as an alternative to predict the load settlement behavior of pile foundations embedded in sand or mixed soils and subjected to axial loads. The results have revealed that the developed ANN models have a high capability to simulate the nonlinear behavior of soil under loads. The models also possess the ability to simulate the strain hardening behavior. The graphical and numerical comparisons between the performance of the developed models in training and validation sets indicates that the ANN models are able to forecast the load-settlement behavior accurately. The graphical illustrations of the relationship between load and settlement may indicate that the models may tend to under-predict the relationship. The graphical and numerical comparison between ANN models and the other methods demonstrates that the ANN models simulate the load-settlement behavior more accurately than the load-transfer methods. It can be concluded that the ANN models are reliable and can be applied as an alternative to forecast the load-settlement behavior for design practice. 
