Abstract Grain size distribution (GSD) data are widely used in Earth sciences and although large data sets are regularly generated, detailed numerical analyses are not routine. Unmixing GSDs into components can help understand sediment provenance and depositional regimes/processes. End-member analysis (EMA), which fits one set of end-members to a given data set, is a powerful way to unmix GSDs into geologically meaningful parts. EMA estimates end-members based on covariability within a data set and can be considered as a nonparametric approach. Available EMA algorithms, however, either produce suboptimal solutions or are time consuming. We introduce unmixing algorithms inspired by hyperspectral image analysis that can be applied to GSD data and which provide an improvement over current techniques. Nonparametric EMA is often unable to identify unimodal grain size subpopulations that correspond to single sediment sources. An alternative approach is single-specimen unmixing (SSU), which unmixes individual GSDs into unimodal parametric distributions (e.g., lognormal). We demonstrate that the inherent nonuniqueness of SSU solutions renders this approach unviable for estimating underlying mixing processes. To overcome this, we develop a new algorithm to perform parametric EMA, whereby an entire data set can be unmixed into unimodal parametric end-members (e.g., Weibull distributions). This makes it easier to identify individual grain size subpopulations in highly mixed data sets. To aid investigators in applying these methods, all of the new algorithms are available in AnalySize, which is GUI software for processing and unmixing grain size data.
Introduction
Numerical unmixing of grain size distribution (GSD) data into constituent components, known as endmembers, can yield valuable information on geological processes and paleoenvironments [e.g., Prins et al., 2002; Weltje and Prins, 2003; Vriend et al., 2011; Meyer et al., 2013] . Attempts at unmixing GSD data have a long history in sedimentology (see Weltje [1997] for a more detailed review), but despite the potential of unmixing, numerous studies do not take advantage of this useful mathematical representation. This may, in part, be due to a lack of widely available, user-friendly software that allows the rapid processing of large data sets.
In this paper, we outline new methods for unmixing grain size data and introduce new software to aid researchers. In section 2, we briefly introduce the concept of unmixing grain size data. In section 3, we introduce a new approach for end-member analysis (EMA) inspired by hyperspectral image analysis and compare it to existing nonparametric EMA algorithms. We demonstrate that, by virtue of improved accuracy, this algorithm outperforms existing ones. Following on from Weltje and Prins [2007] , we provide a demonstration in section 4 that widely used parametric approaches to unmix individual grain spectra are unlikely to yield physically meaningful models and are likely to lead to interpretations that are fundamentally different from the true mixing regime. However, because parametric approaches can represent unimodal grain size subpopulations, their use remains compelling. To overcome the shortcomings of single-specimen techniques, we introduce a new approach called parametric EMA in section 5, whereby a GSD data set can be characterized by single set of unimodal parametric end-members. Finally, in section 6, we introduce new software for analyzing grain size data obtained from laser diffraction particle grain size analyzers. The
Overview of Numerical Unmixing
Unmixing data into constituent end-members and their abundances is a key problem in many geoscience disciplines and has been extensively explored and discussed in hydrology [e.g., Christophersen and Hooper, 1992] , sedimentology [e.g., Weltje, 1997] , geochemistry [e.g., Hannigan et al., 2001] , hyperspectral image analysis [e.g., Bioucas-Dias et al., 2012] , and rock magnetism [Heslop, 2015] . Unmixing techniques assume that the observed data can be described as a linear mixture of the constituent end-members where the abundances of each end-member must be nonnegative and sum-to-one (or 100%) for each observation. Mathematically, the unmixing problem can be expressed in matrix notation as:
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( 1) where X is the observed data (one specimen per row), A is the abundance matrix of the constitute endmembers whose signatures are given by S (one end-member per row), and E represents sampling and measurement errors. Equation (1) is subject to abundance nonnegativity and sum-to-one constraints: 8 i : A i 0 and X i A i 51 (or 100%). These constraints correspond to the physical requirement that abundances cannot be negative and represent relative abundances that must sum to a constant. In the case of unmixing GSD data, it is also required that end-member signatures, which are normalized particle counts, are nonnegative and sum-to-one: 8 k : S k 0 and X k S k 51. Due to these constraints, there is no closed form solution to equation (1), which has to be solved numerically [Renner, 1993; Heinz and Chang, 2001] .
In a geometric sense, j end-members represent the vertices of a j-1 dimensional simplex that spans the data; three end-members map out a 2-D triangle, four end-members form a 3-D tetrahedron, and so on. In a noise-free case, the set of known end-members defines a simplex that bounds all of the specimens. In practice, however, the presence of noise and outlying data often mean that even when S is known, some data will lie outside the simplex. This means that when equation (1) is solved for A with the nonnegativity constraint removed, some of the observations in X will yield negative abundances. To quantify this, Weltje [1997] introduced the concept of convexity error, which is a measure of the proportion (P) of data points that lie outside of the simplex and their average squared distance from the simplex D 2 . Convexity error, C, is given by:
As the simplex expands and fewer data fall outside or are closer the simplex edges, C decreases. For a simplex that fully encompasses all data, C521.
When the end-member signatures, S, are known, the mixing abundances, A, can be determined by numerically solving equation (1); this is known as linear or supervised unmixing. In general, however, both the end-member signatures and their abundances are unknown and must be estimated in what is known as a bilinear, or unsupervised unmixing problem. In context of unmixing GSD data, which generally deals with the unsupervised unmixing problem, two main approaches have been proposed. One approach involves using a set of empirically derived end-members to unmix all the specimens in a data set [Weltje, 1997] . Typically, the end-members for EMA are estimated from the data set itself, a process that we call ''nonparametric EMA.'' An alternative approach is single-specimen unmixing (SSU), whereby end-members, described by parametric distributions (e.g., lognormal or Weibull), are fitted to individual grain size spectra [Sun et al., 2002] .
3. Nonparametric EMA constraints and which places them inside the mixing space defined by the distribution of GSD specimens. These initial end-members define a simplex, which does not encompass all of the data. This means that when the nonnegativity constraint is removed from A, equation (1) will yield one or more negative abundances for specimens located outside the initial simplex. The algorithm updates each end-member sequentially to expand the simplex and reduce the number of negative abundances, which reduces the convexity error. This process is repeated, progressively expanding the simplex until a desired level of convexity (e.g., C 26) or a maximum number of iterations are reached. Dietze et al. [2012] introduced an algorithm based on eigenvector rotation. For a given number of endmembers, j, this algorithm rotates the first j eigenvectors of the data using the VARIMAX criterion. These vectors are then normalized to ensure that the constraints on equation (1) are satisfied and are taken to represent the end-member estimates. Using nonnegative least squares, the fractional abundances of the endmembers are estimated. These abundances, however, are not constrained to sum-to-one and must be normalized to satisfy this constraint.
Both of these approaches apply a weight transformation, which is designed to reweight the residual misfits between the model reconstructions and the data and allow for sum-to-one normalization [Manson and Imbrie, 1964; Miesch, 1976] . Our implementations of these two algorithms scale the data by the maxima and minima of each grain size bin, which is recommended by Weltje [1997] and, for the data presented here, yield the most stable results for the Dietze et al. [2012] algorithm.
Here we introduce a new EMA approach, based on nonnegative matrix factorization (NMF) [Lee and Seung, 1999] , which utilizes an existing algorithm from the hyperspectral image community [Chen and Guillaume, 2012] . NMF finds two nonnegative matrices, W and H, which satisfy X WH. The similarities between the NMF formulation and equation (1) and the fact that both W and H satisfy the end-member and abundance nonnegativity constraints makes NMF an appealing approach to solving GSD unmixing problems. NMF solutions, however, are nonunique and multiple local minima exist. However, the nonuniqueness of NMF solutions can be reduced by appropriate initialization and the application of physically meaningful constraints [Donoho and Stodden, 2004; Miao and Qi, 2007; Chen and Guillaume, 2012] .
The first step of our new approach is to make a robust estimate of a simplex that encompasses all of the data and which can act as the NMF initialization. To achieve this, we use the simplex identification via split augmented Lagrangian (SISAL) algorithm of Bioucas-Dias [2009] . SISAL is based on the principle of identifying the minimum volume simplex that bounds the data [Craig, 1994] . To ensure robustness against noise and outliers, however, the nonnegativity requirement, which forces the simplex to bound the observations, is replaced with a soft constraint that can be violated to a given degree. This acts much in the same fashion as the convexity error of Weltje [1997] . The main disadvantage of this algorithm is that it does not impose nonnegativity or sum-to-one constraints on the end-member signatures, which is physically unrealistic for grain size data. Nevertheless, the SISALderived end-members can be used to initialize an NMF-based routine.
The second step of the algorithm utilizes the hierarchical alternating least squares nonnegative matrix factorization (HALS-NMF) routine of Chen and Guillaume [2012] . This NMF algorithm uses the HALS update rules for optimization [Cichocki et al., 2008] , which have been shown to outperform other routines in terms of efficiency and convergence [Chen and Guillaume, 2012, and references therein] . HALS-NMF minimizes the misfit between the observed data and the model reconstruction, but also allows for the inclusion of additional constraints. Of interest to GSD unmixing are the abundance sum-to-one constraint and an endmember minimum distance constraint. The minimum distance constraint encourages HALS-NMF to find a solution that minimizes the distance of each end-member to the centroid of the simplex, which encourages the simplex to shrink and bound the observations closely. It should be noted that the HALS-NMF algorithm does not allow for the explicit constraint that the end-member signatures must sum-to-one. However, as a consequence of the other constraints and optimization to fit the data, violations of this constraint are small. Nevertheless, after each iterative update of the nonnegative matrices, the end-member signatures are normalized to enforce end-member sum-to-one. Full details of the derivation of the constraints, the NMF update rules, and the algorithm are outlined in the supporting information.
The abundance sum-to-one and end-member minimum distance constraints are soft in the sense that they do not need to be fully satisfied. This has the advantage of making the algorithm robust against noise and outliers. The sum-to-one constraint is controlled by a single regularization term, a 1 , which, through our testing and development with real and synthetic data, we set to 5. The minimum distance regularization term, b 2 , is first set to zero (i.e., no constraint). The HALS-NMF solution is determined and the convexity error calculated. If the error is extremely low (i.e., <27), which would indicate overexpansion of the simplex and fitting of noise and/or outliers, we progressively increase b 2 until C is within an acceptable range (27 < C 26).
Algorithm Comparison
To compare the performances of the different algorithms, we generate three synthetic data sets comprised of two to four lognormal end-members ( Figure 1 ). The abundances are randomly selected in the range [0,1] but constrained to sum-to-one. This represents a poorly mixed data set, which contains observations that Figure 1 . Synthetic lognormal end-member GSDs and goodness-of-fit statistics for unmixing of data sets of 200 specimens that are comprised of (a-c) two, (d-f) three, and (g-i) four end-members. In the goodness-of-fit plots, HALS-NMF refers to our new algorithm following Chen and Guillaume [2012] , eigenvector rotation is the algorithm of Dietze et al. [2012] , and simplex expansion is from Weltje [1997] .
lie close to the true end-members. It should therefore be possible for these algorithms to extract endmembers and abundances close to the true values. The data set consists of 200 specimens each with 100 grain size bins. A small amount of noise, which is visually comparable to real data, was added to each specimen and the data renormalized to ensure nonnegativity and sum-to-one.
We compare performance of the algorithms by fitting 1-10 end-members to each of the data sets. We compare the coefficient of determination (R 2 ) and angular differences between the original data and the reconstruction produced by each algorithm ( Figure 1 ). All algorithms identify peaks or plateaus in the goodnessof-fit statistics that correspond to the correct number of end-members. The eigenvector rotation routine of Dietze et al. [2012] , however, does not plateau with increasing numbers of end-members. As the number of end-members increases, all goodness-of-fit statistics deteriorate. This is due to how this algorithm enforces the constraints on equation (1). First, a solution that minimizes the misfit to the data is found, this solution is then normalized to enforce the constraints. This normalization takes an optimal unconstrained solution and transforms it into a suboptimal constrained solution, which yields a relatively poor fit to the data. Both simplex expansion and HALS-NMF, however, incorporate the constraints as part of their iterative optimizations and produce optimal constrained solutions. For most cases of the simplex expansion algorithm, however, the maximum number of iterations is reached (set to a maximum of 2000), which indicates that an incomplete solution has been found. On our test system (MacBook Pro with a 2.8 GHz Intel Core i7), generating all of the fits in Figure 1 , simplex expansion took >35 min, but HALS-NMF took only 30 s. Although Weltje [1997] suggests constructing the goodness-of-fit parameters based on an initial eigenvector reconstruction, which is a considerable faster process, both the eigenvector rotation and HALS-NMF algorithms yield final solutions. It is therefore fairer to compare the performances of the final solutions for all algorithms. We note that, increasing the number of iterations for the simplex expansion algorithm often leads to a better fit than shown in Figure 1 .
Using model fits with the correct number of end-members (two end-members for the j 5 2 case, three for j 5 3 and so on; Figure 2 ), we also compare the estimated end-member spectra and abundance matrices to their true values (all statistics are given in Table 1 ). For j 5 2, 3, and 4, the estimated spectra from HALS-NMF have mean angular deviations of 1. 68, respectively. It should be noted that for the j 5 2 and 4, the simplex expansion did not fully converge to the convexity error criterion, but both solutions have C < 25.6. The convexity errors for all fitting results presented in Figure 1 are given in the supporting information.
Although fastest (Table 1) , the eigenvector rotation method of Dietze et al. [2012] is the poorest performing of all algorithms particularly as the number of end-members increases. The simplex expansion algorithm [Weltje, 1997] yields comparable results to the HALS-NMF algorithm but can be relatively slow (1.2-40 times slower than HALS-NMF; Table 1 ). Overall, however, HALS-NMF not only fits the data sets better than both these other methods but is also more capable of identifying the true end-members and their abundances.
In the above examples, the data sets are poorly mixed and therefore nonparametric EMA can extract endmembers that closely resemble the true end-members. However, when the data are highly mixed (i.e., no single specimen is near a pure end-member), nonparametric EMA yields multimodal distributions. These are sometimes referred to as dynamic populations (DP) and represent size fractions that covary throughout a data set. High mixing levels, however, are common in natural settings [e.g., Prins et al., 2002; Weltje and Prins, 2003; Vriend et al., 2011; Dietze et al., 2012] .
We consider the situation where a suite of specimens is composed of two sources, Source 1 and Source 2, represented by the lognormal distributions shown in Figure 3a . In this synthetic data set of 99 specimens, both sources are always present with each source never having a relative contribution less than 13% (Figure 3b) . The resultant end-members from nonparametric EMA (using our HALS-NMF algorithm) fit the data well (R 2 5 1.000, angular misfit 5 0.38) and are shown in Figure 3c . Because both end-members are always present, nonparametric EMA identifies two bimodal end-members; end-member 1 is dominated by Source 1, but with a secondary peak, which corresponds to Source 2 and vice versa for end-member 2 (Figure 3c ). The fitted end-members have an angular misfit of 13.88 from the true end-members. Comparing the estimated abundances of nonparametric EMA end-member 1 with the true abundance, it can be seen that nonparametric EMA systematically misestimates the abundance of the sources (Figure 3d ). This corresponds to a total angular misfit of 8.28 between the estimated and true abundances. In some case, it is reasonable to expect physical processes to produce multimodal end-members (e.g., glacial grinding) [Weltje and Prins, 2003] , and the geological context of the end-members needs to be carefully considered. However, in situations where specific information about individual subpopulations (SPs) is sought, or two physically unrelated processes yield covarying end-members, the above-described type of model bias is undesirable, leading some workers to pursue methods of identifying SPs.
Single-Specimen Unmixing
Single-specimen unmixing (SSU) is the most commonly used approach to estimate unimodal grain size subpopulations. The basic approach is to unmix individual GSDs into parametric end-members, such as lognormal or Weibull distributions using a least squares approach [Sun et al., 2002] . SSU is widely used to analyze and unmix grain size spectra, despite having well-documented issues [Weltje and Prins, 2007] . Weltje and Prins [2007] outline many of the challenges of unmixing a single grain size spectrum. Specifically, they draw attention to: (1) the difficulty of deciding how many end-members are sufficient to represent a given specimen and (2) the lack of geological context to constrain the general behavior of the end-members (i.e., using a single specimen as opposed to the entire data set). Nevertheless, SSU is still used widely [e.g., Li et al., 2014; Wang et al., 2015] .
The issues raised by Weltje and Prins [2007] demonstrate that SSU solutions are inherently nonunique. This nonuniqueness can be further illustrated by considering two sets of three general Weibull [Weibull, 1951] (see section 5 and Table 2 ) end-members (Figures 4a and 4b) , which are similar, but clearly distinct. When combined with different mixing proportions, however, each set of end-members can yield noise-free total grain size spectra that appear nearly identical, but are not exactly the same (Figures 4c and 4d) . Despite the underlying mixing process being different (different end-members and abundances differing by factors up to 2), the angular difference between the two resultant spectra is only 0.01328 and the average difference between specimen A and B across all bins is 0.0003%. If we assume that the cumulative difference between the total spectra of specimens A and B up to the fiftieth percentile can be used to represent the error on the median value, then we can use it to approximately estimate a coefficient of variation of the median of 0.01%. This is an approximate estimate of the maximum level of noise that would allow the identification of these grain size spectra as two distinct spectra. Above this noise level, distinction would be extremely difficult. Modern particle size analyzers are compliant with the ISO-13320 standard, which stipulates that the coefficient of variation of the median should be less than 3% for median grain sizes above 10 lm. Many manufacturers, however, often quote values better than 1%. Nevertheless, the noise level necessary to discern between different unmixing regimes using SSU is currently beyond the capabilities of particle size analyzers.
We note that, although the true statistical nature of noise influencing GSD data is poorly quantified, our noise-free estimate of the coefficient of variation of the median is likely an overestimate of the level of noise required to clearly distinguish these two spectra. Furthermore, in this example, we know the exact form and number of end-members to fit, which is information that is not readily available in real situations. In cases where neither are known or where the number of end-members is misestimated, equally similar fits may be achieved that are poor representations of the true mixing regime. Therefore, SSU is not a feasible approach for unmixing GSD data, and such models are unlikely to be representative of the true mixing system.
Parametric EMA
The popularity of SSU demonstrates a clear desire to explore GSD data in terms of subpopulations (SPs). Therefore, an approach that can identify SPs that are consistent with the variability of an entire data set is needed.
To unmix GSD data into SPs, we have developed a form of parametric EMA that allows end-members described by parametric distributions to be fitted to the entire data set. Starting from an appropriate parametric distribution (discussed below and in Table 2 ) and an assumption of the number of end-members to fit, we make an initial guess of the distribution parameters. This initial estimate of distribution parameters is [Egli, 2003] . The SGG is a four parameter distribution, but a maximum entropy approximation is used to reduce the number of free parameters to fit to three [Egli, 2004] . Parameters control the location, scale, and skewness/kurtosis of the distribution. SGG distributions are fitted in log space a key step in parametric fitting. As can be seen in Figure 4 , an observed grain size spectrum can appear unimodal, but disguises the presence of multiple end-members. To overcome this, the algorithm first performs nonparametric EMA and identifies the maxima of the nonparametric end-members to estimate the parametric end-members (this includes identifying multiple maxima in multimodal end-members). A fast optimization search is performed to unmix the nonparametric end-members and the result of this forms the initial guess for the parametric end-members. The initial guess is then fitted to the observed data set to estimate the abundances of the initial end-members. This step uses the simplex projection unmixing algorithm (SPU) [Heylen et al., 2011; Heylen and Scheunders, 2012] , which is a rapid alternative to constrained least squares [Heinz and Chang, 2001 ]. The distribution parameters are then optimized to find a solution that minimizes the Frobenius norm between the observed data and the model. SPU is used at each step to determine the appropriate end-member abundances. Since this form of parametric fitting is applied to the entire data set, it accounts for variance across the mixing space that is not considered by SSU. As is the case for nonparametric EMA, a collection of models with differing numbers of end-members can be produced to estimate the optimal model complexity (cf. Figures 1b and 1c ).
This new approach allows continuous distributions to be used to unmix grain size data sets and we have primarily focused on convenient forms, which have been previously suggested and fit the basic requirement of nonnegative grain sizes (Table 2 ). In addition to commonly used distributions (e.g., lognormal and Weibull), the algorithm supports two distributions that are characterized by three parameters, which offer greater flexibility in terms of shape. The general Weibull distribution [Weibull, 1951] includes an additional location parameter, which controls the limit of the left-hand tail of the distribution, thus controlling skewness. The skewed generalized Gaussian (SGG) distribution [Egli, 2003 ] is a modification of a Gaussian distribution to include skewness and kurtosis parameters. SGGs are fitted to the grain size data in log space, and we use the maximum entropy approximation of Egli [2004] , which relates skewness and kurtosis, to reduce the number of free parameters to three. Application of parametric EMA to the mixed example given in Figure 3a is shown in Figure 3e . Here we unmix the synthetic data using two general Weibull distributions, which correlation and angular deviation analysis confirm is the most appropriate number of end-members. Even though the true form of the endmembers is lognormal rather than general Weibull, parametric EMA identifies unimodal subpopulations (Figure 3e ) that fit closely with the expected signatures (Figure 3a ; total angular misfit of 1.48), and yields accurate abundance estimates (Figure 3f ; total angular misfit of 0.28).
Using general Weibulls, we also apply parametric EMA to the data sets in Figure 1 to unmix the appropriate number of end-members. The unmixing results are summarized in Figure 2 and Table 1 . Overall, fitting general Weibulls unmixes the data sets well, but fails to fully capture the details of the tails of the end-members (e.g., the left-hand tails of end-members 3 and 4, Figures 2c and 2d ). This is a limitation of the form of general Weibull end-members and fitting lognormal or SGG end-members can overcome this. The general Weibull abundances lie close to the expected trends and are generally less scattered than those for the simplex expansion and eigenvector rotation algorithms, but more scattered than for the HALS-NMF algorithm. When unmixing three or more end-members, fitting general Weibulls provide a better fit to the data and yield a model closer to the true unmixing regime than can be obtained by the eigenvector rotation algorithm. Parametric EMA, however, is the slowest method and takes 1 min for four end-members, in comparison to 1 s for the HALS-NMF algorithm. Using nonparametric EMA to estimate the best range for the number parametric end-members to test is recommended to minimize computation time.
We further apply parametric EMA (using SGG end-members) to a data set consisting of the three highly overlapping general Weibull end-members shown in Figure 4a . These data sets consist of 200 spectra with random abundances that meet the sum-to-one constraint, but where the minimum abundance is varied between 0 and 30% to simulate poorly to highly mixed cases, respectively. All 200 grain size spectra have only a single peak and could not be successfully unmixed by SSU techniques.
In Figure 5 , the misfit between the known and estimated end-members and abundances is plotted against increasing degree of mixing. At low degrees of mixing, nonparametric EMA (HALS-NMF) tends to estimate the true end-members and abundances more accurately. This is because, at low levels of mixing, near-pure end-members are present in the data and can be identified by the algorithm. For parametric EMA, however, differences in the exact form of the end-members hinder the ability to fit the true end-members accurately ( Figure 5 ). As the level of mixing increases, pure end-members are no longer sampled in the data set and nonparametric EMA cannot clearly identify the true mixing regime. With increasing mixing, parametric EMA fits the true mixing regime, with a slight, but unstable improvement as mixing increases. By a minimum abundance of 10-15%, parametric EMA fits the true mixing regime better than nonparametric EMA, despite the difference in the form of the estimated end-members compared to the true members. The overall fit to the data sets from both methods remains consistently low (Figure 5c ). This highlights the usefulness of parametric unmixing in highly mixed data sets.
The end-members and abundances for a minimum abundance of 15% are shown in Figure 6 . The estimated end-members from nonparametric EMA exhibit contamination with each other. This is most evident in the tail toward larger grain sizes for end-member 1 and the tail toward smaller grain sizes for end-member 3 (Figures 6a and 6c, respectively) . This end-member impurity results in a large difference between the expected and true abundances (up to a 31% difference). SGG end-members approximate the true endmembers well, but overestimate the peaks of end-members 2 and 3. This causes a systematic underestimation of the abundances of end-members 2 and 3 and, hence, an overestimate of the abundance of endmember 1. Nevertheless, the estimated abundances are close to the expected values (Figure 5b ) and follow a similar trend (maximum abundance difference of 15%).
Interpreting Parametric Distributions
Although the use of parametric distributions to model GSDs has no basis in theory, it is supported by the observation of Weltje and Prins [2007] that often nonparametric EMA yields unimodal end-members that can be reasonably approximated by parametric distributions (see also examples in Prins et al. [2002] , Weltje and Prins [2003] , Vriend et al. [2011] , and Vandenberghe [2013] ). In such cases, it is likely that the variability in the respective data sets is sufficient that a near-''pure'' end-member has been sampled. Weltje and Prins [2007] also raise concerns about the interpretation and physical significance of the distribution parameters. Fundamentally, many distribution parameters are dimensionless numbers to control shape and scale; this is particularly true for the Weibull family. In this sense, the distribution parameters carry no physical meaning, and interpretation as such may lead to flawed conclusions. Interpretation of parametric end-members should, therefore, be based on physical descriptive statistics. This could be geometric or logarithmic graphic measures [Folk and Ward, 1957] , or grain size percentiles, which provide a means to quantify parametric end-members in a physically intuitive way. It should be noted that these methods can be inappropriate for multimodal distributions, such as the observed grain size spectra or some nonparametric end- members. In this sense, parametric EMA provides end-members that are most suitable for this kind of analysis.
The AnalySize Software Package
To help users take advantage of the new algorithms introduced here, we have developed the AnalySize software package. AnalySize is a MATLAB GUI that provides a comprehensive set of tools for analyzing GSD data. AnalySize is capable of processing a wide range of data formats primarily, but not exclusively, obtained from laser diffraction particle size analyzers. Given that the exploration of large data sets can be time consuming, AnalySize is also capable of saving a fitting session to a standard MATLAB data file. Users can then load this data file at a later time and continue their analyses or transfer their results and data to another user.
AnalySize can be download from https://www.github.com/greigpaterson/AnalySize and can be run using MATLAB v8 or above (no additional Toolboxes required). AnalySize is compatible with both Windows and Mac systems and includes a detailed manual with the test data sets used in this paper.
All plots generated by AnalySize can be saved to encapsulated postscript files suitable for publication with no or minimal adjustment. Examples of these figures are given in the supporting information. AnalySize also provides tools for exploring and analyzing grain size data. This includes descriptive statistics and percentiles for the data and the fitted end-members. The available statistics include mean, standard deviation, skewness, and kurtosis determined by geometric and logarithmic methods of moments and geometric and logarithmic graphic analysis, as well as commonly used percentiles [Krumbein and Pettijohn, 1938; Folk and Ward, 1957; Blott and Pye, 2001] . Ternary plots from both Folk [Folk, 1954 [Folk, , 1974 and Shepard [Shepard, 1954; Schlee, 1973] fine and course classifications can also be generated. The clay, sand, silt, and gravel sizes follow those defined by Wentworth [1922] and the data can be exported in text format. AnalySize also supports the plotting of multiple GSDs and the CM plot of Passega [1964] , which plots the first cumulative grain size percentile against the median grain size.
Summary
We have introduced and developed new algorithms for unmixing grain size distribution data. These approaches provide an improvement over existing algorithms and address major issues associated with identifying grain size subpopulations using single-specimen unmixing techniques. All of these new algorithms are available for use in AnalySize, which is a new GUI software package to analyze and unmix GSD data. In addition, AnalySize includes a suite of standard plot and statistical analyses.
These algorithms and AnalySize are designed to aid researchers to better understand their data. The software incorporates EMA techniques that yield different information. For example, nonparametric EMA identifies covarying components and hence reveals information about mixing dynamics or nonselective physical processes that inherently yield multimodal end-members. Parametric EMA provides more detail about subpopulations, which may be related to different sources or source process that can appropriately be unmixed into unimodal end-members. It should be kept in mind, however, that AnalySize is simply a set of mathematical tools and that geological information and physical plausibility should always guide users choice of analysis procedure and interpretation of the results. We warmly welcome users with suggestions, comments, or bug reports to contact us and help to improve AnalySize.
