We provide a ranking of economics departments in Europe and we discuss the methods used to obtain it. The JEL CD-ROM serves as a database for a period covering 10 years. Journals are ranked using a combination of expert opinions and citation data to produce a scale from 1 to 10. The publication output and habits of fifteen European countries plus California are then compared. Individuals with a contribution greater than a predetermined minimum level are regrouped into departments which are ranked according to their total scores. A standard deviation is provided to underline the uncertainty of this ranking.
Introduction
There is a vast literature on how to rank economics departments in the USA. Almost all of this work concerns ranking the research output of the departments in question. Some of the most recent references are Conroy and Dusansky (1995) , Dusansky and Vernon (1998) , Feinberg (1998) , and Griliches and Einav (1998) . If we turn to Europe, there is the earlier work of Kirman and Dahl (1994) and the more recent paper of Kalaitzidakis, Mamuneas and Stengos (1999) . Elements of comparison between European and US departments are given in the last reference. Some authors have focused on individual European countries: Combes and Linnemer (2001) on France, Bauwens (1999) on Belgium, van Damme (1996) on the Netherlands. Coupé (2000) was one of the first to face the challenge of obtaining a world ranking.
To compare and rank European economics departments, it is useful to have in mind the paradigm of a graduate student looking for a PhD program in Europe. He will be looking first for a supervisor (a person) and second for a scientific environment (an institution). How should he judge the institutions and individuals he wishes to consider? In both cases he may use reputation as as criterion but he is immediately faced with the problem of discerning the basis of that reputation. One method, which is not without merit, is to use the rankings proposed by peers. This avoids the problem of evaluating the activities on which the reputation is based. However, this merely delegates the basic problem to others. To adopt a more scientific approach one has to systematically evaluate the performance of individuals and then the institutions to which they belong.
Individuals employed by research and teaching institutions have multiple activities which may or may not lead to tangible outputs. They teach, they supervise PhD students, they publish articles and books, they act as referee for journals, sometimes they act as scientific editors for those journals. They gain a reputation among their colleagues by being elected as distinguished members of a scientific society or even president of that society. Finally they can win scientific prizes, the most important one being the Nobel Prize. Publications in journals are the most visible and well known output of researchers. Most published rankings of departments are based on a more or less sophisticated counting of publications. However, one must keep in mind several facts which may offset the overwhelming weight given to articles: -Books are reputed not to carry much weight in economics. However, some books in economics are very often cited and perceived as major contributions. Books are generally recognised as major contributions in other social sciences. The main difficulty is that it seems difficult to say on a priori grounds if a book is good or not while it seems easier to say that an article is published in a good or in a bad journal.
-When electing a person as a member of a scientific association, or nominating him for a scientific prize, the jury takes into account mostly the impact of his scientific achievement in his field and not the large number of his publications. But it seems extremely difficult to quantify this procedure.
A ranking procedure based solely on published articles rapidly reaches its limits while it seems difficult to propose a reasonable and systematic alternative. Even if we are prepared to accept a bibliometric analysis of journal articles as a proper basis for ranking individuals we are faced with two problems. Which journals should be taken into account and how much weight should be assigned to the articles that appear in them? One approach is not to weight the journals at all but simply to take the citations of the individual articles they contain and to weight them by the latter. Such a method has obvious drawbacks. Why was the article cited? In some cases it may be because of a mistake the article contains. In which journals was it cited? If it is a recent article it will be unfairly treated. We will come back to this in more detail. However, it should be clear that even if there is complete agreement with the criteria for evaluating the published output of an individual, some randomness remains. Do the papers published by the author in the period considered reflect his average performance? This may not be the case even if one claims that there is no randomness in the acceptance of papers (see for example, Gans and Shepherd 1994) .
The next problem is one of definition, aggregation and attribution. If we are interested in ranking institutions we have to specify what we mean by the latter term. We then have to assign individuals to these institutions which organise research and teaching. When one uses the term institution here one thinks immediately of universities, departments, research centres... Many factors undermine this apparent simplicity. Individuals have specialities and have a tendency to group themselves into research centres. Consequently, a department may be good in some fields, and not so good in other fields. So the comparison between departments can be made in several ways. The role of research centres may be important in certain countries, we are thinking in particular of the French system. In their study, Kirman and Dahl (1996) pointed out the numerical importance of the University of Paris I, but without disaggregating this University into its research centres. So it is difficult to obtain a precise picture. On the other hand, focusing too much on disaggregated entities as did Combes and Linnemer (2001) may also be misleading because PhD students are enrolled at a University and not at a research centre, even if they may undertake their research in a research centre. Finally, we have to point out many errors contained in the various published rankings due to the difficulty of defining the institutions involved which, in turn, involves knowing the peculiarities of any particular national system. We noted many errors concerning the French system, because we know it rather well, but other readers will certainly find mistakes for other educational systems. Once again, even if there were complete agreement on the appropriate definition of institutions the problem of assigning individuals to institutions remains and involves some randomness. Where people are can be determined either by examining the lists of members of institutions or by accepting the affiliation they give when they publish an article. Neither method is foolproof and they represent two different points of view. Are we interested in measuring the "human capital" currently present in a department or are we interested in knowing which departments provide the most favourable environment for research, in which case we should look at where authors were when they submitted their papers. Once again there is considerable randomness here.
Starting then from the viewpoint that we are confronted with a random process, that of the production of individuals' publications and their appearance in a certain number of academic journals, we can now turn to the purpose of our investigation and explain the approach that we have adopted. Our aim is to contribute to the evaluation of European economics departments and to the comparison of top European economics departments to those in California, a state comparable in size to a large European country. We proceed by analysing the output of individuals and then assign individuals to institutions and aggregate.
Our analysis differs from the standard literature on the subject in several respects. The available bibliographical databases give a partial view of individual activity which, as we have already mentioned, we consider as a random variable. Statistical variability is explained by several facts: the time between submission and publication is random, the final decision of the editor is influenced by the choice he has made when selecting his referees, the probability of being accepted depends on the choice made at the time of submission and this may not be directly related to the quality of the journal, the journal may or may not be referenced in the database...
In order to get a plausible estimation of the individual activity of an author, we have to observe this random variable over a reasonably long period. We have chosen ten years. Bauwens (1999) for instance observed considerable variability in individual rankings between two shorter periods of time. If we wish to provide reliable rankings, we have to smooth out this type of variability. By considering the data over the whole period we obtain a distribution of performances of the individual researchers in a given country. Lubrano and Protopopescu (2003) made a first comparison of countries using the tools of stochastic dominance. In the next stage, we allocate individuals to institutions, so that we can compare distributions of individuals, but regrouped in institutions rather than in countries. The performance of an institution can be measured in various ways: as the total number of individuals having a publication output greater than a given threshold z; or as the sum of the scores obtained by those individuals. We can then provide a global ranking of institutions, but we consider that this ranking is a particular realisation of a random process. This implies that two institutions with different observed rankings can be statistically equivalent. We provide a formal statistical test for deciding wether the different rankings of institutions are indeed statistically significant.
The paper is organised as follows. In section 2, we spell out and compare the available sources of information. Section 3 justifies the method we have chosen for ranking journals. Section 4 analyses the different publication practices across the nations that we consider and compares them to California. Section 5 defines the conditions under which a ranking is feasible. Section 6 details the statistical procedure for measuring and testing and relates it to the economics of academic inequality. Section 7 provides a global ranking of institutions. Section 8 compares top European departments to those in California. Section 9 concludes.
Available sources of information
In the field of economics, we have two different sources: the Journal of Economic Literature and the Social Science Citation Index which do not provide overlapping information.
The Social Science Citation index
The Institute of Scientific Information, a private institution based in Philadelphia, maintains a huge database covering a large number of scientific journals. It edits two CD-ROMs, the SSCI (Social Science Citation Index) and the SCI (Science Citation Index) which contain the references of journal articles published in one year and the citations made in those articles. The SSCI covers most of the social sciences, including economics and management. Its coverage is better than that of the JEL CD-ROM for finance and management, but must be considered to be deficient for pure economics as only 167 economic journals are indexed. National journals, statistical journals (like JASA which are indexed in the SCI) are often missing. But professional journals are included. At the end of each year, the Journal Citation Reports provides statistics on citations and computes various indicators including the now well known "impact factor".
The Journal of Economic Literature
The Journal of Economic Literature (JEL) CD-ROM reports the cumulative content of 681 journals, starting for some of them in 1969. These journals cover the basic fields of general economics but also include specialised fields like econometrics, some parts of statistics, game theory or history and various domains of application such as health, labour, industrial organisation, finance, management. A large place is devoted to national journals. The JEL and its associate CD-ROM are published by the American Economic Association. We prefer to use this database because it gives a better coverage of the overall activity of economists. Moreover, in one single CD-ROM it covers 15 years, while each SSCI CD-ROM is devoted to a single year.
Measuring the score of an author
The van Damme (1996) formula is an aggregation rule to determine the score of an author.
Definition 1 A researcher i is attributed a score q i,j for the publication p j he coauthored and that appeared during year t. This score is defined by 
We should explain the application of this formula by looking in details at each of its terms. We shall devote most of our discussion to journal ranking or in other terms how to specify the function v(p).
Journal ranking
Several methods have been used and they may be grouped into two categories: opinion surveys on the one hand and citation analysis, as emphasised for instance in van Damme (1996) on the other hand. There is a recent tendency to prefer rankings based on impact factors. However, as we show below, impact factors are not as objective as might be thought and should be used with care. A method combining both sources of information can bring new insights to the field.
Opinion surveys versus citation analysis
The Delphi method is certainly the most elaborate of the subjective methods of ranking. Each expert in a group assesses his opinion independently of the others in a first round. In a second round, his ranking is positioned against the ranking expressed by the rest of the group. He has then the right to revise or maintain his ranking. Citation analysis is based on the data provided by the Journal of Citation Reports (JCR). The JCR data gives among other things the impact factor associated to each of the 166 economic journals present in the SSCI:
Definition 2 The impact factor at time t of a journal is given by the ratio between the number of citations made to that journal by a reference group of journals at time t to articles published at times t − 1 and t − 2 by that journal, and the total number of articles published by that journal at time t − 1 and t − 2.
The importance of a journal is measured by the number of times it is quoted by other journals, corrected for size effects. Once this figure is obtained (it is directly available from the JCR), journals can be ranked accordingly. van Damme (1996) claimed that citation data provide an objective measure to rank journals which should be preferred to any other. CentER of Tilburg University uses it to rank Dutch economists and Dutch economics departments.
A critical appraisal of impact factors
The direct use of impact factors has several drawbacks. ISI itself in its web site 1 recommends not to use these data for ranking journals. We can note immediately that the value of an impact factor first varies from year to year (it is a measure of the recent relevance or influence of the articles published in the journal) and second is a function of the reference group of journals (Econometrica appears in two databases, SSCI and SCI, and thus receives two different impact factors). Impact factors are not unique, can be manipulated and do not automatically represent an academic appraisal.
-There are techniques for increasing the number of citations for a journal. Among the most well known ones are publishing surveys and editing special issues on a given topic. This explains the very high score of the Journal of Economic Literature. -The audience of a journal is inversely proportional to its technicality. The SSCI contains journals which are not academic journals such as The Economist, but which receive a high impact factor (7.24 in 1994 for The Economist). Clearly this journal cannot be ranked on the same footing as Econometrica which received a mere 2.36 the same year. Usually, this type of journal is excluded from the ranking. The SSCI contains numerous semi professional journals which have a high impact factor, but a rather low academic content and which cannot be so easily excluded from the ranking. These journals are over-weighted in a ranking based solely on impact factors.
Several attempts have been made to cope with these deficiencies.
-Cribari-Neto et al. (1999) who were interested in ranking departments in the field of theoretical econometrics, defined a somewhat longer term measure. They consider 11 journals for the 11 year period 1986-1996. They computed an average impact factor defined as the total number of citations made to a journal by the 10 other journals during this period divided by the total number of articles published by that journal during this period. - Liebowitz and Palmer (1984) build on the idea that it is better for a journal to be cited by a good journal than by a bad journal. They proposed to weight a citation by the quality of the journal which makes this citation. As quality is measured by citations, this is clearly an iterative process. Amir (2002) shows that this process converges due to a Markov property. But he also shows that an inadequate choice of the reference group for journals at the boundary of the field can explain some of the inconsistencies found in the updated rankings of Laband and Piette (1994).
-Bauwens (1998) combines (multiplies) the short term indicator given by the SSCI impact factor with the longer term indicator given by the total number of citations for a given year in order to mix a short term and a longer term indicator. He then defines a step function which maps the obtained score into 5 categories given by integers from 1 to 5.
- Burton and Phimister (1995) try to incorporate long term information to determine what are the 20 "core journals". Instead of simply multiplying the above two criteria, they use the method of Data Envelopment Analysis.
Combining subjective opinions and citation data
We want to arrive at a ranking for most of the 681 journals appearing in the JEL database. By most we mean that it is not worth spending energy for ranking a journal that host less than 10 papers for any given country over the last 10 years. This reduces the number of significant journals to 505. We cannot use the information contained in the VSNU ranking for the reasons mentioned above. We are then left with the Combes and Linnemer ranking covering 307 journals. We asked to a single expert to update this ranking and complete it to arrive at a ranking of 505 journals giving grades between 1 and 10 (more precisely five classes 1, 2, 4, 6, 8, 10). We did not give him any information on impact factors for that first step.
In a second step, we collected citation data available for 364 journals in the fields of economics, finance and management (those used in Bauwens 1998). We multiplied the raw impact factor by the total number of citations and converted that number into an index between 1 and 10 according to the rule stated in Table  1 . Not all of this information can be used, as only 167 of these journals appear in the JEL database.
2 In a third step, we communicated this information to the expert and asked him to update his judgements in view of this new information. This is a particular application of the Delphi method. When the subjective and the database rankings differed, the expert modified some of his judgements, but most of the time maintained them. There are 19 journals for which there was a discrepancy greater than 2 between the two rankings at the end of this procedure. The subjective ranking favours academic journals which are penalised by low citations and penalises professional or management journals which are at the margin of the field. This is in agreement with some of the comments we made concerning impact factors. The complete ranking is available on the web.
3 It gives the ranking of 505 journals using subjective opinions updated by citation data.
The van Damme formula implies that 10 articles in journals graded 1 are worth 1 article in a journal graded 10. Many people would object to such an equivalence and consequently advocate for a much sharper classification of journals. Burton and Phimister (1995) adopt a somehow lager view as they stand for a list of 20 "core journals". We took the even softer option of considering a list of the 68 journals having a score greater than or equal to 6 in our global ranking. With this option, v(p) covers the range [6,10] for the 68 journals of this list and is equal to zero for the other journals. We can thus obtain a second ranking of institutions which both provides a reasonably fair evaluation of the scientific activity of authors present in a department while avoiding treating output in an excessively homogenous way.
Defining the other terms of the formula
An obvious candidate for a(p) is the number of coauthors. If this coefficient is meant to allocate the merit of the publication between its authors, choosing a(p) = n does not promote collaboration which is central in modern scientific research. On the other hand, coauthors may belong to different institutions and in this case a(p) plays the role of allocating the merit of the publication between different institutions. An exact aggregation formula thus requires a(p) = n. However, there are large and small institutions. In small institutions, authors may have a larger tendency to find outside coauthors than their counterparts in large institutions. So choosing a(p) = n penalises small institutions and introduce an asymmetry of treatment. The idea is to differentiate between notes and articles with the assumption that a short article has less scientific value than a long article.
The average number of standardised pages may be very different between journals. If we restrict our attention to the 11 econometric journals examined in Cribari-Neto et al. (1999) this number ranges from 10 to 23 standardised pages. As a consequence, the use of the van Damme formula implies that journals with the same impact factor will not be considered as equivalent just because they have a different average number of standardised pages. In Table 2 , we reproduce some of the data of Cribari-Neto et al. (1999) . Average impact factor (AIF) is given in column 3 and average length (AL) in column 4. In column 5, we rank the eleven journals according to their AIF. The last column show how this ranking is modified when considering the product AIF × AL which is what the van Damme formula does. This is a sufficient reason to select b(p) = 1. An additional reason would be that notes are sometimes more cited than plain articles and consequently that the difference between notes and plain articles should not be overemphasised.
Comparing European countries to California
We used the version of the JEL CD-ROM covering the period 1984-2000/09 from which we retained only 1991-2000 because of lesser data quality before (missing affiliations for instance). We have selected the 15 EU countries, excluding Luxembourg which has no academic institution, but including Norway which, while not being an EU member, is nevertheless very close to the other Nordic countries. We have put Cyprus and Greece together. Table 3 shows that the number of published economic articles in the world is steadily rising. The decline in the last two years is linked to the delay in updating the database. We can say that the number of published articles has doubled in ten years. The JEL database contains a total of 146 163 articles out of which European countries published 41 930 which represents 29% of the total. In comparison, US departments published 49 460 articles in the same period (34%). Europe in the broad sense has a number of publications which is comparable to the U.S., even if it is slightly smaller. Table 4 gives numerical indications about the information we have extracted from the database. Column 2 gives the number of articles and column 3 the number of journals involved in publishing these articles. Column 4 gives the number of authors. We have distinguished two main panels in this table from which a contrasted image appears. On one hand, there are not much differences between countries when we look for instance at the mean number of papers per author (1.94 for Europe and 2.31 for California) or at the proportion of foreign co-authors or at the number of journals involved. On the other hand, there is a huge variation of the proportion of active authors in the total population (see column 7). In continental Europe, a productive country is a small country of Northern Europe, whereas in the whole Europe, the UK has a clear dominant position. California is slightly below the UK. Large countries have a fairly stable ratio of departments per million of inhabitants (1.2) except the UK (1.6) and California (1.7) which have more. For small countries, there is a huge variance in the number of departments. Finland and Sweden have comparatively many institutions, whilst the Netherlands has very few.
Economic articles published in the world

Quantitative indicators
Contrasting publication habits
If a rather large country seems to use most of the journals referenced in the JEL database, most of its production is concentrated in few journals. More precisely, a large country tends to concentrate 50% of its articles in 10% of the journals it uses. For some countries like France, more than 50% of the articles are published in national journals. We need some definitions in order to be able to point out the widely used journals and to try to define what is a national journal.
Definition 3 A journal is said to be a major publication outlet for a country if in the distribution of articles per journal for that given country, this journal is above the median. 
Definition 4 The "major" production of a country is constituted by the articles published in the major publication outlets of this country.
In these definitions, major has a pure quantitative meaning and is not related to any notion of quality. In order to illustrate these notions, we give in Table 5 the list of the major publication outlets for France. The language of the publication is of some help to determine what is a national journal, but some national journals in non-English speaking countries are now published in English. We would say first that a national journal receives a very significant amount of the research produced in its country. The American Economic Review and the Economic Journal are national journals in this respect. We must complete the definition by specifying that it does not play the same role for other countries. In our sample, the AER is a major publication outlet also for the Netherlands, Norway, Sweden and the UK. The Economic Journal plays a similar role for Austria, California, Denmark, Ireland, the Netherlands and Sweden. We propose the following definition:
Definition 5 A national journal for country i is a major publication outlet for authors from this country but not for authors from any other country, except possibly from a neighbouring country using the same language.
We arrive at a list of 93 national journals (plus the Federal Reserve Bank of San Francisco Economic Review for California ). The JEL coverage of national journals may be far from complete for small countries, but seems accurate for large countries. None of these 93 journals enters our list of 68 top journals except one for the UK (Economica). For most of them v(p) = 1. Top journals are journals receiving a grade greater than 5 in our ranking.
If we exclude Finland, Greece and Ireland, small countries publish a greater proportion of their major production in top journals than large European countries do, including the UK (see Table 6 , column 5). The UK is the leading European country. But there is a mass effect as only 20% of its "major production" comes out in top journals while 40% of it comes out in its numerous national journals. Netherlands is the European country which has the greatest percentage of articles in top journals.
There is a group of three journals of general coverage which are used by most European countries and represent 45% of the major production: Economics Letters, European Economic Review and Economic Journal by decreasing order of quantitative importance. We should especially note the success of the European Economic Review which managed, after the creation of the European Economic Association, to become a leading European journal playing a federative role.
The European situation is in contrast with California that publishes 66% of its major production in 36 top journals, a figure much higher than any European country of our sample. 
Measuring the scientific production of an institution
There is probably widespread agreement that institutions should be ranked according to the aggregate score of their members. However, this aggregation has to rely on a precise definition of what constitutes an academic research institution. For this purpose, it may be helpful to keep in mind the paradigm of the student who tries to find the best location to write his PhD dissertation.
Definitions and implied aggregation formulae
We shall give two opposite definitions of what is an academic research institution. The first definition insists on short term capacity. The second one relies more on past reputation.
Definition 6 An academic research institution is defined at time t as a collection of individuals having a research and a teaching activity in the field of economics. These individuals have a common physical location. They acknowledge their current affiliation in their scientific publications. They constitute the collective human capital of the institution.
This definition insists on current (not past) affiliations. It is in a way a short term definition, because it does not take into account the history of the institution. Once an individual leaves his institution, he leaves it with all his publication stock. When a new member arrives, the institution is credited with all his past scientific achievements. This definition is of primary interest for a PhD student because it aims at measuring the current human capital of the institution. It is the reason why it also insists on common location. Common location implies that research institutes like the Tinbergen Institute located both in Amsterdam and Rotterdam have to be split and that its achievements have to be divided between the host institutions, Erasmus University Rotterdam, University van Amsterdam and Free University of Amsterdam. The Tinbergen Institute is seen as a research network and thus cannot not be ranked. Other exemples are CEPR for Europe, CNRS for France and other national research institution which have many separate locations.
The score of institution k measuring its available human capital is thus defined by
where Θ k,t is the set of members affiliated to institution k at time t. Index i covers all the n economists of a country and index j corresponds to the m year span. There is no double counting. Formula (3) does not however correspond to the usual practice where affiliation at the time of publication is used. For instance, a visitor usually indicates the temporary affiliation of the hosting institution on the papers he has written during his visit. So another definition is needed which is more related to intellectual ownership.
Definition 7 An academic research institution is a "moral person" having the intellectual ownership of all the present and past research hosted in its walls.
This definition is certainly the preferred one for a dean writing a report on past research and past achievements when he has to ask his government for money. It is a legalistic definition. The corresponding score of institution k is given by
where Θ k,t−j is the set of members affiliated to institution k at time of publication. This measure can be used to assess the productivity of the money invested by the institutions in the past.
Remarks:
-Bauwens (1999) implicitly uses the legalist definition in his yearly ranking of Belgian economists and Belgian academic institutions. He took m = 4, but considers two periods 1992-1996 and 1993-1997. His institution rankings do not vary much, but his ranking of individuals has a large volatility.
-To our knowledge, Cribari-Neto et al. (1999) are the only authors to present rankings obtained according to the two definitions. But they do not interpret the economic or legal meaning of these two rankings.
-The yearly ranking produced by CentER at Tilburg University is based only on the current year publications. For this ranking m = 1 and the two definitions become identical.
-Information about the affiliation at the time of publication is directly given by the JEL database. It appears to be much more difficult to get the list of the members of an institution at time t. We cannot see a simple way to reconstruct it from the data contained in the JEL database.
The need for a partition
Ranking the institutions of a country is equivalent to achieve at the complete ordering of the set Ω t representing all the authors of that country. Institutions have to form a partition of that set.
Assumption 1 For a given
This condition is necessary, but however not sufficient in order to produce meaningful rankings. There is a large diversity existing among the institutions producing academic research and which appear in the JEL CD-ROM. We have universities, colleges, research groups. We ave explained why it was necessary to leave aside what can be considered as networks like CNRS in France or FNRS in Belgium. We must explicit a hierarchy and distinguish between major and secondary affiliations. For instance in the UK, a college has to be considered as a subgroup of a university like Nuffield for Oxford. Nuffield cannot be compared to Cambridge, but Oxford can be. We have the same distinction in continental Europe with research groups like CORE which has to be included in Catholic University of Louvain, GREMAQ in Toulouse University and so on. We had thus to correct and complete the affiliation data in order to achieve coherency.
The problem of comparability is complicated when a person has several affiliations. For instance Jean Tirole declares most of the time three affiliations: Toulouse, ENPC and MIT; and most of the time three secondary affiliations: IDEI, GREMAQ and CERAS. A strict aggregation procedure would require this author to be split in three pieces, one for each town and the Toulouse part in its turn to be split in two, one for each research center (GREMAQ and IDEI). This is clearly infeasible as we have no information to determine the size of each part. We have finally considered that there are three fictitious authors, each full time in each major institution. And we discarded one of the secondary affiliations (IDEI was not ranked). Applying this type of solution to all cases renders institutions comparable, but of course may bias the ranking.
The need for a minimum level of publication
A PhD student, when looking for a superviser, looks for a person having a certain level of intellectual prowess or fame compared to his colleagues. So we have to define a minimum level below which a person is not thought of being able to supervise a PhD student. We define this level as a minimum level of publication over the 10 year period of our sample. One paper published in a top journal with one coauthor (or its equivalent) seems reasonable. This makes z = 10/ √ 2 = 7.07. The total score x i of an author is defined by
with m = 10 in our case. To achieve a final ranking, we do not credit a department for all its publications, but only for the publications which were written by authors verifying the condition x i > z. The list of eligible authors is built up country by country, independently of their affiliations, provided these affiliations are situated inside the same country. If an author has not migrated between two European countries, this is the human capital view. Then the publications of this restricted list of authors are allocated to the departments according to the rule of the affiliation at the time of publication. This is the copyright view.
Statistical inference on department ranking
The ideal economics department can be defined as a department with a large number of authors having a score greater than z as measured by 1I(x i > z). 6 The ideal economics department can also be defined as a department where the productivity gap (x i − z)1I(x i > z) is large. Both of these notions are related to a variant of the concept of stochastic dominance. Lubrano and Protopopescu (2002) have developed the mathematics related to stochastic dominance for comparing the academic systems of two countries. We examine in this section how this framework can be adapted to the ranking of departments.
Inference and test
Our viewpoint is that the score of a department should be considered as a random variable. When we observe the scores of two departments (hereafter named A and B), we may then wonder if the difference between these scores is significant in the usual statistical sense. An hypothesis test should be performed to answer this question.
The score of a department is the sum of the scores of the authors affiliated to it, provided that they have a personal score greater than z. Let X Ai be a random variable denoting the score of individual i in department A. Let N A denote the number of authors affiliated to A. We assume that X Ai , for i = 1, . . . , N A , are mutually independent in probability and identically distributed according to a distribution with mean µ A and variance σ 2 A . We make the same assumptions for B. We also assume that the score of an individual in A is independent of the score of any individual in B. In short,
These assumptions are not totally realistic. The performances of authors in a given department are probably positively correlated, because of collaborations (leading to co-authorship of papers) but we think that the correlation is small and can be neglected, and anyway, we don't have the possibility to estimate it. The same comment applies to the scores of individuals in different departments (in case of double affiliation of an individual, there is clearly a lack of independence, but this phenomenon is not too much widespread).
The precise type of the distribution is not important. What is important is that it can be described by its mean and variance, which covers many non-symmetric two parameter distributions. We only need that a central limit theorem applies, such that the mean score of a department (or its total score) can be approximated by a normal distribution in large samples. Thus, we assume that N A and N B are not very small. This is true in our data, where in most departments the number of authors above the threshold is not smaller than 30 (see Tables 6 and 7 , where the number of authors is given).
The total score of A is estimated by
and its variance by
with similar definitions for T S B and s 2 B . To test the equality of the total scores of A and B, we can use the well-known result that under the previous assumptions, asymptotically,
The 5 percent critical value is 1.96 and the 10 percent one is 1.66 for a bilateral test. A law of large numbers can be invoked for the consistency of the estimators of the variances. It should be noticed that the null hypothesis is N A µ A = N B µ B and not µ A = µ B . The two hypotheses differ to the extent that the departments have different sizes. If for example, A has twice the size of B, we test µ A = µ B /2: an author from B has to be twice as productive as an author from A for the two departments to be equivalent.
Finally we should point out that we neglect the randomness of the number of authors in each department, that is, we take N A and N B as given, although these numbers are obviously not deterministic and subject to measurement error. Taking this feature into account would increase the variance of the total scores. This variance would also be increased by the positive correlation between the scores of individuals. Therefore, the test statistic proposed above for the difference between the total scores is probably too large, leading to over-rejections of equality at a given nominal level of significance. If the test statistic is close to the critical value, we have to be careful in our inference, whereas if it is very small or very large, we can clearly conclude in the usual way.
A simple class of indices
Let us now introduce the minimum level of production z and let us suppose that the data reflect the human capital view for the definition of a department. This means that once an author belongs to a department, his total score and his score attributed to that department coincide. The total score of a department, when authors below z are excluded can be defined as
Let us now suppose that X is a continuous random variable with density f (x). We can write
where α is a positive parameter. For α = 1, (9) and (10) represent the same notion. But we can also note that P α A (z) is very much related to the class of decomposable poverty indices introduced by Foster, Greer and Thorbecke (1984) . Moreover, when z varies between 0 and ∞, P α A (z) becomes a measure of stochastic dominance at the order α+1 as proved in Lubrano and Protopospescu (2003) . Consequently, we can propose the following definition
Definition 8 Department A is said to dominate department B according to the index
The application of this definition can lead to different rankings according to the value chosen for α. If α = 0, we are ranking departments according to the number of active academics having a production greater than z. This is a head count measure which is invariant to the degree of activity of productive academics, provided they produce above the minimum level z. If α = 1, the ranking takes into account the cumulated production of authors having a production greater than z. We feel that the notions of stochastic dominance at the order one and two are not far away. However, we consider indices as z is fixed. So rankings will very much depend on the value chosen for z. We have justified previously a rather low value of 7.07. If z were too high, departments would be ranked only according to the score of their most productive members.
We have discussed the fact that it is rather difficult to apply the human capital definition of a department and that the copyright view implied by affiliation at the time of publication is far easier. With this definition, it becomes much more difficult to use the index P α A (z) as z is meaningful only if x reflect the total production of an author. We proceed as follows. We have observed for each author i his production s i,t for year t, assuming that he keeps the same affiliation over the year t. We can cumulate over t the production of each author independently of his affiliations and then eliminate from the database authors having a score lower than z. On the remaining data, we finally can compute P α A (z) imposing z = 0 as less productive authors have already been discarded.
Ranking economics departments in Europe
We have identified 511 economics departments in Europe using official data. However, only 363 of them are visible on the JEL database and only 166 have more than 10 active members with a personal score greater than 7.07.
Using the full list of journals
This ranking, given in Table 7 , is not immune to the equivalence effect. We have limited the listing to the first 100 departments. Column 1 indicates the rank of a department and column 3 its total score. Column 4 gives an indication about the uncertainty attached to this ranking as it is the standard deviation of the total score of each department. Column 5 gives another indication which could be used to produce another ranking as it represents the number of active members. It conforts the intuitive idea that a good department has a critical mass. We do not report the mean score per active member. It seems to be roughly independent of the global ranking which seems intuitively reasonable. As we choose a copyright definition for a department, good PhD students who were one time members of a department are included to arrive at that ranking. A good department has many good PhD students but these get a low score over the 10 years because they do not keep the affiliation for long. Using the mean score for ranking would penalize enormously those good departments.
Let us now consider the first 20 departments and test if they can be considered as equivalent using the statistic in (8). We get the 20 × 20 Table 8 of results. Significant values at the 10% level are indicated in bold faces. It appears from this table that for instance LSE and Tilburg are not statistically different. The same for Oxford, Cambridge and Erasmus. It does not seem to be possible to justify a strict order on a statistical basis for the last 10 departments of the list at the 10% level. In particular if Toulouse is dominated by LSE, Tilburg and Oxford, it does not manage to be statistically different from its followers. Toulouse is especially difficult to rank because it is comparatively a small department with its 43 active members compared to the 70 of Warwick which has a similar total score and because its standard deviation of 306.18 is large compared to the 124.10 of Warwick.
This uncertainty in the ranking is well apparent if we rank departments according to the index P α (z) using various values for α (see Table 9 ). With α = 0, we rank departments according to their size. LSE is first, and Toulouse is near the end of the list of 20. With α = 1, we get the previous ranking according to the total production. With α = 2, we rank departments according to the square of the production of each author. Toulouse is now first of the top 20 and gets a similar index as Tilburg and LSE. This way of ranking is very penalizing for Paris I.
Using the list of top journals
Now we try to avoid the equivalence effect. Table 10 shows that some large and heterogenous institutions are downgraded, while smaller ones keep their good ranking: LSE drops below Tilburg; Oxford and Cambridge drop below Toulouse; Paris I is now below Maastricht and roughly at the same level as Aix-Marseille; Erasmus drops below Amsterdam.
This new ranking changes some positions which were however found to be statistically equivalent in the previous ranking: for instance LSE and Tilburg, Erasmus and Amsterdam. However, some departments are now ranked as equivalent while in the previous ranking they statistically dominated their present homologues: Oxford for Toulouse, Paris I for Bonn. Consequently, there is a change of information brought by considering a restricted set of journals which is statistically significant in some cases. 
California and top European departments
Much has been said about the excellence of the US academic system. How do the best European can compare to the California ones? The US and the Californian academic systems are very heterogenous. There are 52 economic departments in California, but only 37 were visible in the JEL database, while only 31 (60%) had at least one author above the minimum productivity level z. Finally, we found only 18 departments (35%) which more than 10 productive authors . This visibility is in percentage comparable to that of Europe on average, but lower than that of the UK, the Netherlands and Belgium. We should note however that there used to be in California a clear distinction between departments promoting research where the teaching load is small and departments not promoting research where the teaching load is three time that of the former institutions. This distinction is slightly less important nowadays as some members of the latter institutions do have a research activity with a visible output.
Using the full list of journals
We have selected the top economics department of each European country, adding the European University Institute for Italy, Oxford and Cambridge for the UK and Stockholm U for Sweden. We now match this list with the top Californian departments. 
Using the list of top journals
When we adopt the short list of journals to rank departments, the ranking of Californian departments mainly does not change, but six European departments fall down in this ranking (LSE, Oxford, Cambridge, Stockholm School, Athens and Dublin) . This is a clear illustration of what we have found before, that Californian authors publish in better journals than their European colleagues. 
Conclusion
We have managed to obtain a ranking of European economics departments and to compare the top European departments to Californian departments. We showed that the reference set of journals may have a crucial influence on the obtained ranking. But the criterion used for ranking may also change the ranking a lot. We have shown that the production of a department can be seen as the outcome of a random variable characterised by a mean and a standard deviation. Consequently the ranking we have produced must be seen as one particular realisation of a set of random variables and departments having slightly different total scores can nevertheless be considered as statistically equivalent.
The fact that some departments are better than others is the fruit of particular educational policies, which may have been adopted a very long time ago. Sometimes, it may also be the fruit of recent events or decisions (the German reunification for instance). Educational systems have different organisations. Some countries have developed separate research institutions of various importance. In Belgium, FNRS is rather small and mainly distributes funds. In France, CNRS plays a major role and employs 11 000 full time researchers (200 in economics). Germany has the Max Plank Institutes, Italy the "Consiglio Nazionale delle Ricerche" or CNR, England the "Economics and Social Research Council" or ESRC which distributes funds. Spain has the CSIC which employs full time researchers mainly in Madrid and in Barcelona where is located the Institute of Economic Analysis. Some countries organise promotion and department funding on the basis of publications: Netherlands, the UK and more recently Spain. In most countries, academics get an immediate tenure. In California and the UK, academics get their tenure after a rather long time. Wages are fixed in some countries or negotiated in others. All these principles of organisation do have an impact on the output performance of the academic system. We plan to answer this type of question in future work. 
Appendix: Journal ranking
