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A SECOND ORDER EQUATION FOR SCHRO¨DINGER BRIDGES WITH
APPLICATIONS TO THE HOT GAS EXPERIMENT AND ENTROPIC
TRANSPORTATION COST
GIOVANNI CONFORTI
ABSTRACT. The Schro¨dinger problem is obtained by replacing the mean square distance
with the relative entropy in the Monge-Kantorovich problem. It was first addressed by
Schro¨dinger as the problem of describing the most likely evolution of a large number
of Brownian particles conditioned to reach an “unexpected configuration”. Its optimal
value, the entropic transportation cost, and its optimal solution, the Schro¨dinger bridge,
stand as the natural probabilistic counterparts to the transportation cost and displace-
ment interpolation. Moreover, they provide a natural way of lifting from the point to
the measure setting the concept of Brownian bridge. In this article, we prove that the
Schro¨dinger bridge solves a second order equation in the Riemannian structure of opti-
mal transport. Roughly speaking, the equation says that its acceleration is the gradient
of the Fisher information. Using this result, we obtain a fine quantitative description of
the dynamics, and a new functional inequality for the entropic transportation cost, that
generalize Talagrand’s transportation inequality. Finally, we study the convexity of the
Fisher information along Schro¨digner bridges, under the hypothesis that the associated
reciprocal characteristic is convex. The techniques developed in this article are also well
suited to study the Feynman-Kac penalisations of Brownian motion.
1. INTRODUCTION AND STATEMENT OF THE MAIN RESULTS
The Schro¨dinger problem (SP) is the problem of finding the best approximation in the
relative entropy sense of a stationary dynamics P under constraints on the marginal
laws. It originates from the early works [49, 48] and is now an active field of research
with ties to many others. Without being exhaustive, we mention [20, 21, 6, 17, 18] for
connections with large deviations and [16, 40, 5, 31, 23, 7, 57, 26] for the relations with
optimal transport and stochastic control. In [29, 30, 37, 53, 15, 58] Schro¨dinger bridges
are used to develop Euclidean Quantum Mechanics (EQM) and second order calculus
for diffusions, while in the article [36] they are employed to construct interpolations
between probability measures on discrete spaces. We refer to [8, 9, 22, 50, 38] for ap-
plications in engineering, economics and graphics. In this article we prove that the
Schro¨dinger bridge Qˆ, i.e. the solution to SP, solves a second order differential equation
in the Riemannian structure of optimal transport and obtain quantitative results for its
dynamics. In particular, since the evolution of the empirical measure of N Brownian
particles whose initial and final configurations are known is described in the limit for
N → +∞ by a Schro¨dinger bridge, our results bring answers to the basic question (see
also section 1.1 )
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Q Suppose you observe the configuration at times t = 0, 1 of N  1 indepen-
dent Brownian particles. How well does their configuration at time t ∈ (0, 1)
resemble the equilibrium configuration?
Moreover, we shall establish a new connection between the so called reciprocal char-
acteristics associated with a potential, and the convexity of the Fisher information along
Schro¨dinger bridges. Although the main objective of this paper is to understand the dy-
namics of Schro¨dinger bridges from a probabilistic viewpoint, our results can be seen
as “stochastic” generalizations of well known results of optimal transport, such as Ta-
lagrand’s inequality and displacement convexity of the entropy. Indeed, these classical
results can be recovered through a small noise argument.
Organization of the paper. The paper is organized as follows: in section 1 we state
the results; in section 2 we recall some notions of second order calculus in Wasserstein
space, and in section 3 we provide proofs. Some technical lemmas are in the Appendix.
1.1. The Schro¨dinger problem. In this subsection we give an introduction to SP and
collect some useful facts. To formulate SP, let Ω be the space of continuous paths over
the time interval [0, 1] with values in a smooth complete connected Riemannian Man-
ifold (M, g) without boundary. We consider the law P on Ω of the only stationary
Markov measure1 for the generator
L = σ
(1
2
∆−∇U · ∇
)
,
where σ is a positive constant, ∆ the Laplace-Beltrami operator and U a smooth Lip-
schitz potential. The Schro¨dinger problem is the problem of finding the best approx-
imation of P in the relative entropy sense in the set of probabilities with prescribed
marginals µ, ν at times t = 0, 1.
(SPd) minH (Q|P) Q ∈ P(Ω) , X0#Q = µ,X1#Q = ν,
where P(Ω) is the space of probabilities over Ω, Xt(ω) = ωt is the canonical projection
map, # the push-forward andH (·|P) the relative entropy functional. We refer to this
formulation as the dynamic formulation. The optimal measure Qˆ is the Schro¨dinger bridge
SB(L , µ, ν) between µ and ν. The static formulation is obtained by projecting onto the
endpoint marginals.
(SP) minH (pi|(X0, X1)#P), pi ∈ Π(µ, ν),
where Π(µ, ν) is the set of couplings of µ and ν. We call the optimal value T σU (µ, ν) of
SPd the entropic transportation cost. It is known [32, Prop. 2.4] that an optimal solution Qˆ
of SPd exists whenever T σU (µ, ν) < +∞ and that the two formulations are equivalent,
see [20]: the Schro¨dinger bridge Qˆ is obtained lifting the optimal coupling pˆi of SP to
path space by mean of bridges. We have
(1) Qˆ(·) =
∫
M×M
Pxy(·)pˆi(dx dy),
1Pmay not be a probability measure, but an infinite measure. This won’t be a problem as long asQ is
a probability measure. The note [34] takes care of this issue in detail.
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wherePxy is the xy bridge ofP ([32] for details). Using this decompositon, one can show
that T σU (µ, ν) is also the optimal value of SP, and therefore that the optimal values of
SPd and SP coincide.
The fg representation of the optimal solution. It has been shown at [32, Th 2.8] that, under
some mild assumptions on µ, ν and P, there exist two measurable functions f, g : M →
R≥0 such that EP(f(X0)g(X1)) = 1 and the SB takes the form
(2) Qˆ = f(X0)g(X1)P.
f, g are found by solving the Schro¨dinger system, see [32],[47]. In the rest of the article
we will often deal with the functions ft, gt defined for t ∈ [0, 1], by
(3) ft(x) := EP[f(X0)|Xt = x], gt(x) := EP[g(X1)|Xt = x].
The following “hot gas experiment” provides an heuristic motivation for the formu-
lation of SP, and helps building intuition.
Hot gas experiment. At time t = 0 we are given N independent particles (Xit)t≤1,i≤N
whose configuration µ is
µ :=
1
N
N∑
i=1
δXi0
.
We then let the particles travel independently following the Langevin dynamics forL
and look at their configuration ν at t = 1,
ν :=
1
N
N∑
i=1
δXi1
.
If the Langevin dynamics has good ergodic properties and N is very large, one expects
ν to be very close to the solution at time 1 of the Fokker-Planck equation associated
with the generator L and the initial datum µ. However, although very unlikely, it is
still possible to observe an unexpected configuration2 . Schro¨dinger’s question is to find
the most likely evolution of the particle system conditionally on the fact that such a
rare event happened. Letting N → +∞ and using Sanov’s Theorem, this question can
rigorously be formulated as SPd (see also [32, sec.6]). The Schro¨dinger problem can be
viewed as a stochastic counterpart to the “lazy gas experiment” of optimal transport
[54, Ch. 16]. Indeed
• Particles choose their final destination minimizing the relative entropy instead
of the mean square distance.
• Particles travel along Brownian bridges instead of geodesics, see (1).
We refer to [35, sec. 6] for an extensive treatment of this analogy. Quite remarkably, the
description of the hot gas experiment we gave is very similar to the original formulation
of the problem that Schro¨dinger proposed back in 1932, (see [49]) when the modern
tools of probability theory were not available.
2Schro¨dinger writes in [49] “un e´cart spontane´ et considerable par rapport a` cette uniformite´”
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1.2. An equation for the Schro¨dinger bridge. The first result of this article is that the
marginal flow (µt) of SB(L , µ, ν) solves a second order differential equation, when
viewed as a curve in the space P2(M) of probability measures with finite second mo-
ment endowed with the Riemannian-like structure of optimal transport, [42, 51, 39].
Let us, for the moment, provide the minimal notions to state the result; we postpone to
Section 2 a summary based on [2, 25] of second order calculus in P2(M). As said, we
view (µt) as a curve in a kind of Riemannian manifold. Therefore, provided it is regular
enough, we can speak of its velocity and acceleration. If (µt) is a regular curve (Def.2.1),
starting from the continuity equation
∂tµt +∇ · (µtvt) = 0,
one can define a Borel family of vector fields, which is the velocity field of (µt). Fur-
thermore, if vt is absolutely continuous along (µt) (Def 2.5) we can compute its covariant
derivative (Def. 2.7) Ddtvt, which plays the role of the acceleration of (µt). We consider
the Fisher information functional IU on P2(M)
(4) IU (µ) =
{∫
M |∇(logµ+ 2U)|2dµ if µ vol
+∞ otherwise
In the definition above, and in the rest of the paper we make no distinction between a
measure µ and its Radon-Nykodym density dµdvol w.r.t. the volume measure vol on M .
Moreover, if v is a vector field on M , we abbreviate |v(z)|TzM with |v|. In Definition
2.8 we provide the definition of gradient of a functional over P2(M). According to this
notion, the gradient of IU is the vector field
(5) ∇WIU (µ) := ∇
(
− |∇ logµ|2 − 2∆ logµ+ 8U
)
, where U =
1
2
(|∇U |2 −∆U).
The content of the next Theorem is that under some suitable regularity assumptions,
the acceleration of (µt) is∇WIU (µt).
Assumptions 1.1. M,U, µ, ν satisfy one of the following
(A) M is compact, U ∈ C∞(M),HU (µ),HU (ν) < +∞.
(B) M = Rd, U(z) = α2 |z|2 for some α > 0, µ, ν  vol have compact support and bounded
density against vol.
Theorem 1.2. Let M,U, µ, ν be such that Assumption 1.1 holds. Then the marginal flow (µt)
of SB(L , µ, ν) is a regular curve and its velocity field (vt) is absolutely continuous. Moreover,
(µt) satisfies the equation
(6) ∀ 0 < t < 1, D
dt
vt =
σ2
8
∇WIU (µt),
where Ddtvt is the covariant derivative of (vt) along (µt).
Assumption 1.1 essentially says that eitherM is compact orP is a stationary Ornstein-
Uhlenbeck process on Rd. We impose this strong assumptions because we do not want
to assume any regularity on the solution to SPd, but only on the data of the problem. If
we accept to do so, Assumption 1.1 can be dropped.
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Theorem 1.3. Assume that the dual representation (2) of SB(L , µ, ν) holds, that the marginal
flow (µt) is such that
(7) ∀ ε ∈ (0, 1) sup
t∈[ε,1−ε]
|∇WIU (µt)|L2µt < +∞,
and that ft, gt are such that for all ε ∈ (0, 1)
(8) sup
t∈[ε,1−ε]
|∇(log gt − log ft)|L2µt < +∞, supt∈[ε,1−ε]
x∈M
|Hessx(log gt − log ft)|op < +∞.
Then the marginal flow (µt) is a regular curve and its velocity field (vt) is absolutely continuous.
Moreover, (µt) satisfies the equation
(9) ∀ 0 < t < 1, D
dt
vt =
σ2
8
∇WIU (µt),
where Ddtvt is the covariant derivative of (vt) along (µt).
After some manipulations, it is possible to reinterpret the fluid dynamic formulations
of SPd obtained in [23] and [7] as variational problems in the Riemannian manifold of
optimal transport: equation (9) is then the associated Euler-Lagrange equation. Thus,
in principle we could link (9) with the theory of Hamiltonian system in P2(M), see
[1]. However, our proof is based on probabilistic arguments, and does not use that
framework. By changing the sign in the right hand side of (6), one gets a nice connection
with the Schro¨dinger equation, see [55, 10]. The gradient flow of the Fisher information
has been studied in [24] as a model for the quantum drift diffusion. Using the hot gas
experiment, we can give an heuristic for equation (6) to hold. The marginal flow (µt)
of SB models the empirical measure of a particle system which minimizes the relative
entropy on path space while going from µ to ν. Therefore, if there was no constraint on
the final end point, (µt) would be the gradient flow of the marginal entropy started at µ
(10) vt = −σ
2
∇WHU (µt), µ0 = µ,
where vt is the velocity field of µt andHU the relative entropy on P2(M):
(11) HU (µ) =
{∫
M (logµ+ 2U)dµ if µ vol
+∞ otherwise
If we differentiate once more this relation to be allowed to impose the terminal condi-
tion, we formally obtain
D
dt
vt
(10)
= −σ
2
D
dt
∇WHU (µt)
= −σ
2
HessWµtHU (vt)
(10)
=
σ2
4
HessWµtHU (∇WHU )
=
σ2
8
∇WIU (µt),
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where to get the last equation we used the fact that the Fisher information is the
squared norm of the gradient of the entropy,
IU (µ) = |∇WHU (µ)|2L2µ .
Theorem 1.2 gives an answer to the problem of determining what second order equa-
tion should the bridge of a diffusion satisfy. Other authors (see e.g. [29, 30, 15, 53, 58])
have proven results in this direction. In this respect, equation (6) has some nice fea-
tures. The first one is that the acceleration we consider here is a “true” acceleration, in
the sense that it can be constructed as the covariant derivative associated with a Rie-
mannian structure. Moreover, as we shall see in Theorem 1.4, using the Riemannian
formalism we can obtain quantitative results for the dynamics of Schro¨dinger bridges.
The following kind of conservation law is also immediately derived: it can be compared
with similar results obtained in the above mentioned articles.
Corollary 1.1. If either Theorem 1.2 or Theorem 1.3 holds, there exists a finite constant c(µ, ν)
such that
(12) ∀ 0 < t < 1, 1
σ2
|vt|2Tµt −
1
4
IU (µt) = c(µ, ν),
where | · |Tµt = | · |L2µt is the norm taken in the tangent space at µt (see section 2.3 for details).
1.3. Quantitative results for Schro¨dinger bridges. Going back once more to the hot
gas experiment is useful to give a qualitative description of the dynamics of SB. Indeed,
the marginal flow (µt) is the empirical measure of a particle system that, at the same
time
• has to minimize entropy: this means that particles are willing to arrange ac-
cording to the equilibrium configuration for the Langevin dynamics, which we
denote m (recall that dm = exp(−2U)dvol).
• has to reach an unexpected final configuration ν, which looks very different from
m.
Thus, we expect the dynamics to be divided into two phases. In the first one, entropy
minimization dominates and µt relaxes towards m. In the second phase, the necessity
to attain the configuration ν at t = 1 prevails: particles start arranging according to ν
and (µt) drifts away from m. From this sketch, it is clear that Q is the crucial question
to address when studying the dynamics of Schro¨dinger bridges. Our answer is in the
following Theorem, where we show that the Bakry E´mery condition is equivalent to an
upper bound for the relative entropy of µt w.r.t. m, under the additional assumption
that M is compact. The proofs we present are also formally correct in the non compact
case, and we expect the compactness assumption not to be necessary. We make use of
it to justify some integration by parts under m.
Theorem 1.4. Let M be compact andL = 12∆−∇U · ∇. The following are equivalent:
(i) The Bakry E´mery condition
(13) ∀x ∈M, Ricx + 2Hessx U ≥ λ id
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(ii) For any µ, ν such that HU (µ),HU (ν) < +∞ and any σ > 0, the marginal flow of
SB(µ, ν, σL ) is such that
∀t ∈ [0, 1] HU (µt) ≤ 1− exp(−σλ(1− t))
1− exp(−σλ) HU (µ) +
1− exp(−σλt)
1− exp(−σλ) HU (ν)
−cosh(
σλ
2 )− cosh(−σλ(t− 12))
sinh(σλ2 )
T σU (µ, ν).(14)
Remark 1.1. A simple case when our proof works beyond compactness is when Assumption
1.1 (B) holds, i.e. when P is a stationary Ornstein Uhlenbeck process.
In the article [35] the author proves a representation of the first and second derivative
of the entropy along SBs using the operators Γ and Γ2. From this, he deduces that the
entropy is convex under the condition (13). However, no quantitative estimate such as
(14) is proven there. Having equation (6) at hand, we can give a geometric interpreta-
tion to the results of [35], turn them into quantitative estimates and gives some answers
to the questions raised there. We shall give a first “geometric” proof of (i) ⇒ (ii) at
Theorem 1.4, and then a second proof based on Γ-calculus, which follows the blueprint
of the first proof.
Remark 1.2. Since the functions 1−exp(−σλ(1−t))1−exp(−σλt) and
1−exp(−σλt)
1−exp(−σλt) are increasing in λ and only
the term involving T σU (µ, ν) is decreasing, one might think that the bound (14) could get worse
by increasing λ. This is false because of how T σU (µ, ν) depends on the marginal entropies. It can
be read off the proof of Theorem 1.4 that for any µ, ν fixed the right hand side of (14) is strictly
decreasing in λ.
1.4. A functional inequality for the entropic transportation cost. Setting t = 12 in (14),
we obtain
Corollary 1.2. Let M be compact and (13) hold for some λ > 0. Then, for any µ, ν ∈ P(M)
and σ > 0
(15) T σU (µ, ν) ≤
1
1− exp(−σλ2 )
(HU (µ) +HU (ν)).
To interpret this inequality, recall that if Qˆ is the Schro¨dinger bridge between µ and
ν then
H (Qˆ|P) = T σU (µ, ν).
The bound (15) tells that the entropic cost is at most linear in the marginal entropies
with a constant that improves with curvature. Since T σU (µ, ν) is a relative entropy on
path space, (15) may as well be seen as a partial converse to the fact that joint entropies
dominate marginal entropies. Such bound may be of particular interest in practice.
Indeed, it is a very hard task to compute T σU (µ, ν). However, HU (µ),HU (ν) can be
computed directly from the data of the problem. With some simple computation we
also derive from Theorem 1.4 the following Corollary.
Corollary 1.3. Let M be compact and (13) hold for some λ > 0. Then, for any µ ∈ P(M) and
σ > 0
(16) HU (µ) ≤ T σU (µ,m) ≤
1
1− exp(−σλ)HU (µ).
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FIGURE 1. IfM = R,L = 12∆−x ·∇, thenP is a stationary OU process and the
condition (13) holds with λ = 1. In blue, we plot the corresponding bound (14)
for σ = 1. We chose µ = ν to be a Gaussian law with mean zero and variance
0.25. The entropic cost turns out to be around 0.6841. In green the same bound
forL = 12∆− 2x · ∇. In this case λ = 2, and the bound is thus stronger.
We shall see in the next section how (16) is connected with Talagrand’s inequality. Let
us remark here that the entropic transportation cost falls into the class of generalized
costs considered in [27].
1.5. Small noise limits and relations with classical optimal transport. In this section
we “slow down” Brownian motion, i.e. consider the generator
L ε =
ε
2
∆,
assuming for simplicity that U = 0. Because of this choice, HU is equal to the relative
entropy against the volume measure, which we abbreviate with H . Our aim is to
provide an heuristic showing that the bounds obtained above are consistent with the
classical results of optimal transport. We will make this argument rigorous in the proof
of Theorem 1.4. In particular, we shall see how the convexity of the entropy along
displacement interpolations is the small noise limit of the estimate (14), and Talagrand’s
transportation inequality (see [52], [43]) is the small noise limit of (16). Let (13) hold and
(µεt ) be the marginal flow of SB(µ, ν,L ε); the bound 1.4 says that
H (µεt ) ≤
1− exp(−ελ(1− t))
1− exp(−ελ) H (µ) +
1− exp(−ελt)
1− exp(−ελ) H (ν)
−cosh(
ελ
2 )− cosh(−ελ(t− 12))
sinh( ελ2 )
T εH (µ, ν),(17)
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Moreover, Corollary 1.3 is
(18) ∀µ ∈ P(M), T ε(µ,m) ≤ 1
1− exp(−λε)H (µ).
In the articles [40, 31, 26] connections between the Schro¨dinger problem and the Monge
Kantorovich problem were established. In particular, in [31, Th 3.6] a Γ-convergence
result for the “small noise” Schro¨dinger problem towards the Benamou-Brenier formu-
lation of the Monge Kantorovich problem is proven. Roughly speaking, this implies
that
(µεt )→ (µ0t ), εT ε(µ, ν)→
1
2
W 22 (µ, ν),
where (µ0t ) is the displacement interpolation between µ and ν. Using these results, and
letting ε → 0 in (17), one recovers the convexity of the entropy along displacement
interpolations, whereas in (18) one recovers Talagrand’s inequality.
1.6. Reciprocal characteristics and Fisher information.
Reciprocal characteristics. In this section we take M = Rd, σ = 1. P is then the stationary
Langevin dynamics for the generator
L =
1
2
∆−∇U · ∇ .
The aim of this section is to point out some connections between convexity of the recip-
rocal characteristic and convexity of the Fisher information along SBs. Let us recall the
definition of reciprocal characteristic associated with a smooth potential U : it is the vector
field∇U , where we recall that
U (x) :=
1
2
|∇U |2(x)− 1
2
∆U(x).
In [29, 11] it is shown how the reciprocal characteristic is an invariant for the family
of bridges of the Langevin dynamics, and, more generally, for the associated reciprocal
processes. We refer to the survey [33] and the articles [30, 44, 45, 13] for more information
about reciprocal processes and reciprocal characteristics. In Theorem 1.3 the reciprocal
characteristic appears as one of the terms expressing the acceleration of a Schro¨dinger
bridge. In the recent work [14], a number of quantitative results about the bridges of the
Langevin dynamics were obtained, under the hypothesis that U is uniformly convex.
In particular at Theorem 1.1, an equivalence between α2 convexity ofU , the possibility
of constructing certain couplings for bridges with different endpoints, and a gradient
estimate along the bridge semigroup is proven. We want to add one more motive of
interest for the case when U is convex showing that it implies lower bounds for the
second derivative of the modified Fisher information along SBs.
Convexity of the Fisher information. If U is convex, we are able to show that t 7→ IU (µt)
is convex, provided some technical assumptions hold and the optimal coupling pˆi of SP
is a log-concave measure. In the next Theorem, since we are in the flat case, we prefer
to write Dv · w instead of∇wv for the derivatives of vector fields.
Theorem 1.5. Let U, µ, ν be such that
(i) The hypothesis of Theorem 1.3 are satisfied.
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(ii) The vector field
∂t∇WIU (µt) +D∇WIU (µt) · vt
is bounded in L2µt uniformly in t ∈ [0, 1].
(iii) If we define At, Bt by
At(x) := sup
1≤k≤4
i1..ik∈Rd
|∂xik ..∂xi1 logµt(x)|, Bt(x) := sup
1≤k≤4
1≤j≤d
i1..ik∈Rd
|∂xik ..∂xi1v
j
t (x)|,
then
sup
t∈[0,1]
∫
Rd
(AtBt)
2( max
1≤i≤d
|∂iµt|+ µt)dvol < +∞.
(iv) The optimal coupling pˆi in SP is log-concave.
(v) U is α2 convex.
Then t 7→ IU (µt) is convex. Moreover, we have the following bound:
(19) ∂ttIU (µt) ≥ 8α2|vt|2Tµt +
1
8
|∇WIU (µt)|2Tµt .
A simple example to which the Theorem can be applied is when P is a stationary
Ornstein Uhlenbeck process and µ, ν are Gaussian laws. Concerning the assumptions of
the Theorem, we believe that (iii) could be largely weakened , and that the assumption
that pˆi is log concave cannot be significantly weakened. Indeed, the key argument in the
proof of Theorem 1.5 is to identify the log concave measures as “convexity points” for
the Fisher information functional I (corresponding to the case U = 0). Let us explain
this. In Lemma 3.10 we prove that 3
〈D
dt
∇WI (µt), vt〉Tµt = 2
∫
|Dvt · ∇ logµt +∇div(vt)|2dµt
− 4
∫ d∑
k,j=1
(Dvt ·Dvt)kj∂kj logµtdµt.(20)
Schur’s product theorem [28, Th 7.5.3] makes sure that if −Hess logµt is positive def-
inite then
∑d
k,j=1(Dvt · Dvt)kj∂kj logµt > 0. Since 〈Ddt∇WI (µt), vt〉Tµt morally stands
for 〈HessWµt (vt), vt〉Tµt , equation (20) indicates that log-concave measures are convexity
points for I . The same formula suggests that the Fisher information is not a convex
function in general. For the modified Fisher information IU we get
〈D
dt
∇WIU (µt), vt〉Tµt = 2
∫
|Dvt · ∇ logµt +∇div(vt)|2dµt
− 4
∫ d∑
k,j=1
(Dvt ·Dvt)kj∂kj logµtdµt(21)
+ 8
∫
〈vt,HessU · vt〉dµt.(22)
3We recall that (vt) is the velocity field of (µt), 〈·, ·〉Tµt is the inner product in L2µt and Ddt the covariant
derivative. We also denote Dvt the Jacobian matrix of vt. Finally, we abbreviate ∂xi with ∂i, and adopt the
same convention for higher-order derivatives.
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This formula clearly indicates that the convexity of U contributes to the convexity of
IU .
Remark 1.3. If we reintroduce the dependence on σ in Theorem 1.5 the analog of (19) is
∂ttIU (µt) ≥ 8α2|vt|2Tµt +
σ2
8
|∇WIU (µt)|2Tµt .
Letting σ → 0 and using the convergence of the SB towards the displacement interpolation, it
is natural to guess that the modified Fisher information is convex along a geodesic (µt) provided
µt is log concave for all t. At the moment of writing, we have no rigorous proof of this.
1.7. Feynman-Kac penalisation of Brownian motion. In this section, the setting is
M = Rd,σ = 1, U = 0. We look at a family of stochastic processes called Feynman-Kac
penalisations of Brownian motion, see the monograph [46]. If P is the stationary Brow-
nian motionon Rd (which is not a probability measure), a Feynman-Kac penalisation Q
[46, Ch. 2] is a probability measure on Ω which can be written as
dQ =
1
Z
f(X0) exp(−
∫ 1
0
K(Xs)ds)dP,
where K is a smooth lower bounded potential, f a positive integrable function and Z a
normalization constant. As before, for any t ∈ [0, 1] we define the functions
ft(x) = EP
[
f(X0) exp(−
∫ t
0
K(Xs)ds)
∣∣Xt = x],(23)
gt(x) = EP
[
exp(−
∫ 1
t
K(Xs)ds)
∣∣Xt = x].
We will also consider the energy functional EK defined as
(24) EK(µ) =
∫
M
Kdµ.
Theorem 1.6. Assume that the marginal flow (µt) of Q is such that
(25) ∀ε ∈ (0, 1) sup
t∈[ε,1−ε]
|∇WI (µt) + EK(µt)|L2(µt) < +∞
and ft, gt are such that for all ε ∈ (0, 1)
(26) sup
t∈[ε,1−ε]
|∇(log gt − log ft)|L2µt < +∞, supt∈[ε,1−ε]
x∈M
|Hessx(log gt − log ft)|op < +∞.
Then the marginal flow (µt) is a regular curve and its velocity field (vt) is absolutely continuous.
Moreover, (µt) satisfies the equation
D
dt
vt = ∇W(1
8
I + EK)(µt),
where Ddtvt is the covariant derivative of (vt) along (µt).
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2. THE RIEMANNIAN STRUCTURE OF OPTIMAL TRANSPORT
2.1. Preliminaries and notation. We consider a smooth Riemannian Manifold (M, g)
which is complete, connected, closed, without boundary, and of finite dimension. We
denote the Levi-Civita connection of (M, g) by ∇. For any ε ∈ (0, 1), we define Dε :=
[ε, 1− ε]×M and let C∞ be the space of smooth functions on M . C+∞, Cb∞ ⊆ C∞ are the
subset of positive function and the subset of bounded functions whose derivatives are
all bounded. We also set Cb,+∞ := Cb∞ ∩ C+∞. Finally Cc∞ ⊆ C∞ is the subset of compactly
supported functions and Cc,+∞ := Cc∞ ∩ C+∞. The definition of C∞, Cb∞, Cc∞ naturally ex-
tends to vector fields overM , to functions whose domain is [0, 1]×M instead ofM , and
to families of vector fields over M indexed by time. We call P2(M) the space of prob-
ability measures on M admitting second moment. The Wasserstein distance W2(µ, ν)
between µ, ν ∈ P2(M) is given by
W 22 (µ, ν) := inf
pi∈Π(µ,ν)
∫
M2
dM (x, y)pi(dxdy),
where dM is the Riemannian distance on M . In the rest of the paper, curves are always
defined on the time interval [0, 1], unless otherwise stated. In this section, we shall
describe a kind of Riemannian structure on P2(M) associated with W2(·, ·). We do not
prove new results and simply extract definitons and results from [2] and [25], to which
we refer for the proofs.
2.2. Geodesics, Velocity fields. Recall that if (xt) is a curve in a generic metric space
(X , d), we say that it is absolutely continuous over [ε, 1 − ε] provided that for some inte-
grable function f
∀ε ≤ r < s ≤ 1− ε d(xr, xs) ≤
∫ s
r
f(t)dt.
In all what follows, we will write ”absolutely continuous curve” and mean ”absolutely
continuous over [ε, 1 − ε] for all ε ∈ (0, 1) ”. A curve is a constant speed geodesic if and
only if
∀s, t ∈ [0, 1] d(xs, xt) = |t− s|d(x0, x1).
(X , d) is said to be a geodesic space provided that for any pair of points there exist a con-
stant speed geodesic connecting them. It turns out that ([2, Th 2.10]) (P2(M),W2(·, ·))
is a geodesic space. If (µt) is an absolutely continuous curve on (P2(M),W2(·, ·)) then
one can show ([2, Th. 2.29]) that there exists a Borel family of vector fields (vt) such that
the continuity equation
(27) ∂tµt +∇ · (µtvt) = 0
holds in the sense of distributions. Moreover, it can be shown that there exists a unique
up to a negligible set of times family of vector fields (vt) satisfying (27) and such that
vt ∈ {∇ϕ,ϕ ∈ Cc∞}
L2µt t− a.e. .
We call this the velocity field of (µt). Conversely, if (vt) is a Borel family of vector fields
satisfying (27) such that ∀ε ∈ (0, 1) ∫ 1−εε |vt|L2µtdt < +∞ and vt ∈ {∇ϕ,ϕ ∈ Cc∞ }L2µt t −
a.e., then (µt) is absolutely continuous and vt is its velocity field.
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2.3. Tangent space and Riemannian metric. The tangent space at µ ∈ P2(M) is gener-
ated by the “space of directions”
Geodµ = {const. speed geodesics starting from µ defined on some interval [0, T ]}/ ≈
where (µt) ≈ (µ′t) provided they coincide on some right neighborhood of 0. We equip
Geodµ with the distance
D((µt), (µ
′
t)) = lim
t↓0
1
t
W2(µt, µ
′
t).
The Tangent space Tµ is defined as the completion of Geodµ w.r.t. D. The tangent space
can be nicely described using the completion in L2µ of the “space of gradients ” by
considering the map ιµ
ιµ :
(
{∇ϕ,ϕ ∈ Cc∞}
L2µ , dL2µ
)
→ (Tµ, D), ιµ∇ϕ 7→ (µϕt ),
where (µϕt ) is the unique (modulo ≈) constant speed geodesic originating from µ and
such that v0 = ∇ϕ. If µ is a regular measure in the sense of [2, Def 1.25], then ιµ can be
extended to a bijective isometry. Therefore, Tµ inherits the inner product 〈., .〉Tµ from
that of L2µ
〈ιµ∇ϕ, ιµ∇ψ〉Tµ := 〈∇ϕ,∇ψ〉L2µ .
For this reason, in what follows we make no distinction between the elements of the
two different spaces, and write 〈∇ϕ,∇ψ〉Tµ instead of 〈ιµ∇ϕ, ιµ∇ψ〉Tµ . Similarly, we
write |∇ϕ|Tµ instead of |ιµ∇ϕ|Tµ .
The Benamou-Brenier formula4 [4] shows how the metric we have just introduced is
morally the Riemannian metric for (P2(M),W2(·, ·)). Indeed it says that
W 22 (µ, ν) = infµt,vt
∫ 1
0
|vt|2Tµtdt,
where (µt) varies in the set of absolutely continuous curves joining µ and ν and (vt) is
the velocity field of (µt).
2.4. Regular curves and flow maps. We give the definition of regular curve following
closely [25, Def. 2.8], the only difference being that we define regularity over [ε, 1 − ε]
for ε ∈ (0, 1), instead of looking at [0, 1].
Definition 2.1. For ε ∈ (0, 1), an absolutely continuous curve (µt) is regular over [ε, 1 − ε]
provided
(28)
∫ 1−ε
ε
|vt|2Tµtdt < +∞
and
(29)
∫ 1−ε
ε
L(vt)dt < +∞,
4In the original result of Benamou and Brenier vt is not the velocity field of (µt), but just an arbitrary
weak solution to the continuity equation. However, it is easy to see that the representation formula for the
Wasserstein distance remains true if we restrict the minimization to the couples (µt, vt) such that (vt) is
the velocity field of (µt).
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where for a smooth vector field ξ, L(ξ) is defined as
L(ξ) = sup
x∈M
w:|w|=1
|∇wξ(x)|.
For non smooth vector fields, the general definition of L can be found at [25, Def
2.1]; in this article we will only be concerned with the smooth case. In all what follows,
by regular curve we mean “regular over [ε, 1 − ε] for all ε ∈ (0, 1)”. If (µt) is a regular
curve and (vt) its velocity field, there exists a unique family of maps, called flow maps,
T(t, s, ·) : suppµt → suppµs such that for any ε ∈ (0, 1), t ∈ (0, 1), x ∈ suppµt the curve
s 7→ T(t, s, x) is absolutely continuous over (ε, 1− ε) and satisfies
(30)
{
d
dsT(t, s, x) = vs(T(t, s, x)) a.e. s ∈ (ε, 1− ε),
T(t, t, x) = x.
The flow maps enjoy the following properties:
(31) T(r, s, ·) ◦T(t, r, ·) = T(t, s, ·), T(t, s, ·)#µt = µs.
2.5. The maps (τx)ts and τ ts(u). These maps are needed to define the covariant deriva-
tive. The following are Definition 2.9 and 2.12 in [25].
Definition 2.2. Let (µt) be a regular curve and T(t, s, ·) its flow maps. Given t, s ∈ [0, 1] and
x ∈ suppµt, we let (τx)ts : TT(t,s,x)M → TxM be the map which associate to v ∈ TT(t,s,x)M
its parallel transport along the absolutely continuous curve r 7→ T(t, r, x) from r = s to r = t.
The map (τx)ts is used to translate vectors along regular curves in M . In the next def-
inition we shall see how the maps τ ts do the same for vector fields along regular curves
in P2(M). It should be stressed that the next definition is not the parallel transport.
Indeed, in general, τ ts(u) may not be in Tµt .
Definition 2.3. Let (µt) be a regular curve, T(t, s, ·) its flow maps and u a vector field in L2µs .
Then τ ts(u) is the vector field in L2µt defined by
τ ts(u)(x) = (τx)
t
s(u ◦T(t, s, x)).
The maps τ ts have similar properties to the flow maps: they enjoy the group property
(32) τ ts = τ
t
r ◦ τ rs .
Moreover τ ts is an isometry from L2µs to L
2
µt , i.e.
(33) ∀u ∈ L2µs ,
∫
M
|u|2dµs =
∫
M
|τ ts(u)|2dµt,
or equivalently
|u|Tµs = |τ ts(u)|Tµt .
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2.6. Vector fields along a curve.
Definition 2.4. A vector field along a curve (µt) is a Borel map (t, x) 7→ ut(x) ∈ TxM such
that ut ∈ L2µt for a.e. t. It will be denoted by (ut).
Observe that also non tangent vector fields are considered in this definition, i.e. ut
may not be a gradient. Here is the definition of absolutely continuous vector field along
a curve, see [25, Def. 3.2].
Definition 2.5. Let (ut) be a vector field along the regular curve (µt) and τ ts(u) be given by
Definition 2.3 . We say that (ut) is absolutely continuous over [ε, 1− ε] provided the map
t 7→ τ t0t (ut) ∈ L2µt0
is absolutely continuous in L2µt0 for all t0 ∈ [ε, 1− ε].
It can be seen that choice of t0 is irrelevant. One could then set t0 = ε in the definition
above. As before, by absolutely continuous vector field we mean “absolutely continuous
over [ε, 1− ε] for all ε ∈ (0, 1)”.
2.7. Total derivative and covariant derivative. We are ready to define the total deriva-
tive of an absolutely continuous vector field as in [25, Def 3.6]. Note that this is not yet
the covariant derivative.
Definition 2.6. Let (ut) be an absolutely continuous vector field along the regular curve (µt).
Its total derivative is defined as
(34)
d
dt
ut := lim
h→0
τ tt+h(ut+h)− ut
h
t− a.e.,
where the limit is intended in L2µt .
To define the covariant derivative, we consider the orthogonal projection Pµ : L2µ →
{∇ϕ,ϕ ∈ Cc∞}
L2µ . The following is [2, Def. 6.8] for the flat case. For the general case,
we refer to Definition 5.1 and discussion thereafter in [25].
Definition 2.7. Let (µt) be an absolutely continuous and tangent vector field along the regular
curve (µt). Its covariant derivative is defined as
D
dt
ut := Pµt(
d
dt
ut) t− a.e..
2.8. Levi-Civita connection. The covariant derivative just defined is the Levi-Civita
connection, in the sense that it satisfies the compatibility of the metric and torsion free
identity. The compatibility of the metric says that if (u1t ), (u2t ) are tangent absolutely
continuous vector fields along the regular curve (µt), then
(35) ∂t〈u1t , u2t 〉Tµt = 〈
D
dt
u1t , u
2
t 〉Tµt + 〈u1t ,
D
dt
u2t 〉Tµt .
For the torsion free identity, we refer to [2, Eq. (6.10)] and [25, Sec. 5.1].
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2.9. Gradient of a function. Here, we do not seek for a very general definition, but
rather give a customary one, well-adapted to our scopes, following [2, Eq 3.50]. In this
definition and in the rest of the paper by µ ∈ C+∞ we mean that µ vol and dµdvol ∈ C+∞.
Definition 2.8. Let µ ∈ C+∞. We say that F : P2(M) → R ∪ {±∞} is differentiable at µ if
there exists a vector field w ∈ Tµ such that for all ϕ ∈ Cc∞
(36) lim
h→0
F (µϕh)−F (µ)
h
= 〈w,∇ϕ〉Tµ ,
where µϕh is the constant speed geodesic (modulo ≈ ) such that µ0 = µ and v0 = ∇ϕ.
It follows from our definition that ifF is differentiable at µ, then there exists a unique
w fulfilling (36). We then call w the gradient of F at µ, and denote it ∇WF (µ). Let us
consider some functionals of interest. The gradient of the relative entropyHU is known
to be
(37) ∇WHU (µ) = ∇ logµ+ 2∇U,
provided∇ logµ+ 2∇U ∈ L2µ and µ is regular enough. Thus, using (4) we obtain that
(38) IU (µ) = |∇WHU |2Tµ .
The gradient of the modified Fisher information at µ is the vector field
(39) ∇WIU (µ) = ∇
(
− |∇ logµ|2 − 2∆ logµ+ 8U
)
,
provided the right hand side is in L2µ and µ regular enough (recall the definition of
U given at (5)). All these computations can be found in [55]. We shall derive the
expression (39) in the Appendix.
2.10. Convexity of the entropy. Recall that on a smooth finite dimensional Riemannian
manifold whose Levi-Civita connection is ∇, the Hessian of f at x applied to v ∈ TxM
is defined through (see e.g. [19, Ex. 11 , pg. 141])
Hessxf(v) = ∇v∇f(x) = D
dt
∇f(xt)|t=0,
where (xt) is any curve such that x0 = x, x˙0 = v. In this article we are only interested in
defining a kind of Hessian for the entropy functionalHU . Therefore, as we did before,
to simplify the definitions, we restrict to a very special setting.
Definition 2.9. LetM be compact. Consider a measure µ ∈ C+∞ and a vector field v ∈ Cb∞∩Tµ.
We define
HessWµ HU (v) =
D
dt
∇WHU (µt)
∣∣∣
t=0
,
where (µt) is any regular curve such that µ0 = µ, v0 = v and µt ∈ C+∞([0, ε] ×M) for some
ε > 0.
It is easy to see that this is a good definition in the sense that there is always one
curve fulfilling the requirements and the value of the Hessian does not depend on the
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specific choice of the curve. The well known convexity of the entropy [56] implies, in
particular, that under the assumption (13) we have
(40) ∀µ ∈ C+∞, v ∈ Cb∞ ∩Tµ, 〈HessWµ HU (v), v〉Tµ ≥ λ|v|2Tµ .
We shall give in the Appendix a formal proof of this fact, following [43].
3. PROOFS OF THE RESULTS
3.1. Proof of Theorems 1.2 and 1.3. This section is structured as follows: we first prove
some preparatory Lemmas (Lemma 3.1, 3.2, 3.3, 3.4). To prove these Lemmas, we rely
on the technical Lemmas 4.2 and 4.3, which we put in the Appendix. Finally, we prove
the two Theorems. In the proofs of the Lemmas and of the Theorems, we assume for
simplicity that σ = 1. There is no difficulty in extending the proof to the general case.
In the Lemmas 4.2 and 4.3 it is proven that if Assumption 1.1 holds, then the dual
representation (2) holds as well. Thus, we will take it for granted in the next Lemmas
and in the proof of the Theorem. In what follows, it is sometimes useful to use the
functions f˜t and g˜t defined by (recall the definition of ft, gt at (3))
(41) f˜t(x) := exp(−U(x))ft(x), g˜t(x) := exp(−U(x))gt(x),
The first Lemma is useful to identify the velocity field of (µt).
Lemma 3.1. Let Assumption 1.1 hold. If f, g are given by (2) and ft, gt by (3), then
∀ε ∈ (0, 1) sup
t∈[ε,1−ε]
∫
M
|∇ log gt −∇ log ft|2ftgtdm < +∞.
Proof. Assume that Assumption 1.1 (B) holds. Then using point (ii) of Lemma 4.2 we
see that there exist constants A,B such that
∀x ∈ Rd sup
t∈[ε,1−ε]
|∇ log gt −∇ log ft|2 ≤ A+B|x|2.
The conclusion then follows from the boundedness of ft, gt (see (i) in Lemma 4.2) and
the fact that m has Gaussian tails. If (A) holds, the conclusion follows directly from
Lemma 4.3. 
The next result is a representation for (µt) and its velocity field. It is a minor modi-
fication of the analogous results [23, Sec. 5] and [7, Sec. VI], which build on the notion
of current velocity of a Markov diffusion process, as introduced by Nelson in [41]. Thus,
we postpone its proof the Appendix.
Lemma 3.2. Let f, g be given by (2) and ft, gt, f˜t, g˜t by (3),(41). Then
(42) ∀t ∈ [0, 1], dµt = ftgt dm = f˜tg˜tdvol.
Moreover, if the conclusion of Lemma 3.1 holds, (µt) is an absolutely continuous curve and its
velocity field is
(43) (t, x) 7→ σ
2
∇(log gt − log ft).
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The following Lemma gives a sufficient condition for the existence of the covariant
derivative and its explicit form. It is a slight rearrangement of Example 6.7 in [2] and
Equation (3.3) in [25], the only difference being that we do not assume that ξt has com-
pact support. Its proof is in the Appendix.
Lemma 3.3. Let (µt) be a regular curve, (vt) its velocity field and (ξt) a C∞ vector field along
(µt). If
(44) ∀ε ∈ (0, 1) sup
t∈[ε,1−ε]
|∂tξt +∇vtξt|Tµt < +∞,
then (ξt) is absolutely continuous along (µt) in the sense of Definition 2.5 and
(45) ∀t ∈ (0, 1), d
dt
ξt = ∂tξt +∇vtξt.
If ξt = vt then the we also have
(46) ∀t ∈ (0, 1), D
dt
vt =
d
dt
vt = ∂tvt +
1
2
∇|vt|2.
In this Lemma, we establish that (µt) has the desired regularity properties.
Lemma 3.4. Let Assumption 1.1 hold and (µt) be the marginal flow of SB(L , µ, ν). Then we
have
(i) (µt) is a regular curve.
(ii) The velocity field (vt) is such that
(47) ∀ε ∈ (0, 1) sup
t∈[ε,1−ε]
∣∣∂tvt + 1
2
∇|vt|2
∣∣
Tµt
< +∞.
Proof. First, observe that, thanks to Lemma 3.2, we know that vt = 12∇(log gt − log ft)
and that dµt = ftgtdm. Using this, if Assumption 1.1 (A) holds, the conclusion follows
from Lemma 4.3. Therefore, let us assume that (B) holds. To prove that (µt) is regular
we have to show (28) and (29). Therefore
∀t ∈ (0, 1), |vt|2Tµt =
σ2
4
∫
M
|∇ log gt −∇ log ft|2ftgtdm
Using this identity, (28) follows from Lemma 3.1. To prove (29) observe that, since vt is
of class C∞, we have that
L(vt) = sup
x∈Rd
w:|w|=1
|∇wvt(x)|.
Using (43), we have for any ε ∈ (0, 1):
sup
t∈[ε,1−ε]
x∈Rd
sup
w:|w|=1
|∇wvt(x)| ≤ 1
2
sup
t∈[ε,1−ε]
x∈Rd
sup
w2,w1
|w2|,|w1|≤1
|∂w2∂w1 log ft|(48)
+
1
2
sup
t∈[ε,1−ε]
x∈Rd
sup
w2,w1
|w2|,|w1|≤1
|∂w2∂w1 log gt|.
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Point (iii) of Lemma 4.2 then immediately yields
sup
t∈[ε,1−ε]
L(vt) < +∞,
which proves (29) and that (µt) is a regular curve. Let us now turn to the proof of (47).
First, we observe that log ft, log gt are classical solutions on Dε of the HJB equation
(49) ∂t log ft = L log ft +
1
2
|∇ log ft|2, ∂t log ft = −L log gt − 1
2
|∇ log gt|2.
Then, combining (43) with point (ii) of Lemma 4.2 and the HJB equation, we obtain that
there exist constants A,B such that uniformly on Dε∣∣∣∂tvt + 1
2
∇|vt|2
∣∣∣2(x) ≤ A+B|x|6.
Moreover, point (i) in Lemma 4.2 makes sure that supDε ftgt ≤ C for some C < +∞.
Thus,
sup
t∈[ε,1−ε]
∫
M
∣∣∣∂tvt + 1
2
∇|vt|2
∣∣∣2dµt (42)= sup
t∈[ε,1−ε]
∫
M
∣∣∣∂tvt + 1
2
∇|vt|2
∣∣∣2ftgtdm
≤ C sup
t∈[ε,1−ε]
∫
M
A+B|x|6dm < +∞,
where to obtain the last inequality we used that m has Gaussian tails. The desired
conclusion follows. 
Let us now prove Theorem 1.2.
Proof. Let ε ∈ (0, 1) and Assumption 1.1 hold. This entitles us to apply Lemma 3.1 and
3.2 to conclude that the velocity field of (µt) is given by (43). Lemma 3.4 makes sure
that (µt) is regular and that (44) holds for ξt = vt. Therefore we can apply Lemma 3.3
to conclude that (vt) is absolutely continuous and its covariant derivative is
D
dt
vt = ∂tvt +
1
2
∇|vt|2.
Next, we shall prove that
∂tvt +
1
2
∇|vt|2 = ∇WIU (µt),
which concludes the proof. To do this, recall that from Lemma 3.2
vt =
1
2
∇(log gt − log ft) = 1
2
∇(log g˜t − log f˜t),
and that f˜t, g˜t are classical solutions of (76) over Dε. Therefore, by taking log and using
the positivity of f˜t, g˜t we get
(50) ∂t log f˜t =
1
2
∆ log f˜t+
1
2
|∇ log f˜t|2−U , ∂t log g˜t = −1
2
∆ log g˜t− 1
2
|∇ log g˜t|2 +U ,
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where U is defined at (5). Combining these facts, we have
∂tvt +
1
2
∇|vt|2 = −1
2
∇∂t log f˜t + 1
2
∇∂t log g˜t + 1
2
∇
∣∣∣1
2
∇ log g˜t − 1
2
∇ log f˜t
∣∣∣2
(50)
= −1
2
∇(1
2
∆ log f˜t +
1
2
|∇ log f˜t|2 −U
)
+
1
2
∇(− 1
2
∆ log g˜t − 1
2
|∇ log g˜t|2 +U
)
+
1
2
∇(1
4
|∇ log f˜t|2 − 1
2
〈∇ log f˜t,∇ log g˜t〉+ 1
4
|∇ log g˜t|2
)
= −1
4
∇(∆ log f˜t + ∆ log g˜t)− 1
8
∇(|∇(log f˜t + log g˜t)|2)+∇U
(41)
= −1
4
∇∆ logµt − 1
8
∇|∇ logµt|2 +∇U
(5)
=
1
8
∇WIU (µt).

Finally, we prove Theorem 1.3. Given the proof of Theorem 1.2 and the Lemmas
proven above, this proof is quite straightforward.
Proof. One can check as in the proof of Theorem 1.2 that 12∇(log ft − log gt) solves the
continuity equation in the classical sense. Assumption (6) ensures enough integrability
to conclude that this vector field is indeed the velocity field of (µt). Using this repre-
sentation of the velocity field, assumption (8) also ensures that (µt) is a regular curve.
Repeating the same calculation as in the proof of Theorem 1.2 we can prove that
∂tvt +
1
2
∇|vt|2 = 1
8
∇WIU .
Then, (6) enables to apply 3.3 to conclude the covariant derivative Ddtvt exists and it has
the desired form. 
3.2. Proof of Theorem 1.4.
3.2.1. First proof of (i) ⇒ (ii). Let us note that the hypothesis of the Theorem imply
Assumption 1.1(B). Thus, we can use all the Lemmas proven in the previous section,
as well as Theorem 1.2 and Lemma 4.3 from the Appendix. The proof relies on the
preparatory Lemmas 3.5, 3.6 and 3.7. In the first Lemma we compute an expression for
c(µ, ν) in terms of f˜t, g˜t.
Lemma 3.5. Let c(µ, ν) be defined via (12). Then
∀ 0 < t < 1, c(µ, ν) = −
∫
M
∇ log f˜t · ∇ log g˜t + 2U dµt
Proof. By Corollary 1.1,
c(µ, ν) =
1
σ2
|vt|2Tµt −
1
4
IU (µt)
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We can exploit Lemma 3.2 and an integration by parts under vol (justified by Lemma
4.3) to obtain
1
σ2
|vt|2Tµt −
1
4
IU (µt) =
∫
M
|1
2
∇ log g˜t − 1
2
∇ log f˜t|2 − 1
4
|∇ logµt + 2∇U |2dµt
=
∫
M
1
4
|∇ log g˜t −∇ log f˜t|2 − 1
4
|∇ log f˜t +∇ log g˜t|2 −∇ logµt · ∇U − |∇U |2dµt
=
∫
M
−∇ log f˜t · ∇ log g˜t − |∇U |2dµt −
∫
M
∇µt · ∇Udvol
=
∫
M
−∇ log f˜t · ∇ log g˜t + ∆U − |∇U |2dµt
= −
∫
M
∇ log f˜t · ∇ log g˜t + 2U dµt,
which is the desired conclusion. 
In the second Lemma we compute the first derivative of the entropy along SB(L , µ, ν).
Lemma 3.6. There exist functions hf and hb such that:
HU (µt) = hf (t) + hb(t)
and for all 0 < t < 1
∂thf (t) = − 1
2σ
|vt − σ
2
∇WHU (µt)|2Tµt ∂thb(t) =
1
2σ
|vt + σ
2
∇WHU (µt)|2Tµt .
Proof. First, observe that equation (42) combined with Lemma 4.3 make sure that all the
exchanges of integral and derivatives which follow are justified and all the expressions
make sense (i.e. all integrals are finite). We have
HU (µt)
(11),(42)
=
∫
M
f˜tg˜t(log f˜tg˜t + 2U)dµt(51)
=
∫
M
f˜tg˜t(log f˜t + U)dµt︸ ︷︷ ︸
:=hf (t)
+
∫
M
f˜tg˜t(log g˜t + U)dµt︸ ︷︷ ︸
:=hb(t)
.
We can write
hf (t) =
1
2
HU (µt)− E 1
2
log g˜t− 12 log f˜t(µt),
where the definition of E 1
2
log g˜t− 12 log f˜t is given at (24). Therefore
∂thf (t) =
1
2
〈∇WHU (µt), vt〉Tµt − 〈
1
2
∇(log g˜t − log f˜t), vt〉Tµt − E 1
2
∂t
(
log g˜t−log f˜t
)(µt)
By Lemma 3.2 we have that vt = σ2∇(log g˜t − log f˜t), so that
〈∇(1
2
log g˜t − 1
2
log f˜t), vt〉Tµt =
1
σ
|vt|2Tµt .
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Moreover
E 1
2
∂t
(
log g˜t−log f˜t
)(µt) = 1
2
∫
M
(∂t log g˜t − ∂t log f˜t)dµt
(42)
=
1
2
∫
M
∂tg˜tf˜t − ∂tf˜tg˜t dvol
σ×(76)
= −σ
4
∫
M
∆g˜tf˜t + ∆f˜tg˜tdvol+ σ
∫
M
2U f˜tg˜tdvol
Int. by parts
=
σ
2
∫
M
(∇ log g˜t · ∇ log f˜t + 2U )dµt Lemma 3.5= −σ
2
c(f, g).
Therefore, we have
∂thf (t) =
1
2
〈∇WHU (µt), vt〉Tµt −
1
σ
|vt|2Tµt +
σ
2
c(f, g)
Cor. 1.1
=
1
2
〈∇WHU (µt), vt〉Tµt −
1
2σ
|vt|2Tµt −
σ
8
IU (µt)
(38)
=
1
2
〈∇WHU (µt), vt〉Tµt −
1
2σ
|vt|2Tµt −
σ
8
|∇WHU (µt)|2Tµt
= − 1
2σ
|vt − σ
2
∇WHU (µt)|2Tµt .
which is the desired conclusion. The proof of the other identity is analogous. 
In the last Lemma we compute the second derivative of the entropy.
Lemma 3.7. We have for all 0 < t < 1
∂tthf (t) =
1
2
〈
HessWµtHU
(
vt − σ
2
∇WHU (µt)
)
, vt − σ
2
∇WHU (µt)
〉
Tµt
,
and
∂tthb(t) =
1
2
〈
HessWµtHU
(
vt +
σ
2
∇WHU (µt)
)
, vt +
σ
2
∇WHU (µt)
〉
Tµt
.
Proof. Lemma 3.4 ensures (µt) is regular. On the other hand, Lemma 4.3 combined with
(42) and (37) show that ∇WHU (µt) ∈ Cb∞ on any Dε. Thus, we can use Lemma 3.3 to
conclude that Ddt∇WHU (µt) is well defined. Using Definition 2.9, we also obtain that
(52)
D
dt
∇WHU (µt)
∣∣∣
t=s
= HessWµsHU (vs),
whereas from the compatibility with the metric we get
(53) ∇WIU (µt) (38)= ∇W |∇WHU |2Tµt = 2Hess
W
µtHU (∇WHU ),
where we wrote ∇WHU in place of ∇WHU (µt) to simplify notation. We shall retain
this convention in the next calculations. We thus have, using the compatibility with the
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metric
∂tthf (t)
Lemma 3.6
= − 1
2σ
∂t|vt − σ
2
∇WHU |2Tµt
(35)
= − 1
σ
〈D
dt
(
vt − σ
2
∇WHU
)
, vt − σ
2
∇WHU
〉
Tµt
Th. 1.2
= −
〈σ
8
∇WIU (µt)− 1
2
D
dt
∇WHU , vt − σ
2
∇WHU
〉
Tµt
(52)+(53)
= −
〈
HessWµtHU
(σ
4
∇WHU − 1
2
vt
)
, vt − σ
2
∇WHU
〉
Tµt
=
1
2
〈
HessWµtHU
(
vt − σ
2
∇WHU ), vt − σ
2
∇WHU
〉
Tµt
.
The other identity is proven analogously. 
Let us now prove Theorem 1.4.
Proof. We first assume that f and g are continuous. The Bakry E´mery condition (13)
grants λ-convexity of the entropy. Therefore we get
∀t ∈ (0, 1), ∂tthf (t)
(40)
≥ λ
2
|vt − σ
2
∇HU |2Tµt
Lemma 3.6
= −λσ∂thf (t),
where the use of (40) is justified by the fact that µt ∈ C+∞ and ∇WHU (µt) ∈ Cb∞. In the
same way,
∀t ∈ (0, 1), ∂tthb(t) ≥ λσ∂thb(t).
Since f, g are continuous, it is easy to see that both hf and hb are continuous over the
whole [0, 1]. Moreover, Lemma 3.6 and Lemma3.7 make sure that they are C2 over (0, 1).
Thus, we can apply Lemma 4.1 (see the Appendix) to obtain
hf (t) ≤ hf (0) + (hf (1)− hf (0))1− exp(−λσt)
1− exp(−λσ)
and
hb(t) ≤ hb(1) + (hb(0)− hb(1))1− exp(−λσ(1− t))
1− exp(−λσ)
Summing the two inequalities we obtain
(1− exp(−λσ))HU (µt) ≤ hf (0)
(
exp(−λσt)− exp(−λσ))
+ hb(0)
(
1− exp(−λσ(1− t)))
+ hf (1)
(
1− exp(−λσt))
+ hb(1)
(
exp(−λσ(1− t))− exp(−λσ))
= (hf (0) + hb(0))
(
1− exp(−λσ(1− t)))
+ (hf (1) + hb(1))
(
1− exp(−λσt))
− (hf (0) + hb(1))
(
exp(−λσt)− 1)( exp(−λσ(1− t))− 1).
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Dividing by (1− exp(−λσ)) we arrive, after some simple calculations at
HU (µt) ≤ (hf (0) + hb(0))1− exp(−λσ(1− t))
1− exp(−λσ)(54)
+ (hf (1) + hb(1))
1− exp(−λσt)
1− exp(−λσ)
− (hf (0) + hb(1))
cosh(λσ2 )− cosh(λσ(t− 12))
sinh(λσ2 )
Observe that, by definition
(55) hf (0) + hb(0) =HU (µ0) =HU (µ), hf (1) + hb(1) =HU (µ1) =HU (ν).
From the definition of f˜0, g˜0, we obtain, using the standard properties of conditional
expectation:
hf (0)
(51)
=
∫
M
f˜0g˜0(log f˜0 + U)dvol
=
∫
M
f0g0 log f0dm
= EP
(
f(X0)EP[g(X1)|X0] log f(X0)
)
= EP
(
f(X0)g(X1) log f(X0)
)
.
Using the same argument we can show that
hb(1) = EP
(
f(X0)g(X1) log g(X1)
)
,
meaning that
(56) hf (0) + hb(1) = EP
(
f(X0)g(X1) log[f(X0)g(X1)]
)
= EQˆ
(
log
dQˆ
dP
)
= T σU (µ, ν).
Plugging (55) and (56) into (54) yields the conclusion.The general case when f, g are not
continuous is obtained with a standard approximation argument. 
3.2.2. Second proof of (i)⇒ (ii). In this proof we assume for simplicity σ = 1. There is
no difficulty in extending it to the general case. We recall the definitions of the Γ and
Γ2 operators on C∞ × C∞
(57) Γ(f, g) :=
1
2
[L (fg)− f(L g)− g(L f)],
(58) Γ2(f, g) :=
1
2
[L Γ(f, g)− Γ(L f, g)− Γ(f,L g)].
Since M is compact, the integration by parts formula for the invariant measure m tells
that for any f, g ∈ C∞(= Cb∞ = Cc∞).
(59)
∫
M
fL gdm =
∫
M
gL fdm = −
∫
M
Γ(f, g)dm,
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see the monograph [3] for details. The next two lemmas are the analogous to the Lemma
3.6 and 3.7. In their proofs, we will often exchange integrals and time derivatives, and
use the integration by parts formula (59). All these operations are justified by Lemma
4.3, where it is proven that ft, gt, log ft, log gt are of class Cb∞ over Dε, for any ε ∈ (0, 1).
Lemma 3.8. Let f, g be given by (2) and ft, gt be given by (3). Assume that f and g are of class
Cb,+∞ . Then for any t ∈ [0, 1], we can writeHU (µt) = hf (t) + hb(t), where
(60) hf (t) =
∫
M
log ft ftgtdm, hb(t) =
∫
M
log gt ftgtdm
Moreover, for all 0 < t < 1:
(61) ∂thf (t) = −
∫
M
Γ(log ft, log ft)ftgtdm, ∂thb(t) =
∫
M
Γ(log gt, log gt)ftgtdm
Proof. From (42) we get
HU (µt) =
∫
M
ftgt log ftgtdm
which yields (60). Recall that ft, gt and their logarithms are classical solutions over
[0, 1]×M of
∂tft = L ft, ∂t log ft = L log ft + Γ(log ft, log ft),(62)
∂tgt = −L gt, ∂t log gt = −L log gt − Γ(log gt, log gt),
where we used the fact that Γ(f, f) = 12 |∇f |2 Hence
∂thf (t)
(62)
=
∫
M
(L ft)gt log ft − (L gt)ft log ft +L (log ft)ftgt + Γ(log ft, log ft)ftgtdm
Using integration by parts , we get∫
M
(L ft)gt log ft − (L gt)ft log ft +L (log ft)ftgt + Γ(log ft, log ft)ftgtdm
=
∫
M
(L ft)gt log ft − gtL (ft log ft) +L (log ft)ftgt + Γ(log ft, log ft)ftgtdm
=
∫
M
Γ(log ft, log ft)ftgt − 2Γ(log ft, ft)gtdm
= −
∫
M
Γ(log ft, log ft)ftgtdm.
The other identity is derived analogously. 
Lemma 3.9. In the same hypothesis of Lemma 3.8 we have for all 0 < t < 1
∂tthf (t) = 2
∫
M
Γ2(log ft, log ft)ftgtdm,(63)
∂tthb(t) = 2
∫
M
Γ2(log gt, log gt)ftgtdm.
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Proof. Using Lemma 3.8 we get
∂tthf (t)
(62)
= −
∫
M
(L ft)Γ(log ft, log ft)gt − (L gt)Γ(log ft, log ft)ft
+ 2Γ(L log ft, log ft)ftgt + 2Γ(Γ(log ft, log ft), log ft)ftgtdm(64)
We can now use (59) and the fact that Γ is a derivation to rewrite the last term in the
above expression
2
∫
M
Γ(Γ(log ft, log ft), log ft)ftgtdm
= 2
∫
M
Γ(Γ(log ft, log ft), ft)gtdm
(57)
=
∫
M
L (ft Γ(log ft, log ft))gt
− L Γ(log f, log ft)ftgt − (L ft)Γ(log ft, log ft)gtdm
(59)
=
∫
M
(L gt)Γ(log ft, log ft)ft −L Γ(log ft, log ft) ftgt
− (L ft)Γ(log ft, log ft)gtdm.
Plugging this expression in (64), and using the definition of Γ2, we arrive at
∂tthf (t) =
∫
M
(
L Γ(log ft, log ft)− 2Γ(L log ft, log ft)
)
gtftdm
= 2
∫
M
Γ2(log ft, log ft)ftgtdm,
which is the desired conclusion. The other identity is proven analogously. 
Let us now complete the proof of Theorem 1.4.
Proof. Let µ, ν be such that f, g ∈ Cb,+∞ . It is well known that5 under (13)
∀f ∈ C∞ Γ2(f, f) ≥ λ
2
Γ(f, f).
In view of Lemmas 3.8 and 3.9, this implies that
∂tthf (t) ≥ −λ∂thf (t), ∂tthb(t) ≥ λ∂thb(t).
From this point on, the proof goes as the previous case, and we do not repeat it. The case
when f, g are not both in Cb,+∞ follows with a standard approximation argument. 
5The constant λ
2
instead of λ is because the generatorL has a 1
2
∆ as second order part instead of ∆
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3.2.3. Proof of (ii)⇒ (i).
Proof. Let us choose µ and ν such that µ, ν m and with bounded density, and let (µεt )
be the marginal flow of SB(µ, ν, εL ). Then, equation (14) tells that
∀t ∈ [0, 1] HU (µεt ) ≤
1− exp(−ελ(1− t))
1− exp(−ελ) HU (µ) +
1− exp(−ελt)
1− exp(−ελ) HU (ν)
−cosh(
ελ
2 )− cosh(−ελ(t− 12))
sinh( ελ2 )
T εHU (µ, ν).
Next, as it easy to check, our hypothesis allows us to apply the results of [26, sec 6].
They tell that,
• For t ∈ [0, 1],
lim
ε→0
µεt → µ0t ,
where the limit is intented in the weak sense and (µ0t ) is the unique constant
speed geodesic between µ and ν.
•
lim
ε→0
ε T εHU (µ, ν) =
1
2
W 22 (µ, ν).
In view of this, taking the lim inf at both sides in the equation above and using the lower
semicontinuity ofHU yields
(65) HU (µ0t ) ≤ (1− t)HU (µ) + tHU (ν)−
λ
2
t(1− t)W 22 (µ, ν)
Therefore we obtained that the entropy is λ convex along displacement interpolations,
provided the initial and final measure are absolutely continuous with bounded density.
It is well known that λ-convexity along all geodesics implies the condition (13). How-
ever, the proof of this fact given in [56] uses only geodesics between uniform measures
on balls, which are clearly among those for which we can prove (65). The conclusion
follows. 
3.2.4. Proof of Corollary 1.3.
Proof. If HU (µ) = +∞, there is nothing to prove since, T σU (µ, ν) = +∞ as well. Let
HU (µ) < +∞ and ν = m. Then we can apply Theorem 1.4. After dividing by (1 − t)
the bound (14) becomes, observing that entropy is non negative and cosh symmetric
around t = 0:
0 ≤ 1− exp(−λ(1− t))
1− t
1
1− exp(−λ)HU (µ)−
cosh(λ2 )− cosh(λ2 − λ(1− t))
(1− t) sinh(λ2 )
T σU (µ, ν).
Letting t→ 1 the conclusion follows. 
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3.3. Proof of Theorem 1.5. We prove two preparatory Lemmas, and then the Theorem.
The first Lemma is a rigorous proof of equation (21)
Lemma 3.10. The vector field∇WIU (µt) is absolutely continuous along (µt). Moreover
〈D
dt
∇WIU (µt), vt〉Tµt = 2
∫
Rd
|Dvt · ∇ logµt +∇div(vt)|2dµt(66)
− 4
∫
Rd
d∑
k,j=1
(Dvt ·Dvt)kj∂kj logµtdµt
+ 8
∫
Rd
〈vt,HessU · vt〉dµt.
Proof. Point (i) of the assumption make sure that (µt) is regular. (ii) combined with
Lemma 3.3 grant the desired absolute continuity and that
d
dt
∇WIU (µt) = ∂t∇WIU (µt) +D∇WIU (µt)t · vt.
Since vt ∈ Tµt we also have, by definition of covariant derivative
〈D
dt
∇WIU (µt), vt〉Tµt = 〈
d
dt
∇WIU (µt), vt〉Tµt
Let us now prove (66). First, we do it for the case when U = 0. In this case, from (5) we
have ∇WIU (µt) = αt + βt with
αt = −∇|∇ logµt|2, βt = −2∇∆ logµt
From now on, we drop the dependence on t both in µt and vt and adopt Einstein’s
convention for indexes. Moreover, we abbreviate ∂xk with ∂k and we are going to use,
without mentioning it, the fact that v is a gradient vector field, i.e. ∂kvj = ∂jvk. Since
µt ∈ C+∞, we can use the continuity equation in the form ∂t logµ = −div(v) +∇ logµ · v
to get
(∂tαt +Dαt · vt)i = −2∂i(∂k logµ∂k∂t logµ)− 2∂i(∂kj logµ∂k logµ)vj
= 2∂i
(
∂k logµ∂k(∂jv
j + ∂j logµ v
j)
)− 2∂i(∂jk logµ∂k logµ)vj
= 2∂i
(
∂k logµ∂jkv
j + ∂k logµ∂j logµ∂kv
j
)
+ 2∂i
(
∂k logµ∂kj logµ∂kv
j
)− 2∂i(∂jk logµ∂k logµ)vj
= 2∂i
(
∂k logµ∂jkv
j + ∂k logµ∂j logµ∂kv
j
)
+ 2∂kj logµ∂k logµ∂iv
j .
Therefore
〈∂tαt +Dαt, vt〉Tµt = 2
∫
∂i
(
∂k logµ∂jkv
j)vidµ︸ ︷︷ ︸
:=A1
+ 2
∫
∂i(∂k logµ∂j logµ∂kv
j
)
vidµ︸ ︷︷ ︸
:=A.2
+ 2
∫
∂kj logµ∂k logµ∂iv
jvidµ︸ ︷︷ ︸
:=A.3
.
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Let us now compute ∂tβt +Dβt · vt. We have, using the continuity equation
(∂tβt +Dβt · vt)i = 2∂ikk(∂jvj + vj∂j logµ)− 2∂ijkk logµ vj
= 2∂ijkkv
j + 2∂i
(
∂j logµ∂kkv
j + 2∂kj logµ∂kv
j
+ ∂jkk logµ v
j
)− 2∂ijkk logµ vj
= 2∂ijkkv
j + 2∂j logµ∂ikkv
j + 2∂ij logµ∂kkv
j
+ 4∂ikj logµ∂kv
j + 4∂kj logµ∂ikv
j
+ 2∂ijkk logµ v
j + 2∂jkk logµ∂iv
j − 2∂ijkk logµ vj
= 2∂ijkkv
j + 2∂j logµ∂ikkv
j + 2∂ij logµ∂kkv
j
+ 4∂ikj logµ∂kv
j + 4∂kj logµ∂ikv
j + 2∂jkk logµ∂iv
j .
Thus,
〈∂tβt +Dβt, vt〉Tµt = 2
∫
∂ijkkv
jvidµ︸ ︷︷ ︸
:=B.1
+ 2
∫
∂j logµ∂ikkv
jvidµ︸ ︷︷ ︸
:=B.2
+ 2
∫
∂ij logµ∂kkv
jvidµ︸ ︷︷ ︸
:=B.3
+ 4
∫
∂ijk logµ∂kv
jvidµ︸ ︷︷ ︸
:=B.4
+ 4
∫
∂kj logµ∂ikv
jvidµ︸ ︷︷ ︸
:=B.5
+ 2
∫
∂jkk logµ∂iv
jvidµ︸ ︷︷ ︸
:=B.6
Finally we define
C.1 =
∫
(Dv ·Dv)ij ∂ij logµdµ
C.2 =
∫
|∇div(v)|2dµ
C.3 =
∫
|Dv · ∇ logµ|2dµ
C.4 =
∫
〈∇div(v), Dv · ∇ logµ〉dµ,
where we denote byDv·Dv the usual matrix product. In the following lines we perform
a series of Integration by parts, which are all justified by point (iii) of the hypothesis.
We first integrate twice B.1 by parts.
B.1 = 2
∫
∂jkv
j∂ikv
idµ+ 2
∫
∂jkv
k∂iv
i∂kµdvol+ 2
∫
∂jkv
j∂kv
i∂iµdvol
+ 2
∫
∂jkv
jvi∂ikµdvol
Next, we integrate the second term once again by parts and obtain
2
∫
∂jkv
k∂iv
i∂kµdvol = −2
∫
∂jkv
kvi∂ikµdvol− 2
∫
∂ijkv
kvi∂kµdvol
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Plugging this back, we get
B.1 = 2
∫
∂jkv
j∂ikv
idµ+ 2
∫
∂jkv
j∂kv
i∂iµdvol− 2
∫
∂ijkv
jvi∂kµdvol
= 2
∫
∂jkv
j∂ikv
idµ︸ ︷︷ ︸
=2C.2
+ 2
∫
∂jkv
j∂kv
i∂i logµdµ︸ ︷︷ ︸
=2C.4
−2
∫
∂ijkv
jvi∂k logµdµ
= 2C.2 + 2C.4−2
∫
∂ijjv
kvi∂k logµdµ︸ ︷︷ ︸
=−B.2
,
where the last identity is obtained relabeling j with k and viceversa. Thus,
∑6
i=1B.i =
2C.2 + 2C.4 +
∑6
i=3B.i Now, let us integrate A.3 once by parts
A.3 = 2
∫
∂kj logµ∂kµ∂iv
jvidvol = −2
∫
∂jkk logµ∂iv
jvidµ︸ ︷︷ ︸
=−B.6
−2
∫
∂kj logµ∂iv
j∂kv
idµ︸ ︷︷ ︸
=−2C.1
−2
∫
∂jk logµ∂ikv
jvidµ︸ ︷︷ ︸
=− 1
2
B.5
.
Thus,
(67) A.3 +
6∑
i=1
B.i = −2C.1 + 2C.2 + 2C.4 +B.3 +B.4 + 1
2
B.5.
Next, we observe that, using the product’s rule and exchanging j and k, we have A.1 =
A.1.1 +B.3, where
A.1.1 := 2
∫
∂j logµ∂ijkv
k vi dµ
Let us now turn to A.2. Using the product rule, and exchanging j with k:
A.2 = 4
∫
∂ij logµ∂k logµ∂jv
kvi dµ︸ ︷︷ ︸
:=A.2.1
+2
∫
∂j logµ∂k logµ∂ijv
kvi dµ︸ ︷︷ ︸
:=A.2.2
Using that ∂k logµdµ = ∂kµdvol, we integrate A.2.2. by parts
A.2.2 = −2
∫
∂jk logµ∂ijv
kvidµ︸ ︷︷ ︸
=− 1
2
B.5
−2
∫
∂ijkv
k∂j logµv
i dµ︸ ︷︷ ︸
=−A.1.1
−2
∫
∂j logµ∂ijv
k∂kv
idµ︸ ︷︷ ︸
:=A.2.2.1
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Therefore A.1 +A.2 = B.3− 12B.5 +A.2.1 +A.2.2.1. Combining this with (67) we get
3∑
i=1
A.i+
6∑
i=1
B.i = −2C.1 + 2C.2 + 2C.4 + 2B.3 +B.4 +A.2.1 +A.2.2.1.
Let us now integrate A.2.2.1 by parts.
A.2.2.1 = 2
∫
∂ij logµ∂jv
k∂kv
idµ︸ ︷︷ ︸
=2C.1
+ 2
∫
∂j logµ∂jv
k∂ikv
idµ︸ ︷︷ ︸
=2C.4
+ 2
∫
∂j logµ∂jv
k∂kv
i∂i logµdµ︸ ︷︷ ︸
=2C.3
Thus,
∑3
i=1A.i+
∑6
i=1B.i = 2C.2 + 2C.3 + 4C.4 + 2B.3 +B.4 +A.2.1. Lastly, we shall
integrate B.4 by parts. We get
B.4 = −4
∫
∂ij logµ∂kkv
jvidµ︸ ︷︷ ︸
=−2B.3
−4
∫
∂ij logµ∂kv
j∂kv
idµ︸ ︷︷ ︸
=−4C.1
−4
∫
∂ij logµ∂kv
jvi∂k logµdµ︸ ︷︷ ︸
=−A.2.1
.
Hence, we can conclude that
∑3
i=1A.i+
∑6
i=1B.i = −4C.1 + 2C.2 + 2C.3 + 4C.4. It is
an easy calculation to see that this is indeed the right hand side of (66). Since
3∑
i=1
A.i+
6∑
i=1
B.i = 〈∂tβt +Dβt, vt〉Tµt + 〈∂tβt +Dβt, vt〉Tµt = 〈
D
dt
∇WI (µt), vt〉Tµt ,
the Lemma is proven for the case when U = 0. The general case follows observing that
∇WIU (µt) = ∇WI (µt) +∇U . The conclusion then follows with an easy calculation.

In the next Lemma we establish log-concavity of µt.
Lemma 3.11. For all 0 ≤ t ≤ 1, µt is a log-concave measure
Proof. From (1) we have:
µt(·) =
∫
Rd×Rd
Pxy(Xt ∈ ·)pˆi(dxdy),
where Pxy is the bridge of P between x and y. It has been show at [12, Thm 2.1] that
if U is convex, Pxy(Xt ∈ ·) is a log-concave distribution for all x, y. Thus, because of
point (iv) of the hypothesis, µt is a log-concave mixture of log-concave measures, and
is therefore log-concave itself. 
We can now proceed to the proof of the Theorem.
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Proof. Since the hypothesis of Theorem 1.3 hold we can differentiate once in time the
Fisher information to get
∂tIU (µt) = 〈∇WIU (µt), vt〉Tµt .
Using Lemma 3.10 in combination with Theorem 1.3 and the compatibility with the
metric we get
(68) ∂ttIU (µt) = 〈D
dt
∇WIU (µt), vt〉Tµt +
1
8
|∇WIU (µt)|2Tµt .
We know from Lemma 3.11 that µt is a log concave measure. Therefore, using Schur’s
product Theorem [28, Th 7.5.3]in the second term of the rhs of (66) we get
〈D
dt
∇WIU (µt), vt〉Tµt ≥ 8〈vt,HessU · vt〉Tµt ≥ 8α2|vt|2Tµt ,
since U is α2-convex. Plugging this back into (68) we get
∂ttIU (µt) ≥ 1
8
|∇WIU (µt)|2Tµt + 8α
2|vt|2Tµt ,
which proves the desired convexity and (19). 
Proof of Theorem 1.6.
Proof. From the Feynman-Kac formula we have that ft, gt solve
∂tft(x) =
1
2
∆ft(x)− V ft(x), ∂tgt = −1
2
∆gt + V gt
on any Dε. By taking logarithms, and using the positivity of ft, gt we get
∂t log ft(x) =
1
2
∆ log ft(x) +
1
2
|∇ log ft|2 − V
∂t log gt(x) = −1
2
∆ log gt(x)− 1
2
|∇ log gt|2 + V(69)
One can check directly as in the proof of Theorem 1.2 that 12∇(log ft − log gt) solves
the continuity equation in the classical sense. Assumption (26) ensures enough integra-
bility to conclude that this vector field is actually the velocity field of (µt). Moreover,
(26) ensures that (µt) is a regular curve. If we replace (50) with (69) and use the same
argument as in the proof of Theorem 1.2 we get
∂tvt +
1
2
∇|vt|2 = ∇W(1
8
I + EK).
Then, using (25) and Lemma 3.3, we get that the covariant derivative exists and it has
the desired form. 
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4. APPENDIX
The following Lemma has been used in the proof of Theorem 1.4. Here, we denote
f˙, f¨ the first and second derivatives of a function on the real line.
Lemma 4.1. Let φ : [0, 1]→ R be twice differentiable on (0, 1) and continuous on [0, 1].
(i) If φ¨t ≥ λφ˙t for all t ∈ (0, 1), then
(70) ∀t ∈ [0, 1], φt ≤ φ1 + (φ0 − φ1)1− exp(−λ(1− t))
1− exp(−λ) .
(ii) If φ¨t ≥ −λφ˙t for all t ∈ (0, 1), then
∀t ∈ [0, 1], φt ≤ φ0 + (φ1 − φ0)1− exp(−λt)
1− exp(−λ) .
Note that the rhs of (70) rewrites nicely as exp(λ)−exp(λt)exp(λ)−1 φ0 +
exp(λt)−1
exp(λ)−1 φ1.
Proof. We prove only (i), as (ii) follows from (i) with a simple time-reversal argument.
Let g be the unique solution of the differential equation
g¨t = λg˙t, 0 < t < 1, g0 = φ0, g1 = φ1.(71)
All we have to show is: h := φ − g ≤ 0, because a direct calculation shows that the
solution of (71) is gt = φ1 + (φ0 − φ1)1− exp(−λ(1− t))
1− exp(−λ) .
We see that h¨t ≥ λh˙t, 0 < t < 1 with h0 = h1 = 0.Considering the function ut := e−λth˙t,
0 ≤ t ≤ 1, we have u˙t = e−λt[h¨t − λh˙t] ≥ 0, which implies that u is increasing, that is:
h˙t ≥ h˙t∗eλ(t−t∗), 0 ≤ t∗ ≤ t ≤ 1.(72)
Suppose ad absurdum that hto > 0 for some 0 < to < 1. As h0 = 0, there exists some
0 < t∗ ≤ to such that ht∗ > 0 and h˙t∗ > 0. In view of (72), this implies that h is increasing
on [t∗, 1]. In particular, h1 ≥ ht∗ > 0, contradicting h1 = 0. Hence h ≤ 0. 
4.1. Hessian of the Entropy and gradient of the Fisher information.
Hessian of the entropy. In this paragraph we make some formal computations, whose
aim is to give an explanation for equation (40). We assume U = 0 for simplicity. Let
µ ∈ Cb,+∞ and∇ϕ ∈ Cc∞ be fixed. We consider the constant speed geodesic (µt) such that
µ0 = µ and v0 = ∇ϕ. Then, by definition
HessWHU (∇ϕ) = D
dt
∇WHU (µt)
∣∣
t=0
.
Using the identification of the covariant derivative at Lemma 3.3 and (37) we have that
HessWHU (∇ϕ) = ∂t∇ logµt +∇vt∇ logµt
∣∣
t=0
.
Using the continuity equation
∂t∇ logµt = −∇( 1
µt
∇ · (µtvt))
= −∇(div(vt))−∇〈∇ logµt, vt〉.
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Evaluating at t = 0 and using v0 = ∇ϕ, we can rewrite the latter as
−∇∆ϕ−Hess logµ(∇ϕ)−Hessϕ(∇ logµ).
Therefore, observing that∇vt∇ logµt
∣∣
t=0
= Hess logµ(∇ϕ), we arrive at
HessWHU (∇ϕ) = −∇∆ϕ−Hessϕ(∇ logµ).
Hence, using an integration by parts:
〈HessWHU (∇ϕ),∇ϕ〉Tµt = −
∫
M
〈∇ϕ,∇∆ϕ〉dµ−
∫
M
〈∇ϕ,Hessϕ(∇ logµ)〉dµ
= −
∫
M
〈∇ϕ,∇∆ϕ〉dµ−
∫
M
〈∇µ,Hessϕ(∇ϕ)〉dvol
= −
∫
M
〈∇ϕ,∇∆ϕ〉dµ− 1
2
∫
M
〈∇µ,∇|∇ϕ|2〉dvol
=
∫
M
1
2
∆|∇ϕ|2 − 〈∇ϕ,∇∆ϕ〉dµ.
At this point one can use the Bochner-Weitzenbo¨ck formula
1
2
∆|∇ϕ|2 = 〈∇ϕ,∇∆ϕ〉+ |Hessϕ|2HS + Ric(∇ϕ,∇ϕ)
and the hypothesis (13) to obtain the conclusion.
Gradient of the Fisher information. In this section, we shall make some formal computa-
tions to justify (5). As we did before, we assume U = 0 for simplicity. Differentiating
the relation (38) and using the definition of Hessian we get
∇WI (µ) = 2HessWµ H (∇WH (µ))
By the definition of Hessian
HessWµ (∇WH (µ)) =
D
dt
∇WH (µt)
∣∣∣
t=0
,
where (µt) is any regular enough curve such that µ0 = µ, v0 = ∇WH (µ). From Lemma
3.3 such covariant is the projection on the space of gradient vector fields of
∂t∇WH (µt) +∇vt∇WH (µt)
Using the continuity equation in the form ∂t logµt = −∇·vt−vt ·∇ logµt, and recalling
that∇WH (µt) = ∇ log(µt) we arrive at
∂t∇WH (µt)
∣∣∣
t=0
= −∇(∇ · vt + vt · ∇ logµt)
∣∣∣
t=0
= −∇(∇ · (∇ logµ))−∇(|∇ logµ|2)
= −∇∆ logµ−∇|∇ logµ|2.
On the other hand
∇vt∇WH (µt)
∣∣∣
t=0
= Hess log(µt)(vt)
∣∣∣
t=0
= Hess log(µ)(∇ logµ) = 1
2
∇|∇ logµ|2.
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Therefore
∂t∇WH (µt) +∇vt∇WH (µt)
∣∣∣
t=0
= −∇∆ logµ− 1
2
∇|∇ logµ|2,
and since the rhs of this vector field is of gradient type,
∇WI (µ) = 2D
dt
∇WH (µt)
∣∣∣
t=0
= −2∇∆ logµ−∇|∇ logµ|2,
which is (5).
4.2. Lemmas 4.2 and 4.3. These Lemmas are needed in the proof of Theorem 1.2 and
1.3.
Lemma 4.2. Let Assumption 1.1 (B) hold. Then T σU (µ, ν) < +∞ and the dual representation
(2) holds. Moreover
(i) f and g are compactly supported and ft, gt globally bounded on [0, 1]× Rd.
(ii) For any 1 ≤ l ≤ 3 and ε ∈ (0, 1), there exist constants Al,ε, Bl,ε such that
∀x ∈M sup
t∈[ε,1−ε]
sup
v1,..,vl∈Rd
|v1|,..,|vl|≤1
|∂vl . . . ∂v1 log ft(x)| ≤ Al,ε +Bl,ε|x|l,
and the same conclusion holds replacing ft by gt.
(iii) For any ε ∈ (0, 1) there exists a constant A2,ε such that
sup
x∈Rd,t∈[ε,1−ε]
sup
v2,v1∈Rd
|v2|,|v1|≤1
|∂v2∂v1 log ft(x)| ≤ A2,ε,
and the same conclusion holds replacing ft by gt.
Proof. Since all statements concerning g are proven in the same way as those for f , we
limit ourselves to prove the latter ones. In the proof, we assume that σ = 1, the proof
for the general case being almost identical. The fact that T σU (µ, ν) < +∞ can be easily
settled using point (b) in [32, Prop. 2.5], whereas the dual representation is obtained
from [31, Th 2.8]. Let us show that f is compactly supported. Observe
dµ
dm
= f(x)g0(x).
Since g0 ∈ C+∞, and dµdm is compactly supported, f must have the same support as dµdm .
Moreover, since g0 is bounded from below on the support of f , the fact that dµdm is
bounded from above, implies that f is bounded from above. It follows from the very
definition of ft that they must be bounded as well. The proof of (i) is complete. We
only do the proof of (ii) and (iii) in the case d = 1. This proof can be extended with
no difficulty to the general case. We first make some preliminary observations. For α
fixed, the transition density of the Ornstein-Uhlenbeck semigroup is
pt(x, z) =
(γ(α, t)
2pi
)−1/2
φ(γ(α, t)(z − exp(−αt)x))
where
φ(z) = exp(−z
2
2
), γ(α, t) = 2
α
(1− exp(−2αt)) .
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The derivatives of φ can be computed using the Hermite polynomials (Hm)m≥0. We
have
∀m ∈ N, φm(z) = (−1)mHm(z)φ(z).
Thus, we obtain the following formula for the m-th derivative of the transition density
w.r.t. x:
(73) ∂mx pt(x, z) = (−1)mγ(α, t)m exp(−mαt)Hm(z − exp(−αt)x)pt(x, z).
Finally, observe that we can rewrite ft equivalently in the form
(74) ft(x) =
∫
R
pt(x, z)f(z)dz.
Let us now prove (ii). Fix 1 ≤ l ≤ 3. Using (74), we can write ∂lx log ft(x) as a sum of
finitely terms of the form
ft(x)
−k
k∏
j=1
∫
f(z)∂
ij
x pt(x, z)dz
where k ≤ l and i1, .., ik are integers summing up to l. Plugging (73) in this expression,
the desired conclusion follows using the fact that Hm is a polynomial of degree m, f
is compactly supported, and γ(α, t) is uniformly bounded from above and below for
t ∈ [ε, 1− ε]. To prove (iii), we compute explicitly ∂2x log ft(x), using (73):
exp(−2αt)γ(α, t)2f−2t (x)×(∫
f(z)H2(z − exp(−αt)x)pt(x, z)dz
∫
f(z)pt(x, z)dz −[ ∫
f(z)H1(z − exp(−αt)x)pt(x, z)dz
]2)
.
Using the explicit form of the first two Hermite polynomials and some standard calcu-
lations, the latter expression is seen to be equal to
exp(−2αt)γ(α, t)ft(x)−2 ×(∫
f(z)z2pt(x, z)dz
∫
f(z)pt(x, z)dz −
[ ∫
f(z)zpt(x, z)dz
]2)
.
The conclusion then follows using the fact that f is compactly supported and that
γ(α, t) is uniformly bounded from above and below for t ∈ [ε, 1− ε]. 
Lemma 4.3. Let Assumption 1.1(A) hold. Then the dual representation 2 holds and
(i) T σU (µ, ν) <∞
(ii) For any ε ∈ (0, 1) ft, gt, f˜t, g˜t are Cb,+∞ overDε and log ft, log gt, log f˜t, log g˜t are Cb∞ over
Dε.
Proof. Let ϕµ = dµdm ,ϕν =
dν
dm and define pi ∈ Π(µ, ν) by pi(x, y) = ϕµ(x)ϕν(y)m ⊗
m(dxdy). The theory of Malliavin calculus ensures that (X0, X1)#P is an absolutely
continuous measure on M ×M with positive smooth density. Since M is compact, then
(X0, X1)#P is equivalent to m⊗m. Therefore, for some constant C < +∞,
H (pi|(X0, X1)#P) ≤ CH (pi|m⊗m) = C(H (µ|m) +H (ν|m)) < +∞.
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Thus T σU (µ, ν) < +∞. It is also a result of Malliavin calculus that ft, gt are of class C+∞
on any Dε. But then, since M is compact, they are also in Cb,+∞ and uniformly bounded
from below, which gives that log ft, log gt are in Cb∞. The statement about f˜t, g˜t and their
logarithms follows from the one for ft, gt and the compactness of M . 
Proof of Lemma 3.2.
Proof. We can rewrite (2) as
dQˆ
dP
= f(X0)g(X1).
Moreover, since P is stationary, we have for any t that Xt#P = m. Therefore
dµt
dm
(x) =
d(Xt#Qˆ)
d(Xt#P)
(x) = EP[f(X0)g(X1)|Xt = x]
Markov
property
= EP[f(X0)|Xt = x]EP[g(X1)|Xt = x]
= ft(x)gt(x).
Observing that dm = exp(−2U)dvol, (42) follows from the definition of f˜t and g˜t. To
prove the second statement, fix ε ∈ (0, 1). We observe that, since U is taken to be
smooth, the well known results of Malliavin calculus grant that the function ft and
gt are of class C+∞, and thus classical solutions on Dε of the forward and backward
Kolmogorov equations
(75) ∂tft = L ft, ∂tgt = −L gt.
Using some standard algebraic manipulations and the positivity of ft, gt one finds that
f˜t and g˜t are classical solutions on Dε of
(76) ∂tf˜t =
1
2
∆f˜t −U f˜t, ∂tg˜t = −1
2
∆g˜t +U g˜t = 0,
whereU was defined at (5). Using this, we prove that 12∇(log gt− log ft) = 12∇(log g˜t−
log f˜t) is a classical solution to the continuity equation on Dε. Indeed
∂tµt
(42)
= (∂tf˜t)g˜t + f˜t(∂tg˜t)
(76)
=
1
2
g˜t∆f˜t − 1
2
f˜t∆g˜t
=
1
2
∇ · (g˜t∇f˜t)− 1
2
∇ · (f˜t∇g˜t)
=
1
2
∇ · (f˜tg˜t(∇ log f˜t −∇ log g˜t))
(42)
=
1
2
∇ · (µt(∇ log f˜t −∇ log g˜t)).
Thus, (t, x) 7→ 12∇(log gt − log ft) solves the continuity equation, it is of gradient type
and, thanks to Lemma 3.1 and (42), supt∈[ε,1−ε]
1
2 |∇(log gt− log ft)|Tµt < +∞ also holds.
The conclusion then follows. 
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Proof of Lemma 3.3.
Proof. Fix ε ∈ (0, 1). As a preliminary step, we compute ∂tτ εt (ξt). Using the group
property we get
τ εt+h(ξt+h)− τ εt (ξt) = τ εt
(
τ tt+h(ξt+h)− ξt
)
= hτ εt
(
∂tξt
)
+ τ εt
(
τ tt+h(ξt)− ξt
)
+ o(h),
where o(h)/h→ 0 as h→ 0. Recalling Definition 2.3 and the definition of flow map we
get
τ tt+h(ξt)(x)− ξt(x) = (τx)tt+h
(
ξt ◦T(t, t+ h, x)− ξt(x)
)
= h∇∂tT(t,t,x)ξt(x) + o(h)
= h∇vt(x)ξt(x) + o(h).
Therefore, we have shown that, as a pointwise limit
(77) lim
h→0
τ tt+hξt+h − ξt
h
= ∂tξt +∇vtξt,
which implies that
∂tτ
ε
t (ξt) = τ
ε
t (∂tξt +∇vtξt).
Let us now prove the absolute continuity of (ξt) along (µt) using what we have just
shown. We have
|τ εs (ξs)− τ εt (ξt)|L2µε =
(∫
M
∣∣∣ ∫ s
t
τ εr
(
∂rξr +∇vrξr
)
dr
∣∣∣2dµε) 12
Jensen
≤ (s− t)1/2
(∫ s
t
∫
M
∣∣τ εr (∂rξr +∇vrξr)∣∣2dµεdr) 12
(33)
= (s− t)1/2
(∫ s
t
∫
M
∣∣∂rξr + 1
2
∇vrξr
∣∣2dµrdr) 12
≤ (s− t) sup
r∈[ε,1−ε]
|∂rξr +∇vrξr|Tµr .
Using (44), the desired absolute continuity follows. Let us now turn to the proof of (45).
By definition,
d
dt
ξt = lim
h↓0
τ tt+hξt+h(·)− ξt(·)
h
,
where the limit is in L2µt . But then, it is also the pointwise limit along a subsequence.
Such computation has been done at (77), and yields the desired result. The identity (46)
is a direct consequence of (45) and the fact that vt is a gradient vector field. 
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