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Drift in phase space: a new variational mechanism
with optimal diffusion time
Massimiliano Berti, Luca Biasco and Philippe Bolle
Abstract: We consider non-isochronous, nearly integrable, a-priori unstable Hamiltonian systems
with a (trigonometric polynomial) O(µ)-perturbation which does not preserve the unperturbed tori. We
prove the existence of Arnold diffusion with diffusion time Td = O((1/µ) log(1/µ)) by a variational method
which does not require the existence of “transition chains of tori” provided by KAM theory. We also
prove that our estimate of the diffusion time Td is optimal as a consequence of a general stability result
derived from classical perturbation theory. 1
Keywords: Arnold diffusion, variational methods, shadowing theorem, perturbation theory, nonlinear
functional analysis
AMS subject classification: 37J40, 37J45.
1 Introduction and main results
Topological instability of action variables in multidimensional nearly integrable Hamiltonian systems is
known as Arnold Diffusion. For autonomous Hamiltonian systems with two degrees of freedom KAM
theory generically implies topological stability of the action variables, i.e. under the flow of the perturbed
system the action variables stay close to their initial values for all times. On the contrary, for systems
with more than two degrees of freedom, outside a large set of initial conditions provided by KAM theory,
the action variables may undergo a drift of order one in a very long, but finite time called the “diffusion
time”. Arnold first showed up this instability phenomenon for a peculiar Hamiltonian in the famous
paper [2].
As suggested by normal form theory near simple resonances, the Hamiltonian models which are
usually studied have the form H(I, ϕ, p, q) = (I21/2) + ω · I2 + (p2/2) + ε(cos q − 1) + εµf(I, ϕ, p, q)
where ε and µ are small parameters, n := n1 + n2, (I1, I2, p) ∈ Rn × R are the action variables and
(ϕ, q) = (ϕ1, ϕ2, q) ∈ Tn ×T are the angle variables. In Arnold’s model I1, I2 ∈ R, ω = 1, f(I, ϕ, p, q) =
(cos q − 1)(sinϕ1 + cosϕ2) and diffusion is proved for µ exponentially small w.r.t.
√
ε. Physically
Hamiltonian H describes a system of n1 “rotators” and n2 harmonic oscillators weakly coupled with a
pendulum through a perturbation term.
The mechanism proposed in [2] to prove the existence of Arnold diffusion and thereafter become
classical, is the following one. For µ = 0, the Hamiltonian system associated to H admits a continuous
family of n-dimensional partially hyperbolic invariant tori TI = {ϕ ∈ Tn, (I1, I2) = I, q = p = 0}
possessing stable and unstable manifolds W s0 (TI) = Wu0 (TI) = {ϕ ∈ Tn, (I1, I2) = I, (p2/2) + ε(cos q −
1) = 0}. The method used in [2] to produce unstable orbits relies on the construction, for µ 6= 0, of
“transition chains” of perturbed partially hyperbolic tori T µI close to TI connected one to another by
heteroclinic orbits. Therefore in general the first step is to prove the persistence of such hyperbolic tori
T µI for µ 6= 0 small enough, and to show that the perturbed stable and unstable manifolds W sµ(T µI ) and
Wuµ (T µI ) split and intersect transversally (“splitting problem”). The second step is to find a transition
chain of perturbed tori: this is a diffucult task since, for general non-isochronous systems, the surviving
perturbed tori T µI are separated by the gaps appearing in KAM constructions. Two perturbed invariant
tori T µI and T µI′ could be too distant one from the other, forbidding the existence of a heteroclinic
1Supported by M.U.R.S.T. Variational Methods and Nonlinear Differential Equations.
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intersection between Wuµ (T µI ) and W sµ(T µI′ ): this is the so called “gap problem”. In [2] this difficulty is
bypassed by the peculiar choice of the perturbation f(I, ϕ, p, q) = (cos q−1)f(ϕ), whose gradient vanishes
on the unperturbed tori TI , leaving them all invariant also for µ 6= 0. The final step is to prove, by a
“shadowing argument”, the existence of a true diffusion orbit, close to a given transition chain of tori,
for which the action variables I undergo a drift of O(1) in a certain time Td called the diffusion time.
The first paper proving Arnold diffusion in presence of perturbations not preserving the unperturbed
tori has been [12]. Extending Arnold’s analysis, it is proved in [12] that, if the perturbation is a trigono-
metric polynomial in the angles ϕ, then, in some regions of the phase space, the “density” of perturbed
invariant tori is high enough to allow the construction of a transition chain.
Regarding the shadowing problem, geometrical method, see e.g. [12], [15], [13], [14], and variational
ones, see e.g. [9], have been applied, in the last years, in order to prove the existence of diffusion orbits
shadowing a given transition chain of tori and to estimate the diffusion time. We also quote the important
papers [7]-[8] which, even if dealing with Arnold’s model perturbation only, have obtained, by variational
methods, very good diffusion time estimates and have introduced new ideas for studying the shadowing
problem. For isochronous systems new variational results concerning the shadowing and the splitting
problem have been obtained in [4], [5] and [6].
In this paper we provide an alternative mechanism to produce diffusion orbits. This method is not
based on the existence of a transition chain of tori: we avoid the KAM construction of the perturbed
hyperbolic tori, proving directly the existence of a drifting orbit as a local minimum of an action functional.
At the same time our variational approach achieves the optimal diffusion time. We also prove that our
diffusion time estimate is the optimal one as a consequence of a general stability result, proved via classical
perturbation theory. As in [12] we deal with a perturbation which is a trigonometric polynomial in the
angles and our diffusion orbits will not connect any two arbitrary frequencies of the action space, even if
we manage to connect more frequencies than in [12], proving the drift also in some regions of the phase
space where transition chains might not exist. Clearly if the perturbation is chosen as in Arnold’s example
we can drift in all the phase space with no restriction. The results proved here have been announced in
[3].
In this paper we will assume, as in Arnold’s paper, the parameter µ to be small enough in order to
validate the so called Poincare´-Melnikov approximation, when the first order expansion term in µ for the
splitting, the so called Poincare´-Melnikov function, is the dominant one. For this reason, through this
paper we will fix the “Lyapunov exponent” of the pendulum ε := 1, considering the so called “a-priori
unstable” case. Actually our variational shadowing technique is not restricted to the a-priori unstable
case, but would allow, in the same spirit of [4], [5] and [6], once a “splitting condition” is someway proved,
to get diffusion orbits with the best diffusion time (in terms of some measure of the splitting).
We will consider nearly integrable non-isochronous Hamiltonian systems defined by
Hµ = I
2
2
+
p2
2
+ (cos q − 1) + µf(I, ϕ, p, q, t), (1.1)
where (ϕ, q, t) ∈ Td × T1 × T1 are the angle variables, (I, p) ∈ Rd × R1 are the action variables and
µ ≥ 0 is a small real parameter. The Hamiltonian system associated with Hµ writes
ϕ˙ = I + µ∂If, I˙ = −µ∂ϕf, q˙ = p+ µ∂pf, p˙ = sin q − µ∂qf. (Sµ)
The perturbation f is assumed to be a real trigonometric polynomial of order N in ϕ and t, namely2
f(I, ϕ, p, q, t) =
∑
|(n,l)|≤N
fn,l(I, p, q)e
i(n·ϕ+lt). (1.2)
The unperturbed Hamiltonian system (S0) is completely integrable and in particular the energy I2i /2 of
each rotator is a constant of the motion. The problem of Arnold diffusion in this context is whether, for
µ 6= 0, there exist motions whose net effect is to transfer O(1)-energy among the rotators. A natural
2 fn,l(I, p, q) = f−n,−l(I, p, q) for all (n, l) ∈ Z
d × Z with |(n, l)| ≤ N where z denotes the complex conjugate of z ∈ C.
2
complementary question regards the time of stability (or instability) for the perturbed system: what is
the minimal time to produce an O(1)-exchange of energy, if any takes place, among the rotators?
For simplicity, even if it is not really necessary, we assume f to be a purely spatial perturbation,
namely f(ϕ, q, t) =
∑
0≤|(n,l)|≤N fn,l(q) exp(i(n · ϕ+ lt)). The functions fn,l are assumed to be smooth.
Let us define the “resonant web” DN , formed by the frequencies ω “resonant with the perturbation”
DN :=
{
ω ∈ Rd
∣∣∣ ∃(n, l) ∈ Zd+1 s.t. 0 < |(n, l)| ≤ N and ω · n+ l = 0} = ∪0<|(n,l)|≤NEn,l (1.3)
where En,l := {ω ∈ Rd | ω · n+ l = 0}. Let us also consider the Poincare´-Melnikov primitive
Γ(ω, θ0, ϕ0) := −
∫
R
[
f(ωt+ ϕ0, q0(t), t+ θ0)− f(ωt+ ϕ0, 0, t+ θ0)
]
dt,
where q0(t) = 4 arctan(exp t) is the separatrix of the unperturbed pendulum equation q¨ = sin q satisfying
q0(0) = pi.
The next Theorem states that, for any connected component C ⊂ DcN , ωI , ωF ∈ C, there exists a
solution of (Sµ) connecting a O(µ)-neighborhood of ωI in the action space to a O(µ)-neighborhood of
ωF , in the time-interval Td = O((1/µ)| logµ|).
Theorem 1.1 Let C be a connected component of DcN , ωI , ωF ∈ C and let γ : [0, L] → C be a smooth
embedding such that γ(0) = ωI and γ(L) = ωF . Assume that, for all ω := γ(s) (s ∈ [0, L]), Γ(ω, ·, ·)
possesses a non-degenerate local minimum (θω0 , ϕ
ω
0 ). Then ∀η > 0 there exists µ0 = µ0(γ, η) > 0 and
C = C(γ) > 0 such that ∀0 < µ ≤ µ0 there exists a solution (Iµ(t), ϕµ(t), pµ(t), qµ(t)) of (Sµ) and two
instants τ1 < τ2 such that Iµ(τ1) = ωI +O(µ), Iµ(τ2) = ωF +O(µ) and
|τ2 − τ1| ≤ C
µ
| logµ|. (1.4)
Moreover dist(Iµ(t), γ([0, L])) < η for all τ1 ≤ t ≤ τ2.
In addition, the above result still holds for any perturbation µ(f + µf˜) with any smooth f˜(ϕ, q, t).
We can also build diffusion orbits approaching the boundaries of DN at distances as small as a certain
power of µ: see for a precise statement Theorem 6.1.
Theorem 1.1 improves the corresponding result in [12] which enables to connect two frequencies ωI and
ωF belonging to the same connected component C ⊂ DcN1 for N1 = 14dN and with dist{{ωI , ωF },DN1} =
O(1). Such restrictions of [12] in connecting the action space through diffusion orbits arise because
transition chains could not exist in all C ⊂ DcN (see remark 2.2). Unlikely our method enables to show
up Arnold diffusion between any two frequencies ωI , ωF ∈ C ⊂ DcN and along any path, since it does not
require the existence of chains of true hyperbolic tori of (Sµ).
Theorem 1.1 also improves the known estimates on the diffusion time. The first estimate obtained
by geometrical method in [12], is Td = O(exp (1/µ
2)). In [15]-[13]-[14], still by geometrical methods, and
in [9], by means of Mather’s theory, the diffusion time has been proved to be just polynomially long in
the splitting µ (the splitting angles between the perturbed stable and unstable manifolds Ws,uµ (T µω ) at a
homoclinic point are, by classical Poincare´-Melnikov theory, O(µ)). We note that the variational method
proposed by Bessi in [7] had already given, in the case of perturbations preserving all the unperturbed
tori, the diffusion time estimate Td = O(1/µ
2). For isochronous systems the estimate on the diffusion time
Td = O((1/µ)| lnµ|) has already been obtained in [4]-[5]. Very recently, in [14], the diffusion time (in the
non isochronous case) has been estimated as Td = O((1/µ)| log µ|) by a method which uses “hyperbolic
periodic orbits”; however the result of [14] is of local nature: the previous estimate holds only for diffusion
orbits shadowing a transition chain close to some torus run with diophantine flow.
Our next statement (a stability result) concludes this quest for the minimal diffusion time Td: it shows
the optimality of our estimate Td = O((1/µ)| log µ|).
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Theorem 1.2 Let f(I, ϕ, p, q, t) be as in (1.2), where the fn,l (|(n, l)| ≤ N) are analytic functions. Then
∀κ, r, r˜ > 0 there exist µ1, κ0 > 0 such that ∀ 0 < µ ≤ µ1, for any solution (I(t), ϕ(t), p(t), q(t)) of (Sµ)
with |I(0)| ≤ r and |p(0)| ≤ r˜, there results
|I(t)− I(0)| ≤ κ ∀ t such that |t| ≤ κ0
µ
ln
1
µ
. (1.5)
Actually the proof of Theorem 1.2 contains much more information: in particular the stability time
(1.5) is sharp only for orbits lying close to the separatrices. On the other hand the orbits lying far away
from the separatrices are much more stable, namely exponentially stable in time according to Nekhoroshev
type time estimates, see (7.4) and (7.11). Indeed the diffusion orbit of Theorem 1.1 is found close to some
pseudo-diffusion orbit whose (q, p) variables move along the separatrices of the pendulum.
As a byproduct of the techniques developed in this paper we have the following result (proved in
section 6) concerning “Arnold’s example” [2] where Tω := {I = ω, ϕ ∈ Td, p = q = 0} are, for all ω ∈ Rd,
even for µ 6= 0, invariant tori of (Sµ).
Theorem 1.3 Let f(ϕ, q, t) := (1 − cos q)f˜(ϕ, t). Assume that for some smooth embedding γ : [0, L] →
Rd, with γ(0) = ωI and γ(L) = ωF , ∀ω := γ(s) (s ∈ [0, L]), Γ(ω, ·, ·) possesses a non-degenerate local
minimum (θω0 , ϕ
ω
0 ). Then ∀η > 0 there exists µ0 = µ0(γ, η) > 0, and C = C(γ) > 0 such that ∀0 < µ ≤ µ0
there exists a heteroclinic orbit (η-close to γ) connecting the invariant tori TωI and TωF . Moreover the
diffusion time Td needed to go from a µ-neighbourhood of TωI to a µ-neighbourhood of TωF is bounded by
(C/µ)| logµ| for some constant C.
The method of proof of Theorem 1.1 (and Theorem 1.3) relies on a finite dimensional reduction of
Lyapunov-Schmidt type, variational in nature, introduced in [1] and later extended in [4],[5] and [6] to
the problem of Arnold diffusion. The diffusion orbit of Theorem 1.1 is found as a local minimum of the
action functional close to some pseudo-diffusion orbit whose (p, q) variables move along the separatrices
of the pendulum. The pseudo-diffusion orbits, constructed by the Implicit Function Theorem, are true
solutions of (Sµ) except possibly at some instants θi, for i = 1, . . . , k, when they are glued continuously
at the section {q = pi, mod 2piZ} but the speeds (ϕ˙µ(θi), q˙µ(θi)) = (Iµ(θi), pµ(θi)) may have a jump. The
time interval Ts = θi+1 − θi is heuristically the time required to perform a single transition during which
the rotators can exchange O(µ)-energy, i.e. the action variables vary of O(µ). During each transition we
can exchange only O(µ)-energy because the Melnikov contribution in the perturbed functional is O(µ).
Hence in order to exchange O(1) energy the number of transitions required will be k = O(1/µ).
We underline that the question of finding the optimal time and the mechanism for which we can avoid
the construction of transition chains of tori are deeply connected. Indeed the main reason for which
our drifting technique avoids the construction of KAM tori is the following one: if the time to perform
a simple transition Ts is, say, just Ts = O(| lnµ|) then, on such “short” time intervals, it is valid to
approximate the pseudo diffusion orbits with unperturbed solutions living on the stable and unstable
manifolds of the unperturbed tori W s(Tω) = Wu(Tω) = {I = ω, ϕ ∈ Td, p2/2 + (cos q − 1) = 0}, when
computing the value of the action functional. In this way we do not need to construct the true hyperbolic
tori T µω (actually for our approximation we only need the time for a single transition to be Ts << 1/µ).
The fact that it is possible to perform a single transition in a very short time interval like Ts = O(| lnµ|)
is not obvius at all. In [7] the time to perform a single transition, in the example of Arnold, is O(1/µ). This
transition time arises in order to ensure that the variations of the kinetic part of the action functional
associated with the rotators are small compared with the (positive definite) second derivative of the
Poincare´-Melnikov primitive at its minimum point. Unfortunately this time is too long to use a simple
approximation of the functional. The key observation that enables us to perform a single transition
in a very short time interval concerns the behaviour of the “gradient flow” of the unperturbed action
functional of the rotators. This implies a sort of a-priori estimate satisfied by the minimal diffusion orbits,
see remark 6.1. We think that estimate (6.18) is interesting in itself. In this way we can show that the
variations of the action of the rotators are small enough, even on time intervals Ts << 1/µ, and do not
“destroy” the minimum of the Poincare´-Melnikov primitive.
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When trying to build a pseudo-diffusion orbit which performs single transitions in very short time
intervals we encounter another difficulty linked with the ergodization time. The time to perform a single
transition Ts must be long enough to settle, at each instant θi, the projection (θi, ϕi) of the pseudo-
orbit on the torus Td+1 sufficiently close to the minimum of the Poincare´-Melnikov function, i.e. the
homoclinic point (in our method it is sufficient to arrive just O(1)-close, independently of µ, to the
homoclinic point). This necessary request creates some difficulty since our pseudo-diffusion orbit may
arrive O(µ)-close in the action space to resonant hyperplanes of frequencies whose linear flow does not
provide a dense enough net of the torus. The way in which this problem is overcome is discussed in
section 5: we observe a phenomenon of “stabilization close to resonances” which forces the time for some
single transitions to increase. Anyway the total time required to cross these (finite number of) resonances
is still Td = O((1/µ) log(1/µ)), see (5.13) and the proof of Theorem 1.1. This discussion enables us to
prove optimal fast-Arnold diffusion in large regions of the phase space and allows to improve the local
diffusion results of [14].
We need therefore some results on the ergodization time of the torus for linear flows possibly resonant
but only at a “sufficiently high order”. We present these results in section 4. We point out that the main
result of this section, Theorem 4.2, implies as corollaries Theorems B and D of [11], see remark 4.1. It is
of independent interest and could possibly improve the other results of [11].
This work is a further step of a reaserch line, started in [4]-[5] and [6], for finding new mechanisms to
prove Arnold diffusion. We expect that the variational method developed in this paper could be suitably
refined in order to prove the existence of drifting orbits in the whole action space and then to prove such
results for generic analytic perturbations too. Another possible application of these methods could regard
infinite dimensional Hamiltonian systems where the existence of “transition chains of infinite dimensional
hyperbolic tori” is quite far for being proved.
The paper is organized as follows: in section 2 we perform the finite dimensional reduction and we
define the variational setting. In section 3 we provide a suitable development of the reduced action
functional. In section 4 we prove the new results on the ergodization time. In section 5 we define the
unperturbed pseudo-orbit. In section 6 we prove the existence of the diffusion orbit. In section 7 we
prove the stability result, that is to say the optimality of our diffusion time.
Notations: Through this paper the notation a(z1, . . . , zk) = O(b(µ)) will mean that, for a suitable
positive constant C(γ, f) > 0, |a(z1, . . . , zp)| ≤ C(γ, f)|b(µ)|.
2 The variational setting and the finite dimensional reduction
When the perturbation f(ϕ, q, t) =
∑
|(n,l)|≤N fn,l(q)exp(i(n · ϕ + lt)) is purely spatial, 3 system (Sµ)
reduces to the second order system
ϕ¨ = −µ ∂ϕf(ϕ, q, t), −q¨ + sin q = µ ∂qf(ϕ, q, t) (2.1)
with associated Lagrangian
Lµ(ϕ, ϕ˙, q, q˙, t) = ϕ˙
2
2
+
q˙2
2
+ (1− cos q)− µf(ϕ, q, t). (2.2)
Using the Contraction Mapping Theorem we will prove in lemma 2.1 that, near the unperturbed solutions
(ω(t − θ) + ϕ0, q0(t − θ)) living on the stable and unstable manifolds of the unperturbed tori Tω, there
exist, for µ small enough, solutions of the perturbed system (2.1) which connect the sections {ϕ = ϕ+, q =
−pi, t = θ+} and {ϕ = ϕ−, q = pi, t = θ−} (under some assumptions). The diffusion orbit will be a chain
of such connecting orbits.
We first introduce a few definitions and notations. For λ := (θ+, θ−, ϕ+, ϕ−) ∈ R2 × R2d with
3We will develop all the computations for f . All the next arguments remain unchanged if the perturbation is f + µf˜ ,
see the proof of Theorem 1.1.
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θ+ < θ− we define Tλ := θ− − θ+ and the “mean frequency” ωλ ∈ Rd as ωλ := ϕ
− − ϕ+
θ− − θ+ . The “small
denominator” of a frequency ω ∈ Rd is defined by
β(ω) := βN (ω) := min
0<|(n,l)|≤N
|n · ω + l|. (2.3)
β(ω) measures how close the frequency ω lies to the resonant web DN defined in (1.3). We use the
abbreviation βλ for β(ωλ). We shall always assume through this paper that ω stays in a fixed bounded
set containing the curve γ.
For T large enough, there exists a unique T -periodic solution QT of the pendulum equation, of small
positive energy with QT (0) = −pi, QT (T ) = pi. Moreover QT satisfies ∀t ∈ [0, T/2) ∪ (T/2, T ],
|∂TQT (t)| ≤ K1e−K2(T−t) , |∂T (QT (T − ·))(t)| ≤ K1e−K2(T−t)
and
|QT (t)− q∞(t)|+ |Q˙T (t)− q˙∞(t)| ≤ K1e−K2T , |Q˙T (t)| ≤ K1max{e−K2t, e−K2(T−t)}, (2.4)
for some positive constants K1 and K2, where q∞ is defined by
q∞(t) = q0(t)− 2pi if t ∈ [0, T/2), q∞(t) = q0(t− T ) if t ∈ (T/2, T ].
Lemma 2.1 There exists µ2 > 0 and constants C0, C1, c, c1 > 0 such that ∀0 < µ ≤ µ2, ∀λ =
(θ+, θ−, ϕ+, ϕ−) such that C0β2λ > µ and C1| lnµ| ≤ Tλ ≤ C0βλ/µ there exists a unique solution
(ϕµ(t), qµ(t)) := (ϕµ,λ(t), qµ,λ(t)) of (2.1), defined for t ∈ (θ+ − 1, θ− + 1), satisfying ϕµ(θ±) = ϕ±,
qµ(θ
±) = ∓pi and
(i) |ϕµ(t)− ϕ(t)| ≤ cµ(1 + c1µT 2λ)/β2λ, |ϕ˙µ(t)− ω| ≤ cµ/βλ,
(ii) |qµ(t)−QTλ(t− θ+)| ≤ cµ, |q˙µ(t)− Q˙Tλ(t− θ+)| ≤ cµ,
(2.5)
where ϕ(t) := ωλ(t− θ+) + ϕ+. Moreover ϕµ,λ(t), ϕ˙µ,λ(t), qµ,λ(t) and q˙µ,λ(t) are C1 functions of (t, λ).
The proof of lemma 2.1 is given in the Appendix.
Remark 2.1 Roughly, the meaning of the above estimates is the following.
1) We have imposed C1| lnµ| < Tλ := θ−− θ+ so that by (2.4), on such intervals of time, the periodic
solution QTλ is O(µ) close to “separatrices” q∞ of the unperturbed pendulum.
2) Estimate (ii) implies that for t ≈ (θ++θ−)/2 the perturbed solution qµ may have O(µ) oscillations
around the unstable equilibrium of the pendulum q = 0, mod 2pi, which is exactly what one expects
perturbing with a general f . On the contrary for the class of perturbations considered in [2] as f(ϕ, q, t) =
(1 − cos q)f(ϕ, t) preserving all the invariant tori, estimate (ii) can be improved, getting max{|qµ(t)−
QTλ(t− θ+)|, |q˙µ(t)− Q˙Tλ(t− θ+)|} = O(µmax{exp(−C|t− θ+|), exp(−C|t− θ−|)}).
3) For βλ ≈ √µ estimate (i) becomes meaningless: for a mean frequency ωλ such that n ·ωλ+ l ≈ √µ
for some 0 < |(n, l)| ≤ N the perturbed transition orbits ϕµ are no more well-approximated by the straight
lines ϕ(t) := ϕ+ + ωλ(t− θ+).
Remark 2.2 Let us define DβN := {ω ∈ Rd | |ω · n + l| > β, ∀ 0 < |(n, l)| ≤ N}. In [12] it is
proved that hyperbolic invariant tori T µω of system (Sµ) exist for Diophantine frequencies ω ∈ Dβ1N1 , for
some β1 = O(1) and some N1 = O(dN) > N , namely avoiding more “resonances with the trigonometric
polynomial f” than just N . The presence of such “resonant hyperplanes En,l” for N < |(n, l)| < N1 may
be reflected in estimate (i) by the term µT 2λ . However such term, for our purposes, can be ignored. From
this point of view lemma 2.1 could perhaps be interpreted as the first iterative step for looking at invariant
hyperbolic tori in the perturbed system bifurcating from the unperturbed one’s .
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By lemma 2.1, for 0 < µ ≤ µ2, we can define on the set
Λµ :=
{
λ = (θ+, θ−, ϕ+, ϕ−)
∣∣∣ C0β2λ > µ, C1| lnµ| ≤ Tλ ≤ C0βλµ
}
,
the Lagrangian action functional Gµ : Λµ → R as
Gµ(λ) = Gµ(θ
+, θ−, ϕ+, ϕ−) :=
∫ θ−
θ+
Lµ(ϕµ(t), ϕ˙µ(t), qµ(t), q˙µ(t), t) dt. (2.6)
We have
Lemma 2.2 Gµ is differentiable and (with the abbreviations ϕ, q for ϕµ, qµ)
∇ϕ+Gµ(λ) = −ϕ˙(θ+), ∂θ+Gµ(λ) =
1
2
|ϕ˙(θ+)|2 + 1
2
q˙2(θ+) + cos q(θ+)− 1 + µf(ϕ+, pi, θ+)
∇ϕ−Gµ(λ) = ϕ˙(θ−), ∂θ−Gµ(λ) = −
(1
2
|ϕ˙(θ−)|2 + 1
2
q˙2(θ−) + cos q(θ−)− 1 + µf(ϕ−, pi, θ−)
)
.
Proof. By lemma 2.1 the map (λ, t) 7→ (ϕµ,λ(t), ϕ˙µ,λ(t), qµ,λ(t), q˙µ,λ(t)) is C1 on the set {(λ, t) ∈
Λµ ×R | θ+ ≤ t ≤ θ−}. Hence Gµ is differentiable and
∂θ+Gµ(λ) = −Lµ(ϕ+, ϕ˙(θ+),−pi, q˙(θ+), θ+) +
∫ θ−
θ+
ϕ˙(s) · ∂θ+ ϕ˙(s) + q˙(s)∂θ+ q˙(s) ds
+
∫ θ−
θ+
sin q(s)∂θ+q(s)− µ∂ϕf(ϕ(s), q(s), s) · ∂θ+ϕ(s)− µ∂qf(ϕ(s), q(s), s)∂θ+q(s) ds.
Integrating by parts and using that (qµ,λ, ϕµ,λ) satisfies (2.1) in (θ
+, θ−), we obtain
∂θ+Gµ(λ) = −Lµ(ϕ+, ϕ˙(θ+),−pi, q˙(θ+), θ+) +
[
q˙(s)∂θ+q(s) + ϕ˙(s) · ∂θ+ϕ(s)
]θ−
θ+
.
Now qµ,λ(θ
+) = −pi for all λ hence q˙(θ+) + ∂θ+q(θ+) = 0. Similarly we get ϕ˙(θ+) + ∂θ+ϕ(θ+) = 0,
∂θ+q(θ
−) = 0, ∂θ+ϕ(θ−) = 0. As a consequence
∂θ+Gµ(λ) =
1
2
|ϕ˙|2(θ+) + 1
2
q˙2(θ+) + (cos q(θ+)− 1) + µf(ϕ+, pi, θ+).
The other partial derivatives are computed in the same way.
For β > 0 fixed, denoting λi = (θi, θi+1, ϕi, ϕi+1), we define on the set
Λµ,k := Λ
β
µ,k :=
{
λ = (θ1, . . . , θk, ϕ1, . . . , ϕk) ∈ Rk ×Rkd
∣∣∣ ∀ 1 ≤ i ≤ k − 1, λi ∈ Λµ , βλi ≥ β},
the reduced action functional Fµ : Λµ,k → R as
Fµ(λ) = ωIϕ1 − |ωI |
2
2
θ1 + µΓ
u(ωI , θ1, ϕ1) + µF (ωI , θ1, ϕ1) +
k−1∑
i=1
Gµ(λi)
− ωFϕk + |ωF |
2
2
θk + µΓ
s(ωF , θk, ϕk)− µF (ωF , θk, ϕk)
where
Γu(ω, θ0, ϕ0) := −
∫ 0
−∞
[
f(ωt+ ϕ0, q0(t), t+ θ0)− f(ωt+ ϕ0, 0, t+ θ0))
]
dt, (2.7)
Γs(ω, θ0, ϕ0) := −
∫ +∞
0
[
f(ωt+ ϕ0, q0(t), t+ θ0)− f(ωt+ ϕ0, 0, t+ θ0))
]
dt, (2.8)
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are called resp. the unstable and the stable Poincare´-Melnikov primitive, and
F (ω, θ0, ϕ0) := −f0,0θ0 −
∑
0<|(n,l)|≤N
fn,l
ei(n·ϕ0+lθ0)
i(n · ω + l) , (2.9)
fn,l := fn,l(0) being the Fourier coefficients of f(ϕ, 0, t).
Critical points of the “reduced action functional” Fµ give rise to diffusion orbits whose action vari-
ables I go from a small neighbourhood of ωI to a small neighbourhood of ωF , as stated in lemma 2.3
below. The “boundary terms” ωIϕ1 − |ωI |
2
2 θ1 + µΓ
u(ωI , θ1, ϕ1) + µF (ωI , θ1, ϕ1) and −ωFϕk + |ωF |
2
2 θk +
µΓs(ωF , θk, ϕk)−µF (ωF , θk, ϕk) have been added also to enable us to find critical points of Fµ w.r.t. all
the variables (including θ1, ϕ1, θk, ϕk).
More precisely, for λ = (θ, ϕ) ∈ Λµ,k we define the pseudo diffusion solutions (ϕµ,λ, qµ,λ) on the
interval [θ1, θk] by
(ϕµ,λ(t), qµ,λ(t)) := (ϕµ,λi (t), qµ,λi(t) + 2pi(i− 1)) for t ∈ [θi, θi+1],
where (ϕµ,λi(t), qµ,λi(t)) are given by lemma 2.1. The pseudo diffusion solutions (ϕµ,λ, qµ,λ) are then
continuous functions which are true solutions of the equations of motion (2.1) on each interval (θi, θi+1),
but the time derivatives (ϕ˙µ,λ, q˙µ,λ) may undergo a jump at time θi. We have
Lemma 2.3 If λ˜ = (θ˜, ϕ˜) ∈ Λµ,k is a critical point of Fµ, then (ϕµ,λ˜(t), qµ,λ˜(t)) is a solution of (2.1)
in the time interval (θ˜1, θ˜k). Moreover ϕ˙µ(θ˜1) = ωI + O(µ), ϕ˙µ(θ˜k) = ωF + O(µ), i.e. (ϕµ,λ˜, qµ,λ˜) is a
diffusion orbit between ωI and ωF with diffusion time Td = |θ˜k − θ˜1|.
Proof. By lemma 2.2 if ∇ϕiFµ(λ˜) = 0, then for 2 ≤ i ≤ k − 1, ϕ˙µ,λ˜(θ˜−i ) = ϕ˙µ,λ˜(θ˜+i ) and ϕ˙µ,λ˜(θ˜1) =
ωI +O(µ), ϕ˙µ,λ˜(θ˜k) = ωF +O(µ). Moreover, if ∇ϕiFµ(λ˜) = 0 and ∂θiFµ(λ˜) = 0 then (for 2 ≤ i ≤ k− 2),
q˙2
µ,λ˜
(θ˜+i ) = q˙
2
µ,λ˜
(θ˜−i ). Now, by lemma 2.1 and (2.4), q˙µ,λ˜(θ˜
±
i ) = q˙0(0) +O(µ). Hence q˙µ,λ˜(θ˜
+
i ) = q˙µ,λ˜(θ˜
−
i )
and the proof is complete.
3 The approximation of the reduced functional
In order to prove the existence of critical points of the reduced action functional Fµ thanks to the
properties of the Poincare´-Melnikov primitives Γ(ω, ·, ·) we need an appropriate expression of Fµ, see
lemma 3.5. We shall express Fµ as the sum of a function whose definition contains the Γ(ω, ·, ·) (for
which we can prove the existence of critical points) and of a remainder whose derivatives are so small
that it cannot destroy the critical points of the first function.
The first lemma gives an approximation of Gµ (defined in (2.6)).
Lemma 3.1 For 0 < µ ≤ µ3, for λ ∈ Λµ we have
Gµ(λ) =
1
2
|ϕ− − ϕ+|2
(θ− − θ+) + µΓ
s(ωλ, θ
+, ϕ+) + µΓu(ωλ, θ
−, ϕ−)− µ
∫ θ−
θ+
f(ϕ(t), 0, t) dt+R0(µ, λ) (3.1)
where
∇λR0(µ, λ) = O
(µ2(1 + µT 2λ)
β2λ
Tλ
)
. (3.2)
Proof. By lemma 2.1, we can write ϕµ,λ(t) = ϕ(t) + vµ,λ(t), qµ,λ(t) = QTλ(t − θ+) + wµ,λ(t), where
vµ,λ(θ
+) = vµ,λ(θ
−) = 0, ||v˙µ,λ||L∞(θ+,θ−) = O(µ/βλ), ||vµ,λ||L∞(θ+,θ−) = O((µ/β2λ)(1 + µT 2λ)) and
wµ,λ(θ
+) = wµ,λ(θ
−) = 0, ||w˙µ,λ||L∞(θ+,θ−) + ||wµ,λ||L∞(θ+,θ−) = O(µ).
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In the following, in order to avoid cumbersome notation, we shall use the abbreviations v, w,Q for
vµ,λ, wµ,λ, QTλ(· − θ+), the dependency w.r.t. λ and µ being implicit. We have
Gµ(λ) =
∫ θ−
θ+
1
2
|ϕ˙(t)|2 + ϕ˙(t) · v˙(t) + 1
2
| ˙v(t)|2 + 1
2
Q˙2(t) + Q˙(t)w˙(t) +
1
2
w˙2(t)
+
∫ θ−
θ+
[1− cos(Q(t) + w(t))] − µf(ϕ(t) + v(t), Q(t) + w(t), t) dt.
Now since v(θ+) = v(θ−) = 0 and w(θ+) = w(θ−) = 0,
∫ θ−
θ+
ϕ˙(t) · v˙(t) dt =
∫ θ−
θ+
ωλ · v˙(t) dt = 0 and∫ θ−
θ+
Q˙(t)w˙(t) dt =
∫ θ−
θ+
−Q¨(t)w(t) dt =
∫ θ−
θ+
−(sinQ(t))w(t) dt. As a result, Gµ(λ) = G0µ(λ) + R1(λ),
where
G0µ(λ) =
∫ θ−
θ+
1
2
|ϕ˙|2 + 1
2
Q˙2 + (1 − cosQ)− µf(ϕ,Q, t),
R1(λ) =
∫ θ−
θ+
1
2
|v˙|2 + 1
2
w˙2 + (cosQ− cos(Q + w)− w sinQ)− µf(ϕ+ v,Q+ w, t) + µf(ϕ,Q, t).
We shall first prove that |∇R1| = O
(
µ2(1+µT 2λ)
β2
λ
Tλ
)
. We have ∂θ+R1 = rs1 + r2 + r3 + r4 + r5 + r6 where
r1 :=
∫ θ−
θ+
v˙ · d
dt
(∂θ+v)− µ∂ϕf(ϕ+ v,Q+ w, t) · (∂θ+v),
r2 :=
∫ θ−
θ+
w˙
d
dt
(∂θ+w) +
[
sin(Q + w)− sinQ− µ∂qf(ϕ+ v,Q + w, t)
]
(∂θ+w),
r3 :=
∫ θ−
θ+
(− sinQ+ sin(Q+ w)− w cosQ)∂θ+Q,
r4 := µ
∫ θ−
θ+
[
∂ϕf(ϕ,Q, t)− ∂ϕf(ϕ+ v,Q + w, t)
]
· ∂θ+ϕ,
r5 := µ
∫ θ−
θ+
[
∂qf(ϕ,Q, t)− ∂qf(ϕ+ v,Q+ w, t)
]
∂θ+Q,
r6 := −1
2
|v˙(θ+)|2 − 1
2
w˙(θ+)2.
Now v and w satisfy{ −v¨(t) = µ∂ϕf(ϕ(t) + v(t), Q(t) + w(t), t)
−w¨(t) + sin(Q(t) + w(t)) = µ∂qf(ϕ(t) + v(t), Q(t) + w(t), t) + sinQ(t).
Moreover, deriving w.r.t. θ+ the equality v(θ+) = 0 we obtain that (∂θ+v)(θ
+) = −v˙(θ+). Similarly
(∂θ+w)(θ
+) = −w˙(θ+), (∂θ+v)(θ−) = 0 and (∂θ+w)(θ−) = 0. Therefore an integration by parts gives
r1 = |v˙(θ+)|2, r2 = w˙(θ+)2 hence |r1|+ |r2| = O(µ2/β2).
By the properties of QT , ∂θ+Q is bounded in the interval [θ
+, θ−] by a constant independent of λ.
Moreover − sinQ(t) + sin(Q(t) + w(t)) − w(t) cosQ(t) = O(w(t)2). Therefore r3 = O(µ2T ).
We have also, for some positive constant c,
|r4|+ |r5| ≤ cµT
[
sup
t∈[θ+,θ−]
|∂θ+Q(t)|+ |∂θ+ϕ(t)|
][
sup
t∈[θ+,θ−]
(|v(t)| + |w(t)|)
]
.
Since ∂θ+ϕ is bounded independently of λ, we have by lemma 2.1 |r4|+ |r5| = O
(
µ2(1+µT 2λ)
β2
λ
Tλ
)
. Still by
lemma 2.1, r6 = O(µ
2/β2). The estimate of the other derivatives of R1 is obtained in the same way.
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indent We now develop G0µ(λ) as
G0µ(λ) =
1
2
|ϕ− − ϕ+|2
(θ− − θ+) + µΓ
s(ωλ, θ
+, ϕ+) + µΓu(ωλ, θ
−, ϕ−)− µ
∫ θ−
θ+
f(ϕ(t), 0, t) dt+R2(λ) +R3(λ),
where
R2(λ) =
∫ θ−
θ+
1
2
Q˙2(t) + (1− cosQ(t)) dt =
∫ Tλ
0
1
2
Q˙2Tλ(t) + (1− cosQTλ(t)) dt, (3.3)
R3(λ) =
∫ θ−
θ+
−µ
[
(f(ϕ(t), Q(t), t)− f(ϕ(t), 0, t)
]
dt− µΓs(ωλ, θ+, ϕ+)− µΓu(ωλ, θ−, ϕ−).
There remains to prove estimate (3.2) for∇R2 and∇R3. By (3.3) ∂ϕ±R2 = 0 and ∂θ+R2(λ) = −∂θ−R2(λ)
is the energy of the Tλ-periodic solution QTλ of the pendulum equation. Now this energy is O(e
−c2Tλ).
Hence (provided C1 is large enough) |∇R2(λ)| = O(µ2).
In order to estimate the derivatives of R3, let us define g(ϕ, q, t) := f(ϕ, q, t)− f(ϕ, 0, t). We have
R3(λ) =
∫ θ−
θ+
−µg(ϕ(t), Q(t), t) dt− µΓs(ωλ, θ+, ϕ+)− µΓu(ωλ, θ−, ϕ−) = µ(a3(λ) + b3(λ))
where
a3(λ) := −
∫ Tλ/2
0
g(ωλt+ ϕ
+, QTλ(t), t+ θ
+) dt+
∫ ∞
0
g(ωλt+ ϕ
+, q0(t), t+ θ
+) dt,
b3(λ) := −
∫ 0
−Tλ/2
g(ωλt+ ϕ
−, QTλ(t+ Tλ), t+ θ
−) dt+
∫ 0
−∞
g(ωλt+ ϕ
−, q0(t), t+ θ−) dt.
We have
a3(λ) = −
∫ Tλ/2
0
[
g(ωλt+ϕ
+, QTλ(t), t+θ
+)−g(ωλt+ϕ+, q0(t), t+θ+)
]
+
∫ ∞
Tλ/2
g(ωλt+ϕ
+, q0(t), t+θ
+).
Recalling that supt∈(0,T/2) |∂TQT (t)| = O(e−c2T ), supt∈(0,T/2) |QT (t) − q0(t)| = O(e−c2T ), it is easy to
see that the derivatives of the first integral are O(Tλe
−c2Tλ) = O(µ) (still provided C1 is large enough).
Moreover, using that (|g(ωλt+ϕ+, q0(t), t)|+|∂ϕg(ωλt+ϕ+, q0(t), t)|+|∂tg(ωλt+ϕ+, q0(t), t)|) = O(q0(t)−
2pi) = O(e−c2t) for t ∈ (Tλ/2,+∞), we find that the derivatives of the second integral are O(µ) as well.
Hence |∇a3(λ)| = O(µ). The same estimate holds for b3. We then conclude that ∇R3(λ) = O(µ2), which
completes the proof of lemma 3.1.
In section 6 we will look for a critical point of Fµ in the set
E :=
{
λ = (θ1, . . . , θk, ϕ1, . . . , ϕk) ∈ Rk×Rkd
∣∣∣ θi = θi+ bi, ϕi = ϕi+ai, |bi| ≤ 2pi, |ai| ≤ 2pi}, (3.4)
where k, ϕi, θi will be defined in section 5. It will result that E ⊂ Λµ,k (for some β > 0 depending on the
curve γ). In particular, for all λ ∈ E
C1| lnµ| ≤ θi+1 − θi < C0βi
µ
, ∀i = 1, . . . , k − 1, (3.5)
where βi := βλi := β(ωi) and ωi := ωλi := (ϕi+1 − ϕi)/(θi+1 − θi). Moreover we will assume (see (5.8))
|ωi+1 − ωi| ≤ ρµ where ωi :=
ϕi+1 − ϕi
θi+1 − θi
(1 ≤ i ≤ k − 1), ω0 := ωI , ωk := ωF (3.6)
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and ρ > 0 is a small constant to be chosen later (see (6.3)). For the time being, assuming (3.5) and (3.6),
we want to give a suitable expression of Fµ in E. By lemma 3.1, for λ ∈ E, we have
Fµ(λ) =
k−1∑
i=1
1
2
|ϕi+1 − ϕi|2
θi+1 − θi + ωIϕ1 − ωFϕk −
|ωI |2
2
θ1 +
|ωF |2
2
θk
+
k∑
i=1
µ
(
Γu(ωi−1, θi, ϕi) + Γs(ωi, θi, ϕi)
)
+ µF (ωI , θ1, ϕ1)
−
k−1∑
i=1
µ
∫ θi+1
θi
f(ωi(t− θi) + ϕi, 0, t) dt− µF (ωF , θk, ϕk) +
k−1∑
i=1
R0(µ, λi),
(3.7)
where |∇λR0(µ, λ)| satisfies (3.2). We shall write Fµ in an appropriate form thanks to the following
lemmas. The first one says how close the “mean frequencies” ωi are to the unperturbed ωi.
Lemma 3.2 Let λ = (θ1, . . . , θk, ϕ1, . . . , ϕk) belong to E. Then
|ωi − ωi| = O
( 1
θi+1 − θi
)
= O
( 1
| lnµ|
)
. (3.8)
Moreover
Γu(ωi−1, θi, ϕi) + Γs(ωi, θi, ϕi) = Γ(ωi, θi, ϕi) +R4(λi), where ∇R4 = O(1/| lnµ|). (3.9)
Proof. Set ∆θi := θi+1− θi, ∆ai := ai+1− ai and ∆bi := bi+1− bi. By an elementary computation we
get ωi − ωi = −ωi∆bi/∆θi +∆ai/∆θi. By the definition of E and (3.5), estimate (3.8) follows.
From the definition of Γu,Γs and the exponential decay of q0 it results that ∂ωΓ
u,s is bounded by a
uniform constant, as well as its partial derivatives. Hence (3.9) is a straightforward consequence of (3.8)
and of (3.6).
Lemma 3.3 For 0 < µ ≤ µ4
µF (ωI , θ1, ϕ1)−
k∑
i=1
µ
∫ θi+1
θi
f(ωi(t− θi) + ϕi, 0, t) dt− µF (ωF , θk, ϕk) =
k∑
i=1
Ri5(µ, λi−1, λi), (3.10)
where, for all i 4
∇Ri5(µ, θi−1, ϕi−1, θi, ϕi, θi+1, ϕi+1) = O
( µ
β2i−1(θi − θi−1)
+
µ
β2i (θi+1 − θi)
+
µ|βi − βi−1|
βi−1βi
)
. (3.11)
Proof. We have
−
∫ θi+1
θi
f(ϕi + ωi(t− θi), 0, t) dt = F (ωi, θi+1, ϕi+1)− F (ωi, θi, ϕi)
=
(
F (ωi, θi+1, ϕi+1)− F (ωi−1, θi, ϕi)
)
+
(
F (ωi−1, θi, ϕi)− F (ωi, θi, ϕi)
)
,
where F (ω, ·, ·) is defined in (2.9). We obtain
µF (ωI , θ1, ϕ1)−
k−1∑
i=1
µ
∫ θi+1
θi
f(ϕi + ωi(t− θi), 0, t) dt− µF (ωF , θk, ϕk) =
k∑
i=1
Ri5
where
Ri5 := R
i
5(µ, θi−1, ϕi−1, θi, ϕi, θi+1, ϕi+1) := µ
(
F (ωi−1, θi, ϕi)− F (ωi, θi, ϕi)
)
= −µ
∑
0<|(n,l)|≤N
fn,l
ei(n·ϕi+lθi)
i
( 1
(n · ωi−1 + l) −
1
(n · ωi + l)
)
4In the cases i = 1, i = k we only have R1
5
= R1
5
(µ, θ1, ϕ1, θ2, ϕ2) and Rk5 = R
k
5
(µ, θk−1, ϕk−1, θk, ϕk).
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Now we prove (3.11). Let us consider for example ∂θiR
i
5. We have
∂θiR
i
5 = µ∂θi
(
F (ωi−1, θi, ϕi)− F (ωi, θi, ϕi)
)
= µ
(
∂ωF (ωi−1, θi, ϕi).
−ωi−1
(θi − θi−1) − ∂ωF (ωi, θi, ϕi).
ωi
(θi+1 − θi)
)
− µ
( ∑
0<|(n,l)|≤N
fn,lle
i(n·ϕi+lθi)(
1
(n · ωi−1 + l) −
1
(n · ωi + l))
)
, (3.12)
where
∂ωF (ω, θ0, ϕ0) =
∑
0<|(n,l)|≤N
fn,l
nei(n·ϕ0+lθ0)
i(n · ω + l)2 , (3.13)
Estimate (3.11) follows immediately from (3.12) and (3.13). The other partial derivatives of Ri5 can be
estimated similarly.
Finally, to get a suitable expression of Fµ, we find convenient to introduce coordinates (b, c) ∈ R(1+d)k
defined by (3.4) and
ci = ai − ωibi, ∀i = 1, . . . , k, (3.14)
(we are just performing a linear change of coordinates adapted to the direction of the unperturbed flow
at each i-transition (bi, ai) = bi(1, ωi) + (0, ci)).
Lemma 3.4 We have
k−1∑
i=1
1
2
|ϕi+1 − ϕi|2
(θi+1 − θi) + ωIϕ1 − ωFϕk −
|ωI |2
2
θ1 +
|ωF |2
2
θk =
1
2
k−1∑
i=1
|ci+1 − ci|2
∆θi + (bi+1 − bi)
(3.15)
+
k∑
i=1
Ri6(µ, θi, ϕi, θi+1, ϕi+1),
where ∆θi := θi+1 − θi and5
∇Ri6(µ, θi−1, ϕi−1, θi, ϕi, θi+1, ϕi+1) = O(∆ωi) = O(ρµ). (3.16)
Proof. Let {γi}i=1,...,k−1 be defined by ϕi+1 − ϕi = ωi(θi+1 − θi) + γi. We can write ωIϕ1 − ωFϕk as
ωIϕ1 − ωFϕk =
k−1∑
i=1
(
(ωi−1 − ωi)ϕi − ωi(ϕi+1 − ϕi)
)
+ ϕk(ωk−1 − ωF )
=
k−1∑
i=1
(
(ωi−1 − ωi)ϕi − |ωi|2(θi+1 − θi)− ωiγi
)
+ ϕk(ωk−1 − ωF ). (3.17)
We can also write
− |ωI |
2
2
θ1 +
|ωF |2
2
θk =
k−1∑
i=1
(
(
|ωi|2
2
− |ωi−1|
2
2
)θi +
|ωi|2
2
(θi+1 − θi)
)
+
( |ωF |2
2
− |ωk−1|
2
2
)
θk, (3.18)
k−1∑
i=1
1
2
|ϕi+1 − ϕi|2
(θi+1 − θi) =
k−1∑
i=1
|ωi|2
2
(θi+1 − θi) + 1
2
|γi|2
(θi+1 − θi) + ωiγi. (3.19)
Summing (3.17), (3.18) and (3.19) we get
k−1∑
i=1
1
2
|ϕi+1 − ϕi|2
(θi+1 − θi) + ωIϕ1 − ωFϕk −
|ωI |2
2
θ1 +
|ωF |2
2
θk =
k−1∑
i=1
1
2
|γi|2
(θi+1 − θi)+
5For i = k we have Rk
6
= Rk
6
(µ, θk, ϕk).
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k−1∑
i=1
( |ωi|2
2
− |ωi−1|
2
2
)
θi + (ωi−1 − ωi)ϕi + ϕk(ωk−1 − ωF ) +
( |ωF |2
2
− |ωk−1|
2
2
)
θk. (3.20)
Substituting ϕi + ai for ϕi and θi + bi for θi, we get γi = (ai+1 − ai) − ωi(bi+1 − bi). Moreover the non
constant terms in the right handside of (3.20) (i.e. those depending on ai, bi) are the first one and
k∑
i=1
(ωi−1 − ωi)ai +
( |ωi|2
2
− |ωi−1|
2
2
)
bi =:
k∑
i=1
Ri(µ, θi, ϕi)
with ∇Ri(µ, θi, ϕi) = O(∆ωi). Finally, expressing γi in terms of (bi, ci) we get γi = (ai+1−ai)−ωi(bi+1−
bi) = (ci+1 − ci) + bi+1∆ωi and then from (3.20), developing the square, we get (3.16).
From (3.7) lemmas 3.2, 3.3 and 3.4 we obtain the expression of Fµ in the new coordinates (b, c)
required to apply the variational argument of section 6.
Lemma 3.5 There exists µ5, C2 > 0 such that ∀ 0 < µ ≤ µ5, if
βi ≥ C2max { µ1/2(θi+1 − θi)1/2, µ(θi+1 − θi)3/2, (θi+1 − θi)−1/2 } (3.21)
then
Fµ(b, c) = 1
2
k−1∑
i=1
|ci+1 − ci|2
∆θi + (bi+1 − bi)
+ µ
k∑
i=1
Γ(ωi, θi + bi, ϕi + ωibi + ci) +R7(b, c), (3.22)
R7(b, c) :=
k∑
i=1
Ri7(µ, bi−1, ci−1, bi, ci, bi+1, ci+1), (3.23)
where6
|∇Ri7| ≤ C2ρµ. (3.24)
Proof. It is easy to see that (3.6), (3.8) and (3.21) imply (provided µ is small enough) that
βi−1
2
≤ βi ≤ 2βi−1, |βi − βi−1| = O
( 1
θi − θi−1 +
1
θi+1 − θi + µ
)
. (3.25)
Noting that ∂ci = ∂ϕi and ∂bi = ωi∂ϕi + ∂θi , estimate (3.24) follows from (3.2), (3.9), (3.11), (3.25) and
(3.16).
4 Ergodization times
In order to define ϕi, θi (1 ≤ i ≤ k) we need some results, stated in this section, on the ergodization time
of the torus Tl := Rl/Zl for linear flows possibly resonant but only at a “sufficiently high level”,
Let Ω ∈ Rl; it is well known that, if Ω · p 6= 0, ∀p ∈ Zl \ {0}, then the trajectories of the linear flow
{Ωt+A}t∈R are dense on Tl for any initial point A ∈ Tl. It is also intuitively clear that the trajectories
of the linear flow {Ωt + A}t∈R will make an arbitrarly fine δ-net (δ > 0) if Ω is resonant only at a
sufficiently high level, namely if Ω · p 6= 0, ∀p ∈ Zl with 0 < |p| ≤M(δ) for some large enough M(δ). Let
us make more precise and quantitative these considerations.
For any Ω ∈ Rl define the ergodization time T (Ω, δ) required to fill Tl within δ > 0 as
T (Ω, δ) = inf
{
t ∈ R+
∣∣∣ ∀x ∈ Rl, d(x,A+ [0, t]Ω + Zl) ≤ δ},
where d is the Euclidean distance and A some point of Rl. T (Ω, δ) is clearly independent of the choice
of A. Above and in what follows, inf E is equal to +∞ if E is empty. For R > 0 let
α(Ω, R) = inf
{
|p · Ω|
∣∣∣ p ∈ Zl, p 6= 0 , |p| ≤ R}.
6In the cases i = 1, i = k we have R1
7
= R1
7
(µ, θ1, ϕ1, θ2, ϕ2) and Rk7 = R
k
7
(µ, θk−1, ϕk−1, θk, ϕk).
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Theorem 4.1 ∀l ∈ N there exists a positive constant al such that, ∀Ω ∈ Rl, ∀δ > 0, T (Ω, δ) ≤
(α(Ω, al/δ))
−1. Moreover T (Ω, δ) ≥ (1/4)α(Ω, 1/4δ)−1.
In the above Theorem α−1 is equal to 0 if α = +∞ and to +∞ if α = 0.
Remark 4.1 Assume that Ω is a C-τ Diophantine vector, i.e. there exist C > 0 and τ ≥ l− 1 such that
∀k ∈ Zl |k · Ω| ≥ C/|k|τ . Then α(Ω, R) ≥ C/Rτ and so T (Ω, δ) ≤ aτl /Cδτ . This estimate was proved in
Theorem D of [11]. Also Theorem B of [11] is an easy consequence of Theorem 4.1.
Theorem 4.1 is a direct consequence of more general statements, see Theorem 4.2 and remark 4.2.
Let us introduce first some notations. Let Λ be a lattice of Rl, i.e. a discrete subgroup of Rl such that
Rl/Λ has finite volume. For all Ω ∈ Rl we define
T (Λ,Ω, δ) = inf
{
t ∈ R+
∣∣∣ ∀x ∈ Rl d(x, [0, t]Ω + Λ) ≤ δ}
(T (Λ,Ω, δ) is the time required to have a δ-net of the torus Rl/Λ endowed with the metric inherited from
Rl). For R > 0, let
Λ∗ =
{
p ∈ Rl
∣∣∣ ∀λ ∈ Λ, p · λ ∈ Z} and Λ∗R = {p ∈ Λ∗ ∣∣∣ 0 < |p| ≤ R}
(Λ∗ is a lattice of Rl which is conjugated to Λ). We define
α(Λ,Ω, R) = inf
{
|p · Ω|
∣∣∣ p ∈ Λ∗R}.
The following result holds:
Theorem 4.2 ∀l ∈ N there exists a positive constant al such that, for all lattice Λ of Rl, ∀Ω ∈ Rl,
∀δ > 0, T (Λ,Ω, δ) ≤ (α(Λ,Ω, al/δ))−1.
Remark 4.2 It is fairly obvious that T (Λ,Ω, δ) ≥ (1/4)α(Λ,Ω, 1/4δ)−1. Indeed, assume that Λ∗1/4δ 6= ∅
and let p ∈ Λ∗1/4δ be such that p · Ω = α := α(Λ,Ω, 1/4δ). Let x ∈ Rl satisfy p · x = 1/2. Then
∀t ∈ [0, 1/4α), ∀λ ∈ Λ,
|x− (tΩ+ λ)| ≥ |p · (x− tΩ− λ)||p| ≥ 4δ|p · x− tp · Ω− p · λ|,
and p · x− p · λ ∈ (1/2) + Z, whereas |tp · Ω| = tα < 1/4. Hence |x− (tΩ+ λ)| > δ.
In the next section we will apply Theorem 4.1 when Ω = (ω, 1) ∈ Rd+1. The proof of Theorem 4.2
is given in the Appendix. We could give an explicit expression of al. However it is not useful for our
purpose and the constants al which can be derived from our proof are certainly far from being optimal.
5 The unperturbed pseudo-diffusion orbit
Consider the set QM of “non-ergodizing frequencies”
QM :=
{
ω ∈ Rd
∣∣∣ ∃(n, l) ∈ Zd+1 with 0 < |(n, l)| ≤M, and ω · n+ l = 0} = ⋃
h∈SM
Eh
where SM := {h = (n, l) ∈ (Zd \ {0}) ×N | 0 < |h| ≤ M, h 6= jh′, ∀ j ∈ Z, h′ ∈ (Zd \ {0}) ×N} and
Eh = En,l := {ω ∈ Rd | (ω, 1) · h = ω · n+ l = 0}. By Theorem 4.1 (or Theorem 4.2, with Λ = 2piZd+1),
for δ > 0, if ω belongs to
QcM =
{
ω ∈ Rd
∣∣∣ ω · n+ l 6= 0, ∀0 < |(n, l)| ≤M}, (5.1)
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with M = 8piad+1/δ, then the flow of (ω, 1) provides a δ/4-net of the torus T
d+1.
Moreover if ω /∈ QM then for all (n, l) ∈ Zd\{0} × Z,
|n · ω + l| = |n|dist(ω,En,l) ≥ dist(ω,En,l) ≥ dist(ω,QM ) > 0. (5.2)
By Theorem 4.1 (or Theorem 4.2), we deduce from (5.2) the estimate
T ((ω, 1), δ/4) ≤ 2pi
dist(ω,QM )
(5.3)
which measures the divergence of the ergodization time T ((ω, 1), δ) as ω approaches the set QM .
Definition 5.1 Given M > 0, a connected component C of DcN and ωI , ωF ∈ C, we say that an embedding
γ ∈ C2([0, L], C) is a QM -admissible connecting curve between ωI and ωF if the following properties are
satisfied:
(a) γ(0) = ωI , γ(L) = ωF , |γ˙(s)| = 1 ∀ s ∈ (0, L),
(b) ∀h = (n, l) ∈ SM , ∀s ∈ [0, L] such that γ(s) ∈ Eh, n · γ˙(s) 6= 0.
Condition (b) means that for all h ∈ SM , γ([0, L]) may intersect Eh transversally only. It is easy to
see that condition (b) implies that I(γ) = {s ∈ [0, L] | γ(s) ∈ QM} is finite and that there exists ν > 0
such that for all s ∈ I(γ), for all h = (n, l) ∈ SM such that γ(s) ∈ Eh, |γ˙(s) · n|/|n| ≥ ν.
If a curve α is not admissible we can always find “close to it” an admissible one γ. Indeed the following
lemma holds.
Lemma 5.1 Let M > 0, C be a connected component of DcN , ωI , ωF ∈ C and let α ∈ C2([0, L0], C) be
an embedding with α(0) = ωI and α(L0) = ωF . Then, ∀ η > 0, there exists a curve γ, QM -admissible
between ωI and ωF , satisfying dist(γ(s), α([0, L0])) < η, ∀s ∈ [0, L].
Proof. First it is easy to see that there exists an embedding α1 : [0, L1] → C such that α1(0) =
ωI , α1(L1) = ωF , dist(α1(s), α([0, L0])) ≤ η/4 and ∀ h = (n, l) ∈ SM , ωI /∈ Eh (resp. ωF /∈ Eh) or
α˙1(0) · n 6= 0 (resp. α˙1(L1) · n 6= 0).
Let r > 0, ν1 > 0 be such that ∀s ∈ [0, r] ∪ [L1 − r, L1], ∀h = (n, l) ∈ SM , dist(α1(s), Eh) ≥ ν1
or |α˙1(s) · n| ≥ ν1. Let φ : [0, L1] → [0, 1] be a smooth function such that φ(0) = φ(L1) = 0 and
∀s ∈ [r, L1 − r] φ(s) = 1.
We shall prove that for all ε > 0 there exists ωε ∈ Rd, |ωε| < ε, such that ∀h = (n, l) ∈ SM , for
all s ∈ [r, L1 − r] such that α1(s) ∈ Eh + ωε, α˙1(s) · n 6= 0. For h = (n, l) ∈ SM , let Jh = {s ∈
[r, L1 − r] | n · α˙1(s) = 0} and Vh = {α1(s) − u | s ∈ Jh, u ∈ Eh}. Let ψh : [r, L1 − r] × Eh → Rd be
defined by ψh(s, u) = α1(s) − u. Dψh(s, u) is singular iff s ∈ Jh. Therefore Vh is the set of the critical
values of ψh and by Sard’s lemma, meas(Vh) = 0. Hence for all ε > 0 there exists ωε ∈ Rd such that
|ωε| < ε, ωε /∈ Vh for all h ∈ SM . Our claim follows.
Now we can define α2 : [0, L1]→ C by α2(s) = α1(s) − φ(s)ωε. It is easy to check that, provided ε is
small enough, α2 is an embedding which satisfies condition (b). γ is obtained from α2 by a simple time
reparametrization.
If Γ(α(s), ·, ·) possesses, for each s, a non-degenerate local minimum (θα(s)0 , ϕα(s)0 ), then, by the Im-
plicit Function Theorem, along any curve γ sufficiently close to α, Γ(γ(s), ·, ·) possesses local minima
(θ
γ(s)
0 , ϕ
γ(s)
0 ) such that
D2(θ,ϕ)Γ(γ(s), θ
γ(s)
0 , ϕ
γ(s)
0 ) > λId, ∀ s ∈ [0, L], (5.4)
for some constant λ > 0 depending on α. Therefore, by the above lemma, it is enough to prove the
existence of drifting orbits along admissible curves γ. Property (5.4) will be used in lemma 6.1.
Given a QM -admissible curve γ, let us call s
∗
1, . . . , s
∗
r the elements of I(γ), and ω∗1 = γ(s∗1), . . . , ω∗r =
γ(s∗r) the corresponding frequencies. Since, ∀m = 1, . . . , r, (θω
∗
m
0 , ϕ
ω∗m
0 ) is a nondegenerate local minimum
of Γ(ω∗m, ·, ·), there is a neighborhood Wm of ω∗m such that, ∀ω ∈ Wm, Γ(ω, ·) admits a nondegenerate
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local minimum (θω0 , ϕ
ω
0 ), the map ω 7→ (θω0 , ϕω0 ) being Lipschitz-continuous on Wm. Therefore we shall
assume without loss of generality that for all m = 1, . . . , r,
∀(ω, ω′) ∈ (Wm ∩ γ([0, L]))2 |(θω0 , ϕω0 )− (θω
′
0 , ϕ
ω′
0 )| ≤ K|ω − ω′|. (5.5)
It is easy to prove that, if γ is an admissible curve, there exists d0 > 0 such that
(*) {s ∈ [0, L] | dist(γ(s), QM ) ≤ d0} is the union of a finite number of disjoint intervals [S1, S′1], . . . ,
[Sr, S
′
r]; for all m = 1, . . . , r each interval [Sm, S
′
m] intersects I(γ) at a unique point s∗m and
γ([Sm, S
′
m]) ⊂ Wm. Moreover (s 7→ dist(γ(s), QM )) is decreasing on [Sm, s∗m), increasing on
(s∗m, S
′
m], and dist(γ(s), QM ) ≥ (ν/2)|s− s∗m| for all s ∈ [Sm, S′m].
Now we are able to define the “unperturbed transition chain”: for some small constant ρ > 0 which will
be specified later we choose k ∈ N and k + 1 “intermediate frequencies”
ωI =: ω0, ω1, . . . , ωk−1, ωk := ωF
with ωi := γ(si) for certain 0 =: s0 < s1 < . . . < sk−1 < sk := L verifying
ρµ
2
≤ si+1 − si ≤ ρµ, ∀i = 0, . . . , k − 1. (5.6)
By (5.6) there results that
L
ρµ
≤ k ≤ 2L
ρµ
, (5.7)
moreover it follows from (a) that
|ωi+1 − ωi| ≤ ρµ, ∀i = 0, . . . , k − 1. (5.8)
This condition has been used before in lemma 3.4. Given k time instants θ1 := θ
ω1
0 < θ2 < . . . < θi <
. . . < θk, we define the {ϕi}i=1,...,k by the iteration formula
ϕ1 = ϕ
ω1
0 , ϕi+1 = ϕi + ωi(θi+1 − θi). (5.9)
The choice of the instants {θi}i=1,...,k is specified in the next lemma: the main request is that (θi, ϕi)
must arrive δ-close mod 2piZd+1, to the local minimum point (θωi0 , ϕ
ωi
0 ) of the Poincare´-Melnikov primitive
Γ(ωi, ·, ·), see (5.11)-(5.12). From (5.3) we derive that if ωi is 1/| lnµ| far from the set QM of “non-
ergodizing frequencies” we can reach this goal for “short” time intervals θi+1 − θi ≈ | lnµ|. In order to
cross the set QM of “non-ergodizing frequencies” we need to use longer time intervals θi+1 − θi ≈ 1/
dist(QM , ωi) if
√
µ/| lnµ| < dist(QM , ωi) < 1/| lnµ|. When the ωi are “close” (less than √µ/| lnµ|-
distant) to the set of non-ergodizing hyperplanes QM we choose again θi+1 − θi ≈ | lnµ|. We also
estimate in (5.13) the total time θk − θ1 =
∑k
i=1 θi+1 − θi.
Lemma 5.2 ∀δ > 0 there exists µ6 > 0 such that ∀0 < µ ≤ µ6 there exist {θi}i=1,...,k with θ1 = θω10
satisfying,
• (i) if dist(ωi, QM ) >
√
µ
| lnµ| then
max
{
C1| lnµ|, 2pi
dist(ωi, QM )
}
< θi+1 − θi < 2max
{
C1| lnµ|, 2pi
dist(ωi, QM )
}
, (5.10)
where M = 8piad+1/δ;
• (ii) if dist(ωi, QM ) ≤
√
µ
| lnµ| then C1| lnµ| < θi+1 − θi < 2C1| lnµ|,
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and such that
dist
(
(θi, ϕi), (θ
ωi
0 , ϕ
ωi
0 ) + 2piZ
d+1
)
< δ, ∀i = 1, . . . , k, (5.11)
where ϕ1, . . . , ϕk are defined by (5.9). Equivalently, ∀i = 1, . . . , k, there exist hi ∈ Zd+1 and χi ∈ Rd+1
such that
(θi, ϕi, ) = (θ
ωi
0 , ϕ
ωi
0 ) + 2pihi + χi with |χi| < δ. (5.12)
Moreover there exists a constant K(γ) such that
θk − θ1 ≤ K(γ) | lnµ|
ρµ
. (5.13)
Proof. Let µ6 > 0 be so small that
√
µ6/| lnµ6| < d0 and
√| lnµ6| ≥ 32√C1/(ν√δρ).
Let us define (θ1, ϕ1) := (θ
ω1
0 , ϕ
ω1
0 ). Assume that (θ1, . . . , θi) has been defined. If dist(ωi, QM ) >
√
µ/
| lnµ| then by (5.3) there certainly exists (θi+1, ϕi+1) satisfying (5.9),(5.10), such that
dist
(
(θi+1, ϕi+1), (θ
ωi+1
0 , ϕ
ωi+1
0 ) + 2piZ
d+1
)
< δ/4.
We now consider the case in which ωi is close to some “non-ergodizing” hyperplanes of QM . If dist(ωi−1,
QM ) >
√
µ/| lnµ| and dist(ωi, QM ) ≤ √µ/| lnµ| we proceed as follows. We have ωi = γ(si), with
si ∈ [Sq, S′q] for some q, 1 ≤ q ≤ r. Moreover, by property (∗) there exists p∗ ∈ N such that {j ∈
{1, . . . , k} | sj ∈ [Sq, S′q] and dist(ωj , QM ) ≤
√
µ/| lnµ|} = {i, . . . , i+ p∗− 1}, and si ≤ s∗q ≤ si+p∗−1. We
shall use the abbreviations s∗ for s∗q , and ω
∗ for ω∗q . We claim that
1 ≤ p∗ ≤ p :=
[ √δ
4
√
C1ρµ| lnµ|
]
. (5.14)
In fact, by (5.6) and (∗)
νρ
4
µ(p∗ − 1) ≤ ν
2
[(si+p∗−1 − s∗) + (s∗ − si)] ≤ dist(ωi+p∗−1, QM ) + dist(ωi, QM ) ≤ 2
√
µ
| lnµ|
Hence p∗ ≤ 8(νρ√µ| lnµ|)−1, which implies (5.14), by the choice of µ6.
Now we can define the θi+1, . . . , θi+p∗ . The flow of (ω
∗, 1), as any linear flow on a torus, has the
following property : there exists T ∗(ω∗, δ) > 0 (abbreviated as T ∗) such that any time interval of length
T ∗ contains t satisfying dist((tω∗, t), 2piZd+1) ≤ δ/4.
Therefore (provided C1| lnµ6| > T ∗) we can define θi+1, . . . , θi+p∗ such that
C1| lnµ| ≤ θi+j+1 − θi+j ≤ 2C1| lnµ|, dist
(
(θi+j , ϕ˜i+j), (θi, ϕi) + 2piZ
d+1
)
≤ δ/4, (5.15)
where ϕ˜i+j = ϕi + ω
∗(θi+j − θi). For 1 ≤ j ≤ p∗, let
ϕi+j = ϕi +
j∑
q=1
ωi+q−1(θi+q − θi+q−1). (5.16)
We now check that for all j = 1, . . . , p∗, (θi+j , ϕi+j), as defined in (5.15) and (5.16), satisfy estimate
(5.11), namely
distT
(
(θi+j , ϕi+j), (θ
ωi+j
0 , ϕ
ωi+j
0 )
)
:= dist
(
(θi+j , ϕi+j), (θ
ωi+j
0 , ϕ
ωi+j
0 ) + 2piZ
d+1
)
≤ δ. (5.17)
We have by (5.16) that
distT
(
(θi+j , ϕi+j), (θi, ϕi)
)
≤ distT
(
(θi+j , ϕ˜i+j), (θi, ϕi)
)
+
∣∣∣ j∑
q=1
(ωi+q−1 − ω∗)(θi+q − θi+q−1)
∣∣∣
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≤ δ/4 + 2C1| lnµ|
p∗∑
q=1
|si+q−1 − s∗| (by (5.15) and (a))
≤ δ/4 + 2C1| lnµ|p∗(si+p∗−1 − si)
≤ δ/4 + 2C1| lnµ|p2ρµ ≤ 3δ/8,
by (5.6) and (5.14). Therefore, by (5.5),
distT
(
(θi+j , ϕi+j), (θ
ωi+j
0 , ϕ
ωi+j
0 )
)
≤ 3δ
8
+ distT
(
(θi, ϕi), (θ
ωi
0 , ϕ
ωi
0 )
)
+K|ωi+j − ωi|
≤ 3δ
8
+
δ
4
+Kρµp < δ
by (5.14), provided µ6 has been chosen small enough.
There remains to prove (5.13). By (∗) we can write
Am :=
{
s ∈ [Sm, S′m]
∣∣∣ √µ| lnµ| ≤ dist(γ(s), QM ) ≤ 12C1| lnµ|
}
= [Um, Vm] ∪ [V ′m, U ′m],
with Sm < Um < Vm < s
∗
m < V
′
m < U
′
m < S
′
m (in the case when ω
∗ = ωI,F , Am is just an interval).
Moreover, by (a), s∗m−Vm, V ′m−s∗m ≥
√
µ/| lnµ|. Define A := ∪rm=1Am. We have θk−θ1 = σ0+
∑r
m=1 σm,
where
σ0 :=
∑
1≤i≤k−1,si /∈A
(θi+1 − θi), σm :=
∑
1≤i≤k−1,si∈Am
(θi+1 − θi).
For si /∈ A, θi+1 − θi ≤ 2C1| lnµ|, hence σ0 ≤ 2C1k| lnµ| ≤ 4C1L lnµ/(ρµ). For i ∈ Am, θi+1 − θi ≤
4pi(dist(ωi, QM ))
−1 ≤ 8pi/(ν|si − s∗m|) by (∗), and hence, using that by (5.6) si+1 ≥ si + ρµ/2,
σm ≤ 8pi
ν
∑
1≤i≤k−1,si∈Am
1
|si − s∗m|
≤ 16pi
νρµ
∑
1≤i≤k−1,si∈Am
si+1 − si
|si − s∗m|
.
Estimating the above sum with an integral we easily get
σm ≤ 8pi
ν(s∗m − Vm)
+
16pi
νρµ
∫ Vm
Um
ds
s∗m − s
+
8pi
ν(V ′m − s∗m)
+
16pi
νρµ
∫ U ′m
V ′m
ds
s− s∗m
.
(5.13) can be easily deduced by the bound on s∗m − Vm, V ′m − s∗m.
In the next section we will prove the existence of a diffusion orbit (ϕµ, qµ) close to the “unperturbed
pseudo-diffusion orbit” (ϕ(t), q(t)) : (θ1, θk)→ Rd+1 defined, for t ∈ [θi, θi+1], as ϕ(t) := ϕi + ωi(t− θi)
and q|[θi,θi+1] := Qθi+1−θi(· − θi) (mod. 2pi).
6 The diffusion orbit
We need the following property of the Melnikov function Γ˜(ω, ·, ·) defined w.r.t. to the variables (b, c) by
Γ˜(ω, b, c) := Γ(ω, θω0 + b, ϕ
ω
0 + bω + c).
Lemma 6.1 Assume that Γ(ω, ·, ·) possesses a non-degenerate local minimum in (θω0 , ϕω0 ). Then there
exist r > 0, b > 0, νj > 0 (j = 1, 2) depending only on γ such that ∀ω = γ(s), s ∈ [0, L]
• (i) ∂cΓ˜(ω, b, c) · c ≥ ν2 > 0 or |∂bΓ˜(ω, b, c)| ≥ ν1 > 0 for |c| = r, |b| ≤ b,
• (ii) ∂bΓ˜(ω, b, c)× sign(b) ≥ ν1 > 0 for |c| ≤ r and b = ±b.
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Proof. We can assume that (5.4) is satisfied. Since Γ(ω, ·, ·) possesses a non-degenerate minimum
in (θω0 , ϕ
ω
0 ), Γ˜(ω, b, c) possesses in (0, 0) a non degenerate minimum. Hence we write Γ˜(ω, b, c), up to a
constant, as Γ˜(ω, b, c) = Q2(b, c) +Q3(b, c) where Q2(b, c) =: βωb
2/2 + (αω · c)b+ (γωc · c)/2 is a positive
definite quadratic form (βω ∈ R, αω ∈ Rd, γω ∈ Mat(d × d)) and Q3 = O(|b|3 + |c|3). More precisely, by
(5.4), there exists ε > 0 such that βω > ε, and dω(c) := βω(γωc · c)− (αω · c)2 > ε|c|2 for all ω ∈ γ([0, L]).
In addition, by the smoothness of Γ and the fact that ω = γ(s) lives in a compact subset of Rd, there
exists a constant M such that, ∀ω ∈ γ([0, L]), |αω|+ |βω|+ |γω| ≤M , |∇Q3(b, c)| ≤M(b2 + |c|2).
We have ∂bQ2(b, c) = βωb+ αω · c and ∂cQ2(b, c) · c = bαω · c+ (γωc · c).
Let us define ν1 := infω∈γ([0,L]) ε/(4|αω|) > 0 and ν2 := infω∈γ([0,L]) ε/(4βω) > 0. Then consider
ν1 := ν1r, ν2 = ν2r
2 and b := r supω∈γ([0,L])(3ν1 + |αω|)/βω, r ∈ (0, 1]. We now prove that, provided
r > 0 has been chosen sufficiently small, conditions (i) and (ii) are satisfied with the above choice
of the constants. Indeed if (|αω · c| + 2ν1r)/βω ≤ |b| ≤ b and |c| ≤ r then ∂bΓ˜(ω, b, c) · sign(b) ≥
βω|b| − |αω · c| − |∂bQ3(b, c)| ≥ 2ν1r − O(r2) ≥ ν1 for r sufficiently small. In particular this proves (ii).
On the other hand if |b| < (|αω · c|+ 2ν1r)/βω and |c| = r then
∂cΓ˜(ω, b, c) · c = b(αω · c) + (γωc · c) + ∂cQ3(b, c) · c ≥ (γωc · c)− |b(αω · c)|+O(r3)
≥ εr
2 + (αω · c)2 − |αω · c|(|αω · c|+ 2ν1r)
βω
+O(r3)
≥ ε− 2ν1|αω|
βω
r2 +O(r3) ≥ ε
2βω
r2 −O(r3) ≥ 2ν2r2 +O(r3).
Hence (i) is satisfied for r small enough.
The partial derivatives of Γ˜ are Lipschitz-continuous w.r.t. (b, c) uniformly in ω ∈ γ([0, L]). Therefore,
by lemma 6.1, there exists δ > 0 such that, ∀η ∈ R with |η| ≤ δ, ∀ξ ∈ Rd with |ξ| ≤ δ, ∀ω ∈ γ([0, L]),
∂cΓ˜(ω, b+ η, c+ ξ) · c ≥ 3ν2/4 > 0 or |∂bΓ˜(ω, b+ η, c+ ξ)| ≥ 3ν1/4 > 0 for |c| = r, |b| ≤ b, (6.1)
∂bΓ˜(ω, b+ η, c+ ξ)× sign(b) ≥ 3ν1/4 > 0 for |c| ≤ r and b = ±b. (6.2)
Moreover let us fix ρ > 0 such that
ρ ≤ min{ν1/2, ν2/r}/(6C2), (6.3)
where C2 appears in (3.24). These are the positive constants (δ, ρ) that we use in order to define, for
0 < µ < µ6, ωi, θi, ϕi by lemma 5.2.
Since γ([0, L]) is a compact subset of DcN , infs∈[0,L] β(γ(s)) > 0 and, by the choice of θi, for µ small
enough (3.21) is satisfied. Therefore, by lemma 3.5 and (5.12), there exists µ7 > 0 such that, ∀0 < µ ≤ µ7,
Fµ(b, c) = 1
2
k−1∑
i=1
|ci+1 − ci|2
∆θi + (bi+1 − bi)
+ µ
k∑
i=1
Γ˜(ωi, ηi + bi, ξi + ci) +R7, (6.4)
where |ηi| ≤ δ, |ξi| ≤ δ, R7 is given by (3.23) and satisfies (3.24).
We minimize the functional Fµ on the closure of
W :=
{
(b, c) := (b1, c1, . . . , bk, ck) ∈ R(d+1)k
∣∣∣ |bi| < b, |ci| < r, ∀i = 1, . . . , k}.
Since W is compact, Fµ attains its minimum in W , say at (˜b, c˜). By lemma 2.3 the existence of the
diffusion orbit will be proved once we show that (˜b, c˜) ∈W , see lemma 6.3. Let us define for i = 1, . . . , k−1
wi := wi(b, c) :=
ci+1 − ci
θi+1 − θi =
ci+1 − ci
∆θi + (bi+1 − bi)
,
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and w0 = wk = 0. From (5.9) and (3.14), wi can be written as
wi =
ϕi+1 − ϕi
(θi+1 − θi) − ωi −
∆ωibi+1
(θi+1 − θi) =
(
ωi − ωi
)
+O
( µ
| lnµ|
)
. (6.5)
By the expression of Fµ in (6.4) we have, for all i = 1, . . . , k,
∂ciFµ(b, c) = wi−1 − wi + µ∂cΓ˜(ωi, ηi + bi, ξi + ci) +Ri (6.6)
∂biFµ(b, c) =
1
2
(
|wi|2 − |wi−1|2
)
+ µ∂bΓ˜(ωi, ηi + bi, ξi + ci) + Si (6.7)
where Ri := ∂ciR7, Si := ∂biR7 satisfy, by (3.24) and (6.3)
|Ri|, |Si| ≤ µ
2
min
{ν1
2
,
ν2
r
}
. (6.8)
By (6.6)-(6.7), a way to see critical points of Fµ is to show that the terms wi−1−wi and |wi|2−|wi−1|2 are
small w.r.t the O(µ)-contribution provided by the Melnikov function. By (3.8) |ωi−ωi| = O(1/(θi+1−θi))
and hence, using (6.5), an estimate for each wi separately is given by wi = O(1/|θi+1−θi|)+O(µ/| lnµ|).
Hence each |wi| is O(µ)-small if the time to make a transition |θi+1− θi| = O(1/µ), as in [7]. These time
intervals are too large to obtain the approximation for the reduced action functional Fµ given in lemma
3.5 and (6.4). Therefore we need more refined estimates: the proof of Theorem 1.1 (and Theorem 1.3)
relies on the following crucial property for w˜i := wi(˜b, c˜), satisfied by the minimum point (˜b, c˜).
Lemma 6.2 We have (for i = 1, . . . , k,)
i) |w˜i − w˜i−1| = O(µ), ii) |w˜i| = O
( √µ√| lnµ|
)
. (6.9)
Proof. Estimate (6.9)− i) is a straightforward consequence of (6.6) and (6.8) if |c˜i| < r, since in this
case ∂ciFµ(˜b, c˜) = 0. We now prove that (6.9)i) holds also if |c˜i| = r for some i. Indeed if |c˜i| = r then
∂ciFµ(˜b, c˜) = αµc˜i for some αµ ≤ 0 (6.10)
(since (˜b, c˜) is a minimum point) and then by (6.6),(6.10) and (6.8) we deduce
w˜i−1 − w˜i = αµc˜i +O(µ). (6.11)
Let us decompose w˜i−1 and w˜i in the “radial” and “tangent” directions to the ball Si = {|bi| ≤ b, |ci| ≤ r}:
w˜i−1 = aic˜i + ui with ui · c˜i = 0 (6.12)
− w˜i = a′ic˜i + u′i, with u′i · c˜i = 0. (6.13)
Since |c˜i−1| ≤ |c˜i| = r, |c˜i+1| ≤ |c˜i| = r, there results that
air
2 = w˜i−1 · c˜i ≥ 0 and a′ir2 = −w˜i · c˜i ≥ 0, (6.14)
so that ai, a
′
i ≥ 0. Summing (6.12) and (6.13) and using (6.11) we obtain
(ai + a
′
i)c˜i + (ui + u
′
i) = O(µ) + αµc˜i,
with ai, a
′
i,−αµ ≥ 0. This implies that αµ = O(µ/r) and from equation (6.11) we get (6.9)i).
We can now prove (6.9) − ii). Let i0 ∈ {1, . . . , k − 1} be such that ∀1 ≤ i ≤ k − 1, |w˜i0 | ≥ |w˜i|. For
j ∈ {1, . . . , k − 1}, j 6= i0 we can write w˜j = w˜i0 + sj with sj =
∑j−1
i=i0
(w˜i+1 − w˜i) and hence, by (6.9)i)
|sj | ≤
j−1∑
i=i0
|w˜i+1 − w˜i| ≤ Cµ|j − i0| (6.15)
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for some constant C > 0. Hence
c˜j − c˜i0 =
j−1∑
i=i0
w˜i(θ˜i+1 − θ˜i) = w˜i0 (θ˜j − θ˜i0) +
j−1∑
i=i0
si(θ˜i+1 − θ˜i) (6.16)
and then by (6.15)∣∣∣c˜j − c˜i0 ∣∣∣ ≥ |w˜i0 ||θ˜j − θ˜i0 | − Cµ|j − i0||θ˜j − θ˜i0 | = (|w˜i0 | − Cµ|j − i0|)|θ˜j − θ˜i0 |. (6.17)
Since |θ˜i+1 − θ˜i| > C1| lnµ| + O(1) (by (3.4)), ∀i = 1, . . . , k − 1, |θ˜j − θ˜i0 | > C1|j − i0| · | lnµ|. Take
j ∈ {1, . . . , k − 1} such that |j − i0| = [(√µ
√| lnµ|)−1] + 1 (such a j certainly exists since, by (5.7),
k ≈ 1/µ for µ small). Then we obtain, using that |c˜i| ≤ r for all i = 1, . . . , k,
2r ≥
∣∣∣c˜j − c˜i0 ∣∣∣ ≥ (|w˜i0 | − C
√
µ√| lnµ| − Cµ
)
C1
√| lnµ|√
µ
,
i.e. |w˜i0 | ≤
(2r + CC1)
√
µ
C1
√| lnµ| + Cµ. We have thus proved the important property (6.9)− ii).
Remark 6.1 By (6.5), (ω˜i − ωi) = w˜i +O(µ/| lnµ|), so that, by (5.8), (6.9) implies
|ω˜i − ωi| = O
( √µ√| lnµ|
)
, |ω˜i+1 − ω˜i| = O(µ). (6.18)
Note that, from (3.8), we would just obtain |ω˜i − ωi| = O(1/| lnµ|). (6.18) can be seen as an a-priori
estimate satisfied by the minimum point (θ˜, ϕ˜).
The following lemma proves the existence of a local minimum of the reduced action functional in the
interior of W and hence of a true diffusion orbit.
Lemma 6.3 Let (˜b, c˜) be a minimum point of Fµ over W . Then (˜b, c˜) ∈W , namely
|c˜i| < r for all i ∈ {1, . . . , k} (6.19)
and
|˜bi| < b for all i ∈ {1, . . . , k}. (6.20)
Proof. By (6.9) we have ||w˜i+1|2 − |w˜i|2| ≤ |w˜i+1 − w˜i| · (|w˜i+1| + |w˜i|) = O(µ3/2), and hence, from
(6.7) we derive
∂biFµ(˜b, c˜) = µ∂bΓ˜(ωi, ηi + b˜i, ξi + c˜i) +O(µ3/2) + Si. (6.21)
Let us first assume by contradiction that ∃i such that |c˜i| = r and |˜bi| < b. In this case we claim that
∂cΓ˜(ωi, ηi + b˜i, ξi + c˜i) · c˜i ≤ ν2/2 and |∂bΓ˜(ωi, ηi + b˜i, ξi + c˜i)| ≤ ν1/2 (6.22)
contradicting (6.1), since |ηi|, |ξi| ≤ δ. Let us prove (6.22). Since (˜b, c˜) is a minimum point
∂ciFµ(˜b, c˜) · c˜i = (w˜i−1 − w˜i) · c˜i + µ∂cΓ˜(ωi, ηi + b˜i, ξi + c˜i) · c˜i +Ri · c˜i = αµc˜i · c˜i = αµr2 ≤ 0.
By (6.14) and (6.8) it follows that ∂cΓ˜(ωi, ηi + b˜i, ξi + c˜i) · c˜i ≤ ν2/2. Moreover since |˜bi| < b we have
∂biFµ(˜b, c˜) = 0, and by (6.21), (6.8) it follows that |∂bΓ˜(ωi, ηi + b˜i, ξi + c˜i)| ≤ ν1/2 (provided µ is small
enough). Estimate (6.22) is then proved. As a result, if (6.20) holds, so does (6.19).
Let us finally prove (6.20). If by contradiction ∃i with |˜bi| = b, by (6.21), (6.8) and since (˜b, c˜) is a
minimum point, arguing as before, we deduce that ∂bΓ˜(ωi, ηi+ b˜i, ξi+ c˜i)sign(˜bi) ≤ ν1/2. This contradicts
(6.2) since |ηi|, |ξi| ≤ δ. The lemma is proved.
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Proof of Theorem 1.1. Lemmas 6.3 and 2.3 imply the existence of a diffusion orbit zµ(t) :=
(ϕµ(t), qµ(t), Iµ(t), pµ(t)) with ϕ˙µ(θ˜1) = ωI + O(µ) and ϕ˙µ(θ˜k) = ωI + O(µ) (zµ(·) connects a O(µ)-
neighborhood of TωI to a O(µ)-neighborhood of TωF in the time-interval (τ1, τ2) where τ1 := (θ˜1 + θ˜2)/2,
τ2 := (θ˜k−1 + θ˜k)/2). The estimate on the diffusion time is a straightforward consequence of (5.13) and
the fact that θ˜1,k = θ1,k + O(1). That dist(Iµ(t), γ([0, L])) < η for all t, provided µ is small enough,
results from (6.18) and the estimates of lemma 2.1.
Finally we observe that, if the perturbation is µ(f + µf˜), then lemma 2.1 still applies with the same
estimates. Moreover in the development of the reduced functional the term containing µ2f˜ gives, in time
intervals θi+1− θi ≤ const.| lnµ|/√µ, negligible contributions o(µ). Therefore the same variational proof
applies.
Proof of Theorem 1.3. If the perturbation is of the form f(ϕ, q, t) = (1 − cos q)f(ϕ, t), by remark
2.1-2), we can prove that the development (3.22) holds along any path γ of the action space (without any
condition as (3.21)). Therefore the previous variational argument applies.
For β > 0 small let DβN be the set of frequencies “β-non-resonant with the perturbation” DβN := {ω ∈
Rd | |ω · n + l| > β, ∀ 0 < |(n, l)| ≤ N}. If β becomes small with µ our estimate on the diffusion time
required to approach to the boundaries of C ∩ DβN slightly deteriorates. In the same hypotheses as in
Theorem 1.1 we have the following result.
Theorem 6.1 ∀R > 0, ∀ 0 ≤ a < 1/4, there exists µ8 > 0 such that ∀0 < µ ≤ µ8, ∀ωI , ωF ∈
C ∩ DµaN ∩BR(0) there exist a diffusion orbit (ϕµ(t), qµ(t), Iµ(t), pµ(t)) of (Sµ) and two instants τ1 < τ2
with Iµ(τ1) = ωI +O(µ), Iµ(τ2) = ωF +O(µ) and
|τ2 − τ1| = O(1/µ1+a). (6.23)
Proof. For simplicity we consider the case in which β(ωI) = O(µ
a) and β(ωF ) = O(1). With respect to
Theorem 1.1 we only need to prove the existence of a diffusion orbit connecting ωI to some fixed ω
∗ lying
in the same connected component of DcN ∩BR(0) containing ωI . In order to construct an orbit connecting
ωI to ω
∗ we can define ωi := ωI + i(ω∗−ωI)/k, for 0 ≤ i ≤ k and k := [|ω∗−ωI |/ρµ]+1. We obtain that
βj = β(ωj) ≥ C(µa+ jρµ) for some C > 0 and we choose θj+1− θj ≥ const.β−2j verifying in this way the
hypotheses of lemma 3.5. If ωI belongs to some QM the transition times | lnµ|/√µ needed to cross QM
(see lemma 5.2) still satisfy (3.21). We finally obtain a diffusion time θk − θ1 =
∑k−1
j=1 (θj+1 − θj) = O(1/
µ1+a).
7 The stability result and the optimal time
In this section we will prove, via classical perturbation theory, stability results for the action variables,
implying, in particular, Theorem 1.2. We shall use the following notations: for l ∈ N, A ⊂ Cl and r > 0,
we define Ar := {z ∈ Cl | dist(z, A) ≤ r} and Tls := {z ∈ Cl | |Im zj | < s, ∀ 1 ≤ j ≤ l} (thought of as
a complex neighborhood of Tl). Given two bounded open sets B ⊂ C2, D ⊂ Cl and f(I, ϕ, p, q), real
analytic function with holomorphic extension on Dσ×Tls+σ×Bσ for some σ > 0, we define the following
norm ‖f‖B,D,s =
∑
k∈Zl sup (p,q)∈B
I∈D
|fˆk(I, p, q)|e|k|s where fˆk(I, p, q) denotes the k-Fourier coefficient of
the periodic function ϕ→ f(I, ϕ, p, q).
Let us consider Hamiltonian Hµ defined in (1.1) and assume that f(I, ϕ, p, q, t), defined in (1.2), is a
real analytic function, possessing, for some r, r, r˜, s > 0, complex analytic extention on {I ∈ Rd | |I| ≤
r}r ×Tds × {p ∈ R | |p| ≤ r˜}r ×Ts ×Ts.
It is convenient to write Hamiltonian Hµ in autonomous form. For this purpose let us introduce the
new action-angle variables (I0, ϕ0) with t = ϕ0, that will still be denoted by I := (I0, I1, . . . , In) and
ϕ := (ϕ0, ϕ1, . . . , ϕn). Defining h(I) := I0 + |I|2/2 and E := E(p, q) := p2/2 + (cos q − 1), Hµ is then
equivalent to the autonomous Hamiltonian
H := H(I, ϕ, p, q) := h(I) + E(p, q) + µf(I, ϕ, p, q). (7.1)
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Clearly, Hamiltonian H is a real analytic function, with complex analytic extention on{
I ∈ Rd+1
∣∣∣ |I| ≤ r}
r
×Td+1s ×
{
p ∈ R
∣∣∣ |p| ≤ r˜}
r
×Ts.
In the sequel we will denote by z(t) := (I(t), ϕ(t), p(t), q(t)) the solution of the Hamilton equations
associated to Hamiltonian (7.1) with initial condition z(0) = (I(0), ϕ(0), p(0), q(0)).
The proof of the stability of the action variables is divided in two steps:
• (i) (Stability far from the separatrices of the pendulum:) prove stability in the region
E1 := E+1 ∪ E−1 :=
{
(I, ϕ, p, q) | E(p, q) ≥ µcd
}
∪
{
(I, ϕ, p, q) | − 2 + µcd ≤ E(p, q) ≤ −µcd
}
in which we can apply the Nekhoroshev Theorem obtaining actually stability for exponentially long
times,
• (ii) (Stability close to the separatrices of the pendulum and to the elliptic equilibrium
point:) prove stability in the region
E2 := E+2 ∪E−2 :=
{
(I, ϕ, p, q) | −2µcd ≤ E(p, q) ≤ 2µcd
}
∪
{
(I, ϕ, p, q) | −2 ≤ E(p, q) ≤ −2+2µcd
}
in which we use some ad hoc arguments,
where 0 < cd < 1 is a positive constant that will be chosen later on, see (7.12).
We first prove (i). In the regions7 E˜±1 := Πq,pE±1 we first write the pendulum Hamiltonian E(p, q) in
action-angle variables. In the region8 E˜+1 ∪ {p > 0} the new action variable P is defined by the formula
P := P+(E) :=
√
2
pi
∫ pi
0
√
E + (1 + cosψ) dψ.
while in the region E˜−1 the new action variable is
P := P−(E) =
2
√
2
pi
∫ ψ0(E)
0
√
E + (1 + cosψ) dψ
where ψ0(E) is the first positive number such that E + (1 + cosψ0(E)) = 0. We will use the follow-
ing lemma, proved in [10], regarding the analyticity radii of these action-angle variables close to the
separatrices of the pendulum.
Lemma 7.1 There exist intervals D± ⊂ R, symplectic transformations φ± = φ±(P,Q) real analytic on
D±×T with holomorphic extension on D±r0×Ts0 and functions E± real analytic on D± with holomorphic
extension on D±r0 such that φ
±(D± ×T) = E˜±1 and
E(φ±(P,Q)) = E±(P ),
with r0 = constµ
cd and s0 = const/| lnµ|. Moreover, for E bounded, the following estimates on the
derivatives hold 9
dE±
dP
(P±(E)) ≈ ln−1(1 + 1√|E| ) (7.2)
±d
2E±
dP 2
(P±(E)) ≈ 1|E| ln
−3(1 +
1√|E| ). (7.3)
7Πp,q denotes the projection onto the (p, q) variables.
8The case with p < 0 is completely analogous.
9If f(x), g(x) are positive function, with the symbol f ≈ g we mean that ∃ c1, c2 > 0 such that c1g(x) ≤ f(x) ≤
c2g(x), ∀x.
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After this change of variables Hamiltonian H becomes
H± := H±(I, ϕ, P,Q) := h±(I, P ) + µf±(I, ϕ, P,Q) := h(I) + E±(P ) + µf±(I, ϕ, P,Q)
where f±(I, ϕ, P,Q) := f(I, ϕ, φ±(P,Q)).
Stability in the region E+1 . In the region E+1 , the proof of the stability of the actions variables
follows by a straightforward application of the Nekhoroshev Theorem as proved in Theorem 1 of [18]. In
order to apply such Theorem we need some definitions. For l,m > 0, a function h := h(J) is said to be
l,m-quasi-convex on A ⊂ Rd+1, if at every point J ∈ A at least one of the inequalities
|〈h′(J), ξ〉| > l|ξ| , 〈h′′(J)ξ, ξ〉 ≥ m|ξ|2
holds for each ξ ∈ Rd+1. Using the previous lemma it is possible to prove that, for every r > 0, the
Hamiltonian h+ is l,m-quasi-convex in the set S := D+r0 × {I ∈ Rd+1 | |I| ≤ r}r0 with l,m = O(1). In
the previous set also holds
‖(h+)′′‖ =:M = O(µ−cd ln−3(1/µ)) , ‖(h+)′‖ =: Ω0 = O(1).
Putting ε := µ‖f+‖S,s0 = O(µ), ε0 := 2−10r20m(m/11M)2(d+2) = O(µ2cd(d+3) ln6(d+2)(1/µ)), α :=
(1−2cd(d+3))/2(d+2) we obtain that, if the initial data (I(0), ϕ(0), p(0), q(0)) ∈ E+1 , that is P (0) ∈ D+,
then
|I(t)− I(0)| ≤ const.µα ln−3(1/µ) , for |t| ≤ const. exp(const.µ−α ln2(1/µ)). (7.4)
If cd < 1/2(d+ 3) then α > 0 and we obtain stability for exponentially long times.
Stability in the region E−1 . In the region E−1 we cannot use the Nekhoroshev Theorem as proved in
[18], because E− is concave and so h− is not quasi-convex. However we can still apply the Nekhoroshev
Theorem in its original and more general form as proved in [16] (see also [17]); in fact the function h−
proves to be steep (see Definition 1.7.C. pag. 6 of [16]).
For simplicity we prove the steepness of the function h− in the case d = 1 only. In this case h− =
h−(I0, I1, P ) = I0 + I21/2 + E
−(P ). We need more informations on the function E−. In the following, in
order to simplify the notation, we will forget the apex − writing, for example, E = E− and P = P−.
By (1.11) of [16], since ∇h− 6= 0, a sufficient condition for h− to be steep is that the system
η1 + Iη2 + E
′(P )η3 := 0
η22 + E
′′(P )η23 := 0
E′′′(P )η33 := 0 (7.5)
has no real solution apart from the trivial one η1 = η2 = η3 = 0.
Making the change of variable ψ = arccos(1 − E˜ + ξE˜), where E˜ = E + 2, we get10
P˙ (E) =
∫ 1
0
F1(ξ;E) dξ, P¨ (E) = 3
−1/2
∫ 1
0
F2(ξ;E) dξ,
...
P (E) =
∫ 1
0
F3(ξ;E) dξ, (7.6)
where
F1(ξ;E) :=
√
2
pi
√
ξ
√
1− ξ
√
E˜ξ − E
F2(ξ;E) :=
√
6
√
1− ξ
2pi
√
ξ(E˜ξ − E)3/2
F3(ξ;E) :=
3
√
2(1− ξ)3/2
4pi
√
ξ(E˜ξ − E)5/2 . (7.7)
10We will denote with “ ˙ ” the derivative with respect to E, and with “ ′ ” the derivative with respect to P.
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From the equation E(P (E)) = E, deriving with respect to E, we obtain that
E′′′(P (E)) = −(P˙ (E))−5[P˙ (E) ...P (E)− 3(P¨ (E))2].
We want to prove that
E′′′(P (E)) < 0. (7.8)
for every E with −2 < E < 0. This is equivalent to prove that P˙ (E) ...P (E) > 3(P¨ (E))2. Using (7.7) we
see that F1F3 = F
2
2 and hence, noting that F3(ξ;E) is not proportional to F1(ξ;E) for every E fixed,
we conclude that
∫
F1
∫
F3 > (
∫
F2)
2 by a straightforward application of Cauchy-Schwarz inequality and
(7.8) follows from (7.6).
By (7.8) the unique solution of the system (7.5) is the trivial one η1 = η2 = η3 = 0, hence the function
h− is steep. It is simple to prove that the so called steepness coefficients and steepness indices (see again
Definition 1.7.C. pag. 6 of [16]) can be taken uniformly for −2 + µcd ≤ E ≤ −µcd : that is they do not
depend on µ.
Now we are ready to apply the Nekhoroshev Theorem in the formulation given in Theorem 4.4 of [16].
In order to use the notations of [16] we need the following substitutions11:
(I, P )→ I, (ϕ,Q)→ ϕ, H− → H, h− → H0, µf− → H1, r0 → ρ,
{I ∈ Rd+1 | |I| ≤ r} ×D− → G, {I ∈ Rd+1 | |I| ≤ r}r0 ×Td+1s0 ×D+r0 ×Ts0 → F.
Defining m := supF ‖∂
2H0
∂I2 ‖ and remembering (7.3) and the definition of r0, we have
m ≤ const.µ−cd ln−3(1/µ), ρ = const.µcd . (7.9)
In order to apply the Theorem we have only to verify the following condition
M := sup
F
|H1| < M0 (7.10)
where M0 depends only on the steepness coefficients and steepness indices (which are independent of µ)
and on m and ρ (which depend on µ). Moreover we use the fact that the dependence of M0 on m and
ρ is, “polynomial” (although it is quite cumbersome): that is there exist constant c˜d, cd > 0 such that
M0(m, ρ) ≥ const.m−c˜dρcd (see §6.8 of [17]). So condition (7.10) becomes, using (7.9),
µ ≤ const.µcd (˜cd+cd) ln3˜cd(1/µ),
which is verified choosing cd < (c˜d + cd)
−1.
Now we can apply the Nekhoroshev Theorem as formulated in Theorem 4.4 of [16], obtaining that if
(I(0), ϕ(0), p(0), q(0)) ∈ E−1 then
|I(t)− I(0)| ≤ d/2 :=M b/2 = O(µb) ∀ |t| ≤ T := 1
M
exp
( 1
M
)a
= O
( 1
µ
exp
( 1
µ
)a)
(7.11)
where a, b > 0 are some constants depending only on the steepness properties of H0. Finally, choosing
cd < min{(2d+ 6)−1, (c˜d + cd)−1}, (7.12)
we have proved the exponential stability in the region E1.
Stability in the region E+2 . In the following we will denote I∗ := (I1, . . . , Id) the projection on the last
d coordinates. We shall prove the following lemma
Lemma 7.2 ∀κ > 0, ∃κ0, µ8 > 0 such that ∀ 0 < µ ≤ µ8, if (I(t), ϕ(t), p(t), q(t)) ∈ E+2 for 0 < t ≤ T ,
then
|I∗(t)− I∗(0)| ≤ κ
2
∀ t ≤ min{κ0
µ
ln
1
µ
, T}.
11We observe that we do not need to introduce the (p, q) variables so in our case C = +∞.
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It is quite obvious that for initial conditions (I(0), ϕ(0), p(0), q(0)) ∈ E+2 , Theorem 1.2 follows from lemma
7.2 and the exponential stability in the region E1.
In order to prove lemma 7.2 let us define, for some fixed 0 < δ < pi/4, the following two regions in
the phase space : U := {(I, ϕ, p, q)| |q| ≤ δ mod 2pi, |E(p, q)| ≤ 2µcd} and V := {(I, ϕ, p, q)| |q| > δ mod
2pi, |E(p, q)| ≤ 2µcd}. We first note that12
z(t) ∈ V ∀t1 < t < t2, |q(t1)|, |q(t2)| = δ mod 2pi =⇒ t2− t1 < c1, |I(t2)− I(t1)| ≤ c2(t2− t1)µ. (7.13)
Indeed in this case ∀ t1 < t < t2, c3 ≤ |q˙(t)| ≤ c4. This implies that t2 − t1 ≤ c1 and then, integrating
the equation of motion I˙ = −µ∂ϕf in (t1, t2), we immediately get (7.13). We also claim that
∀t1 < t < t2, z(t) ∈ U and |q(t1)|, |q(t2)| = δ mod 2pi ⇒ t2 − t1 ≥ c5| lnµ|. (7.14)
We denote with tiU (resp. t
i
V ) the i-th time for which the orbits enters in (resp. goes out from) U , so
that tiU < t
i
V < t
i+1
U < t
i+1
V for 0 ≤ i ≤ i0. From (7.14) it follows that i0 ≤ c6κ0/µ and, from (7.13), that
the time TV spent by the orbit in the region V is bounded by c7κ0/µ.
In order to prove (7.14) we use the following normal form result for the pendulum Hamiltonian E(p, q)
in a neighborhood of its hyperbolic equilibrium point (see e.g. [12])
Lemma 7.3 There exist R, δ˜ > 0, an analytic function g, with g′(0) = −1 and an analytic canoni-
cal transformation Φ : B −→ {|p| ≤ δ˜} × {|q| ≤ δ mod 2pi} where B := {|P |, |Q| ≤ R}, such that
E(Φ(P,Q)) = g(PQ).
In the coordinates (Q,P ) the local stable and unstable manifolds are resp. W sloc = {P = 0} and
Wuloc = {Q = 0} and Hamiltonian (7.1) writes as
H˜ := H˜(I, ϕ, P,Q) := h(I) + g(PQ) + µf˜(I, ϕ, P,Q)
where f˜(I, ϕ, P,Q) := f(I, ϕ,Φ(P,Q)).
We are now able to prove (7.14). Certainly there exists an instant t∗1 ∈ [t1, t2) for which (p(t∗1), q(t∗1)) ∈
Φ(B) but, ∀t1 < t < t∗1, (p(t), q(t)) /∈ Φ(B). It follows that, if we take the representant q(t1) ∈ [−δ, δ],
then p(t∗1)q(t
∗
1) < 0. We will denote with Z(t) := (I(t), ϕ(t), P (t), Q(t)) = (I(t), ϕ(t),Φ
−1(p(t), q(t)))
the corresponding solution of the Hamiltonian system associated to H˜. From the fact that |q(t∗1)| = δ
or (p(t∗1), q(t
∗
1)) ∈ ∂Φ(B) and that |g(PQ)| ≤ µcd , p(t∗1)q(t∗1) < 0, it follows that |P (t∗1)| ≤ c8µcd and
|Q(t∗1)| ≥ c9.
In the same way there exists an instant t∗2 with t1 < t
∗
1 < t
∗
2 < t2 for which (P (t
∗
2), Q(t
∗
2)) ∈ B but,
∀t > t∗2 (P (t), Q(t)) /∈ B; in particular it results |P (t∗2)| ≥ c10. We claim that t∗2 − t∗1 ≥ c11 ln(1/µ).
Indeed P (t) satisfies the Hamilton’s equation P˙ (t) = −g′(P (t)Q(t))P (t) − µ∂Qf˜(I(t), ϕ(t), P (t), Q(t))
with initial condition |P (t∗1)| ≤ c8µcd . Since |P (t∗2)| ≥ c10, we can derive from Gronwall’s lemma that
t∗2 − t∗1 ≥ c11 ln(1/µ), which implies (7.14).
By the following normal-form lemma there exists a close to the identity symplectic change of coordi-
nates removing the non-resonant angles ϕ in the perturbation up to O(µ2). It can be proved by standard
perturbation theory (see for similar lemmas section §5 of [12]).
Lemma 7.4 Let β > 0. There exist R, ρ > 0 so small that, defining λ := min|ξ|≤R2 |g′(ξ)|, S :=
max|ξ|≤R2 |g′′(ξ)|, then λ ≥ 2SR2 and ρ ≤ min{λ/4N, R2/8s, β/2N , r}. Let Λ be a sublattice of Zd+1.
Let D ⊂ Rd+1 be bounded and β-non-resonant mod Λ, i.e. ∀ I ∈ D, h ∈ Zd+1 \ Λ, |h| ≤ N it results
|(1, I∗) · h| ≥ β. Suppose that
ε := µ‖f˜‖B,D,s ≤ 2−11β∗ρs, (7.15)
where13 D := Dρ, β∗ := min{β, λ/2}. Then there exists an analytic canonical transformation
Ψ : D ×Td+1s/4 ×B −→ D ×Td+1s ×B
(I, ϕ, P ,Q) 7−→ (I, ϕ, P,Q)
(7.16)
12 In the following we will use ci to denote some positive constant independent on µ.
13B and D are thought as complex domains, as in the sequel B and D.
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with B := {|P |, |Q| ≤ R/8}, D := Dρ/4, such that
H := H(I, ϕ, P ,Q) := H˜ ◦Ψ = h(I) + g(I, ϕ, PQ) + f(I, ϕ, P ,Q)
with g(I, ϕ, ξ) := g(ξ)+f∗(I, ϕ, ξ), f∗(I, ϕ, ξ) =
∑
h∈Λ, |h|≤N f
∗
h(I, ξ)e
ih·ϕ and ‖f∗‖B,D,s/4 ≤ ε. Moreover
the following estimates hold
|I − I| ≤ 2
4ε
β∗s
, |P − P |, |Q−Q| ≤ 2
5ε
Rβ∗
, ‖f‖B,D,s/4 ≤
29ε2
β∗ρs
. (7.17)
Let L be the (finite) set of the maximal sublattices Λ = 〈h1, . . . , hs〉 ⊂ Zd+1 for some independent
hi ∈ Rd+1 with |hi| ≤ N for i = 1, . . . , s ≤ d. For Λ ∈ L we define the Λ-resonant frequencies
RΛ := {I∗ ∈ Rd | (1, I∗)·h = 0, ∀h ∈ Λ} and the set of the s-order resonant frequencies Zs := ∪dimΛ=sRΛ.
Setting hi = (li, ni) with li ∈ R, ni ∈ Rd, we remark that if RΛ 6= ∅ then n1, . . . , ns are independent.
We also define the (d − s)-dimensional linear subspace (associated with the affine subspace RΛ) LΛ :=
∩si=1n⊥i ⊂ Rd and we denote by ΠΛ the orthogonal projection from Rd onto LΛ.
Since L is a finite set, α := minΛ∈Lminn∈Zd,|n|≤N,ΠΛn6=0 |ΠΛn| is strictly positive.
We now perform a suitable version of the standard “covering lemma” in which the whole frequency
space is covered by non-resonant zones. The fundamental blocks used to construct this covering will be
r-neighborhoods of any RΛ i.e. RΛr := {I∗ ∈ Rd | dist(I∗, RΛ) ≤ r} for suitable r > 0 depending on
dimΛ. Let rd > 0 be such that (d + 1)rd < c12κ, for some c12 sufficiently small to be determined. For
1 ≤ s ≤ d − 1 we can define recursively numbers rs sufficiently small such that 0 < rs < αrs+1/2N ,
verifying14
dimΛ = dimΛ′ = s, RΛ 6= RΛ′ =⇒ RΛ(s+1)rs ∩RΛ
′
(s+1)rs
⊂ ∪di=s+1Ziri . (7.18)
We also define, for 1 ≤ s ≤ d− 1, S0 := Rd \ (∪di=1Zi2ri) and Ss := Zs(s+1)rs \ (∪di=s+1Zi(s+2)ri), i.e. the s-
order resonances minus the higher-order ones. We claim thatRd = S0∪. . .∪Sd−1∪Zd(d+1)rd is the covering
that we need. We also define S0 ⊂ S0∗ := Rd \ (∪di=1Ziri) and Ss ⊂ Ss∗ := Zs(s+1)rs \ (∪di=s+1Zi(s+1)ri).
If the orbit lies near a certain RΛ (but far away from higher order resonances) then the following
lemma says that the drift of the actions I∗ in the direction which is parallel to RΛ is small.
Lemma 7.5 Suppose that I∗(0) ∈ Ss, I∗(t) ∈ Ss∗ and |I∗(t)| ≤ r¯ + r/2, ∀ 0 ≤ t ≤ T ∗ for some
T ∗ ≤ κ0| lnµ|/µ and 0 ≤ s ≤ d − 1. Then, if s ≥ 1, there exists a sublattice Λ ⊂ Zd+1, dimΛ = s such
that I∗(t) ∈ RΛ(s+1)rs \ (∪di=s+1Zi(s+1)ri), ∀ 0 ≤ t ≤ T ∗. Moreover if κ0 is sufficiently small15
|ΠΛ(I∗(t)− I∗(0))| ≤ r1/2 ∀ 0 ≤ t ≤ T ∗ (7.19)
and hence, for s ≥ 1, |I∗(t) − I∗(0)| ≤ 2(s + 1)rs + r1/2. In particular for I∗(0) ∈ S0 we have that
|I∗(t)− I∗(0)| ≤ r1/2, ∀ 0 ≤ t ≤ T ∗.
Proof. In the case s = 0 we take Λ = {0}. The existence of Λ is trivial because I∗(0) ∈ Ss and
hence I∗(0) ∈ RΛ(s+1)rs for some Λ ∈ L with dimΛ = s. The fact that I∗(t) ∈ RΛ(s+1)rs \ (∪di=s+1Zi(s+1)ri),
∀ 0 ≤ t ≤ T ∗, follows from I∗(t) ∈ Ss∗, ∀ 0 ≤ t ≤ T ∗ and (7.18). Now we want to apply lemma 7.4
with β := αr1/2 and D := RΛ(s+1)rs \ (∪di=s+1Zi(s+1)ri). We have to verify that D is β-non-resonant
mod Λ. Fix |h0| ≤ N , h0 = (l0, n0) /∈ Λ (resp. 6= 0 for s = 0). We first estimate |l0 + n0 · I∗0 | for all
I∗0 ∈ D0 := RΛ \ (∪di=s+1Zi(s+1)ri). If Λ′ := Λ⊕〈h0〉 and n∗0 := ΠΛn0 we have two cases: n∗0 6= 0 or n∗0 = 0.
In n∗0 6= 0 we can perform the following decomposition: I∗0 = I∗1+v with I∗1 ∈ RΛ
′
, v ∈ LΛ and moreover16
v = ±|v|n∗0/|n∗0|. Since I∗0 /∈ (∪di=s+1Zi(s+1)ri) then I∗0 /∈ ZΛ
′
(s+1)rs+1
and, hence |v| ≥ (s + 1)rs+1. Using
the previous estimate, the fact that I∗1 ∈ Λ′ and |n∗0| ≥ α, we conclude that
|l0 + n0 · I∗0 | = |(l0 + n0 · I∗1 ) + n0 · v| = |n0 · v| = |n∗0 · v| = |v||n∗0| ≥ α(s+ 1)rs+1. (7.20)
14 Assumption (7.18) means that, in order to go from a neighborhood of a (d− s)-order resonance to a different one, we
have to pass through an higher order dimensional one.
15In the case s = 0 ΠΛ is simply the identity on Rd.
16We observe that dist(I∗
0
, RΛ
′
) = |v|.
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Now we consider the case in which n∗0 = 0. In this case it is simple to see that h0 = (l
′, 0) + h where
h ∈ Λ and l′ ∈ Z \ {0}. So |l0+n0 · I∗0 | = |l′| ≥ 1. Now we can prove that |l0+n0 · I∗| ≥ β for all I∗ ∈ D.
In fact I∗ = I∗0 + u with I
∗
0 ∈ D0 and |u| ≤ (s+ 1)rs. Using (7.20) and rs < αrs+1/2N , we have
|l0 + n0 · I∗| ≥ |l0 + n0 · I∗0 | − |n0 · u| ≥ α(s+ 1)rs+1 −N(s+ 1)rs ≥ α(s+ 1)rs+1/2 ≥ β,
proving that D is β-non-resonant mod Λ. Finally we can verify (7.15) if µ8 is sufficiently small. Now we
are ready to apply lemma 7.4 in order to prove (7.19). Using (7.13), the fact that f∗ contains only the
Λ-resonant Fourier coefficients, (7.17) and Hamilton’s equation for H we have
|ΠΛ(I∗(t)− I∗(0))| ≤ c2TV µ+ c13µ2(κ0| lnµ|/µ) + c14i0µ ≤ c2c7κ0 + c13µκ0| lnµ|+ c14c6κ0 ≤ r1/2
if κ0 and µ8 are sufficiently small.
Proof of lemma 7.2. Suppose first that |I∗(t)| ≤ r+ r/2 ∀ 0 ≤ t ≤ κ0| lnµ|/µ. If I∗(0) ∈ Zd(d+1)rd and
I∗(t) ∈ Zd(d+1)rd ∀0 ≤ t ≤ κ0| lnµ|/µ then |I∗(t)−I∗(0)| ≤ 2(d+1)rd and the lemma is proved if c12 < 1/4.
Otherwise we can suppose that I∗(0) ∈ Ss for some 0 ≤ s ≤ d− 1. If I∗(t) ∈ Ss∗ ∀0 ≤ t ≤ κ0| lnµ|/µ then
we can apply the lemma 7.5 proving the lemma for c12 small enough. Suppose that ∃ 0 < T ∗ < κ0| lnµ|/µ
such that I∗(t) ∈ Ss∗ ∀0 ≤ t < T ∗ but I∗(T ∗) /∈ Ss∗. We will prove that
I∗(T ∗) ∈ S0 ∪ . . . ∪ Ss−1 (7.21)
that means that the orbit can only enter in zones that are “less” resonant. In fact by lemma 7.5 we
see that I∗(T ∗) /∈ ∪di=s+1Zi(s+1)ri , moreover, since I∗(T ∗) /∈ Ss∗, we have that I∗(T ∗) /∈ Zs(s+1)rs and
hence I∗(T ∗) /∈ ∪di=sZi(s+1)ri . If I∗(T ∗) ∈ S0 we have finished. If I∗(T ∗) /∈ S0 then I∗(T ∗) ∈ ∪s−1i=1Zi2ri
⊆ ∪s−1i=1Zi(i+1)ri . If I∗(T ∗) ∈ S1 we have finished. If I∗(T ∗) /∈ S1 then I∗(T ∗) /∈ Z12r1 \∪di=2Zi3ri and hence
I∗(T ∗) ∈ ∪s−1i=2Zi(i+1)ri . Iterating this procedure we prove (7.21).
The conclusion is that if the order of resonance changes along the orbit, it can decrease only so that the
orbit may eventually arrive in the completely non resonant zone S0 where there is stability. Considering
the “worst” case i.e. when I∗(0) ∈ Zd(d+1)rd and the orbit arrives in S0, summing all the contributions
from lemma 7.5, we have that, if c12 is sufficiently small,
|I∗(t)− I∗(0)| ≤ 2(d+ 1)rd +
d−1∑
s=1
(2(s+ 1)rs + r1/2) + r1/2 =
d∑
s=1
2(s+ 1)rs + dr1/2 ≤ κ/2. (7.22)
In order to conclude the proof of the lemma we have only to prove that if |I∗(0)| ≤ r then |I∗(t)| ≤ r+r/2
∀ 0 ≤ t ≤ κ0| lnµ|/µ. This is an immediate consequence of (7.22) and of the fact that κ ≤ r.
Stability in the region E−2 . If, for all t ≥ 0 (p(t), q(t)) ∈ E−2 , then it follows easily that |p(t)|, |q(t)−
pi| = O(µcd/2). Then, defining f1(I, ϕ) := f(I, ϕ, 0, pi) and f2(I, ϕ, t) := µ−cd/2[f(I, ϕ, p(t), q(t)) −
f1(I, ϕ)], it results that |∂If2(I, ϕ; t)|, |∂ϕf2(I, ϕ; t)| ≤ const. Clearly if (I(t), ϕ(t), q(t), p(t)) is a solution
of (7.1) then (I(t), ϕ(t)) is solution of Hamiltonian
H1 := H1(I, ϕ; t) := h(I) + µf1(I, ϕ) + µ
1+(cd/2)f2(I, ϕ; t).
Now17 one can construct, in the standard way, an analytic symplectic map Φ : (I, ϕ) → (I, ϕ) with
|I − I| = O(µ/β), and two analytic functions h, f such that [h + µf1] ◦ Φ(I, ϕ) = h(I) + f(I, ϕ) with
‖f‖ = O(µ2). Defining f3 := f3(I, ϕ; t) := f2(Φ(I, ϕ); t) we also get that |∂If3(I, ϕ; t)|, |∂ϕf3(I, ϕ; t)| ≤
const./β. The solutions of Hamiltonian H1 are symplectically conjugated, via Φ
−1, to the solutions of
the Hamiltonian
H2 := H2(I, ϕ; t) := h(I) + f(I, ϕ) + µ
1+(cd/2)f3(I, ϕ; t)
for which we obtain, directly from Hamilton’s equations, the estimates
|I(t)− I(0)| ≤ const · µcd/4, ∀ |t| ≤ const · µ−1−cd/4.
17For brevity we prove only the case in which I(0) is in a non-resonant zone. The resonant case can be treated as in E+
2
.
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It follows that, if (I(0), ϕ(0), p(0), q(0)) ∈ E−2 , then
|I(t)− I(0)| ≤ |I(t)− I(t)|+ |I(t)− I(0)|+ |I(0)− I(0)| ≤ const.µcd/4, ∀ |t| ≤ const.µ−1−cd/4
(if at some instant t the solution z(t) escapes outside E−2 it is exponentially stable in time).
Finally, from the previous steps, we can conclude that there exists µ1 > 0 such that 0 < µ ≤ µ1
Theorem 1.2 holds.
8 Appendix
Proof of lemma 2.1. We shall use the following lemma:
Lemma 8.1 There exists T0 > 0 such that, ∀T ≥ T0, for all continuous f : [−1, T +1]→ R, there exists
a unique solution h of
− h¨+ cosQT (t)h = f, h(0) = h(T ) = 0. (8.1)
The Green operator G : C0([−1, T + 1])→ C2([−1, T + 1]) defined by G(f) := h, satisfies
max
t∈[−1,T+1]
|h(t)|+ |h˙(t)| ≤ C max
t∈[−1,T+1]
|f(t)| (8.2)
for some positive constant C independent of T .
Proof. We first note that the homogeneous problem (8.1) (i.e. f = 0) admits only the trivial solution
h = 0. This immediately implies the uniqueness of the solution of (8.1). The existence result follows
by the standard theory of linear second order differential equations. We now prove that any solution h
of (8.1) satisfies (8.2). It is enough to show that maxt∈[−1,T+1] |h(t)| ≤ C′maxt∈[−1,T+1] |f(t)|. Indeed
we obtain by (8.1) that maxt∈[−1,T+1] |h(t)| + |h¨(t)| ≤ (2C′ + 1)maxt∈[−1,T+1] |f(t)| and, by elementary
analysis, this implies (8.2) for an appropriate constant C.
Arguing by contradiction, we assume that there exist sequences (Tn)→∞, (fn), (hn) such that
−h¨n + cosQTn(t)hn = fn, hn(0) = hn(Tn) = 0, |hn|n := max
t∈[−1,Tn+1]
|hn(t)| = 1, |fn|n → 0.
By the Ascoli-Arzela Theorem there exists h ∈ C2([−1,∞),R) such that, up to a subsequence, hn → h
in the topology of C2 uniform convergence in [−1,M ] for all M > 0. Since QTn → q0 − 2pi uniformly in
all bounded intervals of [−1,∞), we obtain that
− h¨+ cos q0(t)h = 0, h(0) = 0, sup
t∈[−1,∞)
|h(t)| ≤ 1. (8.3)
Now the solutions of the linear differential equation in (8.3) have the form h = K1ξ + K2ψ, where
(K1,K2) ∈ R2, ξ(t) = q˙0(t) = 2cosh t and ψ(t) = 14 (sinh t+ tcosh t ) satisfies ψ˙ξ − ξ˙ψ = 1. The bound on h
implies that K2 = 0 and h(0) = 0 implies that K1 = 0. Hence h = 0. In the same way we can prove that
hn(· − Tn)→ 0 uniformly in every bounded subinterval of (−∞, 1].
Now let us fix t such that for all n large enough, for all t ∈ [t, Tn − t], cosQTn(t) ≥ 1/2 (t does exist
because of (2.4)). By the previous step, for n large enough, there exists a maximum point tn ∈ (t, Tn− t)
of h2n(t), i.e. h
2
n(tn) = |hn|2n = 1. Then ˙(h2n)(tn) = 2hn(tn)h˙n(tn) = 0 and ¨(h2n)(tn) = 2h¨n(tn)hn(tn) +
2h˙2n(t) ≤ 0. By the differential equation satisfied by hn, we can derive from the latter inequality that
cosQTn(tn)h
2
n(tn) ≤ fn(tn)hn(tn), i.e. cosQTn(tn) ≤ fn(tn), which, for n large enough, contradicts the
property of t and the fact that |fn|n → 0.
Now we can deal with the existence result of lemma 2.1. Let T := (θ− − θ+), ω = (ϕ− − ϕ+)/T ,
ϕ(t) := ω(t− θ+) + ϕ+. In the following we call ci constants depending only on f . We are searching for
solutions (ϕ, q) of (2.1) with ϕ(θ±) = ϕ±, q(θ±) = ∓pi, in the following form{
ϕ(t) = ω(t− θ+) + ϕ+ + v(t− θ+)
q(t) = QT (t− θ+) + w(t− θ+).
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Hence we need to find a solution, in the time interval I := [−1, T + 1], of the following two equations{
v¨(t) = −µ[Fϕ(v, w)](t), v(0) = v(T ) = 0,
[L(w)](t) = [G(v, w)](t) := −[S(w)](t) + µ[Fq(v, w)](t), w(0) = w(T ) = 0, (8.4)
where
[Fϕ(v, w;λ, µ)](t) := ∂ϕf(ωt+ ϕ
+ + v(t), QT (t) + w(t), t + θ
+),
[Fq(v, w;λ, µ)](t) := ∂qf(ωt+ ϕ
+ + v(t), QT (t) + w(t), t + θ
+),
[S(w)](t) := sin(QT (t) + w(t)) − sin(QT (t)) − cos(QT (t))w(t),
[L(w)](t) := −w¨(t) + cosQT (t)w(t).
We want to solve (8.4) as a fixed point problem. By lemma 8.1, the second equation of (8.4) can be
written w = K := G(−S + µFq). Moreover the first equation (8.4) can be written
v(t) = J(t) := [J(v, w;λ, µ)](t) := J(t)− J(0)(T − t) + J(T )t
T
, (8.5)
where, setting Fϕ(s) = Fϕ(v(s), w(s)),
[J(v, w;λ, µ)](t) := −µ
∫ t
T/2
∫ x
T/2
Fϕ(s) ds dx.
Let us consider the Banach space Z = V × W := C1(I;Rd) × C1(I;R), endowed with the norm
‖z‖ = ‖(v, w)‖ := max{‖v‖V , ‖w‖W }, defined by
‖v‖V := sup
t∈I
[
|v(t)|(1 + c1µT 2)−1β2 + |v˙(t)|β
]
, ‖w‖W := sup
t∈I
[
|w(t)| + |w˙(t)|
]
. (8.6)
A fixed point of the operator Φ : Z → Z defined ∀z ∈ Z as Φ(z) := Φ(z;λ, µ) := (J(z),K(z)) is a solution
of (8.4). We shall prove in the sequel that Φ is a contraction in the ball18 D := Bcµ(Z) for an appropriate
choice of c, c1, C0, provided µ is small enough.
We have |[S(w)](t)| ≤ w2(t), so that ∀t, |[G(v, w)](t)| ≤ c2µ2 + c4µ. Now, choosing first c sufficiently
large and then µ sufficiently small, we can conclude using (8.2) that, if z ∈ D, ‖K(z)‖W ≤ cµ/4. Now we
study the behaviour of J. Let us first consider J . We define
fnl(t) := fnl(QT (t) + w(t)), gnl(t) := f
′
nl(QT (t) + w(t)),
αnl := n · ϕ+ + lθ+, βnl := n · ω + l.
For t ∈ [−1, T + 1], z ∈ D, we want to estimate
J˙(t) = −µ
∫ t
T/2
Fϕ = −µ
∑
|(n,l)|≤N
ineiαnl
∫ t
T/2
fnl(s)e
in·v(s)eiβnlsds.
Integrating by parts, we obtain
− iβnl
∫ t
T/2
fnl(s)e
in·v(s)eiβnlsds = fnl(T/2)ein·v(T/2)eiβnlT/2 − fnl(t)ein·v(t)eiβnlt (8.7)
+
∫ t
T/2
gnl(s)Q˙T (s)e
in·v(s)eiβnlsds (8.8)
+
∫ t
T/2
(gnl(s)w˙(s) + fnl(s)in · v˙(s))ein·v(s)eiβnlsds. (8.9)
18If X is a Banach space and r > 0 we define Br(X) := {x ∈ X; ‖x‖ ≤ r}.
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By (2.4), the term (8.8) is bounded by c5max{e−K2t, e−K2(T−t)}. Hence, for z ∈ D,∫ t
T/2
Fϕ = u(t)− u(T/2) +R(t), with |R(t)| ≤ c6
β
[
max
{
e−K2t, e−K2(T−t)
}
+ c(µ+
µ
β
)T
]
, (8.10)
where u(t) =
∑
(n/βnl)e
iαnlfnl(t)e
in·v(t)eiβnlt.
So we can write J(t) = j(t) + µ(t− T/2)u(T/2), where
j(t) =
∫ t
T/2
−µu(s) ds+
∫ t
T/2
−µR(s) ds.
By the bound of R(t) given in (8.10), the second integral can be bounded by c7(µ/β)[1 + cT
2µ/β].
Integrating once again by parts as above, we find that the first integral is bounded by c8(µ/β
2)[1 +
c(µT/β)], hence, by the condition imposed on µT , it can be bounded by µc/8β2, provided that C0 has
been chosen small enough and c is large enough. Hence
|j(t)| ≤ µc
β2
[c7
c
+ c7µT
2 +
1
8
]
.
In addition ∣∣∣ d
dt
j(t)
∣∣∣ = µ|u(t) +R(t)| ≤ c10µc
β
(1
c
+
µT
β
)
.
As a result ||j||V ≤ µc/4, provided c and c1 have been chosen large enough, C0 small enough.
Now J(t) = j(t) + at + b, where a, b ∈ R, so that we may replace J with j in (8.5). Since |J(t)| ≤
|j(t)|+max{|j(0)|, |j(T )|}(T +2)/T and |J˙(t)| ≤ |dj(t)/dt|+(1/T ) ∫ T+11 |dj(s)/dt| ds, we obtain ||J ||V ≤
3||j||V ≤ µ3c/4. We have finally proved that Φ maps D into itself (in fact into B3cµ/4).
Now we must prove that Φ is a contraction. Φ is differentiable and for z = (v, w) ∈ D, (DΦ(z)[h, g])(t)
= (r(t), s(t)), r and s : [−1, T + 1]→ R being defined by
r¨(t) = a1(t).h(t) + b1(t)g(t), r(0) = r(T ) = 0, L(s)(t) = a2(t).h(t) + b2(t)g(t), s(0) = s(T ) = 0, (8.11)
where
a1(t) = −µ∂ϕϕf(ωt+ ϕ+ + v(t), QT (t) + w(t), t + θ+),
b1(t) = −µ∂ϕqf(ωt+ ϕ+ + v(t), QT (t) + w(t), t+ θ+), a2(t) = −b1(t),
b2(t) = cos(QT (t) + w(t)) − cosQT (t) + µ∂qqf(ωt+ ϕ+ + v(t), QT (t) + w(t), t + θ+).
By the same arguments as above (A,B) ∈ V1 × V (where V1 := C1(I,Rd2)) defined by
A¨(t) = a1(t), A(0) = A(T ) = 0, B¨(t) = b1(t), B(0) = B(T ) = 0
satisfy ||A||V1 + ||B||V ≤ c11cµ (|| ||V1 being defined in the same way as || ||V ).
Using an integration by parts, we can derive from (8.11) and the bound on ||A||V1 + ||B||V that
|r˙(t)| ≤ c12cµ
β
[(1 + c1µT 2
β2
||h||V + ||g||W
)
+ T
( ||h||V
β
+ ||g||W
)]
. (8.12)
Therefore, for C0 small enough, |βr˙(t)| ≤ 1/8max{||h||V , ||g||W }. We derive also from (8.12) that
|r(t)| ≤ c13c
[µT
β3
+
c1µ
2T 3
β3
+
µT 2
β2
]
max{||h||V , ||g||W },
which yields β2(1 + c1µT
2)−1|r(t)| ≤ c14c(µT/β + (1/c1))max{||h||V , ||g||W } ≤ max{||h||V , ||g||W }/8,
provided C0 is small enough and c1/c is large enough. Finally ||r||V ≤ max{||h||V , ||g||W }/4.
Using the properties of L and the fact that
|a2(t).h(t) + b2(t)g(t)| ≤ c15µ(1 + c1µT 2)/β2||h||V + c15(|w(t)| + µ)||g||W
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we easily derive ||s||W ≤ max{||h||V , ||g||W }/4 (again provided that C0, more precisely C0c1 is small
enough). We have proved that for a good choice of c, c1, C0, ||DΦ(z)[h, g]|| ≤ ||(h, g)||/2 for z ∈ D. Hence
Φ is a contraction. As a result, it has a unique fixed point zλ in D (which in fact belongs to B3cµ/4).
This proves existence.
Now there remains to prove that ϕµ,λ(t), qµ,λ(t) are C
1 functions of (λ, t). Let (θ+0 , θ
−
0 ) be fixed with
T0 := θ
−
0 − θ+0 and let Λ = {λ | |θ+ − θ+0 | ≤ 1/4, |θ− − θ−0 | ≤ 1/4}. For λ ∈ Λ I0 := [−1/2, T0 + 1/2] ⊂
[−1, θ− − θ+ + 1], hence the restrictions v0λ and w0λ of vλ and wλ to I0 are well defined.
Let V0 ×W0 := C1(I0,Rn) × C1(I0,R) be endowed with the norm || ||0 as defined in (8.6). Define
Ψ : Λ → V0 ×W0 by Ψ(λ) = z0λ. We shall justify briefly that Ψ is differentiable and that ||DΨ|| ≤
c16µ. z
0
λ is the unique solution in Bcµ of (8.4) (with T = θ
− − θ+), which is equivalent to (vλ, wλ) =
Φ(zλ; θ
+, θ−, ϕ+, ϕ−, µ), where Φ : Bcµ × Λ × (0, µ2) → V0 × W0 is smooth. Now, by the previous
step, ||DzΦ|| ≤ 1/2 everywhere, so that I − DzΦ is invertible. Therefore, by the Implicit Function
Theorem, Ψ is C1. This proves that (λ, t) 7→ ϕµ,λ(t) (resp. (λ, t) 7→ qµ,λ(t)) and (λ, t) 7→ ϕ˙µ,λ(t) (resp.
(λ, t) 7→ q˙µ,λ(t)) have continuous partial derivatives w.r.t. λ in the set {(λ, t)|−1/2+θ+ < t < 1/2+θ−},
and by the standard theory of differential equations, these partial derivatives have continuous extensions
on {(λ, t)| − 1 + θ+ < t < 1 + θ−}. Finally, by (2.1), ϕ¨µ,λ and q¨µ,λ depend continuously on (λ, t).
Proof of Theorem 4.2. In order to prove Theorem 4.2 we need a preliminary lemma. Observe that
Λ∗R is a finite set which is symmetric with respect to the origin. Hence, if it is not empty there exists
p ∈ Λ∗R such that p · Ω = α(Λ,Ω, R).
Lemma 8.2 Assume that Λ∗R 6= ∅ and let p ∈ Λ∗R be such that p ·Ω = α := α(Λ,Ω, R). Assume moreover
that α > 0 and define E := [p]⊥. Then Λ0 := Λ ∩ E is a lattice of E. In addition :
(i)
α
β|p| ≤
2
R
, where β = inf{|q · Ω|; q ∈ (Λ0)∗√3R/2}, (Λ0)∗ = {q ∈ E | ∀x ∈ Λ0 q · x ∈ Z}.
In particular α ≤ 2β.
(ii) α(Λ,Ω,
√
7R/2) ≤ β.
Proof. Since Λ is a lattice, it is not contained in E. Hence p · Λ is a non trivial subgroup of Z,
p · Λ = mZ for some integer m ≥ 1, which implies that p/m ∈ Λ∗. But p/m · Ω = α/m and |p/m| ≤ R,
hence by the definition and the positivity of α, m = 1. As a result there exists x ∈ Λ such that p · x = 1.
Obviously Λ0 + Zx ⊆ Λ. On the other hand all x ∈ Λ can be written as x = (x · p)x + y, where y ∈ Λ,
y · p = 0, i.e. y ∈ Λ0. So the reverse inclusion holds and we may write Λ = Λ0 + Zx. As a consequence
Λ0 is a lattice of E and
Λ∗ = {r ∈ Rl | r · Λ0 ⊂ Z and r · x ∈ Z} = {q + ap : q ∈ Λ∗0 , a ∈ Z− q · x},
Λ∗R = {q + ap : q ∈ Λ∗0 , a ∈ Z− q · x , 0 < |q|2 + a2|p|2 ≤ R2}.
If β = +∞ there is nothing more to prove. If β < +∞, let q ∈ (Λ0)∗√3R/2 be such that q · Ω = β. Let
S = {a ∈ R : q + ap ∈ Λ∗R} = {a ∈ R : a ∈ Z− q · x , |a| ≤ (R2 − |q|2)1/2/|p|}.
Since |q|2 ≤ 3R2/4, S ⊇ S′ := (Z− q · x)∩ [−R/2|p|, R/2|p|]. Hence by the definition of α, for all a ∈ S′,
|(q + ap) · Ω| = |β + aα| ≥ α, i.e. β/α /∈ (−1− a, 1− a).
As |p| ≤ R, the interval [−R/2|p|, R/2|p|] has length ≥ 1 and must intersect (Z − q · x). Therefore
S′ 6= ∅, more precisely S′ = {u, u+ 1, . . . , u+K}, for some integer K ≥ 0, where u = inf S′. As a result,
β/α /∈
K⋃
k=0
(−1− u− k, 1− u− k) = (−1− u−K, 1− u).
Now S′∩ [−1/2, 1/2] 6= ∅, hence u+K ≥ −1/2 and −1−u−K < 0. As a consequence β/α ≥ 1−u. Since
[−R/2|p|,−R/2|p|+1]⊆ [−R/2|p|, R/2|p|] intersects Z− q ·x, u ≤ −R/2|p|+1. Therefore β/α ≥ R/2|p|,
which is (i). In particular, since |p| ≤ R, α ≤ 2β.
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Finally there exists a ∈ [−1, 0)∩ (Z− q ·x); q+ ap ∈ Λ∗, and |q+ ap|2 = |q|2+ a2|p|2 ≤ 3R2/4+R2 =
7R2/4. Hence q + ap ∈ Λ∗√
7R/2
. We have |(q + ap) · Ω| = |β + aα| ≤ β, because −1 ≤ a ≤ 0 and α ≤ 2β.
This proves (ii).
Now we turn to the proof of Theorem 4.2 We first prove that the statement is true for l = 1, with
a1 = 1/2. Here Λ = λ0Z for some λ0 > 0, and Λ
∗ = (λ0)−1Z. We can assume without loss of generality
that Ω > 0. If λ0 < 2δ, then for all x ∈ R, d(x,Λ) < δ. Hence T (Λ,Ω, δ) = 0
If λ0 ≥ 2δ, then it is easy to see that T (Λ,Ω, δ) = (λ0 − 2δ)/Ω ≤ λ0/Ω. On the other hand,
1/λ0 ∈ Λ∗1/2δ and α(Λ,Ω, 1/(2δ)) = Ω/λ0. The result follows.
Now we assume that the statement holds true up to dimension l − 1 (l ≥ 2). We shall prove it in
dimension l.
Fix R > 0 and define δR = (4a
2
l−1/3 + 4)
1/2/R. We claim that:
(a) If Λ∗R = ∅ then T (Λ,Ω, δR) = 0.
(b) If Λ∗R 6= ∅, let p ∈ Λ∗R be such that p · Ω = α := α(Λ,Ω, R), and define β as in lemma 8.2. Then
T (Λ,Ω, δR) ≤ max{α−1, β−1}.
Postponing the proof of (a) and (b), we show how to define al. In the case (b), by lemma 8.2 (ii),
T (Λ,Ω, δR) ≤ α(Λ,Ω,
√
7R/2)−1. This estimate obviously holds in the case (a) too. Hence for all R > 0,
T (Λ,Ω, (4a2l−1/3 + 4)
1/2/R) ≤ α(Λ,Ω,
√
7R/2)−1.
As a consequence, the statement of Theorem 4.2 holds with al = (
√
7(4a2l−1/3 + 4)
1/2/2).
There remains to prove (a) and (b). First assume that Λ∗R = ∅. Let p ∈ Λ∗ \ {0} be such that for all
p′ ∈ Λ∗ \ {0}, |p| ≤ |p′|. Then |p| > R. Let E, Λ0 be defined from p as in lemma 8.2.
Arguing by contradiction, we assume that (Λ0)
∗√
3R/2
6= ∅. By the same arguments as previously
there exist q ∈ (Λ0)∗√3R/2 and a ∈ [−1/2, 1/2] such that q + ap ∈ Λ∗. But |q + ap|2 = |q|2 + a2|p|2 ≤
(3/4)R2+ |p|2/4 < |p|2 and this contradicts the definition of p. Hence (Λ0)∗√3R/2 = ∅ and by the iterative
hypothesis, all point of E lies at a distance from Λ0 less than 2al−1/
√
3R.
From the proof of lemma 8.2, there exists x ∈ Λ such that p · x = 1 and Λ = Λ0 + Zx. Therefore for
all x ∈ Rl, there is x′ ∈ x + Λ such that |x′ · p| ≤ 1/2. This implies that d(x′, E) ≤ 1/(2|p|) ≤ 1/(2R)
and hence that d(x′,Λ0) ≤ (4a2l−1/3 + 1/4)1/2/R ≤ δR. Hence the distance from any point of Rl to Λ is
not greater than δR. This completes the proof of (a).
Next assume that Λ∗R 6= ∅ and let p be as in lemma 8.2. Define α and β in the same way as in lemma
8.2. Let x ∈ Rl. Again Λ = Λ0 + Zx for some x ∈ Λ such that p · x = 1, hence there exists x′ ∈ x + Λ
such that p · x′ ∈ [0, 1). We have
x′ = y +
w
|p|2 p , Ω = U +
α
|p|2 p,
with y, U ∈ E = [p]⊥, w = p ·x′ ∈ [0, 1). We shall assume that α > 0 (if α = 0, there is nothing to prove).
Let t = w/α, and consider the time interval defined by
J = [0, 1/β] if t < 1/β, J = [t− 1/β, t] if t ≥ 1/β.
J ⊂ [0,max{1/β, 1/α}], and it is enough to prove that there exists t ∈ J such that d(x′, tΩ + Λ0) ≤ δR.
The length of J is not less than 1/β. Hence by the iterative hypothesis, there exists t ∈ J such that
d(y, tU +Λ0) ≤ 2al−1/(
√
3R) (notice that for all q ∈ Λ∗0, q ·U = q ·Ω, so that the linear flow (tU) creates
a 2al−1/(
√
3R)-net of E/Λ0 in time β
−1). We have
d(x′, tΩ+ Λ0)2 =
( (t− t)α
|p|
)2
+ d(y, tU + Λ0)
2 ≤
( α
β|p|
)2
+
4a2l−1
3R2
.
Hence, by lemma 8.2 (i) , d(x′, tΩ + Λ0) ≤ (4a2l−1/3 + 4)1/2/R. This completes the proof of (b).
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