We consider a fault tolerance broadcast network of Ò 
Introduction
We consider computations in a noisy broadcast network under the standard (adversarial) fault tolerance model. In a fault tolerance scenario the outcome of any single operation is erroneous with probability bounded by some constant¯. It is also assumed that errors for different operations are independent. Given a complex algorithm, one often wishes to get a noise-immune algorithm, namely one that will end with an overall constant error probability. If the outcome of each operation is Boolean, and there are total of Ø operations, then repeating each operation for Ç´ÐÓ Øµ times and taking majority as the outcome, typically results in a noise-immune algorithm at the cost of Ç´Ø ÐÓ Øµ operations. It would be desirable to construct noise-immune algorithms paying less overhead. This fault tolerance scenario was extensively studied for different computational models. Such work includes [21, 1, 14, 7, 16] for Boolean circuits with noisy gates, [5, 16, 3, 10] for noisy decision trees, [17, 18, 15] for the communication complexity model and others [20, 12, 6, 19] . It turns out that sometimes it is impossible to do better than the overhead factor of Ç´ÐÓ Øµ and sometimes there is a non-trivial better way.
El Gamal formulated the following noisy broadcast network model, typical for some radio networks. The system is composed of Ò processors using broadcasts as the mean of communication. At each step of a protocol, each processor may broadcast a bit, while every processor receives all the bits transmitted knowing the source of each one. Each bit received, at each processor, might be erroneous (in its value) with a probability bounded form above by an a priori known constant¯. Furthermore, it is assumed that the errors for different broadcasts, as well as for different receivers in the same broadcast, are independent. At the beginning of the operation, each processor has one bit. The goal is to compute a given Boolean function on all the bits. The complexity of the protocol is the total number of broadcasts. The protocols that are considered are oblivious, i.e.
whether at a step processor È broadcasts or not, may not depend on its initial bit and/or on what he has received so far. It may only depend on Ò and . The content of the transmission may depend on the inputs. The reason for considering oblivious protocols is both practical, as a model of certain radio networks, as well as the natural way to avoid situations in which information is inferred from whether a certain È has broadcasted or not, rather then from the content. Note that for non-oblivious protocol, all the bits can be recovered in a single round of Ç´Òµ broadcasts in which each processor that holds a '1' broadcasts.
Gallager [8] , showed that the parity functions can be computed in Ç´Ò ÐÓ ÐÓ Òµ broadcasts which was the first improvement on the trivial Ç´Ò ÐÓ Òµ solution. His protocol ends with all processor knowing all bits, hence implying the same bound for every Boolean function. Yao, [22] posed it as an open question whether the OR function (or other non-trivial functions) can be computed in Ç´Òµ broadcasts. To date, Gallager's Ç´Ò ÐÓ ÐÓ Òµ protocol is the best known to end with all processors knowing all input bits. For the specific OR function, Feige and Kilian [4] constructed an Ç´Ò ÐÓ £ Òµ protocol that has the additional feature of taking Ç´ÐÓ £ Òµ rounds. Kushilevitz and Mansour [11] constructed a linear complexity protocol for computing threshold functions, but in a considerably more restrictive model, which we call here the statistical model. In their model it is assumed that there is fixed constant¯(known or unknown to the protocol) so that for each pair of processors´È È µ, the error of È when receiving a transmission of È is exactly¯. In particular, in such a model, the parameter¯can be estimated, even if unknown, to any predefined precision, by sampling. A protocol, designed for such model for the fixed parameter¯, is not required to work for the situation where¯decreases, and in particular if it becomes ¼.
In the fault tolerance model, in contrast with the statistical model, the error distribution is not known! There is only a guarantee that the error per operation is at most¯and that errors are independent for different operations. Any adversarial probability distribution that meets those limitation is a legitimate one. Hence, a fault tolerant algorithm designed for a parameter¯should certainly work, within its defined complexity and error bound, for the situation in which the actual error is bounded by any AE , and in particular, for the errorless case.
We answer in the affirmative Yao's question: We construct here several Ç´Òµ fault-tolerant protocols in the standard noisy broadcast model for various classes of Boolean functions including the ÇÊ AE , functions that have Ç´½µ size 1-witnesses (0-witnesses), functions that have linear size ¼ formulae and some other functions. Thus, we give the first linear complexity protocols for both the OR functions, and some other interesting non-trivial classes of Boolean functions. We also show how to find the whole input word using Ç´Ò ÐÓ Öµ broadcasts, provided that the number of ½'s in the input is at most Ö. Note that for Ö such that ÐÓ Ö Ó´ÐÓ ÐÓ Òµ this is better than Gallager's bound. We also treat briefly the issue of the number of rounds needed for the ÇÊfunction. We construct a Ç´Òµ complexity fault-tolerant decision tree algorithm of Ç´ÐÓ £ Òµ rounds and comment on how to implement it as a Ç´ÐÓ £ Òµ-rounds protocol in the broadcast model.
Our results are based on three main ingredients. The most important one is a reduction of the task of computing Boolean functions in the broadcast network model to certain efficient computation in the fault tolerance decision tree model. In order to implement fault-tolerant decision tree algorithms in the broadcast model we introduce a property that measures the adaptiveness of such algorithms, denoted here as small parallel time. We construct new algorithms for some classes of Boolean functions for the fault tolerance decision tree model. In particular we construct two very simple linear algorithms for the ÇÊ, with one being simultaneously of total linear complexity and Ç´ÐÓ £ Òµ rounds (Ç´ÐÓ £ Òµ parallel time). The second ingredient is a simple application of some ideas of parallel computing. The third is, similar to the work of [4] (and unlike the algorithm of [11] ), the ability to produce witnesses for the ÇÊfunc-tion.
The rest of the paper is organized as follows: In Section 2.1 we define the model and observe some basic properties. In Section 2.2 we define the fault tolerance decision tree model and present an Ç´Òµ algorithm for the ÇÊ, as well as some other functions. In Section 3 we describe a linear time protocol for the ÇÊ function in the fault tolerance broadcast model. In Section 4 we discuss the general issue of simulating fault tolerance decision tree algorithms in the broadcast model. We then develop algorithms for several Boolean functions in the fault tolerance decision tree model which can be simulated in broadcast model. In particular, we construct linear complexity fault-tolerant protocols for functions that have Ç´½µ-size 1-witnesses (0-witnesses) and for functions that have linear size ¼ formulae. Then, in Section 5 we discuss the all-bit word problem in which the outcome should be that every processors knows the whole input word. We show that if the number of ½'s in the input is very low, the all-bit problem can be solved in less than the Gallager bound. In Section 6 we discuss briefly algorithms for ÇÊthat are very efficient in the total number of rounds, in both the decision tree model and the broadcast model. Finally, in Section 7 we discuss some open problems.
Preliminaries

The model
Let È ½ È Ò be Ò processors. An¯-fault tolerant protocol in the fault tolerance broadcast model is a sequence of Ñ rounds; in every round ½ Ñ a certain subset Ë Ò of the processors broadcast, one bit each. For each processor È ¾ Ë , every processor É É È receives a random variable È É that equals the bit that was broadcasted by È with probability at least ½ ¯. In addition, the variables È É ½ Ñ È ¾ Ë É ¾ Ò È are independent. Furthermore, the subset Ë , namely the identity of the processors that broadcasts at round is predefined in the protocol and is independent of the input or previous information that processors might obtain in the rounds previous to . Note that the value of the bit that is transmitted by È at round might depend on the input as well as the previous information received by È. This restriction of being oblivious is to avoid trivialities such as the following one round protocol: Each processor broadcasts if and only if it has a '1'. Then all input bits become known to each processor, regardless of any error, just by detecting which processors have broadcasted.
The complexity of an oblivious protocol as above is the total number of broadcasts, namely ¦ Ñ ½ Ë . Another complexity parameter that is of (secondary) interest is Ñ, the number of rounds of the protocol. A protocol is said to compute a (partial) function ´µ if for any allowed input it ends with a value at each processor
Note, as already discussed in Section 1, that¯, the bound on the error probability is a priori known. It is a perfectly legitimate for an alleged adversary to corrupt each, say, odd round with probability AE ¯while letting each even round to result in an error-less reception (or alternatively, decide for each processor Ö and each round to corrupt Ö at the round with probability Ô Ö ¯). Obviously, any protocol can be serialized keeping the same number of broadcasts. We will some times do this in order to refer to some particular order of the broadcast within a round. In this case we talk about steps in which a single processor broadcasts. Finally since simple amplification can be done in this model, the exact value of¯is not important. Also, for the same reason we could make the final error probability bound to be any constant (instead of ½ ¿) at a linear cost.
An important 'gadget' that we recurrently use is the following computational task. Suppose that a fixed known processor È holds a word Û ¾ ¼ ½ that he wishes to make known to every other processor. We denote this task as the 'faithful distribution' of Û. The following simple observation states that 'faithful distribution' can be done efficiently. 
Noisy Boolean Decision-Trees
A major ingredient in what follows are algorithms for fault tolerance Boolean decision-trees. Several such models were discussed in the literature. The relevant one to this work is the seminal work of of Feige et al. [5] . In this model, a given Boolean function in Ò variable is to be computed on unknown input by queries to the variables. As a standard fault tolerance model, for each variable queried, an erroneous answer is received with probability bounded by an a priori bound¯and independent of any other queries or answers. Hence, an algorithm is a decision tree. In each step a variable is queried, then, based on the answer a next variable is being queried and so on, until a final decision is made. The complexity of such algorithm is the maximum number of queries for the worst case input. Namely, it is the depth of the tree. A tree Ì computes a (partial) function ´µ if, for every input, its error probability is bounded by ½ ¿. Again, as standard amplification is possible, we may replace the ½ ¿, as well as¯, with any other constants. We say that Ì is an¯-fault tolerant algorithm if, for input error bounded by¯, the output error is also guaranteed to be bounded by¯.
An important parameter of complexity, although nonstandard for decision trees, is the amount of adaptiveness, which can be measured by the 'parallel time' of the algorithm. Namely, for each input, the algorithm defines a certain path in the tree, in which a sequence of variables are probed one after the other. However, in many cases, this order is arbitrary in the sense that the query at step does not depend on the answer at step ½ for some computational path. In such a case, the queries of step ½ and step could have been asked in parallel. If the algorithm is presented as a decision tree, then there is no explicit parallelism. However, as we care about this extra parameter, the algorithms will be described in terms of rounds: In each round a (multi)set of variables are queried. The complexity of the algorithm is the total number of queries, while the parallel time is the number of rounds for the worst case run.
Feige et al. proved (among other things):
Theorem 1 [5] There is a fault tolerance decision tree for the ÇÊ function on Ò variables of complexity Ç´Òµ and parallel time Ç´ÐÓ Òµ.
We present an explicit algorithm for the above (with a much simpler analysis than of [5] ). In Section 6 we construct a variant of this algorithm that is simultaneously of Ç´Òµ total complexity, while it takes only Ç´ÐÓ £ Òµ rounds. The following is, however, simpler and will turn more 'handy' to simulate as a protocol for the noisy broadcast model. ). To analyze the error probability note that 1. Another feature of the protocol Ì above which will be handy is the following: As Ì runs in some fixed Ø Ç´ÐÓ Òµ rounds, we may describe Ì as a se-
Ò of queries, namely Ë containing those variables (with multiplicity) that are queried in the th round. Note that Ë might depend on the answers to the previous queries. However, note that the sizes Ë ½ Ø are fixed and independent of the input or the current run.
2. Once the index Ö above is found, Ü Ö can be queried for Ç´ÐÓ Òµ times, enough to verify that Ü Ö ½ with probability at least ½ ½ Ò ¾ , hence producing an 'effective' witness for the case the function is '1'.
A Protocol for the OR in the fault tolerance broadcast model
Our aim is to simulate the algorithm Ì of Observation ½¾Ò (here Ë is a multiset of the variables queried in the round, hence a variable that is queried several times counts that many times in the multiset). Let¯ ½ ¿¼ be the bound on the error probability in each broadcast. We first describe the top level idea for È ¼ to simulate Ì by a non-oblivious protocol. We then explain the details of the oblivious protocol. To simulate the first round, È ¼ needs to query the variables in Ë ½ . As Ì is known to all processors, this can be done by letting each È ¾ Ë ½ broadcast its value. At this point È ¼ successfully have simulated the first round of Ì . However, at this point, to carry out the second round in a similar way, each È needs to know the values that È ¼ obtained in the first round of queries. This poses no real problem as È ¼ can faithfully distribute his word of answers using Ç´Ñ Ü Ë ½ ÐÓ Ò µ broadcasts, as described in Section 2.1. At this point the second round of Ì can be simulated as before and so on. Each set of queries, Ë , is thus done by Ë broadcasts followed by a faithful distribution of the answers which takes Ç´ Ë µ (if Ë is large enough). Hence, this would total to Ç´¦ Ë µ Ç´Òµ, providing we can take care of two points: The first is the non-oblivious behavior; to pay only Ë broadcasts for the queries in Ë , only those processors that are in Ë should broadcast. As Ë may depend on previous answers this is not oblivious. We deal with this issue later. The second point, which is simpler, is the inaccuracy of the analysis due to the fact that Ë might be very small for some 's. In this case, the faithful distribution gadget of Section 2.1 takes ´ÐÓ Òµ.
To account for this we make use of the limited adaptiveness; as there are only Ç´ÐÓ Òµ rounds in Ì , all rounds of less than ½¾ ÐÓ Ò queries contribute a total complexity of Ç´ÐÓ ¾ Òµ in all the faithful distributions of their answers. All other rounds, namely those for which Ë ½¾ ÐÓ Ò contribute at most Ç´¦ Ø ½ Ë µ Ç´Òµ complexity, hence the total complexity is linear even though the faithful distribution of some rounds may cost ´ÐÓ Òµ.
It is important to note the following: although Ë might depend on the outcome of previous queries, È ¼ does not specify Ë itself, but rather just the answers to the queries in Ë ½ . As the tree Ì is known to all processors, this is sufficient to uniquely determine Ë . Hence, after the´ ½µth round was simulated, È ¼ needs to faithfully distribute only Ë ½ bits of information in order to make Ë known to all processors.
We are now back to the problem of obliviousness. We assume in what follows that we have an extra ½¾Ò processors, À ½ À ½¾Ò , denoted as helpers. The helpers do not have any values at the beginning of the protocol. Clearly, an oblivious protocol using such ½¾Ò extra helpers can be simulated by an oblivious protocol on the original Ò · ½ processors paying an overhead of a 12-factor to the total complexity (by letting each 'real' processor simulate 12 helpers -we avoid further details on this here.)
The idea of how to get rid of the non-obliviousness is now simple. We start by letting each processor È ½ Ò broadcast its bit. As a result each helper À contains a 'copy' ´ µ of the bit of È for every . From this point on, the original processors È ½ È Ò do not participate in the protocol, only È ¼ and the helpers are responsible for the rest of the work. Helper À ½ ½¾Ò will be used just once during the whole protocol -to simulate the answer to the th query done by Ì . Now to simulate Ì in an oblivious way, note that the non-oblivious protocol above works in Ø phases, each contains two rounds.
The first round is a 'query-round' in which a 'set of queries' of Ì is simulated by letting the processors in Ë broadcast their bits. The second round is a 'faithful-distribution' round in which È ¼ faithfully distributes the answers. The query rounds are done by the helpers: If the Õth query in Ì is to ¾ Ë , then in the th phase, at the query round, À Õ broadcasts Õ´ µ. Note that the identity of À Õ is known in advance ! The value it needs to broadcast, Õ´ µ, namely as determined by , becomes known prior to the th phase by the faithful-distribution rounds. Interleaving with the query rounds are the rounds of faithful distribution, in which È ¼ is the one that broadcasts. As the size of each query set, in each round of Ì , is known and fixed in advance, the number of actual steps in each faithful-distribution round is known in advance. Thus, it is known in advance in which step È ¼ broadcasts and in which step À Õ Õ ½ ½¾Ò does. This shows that the whole protocol is oblivious as required.
Finally, note that from the view point of È ¼ , a broadcast of ´ µ, taken as an answer to a query of Ü is identical to the true value of Ü with error probability at most ¾( as an error may occur either when the helper receives his copy, or when È ¼ receives his). Moreover the errors in different 'query broadcasts' are independent. Hence, if there was no other source of error, the error probability would be bounded by that of Ì for ¾¯input error. We assume that ½ ¿¼ and that Ì is a ½ ½ -fault tolerant tree, hence, the output error would be bounded by ½ ½ . There is another source of error though, which is the event that in some of the faithful distributions, one of the processors decodes erroneously the information. However, the error in the decoding at each round (in any processor) can be made smaller than ½ Ò and hence all rounds of faithful distribution are correct with probability at least ½ Ç´ÐÓ Ò Òµ. Thus the total error is bounded by ½ ½ · Ó´½µ.
Remark:
We note that using helpers in the proof above works as the errors resulted from the broadcasts of different helpers are independent. However, this is true as È ¼ is the sole one to use this information. If more than one listener is using the information of any one helper, all listeners might get the wrong value with constant probability, as the helper might get a faulty value. Protocol above, does not fully solve the ÇÊfunction as only È ¼ knows the answer Ö. It is quite simple to construct from it a protocol for the ÇÊ, which in addition, produces a 1-witness in case the answer is '1'.
Theorem 3
There is an Ç´Òµ-complexity protocol that computes the ÇÊ function in the fault-tolerance broadcast model. In addition, for every input for which the answer is '1', it produces an index Ö for which Ü Ö ½ .
Proof:
Let È ¼ be an extra processor. First, protocol , of Theorem 2, is performed, which ends with È ¼ knowing an index Ö as required. Now, È ¼ faithfully distribute the index it gets as an outcome of and then let the next ´ÐÓ Òµ helpers broadcast the corresponding value. Each È , taking the majority of those latter ´ÐÓ Òµ values, obviously gets the correct answer with error probability that can be made smaller than ½ Ò ¿ . Hence, the total error, given that ended correctly, is bounded by ½ Ò ¾ . Finally, the actions of È ¼ can be simulated by È ½ , which eliminates the need of the extra processor.
Clearly, Theorem 3 imply the same result for the AE function.
Protocols for other Functions
The simulation of a decision tree algorithm by an oblivious broadcast protocol is quite general; To do this, we consider a round of Ì in which more than ½¾ ÐÓ Ò queries are asked, denote as a 'large' round. We partition the queries of such round into subsets of size exactly ½¾ ÐÓ Ò, possibly except for one, which is of size at most ½¾ ÐÓ Ò. We then ask the queries in those subsets in consecutive rounds. At this point get an algorithm Ì ¼¼ in which in every round there are either ½¾ ÐÓ Ò queries or less. The number of queries in Ì ¼¼ is identical to that of Ì . The parallel time of Ì ¼¼ is Ç´ ´Òµ ÐÓ Òµ. To see this, note that in Ì there are at most ´Òµ ´½¾ ÐÓ Òµ large rounds. Each large round results in at most one subsets of size smaller than ½¾ ÐÓ Ò. Hence, those new small sets contribute Ç´ ´Òµ ½¾ ÐÓ Òµ to the parallel time of Ì ¼¼ . All other subsets that are resulted by large rounds, are of size exactly ½¾ ÐÓ Ò. As the total complexity of Ì ¼¼ is ´Òµ there can't be more than ´Òµ ½¾ ÐÓ Ò such subsets, each adding one round. Hence the total parallel time of Ì ¼¼ is at most that of Ì plus Ç´ ´Òµ ½¾ ÐÓ Òµ. Now we transform Ì ¼¼ into Ì ¼ : we add arbitrary queries to every round in which less than ½¾ ÐÓ Ò queries are made, to make it of size exactly ½¾ ÐÓ Ò. The parallel time remains Ç´ ´Òµ ÐÓ Òµ while each round now is of size exactly ½¾ ÐÓ Ò. This also implies that the total complexity is Ç´ ´Òµµ.
Theorem 4 Let
At this point we can just simulate Ì ¼ exactly as done in Theorem 2, using ´Òµ helpers. Each round of Ì is of ½¾ ÐÓ Ò queries, hence, the total overhead incurred by the faithful distribution of answers is linear in Ç´ ´Òµµ. Finally, to simulate the ´Òµ helpers by the original Ò processors, an overhead of ´Òµ Ò must be payed (as each processor simulates ´Òµ Ò helpers), which concludes the proof.
We describe here several applications of the tools that we have seen so far.
The first application is by composing algorithms in the fault tolerance decision tree model, to obtain efficient algorithm for compositions of functions. Let and parallel time Ì ¡ Ñ Ü Ò ½ Ì . This is due to the fact that one can 'compose' the algorithm for with those for the ¼ × in the straight forwards way (as the assumption on the input error bound is equal to the assumption on the output error bound). Namely, the algorithm for ´Ý ½ Ý Ò µ is applied and every time there is a query to Ý a new run of the algorithm to is made. Hence, composition does not require any amplification which would normally be required in order to compensate for the large number of input bits, or intermediate functions.
As an example let Ò be partitioned into Ñ Ô Ò disjoint 'blocks' ½ Ñ , each of size Ñ. We index Ò Boolean variables by Ñ ¢ Ñ and let Ñ ½ ¾ Ü . To compute by a ½ ½ -faulty decision tree we compute the top AE in Ç´Ñµ queries using Theorem 3, where each query is a query to the value of an ÇÊ Ñ function. Each such query can again be computed with error bound ½ ½ in Ç´Ñµ simple queries to the variables (that are assumed to have error bound of ½ ½ ).
In particular this also implies, proof Sketch:(of Observation 4.1) Immediate form the fact that ÇÊ AE can be computed in an¯-fault tolerant way in linear time, and the fact that can be computed by computing the ÇÊ AE of its subformulae, where each is computed recursively (namely using composition as in the discussion above). As the total number of appearances of variables at the bottom level (of the formula, which is also the bottom level of the recursion) is × the result follows. We leave out further details in this abstract.
Another class of functions that can efficiently be computed in the fault tolerance broadcast model is the class of functions that have Ç´½µ size minterms or maxterms. King and Kenyon, [10] The algorithm that we construct is inspired by the ideas of [10] , however, it is quite different and of very different and simpler analysis. The proof will follow from Theorem 6 for monotone functions.
As a corollary of Theorem 5 and Theorem 4 we get 
Proof of Theorem 6 (sketch): Let
be a monotone function whose minterm size is bounded by some Ö Ç´½µ. We represent the collection of minterms of by an hypergraph À ´ Ò µ in which every hyperedge ¾ is a minterm. A matching in À is a collection of pairwise disjoint edges.
The Claim is proved by induction on Ö. For Ö ½ this is just the ÇÊ. Also recall that the ÇÊproduces a witness for which we can verify a '1' answer in Ç´ÐÓ Òµ broadcasts and error probability at most ½ Ò ¾ .
We first consider a simple case in which the maximum matching in À is of size at most Ò ÐÓ Ò. In this case there is a set Ò of size less than Ö ¡ Ò ÐÓ Ò Ç´Ò ÐÓ Òµ that covers in the following sense: For every ¾ there is a vertex ¾ for which ¾ (simply by taking all vertices in all edges of a maximal matching). To evaluate we first query each variable Ü ¾ for ¢´ÐÓ Òµ times, enough to know its value with error probability less than ½ Ò ¾ . This is done in one round at total complexity Ç´Òµ. Now we may restrict ourselves to the sub function ½ that is defined on those variables outside . As each minterm ( ¾ µ is covered by , it follows that ½ has minterms of size bounded by Ö ½. Applying the induction hypothesis ends the proof in this case.
Assume now that À contains a matching Å of size exactly Ò ÐÓ Ò (if the size is larger we take a partial matching). The algorithm will work as follows. For each variable Ü it queries, it will keep a value Ú Ð´Ü µ that will be the difference between the number of '1' answers and the number of '0' answers on Ü . As soon as Ú Ð´Ü µ ½ for some Ü , we decide that Ü ¼ and look at the restricted function where Ü is substituted with '0'. The important feature is the way the algorithm decide on the next set of variables to query. First, it finds a matching Å of size Ñ Ò ÐÓ Ò in À . Clearly then, can be written as Å ¼ where Å´Ü µ ¾Å´ ´Üµµ and ¼ is the function whose minterms are in À Å. The algorithm applies the ÇÊal-gorithm on the Ñ disjoint minterms to evaluate Å for three independent times and takes majority of the results. To do this, every time that a value of a minterm has to be evaluated, all variables in it are queried for Ç´ ´ÐÓ Öµµ times so that the answer to the whole minterm would be evaluated with¯-error, as needed for the ÇÊ. Hence, a round of computing the ÇÊ on a matching is done in Ç´ÑÖ ÐÓ Öµ queries. As a result we compute the ÇÊwith error probability bounded by ¿¯¾. If Å evaluates to ½ we are done and stop. If it evaluates to ¼, we prove that with high probability at least Ñ ¾ of the variables that had nonnegative value before, reach a negative value, and thus are set to '0' and deleted from the function. If this almost sure event does not occur we answer '0' and stop. Thus, at each round, we either end (if Å evaluates to ½), or we delete Ñ ¾ á Ò ÐÓ Òµ variables from . Hence, this can proceed for at most Ç´ÐÓ Òµ rounds, after which either the algorithm ends, or is reduced to the Ö ½ case as explained before. The total complexity in such Ç´ÐÓ Òµ rounds is Ç´ÐÓ Ò ¡ ÑÖ ÐÓ Öµ Ç´ÒÖ ÐÓ Öµ which is linear for Ö Ç´½µ. Hence the total complexity (including the descent into Ö Ç´½µ recursion levels) is linear.
To analyze the error probability we assume inductively (on Ö) that the error probability is bounded by Ö ¾ ¡¯ ´½ ¯µ.
Note that the error for a '0' input is negligible, as the algorithm answers '1' only if a witness is found, namely a minterm for which the majority of at least ª´ÐÓ Òµ queries to its value is '1'. As previously noted, this would have error at most ½ Ò ¾ . Thus the maximum error is for 1-inputs. Another fact to note is that if Ü ½ , È Ö Ó ´Ú Ð´Ü µ ½µ ¯ ´½ ¯µ which can be proved by considering Ú Ð´Ü µ as a random walk on the integers (see e.g [9] Chapt. 3).
Let Ü ¾ ½´½ µ and let Å ½ Å ¾ be the matching that the algorithm encounters on Ü for some run, and before is reduced to some function ½ whose minterms are of size at most Ö ½. Let Î ¾Å . Namely, Î are all the variables that are contained in any of the minterms belonging to any of the matchings Å ½ Å . At each stage of the algorithm, some minterms are deleted; a minterm È may be deleted if È ¾ Å and Å was evaluated to ¼, or if some Ü ¾ È was deleted at some round in which Ú Ð´Ü µ first became ½. As ´Üµ ½ Ü satisfies one or more minterms. Hence, for the algorithm to evaluate to 
Recovering the whole input word
As mentioned in Section 1, Gallager's protocol computes the full input word in Ç´ÒÐÓ ÐÓ Òµ broadcasts. Theorem 3 implies that the whole input word can be computed in Ç´Ò ¡ Ö ÐÓ Öµ broadcasts, provided that there are at most Ö ½'s in it (just by finding the ÇÊ Ö ÐÓ Ö times, spending Ç´ÒÐÓ Öµ broadcasts per witness). Can we do better?
We get. is taken as a first ½-place. This totals in Ç´´Ò Ñµ ¡ ÐÓ Öµ broadcasts (to find the first ½-place). We now repeat the above, on the same block (excluding the ½-places that were already found), until the OR evaluates to ¼ (or there is no majority index at the round above). At this point, we move to the next block until a total of Ö '1's are found, or all blocks result in ¼ answer. Note that in order to carry out this protocol, È ½ needs faithfully distribute the next block to work on and the final results he receives. As there are Ö rounds, each results in an index ¾ Ò the faithful distribution cost is Ç´Ö ÐÓ Òµ which is negligible in comparison with the actual computation: There are at most Ö such rounds, hence the total complexity of this phase is, Ø Ç´Ö ¡´Ò Ñµ Ð Ó Öµ Ç´´Ò Öµ Ð Ó Öµ Ç´Òµ.
Note that as described, the second phase of the protocol is not oblivious; at the th round, it is not known in advanced what will be the block at hand. However, using Ø helpers, we construct an oblivious protocol using the same ideas as in the proof of Theorem 3. At the first round, every processor broadcasts its bit. From this point on, only the helpers will do the rest, in a similar way to that of Theorem 3. We leave further details on this issue for the final draft.
Finally, as each of the Ö rounds in the second phase is computed with error probability ½ Ö ¾ , at the end all Ö ½-places are found correctly with probability at least ½ ½ Ö. Thus the overall error is bounded by ¾ Ö ½ ¿ for large enough Ö. Finally, to analyze the error probability, assume that the ÇÊis '1' and let us denote the minimum indexed variable whose value is '1' by . Note that the algorithm is successful if for every round , is selected to enter the set Á , and in addition, all variables at the end phase (each queried ´ÐÓ Òµ times) evaluated correctly. The error probability of the last phase is certainly bounded by Ó´½µ (as there are only constant many variables left in Á , for the last round ). Now, assuming that is in Á ½ , the probability that it will not enter Á is bounded by the probability that there is a variable in the block that contains that gets evaluated erroneously. But as the individual error at round for any variable evaluation is ÜÔ´ µ (by Chernoff), and there are ÜÔ´ µ ¡ ¾ ´ ·¾µ variables in a block, the probability that there exists a variable in the block that contains that gets wrongly evaluated is bounded by ¾ ´ ·¾µ . Summing this for all rounds is still bounded by ½ . Hence the total error is bounded by ½ ¿.
Theorem 9
There is a ½ -fault tolerant protocol, in the fault tolerance broadcast model, that computes the ÇÊon Ò variables in Ç´ÐÓ £ Òµ rounds and total complexity Ç´Òµ.
We don't give full details for the theorem. We only note that this is done using the same ideas as in the simulation done in Section 3 and observing that the faithful distribution of values can be parallelized, as only the parties within a block of round need to know the values of the queries to variables in previous blocks that are contained in it.
Further work and open problems
We have demonstrated that via fault tolerance decision tree algorithms we can construct fault tolerance broadcasts protocols for many functions, including symmetric and non-symmetric examples. However, we still don't know the result to Gallager's main question in the general form. In particular we don't even know whether there is an Ó´Ò ÐÓ ÐÓ Òµ algorithm to compute the all-bits problem for the general case. On the other hand, there are no trivial lower bounds.
One way to 'challenge' Gallager's upper bounds would be to generalize our results of recovering small weight words in complexity Ó´Ò ÐÓ ÐÓ Òµ. To do this for weights of Ô Ò would be a major advance, while doing it for weights ª´Ò ÐÓ Òµ will solve the problem.
We showed that a good source of algorithms for the fault tolerance broadcast model is the fault tolerance decision tree model. This emphasize, to some extent, the importance of the decision tree parallel time as an important complexity measure. We note that the fault tolerance decision tree model is 'much weaker' then the broadcast; Feige et al. [5] proved a lower bound of ª´Ò ÐÓ Òµ for the majority (and parity) function, while by Gallager those functions can be computed using Ç´Ò ÐÓ ÐÓ Òµ broadcasts. However, as suitable algorithms transform from the decision tree model to the broadcast one, designing algorithms for the decision tree model is of importance. In this respect, linear (or Ó´Ò ÐÓ ÐÓ Òµ) algorithms are only known for either small minterms functions (or small maxterm), or to functions ob-tained from Ç´½µ levels of compositions of functions that are already known to be efficiently computable (see Observation 4.1). It would be nice to come up with different/other families for which efficient algorithms exist.
Finally, we nearly know everything about computing the ÇÊfunction in both the noisy decision tree model and the broadcast model. There is still though one piece of information missing: Is it possible to compute the ÇÊin Ç´½µ rounds and total complexity Ç´Òµ ? This is currently not known even for the noisy decision tree model.
