at the target location but not at a neighboring control location (Fig. 3, A to D, and fig. S12 ). These data imply that functional GABAARs are rapidly recruited to newly formed gephyrin clusters (Fig. 3 , E and F). We also found that newly formed dendritic spines became functional, as indicated by glutamate uncaging-evoked AMPA receptor (AMPAR)-mediated excitatory postsynaptic currents (uEPSCs) (Fig. 3, G and H) . Thus, newly formed gephyrin clusters and dendritic spines gain functions by recruiting functional receptors.
To determine whether endogenous GABAergic synaptic activity also promotes both inhibitory and excitatory synaptogenesis, we used optogenetics to activate cortical interneurons. We first verified the efficacy of viral infection during early development (fig. S13 and movies S1 and S2) (21) . We infected adeno-associated virus (AAV)-dflox. hChR2 (H134R)-mCherry after culturing cortical slices from somatostatin (SOM)-Cre mice (fig. S14); 3 to 5 days after viral infection, we delivered three rounds of blue light illumination (fig. S14). Photostimulation of ChR2-transfected SOM interneurons caused rapid formation of new gephyrin puncta and dendritic spines in young neurons, which was blocked by GABAzine; the same stimulation did not make induction in old slices (Fig. 4 , A and B). To examine the proximity between presynaptic boutons and new gephyrin clusters or dendritic spines, we visualized both presynaptic SOM and postsynaptic pyramidal neurons ( Fig.  4C ) and found that the majority of gephyrin puncta and dendritic spines were formed close (<2 mm) to the axonal boutons of SOM interneurons (Fig. 4D) . Thus, GABA uncaging-induced synaptogenesis is triggered by the same mechanisms as synaptic GABA release under physiological conditions.
We next abolished GABA release by injecting AAV-containing tetanus toxin light chain (TeTxLC) inverted in a flip-excision (FLEX) cassette into EP3 culture from SOM-Cre mice (22) . We confirmed that TeTxLC on its own prevented vesicle release (fig. S15) and did not affect synapse development ( fig. S16 ). In TeTxLC-expressing SOM-Cre slices at EP11 and EP12, we found that the gephyrin puncta density in distal apical dendrites of layer 2/3 pyramidal neurons was reduced (Fig. 4 , E and F, and fig. S17); this result implies that SOM-positive interneurons target distal apical dendrites of pyramidal neurons (23, 24) . Spine density at apical dendrites was also reduced at EP7 (Fig. 4G) , making spine numbers closer to those at EP3 or EP4 (fig. S18). Consistent with structural changes, TeTxLC expression reduced the frequency of both miniature IPSCs (mIPSCs) and miniature EPSCs (mEPSCs) in slices (Fig. 4 , H and I) and in vivo ( fig. S19 ). Thus, we suggest that early-developing GABAergic inputs from cortical interneurons control both inhibitory and excitatory circuitry during cortical development.
Our findings suggest that GABA sets the balance between inhibitory and excitatory synapses in early postnatal stages, laying the foundation for later circuit development (6, (25) (26) (27) . Because the developing dendrites in our study did not have predetermined spots for inhibitory or excitatory synapses, localization of axonal boutons may be an early step in the precise formation of inhibitory and excitatory circuits (9, 28, 29 O) isotope labels in the selectivity filter. The ultrafast time resolution of 2D IR spectroscopy provides an instantaneous snapshot of the multi-ion configurations and structural distributions that occur spontaneously in the filter. Two elongated features are resolved, revealing the statistical weighting of two structural conformations. The spectra are reproduced by molecular dynamics simulations of structures with water separating two K + ions in the binding sites, ruling out configurations with ions occupying adjacent sites.
I
on channels that mediate the flux of K + are responsible for determining the resting membrane potential and for the repolarization phase of action potentials of excitable cells (1) . Ion permeation through all K + channels is characterized by high selectivity and throughput approaching the diffusion limit. These permeation properties are defined by the selectivity filter, a highly conserved structural element consisting of four K + binding sites (S1 to S4, labeled extracellular to intracellular) (Fig. 1B) . During translocation, K + coordination is carried out by main-chain carbonyl oxygens (plus a threonine side chain in S4) (2, 3) .
The mechanism of ion permeation through the selectivity filter has been investigated using diverse experimental techniques such as radiotracer flux assays, single-channel electrophysiological measurements, x-ray crystallography, and computational studies (3) (4) (5) (6) (7) (8) (9) (10) (11) . These experiments are broadly supportive of a mechanism commonly referred to as "knock-on" permeation (4). This mechanism posits that the narrow selectivity filter is simultaneously occupied by two K + ions in single file, either at sites S1 and S3 or at sites S2 and S4, with intervening water molecules (Fig. 1, C and D) (9) (10) (11) (12) (13) . The approach of a third K + ion from the intracellular side of the channel would advance the single file of alternating ions and water to the extracellular side, resulting in the net translocation of one K + ion and one water molecule across the membrane. However, the experimental data are not sufficiently conclusive to rule out alternative models for the permeation mechanism (14) (15) (16) . Of these, a recently proposed "hard-knock" permeation model suggests a very different mechanism. It postulates that the conductance of K + channels arises from direct, short-range ion-ion collisions inside the filter, so that a pair of adjacent K + ions occupy the selectivity filter at adjacent sites S2 and S3 with no intervening water molecules [0, S2, S3, 0] (17). In this model, permeation would take place when a third K + ion enters the S4 binding site [0, S2, S3, S4], colliding directly with the S2/S3 ion pair to create the ion configuration [S1, S2, 0, S4]. Eventually, S1 would leave the filter and the K + at S4 transitions to S3, starting over again (17) . Here, we have used two-dimensional infrared (2D IR) spectroscopy and protein semisynthesis to test these permeation models, providing new experimental data on the ion and water configurations in the selectivity filter of the KcsA channel.
Atomic bond vibrations are sensitive to their electrostatic environment, so the frequencies are dictated by nearby ions and water as well as the structure and dynamics of the protein itself (18) . The inherent time resolution of 2D IR spectroscopy is a few picoseconds, which implies that a 2D IR spectrum provides a nearly instantaneous snapshot of the dynamic channel and the content of the pore (19) . In essence, it is a weighted average of the ion configurations and protein structural distributions (20) . For the 2D IR experiments, we used protein semisynthesis to selectively isotope-label the ion-binding sites in the selectivity filter. Using the native chemical ligation reaction, we assembled the KcsA protein from a synthetic peptide (residues 70 to 81) that encompasses the selectivity filter and two recombinant peptides corresponding to the rest of the protein. (21, 22 , and Gly 79 by using the appropriately labeled residues during synthesis of the peptide fragment (Fig. 1B) Fig. 2C is the 2D IR spectrum of labeled KcsA. This spectrum was collected using the pulse sequence shown in Fig. 2A . This approach is analogous to that used in 2D nuclear magnetic resonance spectroscopy, but probing vibrational modes. This pulse sequence produces an infrared signal that oscillates as a function of the time delay between the pump pulses and after the probe pulse, respectively. The signal is Fourier transformed along these two time axes to give a 2D IR spectrum that correlates the two frequency axes. The spectrum in Fig. 2C is shown in the region that the 13 C 18 O-labeled carbonyls absorb [full spectra are shown in the supplementary materials (SM)]. Acidic side chains also absorb in this region, creating a background (25, 26) . To remove the background, we also measured a KcsA sample without isotope labels under identical conditions. The intensity of the unlabeled KcsA spectrum is about 50% lower in this region, which is approximately what we would expect based on the ratio of labels to acidic side chains. Figure 2D shows the difference spectrum generated by subtracting Fig. 2, B ), which is similar to the homogeneous peak we observe in (F) at (w pump , w probe ) = (1585 cm ). The spectra have been normalized for visualization purposes.
Shown in
0→1 vibrational transition and red, positive peaks corresponding to the 1→2 vibrational transition. For each isotope label, our pulse sequence will create a pair of oppositely signed peaks, with the negative peak on the diagonal. Thus, the difference spectrum resolves two vibrational features, which we refer to by their frequencies along the y axis, w pump = 1603 cm −1 and 1580 cm −1
. The frequencies reflect the magnitude of the electric fields inside the filter as well as the coupling between residues set by the backbone structure (27, 28) . The two pairs of peaks have very different frequencies, with a peak separation of 23 cm −1 along w pump , indicating that there is either a single protein structure or ion configuration that has distinct electrostatics at the separate binding sites or a weighted average of two conformations with very different electrostatics. A statistical analysis is presented in the SM that addresses reproducibility and statistical significance. A portion of this analysis is shown in Fig. 2E , which plots the intensity of the 1603 and 1580 cm −1 peaks for every combination of foreground and background spectra that we collected. If the experimental peaks were not reproducible, then this plot would be uncorrelated. Instead, a strong correlation is observed with a slope of 1.25 ± 0.02, which equals the relative intensities of the two peaks. As we show below, the relative intensity gives the statistical weighting of ion channel structures.
To determine whether these experimental features can be explained by either of the two permeation models described above, we conducted molecular dynamics (MD) simulations and computed 2D IR spectra for all relevant ion configurations (see SM for methods). Shown in Fig. 3 , which is coordinating the S2 K + ion, is mostly responsible for the frequency and the spectral intensity that we observe in this ionbinding configuration (see SM). MD simulations also predict that the Val 76 carbonyl is often flipped outward (16, 29) , away from the pore (see Fig. 3C ) when the ions are in the [S1, W, S3, W] configuration. Simulations of that structure predict a pair of peaks that are much lower in frequency, absorbing at 1583 cm tend to shift carbonyls to lower frequencies because of their charge, which is why this model predicts low frequencies for both ion configurations. The hard-knock model also contains other ion configurations in its mechanism, whose computed spectra are given in the SM (fig. S7 ). The predicted spectra for the ion configuration corresponding to the knock-on and the hardknock models are very different from one another in both peak frequency and 2D lineshape. (the experimental peaks have a ratio of 1.25 ± 0.02, from Fig. 2E ). The agreement between the knock-on model and experiment is good (Fig. 4B  versus 4A ), especially considering that the only adjustable parameters in these calculations are the relative ratios. We also added together the 2D spectra for 97% of the ion configurations predicted from the hard-knock model (Fig. 3,  D and E, and fig. S7 ), which gives the spectrum in Fig. 4C (17) . The agreement to experiment is poor; the simulations only predict one set of peaks instead of two. There is no linear combination of hard-knock ion configurations or structures that can match the experiment. We have also explored whether the ion configurations of the hard-knock model occur, albeit less frequently, along with the configurations for the knock-on states. To do so, we added the spectra of the hard-knock configurations to the knock-on states ( fig. S12 ). We estimate that there cannot be more than 15% of the states in the hard-knock configuration, because increasing the population beyond this limitation decreases the frequency separation and changes the 2D lineshapes of the peaks. Therefore, our data are consistent with ion distributions in the filter predicted by the classic knock-on model but not the hard-knock model proposed more recently. An analysis of the 2D lineshapes corroborates our conclusions and provides additional insights. The calculated 2D lineshapes are elongated for the knock-on model and rounder for the hardknock model (Fig. 4, B and D, respectively) . Twodimensional lineshapes are elongated along the diagonal when there is a heterogeneous subset of frequencies-and, accordingly, structures-each with its own set of electric fields. In essence, the 2D lineshapes measure the structural distribution of the selectivity filter for each ion configuration (30) . Shown in Fig. 4 , E to H (red lines), are nodal line slopes that quantify the inhomogeneity of the 2D lineshapes. The experiment and simulations of the knock-on model both have inverse slopes of about 0.6, whereas the hard-knock model has an inverse slope of about 0.3 (see table S3 ). To test the effect of water on the knock-on spectra, we reran the molecular dynamics simulations without water in the selectivity filter (Fig. 4D) . The simulations predict that the high-frequency peak bifurcates because the [0, S2, 0, S4] ion-binding configuration blueshifts 4 cm −1 (see fig. S13 ), and the inverse slope is too small. There are no linear combinations of the knock-on states without water that can reproduce the experimental spectrum in Fig. 4B . Thus, water must be present in the channel to reproduce the experimental 2D lineshape. It follows that during ion conduction, one water molecule is transported for each K + ion, in accord with streaming potential (9, 12, 13) . Analyzing the angles of the isotope-labeled carbonyls inside the selectivity filter, we found that removing the water from the knock-on model reduces the angular distribution by as much as 36% (see fig. S11 ). The hard-knock model, which also lacks water, has a similarly narrow angular distribution. Without the water, the high positive charge inside the filter causes a more rigid protein conformation and less dynamic K + ions, similar to experiments on K + binding to model peptides (24) .
Because the temporal resolution of 2D IR spectroscopy is orders of magnitude shorter than the time scales for ion permeation, we can determine from the 2D IR spectra the relative populations of each of these ion-binding states. The experimental peaks have a ratio of 1.25 ± 0.02 from Fig. 2E (29) but has not been observed with x-ray crystallography.
The ultrafast time resolution of 2D IR spectroscopy provides an opportunity to test short-lived configurations extracted from MD simulations. Because the 2D IR time resolution of 1 to 2 ps is faster than almost all protein dynamics, the spectrum reports on the instantaneous distribution of ions, water, and protein structures. As a result, 2D IR spectroscopy provides a means to test protein conformations observed in crystal structures and to empirically refine simulations to effectively reweight configurations. Energy differences on the order of k B T (k B T = 0.593 kcal mol −1 at 298 K)
are below the accuracy of current force fields (31), so simulations generated from different force fields could lead to different conclusions (31) . Rather than test individual hypotheses, one might also simulate 2D IR spectra generated from Markov state models to analyze entire trajectories (32, 33) . Essential for this study was the ability to selectively introduce 13 C 18 O isotope labels into the ion-binding sites in the filter. Advances in the semisynthesis methodology or, alternatively, the use of nonsense suppression approaches have widely expanded the range of membrane proteins that can be selectively labeled and therefore investigated using 2D IR spectroscopy (34) . We anticipate that the combination of these new labeling methods, molecular dynamics, and 2D IR spectroscopy will be an important addition to the tool kit presently used to investigate the functional mechanisms that operate in membrane proteins.
