I. INTRODUCTION
In this paper me are concerned with properties of integrod~~e~~~~~ systems of the form
x'(t) = Ax(t) + jes B(t -+x(s) d.T + j)(t -@c(s) ds + h(t) + F(t -T), WI
where t 2 7 and where z(t) =f(c) on the interval 0 < f < 7. Here 7 2 Q is a given constant, f is a given continuous vector-valufxl function, A, B(t), and L(t) are square matricies and h is a functional which is '"sm0' in a sense to be made precise later. A solution to (N) with initial values (~,f) will be denoted by x(t, 7,-f). If siderable information concerning the special case 7 = 0 can be gleaned from consideration of the more general initial value problem. In [2] , Miller studied the following linearized version of (N) r'(t) = AY(~) + it BP -sly(s) 4 
VJ)
with initial values y(t) =f(t) on the interval 0 < t < r. He showed that if B(t) EU(O, cc) and if R(t) is the resolvent associated with the matricies A and B(t) of(L), then R(t) is of classU(0, co) if and only if the trivial solution of (L) is uniformly asymptotically stable. He also obtained some sufficient conditions for uniform asymptotic stability.
The integrability of R(t) is a more crucial fact than any stability properties of system (L). In this paper we prove that if B(t) ~Ll(0, co) and if B(s) is the Laplace transformation of the function B(t), then Iz(t) ~Ll(0, cc) if and only if det(s -A -B(s)) f 0 for Re s > 0. This theorem contains and generalizes the corresponding results in [2] . It is also the analog for integrodifferential systems of a theorem of Paley and Wiener [3, p. 601 which characterizes the integrability properties of resolvents of integral equations. The remainder of this paper is organized as follows. Section II contains preliminary definitions and theorems. Section III contains the statement and proof of the theorem stated in the previous paragraph. In Section IV we apply the results in Section III together with a method developed by Grossman [4] to study stability properties of systems of the form (N). The last section contains a detailed comparison of the theorem of Paley and Wiener and our results on integrability properties of resolvents.
II. PRELIMINARIES
Consider the initial value problem (L) where 7 > 0 is a real constant and f(t) is a continuous vector valued function defined on the interval O<t<r. Apply the variation of constants formula to this equation to obtain
We shall work with this form of (L) in the sequel.
Let Mn denote the set of all n x n constant matricies. Let R+ denote the interval 0 < t < co and let C(R+) d enote the set of all continuous functions 9: R+ -+ Rn. GivenfE C(R+) and 7 > 0 let jlf/, = max(if(t)! ; 0 < t < T). DEFINITION 2.2. Suppose B(t) is locally integrable on R+. Consider the system (L) with initial conditions (T,f) E R+ x C(P). The trivial solution x = 0 is called: (i) stable if given any 7 2 0 and any e > 0 there exists a number 8 (depending on E and T) such that whenever f~ C(R+) and []fii, < 6, then the solution y(t, T,f) of (L) exists for all t 3 T and satisfies / x(t, T,f)i < E;
(ii) uniformly stable if it is stable and 6 can be chosen independent of 7 >, 0; or (iii) uniformly asymptotically stable if it is uniformly stable and if given any E > 0 and any constant A > 0 there exists a number T(E) > 0 such that j y(t + T(E), ~,f)j < E uniformly for all t > 7, all 7 > 0 and all functions f with j[ f jjT < A. The following theorems are proved in [2] . THEOREM 
Suppose B(t) eLl(R+). If the trivial solution of (L) is
unayormly asymptotically stable, then condition (D) is satisJied for the pair (4 B(t)).
THEOREM 2.5. Suppose B(t) and R(t) are both in Ll(R+). Then (i) R(t) and R'(t) ELM for 1 < P < 00 and both R(t) and R'(t) -+ 0 as t + co;
(ii) the trivial soZution of (L) is uniformly asymptotically stable; and (iii) for any initial value (7, f) in R+ x C(R+), the solution y(t, T, f) of (L) is in L'(R+) for 1 < P < GO. Consider the integral equation
where a(t) is locally integrable on Rf. DEFINITION 
The integral resolvent r(t) associated with (2.5) is the solution of the equation r(t) = -a(t) + jot a(t -S)Y(S) ds.
(r)
The integral resolvent can be used to solve (2.5), indeed
If a(t) has a locally integrable derivative, then (2.5) can also be expressed in the form 
III. THE MAIN RESULT
The purpose of this section is to precisely state and prove the main result of this paper, Theorem 3.5. We shall also prove that the set of all pairs (A, B(t)) which have resolvent R(t) EU(O, co) is an open set in Ma x U(0, 00). This is Theorem 3.6. We begin with a simple definition.
Given any T > 0 and the function B(t) let
Rewrite system (L) as y'(t) = Ay(t) + 1" &(t -sly(s) ds + 1" B,(t -sly(s) ds, 
Given system (L) suppose B(t) E Ll(R+). Then the differential resolvent R(t) is in Ll(R+) if and only ;f the pair (A, B(t)) satisfies condition (D).
Proof. The necessity of the theorem is Theorem 2.4. To prove sufficiency it is sufficient to show that the trivial solution of(L), or equivalently of (3.1), is uniformly asymptotically stable. Then Theorem 2.6 can be applied.
Fix T so large that Lemma 3.1 is true. For this T the functions RI(t) and S(t) are well defined and integrable. Let jj RI I/r and (/ 5' /(r denote thell-norms of R, and S. From Theorem 2.5 we know that the trivial solution of (3.3) is uniformly asymptotically stable. Thus, there exists a constant A > 0 such that if y(t, ~,f) is a solution of (3.3) then 1 y(b, r,f)l < A /fil, uniformly for t > 7 2 0. Moreover, there exists 6 (independent of er > 0) and TX = Tl(el) > 0 such that if j]f /I7 < 6 then 1 y(t, 7, f)l < or uniformly for t 3 Tl + 7 and 7 > 0. Pick T, = T,(E,) so large that s m TZ I WI dt -=c ~1, jT; I &&)I dt -=c ~1 Before leaving this section we prove a topological result concerning the resolvent R(t). (a) The norm 11 Ij is said to be stronger than the topology on X inherited from 9 if and only if X,,XEX and /lx,---lj--+O as n-+co imply x, -+ x in 9. Proof. It was shown in [2] that the solution y(t, G-,f) of(L) is a continuous function of (tl r,f) for t 2 T, r > 0 and ft; C(R i). Therefore, the lemma follows immediately from the closed graph theorem.
The functional h in system (N) will be required to be small in the following sense. We conclude this section by proving a result for the case when the integral of the nonlinearity h satisfies an appropriate "smallness" condition. Consider the system (N) for some fixed V-3 0. Define (gv)(t) = J": hv(s) &. Integration by parts yields
By Theorem 2.5, R'(t) EI?(R+). Therefore, given any sufliciently small E > 0, the right side of (4.5) determines a contraction map on the sphere S(G) = (9 E X: 11 y /j < G}. This proves the theorem.
V. REMARKS AND GENERALIZATIONS
Consider the integral equation We can introduce y(t) = x'(t) and then apply Theorem 3.5 to the resulting first order system. The differentiable resolvent of this resulting first order system has components &(t) for i, j = 1,2. Moreover, if r(t) is the integral resolvent of a(t), then where p and 5' are L1 functions. In particular the solution x(t) of (5.1) is bounded whenever F is bounded. This can only happen if r(t) ELM, see [6, Theorem 31. 
