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Coherent States on the Circle: Semiclassical Matrix Elements in the
Context of Kummer Functions and the Zak transformation
Kristina Giesel1∗ and David Winnekens1†
1Institute for Quantum Gravity, FAU Erlangen-Nu¨rnberg,
Staudtstr. 7, 91052 Erlangen, Germany
We extend former results for coherent states on the circle in the literature in two ways. On
the one hand, we show that expectation values of fractional powers of momentum operators
can be computed exactly analytically by means of Kummer’s confluent hypergeometric func-
tions. Earlier, these expectation values have only been obtained by using suitable estimates.
On the other hand, we consider the Zak transformation not only to map harmonic oscillator
coherent states to coherent states on the circle as it has been discussed before, but we also
use the properties of the Zak transformation to derive a relation between matrix elements
with respect to coherent states in L2(R) and L2(S1). This provides an alternative way for
computing semiclassical matrix elements for coherent states on the circle. In certain aspects,
this method simplifies the semiclassical computations in particular if one is only interested
in the classical limit, that is the zeroth order term in the semiclassical expansion.
I. INTRODUCTION
In this paper, we discuss coherent states for a particle on a circle that have for
instance been discussed in earlier work in [1–5] and references therein. In [1–4], coherent
states in the Hilbert space L2(S1) were constructed by means of the so-called Zak
transformation [6], whereas in [5] complexifier coherent states [7] for the group U(1) were
used, leading finally to the same kind of coherent states. These complexifier coherent
states have been introduced in the framework of loop quantum gravity for the group
SU(2) and their properties have been analysed in [8–10]. Further applications of these
coherent states can for instance be found in [11–16]. Expectation values for elementary
operators like (integer powers) of the holonomy as well as the momentum operator with
respect to coherent states in L2(S1), also called semiclassical expectation values, have
been computed in [1–5]. These semiclassical expectation values can be understood as
an expansion in a classicality parameter, denoted by t in our work. For the standard
harmonic oscillator coherent states, this classicality parameter can be identified with
~/(mω). One is then interested in the classical limit of the expectation values, that
is when t is sent to zero. In case that a set of coherent states provide an appropriate
description of the semiclassical sector of the given quantum theory, we expect that at
least for the elementary operators the quantum theory is built from, the classical limit
(zeroth order in the semiclassical parameter t) agrees with the corresponding classical
theory. Such an analysis allows to check whether, for a given operator in the quantum
theory, the considered coherent states are suitable. In [2–4], expectation values with
respect to coherent states in L2(S1) were expressed in terms of Jacobi’s Theta function
and its derivatives, which naturally occurs if one applies the Zak transform onto a Gaus-
sian, because the Theta function is the image of a Gaussian under the Zak transformation.
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2In our work, we extend these former results into two directions. On the one hand,
we generalise the computation of semiclassical expectation values from integers powers
of momentum operators to fractional powers. The motivation for his comes from loop
quantum gravity and loop quantum cosmology respectively where operators like the
square root of the determinant of momentum operators play a pivotal role when the
dynamics is quantised. This can be done by using Kummer’s confluent hypergeometric
functions of the first and second kind. A basic result [17] we will rely on is the fact that
the Kummer functions of the first and second kind are mapped into each other under
a Fourier transformation if their parameters are adjusted accordingly. This allows to
compute those expectation values completely analytical without any estimates for the
integrals involved. In a further step, one can use the well-known asymptotic expansions of
Kummer’s functions in order to obtain an expansion in terms of ~ or any other classicality
parameter. This also allows to compute the classical limit, the lowest order of that
expansion, for this kind of expectation values.
The second direction we will explore is that we consider the Zak transformation not
only to obtain coherent states in L2(S1) as it has been done in [2–4] but also in the
context of computing semiclassical expectation values. By using the basic properties of
the Zak transformation, we can show that there exists a very simple relation between
the semiclassical matrix elements in L2(R) and L2(S1). For a given operator on L2(S1)
(or a suitable domain thereof), the semiclassical matrix elements can be understood as
a Fourier series with Fourier coefficients made from the corresponding matrix elements
in L2(R), that involve the counterpart of the operator on L2(R) as well as a translation
operator. In particular, this means that any semiclassical matrix element in L2(S1) is
completely determined by these corresponding matrix elements in L2(R). Interestingly,
the leading order term, that is the limit in which the semiclassical parameter vanishes,
exactly agrees with the semiclassical result obtained in L2(R). The latter is just a
consequence of the unitarity of the Zak transformation. This relation, obtained in
section VI, provides an alternative way for computing semiclassical matrix elements and
expectation values respectively. It might also allow to reconsider the techniques from a
different angle that have been used in the context of U(1) complexifier coherent states in
[5, 8, 9, 11, 12] in order to estimate semiclassical expectation values and to obtain the
classical limit. Although we will restrict to the one-dimensional case in this article, the
Zak transformation, and thus also the results presented here, can be easily generalised
to higher finite dimensional systems. As a further and more complex application of the
techniques developed in this paper, we will apply them to U(1)3 coherent states, which
are often used as a toy model for loop quantum gravity, in a companion article [18].
There, we will be mainly interested in computing the semiclassical expectation values of
dynamical operators as it has for instance been done in [11–14]. The usage of Kummer
functions in this context allows to analytically compute some parts that have been only
estimated in earlier work.
The paper is structured as follows: In section II, we present the basic properties
of Kummer functions that will be used through our work for the benefit of the reader. As
a warm up example, we discuss in section III fractional powers of momentum operators in
the standard quantum mechanical case and compute their semiclassical expectation values
analytically by means of Kummer functions and their Fourier transforms respectively.
Moreover, as a comparison with the result via Kummer functions, we apply in section
3IIIA a different technique of computing fractional powers of operators in a more general
context, called the AQG-III algorithm [16]. Next, we move on to quantum mechanics on a
circle in section IV. Since, as in [5], we come from the complexifier coherent states, after a
brief introduction to the Zak transformation, we apply it to the heat kernel, which is more
convenient in this context, and not to the harmonic oscillator coherent states directly.
For this purpose, we use former work from [19] and as expected we end up with the same
coherent states for L2(S1). Given this set of coherent states, we compute semiclassical
expectation values of operators involving fractional powers of the momentum operators
in the remaining part of section IV. The relation between semiclassical matrix elements
in L2(R) and L2(S1) is derived and discussed in section VI. As an application of this
relation, we recompute a couple of semiclassical matrix elements and expectation values
respectively and show that we obtain the correct results. Before we finally conclude in
section VIII, we discuss in section VII based on results obtained in [20] that the heat
equation can be transformed into Kummer’s differential equation for a specific choice of
the parameters in the Kummer functions and thus the Kummer functions involved in our
work can be understood as solutions of the heat equation for certain choices of boundary
data.
II. BRIEF INTRODUCTION TO KUMMER’S CONFLUENT
HYPERGEOMETRIC FUNCTIONS
Confluent hypergeometric functions — also called Kummer functions — are solutions
to Kummer’s differential equation [21]
z
d2w
dz2
+ (b− z)dw
dz
− aw = 0. (2.1)
The two independent solutions are called Kummer functions of the first and second kind
respectively and we will denote them by 1F1(a, b, z) and U(a, b, z) respectively
1:
1F1(a, b, z) :=
∞∑
n=0
(a)n
(b)nn!
zn and (2.2)
U(a, b, z) :=
Γ(1− b)
Γ(1 + a− b)1F1(a, b, z) +
Γ(b− 1)
Γ(a)
z1−b1F1(1 + a− b, 2− b, z). (2.3)
Therein, (a)n denotes the Pochhammer symbol or raising factorial
2
(a)0 = 1,
(a)1 = a and
(a)n = a(a+ 1)(a+ 2) · · · (a+ n− 1). (2.4)
A vast amount of elementary functions can be rewritten in terms of Kummer functions for
an appropriate choice of the parameters a, b, c, such as 1F1(0, b, z) = 1, 1F1(a, a, z) = e
z,
1
1F1(a, b, z) is denoted by ϕ(α, β, x) in eq. 1. in [21] and often it is also denoted by M(a, b, z). U(a, b, z)
is also called Tricomi’s function, after Francesco Tricomi who introduced them in [22].
2 Note that the raising factorial is sometimes also denoted by a(n). To make things even worse, Pochham-
mer himself used (a)n for the binomial coefficient
(
a
n
)
and [a]+n for the raising factorial [23, p. 80-81]. We
use the above notation as it became the established standard for hypergeometric functions.
4U(−n2 , 12 , z2) = 2nHn(z) with the Hermite polynomials Hn(z) as well as further relations
to Bateman’s function, Bessel functions, Laguerre polynomials etc. as can for instance
be found in [24, 25]. The Kummer (confluent hypergeometric) functions of the first
kind, 1F1(a, b, c), can also be understood as a special limit of the ordinary (or Gaussian)
hypergeometric functions 2F1(a, c; b; z) :=
∑∞
n=0
(a)n(b)n
(c)nn!
zn via
1F1(a, b, z) = lim
c→∞ 2F1
(
a, c; b;
z
c
)
. (2.5)
1F1(a, b, z) is an entire function in a and z and a meromorphic one in b since it has poles
at b = −n with n ∈ N0, whereas U(a, b, z) is entire in a and b except in its branch point
at z = 0. Note that the function 1F1(a, b, z)/Γ(b) — sometimes denoted by an upright
M(a, b, z) — is entire in a, b and z. A special property of both solutions is that they satisfy
certain Kummer transformations given by
1F1(a, b, z) = e
z
1F1(b− a, b,−z) and
U(a, b, z) = z1−bU(a− b− 1, 2 − b, z) (2.6)
that we will use later in this work.
To conclude this chapter, we note that many contradictory variations of how to name
and hence differ between 1F1(a, b, z), U(a, b, z), M(a, b, z) and 2F1(a, c; b; z) exist in the
literature. We will mainly use the phraseKummer(’s) functions or the abbreviation KCHF
for Kummer’s confluent hypergeometric functions for both 1F1(a, b, z) and U(a, b, z) since
we will only be using these two and the context should always clarify which one we refer
to at the time.
A. The Fourier transformation of Kummer functions
The analytical computations of the expectations values with respect to coherent states
are heavily based on a theorem from [17], where it is proven that the Kummer functions
of the first and second kind are in certain sense dual to each other under Fourier transfor-
mation. We use the following definition of the Fourier transformation and its inverse in
one dimension:
F [f ](k) := fˆ(k) = 1√
2pi
∫
R
d3x f(x)e−ikx and F−1[gˆ](x) := g(x) = 1√
2pi
∫
R
d3k gˆ(k)eikx,
where F [f ] and fˆ denote the Fourier transform of f and we will use both notations in the
remaining part of the article. The aforementioned theorem from [17] then reads:
Theorem 1 (Fourier transform of Kummer’s functions). Kummer’s functions are sym-
metric with respect to Fourier transformation. Let x, k ∈ R, we have for Re(b− a) > 0
F
(
e−x
2
U
(
a, b, x2
))
=
1√
2
Γ
(
3
2 − b
)
Γ
(
a− b+ 32
) e− k24 1F1(a, a+ 3
2
− b, k
2
4
)
and (2.7)
F
(
e−x
2
1F1
(
a, b, x2
))
=
1√
2
Γ(b)
Γ(b− a) e
− k2
4 U
(
a, a+
3
2
− b, k
2
4
)
. (2.8)
5The proof of this theorem in [17] is based on an expansion of Kummer’s functions in terms
of associated Laguerre polynomials, which necessitates the restriction Re(b − a) > 0 (cf.
theorem 1 of [17]). We need a slight modification of theorem 1 for some of the integrals
involved in our work. For this purpose, we use the modulation property of the Fourier
transform, that is F(eik0xf(x)) = fˆ(k−k0). Carried over to Kummer’s functions we obtain
Lemma 1 Let x, k ∈ R,Re(b− a) > 0 and α ∈ C. Then, we have
F
(
e−x
2
U
(
a, b, x2
)
eiαx
)
=
1√
2
Γ
(
3
2 − b
)
Γ
(
a− b+ 32
) e− (k−α)24 1F1(a, a+ 3
2
− b, (k − α)
2
4
)
and
(2.9)
F
(
e−x
2
1F1
(
a, b, x2
)
eiαx
)
=
1√
2
Γ(b)
Γ(b− a) e
− (k−α)2
4 U
(
a, a+
3
2
− b, (k − α)
2
4
)
. (2.10)
Given theorem 1 and the fact that the Kummer functions can be analytically continued
to the complex plane except in the branch point z = 0 of U(a, b, z), this lemma can be as
easily proved as the modulation property of the Fourier transform itself, thus we will not
present it here. These results on the Fourier transformation of Kummer’s functions will
play a pivotal role in our analytic computations.
B. The asymptotic expansion for large arguments of Kummer functions
One of the properties of Kummer functions that we will often make use of is the
asymptotic expansion for large arguments |z| → ∞ [24]:
1F1(a, b, z)
|z|→∞≈ Γ(b)
[
e±piiaz−a
Γ(b− a)
∞∑
n=0
(a)n(1 + a− b)n
n!
(−z)−n+
+
ezza−b
Γ(a)
∞∑
n=0
(b− a)n(1− a)n
n!
z−n
]
. (2.11)
Therein, the minus sign in exp(±piia) is chosen if z lies in the right half plane [24]. For the
Kummer function of the second kind, the asymptotic expansion for large arguments reads
U(a, b, z)
|z|→∞≈ z−a
∞∑
n=0
(a)n(1 + a− b)n
n!
(−z)−n. (2.12)
Note that we will from now on always use the symbol ≈ to mark the usage of this
asymptotic expansion, or any other series expansion that is only true if some parameter
approaches a certain, declared value.
III. WARMUP EXAMPLE: KUMMER FUNCTIONS AND COHERENT
STATES IN QUANTUM MECHANICS
As a warm-up exercise, we consider the expectation value of fractional powers of the
momentum operator with respect to coherent states used in one-dimensional quantum
mechanics. Afterwards, we will apply this result to a toy model operator of the form
6eiαxˆ
[
e−iαxˆ, 4
√
|pˆ|3
]
, which mimics certain dynamical operators within loop quantum grav-
ity. In particular, we want to compare the results we obtain using Kummer’s functions with
the one we get when employing semiclassical perturbation theory in the form introduced
in [16].
We consider the position representation and normalised coherent states of the form
Ψcoh = Ψ
~
q,p =
1
4
√
pi
√
σ
e−
(x−q)2
2σ2 e
i
~
px , (3.1)
where the subscript q, p denotes the state being peaked around (q, p) in phase space and
σ =
√
~
mω is the width of the coherent state in phase space. The expectation value we
want to compute is given by
〈|pˆ|r〉Ψ~q,p = 〈Ψ~q,p | |pˆ|r |Ψ~q,p〉 =
∞∫
−∞
d3kF [Ψ~q,p](k) |k|r F [Ψ~q,p](k),
with r being a rational number. In order that the integral is well defined we need r >
−1. To ensure that also the norm of the state |pˆ|rΨ~q,p stays finite we further restrict
r > −12 . Above, we inserted a resolution of identity in terms of generalised momentum
eigenstates and used that the momentum operator acts diagonally on them. Now, using
that a Gaussian is self-reciprocal with respect to the Fourier transform and the modulation
property of the Fourier transform, we end up with
〈|pˆ|r〉Ψ~q,p =
σ
~
√
pi
∞∫
−∞
d3k
(
k2
) r
2 e−
σ2
~2
(k−p)2 =
σ√
pi~
e(
σ
~
p)
2
∞∫
−∞
d3k
(
k2
) r
2 e−(
σ
~
k)
2
ei(−2i
σ
~
p)σ
~
k.
In order to express the above integral in terms of Kummer’s functions, we use the following
property of U(a, b, z):
|k|r = (k2) r2 =
(
~
σ
)r((σ
~
k
)2) r2
=
(
~
σ
)r
U
(
−r
2
,−r
2
+ 1,
(σ
~
k
)2)
.
Hence, we can rewrite the integral above as
〈|pˆ|r〉Ψ~q,p =
σ
~
√
pi
e(
σ
~
p)
2
(
~
σ
)r ∞∫
−∞
d3k U
(
−r
2
,−r
2
+ 1,
(σ
~
k
)2)
e−(
σ
~
k)
2
ei(−2i
σ
~
p)σ
~
k. (3.2)
Now, considering the scaling property of the Fourier transform as well as theorem 1, we can
express the Kummer function U(. . .) involved in the integral together with the Gaussian
as a Fourier transform of 1F1(. . .) — cf. (2.8). Explicitly, we obtain
√
2Γ
(
r+1
2
)
Γ
(
1
2
) ~
2σ
F
(
e−(
~x
2σ )
2
1F1
(
−r
2
,
1
2
,
(
~x
2σ
)2))
= U
(
−r
2
,−r
2
+ 1,
(σ
~
k
)2)
e−(
σ
~
k)
2
.
Using this as well as the definition of the inverse Fourier transformation, the expectation
7value for r > −12 finally reads
〈Ψ~q,p | |pˆ|r |Ψ~q,p〉 =
Γ
(
r+1
2
)
Γ
(
1
2
) (~
σ
)r
e
σ2
~2
p2F−1
[
F
[
e−(
~x
2σ )
2
1F1
(
−r
2
,
1
2
,
(
~x
2σ
)2)]]
=
Γ
(
r+1
2
)
Γ
(
1
2
) (~
σ
)r
e
σ2
~2
p2e−(
σp
~
)
2
1F1
(
−r
2
,
1
2
,−
(σp
~
)2)
=
Γ
(
r+1
2
)
√
pi
(
~
σ
)r
1F1
(
−r
2
,
1
2
,−
(σp
~
)2)
. (3.3)
In the first line, we absorbed the factor of 1/
√
2pi into the inverse Fourier transformation
and, in the last line, we used that Γ
(
1
2
)
=
√
pi. Thus, we managed to compute the
expectation value analytically without using any estimations or Taylor expansion on the
way as it has been done for these kind of operators in the existing literature [11–14,
16]. As a crosscheck, we realise that for the choice of r = 0 the result equals 1 because
1F1
(
0, 12 ,−
(σp
~
)2)
= 1 and the normalisation of the coherent states is recovered. To
apply lemma 1 about the Fourier transform of Kummer functions, we need to require
Re(b − a) > 0 and note that this is consistent with our restriction of r > −12 because for
1F1
(− r2 , 12 , .) this carries over to Re(12 + r2) > 0 being fulfilled.
We can now also proceed from the result above by applying the asymptotic expansion
for large arguments of the KCHF according to (2.11). Note that in this scenario of the
quantum mechanical harmonic oscillator coherent states, we have ~ as a natural quantity
that supplies tininess. However, this procedure is of course applicable to the presence of
other classicality parameters too. With the KCHF’s argument z = −(σp
~
)2
= − p2
~mω , we
obtain
〈Ψ~q,p | |pˆ|r |Ψ~q,p〉 ≈
Γ
(
r+1
2
)
√
pi
(
~
σ
)r
Γ
(
1
2
)e∓pii r2
(
− p2
~mω
) r
2
Γ
(
r+1
2
) ∞∑
n=0
(− r2 )n
(
1−r
2
)
n
n!
(
~mω
p2
)n
+
+
e−
p2
~mω
(
− p2
~mω
)− 1+r
2
Γ(− r2)
∞∑
n=0
(
1+r
2
)
n
(1 + r2)n
n!
(
−~mω
p2
)n
≈ |p|r
∞∑
n=0
(− r2)n(1−r2 )n
n!
(
~mω
p2
)n
≈ |p|r
(
1− r(1− r)
4
~mω
p2
+O(~2)), (3.4)
where we first of all neglected the second sum in the expansion’s square bracket due to the
Gaussian prefactor damping it to O(~∞).3 With the KCHF’s argument being negative and
a = − r2 , we have to choose the minus sign in the first sum’s exponential function prefactor,
yielding e−pii
r
2 (−1) r2 = (−1)− r2 (−1) r2 = 1 and no imaginary part remains. Note that the
expression above is in fact not an estimate but indeed a series expansion calculable up to
arbitrary order for semiclassical expectation values.
3 This is a feature always happening when performing the asymptotic expansion: one of the sums vanishes.
Which one it is depends on whether we have another inverse Gaussian in front of the expansion or not.
8A. The AQG-III-algorithm
We just illustrated how to compute semiclassical expectation values of fractional powers
of the momentum operator in standard quantum mechanics by means of KCHFs. Ulti-
mately, we’re interested in performing similar calculations on a more complex operator
within loop quantum gravity (LQG), the class of so-called qˆi0I0(r)-operators
4. They play a
crucial role when studying the dynamics of loop quantum gravity and many effort is put
into estimating expectation values of them [11–14]. Written down explicitly, they are of
the form
qˆi0I0(v, r) = hˆ
i0
I0
[(
hˆi0I0
)−1
, Vˆ rv
]
, (3.5)
where hˆi0I0 is the holonomy operator acting on edge eI0 and U(1)-copy i0 by increasing the
state’s U(1)-charge ni0I0 by 1 and Vˆ
r
v is the volume operator to the power of r ∈ Q:
Vˆ = κV
∑
v
Vˆv = κV
∑
v
√∣∣∣Qˆv∣∣∣. (3.6)
In U(1)3-LQG, the coherent states are essentially products of Gaussians in the charges niI
for all edges eI of the graph the state is defined on and the three U(1)-copies i = 1, 2, 3
per such edge. The points of the graph where the edges meet and the volume operator Vˆv
is evaluated at are called vertices v.
The computational problem now hides in the operator Qˆv, which collects momentum-
like contributions from all triples of edges that meet at the vertices vI within the region
one wants to determine the volume of. As these contributions are determinants of three
edges and their relative U(1)-copies, taking the root of the absolute value of the sum of
those yields a hard-to-handle, non-polynomial operator. This is the reason why one tries to
find approximations or estimates in order to obtain for example bounds of its expectation
values w.r.t. coherent states.
One way of determining semiclassical expectation values of this kind of operators is
offered by algebraic quantum gravity, [15, 16, 26, 27]. In [16], it is shown that one can
replace the volume operator’s root within the expectation value w.r.t. Ψ in such a way
that one obtains a power series in the classicality parameter t and expectation values of
only integer powers of Qˆv,
Vˆ 4qv 7→
(
〈Qˆv〉Ψ
)2q(
1 +
2k+1∑
n=1
(−1)n+1 q(1− q) · · · (n− 1− q)
n!
(
Qˆ2v
〈Qˆv〉Ψ
− 1
)n)
, (3.7)
while the error one makes is of order ~k+1.
We will now apply this procedure to the maybe most drastic simplification, where we
carry the whole mechanism over to standard quantum mechanics and adapt the qˆi0I0(v, r)-
operators’ action therein as
qˆqm(r) = e
iαxˆ
[
e−iαxˆ, |pˆ|r
]
= |pˆ|r − eiαxˆ|pˆ|re−iαxˆ. (3.8)
4 Note that we use the U(1)3-description of loop quantum gravity. While LQG is actually a SU(2)-
theory, [8, 9] showed that the replacement of SU(2) by U(1)3 does not change the outcome of semiclassical
calculations qualitatively.
9This means they evaluate the r-th root of the momentum operator’s absolute value not
only on the (coherent) state itself, but also on Ψ˜~q,p = e
−iαxˆΨ~q,p and then return the
difference of the both. As we will see later, the action of e−iαxˆ acts like an infinitesimal
shift and taking the difference of the two expectation values with additionally dividing by
~, we eventually get the derivative of 〈|pˆ|r〉Ψ~q,p in the semiclassical limit ~→ 0.
As a special case, we will focus on r = 12 in (3.5) as the square root of the volume
operator is a frequently appearing object and also the most basic choice for a root. As
mentioned already, the Qˆv-operator is an operator that collects momentum-like contribu-
tions from triples of edges. Hence, we mimic it as Qˆv 7→ pˆ3 in the quantum mechanics
framework.
If we are then interested in including up to ~2-corrections, we need to evaluate (3.7) up
to k = 1, which involves expectation values of pˆ up to pˆ18. As these are all integer powers
of the momentum operator, expectation values thereof can be computed by the standard
methods. In the end, we obtain
〈eiαxˆ
[
e−iαxˆ, 4
√
|pˆ|3
]
〉Ψ~q,p ≈
3
4
α|p| 34
p
~+
(
3
32
α2|p| 34
p2
+
15
256
αmω|p| 34
p3
)
~
2 +O(~3). (3.9)
We can now compare this result’s lowest order term with the Poisson bracket of the
operators’ classical counterparts and see immediately that the two coincide after dividing
the first term of (3.9) additionally by ~.
B. Direct calculations and KCHF
With the final result of (3.3), we can, however, compute this expectation value also di-
rectly analytically — having the previous result via the AQG-III-algorithm as a crosscheck
in mind. Choosing accordingly r = 34 in (3.3), we immediately obtain
〈 4
√
|pˆ|3〉Ψ~q,p = 〈Ψ~q,p|
4
√
|pˆ|3|Ψ~q,p〉 =
σ
~
1√
pi
∫ ∞
−∞
dk|k| 34 e−σ
2
~2
(k−p)2
=
1√
pi
(
~
σ
)3
4
Γ
(
7
8
)
1F1
(
−3
8
,
1
2
,−σ
2
~2
p2
)
. (3.10)
Likewise, we get
〈 4
√
|pˆ|3〉e−iαxˆΨ~q,p =
1√
pi
(
~
σ
)3
4
Γ
(
7
8
)
1F1
(
−3
8
,
1
2
,−σ
2
~2
(p− ~α)2
)
(3.11)
for the shifted expectation value. Note that we can directly see how e−iαxˆ acts on the
quantum mechanical coherent state by combining it with the last e-function of the state’s
definition (3.1). This allows us to understand it as a shift in the momentum: p 7→ p− ~α.
Since the arguments of both KCHF go with −σ2
~2
p2 = − p2mω~ , i.e. with 1~ in at least one
of their terms, we can make use of the asymptotic expansion for large arguments, (2.11).
By that, we get
〈Ψ~q,p|eiαxˆ
[
e−iαxˆ, 4
√
|pˆ|3
]
|Ψ~q,p〉 ≈
3
4
α|p| 34
p
~+
(
3
32
α2|p| 34
p2
+
15
256
αmω|p| 34
p3
)
~
2
+
(
5
128
α3|p| 34
p3
+
135
2048
α2mω|p| 34
p4
+
1755
32768
αm2ω2|p| 34
p5
)
~
3 +O(~4) , (3.12)
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where we performed the expansion analogously to (3.4), i.e. one sum per expansion is
neglected straight away due to the damping Gaussian prefactor. So we see that the direct
approach via KCHFs reflects nicely the results of the AQG-III-algorithm while calculating
higher correction terms is less laborious.
However, if we want to consider the case p = 0, we have to proceed differently. First,
we insert p = 0 into (3.10) & (3.11). The KCHF of (3.10) therefore becomes 1 as its
argument vanishes — 1F1(a, b, 0) = 1. By inserting the very definition of the KCHF, (2.2),
into (3.11) with p = 0, we automatically get a power series in ~:
〈Ψ~q,p|eiαxˆ
[
e−iαxˆ, 4
√
|pˆ|3
]
|Ψ~q,p〉
p=0
=
1√
pi
(~mω)
3
8Γ
(
7
8
)(
1−
∞∑
n=0
(−38)n(
1
2
)
n
n!
(
− α~
mω
)n)
= −3Γ
(
7
8
)
4
√
pi
α2
(mω)
5
8
~
11
8 +O
(
~
19
8
)
. (3.13)
IV. COHERENT STATES ON THE CIRCLE VIA THE ZAK TRANSFORM
In this section, we want to discuss quantum mechanics on a circle, for which the associ-
ated coherent states are U(1) coherent states, as for instance discussed in [1–5]. While [1–4]
consider the Zak transform to obtain the coherent states on a circle, [5] considers them in
the context of complexifier coherent states. In this work we want to discuss U(1) coherent
states from a slightly different angle and combine the complexifier approach with the Zak
transform. For the computation of expectation values with respect to U(1)-coherent states
we will again use Kummer’s function.
A. The Zak transform
The Zak transform, also called Brezin-Weil-Zak transform [6, 28, 29], is a unitary map
from L2(R) to L2(R
2/Z2), mapping functions from R to functions on a torus. It is defined
as
Za : L2(R)→ L2(R2/Z2), f 7→ Za[f ](x, ζ) :=
√
a
∞∑
n=−∞
f(x+ 2pina)e−2piinaζ , (4.1)
with x ∈ [0, 2pia], ζ ∈ [0, 1/a], were we in an abuse of notation denoted the old and new
coordinate by x. The inverse map Z−1a : L2(R2/Z2)→ L2(R) is then given by
Z−1a [g](x) :=
√
a
1
a∫
0
dζ g(x, ζ), (4.2)
where a 6= 0 ∈ R. We restrict our discussion to one dimension here, but the Zak transfor-
mation can trivially be generalised to L2(R
n). The image of the Zak transform Za[f ] is a
function quasiperiodic in x and periodic in ζ, that is for g = Za[f ], ℓ,m ∈ Z, we have
g
(
x, ζ + ℓa
)
= g(x, ζ), and g(x+ 2piam, ζ) = e2piimaζg(x, ζ). (4.3)
Due to this (quasi-)periodicity properties, Z[f ] is completely determined by its values on
the two dimensional rectangle [0, 2pia]× [0, 1a ].
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As an example, let us consider the Zak transform of a Gaussian for a = 1, with Z1 := Z.
We obtain for f : R→ R, x 7→ f(x) := e−x
2
4b
Z[f ](x, ζ) =
∞∑
n=−∞
e−
1
4b
(x+2pin)2e−2ipinζ
= e−
x2
4b
∞∑
n=−∞
e2in(−piζ+i2pi
x
4b )e−
(2pi)2n2
4b
= e−
x2
4bΘ
(
−piζ + 2ipix
4b
,
ipi
b
)
, (4.4)
where we used the definition of Jacobi’s third Theta function Θ(z, eipiτ ) =: Θ(z, τ) :=∑∞
n=−∞ e
2inzeipiτn
2
with Im(τ) > 0.
Below, we will also need the Zak transform combined with a dilatation of the argument
of the function, that is for γ > 0, Dγf(x) =
√
γf(γx). As shown in [30], we have
Z[Dγf ](x, ζ) = Zγ [f ](γx, ζ/γ), Z := Z1. (4.5)
If we choose in particular γ = a, we can rewrite the ordinary Zak transform above as
Za[f ](x, ζ) =
√
a
∞∑
n=−∞
f(ax+ 2pina)e−2piinζ . (4.6)
In our case, we will need the case of a = 1 which we consider from now on. The unitarity
of Z can be easily shown, see for instance [19]. Let f be a function in L1(R)∩L2(R) and
we have
∫
R
dx|f(x)|2 = 1
2pi
∞∑
k=−∞
∫
2pik+[0,2pi]
dx|f(x)|2 = 1
2pi
2pi∫
0
dx
∞∑
k=−∞
|f(x+ 2pik)|2 <∞,
where we used a partition of R into intervals of [0, 2pi] in the first step, the Fubini theorem
in the second step and that f is an L2 function in the last step. From this, we can conclude
that
∑∞
k=−∞ |f(x + 2pik)|2 < ∞ for a.e. x ∈ R. Moreover, for f ∈ L1(R) ∩ L2(R) the
Fourier series
∑∞
k=−∞ f(x+ 2pik)e
−2ipikζ is well-defined. Furthermore, we have
1∫
0
dζ|Z(x, ζ)|2 =
∞∑
k=−∞
|f(x+ 2pik)|2.
Applying additionally an integration over x and using again Fubini’s theorem, we finally
obtain
||Z[f ]||2L2(R2/Z2) =
1
2pi
2pi∫
0
dx
1∫
0
dζ|Z(x, ζ)|2
=
1
2pi
2pi∫
0
dx
∞∑
k=−∞
|f(x+ 2pik)|2 =
∫
R
dx|f(x)|2 = ||f ||2L2(R).
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Using that L1(R) ∩ L2(R) is dense in L2(R), the unitarity is shown.
As has for instance been shown in [19], the Zak transform can be extended to
distributions and one obtains a bijection between the dual of the Schwartz space S ′(R)
and Q′(R2), where the latter is the dual of the space of all smooth functions that
satisfy the quasiperiodicity condition in (4.3). In particular, this allows to apply the Zak
transform also to delta functions and as a further step to Gaussian distributions. The
resulting image under the Zak transformation are Theta distributions as we will discuss
below.
In the complexifier approach, coherent states are constructed as analytic continua-
tions of the heat kernel, yielding directly the coherent states of (3.1). The self-similar
solution of the heat equation with distributional boundary conditions, the so-called heat
kernel, has the form
ρt(x, y) = Cnorm
1√
t
e
− (x−y)2
4kdt , (4.7)
where kd denotes the diffusion constant and Cnorm a normalisation constant, see also
section VII for more details on self similar solutions of the heat equation. Later, we will
choose Cnorm in such a way that our normalisation of the coherent states agrees with the
one used in [5, 7–10, 13, 14], where also complexifier coherent states are used. In order to
obtain a normalised heat kernel, the choice Cnorm =
1√
4kdpi
is needed. A solution of the
heat equation with boundary data f(x) is then given by
u(x, t) =
∞∫
−∞
dy ρt(x, y)f(y).
Following the notation of [19], we define the Gaussian integral operator Bρ : S(R)→ S(R)
as
Bρt [f ](x, t) :=
∫
R
dy ρt(x, y)f(y) (4.8)
and hence we have Bρt [f ](x, t) = u(x, t).
The non-normalised coherent states constructed from the analytic continuation of the
heat kernel are then given by
Ψ~q,p(x) = [ρ~(x, y)]y→q+ip = Cq,p,~ e
− (x−q)2
2~ e
i
~
px, (4.9)
with Cq,p,~ = Cnorm exp
(
1
2~(−2iqp + p2)
)
, where we chose kd =
1
2 ,m = 1, ω = 1 so that
σ =
√
~. In order to apply the Zak transform to the heat kernel, we choose a = 1 and
apply formula (4.6). As has been already shown in [19] in a more general context, the Zak
transform of the Gaussian integral operator Bρt reads
ZBρtZ−1 : Q(R2)→ Q(R2), ZBρtZ−1[g](x, ζ1) :=
2pi∫
0
1∫
0
Kρt(x, ζ1, y, ζ2)g(y, ζ2)dydζ2.
(4.10)
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The kernel Kρt(x, ζ1, y, ζ2) is related to the Zak transform of the heat kernel via
Kρt(x, ζ1, y, ζ2) = Z[ρt](x, ζ1, y,−ζ2), (x, ζ1), (y, ζ2) ∈ R2, (4.11)
where the minus sign in front of ζ2 results from the fact that the kernel is a function of
(x−y), see [19] for the general proof. The explicit form of the kernel then has the following
form
Kρt(x, ζ1, y, ζ2) = Cnorm
1√
t
∞∑
n,m=−∞
e
− (x+2pin−y−2pim)2
4kdt e−2ipinζ1e2ipimζ2
= Cnorm
1√
t
∞∑
n,m=−∞
e
− (x−y+2pi(n+m))2
4kdt e−2ipinζ1e−2ipimζ2 .
In order to rewrite this again in terms of theta functions, we introduce n˜ := n +m and
m˜ := n−m, which leads to
Kρt(x,ζ1, y, ζ2) =
Cnorm√
t
∞∑
n˜,m˜=−∞
e
−(x−y+2pin˜)2
4kdt e−2ipiζ1
1
2
(n˜+m˜)e−2ipiζ2
1
2
(n˜−m˜)
=
Cnorm e
− (x−y)2
4kdt√
t
∞∑
n˜,m˜=−∞
e
− 2pin˜
2kdt
(x−y)
e
− (2pi)2
4kdt
n˜2
e−2ipin˜
1
2
(ζ1+ζ2)e−2ipim˜
1
2
(ζ1−ζ2)
=
Cnorm e
− (x−y)2
4kdt√
t
Θ
(
−pi
2
(ζ1 + ζ2) +
2ipi(x− y)
4kdt
,
ipi
kdt
) ∞∑
m˜=−∞
e−2ipim˜
1
2
(ζ1−ζ2). (4.12)
The last sum on the right hand side does not convergence, but can be understood as a
sequence of delta functions
δn(ζ2 − ζ1) :=
n∑
m˜=−n
eim˜pi(ζ2−ζ1)
with
δ(ζ2 − ζ1) = lim
n→∞ δn(ζ1 − ζ2) =
∞∑
m˜=−∞
eim˜pi(ζ2−ζ1).
The Gaussian integral operator ZBρZ−1 involving the theta kernel from (4.12) is then
given by
ZBρtZ−1[g](x, ζ1) =
lim
n→∞
Cnorm√
t
∫
T 2
dydζ2 e
− (x−y)2
4kdt Θ
(
−pi
2
(ζ1 + ζ2) +
ipi(x− y)
2kdt
,
ipi
4kdt
)
δn(ζ2 − ζ1)g(y, ζ2),
(4.13)
where we used in the last line the definition for sequences of elements of the dual space.
Performing the integration with respect to ζ2 as well as the limit, we obtain
u(x, t, ζ1) := ZBρtZ−1[g](x, ζ1)
=
Cnorm√
t
∫
T 2
dy e
− (x−y)2
4kdt Θ
(
−piζ1 + ipi(x− y)
2kdt
,
ipi
kdt
)
g(y, ζ1). (4.14)
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Then, by construction, u(x, t, ζ1) := ZBρtZ−1[g](x, ζ1) is a solution of the push forward
of the heat equation under the Zak transformation with quasi periodic boundary data
u(x, 0, ζ1) =
∑
n
e−2inpiζ1 g˜(x, ζ1), where we have absorbed the normalisation constant Cnorm
into a redefinition of g(x, ζ) to get g˜(x, ζ).
This becomes even more obvious when we look at the exact form of the pushed forward
heat equation. As can be easily shown [19] just by direct computation, a push forward of
the differential ∂
∂xj
reads Z∗ ∂∂xj = ∂∂xj , where as before and in abuse of notation we also
call the new coordinates xj . Considering this, the push forward of the heat equation is
given by (
∂
∂t
− kd ∂
2
∂x2
)
u(x, t, ζ1) = 0.
The pushed forward differential operator of the heat equation does not depend on the
variable ζ1, and thus the function u(x, t, ζ1) in (4.14) is a solution of the heat equation for
each fixed value of ζ1. In particular, we can choose ζ1 = 0. This additional ζ1-parameter
can be identified with the δ-parameter in [2, 4, 5] and the k-parameter in [3].
The above result for the theta kernel is also consistent with the convolution prop-
erty of the Zak transform that reads for all f1, f2 ∈ L2(R) with f1 ∗ f2 ∈ L1(R)
Z[f1 ∗ f2] = Z[f1] ∗y Z[f2], (4.15)
where
(f1 ∗f2)(x) :=
∫
R
dy f1(x−y)f2(y), Z[f1]∗yZ[f2](x, ζ) :=
1∫
0
dyZ[f1](x−y, ζ)Z[f2](y, ζ),
(4.16)
as for instance proved in [30]. This consistency can be easily checked by choosing f1 = ρt
and f2 = g and considering the fact that the Zak transform of ρt is given by
Z[ρt](x− y, ζ) = Cnorme
− (x−y)2
4kdt√
t
Θ
(
−piζ + ipi(x− y)
2kdt
,
ipi
kdt
)
. (4.17)
In order to rewrite the Theta kernel in a more compact form, we can further use the scaling
property of the Theta function
Θ(z, τ) = (−iτ)− 12 exp
(
z2
ipiτ
)
Θ
(
z
τ
,−1
τ
)
. (4.18)
For our specific case, we choose τ = ipikdt and z = −piζ +
τ
2 (x− y) and obtain
Θ
(
−piζ + ipi(x− y)
2kdt
,
ipi
kdt
)
= Θ
(
−piζ + τ
2
(x− y), ipi
kdt
)
= Θ(z, τ).
Furthermore, we have z2/(ipiτ) = −ζ2kdt+ (x−y)
2
4kdt
+ iζ(x− y) so that we can rewrite Z[ρt]
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in the following form
Z[ρt](x− y, ζ) = Cnorm√
t
√
kdt√
pi
e−ζ
2kdteiζ(x−y)Θ
(
−piζ
τ
+
1
2
(x− y),−1
τ
)
= Cnorm
√
kd√
pi
e−ζ
2kdteiζ(x−y)Θ
(
iζkdt+
1
2
(x− y),−kdt
ipi
)
=
Cnorm
√
kd√
pi
∑
n∈Z
e−(n+ζ)
2kdtei(n+ζ)(x−y), (4.19)
where we used the definition of the Θ-function in the last line.
Given the map of the heat kernel under the Zak transform, we can now use this
result to construct coherent states on the circle. Similar to the ordinary quantum
mechanical case, we choose t as our classicality parameter for this purpose and consider
the analytic continuation of the image of the heat kernel. We then obtain for the
non-normalised coherent states
Ψtθ0,p(φ; ζ) = [Z[ρt](φ− y, ζ)]y=θ0+ip
=
Cnorm
√
kd√
pi
e−ζ
2kdteiζ(φ−(θ0+ip))Θ
(
iζkdt+
1
2
(x− (θ0 + ip)),−kdt
ipi
)
=
Cnorm
√
kd√
pi
∑
n∈Z
e−(n+ζ)
2kdtei(n+ζ)φe−i(n+ζ)θ0e(n+ζ)p,
where we denoted the point x ∈ S1 by φ in order to emphasise that these are coherent
states on the circle for each fixed value of ζ. That this is indeed the case has been shown in
[3]. For the choice of Cnorm =
√
pi
kd
and a diffusion constant of kd =
1
2 , hence Cnorm =
√
2pi,
these states exactly agree with the U(1) complexifier coherent states used in [5] given by
Ψtθ0,p(φ; ζ) =
∞∑
n=−∞
e−(n+ζ)
2 t
2 e(n+ζ)pe−i(n+ζ)θ0ei(n+ζ)φ, (4.20)
where the δ in [5] needs to be identified with our ζ. For the special choice of ζ = 0, we
differ from the U(1) coherent states in [7–12] by a sign change in front of θ0 and φ. This
is due to the fact that the Poisson algebra is defined according to {p, q} = 1 in [7–12] and
the complexified q then becomes z = q− ip. Since the contribution from θ0 is just a phase
and the contribution of the integral involving φ as far as expectation values are considered
is invariant under the change φ→ −φ, our final results can, however, still be compared to
the results in [8, 9].
In the following, we will keep the variable ζ as an arbitrary parameter in the U(1)
coherent states computations because this allows us to map straightforwardly between
the U(1) case and the standard case in L2(R) by means of the Zak transform, as we will
present below. We moreover fix the diffusion constant kd =
1
2 from now on in order to
compare our results more easily to [5, 7–10].
V. SEMICLASSICAL EXPECTATION VALUES USING KUMMER
FUNCTIONS
In this section, we compute the semiclassical expectation values of the dynamical oper-
ators discussed already in the quantum mechanical case in section III for coherent states
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on the circle. As shown in the last section, the non-normalised U(1) coherent states are
then given by
Ψtθ0,p(φ; ζ) =
∞∑
n=−∞
e−
t
2
(n+ζ)2ei(n+ζ)(φ−(θ0+ip)). (5.1)
A. Computation of expectation values of |pˆ|r
The corresponding momentum operator of U(1) acts on these coherent states in the
following way:
pˆΨtθ0,p(φ; ζ) = −it
d
dφ
Ψtθ0,p(φ; ζ) =
∞∑
n=−∞
(n+ ζ)te−
t
2
(n+ζ)2ei(n+ζ)(φ−(θ0+ip)). (5.2)
The expectation value that we are interested in then reads
〈Ψtθ0,p(ζ) | |pˆ|r |Ψtθ0,p(ζ)〉 =
∣∣∣∣Ψtθ0,p∣∣∣∣−2∑
n∈Z
|(n+ ζ)t|re−t(n+ζ)2e2(n+ζ)p. (5.3)
Compared to the usual case where ζ is fixed to be zero, we realise that the way the non-
vanishing ζ enters into the expectation value is as a kind of shift of n. Therefore, if we
apply the Poisson summation formula now and use the modulation property of the Fourier
transform, the result is the same as in the standard case up to an additional exponential
of the form e2iNpiζ , where N denotes the summation index after the Poisson summation
has been performed. Thus, we obtain
〈Ψtθ0,p(ζ) | |pˆ|r |Ψtθ0,p(ζ)〉 =
∣∣∣∣Ψtθ0,p(ζ)∣∣∣∣−2
√
2pi
T
T r
∞∑
N=−∞
e2ipiNζ
∫ ∞
−∞
dx√
2pi
|x|re−x2+ 2pT x− 2piiNT x,
(5.4)
where we defined x := n+ ζ, T :=
√
t and used the translation invariance of dx. Now, we
can proceed as in the quantum mechanical case. We rewrite |x|r in terms of the Kummer
function of the second kind and afterwards write the integrand above as a product of the
Fourier transform of the Kummer function, a Gaussian and a complex exponential. This
yields
〈Ψtθ0,p(ζ) | |pˆ|r |Ψtθ0,p(ζ)〉
=
∣∣∣∣Ψtθ0,p(ζ)∣∣∣∣−2
√
2pi
T
T r
∞∑
N=−∞
e2ipiNζ
∫ ∞
−∞
dx√
2pi
U
(
−r
2
,−r
2
+ 1, x2
)
e−x
2
eix(
−2ip
T )e−
2piiN
T
x
=
∣∣∣∣Ψtθ0,p(ζ)∣∣∣∣−2
√
2pi
T
T r
∞∑
N=−∞
e2ipiNζF
(
U
(
−r
2
,−r
2
+ 1, x2
)
e−x
2
eix(
−2ip
T )
)(
2piN
T
)
=
∣∣∣∣Ψtθ0,p(ζ)∣∣∣∣−2
√
2pi
T
T r
1√
2
Γ
(
r+1
2
)
Γ
(
1
2
) ∞∑
N=−∞
e2ipiNζe−
(
2piN
T
+
2ip
T
)2
4 1F1
(
−r
2
,
1
2
,
(
2piN
T +
2ip
T
)2
4
)
=
∣∣∣∣Ψtθ0,p(ζ)∣∣∣∣−2T rT Γ(r+12 )
∞∑
N=−∞
e2ipiNζe−
(piN+ip)2
T2 1F1
(
−r
2
,
1
2
,
(
piN
T
+
ip
T
)2)
(5.5)
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where we applied lemma 1 in the second step and also used Γ
(
1
2
)
=
√
pi. Using the Kummer
transformation for 1F1(a, b, z) shown in (2.6), we finally obtain
〈Ψtθ0,p(ζ) | |pˆ|r |Ψtθ0,p(ζ)〉
=
∣∣∣∣Ψtθ0,p(ζ)∣∣∣∣−2T rT Γ(r+12 )
∞∑
N=−∞
e2ipiNζ1F1
(
r + 1
2
,
1
2
,
(
p− piiN
T
)2)
. (5.6)
To complete this calculation, let us compute the norm of the coherent states that is
involved in the result above. We get after the Poisson summation
∣∣∣∣Ψtθ0,p(ζ)∣∣∣∣2 = ∞∑
n=−∞
e−t(n+ζ)
2
e2(n+ζ)p =
√
pi
T 2
∞∑
N=−∞
e2piiNζ e−
(ipip+Npi)2
T2 . (5.7)
Being now interested in the asymptotics of t being small, and hence T accordingly, we
can apply the asymptotic expansion for large arguments of the KCHF, (2.11), on (5.6).
This follows closely the procedure of the quantum mechanical scenario of (3.4). With the
norm (5.7), a Gaussian in p2/t enters the expectation value. Hence, out of the two series of
the KCHF’s asymptotic expansion, only the one with the inverse Gaussian in p2/t remains,
while the other one is damped to O(t∞). In the end, we obtain
〈Ψtθ0,p(ζ) | |pˆ|r |Ψtθ0,p(ζ)〉 = |p|r
∞∑
n=0
(− r2)n(1−r2 )n
n!
(
t
p2
)n
= |p|r
(
1− r(1− r)
4
t
p2
+O(t2)), (5.8)
which resembles perfectly the quantum mechanical result of (3.4). That this is expected
will be discussed in detail in section VI, where the relation between semiclassical expec-
tation values of quantum mechanics and U(1) is analysed by means of the Zak transform
and its properties.
B. Computation of expectation values of qˆ
As introduced in section III, the operators qˆ(r) are of importance in loop quantum
gravity. With the previously obtained results of (5.6) and (5.7), we may now also rigorously
compute expectation values of them in U(1). From (5.6), we can directly derive the
expectation value of |pˆ|r w.r.t. the coherent state the inverse holonomy acted on:
〈hˆ−1Ψtθ0,p(ζ) | |pˆ|r | hˆ−1Ψtθ0,p(ζ)〉
=
∣∣∣∣Ψtθ0,p(ζ)∣∣∣∣−2T rT Γ(r+12 )
∞∑
N=−∞
e2ipiNζ1F1
(
r + 1
2
,
1
2
,
(
p− T 2 − piiN
T
)2)
. (5.9)
Like in the standard quantum mechanical case of section III, the inverse holonomy acting
on the coherent state causes an (infinitesimal) shift in the momentum. With the holonomy
being h = eiφ, the momentum operator’s φ-derivative now not only sees e−i(n+ζ)φ as
in (5.2), but acts on ei(n+ζ)φe−iφ = ei(n+ζ−1)φ instead. Hence, |pˆ|r acting on the shifted
coherent state evaluates now |(n+ ζ − 1)t|r and we can cast that shift into p 7→ p − t in
the state’s exponentials via a redefinition of n 7→ n− 1.
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Having these two expectation values of |pˆ|r, we can combine them to the commutator’s
expectation value and proceed as before in the quantum mechanical case, namely by
performing the asymptotic expansion for large arguments of the KCHFs, as both of them
grow with 1t for small t. In the end, we obtain
〈qˆr〉Ψt
θ0,p
≈ r|p|
r
p
t+ |p|r
(
r(1− r)
2p2
+
r
(
2− 3r + r2)
4p3
)
t2 +O(t3). (5.10)
We see again that the series’ first term corresponds one-to-one to the derivative’s result.
For the next order, we got two contributions: one that resembles the second derivative
but also a further one. If we compare the result above to the quantum mechanic’s result
of (3.12), we notice that the ~2-contribution there also comprised two terms. While one
included α2, namely the one with the numerical prefactors and powers of p in accordance
to the second derivative, the second one was proportional to α.
VI. RELATION OF SEMICLASSICAL MATRIX ELEMENTS FOR L2(S1) AND
L2(R) COHERENT STATES
As discussed in section IV, the Zak transformation provides a unitary map between
the Hilbert spaces L2(R) and L2(R
2/Z2). Therefore, the expectation values of the usual
quantum mechanical operators and their corresponding Zak-transformed counterparts are
identical. However, if we compute matrix elements or semiclassical expectation values
with respect to U(1) coherent states for fixed ζ, as one does for coherent states on a circle,
we only perform one of the integrals, namely the one over θ, out of the two integrations
involved in the inner product of L2(R
2/Z2). Nevertheless, as we will show below, the
expectation value with respect to U(1) coherent states is completely determined if we
know the matrix elements of the corresponding operator with respect to the harmonic
oscillator coherent states in L2(R). As shown above, the U(1) coherent states can be
written by means of the Zak transform as Ψtθ0,p(φ, ζ) = Z[Ψ~q,p](φ, ζ), and accordingly
operators OˆQM transform under Z as ZOˆQMZ−1. Hence, the integrand of an L2(S1)
expectation value with respect to U(1) coherent states is given by
Z[Ψ~q,p](φ, ζ)ZOˆQMZ−1Z[Ψ~q,p](φ, ζ) = Z[Ψ~q,p](φ, ζ)Z[OˆQMΨ~q,p](φ, ζ).
In the following considerations, we want to examine the relation between∫ 2pi
0
dφ
2piZ[Ψ~q,p](φ, ζ)Z[OˆQMΨ~q,p](φ, ζ) and matrix elmenents 〈Ψ~q′,p′ | OˆQM |Ψ~q,p〉L2(R). We
will follow [30], where part of the formulas are presented but partly without proofs5. With
f, g ∈ L2(R), obviously Z[f ](φ, ζ)Z[g](φ, ζ) is periodic in ζ, which follows directly from
5 Note that in [30], some definitions might differ by factors of pi because we adopted the operators to the
case needed for our work.
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the definition of the Zak transform. Furthermore, it is also 2pi-periodic in φ. We have
Z[f ](φ+ 2pi, ζ)Z[g](φ + 2pi, ζ) =
∞∑
m,n=−∞
f(φ+ 2pi+ 2pim)ei2pimζg(φ+ 2pi+ 2pin)e−i2pinζ
r:=m+1
s:=n+1
=
∞∑
r,s=−∞
f(φ+ 2pir)ei2pi(r−1)ζg(φ+ 2pis)e−i2pi(s−1)ζ
=
∞∑
r,s=−∞
f(φ+ 2pir)ei2pirζg(φ + 2pis)e−i2pisζ
= Z[f ](φ, ζ)Z[g](φ, ζ).
As a consequence, we can expand Z[f ]Z[g] into a Fourier series given by
(Z[f ]Z[g])(φ, ζ) =
∞∑
m,n=−∞
Fmn eixm e2piinζ , (6.1)
where Fmn denote the Fourier coefficients that have the form
Fmn =
2pi∫
0
dφ
2pi
1∫
0
dζ
(
Z[f ]Z[g]
)
(φ, ζ)e−imx e−2piinζ . (6.2)
Next, we introduce the translation and scaling operators defined by
(Taf)(x) = f(x+ a) and (Rbf)(x) = e
−ibxf(x), a, b ∈ R. (6.3)
The Fourier coefficients Fmn can be easily computed as already discussed in [30] and in
more detail in [31]:
Lemma 2 The Fourier coefficients Fmn in
(Z[f ]Z[g])(φ, ζ) =
∞∑
m,n=−∞
Fmn eixm e2piinζ (6.4)
are given by
Fmn = 〈R−mT2pinf , g〉L2(R). (6.5)
In order to proof the lemma above, we just have to compute the Zak transform of
R−mT2pinf . We obtain
Z[R−mT2pinf ](φ, ζ) =
∞∑
k=−∞
(R−mT2pinf)(φ+ 2pik)e−2ipikζ
=
∞∑
k=−∞
f(φ+ 2pi(k + n))e−2ipikζ ei(φ+2pi(k+n))m
=
∞∑
k=−∞
f(φ+ 2pik)e2ipinζ e−2ipikζ eiφm
= Z[f ](φ, ζ)eiφm e2piiζn, (6.6)
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where we used the quasi periodicity of Z in the second last step. Given this, we obtain
for the complex conjugate
Z[R−mT2pinf ](φ, ζ) = Z[f ](φ, ζ)e−iφme−2piiζn. (6.7)
Reinserting this back into the Fourier coefficients Fmn, we get
Fmn =
2pi∫
0
dφ
2pi
1∫
0
dζZ[R−mT2pinf ]Z[g](φ, ζ)
= 〈Z[R−mT2pinf ] , Z[g]〉L2(S1×S∗1 )
= 〈R−mT2pinf , g〉L2(R),
where we used the unitarity of the Zak transform in the last step. Therefore, the Fourier
series associated with 〈Z[f ](ζ) , Z[g](ζ)〉L2(S1) reads
〈Z[f ](ζ) , Z[g](ζ)〉L2(S1) =
2pi∫
0
dφ
2pi
∞∑
m,n=−∞
〈R−mT2pinf , g〉L2(R) eimφ e2ipinζ
=
∞∑
n=−∞
〈T2pinf , g〉L2(R) e2ipinζ . (6.8)
If we apply the result in (6.8) on the harmonic oscillator coherent states, we obtain the
following relation between semiclassical matrix elements in L2(S1) and L2(R):
Lemma 3 For a linear operator Oˆ on (a suitable domain of) L2(S1) that is obtained from
the corresponding operator OˆQM on (a suitable domain of) L2(R) by Oˆ = ZOˆQMZ−1 we
have the following relation between the matrix elements in L2(S1) and L2(R):
〈Ψtθ′0,p′(ζ) | Oˆ |Ψ
t
θ0,p(ζ)〉L2(S1) =
∞∑
n=−∞
e2ipinζ〈T2pinΨ~q′,p′ | OˆQM |Ψ~q,p〉L2(R)
∣∣
t=~
θ0=q mod 2pi
θ′0=q
′ mod 2pi
.
(6.9)
We realise the semiclassical matrix elements in L2(S1) can be understood as a Fourier
series in ζ with Fourier coefficients cn := 〈T2pinf, g〉L2(R). This means that the matrix
elements in L2(S1) are completely determined by the corresponding matrix elements in
the ordinary quantum mechanics case in L2(R). In particular, an additional integration
over
∫ 1
0 dζ just projects onto the n = 0 coefficient and this yields, as expected from the
unitarity of Z, the semiclassical matrix element in L2(R).
Expectation values of U(1) coherent states for integer powers of holonomy and mo-
mentum operators have been computed in [5, 8, 9] using complexifier coherent states. In
[8, 9], these were computed for the special case of ζ = 0, whereas in [5] an arbitrary ζ
was considered. In both works, they show that it is justified to only consider the n = 0
term if we are interested in the classical limit t→ 0. Given this, we know from the lemma
above that in this limit the result for L2(S1) and L2(R) exactly coincide and the value
of ζ is irrelevant. In [2–4], these kind of expectation values were computed and higher n
terms were rewrittten in terms of Jacobi’s theta function and its derivative respectively.
We believe that the relation shown in the lemma above yields a simpler formulation of the
higher order terms in n and easily allows to extract the semiclassical limit t→ 0.
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A. Application of lemma 3
To demonstrate that lemma 3 from the last section might simplify computations of
semiclassical matrix elements and expectations values, we apply it to a couple of examples.
First, we consider the overlap of two coherent states and thus choose f = Ψ~q′,p′ and
g = Ψ~q,p. The matrix element of interest in L2(R) is then
〈T2pinΨ~q′,p′ |Ψ~q,p〉L2(R) =
√
pi
~
e
− 1
~
(
q−q′+i(p+p′)
2
+npi
)2
.
Given this, the corresponding overlap for L2(S1) reads
〈Ψtθ′0,p′(ζ) |Ψ
t
θ0,p(ζ)〉L2(S1) =
√
pi
t
∞∑
n=−∞
e
− 1
~
(
q−q′+i(p+p′)
2
+npi
)2
e2piinζ ,
which exactly agrees with the result in [5] and reproduces also the correct result for the
norm, for instance computed in [5, 7, 9], as a special case:
〈Ψtθ0,p(ζ) |Ψtθ0,p(ζ)〉L2(S1) =
∣∣∣∣Ψtθ0,p∣∣∣∣2 =√pit
∞∑
n=−∞
e−
1
t
(ip+npi)2e2piinζ .
In our further discussion, we will consider semiclassical expectation values of the basic
operators. We start with integer powers of holonomy operators, that is hˆm = eimxˆ. For
this operator, we get
〈T2pinΨ~q,p | eimxˆ |Ψ~q,p〉L2(R) =
√
pi
~
e−
1
~
(ip+npi)2eim(q−
m~
4
)e−ipinm,
and therefore the corresponding semiclassical expectation value for U(1) coherent states
yields
〈Ψtθ0,p(ζ) | eimφˆ |Ψtθ0,p(ζ)〉L2(S1) =
√
pi
t
eim(q−
mt
4
)
∞∑
n=−∞
e−
1
t
(ip+npi)2e−ipinme2piinζ ,
which agrees for m = 1 and up to a different normalisation with the results in [2, 4]. We
cannot directly compare it to the results in [9], since they only considered the limit t→ 0
and thus some terms were neglected during the computation.
Let us briefly discuss the matrix elements in L2(R) that enter the Fourier expansion of
semiclassical expectation values in L2(S1). For an operator of the form Oˆ = f(xˆ), the
Fourier coefficients have the following form:
〈T2pinΨ~q,p | f(xˆ) |Ψ~q,p〉L2(R) =
1
~
e−
1
t
(ip+npi)2
∫
R
dxf(x)e−
1
~
(x−q+pin)2 .
We realise that the only difference to the case n = 0, when the translation operator
becomes the identity operator, is that (some) q and p labels get shifted by npi or −npi
respectively. Note that this cannot be carried over to a shift in the q, p labels for the
entire state Ψ~q,p since also the normalisation constant Cq,p,~ depends on these labels and
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no shift occurs there. Likewise, considering the Fourier transform of the states Ψ~q,p, we
can write down a smilar result for operators Oˆ = f(pˆ) given by
〈T2pinΨ~q,p | f(pˆ) |Ψ~q,p〉 =
1
~
∫
R
dk e−
1
~
k2e
i
~
k(−ip+npi)f(k).
Now, if we choose as an example f(pˆ) = |pˆ|r, we can easily show that the result in (5.6) is
consistent with lemma 3, which also explains the additional shift by npi in the argument
of the Kummer function compared to the result for the quantum mechanical expectation
value in L2(R) of (3.3) taking into account that T =
√
t yielding a consistency check of
our computations in the former sections. Moreover, for n = 0 the results of (5.5) and (3.3)
agree as required if the normalisation is taken correctly.
B. The Zak transformation and the Poisson summation formula
In the framework of complexifier coherent states, the Poisson summation is heavily
used in computations of semiclassical matrix elements. For the benefit of the reader, we
therefore review the relation between the Zak transformation and the Poisson summation
here by following [32]. In order to relate the Zak transformation to the Poisson summation
formula, one additionally introduces a dual Zak transformation Z˜ defined as
Z˜[f ](x, ζ) =
∞∑
n=−∞
f(ζ + n)einx.
For g(x, ζ) = Z[f ](x, ζ) and g˜(x, ζ) = Z˜ [f ](x, ζ), the inverse of Z and Z˜ are given by
Z−1[g](x) =
1∫
0
dζg(x, ζ) and Z˜−1[g˜](ζ) =
2pi∫
0
dx
2pi
g˜(x, ζ).
Defining the operator U [g](x, ζ) := e−ixζg(x, ζ), it is easy to show that Z˜−1UZ[f ] =√
2piF [f ] and hence related to the Fourier transformation. Likewise, one can also show
that Z−1U−1Z˜ = √2piF−1(f). We just consider the case of the Fourier transform here,
for which we have
Z˜−1UZ[f ] =
2pi∫
0
dx
2pi
∞∑
k=−∞
f(x+ 2pik)e−2ipikζ e−ixζ =
∞∑
k=−∞
2pi∫
0
dx
2pi
f(x+ 2pik)e−i(x+2pik)ζ
=
1
2pi
∫
R
dxf(x)e−ixζ =
√
2piF [f ](ζ).
Given this, we also have the following equality:
UZ[f ] =
√
2piZ˜[F [f ]].
Considering the explicit forms of Z and Z˜, we finally obtain
∞∑
n=−∞
f(x+ 2pin)e−2piinζ e−ixζ =
√
2pi
∞∑
n=−∞
F [f ](ζ + n)einx. (6.10)
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If we now choose ζ = x = 0, we obtain the standard Poisson summation formula. As far
as the application on complexifier coherent states is considered, we can choose f := g ◦St,
where St is a scaling by the classicality parameter t defined as Stx :=
x√
t
, and we obtain
the form of the Poisson summation formula used in this context.
VII. KUMMER FUNCTIONS AS SOLUTIONS OF THE HEAT EQUATION
In this section, we briefly want to discuss the physical interpretation of Kummer func-
tions in the context of self-similar solutions of the heat equation following closely the
ideas of [20] and slightly generalising some aspects of their work. We start with the heat
equation
∂u
∂t
(x, t) = kd
∂2
∂x2
u(x, t).
Along the lines of [20], we introduce self-similar coordinates (ξ, τ) given by
τ := τ(t) and ξ :=
x√
kdL(τ)
,
where the explicit form of the functions L and τ still needs to be determined. As an ansatz
for a self-smiliar solution of the heat equation, we consider
u(x, t) = A(τ(t))w(ξ(x, t), τ(t)),
which leads to the following differential equation:
τ˙
((
A′
A
)
w +
∂w
∂τ
−
(
L′
L
)
∂w
∂ξ
)
=
kd
kdL2(τ)
∂2
∂ξ2
w, (7.1)
where the dot denotes a derivative with respect to t and a prime one with respect to τ .
Now, the requirements made in [20] are that the self-similar solution is static in the (ξ, τ)-
frame, and hence there cannot be any explicit time-dependence. This yields a relation
between τ and L(τ) of the form τ˙
!
= 1L2(τ) . Furthermore, we are only interested in solutions
for which L
′
L =: G = const > 0 and
A′
A =: β = const.
6 As can be seen directly from (7.1),
the first condition corresponds to a constant expansion rate and the second condition
determines the scaling of the amplitude A(τ(t)) with t parametrised by b. As shown in
[20], these conditions yield the following expressions for the functions L and A :
L(τ) = L0e
Gτ ⇔ L(t) =
√
2G(t− t0)
1
2 and
A(τ) = A0e
βτ ⇔ A(t) = A0
(
2G
L20
(t− t0)
) β
2G
. (7.2)
We realise that the scaling of L(t) is always with t1/2, whereas the one of A(t) can be
different from t−1/2, which holds for the heat kernel solution, for appropriate choices of
β
G — as emphasised by the authors in [20]. With the above assumptions at hand, the
6 Note that our β is equal to b in the notation of [20].
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differential equation that w has to satisfy for a static self-similar solution of the heat
equation in the (ξ, τ)-frame reads
∂2
∂ξ2
w +Gξ
∂
∂ξ
w − βw = 0. (7.3)
Introducing the following scaling of the ξ-coordinate as well as the variable W
ξ˜ :=
√
G
2
ξ, W := e
˜
ξ2
2 w, (7.4)
the differential equation for w in (7.3) can be transformed into a generalised Hermite
differential equation for W given by
∂2
∂ξ˜2
W − 2ξ˜ ∂
∂ξ˜
W + 2ν˜W = 0, ν˜ = −
(
β
G
+ 1
)
. (7.5)
In contrast to the standard Hermite differential equation, ν˜ does not necessarily have to
be a natural number. If we go a little beyond the discussion in [20] and perform a further
final substitution of the variables according to z := ξ˜2 with F (z) = F (ξ˜2), then we can
easily show that the differential equation in (7.5) transforms into Kummer’s differential
equation with the special choice of b = 12 and a = − ν˜2 = βG + 1:
z
d2F
dz2
+
(
1
2
− z
)
dF
dz
+
ν˜
2
F = 0. (7.6)
The two linearly independent solutions are given by 1F1
(− ν˜2 , 12 , z) and U(− ν˜2 , 12 , z). This
allows to express the self-similar solution of the heat equation u(x, t) in terms of Kummer
functions of the first and second kind as
u(x, t) = A(t; ν˜;G)e−
ξ2G
2
(
c1(ν˜)U
(
− ν˜
2
,
1
2
,
ξ2G
2
)
+ c2(ν˜)1F1
(
− ν˜
2
,
1
2
,
ξ2G
2
))
,
with
ν˜ := −
(
β
G
+ 1
)
, A(t; ν˜;G) := A0
(
2G
L20
(t− t0)
)− 1
2(
ν˜
2
+1)
and ξ =
x√
2kd(t− t0)
.
(7.7)
In [20], they do not perform the last transformation into the Kummer differential equation
and thus this is probably the case why they do not relate the first independent solution
to the Kummer function of the first kind, which automatically occurs in our discussion
here. As discussed in [20], in the special case where ν˜ is an even integer the two Kummer
functions are multiples of each other and can be identified with the Hermite polynomials
and are no longer independent functions. In this case, next to the solution U
(
− ν˜2 , 12 , ξ
2
2
)
we can use ξ1F1
(
1
2 − ν˜2 , 32 , ξ
2
2
)
as a second independent solution.
Interestingly, as far as e−
ξ2G
2 1F1
(
− ν˜2 , 12 , ξ
2G
2
)
is considered, this is exactly the expression
that we obtain in the computation of the semiclassical expectation values in subsection
IIIB and subsection VB, respectively . Hence, the result of the Fourier transform involved
in these computations corresponds to a self-similar solution of the 1 + 1-dimensional heat
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equation. The fractional power r of the momentum operator in these semiclassical ex-
pectation values determines the scaling behaviour of the time dependent amplitude of the
self-similar solution. As can be easily seen and has been already discussed in [20], for ν˜ 6= 0
we obtain a scaling behaviour of the amplitude that differs from the standard t−
1
2 . Carried
over to the expectation values of fractional powers of the momentum operator, the case
ν˜ = 0 corresponds to the scenario where the operator becomes the identity operator and
the expectation value the squared norm of the coherent states. For complexifier coherent
states based on the analytic continuation of the heat kernel, this is the expected scaling
behaviour of the norm with respect to the classicality parameter that can be identified
with the temporal coordinate of the heat equation in this context.
VIII. CONCLUSIONS AND OUTLOOK
In this article, we extended former results of [1–5] on coherent states on the circle
in two different directions. We showed that we can compute semiclassical expectation
values of fractional powers of momentum operators by means of Kummer functions and
we have demonstrated this in section III and IV for L2(R) and L2(S1), respectively. For
all operators considered in this work, the involved integrals could be computed exactly
analytically without the need to perform any estimates within the calculations, as it has
been done in [9] for fractional powers. Furthermore, since the asymptotic behaviour for
Kummer functions is well-known in this context, it can be used to compute the expansion
of these semiclassical expectation values in terms of the semiclassical parameter. It turns
out that we automatically end up with the correct fractional power in the classical limit
due to the fact that we do not need to estimate the integrals.
As a further result, we also discussed the computation of generic semiclassical matrix
elements in the context of the Zak transformation and we were able to show that there
exists a simple relation between semiclassical expectation values in L2(R) and L2(S1) — as
discussed in section VI. Given an operator OˆQM that is well-defined on the set of coherent
states, we can compute the following associated matrix element 〈T2pinΨ~q′,p′ | OˆQM |Ψ~q,p〉
in L2(R), where T2pin denotes a translation operator that translates by 2pin with n ∈
N. The matrix element for L2(S1) can be expanded into a Fourier series whose Fourier
coefficients cn are then exactly given by cn = 〈T2pinΨ~q′,p′ | OˆQM |Ψ~q,p〉. This shows that the
semiclassical matrix elements in L2(S1) are completely determined by the corresponding
’translated’ matrix elements in L2(R). The variable in which the Fourier transform is
evaluated is exactly the parameter δ used in [4, 5] that naturally enters the definition
of the coherent states because it is the second argument of the Zak transform and for
coherent states on the circle it can be understood as an additional fixed parameter in
the interval 0 to 1. For a more detailed discussion on the physical properties of this
parameter, see for instance [4]. Given this relation, semiclassical matrix elements like
for instance in [2, 3, 5, 5, 9] can be computed in an alternative and possibly simpler
manner. If we have an operator on L2(S1) of which we want to compute semiclassical
matrix elements, we just compute its Fourier coefficients, which in turn are simply matrix
elements with respect to standard harmonic oscillator coherent states. Given these matrix
elements, we can without any further computation directly write down the corresponding
result for the matrix element in L2(S1). In this way, we can avoid to perform explicitly
the Poisson summation formula because this is automatically build into the formalism of
the Zak transformation. This might likely reduce the actual effort of these semiclassical
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computations. Compared to the results of the expectation values in terms of Jacobi’s theta
functions and its derivatives as done in [2–4], we believe that the relation from lemma 3
in equation (6.9) provides a more convenient alternative as far as the extraction of the
classical limit is concerned.
Having restricted our considerations to coherent states on the circle, a natural ques-
tion is whether the techniques introduced here can be generalised to more complicated
situations. As already mentioned before, if we consider the Zak transform as a map from
L2(R
n) to L2(R
2n/Z2n), the relation of the matrix elements discussed in section VI carries
over to the higher but finite dimensional case. As far as operators with fractional powers
are concerned in a higher dimensional model, the operators can become more complicated
functions of fractional powers than we considered here and thus it can happen that the
integrals involved can no longer be solved by just using Kummer functions. However, as
we discuss in a companion paper [18], similar techniques can be used for U(1)3 coherent
states and a certain class of dynamical operators (generlisations of the operator consid-
ered in VB), also considered in [13, 14], which improve the final semiclassical expansion
in certain aspects. In the context of loop quantum gravity, a generalisation from U(1)3 to
SU(2) of this procedure would be comfortable to have at hand, in particular also because
the semiclassical computations for SU(2) coherent states are much more involved in this
case, so any simplification in this direction would be welcome. Since the theta function can
also be defined for SU(2) [33], it is a starting point for analysing in more detail whether a
Zak transformation or a generalisation thereof can be used for SU(2) coherent states in a
similar way. We plan to investigate this in our future work.
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