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EXTREMES OF THE 2D SCALE-INHOMOGENEOUS DISCRETE GAUSSIAN FREE
FIELD: SUB-LEADING ORDER AND EXPONENTIAL TAILS
MAXIMILIAN FELS
Abstract. This is the first of a three paper series in which we present a comprehensive study of the ex-
treme value theory of the scale-inhomogeneous discrete Gaussian free field. This model was introduced
by Arguin and Ouimet in [7] in which they computed the first order of the maximum. In this first paper
we establish tail estimates for the maximum value, which allow to deduce the log-correction to the order
of the maximum and tightness of the centred maximum. Our proofs are based on the second moment
method and Gaussian comparison techniques.
1. Introduction
In recent years, so-called log-correlated (Gaussian) processes have received considerable attention,
see e.g. [4, 5, 10, 15, 25, 34, 47]. One of the reasons for this is that their correlation structure becomes
relevant for the properties of the extremes of the processes. Some prominent examples that fall into
this class are branching Brownian motion (BBM), the two-dimensional discrete Gaussian free field (
2d DGFF), local maxima of the randomised Riemann zeta function on the critical line and cover times
of Brownian motion on the torus. The 2d DGFF is one of the well understood non-hierarchical log-
correlated fields (see [9, 10, 11, 19]). For simplicity, consider the 2d DGFF on a square lattice box of
side length N. It turns out that the maximum can be written as a first order term which is proportional
to the logarithm of the volume of the box, a second order correction which is proportional to the
logarithm of the first order and stochastically bounded fluctuations. If one considers an uncorrelated
Gaussian field on the same box with identical variances, a simple computation shows that the first
order of the maximum coincides with the one of the DGFF, whereas the constant in front of the second
order correction differs. In [7], Arguin and Ouimet introduced the scale-inhomogeneous 2d DGFF,
the analogue model of variable speed BBM [47], which allows to consider different variance profiles.
They determined the first order of the maximum. In this paper we continue the study of the maximum,
find tail estimates on the maximum value which allow us to deduce the second order correction and
tightness of the centred maximum. In the other two papers in this series, we prove, in the regime of
weak correlations, convergence of the centred maximum [29] and convergence of the extremal process
[30]. Both are joint work with Hartung.
1.1. The 2d discrete Gaussian free field. Let VN ≔ ([0,N) ∩ Z)2. The interior of VN is defined as
VoN ≔ ([1,N − 1] ∩ Z)2 and the boundary of VN is denoted by ∂VN ≔ VN \ VoN. Moreover, for points
u, v ∈ VN we write u ∼ v, if and only if ‖u − v‖2 = 1, where ‖.‖2 is the Euclidean norm. Let Pu be the
law of a SRW {Wk}k∈N starting at u ∈ Z2. The normalised Green kernel is given by
GVN (u, v) ≔
pi
2
Eu

τ∂VN−1∑
i=0
1{Wi=v}
 , for u, v ∈ VN . (1.1)
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Here, τ∂VN is the first hitting time of the boundary ∂VN by {Wk}k∈N. For δ > 0, we set VδN ≔ (δN, (1 −
δ)N)2 ∩ Z2. By [22, Lemma 2.1], we have for δ ∈ (0, 1) and u, v ∈ VδN,
GVN (u, v) = log N − log (‖u − v‖2 ∨ 1) + O(1). (1.2)
Definition 1.1. The 2d discrete Gaussian free field (DGFF) on VN , φN ≔ {φNv }v∈VN , is a centred
Gaussian field with covariance matrix GVN and entries GVN (x, y) = E[φ
N
x φ
N
y ], for x, y ∈ VN .
From Definition 1.1 it follows that φNv = 0 for v ∈ ∂VN, i.e. we have Dirichlet boundary conditions.
1.2. The 2d scale-inhomogeneous discrete Gaussian free field.
Definition 1.2. (2d scale-inhomogeneous discrete Gaussian free field).
Let φN = {φNv }v∈VN be a 2d DGFF on VN . For v = (v1, v2) ∈ VN , let [v]Nλ be the box of side length N1−λ
centred at v, namely
[v]λ ≡ [v]Nλ ≔
([
v1 −
1
2
N1−λ, v1 +
1
2
N1−λ
]
×
[
v2 −
1
2
N1−λ, v2 +
1
2
N1−λ
])
∩ VN (1.3)
and set [v]N
0
≔ VN and [v]N1 ≔ {v}. We denote by [v]oλ the interior of [v]λ. Let F∂[v]λ∪[v]cλ ≔
σ
(
{φNv , v < [v]oλ}
)
be the σ−algebra generated by the random variables outside [v]o
λ
. We define φNv (λ)
by conditioning on the DGFF outside the box [v]N
λ
, i.e.
φNv (λ) = E
[
φNv |F∂[v]λ∪[v]cλ
]
, λ ∈ [0, 1]. (1.4)
We denote by ∇φNv (λ) the derivative ∂λφNv (λ) of the DGFF at vertex v and scale λ. Further, let s 7→ σ(s)
be a non-negative function such that Iσ2(λ) ≔
∫ λ
0
σ2(x)dx is a non-decreasing function on [0, 1] with
Iσ2(0) = 1 and Iσ2(1) = 1. Then the 2d scale-inhomogeneous DGFF on VN is a centred Gaussian
field ψN ≔ {ψNv }v∈VN defined as
ψNv ≔
∫ 1
0
σ(s)∇φNv (s)ds. (1.5)
In this paper, we consider the case when σ is a right-continuous step function taking M ∈ N values.
Thus, there are variance parameters (σ1, . . . , σM) ∈ [0,∞)M and scale parameters (λ1, . . . , λM) ∈
(0, 1]M with 0 ≕ λ0 < λ1 . . . < λM ≔ 1, such that
σ(s) =
M∑
i=1
σi1[λi−1,λi)(s), s ∈ [0, 1]. (1.6)
In this case, the scale-inhomogeneous 2d DGFF or 2d (σ, λ)−DGFF in (1.5) takes the form
ψNv =
M∑
i=1
σi(φ
N
v (λi) − φNv (λi−1)). (1.7)
Similarly to (1.4), we set for v ∈ VN and λ ∈ [0, 1],
ψNv (λ) ≔ E
[
ψNv
∣∣∣∣∣F∂[v]λ∪[v]cλ
]
. (1.8)
Next, we compute the covariances of {ψNv }v∈VN . We fix δ ∈ (0, 1/2) and λ ∈ (4δ/ log N, 1/
√
log N).
For N ∈ N and v,w ∈ VN , set qN(v,w) ≔ log N−log ‖v−w‖2log N . For v,w ∈ VδN , we write E
[
ψNv ψ
N
w
]
=
E
[(
ψNv − ψNv (λ)
)
ψNw + ψ
N
v (λ)ψ
N
w
]
. By choice of δ and λ, it holds that [v]N
λ
∩∂VN = ∅ and [w]Nλ ∩∂VN = ∅.
Therefore, we may deduce as in [50, (A.41), (A.42)],
E
[(
ψNv − ψNv (λ)
)
ψNw
]
=
[Iσ2 (qN(v,w)) − Iσ2 (min {λ, qN(v,w)})] log N + O(√logN), (1.9)
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Figure 1. An example of variance and effective variance.
and ∣∣∣∣E [ψNv (λ)ψNw ]
∣∣∣∣ ≤ O(√logN). (1.10)
Using (1.9) and (1.10), we obtain for v,w ∈ VδN ,
E
[
ψNv ψ
N
w
]
= logNIσ2
(
logN − log (‖v − w‖2 ∨ 1)
log N
)
+ O(
√
log(N)). (1.11)
2. Main result
The main result of this paper are tail estimates for the maximum of the scale-inhomogeneous 2d
DGFF when there are finitely many scales. As simple consequences, we deduce the correct second
order correction and tightness of the centred maximum. We start with some notation. Let Iˆσ2(s) be the
concave hull of Iσ2(s). There exists a unique non-increasing, right-continuous step function s→ σ¯(s),
which we call ’effective variance’, such that
Iˆσ2 (s) =
∫ s
0
σ¯2(r)dr ≕ Iσ¯2 (s) for all s ∈ [0, 1]. (2.1)
The points where σ¯ jumps on [0, 1] we call
0 ≕ λ0 < λ1 < . . . < λm ≔ 1, (2.2)
where m ≤ M. To be consistent with previous notation (cf.(1.6)), we write σ¯l ≔ σ¯(λl−1). We denote
the maximum by ψ∗N ≔ maxv∈VN ψ
N
v . For any, possibly finite, sequence {xi}i≥0 of real numbers we
denote by ∆xi = xi − xi−1 the discrete increment. It turns out that the concave hull of Iσ2 , denoted
Iˆσ2 , gives the desired control for the first order of the maximum. Arguin and Ouimet [7, Theorem 1.2]
determined the correct first order behaviour, i.e. they showed that in probability,
lim
N→∞
ψ∗N
2 log(N)
= Iσ¯(1) =
m∑
i=1
σ¯i∆λ
i. (2.3)
In the following, the goal is to prove a second order correction and tightness of the maximum around
its mean. Let pi j be the unique index such that for 1 ≤ j ≤ m we have λ j = λpi j . Moreover, we write
t j = λ j logN
log 2
as well as t j = λ j
log N
log 2
. We set
mN ≔
m∑
j=1
2log 2σ¯ j∆t
j − (w jσ¯ j log(∆t
j))
4
, (2.4)
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where
w j =

3, Iσ¯2 |(λ j−1 ,λ j] ≡ Iσ2 |(λ j−1 ,λ j]
1, else
(2.5)
The following theorem establishes tail estimates of the maximum centred by mN .
Theorem 2.1. Let N ∈ N and {ψNv }v∈VN be a 2d (σ, λ)-DGFF on VN with M ∈ N scales. Assume
that on each interval [λi−1, λi] and i = 1, . . . ,m, we have either Iσ2 ≡ Iσ¯2 or Iσ2 < Iσ¯2 There exist
constants C, c > 0 such that for any x ∈ [0,
√
log N],
C−1
(
1 + x1σ1=σ¯1
)
e−x
2
σ¯1 ≤ P
(
max
v∈VN
ψNv ≥ mN + x
)
≤ C(1 + x1σ1=σ¯1 )e−x
2
σ¯1 . (2.6)
and for any 0 ≤ λ ≤ (log logN)2/3,
P
(
max
v∈VN
ψNv ≤ mN − λ
)
≤ Ce−cλ. (2.7)
Note that the result for the right-tail in (2.6) is precise up to a multiplicative constant. For values
x >
√
log N, by Borell’s inequality (see Theorem A.1) and [7, Lemma A.3], there is a constant cσ(δ) ∈
(0,∞), depending only on the variance parameter σ and the constant δ, such that
P
(
|ψ∗N − mN | ≥ δ
√
log(N)
)
≤ e−cσ(δ) log(N). (2.8)
As a simple consequence of Theorem 2.1, we obtain the following corollary.
Corollary 2.2. Under the same assumptions of Theorem 2.1, the sequence of the centred maximum
{ψ∗N − mN}N≥0 is tight. In particular,
E
[
ψ∗N
]
= mN + O(1), (2.9)
where the term O(1) is bounded by a constant which is uniform in N.
An interesting fact is that the profile of the variance matters both for the leading term and the
logarithmic correction. This phenomenon was first observed in the context of the GREM by Bovier
and Kurkova [36, 17, 18], and in the context of the time-inhomogeneous branching Brownian mo-
tion/branching random walk by Bovier and Hartung [13, 14], Fang and Zeitouni [27], Maillard and
Zeitouni [46] and Mallein [48].
Remark 2.3. Regarding the additional assumption on the variance profile in Theorem 2.1, we expect
that in general there are essentially two properties which determine the logarithmic correction. For
each interval [λ j−1, λ j] one has to see whether the effective variance and the real variance coincide in
a neighbourhood at the beginning or the end of the interval. If neither is the case we have the 1/2
correction. If it coincides in a neighbourhood at exactly one end point, we expect the factor to be 2/2
and if it coincides in neighbourhoods at the beginning and the end, the correction factor should be
3/2. If one considers the case of strictly decreasing variance σ in (1.5), we expect the second order
correction to be proportional to log1/3(N) as observed in the analogue setting for variable-speed BBM
[27].
2.1. Overview of related results. In the case when σ ≡ 1, the 2d scale-inhomogeneous DGFF simply
is the 2d DGFF. The maximum and more generally the extremal process of the DGFF has been the
subject of intense investigations. Let φ∗N ≔ maxv∈VN φ
N
v be the maximum of the DGFF. Through the
works of Bolthausen, Deuschel and Giacomin [11] as well as Bramson and Zeitouni [20] one obtains,
φ∗N = 2 log N −
3
4
log logN + Y, (2.10)
where Y is random variable of order o(log log N) in probability. Bramson and Zeitouni further deduced
that the centred maximum φ∗N − E
[
φ∗N
]
is tight as a sequence of real random variables. Convergence
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of the centred maximum was then shown by Bramson, Ding and Zeitouni in [19]. In [9, 10], Biskup
and Louidor proved that the extremal process converges to a cluster Cox process.
Another closely related model is (variable-speed) branching Brownian motion (BBM). It can be con-
sidered as the analogue model to the scale-inhomogeneous DGFF in the context of BBM. It first
appeared in a paper by Derrida and Spohn [23]. To define variable-speed BBM, fix a Galton Watson
tree, a time horizon t > 0 and let A : [0, 1] → [0, 1], strictly increasing with A(0) = 0, A(1) = 1
and bounded second derivatives. The overlap d(v,w) for leaves v,w in the tree is the time of their
most recent common ancestor. Variable-speed BBM in time t and with time change tA(·/t) can then be
defined as a centred Gaussian process x indexed by the leaves of the tree and covariance tA(d(v,w)/t),
where v and w are leaves. BBM is the special case when A(x) = x for x ∈ [0, 1], and coincides with the
generalized random energy model (GREM) on the Galton-Watson tree. Compared to the 2d DGFF, its
hierarchical structure makes it easier to analyse and the extremes of BBM are particularly well under-
stood (see [3, 6, 15, 21]). The extreme values and more general the extremal process for variable-speed
BBMwere investigated in [13, 14, 27, 28, 46]. In particular, the first order and second order correction
of the maximum in the regime of weak correlations, i.e. when A(s) < s for s ∈ (0, 1), is identical to the
uncorrelated regime. In this regime, convergence of the extremal process was proved by Bovier and
Hartung in [13, 14]. In the case of decreasing speed with finitely many changes in speed, the global
maximum is a simple concatenation of the maximum at speed change. When the speed is strictly
decreasing, i.e. when A′′ < 0, Bovier and Kurkova [17, 18] showed that the first order is as in all other
cases determined by the concave hull of A. The second order correction is no longer logarithmic but
proportional to t1/3, which was shown by Maillard and Zeitouni in [46], building upon the work by
Fang and Zeitouni in [28].
In the discrete analogue model of (variable-speed) BBM, the (time-inhomogeneous) branching ran-
dom walk (BRW) on the Galton Watson tree, there are results on the first and second order correction
by Fang and Zeitouni [27], Mallein [47] and Ouimet [51]. A notable difference in the context of (time-
inhomogeneous) BRW is that one does not need to assume that increments are Gaussian (see [47]).
For the usual BRW, Aïdékon proved convergence of the centred maximum [2] and Madaule of the
extremal process [45].
2.2. Idea of proof. The main idea to prove Theorem 2.1 is to use Gaussian comparison to compare
the distribution of the centred maximum of the scale-inhomogeneous DGFF with the distribution of
two auxiliary Gaussian fields, a time-inhomogeneous BRW (IBRW) and an modified inhomogeneous
branching random walk (MIBRW). The time-inhomogeneous BRW is constructed in such a way that it
is slightly less correlated than the scale-inhomogeneous DGFF which allows to use an available upper
bound on the right tail of the maximum of the time-inhomogeneous BRW. The MIBRW has correla-
tions that differ from those of the scale-inhomogeneous DGFF inside the field only up to a uniformly
bounded constant. This allows, in a first step, to use Gaussian comparison to reduce the remaining
lower bound on the right tail of the maximum to a corresponding lower bound on the right tail of the
maximum of the MIBRW. In a second step, we prove the lower bound on the right tail of the centred
maximum of the MIBRW that, together with the so-called “sprinkling method”, also allows to deduce
the upper bound on the left tail. The remaining lower bound on the right tail is achieved by a modified
second moment analysis.
Outline of the paper: In the next section we define two auxiliary Gaussian processes, the time-
inhomogeneous branching random walk (IBRW) and the modified time-inhomogeneous branching
random walk (MIBRW), and estimate their covariance structure. In Section 4 we provide the necessary
tail estimates that allow us to deduce Theorem 2.1. We start with the upper bound on the right tail,
then prove the lower bound on the right tail and finally, show the upper bound on the left tail. In
Appendix A we provide the Gaussian comparison theorems we use in the proof and Borell’s Gaussian
concentration inequality. In Appendix B we prove the covariance estimates stated in Section 3.
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3. Auxiliary processes and covariance estimates
Consider N = 2n for some n ∈ N. For k = 0, 1, . . . , n let Bk denote the collection of subsets of
Z
2 consisting of squares of side length 2k − 1 with corners in Z2 and let BDk denote the subset of Bk
consisting of squares of the form ([0, 2k − 1] ∩ Z)2 + (i2k, j2k). We remark that the collection BDk
partitions Z2 into disjoint squares. For v ∈ VN , let Bk(v) denote those elements B ∈ Bk(v) with v ∈ B.
Likewise define BDk(v), i.e. for v ∈ VN, B ∈ BDk(v) if and only if v ∈ B. One should note that
BDk(x) contains exactly one element, whereas Bk(x) contains 22k elements.
Definition 3.1 (Time-inhomogeneous branching random walk (IBRW)). Let {ak,B}k≥0,B∈BDk be an i.i.d.
family of standard Gaussian random variables. We define the time-inhomogeneous branching random
walk {RNz }z∈VN by
RNz (t) ≔
n∑
k=n−t
∑
B∈BDk(z)
√
log(2)σ˜
(
n − k
n
)
ak,B, (3.1)
where 0 ≤ t ≤ n, t ∈ N and s 7→ σ˜(s) is a non-negative function, for s ∈ [0, 1]. We specify the function
s 7→ σ˜(s) later in the proof (see p. 8).
It turns out that, due to its hierarchical structure, the IBRW is less correlated than the scale-
inhomogeneous DGFF, which is beneficial to obtain upper bounds using Gaussian comparison. But
this also makes it unsuitable to obtain sufficient lower bounds on the maximum value. We there-
fore introduce another auxiliary process whose covariance structure is much closer to the scale-
inhomogeneous DGFF, and is defined by taking uniform averages of IBRWs. For v ∈ VN, let BNk (v)
be the collection of subsets of Z2 consisting of squares of size 2k with lower left corner in VN. For
two sets B, B′ ⊂ Z2 we write B ∼N B′, if there exist integers i, j such that B′ = B + (iN, jN). Let
{bk,B}k≥0,B∈BNk denote an i.i.d. family of centred Gaussian random variables with unit variance and set
bNk,B ≔

bk,B, B ∈ BNk ,
bk,B′ , B ∼N B
′ ∈ BNk .
(3.2)
Definition 3.2 (Modified inhomogeneous branching random walk (MIBRW)). The modified inhomo-
geneous branching random walk (MIBRW) {S Nv }v∈VN is defined by
S Nz (t) ≔
n∑
k=n−t
∑
B∈BNk (z)
2−kσ
(
n − k
n
)
bNk,B, (3.3)
where 0 ≤ t ≤ n, t ∈ N and σ is defined as in (1.6).
3.1. Covariance estimates. In order to be able to apply Gaussian comparison, we need to compare
the correlations of the processes introduced previously. We write log+(x) = max(0, log2(x)). Further,
let ‖ · ‖2 be the usual Euclidean distance and ‖ · ‖∞ the maximum distance. As we are working in two
dimensions, they satisfy the relation ‖x − y‖∞ ≤ ‖x − y‖2 ≤
√
2‖x − y‖∞. In addition, we introduce for
v,w ∈ VN two distances on the torus induced by VN,
dN(v,w) ≔ min
z: z−w∈(NZ)2
‖v − z‖2, dN∞(v,w) ≔ min
z: z−w∈(NZ)2
‖v − z‖∞. (3.4)
Note that the Euclidean distance on the torus is smaller than the standard Euclidean distance, i.e. for
all v,w ∈ VN , it holds dN(v,w) ≤ ‖v − w‖2. However, equality trivially holds if one restricts oneself on
a smaller box, e.g. if v,w ∈ (N/4, N/4) + VN/2 ⊂ VN . In the following we call {S˜ Nv }v∈VN the homogeneous
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version of the process {S Nv }v∈VN which was introduced in [20], i.e. we assume that there is only one
scale λ1 = 1 with variance parameter σ1 = 1.
Lemma 3.3. There exists a constant C independent of N = 2n such that for any v,w ∈ VN ,
i.
∣∣∣∣E [S˜ Nv S˜ Nw ] − (n − log+(dN (x, y)))
∣∣∣∣ ≤ C,
ii.
∣∣∣∣∣E
[
S Nv S
N
w
]
− nIσ2
(
n−log+ dN (v,w)
n
)∣∣∣∣∣ ≤ C.
Further, for any x, y ∈ VN + (2N, 2N) ⊂ V4N ,
iii.
∣∣∣∣E [φ4Nv φ4Nw ] − log(2)(n − log+(‖v − w‖2))
∣∣∣∣ ≤ C,
iv.
∣∣∣∣E [ψ4Nv ψ4Nw ] − log(2)E [S Nv S Nw ]
∣∣∣∣ ≤ C.
Proof. See Appendix B. 
Remark 3.4. The assumption N = 2n for n ∈ Nmainly simplifies notation and also the proof, however
without removing essential difficulties.
An important tool in the analysis of the scale-inhomogeneous DGFF is the Gibbs-Markov property
of the DGFF. For two sets U ⊂ V ⊂ Z2 the DGFF on V can be decomposed into a sum of a DGFF on
U and an independent Gaussian field, i.e.
φVu
d
= φUu + E
[
φVu |σ
(
φVv : v ∈ V \ Uo
)]
, u ∈ V. (3.5)
Further, if A, B ⊂ V such that Ao ∩ Bo = ∅, then {φVu −E[φVu |F∂A]}u∈A is a DGFF on A, independent of
the DGFF on B {φVu −E[φVu |F∂B]}u∈B.
4. Tail estimates and tightness
The following analysis provides the necessary estimates to conclude Theorem 2.1.
Lemma 4.1. There is a constant α0 > 0 such that for sufficiently large N ∈ N and any v,w ∈ VN, we
have
Var
[
ψNv
]
≤ log NIσ2(1) + α0 = log N
M∑
i=1
σ2i ∆λi + α0, (4.1)
and
E
[
(ψNv − ψNw )2
]
≤2 log N
[
Iσ2(1) − Iσ2
(
n − ⌈log+ ‖v − w‖2⌉
n
)]
−
∣∣∣∣Var [ψNv ] − Var [ψNw ]
∣∣∣∣ + 4α0. (4.2)
Proof. Recall Definition 1.2 and note that we have an underlying discrete Gaussian free field {φNv }v∈VN
such that ψNv =
∑M
i=1 σi
(
φNv (λi) − φNv (λi−1)
)
, where φNv (λi)− φNv (λi−1) for i = 1, . . . ,M are independent
Gaussian free fields increments. A short computation shows that the variance of ∆φNv (λi) is up to
constants given by the difference of Green kernels on the boxes, that is G[v]λi (v, v) − G[v]λi−1 (v, v), for
which we have a sufficient bound (see [57, Lemma 3.10]), and (4.1) follows.
For (4.2), let bN(v,w) ≔ max (λ ∈ [0, 1] : [v]λ ∩ [w]λ , ∅) be the branching scale for particles v,w ∈
VN . For scales µi > µ′i ≥ bN(v,w) and i = 1, 2, increments φNv (µ1) − φNv (µ′1) are independent of
φNw (µ2)−φNw (µ′2). We define a set of representatives at scale λ ∈ [0, 1], denoted Rλ, such that it contains
the centre of boxes that form a decomposition of VN into disjoint boxes with side length N1−λ. Now,
fix v,w ∈ VN. There exists a set of representatives Rλ at scale λ = bN(v,w) − 4log N , such that there
is a common representative for v and w, which we call uλ. By [7, Lemma A.6], there is a universal
constant C > 0 such that for N large enough,
max
u∈{v,w}
E
[(
ψNu (λ) − ψNuλ(λ)
)2] ≤ C, (4.3)
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We further note that increments of v and w beyond bN(v,w) are independent and that, by Cauchy-
Schwarz,
E
[(
ψNv (bN(v,w)) − ψNv (λ)
) (
ψNv (bN(v,w) − ψNv (λ))
)]
≤ C˜ (4.4)
as well as
max
u∈{v,w}
E
[(
ψNu (bN(v,w)) − ψNu (λ)
)2] ≤ C˜, (4.5)
for some C˜ > 0. Thus, writing
ψNv − ψNw =ψNv (λ) − ψNuλ(λ) + ψNuλ(λ) − ψNw (λ) + ψNv (bN) − ψNv (λ) + ψNw (bN) − ψNw (λ) + ψNv − ψNv (bN)
+ ψNw + ψ
N
w (bN), (4.6)
we can bound E
[(
ψNv − ψNw
)2]
from above using (4.3), (4.4), (4.5), Green kernel estimates as for the
first statement (4.1), as well as independence of increments beyond bN(v,w), which then implies the
upper bound in (4.2). 
We begin with an upper bound on the right tail.
Proposition 4.2. There is a constant C = C(α0), independent of N such that for all N ∈ N and x > 0,
P
(
max
v∈VN
ψNv ≥ mN + x
)
≤ C(1 + x1σ1=σ¯1 )e−x
2
σ¯1 . (4.7)
The principal idea to prove Proposition 4.2 is to use Gaussian comparison and compare the max-
imum of the scale-inhomogeneous DGFF to the maximum of suitable inhomogeneous branchig ran-
dom walk. To obtain the correct upper bound we need to choose the variance of the IBRW appro-
priately. Here, we need to distinguish two cases. If there exists exactly one effective variance para-
meter, then we choose s 7→ σ˜(s), such that s 7→ Iσ˜2(s) is the lower convex envelope of the function
s 7→ Iσ2 (s). Else, if there are at least two effective scale parameter,s we introduce a parameter
0 < κ ≪ n. We set σmin = min1≤i≤M σi and σmax = max1≤i≤M σi. We pick λ˜1 ≡ λ˜1(κ) = λ1 nn+k as first
effective scale and as first effective variance, σ¯1. Next, we set λ˜1 = λ˜1(κ) = λ˜
1 σ
2
max−σ¯1
σ2max−σ2min
, λ˜2 = λ˜
1 and
λ˜3 =
λ˜1(σ¯1−σ2min)+(σ2max−1)
σ2max−σ2min
. For s ∈ [0, 1], we define the variance function as follows:
σ˜(s) =
(
σmin1s∈[0,λ˜1) + σmax1s∈[λ˜1,λ˜2)
)
1σ1,σ¯1 + σ¯11σ1=σ¯1 + σmin1s∈[λ˜2,λ˜3) + σ
2
max1s∈[λ˜3,1]. (4.8)
In both cases our choice ensures that the first effective variances coincide, that (n + κ)Iσ˜2
(
n−x
n+κ
)
≤
nIσ2
(
n−x
n
)
, for x ∈ [0, n] and such that Iσ˜2(1) = 1. Before proving Proposition 4.2, we need one more
lemma.
Lemma 4.3. There is an integer κ = κ(α0) > 0 such that for all N ∈ N, λ ∈ R and A ⊂ VN,
P
(
max
v∈A
ψNv ≥ λ
)
≤ 2P
(
max
v∈2κA
R2
κN
v ≥ λ
)
. (4.9)
Proof. By Lemma 4.1, we can choose a sufficiently large constant κ that depends only on α0, such that
Var
[
ψNv
]
≤ log(2)Var
[
R2
κN
2κv
]
for all v ∈ VN . Thus,
a2v ≔ log(2)Var
[
R2
κN
2κv
]
− Var
[
ψNv
]
(4.10)
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are non-negative. Let X be a standard Gaussian. Since Var
[
RNv
]
= Var
[
RNw
]
, for all v,w ∈ VN , we get
E
[
(ψNv + avX − ψNw − awX)2
]
= E
[
(ψNv − ψNw )2
]
+ (av − aw)2
= E
[
(ψNv − ψNw )2
]
+
∣∣∣∣Var [ψNv ] − Var [ψNw ]
∣∣∣∣
≤ 2 log(N)
[
1 − Iσ2
(
n − ⌈log+ ‖v − w‖2⌉
n
)]
+ 4α0, (4.11)
by Lemma 3.3. On the other hand by our choice of σ˜ in (4.8), Var
[
R2
κN
2κv
]
= log(N) + log(2)κ grows
linearly in κ, whereas E[R2
κN
2κu R
2κN
2κv ] =
(
log(N) + log(2)κ
)Iσ˜2
(
n−log+ dN (u,v)
n+κ
)
. By our choice in (4.8) and
taking into account that for two vertices u and v, log+ d
N(u, v) ≥ log+ ‖u − v‖2,
E
[
(R2
κN
2κv − R2
κN
2κw )
2
]
≥ 2 (log(N) + log(2)κ)
[
1 − Iσ˜2
(
n − ⌈log+ ‖v − w‖2⌉
n + κ
)]
. (4.12)
Combining (4.12) with the upper bound in (4.11), it follows that we may choose κ(α0) such that for all
v,w ∈ VN ,
E
[
(ψNv − ψNw )2
]
≤ E
[
(ψNv + avX − ψNw − awX)2
]
≤ E
[
(R2
κN
2κv − R2
κN
2κw )
2
]
. (4.13)
Applying Slepian’s Lemma, we obtain for any λ ∈ R+ and A ⊂ VN ,
P
(
max
v∈A
ψNv + avX ≥ λ
)
≤ P
(
max
v∈2κA
R2
κN
v ≥ λ
)
. (4.14)
By independence and symmetry of X,
P
(
max
v∈A
ψNv ≥ λ
)
≤ 2P
(
max
v∈2κA
R2
κN
v ≥ λ
)
. (4.15)

Proof of Proposition 4.2. [47, Theorem 4.1] gives us
P
(
max
v∈VN
RNv ≥ mN + x
)
≤ C(1 + x1σ1=σ¯1 )e−x
2
σ¯1 , ∀x ≥ 0. (4.16)
The claim follows from a combination of Lemma 4.3 and (4.16). 
Next, we prove a corresponding lower bound on the right tail.
Lemma 4.4. There is an integer κ > 0 such that for all N ∈ N and λ ∈ R,
1
2
P
(
max
v∈V2−κN
√
log(2)S 2
−κN
v ≥ λ
)
≤ P
(
max
v∈VN
ψNv ≥ λ
)
. (4.17)
Proof. Note that (N
4
, N
4
)+2κ−3V2−κN ⊂ (N4 , N4 )+V N8 ⊂ VN. By Lemma 3.3 ii. and iv., there is a constant
C > 0, independent of N, such that∣∣∣∣∣Var
[
ψN
( N
4
, N
4
)+2κ−3u
]
− Var
[
ψN
( N
4
, N
4
)+2κ−3v
]∣∣∣∣∣ ≤ C, ∀u, v ∈ V2−κN . (4.18)
Moreover, by iv. in Lemma 3.3
Var
[
ψN
( N
4
, N
4
)+2κ−3v
]
≥ log(2)Var
[
S 2
−κN
v
]
, ∀v ∈ V2−κN , (4.19)
for κ > 0 large enough, independent of N. Thus, we can find a family of positive real numbers
{av : v ∈ V2−κN} that satisfy |au − av | ≤
√
C for a constant C > 0, such that for u, v ∈ VN and an
independent standard Gaussian random variable X,
Var
[
ψN
( N
4
, N
4
)+2κ−3v
]
= log(2)Var
[
S 2
−κN
v + avX
]
, ∀v ∈ V2−κN . (4.20)
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Using Lemma 3.3 iv., and choosing κ large enough, we have for u, v ∈ V2−κN ,
E
[
(ψN
( N4 ,
N
4 )+2
κ−3u
− ψN
( N4 ,
N
4 )+2
κ−3v
)2
]
≥ log(2)E
[
(S 2
−κN
u − S 2
−κN
v + (au − av)X)2
]
. (4.21)
Hence, by Slepian’s Lemma we have for any λ ∈ R,
P
(
max
v∈V2−κN
ψN
( N
4
, N
4
)+2κ−3v
≥ λ
)
≥ P
( √
log(2) max
v∈V2−κN
(S 2
−κN
v + avX) ≥ λ
)
≥ 1
2
P
( √
log(2) max
v∈V2−κN
S 2
−κN
v ≥ λ
)
, (4.22)
as X is an independent standard Gaussian. 
Lemma 4.5. Set M∗N ≔ mN/
√
log(2). There is a constant C > 0 such that for any N ∈ N and
y ∈ [0,
√
logN],
P
(
max
v∈VN
S Nv > M
∗
N + y
)
≥ C (1 + y1σ1=σ¯1) e−
2
√
log(2)
σ¯1
y
. (4.23)
Recall the notation, i.e. pi j is the unique index such that, for 1 ≤ j ≤ m, we have λ j = λpi j and that
we write t j = λ j log N
log 2
as well as t j = λ j
log N
log 2
. Moreover, we set
M∗N(t) ≔
m∑
j=1
t ∧ t j − t j−1
∆t j
2√log 2σ¯ j∆t j − (w jσ¯ j log(∆t
j))
4
√
log(2)
 , t ∈ R+. (4.24)
The proof of Lemma 4.5 is based on a second moment computation. We introduce suitable events that
control the paths that reach the maximum. For v ∈ V ′N = VN/2 + (N/4, N/4) ⊂ VN, x ∈ R, 0 ≤ k ≤ n and
0 < i ≤ m, let
sk,n(x) ≔

I
σ2
(k/n)
I
σ2
(λ1)
(x), if 0 ≤ k ≤ λ1,
I
σ2
(k/n,λi)
I
σ2
(λi−1,λi) (x), if λ
i−1 < k ≤ λi
(4.25)
be the ’optimal path’ followed by extremal particles and
fk,n ≔

C f (Iσ2 (k/n)n)2/3, if 0 ≤ k ≤ t1,
C f (Iσ2 (k/n, λ1)n)2/3, if t1 < k ≤ t1,
C f (Iσ2 (λi, k/n)n)2/3, if ti < k ≤ tpii+1 : i ∈ {1, . . . ,m − 1}
C f (Iσ2 (k/n, λi+1)n)2/3, if tpii+1 < k ≤ ti+1 : i ∈ {1, . . . ,m − 1}
(4.26)
be the concave barrier. The constant C f depends on the parameters and will be fixed later in the proof.
For v ∈ VN , x ∈ R, ∞ > y > 0 and 0 ≤ k ≤ n, let
Iyn(1) ≔ [∆M
∗
N(t
1) + y − 1,∆M∗N(t1) + y], (4.27)
Iyn(i) ≔ [∆M
∗
N(t
i) − 1,∆M∗N(ti)], for 1 < i ≤ m (4.28)
Ik,n(x) ≔ [sk,n(x) − fk,n, sk,n(x) + fk,n], (4.29)
CN,yv (r) ≔ {∆S Nv (ti) ∈ Iyn(i), S Nv (k + ti−1) − S Nv (ti−1) ∈ Ik,n(∆S Nv (ti))
∀0 < k < ti+1 − ti, 0 < i ≤ m : k + ti−1 ≤ r}, (4.30)
hN(y) ≔
∑
v∈VN
1CN,yv (tm)
. (4.31)
fk,n and sk,n(x) are defined as before (see (4.25) and (4.26)). We can restrict the proof to the case of
m = 1 and to the assumption that Iσ2 (s) < Iσ¯2(s) holds for all 0 < s < 1. The statement in case
of equality is given by [24, Theorem 1.1]. The lower bound then follows using the independence of
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increments and the fact that on the intervals, when i > 1, we choose y = 0, compare (4.27) with (4.28).
This implies that there is a constant C > 0, such that we obtain as lower bound
C
(
1 + y1σ1=σ¯1
)
e−
2
√
log(2)
σ¯1
y
m∏
i=2
e−
2
√
log(2)
σ¯i
0 ≥ C (1 + y1σ1=σ¯1) e−
2
√
log(2)
σ¯1
y
. (4.32)
Thus, until the end of the proof of Lemma 4.5, we restrict ourselves to the case when m = 1 and
Iσ2(s) < Iσ¯2 (s) holds for all 0 < s < 1.
Lemma 4.6. There are constants C, c > 0 such that it holds for all N ∈ N sufficiently large and
y ∈ [0,
√
logN],
c ≥ E [hN(y)] ≥ Ce− 2
√
log(2)
σ¯1
y
. (4.33)
Lemma 4.7. There is a constant C˜ > 0 independent of N, such that, for y ∈ [0,
√
log N],
E
[
h2N(y)
]
≤ E [hN(y)]2 + (1 + C˜)E [hN(y)] . (4.34)
Proof of Lemma 4.6. In the following, we write M∗N instead of M
∗
N(t
1). By linearity of expectations,
E [hN] =
1
4
22t
1
P(S Nv (t
1) ∈ In(1), S Nv (k) ∈ Ik,n(S Nv (t1)) for 0 < k < t1). (4.35)
Note that E
[
sk,n(S Nv (t
1))
(
S Nv (k) − sk,n(S Nv (t1))
)]
= 0, and so
Var
[
S Nv (k) − sk,n(S Nv (t1))
]
= Var
[
S Nv (k) − sk,n(S Nv (t1))
]
= nIσ2
(
k
n
) (
1 − Iσ2 (
k/n)
Iσ2(λ1)
)
. (4.36)
In particular, E
[
S Nv (k) − sk,n(S Nv (t1))
]
= 0. Under our assumptions, we have . By conditioning the last
event in (4.35) on S Nv (t
1), using that this is independent of {S Nv (k) − sk,n(S Nv (t1))}t
1
k=0, we have
E
[
hN(y)
]
= 22nP
(
S Nv (t
1) ∈ [M∗N + y − 1,M∗N + y]
)
P
(
S Nv (k) ∈ Ik,n(S Nv (t1), 0 < k < t1
)
. (4.37)
To estimate the first probability in (4.37), note that S Nv (t
1) ∼ N
(
0, σ¯2
1
t1
)
and that the assumptions
imply the identity M∗N = 2
√
log(2)σ¯1n − 1
4
√
log(2)
log(n)σ¯1. Thus, by a standard Gaussian estimate,
P
(
S Nv (t
1) ∈ Iyn(1)
)
=
∫ M∗N+y
M∗N+y−1
exp
[
−x2/(2σ¯2
1
t1)
]
√
2piσ¯2
1
t1
dx ≥
exp
[
−(M∗N + y)2/(2σ¯21t1)
]
√
2piσ¯2
1
t1
. (4.38)
By expanding the square in (4.38) and bounding all terms in the exponential that tend to 0 as n → ∞
by a constant, we can find a constant C > 0 such that
P
(
S Nv (t
1) ∈ Iyn(1)
)
≥ CN−2e−y
2
√
log(2)
σ¯1 . (4.39)
We turn to the second probability in (4.37). By subadditivity of measures and using (4.36),
P(S Nv (k) ∈ Ik,n(S Nv (t1)), 0 < k < t1) ≥ 1 − 2
t1−1∑
k=1
P(S Nv (k) − sk,n(S Nv (t1)) > fk,n)
≥ 1 − 2
t1−1∑
k=1
C exp
−
1
2
f 2k,n
Iσ2 (k/n)n(1 −
I
σ2
(k/n)
I
σ2
(λ1)
)
 . (4.40)
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By definition of the concave barrier in (4.26), we may split and bound the sum in (4.40) from above
by
t1∑
k=1
C exp
[
−1
2
C2fσ
2/3
1
k
1/3
]
1σ1,0 +
t1−1∑
k=t1+1
C exp
[
−1
2
C2f mini∈{2,...,pi1}:σi>0
(σi)
2/3(t1 − k)1/3
]
<
c
2
, (4.41)
where 0 < c < 1 is a constant independent of n, if C f is large enough. Inserting (4.41) into (4.40)
gives
P(S Nv (k) ∈ Ik,n(S Nv (t1)), ∀0 < k < t1) > 1 − c = c2 > 0. (4.42)
Inserting (4.42) and (4.39) into (4.37) finishes the proof of the lower bound in (4.33). To get an upper
bound in (4.37) we bound the second probability by 1. For the first probability, as for the lower bound,
we get
P
(
S Nv (t
1) ∈ Iyn(1)
)
≤ CN−2 exp
−(y − 1)2
√
log(2)
σ¯1
 . (4.43)
Inserting this into (4.37), we obtain the upper bound in (4.33). 
Proof of Lemma 4.7. As in the proof of Lemma 4.6, we write M∗N instead of M
∗
N(t
1). Recall that, for
v,w ∈ VN , r(v,w) = n − ⌈log2(d∞N (v,w) + 1)⌉ denotes the number of scales of independent incre-
ments of the processes S Nv (k) and S
N
w (k
′). By decomposing the second moment along r(·, ·) and using
independence of the increments,
E
[
h2N(y)
]
=
∑
v,w∈VN
P
(
CN,yv (t
1) ∩CN,yw (t1)
)
=
n∑
k=0
∑
v,w∈VN
r(v,w)=k
P
(
CN,yv (t
1) ∩ CN,yw (t1)
)
≤ E [hN(y)]2 +E [hN(y)] +
n−1∑
k=1
∑
v,w∈VN
r(v,w)=k
P
(
CN,yv (t
1) ∩ CN,yw (t1)
)
. (4.44)
To bound the double sum from above, we bound each summand from above. Fix v,w ∈ V ′N with
r(v,w) = r = k ∈ {1, . . . , n − 1}. We set Bk,n(x) ≔ [x − sk,n(x) − fr,n, x − sk,n(x) + fr,n]. Dropping the
constraint for w up to time r, we have
P
(
CN,yv (t
1) ∩ CN,yw (t1)
)
≤P
(
CN,yv (t
1) ∩ CN,yw (r)
)
max
x∈In(1)
P
(
S Nw (t
1) − S Nw (r) ∈ Br,n(x)
)
≤P
(
CN,yv (t
m)
)
max
x∈In(1)
P
(
S Nw (t
1) − S Nw (r) ∈ Br,n(x)
)
. (4.45)
For fixed v ∈ V ′N, the number of points w ∈ V
′
N that satisfy d
∞
N (v,w) ∈ [2k, 2k+1], is bounded by
c122k = 22(t
1−r) for some c1 > 0. Therefore, we can bound the last summand in (4.44) from above by
c1E
[
hN(y)
] n−1∑
r=1
22(t
1−r) max
x∈Iyn(1)
v∈VN
P
(
S Nv (t
1) − S Nv (r) ∈ x + Ir,n(x)
)
. (4.46)
To bound the probability in (4.46), we use that for any x ∈ Iyn(1),
Ayr,n,x ≔ P
(
S Nv (t
1) − S Nv (r) ∈ x + Ir,n(x)
)
=
∫ x−sr,n (x)+ fr,n
x−sr,n(x)− fr,n
exp
[
− 1
2
z2
I
σ2
(r/n,λ1)n
]
√
2piIσ2(r/n, λ1)n
dz
≤ 2 fr,n√
Iσ2(r/n, λ1)n
exp
−1
2
(M∗N + y − sr,n(M∗N + y) − fr,n)2
Iσ2 (r/n, λ1)n
 . (4.47)
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Noting that n = t1 and using (4.25), we bound from below the square in the exponential in (4.47) by
(M∗N + y)
2
(
1 − Iσ2(
r/n)
Iσ2(λ1)
)2
− 2 fr,n
Iσ2(r/n, λ1)
Iσ2(λ1)
(M∗N + y) = (M
∗
N)
2
(
1 − Iσ2(
r/n)
Iσ2(λ1)
)2
− 2 fr,nM∗N
Iσ2(r/n, λ1)
Iσ2(λ1)
+(2M∗Ny + y
2)
(
1 − Iσ2(
r/n)
Iσ2(λ1)
)2
− 2y fr,n
Iσ2 (r/n, λ1)
Iσ2 (λ1)
.
(4.48)
Inserting (4.48) into (4.47), dropping the term involving y2, and noting that we can bound the term
exp

2y fr,n
I
σ2
(r/n,λ1)
I
σ2
(λ1)
I
σ2
(r/n,λ1)n
 by a constant, we obtain that (4.47) is bounded from above by
C fr,n√
Iσ2(r/n, λ1)n
exp
−
1
2
(M∗N)
2
(
1 − Iσ2 (
r/n)
I
σ2
(λ1)
)2
− 2 fr,nM∗N
I
σ2
(r/n,λ1)
I
σ2
(λ1)
+ 2yM∗N
(
1 − Iσ2 (
r/n)
I
σ2
(λ1)
)2
Iσ2(r/n, λ1)n

≤ C fr,n√
Iσ2 (r/n, λ1)n
exp

−2 log(2)t1Iσ2 (
r/n, λ1)
Iσ2 (λ1)
+
(
1 +
y
4
√
log(2)t1
)
2
log(t1)
Iσ2 (r/n, λ1)
Iσ2 (λ1)
−2y
√
log(2)
Iσ2(r/n, λ1)
Iσ2(λ1)
− log(t
1)2
32 log(2)t1
Iσ2(r/n, λ1)
Iσ2(λ1)
+
C fσ
4/3
1
r
2/3
(4 log(2))−1/2σ¯1
 . (4.49)
Let i be minimal such that σi > 0. We distinguish the cases 0 < r ≤ ti and ti < k < t1. We may assume
that σ1 > 0.
Case 1: In this case, we have Var[S Nv (t
1) − S Nv (r)] = Iσ2 (r/n, λ1)n and fr,n = C f (σ21r)
2/3. Since r ≤ t1,
1
λ1
I
σ2
(λ1)
1
λ1
I
σ2
(λ1)
=
σ2
1
σ¯2
1
∈ (0, 1), and so there is an η1 < 1, independent of r and n, such that
Iσ2(r/n, λ1)
Iσ2(λ1)
t1 = t1 − t1 Iσ2 (
r/n)
Iσ2(λ1)
= t1 − r
1
r/n
Iσ2 (r/n)
1
λ1
Iσ2(λ1)
= t1 − r
1
λ1
Iσ2 (λ1)
1
λ1
Iσ2 (λ1)
= t1 − η1r. (4.50)
Similarly, we have
I
σ2
(r/n,λ1)
I
σ2
(λ1)
≥ 1 − σ
2
1
σ¯2
1
λ1
λ1
. Using these facts in (4.49), we get
Ayr,n,x ≤ Cr2/3 exp
(
C˜r
2/3
)
2−2(t
1−η1r)
exp
[
log(t1)
I
σ2
(r/n,λ1)
2I
σ2
(λ1)
− 2y
√
log(2)
(
1 − σ
2
1
σ¯2
1
λ1
λ1
)]
√
Iσ2 (r/n, λ1)t1
× exp
− log(t1)Iσ2(
r/n, λ1)
2t1Iσ2(λ1)
 log(t
1) − 4
√
log(2)y
16 log(2)

 . (4.51)
Note that we have
I
σ2
(r/n,λ1)
I
σ2
(λ1)
< 1 and
(
log(t1)−4
√
log(2)y
16 log(2)
)
≥ 0. Thus, in the case 0 < r ≤ t1, we have
Ayr,n,x ≤Cr2/32−2(t
1−η1r) exp
C˜r2/3 − 2
√
log(2)
σ¯1
1 − σ
2
1
σ¯2
1
λ1
λ1
 y

≤C2−2(t1−η1r)+o(r) exp
−2
√
log(2)
σ¯1
1 − σ
2
1
σ¯2
1
λ1
λ1
 y
 . (4.52)
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Note that for the last factor in the exponent we know 0 < 1− σ
2
1
σ¯2
1
λ1
λ1
< 1, which guarantees that we have
the correct sign to have sufficient decay in y.
Case 2: The same computation as in (4.47), now in the case of t1 < r < t1, fr,n = C f (Iσ2(r/n, λ1))2/3 and
x ∈ Iyn(1), yields
Ayr,n,x ≤
2 fr,n√
Iσ2 (r/n, λ1)n
exp
−1
2
(M∗N(t
1) + y − sr,n(M∗N(t1) + y) − fr,n)2
Iσ2(r/n, λ1)t1

≤ C2
−2t1 Iσ2 (
r/n,λ1)
I
σ2
(λ1) (Iσ2 (r/n, λ1)n)
1/6 exp
log(t1)Iσ2 (r/n, λ1)
2Iσ2(λ1)
+
C f (Iσ2(r/n, λ1)n)2/3
(4 log(2))−1/2σ¯1

× exp
−y2
√
log(2)
σ¯1
Iσ2(r/n, λ1)
Iσ2(λ1)
− log(t1)Iσ2 (
r/n, λ1)
2t1Iσ2 (λ1)
 log(t
1) − 4
√
log(2)y
16 log(2)

 . (4.53)
As y ∈ [0,
√
logN],
(
log(t1)−4
√
log(2)y
16 log(2)
)
≥ 0. Moreover, for t1 < r < t1,
t1
Iσ2 (r/n, λ1)
Iσ2(λ1)
=
1
λ1−r/nIσ2 (r/n, λ1)
1
λ1
Iσ2 (λ1)
(t1 − r) ≥ η2(t1 − r), (4.54)
for a constant η2 > 1 that is independent of r and n. Using these facts in (4.53), we obtain
Ayr,n,x ≤C2−η2(t
1−r)(Iσ2(r/n, λ1)n)
2/3 exp
C f (Iσ2 (r/n, λ1)n)2/32√log(2) − y
2
√
log(2)
σ¯1
Iσ2(r/n, λ1)
Iσ2(λ1)


≤C2−2η2(t1−r)+o(t1−r) exp
−y
2
√
log(2)
σ¯1
Iσ2(r/n, λ1)
Iσ2(λ1)

 . (4.55)
Combining the bounds in (4.52) and (4.55) and observing that both (1 − η1) > 0 and (1 − η2) < 0 hold
and using y ≥ 0, allows us to bound the sum in (4.46) by an absolute constant C2 > 0, i.e.
n−1∑
r=1
22(t
1−r) max
x∈Iyn(1)
Ayr,n,x ≤ C

t1∑
r=1
2−2r(1−η1)+o(r) +
t1−1∑
r=t1+1
22(1−η2)(t
1−r)+o(t1−r)
 ≤ C2. (4.56)
Inserting (4.56) into (4.44) concludes the proof. 
Proof of Lemma 4.5. Combining Lemma 4.6 with Lemma 4.7 shows that there are constants, C˜,C, c >
0, such that
P
(
max
v∈VN
S Nv > M
∗
N + y
)
≥ P(hN(y) ≥ 1) ≥
(
E
[
hN(y)
])2
E
[
h2N(y)
] ≥ E
[
hN(y)
]2
E
[
hN(y)
]2
+ (1 + C˜)E
[
hN(y)
]
)
≥ E
[
hN(y)
]
1 + c
≥ Ce−y
2
√
log(2)
σ¯1 . (4.57)

The goal in the following is to provide an upper bound on the left tail of the centred maximum of
the (σ, λ)−DGFF. We start with a bound on the left tail of S ∗N − M∗N.
Lemma 4.8. There exist constants C, c > 0, such that, for all N ∈ N, and 0 ≤ λ ≤ (log logN)2/3,
P
(
max
v∈VN
S Nv ≤ M∗N − λ
)
≤ Ce−cλ. (4.58)
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Proof. By Lemma 4.5, there are β > 0 and δ0 ∈ (0, 1) such that, for all N ∈ N,
P
(
max
v∈VN
S Nv ≥ mN/
√
log(2) − β
)
≥ δ0. (4.59)
In particular, there is a κ > 0 such that, for all N ≥ N ′ ≥ 4,
2
√
log(2)Iσ¯(1) log
( N
N ′
)
− 3
4
√
log(2)
m∑
j=1
σ¯ j log
(
log
( N
N ′
))
− κ ≤ M∗N − M∗N′ (4.60)
≤ 2
√
log(2)Iσ¯(1) log
( N
N ′
)
+ κ.
We now pick λ
′
= λ
2
, N
′
= N exp
[
− 1
2
√
log(2)Iσ¯(1)
(λ
′ − β − κ − 4)
]
and set n′ = log2 N
′. With this
choice, we deduce from (4.60) that MN − MN′ ≤ λ
′ − β.We divide VN into disjoint boxes by placing
at each position (3iN
′
, 3 jN
′
) a box of size N
′
, for 1 ≤ i, j ≤ N
N′ . We call this collection of boxes B and
note that the pairwise distances between two boxes are at least 2N
′
. This implies independence of the
processes {S N
′
v }v∈B on pairwise disjoint boxes. This allows us to bound the number of boxes B ∈ B
from below by
N
3N′
≥ 1
3
exp
 1
2
√
log(2)Iσ¯(1)
(λ
′ − β − κ − 4)
 . (4.61)
Let S˜ Nv = S
N
′
v + X, for v ∈ B and B ∈ B, where X ∼ N(0, s2) is an independent random variable and
with s2 such that Var(S Nv ) = Var(S˜
N
v ). For u, v ∈
⋃
B∈B B, we then have
E
[
(S˜ Nu − S˜ Nv )2
]
= E
[
(S N
′
u − S N
′
v )
2
]
≤ E
[
(S Nu − S Nv )2
]
. (4.62)
An application of Slepian’s Lemma gives that, for any t ∈ R,
P
(
max
v∈VN
S Nv ≤ t
)
≤ P
(
max
v∈∪B∈BB
S Nv ≤ t
)
≤ P
(
max
v∈∪B∈BB
S˜ Nv ≤ t
)
. (4.63)
Using M∗N − λ
′ ≤ M∗
N′
− β and (4.59), one obtains, for each B ∈ B,
P
(
max
v∈B
S N
′
v ≥ M∗N − λ
′
)
≥ P
(
max
v∈B
S N
′
v ≥ M∗N′ − β
)
≥ δ0. (4.64)
By (4.64) and the independence of {S N′v }v∈B and {S N
′
v }v∈B′ , for different B, B′ ∈ B,
P
(
max
v∈∪B∈BB
S N
′
v < M
∗
N − λ
′
)
≤ (1 − δ0)|B|. (4.65)
As δ0 ∈ (0, 1), by (4.61), there are constants, C, c > 0, such that
(1 − δ0)|B| ≤ exp
 log(1 − δ0)3 exp
 1
2
√
log(2)Iσ¯(1)
(λ
′ − β − κ − 4)

 ≤ Ce−cλ′ . (4.66)
Using (4.63), we can bound P
(
maxv∈VN S
N
v ≤ M∗N − λ
)
from above by
P
(
max
v∈∪B∈BB
S N
′
v < M
∗
N − λ
′
)
+P(θ ≤ −λ′) ≤ Ce−cλ
′
, (4.67)
where the last bound follows from (4.66) and a Gaussian tail bound. 
Lemma 4.8 allows us to deduce the upper bound on the left tail of the centred maximum.
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Lemma 4.9. There exist constants, C, c > 0, so that, for all N ∈ N, and 0 ≤ λ ≤ (log logN)2/3,
P
(
max
v∈VN
ψNv ≤ mN − λ
)
≤ Ce−cλ. (4.68)
Proof. Following the proof of Lemma 4.3, we see that, instead ofP
(
maxv∈VN ψ
N
v ≤ mN − λ
)
, it suffices
to bound P
(
maxv∈2κVN ψ
2κ+2N
v+(2κ+1N,2κ+1N)
≤ mN − λ
)
. By Lemma 3.3 iv., there is a constant κ0 > 0, such
that, for all κ ≥ κ0,
Var
[
ψ2
κ+2N
2κv+(2κ+1N,2κ+1N)
]
≤ log(2)Var
[
S 2
2κN
v
]
, ∀v ∈ VN . (4.69)
Therefore, we can choose a collection of positive numbers, {av : v ∈ VN}, and an independent standard
Gaussian random variable, X, so that, for any N and u, v ∈ VN ,
Var
[
ψ2
κ+2N
2κv+(2κ+1N,2κ+1N) + avX
]
= log(2)Var
[
S 2
2κN
v
]
, ∀v ∈ VN. (4.70)
As Var
[
S 2
2κN
v
]
= Var
[
S 2
2κN
v
]
, for all v,w ∈ V22κN , and by the uniform bound in Lemma 3.3 ii., there is
a constant C1 > 0, such that
|au − av | ≤ C1. (4.71)
Writing u˜ = 2κu + (2κ+1N, 2κ+1N) and using Lemma 3.3 ii and iv., we get
E
[
ψ2
κ+2N
u˜ ψ
2κ+2N
v˜
]
≥ log(2)(n + κ)Iσ2
(
n + κ − log+ ‖2κu − 2κv‖2
n + κ
)
− c
= log(2)(n + κ)Iσ2
(
n − log+ ‖u − v‖2
n + κ
)
− c, (4.72)
where c > 0 is a constant. Further, taking into account that the Euclidean distance on the torus is
bounded by the usual Euclidean distance, we have by Lemma 3.3 ii.,
E
[
S 2
κN
u S
2κN
v
]
≤(n + 2κ)Iσ2
(
n + 2κ − log+ ‖u − v‖2
n + 2κ
)
+C, (4.73)
where C > 0 is another constant. Comparing (4.72) and (4.73), one deduces, using (4.70) that there is
a κ0, such that, for κ ≥ κ0,
E
[(
ψ2
κ+2N
2κu+(2κ+1N,2κ+1N) + auX
) (
ψ2
κ+2N
2κv+(2κ+1N,2κ+1N) + avX
)]
≤ log(2)E
[
S 2
κN
u S
2κN
v
]
. (4.74)
Using (4.74) and (4.70), we can apply Slepian’s lemma to obtain
P
(
max
v∈VN
ψ2
κ+2N
2κv+(2κ+1N,2κ+1N) ≤ mN − λ
)
≤P
(
max
v∈VN
ψ2
κ+2N
2κv+(2κ+1N,2κ+1N) + avX ≤ mN −
λ
2
)
+P
(
X ≤ − λ
Cκ
)
≤P
maxv∈VN S 2
2κN
v ≤ M∗N −
λ
2
√
log(2)
 +P
(
X ≤ − λ
Cκ
)
, (4.75)
where Cκ > 0 is a constant that solely depends on κ. Note that there is a collection of boxes V,
consisting of at most 28κ translated copies of VN, such that V22κN ⊂ ∪V∈VV . Since{
max
v∈V
22κN
S 2
κN
v ≤ M∗N − x
}
= ∩V∈V
{
max
v∈VN
S 2
κN
v ≤ M∗N − x
}
, (4.76)
we have, by the FKG inequality [33, Proposition 1], that
P
 maxv∈V
22κN
S 2
2κN
v ≤ M∗N −
λ
2
√
log(2)
 ≥
P
maxv∈VN S 2
2κN
v ≤ M∗N −
λ
2
√
log(2)


8κ
. (4.77)
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Using (4.77) and then Lemma 4.8, we bound (4.75) from above by
P
(
max
v∈V2κN
ψ2
κ+2N
2κv+(2κ+1N,2κ+1N) ≤ mN − λ
)
≤ P
(
max
v∈VN
ψ2
κ+2N
2κv+(2κ+1N,2κ+1N) ≤ mN − λ
)
≤ P
maxv∈VN S 2
2κN
v ≤ M∗N −
λ
2
√
log(2)
 +P
(
X ≤ − λ
Cκ
)
≤
P
 maxv∈V
22κN
S 2
2κN
v ≤ M∗N −
λ
2
√
log(2)


1/(8κ)
+P
(
X ≤ − λ
Cκ
)
≤ C˜e−c˜λ, (4.78)
where C˜, c˜ > 0 are constants that are independent of N. This concludes the proof of Lemma 4.9. 
We now have all the ingredients to finish the proof of Theorem 2.1.
Proof of Theorem 2.1. The upper bound on the right-tail in (2.6) follows using Proposition 4.2. A
combination of Lemma 4.4 with Lemma 4.5 implies the lower bound on the right-tail in (2.6). The
second statement, the upper bound for the left tail (2.7), is given by Lemma 4.9, which finishes the
proof. 
Appendix A. Gaussian comparison
Theorem A.1 (Borell’s inequality, [44, Lemma 3.1]). Let T be compact and {Xt}t∈T a centred Gaus-
sian process on T with continuous covariance. Further assume that almost surely, X∗ ≔ supt∈T Xt <
∞. Then,
E[X∗] < ∞, (A.1)
and
P
(∣∣∣X∗ −E[X∗]∣∣∣ > x) ≤ 2e−x2/2σ2T , (A.2)
where σ2T ≔ maxt∈T E[X
2
t ].
Theorem A.2 (Slepian’s Lemma, [44, Theorem 3.11]). Let T = {1, . . . , n} and X, Y be two centred
Gaussian vectors. Assume that we have two subsets A, B ⊂ T × T satisfying
E[XiX j] ≤ E[YiY j], (i, j) ∈ A (A.3)
E[XiX j] ≥ E[YiY j], (i, j) ∈ B (A.4)
E[XiX j] = E[YiY j], (i, j) < A ∪ B. (A.5)
Further, suppose that f : Rn → R is a smooth function with at most exponential growth at infinity of
f itself, as well as its first and second derivatives, and that
∂i j f ≥ 0, (i, j) ∈ A (A.6)
∂i j f ≤ 0, (i, j) ∈ B. (A.7)
Then,
E[ f (X)] ≤ E[ f (Y)]. (A.8)
We use Slepian’s Lemma in a particular setting, i.e. we assume thatE
[
X2i
]
= E
[
Y2i
]
andE
[
XiX j
]
≥
E
[
YiY j
]
for all i, j ∈ T.We then have for any x ∈ R,
P
(
max
i∈T
Xi > x
)
≤ P
(
max
i∈T
Yi > x
)
. (A.9)
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In particular, E [maxi∈T Xi] ≤ E [maxi∈T Yi] . If we only want to compare the expectation of maxima
we do not need the equality of variances. This is a result due to Sudakov and Fernique.
Theorem A.3 (Sudakov-Fernique, [31]). Let I be an arbitrary set of finite size n, {Xi}i∈I , {Yi}i∈I be two
centred Gaussian vectors. Define γXi j ≔ E[(Xi − X j)2], γYi j ≔ E[(Yi − Y j)2]. Let γ ≔ maxi, j |γXi j − γYi j|.
Then, ∣∣∣
E[X∗] −E[Y∗]
∣∣∣ ≤ √γ log(n). (A.10)
If γXi j ≤ γYi j for any i, j ∈ I, then
E[X∗] ≤ E[Y∗]. (A.11)
In particular, if {Xi}i∈I and {Yi}i∈I are independent centred Gaussian fields without any additional
assumptions on their correlations, one deduces
E
[
max
i∈I
(Xi + Yi)
]
≥ E
[
max
i∈I
Xi
]
. (A.12)
Appendix B. Covariance estimates
For particles v,w ∈ VN , let
bN(v,w) ≔ max{λ ∈ [0, 1] : [v]Nλ ∩ [w]Nλ , ∅} (B.1)
denote the branching scale. The key point is that beyond bN(v,w), increments are independent, that
is for 1 ≥ λ′ > λ > bN(v,w), φNv (λ′) − φNw (λ) is independent of φNw (λ′) − φNw (λ), whereas increments
before the branching scale are correlated. Further, for some B ⊂ VN , we set
φNv (B) ≔ E
[
φNv |σ
(
φNw : w ∈ Bc
)]
. (B.2)
Recall that for λ ∈ [0, 1], we also write φNv (λ) = φNv ([v]Nλ ).
Lemma B.1. Let δ ∈ (0, 1/2) and N ∈ N such that min1≤i≤M 2
2
∆λi ≤ N, as well as Nλ1 > δ−1.
Let v,w ∈ VδN and assume that the branching scale bN(v,w) coincides with a scale parameter, i.e.
bN(v,w) = λi for some i ∈ N. Then for any 0 ≤ i, j ≤ M with λi, λ j ≤ bN(v,w), we have
E
[
∆φNv (λi)∆φ
N
w (λ j)
]
= ∆λi log(N)1i= j + O (1) . (B.3)
Proof. For v = w the statement is contained in [7, Lemma A.2]. Let us assume v , w throughout the
proof . We start with the case i = j. More, we assume [v]λi ∩ [w]λi , ∅, i.e. the boxes should intersect
at least at the boundary. If this is not the case, we can subdivide the scales further and use that beyond
bN(v,w) the respective increments are independent. This implies that ‖v − w‖2 ≤
√
2N1−λi . We now
pick a box B of side length 2N1−λi , centred at the middle of the line connecting the vertices v and w.
This ensures the inclusion
σ
(
φNu : u ∈ Bc
)
⊂ σ
(
φNu : u ∈ [v]cλi
)
, σ
(
φNu : u ∈ [w]cλi
)
. (B.4)
Next we pick a box B˜ of side length 1
2
N1−λi−1 with the same centre as B. For N as in the assumption,
this implies in particular that σ
(
φNu : u ∈ B˜c
)
⊂ σ
(
φNu : u ∈ Bc
)
, as well as
σ
(
φNu : u ∈ [v]cλi−1
)
, σ
(
φNu : u ∈ [w]cλi−1
)
⊂ σ
(
φNu : u ∈ B˜c
)
. (B.5)
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We write ∆φNv (B) = φ
N
v (B) − φNv (B˜) and compute,
E
[
∆φNv (λi)∆φ
N
w (λi)
]
= E
[(
φNv (λi) − φNv (B) + ∇φNv (B) + φNv (B˜) − φNv (λi−1)
)
×
(
φNw (λi) − φNw (B) + ∇φNw (B) + φNw (B˜) − φNw (λi−1)
)]
= E
[
∆φNv (B)∆φ
N
w (B)
]
(B.6)
+ E
[
∆φNv (B)
(
φNw (λi) − φNw (B) + φNw (B˜) − φNw (λi−1)
)]
(B.7)
+ E
[(
φNv (λi) − φNv (B)
) (
φNw (λi) − φNw (B) + φNw (B˜) − φNw (λi−1)
)]
(B.8)
− E
[(
φNv (λi−1) − φNv (B˜)
) (
φNw (λi) − φNw (B) + φNw (B˜) − φNw (λi−1)
)]
. (B.9)
Using the conditional covariance identity
E [E [X|A]E [Y |A]] = E [XY] − E [(X − E [X|A]) (Y − E [Y |A])] , (B.10)
with X = φNv (1) − φNv (B˜), Y = φNw (1) − φNw (B˜) and A = σ
(
φNu : u < B
o
)
, along with noting that by the
Gibbs-Markov property of the DGFF φNv (1) − φNv (B˜)
d
= φB˜v , we can write the first term (B.6) as
E
[
φBv φ
B
w
]
− E
[
φB˜v φ
B˜
w
]
= log
(
N1−λi+log(2)/ log(N)
)
− log(‖v − w‖ ∨ 1) − log
(
N1−λi−log(2)/ log(N)
)
+ log(‖v − w‖ ∨ 1) + O(1) = ∆λi log(N) + O(1). (B.11)
For the remaining terms we need to show that they are at most of constant order. As the last two terms
(B.8) and (B.9) can be estimated the same way, we only deal with (B.8). Using Cauchy-Schwarz,
E
[(
φNv (λi) − φNv (B)
) (
φNw (λi) − φNw (B) − φNw (λi−1) + φNw (B˜)
)]
≤E
[(
φNv (λi) − φNv (B)
)2]1/2 (
E
[(
φNw (λi) − φNw (B)
)2]1/2
+ E
[(
φNw (B˜) − φNw (λi−1)
)2]1/2)
=(log(2) + c1)(log(2) + c2 + log(2) + c3) = O(1). (B.12)
To estimate (B.7) we make exhaustive use of our choice of boxes and use the relations (B.4) and (B.5)
along with the tower property for conditional expectations and the law of total expectation, i.e. we
first observe that both E
[
φNv (B)φ
N
w(λi)
]
= E
[
φNv (B)φ
N
w (B)
]
and E
[
φNv (B˜)φ
N
w (λi)
]
= E
[
φNv (B˜)φ
N
w (B˜)
]
hold. Using this, we reformulate (B.7), i.e.
E
[
∆φNv (B)
(
φNw (λi) − φNw (B) + φNw (B˜) − φNw (λi−1)
)]
=E
[
φNv (B)
(
φNw (B˜) − φNw (λi−1)
)]
− E
[
φNv (B˜)
(
φNw (B˜) − φNw (λi−1)
)]
=E
[
φNv
(
φNw (B˜) − φNw (λi−1)
)]
− E
[
φNv
(
φNw (B˜) − φNw (λi−1)
)]
= 0. (B.13)
For the remaining case i , j, we note that for |i − j| ≥ 2 increments are independent as the difference
of the boxes do not intersect for any v,w ∈ VN , as we assume N to be sufficiently large. The only
remaining case is j = i − 1. Note that in this case, the increment ∆φNv (λi) is independent of the
increment φNw (λi−1 − log(4)log(N) )− φNw (λi−2), as the annuli of the corresponding boxes do not intersect. This
gives,
E
[
∆φNv (λi)∆φ
N
w (λi−1)
]
=E
[
∆φNv (λi)
(
φNw (λi−1) − φNw
(
λi−1 −
log(4)
log(N)
)
+ φNw
(
λi−1 −
log(4)
log(N)
)
− φNw (λi−2)
)]
=E
[
∆φNv (λi)
(
φNw (λi−1) − φNw
(
λi−1 −
log(4)
log(N)
))]
=E
[(
φNv (λi) − φNv ([w]λi ) + φNv ([w]λi ) − φNv ([w]λi−1 ) + φNv ([w]λi−1 ) − φNv (λi−1)
)
×
(
φNw (λi−1) − φNw
(
λi−1 −
log(4)
log(N)
))]
. (B.14)
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Provided N is large, we have [v]c
λi
∪ [w]c
λi
⊃ [w]c
λi−1
⊃ [w]c
λi−1− log(4)log(N)
and so by the tower property and
the law of total expectation, we deduce
E
[(
φNv (λi) − φNv ([w]λi )
) (
φNw (λi−1) − φNw
(
λi−1 −
log(4)
log(N)
))]
= E
[
E
[
φNv
(
φNw (λi−1) − φNw
(
λi−1 −
log(4)
log(N)
)) ∣∣∣∣∣σ
(
φNu : u ∈ [v]cλi
)]]
− E
[
E
[
φNv
(
φNw (λi−1) − φNw
(
λi−1 −
log(4)
log(N)
)) ∣∣∣∣∣σ
(
φNu : u ∈ [w]cλi
)]]
= 0. (B.15)
As the annuli [w]λi−1\[w]λi and [w]λi−1− log(4)log(N) \[w]λi−1 do not intersect, we have independence of the
corresponding increments, i.e.
E
[(
φNv ([w]λi) − φNv ([w]λi−1)
) (
φNw (λi−1) − φNw
(
λi−1 −
log(4)
log(N)
))]
= 0. (B.16)
The remaining term in (B.14) can be bounded in a first step by the Cauchy-Schwarz inequality,
E
[(
φNv ([w]λi−1 ) − φNv (λi−1)
) (
φNw (λi−1) − φNw
(
λi−1 − log(4)/ log(N)
))]
≤ c
√
log(4)E
[(
φNv ([w]λi−1) − φNv (λi−1)
)2]1/2
. (B.17)
In order to bound the expectation on the right hand side, we consider a box B centred at the middle of
the line connecting v and w of side length N1−λi−1 −
√
2N1−λi . The assumption ‖v − w‖∞ ≤
√
2N1−λi
ensures the inclusion B ⊂ [v]λi−1 ∩ [w]λi−1 . This allows us to compute in a similar fashion as in the first
case (B.6), i.e.
E
[(
φNv ([w]λi−1) − φNv (λi−1)
)2]
= E
[(
φNv ([w]λi−1 ) − φNv (B) + φNv (B) − φNv (λi−1)
)2]
≤ 4max
(
E
[(
φNv ([w]λi−1) − φNv (B)
)2]
,E
[(
φNv (B) − φNv (λi−1)
)2])
≤ 4(c + log(N1−λi−1 ) − log(N1−λi−1 (1 −
√
2N−∆λi))) ≤ C. (B.18)
The constants c,C > 0 can be chosen uniformly in N, however depending on the scale parameters.
Altogether, we obtain
E
[
∆φNv (λi)∆φ
N
w (λ j)
]
≤ C, (B.19)
for some constant C > 0 that is uniform in N, which finishes the proof. 
Proof of Lemma 3.3. For a proof of the statements i. and iii., we refer to [20, Lemma 2.2]. We have
that log+(d
N
∞(v,w)) ≤ log+(dN (v,w)) ≤ log+(dN∞(v,w)) + 1. We begin with the proof of the second
statement. Note that if 1 ≤ k < log+(dN∞(v,w) + 1), there are no boxes of size 2k that cover both v and
w. Thus, if B, B˜ are boxes such that one covers v but not w and the other w but not v, the associated
random variables bk,B, bk,B˜ are independent. And so, only random variables bk,B associated to boxes of
size 2k with k >
⌈
log2(d
N
∞(v,w) + 1)
⌉
contribute to the covariance. For v = (v1, v2), w = (w1,w2) and
i = 1, 2, we write ri(v,w) = min(|vi −wi|, |vi −wi − N|, |vi −wi + N|). Using the fact that the number of
common boxes for v,w ∈ VN is given by [2k − r1(v,w)][2k − r2(v,w)],
E
[
S Nv S
N
w
]
=
n∑
k=⌈log+(dN∞(v,w))⌉
2−2kσ2
(
n − k
n
)
[2k − r1(v,w)][2k − r2(v,w)] (B.20)
=
n∑
k=⌈log+(dN∞(v,w))⌉

(
1 − r1(v,w)
2k
− r2(v,w)
2k
+
r1(v,w)r2(v,w)
22k
) 
M∑
i=1
1n−k∈(λi−1n,λin]σ
2
i

 .
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We note that since a + b − ab ≥ 0 for 0 ≤ a, b ≤ 1, we get
E
[
S Nv S
N
w
]
≤ n
M∑
i=1
σ2i ∆λi −
M∑
i=1
σ2i [n∆λi1n−⌈log+(dN∞(v,w))⌉≤λin
+
[
λin −
(
n −
⌈
log+(d
N
∞(v,w))
⌉)]
1λi−1n<n−⌈log+(dN∞(v,w))⌉<λin]
= 2
M∑
i=1
σ2i +
M∑
i=1
σ2i [n∆λi1n−⌈log+(dN (v,w))⌉≥λin
+
(
(1 − λi−1)n
⌈
log+(d
N(v,w))
⌉)
1λi−1n<n−⌈log+(dN (v,w))⌉<λin]
= 2Iσ2 (1) + nIσ2

n −
⌈
log+
(
dN(v,w)
)⌉
n
 . (B.21)
On the other hand, since a + b − ab ≤ a + b for a, b ≥ 0, we get
E
[
S Nv S
N
w
]
≥
n∑
k=⌈log+(dN∞(v,w))⌉
σ2
(
n − k
n
)
− max
1≤i≤M
σ2
( i
n
)
2−k+1dN∞(v,w)
≥
M∑
i=1
σ2i
[
n∆λi1n−⌈log+(dN (v,w))⌉≥λin + ((1 − λi−1)n
−
⌈
log+(d
N(v,w))
⌉)
1λi−1n<n−⌈log+(dN (v,w))⌉<λin
]
−C
= nIσ2

n −
⌈
log+
(
dN(v,w)
)⌉
n
 −C, (B.22)
where in the second step we did a rescaling from [0, n] onto the unit interval [0, 1] and where C > 0 is
a constant independent of N with C > 2max1≤i≤M σ2(i/M) that deals with the second part of the sum.
To prove the last statement iv., we note that beyond the branching scale, N being sufficiently large
(see assumptions of Lemma B.1) and by the Gibbs-Markov property, increments are independent as
the annuli of the corresponding boxes do not intersect (see for instance [7, Section 2]). Moreover,
by a refinement of the scale parameters and possibly allowing for an additional uniformly bounded
constant, we can assume that the branching scale coincides with a scale parameter. With this we can
apply Lemma B.1 and obtain the result, i.e.
E
[
ψ4Nx ψ
4N
y
]
= E

M∑
i=1
M∑
j=1
σiσ j∆φ
4N
x (λi)∆φ
4N
y (λ j)
 =
M∑
i=1
σ2iE
[
(∆φ4Nx (λi))
2
1n−⌈log+(‖v−w‖2)⌉≥λi
+
(
φ4Nx
(
n − ⌈log+(‖x − y‖2)⌉
n
)
− φ4Nx (λi−1)
)
1λi−1n<n−⌈log+(‖x−y‖2)⌉<λin
]
+ O(1)
= log(2)
M∑
i=1
σ2i
[
n∆λi1n−⌈log+ ‖x−y‖2⌉≥λin + ((1 − λi−1)n
−⌈log+ ‖x − y‖2⌉1λi−1n<n−⌈log+ ‖x−y‖2⌉<λin)
]
+ O(1)
= log(2)nIσ2
(
n − ⌈log+ ‖x − y‖2⌉
n
)
+ O(1), (B.23)
where O(1) is uniform in N. 
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