We estimate polarizabilities of atoms in molecules without electron density, using a Voronoi partitioning approach instead. The resulting atomic dispersion coefficients are calculated, as well as many-body dispersion effects on intermolecular potential energies. We also estimate contributions from multipole electrostatics and compare them to dispersion. We assess the performance of the resulting intermolecular potential from dispersion and electrostatics for more than 1,300 neutral and charged, small organic molecular dimers. Applications to water clusters, the benzene crystal, the anti-cancer drug ellipticine-intercalated between two Watson-Crick DNA base pairs, as well as six macro-molecular host-guest complexes highlight the potential of this method and help to identify points of future improvement. Overall, the method achieves an accuracy well within sophisticated empirical force fields, such as OPLS and Amber FF03, while exhibiting a simple parametrization protocol without the need for experimental input.
I. INTRODUCTION
Predicting potential energies from first principles is a long-standing endeavor in physical chemistry. PostHartree-Fock methods offer a great deal of accuracy and transferability by solving Schrödinger's equation, though at the expense of unfavorable scaling as a function of system size. [1] Density functional theory (DFT), on the other hand, implies only cubic scaling through the use of electron density and single-particle orbitals alone. [2] DFT has proven tremendously useful for the simulation of chemical systems and even for obtaining thermodynamical properties through the use of ab initio molecular dynamics. [3, 4] Unfortunately, common approximations to the employed exchange-correlation potential can result in significant shortcomings, such as the inadequate-occasionally even qualitatively wrongpredictions of the intermolecular forces that arise due to noncovalent van-der-Waals (vdW) binding, [5] or a dramatic overestimation of molecular polarizabilities. [6] While the latter can usually be cured through the use of hybrid density functionals, [7] the issue of vdW binding has motivated the development of a wide variety of dispersion-corrected methods, [8] [9] [10] many of which offer an atom-pairwise additive ad-hoc correction with the correct dissociative polynomial behavior of London's dispersion formula, C 6 /R 6 , referred to in the following as two-body dispersion (TBD). [11] [12] [13] Even though the addition of such atom pairwise corrections very much improve the accuracy of DFT, [14] it has also been demonstrated that the interatomic many-body vdW forces are * bereau@mpip-mainz.mpg.de not properly accounted for within LDA, GGAs, metaGGAs, and hybrid functionals. [15] Using the AxilrodTeller-Muto expression, the magnitude of interatomic three-body dispersion forces has subsequently been found to be quite significant in many systems, particularly when going beyond isolated molecular dimers toward larger molecular assemblies or condensed-phase systems such as molecular liquids or crystals. [16] To properly account for many-body effects, [17, 18] a many-body dispersion (MBD) method has recently been introduced [19] that builds on the Tkatchenko-Scheffler (TS) [20] TBD. Within MBD, free-atom polarizabilities are coupled at short interatomic distances by means of partitioning the atom around its closest neighbors according to its electron density. The MBD energy up to infinite order (i.e., R −n , n = {6, 9, . . .}) is then obtained by diagonalizing the Hamiltonian corresponding to a system of coupled fluctuating harmonic dipoles, [21] thereby coupling the polarizabilities at long range as well. The importance of MBD has been demonstrated for a large variety of molecular assemblies and systems. [19, [22] [23] [24] In this work, we investigate the interplay between multipole (MTP) electrostatics [25] and MBD effects in predicting intermolecular energies. Comparison between MBD and MTP electrostatics energy contributions allows us to decompose the binding energy in its constituent terms, shedding light on the origin of these interactions. To this end, we have adapted the MBD method to work without the underlying electron density, i.e., in similar spirit as a conventional force field. Such force fields typically rely on a large set of empirical parameters and pre-conceived topologies that are both long and difficult to parametrize, and that imply significant selection bias leading to inherent limits in transferability and accuracy.
We believe that it is no coincidence that their sheer quality is constantly put to the test [26] by ever-longer simulations [27] for ever differing systems and conditions. By contrast, our method accounts for non-covalent binding using a minimal number of free parameters and assumptions. In the long term, such an "electron-free" yet physics-based approach could offer promising alternatives to conventional force-fields for extended sampling of phase-space through Monte Carlo or molecular dynamics (MD) simulations.
In Sec. II, we introduce the approximations and changes necessary to compute MBD and TBD energies without electron density, i.e. from Voronoi partitioning only. Details for calculating the MTP electrostatics are also provided. Next, we optimize the free parameters to best reproduce numbers for a training set of experimental molecular polarizabilities, as well as a small set of intermolecular energies of gas-phase dimers (Sec. IV). We then report the method's performance for a large variety of systems: Sec. III reports on intermolecular energies for a diverse set of one thousand hydrogen-bonded and dispersion-bonded complexes, neutral and charged amino-acid side chains, ionic groups, organic halides, halohydrides, and halogen molecules. Thereafter, we assess the method in more detail for a select set of interesting systems. Specifically, we discuss potential energies of binding for the water dimer, thirty-eight water clusters with 2 to 10 monomers, the benzene crystal, and seven supramolecular host-guest complexes including the aromatic ellipticine drug and DNA base-pair dimer complex.
II. METHODS

A. Effective atomic polarizabilities
The frequency-dependent polarizability of atom p can be expressed as a truncated Padé series
where α 0 p [n(r)] is the static polarizability, ω p [n(r)] is the corresponding characteristic excitation frequency, and n(r) is the electron density. The two quantities α p and ω p in Eq. (1) are linked to the leading pairwise dispersion coefficient term C 6 for atoms p and q via the CasimirPolder integral [28] 
For p = q, this yields ω p = 4C 6pp /3(α 
Here, n free p (r) is the electron density of the free atom p and w p (r) weighs the contribution of the free atom p with respect to all free atoms at position r. [20] Accurate freeatom reference values of α p and C 6pp can be found in a study from Chu and Dalgarno. [29] In this work we relax the requirement for an electron density n(r). Instead, the free-atom density is represented by a Gaussian function centered at the nucleus, and the free-atom radius, R vdW p , [16] is used as its width. We also replace the total electron density in the numerator by this free-atom density. As a proxy for the weight w p (r), we partition space into two regions:
where r p is the position of atom p, d(r, r p ) = |r − r p | is the Euclidean distance between points r and r p , and d w is an atom-type independent, free parameter that scales the exponential decay. The partitioning between the region belonging to atom p, R p , and the rest relies on a Voronoitype tessellation scheme [30] to determine which atom is closest to any position r
In practice, R p is evaluated from a set of points r located around atom p. While the Voronoi scheme systematically aims at the midplane between two atoms, the asymmetry between different chemical elements is encoded in w p (r) via the free-atom radii R vdW p . To evaluate Eq. (3), we perform a discrete integration over a cubic grid of size 20 Bohr 3 with step sizes of 1.0 Bohr around each atom p.
B. Many-body Dispersion (MBD) energy
Originally, the MBD scheme prescribed a prior longrange coupling of the atomic polarizabilities. [19] We note that more recently, it has been shown that the coupled quantum harmonic oscillator (QHO) model already includes long-range electrodynamic screening. [31] In that procedure, short-ranged screening effects are excluded from the MBD equation to avoid double counting of the DFT correlation energy and the polarizability screening. We hereby omit this separation, since our scheme does not entail any correlation, and work instead with the full interaction tensor.
The MBD energy is computed from the coupled fluctuating dipole model for a collection of coupled isotropic QHOs, each representing an atom in the system. [19, 21] We rely on the abovementioned set of effective atomic polarizabilities, α 
where T pq = ∇ rp ⊗ ∇ rq W (r pq ) is the dipole interaction tensor, r p and r q are the atoms' positions, and δ is Kronecker's delta. Here, the dipole interaction tensor relies on the modified Coulomb potential
where r pq = |r p − r q |, β is a range-separation parameter and R The interaction energy is given by the difference of the coupled and uncoupled systems of QHOs
where {λ i } are the eigenvalues of the matrix C QHO (Eq. 6).
C. Molecular polarizability
The MBD eigenvalue problem (Eq. 6) has been shown equivalent to the calculation of molecular polarizability from a dipole-dipole electric field coupling equation. [32] As described by Applequist, [33] the molecular polarizability can be obtained from a combination of the eigenvalues and eigenvectors of Eq. 6, the norm of eigenvector i being subsequently scaled by α
i . Though all atomic polarizabilities and characteristic frequencies considered up to now were purely isotropic, we have found strongly enhanced molecular polarizability anisotropies when using anisotropic coefficients for the eigenvector scaling. To do so, we replace the r 3 factor in Eq. 3 by (r · e α ) 2 r, where e α is a cartesian unit vector along α ∈ {x, y, z}.
D. Two-body Dispersion (TBD) energy
While the reward for using MBD is evident, inclusion of TBD in the discussion also has its merits. The TBD amounts to (i) a commonly used DFT correction, (ii) the dissociative Lennard-Jones tail employed for intermolecular non-covalent energy contributions in many forcefields, (iii) an interesting comparison of two-body versus many-body effects, and (iv) a straightforward way to evaluate analytic force contributions. As such, our TBD implementation suggests a simple recipe to approximately include the dynamic, through atomic Voronoi partitioning re-evaluated "on-the-fly," dispersion coefficients in MD packages, as it only requires the estimation of effective polarizabilities to determine the C 6 coefficients. Therefore, and following the TS prescription, [20] we also extend the discussion to include dispersion energies arising from exclusively pairwise dipole-dipole interactions,
where
the C 6 and α parameters are computed from the frequency-dependent polarizability α(iω), and we use a
Fermi-type damping function
, (12) where d and s R are unitless, free parameters obtained through optimization (see below).
E. Multipole electrostatics
Electrostatic interactions were computed using a static multipolar expansion. The electrostatic potential (ESP), Φ(r) = dr ′ n(r ′ )/|r − r ′ |, of a charge density n at position r is expanded in a Taylor series of 1/R ≡ 1/|r − r ′ |, providing the following MTP expansion for Φ in Cartesian coordinates
where q is a partial charge, µ α is the component α of the dipole moment µ, Θ αβ is the component αβ of the second-rank quadrupole moment tensor Θ, and summation over repeating indices is implied. Analogous to Coulomb interactions, the MTP interaction is determined by the work done on an MTP Q lκ (i.e., order l and index κ) brought from infinity to a point r in a region populated by the potential Φ, E MTP = ΦQ lκ . [34] For this study, MTP coefficients up to quadrupoles have been placed on each atomic site. All multipole interactions were computed in CHARMM [35] using the MTPL module. [36, 37] III. RESULTS
IV. PARAMETER OPTIMIZATION
A. Multipole coefficients MTP coefficients were obtained by means of a fit to the ab initio ESP of each compound, using second-order Møller Plesset and an aug-cc-pVDZ basis set (except for the supramolecular host-guest complexes, see below). For each molecule, we computed the ab initio ESP of the conformation provided by the reference geometry, without further optimization. MTP parameters were then fitted to best reproduce the ESP in the close vicinity of the molecule (see Eq. 13). To avoid fitting artifacts due to insufficient sampling of buried atoms, we constrained each monopole to deviate at most by an amount 0.1 e from the corresponding monopole derived from the generalized distributed multipole analysis (GDMA). [34] More details on the ESP-based fitting protocol, as well as scripts to reproduce the present results, can be found in Kramer et al. [25] B. Polarizabilities
The estimation of molecular polarizabilities based on Voronoi partitioning requires the determination of three free parameters: (i) d w , which controls the decay of the weight w p (r) in the polarizability calculation (Eq. 3), (ii) β from the modified Coulomb potential (Eq. 7), and (iii) the radius prefactor γ MBD (see Sec. II B). We have found, however, that the latter two affect molecular polarizabilities negligibly, within a reasonable range-they will be parametrized in the next Section. We optimize d w globally, i.e. it is not atom-type dependent, to best reproduce a set of 18 experimentally-determined molecular polarizabilities benchmarked in Refs. 38, 19, and 22. The parameter was systematically varied to minimize the meanabsolute relative error (MARE: i |α
of the isotropic molecular polarizabilities. For d w = 3.8 Bohr −1 , we find minimal MARE values of 6% for the isotropic polarizabilities. This outcome compares favorably with the 9.1% MARE found by DiStasio et al. [22] Fractional anisotropies (FA:
are not as well accounted for: 68%, while they found 34%. Fig. 1 shows the scatter plot of (a) the isotropic molecular polarizabilities and (b) fractional anisotropies predicted from the best-performing parameters versus experimental values used for fitting. We find decent correlation for the fractional anisotropies against the experimental values, though our model systematically underestimates them. 
C. MBD interaction energies
To compute relaxed geometries within MBD, two additional parameters required optimization, the rangeseparation parameter, β, of the modified Coulomb potential (Eq. 7), and the radius prefactor γ MBD that scales R vdW pq (see Sec. II B). These parameters were systematically varied by adding up MBD and MTP energies to best reproduce the set of intermolecular dimer energies from the S22 dataset [39] -a benchmark database with 22 high-level quantum chemistry (CCSD(T)) interaction energies for dimers of small molecules, DNA base pairs, and amino acid pairs in their minimal potential energy geometry. In this regard, the MTP intermolecular energies are assumed to be correct and subtracted from the reference energies, such that we optimize the free parameters to minimize the quantity i |E It is noteworthy that a number of common DFT functionals were found to perform at similar level or worse. [40] Combination of MBD with PBE0 has been shown to yield an error of only 0.3 kcal/mol. [19] Our results for S22 also compare well to energies predicted by a number of standard force fields, Amber (2.1 kcal/mol), OPLS-AA (2.0 kcal/mol), and MMFF94s (1.6 kcal/mol). [41] To analyze the performance of our MBD+MTP model, we display in Fig. 2 the energy decomposition between MTP and MBD together with the reference energies for each compound in the S22 dataset. As one would expect, for the hydrogen-bonded dimers, the MTP contributions dominate, with the MBD contribution typically improving the overall prediction. The most dramatic failure for this class of dimers is found in the case of the 2-pyridoxine 2-aminopyridine complex, where MBD+MTP underestimates the actual interaction energy by ∼10 kcal/mol. At this point, we also stress the lack of higher multipoles (i.e., beyond dipole) in the MBD method (e.g., C 8 , C 10 coefficients). Jones et al. have recently summarized the types of dispersion interactions that arise from the different induced multipoles. [42] This error might also originate from the lack of induced multipole moment contributions, which are not accounted for within our model. Another possible source of errors could be due to the fact that in this work, we rely on the MBD energy alone to fully reproduce all dispersion at short as well as longrange interatomic distances. A β-value smaller than 2 will yield a finite amount of dispersion energy in the zero-distance limit. We note that in contrast the augmentation of DFT functionals with dispersion corrections typically implies β ≥ 2, i.e., W (r pq → 0) → 0, due to some amount of dispersion energy already accounted for through the short range correlation in the functional. [19] Clearly, also capturing short-range correlation effects still leaves room for further improvement. In the case of the dimers where the interaction energy is dominated by dispersion, the combination of MTP and MBD predicts interaction energies that compare very favorably with the reference numbers. It is particularly encouraging that in several cases an overestimation due to MBD is offset by a repulsive MTP contributions resulting in an accurate overall interaction energy, e.g., indole-benzene complex (stack). We also note that the MBD contribution is attractive in nature for all the instances in the S22.
D. TBD interaction energies
In the same spirit as for MBD, TBD energies are compared to the reference energies, subtracted by the MTP contribution. Errors in TBD energies in the S22 relaxed geometries were minimized through tuning of the dimensionless free parameters d and s R (Eq. 12). While d = 20.0 is a commonly-used value, [20, 43, 44] we have found d = 11.0 to perform best. As for s R , a value of 2.20 proved to be best. Overall, the error converges to a MAE of 2.0 kcal/mol, which also compares extremely favorably against other DFT functionals without dispersion correction and standard force fields.
E. C6 coefficients from Voronoi partitioning
To assess the performance of the Voronoi partitioning scheme for estimating C 6 coefficients of atoms in molecules, we compute the C 6 coefficients of the water dimer in the S22 dataset as a function of oxygenoxygen distance. Specifically, the water dimer exhibits C 6 values of ≈ 3 and 7 Hartree Bohr 6 for the hydrogen and oxygen atoms, respectively, as shown in Fig. 3 . We find slightly large and low C 6 values for hydrogen and oxygen atoms, respectively, compared to higherlevel calculations. [16, 20, 45] We suggest that our simple Voronoi partitioning scheme does not sufficiently account for the difference in electronegativity of the two atoms, in spite of the partitioning's dependence to the free-atom's van der Waals radii. To further probe the C 6 coefficients obtained from Voronoi partitioning, we computed their average values for each chemical element across the S22 dimers. We find the following: C (15.3 ± 0.4), O (7.1 ± 0.9), N (8.4 ± 1.3), and H (3.1 ± 0.4), all expressed in Hartree Bohr 6 . Reference values are in the ranges: C (24 − 33), O (12 − 15), N (17 − 20), and H (2 − 3), also in atomic units. [20] Still, the geometry-dependent variation of the C 6 coefficients is properly accounted for and illustrates the coupling between the two molecules.
F. Molecular dimers
In Tab. I, we report the MAE of potential energies of interaction for a total of over 1,300 geometries of small molecular dimers drawn from a variety of databases designed to probe non-covalent interactions (extracted from Ref. 46 ). These complexes include the S22; [39] its extension to nonequilibrium geometries, S22x5; [47] S66-a larger coverage of interactions found in organic molecules and biomolecules-and its extension to nonequilibrium geometries, S66x8; [48] hydrogen bonds found in ionic groups interacting with neutral compounds (IonicHb)-constructed in analogy to S66x8; [49] a set of 24 pairs of representative amino acid side chain interactions (SCAI); [50] a set of 40 complexes of organic halides, halohydrides, and halogen molecules at equilibrium (X40) and nonequilibrium (X40x10) geometries. [51] Results are shown in Tab. I for the respective MTP, TBD, and MBD contributions. We remind the reader that only S22 was used to fit the free parameters of the method. As one would expect, the sum of dispersion and electrostatics (referred to as "MBD+MTP") performs on average better than any individual components, except in a few isolated cases (i.e., see components of S66, S66x8, and IonicHb). In the case of S22, MBD+MTP performs on par with standard force fields for the SCAI database: OPLS (2.1 kcal/mol) and Amber FF03 (2.2 kcal/mol). [50] The improvement for going from TBD to MBD is largest for the SCAI-database, possibly due to the aromaticity of a number of amino-acid side chains.
A scatter plot between all 1,300 intermolecular energies predicted from the current implementation and reference energies (most of which are CCSD(T)) is shown in Fig. 4 . Clearly, the X40 and X40x10 data sets represent the most difficult challenges for MBD+MTP. The MBD+MTP severely overestimates the binding of HCl-methylamine, HF-methylamine, HF-methanol, trichloromethanol-water, and trifluoromethanol-waterspecifically for distances shorter than the equilibrium geometry, where repulsive interactions are critically lacking from our model (see also Fig. 5 ). For those, the MTP energy alone is significantly lower than the reference energy. Similar overestimations are also encountered in the case of the larger supramolecular guest-host systems discussed below, though the role of MTP there is not as clear.
To further analyze the quality of our approach, we decomposed the MAEs of the S22x5, S66x8, IonicHb, and X40x10 datasets at each distance factor that is used to scale their nonequilibrium geometries (i.e. at 0.90, 1.00, 1.25, 1.50, 2.00). This decomposition is shown for both TBD+MTP and MBD+MTP in Fig. 5 . For MBD+MTP, we find the deviation from reference systematically decaying with the intermolecular distance for all the four datasets. This underscores the fact that the correct dissociative asymptotics has been taken into account via the MBD. For smaller distances, however, the lack of Pauliand Coulomb-repulsion in our model appears to be at the origin of an increasing error. For the TBD+MTP data, however, no such physically correct behavior is found for larger distances. In the case of S22 and S66 the error at twice the equilibrium distance (∼ 7Å) is in fact as large as the error at 0.9 of the equilibrium distance. This finding conflicts with the common assumption that the simple C 6 /R 6 correction will yield proper dissociative tails. While hardly relevant for dimers in gas-phase, one can expect this effect to become very significant in crowded or condensed-phase scenarios where second neighbor solvation shells contribute significantly to the cohesive energy. We note that the low errors for TBD+MTP in the IonicHb and X40x10 datasets are the result of a relatively small weight of the TBD interactions compared to electrostatics. As such, the small error at large distances is mainly associated to the electrostatics that has well been accounted for through MTP. 
G. Water clusters
Moving toward more complex systems, we further benchmarked the present method against a series of 38 water clusters containing 2 to 10 water molecules. [52] The importance of many-body dispersion in small water clusters has been highlighted by Gillan et al. [53] Santra et al. [54, 55] studied similar water clusters and reported errors that were within 1 kcal/mol of reference ab initio data using PBE0. The results of our approach, shown in Fig. 6 , indicate a strong correlation between MBD+MTP energies versus reference CCSD(T) ab initio data over a large energy range. As the cluster increases in size, the estimates become overstabilizing. For all clusters but the smallest ones, we consistently find an error of ≈ 4 kcal/mol per water molecule. The MBD component is comparatively weak, as shown in Fig. 6 , and illustrates that the MTP interaction alone overstabilizes the complex. Defusco et al. highlighted the importance of repulsion to accurately describe water-cluster geometries. [56] Polarizable electrostatics is also known to play an important role, [57, 58] though it is likely to lower the binding energy even further. [59] Interestingly, our MTP coefficients are in good agreement with the original AMOEBA water model. [59] Their excellent results in reproducing small water clusters further suggests the role of repulsion in this discrepancy. MAE as a function of distance relative to the equilibrium geometry for the databases S22x5, S66x8, IonicHb, and X40x10 for both TBD+MR (top) and MBD+MR (bottom). The intermolecular distance at equilibrium geometry is scaled by a factor (i.e., 1.00 corresponds to the equilibrium geometry). Note that the S22x5 at 1.25 is referring to a an energy that was in fact calculated using a factor of 1.20 instead (denoted by asterisks above the corresponding histograms).
H. Benzene crystal
To further assess the performance of our approach, we computed the cohesive binding energy of the benzene crystal. Crystal structure prediction of organic compounds has benefitted from steady progress, owing in part to the development of both fast and accurate modeling methods (e.g., dispersion-corrected DFT), [60] to the point of ranking polymorphs of molecular crystals. [24] Akin to Refs. 11 and 61, we computed the binding energy for different ratios of ρ/ρ exp , where ρ denotes the unit-cell density and the experimental value is taken from Ref. 62 . Density scalings were performed isotropically, while the monomers of the unit cell were translated relative to the corresponding scaling of their center of mass.
* As a result, we restrained our study to small deviations, i.e., * Note that the current implementation does not allow to relax internal coordinates. |ρ/ρ exp | ≤ 5%. The binding energy was computed using
MBD only MBD+MTP
where N is the number of monomers in the unit cell (i.e., N = 4 in this case). Fig. 7 shows the binding energy as a function of ρ/ρ exp . We find very good agreement with the experimental energy (i.e., E exp binding = −10.2 kcal/mol). In most cases, the MTP and MBD energy contributions are 25% and 75%, respectively. While Fig. 7 indicates a monotonously decreasing curve, an energy minimum is expected due to the rising contribution of repulsion as ρ gets larger. The corresponding TBD results are on par (see Fig. 7 ). For the sake of comparison, we plot the results of Tapavicza et al., who used dispersion corrected atom centered potentials (DCACP) in combination with the BLYP density functional. [61] I. Supramolecular complexes
As the final and most challenging test-case, we considered several supra-molecular host-guest complexes where one moiety encloses to a very large degree the structure of the other moiety. First, we calculated the interaction energy for two Watson-Crick-bound DNA base pairs, connected through charged sugar-phosphate backbone, into which ellipticine is intercalated (Fig 8 (a) ). The binding energy was estimated to amount to ≈ 37 kcal/mol from a dispersion-corrected DFT method, [63] 48 kcal/mol from the Tkatchenko-Scheffler method (i.e., without subsequent SCS), [16] 50.7 kcal/mol from the non-rangeseparated MBD method with DFT, [23] and 33.6 ± 0.9 kcal/mol from diffusion quantum Monte Carlo. [64] The complex has significant π-π stacking and manybody effects. [16] We find a binding energy E MBD binding = 60 kcal/mol, where the MTP contribution is destabilizing (i.e., +7.4 kcal/mol; see Tab. II). We further note that the binding energy using TBD is significantly stronger : E TBD binding = 182 kcal/mol. These trends are in qualitative agreement with previous results, [16] though they suggest that, as already seen for larger systems above, the current MBD implementation overestimates the binding energy as the contact area between moieties grows.
Secondly, we also studied a select set of six hostguest supramolecular complexes (Fig. 8 (b-g) ) extracted from the S12L database of Grimme. [66, 67] These complexes are formed by a host molecule (e.g., "tweezer", "pincers") and a guest (i.e., small organic molecule) stabilized by non-covalent interactions, including vdW interactions, hydrogen-bonding, π-π stacking, and electrostatic attraction. The subset of complexes selected here follows a recent study where diffusion quantum Monte Carlo reference numbers have been obtained: [68] tetracyanoquinone-tweezer (b), 1,4-dicyanobenzene-tweezer (c), buckyball-catcher (d), glycine anhydride-macrocycle (e), butylammoniumcucurbit [6] uril cation (f), and 1-hydroxyadamantanecucurbit [7] uril (g). Because of the sheer size of these systems (each host contained between 72 and 130 atoms), the ab initio calculations devoted to the ESP-based fitting were run with an M06-2X functional [69] with 6-31+G(d,p) basis set. Unlike the aforementioned protocol (i.e., MTP coefficients from MP2/aug-cc-pVDZ and monopole constraints from GDMA), we fitted the MTP coefficients of the supramolecular complexes to the ab initio ESP without any monopole constraints. The resulting MTP and MBD/TBD energies are presented in Tab. II. Also in this case, we observe significant overstabilization of the complexes. Different complexes show various electrostatic contributions (e.g., the buckyball catcher includes almost none). This finding represents considerable numerical evidence for suggesting that a proper inclusion of repulsive interactions and induced electrostatics becomes all the more important as we probe more condensed or crowded environments and scenarios. Overall, we observe similar overstabilization as for the water clusters (above). Given that an accurate account of MBD and MTP contributions significantly overstabilizes intermolecular energies, and that induced electrostatics systematically strengthens the binding energy, an additive force field will require enhanced repulsive interaction terms. Interatomic repulsion originates in the interplay of Coulomb-repulsion of electrons-electrons and nucleinuclei, as well as Pauli exchange. As such, it appears unlikely that it can be modeled through a purely pairwise effective potential. 
V. CONCLUSION
We introduced a Voronoi partitioning scheme for the construction of polarizabilities of atoms in molecules, effectively coarse-graining away the electron density. Accounting for the heterogeneity of atoms through their free-atom van der Waals radii provides the means to partition atoms in molecules via a simple yet effective scheme. Its ability to reproduce molecular polarizabilities within the many-body-dispersion scheme, [19] as well as interaction energies when combined with multipole electrostatics (MTP), makes it an appealing technique to explore a wide variety of molecular systems exhibiting non-covalent interactions. Specifically, the intermolecular energies of more than 1,300 dimers were benchmarked against high-level ab initio data (i.e., CCSD(T) in most cases)-the S22 dataset alone was used for parameter optimization of the two-body and many-body dispersion energies, where the electrostatic contribution was subtracted from the reference energy. The method presents an overall mean-absolute error of ≈ 2.3 kcal/molroughly on par with standard force fields (e.g., OPLS, Amber FF03). We highlight the excellent performance
8. Cartoon representations of (a) the intercalating ellipticine between two Watson-Crick-bound DNA base pairs, (b) tetracyanoquinone-tweezer, (c) 1,4-dicyanobenzene-tweezer, (d) buckyball-catcher, (e) glycine anhydride-macrocycle, (f) butylammonium-cucurbit [6] uril cation, and (g) 1-hydroxyadamantane-cucurbit [7] uril. Rendered in VMD. [65] of the TBD energies, reproducing reference data with an accuracy of 3.1 kcal/mol. The ease of the Voronoi-type tessellation scheme provides a simple and efficient means to compute atomic polarizabilities from first-principles, and extract accurate C 6 coefficients for use in MD simulations. Naturally, the combined effect of dispersion energies and MTP electrostatics still lacks repulsive interactions: several dimers, the water clusters, ellipticine with DNA base-pair dimers, and the supramolecular complexes showed significant overstabilization, while the benzene crystal showed no minimum energy around the experimental unit-cell density. A naïve attempt at introducing pairwise repulsive-only Lennard-Jones-type potentials (i.e., Weeks-Chandler-Anderson [70] ) did little in improving the agreement with reference data (not shown)-likely due to its overly simplifying functional form. A comparison of our results with the original AMOEBA water model [59] also points to the role of repulsion (modeled there via Halgren's 14-7 buffered potentials [71] ), since the only other interaction term missing is polarizable electrostatics, likely to further stabilize binding. The series of exponentials used by Whitfield and Martyna for quantum Drude oscillators also stands as a promising candidate. [72] Performance-wise, this approach yields results in between standard force fields and DFT methods. TBD interactions require the calculation of effective atomic polarizabilities using the Voronoi partitioning, which scales linearly with the number of atoms, N , and the eigenvalue MBD equation will scale like N 3 . In comparison, while force fields scale like N , DFT scales between N 2 e ln N e and N 3 e , where N e is the number of electrons in the sytem. The computation of any complex took a fraction of a second (slightly more for several supramolecular hosts) on a single core. It stands to reason that a number of obvious optimizations (e.g., parallelization) could be undertaken to reduce the computational investment. We point out that the present work achieves classical intermolecular energies with similar accuracies as standard force fields, without experimental input, and negligible parametrization effort: the TBD/MBD energy has no free parameter (excluding the transferable parameters that were set in this work) irrespective of the chemistry at hand (i.e., no need for specific atom types)-though heavier elements may present additional complications-while systematic protocols can fit MTP coefficients from the ab initio ESP in an automated way. We further note that this prior ab initio calculation is not a necessary curse: an optimized workflow could involve a fragment-based library of precomputed MTP coefficients. All in all, the combined use of MBD and MTP interactions may motivate the development of more refined and systematic force fields.
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