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ABSTRACT
The mass-loss rates of massive helium stars are one of the major uncertainties in
modern astrophysics. Regardless of whether they were stripped by a binary companion
or managed to peel off their outer layers by themselves, the influence and final fate of
helium stars – in particular the resulting black hole mass – highly depends on their
wind mass loss as stripped-envelope objects. While empirical mass-loss constraints for
massive helium stars have improved over the last decades, the resulting recipes are
limited to metallicities with the observational ability to sufficiently resolve individual
stars. Yet, theoretical efforts have been hampered by the complexity of Wolf-Rayet
(WR) winds arising from the more massive helium stars. In an unprecedented effort,
we calculate next-generation stellar atmosphere models resembling massive helium
main sequence stars with Fe-bump driven winds up to 500M over a wide metallicity
range between 2.0 and 0.02 Z. We uncover a complex Γe-dependency of WR-type
winds and their metallicity-dependent breakdown. The latter can be related to the
onset of multiple scattering, requiring higher L/M-ratios at lower metallicity. Based
on our findings, we derive the first ever theoretically-motivated mass-loss recipe for
massive helium stars. We also provide estimates for LyC and He ii ionizing fluxes,
finding stripped helium stars to contribute considerably at low metallicity. In sharp
contrast to OB-star winds, the mass loss for helium stars scales with the terminal
velocity. While limited to the helium main sequence, our study marks a major step
towards a better theoretical understanding of helium star evolution.
Key words: stars: atmospheres – stars: evolution – stars: massive – stars: mass-loss
– stars: winds, outflows – stars: Wolf-Rayet
1 INTRODUCTION
Massive stars are important drivers in the Universe. They
are relevant for star-formation studies both nearby and far-
away (e.g. Vink 2020; Leitherer 2020; Stanway 2020). They
are likely an important source for cosmic hydrogen (H) and
helium (He) re-ionization, but their amount of ionizing flux
strongly depends on the stellar wind mass-loss rate ÛM, and
therefore on the host galaxy’s metallicity (Z). While mass-
loss rate predictions for H-burning stars have been produced
for decades, for He-burning stars, the field is still in its in-
fancy, with the first set of hydrodynamically consistent pre-
dictions only appearing earlier this year (Sander et al. 2020).
In addition to the dense winds of classical massive Wolf-
Rayet (WR) stars, another type of He-burning star has re-
cently returned to the limelight. These binary-stripped He
stars (Paczyn´ski 1967; Podsiadlowski et al. 1992) have even
been discussed as the prime source of cosmic re-ionization
? E-mail: Andreas.Sander@armagh.ac.uk
(e.g. Stanway et al. 2016; Go¨tberg et al. 2020). Yet, the ion-
izing flux budget of such binary-stripped stars is highly un-
certain. Depending on their parameters, stripped stars could
either have weak or absent winds, allowing a large fraction of
ionizing flux to escape, or drive considerable mass outflows,
which would enable a detection via emission lines appearing
in their companion’s spectrum, but diminish their ionizing
flux budget. Given the lack of observational material in this
regime, the determination of mass-loss rates and ionizing
fluxes from sophisticated theoretical calculations is of major
importance.
Apart from their role in setting the correct amount of
ionizing radiation as a function of Z, stellar wind mass-loss
rates are also a key ingredient for enriching the interstellar
medium (ISM) with nuclear-processed material (contribut-
ing to the yields), as well as for determining massive star
evolution, including the stars’ final fates. Vink (2017) and
Gilkis et al. (2019) showed that mass-loss rates of stripped
stars are crucial to determine the fraction of stripped su-
pernovae (SNe) of types IIb and Ibc (e.g. Yoon et al. 2012;
© 2020 The Authors
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Groh et al. 2013; Eldridge et al. 2013). Moreover, Eldridge
& Vink (2006) and Belczynski et al. (2010) showed that the
WR ÛM(Z)-dependency of Vink & de Koter (2005) is the de-
termining factor in establishing the Z-dependency of ‘heavy’
Black Holes (BHs) of order 40 M as detected by gravita-
tional waves (GWs) with LIGO/VIRGO. Together with the
star formation history, the strong dependence of ÛM(Z), in
particular for He stars, determines when and where massive
BHs can be formed (e.g. Dray & Tout 2003; Hainich et al.
2018; Woosley et al. 2020) and which evolutionary pathways
towards the merger of double-compact objects are possible
at a certain Z (e.g. Belczynski et al. 2020; Langer et al. 2020;
Klencki et al. 2020).
Our initial computations (Sander et al. 2020) revealed
the need to develop a deeper physical understanding of the
transition between optically thin and thick He stars, as this
is of key importance for GW astronomy, SN progenitors,
and He ionization in the Universe. In the H-rich part of the
HertzsprungaˆA˘S¸Russell diagram (HRD), this transition was
studied in Vink et al. (2011), but the corresponding He-rich
part of the HRD is only recently being investigated.
Massive He stars have been intensively studied in the
framework of stellar structure (e.g. Langer 1989; Gra¨fener
et al. 2012; Grassitelli et al. 2016) and evolution models (e.g.
Langer et al. 1994; Vanbeveren et al. 1998; Georgy et al.
2012; Chieffi & Limongi 2013; McClelland & Eldridge 2016;
Woosley 2019). Beside the general importance of ÛM for a
star’s fate, it has become clear that the appearance of mas-
sive He stars is considerably affected by WR-type mass loss
(e.g. Heger & Langer 1996; Grassitelli et al. 2018; Ro 2019)
lowering the observed effective temperatures. The launch of
WR-type winds due to ‘hot iron bump’ opacities (Nugis &
Lamers 2002; Gra¨fener & Hamann 2005; Sander et al. 2020)
happens way beneath the photosphere which is formed far
out in the wind (e.g. Heger & Langer 1996; Hamann et al.
2006), inhibiting a direct spectroscopic determination of the
hydrostatic radii of WR stars.
Sander et al. (2020, hereafter S+2020) have recently
shown that the mass loss of classical WR stars not only
shows a Z-dependency, but also a steep dependence on the
Eddington-Γe, as found earlier for H-burning very massive
stars (VMS), and discovered that below a critical Γe-value
the mass-loss rates drop significantly, which may explain the
disappearance of classical WR stars below a transition lumi-
nosity (Shenar et al. 2020). This implies that extrapolations
for lower-mass He stars from empirical recipes obtained from
classical WR stars (e.g. Nugis & Lamers 2000) are highly in-
accurate, confirming the earlier pilot study by Vink (2017).
Fig. 1 depicts a set of commonly used mass-loss recipes
at Z that straddle both the optically thick, classical WR
regime, and the optically thin “stripped star” regime. For
comparison, we have added the curve resulting from our
calculations in this work. The steep decline of ÛM, which
we already noticed in S+2020, showcases one of the main
motivations for our present study: Empirical recipes, e.g.
from Nugis & Lamers (2000) or more recently Hamann et al.
(2019), are based on observed spectra of WR stars, analysed
with conventional model atmospheres, where the mass-loss
rate is a free parameter. By performing a linear regression
over the observed sample or a selected sub-sample, such as
hydrogen-free WN stars, a formula for ÛM as a function of L
or L/M is found. The such determined relations are a repre-
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Figure 1. A selection of current mass-loss recipes for massive
He stars at Z applied in stellar evolution models, compared to
a curve resulting from our newly calculated set of dynamically
consistent atmosphere models.
sentation of the obtained ÛM in the studied sample, but their
mathematical form does not reflect any deeper insight of
the underlying wind physics. Extrapolating such a formula
beyond the regime where they were obtained can yield mass-
loss rates which can differ significantly from the actual ones,
in the worst case by orders of magnitude as demonstrated
in Fig. 1.
In principle, theoretical modelling would allow us to
study He star mass loss on a much broader scope, includ-
ing the study of isolated parameter dependencies or parame-
ter ranges without direct observational constraints. Unfortu-
nately, the inherent complexity of the winds requires a con-
siderable numerical effort (e.g. Gra¨fener & Hamann 2005).
Consequently, the number of studies so far has been rather
limited. Vink & de Koter (2005) investigated WR mass loss
via two Monte Carlo model sequences, each reflecting a pro-
totypical late-type WN and WC star at different Z. In a
similar temperature regime, but for the very luminous WNh
stars, which still have a significant amount of hydrogen,
Gra¨fener & Hamann (2008) calculated the first sequence of
co-moving frame (CMF) models with local dynamical con-
sistency. While their mass-loss recipe accounts for various
parameters, it is limited to winds driven by the so-called
‘cool iron bump’, preventing its application to much hot-
ter objects. (Any simple extrapolation to the He star regime
would yield mass-loss rates significantly lower than obtained
in this work.)
While not intended to resemble classical WR stars, the
calculations from Vink (2017) were the first effort to derive
a theoretical ÛM(L, Z)-formula for He stars beyond the sub-
dwarf regime, albeit targeting the regime of stripped stars
below the mass regime where typically WR stars are ob-
served (see, e.g., Shenar et al. 2020). In this work, we do
not aim to reproduce low- and intermediate mass He stars
as we restrict our calculations to a regime where the winds
are launched by the ‘hot Fe bump’. For cooler stars, the He
ZAMS bends to significantly lower temperatures, which is
also reflected in the substantial temperature regime differ-
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ence between Vink (2017) and this work (50 kK vs. 141 kK).
We thus focus on the regime of WR-type mass loss and its
onset for more massive He stars. Stripped He stars of lower
mass will require their own, tailored investigation.
With the exception of the mass-loss recipe by Gra¨fener
& Hamann (2008, hereafter GH2008), essentially all current
descriptions of ÛM for He and classical WR stars are power
laws in L (or L/M) and Z. Already Vink et al. (2001) noted
that an overall power-law behaviour in Z is unlikely, e.g.
due to the saturation of iron lines at higher Z. In a proto-
type study employing a new generation of hydrodynamically
consistent atmosphere models with CMF radiative trans-
fer, S+2020 demonstrated the complex behaviour of WR
mass loss, both along the L/M- and the Z-dimension. While
power-law-type recipes can be sufficient for some applica-
tions, their use can have severe consequences for others, es-
pecially when relying on the asymptotic behaviour (see, e.g.,
the recent comparisons for black hole populations in Woosley
et al. 2020). In this work, we therefore go a step further and
calculate large sets of dynamically consistent models with L-
M-combinations based on stellar structure considerations to
understand the mass loss of hydrogen-free, massive He stars
more accurately. To get a correct grip of the asymptotic be-
haviour for high L or L/M respectively, we extended our
calculations to very high masses way beyond the observed
regime of He stars. We will gain fundamental insights into
the nature and breakdown of the WR-type mass loss and de-
rive an unprecedented description of ÛM for massive He zero
age main sequence (He ZAMS) stars. In Sect. 2, we briefly
introduce the underlying model concepts, before discussing
all the results in-depth in Sects. 3 (mass loss behaviour and
recipes), 4 (metallicity trends), and 5 (ionizing fluxes). Af-
ter our summary and conclusions in Sect. 6, brief appen-
dices address side discussions on the relation of wind effi-
ciency and wind optical depth (Sect. A), an additional test
of our ÛM(L)-recipe (Sect. B), the departure from LTE at the
launching point of the wind (Sect. C), and comparisons to
VMS (Sect. D) and GH2008 WNh results (Sect. E).
2 STELLAR ATMOSPHERE MODELS
In this work, we apply the PoWR code (e.g. Gra¨fener et al.
2002; Hamann & Gra¨fener 2003; Sander et al. 2015) to calcu-
late so-called “next-generation” stellar atmosphere models,
where we couple the results from the non-LTE atmosphere
calculations with a consistent solution of the hydrodynamic
equation of motion. The radiative transfer is performed in
the CMF, thereby implicitly accounting for various effects
such as line-overlapping and multiple scattering which are
not covered in simpler, but faster calculation methods. A
CMF radiative transfer is essential to properly treat the
complex WR atmospheres, where both line-overlapping and
multiple scattering play a major role. The concept of the
next-generation models used in this work has been intro-
duced in Sander et al. (2017) and S+2020, the latter dis-
cussing the application to WR stars.
Our prototypical study of hydrodynamically consistent
WR atmosphere models (S+2020) was focussed on the at-
mospheric behaviour, where we obtained the ÛM(L/M)-trend
by using the mass-loss rate as a model input and iterated the
stellar mass in the atmosphere calculations until a hydrody-
Table 1. Input parameters for our hydrodynamically consistent
He star atmosphere models.
Parameter Value(s)
T∗ [kK] 141
log (L [L]) 4.85 . . . 7.47
M∗ [M] 7.3 . . . 500
3mic [km s
−1] 30
D∞ 50
abundances in mass fractions:
XHe 1 − 0.014 · Z/Z
XC 8.7 · 10−5 · Z/Z
XN 9.1 · 10−3 · Z/Z
XO 5.5 · 10−5 · Z/Z
XNe 1.3 · 10−3 · Z/Z
XNa 2.7 · 10−6 · Z/Z
XMg 6.9 · 10−4 · Z/Z
XAl 5.3 · 10−5 · Z/Z
XSi 8.0 · 10−4 · Z/Z
XP 5.8 · 10−6 · Z/Z
XS 3.1 · 10−4 · Z/Z
XCl 8.2 · 10−6 · Z/Z
XAr 7.3 · 10−5 · Z/Z
XK 3.1 · 10−6 · Z/Z
XCa 6.1 · 10−5 · Z/Z
XFe 1.6 · 10−3 · Z/Z
namically consistent solution was obtained. This approach
is numerically very fast and robust, but can lead to L-M∗-
combinations which are not expected from stellar structure
and evolution models. In this work, we therefore take a dif-
ferent approach and fix the mass and luminosity of the stars
while iterating for ÛM to get a hydrodynamically consistent
solution. While this approach is slower and can lead to a bit
more numerical scatter in the results, it allows us to study ÛM
for a prescribed set of values for L and M∗. Given that vari-
ous parameters influence the results, such as the individual
abundances, the choice of T∗, or the parameters for clump-
ing and micro-turbulence, the complexity of the calculations
and the need for manual supervision require to reduce the
parameter space. We therefore fix most parameters to one
set, including the abundances, which reflect He ZAMS stars
and we thus only scale with Z. (Different CNO abundances
are discussed in Sect. 4.) We choose L and M∗ such that they
are described by the relations for hydrogen-free stars given
in Gra¨fener et al. (2011). The main input parameters for our
models are compiled in Table 1.
We calculate multiple series of models with an effective
temperature of T∗ = 141 kK at a Rosseland continuum op-
tical depth of τRoss,cont = 20. In most cases, this coincides
with the inner boundary of the atmosphere models. How-
ever, a boundary of τRoss,cont = 20 turns out to be insuf-
ficient for calculating hydrodynamic (HD) models for very
high masses (> 70M) as their winds are already launched
at comparable optical depths. In these cases, we calculate
models going further inward with boundary values up to
τRoss,cont = 100, but adjusting their input parameters such
that we still obtain T∗ = 141 kK at τRoss,cont = 20. The ef-
fective temperature at τ = 2/3 is an output parameter of
our calculations and can be significantly cooler for models
with substantial mass loss. A fixed T∗ implies that our atmo-
MNRAS 000, 1–22 (2020)
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sphere calculations can have different radii and temperatures
than predicted by stellar structure models (e.g. Grassitelli
et al. 2018, hereafter G+2018). Nonetheless, our choice of T∗
yields (electron) temperatures at the sonic point compara-
ble to recent structure models by G+2018 calculated for He
stars between 10 and 20M. We also calculate models below
10M to study the transition to optically thin winds and the
breakdown of WR-type mass loss. However, below a certain
Z-dependent ÛM (or, equivalently, below a certain L/M), our
choice of T∗ might not accurately reflect the conditions in
the wind-driving region of a He star (cf. their iron-minimum
ÛM in G+2018). Therefore, results for stripped He stars be-
low 10M and absolute values of ÛM beyond the breakdown
of WR-type mass loss shall be considered with caution.
The clumping treatment is similar to S+2020, i.e. we
apply a depth-dependent microclumping with D∞ = 50 and
an exponential onset described by a characteristic velocity
3cl (‘Hillier law’, cf. Hillier & Miller 1999) which we fix at
100 km s−1 for all models. The turbulent velocity entering the
HD equation is kept at a constant value of 30 km s−1, identi-
cal to S+2020. While both clumping and turbulence might
vary between different stars and metallicities, the study of
their particular influence on the HD solution would quickly
fill a paper of its own. Instead, a fixed set of parameters
for D∞ and 3mic allows us to better identify the individual
influence of the more fundamental stellar parameters varied
in this work.
3 THE MASS-LOSS OF MASSIVE HE STARS
3.1 The fundamental role of multiple scattering
An overview of ÛM as a function of L/M is given in Fig. 2.
Since we restrict our analysis in this work to models with a
fixed L-M-relation, we can also give the corresponding mass
M for each luminosity or L/M-ratio, which is shown in the
top x-axis. All curves show a similar pattern with a steep
increase, followed by a shallower part which eventually be-
comes steeper again for very high masses. As expected, ÛM
increases with Z, but the differences between the metallic-
ities get considerably smaller for higher masses. The initial
rise – or the decline in ÛM towards lower L/M – corresponds
to the transition from an optically thin to an optically thick
wind regime. To get a more quantitative handle on this tran-
sition, we study the efficiency of momentum transfer from
radiation to gas
η =
ÛM3∞
L/c , (1)
also called ‘wind-efficiency parameter’, which is depicted in
Fig. 3. The onset of multiple scattering (η = 1) is marked
by a solid horizontal line. The corresponding location in the
curves of ÛM(L/M) are indicated with crosses in Fig. 2. As
indicated by the dashed line in Fig. 2, the onset of multiple
scattering follows the linear relation
log ÛM η=1 = 2.92(±0.06) · log L/M |η=1 − 17.98(±0.26). (2)
For the L/M-values of η = 1 in the metallicity space, we can
further find a linear correlation of L/M with log Z, i.e.:
L
M

η=1
= −p · log Z
Z
+ q. (3)
with log p = 4.286(±0.005) and log q = 4.187(±0.006).
More convenient numbers are obtained when replacing the
L/M-ratios with the Eddington-Γe, i.e.
Γe =
σe
4cmHG
qion
L
M
= 10−4.51qion
L/L
M/M , (4)
defining also the ratio of the acceleration due to free elec-
tron scattering relative to gravitational acceleration. In WR
atmospheres, the number of free electrons per atomic mass
unit qion can change in the wind. For the inner part, our
models give values of qion ≈ 0.5. A direct fit of the Γe values
calculated from the model atmospheres for η = 1 yields
Γe |η=1 = − 0.300 (±0.003) · log
Z
Z
+ 0.236 (±0.003). (5)
When converting the coefficients for the Z-trends to L/M-
ratios, the obtained values are close to the results from
Eq. (3). The values of Γe obtained via Eq. (5) predict the
onset of multiple scattering at different metallicities. This
so-called ‘transition value’ (Vink & Gra¨fener 2012) has so
far only been studied between the regimes of H-burning Of
and WNh stars. The values we obtain from our sets of He
star models, e.g. Γe |η=1, ≈ 0.24 and Γe |η=1,LMC ≈ 0.33, are
significantly lower than what was previously obtained via
theoretical and semi-empirical approaches for the Of/WNh-
transition (e.g. Vink et al. 2011; Vink & Gra¨fener 2012;
Bestenlehner et al. 2014; Bestenlehner 2020). These dif-
ferences are likely due to the different parameter regimes
(e.g. T∗, abundances), but whether the general scaling of
Γe |η=1 (Z) is similar cannot be answered without calculat-
ing hydrodynamically consistent atmospheres with η = 1 in
other parameter regimes. Nonetheless, the values of Γe |η=1
will become important for more of our results later on.
Based on empirical findings (Kudritzki et al. 1995, 1999)
and theoretical considerations (Puls et al. 1996), one can
define the so-called ‘modified wind momentum’
Dmom = ÛM3∞
√
R∗/R (6)
as a quantity expected to strongly correlate with the stel-
lar luminosity L (“wind-momentum luminosity relation”:
WLR). For OBA-stars, where the terminal velocity can be
accurately determined, the WLR in the form of logDmom ∝
log L holds quite well, regardless of metallicity (e.g. Ku-
dritzki et al. 1999; Mokiem et al. 2007; Ramachandran et al.
2017). For WR stars, there is no theoretical prediction but
empirical tests of the WLR (Hainich et al. 2015) yielded
a significant scatter. In Fig. 4, we plot Dmom(L) for our
model sets at different metallicities. Linear curves (or parts
of them) would imply the validity of the WLR. Instead, we
obtain a significant bending for all metallicities, underlining
the fundamental difference in the nature of WR-type winds
compared to those of O stars and BA supergiants. The single
scattering limit (η = 1) is denoted by crosses on each curve.
It is likely that a form of the WLR is valid for thin winds
below the single scattering limit, but our data points in this
regime are more uncertain and too sparse to draw any solid
conclusions on the Dmom(L)-slopes.
MNRAS 000, 1–22 (2020)
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Figure 2. Mass-loss rate ÛM as a function of L/M for sets of hydrodynamically consistent model atmospheres with different metallicities
Z. The onset of multiple scattering η = 1 in each sequence is marked with a grey cross. Grey diamonds denote the locations of η = 2.5.
The positions of the single scattering limit on each of
the curves in Fig. 4 are not random, as Dmom and η can be
related. For values of constant η, we get ÛM3∞ ∝ L. The con-
stant T∗ in our model sets further implies R∗ ∝ L1/2. We thus
expect Dmom |η=const. ∝ L1.25 and use this as a sanity check
for our models. Indeed, a linear fit to our set of interpolated
points for η = 1 yields good agreement (1.254 ± 0.009). The
corresponding relation is denoted as a dotted line in Fig. 4.
Since this slope is inherent to all lines of constant η, one can
simply shift this line to compare models for different metal-
licities, but the same η. The bending in the Dmom(L)-curves
further hints that their asymptote might be a line of con-
stant η, implying there would be a maximum wind efficiency
for each metallicity. We will discuss this further below and
– from a different perspective – in appendix Sect. B.
Despite the interesting results emerging from our mod-
els for the values corresponding to η = 1, it is also evident
from Fig. 2, that there is no clear ‘transition value’ with re-
spect to the slope of the curves in the L/M-direction, neither
for η, nor for the flux-weighted optical depth of the wind,
which we discuss in appendix Sect. A including its connec-
tion to η. The η-curves tend to flatten at higher values of
L/M for a given metallicity Z with the ‘kink’ at values up
to η ≈ 2.5, indicated by a dashed line in Fig. 3. For values of
η > 1, there is no similar trend to Eq. (3), which is illustrated
by the diamonds marking η = 2.5 in Fig. 2.
From calculating HD stellar structure models, G+2018
found a minimum ÛM for winds driven by the hot Fe bump
( ÛMFe). Our atmospheric results qualitatively align with
these structural results in the thick-wind regime. However,
for the optically thin regime, our assumption of a fixed T∗
implies that we always obtain winds driven by the hot Fe
bump, while G+2018 obtain inflated solutions for lower M
with winds launched further out at temperatures lower than
those associated with this bump. Considering that their min-
imum ÛMFe is also Z-dependent, the fact that the hot Fe
bump is inducing envelope inflation rather than launching a
stellar wind is expected to be more prominent at higher Z.
Our absolute results for ÛM and 3∞ below the breakdown of
WR-type mass loss for Z ≥ Z therefore have to be treated
with caution. Inspecting Fig. 2 yields that this Z-limit aligns
with our lower M-applicability limit of approximately 10M.
MNRAS 000, 1–22 (2020)
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Figure 3. Wind efficiency parameter η as a function of L/M for
sets of HD model atmospheres with different metallicities Z.
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Figure 4. Modified wind momentum Dmom as a function of L for
sets of HD model atmospheres with different metallicities Z.
3.2 Terminal velocity trends
The terminal velocities of our model sequences are depicted
as a function of L in the left panel of Fig. 5. In contrast to
ÛM, 3∞ is subject to a higher uncertainty, both physically and
numerically. While observational constraints of 3∞ are more
straight-forward than for ÛM, the resulting HD model values
rely on various factors, including the precise abundances,
the clumping stratification, numerical choices for the outer
boundary treatment, or the temperature correction method.
In atmosphere models without HD consistency, these issues
are usually not important as their impact on the emergent
spectrum is often marginal, especially as the wind stratifi-
cation is predefined by choosing a fixed 3∞ together with a
fixed velocity stratification – typically a β-law. In our mod-
els, 3∞ is obtained by integrating the hydrodynamic equa-
tion of motion from the critical point outwards, thereby also
following any imprint of e.g. changes in the ionization strat-
ification. Even for the regime of optically thick winds, the
data curves for each Z in Fig. 5 show a considerable scatter.
Nonetheless, the amount of data allows us to conclude that
in the limit of optically thick winds, 3∞ scales with log L, i.e.
3∞ = m(Z) · log L/L + k(Z). (7)
There is considerable scatter along the Z-dimension for both
coefficients, making it hard to draw any firm conclusions. If
not simply due to scatter, m(Z) seems to increase with Z
up to an inferred maximum around log Z/Z ≈ −0.5 before
decreasing again. But due to the uncertainties, we refrain
from drawing any more quantitative conclusions than 3∞ ∝
log L for winds with sufficient density.
When transitioning to less dense winds, the left panel of
Fig. 5 reveals a dramatic change in the behaviour of 3∞. With
the winds becoming more optically thin, the terminal wind
velocity approaches a minimum before eventually increasing
sharply. This increase in 3∞ corresponds to the steep drop inÛM and η discussed above. Regardless of metallicity, 3∞ never
falls below 3∞,min ≈ 1500 km s−1. While the absolute slopes
of ÛM and 3∞ in the thin-wind regime and the value of 3∞,min
are connected to our choice of T∗ and thus uncertain, we can
conclude that for H-free stars with winds driven by the hot
Fe bump there should not be any object with 3∞  3∞,min.
Moreover, our result implies that stars with 3∞ ≈ 3∞,min are
in a transition regime and thus might be different in some
aspects from other classical WR stars, e.g. in that they do
not adhere to relations derived from the assumption of pure
LTE at the critical point.
To test our prediction of 3∞,min, we inspect the analysed
sample of Galactic (Hamann et al. 2006, 2019) and LMC
WN (Hainich et al. 2014) stars. Indeed, all of the analysed
hydrogen-free WNs have 3∞ > 1500 km s−1, apart from two
early-type WNs in the LMC having a slightly lower value of
3∞ ≈ 1300 km s−1. A more serious exception, however, are the
WC9 stars as several of them have terminal velocities down
to 3∞ ≈ 1000 km s−1 (Sander et al. 2012, 2019). Whether this
is just an issue of fine-tuning our models for these type of
stars (e.g. in terms of abundances and T∗) to bring 3∞,min
down to 1000 km s−1 or a signature of a different kind of wind
regime in WC9s remains unclear and will have to be inves-
tigated in more tailored studies. Nonetheless, the postulate
of 3∞,min as such, which actually has a mild Z-dependence
and should increase with higher metallicity, remains an im-
portant outcome and explains why we do not find any early-
type WR stars with low terminal velocities (< 1000 km s−1),
regardless of the host galaxy.
We further investigate the relation of 3∞ with 3esc :=√
2GM∗/Rcrit. In the middle panel of Fig. 5, 3∞ is shown as a
function of 3esc, revealing a complex behaviour. After enter-
ing the dense wind regime, 3∞ increases monotonically with
3esc. While the asymptotic behaviour could be linear, the
overall slope in this regime is neither linear, nor a power-law
nor a simple logarithm. There is also a clear shift along the
Z-dimension. In the thin-wind regime, the curves from dif-
ferent Z are overlapping and there is little distinction with
metallicity. This curvature in the slopes of 3∞(3esc) is likely
also the reason why Eq. (A4) is not a fully sufficient de-
scription to relate η and τF (Rcrit). Gra¨fener et al. (2017)
assumed 3∞ ≈
√
1 − Γw3∞ in their calculations with Γw be-
ing a representative value for Γ in the wind. While one can
mathematically always find such a representative value, the
complexity of the slope here shows that the selection of such
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Figure 5. Left panel: Terminal velocity 3∞ as a function of L. Middle panel: 3∞ as a function of 3esc. Right panel: Ratio of 3∞ and the
effective escape velocity as a function of L.
a value would actually have to be a function of a varying
quantity itself, such as L, L/M, or τF (Rcrit), thus spoiling
the intended simplification.
When discussing the issue of wind driving, the term 3esc
is also often used to denote the effective escape velocity
3esc,eff :=
√
2GM∗
Rcrit
[1 − Γe(Rcrit)] = 3esc
√
1 − Γe(Rcrit). (8)
When plotting the ratio of 3∞ to 3esc,eff in the right panel of
Fig. 5, in this case as a function of L, it becomes clear that
– unlike in CAK (Abbott 1982) – there is no regime where
we have a constant 3∞/3esc,eff over a considerable parame-
ter range. Instead, we find a constant increase of 3∞/3esc,eff
with L after the dense wind regime has been reached. De-
spite some numerical scatter in the results for 3∞, it is clear
that there is a curvature in the slopes of 3∞/3esc,eff(L), so we
cannot describe the behaviour by a simple power law. This is
in contrast to the conclusions which were reached by Nugis &
Lamers (2000) when evaluating empirical results combined
with theoretical considerations. Nugis & Lamers (2000) ob-
tained a slightly negative slope of −0.13 for log 3∞/3esc,eff
versus log L/L for WN stars, while our results point to pos-
itive slopes around ≈ 0.3 when ignoring the curvature, which
roughly coincides with their regression result for WC stars.
Empirical sets of WN stars always show a mixture of evolu-
tionary stages and abundances, making it hard to isolate an
underlying behaviour for a quantity like 3∞. Moreover, only
a smaller fraction of the parameter domain we see in Fig. 5 is
mapped in the observations. Consequently, the data enter-
ing empirical relations between quantities for WR stars are
commonly subjected to an inherent scatter. To remedy this
situation and to get an insight of which L- and M-regimes
are realized in nature, a combination of theoretical modelling
efforts and tailored spectral analyses will be indispensable.
3.3 The similarity of Wolf-Rayet winds
As recently discussed in Shenar et al. (2020), one can de-
scribe the onset of WR-type spectral appearance with the
help of a so-called ‘transformed radius’
Rt = R∗
[
3∞
2500 km/s
/ ÛM√D
10−4M/yr
] 2
3
(9)
This quantity was invented by Schmutz et al. (1989) to re-
flect the finding that models with different mass-loss rates ÛM
will yield an almost identical spectrum, when also shifting
their stellar radii R∗ by a certain amount. A similar obser-
vation was made for 3∞, yielding the semi-empirical relation
(9), which was later adjusted to also account for (optically
thin) clumping (Hamann & Koesterke 1998). As discussed
in Hamann & Gra¨fener (2004), there is also a parameter de-
generacy between Rt and the stellar temperature T∗ for very
dense winds with (almost) identical spectra along contours
of Rt ∝ T−2∗ . For a set with a given luminosity L, terminal
velocity 3∞, and clumping factor D, this corresponds to a
constant ÛM.
While Rt has the dimension of a radius, its actual value
does not reflect any physically significant radius. It is there-
fore more convenient in our context to express the invariance
of WR-type spectra with the so-called ‘transformed mass-
loss rate’
ÛMt = ÛM
√
D ·
(
1000 km/s
3∞
) (
106L
L
)3/4
, (10)
introduced by Gra¨fener & Vink (2013). The value of ÛMt
can be understood as the mass-loss rate ÛM the star would
have, if it had a smooth wind (i.e., D = 1), a terminal wind
velocity of 1000 km/s and a luminosity of 106 L. Inserting
all definitions, one can show
ÛMt = 25
(
RT2
RtT2∗
)3/2
10−4M yr−1 (11)
with T denoting T∗ for the sun. Thus, for a constant value of
T∗, the condition Rt = const. directly implies also ÛMt = const.,
i.e. the concepts of ÛMt and Rt are equivalent here.
Plotting the transformed mass-loss rate ÛMt against the
L/M-ratio shows the intriguing result depicted in Fig. 6:
While the onset of WR-type mass loss still strongly de-
pends on the metallicity Z, all the models essentially align
along the same linear curve in the log ÛMt-log(L/M)-plane.
This does not happen for ÛM(L/M), meaning that the actual
mass-loss for WR stars changes with Z, but the scaling with
3−1∞ in ÛMt nullifies these differences. ÛM/3∞ is a measure for
the wind density, which seems to be – approximately – con-
served once the regime of WR-type mass loss is fully reached.
As a direct consequence, we get the result that for WR stars
at different Z, but with the same L and M, 3∞ scales lin-
ear with ÛM. We will discuss and test this prediction later in
Sect. 4.
The factor of L−3/4 in the definition of ÛMt is responsible
for the linear appearance of the ÛMt(L/M)-curve. The curve
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Figure 6. Transformed mass-loss rate ÛMt as a function of L/M
for all calculated HD model sequences.
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haviour of log ÛMt versus log (L/M) is universal, but the slope de-
pends on the particular values of the applied L and M .
seems to flatten for the highest masses, but neglecting this
as well as the significantly deviating data for Z < 0.1 Z,
yields the relation
log ÛMt = 1.26(±0.04) · log(L/M) − 9.46(±0.16) (12)
for the ‘pure’ WR regime. Instead of creating an overall
dataset to determine Eq. (12), we could perform individual
fits per metallicity and then derive their median. Both re-
sults are shown in Fig. 6 and yield very similar coefficients.
In Fig. 7, we compare our findings for Z and 0.1 Z to the
results from the WN and WC models by S+2020 in Fig. 7.
It is immediately evident that the linearity of ÛMt(L/M) in
the regime of WR-type mass loss is not a coincidence as the
curves show even less scatter than our new results, which is
most likely due to the higher numerical stability when iter-
ating for M instead of ÛM. Thus, while the particular slope
and the location of the breakdown depend on the chemical
composition and the particular L-M-combinations, the con-
cepts arising from our work are of fundamental nature and
can likely be transferred to other wind regimes with similar
conditions.
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Figure 8.Mass-loss rate ÛM as a function of L for model sequences
of different Z with fits from Eq. (14) overplotted in grey dashed
lines.
Since ÛMt = const. corresponds to Rt = const. as T∗ is
fixed in our study, this implies the spectra for WR stars
of the same L and M at different Z look very similar to
each other (Rt = const., see Schmutz et al. 1989). In partic-
ular, this means that the normalized (emission) spectra of
WR stars with the same L and M in different galaxies are
kind of ‘scaled’ versions of themselves and therefore will get
the same WR subtype classification. However, this does not
automatically imply the opposite, namely that stars of the
same subtype must have similar stellar parameters. While
empirical studies hint that this could be true for WC stars
(e.g. Sander et al. 2012), the situation is much more di-
verse for WN stars (e.g. Hamann et al. 2006; Hainich et al.
2014; Shenar et al. 2019), even when considering those which
are hydrogen-free. Unfortunately, empirical studies – at least
with classical atmosphere models – are subject to a degener-
acy of the solution in terms of R∗ for dense winds, interest-
ingly also along lines with ÛM ≈ const. Analyses with hydro-
dynamically consistent models are a major step to break this
degeneracy, but would likely require a considerable amount
of tailored calculations for each object and thus are beyond
the scope of the present work.
3.4 Towards a meaningful mass-loss recipe for He
stars
Utilizing our insights gained from the set of dynamically
consistent atmosphere models, we aim to derive a meaning-
ful ÛM-recipe for He ZAMS stars with WR-type mass loss.
As argued in S+2020, a recipe of type ÛM(L/M) or ÛM(Γe) is
preferred from HD considerations (see also Nugis & Lamers
2002; Gra¨fener & Hamann 2008; Gra¨fener et al. 2011) and
thus recommended, but we also derive an ÛM(L)-recipe for
comparison purposes.
3.4.1 WR-type mass loss as a function of luminosity
To get an idea for a recipe for ÛM(L), we can combine our
previous findings for ÛMt and 3∞ with the insight that a ma-
jor part of the log ÛM-curves are becoming linear when plot-
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ted over log (log L/L). We further know that the additional
factor of L−3/4 in ÛMt helped to get a mostly linear slope in
Fig. 6. Assuming that the different ‘breakdown’ locations of
ÛM can be described by a shift in the outer logarithm, this
leads to a description of the form
log ÛM = α · log (log L − log L0) + 34 log
L
10L0
+ log ÛM10, (13)
or equivalently
ÛM = ÛM10
(
log
L
L0
)α ( L
10L0
)3/4
. (14)
L0 denotes the asymptotic limit for which there is theoreti-
cally zero mass loss. The exponent α describes the curvature
of the breakdown, and ÛM10 is the mass-loss rate for L = 10L0.
Inspecting the plot of our data together with the derived
fits in Fig. 8, we get a good representation of the overall be-
haviour including the breakdown for all metallicities. Unfor-
tunately, the prediction of ÛM in the transition region is often
a bit too low. Moreover, the mass-loss rate in the regime di-
rectly above the onset is a bit too high for super-solar Z.
One could branch-out the concept from Eq. (13) further by
introducing a fourth parameter instead of fixing the factor
3/4 in the second term, but this only leads to minor im-
provements in the slopes and a slightly worse asymptotic
behaviour for the highest masses. The relatively low num-
ber of free parameters is a strength of our ÛM(L)-recipe which
also ensures a mathematically smooth description down to
L0. In practice, ÛM will likely not approach zero at L0, but
evolve around very low numbers as we yield in some addi-
tional test calculations. The solutions thus reflect our finding
of a breakdown of the mechanism leading to WR-type mass
loss when approaching L0. Around there, a different regime
of very thin winds takes over with boundaries that have yet
to be constrained.
Our recipe in the form of Eq. (13) further provides an
explanation for the fact that empirical (e.g. Hainich et al.
2015; Hamann et al. 2019) and theoretical (e.g. Vink et al.
2000; Vink 2017) studies yield power laws for ÛM(L) with a lot
of scatter in their exponent. Performing a Taylor expansion
of the outer decadic logarithmic term in Eq. (13) until the
linear order reads
log (x − a) ≈ log (x0 − a) + 1(x0 − a) ln (10) (
x − x0) (15)
for an expansion around x0. A typical empirical study per-
formed for WR stars would explore a region with L ≈ 10 L0.
Performing an expansion of Eq. (13) with x0 = log(10 L0) =
1 + log L0 immediately yields
log ÛM ≈ α
ln 10
[log L − (1 + log L0)] + 34 log
L
10L0
+ log ÛM10
(16)
≡ α˜ log L + β˜ (17)
with new constants α˜ and β˜ that essentially only depend on
the choice of the expansion point x0. Thus, in particular the
parameter α˜, describing the slope of the power law, crucially
depends on the chosen luminosity range. At lower metallic-
ity, L0 becomes larger and studies will likely probe regions
with L < 10 L0, thus yielding a steeper power law than at
higher metallicity.
To investigate the Z-dependence of our three fit param-
eters in Eq. (13), the panels in Fig. 9 depict trends for α,
L0, and ÛM10. The first two panels show an additional line as
these parameters can also be determined in an alternative
way by fitting η(L) (cf. appendix Sect. B). The parameter α
(left panel in Fig. 9) tends to increase with Z, but shows a
lot of scatter and the results from the two methods differ
by more than a factor of two for some metallicities. In con-
trast, both L0 (middle panel in Fig. 9) and ÛM10 (right panel
in Fig. 9) show a much smoother behaviour and decrease
with increasing Z. Independent of the fit method, L0 seems
to follow a power-law with a ≈ −0.87 slope. With ÛM10(Z)
also being sufficiently described by a power law, we get the
following relations:
α = 0.32(±0.08) · log Z
Z
+ 1.40(±0.07) (18)
log L0/L = − 0.87(±0.02) · log ZZ + 5.06(±0.02) (19)
log
( ÛM10
M yr−1
)
= − 0.75(±0.02) · log Z
Z
− 4.06(±0.02) (20)
While we could in principle try to add more terms to get
a more fine-tuned ÛM(L)-recipe, this would spoil the purpose
of a basic description with rather meaningful parameters.
Instead, we will focus on a ÛM(Γe)-type recipe, which better
reflects the nature of WR-type mass loss.
3.4.2 WR-type mass loss as a function of Γe ∝ L/M
For an ÛM(Γe)-recipe, the recent formula for VMS by Besten-
lehner (2020) would be a natural candidate to consider.
However, as we outline in appendix section D, such a for-
mula cannot capture the breakdown of WR-type mass loss.
Nonetheless, the considerations in appendix section D reveal
the need to consider ÛM as a function of log (1 − Γe) to ob-
tain a sufficient description without any arbitrary transition
inside the pure WR-wind regime. When plotting this in a
sufficient double-logarithmic form as shown in Fig. 10, we
obtain in the asymptotic limit of high Γe the relation
log ÛM = a · log [− log (1 − Γe)] + d (21)
= a · log
[
log
1
1 − Γe
]
+ d.
The pure WR-wind regime is fully described by Eq. (21).
Fit results of the asymptotic behaviour yield that of the
two parameters a and d, only the latter notably depends on
the metallicity Z. Moreover, a description of ÛM according
to Eq. (21) also approaches infinity for Γe → 1, similar to a
recipe of the form ÛM ∝ (1 − Γe)−a.
In reality, the ÛM-trend described by Eq. (21) is altered
by the Z-dependent breakdown of WR-type mass loss. Given
our ÛM(L)-recipe, a natural extension of Eq. (21) to account
for this breakdown would be a multi-parameter formula with
parameters inside the outer logarithm, i.e.
log ÛM = a · log [−b · log (1 − Γe) + c] + d. (22)
Such a formula allows for another hard limit at Γe > 0,
thereby also covering the breakdown of WR-type mass loss.
Unfortunately, the intrinsic bending of the curve around the
important transition regime provides only an insufficient de-
scription with considerable deviations in ÛM. Instead, we can
represent the transition of the wind regimes much more ac-
curately with an additional term describing an exponential
MNRAS 000, 1–22 (2020)
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Figure 9. Metallicity-dependency of the fit coefficients α (left panel), L0 (middle panel), and ÛM10 (right panel) inherent to the ÛM(L)
mass-loss recipe denoted in Eq. (14). The blue curve denotes the actual values derived from fitting the ÛM(L) datasets with grey dashed
lines indicating the best fit. As the parameters α and L0 can also be obtained via fitting η(L) (see appendix Sect. B), these results are
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Figure 10. ÛM(− log(1 − Γe)) for all model sequences with fits
according to Eq. (24) denoted as grey dashed lines. In the fits,
we assume that the linear part of the curves have the same Z-
independent slope.
decline. In total, this leads to a mass-loss recipe of the form
log ÛM = a · X − c · 10−b ·X + d (23)
with X := log [− log (1 − Γe)] .
The first and third term in Eq. (23) are taken from Eq. (21)
and describe the linear slope for higher X observed in Fig. 10
with a Z-dependent offset d. The second term adds an expo-
nential decline towards lower X and requires both a scaling
and a shift in X. The latter has been re-written as a factor
c in front of the exponential term in Eq. (23). Inserting the
definition of X, the recipe reads
log ÛM = a · log [− log (1 − Γe)] − c · [− log (1 − Γe)]−b + d. (24)
To get a more meaningful number which reflects the
exponential decline of WR-type mass loss, we can combine
c with the stretching factor b to introduce the ‘breakdown-
indicator’
Γe,b = 1 − 10−10
1
b
log ccb
(25)
with a constant cb to be defined. A reasonable measure is
to set cb = log(2) ≈ 0.3, so that Γe,b reflects the Γe-value for
which ÛM deviates from the pure WR regime by a factor of
two. For Γe < Γe,b, this deviation then grows exponentially.
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Figure 11. ÛM(Γe) for all model sequences with fits from different
recipes. The black dashed lines denote fits according to Eq. (24)
while the blue-dashed lines indicate a fit following Eq. (28). For
comparison, also a fit with fixed values for Γe,b in Eq. (28) is
shown (gray dashed lines).
A fit for the values derived for Γe,b yields the relation
Γe,b = −0.319(±0.009) · log(Z/Z) + 0.244(±0.008). (26)
This relation almost coincides with Eq. (5), allowing us the
important conclusion
Γe,b = Γe |η=1 . (27)
Consequently, we can quantitatively tie the onset of multiple
scattering with the onset or breakdown of WR-type mass
loss and introduce an alternative to Eq. (23) with a simpler
exponential term:
log ÛM = a · log [− log (1 − Γe)] − log(2) ·
(
Γe,b
Γe
)c
+ d. (28)
We test our recipes and their underlying implications
by a two-step process, where we first fit the asymptotic part
to get
a = 2.932(±0.016). (29)
We then keep the same a as a fixed parameter when fitting
the whole datasets according to Eqs. (24) and (28). Both fits
yield excellent results, as depicted in Fig. 11, and correctly
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Figure 12. Metallicity-dependency of the fit coefficients Γe,b (left panel), cbd (middle panel), and ÛMoff (right panel) inherent to theÛM(Γe) mass-loss recipe denoted in Eq. (28). The blue curve denotes the actual values derived from fitting the ÛM(Γe) datasets with grey
dashed lines indicating the best fit.
capture the complete asymptotic behaviour, including the
breakdown of WR-type mass loss towards low Γe. A regres-
sion of the Γe,b-values derived from the recipe fits resulting
from Eq. (28) yields a Z-dependence of
Γe,b = −0.324(±0.011) · log(Z/Z) + 0.244(±0.010), (30)
which is depicted in the left panel of Fig. 12. The coefficients
in Eq. (30) are close to their counterparts in Eqs. (5) and
(25). Fixing the Γe,b-values a-priory to the empirical values
of Γe |η=1 does not improve the fit quality and bears the
risk of putting too much emphasis on values which are not
directly calculated, but stem from the interpolation between
two models close to η = 1. The parameter d ≡ log ÛMoff, which
denotes ÛM(Γe ≈ 0.9), also shows a clear Z-trend (cf. right
panel of Fig. 12) which can be described by
log ÛMoff = 0.23(±0.04) · log(Z/Z) − 2.61(±0.03). (31)
The trend for the exponent c, which captures the ‘accel-
eration’ of the breakdown, is less conclusive. The middle
panel of Fig. 12 reveals a considerable scatter for the expo-
nent c (denoted cbd) even on a logarithmic scale, but also a
certain tendency towards a roughly constant value. This is
confirmed in our linear fit
cbd = −0.44(±1.09) · log(Z/Z) + 9.15(±0.96) (32)
which yields a rather robust constant with a highly uncer-
tain, possibly even vanishing Z-trend. Given that the models
in the regime of η  1 are the most uncertain in our study,
the ambiguity in cbd is not a surprise. Therefore, the ab-
solute values of ÛM more than an order of magnitude below
ÛM(Γe,b) should be handled with caution and regarded as un-
certain. Nonetheless, it is important to keep in mind that the
breakdown of ÛM by orders of magnitude as such is real due
to the transition of the wind regime (cf. S+2020).
In short, our ÛM(Γe)-recipe does an excellent job in de-
scribing the mass loss of our calculated model sets as it
sufficiently reproduces the obtained curves and correctly ac-
counts for the asymptotic behaviour, despite the uncertainty
of the absolute values for η  1. Our recipe can even explain
our earlier finding of log ÛM η=1 ∝ Γe |η=1 = Γe,b (cf. Eq. 2).
We write ÛM(Γe,b) and use ln(1 − Γe) ≈ −Γe since Γe,b  1 to
obtain
log ÛM η=1 ≈ a log ( Γe,bln(10) ) − log(2) + d. (33)
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Figure 13. The ratio of ÛM and 3∞ as a function of − log(1 − Γe),
depicting an essentially Z-independent slope for pure WR-type
winds.
3.4.3 Relating mass loss and terminal velocity in
WR-type winds
As mentioned above, a recipe in the form of ÛM(Γe) has the
disadvantage that the stellar mass (or the L/M-ratio) must
be known. We can avoid this with a completely different kind
of recipe, which, unfortunately, is only valid in the pure WR-
wind regime. In Fig. 13, we plot log( ÛM/3∞) as a function of
log [− log (1 − Γe)]. The collapsing of all curves onto one line
in the pure WR-wind regime is expected from our findings
for ÛMt. Moreover, the linear slope in this regime allows for
an easy, metallicity-independent fit of the form
log
ÛM
3∞
= k · log [− log (1 − Γe)] + l. (34)
Far away from the breakdown (Γe  Γe,b), Eq. (28) reduces
to
log ÛM = a · log [− log (1 − Γe)] + d(Z). (35)
Combining these two equations allows us to eliminate the
complex Γe-dependency, yielding the simple relation
log 3∞ =
(
1 − k
a
)
log ÛM − l + k
a
d(Z). (36)
Hence, in the limit of pure WR-type mass loss, log 3∞ scales
linear with log ÛM. Ideally, the scaling factor is even identical
at different Z as only the shift in Eq. (36) has a Z-dependent
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Figure 14. Terminal velocity 3∞ for our HD model sequences as
a function of their mass-loss rate ÛM , illustrating the fundamental
difference between optically thin and optically thick, WR-type
winds.
term. This would provide us with a powerful observational
mass-loss diagnostic only depending on the observable 3∞,
once the coefficients from Eq. (36) are known, either from
theoretical models or from observational gauging. Unfortu-
nately, this is an asymptotic relation, since we have not used
the full Eq. (28), but only the high-Γe limit.
A general increase of ÛM with increasing 3∞ was already
found by Gra¨fener et al. (2017) in numerical wind models as-
suming a β-law, while their analytic approximation yielded a
non-monotonic behaviour. In Fig. 14, we now plot 3∞( ÛM) of
our models to check whether the proportionality suggested
by Eq. (36) is noticeable in our results. While there is some
clear scatter in our models for 3∞, in particular the curves
for higher metallicity display a clearly linear scaling of log 3∞
with log ÛM. For the lower metallicities, this is also visible
once higher mass-loss rates are reached. From Eq. (36) we
would expect all slopes to be the same, but Fig. 14 illus-
trates that this ideal situation is not fulfilled in our model
sequences. Still, they could give rise to a recipe in the form
of log ÛM = k˜(Z) · log 3∞ + l˜(Z) with Z-dependent coefficients
k˜ and l˜. Of course, the coefficients could be susceptible to
various quantities fixed in this study, such as T∗, the clump-
ing stratification, or the chemical composition. For example,
the (k˜, l˜)-coefficients for WC stars would differ from the ones
for hydrogen-free WN stars. In any case, the clear switch
from a negative to a positive correlation between ÛM and 3∞
in Fig. 14 underlines the fundamental difference between op-
tically thick and optically than stellar winds, or – in other
words – regimes with and without multiple scattering.
4 EXPLICIT METALLICITY TRENDS
As an alternative to investigating the Z-dependency of our
recipes, we can take a direct look at our set of models along
the Z-dimension. Given our choice of abundances, the Z-
dependencies in both models and recipes essentially reflect
the iron abundance and thus could be written as a ZFe- (or
XFe-) dependency. Some recipes, such as those from Nugis
& Lamers (2000) or Tramper et al. (2016), also include Y -
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Figure 15. Terminal velocity (upper panel) and mass-loss rate
(lower panel) for He star models with 20M and different CNO
abundances. All other metals have been kept at their solar values
as denoted in Table 1.
dependencies, but for a study of hydrogen-free stars with
Y = 1 − Z and a general scaling of all metals, an explicit
Y -dependency would introduce a degeneracy. Moreover, we
see general issues with explicit Y -dependencies in mass-loss
recipes. An explicit Y -term could lead to the misleading in-
terpretation that He is a major contributor to ÛM, which is
not the case. Instead, the role of He is usually an indirect one
as it contributes a larger number of free electrons compared
to heavier elements.
Before discussing the explicit effects of scaling all ele-
ments contributing to Z, we briefly investigate the influence
of increased and decreased CNO abundances. In contrast
to S+2020, we do not assume an empirical CNO mixture
in this work, but instead stick to CNO abundances derived
from evolutionary models, in line with our concept of inves-
tigating the He ZAMS. Different CNO abundances can have
an indirect influence on the results of our study due to their
effect on the free electron budget and their contribution to
the total optical depth. To get a first measure of this impact,
we run a test calculation with empirical CNO abundances
for a model where we would expect a significant impact,
namely a massive 70M He star model at Z. The derivedÛM for a model with typical empirical WN abundances (i.e.
XN = 0.015) is only 0.02dex higher than our corresponding
He star model. In the outer wind, the higher XN leads to an
increase of about 2.5% in 3∞.
To quantify the impact in a range that corresponds more
to the observed WN population, we run a series of models
with 20M, where we only vary the CNO abundance, scal-
ing those three elements between 0.1 to 40 times of our stan-
dard value. The result is depicted in Fig. 15 and confirms our
findings of the 70M test case. Even when scaling the CNO
abundance up and down by a factor of 10, the mass-loss rate
ÛM does not change by more than a factor 0.005dex, which is
indicated by the shaded area in the lower panel. For larger
CNO abundances, the effect gets larger due to the depletion
of He and the resulting reduction in the free electron budget
(cf. the abundance effect discussion in S+2020). Nonethe-
less, the difference corresponds to not more than 0.02dex
when reducing the He fraction from 0.99 to 0.63. The termi-
nal velocity 3∞ is a bit more affected as the larger portions
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Figure 16. Mass-loss rate ÛM as a function of metallicity Z for our
hydrogen-free atmosphere models with 20M, compared to dif-
ferent empirical and theoretical recipes evaluated for XH = 0. The
green diamonds denote the individual models from Vink (2017).
of CNO provide additional opacity in the outer wind, but
stays in a region of ±50 km s−1 (grey area in the upper panel
of Fig. 15) when decreasing CNO by a factor of 10 or increas-
ing it by a factor of 4. Thus, while the spectral imprint could
be quite significant, we conclude that the particular choice
of the precise CNO abundances should not significantly al-
ter our derived results, as long as they represent a mixture
after CNO equilibrium, but before any further He star evo-
lution (e.g. to the WC stage). S+2020 calculated the impact
of different C and O abundances in WC star atmospheres,
obtaining a decrease in ÛM for higher C or O, with the exact
changes in ÛM depending on whether C or O is added. Thus,
we argue that at least for major individual contributors in
WR stars, such as C and O in WC stars or hydrogen in WN
stars, recipes with explicit elemental abundance terms will
likely be necessary.
In Fig. 16, we plot ÛM(Z) for a set of HD atmosphere
models for 20M and compare it to various empirical and
theoretical descriptions. While absolute values have to be
taken with care due to the underlying uncertainties (e.g.
choice of T∗, M-L-relation, assumed clumping recipe, no fine-
tuning of the abundances), the general trends are impor-
tant as they will have major impacts when applied e.g. in
evolutionary models or population synthesis. As imminent
from Fig. 16, all empirical descriptions, which have been de-
rived for WN stars, have severe problems when extrapolating
them, in particular towards lower Z. At higher Z, the recipe
from Nugis & Lamers (2000), albeit having a slightly steeper
slope, comes closest to our result. At the same time, it also
fails to reproduce the breakdown of ÛM below ZLMC, leading
to a massive over-prediction of He star mass loss at low Z, i.e.
also in the early Universe. The steeper relation by Hainich
et al. (2015) correctly captures the behaviour around ZLMC,
where ÛM(Z) starts to deviate from the flat slope at higher
Z. The formula by Yoon (2017) is a compromise of Tram-
per et al. (2016) – essentially a slight extension of Hainich
et al. (2015) – and Nugis & Lamers (2000). Consequently, it
performs well in the observationally constrained regime be-
tween the metallicities of the Milky Way and the Magellanic
Clouds. However, all the empirical recipes are power-laws in
Z, which are – as our HD models demonstrate – insufficient
in capturing the full behaviour of ÛM(Z).
Previous theoretical relations have shortcomings as well.
Both Monte-Carlo descriptions were calculated for a cooler
temperature regime of 50 kK. In particular, the recipe from
Vink (2017) – another power law – was never intended for
WR stars, but for stripped lower-mass He stars. Still, it pro-
vides an important comparison for the low-Z regime where
we do not obtain WR-type winds. The theoretical descrip-
tion from Vink & de Koter (2005, hereafter VdK2005) was
based on the parameters of a late-type WN star. While often
only their power-law approximation for the Z-dependency
(Z0.85) is used in mass-loss recipes, we are plotting their
actual raw dataset in Fig. 16, allowing us to study devia-
tions from a power law. The mass-loss rates in VdK2005
were calculated for models with 20M, similar to our set,
but assumed a slightly lower luminosity of log L/L = 5.62
instead of our 5.7. This implies a lower L/M-ratio and thus
it is no surprise that their mass-loss rates are lower than
our results, even at higher Z. As evident from Fig. 16, the
models in VdK2005 do not show the steep drop in ÛM around
SMC metallicity. This is likely due to the assumption of fixed
3∞ and the limitation to global consistency in VdK2005. As
our locally consistent models reveal (cf. Figs. 13 and 16 in
S+2020), not all line opacities (significantly) affect ÛM, but
mainly those from the Fe group. Opacities (e.g. from CNO)
only available in the outer wind increase 3∞, but do not affectÛM. Without this local treatment and the fixed assumption
for 3∞, the models from VdK2005 use the available opacity
for raising ÛM, thus obtaining too high mass-loss rates. In ret-
rospect, the individual results for the stripped-star models
in Vink (2017), employing a local dynamical approach (cf.
Mu¨ller & Vink 2008), already hinted towards a non-power-
law behaviour in ÛM(Z), but did not indicate any transition
as drastic as we obtain in our CMF calculations. Evidence
for a complex ÛM(Z)-behaviour of WR-type mass loss was
further obtained by GH2008, albeit for WNh stars (see also
appendix Sect. E).
The exemplary slope of the dynamically consistent mod-
els in Fig. 16 provides a first insight on the nature of the
ÛM-transition regime along the Z dimension. Similar to what
we find along the L-dimension, a moderate slope – actually
much more flat than for ÛM(L) – in the high-Z regime gets
gradually steeper when approaching the optically thin limit.
While the data in the L-dimension hint that ÛM might ap-
proach a breakdown luminosity L0, the behaviour seems to
be more complex along the Z-axis. Nonetheless, there is a
drop in ÛM by several orders of magnitude in a rather narrow
Z-range. Therefore, it is well justified to also label this as
a ‘breakdown’ of WR-type mass loss, now below a certain
metallicity regime.
In Fig. 17, we show ÛM(Z) for models with masses of
12.9, 20, 30, 50, and 70M, covering an L/M-span between
approximately 4.24 and 4.64. In particular for the lower-
L/M curves, we can see the same qualitative behaviour as
for the WN- and WC-prototype models in Fig. 14 in S+2020,
namely a dramatic ‘breakdown’ of ÛM towards lower Z. As
also evident from the curves for different Z in Sect. 3, this
‘breakdown’ of WR-type mass loss with lower Z depends on
the mass itself and does not happen at the same Z for all
curves. This immediately implies that the Z-dependency in a
mass-loss recipe for WR stars cannot by written in the form
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Figure 17. Mass-loss rate ÛM as a function of Z for selected He
star models. The grey dashed lines denote a fit in the ‘pure’ WR-
wind regime.
of a simple factor, independent of other stellar parameters.
In particular, the typical treatment in the form of ÛM ∝ Zγ,
is clearly insufficient.
While the overall behaviour of ÛM(Z) is complex and the
data points are too sparse to properly check the ‘shape’, we
can once again identify the ‘breakdown’ being determined
by the location of the single scattering limit. Interestingly,
in the regime of multiple scattering and high mass-loss, ÛM(Z)
can be nicely reproduced by a power law with a – surpris-
ingly – shallow slope of γ ≈ 0.31. This is roughly on the
order of the flattening found by Vink & de Koter (2005)
for their ÛMWN-curves at Z/Z > 3. However, we find this
shallow slope in a much broader Z-regime, which was so far
never obtained in empirical or theoretical WN recipes. For
WC stars, Tramper et al. (2016) obtained a ZFe-exponent
of 0.25. While our models do not resemble the CNO abun-
dances of WC stars, the other abundances, in particular for
the Fe group, are comparable. S+2020 demonstrated that
WC stars have a different absolute ÛM for a given L and M∗
compared to WN stars, but their mass-loss rates follow a
similar trend. We would therefore expect a similarly shallow
ÛM(Z)-slope for WCs. Given these considerations, the large
difference in the ZFe-exponents (1.3 for WNs, 0.25 for WCs)
obtained by Tramper et al. (2016) is surprising. Their low
slope for the WCs could just be coincidence, but WC stars
might in fact be a better tracer of the pure WR-wind regime.
WC stars are generally believed to have evolved from WN
stars, further peeling away some of their outer material until
the products of He burning are visible on the surface. Given
that He stars are already quite compact, the stripping from
WN to WC is commonly attributed to stellar winds and oc-
curs naturally in stellar evolution models with higher WN
mass-loss rates. Thus, one can argue that WC stars likely
stem from those WN stars with stronger ÛM, which are in
turn more likely to be in the pure WR-wind regime. There-
fore, even the group of observed H-free WN stars might be
1 The actual fits yield values from 0.27(±0.02) for 12.9M to
0.32(±0.01) for 70M, hinting at a possible slight increase with
L/M .
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Figure 18. Terminal wind velocity 3∞ as a function of Z for
selected models.
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Figure 19. Mass-loss rate ÛM versus terminal velocity 3∞ for se-
lected He star models. Solid lines connect models with same M ,
but different Z, while grey dotted lines denote a linear fit of ÛM(3∞)
in the pure WR-wind regime.
more heterogeneous in terms of their internal wind regimes
than the group of observed WC stars.
The flat power law with γ ≈ 0.3 also provides an im-
portant insight into the occurrence of WR stars in different
galaxies. Once the regime of WR-type mass loss is reached,
there is not an enormous difference in ÛM for different metal-
licities, essentially just a factor of 2 for an order of magnitude
in metallicity. However, the onset barrier for this regime is
highly Z-dependent. Thus, at lower Z such as in the Magel-
lanic Clouds, He stars of lower masses will no longer reach
this regime, while the more massive ones do and appear al-
most like their Milky Way counterparts. This phenomenon,
which we explain only qualitatively here, has recently been
discussed from a more empirical perspective in Shenar et al.
(2020). To get a proper grip on it, we will have to study
the spectral imprint, in particular in the transition regime,
where our flat γ is no longer valid, but stars might still have
emission-line spectra.
The behaviour of 3∞(Z) is depicted in Fig. 18. Compa-
rable to the results for 3∞(L) in Sect. 3.2, we find 3∞ ∝ log Z
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Figure 20. Terminal wind velocity 3∞ (upper panel) and mass-
loss rate ÛM (lower panel) as a function of Z for a set of models
with 70M.
for each set of L/M in the high mass-loss regime. This could
be seen as a surprise, as ÛMt = const. for (L/M) = const. at
different Z implies ÛM ∝ 3∞ and thus one might assume
that 3∞(Z) ∝ ÛM(Z) ∝ Zγ. However, ÛM ∝ 3∞ is fulfilled, as
we illustrate in Fig. 19, but does not imply ÛM(Z) ∝ 3∞(Z).
Once again, Figs. 18 and 19 underline the fundamental differ-
ence between the optically thick and thin regime. Moreover,
Fig. 19 underlines that our finding of log ÛM ∝ log 3∞, which
we also obtained for the mass (or luminosity) domain, seems
to be an inherent feature of WR-type mass loss as such.
The behaviour we see in Figs. 17 and 18 cannot simply
be extrapolated to very low Z without further considera-
tions. While the increase of 3∞ at lower Z in Fig. 18 is also
due the transition to optically thin winds and the corre-
sponding switch to higher Fe ions as drivers of the outer
wind, similar to the L-direction (cf. Fig. 5), any reduction in
Z (and thus Fe) also means a removal of important wind-
driving opacities. Therefore, 3∞ is expected to decrease again
at even lower Z. To verify this assumption, we calculate a
series of further low-Z models for 70M. While 70M He
stars are probably not the most prototypical example, their
stronger winds compared to e.g. a 20M model makes them
numerically more favourable.
The upper panel in Fig. 20 depicts the 3∞-trend for the
70M models down to log Z/Z = −2.4 and indeed confirms
our assumption that 3∞ must eventually decrease again when
transitioning to lower and lower metallicities. These curves
will likely look a bit different for other mass ranges, so we re-
frain from deducing any kind of recipe. Nonetheless, Fig. 20
illustrates that along the Z-dimension, a non-monotonic be-
haviour can generally be expected. This also applies to ÛM(Z),
which is shown in the lower panel of Fig. 20. The steep drop
in ÛM does not continue forever, something we did not ex-
perience along the L-dimension – at least in our considered
parameter range. Moreover, ÛM does not decrease monotoni-
cally with Z, but shows kind of a ‘rebound’ before eventually
decreasing again with lower Z. We attribute this behaviour
to our choice of a fixed clumping recipe with a dependence
on a characteristic velocity 3cl. This dependence introduces
a clumping onset that will (slightly) shift with Z. While for a
monotonic behaviour of 3∞(Z), this shift of the clumping on-
set would also be monotonic, it can actually move in both di-
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Figure 21. Number of hydrogen ionizing photons per second
QH i as a function of L/M for different metallicities Z. The black
dotted line denotes a linear fit for the 2 Z-dataset.
rections if 3∞ has minima and maxima, thereby also causing
a non-monotonic behaviour in ÛM(Z). Of course, if clumping
is connected to Z-dependent phenomena such as sub-surface
convection (e.g. Cantiello et al. 2009), the assumption of a
fixed clumping recipe would no longer be sufficient, in par-
ticular at very low metallicities. For a smooth wind, there
might be no local maxima or minima in ÛM(Z). However, any
deeper investigation of clumping and its influence on the
derived relations will require its own study.
5 HE STARS AS SOURCES OF IONIZING
FLUX
With their high temperatures, He stars are a major source of
ionizing fluxes. As illustrated in Fig. 21, all the models in our
study produce a hydrogen-ionizing flux on the order of 1049
Lyman continuum (LyC) photons per second, regardless of
metallicity. Only for very massive He stars with M > 30M,
the different amount of metals starts to have an effect. Not
accounting for the deviations at very high masses at lower
metallicity, this uniform behaviour can be well described by
the linear relation
logQH i = 1.96(±0.02) · log(L/M [L/M])+40.88(±0.08) (37)
which is derived from the data for Z = 2 Z.
For ionizing He ii, the situation is quite different. As
shown in Fig. 22, a considerable flux of He ii ionizing pho-
tons can only leave the star if the wind is sufficiently thin,
corresponding to lower mass-loss rates. As we investigated
for ÛM, this transition to thin winds is highly dependent on
metallicity. When examining the models in the transitions
region, we find that the evanescence of He ii ionizing flux
coincides with η crossing unity, with a slight exception for
the highest Z in our sample, where the ionizing flux does
not vanish until η ≈ 1.2. Below the single scattering limit,
the ionizing fluxes gradually approach a relation described
by
logQmaxHe ii = 2.41(±0.08) · log
(
L
M
[
L
M
] )
+ 38.09(±0.33), (38)
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Figure 22. Number of helium ionizing photons per second QHe ii
as a function of L/M for different metallicities Z. The black dotted
line denotes a linear fit for the thin-wind limit. The grey dotted
line shows the same relation shifted by one magnitude, providing
an estimate of the minimum ionizing flux below the cut-off limits.
The filled crosses denote the crossing of the single scattering limit
(η = 1). Absolute numbers in the low-flux region (grey-shaded
area) are more uncertain as they are susceptible to the numerical
treatment of boundary conditions in the model atmospheres.
which provides a formula for the maximum He ii ionizing
flux (in photons per second) for a given L/M. A grey dotted
line in Fig. 22 denotes the same relation shifted downwards
by one order of magnitude, providing a lower estimate of
logQHe ii in the regime where there is already a substan-
tial ionizing flux, but the wind is not transparent enough to
have reached Qmax
He ii
. The essential breakdown of logQHe ii by
orders of magnitude can be described by
log
(
L
M
[
L
M
] )
cutoff
= −0.31(±0.04) · Z
Z
+ 4.58(±0.04) (39)
with logQHe ii < 42 for L/M > L/M |cutoff. The results for
both QH i and QHe ii are of course subject to the underlying
assumption of a fixed T∗ in our models. As discussed above,
stellar structure models for the He ZAMS (G+2018) expect
considerably lower values of T∗ for masses lower than approx-
imately 10M. In these cases, the true ionizing fluxes will
be lower than what is obtained by Eqs. (37) and (38). Given
that also ÛM might be higher at lower T∗, any further quan-
tification for M < 10M will require a separate calculation
of HD models tailored to lower-mass stripped stars.
6 SUMMARY AND CONCLUSIONS
In this work, we present a set of next-generation stellar at-
mosphere models for massive He stars with luminosities,
masses, and abundances representing the high-mass part of
the He ZAMS. In a pioneering study, we cover eight different
metallicities between 2.0 Z and 0.02 Z with He star masses
up to 500M. Due to the local hydrodynamical consistency
in our models, we can obtain mass-loss rates and wind strat-
ifications from a given set of stellar parameters, allowing us
to derive an ÛM-recipe for massive He stars with M ≥ 10M
from first principles. We obtain two distinct regimes repre-
senting optically thick and thin winds with a complex tran-
sition regime around the onset of multiple scattering. While
there is no ‘kink’ in the derived ÛM-recipe, an exponential
breakdown of WR-type mass loss sets in when approaching
the transition regime. The transition goes along with con-
siderable shifts in the lead wind-driving ions towards higher
ionization stages and a minimum in the derived 3∞. In the
regime of optically thick winds, 3∞ increases with ÛM, while
the opposite is obtained in the thin-wind regime.
All of our models investigate a regime where the winds
are launched at the so-called ‘hot Fe bump’, meaning that
radiation pressure caused by Fe M-shell opacities are the
decisive contribution on top of electron scattering. In the
outer part, various line opacities play a role, though Fe re-
mains the leading driver at all considered metallicities. In the
transition regime, the He continuum contribution becomes
important throughout the wind with relative importance in-
creasing outwards. This additional opacity is probably vital
to explain the smooth regime transitions obtained in our
study.
In the regime of ‘pure’ WR-type mass loss, the wind
density measure ÛM/3∞ is conserved, independent of metallic-
ity Z. In particular, WR-type winds follow a Z-independent
linear relation between log ÛMt and log L/M with a potential
turnover at several hundred solar masses. Furthermore, a
linear relation without a turnover is obtained for log( ÛM/3∞)
as a function of log[− log(1 − Γe)]. Numerical uncertainty in
3∞ and our clumping recipe with a 3cl-term add some scat-
ter to these ‘ideal’ relations in our data. There is a ‘break
away’ from these relation towards lower masses with char-
acteristic values depending on the metallicity Z. The ‘thin
wind’-regime might also adhere to a (Z-dependent) power-
law in ÛMt(L/M), but with a much steeper slope than in the
WR regime. For very high masses, we can infer that the wind
efficiency η eventually reaches a maximum, which increases
with metallicity Z. The absolute numbers in the regime of
optically thin winds have to be taken with care. Presently,
no He stars with thin winds and M > 10M are known.
While our models are necessary to study the breakdown of
WR-type mass loss, their results will only be applicable if
the objects have zero hydrogen and their winds are driven
by the hot Fe bump.
We obtain two ÛM-recipes for massive He stars, one de-
scribing ÛM as a function of L, and another one describing
ÛM as a function of Γe ∝ L/M. For most purposes, we rec-
ommend to use the ÛM(Γe)-recipe – Eq. (28) with coefficients
denoted in Eqs. (29) to (32) – as it not just provides a better
representation of the model data, but also reflects the nature
of WR-type mass loss as an L/M-dependent quantity more
accurately. The new ÛM(Γe)-recipe covers the full complex-
ity unveiled by our model sequences. It consists of a ‘linear’
and a ‘breakdown’ term with the latter being parametrized
by the (Z-dependent) onset of multiple scattering. Both ÛM-
recipes are available online2 via a Python script, which is-
sues a warning if an output value is in the more uncertain
breakdown regime.
A direct investigation of ÛM(Z) reveals that for a fixed
set of L and M, the mass loss in the pure WR-wind regime
2 The script is available at https://armagh.space/asander
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follows a power-law ÛM ∝ Zγ with a shallow slope of γ ≈ 0.3.
This is much lower than commonly assumed and qualita-
tively explains the similarity of WR stars in galaxies with
different Z. Closer to the breakdown regime, which is L/M-
dependent, the ÛM(Z)-slope becomes more and more steep,
further explaining why at lower metallicities WR stars are
only seen at higher luminosities.
When inspecting the terminal velocities, we discover a
lower limit of 3∞ ≈ 1500 km s−1. This limit approximately
coincides with the transition from optically thick to thin
winds. While lower-mass He stars might have completely
different winds (cf. G+2018) not covered in this work, the
high 3∞-values in massive H-free WR stars could be taken
as an indirect proof of their winds being launched by the
hot Fe bump. Given the uncertainty of the clumping factor
(D∞), our lower 3∞-limit is in qualitative agreement with ob-
servations of He stars with optically thick winds, but raises
questions about the driving onset of late-type WC, in par-
ticular WC9, winds.
Our terminal velocities show a non-monotonic trend in
Z, with an increase of 3∞ when transitioning to thin winds,
but then again a decrease at even lower Z. While our set
of models is not sufficient to quantify this behaviour, we
note that this non-monotonic behaviour is not accounted
for in any current recipe, and might be important in galactic
contexts, e.g. for the dynamical evolution of galaxies.
While all He stars are major sources of LyC photons
(i.e. hydrogen ionizing flux), mass loss and He ii ionizing
flux are complementary quantities, i.e. both cannot be large
at the same time. At low Z, only He stars extremely close to
Γe = 1 will have a considerable mass loss, while those with
lower Γe instead show transparent winds and intense UV
radiation (TWUIN, cf. Sze´csi et al. 2015), contributing sig-
nificant amounts of He ii ionizing flux. The onset of WR-type
mass loss and the corresponding breakdown in He ii ionizing
flux increases with decreasing metallicity and approximately
coincides with the onset of multiple scattering in the wind.
In a low-Z dwarf such as I Zw 18 with Z ≈ 0.02 Z, this
onset would only happen at a He ZAMS mass of ≈ 100M.
Together with our findings for 3∞, we can conclude that
extragalactic narrow He ii emission (e.g. at 1640 A˚) observed
in low-Z galaxies most likely cannot be related to classical
WR stars (assuming their winds are driven by the hot Fe
bump). Instead, such narrow He ii emission is either an indi-
cator of H-burning very massive stars (see Gra¨fener & Vink
2015) or has a nebular origin, which could very well stem
from stripped He stars with transparent winds.
All results in this work are based on models of H-free
stars at the onset of central He burning with T∗ = 141 kK,
i.e. with winds driven by the hot Fe bump. In contrast, the
observed WR population is a heterogeneous mixture of ob-
jects in different evolution stages. WN stars come in two
flavours, with and without hydrogen. While those without
cannot be in the stage of core-H burning, those with hy-
drogen can in principle be in various stages. WC and WO
stars are further evolved and thus differ in chemical compo-
sition and L/M-ratio. The best observational counterparts
to our models presented in this work are therefore H-free
WN stars. As some of the early He burning will take place
in the supergiant phase, even the H-free WN population is
not perfectly homogeneous, but the structural differences
due to the progress of core-He burning are expected to be
small (e.g. Langer 1989). Nonetheless, we expect some scat-
ter when comparing particular results of this work to present
observations of WR stars, mainly due to abundance uncer-
tainties and our choice of a fixed T∗. Moreover, for the highest
masses, the close proximity to Γe = 1 may cause convection
(Joss et al. 1973) which is not accounted for in our models.
Overall, our study yields fundamental insights into the
nature of He star and WR-type mass loss and reveals prin-
cipal trends, such as the complex L/M- and Z-dependent
breakdown of WR-type mass loss, or our discovery of log ÛM ∝
log 3∞ as an inherent relation in the pure WR-regime. The
extension of our findings to other regimes as well as absolute
calibrations will require a considerable amount of follow-up
work and a further development of stellar atmosphere mod-
elling. The intriguing results obtained from first principles in
our study demonstrate the essential role of next-generation
atmosphere models to make progress in our fundamental un-
derstanding of massive stars and their role as cosmic drivers,
e.g. by bridging the gap between structure and atmosphere
calculations, or providing accurate ingredients for popula-
tion synthesis and galaxy evolution.
ACKNOWLEDGEMENTS
The authors would like to thank the referee, L. Grassitelli,
for helpful comments and suggestions. The authors fur-
ther acknowledge fruitful discussions with T. Shenar, W.-R.
Hamann, H. Todt, E. R. Higgins, R. Hirschi, S. E. Woosley,
and J. M. Bestenlehner. A number of figures in this work
were created with WRplot, developed by W.-R. Hamann.
A.A.C.S. is supported by STFC funding under grant number
ST/R000565/1.
DATA AVAILABILITY
The data underlying this article will be shared on reasonable
request to the corresponding author.
REFERENCES
Abbott D. C., 1982, ApJ, 259, 282
Belczynski K., Bulik T., Fryer C. L., Ruiter A., Valsecchi F., Vink
J. S., Hurley J. R., 2010, ApJ, 714, 1217
Belczynski K., et al., 2020, A&A, 636, A104
Bestenlehner J. M., 2020, MNRAS, 493, 3938
Bestenlehner J. M., et al., 2014, A&A, 570, A38
Cantiello M., et al., 2009, A&A, 499, 279
Castor J. I., Abbott D. C., Klein R. I., 1975, ApJ, 195, 157
Chieffi A., Limongi M., 2013, ApJ, 764, 21
Dray L. M., Tout C. A., 2003, MNRAS, 341, 299
Eldridge J. J., Vink J. S., 2006, A&A, 452, 295
Eldridge J. J., Fraser M., Smartt S. J., Maund J. R., Crockett
R. M., 2013, MNRAS, 436, 774
Georgy C., Ekstro¨m S., Meynet G., Massey P., Levesque E. M.,
Hirschi R., Eggenberger P., Maeder A., 2012, A&A, 542, A29
Gilkis A., Vink J. S., Eldridge J. J., Tout C. A., 2019, MNRAS,
486, 4451
Go¨tberg Y., de Mink S. E., McQuinn M., Zapartas E., Groh J. H.,
Norman C., 2020, A&A, 634, A134
Gra¨fener G., Hamann W.-R., 2005, A&A, 432, 633
Gra¨fener G., Hamann W.-R., 2008, A&A, 482, 945
Gra¨fener G., Vink J. S., 2013, A&A, 560, A6
MNRAS 000, 1–22 (2020)
18 A. A. C. Sander & J. S. Vink
Gra¨fener G., Vink J. S., 2015, A&A, 578, L2
Gra¨fener G., Koesterke L., Hamann W.-R., 2002, A&A, 387, 244
Gra¨fener G., Vink J. S., de Koter A., Langer N., 2011, A&A, 535,
A56
Gra¨fener G., Vink J. S., Harries T. J., Langer N., 2012, A&A,
547, A83
Gra¨fener G., Owocki S. P., Grassitelli L., Langer N., 2017, A&A,
608, A34
Grassitelli L., Chene´ A.-N., Sanyal D., Langer N., St-Louis N.,
Bestenlehner J. M., Fossati L., 2016, A&A, 590, A12
Grassitelli L., Langer N., Grin N. J., Mackey J., Bestenlehner
J. M., Gra¨fener G., 2018, A&A, 614, A86
Groh J. H., Meynet G., Georgy C., Ekstro¨m S., 2013, A&A, 558,
A131
Hainich R., et al., 2014, A&A, 565, A27
Hainich R., Pasemann D., Todt H., Shenar T., Sander A.,
Hamann W.-R., 2015, A&A, 581, A21
Hainich R., et al., 2018, A&A, 609, A94
Hamann W.-R., Gra¨fener G., 2003, A&A, 410, 993
Hamann W.-R., Gra¨fener G., 2004, A&A, 427, 697
Hamann W., Koesterke L., 1998, A&A, 335, 1003
Hamann W., Gra¨fener G., Liermann A., 2006, A&A, 457, 1015
Hamann W.-R., et al., 2019, A&A, 625, A57
Heger A., Langer N., 1996, A&A, 315, 421
Hillier D. J., Miller D. L., 1999, ApJ, 519, 354
Hubeny I., Mihalas D., 2014, Theory of Stellar Atmospheres.
Princeton University Press
Joss P. C., Salpeter E. E., Ostriker J. P., 1973, ApJ, 181, 429
Klencki J., Nelemans G., Istrate A. G., Pols O., 2020, A&A, 638,
A55
Kudritzki R. P., Lennon D. J., Puls J., 1995, in Walsh J. R.,
Danziger I. J., eds, Science with the VLT. p. 246
Kudritzki R. P., Puls J., Lennon D. J., Venn K. A., Reetz J.,
Najarro F., McCarthy J. K., Herrero A., 1999, A&A, 350,
970
Langer N., 1989, A&A, 210, 93
Langer N., Hamann W. R., Lennon M., Najarro F., Pauldrach
A. W. A., Puls J., 1994, A&A, 290, 819
Langer N., et al., 2020, A&A, 638, A39
Leitherer C., 2020, Galaxies, 8, 13
McClelland L. A. S., Eldridge J. J., 2016, MNRAS, 459, 1505
Mokiem M. R., et al., 2007, A&A, 473, 603
Mu¨ller P. E., Vink J. S., 2008, A&A, 492, 493
Nugis T., Lamers H. J. G. L. M., 2000, A&A, 360, 227
Nugis T., Lamers H. J. G. L. M., 2002, A&A, 389, 162
Paczyn´ski B., 1967, Acta Astron., 17, 355
Podsiadlowski P., Joss P. C., Hsu J. J. L., 1992, ApJ, 391, 246
Puls J., et al., 1996, A&A, 305, 171
Ramachandran V., Hainich R., Hamann W.-R., Oskinova L. M.,
Shenar T., Sander A. A. C., Todt H., Gallagher J. S., 2017,
A&A, 609, A7
Ro S., 2019, ApJ, 873, 76
Sander A., Hamann W.-R., Todt H., 2012, A&A, 540, A144
Sander A., Shenar T., Hainich R., Gı´menez-Garc´ıa A., Todt H.,
Hamann W.-R., 2015, A&A, 577, A13
Sander A. A. C., Hamann W.-R., Todt H., Hainich R., Shenar
T., 2017, A&A, 603, A86
Sander A. A. C., Hamann W.-R., Todt H., Hainich R., Shenar
T., Ramachandran V., Oskinova L. M., 2019, A&A, 621, A92
Sander A. A. C., Vink J. S., Hamann W. R., 2020, MNRAS, 491,
4406
Schmutz W., Hamann W.-R., Wessolowski U., 1989, A&A, 210,
236
Shenar T., et al., 2019, A&A, 627, A151
Shenar T., Gilkis A., Vink J. S., Sana H., Sand er A. A. C., 2020,
A&A, 634, A79
Stanway E. R., 2020, Galaxies, 8, 6
4.0 4.5
log (L/M∗ [L/M])
−1.5
−1.0
−0.5
0.0
0.5
1.0
1.5
2.0
lo
g
τ
F
(R
cr
it
)
2.0 Z
1.5 Z
1.0 Z
0.5 Z
0.2 Z
0.1 Z
0.05 Z
0.02 Z
7 8 10 12 15 20 30 50 100 400
M∗ [M]
Figure A1. Wind optical depth τF (Rcrit) as a function of L/M-
ratio.
Stanway E. R., Eldridge J. J., Becker G. D., 2016, MNRAS, 456,
485
Sze´csi D., Langer N., Yoon S.-C., Sanyal D., de Mink S., Evans
C. J., Dermine T., 2015, A&A, 581, A15
Tramper F., Sana H., de Koter A., 2016, ApJ, 833, 133
Vanbeveren D., De Donder E., Van Bever J., Van Rensbergen W.,
De Loore C., 1998, New Astron., 3, 443
Vink J. S., 2017, A&A, 607, L8
Vink J. S., 2020, Galaxies, 8, 43
Vink J. S., Gra¨fener G., 2012, ApJ, 751, L34
Vink J. S., de Koter A., 2005, A&A, 442, 587
Vink J. S., de Koter A., Lamers H. J. G. L. M., 2000, A&A, 362,
295
Vink J. S., de Koter A., Lamers H. J. G. L. M., 2001, A&A, 369,
574
Vink J. S., Muijres L. E., Anthonisse B., de Koter A., Gra¨fener
G., Langer N., 2011, A&A, 531, A132
Woosley S. E., 2019, ApJ, 878, 49
Woosley S. E., Sukhbold T., Janka H. T., 2020, ApJ, 896, 56
Yoon S.-C., 2017, MNRAS, 470, 3970
Yoon S.-C., Gra¨fener G., Vink J. S., Kozyreva A., Izzard R. G.,
2012, A&A, 544, L11
APPENDIX A: RELATING EFFICIENCY AND
FLUX-WEIGHTED OPTICAL DEPTH OF WR
WINDS
An important quantity to gain insights into optically thick
winds and their driving is the flux-weighted optical depth
τF (r) :=
∞∫
r
<F (r ′) ρ(r ′) dr ′ (A1)
which is discussed in more detail in S+2020. Evaluating τF
at the critical point Rcrit provides a measure of the inte-
grated wind density, which we depict in Fig. A1. In line with
S+2020, the flattening of the curves in Fig. 2 does not co-
incide with τF (Rcrit) = 1, but requires the critical point to
be further inwards at τF (Rcrit) ≈ 7 (dashed line in Fig. 2).
The bulk of WR-type models in our study is in a regime of
high optical depth, placing Rcrit in a location with essen-
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Figure A2. Wind efficiency η as a function of wind optical depth
τF (Rcrit): The grey dashed lines show linear fits for each metal-
licity. The inlet depicts an enlargement of the lower left region
with optically thin winds.
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Figure A3. Wind efficiency η as a function of the wind optical
depth τF (Rcrit) multiplied with a factor suggested by Gra¨fener
et al. (2017). The solid grey line shows the suggested 1:1-relation
while the dashed grey line depicts the best fit through the linear
part of the curves.
tially LTE conditions, which we quantify in more detail in
appendix C.
Vink & Gra¨fener (2012) connect the wind efficiency
number linearly with the (wind) optical depth, i.e.
η = f · τF (Rcrit), (A2)
and postulate f , which is expected to be below unity, to
only depend on the ratio of 3∞ and the escape velocity
3esc :=
√
2GM∗/Rcrit. The terminal velocity 3∞ depends on
the metallicity Z, so we expect f to be a function of Z as well.
In Fig. A2, we plot η as a function of the total wind optical
depth, i.e. τF (Rcrit). Beside the immanent Z-dependence, we
also notice deviations from a linear relation for low and high
optical depths. A fit of the linear part yields coefficients f
(with uncertainties < 0.01) which are monotonically increas-
ing with Z. A further analysis of the coefficients yields that
f along the Z-dimension can be sufficiently described by a
linear fit in log Z. The resulting formula for the factor f in
Eq. (A2) thus reads
f (Z) = 0.168(±0.004) · log Z
Z
+ 0.470(±0.003). (A3)
As the inlet in Fig. A2 highlights, the wind efficiency
η remains considerably below these linear relations as long
as the winds are not sufficiently optically thick, but comes
back to it for very low wind optical depths. The reason for
this behaviour is rooted in the transition of the wind driving
regime. As described for example in Vink & Gra¨fener (2012)
and Gra¨fener et al. (2017), the linearity of Eq. (A2) roots in
the assumption that Γrad in the wind domain can be suffi-
ciently described by a constant mean value (denoted Γw in
Gra¨fener et al. 2012). An inspection of the models yields that
this assumption apparently only holds if the leading driving
ion in the outer wind – which is also the largest contribu-
tor to the integrated wind opacity – does not change. The
linear parts for τF (Rcrit) > 10 in our model sets can be iden-
tified with Fev being the lead driving ion in the outer wind.
When transitioning to less dense winds, higher Fe ions take
over and η drops below the linear relation until a thin-wind
regime with Fe ix as a stable leading wind driver is reached.
For models with high wind optical depth, η seems to
saturate at a value depending on Z. In line of the devia-
tion seen for low optical depth, we can once again associate
this deviation with a switch in the lead outer wind driver,
now to Fe iv and – for higher Z – Fe iii. Thus, one could
speculate whether we approach an actual maximum, i.e. a
true saturation of η, or the theoretical possibility of a ‘super-
WR regime’ where η could return to the linear relation and
thus even stronger outflows would be possible. In appendix
Sect. B, we also discuss the issue of a maximum η implied
by our ÛM(L)-recipe derived in Sect. 3.4. However, given the
overall shape of the Dmom(L)-curves and the fact that both
Fe iv and Fe iii should in principle be able to provide further
stable wind driving regimes, we conclude that η indeed ap-
proaches a maximum and saturates at a certain value for a
given metallicity, no matter how much Rcrit moves further
inwards. Still, a saturation of η does not immediately imply
a saturation of ÛM, since we also move closer and closer to
the Eddington limit (Γe → 1) with higher L.
Following up on the conclusion by Vink & Gra¨fener
(2012) that f should only depend on ratio of terminal ve-
locity to escape velocity, Gra¨fener et al. (2017) proposed a
completely analytic approximation of the constant f , sug-
gesting
η ≈ τs
1 + 3
2
esc
32∞
. (A4)
Neglecting the tiny difference due to mircro-turbulence, we
identify τs ≡ τF (Rcrit) and test their prediction in Fig. A3.
The scaling factor indeed (almost) unifies the curves by scal-
ing them to match each other apart from the Z-dependent
saturation for very high τF (Rcrit). The re-scaling also con-
siderably reduces the imprint of the ‘bump’ towards lower
η-values in the transition regime at low optical depths. The
fact that modifying τF (Rcrit) according to Eq. (A4) does af-
fect this transition regime, but not the saturation at high
optical depths, adds another piece of evidence that the ob-
served maximum of η is indeed a true, Z-dependent satu-
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Figure B1. η(L) from the models with fits (dashed) according
to Eq. (B2)
ration as concluded above. Nonetheless, a depth-dependent
discrepancy remains. The total curve is non-linear, especially
due to the saturation at the high and the – albeit much less
pronounced – ‘bump’ at the low end. The linear part can be
sufficiently described independent of metallicity by
η = 0.808 (±0.005) · τs
1 + 3
2
esc
32∞
+ 0.699 (±0.077). (A5)
Whether this description is preferable to Eqs. (A2) and (A3)
depends on the task at hand as the Z-dependence in Eq. (A5)
is of course implicitly conserved in 3∞, which is highly Z-
dependent.
APPENDIX B: THE MAXIMUM WIND
EFFICIENCY AND ITS IMPLICATIONS FOR
THE MASS-LOSS RECIPE
One can find an analytic description for η(L) by combining
our mass-loss recipe (Eq. 14) with the finding of 3∞ ∝ log L,
which is valid in the dense wind regime considered here:
η ∝ ÛM3∞L−1 =
(
log
L
L0
)α+1
L−1/4 (B1)
The declining L−1/4-term competes with the monotonically
increasing logarithmic term, leading to a local maximum for
α > 0. Determining Lη,max is straight forward. For conve-
nience, we can transform the decadic logarithm into a nat-
ural logarithm and substitute all the multiplication factors
into a constant cη . We then obtain:
η = cη
(
ln
L
L0
)α+1
L−1/4 (B2)
∂η
∂L
=
cη
4
(
ln
L
L0
)α
L−5/4
[
4 (α + 1) − ln L
L0
]
(B3)
The last Eq. (B3) is zero for L = L0, which is a minimum
for α > 0, or if the term in brackets vanishes. The latter
yields Lη,max = L0 e4(α+1). With values of α ≈ 1, this yields
a factor of about e8 ≈ 3000, i.e. Lη,max would be about
3.5dex higher than L0. This is way beyond the covered L-
regime, so we would not expect to approach a maximum
η(L) in our study, assuming that Eq. (B1) completely de-
scribes the behaviour of η(L). As we see from the numerical
results depicted in Fig. B1, this is probably not the case.
We can further use Eq. (B2) to cross-check the coefficients
α and L0, as an alternative to the direct ÛM(L)-fits in Sect. 4.
(The results are shown as olive points connected by dot-
ted lines in Fig. 9.) We see a systematic trend towards lower
values for both parameters. While the difference for L0 be-
tween the two methods is only around 0.1dex, the derived
α-values from the η-fit are considerably smaller than those
from the direct ÛM-fit. Assuming that the numerical result
of a saturating η is real, we would need even lower α values
of approximately α < 0.6 to get log Lη,max/L ≈ 7.2...7.5
for the high-Z curves, which would be almost a factor of 3
lower than obtained from fitting ÛM(L). Thus, we conclude
that while the double-logarithmic term in ÛM(L) is okay to
describe the overall behaviour of ÛM in the WR-wind regime
and its breakdown, this description does not fully represent
the underlying physics.
APPENDIX C: LTE-DEPARTURE AT THE
CRITICAL POINT
While the onset of multiple scattering or the breakdown of
He ii ionizing flux already happen at lower L/M (see Sect. 5),
the ‘pure’ WR wind regime is marked by the transition in
ÛMt(L/M) towards a shallow power law with a slope that is in-
dependent of metallicity. With Rcrit moving further inwards
to higher optical depths, the departure from LTE should be-
come lower. In perfect LTE, the radiation field is isotropic,
so we can use the ratio of anisotropic to isotropic parts of the
radiation field as a benchmark. Following Hubeny & Mihalas
(2014), we write
anisotropic
isotropic
∝ 3H
B
∝
(
Teff(r)
Te(r)
)4
(C1)
and evaluate this ratio of effective temperature to local (elec-
tron) temperature at the critical point Rcrit. The result for
all model sequences is displayed in Fig. C1 and reveals that
the ‘pure’ WR-wind regime indeed occurs once the radiation
field is mostly isotropic. All curves change their slope once
the ratio in Eq. (C1) falls below a value of 0.25. An additional
inspection of the departure coefficient in various models con-
firms our assumption that for models in the ‘pure’ WR-wind
regime, Rcrit is always located in a region with only minor
or almost no departure from LTE, while this changes con-
siderably when transitioning to more thin winds.
In their stellar structure calculations, G+2018 made a
similar consideration and estimated this term to be on the
order of 0.05 for their models. This non-departure from LTE
at the sonic point is an important requirement for their study
as structure calculations rely on tabulated Rosseland opaci-
ties, while the actual wind driving depends on flux-weighted
opacities. In LTE, both opacities are identical, while they
can differ by a huge, depth-dependent amount in an ex-
panding, non-LTE atmosphere (cf. S+2020). Our HD atmo-
spheres now confirm the assumptions in G+2018 to be jus-
tified as long as one is in the ‘pure’ WR-wind regime. Unfor-
tunately, A decent amount of the observed WR stars could
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Figure C1. Anisotropy ratio (cf. Eq. C1) at the critical point as
a function of L/M for our HD model sequences.
actually be in the ‘transition regime’, where LTE-departures
still have to be considered at Rcrit. Future modelling efforts
and tailored analyses of well-constrained objects with HD
atmospheres will be required to set proper benchmarks.
APPENDIX D: APPLICATION OF THE
RECIPE SUGGESTED FOR VMS BY
BESTENLEHNER (2020)
Using a modified definition of the mass to replace the ex-
plicit M-dependence with an expression of Γe in the ÛM-
prescription resulting from the CAK (after Castor, Abbott
& Klein 1975) theory, Bestenlehner (2020) suggested a Γe-
dependent ÛM-recipe for the massive and very massive stars
in R136. While not targeted for hydrogen-free stars, it also
addresses the transition to WR-type mass loss, making it
an interesting candidate to consider, in particular as earlier
publications discussing this transitions only used a broken
power-law approach with two different Γe-exponents (e.g.
Vink et al. 2011; Vink & Gra¨fener 2012; Bestenlehner et al.
2014). The recipe for ÛM(Γe) in Bestenlehner (2020) instead
has the form
log ÛM = a + b log Γe − c log (1 − Γe) . (D1)
While this kind of formula in principle has three free param-
eters, the considerations of CAK and Bestenlehner (2020)
reduce these to two, as he replaces the parameters b and c
with
b =
1
α
+
1
2
and c =
1 − α
α
+ 2 =
1
α
+ 1 = b +
1
2
(D2)
Such a recipe is not able to reproduce the steep de-
cline in ÛM at lower Γe, but captures the general behaviour
of the remaining trend for optically thick, WR-type winds.
The two-parameter version of Eq. (D1) with a CAK-type α-
description yields α ≈ 0.8 . . . 0.9 with a small increase in α
towards higher Z. However, as Fig. D1 illustrates, the ver-
sion with just two free parameters does not provide a good
representation of the overall slope and has systematic off-
sets for the asymptotic behaviour, not just in the pictured
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Figure D1. ÛM(Γe) for the model sequence with Z = 0.5 Z with
fits according to Eq. (D1): The purple dashed line denotes the
fit with two free parameters (a, α) as suggested by Bestenlehner
(2020), while the red dashed line represents a fit with three in-
dependent parameters (a, b, c). The breakdown part of ÛM(Γe)
(lighter points) has been omitted in both fits.
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Figure D2. ÛM(Γe) for all model sequences with fits according to
Eq. (D1) using three independent parameters.
example, but for all metallicities. The three-parameter ver-
sion reproduces the slope much better and also captures the
right asymptotic behaviour towards the highest masses. In
Fig. D2, we show a 3-parameter fit to each of the detailed
datasets. The plot of the multiple datasets as a function of
Γe illustrates the motivation of requiring two dependencies,
namely Γe and 1 − Γe. When the regime of pure WR-type
mass loss is reached, the curves first appear to scale linear
with log Γe but then transition into a much steeper depen-
dence when approaching the Eddington Limit of Γe = 1.
The second term with the (1 − Γe)-dependence tries to ad-
dress this, assuming that the slope will eventually scale with
(1 − Γe). While such a (1 − Γe)-dependency is already in the
original CAK recipe, the effect of this term only kicks in for
Γe-values very close to unity, which was the motivation for
Bestenlehner (2020) to update this recipe with an adjusted
expression for the stellar mass.
Despite its success in the pure WR-wind regime,
Eq. (D1) does not account for the breakdown of WR-type
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Figure D3. ÛM(1 − Γe) for all model sequences with fits accord-
ing to Eq. (D1) using three independent parameters (grey dashed
lines) and according to our eventual ÛM(Γe)-recipe (Eq. 24, black
dashed lines).
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Figure E1. Comparison of the WNh results by GH2008 (blue)
with our hot Fe bump’-driven He star results (red) for a similar
log L/M .
mass loss for lower Γe, although containing already three free
parameters. Nonetheless, it points towards further examin-
ing ÛM(1 − Γe), which we depict in Fig. D3. Inspecting only
masses up to ≈ 150M – already way beyond the observed
ranged for helium stars – could indeed lead to the conclu-
sion of an asymptotic power-law for ÛM(1 − Γe), albeit with
different power-law indices. Given that we calculated models
up to 500M for all the considered metallicities, the smooth
bending of all the curves in Fig. D3 instead of an eventual
linear turnover is evident. Moreover, the original motivation
for Eq. (D1), namely the broken power-law in Γe with a ‘kink’
in a transition regime, is also not favourable from a physical
standpoint: There is no further obvious transition inside the
pure WR-wind regime, but instead a smooth curvature of
ÛM(Γe) for higher Γe in Fig. D2. This is eventually reflected
in our ÛM(Γe)-recipe presented in Sect. 3.4.2.
APPENDIX E: COMPARISON WITH THE
METALLICITY-DEPENDENCE OF WNH
STARS
GH2008 were the first to calculate a series of CMF-based HD
WR models. Albeit these models were calculated to describe
the winds of the luminous and H-rich WNh stars driven by
the so-called ‘cool iron bump’, the results from GH2008 were
an early indication for the complexity of the ÛM(Z)-behaviour
in WR-type winds. GH2008 compiled their findings in an ÛM-
recipe of the form
log ÛM = αgh + βgh(Z) · log
[
Γe − Γgh,0(Z)
]
(E1)
− γgh logT∗ + δgh log L − 0.45XH
with
βgh(Z) = 1.727 + 0.250 · log(Z/Z)
Γgh,0(Z) = 0.326 − 0.301 · log(Z/Z) − 0.045 [log(Z/Z)]2 .
This formula accounts for the dramatic change in the slope
of ÛM, as their CMF calculations avoid an incorrect assign-
ment of outer wind opacities to artificially boost ÛM. How-
ever, despite the complexity in Z, the formula of GH2008 is
already a compromise fit to their data, which is evident in
Fig. E1 where we plot their dataset for Γe = 0.55 as well as
the relation from the corresponding recipe. For their lowest
data point (Z = Z/3), their calculated ÛM is approximately
0.25dex higher than derived by their recipe. The formula fur-
ther predicts a steep drop in ÛM with a critical Γgh,0 where
the mass loss would become zero. This is an artefact of the
chosen formula and thus GH2008 state that the validity of
their description is only limited down to log ÛM ≈ −5.5. A
shift of the relation from our He star models (dashed line in
Fig. E1) hints that WNh winds might show a Z-trend similar
to classical WR stars, albeit with a slightly steeper slope in
the pure WR-wind regime.
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