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SUPERALGEBRAIC INTERPRETATION OF THE
QUANTIZATION
MAPS OF WEIL ALGEBRAS
LI YU
Abstract. In [2], A.Alekseev and E.Meinrenken construct an ex-
plicit G-differential space homomorphism Q, called the quanti-
zation map, between the Weil algebra Wg = S(g
∗) ⊗ ∧(g∗) and
Wg = U (g) ⊗ Cl(g) (which they called the noncommutative Weil
algebra) for any quadratic Lie algebra g. They showed that Q in-
duces an algebra isomorphism between the basic cohomology rings
H∗bas(Wg) and H
∗
bas(Wg). In this paper, I will interpret the quan-
tization map Q as the super Duflo map between the symmetric
algebra S(T˜g[1]) and the universal enveloping algebra U(T˜g[1]) of
a super Lie algebra T˜g[1] which is canonically related to the qua-
dratic Lie algebra g. The basic cohomology rings H∗bas(Wg) and
H∗bas(Wg) correspond exactly to S(T˜g[1])
inv and U(T˜g[1]) respec-
tively. So what they proved is equivalent to the fact that the Duflo
map commutes with the adjoint action of the Lie algebra, and that
the Duflo map is an algebra homomorphism when restricted to the
space of invariants. In addition, I will explain how the diagram-
matic analogue of the Duflo map introduced in [6] can be also made
for the quantization map Q.
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21. Introduction
The classical Weil algebraW (g) of a Lie algebra g is introduced in the
algebraic framework of equivariant geometry where people investigate
the geometry and topology of group actions on smooth manifolds. As a
vector space, W (g) is just S(g∗)⊗Λ(g∗). It has a well-known structure
as a G-differential algebra and is very useful in equivariant De Rham
theory.
In 2000, A.Alekseev and E.Meinrenken introduced, for a Lie algebra
with an ad-invariant metric (called a quadratic Lie algebra), the non-
commutative version Wg = U(g)⊗Cl(g), which is also a G-differential
algebra. They call it the noncommutative Weil algebra of g. They
then constructed a map Q : Wg −→ Wg, called the quantization map,
between these two algebras which has three main properties:
• it is an isomorphism of vector spaces
• it is an isomorphism of G-differential spaces
• it is not a map of algebras, but it does induce an algebra iso-
morphism between the basic cohomologies of the two algebras.
However, their definition of Q and their proof are both quite compli-
cated, and it is difficult to understand the geometric meaning of their
formulae.
Their theorem resembles another theorem, the Duflo isomorphism
theorem in Lie theory. M.Duflo in [10] constructed, for any Lie algebra
g, a map Υ : S(g) −→ U(g) which has the properties :
• it is an isomorphism of vector spaces
• it is a map of g-modules
• it is not a map of algebras, but induces an algebra isomorphism
between the spaces of invariants.
This theorem is highly non-trivial although for semisimple Lie algebras,
it follows from the Weyl character formula.
In 2003 Dror Bar-Natan, Le Thang and Dylan Thurston proved in [6]
yet another similar result, the ”wheeling theorem”. They constructed
a map Φ : B −→ A between certain spaces of diagrams appearing in
Vassiliev theory, and proved that Φ is an algebra isomorphism with
respect to some natural algebraic structures on these diagrams.
Finally, there is Kontsevich’s famous work [17] on deformation quan-
tization of Poisson Manifolds. In his viewpoint, the Duflo map of a Lie
algebra g comes from the deformation of the Lie-Poisson structure of
g∗. In addition, his proof can be generalized to the case of super Lie
algebras.
3In this paper I will study the relationships between these theorems.
The main result is: the Alekseev-Meinrenken quantization map Q can
be identified with the Duflo map for a certain Lie superalgebra T˜ g[1],
which is the Lie algebra of a central extension of the odd tangent bundle
of G. Many properties of Q can therefore be proved by using Kontse-
vich’s proof of the super-Duflo theorem, or by a diagrammatic proof
using wheeling.
Here are some logical relations between these theorems:
• Kontsevich’s deformation quantization ⇒ Duflo theorem (for
any Lie superalgebras)
• Wheeling theorem⇒Duflo theorem for quadratic Lie (super)algebras
• SuperDuflo ⇒ Alekseev-Meinrenken theorem (this is the main
theorem in this thesis)
The supergeometric interpretation of the non-commutative Weil al-
gebra ought to be useful for future applications in geometry.
Remark 1.1. The noncommutative Weil algebra can so far only be
defined for quadratic Lie algebras. It is unclear whether any of the re-
sults of Alekseev and Meinrenken can be extended to the non-quadratic
case.
1.1. Plan of Paper. I first present some standard introductory ma-
terials to make this thesis as self-contained as possible in chapter 2. I
will review some basic facts about G-differential algebras and the Weil
algebra Wg of a Lie algebra g which are discussed extensively in [15].
A canonical G-differential structure and its slightly varied form are de-
fined on Wg. In addition I will define the G-differential structure on
Clifford algebra Cl(g) and the noncommutative Weil algebra, which is
introduced in [1] by A.Alekseev and E.Meinrenken. Then I introduce
the Duflo map for a Lie (super)algebra and the quantization map of
the Weil algebra Wg.
In chapter 3, I will build a critical connection between theG-differential
structure on the Weil algebra Wg and the Lie super algebra structure
on T˜g[1], which can help us to understand the quantization map by the
theory of Lie algebras. Then I state the main theorem of this thesis.
In chapter 4, I will present a proof of the main theorem. To do that,
I have to first discuss spin representations for Clifford algebras and its
generalization to a super algebra. Then I discuss the factorization of
the spin representation constructed by A.Alekseev and E.Meinrenken
in [3]. The proof of the main theorem is put at the end of the chapter
4.
4In Chapter 5, I will introduce Jacobi diagrams and diagrammatic
representation of tensors in the category of Lie (super) algebras. Peo-
ple can find the standard exposition of these in [5] and [6]. In Chapter
6, I will explain how the method of using Jacobi diagrams to prove the
Duflo isomorphism in [6] could be naturally extended to interpret the
quantization map.
2. Definitions and Preliminary facts
2.1. G-differential algebras. Suppose G is a Lie group with Lie al-
gebra g. Choose a basis e1, . . . , en of g and let e
1, . . . , en be the dual
basis in g∗. Let {f cab} be the structure constants defined by
[ea, eb] = f
c
abec
define gˆ to be the Lie super algebra
ĝ := g−1 ⊕ g0 ⊕ g1
where g−1 is an n-dimensional vector space with basis ι1, . . . , ιn, g0 is
an n-dimensional vector space with basis L1, . . . , Ln and g1 is a one-
dimensional vector space with basis d. The super Lie bracket is defined
in terms of this basis by
[ιa, ιb] = ιaιb + ιbιa = 0, (1)
[La, ιb] = Laιb − ιbLa = f
c
abιc, (2)
[La, Lb] = LaLb − LbLa = f
c
abLc, (3)
[d, ιa] = dιa + ιad = La, (4)
[d, La] = dLa − Lad = 0, (5)
[d, d] = 2d2 = 0. (6)
Recall that a Lie super algebra is just a Z-graded vector space
V =
⊕
i∈Z
Vi
equipped with a bracket operation
[ , ] : Vi × Vj −→ Vi+j
which is super anti-commutative in the sense that
[x, y] + (−1)ij [y, x] = 0, ∀ x ∈ Vi, y ∈ Vj (7)
and satisfies the super Jacobi identity
[x, [y, z]] = [[x, y], z] + (−1)ij [y, [x, z]], ∀ x ∈ Vi, y ∈ Vj. (8)
5It is easy to see that the bracket relations defined above do give a
super Lie algebra structure on gˆ. See [9] for more details on super
vector spaces and super Lie algebras.
Definition 2.1. A differential space is a super vector space E with a
differential, i.e. an odd endomorphism d ∈ End(E) satisfying d◦d = 0.
Endomorphisms of E that commute with the differential d will be called
chain maps or differential space homomorphisms. We use H∗(E, d) to
denote the cohomology of E with respect to d. (E, d) is called acyclic
if
Hk(E, d) =
{
R k = 0
0 k 6= 0
Definition 2.2. A homotopy operator between two chain maps ϕ1, ϕ2 :
E → E ′ is an odd linear map h (if E and E ′ are Z graded, we require
h to be of degree -1) such that dh+ hd = ϕ1 − ϕ2. if ϕ1, ϕ2 are chain
homotopic, they induce the same map in cohomology.
If we have a Lie groupG acting on a differential space V , we introduce
a notion of G-differential space.
Definition 2.3. A G-differential space is a super vector space V , to-
gether with a super Lie algebra homomorphism ρ : ĝ→ End(V ). The
horizontal subspace Vhor is the space fixed by the action of g−1 under ρ,
the invariant subspace V G is the space fixed by g0, and the space Vbasic
of basic elements is Vhor∩V
G. It is easy to see that d : Vbasic −→ Vbasic,
i.e. Vbasic is a differential subspace of V , we call the the cohomology of
(Vbasic, d) the basic cohomology of the G-differential space V , denoted
by H∗bas(V ).
A G-differential algebra is a super algebra B with a structure of a
G-differential space such that ρ takes values in the derivation space
Der(B) of the algebra.
Example 2.4. ĝ is a G-differential space with respect to the adjoint
action of itself.
Example 2.5. Suppose a Lie group G acts on a smooth manifold M ,
i.e. we have a group homomorphism ρ : G −→ Diff(M). Then the
infinitesimal action dρ : g −→ V ect(M) give a representation of the Lie
algebra g of G. For ∀ξ ∈ g, let Xξ be the vector field on M corresponds
ξ under dρ. Let Lξ and ιξ be the Lie derivative and interior product of
Xξ in the algebra Ω
∗(M) of smooth differential forms. Then Ω∗(M) is
a G-differential algebra with the action of ĝ = g−1 ⊕ g0 ⊕ g1 by ιξ, d
and Lξ. This example is actually the geometric origin of the concept
of G-differential algebras.
6Example 2.6. Choosing a basis θ1, . . . , θn of g∗, we can make the
exterior algebra ∧(g∗) a G-differential algebra by defining:
ιaθ
b = δba, (9)
Laθ
b = −f bakθ
k, (10)
dθa = −
1
2
fabcθ
bθc (11)
Please note here, I omit the ∧ symbol between two odd elements. In
my thesis, I will always omit it as long as there is no confusion. For
a compact Lie group G, its De Rham cohomology H∗DR(G) coincides
with H∗(∧(g∗), d) defined above. So in general (∧(g∗), d) is not acyclic.
Similarly, we can define the notion of homomorphism and homotopy
in the category of G-differential spaces.
Definition 2.7. A G-homomorphism between G-differential spaces
(V1, ρ1) and (V2, ρ2) is a homomorphism of super vector spaces φ :
V1 → V2 that commutes with the actions of ĝ on V1 and V2, i.e. for
∀ x ∈ ĝ, v ∈ V1, φ(ρ1(x) · v) = ρ2(x) · φ(v).
Definition 2.8. TwoG-homomorphism φ1, φ2 between twoG-differential
spaces V1 and V2 is called G-chain homotopic if there is an odd linear
map h : V1 → V2 such that φ1 − φ2 = dh + hd, ιah + hιa = 0, and
Lah− hLa = 0.
2.2. Koszul complex. Let V be an n-dimensional vector space, and
let ∧(V ) be the exterior algebra of V . Koszul algebra KV is the tensor
product ∧(V ) ⊗ S(V ). The elements x ⊗ 1 ∈ ∧1(V ) ⊗ S0(V ) and
1⊗x ∈ ∧0(V )⊗S1(V ) generate EV . The Koszul operator dK is defined
as the derivation extending the operator on the generators given by
dK(x⊗ 1) = 1⊗ x
dK(1⊗ x) = 0
Clearly d2K = 0 on generators, and hence everywhere, since d
2
K is a
derivation. In addition, KV can be naturally graded by the sum of the
natural gradings of ∧(V ) and S(V ). It is easy to see that (KV , dK) is
an acyclic space. Let x1, · · · , xn be a basis of V and define
θi := xi ⊗ 1
zi := 1⊗ xi
Then d = dK is expressed in terms of these generators as
dθi = zi
dzi = 0
72.3. Weil algebra and its G-differential structures. For any Lie
algebra g, we define the Weil algebra Wg = S(g
∗) ⊗ ∧(g∗). It has a
naturalG-differential algebra structure. Let va = ea⊗1 and θa = 1⊗ea.
They generates the S(g∗) and ∧(g∗) in Wg, respectively. We define the
action of ĝ on Wg by
Lav
b = −f bakv
k, (12)
Laθ
b = −f bakθ
k, (13)
ιav
b = 0, (14)
ιaθ
b = δba, (15)
dva = −fabcθ
bvc, (16)
dθa = va −
1
2
fabcθ
bθc (17)
It is easy to see that the horizontal subspace (Wg)hor ∼= S(g
∗) and the
basic subalgebra is just the algebra of invariant polynomials S(g∗)g on
g. In addition, since dva = (θbLb)v
a and d is a derivation, we conclude
that dω = θbLbω for ∀ω ∈ (Wg)hor. So the differential d actually
vanishes on (Wg)basic. Therefor H
∗
bas(Wg) = (Wg)basic.
We will see below that Wg equals the Koszul algebra of g
∗ as differ-
ential spaces. Hence it is acyclic.
Proposition 2.9. (Wg, d) is an acyclic differential space.
Proof. The easiest way to see this is considering a variable change in
Wg. Let
v̂a = va −
1
2
fajkθ
jθk (18)
Extend this naturally to all elements inWg. Observe that v̂
1, . . . , v̂n, θ1, . . . , θn
also generates Wg. The induced G-differential structure under this set
of generators is
Lav̂
b = −f bak v̂
k, (19)
Laθ
b = −f bakθ
k, (20)
ιav̂
b = −f bakθ
k, (21)
ιaθ
b = δba, (22)
dv̂a = 0, (23)
dθa = v̂a (24)
Equation (23) and (24) mean thatWg is a Koszul complex generated
by v̂a and θa. So it is acyclic.

8We will find that this different presentation of the G-differential
structure on W (g) in (19)— (24) is useful in next chapter. So we
have the following definition.
Definition 2.10. Let WK
g
= S(g∗)⊗∧(g∗) with generators v̂a and θa,
and define its G-differential structure by (19)— (24). We call it Koszul
G-differential structure of Wg.
By definition, Wg and W
K
g
are isomorphic as G-differential algebras.
The isomorphism is just the super variable change.
τ0 : W
K
g
−→ Wg
v̂a 7→ va − 1
2
fajkθ
jθk
θb 7→ θb
(25)
2.4. G-differential structure of Clifford algebra. Suppose a Lie
algebra g is equipped with an ad(g)-invariant inner product B( , ), we
call this type of Lie algebra quadratic Lie algebra. Semisimple Lie
algebras and compact Lie algebras are all quadratic. However, not
every Lie algebra allows an invariant inner product. From now on, we
always assume g is quadratic. Let Cl(g) be the Clifford algebra of g,
i.e. the quotient of the tensor algebra T (g) by the ideal generated by
all 2x⊗ x− B(x, x) with x ∈ g. It inherits a natural Z2-grading from
the tensor algebra and a filtration,
R = Cl(0)(g) ⊂ Cl(1)(g) ⊂ . . .
So Cl(g) is a filtered super algebra. The associated graded algebra
Gr∗(Cl(g)) is isomorphic to ∧(g). Let elements in g have odd grading
and define a bracket operation in godd := g⊕ Rc by
[x, y]odd = B(x, y)c, ∀ x, y ∈ g
[x, c]odd = 0, ∀ x ∈ g
Here c is an even element. We use a subscript odd to distinguish
this bracket from the original Lie bracket of g. Then we can look on
Cl(g) as the universal enveloping algebra of g⊕ Fc modulo c = 1. The
odd bracket of godd can be extended naturally to Cl(g). The general
formula is :
[xa1 . . . xak , xb1 , . . . , xbl ]odd
=
∑
1≤i≤k
1≤j≤l
(−1)k−i−j−1[xai , xbj ]odd xa1 . . . x̂ai . . . xakxb1 . . . x̂bj . . . xbl (26)
9The Poincare´-Birkhoff-Witt map in this case is just the anti-symmetrization,
which is also called Chevalley quantization map.
q : ∧(g) −→ Cl(g)
q(x1 ∧ . . . ∧ xk) =
∑
σ∈Sk
(−1)sgn(σ)xσ(1) . . . xσ(k)
Next, we make Cl(g) a G-differential algebra by first defining the action
of ĝ on a basis of g and then extend it by derivations to the whole Cl(g)
as follows. Suppose e1, . . . , en is an orthonormal basis of g with respect
to the invariant metric B( , ). If [ea, eb] = f
c
abec, then from the fact
B([xa, xb], xc) + B(xb, [xa, xc]) = 0, we can easily see that f
c
ab = −f
b
ac.
So under this basis, the structure constant f cab is totally anti-symmetric
with respect to its indices. For convenience, we use fabc to denote f
c
ab
under an orthonormal basis. In addition, we can naturally identify g∗
and g using B( , ). Now, we let ĝ act on Cl(g) by
ιa(eb) = [ea, eb]odd = δab (27)
La(eb) = [ea, eb] = [−
1
2
faijeiej , eb]odd = fabcec (28)
d(ea) = [−
1
6
fijkeiejek, ea]odd = −
1
2
faijeiej (29)
Proposition 2.11. The above definition gives a G-differential alge-
bra structure on Cl(g) and (Cl(g), dCl) has trivial cohomology in all
filtration degrees for any quadratic Lie algebra g.
Proof. See [2] chapter3. 
So generally speaking, the exterior algebra ∧(g∗) and the Clifford
algebra Cl(g) are not isomorphic as differential spaces (unless g is
abelian).
2.5. Noncommutative Weil algebra. In [2], A.Alekseev and E.Meinrenken
defines a noncommutative version of Weil algebra, they call it non-
commutative Weil algebra.
Definition 2.12. For a quadratic Lie algebra g with invariant metric
B( , ), if û1, . . . , ûn is a basis of g and ξ1, . . . , ξn be the corresponding
basis of another copy g1 of g, the noncommutative Weil algebra Wg of
g is defined to the the quotient of the tensor algebra T (g⊕ g1) by the
following relations:
ûa ⊗ ûb − ûb ⊗ ûa = [ûa, ûb]g,
ξa ⊗ ξb − ξb ⊗ ξa = B(ξa, ξb),
ûa ⊗ ξb − ξb ⊗ ûa = [ξa, ξb]g1
10
We can define the G-differential algebra structure on the noncom-
mutative Weil algebra of g as follows: Suppose ûa and ξa have degree
2 and 1, respectively. Then define:
Laûb = fabcûc, (30)
Laξb = fabcξc, (31)
ιaûb = fabcξc, (32)
ιaξb = δab, (33)
dûa = 0, (34)
dξa = ûa (35)
If we identify g∗ and g using the invariant metric on g, it is easy to
see that the G-differential structure of Wg defined above corresponds
exactly to the G- differential structure ofWK
g
. So we useWK
g
to denote
Wg with this G-differential structure.
Remark 2.13. The naive extension of the map va −→ ua, θa −→ ξa
by symmetrization is not a G-differential algebra homomorphism from
WK
g
to WK
g
. It is only a linear map.
In addition, similar to Weil algebra, we can define a super variable
change τ1:
ûa = ua −
1
2
fabcξbξc
ξa = ξa
Notice ua and ξa also generate Wg, and they commute. In fact
[ua, ξb] = [ûa +
1
2
faijξiξj, ξb] = fabiξi +
1
2
faijξiδjb −
1
2
faijξjδib (36)
= fabiξi +
1
2
faibξi −
1
2
fabjξj = 0
Under this variable change, the induced G-differential structure on
Wg defined on generators ua and ξa is:
Laub = fabcuc, (37)
Laξb = fabcξc, (38)
ιaub = 0, (39)
ιaξb = δab, (40)
dua = −fabcξbuc, (41)
dξa = ua −
1
2
fabcξbξc (42)
11
Obviously, this form of G-differential structure on Wg corresponds
to the G-differential structure of Wg defined in (12)– (17). When we
write Wg without the capital K, we mean its generators are ua and ξa.
Remark 2.14. It is not hard to see that the bracket [ûa, ûb] corre-
sponds exactly to [ua, ub] under the super variable change. Thus we
can think of ua being a basis of a Lie algebra g0 which isomorphic to
g. Then as vector spaces, Wg =W
K
g
= U(g0)⊗ Cl(g1).
2.6. Notation summary. To avoid confusions, I summarize different
notations of basis elements of g or g∗ we use in this paper so far.
g g∗ S(g∗) ∧(g∗) U (g) Cl(g)
ea e
a va, v̂a θa ua, ûa ξa
(43)
2.7. Duflo isomorphism and Quantization map. Every Lie alge-
bra g has two associated algebras: the symmetric algebra S(g), gen-
erated by g with relations xy − yx = 0, and the universal enveloping
algebra U (g), generated by g with relations xy − yx = [x, y]. There is
a natural map between the two algebras,
χ : S(g)→ U (g)
given by taking a monomial x1x2 . . . xn in S(g) and averaging over the
product in U (g) of all the xi in all possible orders. By the Poincare´-
Birkhoff-Witt(PBW) theorem, χ is an isomorphism of vector spaces
and g-modules. χ is not an algebra isomorphism, even restricted to the
invariant subspaces of both sides. in [10], M. Duflo modifies χ a little
and gives an algebra isomorphism
Υ : S(g)g → U (g)g
where
Υ = χ ◦ ∂
j
1
2
(44)
j
1
2 (x) = det
1
2
(
sinh(1
2
adx)
1
2
adx
)
= det
1
2
(
ead(x)/2 − e−ad(x)/2
ad(x)
)
(45)
The notation adx is the adjoint action of an element x on g. The ∂j
1
2
means to consider j
1
2 (x) as a power series on g and so we can think of it
as an infinite-order differential operator on g∗, which we can then apply
to polynomials on g∗ (≡ elements in S(g)). j
1
2 is an important function
in the theory of Lie algebras. Its square, j(x), is the Jacobian of the
exponential mapping from g to its Lie group G when g is unimodular.
The map Υ here is called Duflo isomorphism. When Lie algebra g
is semisimple, Duflo isomorphism coincides with the Harish-Chandra
isomorphism. The general proof in [10] is highly nontrivial, it used
12
certain facts about finite-dimensional Lie algebras which follow only
from the classification theory. In addition, Duflo isomorphism is also
true in the case of Lie super algebras, which is proved by M. Kontsevich
in [17].
In addition, we have another way of understanding the Duflo map
which is more convenient to use in many cases. We can identify S(g)
with the space of distributions which are supported at the origin of g.
In fact, on any vector space V with a basis {ea}, let xa be the coordinate
function of ea, the algebra E0(V ) of distributions with support at the
origin on V is canonically isomorphic to its symmetric algebra S(V ),
by identifying each basis element ea with −
∂
∂xa
δ0, Where δ0 is the Dirac
delta function at the origin of V .
ea = −
∂
∂xa
δ0,
The algebra structure on S(V ) corresponds to the convolution ∗V of
distributions (see [13] for details). In addition, any smooth function
f(x) can act on E0(V ) by
〈f(x) ·D, φ(x)〉 = 〈D, f(x)φ(x)〉, ∀D ∈ E0(V ), φ(x) ∈ C
∞
0 (V ).
Similarly for U (g), we can identify the generator ua with a distri-
bution on G which is supported at the identity element 1 of G. We
have
ua =
d
dt
∣∣∣∣
t=0
δexp(tea)
In this way, U (g) can be identified algebraically with the space of
distributions E1(G) on G supported at the identity 1 of G. The product
in U (g) corresponds to the convolution product ∗G of distributions in
E1(G).
If we view S(g), U (g) and the action of j
1
2 (x) as above described
way, the PBW map χ is interpreted as pushing forward distributions
on g to distributions on G by the exponential map of g. In fact, this is
the point of view adopted by M. Duflo in his original work [10]. So we
can write Duflo’s theorem as follows:
Υ(η) = exp∗(j
1
2 (x) · η), ∀ η ∈ E0(g) = S(g) (46)
Υ(η1 ∗g η2) = Υ(η1) ∗G Υ(η2), ∀ η1, η2 ∈ S(g)
g (47)
In fact, these two ways of understanding Duflo map are Fourier trans-
form of each other in a canonical way.
More recently, A.Alekseev and E.Meinrenken establishes in [2] an
interesting isomorphism Q between ∧(g∗) ⊗ S(g∗) and Cl(g) ⊗ U (g)
13
for any quadratic Lie algebra g. They called Q the quantization map.
If we identity g∗ and g using the metric, when restricted to the sym-
metric algebra 1 ⊗ S(g∗), the quantization map Q becomes the usual
Duflo isomorphism from S(g) to U (g). When restricted to the exterior
algebra ∧(g∗)⊗1, Q becomes the antisymmetrization map q from ∧(g)
to Cl(g). However, Q is not just the direct product Duf ⊗ q. It has
the more complicated form
Q = (Duf⊗q)◦exp
(
1
2
Tab(x)ιaιb
)
= (χ⊗q)◦∂
j
1
2 (x)
◦exp
(
1
2
Tab(x)ιaιb
)
where Tab is a certain anti-symmetric tensor field on g, i.e. an ∧
2(g)
value function on g. It was obtained by Etingof-Varchenko [11] as a
solution of the classical dynamical Yang-Baxter equation.
Tab(x) := (ln(j)
′(adx))ab
When acting on the elements in Weil algebra W (g), Tab(x) is treated
as a differential operator like j
1
2 (x), ιaιb is understood as contractions
of odd variables.
We will see in Chapter 4 that, the quantization map Q can be un-
derstood as the super Duflo map of a super Lie algebra.
3. Supergeometric Interpretation of the
Quantization Map
Suppose G is a Lie group with Lie algebra g. Set TG[1] = G × g
which we look upon as a Lie group with multiplication given as follows
(g,X)(h, Y ) = (gh, Adh−1(X) + Y ), ∀ g, h ∈ G,X, Y ∈ g
TG[1] is just the odd tangent bundle of G with the natural group
structure induced from the group structure of G. The Lie algebra,
Tg[1], of TG[1] is g× g with bracket given by
[(X, Y ), (X ′, Y ′)] = ([X,X ′], [Y,X ′] + [X, Y ′]), ∀X,X ′, Y, Y ′ ∈ g
In Tg[1], g × 0 is a Lie subalgebra isomorphic to g and 0 × g is an
abelian Lie subalgebra. When g is a quadratic Lie algebra, we can
make a central extension of the Lie algebra Tg[1] using its invariant
metric B( , ),
0 −→ R −→ T˜g[1] −→ Tg[1] −→ 0 (48)
And the Lie bracket of 0× g in Tg[1] becomes
[(0, X), (0, Y )] = B(X, Y )c
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where c is a central element in T˜g[1]. It generates the R in (48).
3.1. Relations between S(T˜g[1]) and Wg and W
K
g
. If we identify
g∗ and g via the invariant metric B( , ), WK
g
is then identified with
S(T˜g[1])/ < c = 1 >. In fact, we can think of WK
g
as the space of dif-
ferential forms on g with polynomial coefficients. Let σ0 : S(T˜g[1]) −→
Wg be a map which make the following diagram commute:
WK
g S(T˜g[1])
Wg
[
[
[
[
[
℄
τ0
u
c= 1
B(,)
u
σ0
Since τ0(v̂a) = v
a − 1
2
fabcθ
bθc, if ea and ea are basis of T˜g[1]
even
and
T˜g[1]
odd
respectively, σ0 must be:
σ0(ea) = v
a −
1
2
fabcθ
bθc
σ0(ea) = θ
a
The following lemma tells us how the super Lie algebra structure of
T˜g[1] is related to the G-differential structure of Wg under the map σ0.
Lemma 3.1. The map σ0 : S(T˜g[1]) −→ Wg satisfies:
σ0([ea, eb]) = La(σ0(eb)) (49)
σ0([ea, eb]) = La(σ0(ea)) (50)
σ0([eb, ea]) = ιb(σ0(ea)) (51)
σ0([ea, eb]) = ιa(σ0(eb)) (52)
Proof. Here I only give the proof of (49), the proof of the other two
equations are similar. By the definition of σ0, we have
σ0([ea, eb]) = σ0(fabcec) = fabc(v
c −
1
2
fcpqθ
pθq)
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On the other hand,
La(σ0(eb)) = La(v
b −
1
2
fbijθ
iθj) = fabcv
c − La(
1
2
fbijθ
iθj)
= fabcv
c −
1
2
fbijfaikθ
kθj −
1
2
fbijfajkθ
iθk
= fabcv
c −
1
2
fabkfkijθ
iθj
The last equality is because of the Jacobi identity. So the (49) holds.

By the above lemma, we have the following correspondence:
σ0(ea)←→ ea La ←→ [ ea, ]
θa ←→ ea ιa ←→ [ea, ]
Since σ0 is an algebra isomorphism, we can easily see the following.
Proposition 3.2. The basic complex of WK
g
corresponds exactly to the
invariant symmetric tensor of T˜g[1] under σ0. Therefore, S(T˜g[1])
inv ∼=
S(g)g.
σ0 : S(T˜g[1])
inv ←→ (Wg)basic
In addition, it is easy to see that Wg = U(T˜g[1])/ < c = 1 > by
definition. So we get a similar diagram for the noncommutative Weil
algebra Wg and W
K
g
.
U(T˜g[1]) W
K
g
Wg
w
c= 1
u
σ1






τ1
Where τ1 is the super variable change. The same argument as the
preceding lemma shows that σ1 maps U(Tg[1])
inv isomorphically onto
(Wg)basic.
3.2. Duflo isomorphism of T˜g[1]. In chapter two , we have intro-
duced the Duflo isomorphism of a Lie algebra and it actually makes
sense for any super Lie algebras. Now, let us examine the Duflo iso-
morphism of T˜g[1].
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Let {e1, . . . , en, e1, . . . , en, c} be a basis T˜g[1]. By definition, ad(ea)
and ad(ea) are represented by the following matrices :
even odd c
ad(ea) =
Ma 0 00 Ma 0
0 0 0
 evenodd
c
ad(ea) =
 0 0 0Ma 0 0
ǫa 0 0
 evenodd
c
Where (Ma)ij = faji and ǫa = (0, . . . , 0,
a
1, 0, . . . , 0).
Then it is easy to see that for any element x ∈ T˜g[1], Tr(adk(x)) ≡ 0
for ∀k ∈ N (here Tr is the super trace, see [9] for definition).
j
1
2 (x) = det
(
sinh(1
2
adx)
1
2
adx
)
= exp
(
∞∑
k=1
b2kTr(ad
k(x))
)
= 1
Where b2k’s are modified Bernoulli numbers defined by the power series
expansion
∞∑
k=0
b2kx
2k =
1
2
ln
(
sinh x
2
x
2
)
. (53)
So we have proved the following.
Proposition 3.3. the Duflo isomorphism for T˜g[1] is just the (super)
symmetrization map.
3.3. The Main Theorem. I want to show that the quantization map
between Weil algebra and noncommutative Weil algebra is essentially
equivalent to the Duflo map for the super Lie algebra T˜g[1]. I put this
in the main theorem as follows.
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Main Theorem. The quantization map Q is the (super) Duflo iso-
morphism of the super Lie algebra T˜g[1], i.e. the following diagram
commutes.
WK
g S(T˜g[1]) U(T˜g[1]) W
K
g
Wg Wg
[
[
[
[
[
℄
τ0
u
c= 1
B(,)
w
Duflo
vector space homo.
u
σ0
w
c= 1
u
σ1






τ1
w
Q
vector space homo.
(54)
Remark 3.4. When we apply Q to elements inWK
g
, we use the metric
B( , ) to identify Wg with S(g)⊗ ∧(g).
Corollary 3.5. The basic cohomology ofWg is algebraically isomorphic
to the basic cohomology of Wg.
Proof. Since Duflo map is an algebra isomorphism when restricted to
the invariants and σ0, σ1 in the diagram are also algebra homomor-
phisms, so the quantization map Q|(Wg)basic is an algebra homomor-
phism by the commutativity of the diagram above. So we have the
following diagram.
S(T˜g[1])inv U(T˜g[1])inv
(Wg)basic (Wg)basic
w
Duflo
algebra homo.
u
σ0
u
σ1
w
Q
algebra homo.
(55)
Notice the differential d is actually trivial on (Wg)bas, so we have
H∗bas(Wg) = (Wg)basic = S(g
∗)g. Therefore the quantization map Q
induces an algebra homomorphism in the basic cohomology. 
Remark 3.6.
(1) The action of the quantization map Q on H∗bas(Wg) is just the
usual Duflo map for the Lie algebra g. Although this is a little
disappointing, we will see in the last chapter that the quanti-
zation map Q itself has an interesting diagrammatic interpre-
tation.
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(2) The above corollary can also be derived from a very strong the-
orem proved in [1] which asserts that any G-differential space
homomorphism from the Weil algebra of g to a locally free G-
differential algebra (may not be commutative) always induces
an algebra homomorphism in basic cohomology.
4. Proof of the Main Theorem
In this chapter, I will present an algebraic proof of the the main
theorem in this thesis. To do that, we need to investigate the structure
of the spin representation of the spin group. The techniques in the
proof are described by A.Alekseev and E.Meinkenren in [1][2][3]. So I
will quote some theorems directly from their papers without giving the
proof since they are quite complicated themselves. First, let’s look at
the spin representation.
4.1. Spin group of g and spin representation. In Chapter two, I
have introduced the Clifford algebra of a quadratic Lie algebra g and
defined a G-differential structure on it. In this section, I will discuss an
important object Spin(g) in Cl(g) which will be used in the proof of
the main theorem. People can find more details of Clifford algebra and
Spin(g) and its representations in [19], [14], [7] and [18]. Most of the
definitions and properties of Cl(g) and Spin(g) introduced here can
be easily generalized to the Clifford algebra of any vector space with a
non-degenerate symmetric bilinear form.
4.2. The action of Cl(g) on ∧(g). Using the ad-invariant inner prod-
uct B( , ) on the Lie algebra g, we define an Cl(g)-module structure on
∧(g) as follows. For ∀x ∈ g, define
̺(x) · α = x ∧ α+
1
2
ιxα ∀α ∈ ∧(g)
where ιx(y1 ∧ . . . ∧ yk) =
∑k
i=1(−1)
i−1B(x, yi) y1 ∧ . . . ŷi . . . ∧ yk. It
is easy to see that ̺(x1)̺(x2) + ̺(x2)̺(x1) = B(x1, x2). So by the
universal property of Cl(g), ̺ could be extended to the whole Cl(g)
by:
̺(x1x2 . . . xs)(α) = ̺(x1) ◦ ̺(x2) . . . ◦ ̺(xs)(α).
Lemma 4.1. The inverse of quantization map q : ∧(g) −→ Cl(g) can
be expressed in terms of ̺ as q−1(x) = ̺(x) · 1 for ∀x ∈ Cl(g).
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Proof. Under an orthonormal basis e1, . . . , en of g, it is easy to see that,
for any 1 ≤ i1 < . . . < ik ≤ n,
̺(ei1 . . . eik) · 1 = ̺(ei1 . . . eik−1) · eik
= ̺(ei1 . . . eik−2) · (eik−1 ∧ eik)
= · · · · · · = ei1 ∧ . . . ∧ eik .
and conversely
q(ei1 ∧ . . . ∧ eik) = ei1 . . . eik
So the lemma follows from the fact that any element in Cl(g) is a
linear combination of ei1 . . . eik as above. 
People often call q−1 symbol map. It gives the isomorphism from the
associated graded algebra Gr(Cl(g)) to ∧(g).
4.3. Definition of Spin group and spin representation. We can
think of Cl(g) itself as a finite dimensional Lie algebra with the odd
bracket defined by (26). Notice the subspace Cl(2)(g) is actually closed
under the odd bracket, so Cl(2)(g) is a Lie subalgebra of Cl(g). In
addition, let SO(g) be the special orthogonal group with respect to
the inner product of g. Its Lie algebra is denoted by so(g).
Lemma 4.2. Cl(2)(g) is isomorphic to the Lie algebra so(g).
Proof. We can identify g as Cl(1)(g) and let τg : Cl
(2)(g) −→ so(g) be
defined by:
τg(a) · v = [a , x]odd, ∀ a ∈ Cl
(2)(g), x ∈ g
It is easy to check τ(a) does preserve Cl(1)(g) and so defines a Lie
algebra homomorphism from Cl(2)(g) to gl(g). To see τg(a) is in so(g),
observe that
B(τg(a) · x, y) +B(x, τg(a) · y) = [ [a, x]odd, y]odd + [ x, [a, y]odd]odd
= −[ a, [x, y]odd]odd = 0
The second equality is a consequence of the Jacobi identity in (Cl(g), [ , ]odd).
The map τg must be an isomorphism, since it is injective by the
non-degeneracy of the metric and since the dimensions of Cl(2)(g) and
so(g) are the same, namely n(n− 1)/2. 
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Using the map τg, any skew-symmetric matrix A = (aij) ∈ so(g) un-
der an orthonormal basis e1, · · · , en corresponds to the Cliiford element
τ−1
g
(A) = q(
1
2
∑
i,j
(Aei) ∧ ej) = q(
1
2
∑
i,j
ajiei ∧ ej) (56)
= q(−
1
2
∑
i,j
aijei ∧ ej) = −
∑
i<j
aijξiξj
Definition 4.3. The group Spin(g) is the group obtained by exponen-
tiating the Lie algebra Cl(2)(g) inside the Clifford algebra Cl(g). The
restriction of ̺ on Spin(g) is called the Spin representation of Spin(g).
The action τg of Cl
(2)(g) on g exponentiates to an orthogonal action
still denoted by τg. So we have the following diagram.
Cl(2)(g) Spin(g) ⊂ Cl(g) End(∧(g))
so(g) SO(g)
w
exp
u
τg
u
τg
w
̺
w
exp
(57)
It is well known that τg : Spin(g) −→ SO(g) is a double covering
map. But Spin(g) is much harder to handle than SO(g). For SO(g), we
have a very nice representation in terms of matrices. We can investigate
the structures of SO(g) using all kinds of decompositions of matrices.
However, it is not easy to see how to factor the spin representation of
an arbitrary element in Spin(g). In [3], A.Alekseev and E.Meinkenren
constructed a very special factorization of Spin(g) which is interesting
in many senses. We will see that the proof of the main theorem has to
use this factorization.
Remark 4.4. The discussions above can be applied to any vector space
V with a non-degenerate symmetric bilinear form.
4.4. Factorization of spin representation of Spin(g). For any x ∈
Spin(g), the spin representation ̺(x) of x is a linear transformation on
the vector space ∧(g). In this section, we will write ̺(x) as the product
of two special types of linear transformations on ∧(g). We call this
factorization of spin representation. The two special transformations
are:
(1) ∧ (g) −→ ∧(g), α 7→ β ∧ α for a fixed β ∈ ∧(g)
(2) ∧ (g) −→ ∧(g), α 7→ ιγ(α) for a fixed γ ∈ Cl(g)
where ιx1...xs(α) = ιx1 ◦ . . . ◦ ιxs(α).
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It is not clear how to do the factorization directly. So let us first
introduce an auxiliary space. Since g is a finite-dimensional real vector
space, the direct sum W = g ⊕ g∗ carries a natural non-degenerate
bilinear form
BW (x, y) = 0, ∀ x, y ∈ g ,
BW (α, β) = 0, ∀ α, β ∈ g
∗ ,
BW (x, α) = 2α(x), ∀ x ∈ g, α ∈ g
∗ (58)
Let Cl(W ) be the Clifford algebra of (W,BW ). The above discussion
of Cl(g) can be applied to Cl(W ) without any change. So we have the
Lie algebra isomorphism τW : Cl
(2)(W )→ so(W ) and the double cover
of SO(W ) by Spin(W ).
We can define an algebra representation π of Cl(W ) on ∧(g) by:
π : Cl(W ) −→ gl(∧(g))
Where generators x ∈ g act by wedge product and generators α ∈ g∗
act by contraction (denoted again by ια).
Next, Let g¯ be the same vector space as g with metric B¯( , ) =
−B( , ). Then we can construct an linear map κ between g⊕ g¯ and W
as follows.
κ : g⊕ g¯→W, (x, y) 7→
(
x+ y, B(
1
2
(x− y), −)
)
Assume the metric on g⊕ g¯ is just the direct sum of their metrics. We
have the following lemma.
Lemma 4.5. κ is an isometry between g ⊕ g¯ and W with respect to
their metrics, its inverse is κ−1(x,B(y,−)) = (1
2
x+ y, 1
2
x− y).
Using κ, we can identify g with a subspace of W . So Cl(g) can
be thought of as a subalgebra of Cl(W ). Correspondingly, SO(g) and
Spin(g) are subgroups of SO(W ) and Spin(W ) respectively. Notice
the restriction of κ to g is:
κ|g : g −→W, x 7→
(
x,B(
1
2
x, −)
)
So the representation ̺ : Cl(g) → gl(∧(g)) is simply the restriction of
π : Cl(W ) −→ gl(∧(g)) to Cl(g).
The inclusion h : SO(g)→ SO(W ) is given by:
h : SO(g)→ SO(W ), C 7→ κ◦
(
C 0
0 I
)
◦κ−1 =
(
1
2
(C + I) C − I
1
4
(C − I) 1
2
(C + I)
)
.
Let C = exp(tA) where A ∈ so(g) and differential at t = 0, we get
the inclusion dh : so(g)→ so(W ).
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dh : so(g)→ so(W ), A 7→ κ ◦
(
A 0
0 0
)
◦ κ−1 =
(
1
2
A A
1
4
A 1
2
A
)
.
Then we can write down how Cl(2)(g) and Spin(g) are included in
Cl(2)(W ) and Spin(W ). However, this won’t directly give any decom-
position of the spin representation of Spin(g).
In [3], A.Alekseev and E. Meinrenken constructed a very interesting
factorization of the spin representation of Spin(g). The idea is to
first factor SO(g) inside GL(W ) and then lift the factorization to its
double cover Spin(g) via the Lie algebra isomorphism τW : so(W ) →
Cl(2)(W ). Please see the original paper for more details. Here, I just list
the results they proved in [3] for the future use. In fact, the statements
in [3] make sense for any vector space with an inner product.
Theorem 4.6. (Proposition 5.1 in [3]) Let C ∈ SO(g) with det(C −
I) 6= 0, and suppose that D ∈ so(g) is invertible and commutes with
C. Then there is a unique factorization
h(C) =
(
I 0
E1 I
)(
I D
0 I
)(
I 0
E2 I
)(
R 0
0 (R−1)t
)
(59)
such that E1, E2 ∈ so(g) and R ∈ GL(g) commute with C and D.
One finds
E1 =
1
2
C + I
C − I
−
1
D
, E2 =
1
D2
(
C − C−1
2
−D
)
, R =
D
I − C−1
.
Remark 4.7. Notice D ∈ so(g) is invertible forces the dimension of g
to be even. When the dimension of g is odd, we can define W to be
g⊕R⊕ g∗ instead and let the copy of R act on ∧(g) by scalar (see [3]
and [14] for details). This won’t effect our formula in (59) anyway.
We know how to lift each component in the factorization (59) to
Spin(W ). In fact, under a basis e1, · · · , en, e
1, · · · , en of W , where
{ea} is an orthonormal basis with respect to the metric B( , ) on g and
{ea} is its dual basis in g∗, the lifting rules are:
(1) For a matrix D = (Dij) which represents a skew-adjoint linear
map from g∗ to g, we have(
I D
0 I
)
lift
−→ exp(−
1
2
∑
i,j
Dijeiej) ∈ Spin(W ).
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(2) For a matrix E = (Eij) which represents a skew-adjoint linear
map from g to g∗, we have(
I 0
E I
)
lift
−→ exp(−
1
2
∑
i,j
Eije
iej) ∈ Spin(W ).
(3) For any matrix R ∈ GL(g), there is a natural inclusion
GL(g)→ SO(W ), R 7→
(
R 0
0 (R−1)∗
)
.
The lifting of this matrix to Spin(W ) is the same as lifting it to the
metaplectic group Mp(2n,R) (See [12] for the definition). It is not easy
to write down the lifting explicitly in this case. But we do know how
its lifting acts on ∧(g) defined by π, which is enough to do our job of
factoring spin representation of Spin(g) here. Let Rˆ be an element in
Mp(n, g) (considered as a subgroup of Spin(W )) covering R ∈ GL(g).
Then its action on ∧(g) is given by:
π(Rˆ) · α =
R · α
| det |1/2(Rˆ)
. (60)
where | det |1/2 : Mp(n,R) → R× is a suitable choice of square root of
| det | : GL(n, g) → R+, and R · α is defined by the unique extension
of R ∈ GL(g) to an algebra automorphism of ∧(g).
By the definition of π, for ∀ α ∈ ∧(g),
π(exp(−
1
2
∑
i,j
Dijeiej)) · α = exp(−
1
2
∑
i,j
Dijei ∧ ej) ∧ α
π(exp(−
1
2
∑
i,j
Eije
iej)) · α = exp(−
1
2
∑
i,j
ιEijeiej )(α) (61)
So let λ(D) = −1
2
∑
i,j Dijei ∧ ej and γ(E) = −
1
2
∑
i,j Eije
iej, we get
the following theorem.
Theorem 4.8. (Proposition 5.2 in [3]) Suppose Cˆ ∈ Spin(g) maps to
C ∈ SO(g) with det(C − I) 6= 0. Assume h(C) has the factorization
written in (59). Then the operator ̺(Cˆ) on ∧(g) has the following
factorization:
π(Cˆ) · α = ̺(Cˆ) · α =
exp(ιγ(E1)) exp(λ(D)) exp(ιγ(E2))R · α
| det |1/2(Rˆ)
. (62)
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In particular, when α = 1, we get
̺(Cˆ) · 1 = q−1(Cˆ) =
exp(ιγ(E1))
| det |1/2(Rˆ)
· exp(λ(D)). (63)
Remark 4.9.
(1) This factorization actually makes sense for any vector space
with an inner product.
(2) There are two ways to think of this decomposition. First, we
can identify ∧(g) with (odd) functions over g∗ and understand
the theorem as giving a decomposition of some differential op-
erators on the odd vector space g∗. The second viewpoint is to
think of ∧g as the space of (odd) distributions supported at the
origin of g (see chapter 2). Correspondingly, elements in the
Clifford algebra Cl(g) are thought of as the distributions with
support at the identity element on a (super) Lie group of the
(super) Lie algebra (g, [ , ]odd). So (63) just tell us what the
action of
exp(ιγ(E1))
| det |1/2(Rˆ)
on the distribution exp(λ(D)) is under the
quantization map (which can be thought of as pushing forward
of the distribution by the exponential map).
(3) We will see that if we set C = exp(adx) and D = adx, the
theorem gives the expression of our quantization map Q.
4.5. Proof of the Main theorem. The basic idea is to apply the
factorization of spin representation we established in the last chapter
to some special elements in Spin(g) and get a highly nontrivial relation
in the Clifford algebra. Now Let us begin.
Proof. Recall in chapter 2, we used va and θa to denote the generators
of S(g∗) and ∧g∗ inWg. And we use v̂a and θ
a to denote the generators
of S(g∗) and ∧g∗ inWK
g
. Let their dual generators in S(g) and ∧(g) be
ea, êa and e¯a. By definition of v
a and v̂a, we have êa = ea −
1
2
fabce¯be¯c.
So ea commutes with e¯b while êa doesn’t. Let g0 and g1 be the Lie
algebras T˜g[1]
even
and T˜g[1]
odd
respectively.
In formula (62), for µ = µaêa ∈ g0, set C = expso(g)(adµ), Cˆ =
expCl(g)(
1
2
∑
i,j(adµ)ij e¯ie¯j) , and D = adµ. Then we get:
1
| det |1/2(Rˆ)
= j
1
2 (adµ), E1 = f(adµ),
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f(s) =
1
2
es + 1
es − 1
−
1
s
=
dlnj(s)
ds
Then exp(ιγ(E1)) is exactly the exp
(
1
2
Tabιaιb
)
in the quantization
map Q. If we work in the Fourier transformed picture of the usual
interpretation of Duflo map, elements in g0 and g1 are considered as
even and odd distributions supported at the origin respectively.
Let ιC(x) denote multiplying the function j
1
2 (x) · exp
(
1
2
Tab(x)e¯ae¯b
)
to
a distribution, then the factorization (63) reads:
q−1
(
expCl(g)(−
1
2
∑
i,j
(adµ)ij e¯ie¯j)
)
= ιC(µ) · exp∧(g)
(
−
1
2
(adµ)ij e¯ie¯j
)
(64)
(The µ part serve as even functions). Furthermore, the main theorem
in [3] says the following is also true.
q−1
(
expCl(g)
(
−
1
2
∑
i,j
((adµ)ij e¯ie¯j) + ν
ae¯a
))
= ιC(µ) ◦ exp∧(g)
(
−
1
2
∑
i,j
((adµ)ij e¯ie¯j) + ν
ae¯a
)
The proof of this is essentially an application of theorem (4.8) to a
slightly larger space.(See [3] for detail). In addition, since∑
i,j
(adµ)ij e¯ie¯j =
∑
a,b,c
µafabce¯be¯c.
We get
q−1
(
expCl(g)
(
−
1
2
∑
a,b,c
(µafabce¯be¯c) + ν
ae¯a
))
= ιC(µ) ◦ exp∧(g)
(
−
1
2
∑
a,b,c
(µafabce¯be¯c) + ν
ae¯a
)
(65)
Since we will deal with several different algebras in our proof here,
It is convenient to just use some subscripts under exp to indicate the
multiplications in different algebras and omit the ∧ symbols between
odd elements.
First, Let us show that the theorem is true for the special element
exp
S(T˜g[1])
(
∑
a(µ
aêa + ν
ae¯a)) where µa and νa are parameters, i.e. we
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have to show :
Q ◦ σ0
(
exp
S(T˜g[1])
(
∑
a
(µaêa + ν
ae¯a))
)
= σ1 ◦Duflo
(
exp
S(T˜g[1])
(
∑
a
(µaêa + ν
ae¯a))
)
(66)
Since Duflo map here is just the super-symmetrization, so the right
side of (66) is:
σ1 ◦Duflo
(
exp
S(T˜g[1])
∑
a
(µaêa + ν
ae¯a)
)
= σ1
(
exp
U(T˜g[1])
(∑
a
(µaêa + ν
ae¯a)
))
= exp
U(T˜g[1])
(∑
a
(
µa(ea −
1
2
fabce¯be¯c) + ν
ae¯a
))
= exp
U(T˜g[1])
(∑
a
(
µaea + (−
1
2
µafabce¯be¯c + ν
ae¯a)
))
= expUg
(∑
a
µaea
)
⊗ expCl(g)
(∑
a
(−
1
2
µafabce¯be¯c + ν
ae¯a)
)
.
The last equality is because ea commutes with e¯a.
Notice the quantization map Q = (χ⊗ q) ◦ ιC(x), the left side of (66)
is:
Q ◦ σ0
(
exp
S(T˜g[1])
∑
a
(µaêa + ν
ae¯a)
)
= Q · exp
S(T˜g[1])
(∑
a
(
µa(ea −
1
2
fabce¯be¯c) + ν
ae¯a
))
= (χ⊗ q) ◦ ιC(x)
(
expS(g)
(∑
a
µaea
)
⊗ exp∧(g)
(∑
a
(−
1
2
µafabce¯be¯c + ν
ae¯a)
))
= χ
(
expS(g)
(∑
a
µaea
))
⊗ q
(
ιC(µ) · exp∧(g)
(∑
a
(−
1
2
µafabce¯be¯c + ν
ae¯a)
))
(65)
= expUg
(∑
a
µaea
)
⊗ expCl(g)
(∑
a
(−
1
2
µafabce¯be¯c + ν
ae¯a)
)
.
27
V ∗ V
A
←→ A ∈ V ∗ ⊗ V
Figure 1. Pictorial representation of A
Here, we think of elements in S(T˜g[1]) as distributions supported at
origin (see chapter 2). Hence we have proved the equation (66).
By comparing the coefficients of the parameters µa and νa of both
sides in (66), we prove the theorem for any elements in S(T˜g[1]).

5. Jacobi diagrams and diagrammatic proof of
Duflo isomorphism
This chapter is an explanation of the work [6] of Bar-Natan, Le and
Dylan Thurston.
5.1. Tensors and Jacobi diagrams. In general, a tensor with n free
indices will be represented by a graph with n legs. The indices of
a tensor can belong to different vector spaces or their dual spaces.
Correspondingly, the legs of the graph should be labeled to indicate
the vector spaces and distinguish a vector space and its dual. For
example, a matrix A ∈ Hom(V, V ) = V ∗ ⊗ V can be represented by
the graph in figure (1). By convention, the data flow in the direction
of the arrows, so the incoming arrow is the V ∗ factor and the outgoing
arrow is the V factor. In this paper, we mainly deal with the tensors
over a Lie algebra g with an invariant metric B( , ).
Suppose e1, . . . , en is a basis of g and e
1, . . . , en is the dual basis in
g∗. Suppose [ea, eb] = f
c
abec and B(ea, eb) = tab. The matrix (tab) is
invertible. We use (tab) to denote its inverse matrix, which defines the
dual metric of B( , ) on g∗. Then the invariant metric B( , ) and its
dual metric could be represented by diagrams in figure (3). It is easy
to show that fabc = f
k
abtkc is totally anti-symmetric in its indices. We
use a fork (see figure (2)) to represent it.
The antisymmetry and Jacobi identity for the bracket of the Lie
algebra g
[x, y] + [x, y] = 0, [[x, y], z] + [[z, x], y] + [[y, z], x] = 0 ∀x, y, z ∈ g
can be expressed graphically as in figure (4).
The two relations of diagrams in figure (4) are called antisymmetry
and IHX relations.
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g∗
g∗
g∗
←→ fabce
aebec
Figure 2. Pictorial representation of Lie bracket
g∗g∗ ←→ tabe
a ⊗ eb
g g ←→ tabea ⊗ eb
Figure 3. Pictorial representation of the invariant met-
ric B( , ) and its dual
yxyx
=   0+
+    =   0
x zy zx y x y z
+    
Figure 4. Pictorial representation of antisymmetry and
Jacobi identity of Lie bracket
Notice that the trivalent vertices in a diagram have to be oriented,
otherwise it is not clear how to read the corresponding tensor from the
diagram.
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Definition 5.1. An open Jacobi diagram (also called uni-trivalent
graph) is a vertex-oriented uni-trivalent graph, i.e., a graph with only
univalent and trivalent vertices where each trivalent vertex is oriented.
The univalent vertices are called legs. In planar pictures, the orienta-
tion on the edges incident on a vertex is always anticlockwise.
Definition 5.2. Let Bf be the vector space spanned by Jacobi dia-
grams modulo the IHX relation and the antisymmetry relation. The
degree of a diagram in Bf is half of the number of vertices (trivalent
and univalent) of the diagram. Let B be the completion of Bf with
respect to the degree.
There are some remarkable relations between the space of Jacobi di-
agrams and the space of Vassiliev invariants. Roughly speaking, any
finite type weight system on B (i.e. a real value function on B that
vanishes on diagrams with degree greater than a certain integer) corre-
sponds to a Vassiliev invariant. The correspondence is established by
M.Kontsevich using his famous Kontsevich integral. See Kontsevich’s
original paper [16] and Dror Bar-Natan’s paper [5] for the complete
exposition on this topic.
If we identify g∗ and g using the metric, Any Jacobi diagram D gives
a tensor over g in the following way. First we can decompose D into
several copies of forks and bars, ignoring the crossings between them.
Each of the forks and bars is canonically associated to an invariant
tensor as in figure (2) and figure (3). If contracting the legs of these
forks and bars, we get a tensor. It is easy to see the tensor we get does
not depend on the way we decompose the diagram, hence we denote it
by TD. Next, since the symmetric algebra S(g) is a quotient of T (g),
let p : T (g) −→ S(g) be the quotient map. It is easy to see that
p(TD) ∈ S(g) will correspond to the diagram D if we don’t order the
legs of D. That is to say every Jacobi diagram with unordered legs
gives a symmetric tensor over g. Unfortunately, not every element in
S(g) can be represented in this way because of the following lemma.
Lemma 5.3. The symmetric tensor associated to a diagram in B is
always invariant under the adjoint action of g.
Proof. The tensor associated to a diagram in B is made by contracting
copies of structure constants and invariant metric tensors of the Lie
algebra, which are all invariant under ad(g). 
Remark 5.4. Actually, not every invariant symmetric tensor can be
represented by diagrams in B, see [22] for examples.
We can another ingredient into the Jacobi diagrams. If we have a
representation (V, π) of g, it defines an element R ∈ V ∗ ⊗ g∗ ⊗ V ,
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g∗
V ∗ V
←→ Rcabe
a ⊗ vb ⊗ vc
Figure 5. Jacobi diagram of a representation V of g
V
Figure 6. An example of Jacobi diagram
which is represented by figure (5) where we use a different type of line
to denote V . The fact that V is a representation of g imposes an
IHX type relation in this setting. Now, we can draw diagrams with
different type of edges, e.g. figure (6), which allows us to construct
more invariant tensors over g.
In addition, B becomes a commutative algebra if we define the prod-
uct of two diagram to be the disjoint union ⊔ of them. This corresponds
exactly to the algebra structure on S(g).
5.2. Based Jacobi diagrams. If we order the legs of a Jacobi dia-
gram D, it will represent a tensor with noncommutative indices. To
remember the ordering, we can glue the legs of D to a connected 1-
manifold X (a circle or a oriented line), see figure (7). In this case, we
can’t commute any two legs that are attached to X without changing
the diagram. If we impose another diagrammatic relation, called STU
relation (see figure (8)), between any two legs attached to X , then
the diagram represents an element in the universal enveloping algebra
U(g) = T (g)/ < xy− yx = [x, y] >. We call this new type of diagrams
based Jacobi diagrams on X .
Definition 5.5. For an oriented connected 1-manifold X , let Af(X)
be the vector space spanned by Jacobi diagrams based on X modulo
the antisymmetry, IHX and STU relations. The degree of a diagram
in Af(X) is half the number of its vertices. Define A(X) to be the
completion of Af(X) with respect to the degree.
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Figure 7. Examples of based Jacobi diagrams
= +
Figure 8. STU relation of based Jacobi diagrams
=#
Figure 9. Product of based Jacobi diagrams
If we have a representation V of the Lie algebra g, we can draw
diagrams with dashed lines and solid lines with legs attached to X .
Warning: the solid line denoting V and the based 1-manifold are
not the same thing. We don’t put any representation of g on the based
1-manifold.
The algebra of Jacobi diagrams based on a oriented circle A(	)
and Jacobi diagrams based on an oriented line A(−→) are actually
isomorphic as algebras (see [5]). So we can just use A to denote A(	)
or A(−→).
Similar to B, we can define an algebra structure onA : take two based
Jacobi diagrams D1, D2 and place the legs of D1 before the legs of D2
in the total ordering of legs. We denote it by D1#D2. In diagrams, it
is just connecting the base lines of D1 and D2 (see figure (9)).
Another useful type of Jacobi diagrams is the Jacobi diagram with
colored legs in which we give different colors to legs of a Jacobi diagram
and don’t distinguish legs with the same color. When we glue the
colored legs to an oriented line or a circle, the line or the circle is also
colored. See figure (10). We use A(∗x1, . . . , ∗xn) to denote the Jacobi
diagrams with legs colored by x1, . . . , xn.
For more discussion on various kinds of Jacobi diagrams, see [5] and
[6].
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zx
z
z
z
x
x
x
Figure 10. Colored Jacobi diagrams
5.3. Diagrammatic proof of Duflo isomorphism. In [6], Dror Bar-
Natan, Thang T. Q. Le and Dylan P. Thurston gave an interesting
diagrammatic analogue of Duflo isomorphism in the world of Jacobi
diagrams. Their proof essentially uses some special properties of the
Kontsevich integral of unknot. For the definition and properties of the
Kontsevich integral of knots and tangles, please see [5], [6] and [20].
We can interpret the Duflo isomorphism in terms of Jacobi diagrams
as follows. First, the Poincare´-Birkhoff-Witt map can be described
diagrammatically as averaging all ways of gluing all the legs of a Jacobi
diagram to an oriented line (see figure (11)).
Definition 5.6. For diagrams C,C ′ ∈ B so that C has no struts (com-
ponents like ), the inner product of C and C ′ is defined by
〈C,C ′〉 =

the sum of all ways of gluing all if C and C ′ have the same
legs of C to all legs of D, number of legs,
0 otherwise
(67)
If C and C ′ are colored Jacobi diagrams, we require that only when the
legs from C and C ′ have the same color, can they be glued together.
So in this case, C and C ′ must have the same number of colored legs
in each color to make their inner product non-zero.
If we write ιC
def
= 〈C , 〉, the PBWmap χ can be pictorially thought of
as ιΓ, where Γ is a colored Jacobi diagram in A(∗z, ∗x) (see figure (12)).
Next, we interpret the j
1
2 in Duflo isomorphism in the language of
Jacobi diagrams. For any x ∈ g, Think of adx as a matrix, which
is represented by the diagram in figure (13)(a). Then (adx)
n can be
denoted by the diagram in figure (13)(b). In addition, taking trace of a
matrix is just connecting the input and the output, see figure (13)(c).
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1 2 3 4
+
3 4
. . ..
2 1
1 4
32
PBW 1
4!
+
4 3 12
Figure 11. PBW isomorphism for Jacobi diagrams
....
1
2+
z
xxx
....
( n  legs )
+n!
1
+ ....
z ) z z= +exp (
x
= +
x x x
Γ
Figure 12. The diagram Γ for PBW map χ
So we have the diagrammatic representation of j
1
2 as following.
j
1
2 (x) = det
1
2
(
sinh(1
2
adx)
1
2
adx
)
= exp
(
1
2
tr
(
log
sinh(1
2
adx)
1
2
adx
))
= exp
(
1
2
tr
(
∞∑
n=0
b2n(adx)
2n
))
= exp
 148 x x − 15760
x
x x
x
+
1
362880
x
x
x
x
x
x − . . .
 △= Ωx
(68)
The diagram Ωx is a very important Jacobi diagram. It is proven in
[6] to be the Kontsevich integral of the unkot – the only Kontsevich
integral of a knot that people can calculate completely so far! We use
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(c) Tr(A)
A
(b) (adx)
n, for n=4(a) adx as a matrix
x
x
x
x
x
Figure 13. Building blocks of wheels
Ωx to denote this diagram ( the subscript x here means the legs of the
diagram is colored by x, so it is actually an element in A(∗x)).
Remark 5.7. Notice the diagrammatic interpretation of the Duflo iso-
morphism in figure (12) and (13) makes sense even without the metric
on g.
In addition, Since j
1
2 (x) acts as an differential operator on S(g) in
the Duflo isomorphism, we have to define how differential operators are
represented in the world of Jacobi diagrams.
Definition 5.8. For a C ∈ B without struts, the operation of applying
C as a differential operator, denoted by ∂C : B −→ B, is defined to be
∂C =

0 if C has more legs than D,
the sum of all ways of gluing all otherwise.
legs of C to some(or all) legs of D
(69)
If C and D are colored Jacobi diagrams, we can only glue legs of the
same color in above definition. In addition, let ∅ denote the empty
diagram, then ∂∅(D) = D.
With this definition, we can interpret the action of j
1
2 on symmetric
algebra S(g) diagrammatically as ∂Ω on B.
Before stating the diagrammatic analogue of Duflo isomorphism, we
need to introduce two more operations in Jacobi diagrams.
Definition 5.9. For any Jacobi diagram C (no matter if it is colored),
(C)x is just C with all its legs colored by x, ignoring the original coloring
of C. ∆xyC is defined to be the sum of all possible different colorings
on the legs of C by two colors x and y, ignoring the original coloring
of C.
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zzz z
xx
x
xx
(b)    2 = 1 + 1
+=
(a)
Figure 14. Diagrammatic logic behind Duflo map
Lemma 5.10. For any diagrams C,D1, D2 ∈ B,
〈C,D1 ⊔D2〉 = 〈∆xyC, (D1)x ⊔ (D2)y〉
Proof. Obvious. 
we have the following theorem which is established in [6].
Theorem 5.11. (Wheeling) The map Φ = ∂Γ ◦ ∂Ωx : B −→ A is an
algebra homomorphism with respect to the algebraic structure in B and
A.
Proof. Considering the technical complexity, I only want to give the
outline of the proof in this thesis. For the complete proof, please see
[6].
First, suppose H(z; x) ∈ A(∗z, ∗x) is the disjoint union of the dia-
grams Ωx and Γ. We can show that H is in fact the Konsevich integral
of the tangle in figure (14)(a). Next, we compute the Kontsevich in-
tegral of the tangles on both side of the diagrammatic equation in
figure (14)(b) (so called 2 = 1 + 1), and we get
∆x1x2H(z; x) = H(z; x1)#zH(z; x2) (70)
Then for any Jacobi diagrams D1, D2 ∈ B,
Φ(D1 ⊔D2) = 〈H(z; x), (D1 ⊔D2)x〉
(5.10)
= 〈∆x1x2H(z; x), (D1)x1 ⊔ (D2)x2〉
= 〈H(z; x1)#zH(z; x2), (D1)x1 ⊔ (D2)x2〉
= Φ(D1)#zΦ(D2) (71)
This shows that Φ is indeed an algebra homomorphism. 
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y
Figure 15. An example of a super diagram
5.4. Super Version of Wheeling Theorem. For a super Lie alge-
bra, the super Jacobi identity can be written as:
(−1)degxdegz[[x, y], z] + (−1)degzdegy[[z, x], y] + (−1)degydegx[[y, z], x] = 0
(72)
or
[[x, y], z] + (−1)degz(degx+degy)[[z, x], y] + (−1)degx(degy+degz)[[y, z], x] = 0
(73)
Pictorially we can still use figure (4) to represent it, plus letting the
quadrivalent crossings in the diagram represent the sign changes caused
by the super degree.
For any Jacobi diagram D on the x-y plane, we can always deforme
it to a general position in the upper half plane such that all the vertices
and crossings have different y-level and the tips of legs are placed on
the x-axis (see figure (15)). Then from the bottom to the top, we can
decompose the diagram into some forks, crossings, cups and caps. If
we have a super Lie algebra with an invariant metric, we can associate
a canonical invariant tensor to each of the basic components and then
contract their legs to get an invariant tensor. It is not hard to show
that the result is independent of the general position we use for the
diagram.
It is easy to see that the wheeling theorem can be extended to the
super case without any change.
5.5. Wheeling theorem implies the Duflo isomorphism. Although
not every invariant symmetric tensor can be represented by elements in
B, we can introduce some labeled blobs with legs to represent arbitrary
elements in S(g)g as in figure (16)(a). So a generalized diagram could
look like figure (16)(b). The g-invariance of the elements represented
by those blobs can be drawn as diagrammatic relation in figure (17). If
we put the legs of a generalized diagram on a solid line, it will represent
an element in U(g)g.
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           (b) (a)
...
...
Figure 16. Generalized Graphs that represent arbi-
trary invariant symmetric tensors
...
...
...
+   ....  +
......
...
+ ....  +
...
...
=
Figure 17. g-invariance of the blobs
The wheeling theorem can be easily extended to this larger set of di-
agrams. So the fact that Duflo isomorphism is an algebra isomorphism
follows from the diagram below:
Bblob Ablob
S(g)g U(g)g
w
Φ
algebra isom.
u
surjective
u
surjective
w
Duflo
algebra isom.
(74)
6. Diagrammatic analogue of Alekseev-Meinrenken
quantization map
In the last chapter, a diagrammatic analogue of Duflo map in the
world of Jacobi diagrams for any quadratic Lie algebra is shown. Al-
though the diagrammatic proof may not be easier than the algebraic
proof, it provide us a new way to handle the invariant tensors which
could be useful in some other situations.
The most important evidence I found to believe that the quantiza-
tion map Q is equivalent to a super Duflo map is that the natural
diagrammatic representation of the quantization map Q has the same
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property as the diagram H(z, x) for the Duflo map in the preceding
chapter.
Remark 6.1. The super Lie algebra T˜g[1] for a quadratic Lie alge-
bra g has a natural invariant non-degenerate (super)symmetric bilin-
ear form B˜ defined by: B˜(ea, eb) = B(ea, eb), B˜(ea, eb) = 0, B˜(ea, eb) =
B(ea, eb), B˜(ea, c) = 0, B˜(ea, c) = 0, B˜(c, c) = 1 where {ea} and {ea}
are basis of T˜g[1]
even
and T˜g[1]
odd
respectively.
Let’s see what diagrammatic analogue of the quantization map Q
should be. It is natural to label legs of a Jacobi diagram by even (e) or
odd (o) with respect to the type of variables they represent. We allow
partial labelings also. The legs which are not labeled by even or odd
can be thought of as super legs.
By the preceding remark, diagrams in B with legs thus labeled will
represent a symmetric tensor on T˜g[1] and diagrams in A will represent
elements in the universal enveloping algebra of T˜g[1]. Let B˜ and A˜
denote the spaces of corresponding Jacobi diagrams with legs labeled
(or partially labeled) by even and odd. The algebraic structures on B˜
and A˜ are the same as B and A respectively. We can readily call them
super labeled Jacobi diagrams.
The definition of the diagrammatic differential operator of a diagram
in this situation is the same as (69) in the previous chapter plus that
we only glue even legs to even (or super) legs and glue odd legs to odd
(or super) legs.
Next, we want to use the Jacobi diagram of j
1
2 to define the diagram
for the tensor exp(1
2
Tab(x)ιaιb). Since Tab(x) = (ln(j)
′(adx))ab, we need
to define the derivative of a Jacobi diagram. First, we call the way of
changing a diagram in figure (18) splitting a wheel at a leg. Since the
derivative of xn is nxn−1, so it is natural to define the diagrammatic
derivative P(C) of a wheel C to be the diagrammatic sum of all possible
ways of splitting C at its legs. For the disjoint union of two wheels C1
and C2, we define P(C1 ⊔ C2) = P(C1) ⊔ P(C2). With this definition,
we have P(exp
∑
i Ci) = exp
∑
i P(Ci) for a collection of wheels Ci. In
addition, we define the action of P on a connected diagram other than
wheels to be trivial (i.e. kill it).
The diagram for the Duflo map of T˜g[1] has super legs. A super leg
consist of an even leg and an odd leg. Then there are four possible cases
of splitting. The first case is shown in figure (19) which corresponds
to adn(x)ιaιb. The other three cases (see figure (20)) are in fact all
zero algebraically. The case(a) vanishes because Tab is skew-symmetric,
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. . .
split
. ..
Figure 18. Splitting of a wheel at a leg
o o
e
e
e
Figure 19. adn(x)ιaιb, n = 3
o o
o o o o o o
e ee
 
(a) (b) (c)
e
e e e
Figure 20. Three other possible cases of splitting
e
e e
oo
e
e e e
ee
o oo
=
+
o
o
e e
e
possible ways
split in all 
o o
ee
ee
4
o
++
e
e
e
Figure 21. Diagrammatic derivative of a wheel
Tab
∂
∂µa
∂
∂µb
= −Tba
∂
∂µa
∂
∂µb
, and the cases (b) and (c) vanish obviously.
The diagrammatic derivative of a 4-leg wheel is shown in figure (21).
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Remark 6.2. In figure (19), the even legs in fact correspond to va(1
2
fabce¯be¯c)
after the super variable change.
By the Taylor expansion of ln(j
1
2 ) in (53), we get the diagrammatic
representation Ψx of exp(
1
2
Tab(x)ιaιb).
Ψx = exp(
1
2
Tab(x)ιaιb)
= exp
 124 o o
e
−
1
1440
o o
e e
e
+ . . .
 (75)
In addition, the map χ ⊗ q in quantization map Q can still be rep-
resented by Γ (see figure (12)). The legs attached to the z-line are
not labeled by even or odd because we allow them to be connected to
both even and odd type of legs. Notice we won’t have any legs directly
attached to the z-line after the contraction ∂Γ with a Jacobi diagram
(see the definition of ∂Γ in (67)).
Let H˜(z; x) to be the disjoint union of Γ,Ωx and Ψx(labeling ig-
nored). by the definition of P, we have the following lemma.
Lemma 6.3. H˜(z; x) = (I + P)H(z; x), where I is the identity map.
Notice labeling and coloring are different actions on diagrams. More
precisely, labeling a leg by even or odd and coloring a leg by x or y
are independent to each other. Observe that: the splitting operation
P on wheels commutes with the operation ∆xy which is just ignore the
original coloring of a diagram and coloring all legs of a diagram by two
colors x, y in all possible ways (see (5.9) for definition). Then we have
the following:
∆x1x2H˜(z; x) = ∆x1x2(I + P)H(z; x) = ∆x1x2(I + P)∆x1x2H(z; x)
= ∆x1x2(I + P){H(z; x1)#zH(z; x2)}
= {∆x1x2(I + P)H(z; x1)}#z{∆x1x2(I + P)H(z; x2)}
= H˜(z; x1)#zH˜(z; x2) (76)
The second equality needs a little explanation. Notice the action of
P will introduce some new odd legs which are not colored by x or y
yet, so we need to remove the color we just did and do the coloring
again to guarantee each leg is colored.
Next, using the same argument in (71), we can easily prove the fol-
lowing theorem which can be thought of as the diagrammatic analogue
of quantization map Q for Weil algebras.
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Theorem 6.4. If we label the legs of Ωx by even, the map Φ˜ = ∂Γ ◦
∂Ωx ◦ ∂Ψx : B˜ −→ A˜ is an algebra homomorphism with respect to the
algebraic structures of B˜ and A˜.
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