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Deterministic Bounding Systems for Stochastic
Compartmental Spreading Processes
Nicholas J. Watkins, Cameron Nowzari, Victor M. Preciado, and George J. Pappas
Abstract
This paper studies a novel approach for approximating the behavior of compartmental spreading processes.
In contrast to prior work, the methods developed describe a dynamics which bound the exact moment dynamics,
without explicitly requiring a priori knowledge of non-negative (or non-positive) covariance between pairs of
system variables. Moreover, we provide systems which provide both upper- and lower- bounds on the process
moments. We then show that when system variables are shown to be non-negatively (or non-positively) correlated
for all time in the system’s evolution, we may leverage the knowledge to create better approximating systems.
We then apply the technique to several previously studied compartmental spreading processes, and compare the
bounding systems’ performance to the standard approximations studied in prior literature.
I. INTRODUCTION
A. Motivation, Background, and Contributions
Many systems of interest - viral epidemics, belief propagations, chemical reactions - can be modeled
as continuous-time Markov processes with moments that evolve in exponentially large state spaces.
Due to their poor scaling properties, analysis of the exact moment dynamics is prohibitive; methods of
approximation must be invoked so as to represent the systems in a space which grows tractably with
the size of the problem instance. Commonly, techniques referred to as moment closure approximations
are used.
While moment closure methods are popular and often claimed as accurate, analytic results are typically
restricted to meager statements, e.g. demonstrating that the exact dynamics are approximated well within
a neighborhood of the initial point. Results guaranteeing that the moments of the process remain close
to the moments given by the approximated system often rely on simulation, and must be taken with
caution: we begin to address this problem in our work here.
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2This paper develops a method by which appropriate processes can be approximated by a bounding system
- one equipped with states which provably upper- and lower-bound the exact system’s moments. For
purposes of concreteness, we focus on application to a general class of epidemic spreading processes:
compartmental spreading models. The model we study here subsumes many of the epidemic models
studied in literature, and so we believe to be of immediate use to the community of researchers currently
engaged in the area.
Literature Review: Moment closure techniques find wide use in the analysis of high-dimensional Markov
processes, which are natural model choices in a variety of contexts. In chemistry, reactions which
are modeled stochastically via Markov processes give rise to the Chemical Master Equations (CMEs)
[1], of which approximations are commonly studied [2]. Similar models occur in biology, wherein
populations are modeled stochastically [3]; in genetics, wherein protein creation and destruction are
modeled stochastically [4]; and in epidemiology, wherein the spread of disease is modeled stochastically
[5].
A variety of closure techniques have been used. At root, they divide into two categories: those which
force assumptions on the process variables - such as normality (see, e.g., [4]), conditional normality
(see, e.g., [4]), and independence (see, e.g., [4], [6]) - and those which construct derivative-matching
systems near the initial system state [2]. The analytic guarantees of accuracy for such methods are not
appropriate for problems concerning control or network design. Typical results only guarantee that the
approximate system’s states are bounded in error over a (possibly infinitesimal) interval after the initial
time [2]. Approximation schemes exist which guarantee an error bound, such as the finite-state projection
algorithm [7], [8], but require the repetitive solution of a system of ordinary differential equations to
execute and only provide guarantees after the solution is computed, and so may be of limited use in
control applications. Moreover, to the authors’ knowledge, none of these schemes provide guarantees
as to the nature of the error: the approximate systems are not generally guaranteed to over-approximate
or under-approximate the exact system’s moments.
The ability to claim a rigorous upper- or lower-bound on the evolution of the process moments is
useful for control applications. In particular, if our objective is to control an epidemic to extinction at a
guaranteed rate, or ensure that a particular behavior survives for (or dies out within) a given amount of
time, we must have known bounds on the moments of the process. Moreover, in order to claim control
of an approximate model (such as done in the recent works [9]–[11]) implies control of the modeled
process, we must have bounding guarantees - approximations alone do not suffice.
In compartmental spreading models, an assumption of independence is often applied (see, e.g., [5]) and
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3is referred to as a mean-field approximation. For particular choices of process structure (e.g. Susceptible-
Infected-Susceptible SIS [6] and Susceptible-Infected-Removed SIR [12]), it can be shown that the
random variables involved are non-negatively correlated [13]. This supports a claim that the engendered
approximation is an upper-bound on the infection rate of the process [6], though further claims of this
type are lacking for other processes. In this paper, we establish a rigorous condition for testing whether
a particular system is a bounding system for a given process, provide a construction for a non-trivial
bounding system which is valid for any compartmental spreading process (regardless of the degree of
correlation between the involved variables), and show that whenever knowledge of correlation between
variables is available, it may be used to construct better bounding systems. We then apply our results to
several models previously studied in the literature, and comment on the performance of the bounding
systems to the approximations of prior work.
Statement of Contributions: We define a notion of bounding systems as a technique for approximating
stochastic processes which cannot be tractably analyzed exactly. For purposes of concreteness, we center
our analysis on a general class of compartmental spreading models, similar to that which a general
method of mean-field approximations was developed [5]. In particular, we add the notion of “affector
sets,” to the models studied in [5]: these allow us to cleanly consider models in which a particular
transition is affected by neighboring nodes in a set of specified compartments. We show that for any
model belonging to this class, a non-trivial bounding system may be constructed (Section II-A), and that
whenever knowledge of the involved variables’ correlation is known a priori, it may be incorporated to
form bounding systems which incur less error (Section II-C). We demonstrate the utility of our results
by applying them to standard epidemic models in (Section III). We demonstrate that whereas for some
processes (e.g. Susceptible-Infected-Susceptible), the standard mean-field approximations are recovered
trajectories of the bounding systems, there exist processes (e.g. Susceptible-Infected 1-Susceptible-
Infected 2- Susceptible) for which this not the case.
B. Preliminaries
Dynamical systems: We denote the n-dimensional Euclidean space as Rn. Given a vector x P Rn, we
write its Euclidean norm as }x}. We denote a system dynamics by the state equation 9x “ fpxq, where
f : dompfq ÞÑ Rn, and the trajectory generated by the system as xptq, where we omit the dependence
on time wherever it is clear from context. We say a function is globally Lipschitz continuous if there
exists some constant L such that fpxq ´ fpyq ď L}fpxq ´ fpyq} for all x and y in the domain of f .
The cardinality of a set Z is denoted by |Z|.
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4Probability: We denote the probability of an event A by PrpAq, the expectation of a random variable
X by ErXs, and the indicator function of an event A by 1tAu. The covariance of two random variables
X and Y is defined by σpX, Y q “ ErXY s ´ ErXsErY s.
Graph theory: A graph G is defined as a pair tV,Eu, in which V is a set of vertices, and E is a set
of edges. Two vertices x, y P V are connected if and only if px, yq P E.
II. COMPARTMENTAL SPREADING PROCESS MODEL
A. Spreading Process Construction
We consider a Markovian spreading process in which each agent i in the spreading graph G “ tV,Eu
takes membership in some compartment c P C at all times. We will denote the membership of node i
at time t by xiptq “ c. Transitions from membership in compartment c to membership in compartment
c1 (denoted by tcÑ c1u) occur stochastically via Poisson processes with rates λtcÑc1u
i ptq , where
λ
tcÑc1u
i ptq “
$’’’&
’’’’%
ř
tjPV, c˜PApc,c1qu 1txjptq“c˜uβ
tc˜; cÑc1u
ij if tcÑ c1u is an external process,
δ
tcÑc1u
i if tcÑ c1u is an internal process,
0 if tcÑ c1u is not possible,
and we use the notation 1t¨u as the indicator of an event, βtc˜; cÑc
1u
ij as the rate at which node j
in compartment c˜ generates events which transition node i from membership in compartment c to
membership in compartment c1, and δtcÑc
1u
i as the rate at which node i generates events which transition
node i from membership in compartment c to membership in compartment c1. Note that we define a
process as external whenever the transition tcÑ c1u at node i at time t is influenced by the compartment
membership of some node j at time t. A process is internal whenever the process is not external, i.e.
when the transition at a node i is not affected by the compartment membership any other node j. We
define the set Apc, c1q as the affector set associated with the external transition tcÑ c1u, that is the set
of all compartments by which the transition tcÑ c1u is affected.
The dynamics of the first moment (i.e., the expectation, denoted E) of this class of processes can be
written as:
dE
“
1txiptq“tcuu
‰
dt
“ E
»
– ÿ
c1PCztcu
1txiptq“c1uλ
tc1Ñcu
i ptq
fi
fl´ E
»
– ÿ
c1PCztcu
1txiptq“cuλ
tcÑc1u
i ptq
fi
fl , (1)
and are well defined under mild assumptions, e.g. that 0 ď δtcÑc
1u
i ă 8 and 0 ď β
tc˜; cÑc1u
ij ă 8 for
all i, j, c˜, c and c1. We will not pause to derive these equations here, though we provide an extended
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Fig. 1: A compartmental spreading model with |C| “ 6. Dashed arrows denote external transitions, with
their attractor groups circumscribed by dashed ellipses. Solid arrows denote internal transitions. For
this particular example, the transitions tc Ñ fu and tf Ñ du are external, with Apc, fq “ tfu and
Apf, dq “ ta, du.
discussion of their construction in Appendix A. For further details, the interested reader may consult a
reference of Markov processes, such as [14].
This representation of the system is agent-centric: it considers states as the compartment membership
probabilities of each node. We choose to consider this representation due to its size: it is Op|C|nq
dimensional. We note that this representation is not unique: we may represent the moment dynamics
as a linear system in Op|C|nq dimensions if we consider a state space in which each possible node-
compartment combination for the process is a state - this is described in much greater detail for a similar
class of spreading models in [5]. This approach is intractable for all but the smallest number of nodes.
Whenever all processes are internal, the dynamics (1) are closed (i.e. each variable has a corresponding
equation in the system dynamics), and may be analyzed without approximation: this representation is
exact, which will be shown in Section III-A. However, when a process tc Ñ c1u is external, second-
order moments of the form Er1txiptq“cu1txjptq“c˜us are introduced, preventing closure: we do not have
equations in the system dynamics which describe the evolution of Er1txiptq“cu1txjptq“c˜us. Since higher
order moments cannot, in general, be expressed in terms of first-order moments without incurring error,
we cannot resolve this issue without approximation or a change in representation. This is primarily
addressed in one of two ways: representing the moment dynamics as a linear system in a larger (Op|C|nq)
state space (see [5] for details), or applying a moment closure technique. As the former is intractable,
we shall concern ourselves with the latter.
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6B. Approximation Methods
A common moment closure method in epidemic modeling is to replace the second-order moments
Er1txiptq“cu1txjptq“c˜us by a product of expectations Er1txiptq“cusEr1txjptq“c˜us, in effect making an inde-
pendence assumption. While for particular model choices this treatment could be a good approximation
(see, e.g., [6], [15] for discussion of the efficacy of this method as it pertains to the Susceptible-Infected-
Susceptible model), we notice two faults which exist when applied to general models.
Generally, this treatment can only give weak guarantees of accuracy, e.g. the existence of a neighborhood
in which error is bounded [2], and cannot predict whether the system over-approximates or under-
approximates the model. Moreover, the systems constructed may over-approximate the model at some
times, and under-approximate at others. This hinders a designer’s ability to relate the states of the
approximated system to the moments of the modeled system with any confidence, preventing the
development of rigorous guarantees with use of these approximations in many control applications,
such as those studied in [9]–[11]. We note there are examples [16], [17] for which performing moment
closure via an assumption of independence have resulted in approximations which estimate impossible
probabilities, e.g. values outside of the unit interval. This, again, calls into question the efficacy of the
technique; we will construct an alternative in what follows.
C. Bounding Approximations
To concentrate our analysis appropriately, we make a distinction between internal and external transitions.
Accordingly, we let Epcq denote the set of all compartments c1 for which either or both of the transitions
tcÑ c1u and tc1 Ñ cu are external. We let Ipcq denote the set of all compartments c1 for which either
or both of the transitions tc Ñ c1u and tc1 Ñ cu are internal. With this notation, we may rewrite the
exact moment dynamics (1) as:
dE
“
1txiptq“cu
‰
dt
“
E
»
– ÿ
c1PEpcq
ÿ
c˜PApc1,cq
ÿ
jPV
1txiptq“cu1txjptq“c˜uβ
tc˜; c1Ñcu
ij
fi
fl´ E
»
– ÿ
c1PEpcq
ÿ
c˜PApc,c1q
ÿ
jPV
1txiptq“cu1txjptq“c˜uβ
tc˜; cÑc1u
ij
fi
fl
`E
»
– ÿ
c1PIpcq
1txiptq“c1uδ
tc1Ñcu
i
fi
fl´ E
»
– ÿ
c1PIpcq
1txiptq“cuδ
tcÑc1u
i
fi
fl .
(2)
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7Note that we may evaluate the expectations and rewrite (2) in terms of probabilities, which yields:
dPrpxi “ sq
dt
“
ÿ
c1PEpcq
ÿ
c˜PApc1,cq
ÿ
jPV
Prpxi “ c
1, xj “ cqβ
tc˜; c1Ñcu
ij ´
ÿ
c1PEpcq
ÿ
c˜PApc,c1q
ÿ
jPV
Prpxi “ c, xj “ c
1qβ
tc˜; cÑc1u
ij
`
ÿ
c1PIpcq
Prpxiptq “ c
1qδ
tc1Ñcu
i ´ Prpxiptq “ cqδ
tcÑc1u
i .
(3)
This representation brings us close to a system we can approximate well: we need only to bound the
second-order moment in terms of first-order moments. For this, we recall that for any two events A and
B, the Fre´chet inequalities (see,e.g., [18]) give that PrpA XBq satisfies
maxt0,PrpAq ` PrpBq ´ 1u ď PrpAXBq ď mintPrpAq,PrpBqu. (4)
If we apply (4) to (2) appropriately and define the state ptcui “ Prpxi “ tcuq, we can verify that the
bounds:
dp
tsu
i
dt
ě
ÿ
c1PEpcq
ÿ
c˜PApc1,cq
ÿ
jPV
maxt0, p
tc1u
i ` p
tcu
j ´ 1uβ
tc˜; c1Ñcu
ij ´
ÿ
c1PEpcq
ÿ
c˜PApc,c1q
ÿ
jPV
mintp
tcu
i , p
tc1u
j uβ
tc˜; cÑc1u
ij
`
ÿ
c1PIpcq
p
tc1u
i δ
tc1Ñcu
i ´ p
tcu
i δ
tcÑc1u
i
dp
tcu
i
dt
ď
ÿ
c1PEpcq
ÿ
c˜PApc1,cq
ÿ
jPV
mintp
tcu
i , p
tc1u
j uβ
tc˜; c1Ñcu
ij ´
ÿ
c1PEpcq
ÿ
c˜PApc,c1q
ÿ
jPV
maxt0, p
tcu
i ` p
tc1u
j ´ 1uβ
tc˜; cÑc1u
ij
`
ÿ
c1PIpcq
p
tc1u
i δ
tc1Ñcu
i ´ p
tcu
i δ
tcÑc1u
i
(5)
hold. We will now show how such bounds can be used to approximate the compartment membership
probabilities of the general spreading model.
Lemma 1 (Multivariate Comparison) Consider a system of equations
9x “ fpxq
with x P D Ă Rn and f : D Ñ Rn. If there exist vector functions f¯ and
¯
f defined on D such that for
each component f¯i and
¯
fi we have that
fipzq ď f¯ipz¯,
¯
zq,
fipzq ě
¯
fipz¯,
¯
zq,
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8hold wherever
¯
zi “ zi “ z¯i,
¯
zj ď zj ď z¯j for all j ‰ i, and
¯
z, z, z¯ P D. Then, the solutions to the system
9¯x “ f¯px¯,
¯
xq,
9
¯
x “
¯
fpx¯,
¯
xq,
with initial conditions x¯pt0q “
¯
xpt0q “ xpt0q, satisfy
¯
xiptq ď xiptq ď x¯iptq for all i and t ě t0, provided
that the solutions
¯
xptq, xptq, and x¯ptq are unique and continuous.
Proof: We argue by contradiction. In particular, we will show that no τ P rt0,8q exists such that
¯
xipτq ď xipτq ď x¯ipτq fails to hold. Assume for contradiction that τ 1 is first such time that the chain of
inequalities fails to hold. We may assume x¯ipτ 1q ă xipτ 1q for some i; the opposite case will hold by a
similar argument. By continuity of x¯iptq and xiptq, there must exist some ǫ ą 0 such that x¯ipτ 1 ´ ǫq “
xipτ
1´ ǫq. Let ǫ1 be the smallest such value. Then, we must have that 9¯xipτ 1´ ǫ1q ă 9xipτ 1´ ǫ1q. However,
this contradicts our hypothesis: at t “ τ 1 ´ ǫ1, it must be that 9
¯
xi “
¯
fipx¯,
¯
xq ď fipxq ď f¯ipx¯,
¯
xq “ 9¯xi
holds. Hence, no such τ 1 exists, which implies
¯
xiptq ď xiptq ď x¯i for all i and all t ě t0.
Note that the case in which x¯ipτ 1q ă xipτ 1q for countably many i follows almost immediately. Formally,
let I be the set of all i for which x¯ipτ 1q ă xipτ 1q holds. Then, by continuity of xiptq, there exist
ǫi ą 0 such that x¯ipτ 1 ´ ǫiq “ xipτ 1 ´ ǫiq holds. For each i, let ǫ1i be the smallest value, and define
the index set J to be a permutation of I such that ǫ1j1 ě ǫ
1
j2
ě ¨ ¨ ¨ ě ǫ1jn . Then, we must have that
9¯xj1pτ
1 ´ ǫ1j1q ă 9xj1pτ
1 ´ ǫ1j1q, but this breaks our hypothesis. The proof is completed by noting that the
contradiction established carries through by induction.
Before continuing, it is useful to note that the functions f¯ and
¯
f required by the hypothesis of Lemma 1
are not in general unique. However, it is trivially true that the pointwise minimum of all upper-bounding
trajectories is itself an upper-bounding trajectory, and the pointwise maximum of all lower-bounding
trajectories is itself is itself a lower-bounding trajectory: having multiple bounding systems can only
help our analysis for any particular model.
It is easy to see that this result gives us a mechanism for constructing a system which bounds the
evolution of ptsui ptq by leveraging the bound (5).
Theorem 1 Given any compartmental spreading process governed by the dynamics (2), the solutions
September 1, 2018 DRAFT
9of the system
9¯p
tcu
i “
ÿ
s1PEpcq
ÿ
c˜PApc1,cq
ÿ
jPV
mintp1´ p¯
tcu
i q, p¯
tcu
j uβ
tc˜; c1Ñcu
ij ´
ÿ
c1PEpcq
ÿ
c˜PApc,c1q
ÿ
jPV
maxt0, p¯
tcu
i `
¯
p
tc˜u
j ´ 1uβ
tc˜; cÑc1u
ij
`
ÿ
c1PIpcq
p1´ p¯
tcu
i qδ
tc1Ñcu
i ´ p¯
tcu
i δ
tcÑc1u
i
9
¯
ptcu
i
“
ÿ
c1PEpcq
ÿ
c˜PApc1,cq
ÿ
jPV
maxt0,
¯
p
tc˜u
i `
¯
p
tcu
j ´ 1uβ
tc˜; c1Ñcu
ij ´
ÿ
c1PEpcq
ÿ
c˜PApc,c1q
ÿ
jPV
mint
¯
p
tcu
i , p¯
tc˜u
j uβ
tc˜; cÑc1u
ij
`
ÿ
c1PIpcq¯
p
tc1u
i δ
tc1Ñcu
i ´
¯
p
tcu
i δ
tcÑc1u
i
(6)
satisfy 0 ď
¯
p
tcu
i ptq ď p
tcu
i ptq ď p¯
tcu
i ptq ď 1 for all t ě t0. for all
¯
p
tcu
i pt0q “ p
tcu
i pt0q “ p¯
tcu
i pt0q P r0, 1s.
Proof: We begin by noting that the dynamics 9
¯
p
i
and 9¯pi (and hence 9pi) are globally Lipschitz with
constant
L “ max
c
t|
ÿ
c1PEpcq
ÿ
c˜PApc1,cq
ÿ
jPV
β
tc˜; c1Ñcu
ij `
ÿ
c1PIpcq
δ
tc1Ñcu
i |, |
ÿ
c1PEpcq
ÿ
c˜PApc,c1q
ÿ
jPV
β
tc˜; cÑc1u
ij `
ÿ
c1PIpcq
δ
tcÑc1u
i |u.
Hence, the solutions
¯
p
tcu
i ptq, p
tcu
i ptq and p¯
tcu
i ptq exist, are unique, and are continuous. Now, we note
p
tc1u
i “ p1 ´
ř
cˆ‰c1 p
tcˆu
i q ď p1 ´ p
tcu
i q for all i, c and c1. It then follows that the inequalities
¯
piptq ď
piptq ď p¯iptq hold for all t ě t0 by application of Theorem 1.
To show that p¯tcui ptq ď 1, we note that by construction 9¯ptcu ď 0 whenever p¯
tcu
i “ 1, and by hypothesis
p¯
tcu
i pt0q P r0, 1s. So, by continuity of p¯
tcu
i ptq, we have p¯
tcu
i ptq ď 1 for all t ě t0. To show that 0 ď
¯
p
tcu
i ptq
for all t ě t0, we note that when
¯
p
tsu
i “ 0, we have 9
¯
ptcu
i
ě 0. So, by
¯
p
tcu
i P r0, 1s and continuity of
¯
p
tcu
i ptq, we have 0 ď
¯
p
tcu
i ptq for all t ě t0. Taken together, we have 0 ď
¯
piptq ď piptq ď p¯iptq ď 1 for
all t ě t0.
Remark 2 (Existence of Alternate Bounding Systems) Note that this construction is just one pos-
sible system satisfying the hypothesis of Theorem 1. In particular, with further knowledge of the
model’s structure we may construct alternate bounding systems, some of which may be more suitable
to the problem at hand (e.g. easier to analyze or more accurate) than the one provided in Theorem
1. As particular examples, we demonstrate in Section III-B that a better approximation system can be
constructed for the Susceptible-Infected-Removed (SIR) model. We show the same for the Susceptible-
Infected-Susceptible (SIS) model in Section III-C. Our construction testifies that one such system is
possible for any compartmental spreading process, but is in no means a guarantee that it is the best
approximation. ‚
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The reader may note that for all spreading process, all compartment membership probabilities at each
node must sum to 1, and that the trajectories of (6) need not guarantee this of all possible evolutions
allowed by the bounding trajectories. Hence, it is worthwhile to consider a means for eliminating any
impossible state trajectories, as this may improve the approximations.
Corollary 1 (Eliminating Impossible Trajectories) Consider the set of trajectories t
¯
p
tcu
i , p¯
tcu
i utcPC,iPV u
of (6). Then, for each c and i, the trajectory maxt0, 1´řc1PCztcu p¯tcui u is an under-approximator of ptcui
and the trajectory mint1, 1´řc1PCztcu
¯
p
tcu
i u is an over-approximator of ptcui .
Proof: This follows immediately from noting
¯
p
tcu
i ď p
tcu
i ď p¯
tcu
i holds for all i and c.
We will see the effects of Corollary 1 when investigating the efficacy of the bounding system (6) in
Section III.
D. Leveraging Correlations
When considering a process for which it is known that the involved variables are non-negatively
correlated (e.g. SIS and SIR [13]), we can improve upon the upper-bounding trajectory. To show
this formally, we will use the metric dtt0,T upf, gq “ maxtPrt0,T s |fptq´gptq| (where f and g are assumed
continuous) as a measure for the quality of the bounding system - it tells us the size of the largest
gap which occurs between two trajectories over the initial interval rt0, T s. Heuristically, this gives us a
measure of the error incurred in the approximation. We can state a sufficient condition for when one
bounding system is better than another, with respect to dtt0,T u.
Corollary 2 (Tighter Bounding Systems) Consider the metric dtt0,T upf, gq “ maxtPrt0,T s |fptq´ gptq|.
Then, a system
9˜x “ f˜px˜,
˜
xq
9
˜
x “
˜
fpx˜,
˜
xq
9¯x “ f¯px¯,
¯
xq
9
¯
x “
¯
fpx¯,
¯
xq
which satisfies dompf˜q “ dompf¯q and
¯
fipx¯,
¯
xq ď
˜
fipx˜,
˜
xq ď f˜ipx˜,
˜
xq ď f¯ipx¯,
¯
xq for all px˜,
˜
xq P dompf˜q
and all px¯,
¯
xq P dompf¯q engenders solutions t
˜
xiptq, x˜iptq,
¯
xiptq, x¯iptqu
n
i“1 which satisfy dtt0,T up
˜
xi, x˜iq ď
dtt0,T up
¯
xi, x¯iq. for all i, provided the system has unique, continuous solutions, and x˜ipt0q “
˜
xipt0q “
x¯ipt0q “
¯
xipt0q.
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Proof: Application of Theorem 1 gives us that
¯
xiptq ď
˜
xiptq ď x˜iptq ď x¯iptq holds for all t ě t0,
and so the result follows immediately.
We may use this result to examine the effect of using knowledge of non-negative or non-positive
correlation in designing a better approximating system than that which is constructed in Theorem 1.
Theorem 3 Recall that the covariance of two random variables X and Y is defined σpX, Y q “
ErXY s´ErXsErY s. Now, suppose that for all i, j P rns and c, c1 P C, we have σp1txiptq“cu,1txjptq“c1uq ě
0. Then,
Prpxiptq “ cqPrpxjptq “ c
1q ď mintPrpxiptq “ cq,Prpxjptq “ c
1qu ´ σp1txiptq“cu,1txjptq“c1uq, (7)
holds, and the bounding system given by
9˜p
tsu
i “
ÿ
c1PEpcq
ÿ
c˜PApc1,cq
ÿ
jPV
p1´ p˜
tcu
i qpp˜
tcu
j qβ
tc˜; c1Ñcu
ij ´
ÿ
c1PEpcq
ÿ
c˜PApc,c1q
ÿ
jPV
maxt0, p˜
tcu
i `
˜
p
tc˜u
j ´ 1uβ
tc˜; cÑc1u
ij
`
ÿ
c1PIpcq
p1´ p˜
tcu
i qδ
tc1Ñcu
i ´ p˜
tcu
i δ
tcÑc1u
i
9
˜
ptcu
i
“
ÿ
c1PEpcq
ÿ
c˜PApc1,cq
ÿ
jPV
maxt0,
˜
p
tc˜u
i `
˜
p
tcu
j ´ 1uβ
tc˜; c1Ñcu
ij ´
ÿ
c1PEpcq
ÿ
c˜PApc,c1q
ÿ
jPV
p
˜
p
tcu
i qpp˜
tc˜u
j qβ
tc˜; cÑc1u
ij
`
ÿ
c1PIpcq˜
p
tc1u
i δ
tc1Ñcu
i ´
˜
p
tcu
i δ
tcÑc1u
i
(8)
engenders solutions which satisfy dtt0,T upp˜tcui ,
˜
p
tcu
i q ď dtt0,T upp¯
tcu
i ,
¯
p
tcu
i q for all i P rns, c P C and all
choices of T ě t0, where p¯tcui and
¯
p
tcu
i are the solutions of the bounding system given by (6).
Proof: The inequality (7) follows from the Fre´chet inequalities and the definition of covariance.
Application of (7) shows that (8) satisfies the hypothesis of Theorem 2, and so the claim follows
immediately.
Remark 4 (Correlations Between Some Variables) It is easy to show that a similar result holds when
not all pairs of variables are non-negatively correlated: simply leave the Fre´chet bound substitutions
intact wherever necessary. A similar result holds for pairs of non-positively correlated variables, where
the product is substituted for the appropriate Fre´chet bound. Moreover, any a priori knowledge of non-
negative (or non-positive) correlation allows for the construction of an approximating system which is
better with respect to dtt0,T u. ‚
Theorem 3 gives us a rigorous condition under which better bounding systems can be constructed.
Whenever we have a priori knowledge of the correlation of variable pairs, we may use it to construct
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a better system. In fact, application of the Fre´chet inequalities are, in effect, making an assumption
that the correlation between variable pairs are as bad as possible, and so avoid the need for a priori
knowledge. We may formalize this by noting that the upper bound is tight whenever the variable pair
realizes maximal positive covariance (i.e. σp1txiptq“cu,1txjptq“c1uq “ 1 for all t), and the lower bound is
tight whenever the variable pair realizes maximal negative covariance (i.e. σp1txiptq“cu,1txjptq“c1uq “ ´1
for all t).
III. EXAMPLE APPLICATIONS
Having established our main technical contributions, we now demonstrate the utility of the developed
results by applying them to several representative spreading processes. We begin by demonstrating that
no approximation is necessary for fully internal processes (Section III-A), then continue by studying
bounding approximations to Susceptible-Infected-Removed (SIR; Section III-B), Susceptible-Infected-
Susceptible (SIS; Section III-C), Susceptible-Infected 1-Susceptible-Infected 2-Susceptible (SI1SI2S;
Section III-D), and Susceptible-Exposed-Infected-Vigilant (SEIV ; Section III-E) processes.
A. Fully internal processes
As a first example,we will consider a process in which all transitions are internal. We note that that the
dynamic bounds (5) which describe the system reduce to
dp
tcu
i
dt
ě
ÿ
c1PIpcq
p
tc1u
i δ
tc1Ñcu
i ´
ÿ
c1PIpcq
p
tcu
i δ
tcÑc1u
i
dp
tcu
i
dt
ď
ÿ
c1PIpcq
p
tc1u
i δ
tc1Ñcu
i ´
ÿ
c1PIpcq
p
tcu
i δ
tcÑc1u
i
(9)
Hence, we may consider the exact dynamics
9p
tcu
i “
ÿ
c1PIpcq
p
tc1u
i δ
tc1Ñcu
i ´
ÿ
c1PIpcq
p
tcu
i δ
tcÑc1u
i (10)
directly, with no need for approximation. This demonstrates conclusively that the complexity of spreading
processes arises from the coupling effect of external transitions - our method of approximation leads
back to an exact representation in this case. This is a worthwhile, if obvious, result.
B. SIR
The Susceptible-Infected-Removed (pictured in Figure 2; see, e.g., [19]) epidemic process has |C| “ 3,
where the three possible compartments an agent may take are ‘Susceptible,’ (S), ‘Infected,’ (I), and ‘Re-
moved,’ (R). We allow the transitions tS Ñ Iu to be external with rate λtSÑIui ptq “
ř
jPV 1txjptq“Iuβ
tI; SÑIu
ij
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and the transitions tI Ñ Ru to occur with rate δtIÑRui . We do not allow any other transitions. In
particular, once an agent has attained state R, it will remain there ad infinitum - this allows for the
modeling of lasting immunity after initial infection.
It is easy to see that the bounding system (6) applies here, but we may apply Theorem 3 and the fact
that 1txiptq“Su and 1txjptq“Iu are non-negatively correlated [13] to construct the ad hoc approximating
system:
9¯p
tSu
i “ ´
ÿ
jPV
maxt0, p¯
tSu
i `
¯
p
tIu
j ´ 1uβ
tI;SÑIu
ij
9
¯
ptSu
i
“ ´
ÿ
jPV ¯
p
tSu
i p¯
tIu
j β
tI;SÑIu
ij
9¯p
tIu
i “
ÿ
jPV
p1´ p¯
tIu
i qp¯
tIu
j β
tI;SÑIu
ij ´ p¯
tIu
i δ
tIÑRu
i
9
¯
ptIu
i
“
ÿ
jPV
maxt0,
¯
p
tSu
i `
¯
p
tIu
j ´ 1uβ
tI;SÑIu
ij ´
¯
p
tIu
i δ
tIÑRu
i
9¯p
tRu
i “ p1´ p¯
tRu
i qδ
tIÑRu
i
9
¯
ptRu
i
“
¯
p
tIu
i δ
tIÑRu
i
(11)
which, by Corollary 2, must be as good an approximation as (6) with respect to dtt0,T u, and in simulation
appears to be better.
S I R
Fig. 2: The compartmental diagram of SIR. The dashed lines indicate external transitions; the solid
lines indicate internal transitions.
We note the results of a Monte Carlo simulation of the exact process as compared to the trajectories
of the bounding system, which are given in Figure 3. From this we can see that the modeled process
dynamics behave expected: the crude bounding system (6) gives the loosest approximation, the system
leveraging non-negative correlation (11) gives a better approximation, and the expected trajectory lies
neatly between the over- and under-approximating trajectories of the bounding system. We note also
that the trajectory of the original process is “tight,” to the upper and lower bounding trajectories in
some domain for each process compartment. This is perhaps an indication that the studied bounding
systems are close to as good as one can expect for this process, though making a formal claim to this
end is difficult, and so this observation must be treated as a heuristic claim. In particular, it is in general
difficult to predict a priori for which values in the domain a particular bounding trajectory will be tight.
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(c) Expected Removed Fraction
Fig. 3: Simulated Dynamics for the SIR Process on a 100-node random graph with connection probability
p = 0.2. The black dashed lines are the trajectories of the bounding system (6); the red dashed lines are
the result of applying Corollary 1 to the trajectories of (6); the magenta dashed lines are the trajectories
of (11);the green solid line is generated from a 100-trial Monte Carlo simulation of the process. Note
that all trajectories given are the average compartmental membership probability approximations for the
graph.
C. SIS
The Susceptible-Infected-Susceptible (SIS) process (pictured in Figure 4; see, e.g., [6]) epidemic process
has |C| “ 2, where the two possible compartments an agent may take are ‘Susceptible,’ (S) and ‘Infected,’
(I). We allow the transitions tS Ñ Iu to be external with rate λtSÑIu
i ptq “
ř
jPV 1txjptq“Iuβ
tI; SÑIu
ij and
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the transitions tI Ñ Su to occur with rate δtIÑSui . This allows for the modeling of diseases in which
infection may be recurrent, i.e. there is no mechanism for immunity (or removal) as in SIR.
Some recent literature (see, e.g., [9]) has been concerned with controlling the SIS process via its mean-
field approximation. Though an argument can be made from the combined works of [6] and [13] that
the mean-field approximation of SIS is an upper-bound on the first moment of the process, we can use
our bounding system framework to study the interrelation of the bounding system method developed
here and the standard mean-field approximation, as they relate to control of the process.
It is easy to note that the bounding system (6) applies here. However, we may leverage the non-negative
correlation of 1txiptq“Iu and 1txjptq“Iu for all pi, jq P V ˆ V established in [13] to write three ad hoc
approximating systems for the SIS process:$’’’’’’’&
’’’’’’’’%
9¯p
tIu
i “
ř
jPV β
tI; SÑIu
ij p1´ p¯
tIu
i qp¯
tIu
j ´ p¯
tIu
i δ
tIÑSu
i
9
¯
ptIu
i
“
ř
jPV β
tI; SÑIu
ij maxt0,
¯
p
tSu
i `
¯
p
tIu
j ´ 1u ´
¯
p
tIu
i δ
tIÑSu
i
9¯p
tSu
i “ ´
ř
jPV β
tI; SÑIu
ij maxt0, p¯
tSu
i `
¯
p
tIu
j ´ 1u ` p1´ p¯
tSu
i qδ
tIÑSu
i
9
¯
ptSu
i
“ ´
ř
jPV β
tI; SÑIu
ij
¯
p
tSu
i p¯
tIu
j ` p1´ p¯
tSu
i qδ
tIÑSu
i ,
(12)
$’’’’’’’&
’’’’’’’%
9¯p
tIu
i “
ř
jPV β
tI; SÑIu
ij p1´ p¯
tIu
i qp¯
tIu
j ´ p¯
tIu
i δ
tIÑSu
i
9
¯
ptIu
i
“
ř
jPV β
tI; SÑIu
ij maxt0,
¯
p
tIu
j ´
¯
p
tIu
i u ´
¯
p
tIu
i δ
tIÑSu
i
p¯
tSu
i “ 1´
¯
p
tIu
i
¯
p
tSu
i “ 1´ p¯
tIu
i ,
(13)
and $’’’’’’’&
’’’’’’’%
9¯p
tSu
i “ ´
ř
jPV β
tI; SÑIu
ij maxt0, p¯
tSu
i ´ p¯
tSu
j u ` p1´ p¯
tSu
i qδ
tIÑSu
i
9
¯
ptSu
i
“ ´
ř
jPV β
tI; SÑIu
ij
¯
p
tSu
i p1´
¯
p
tSu
j q ` p1´ p¯
tSu
i qδ
tIÑSu
i
p¯
tIu
i “ 1´
¯
p
tSu
i
¯
p
tIu
i “ 1´ p¯
tSu
i .
(14)
Note the equations which govern the dynamics of p¯tIui in (12) and (13) are identical to those of the
standard mean-field approximation [6]. This is an important fact. Since the mean-field trajectories are
trajectories of a bounding system, the work done in control of SIS via mean-field approximation (see,
e.g. [9]) is valid: controlling the mean-field approximation to a disease-free state must also control
the first moment of the process to 0. However, taken together, the states of (12) and (13) provide a
complete picture of the system’s expected evolution, with upper and lower bounds on the probability of
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membership of both compartments. This is an advantage of this approach over the standard mean-field
approximation, and one which has not yet been studied in the literature.
S I
Fig. 4: The compartmental diagram of SIS. The dashed lines indicate external transitions; the solid
lines indicate internal transitions.
We distinguish two cases of interest in considering simulations of the process: (i) the rates are chosen
such that an endemic (i.e. non-zero infection) steady-state exists in the mean-field approximation, and
(ii) the rates are chosen such that the mean-field approximation dies exponentially quickly. A simulation
of case (i) is given in Figure 5; a simulation of case (ii) is given in Figure 6.
The notable qualities of both figures are essentially the same. It is clear to see that every specified
bounding system does, in fact, bound the evolution of the compartmental membership probabilities
appropriately. It is interesting to note that the trajectories generated by (13) appear to perform better with
respect to dtt0,T u than all other systems, although it is difficult to verify that this is the case analytically:
the hypothesis of Corollary 2 fails. Figure 6 demonstrates that the specified bounding systems can
perform quite well in some cases: the gap between the upper- and lower- bounding trajectories is no
larger than 0.1 at any point in the system’s evolution.
D. SI1SI2S
The Susceptible - Infected 1 - Susceptible - Infected 2 - Susceptible (SI1SI2S) process (pictured in
Figure 7; see, e.g., [20]) epidemic process has |C| “ 3, where the three possible compartments an
agent may take are ‘Susceptible,’ (S), ‘Infected 1,’ (I1) and ‘Infected 2,’ (I2). We allow the transitions
tS Ñ I1u to be external with rate λtSÑI1ui ptq “
ř
jPV 1txjptq“I1uβ
tI1; SÑI1u
ij , the transitions tS Ñ I2u to
be external with rate λtSÑI2ui ptq “
ř
jPV 1txjptq“I2uβ
tI2; SÑI2u
ij , the transitions tI1 Ñ Su to occur at a
rate δtI1ÑSui and the transitions tI2 Ñ Su to occur at a rate δ
tI2ÑSu
i . We allow no further transitions.
This model allows us to consider a situation in which an agent may belong to one of two factions (I1
or I2), or be undecided S. The standard mean-field approximation for this process can be derived by
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(b) Expected Infected Fraction
Fig. 5: Simulated Dynamics for the SIS Process on a 100-node random graph with connection probability
p = 0.2, and rates chosen for the mean-field approximation to attain an endemic steady-state. The black
dashed lines are the trajectories of the bounding system (6); the magenta dashed lines are the trajectories
of (12); the blue dashed lines are the trajectories of (13); the red dashed lines are the trajectories of
(14); the green solid line is generated from a 100-trial Monte Carlo simulation of the SIS process.
Note that all trajectories given are the average compartmental membership probability approximations
for the graph. Note that the trajectories of (12) are no worse of an approximation than the trajectories
of (6) at any time: this can be verified analytically by an application of Corollary 2.
applying results in [5], and is given as:
9φi
tI1u “ p1´ φ
tI1u
i ´ φ
tI2u
i q
ÿ
jPV
β
tI1;SÑI1u
ij φ
tI2u
j ´ δ
tI1ÑSu
i φ
tI1u
i ,
9
φ
tI2u
i “ p1´ φ
tI1u
i ´ φ
tI2u
i q
ÿ
jPV
β
tI2;SÑI1u
ij φ
tI2u
j ´ δ
tI2ÑSu
i φ
tI2u
i ,
φ
tSu
i “ p1´ φ
tI1u
i ´ φ
tI2u
i q,
(15)
where φtI1ui is the mean-field approximation of the probability that node i is in compartment I1, φ
tI2u
i
is the mean-field approximation of the probability that node i is in compartment I2, and φtSui is the
mean-field approximation of the probability that node i is in compartment S.
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Fig. 6: Simulated Dynamics for the SIS Process on a 100-node random graph with connection probability
p = 0.2, and rates chosen for the mean-field approximation to decay exponentially. The black dashed
lines are the trajectories of the bounding system (6); the magenta dashed lines are the trajectories of
(12); the blue dashed lines are the trajectories of (13); the red dashed lines are the trajectories of (14);
the green solid line is generated from a 100-trial Monte Carlo simulation of the SIS process. Note
that all trajectories given are the average compartmental membership probability approximations for the
graph. Note that the trajectories of (12) are no worse of an approximation than the trajectories of (6)
at any time: this can be proven by application of Corollary 2
Some recent work [11] has been concerned with designing the transition rates of the network so as to
attain a specified steady-state of the mean-field dynamics (15), however there is no work to the authors’
knowledge relating (15) to the moment dynamics of SI1SI2S. Hence, it is interesting to consider
simulations of the process in two cases: (i) the mean-field approximation of I1 and I2 equilibrate to an
endemic state, and (ii) the mean-field approximation of I1 decays exponentially to 0, while the I2 is
remains uncontrolled. Note that case (ii) is the control problem studied in [11].
Figure 8 studies case (i); Figure 9 studies case (ii). Note that the while the trajectories of (15) do
appear to be good approximations (heuristically), they do not systematically over- or under-estimate
the simulated trajectory. Whether or not this is acceptable in any future practice is unclear, however
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I1 I2S
Fig. 7: The compartmental diagram of SI1SI2S. The dashed lines indicate external transitions; the solid
lines indicate internal transitions.
it does prevent a designer’s ability to make guarantees about system performance, and as such it may
be useful to consider the behavior of a bounding system as an alternative to mean-field approximation.
In particular, the control of the mean-field approximation of SI1SI2S does not imply control of the
stochastic process.
E. SEIV
The Susceptible-Exposed-Infected-Vigilant (SEIV ) process (pictured in Figure 10; see, e.g., [10]) model
has |C| “ 4, where the possible compartments are ‘Susceptible,’ (S), ‘Infected,’ (I), ‘Exposed,’ (E) and
‘Vigilant,’ (V ). The transitions tS Ñ V u, tV Ñ Su, tE Ñ Iu, tI Ñ V u are specified as internal.
The transition tS Ñ Eu is an external process, with transition rate λtSÑEu
iptq “
ř
j 1txjptq“Euβ
tE; SÑEu
ij `
1txjptq“Iuβ
tI; SÑEu
ij . A standard mean-field approximation can be derived by application of results in [5],
and can be written as:
φ
tSu
i “ p1´ φ
tEu
i ´ φ
tIu
i ´ φ
tV u
i q,
9φ
tEu
i “ p1´ φ
tEu
i ´ φ
tIu
i ´ φ
tV u
i qp
ÿ
jPV
β
tE;SÑEu
ij φ
tEu
j ` β
tI;SÑEu
ij φ
tIu
j q ´ φ
tEu
i δ
tEÑIu
i ,
9φ
tIu
i “ δ
tEÑIu
i φ
tEu
i ´ δ
tIÑV u
i φ
tIu
i ,
9φ
tV u
i “ δ
tIÑV u
i φ
tIu
i ` δ
tSÑV u
i p1´ φ
tEu
i ´ φ
tIu
i ´ φ
tV u
i q ´ δ
tVÑSu
i φ
tV u
i ,
(16)
where φtSui is an approximation of the probability that node i is a member of compartment S, φ
tEu
i is an
approximation of the probability that node i is a member of compartment E, φtIui is an approximation of
the probability that node i is a member of compartment I , and φtV ui is an approximation of the probability
that node i is a member of compartment V . Note that (16) is cannot trivially be shown to be a bounding
system; at the least, knowledge of non-negative (or non-positive) correlation between variables must be
established before applying our results to derive a comparable set of equations. However, some recent
work [10] has studied the control of the SEIV process via the mean-field approximation (16), so it is
interesting to study the behavior of (16) in comparison to a simulation of the process and our crude
bounding system (6).
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(c) Expected Infected 2 Fraction
Fig. 8: Simulated Dynamics for the SI1SI2S Process on a 100-node random graph with connection
probability p = 0.2 with both mean-field approximations of I1 and I2 surviving in an endemic steady
state. The black dashed lines are the trajectories of the bounding system (6); the red dashed lines are the
trajectories resulting from the application of Corollary 1 to the trajectories of (6); the magenta dotted lines
are the trajectories of the mean-field approximation (15); the green solid line is generated from a 100-trial
Monte Carlo simulation of the process. Note that all trajectories given are the average compartmental
membership probability approximations for the graph. Note that the mean-field approximation (15) does
not systematically over or under approximate the states.
We again distinguish two cases of interest: (i) both the mean-field approximations φtEui and φtIui exist
in an endemic state, and (ii) the rates are chosen such that the mean-field approximations of φtEui and
φ
tIu
i exponentially decay to 0 (as was studied in [10]). Case (i) is studied in Figure 11; Case (ii) is
studied in Figure 12.
Here again, it is interesting to note that the mean-field dynamics (16) are a tighter approximation to the
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Fig. 9: Simulated Dynamics for the SI1SI2S Process on a 100-node random graph with connection
probability p = 0.2 with the mean-field approximation of I1 decaying to 0 exponentially fast. The
black dashed lines are the trajectories of the bounding system (6); the red dashed lines plotter are the
trajectories resultant from applying Corollary 1 to the trajectories of (6); the magenta dotted lines are
the trajectories of the mean-field approximation (15); the green solid line is generated from a 100-trial
Monte Carlo simulation of the process. Note that all trajectories given are the average compartmental
membership probability approximations for the graph. Note that the mean-field approximation (15) does
not systematically over or under approximate the states.
simulated trajectory of the process than any of the trajectories of the bounding system, however they do
not systematically over- or under- approximate the simulated trajectory. However, the simulations exhibit
the property that the probabilities of membership in compartments E and I are over-approximated,
whereas the probabilities of membership in compartments S and V are under-approximated, although
this is a heuristic observation. This suggests that if a method for proving non-negative or non-positive
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S E
IV
Fig. 10: The compartmental diagram of SEIV . The dashed lines indicate external transitions; the solid
lines indicate internal transitions.
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(d) Expected Vigilant Fraction
Fig. 11: Simulated Dynamics for the SEIV Process on a 50-node random graph with connection
probability p = 0.2. The black dashed lines are the trajectories of the bounding system (6); the red
dashed lines are the resulting trajectories from applying Corollary 1 to the trajectories of (6);the magenta
dashed lines are the trajectories of the standard mean-field approximation (16); the green solid line is
generated from a 100-trial Monte Carlo simulation of the process. Note that all trajectories given are
the average compartmental membership probability approximations for the graph.
correlation between process variables is developed, we may be able to construct a bounding system
which behaves much like the mean-field approximation.
We note that application of Corollary 1 exhibits a substantial benefit in the simulation of SEIV .
This can be observed by examining the red dashed trajectories (those generated by the application
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Fig. 12: Simulated Dynamics for the SEIV Process on a 50-node random graph with connection
probability p = 0.2. The black dashed lines are the trajectories of the bounding system (6); the red
dashed lines are the trajectories resulting from an application of Corollary 1 to the trajectories of (6);
the magenta dotted lines are the trajectories of the mean-field approximation (16); the green solid line
is generated from a 100-trial Monte Carlo simulation of the process. Note that all trajectories given are
the average compartmental membership probability approximations for the graph.
of Corollary 1) of the probabilities of membership in the “exposed,” compartment, which provide a
substantial improvement over the black dashed trajectories (those generated by the dynamics (6)).
IV. SUMMARY AND FUTURE WORK
Summarized most abstractly, we have shown a method constructing systems which generate trajectories
that systematically over- and under-approximate the moments of stochastic processes with moment
dynamics involving the expectation of a product of indicator random variables. Though widely applicable
in the analysis of chemical, biological and engineered systems, we have focused our discussion on
compartmental spreading processes. We have shown that a crude, but non-trivial, approximating system
always exists for a general class of compartmental spreading process. We have shown that the crude
construction can be improved when knowledge of non-negative or non-positive correlation between pairs
of process variables can be shown a priori.
In the case that all process transitions are internal, we recover the exact moment dynamics of the
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process. In the cases of SIS and SIR, our construction leads to a recovery of the standard mean-field
approximation developed in [5] when we apply knowledge of non-negative correlation between infection
compartment variables. In the cases of SI1SI2S and SEIV , we see that our crude system works as
expected, but the mean-field approximations appear to agree more closely with the simulation of the
stochastic process.
The problem of determining whether process variables have non-negative or non-positive covariance is
open for general compartmental processes, and is of importance. In the context of this work, it would
allow us to construct better bounding systems of arbitrary spreading processes fitting the paradigm
presented herein without performing tedious ad hoc analyses. Though there is work near to this theme
performed for the case of SIS and SIR [13], it is unclear at the time of this writing that the arguments
presented therein extend to a more general framework, such as the one presented in this paper.
Though we have not discussed it here, dynamic equations for higher order moments can be approximated
by the technique presented here as well. In the case of compartmental spreading processes, the second-
order moment dynamics generally involve the expectation of products of three indicators, and we can
use the presented bounding techniques almost directly. By studying bounding systems of the first and
second moments of a process, we can develop rigorous concentration arguments by applying Markov’s
inequality, which would allow for a rigorous mechanism of forecasting, however we leave further
development to future work.
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APPENDIX
A. Construction of Exact Moment Dynamics
From first principles, we derive a system of equations which describes the evolution of the probability
that the state of node i at time t (denoted xiptq) takes the value c as follows:
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dE
“
1txiptq“tcuu
‰
dt
“ lim
hÓ0
E
“
1txipt`hq“cu
‰
´ E
“
1txiptq“cu
‰
h
“ lim
hÓ0
E
”ř
c1PCztcu 1txipt`hq“c, xiptq“c1u
ı
` E
“
1txipt`hq“c, xiptq“cu
‰
´ E
“
1txiptq“cu
‰
h
“ lim
hÓ0
E
”ř
c1PCztcu 1txipt`hq“c, xiptq“c1u
ı
´ E
“
1txipt`hqPCztcu, xiptq“cu
‰
h
“ lim
hÓ0
E
”ř
c1PCztcu 1txiptq“c1uλ
tc1Ñcu
i ptq
ı
h´ E
”ř
c1PCztcu 1txiptq“cuλ
tcÑc1u
i ptq
ı
h` hOphq
h
“ E
»
– ÿ
c1PCztcu
1txiptq“c1uλ
tc1Ñcu
i ptq
fi
fl´ E
»
– ÿ
c1PCztcu
1txiptq“cuλ
tcÑc1u
i ptq
fi
fl ,
(17)
where we have made the assumption that
|Er
ÿ
c1PCztcu
1txipt`hq“c,xiptq“c1us ´ Er
ÿ
c1PCztcu
1txiptq“c1uλ
tc1Ñcu
i ptq hs| ď hOphq,
which holds true under mild assumptions, such as the condition 0 ď δtcui ă 8 and 0 ď β
tc˜; cÑc1u
ij ă 8
for all i, j, c and c1, which we have assumed in the body of the paper. These expressions are the
Kolmogorov forward equations (see, e.g., [14]) for the processes we are considering, where we have
made a deliberate choice to represent the system from a microscopic (i.e. agent-centric) perspective.
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