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INTISARI 
 
Model Integer-value autoregressive orde satu (INAR(1)) adalah salah satu model yang digunakan untuk 
memodelkan data deret waktu berupa bilangan cacah. Berdasarkan asumsi kestasioneran lemah dari data 
deret waktu maka sifat-sifat statistik yang dibahas adalah rata-rata dan variansi. Dalam model INAR(1) 
terdapat parameter yang belum diketahui dan perlu diestimasi yaitu probabilitas bertahan dalam suatu 
proses (𝛼) dan parameter komponen kedatangan (𝜆). Pada penelitian ini parameter 𝛼 diestimasi 
menggunakan metode Yule-Walker dan kuadrat terkecil bersyarat sedangkan parameter 𝜆 diestimasi 
menggunakan metode maksimum likelihood dan kuadrat terkecil bersyarat. Hasil yang diperoleh adalah 
rata-rata dari model INAR(1) adalah 𝐸[𝑋𝑡] =
𝜇
1−𝛼
 dan variansinya 𝑣𝑎𝑟(𝑋𝑡) =
𝛼𝜇+𝜎2
1−𝛼2
, sedangkan hasil 
estimasi parameter yang diperoleh adalah estimasi parameter ?̂? =
∑ (𝑥𝑡−?̅?)(𝑥𝑡+1−?̅?)
𝑛−1
𝑡=0
∑ (𝑥𝑡−?̅?)
2𝑛
𝑡=0
 dan  ?̂? =
1
𝑛
∑ 𝜀𝑡
𝑛
𝑡=1  . 
 
Kata Kunci: Yule-Walker, Maksimum Likelihood, Kuadrat Terkecil Bersyarat. 
 
PENDAHULUAN 
 Data berbentuk bilangan cacah merupakan data deret waktu diskrit[1]. Data berbentuk bilangan 
cacah adalah data yang dihitung sebagai jumlah kejadian dalam interval waktu atau dalam interval 
ruang. Misalnya data banyaknya titik api yang terjadi di wilayah Pontianak dalam setiap bulan, 
banyaknya orang yang meninggal akibat penyakit jantung dalam setiap bulan, dan banyaknya orang 
meninggal akibat kecelakaan dalam setiap bulan. Distribusi yang digunakan untuk mewakili distribusi 
data berbentuk bilangan cacah adalah Poisson, binomial, dan negatif binomial[2]. Salah satu model yang 
digunakan untuk data berbentuk bilangan cacah adalah Integer-value Autoregressive (INAR). Model 
INAR terdiri dari dua komponen yaitu survivors dalam proses sebelumnya dan kedatangan[1]. Dalam 
model INAR terdapat parameter yang belum diketahui dan perlu diestimasi yaitu probabilitas bertahan 
dalam suatu proses (𝛼) dan parameter kedatangan (𝜆). 
 Metode estimasi parameter untuk INAR(1) ada berbagai macam, seperti metode momen atau Yule-
walker, maksimum likelihood, kuadrat terkecil bersyarat, dan Bayesian. Pada penelitian ini dikaji ulang 
metode Yule-walker, maksimum likelihood, dan kudrat terkecil bersyarat untuk mengestimasi parameter 
model INAR(1). Metode tersebut hanya efektif untuk model dengan orde rendah, sedangkan untuk orde 
yang lebih tinggi digunakan metode lainnya. Rumusan masalah yang dibahas dalam penelitian ini adalah 
bagaimana sifat- sifat model INAR(1) dan bagaimana cara megestimasi parameter INAR(1). 
 Permasalahan yang dibahas pada penelitian ini hanya untuk INAR(1) dengan waktu kedatangan 
berdistribusi Poisson, sehingga berlaku untuk himpunan variabel acak diskrit (ruang keadaan). 
Digunakan asumsi stasioner lemah (orde 2) pada data deret waktu. Penelitian ini membahas beberapa 
metode dalam mengestimasi parameter yang terdapat dalam model INAR(1)[3]. Penelitian dimulai 
dengan mempelajari model AR(1) dan sifat-sifat statistiknya dilanjutkan dengan mempelajari model 
INAR(1) dan mencari sifat-sifat statistiknya kemudian mengestimasi parameternya. Model INAR(1) 
berbeda dengan model AR(1) karena memiliki dua variabel acak yang independen. Model INAR(1) 
merupakan pengembangan dari model AR(1) sehingga dibahas pula sifat-sifat statistik dari model 
INAR(1). 
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PROSES STOKASTIK 
 Proses stokastik adalah himpunan variabel acak {𝑋𝑡 , 𝑡 ∈ 𝑇}[4]. Semua kemungkinan nilai yang dapat 
terjadi pada variabel acak 𝑋𝑡 disebut ruang keadaan dan satu nilai t dari T disebut indeks atau parameter 
waktu. Dengan parameter waktu ini, proses stokastik dapat dibedakan menjadi dua bentuk yaitu proses 
stokastik berparameter diskrit contohnya banyaknya barang terjual di sebuah toko per hari dan proses 
stokastik berparameter kontinu contohnya volume air di sebuah bendungan pada waktu sebarang. 
 Proses stokastik terdapat dua jenis kestasioneran yang dikenal, yaitu stasioner kuat dan stasioner 
lemah. Suatu proses dikatakan stasioner kuat jika distribusinya tidak dipengaruhi waktu (invarian 
terhadap waktu). Artinya, setiap momen dari proses tersebut harus invarian terhadap waktu. Jika yang 
invarian hanya momen pertama (rataan) dan momen kedua (variansi/kovariansi), maka kestasioneran 
tersebut dinamakan stasioner lemah. Namun demikian, jika proses tersebut diasumsikan berdistibusi 
identik, normal, maka stasioner lemah akan identik dengan stasioner kuat[5]. 
 
DISTRIBUSI POISSON 
 Distribusi Poisson adalah distribusi nilai-nilai bagi suatu variabel acak X (X diskrit), yaitu banyaknya 
hasil percobaan yang terjadi dalam suatu interval waktu tertentu atau disuatu daerah tertentu [6]. 
Distribusi Poisson termasuk distribusi teoritis yang memakai variabel acak diskrit. Fungsi peluang dari 
distribusi Poisson adalah 
𝑝(𝑥) =
𝜆𝑥𝑒−𝜆
𝑥!
, 
dengan 𝜆 = parameter distribusi Poisson, 𝑝 = probabilitas sukses, 𝑥 = variabel acak diskrit. 
 
DERET WAKTU 
 Deret waktu adalah rangkaian data yang berupa nilai pengamatan yang diukur selama kurun waktu 
tertentu dengan interval yang sama [7]. Analisis deret waktu adalah suatu analisis terhadap pengamatan, 
pencatatan dan penyusunan peristiwa yang diambil dari waktu kewaktu tersebut [8]. Analisis data deret 
waktu dapat digunakan untuk membuat keputusan pada jangka waktu yang panjang berdasarkan data 
masa lalu dan data sekarang. Dalam menentukan keputusan, diperlukan prediksi kejadian yang terjadi 
di masa mendatang, sehingga dapat mengantisipasi kemungkinan terjadi hal-hal tidak diinginkan yang 
akan menimbulkan kerugian ataupun risiko. Sebagai contohnya banyaknya gol dalam suatu 
pertandingan dari 2001-2018 dan jumlah penduduk di suatu tempat pada kurun waktu tertentu. Beberapa 
sifat statistik dari model deret waktu yang perlu dikaji adalah rata-rata dan kovariansi. 
 Kovariansi adalah suatu ukuran yang menyatakan variansi bersama dari dua variabel acak [9]. 
Misalkan {𝑋𝑡} adalah suatu deret waktu dengan 𝐸(𝑋𝑡
2) < ∞. Fungsi rata-rata deret 𝑋𝑡 adalah 
𝜇𝑋(𝑡) = 𝐸[𝑋𝑡] 
Sedangkan fungsi kovariansinya adalah 
𝛾𝑋(𝑟, 𝑠) = 𝑐𝑜𝑣(𝑋𝑟, 𝑋𝑠) 
= 𝐸[(𝑋𝑟 − 𝜇𝑋(𝑟))(𝑋𝑠 − 𝜇𝑋(𝑠))] 
untuk semua bilangan bulat t, r, dan s. 
 
PROSES AUTOREGRESI 
 Salah satu proses stokastik dengan ruang keadaan diskrit dan waktu diskrit adalah analisis deret 
waktu. Model analisis deret waktu yang terkenal adalah model autoregresi (AR). Proses autoregresi 
tingkat ke-p dari deret waktu{𝑋𝑡}, disingkat AR(p), memenuhi persamaan 
𝑋𝑡 = 𝜙1𝑋𝑡−1 + 𝜙2𝑋𝑡−2 + ⋯+ 𝜙𝑝𝑋𝑡−𝑝 + 𝜀𝑡 
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Dengan asumsi 𝜀𝑡 i.i.d. N(0, 𝜎
2) saling bebas dengan 𝑋𝑡−1, 𝑋𝑡−2,.... Untuk orde 1 ditulis AR(1), maka 
modelnya sebagai berikut 
𝑋𝑡 = 𝜙1𝑋𝑡−1 + 𝜀𝑡 
Sifat-sifat statistik dari model AR(1) adalah rata rata dan kovariansi. Menggunakan persamaan rata-
ratanya didapat 𝜇𝑡 = 0 atau 1 − 𝜙1 = 0 karena 𝑋𝑡 stasioner maka 𝐸[𝑋𝑡] = 𝜇𝑡 = 0 
Sedangkan variansinya diperoleh 
𝑣𝑎𝑟(𝑋𝑡) = 𝑣𝑎𝑟(𝜙1𝑋𝑡−1 + 𝜀𝑡) 
𝑣𝑎𝑟(𝑋𝑡) − 𝜙1
2𝑣𝑎𝑟(𝑋𝑡−1) = 𝑣𝑎𝑟(𝜀𝑡) 
𝛾0 − 𝜙1
2𝛾0 = 𝜎
2 
(1 − 𝜙1
2)𝛾0 = 𝜎
2 
𝛾0 =
𝜎2
1 − 𝜙1
2 
Adapun untuk kovariansi dari model AR(1) adalah  
𝑐𝑜𝑣(𝑋𝑡 , 𝑋𝑡−𝑘) = 𝜙1𝐸[𝑋𝑡−1𝑋𝑡−1] + 𝐸[𝜀𝑡𝑋𝑡−1] 
𝛾𝑘 = 𝜙1𝛾𝑘−1 
misalkan untuk k=1 maka diperoleh 
𝛾1 = 𝜙1𝛾0 = 𝜙1
𝜎2
1 − 𝜙1
2 
untuk k=2 maka diperoleh 
𝛾2 = 𝜙1𝛾1 = 𝜙1𝜙1
𝜎2
1 − 𝜙1
2 = 𝜙1
2
𝜎2
1 − 𝜙1
2 
sehingga secara umum diperoleh 
𝛾𝑘 = 𝜙1
𝑘𝛾0 
𝛾𝑘
𝛾0
= 𝜙1
𝑘 = 𝜌𝑘 . 
METODE YULE-WALKER 
 Estimasi parameter model AR dengan metode Yule-Walker adalah estimasi dengan mensubstitusi 
momen sampel, diantaranya yaitu rata-rata sampel dan fungsi autokorelasi sampel. Untuk parameter 𝜇 
diperoleh dengan menyamakan momen sampel ke-1 dan momen populasi ke-1yaitu 𝐸[𝑋𝑡] = ?̂? 
diestimasi dengan 
1
𝑛
∑𝑋𝑡
𝑛
𝑡=1
= ?̅? 
sehingga didapat estimasi rata-rata adalah 𝜇 = ?̅?   
Untuk memperoleh estimasi dari 𝜙1, 𝜙2..., 𝜙𝑝, pertama persamaan AR(p) dikalikan dengan ?̃?𝑡−ℎ yaitu: 
?̃?𝑡 = 𝜙1?̃?𝑡−1 + 𝜙2?̃?𝑡−1 + ⋯+ 𝜙𝑝?̃?𝑡−𝑝 + 𝑍𝑡 
?̃?𝑡−ℎ ?̃?𝑡 = 𝜙1?̃?𝑡−ℎ ?̃?𝑡−1 + 𝜙2?̃?𝑡−ℎ  ?̃?𝑡−1 + ⋯+ 𝜙𝑝?̃?𝑡−ℎ ?̃?𝑡−𝑝 + ?̃?𝑡−ℎ 𝑍𝑡 
Selanjutnya dicari nilai harapan kedua ruas sehingga didapat: 
𝐸[?̃?𝑡−ℎ ?̃?𝑡] = 𝐸[𝜙1?̃?𝑡−ℎ ?̃?𝑡−1 + 𝜙2?̃?𝑡−ℎ ?̃?𝑡−1 + ⋯+ 𝜙𝑝?̃?𝑡−ℎ  ?̃?𝑡−𝑝 + ?̃?𝑡−ℎ 𝑍𝑡] 
Akibatnya diperoleh persamaan dari fungsi autokovariansi, dan setelah dibagi dengan 𝛾0 diperoleh 
persamaan 𝜌ℎ = 𝜙1𝜌ℎ−1 + 𝜙2𝜌ℎ−2 + ⋯+ 𝜙𝑝𝜌ℎ−𝑝 
Dengan mensubtitusikan ℎ = 1,2,… , 𝑝, diperoleh 
𝜌1 = 𝜙1 + 𝜙2𝜌1 + ⋯+ 𝜙𝑝𝜌𝑝−1 
𝜌2 = 𝜙1𝜌1 + 𝜙2 + ⋯+ 𝜙𝑝𝜌𝑝−2 
… 
𝜌𝑝 = 𝜙1𝜌𝑝−1 + 𝜙2𝜌𝑝−2 + ⋯+ 𝜙𝑝 
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Sehingga solusi dari estimasi 𝜙1, 𝜙2, … , 𝜙𝑝 diperoleh dengan mensubstitusi fungsi autokorelasi sampel 
yaitu 
[
 
 
 
 
?̂?1
?̂?2
⋮
?̂?𝑝]
 
 
 
 
=
[
 
 
 
1 ?̂?1 ⋯ ?̂?𝑝−1
?̂?1 1 ⋯ ?̂?𝑝−2
⋮ ⋮ ⋱ ⋮
?̂?𝑝−1 ?̂?𝑝−2 ⋯ 1 ]
 
 
 
−1
[
?̂?1
?̂?2
⋮
?̂?𝑝
] 
Berdasarkan sistem persamaan dapat diperoleh estimasi untuk model AR(p). Karena model AR(1) 
memiliki nilai p = 1 maka diperoleh ?̂?1 = ?̂?1dan karena model AR(2) memiliki nilai p = 2 maka 
diperoleh 
[
?̂?1
?̂?2
] = [
1 ?̂?1
?̂?1 1
]
−1
[
?̂?1
?̂?2
] =
[
 
 
 
 
?̂?1 − ?̂?1?̂?2
1 − ?̂?1
2
?̂?2 − ?̂?1
2
1 − ?̂?1
2 ]
 
 
 
 
 
dengan ?̂?ℎ =
?̂?ℎ
?̂?0
=
∑ (𝑥𝑡−?̅?)(𝑥𝑡+1−?̅?)
𝑛−1
𝑡=0
∑ (𝑥𝑡−?̅?)2
𝑛
𝑡=0
             (1) 
 
METODE MAKSIMUM LIKELIHOOD 
 Misalkan 𝑋1, 𝑋2, … 𝑋𝑛, adalah sampel acak dari suatu populasi yang berdistribusi Poisson dengan 
parameter 𝜆. Fungsi kepadatan peluang untuk distribusi Poisson dengan parameter 𝜆 adalah sebagai 
berikut 
𝑓(𝑥, 𝜆) = {
𝑒−𝜆𝜆𝑥
𝑥!
, 𝑥 = 0,1,2,…
0, 𝑥 𝑙𝑎𝑖𝑛𝑛𝑦𝑎    
 
 Estimator parameter 𝜆 dengan metode Maksimum Likelihood adalah  
?̂? =
1
𝑛
∑ 𝑥𝑖
𝑛
𝑖=1        (2) 
MODEL INTEGER-VALUED AUTOREGRESSIVE ORDE SATU (INAR(1)) 
 Misalkan X adalah variabel acak bilangan cacah, maka untuk setiap 𝛼 ∈ [0,1] operasi ∘ didefinisikan 
sebagai  
𝛼 ∘  𝑋 = ∑𝑌𝑖
𝑋
𝑖=1
 
dengan 𝑌𝑖 adalah variabel acak berdistribusi identik independen[3]. Nilai probabilitas 𝑌𝑖 adalah 
𝑃𝑟(𝑌𝑖 = 1) = 1 − 𝑃𝑟(𝑌𝑖 = 0) = 𝛼 
Berdasarkan definisi ∘ operasi maka jelas bahwa 0 ∘ 𝑋 = 0, 1 ∘ 𝑋 = 𝑋, 𝐸(𝛼 ∘ 𝑋) = 𝛼𝐸(𝑋) dan untuk 
sembarang 𝛽 ∈ [0,1], 𝛽 ∘ (𝛼 ∘ 𝑋) = (𝛽𝛼) ∘ 𝑋. Model INAR(1) digunakan untuk membangkitkan data 
deret waktu yang  stationer dan berbentuk bilangan bulat. Model INAR(1) didefinisikan sebagai berikut 
𝑋𝑡 = 𝛼 ∘ 𝑋𝑡−1 + 𝜀𝑡 dengan 𝛼 ∈ [0,1] dan 𝜀𝑡 merupakan variabel acak bernilai bilangan cacah yang 
memiliki rata-rata 𝜇 dan variansi berhingga 𝜎2. Variabel 𝜀𝑡 adalah bilangan acak berdistribusi Poisson 
yang memiliki ciri i.i.d. (identically independent distributed) dengan 𝐸[𝜀𝑡] = 𝜇 dan 𝑉𝑎𝑟[𝜀𝑡] = 𝜇. 
Simbol ∘ menunjukkan binomial thinning operator, dimana 𝛼 ∘ 𝑋𝑡−1 adalah nilai pada bilangan acak 
binomial dengan percobaan sebanyak 𝑋𝑡−1 kali dan 𝛼 adalah peluang sukses pada setiap percobaan. 
Penurunan pada proses INAR adalah berdasar pada asumsi bahwa 𝜀𝑡 bersifat i.i.d. distribusi Poisson, 𝜀𝑡 
~Poisson(𝜆𝑡) dimana 𝜆𝑡 adalah rata-rata pada distribusi Poisson. Persamaan binomial thinning operator 
adalah sebagai berikut  
𝛼 ∘ 𝑋𝑡−1 = 𝑌1 + 𝑌2 + ⋯+ 𝑌𝑋𝑡−1 = ∑ 𝑌𝑖
𝑋𝑡−1
𝑖=1
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 Dimana 𝑌𝑖 merupakan deret dari variabel acak biner dengan sifat i.i.d. dan diberi nilai 1 dengan 
peluang 𝛼 dan nilai 0 dengan peluang 1 − 𝛼. Sehingga peluang pada masing-masing komponen Y yang 
sukses adalah 𝛼 dan peluang gagal adalah 1 −  𝛼. 
 
SIFAT-SIFAT STATISTIK INAR(1) 
Proses INAR(1) dapat dijabarkan sebagai berikut 
𝑋𝑡 = 𝛼
𝑡 ∘ 𝑋0 + ⋯+ 𝛼
2 ∘ 𝜀𝑡−2 + 𝛼
1 ∘ 𝜀𝑡−1 + 𝛼
0 ∘ 𝜀𝑡 
Selanjutnya diperoleh sifat statistik yang pertama adalah rata-rata[3], yaitu 
𝐸[𝑋𝑡] = 𝛼𝐸[𝑋𝑡−1] + 𝜇 
𝐸[𝑋𝑡] = 𝛼
𝑡𝐸[𝑋0] + ⋯+ 𝛼
2𝜇 + 𝛼1𝜇 + 𝛼0𝜇 = 𝛼𝑡𝐸[𝑋0] + 𝜇 ∑𝛼
𝑗
𝑡−1
𝑗=0
 
sifat selanjutnya adalah variansi[3], yaitu 
𝑣𝑎𝑟(𝑋𝑡) = 𝛼
2𝑣𝑎𝑟(𝑋𝑡−1) + 𝛼(1 − 𝛼)𝐸[𝑋𝑡−1] + 𝜎
2 
karena 𝑋𝑡 stasioner pada rata-rata dan variansi maka diperoleh 𝐸[𝑋𝑡] =
𝜇
1−𝛼
 dan 𝑣𝑎𝑟(𝑋𝑡) =
𝛼𝜇+𝜎2
1−𝛼2
. 
Variansi untuk dua variabel dikenal dengan kovariansi. Kovariansi pada lag k dari model INAR(1) 
adalah 
𝛾𝑘 = 𝑐𝑜𝑣(𝑋𝑡−𝑘, 𝑋𝑡) = 𝑐𝑜𝑣(𝑋𝑡−𝑘, 𝛼
𝑘 ∘ 𝑋𝑡−𝑘) + 𝑐𝑜𝑣 (𝑋𝑡−𝑘 , ∑ 𝛼
𝑗 ∘ 𝜀𝑡−𝑗
𝑘−1
𝑗=0
) 
= 𝛼𝑘𝑣𝑎𝑟(𝑋𝑡−𝑘) + ∑ 𝛼
𝑗
𝑘−1
𝑗=0
𝑐𝑜𝑣(𝑋𝑡−𝑘 , 𝜀𝑡−𝑗) 
𝛾𝑘 = 𝛼
𝑘𝛾0 
𝛾𝑘
𝛾0
= 𝛼𝑘 
 
ESTIMASI PARAMETER PROSES INAR(1) 
 Prosedur estimasi pada proses INAR(1) digunakan untuk estimasi nilai parameter 𝛼 dan 𝜆 pada 
model INAR(1) yang diasumsikan bahwa variabel 𝜀𝑡 yang bersifat i.i.d. mengikuti distribusi Poisson. 
Pada penelitian ini dibahas dua metode yaitu metode Yule-walker dan kuadrat terkecil bersyarat. 
 Metode Yule-walker merupakan metode estimasi yang menggunakan rumus momen ke k, sehingga 
untuk mengestimasi 𝛼 menggunakan nilai korelasi sampel. Korelasi sampel dari model INAR(1) adalah 
seperti pada Persamaan (1) sehingga parameter 𝛼 diestimasi sebagai: 
?̂? =
∑ (𝑥𝑡 − ?̅?)(𝑥𝑡+1 − ?̅?)
𝑛−1
𝑡=0
∑ (𝑥𝑡 − ?̅?)2
𝑛
𝑡=0
 
Sedangkan nilai 𝜆 karena merupakan parameter 𝜀𝑡 yang berdistribusi Poisson maka dapat diestimasi 
berdasarkan persamaan (2) yaitu sebagai berikut: 
?̂? =
1
𝑛
∑𝜀𝑡
𝑛
𝑡=1
 
 Metode kuadrat terkecil bersyarat adalah metode dengan meminimalkan nilai jumlah kuadrat data. 
Tidak seperti model AR(1) standar, untuk mencari  estimasi model INAR(1) yang terdapat 𝑋𝑡−1 dan 𝜀𝑡, 
dimana 𝑋𝑡 adalah variabel random acak. Rata-rata bersyarat dari 𝑋𝑡 oleh 𝑋𝑡−1 adalah 
𝐸[𝑋𝑡|𝑋𝑡−1] = 𝛼𝑋𝑡−1 + 𝜆 = 𝑔(𝜃, 𝑋𝑡−1) 
dimana 𝜽 = (𝛼, 𝜆) adalah parameter yang akan diestimasi.  
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Estimasi yang dilakukan dengan meminimalkan jumlah kuadrat sebagai syaratnya. Berdasarkan metode 
kuadrat terkecil estimasi untuk 𝛼 dan 𝜆 adalah nilai yang meminimalkan  
                          𝑄𝑛(𝜽) = ∑ [𝑋𝑡 − 𝑔(𝜃, 𝑋𝑡−1)]
2𝑛
𝑡=1  
= ∑ [𝑋𝑡
2 − 2𝑋𝑡𝛼𝑋𝑡−1 − 2𝑋𝑡𝜆 + 𝛼
2𝑋𝑡−1
2 + 2𝛼𝑋𝑡−1𝜆 + 𝜆
2]𝑛𝑡=1 .                       (3) 
Persamaan (3) diturunkan terhadap 𝛼 dan disamakan dengan 0 sehingga diperoleh 
𝜕𝑄𝑛
𝜕𝛼
= ∑[−2𝑋𝑡𝑋𝑡−1 + 2𝛼𝑋𝑡−1
2 + 2𝑋𝑡−1𝜆]
𝑛
𝑡=1
= 0 
selanjutnya Persamaan (3) diturunkan terhadap 𝜆 dan disamakan dengan 0 sehingga diperoleh 
𝜕𝑄𝑛
𝜕𝜆
= ∑[−2𝑋𝑡 + 2𝛼𝑋𝑡−1 + 2𝜆 ]
𝑛
𝑡=1
= 0 
dengan eliminasi dan subtitusi diperoleh estimasi parameternya adalah ?̂? =
∑ (𝑥𝑡−?̅?)(𝑥𝑡+1−?̅?)
𝑛−1
𝑡=0
∑ (𝑥𝑡−?̅?)2
𝑛
𝑡=0
 dan ?̂? =
1
𝑛
∑ 𝜀𝑡
𝑛
𝑡=1 . Berdasarkan kestasioneran estimasi untuk rata-rata dan variansi untuk pengamatan ke-n akan 
sama dengan pengamatan ke-(n+1). 
 
KESIMPULAN 
 Model INAR(1) adalah salah satu model yang digunakan untuk data diskrit. Sifat-sifat statistik yang 
dimiliki Model INAR(1) adalah rata-rata 𝐸[𝑋𝑡] =
𝜇
1−𝛼
 dan variansinya 𝑣𝑎𝑟(𝑋𝑡) =
𝛼𝜇+𝜎2
1−𝛼2
. Karena model 
INAR(1) mempunyai dua variabel acak yaitu 𝑋𝑡 dan 𝜀𝑡 maka parameter yng diestimasi adalah 𝛼 dan 𝜆. 
Parameter 𝛼 merupakan parameter dari ditribusi 𝑋𝑡 sedangkan 𝜆 merupakan parameter dari distribusi 
𝜀𝑡. Berdasarkan pembahasan tentang model INAR(1) maka diperoleh estimasi untuk parameter ?̂? =
∑ (𝑥𝑡−?̅?)(𝑥𝑡+1−?̅?)
𝑛−1
𝑡=0
∑ (𝑥𝑡−?̅?)2
𝑛
𝑡=0
 dan  ?̂? = ∑
𝜀𝑡
𝑛
𝑛
𝑡=1 . 
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