Improved steganalysis technique based on least significant bit using artificial neural network for MP3 files by Alarood, Ala Abdulsalam Solyiman
i  
IMPROVED STEGANALYSIS TECHNIQUE BASED ON LEAST 
SIGNIFICANT BIT USING ARTIFICIAL NEURAL NETWORK FOR MP3 
FILES 
ALA ABDULSALAM SOLYIMAN ALAROOD 
A thesis submitted in fulfilment of the 
requirements for the award of degree of 
Doctor of Philosophy (Computer Science) 
Faculty of Computing 





“Whoever is not grateful to his fellow humans cannot be grateful to god” - Prophet 
Mohammad (Peace be upon him) 
I wish to acknowledge and express my sincerest appreciation to the 
individuals who contributed to the successful completion of this thesis. First and 
foremost, my supervisors, Prof Dr. Azizah Abd Manaf, I offer to you my sincerest 
gratitude for your invaluable advice, constant support and encouragement throughout 
my PhD journey. Without your understanding and guidance, this research could have 
never been successful. Your kind words of encouragement and your belief in me 
were both comforting and inspiring. 
Thank you too to my dear wife, Mrs. Shefaa Khatatbeh who has always been 
there for the kids and me, especially whenever I need support and reassurance during 
those stressful periods.  
Last but not least, my deepest gratitude goes to my parents for their endless 
love and du’a for my success in this life. Thus, with great pleasure, I am very pleased 




MP3 files are one of the most widely used digital audio formats that provide a 
high compression ratio with reliable quality. Their widespread use has resulted in 
MP3 audio files becoming excellent covers to carry hidden information in audio 
steganography on the Internet. Emerging interest in uncovering such hidden 
information has opened up a field of research called steganalysis that looked at the 
detection of hidden messages in a specific media.  Unfortunately, the detection 
accuracy in steganalysis is affected by bit rates, sampling rate of the data type, 
compression rates, file track size and standard, as well as benchmark dataset of the 
MP3 files. This thesis thus proposed an effective technique to steganalysis of MP3 
audio files by deriving a combination of features from MP3 file properties. Several 
trials were run in selecting relevant features of MP3 files like the total harmony 
distortion, power spectrum density, and peak signal-to-noise ratio (PSNR) for 
investigating the correlation between different channels of MP3 signals. The least 
significant bit (LSB) technique was used in the detection of embedded secret files in 
stego-objects. This involved reading the stego-objects for statistical evaluation for 
possible points of secret messages and classifying these points into either high or low 
tendencies for containing secret messages. Feed Forward Neural Network with 3 
layers and traingdx function with an activation function for each layer were also 
used. The network vector contains information about all features, and is used to 
create a network for the given learning process. Finally, an evaluation process 
involving the ANN test that compared the results with previous techniques, was 
performed. A 97.92% accuracy rate was recorded when detecting MP3 files under 96 
kbps compression. These experimental results showed that the proposed approach 
was effective in detecting embedded information in MP3 files. It demonstrated 
significant improvement in detection accuracy at low embedding rates compared 




Fail MP3 adalah salah satu format audio digital yang paling banyak 
digunakan yang memberikan nisbah mampatan yang tinggi dengan kualiti yang 
boleh dipercayai. Kegunaan meluas fail tersebut telah menyebabkan fail audio MP3 
menjadi bahan yang sangat baik untuk membawa maklumat steganografi audio 
tersembunyi di Internet. Kepentingan dalam mengungkap maklumat tersembunyi 
sedemikian telah membuka suatu bidang penyelidikan yang dipanggil steganalisis 
yang melihat pengesanan mesej tersembunyi dalam media tertentu. Malangnya, 
ketepatan pengesanan dalam steganalisis terjejas disebabkan kadar bit, kadar 
pensampelan jenis data, kadar mampatan, saiz trek fail dan piawai, serta dataset 
penanda aras fail MP3. Oleh itu, tesis ini mencadangkan teknik yang berkesan untuk 
steganalisis fail audio MP3 dengan memperoleh kombinasi ciri-ciri dari sifat fail 
MP3. Beberapa ujian telah dijalankan untuk memilih ciri-ciri berkaitan dengan fail 
MP3 seperti penyimpangan jumlah harmoni, ketumpatan spektrum kuasa, dan nisbah 
isyarat kebisingan ke puncak (PSNR) untuk menyelidik korelasi antara saluran yang 
berbeza dari isyarat MP3. Teknik bit paling ketara (LSB) digunakan dalam 
pengesanan fail rahsia tersisip dalam objek stego. Ini melibatkan membaca objek 
stego untuk penilaian statistik untuk kemungkinan titik-titik mesej rahsia dan 
mengelaskan titi-titik tersebut ke dalam kecenderungan tinggi atau rendah untuk 
mengandungi mesej rahsia. Rangkaian Neural Forward Feed dengan 3 lapisan dan 
gdx  dengan fungsi pengaktifan untuk setiap lapisan juga digunakan. Vektor 
rangkaian mengandungi maklumat mengenai semua ciri, dan digunakan untuk 
membuat rangkaian untuk proses pembelajaran yang diberikan. Akhirnya, proses 
penilaian yang melibatkan ujian ANN yang membandingkan hasil dengan teknik 
sebelumnya telah dilakukan. Kadar ketepatan 97.92% dicatatkan apabila mengesan 
fail MP3 di bawah mampatan 96 kbps. Hasil eksperimen ini menunjukkan bahawa 
pendekatan yang dicadangkan berkesan dalam mengesan maklumat tersembunyi 
dalam fail MP3. Ia menunjukkan peningkatan ketara dalam ketepatan pengesanan 
maklumat tersembunyi pada kadar penyisipan rendah berbanding dengan kajian-
kajian lain sebelumnya. 
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CHAPTER 1  
INTRODUCTION 
This chapter discusses the research background and overview, which leads to 
problem statement. From the problem statement, the research questions and 
objectives of this research specified. Furthermore, the research scope and significant 
to the study are stated throughout this chapter. 
1.1 Research Overview 
There are huge advancement of technology over the years. Most of the end 
product provide efficient services that uplift society. Owing to advancements in 
technology, digital media applications have become increasingly popular in our daily 
lives.  Digital media manipulation such as hiding information in image and audio 
files for use over a covert channel has become common. Steganography is the study 
of hiding information in a carrier file; however, making covert communication based 
on steganography is a challenging technology.  Steganalysis is the reserves process 
of steganography, but, without the awareness of the technique used for hiding the 
information, and using all efforts to detect the hiding message inside a carrier file.  
More studies are needed to develop new techniques to decode hidden information in 
carrier files (Mazurczyk et al., 2016). 
There is a wide variety of information about steganography in the literature.  
The term ‘steganography’ originates from the Greek language and consists of 
‘stegano’ = secret, hidden and ‘graphy’ = to write, to draw (Anguraj et al., 2011).  
According to Shelke (2014), Steganography is the art and science of communicating 
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in such a way that the existence of the message could not be detected” (Shelke et al., 
2014). Steganography provides safe communication via hidden messages by 
preventing comprehensibility and retaining confidentiality.  Steganography is widely 
used by the military and diplomats (Shahadi and Jidin, 2011).  Nowadays, an added 
security layer is mostly used prior to performing steganography. Where the 
steganographic approach used for information is first encrypted and then hidden, 
finally transferred through a communication channel(Das and Tuithung, 2012). 
There are three fundamental properties—imperceptibility, robustness, and 
capacity—which serve as restrictions for steganography designers and form a magic 
triangle for visualising the requirements of steganography (Westfeld et al., 2013).  
For a good steganographic technique, the capacity and robustness cannot be equally 
high.  In order to achieve a highly robust steganography algorithm, the embedding of 
the capacity should be low and vice versa.  Furthermore, a high capacity usually 
results in a fragile algorithm because highly embedded results have a low 
imperceptibility.  Moreover, this increases the probability that an attacker will detect 
the secret message and retrieve it (Su, 2017). 
Steganalysis is a technique for decoding information that is hidden in carrier 
file (Mirjavadi et al., 2013).  In other words, it hinders the delivery of documents 
between government agents or other parties.  Steganalysis can be used to evaluate the 
performance of the security of steganography (Subhedar and Mankar, 2014). 
Information is hiding in the shapes of small clues and may not be noticed visually.  
However, clues can lead to a statistically significant difference. Steganalysis 
techniques use detection and cracking to find indicators of the clues (Rana, 2016). 
Steganalysis can be broadly categorised into two classes as shown in Figure 
1.1, namely: signature steganalysis and statistical steganalysis (Muthuramalingam et 
al., 2016).  The division is based on whether the signature of a steganography 
technique or the statistics of information are used to identify the presence of hidden 
information in a carrier file (Kessler and Hosmer, 2011).  On the basis of its fields of 
application, it can be further divided into specific methods and universal methods.  A 
specific steganalysis method utilises knowledge of a targeted steganographic 
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technique and may only be appropriate to this type of steganography (Li et al., 2011).  
A universal steganalysis method is used to detect several types of steganography.  
Usually, universal methods do not require knowledge of the embedding 
operations(Li et al., 2011). 
 
Figure 1.1 : Hierarchy of the classiﬁcation of steganalysis techniques 
The goal of steganalysis is to collect sufficient evidence about the presence of 
embedded messages and to break the security of its carrier (Chhikara and Singh, 
2013a). The importance of steganalytic techniques that can reliably detect the 
presence of hidden information in audio files is increasing. Steganalysis is used in 
computer forensics, cyber warfare, tracking criminal activities over the internet, and 
gathering evidence for investigations, particularly in cases of anti-social elements 
(Chhikara and Singh, 2013b). In practice, a steganalytic is frequently interested in 
more than whether or not a secret message is present—the ultimate goal is to detect 
and extract the secret message. 
Sharma and Bera (2012) proposed a steganalysis method based on the 
statistical moments of a wavelet characteristic function (SMWCF) and an artificial 
neural network (ANN) as a classifier(Sharma and Bera, 2012). In recent years, neural 
networks have proved their effectiveness in many applications, and ANN are 
recognized as powerful data analysis and modelling tools (Usha et al., 2013). ANN 
consist of an interconnected collection of artificial neurons that change their structure 
based on the information that flows through the artificial network. 
In steganography techniques, media such as images, audio, videos, and text 
can be used to embed a secret message into cover (Gomez-Coronel et al., 2014). 
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MPEG-1 Audio Layer 3, known as MP3, has become one of the most popular 
formats for compressed audio, and is commonly used for steganography. 
Steganographic tools such as MP3stego, UnderMP3Cover, and MP3stegz can be 
used to embed compressed and encrypted data in the MP3 bit stream. Primary 
information regarding the carrier or host is typically hidden within the secondary 
information, and could be in the form of a file or message. The media containing the 
embedded information is called the stego-object file (Farouk, 2014). Proposed a 
steganalytic method to detect up to 1% steganographic capacity in MP3 files. Later, 
Wan et al., (2012) presented a steganalysis approach for detecting messages 
embedded using MP3Stego (28 hidden bytes of data)(WAN et al., 2012). 
1.2 Problem Background 
In today’s digital age, there are more opportunities to change the information 
represented in digital format. Forensic investigations, surveillance systems, criminal 
investigations, and intelligence services need reliability while transferring 
information in the form of digital files. With the rapid increase in the use of digital 
multimedia (image or audio files) on the Internet, the security problem has become 
increasingly important. Moreover, the communication of secret messages using 
digital multimedia has become an increasingly popular demanding. 
The advances of the computer era have given a new dimension to the art of 
securing or hiding secret messages in digital medium. Computer-based techniques 
hide data in digital carriers by changing the carriers in such a manner that, even after 
altering them, they appear to be innocuous. These carriers are called Cover Media 
(Meghanathan and Nayak, 2010). Cover media can be audio files, images, video, and 
text. The process of hiding information in the cover media is called embedding 
(Jayaram et al., 2011). Different steganographic schemes have their own ways of 
embedding the message. These are collectively called ‘steganographic algorithms.  
Audio steganography methods are divided into different classes: embedding 
during compression (least-significant-bit encoding, phase coding, echo hiding, and 
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spread spectrum) and embedding after compression (unused header bit stuffing, 
padding byte stuffing, before all frames, between frames, M4M, and M16M)(Atoum, 
2015a). One simple and effective method of steganography uses the Least Significant 
Bit (LSB). LSB embedding is the most widely used steganographic technique. Thus, 
modified versions of LSB embedding have been of great interest in the field of 
steganography in recent decades. Generally, the major issues of steganographic 
technique, lies with bit rates and sampling rate influence. Although steganography 
techniques heavily relies on three fundamental tradeoff; robustness, capacity, and 
imperceptibility as the key requirement. Nevertheless, a good steganographic 
technique, in most cases do not achieved these requirements. Because the most 
important challenge of the field of steganography are in Technical, Linguistic, and 
Semagrams.  
Technical steganography uses scientific methods to hide a message, such as 
the use of invisible ink or microdots and other size-reduction methods. How effective 
it is? Could the detection of the hidden messages be easier or difficult in this area? 
Using these techniques does not mean that the technicality solves detection. But it 
could be tested, where a method for detection is proposed with the grounds that it’s 
capable of detecting at a high degree.  
Linguistic steganography hides the message in the carrier in some 
nonobvious ways and is further categorized as semagrams or open codes.  
Semagrams hide information by the use of symbols or signs. A visual semagram uses 
innocent-looking or everyday physical objects to convey a message, such as doodles 
or the positioning of items on a desk or Website. A text semagram hides a message 
by modifying the appearance of the carrier text, such as subtle changes in font size or 
type, adding extra spaces, or different flourishes in letters or handwritten text. These 
are successful steganographic scheme, however, their implementations remains 
critical. Although they are simple to use, but they might be difficult to detect.  
Open codes hide a message in a legitimate carrier message in ways that are 
not obvious to an unsuspecting observer. The carrier message is sometimes called the 
overt communication, whereas the hidden message is the covert communication. 
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This category is subdivided into jargon codes and covered ciphers. Jargon code, as 
the name suggests, uses language that is understood by a group of people but is 
meaningless to others. Jargon codes include warchalking (symbols used to indicate 
the presence and type of wireless network signal), underground terminology, or an 
innocent conversation that conveys special meaning because of facts known only to 
the speakers. A subset of jargon codes is cue codes, where certain prearranged 
phrases convey meaning. Covered or concealment ciphers hide a message openly in 
the carrier medium so that it can be recovered by anyone who knows the secret for 
how it was concealed. A grille cipher employs a template that is used to cover the 
carrier message. The words that appear in the openings of the template are the hidden 
message. A null cipher hides the message according to some prearranged set of rules, 
such as "read every fifth word" or "look at the third character in every word."  The 
crucial challenges faced in the detection is the use of “keys”. Over here while the 
technique for hiding are available with good accuracy, but many are yet to be 
uncover. In terms of detection, how could a detection technique with a high degree of 
detecting secret massage be involved in this? How feasible is the current techniques 
used in the detection? There could be lots of ideas out there for enhancing the 
method of hiding message used in this area. Similarly there could be for detection as 
well. However research on both areas can never end. As a new method for hiding 
secret message evolves, so also a new method for detection will be required. 
Even though steganalysis procedure is also affected by bit rate, compression 
method, file size and secret message. Furthermore, datasets is also crucial in 
experimenting both steganography and steganalysis. Finally, compression rates of a 
media, specifically MP3 carrier file also affect the results of steganalysis. (Kekre et 
al., 2011). 
Many other steganalysis techniques have been proposed in recent years. For 
instance, targeted steganalysis is based on analysing changes in the statistical 
properties of a file after embedding. The advantage of using specific steganalysis is 
that the results are very accurate (Bhattacharyya, 2011). Blind steganalysis is the 
process of creating a set of distinct statistical attributes of a file by categorizing the 
file into classes depending on their feature values (Poisel and Tjoa, 2011), whereas 
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quantitative steganalysis estimates the length of the message (Katzenbeisser and 
Petitcolas, 2016). Forensic steganalysis is most popular form of steganalysis, and 
aims to find out everything about the message (presence, length, content, and so on) 
(Ker and Pevný, 2014). Steganalysis also ranges from manual scrutiny by experts to 
automated data analysis. Unfortunately most of the automated techniques suffers 
from accuracy.  
The motivation of this work dwells on steganalysis. There are various 
techniques involve. Almost all of them relies on qualitative analysis. However, they 
are categorized into Targeted Steganalysis, Blind steganalysis, Quantitative 
steganalysis and Forensic steganalysis. These classification is with respect to 
objectives set. All of them faced crucial challenges that required a research 
attentions.  The general research motivation in this area “Is there a message hidden in 
this medium”. (Miche et al., 2009). 
 Learning steganalysis overcomes the analytic challenge by obtaining an 
empirical model through brute-force data analysis (Ge and Tian, 2015). The solutions 
come from areas known as pattern recognition, machine learning, or artificial 
intelligence. Most of the recent research on steganalysis has been based on machine 
learning. The most common steganalysis techniques based on machine learning are 
decision trees, Support Vector Machine (SVM) methods, Naive Bayes (NB), K-
Nearest Neighbour methods, and ANN (Kesavaraj and Sukumaran, 2013).The ANN 
approach to steganalysis detects the presence of an eventual hidden message in a file 
(Ker et al., 2013), with the ANN itself chosen as a classifier to train and test the 
given audio. ANN reflects a system based on biological nervous networks, and can 
be defined as an emulation of biological nervous systems. Over the past two decades, 
ANN has been shown to provide solutions to data mining-type problems that are not 
easily manipulated by classical methods. Applying ANN to steganalysis, dwells on 
the facts that handling different bit rates and sampling rate for embedding could yield 
some pattern. This can aid detection during steganalysis process. Although there are 
still some crucial issues yet to be addressed in terms of detection scheme of 
steganalysis. Most notably is the detection accuracy in steganalysis using standard 
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dataset and benchmark dataset. The dynamics of compression rates and file track 
size. The relationships between accuracy and embedding rate. 
In this study, an attempt to overcome the drawbacks listed above has been 
considered. Hence a new steganalysis techniques employ statistical analysis by 
extracting the features (total harmonic distortion, power spectrum density, energy of 
sound, correlation coefficient, mean, standard deviation, sum of squared error, peak 
signal-to-noise ratio, and mean squared error) of MP3 files used as the input to ANN. 
Therefore, the proposed technique has a solution that depends on a probability. If the 
probability is close to zero, then the MP3 files are considered to be Stego-objects; if 
the probability is not close to zero, then the MP3 is considered to be original (free of 
ambiguity intervention). 
1.3 Problem Statement 
With the rapid growth of information technology, many studies have 
described how audio file formats can be applied to steganography systems either 
before compression or after compression. However, such file formats suffer from low 
security and limited capabilities. There should be some benchmark statistical tool for 
assessing the data and identifying the hidden message in an audio object. 
Steganography techniques are used to hide secret information in MP3 files, with the 
information embedded during or after the compression process. Despite the 
suitability of MP3 files for steganography, the amount of steganalysis for this format 
is still quite limited because of the low embedding rate. This shows that the 
steganalysis of MP3 is still a very challenging issues with low embedding rates. The 
most critical issues with detection of secret message in MP3 files are; bit rate, 
sampling rate, compression method and the carrier file is either standard or 
benchmark. 
It not clear if different bit rates or a constant sampling rate for embedding 
ease detection during steganalysis. Using standard dataset and benchmark dataset in 
an experiment to determine the detection accuracy in steganalysis is crucial. The 
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results might not be the same. Hence, detection could be doubted if only a single data 
set is used. Although some previous studies acknowledged that standard dataset is 
more reliable in testing for detection (Atoum, 2015c), however it’s also argued that 
benchmark dataset can be more suitable for testing of steganalysis (Homburg et al., 
2005). Even though detection could be difficult if embedding is done in 1 and 2, but 
not in 4 LSBs at compression rates of 320, 256, 192, 128, and 96 kbps, nevertheless, 
there isn’t' a consensus on a technique to addressed that. In most cases compression 
rates affects steganalysis process when using standard dataset, but in benchmark 
dataset only a single compression rate is used (128kbPS). Compression rates could 
either affect the results of steganalysis positively or otherwise. It could be that the 
results of the accuracy of detecting hidden information drop or not. This drop might 
be caused by either the increase in file track size or any other issues. Hence, it’s still 
not clear how accuracy and embedding rate are related or is there any significant 
positive relationship between accuracy and embedding rate which could affect 
Steganalysis process? 
1.4 Research Questions 
This study investigates the detection of MP3 Stego-files based on extracted 
feature (total harmonic distortion, power spectrum density, energy of sound, 
correlation coefficient, mean, standard deviation, peak signal-to-noise ratio, mean 
squared error, and sum of squared error) from MP3 files and examines how these 
features can be used in machine learning to build a training technique. Hence, the 
following research questions are proposed: 
i. What are the techniques used for detecting hidden messages in MP3 
files? 
ii. How can a hidden file be detected in an MP3 carrier file. 




1.5 Research Objectives 
The main objective of this research is to build a suitable technique to identify 
MP3 audio files that contain an embedded secret message. Statistical analysis can be 
performed to find inconsistencies in the audio file when external heterogeneous data 
exist. In fact, large-scale statistical analysis is necessary to detect such files. 
However, an intelligent computational technique could be used instead of pure 
mathematical analysis, such as a neural network. Neural networks offer many 
benefits as intelligent detectors or recognizers. Thus, they may be able to predict the 
existence of a Stego-object or not normal files and assist with the extraction of the 
secret message. Thus, the study set to achieve the following objectives:  
i. To examine the techniques used for detecting hidden messages in 
MP3 files. 
ii. To design and implement an effective detection technique capable of 
detecting hidden files in an MP3 carrier file using an ANN. 
iii. To enhance the accuracy of ANN-based steganalysis 
1.6 Research Scope 
The rapid development of digital media and information technology has made 
them ubiquitous. Nowadays, an abundance of information is stored digitally. 
Specifically, there are multitude of daily tasks that involve dealing with documents. 
The origins of these documents might be digital, or they may be converted from hard 
copies into appropriate digital formats. 
i. This study was delimited to the data acquisition, feature extraction, 
and classification of MP3 files by an ANN process. 
ii. The proposed detection technique is only compatible for MP3 file 
with different compression rate and format (channel mode). 
iii. This study’s experiments dwells on the extraction of features from 
MP3 files. The extracted features are normalized by scaling their 
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values using Min-Max normalization, so that they are within a certain 
specified range.  
iv. The datasets used in this study fall into two categories: benchmark 
datasets were obtained from Homburg et al. (2005) and standard 
datasets were obtained from Atoum (2015).  All of these files are pre-
integrated and have been validated. 
v. This study relies on MATLAB as its experimental tool. 
1.7 Significance of the Research 
There are remarkable increases in using digital steganalysis for solving the 
concerns about preserving the integrity of digital content. Detection of unauthorized 
modification is also another issue. In fact the widespread of excellent distribution 
system of digital media in internet, bought a chance to the third parties to exploit the 
media for their own benefits. Various research output shows the strength of detecting 
techniques on different cover media. Most importantly to this research is those found 
for audio medium. Although those techniques considered steganalysis of mono 
signals. Investigating the correlation between different channels of stereo signals will 
improve performance of steganalysis. That is why this research is highly significant. 
Moreover, there are many impacts that this research brought. Among these are:  
i. Computer Forensics: the new detection technique proposed in this 
thesis, can help in forensics. For the fact that identification, extraction, 
documentation, and interpretation of any traces of data (in bits/bytes) 
is the key central part of computer forensic, then this study helps in 
those elements. Hence leads to an easier way of determining the 
evidentiary and/or root cause analysis of a crime.  
ii. Cyber warfare: Detection techniques that is able and capable of 
detecting the present of enemy’s secret message in a cover medium, 
will surely safes life in a war front. This dwells to acyber-warfare, 
where a nation-state intended to penetrate another nation's through 
embedding secret massage on a cover medium over computers and 
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networks for the purposes of causing damage or disruption. If Nations 
states are capable of detecting any hidden message. Then those 
nations are safe in a cyber-warfare. In another perspective, digital 
steganalysis for MP3 authentication allows the military organizations 
to verify whether the digital MP3 they received, arrived from the 
genuine source and to authenticate whether the content within the 
digital media is original. In case the content is marked as manipulated, 
an effective authentication technique is expected to illustrate as much 
information about the embedding information. Therefore, this study, 
is significant in the area of cyber warfare. 
iii. Industrial: The research findings are significant to Industries in using 
the technique proposed in this research as a software implementable 
tool for detection of any secret data in an MP3 file.  
iv. Security firms: The research output can be significant to security 
firms which are mostly concern with the tools for detecting a hidden 
information inside an MP3 file.  
v. Computing community: Generally, to the computing research 
community, this thesis is significant in terms of providing a 
methodological contribution, where a new technique has been devised 
to aid the exploration of information hidden technique. 
vi. Theoretically: A theory has been produce in this work, where 
embedding at a random location and using ANN for detection 
accuracy has been found. 
Therefore, Security firms are seeking technologies that promise to protect and 
preserve their digital MP3 and rights. As a result of that, the contents originality and 
the integrity of information need some strong degree of protection. Steganalysis has 
been considered as solution for copy prevention and MP3 authentication as well as 
detecting unauthorized modification. 
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1.8 Thesis Structure 
This thesis consists of five major parts, excluding the introductory chapter 
which presented a background of the problem as well as outlined the purpose and 
objectives of the research. The importance and expected contributions of the research 
are also highlighted and emphasized. While the second part describes the research 
setting as well as previously published work in the field of audio steganography and 
steganalysis, the third part describes the scope of research. Finally, the last part 
presents the phases for research frameworks.  
Chapter 2, is the Literature Review, which discusses the related work of this 
study and examined the issues raised by many researchers. There are two main 
sections: first, is the descriptions of the concept of Information hiding and detection 
as well as MP3 file structure as a carrier file. Which discuss steganography and 
steganalysis techniques. The other section deals with machine learning processes and 
the presentation of past empirical research technique. 
Chapter 3, present the Research Methodology, The proposed methods are 
explained, starting with data acquisition before moving on to feature extraction, pre-
processing, feature selection, and classification. Finally, the testing and evaluation of 
the proposed method are presented. This has been vividly discussed on the basis of 
the design, and procedure of detection techniques as well as the operational 
framework for the research. 
Chapter 4, is the Analysis and Implementation of the Proposed Technique: 
This chapter discusses the philosophy for the design of the proposed technique of 
MP3steganalysis, and demonstrates the implementation of the proposed framework 
for detection of secret message in MP3 file. Finally, the technical and practical 
evaluation of the proposed framework was illustrated. 
Chapter 5,is Results and discussion of the study. It present the results based 
on the experimental work. The analytical and test based on machine learning 
approach are presented. Various useful features that provide discriminative 
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information for detecting steganographic MP3 (hidden) files within a carrier file are 
identified and presented. The proposed approach is compared with other methods 
that use ANN. Furthermore, a comparative study between the technique proposed for 
this research and other steganalysis techniques that use artificial intelligence 
algorithms is presented and discussed. This chapter also presents a feasibility study 
based upon using the technique to detect MP3 files. 
The last chapter 6 presents the Conclusion and Future Work. This chapter 
reviews the main conclusions from this research. The contributions of this research 
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