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 RESUMO  
As técnicas de regressões lineares são as mais utilizadas para o desenvolvimento 
de modelos de produção de viagens em zonas de tráfego, as quais partem das 
premissas de independência, linearidade, homocedasticidade dos dados da variável 
resposta. Estas premissas são restritivas e raramente atendidas completamente em 
modelos de produção de viagens, especialmente porque as variáveis explicativas 
(características socioeconômicas, demográficas e de uso do solo) não ocorrem de 
forma aleatória e dependem de fatores geralmente relacionados com sua localização. 
Segundo a lei de Tobler, os valores de variáveis espaciais são atribuídos à 
proximidade entre medidas, dessa mesma variável, em diferentes localidades, 
portanto, há uma tendência de que o valor de uma ou mais variáveis associadas a 
uma determinada localização assemelham-se mais aos valores observados em sua 
vizinhança do que ao restante das localizações do conjunto amostral. Assim é 
possível inferir que os procedimentos matemáticos clássicos de regressões lineares 
utilizados para a elaboração de modelos de produção de viagens violam 
principalmente as premissas de independência e homocedasticidade dos dados, da 
variável resposta, ao não considerar que as viagens produzidas são influenciadas 
pelas zonas vizinhas; e ao não apresentar uniformidade das relações que explicam 
as viagens em todas as partes do espaço considerado. Diante disso, o objetivo 
desta pesquisa é verificar a hipótese de que modelos de produção de viagens, que 
consideraram a dependência espacial, promovem resultados mais eficientes do que 
os que utilizam eventos dissociados da influência de zonas vizinhas. Para isto, 
desenvolveu-se uma comparação entre um modelo tradicional e um modelo baseado 
na dependência espacial, ambos elaborados a partir de dados de viagem e dados 
socioeconômicos da Região Metropolitana de Campinas. Com os resultados obtidos 
pode-se concluir que os modelos baseados em dependência espacial apresentam 
melhores resultados do que utilizam as técnicas tradicionais. 
  
 
Palavras-chave: análise espacial, dependência espacial, autocorrelação espacial, 
modelos de geração de viagens, planejamento de transportes. 
  
ABSTRACT  
Linear regression techniques are the most used for the development of production 
trip models in traffic zones, which start from the premises of independence, linearity, 
and homoscedasticity of the response variable data. These premises are restrictive 
and rarely fully met in production trip models, especially since the explanatory 
variables (socioeconomic, demographic and land use characteristics) do not occur at 
random and depend on factors generally related to their location. According to 
Tobler's law, the values of spatial variables are attributed to the proximity between 
measures of that same variable in different sites, so there is a tendency that the 
values of one or more variables associated with a location are more similar to values 
observed in its neighborhood than to the rest of the sample set locations. Thus, it is 
possible to conclude that the classical mathematical procedures of linear regressions 
used to prepare production trip models violate mainly the assumptions of 
independence and homoscedasticity of the data, first of all, because it does not 
consider the trips produced are influenced by the neighbouring zones; secondly, by 
failing to show uniformity in the relationships that explain travel in all parts of the 
space under consideration. Therefore, the objective of this master dissertation is to 
verify the hypothesis that trip production models, which considered spatial 
dependence, promote more efficient results than those that use events dissociated 
from the influence of neighbouring areas. For this, a comparison between a 
traditional model and a spatial dependence model was developed, both models were 
elaborated with travel and socioeconomic data of the Campinas Metropolitan Region. 
With the results obtained it can be concluded that the models based on spatial 
dependence present better results than they use the traditional techniques. 
 
 
Keywords: spatial analysis, spatial dependence, spatial autocorrelation, trip 
generation models, transport planning. 
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1. OBJETIVOS 
O objetivo desta pesquisa é verificar a hipótese de que modelos de 
produção de viagens, que consideraram a dependência espacial, promovem 
resultados mais eficientes do que os que utilizam eventos dissociados da influência 
de zonas vizinhas. 
 
2. INTRODUÇÃO 
O planejamento de transportes tem o objetivo de analisar alternativas de 
infraestrutura física, operação de sistemas e gerenciamento de demanda. Essas 
análises são realizadas tradicionalmente por meio de técnicas que procuram, em um 
primeiro momento, reproduzir as complexas relações entre viagens e características 
socioeconômicas, demográficas e de uso do solo em uma data inicial e 
posteriormente, reproduzir essas relações em diferentes anos para fazer previsões. 
  
A principal técnica utilizada em estudos de previsão de demanda é 
denominada metodologia 4 Etapas, que contempla a elaboração de modelos de 
produção e atração de viagens em cada zona de tráfego, distribuição espacial entre 
zonas de origem e destino, divisão da demanda entre os diversos modos de 
transportes e, finalmente, a alocação de tráfego no sistema viário existente 
(BRUTON, 1975). 
 
No que diz respeito a elaboração de modelos de produção de viagens, 
foco da presente dissertação de mestrado, as técnicas de regressões são as mais 
empregadas. Tais técnicas são baseadas em premissas matemáticas que tem a 
função de garantir que os modelos retratem o comportamento médio das relações 
entre as viagens e as variáveis que as explicam. Para tanto, preconizam que essas 
relações são independentes do espaço, ou seja, são idênticas em todo o território 
em análise, contrariando o fato de que as viagens não são eventos aleatórios, 
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dependem de sua localização no espaço e são influenciadas por áreas vizinhas 
(ORTUZAR e WILLUMSEN, 2011). 
 
Essa característica de independência com relação ao espaço é 
dificilmente encontrada em análise de dados urbanos de grandes cidades ou regiões 
metropolitanas brasileiras, e modelos tradicionais baseados em comportamento 
médio das variáveis podem apresentar diferenças significativas entre os dados 
modelados e observados. Por outro lado, em qualquer estudo, as variáveis 
socioeconômicas e de uso do solo também não são completamente heterogêneas 
em todo seu território. Frequentemente as zonas se organizam em conjuntos 
homogêneos cujas viagens podem ser explicadas por variáveis próprias e distintas 
daquelas que representam as viagens do restante das zonas. 
 
O uso de técnicas estatísticas de análise espacial pode auxiliar o 
desenvolvimento de modelos baseados em regressões lineares, minimizando os 
problemas intrínsecos do atendimento às premissas mencionadas anteriormente. 
 
A análise espacial possibilita a identificação de conjuntos de zonas com 
comportamento homogêneo entre si e que se diferenciam do restante da área de 
estudo. O comportamento dos agrupamentos homogêneos pode ser reproduzido por 
meio de modelos específicos para esses conjuntos de dados homogêneos. Esse tipo 
de procedimento pode ser empregado para se obter as diferentes relações entre as 
viagens e os fatores que determinam a dependência da localização geográfica das 
zonas. 
 
Nos capítulos a seguir são apresentados os conceitos e técnicas 
matemáticas utilizadas na elaboração de modelos de produções de viagens e suas 
limitações quanto ao atendimento às premissas de regressões. Em seguida são 
apresentadas técnicas alternativas pertencentes ao campo da análise espacial que 
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podem ser utilizadas para contribuir na melhoria dos resultados dos modelos de 
produção. 
 
3. MODELOS DE PREVISÃO DE DEMANDA 
Segundo Weiner, 2008a e Niemeier e Song, 2009, antes da década de 
1950, a previsão de demanda era realizada baseado em dados do passado que 
eram extrapolados para o futuro utilizando-se fatores uniformes de crescimento. A 
premissa principal dessa técnica era que as relações entre os aspectos 
socioeconômicos e de uso do solo com as viagens eram consideradas inalteradas 
ao longo do tempo. 
 
A partir dos anos 1950, grandes sistemas viários foram projetados para 
atender ao crescente consumo de automóveis e às significativas alterações do uso e 
ocupação do solo de importantes cidades americanas. Nesse período foram 
desenvolvidas as primeiras técnicas que pudessem prever a demanda e apoiar 
decisões sobre a implantação desses sistemas viários no sentido de diminuir os 
riscos de aplicação de recursos vultuosos de construção, operação e manutenção. 
 
Segundo Weiner (2008b), a primeira técnica utilizada para previsão de 
demanda de transportes foi a técnica de geração de viagens por pessoa aplicada na 
cidade de San Juan, Porto Rico em 1948. 
 
No início da década de 1950, desenvolveu-se um estudo de previsão de 
demanda para proposição de uma rede de vias expressas na cidade de Detroit. 
Esse estudo foi baseado nos diversos tipos de uso do solo daquela cidade e ficou 
conhecido como Detroit Metropolitan Area Traffic Study (DMATS). 
 
Em 1955, desenvolveu-se um plano de transportes para a cidade de 
Chicago, onde foram aplicadas técnicas matemáticas que consideravam as 
produções e atrações de viagens nas diversas zonas da cidade, sua distribuição no 
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espaço urbano, além das preferências dos usuários pelos diversos modos de 
transportes e trajetos (MCNALLY, 2007). 
 
As experiências de Chicago e Detroit foram replicadas em diversos planos 
de transportes no Reino Unido, tais como “London Traffic Survey (1960) e o 
“Highway Plan” (1962) (FURNISH E WIGNALL, 2009). 
 
O aprimoramento dessas experiências iniciais serviu de base conceitual 
para o desenvolvimento de ferramentas matemáticas de previsão de demanda que 
configuram como uma das práticas mais importantes do processo de planejamento 
de transportes.  
 
Tais ferramentas são conhecidas como modelos de previsão de demanda, 
e configuram representações simplificadas da realidade com foco em certos 
elementos considerados importantes para um determinado ponto de vista 
(ORTUZAR E WILLUMSEN, 2011). 
 
Tais modelos têm o objetivo de estudar os impactos na demanda quando 
esta é submetida a cenários que combinam alternativas de infraestrutura, evolução 
temporal e espacial dos dados socioeconômicos, além de alterações dos padrões de 
ocupação do uso do solo (FURNISH E WIGNALL, 2009). 
 
De acordo com Niemeier e Song (2009), os resultados esperados da 
aplicação de modelos de previsão de demanda são indicadores de performance e de 
benefícios a partir da implantação de alternativas de infraestrutura. Tais indicadores 
possibilitam subsidiar avaliações de viabilidade econômico-financeira de projetos, 
auxiliar nas tomadas de decisão sobre alternativas de tecnologia e infraestrutura de 
transportes e legitimar políticas públicas de transporte minimizando os custos e 
riscos antes de implementá-las. 
19 
 
 
   
 
Os modelos possibilitam ainda estimar o consumo de combustíveis, 
impactos econômicos relacionados aos níveis de emissões de poluentes na 
atmosfera e a quantidade de acidentes (FURNISH e WIGNALL, 2009).  
 
Um dos maiores benefícios da utilização de modelos é a possibilidade de 
testar complexas relações entre diversas atividades e o sistema de transportes antes 
de sua implementação e monitoramento. 
 
A técnica que desponta como a mais utilizada na elaboração de 
estimativas de demanda de transportes é conhecida por Modelo de 4 etapas, que é 
constituído por submodelos sequenciais em que o resultado de um é o insumo do 
próximo, como apresentado na Figura 1 (ORTUZAR e WILLUMSEN, 2011). 
 
O primeiro submodelo (primeira etapa), denomina-se modelo de geração 
e sua construção envolve o desenvolvimento de equações matemáticas que 
procuram representar os totais de produções e atrações de viagens em cada zona 
de tráfego da área de estudo na situação atual. O resultado é utilizado como insumo 
para a etapa seguinte, conhecida como modelo de distribuição, que procura inferir o 
arranjo espacial das produções e atrações na área de estudo, resultando em uma 
matriz de viagens entre zonas de tráfego. 
 
Essa matriz é aproveitada na etapa seguinte, denominada modelo de 
divisão modal, que tem o objetivo de modelar as escolhas entre transporte coletivo e 
individual nas viagens consideradas. Finalmente na etapa de alocação de tráfego 
são utilizados algoritmos para prever as preferências de caminhos entre pares de 
origens e destinos (BRUTON, 1975). 
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Figura 1 – Modelo 4 Etapas 
 
Fonte: Elaboração própria 
4. MODELOS DE PRODUÇÃO DE VIAGENS 
Os modelos de produção procuram reproduzir os valores mais prováveis 
dos totais de viagens originadas ou de retorno em zonas de tráfego a partir da 
relação com as características socioeconômicas, demográficas, geográficas e de 
uso do solo obtidas em pesquisas domiciliares de origem e destino (NIEMEIER E 
SONG, 2009 e ORTUZAR e WILLUMSEN, 2011; BOYCE e WILLIAMS, 2015). 
 
A técnica mais utilizada na elaboração de desses modelos é a de 
regressões lineares, pelo método dos mínimos quadrados, que possibilita obter os 
parâmetros de uma equação de reta que minimizam os desvios entre dados 
observados e modelados (ver ANEXO 5). 
  
A equação de reta que representa o modelo de produção de viagens 
resultante das regressões lineares é apresentada na equação 1, a seguir. 
 ?̂?𝑖 = ?̂?0 + ?̂?𝑥𝑖 ± 𝜖̂ (1) 
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Em que: 
?̂?𝑖 = 𝑣𝑎𝑟𝑖á𝑣𝑒𝑙 𝑟𝑒𝑠𝑝𝑜𝑠𝑡𝑎 represetnativa das produções de viagem em cada zona i 
𝑥𝑖 = 𝑣𝑎𝑟𝑖á𝑣𝑒𝑙 𝑒𝑥𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑣𝑎 𝑑𝑎𝑠 𝑣𝑖𝑎𝑔𝑒𝑛𝑠 𝑝𝑟𝑜𝑑𝑢𝑧𝑖𝑑𝑎𝑠 𝑛𝑎 𝑧𝑜𝑛𝑎 𝑖 
?̂?0 = 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡𝑜 𝑛𝑜 𝑒𝑖𝑥𝑜 𝑦 
?̂? = 𝑐𝑜𝑒𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑒 𝑑𝑎 𝑣𝑎𝑟𝑖á𝑣𝑒𝑙 𝑥𝑖 
𝜖̂ = 𝑑𝑒𝑠𝑣𝑖𝑜𝑠 𝑒𝑛𝑡𝑟𝑒 𝑑𝑎𝑑𝑜𝑠 𝑚𝑑𝑒𝑙𝑎𝑑𝑜𝑠 ?̂?𝑖 𝑒 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑑𝑜𝑠 𝑦 
 
O termo ?̂?𝒊  é denominado variável resposta e refere-se aos totais de 
viagens produzidas previstas pelo modelo em cada zona de tráfego 𝑖 e geralmente 
se referem ao período em que se deseja investigar, seja na hora de pico ou dia 
inteiro. 
Geralmente os modelos são estratificados de acordo com as 
características particulares dos diferentes tipos de viagens que ocorrem no meio 
urbano. O primeiro nível de estratificação refere-se a viagens de base domiciliar, nas 
quais o domicílio encontra-se na origem ou o destino. Tipicamente essas viagens 
são por motivo trabalho, educação, saúde, compras, lazer, outros. O segundo nível 
de estratificação é definido de acordo com as viagens de base não domiciliar, tais 
como as que ocorrem entre locais de trabalho e de compras. 
 
A Erro! Fonte de referência não encontrada. apresenta um exemplo de 
representação da estratificação de modelos de produção de viagem elaborados para 
a Região Metropolitana de São Paulo - RMSP de acordo com a base (domiciliar e 
não-domiciliar) e motivos. 
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Tabela 1 – Modelos de produção da RMSP 
 
Fonte: SISTRAN ENGENHARIA (2016) 
 
O termo ?̂?𝟎 , também conhecido como constante linear do modelo, 
representa os desvios provocados pelas variáveis explicativas que afetam a 
magnitude da resposta e que não foram incluídas no modelo. 
 
O termo 𝒙𝒊  representa as variáveis explicativas encontradas em cada 
zona de tráfego de uma cidade ou região. A seleção das variáveis deve atender a 
algum critério teórico que as justifique sua presença no modelo. Segundo (Boyce e 
Williams, 2015) e (Ortuzar e Willumsen, 2011) as variáveis mais comumente 
recomendadas na literatura são: renda, totais de população, número de domicílios, 
número de pessoas empregadas por domicílios, renda média por domicílio, idade, 
sexo, número de automóveis por domicilio, frota, tamanho da família, valor do solo, 
densidade residencial, acessibilidade. A seleção dessas variáveis deve garantir que 
não apresentem elevada correlação 𝑟 entre si (multicolinearidade). As variáveis são 
pouco relacionadas quando 𝑟 ≤ 0,1; medianamente relacionadas quando 0,1 ≤ 𝑟 ≤  
0,4 e fortemente relacionadas quando o 𝑟 ≥ 0,5. (AGRESTI e FINLAY, 2012). 
 
Os termos ?̂?𝒊 (𝑖 = 1,2,… , 𝑛) são os coeficientes de cada variável, também 
conhecidos como coeficientes angulares da reta de regressão e representam o 
Base Motivo Estrato Modelo de produção
Domiciliar Trabalho BDT
0,09754 população + 0,31512 frota + 6,24147 
renda/100,000
Domiciliar Educação BDE
0,28174 frota - 0,04849 população + 2,39908 
renda/100,000 + 0,21966 estudantes
Domiciliar Outros BDO 0,08293 frota + 0,01975 população
Não - Domiciliar Todos BND
0,02589 matrículas - 0,01459 população + 0,07162 
empregros secundarios + 2,91852 renda/100,000
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incremento (ou decréscimo) da variável resposta 𝑦 para cada unidade adicional da 
variável explicativa 𝑥 (FÁVERO et al., 2009). Esses coeficientes possibilitam verificar 
a influência de cada variável independente na previsão da variável resposta 
(BRUTON, 1975). 
 
Os desvios ?̂?  são definidos como as diferenças entre dados observados 
(valores reais obtidos de pesquisas) e os valores modelados (valores obtidos da 
aplicação do modelo de regressão) (KENNEDY, 2003).  
 
4.1. Qualidade dos modelos 
Segundo Andy (2009) e Marôco (2011), os parâmetros estimados pelo 
método dos mínimos quadrados devem ser submetidos a testes que garantam a 
generalização do modelo para o universo dos dados. Isto é feito a partir dos testes e 
apresentados a seguir e detalhados no ANEXO 6. 
 
• Teste 𝑅2: esse indicador compara a linha dos mínimos quadrados à média 
dos dados e dessa forma aponta o quanto da variação de 𝑦  pode ser 
creditada ao modelo de regressão amostral. Observa-se que esse indicador 
não é recomendável para modelos multivariados, porque a incorporação de 
mais uma variável tende a aumentar o valor de 𝑅2  mesmo que possua 
influência reduzida sobre a variável resposta. 
 
• Teste 𝑅2ajustado: tem o mesmo objetivo do teste 𝑅2, porém é utilizado em 
sua substituição nos casos de modelos multivariados. 
 
• Teste F : tem o objetivo de verificar a significância conjunta das variáveis 
explicativas, ou seja, se as variáveis explicativas contribuem para a elucidar a 
variável resposta. 
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• Teste 𝑡 : possibilita verificar se as variáveis explicativas e o intercepto 
influenciam no comportamento da variável resposta. A escolha das variáveis 
do modelo deve ser apoiada por esse indicador. 
 
4.2. Premissas para a elaboração do modelo 
Os conjuntos de valores observados de 𝑦 em cada valor de 𝑥, possibilitam 
construir funções de distribuição de probabilidade condicional 𝑓𝑖( 𝑦𝑖 |𝑥𝑖) . Essas 
funções respondem à pergunta: qual a probabilidade de se obter 𝑦 a partir de um 𝑥 
conhecido? No entanto, se essas distribuições são diferentes entre si, como 
representado na Figura 2, a chance de se obter 𝑦 em função de 𝑥 é diferente a cada 
observação 𝑖 , tornando impossível estabelecer um modelo linear para fazer 
estimativas de cada valor de 𝑦. 
Figura 2 – Distribuições reais 
 
Onde: 
𝑦 = 𝑣𝑎𝑟𝑖á𝑣𝑒𝑙 𝑟𝑒𝑠𝑝𝑜𝑠𝑡𝑎. 
𝑥 = 𝑣𝑎𝑟𝑖á𝑣𝑒𝑙 𝑟𝑒𝑠𝑝𝑜𝑠𝑡𝑎 
𝑓𝑖( 𝑦𝑖 |𝑥𝑖) =  𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑖çõ𝑒𝑠 𝑑𝑒 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑑𝑎𝑑𝑒 𝑑𝑜𝑠 𝑣𝑎𝑙𝑜𝑟𝑒𝑠 𝑑𝑒 𝑦𝑖 𝑝𝑎𝑟𝑎 𝑐𝑎𝑑𝑎 𝑥𝑖 
𝑖 = 𝑛 − é𝑠𝑖𝑚𝑎 𝑜𝑏𝑠𝑒𝑟𝑣𝑎çã𝑜 
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Para possibilitar o uso de técnicas estatísticas na elaboração de um 
modelo de produção de viagens baseado em amostras, que represente as relações 
entre variáveis 𝑦  e 𝑥  no universo dos dados, é necessário atender às seguintes 
premissas simplificadoras sobre a regularidade das distribuições 
𝑓𝑖( 𝑦𝑖 |𝑥𝑖) (ORTUZAR e WILLUMSEN, 2011). 
 
• Linearidade: a relação entre as variáveis resposta e a explicativa deve 
representar uma tendência da distribuição dos dados em forma linear (AGRESTI 
E FINLAY, 2012). 
 
• Independência dos desvios: os valores previstos pela regressão linear não 
podem ser influenciados mutuamente, ou seja, um valor previsto pelo modelo não 
pode estar relacionado por qualquer outro valor previsto, (HAIR E JOSEPH, 
2006). 
 
• Normalidade da distribuição dos desvios: presume-se que o desvio 𝜖 é uma 
variável aleatória distribuída segundo uma curva normal. 
 
• Homocedasticidade dos desvios: a premissa de homocedasticidade 
corresponde a hipótese de dispersão homogênea dos desvios 𝜖. 
 
A ideia central do atendimento a tais premissas é garantir que seja 
possível representar as relações que ocorrem no universo dos dados por uma linha 
reta, sendo que cada resultado esperado 𝑦𝑖 corresponda a média de sua respectiva 
distribuição 𝑓𝑖( 𝑦𝑖 |𝑥𝑖) . Essas distribuições devem ser conhecidas em cada 𝑥𝑖 e 
apresentar a mesma variabilidade em todas as amostras, como apresentado na 
Figura 3 (FÁVERO et al., 2009). 
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Figura 3 – Distribuições do modelo 
 
Onde: 
𝑦 = 𝑣𝑎𝑟𝑖á𝑣𝑒𝑙 𝑟𝑒𝑠𝑝𝑜𝑠𝑡𝑎. 
𝑥 = 𝑣𝑎𝑟𝑖á𝑣𝑒𝑙 𝑟𝑒𝑠𝑝𝑜𝑠𝑡𝑎 
𝑓𝑖( 𝑦𝑖 |𝑥𝑖) =  𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑖çõ𝑒𝑠 𝑑𝑒 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑑𝑎𝑑𝑒 𝑑𝑜𝑠 𝑣𝑎𝑙𝑜𝑟𝑒𝑠 𝑑𝑒 𝑦𝑖 𝑝𝑎𝑟𝑎 𝑐𝑎𝑑𝑎 𝑥𝑖 
𝑖 = 𝑛 − é𝑠𝑖𝑚𝑎 𝑜𝑏𝑠𝑒𝑟𝑣𝑎çã𝑜 
 
A principal medida para verificar se uma distribuição atende às premissas 
de regressões lineares é análise gráfica bidimensional onde os valores modelados 
de ?̂?𝑖 são representados no eixo das abscissas e os valores dos desvios são 
representeados no eixo das ordenadas.  
 
A situação ideal desse gráfico é apresentada no Gráfico 1, em que se 
observa um padrão aleatório da distribuição dos valores dos desvios da regressão, 
além de amplitude aproximadamente constante em todo o espectro de dados, 
padrão não curvilíneo e a presença de uma única nuvem de dados (HAIR, 2006). 
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Gráfico 1 - Aleatoriedade 
 
 
Os demais gráficos apresentados a seguir (Gráfico 2, Gráfico 3, Gráfico 4 
e Gráfico 5) são exemplos de distribuições de desvios, entre dados modelados e 
observados, que violam respectivamente as premissas de linearidade, 
independência, normalidade e homocedasticidade. 
Gráfico 2 – Não linearidade 
 
Gráfico 3 – Dependência 
 
Gráfico 4 - Não normalidade 
 
Gráfico 5 - Heterocedasticidade 
 
     FONTE (Hair, Joseph, 2006) 
 
 Algumas medidas simples podem ser incorporadas para solucionar 
problemas de não atendimentos das premissas, tais como: identificar e incorporar 
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variáveis explicativas que não fazem parte do modelo, identificar valores atípicos que 
podem causar alterações nos parâmetros da equação de reta, normalizar as 
variáveis para eliminar o problema do tamanho das zonas, além de transformações 
logarítmicas ou exponenciais das variáveis resposta e explicativas (ANDY, 2009). 
 
Mesmo aplicando as medidas apontadas anteriormente, as premissas de 
regressões são restritivas e raramente atendidas completamente em modelos de 
produção de viagens, especialmente porque as variáveis explicativas (características 
socioeconômicas, demográficas e de uso do solo) não ocorrem de forma aleatória e 
dependem de fatores geralmente relacionados com sua localização. 
 
Apesar dessas constatações, considera-se nesses modelos que os 
parâmetros ?̂?𝒊 de quaisquer variáveis explicativas são constantes, ou seja, significa 
afirmar que a lógica de produção de viagens é a mesma em todas as zonas da área 
de estudo, independentemente de sua localização espacial. 
 
Um exemplo é o modelo de produção de viagens elaborado pela 
Companhia Paulista de Trens Metropolitanos – CPTM na Região Metropolitana de 
São Paulo. Esse modelo contava com apenas uma única equação linear para todas 
as 1895 zonas de tráfego, o que significa que as variáveis explicativas têm o mesmo 
nível de importância em qualquer parte da RMSP, ou seja, são independentes da 
dinâmica urbana particular de cada zona ou das discrepâncias socioeconômicas, 
demográficas e de uso do solo existentes. 
 
A identificação de sub-regiões, cujas zonas se comportam de forma 
semelhante entre si e diferentemente do restante das demais, é uma prática 
recomendada por Fávero et al. (2009). Essa abordagem possibilita a elaboração de 
modelos de produção de viagens específicos para cada sub-região homogênea, com 
a vantagem de que seus dados não são influenciados por outras áreas que não 
fazem parte daquela sub-região.  
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Os gráficos a seguir são exemplos da ideia de elaboração de modelos 
específicos dos grupos de zonas homogêneas (cluster 1 e 2) formados segundo um 
critério de homogeneidade. O que se espera com esse tipo de abordagem é verificar 
se os modelos dos cluster 1 e 2 do Gráfico 7 são mais aderentes aos dados 
observados do que o modelo geral do Gráfico 6 e que os valores atípicos, que 
provocam resultados indesejáveis no modelo geral sejam transformados em valores 
que contribuem com os modelos de clusters. 
 
Gráfico 6 – Dados desagrupados 
 
Gráfico 7 – Dados agrupados 
 
 
A incorporação da localização como elemento formal dos modelos é um 
desafio que tem sido explorado nos últimos anos a partir do desenvolvimento de 
técnicas matemáticas de análise espacial em contraposição aos modelos 
tradicionais. 
 
Nos capítulos a seguir serão apresentadas técnicas estatísticas 
desenvolvidas para determinar clusters de zonas homogêneas a partir de conceitos 
de vizinhança.  
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5. ANÁLISE ESPACIAL 
5.1. Contexto histórico 
As origens da Análise Espacial estão relacionadas com crescente 
interesse no estudo das iterações que regem a localização de atividades nos anos 
1950 e também com o desenvolvimento da geografia quantitativa, que se 
caracterizou pelo rigor na aplicação da metodologia científica na verificação de 
hipóteses e, principalmente, pelo desenvolvimento de técnicas estatísticas que 
procuram reproduzir as relações entre as características de organização e 
distribuição espacial de qualquer variável de interesse (BURTON, 1963; LAMEGO, 
2014). 
 
A consideração do espaço como um fator influente nas análises de dados 
começou a ser estudado por Artu Robison, em 1956, quando estabeleceu pesos às 
observações de acordo sua influência, melhorando os resultados de suas análises 
de padrões espaciais. Na mesma época, pesquisadores da Universidade de 
Washington verificam a influência da localização relativa como o principal fator para 
compreender a natureza das atividades humanas (GETIS, 2008). 
 
Os estudos de Moran (1948) e Geary (1954) foram pioneiros na 
elaboração de indicadores quantitativos do nível de associação entre variáveis 
considerando sua localização.  
 
Do ponto de vista teórico, o estudo apresentado por Tobler (1970) 
resultou no principal conceito da análise espacial que estabelece a relação de 
dependência a partir da distância entre eventos no espaço 
 
A partir dos anos 1970, com o advento dos Sistemas de Informações 
Geográficas - SIG, a Análise Espacial começou a ser aplicada em distintas áreas do 
conhecimento e foi nessa ocasião que surgiram subáreas da Análise Espacial com 
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diferentes abordagens. As principais subáreas são: estatística espacial, econometria 
espacial e geoestatística.  
 
Atualmente, o diagnóstico de dados brutos e análise da aplicação de 
técnicas de estatística espacial são beneficiados pelo desenvolvimento de 
programas de computador específicos que incorporam ferramentas de estatística de 
dados espaciais à representação geográfica dos Sistemas de Informações 
Geográficas - SIG. 
 
A aplicação das técnicas de análise espacial está difundida para além da 
geografia, seu campo original, e estende-se a um conjunto amplo de áreas do 
conhecimento, tais como: Urbanismo, Economia Espacial e Regional, Planejamento 
Urbano e Regional, Economia Urbana, Estudos de Análise Integrada de Uso do Solo 
e Transportes, Econometria, Ciências Sociais, Geografia, Ecologia, Epidemiologia, 
Sociologia, Geologia e Estudos Ambientais, Engenharia Civil, Estudos de Mercado 
Imobiliário (FRAME et al., 2000 e ANSELIN, 2010). 
 
Segundo Mendonça (2008), a análise espacial consiste em entender 
como os dados decorrentes de fenômenos ocorridos no espaço se organizam e qual 
a relação entre eles. De acordo com Getis (2008), (“Spatial Autocorrelation”, [s.d.]) e 
Goodchild et al.(1992), atualmente, os principais usos da análise espacial são 
descritos a seguir: 
 
• Identificação de conjuntos de zonas com padrões espaciais 
(clusters espaciais) a partir de um critério de semelhança. 
• Determinação da extensão de efeitos espaciais em determinada 
variável. 
• Encontrar possíveis relações dependentes que a realização de 
uma determinada variável pode ter em outras localidades. 
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• Identificação do papel do decaimento da distância ou interações 
espaciais em um modelo espacial. 
• Verificação da influência que a geometria das unidades espaciais 
de análise pode ter sobre a variável. 
• Compreensão dos processos responsáveis pela existência de 
padrões espaciais. 
• Desenvolvimento de modelos de verificação de causa e efeito com 
a habilidade de prever e controlar eventos que ocorrem no espaço 
geográfico. 
 
No Brasil, várias pesquisas incorporaram elementos de análise espacial 
no planejamento de transportes, podendo-se citar: Henrique e Loureiro (2004); 
Lopes (2005); Santos (2006); Mendonça (2008); Lopes et al. (2014) e Rocha (2014). 
A seguir são apresentados alguns dos exemplos. 
 
Henrique e Loureiro (2004) utilizaram análise espacial para obter 
diagnósticos de acessibilidade e mobilidade na cidade de Fortaleza. Nesse trabalho 
os autores identificaram as ferramentas de análise estatística de visualização dos 
dados por meio de divisão os dados em intervalos iguais, por percentis e desvios 
padrão. Posteriormente utilizaram a média móvel para explorar a variabilidade dos 
dados no espaço. Finalizando, utilizaram indicadores globais e locais de 
dependência espacial, possibilitando identificar clusters espaciais por meio de testes 
de significância. 
 
Lopes (2005) estudou os efeitos da dependência espacial nos modelos de 
previsão de demanda de transporte. Obteve os indicadores globais e locais de 
dependência espacial, identificou os clusters e valores atípicos espaciais e elaborou 
modelos para a Região Metropolitana de Porto Alegre, possibilitando testar a 
hipótese de que a introdução de indicadores de dependência espacial na 
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modelagem de demanda por transportes poderia produzir resultados mais confiáveis 
dos que os obtidos com modelos tradicionais. 
 
Santos (2006) utilizou a análise espacial para avaliar acidentes de trânsito 
na cidade de São Carlos. Uma das premissas de seu trabalho é que o uso do solo 
exerce grande influência nos eventos ocorridos no sistema viário, dentre eles, os 
acidentes de tráfego. Assim como Lopes (2005), foram realizadas análises 
exploratórias de dados espaciais possibilitando identificar localizações atípicas ou 
valores atípicos espaciais, procurando descobrir padrões de associação espacial 
(clusters). O resultado desse trabalho possibilitou identificar padrões de ocorrência 
de acidentes em determinadas localizações da cidade. 
 
Mendonça (2008), apresentou uma metodologia para previsão de 
demanda de passageiros do transporte rodoviário interestadual no Brasil a partir do 
desenvolvimento de modelos espaciais. 
 
Braga et al. (2010), analisou a distribuição espacial do índice do produto 
interno bruto (IPIB) na mesorregião Metropolitana de Belo Horizonte (MMBH), no 
Estado de Minas Gerais, no ano de 2004, visando compreender a dependência ou 
semelhança entre os municípios dessa mesorregião. 
 
Paiva e Khan (2011) utilizou análise espacial em seu trabalho para 
identificar se o setor industrial presente em um município influencia a formação do 
estoque de emprego formal no mesmo setor, mas em um município vizinho. 
 
Souza (2013) obteve valores de produção e atração de viagens 
considerando-se a dependência espacial das variáveis normalmente atualizadas em 
modelos de previsão de demanda. O estudo de caso desse trabalho foi realizado 
sobre a base de dados da Região Metropolitana do Rio de Janeiro do ano de 2004. 
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Rocha (2014), apresentou uma estimativa da geração de viagens por 
transporte coletivo na Região Metropolitana de Salvador (RMS), por meio de 
ferramentas de análise espacial, especificamente, Geoestatística (Krigagem 
Ordinária e Krigagem com Deriva externa).  
 
5.2. Conceitos 
A Análise Espacial é definida como o conjunto de técnicas matemáticas 
que tem o objetivo de estudar a influência do espaço no comportamento de 
fenômenos naturais ou sociais (CARVALHO et al., 2004; LLOYD, 2007 e FISHCER e 
GETIS, 2010). 
 
As técnicas de análise espacial diferem das técnicas tradicionais de 
análise de dados, sobretudo porque sua representação é realizada a partir de dois 
elementos fundamentais: a localização do objeto em análise e seus diversos 
atributos, enquanto que as técnicas tradicionais têm foco somente nos atributos 
(FISHCER e GETIS, 2010 e KUHN, 2016). 
 
 
Segundo Anselin (1992); Carvalho et al.(2004); Fishcer e Getis (2010), a 
localização de objetos no espaço é realizada por meio de representações 
geométricas que podem ser de três tipos distintos: superfícies contínuas, pontos e 
também unidades territoriais de análise indivisíveis 
 
• Superfícies contínuas: são estimadas a partir de um conjunto de amostras 
de campo, que podem estar regularmente ou irregularmente distribuídas. A 
variação contínua sobre o espaço está associada frequentemente com a 
distância. As superfícies contínuas são comumente relacionadas com 
fenômenos geológicos, climatológicos topográficos, ecológicos, 
fitogeográficos e pedológicos. Os principais estudos de geoestatística 
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envolvem a estimativa de valores em uma superfície a partir de 
interpolações. 
 
• Eventos ou padrões pontuais: são identificados como pontos localizados 
no espaço com dimensão zero e relacionados a eventos discretos. Os 
fenômenos pontuais são expressos através de ocorrências, denominados 
processos pontuais. Nesse caso, o objeto de interesse é a própria 
localização espacial dos eventos em análise. 
 
• Áreas: são representadas por polígonos bidimensionais fechados e 
possibilitam que valores de uma determinada variável localizada no espaço 
sejam agregados e sumarizados. As unidades territoriais de análise do tipo 
área geralmente estão associadas a problemas de contagens e taxas 
agregadas e podem ser, por exemplo, setores censitários, zonas de 
endereçamento postal, municípios, zonas de tráfego. O uso de áreas 
envolve a identificação de dependência espacial, padrões espaciais, 
elaboração de modelos econométricos (MARTIN, 1999). 
 
5.3. Técnicas de análise espacial 
Existem técnicas especificas a serem utilizadas em cada tipo de dado 
(superfície, pontos e áreas). As técnicas abordadas nessa dissertação estão 
relacionadas especificamente aos dados de áreas. 
 
A Análise Espacial de Áreas contempla as seguintes técnicas de análise 
de dados espaciais: seleção, que contempla entradas e saídas de dados, consultas 
a banco de dados vinculados concomitantemente a mapas, possibilitando 
visualização de histogramas, estatísticas descritivas e diagramas de dispersão; 
manipulação, possibilitando criar novos dados espaciais, transformação de 
variáveis, destacando-se funções de agregação; desagregação, geração de áreas 
36 
 
 
   
 
de influência, sobreposição de camadas; análise exploratória de dados espaciais: 
indicadores de associação espacial, com inferência e visualização, além de 
identificação e apresentação de padrões espaciais.; modelos espaciais: que tem o 
objetivo de explicação de padrões espaciais, otimização, simulação, predição 
(LOPES, 2005;  FISHCER e GETIS, 2010). 
 
5.3.1. Análise exploratória de dados espaciais (AEDE) 
A Análise exploratória de dados espaciais (AEDE) consiste em um 
conjunto de ferramentas gráficas e descritivas que possibilitam identificar 
propriedades espaciais dos dados, especialmente a dependência espacial, 
descrever e visualizar distribuições, identificar localizações espaciais atípicas 
(outliers), identificar padrões semelhantes de associação espacial (clusters) 
(KREMPI, 2004; BARONIO, VIANCO e RABANAL, 2012).  
 
As técnicas de estatística clássica preveem que seu uso seja vinculado a 
premissa de aleatoriedade dos dados a serem analisados, portanto, não se 
recomenda seu uso em estudos de natureza espacial, haja vista que, por princípio, 
apresentam relações entre si que podem ser traduzidas em regras não aleatórias. 
 
A AEDE procura detectar os padrões e sugerir hipóteses sobre possíveis 
relações entre as variáveis em análise. Dentre a coleção de técnicas incluídas na 
AEDE, destacam-se: Histogramas, Diagrama de Espalhamento Moran, Box Plot, 
LISA Map e Cluster Map, indicadores globais de associação espacial: Moran e 
Geary e indicadores locais de associação espacial: Moran Local e Getis.Local. 
 
37 
 
 
   
 
6. CARACTERÍSTICAS DOS DADOS ESPACIAIS 
6.1. Proximidade espacial 
O conceito de proximidade espacial está relacionado com o nível de 
interdependência entre unidades de interesse (zonas, áreas, regiões, etc) motivado, 
em maior ou menor medida, pelas interações espaciais, sejam geográficas, sociais, 
econômicas, de acessibilidade entre áreas de uma cidade ou mesmo conectividade 
entre regiões (ANSELIN, 2015). 
 
Há diversos tipos de medidas de proximidade, tais como, proximidade 
física, compartilhamento de fronteiras, distâncias euclidianas, distâncias rodoviárias, 
ou ainda podem ser representações de natureza econômica/social, como, por 
exemplo, podem ser consideradas “áreas próximas” aquelas que apresentam rendas 
médias semelhantes, ou aquelas que apresentam um determinada faixa de fluxo 
econômico (FISHCER e GETIS, 2010). 
 
A representação formal da proximidade entre cada par de unidades de 
observação é realizada por meio de matrizes de vizinhança também denominadas 
matrizes espaciais de proximidade. Essas matrizes compreendem a força de 
associação espacial de cada localização 𝑖 com relação a todos os outros lugares 𝑗 
(PÁEZ, 2005;  FISHCER e GETIS, 2010). 
 
As matrizes de proximidade 𝑊 são elaboradas a partir dos elementos 𝑤𝑖𝑗 
que correspondem a medida de proximidade entre as observações das áreas 𝐴𝑖 e 𝐴𝑗. 
Valores diferentes de zero na matriz de proximidade refletem o potencial de 
interação entre observações. Elementos com valor zero indicam inexistência de 
interação entre observações. As medidas de proximidade podem representar 
vizinhos diretos (primeira ordem), vizinhos dos vizinhos (segunda ordem), e assim 
por diante (VITON, 2010). 
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A elaboração da matriz de proximidade espaciais deve estar relacionada 
com o tipo de estudo que se deseja realizar, porque trata-se de uma variável que 
integra a formulação matemática dos indicadores dos níveis de associação espacial 
entre áreas (assunto que abordado mais adiante nessa dissertação). Por isso, essa 
etapa deve ser respaldada por uma abordagem teórica que subsidie a definição de 
áreas vizinhas. (DARMOFAL, 2015).  
 
Getis e Aldstadt (2009) elencam 4 recomendações para especificação de 
matrizes de proximidade: 
 
1. Representar a geometria das áreas de tal forma que a quantidade 
de vizinhos fique na faixa maior que três e menor que sete. 
2. Utilizar mais do que 60 unidades espaciais nas análises espaciais. 
3. Adotar modelos espaciais simples. Modelos espaciais de primeira e 
segunda ordem devem ser preferenciais aos modelos de ordem 
superior. 
4. Em geral, é preferível considerar uma quantidade menor de 
vizinhos. 
 
No exemplo a seguir é apresentado um problema em que se deseja 
identificar o nível de associação espacial das cinco áreas apresentadas na         
Figura 4. Para tanto, o pesquisador precisa escolher um critério que defina os 
vizinhos de cada área. 
 
Nesse exemplo as áreas vizinhas foram definidas como aquelas que 
compartilham fronteiras, e foram representadas na matriz de proximidade com o 
valor 𝑤𝑖𝑗 = 1  em contrapartida, os pares de zonas que não são vizinhas foram 
representadas pelo valor 𝑤𝑖𝑗 = 0, como representado na Tabela 2. 
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         Figura 4 – Áreas  
 
Tabela 2 - Matriz de proximidade 
 
 
 
Após a construção da matriz de proximidade, há a necessidade de 
transformá-la na forma estandardizada, evitando-se problemas de escala. A 
transformação mais comum é chamada estandardização de linha, em que são 
divididos os valores de cada elemento da matriz 𝑤𝑖𝑗  pelo valor da soma de sua 
respectiva linha, resultando em um valor denominado ?̃?𝑖𝑗 . 
 
Esse procedimento garante que a soma dos valores de cada linha da 
matriz de vizinhança resulte no valor igual a 1. A equação geral que contempla a 
transformação par estandardização é apresentada a seguir (PÁEZ, 2005). 
 
?̃?𝑖𝑗 =
𝑤𝑖𝑗
max (1, ∑𝑤𝑖𝑗)
 (2) 
 
A representação matemática da matriz de vizinhança estandarizada do 
exemplo anterior é apresentada na Matriz 1: 
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Matriz 1 – Representação estandarizada de vizinhança 
?̃? =  
(
 
 
 
 
0 0,25 0,25 0,25 0,25
0,33 0 0,33 0 0,33
0,33 0,33 0 0,33 0
0,33 0 0,33 0 0,33
0,33 0,33 0 0,33 0 )
 
 
 
 
 
 
Há inúmeras formas de expressar as matrizes de proximidade em estudos 
que consideram a autocorrelação espacial, porém Fishcer e Getis (2010) as 
organizou em três tipos, denominados: empírico, teórico e topológico, de acordo com 
as descrições e formulações matemáticas apresentadas a seguir. 
 
Matrizes do ponto de vista descritivo: são estruturas mais flexíveis de 
representação da proximidade entre pares de zonas, porque o pesquisador pode 
apontar as características da área de estudo que acreditar serem importantes. 
Representa associações já existentes dentro do conjunto dos dados a serem 
analisados. 
 
Matrizes do ponto de vista teórico: Usualmente essas matrizes são 
concebidas de forma exógena ao sistema estruturadas com base nos modelos de 
gravidade em que o efeito diminui em função do aumento da distância (Tabela 3). 
 
A aplicação desse tipo de estrutura deve ser utilizada com cautela devido 
a rigidez da presunção de que o efeito da distância é o mesmo em todas as direções, 
além de não considerar a influência da topologia. Porém, são úteis em situações 
onde há dificuldade de se estabelecer uma teoria da estrutura espacial. Câmara et al. 
(2004); Silva (2006); Sweeney (2007); Getis e Aldstadt (2009), Areal, Balcombe e 
Tiffin (2012) apresentam alguns exemplos de pesos do tipo teórico. 
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Tabela 3 – Matrizes de pesos espaciais do ponto de vista teórico 
Tipo Formulação matemática e observações 
Inverso da distância 
1
𝑑𝑛
  
n = fator de calibração. Influência dos vizinhos diminui quanto maior for a 
distância d. 
Inverso da distância 
𝑤𝑖𝑗 = 𝑒𝑥𝑝 (−
𝑑𝑖𝑗
2
𝑠2
) 
Utilizada em situações que apresentam baixa influência a partir de uma 
determinada distância. 
Inverso da distância 
𝑤𝑖𝑗 =
1
|𝑥𝑖 − 𝑥𝑗|
 
Utilizada em situações que apresentam baixa influência a partir de uma 
determinada distância. 
Distância simples 
 
?̃?𝑖𝑗 = 1;     
se 𝑑𝑖𝑗<d 
Utilizado em problemas e vizinhanças baseadas e distancias, se 𝑑𝑖𝑗  é a 
distância entre as zonas i e j, podemos definir e d é uma distância limite pré-
definida. 
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Matrizes do ponto de vista topológico: são matrizes concebidas a partir 
da constituição geométrica da proximidade espacial. Getis et al. (2009), Silva (2006) 
e Mendonça (2008) apresentam alguns exemplos de pesos do tipo topológico 
(Tabela 4): 
 
Tabela 4 - Matrizes de pesos espaciais do ponto de vista topológico 
Tipo Formulação matemática e observações 
Proporção entre fronteiras 
compartilhadas e o perímetro 
𝑤𝑖𝑗 =
𝑙𝑖𝑗
𝑙𝑖
,    𝑖 ≠ 𝑗 
𝑤𝑖𝑗 = 0,  𝑖 = 𝑗 
𝑙𝑖𝑗  = comprimento da fronteira entre as áreas 𝑖 e 𝑗. 
𝑙𝑖 = perímetro. 
Vizinhança de contiguidade 
𝑤𝑖𝑗 = 1, se as áreas 𝑖  e 𝑗 compartilham fronteiras. 
𝑤𝑖𝑗 = 0, se as áreas não compartilham fronteiras. 
Vizinhança de fronteira 
?̃?𝑖𝑗 =
𝑏𝑖𝑗
∝
𝑑𝑖𝑗
𝛽  
𝑏𝑖𝑗  = extensão de fronteira da zona i compartilhada com a zona 𝑗. 
∝, 𝛽 = parâmetros de calibração. 
Vizinhança econômica 𝑤𝑖𝑗𝑤 =  quantidade de trocas comerciais entre áreas 𝑖 e 𝑗 e modo 𝑤. 
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6.2. Estacionariedade 
De acordo com Lloyd (2007), a estacionariedade é uma propriedade de 
dados espaciais que se refere a processos que tem propriedades similares em todas 
as localizações da região de interesse. 
 
Uma estrutura espacial é considerada estacionária quando a média do 
processo no espaço e a covariância entre os dados não variam sensivelmente de 
sub-região a sub-região na área de interesse, ou seja, se eles apresentarem um 
comportamento homogêneo na área de interesse Spatial [s.d.]. 
 
A estacionariedade espacial pode apresentar em duas propriedades, a 
primeira implica em homogeneidade em toda a área a ser estudada, a segunda 
implica em que os padrões sejam isotrópicos. Uma estrutura espacial é considerada 
isotrópica se, além de estacionária, a covariância entre os seus dados depender 
somente da distância entre os pontos e não da direção entre eles, não apresentando 
viés direcional dos dados. 
 
6.3. Escala espacial 
A escala espacial é uma propriedade que se refere aos diferentes níveis 
de detalhe de representação do mundo real que serão consideradas ou descartadas, 
a depender do tipo de análise que se deseja fazer. 
 
Deve-se observar que processos que aparentam ser homogêneos em 
uma escala, podem ser heterogêneos em outra, portanto a escolha da escala a ser 
utilizada também é um fator crítico da análise de dados espaciais. 
 
Um benefício da correta escolha da escala em estudos de variáveis 
espaciais é que seu resultado pode auxiliar a delimitar a formulação de hipóteses em 
análises espaciais sendo, portanto, uma definição fundamental para uma melhor 
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tomada de decisão e investigação científica. (LLOYD, 2007; OYANA E MARGAI, 
2015).  
 
6.4. Problema de fronteira 
As associações espaciais entre as unidades territoriais de análise que 
pertencem a uma determinada área de estudo têm a tendência, de acordo com a 
primeira lei da Geografia, a serem mais intensas entre zonas vizinhas. 
 
Portanto, existe a chance de que as zonas que se localizam nos limites 
geográficos da área de estudo estejam mais relacionadas com as zonas externas do 
que propriamente com as zonas internas (DARMOFAL, 2015; OYANA e MARGAI, 
2015). 
 
Essa disposição espacial pode produzir um problema de análise pela falta 
de dados das zonas externas à área de estudo, porém, Anselin (1988), destaca que 
esse problema pode ser menos importante nos casos de pesquisas com grandes 
quantidades de número de observações. 
 
6.5. Problema da unidade aérea modificável 
A forma como são dispostas as fronteiras das unidades territoriais de 
análise, propicia resultados diferentes da aferição de um mesmo fenômeno. A 
diversidade de interpretações de um mesmo fenômeno decorrente da disposição das 
fronteiras denomina-se problema da unidade aérea modificável e apresentam efeitos 
significativos no planejamento urbano e disciplinas correlatas, devido as diversas 
alternativas de subdivisão da cidade em unidades de análise menores. (CARVALHO 
ET AL., 2004 e PÁEZ, 2005). 
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Segundo e Oyana e Margai (2015), há dois efeitos relacionados com o 
problema da unidade aérea modificável a considerar durante o processo de análise 
espacial: efeito de escala e efeito de zoneamento. 
 
O efeito de escala (ou “falácia ecológica”) refere-se à tendência que as 
relações entre variáveis observadas em um determinado nível de agregação 
(setores censitários, zonas de tráfego, bairros, cidades) podem não ser as mesmas 
em outro nível de agregação (Figura 5). Portanto, o mesmo conjunto de dados pode 
resultar em diferentes resultados. Normalmente, quanto maior a unidade de 
agregação, maior, em média, a correlação entre duas variáveis (CARVALHO et al., 
2004). 
 
Figura 5 – Efeito da escala 
 
 
 
De acordo com Carvalho et al. (2004), a escolha da escala depende do 
problema a ser equacionado e não se pode afirmar que qualquer escala seja a 
“correta”, mas apenas qual dos modelos serve melhor ao que se deseja esclarecer. 
 
O efeito de zoneamento refere-se ao tamanho das unidades nas quais 
os dados são mapeados ou ao problema de partição dos dados espaciais (Figura 6). 
 
Segundo Páez (2005), estudos em que são necessárias agregações em 
áreas, tais como análises urbanas, deparam-se com o fato de existem diferentes 
configurações geométricas para agregar áreas de uma determinada região, como 
apresentado na Figura 6, e cada uma delas pode resultar em diferentes distribuições 
dos dados em análise.  
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Figura 6 – Efeito do zoneamento 
 
 
 
De acordo com Krempi (2004), a escolha das unidades de coleta de 
dados é parte importante da análise de dados distribuídos no espaço e devem estar 
em uma resolução com as menores dimensões possíveis sem prejuízo da 
quantidade e qualidade dos dados. 
 
6.6. Efeitos espaciais 
Para Geoffrey (2007), os efeitos espaciais podem ser divididos em dois 
tipos: dependência espacial e heterogeneidade espacial, descritos a seguir. 
 
6.6.1. Heterogeneidade espacial 
A heterogeneidade consiste na falta de uniformidade do efeito de 
dependência espacial e/ou das relações entre variáveis em estudo. Esse efeito 
decorre de particularidades intrínsecas de cada local em que a lógica que define a 
magnitude de uma determinada variável se altera em cada localização (ANSELIN, 
1992; ANSELIN E GETIS, 2007; GEOFFREY, 2007). 
 
Esse efeito pode ser causado por dois motivos, o primeiro refere-se a 
instabilidade estrutural da variável que pode ser verificada com técnicas 
econométricas tradicionais e o segundo está associado com a heterocedasticidade 
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proveniente de omissão de variáveis e erros de especificação (MORENO e VAYÁ, 
2002) e (ANSELIN e GETIS, 2007).  
 
6.6.2. Dependência espacial  
O conceito mais importante da Análise Espacial foi apresentado por  
Tobler (1970) com a primeira lei da Geografia, cujo enunciado é descrito a seguir: 
 
    “Everything is related to everything else, but near 
things are more related than distant things” 
 
A maior consequência dessa lei é que a variação que ocorre no espaço 
não é aleatória e surge devido a existência de uma relação funcional (regra) entre o 
que ocorre em um ponto determinado do espaço e o que ocorre em outro lugar 
(MORENO e VAYÁ, 2002). 
 
A dependência espacial, também encontrada na literatura com os nomes 
de associação espacial, interação espacial, interdependência espacial, é definida 
como a tendência a que o valor de uma ou mais variáveis associadas a uma 
determinada localização assemelham-se mais aos valores observados em sua 
vizinhança do que ao restante das localizações do conjunto amostral (ANSELIN, 
1988; HENRIQUE E LOUREIRO, 2004; GETIS, 2007, OYANA E MARGAI, 2015). 
 
A representação matemática formal da dependência espacial pode ser 
expressa pela equação 3, em que uma observação 𝑦  associada com uma 
localização identificada como 𝑖 , depende das observações nas localidades 𝑗 ≠ 𝑖 
(LESAGE, 1998B). 
 
 𝑦𝑖 = 𝑓(𝑦𝑗), 𝑖 = 1,… , 𝑛         𝑗 ≠ 𝑖 (3) 
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Segundo LeSage, 1998b e Paiva e Khan, 2011, existem dois motivos para 
se esperar que uma amostra de dados observados em um determinado ponto do 
espaço seja dependente de valores observados em outras localizações. O primeiro 
refere-se a erros de medida e o segundo é a organização espacial. 
 
Os erros de medida ocorrem porque a delimitação geográfica das 
unidades espaciais selecionadas para coletar observações é arbitrária e, em alguns 
casos, pode não refletir exatamente o comportamento do fenômeno observado.  
 
Por outro lado, a organização espacial refere-se ao conceito de que os 
fenômenos observados podem ter o espaço como elemento estruturador nas 
explicações sobre o comportamento humano e sobre as atividades econômicas. As 
ciências regionais, por exemplo, são baseadas na premissa que o custo do espaço e 
do transporte são elementos determinantes para a definição da localização da 
população e dos mercados (LESAGE, 1998). 
 
Segundo Kelejian e Robinson (1992), Páez (2005), Anselin (2015) e 
Darmofal (2015), a organização espacial pode ocorrer a partir dos diferentes 
processos  descritos a seguir. 
 
• Difusão: adoção gradual de um novo atributo por uma população fixa. 
Normalmente, a probabilidade de adoção é influenciada pela distância. Por 
exemplo, a cultura de consumo das pessoas residentes em uma 
determinada região pode ser influenciada por seus vizinhos contíguos. 
 
• Transbordamento “Spillover”: processo que ocorre quando um atributo 
em alguma localização é função não somente do que ocorre nos seus 
vizinhos contíguos, mas também da influência de áreas mais distantes, 
como por exemplo, preços de residências de outros bairros da cidade, 
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rendimentos salariais em uma cidade em função dos rendimentos das 
cidades vizinhas etc. 
 
• Interação espacial: processo em que ações em uma determinada 
localização influenciam ações em outras áreas. Esse processo é 
geralmente resultado de competição, por exemplo, preços estabelecidos 
por empresas concorrentes em localizações diferentes. Embora este 
processo seja geralmente conceituado em termos de movimento físico de 
pessoas ou commodities, os fluxos de informações também podem 
estimular eventos em locais dispersos espacialmente. 
 
• Segmentação: a partição de uma região anteriormente homogênea em 
duas ou mais sub-regiões, cada uma com características claramente 
únicas é um exemplo de segmentação. Em um contexto urbano, a 
segmentação espacial pode estar relacionada as economias de 
aglomeração, estratificação industrial, comercial e residencial e auto 
seleção racial ou social, entre outros processos. 
 
• Atribuição: a variável em análise pode não ser o resultado de qualquer 
uma das situações anteriores, mas pode ser causalmente vinculada a 
outra variável. Neste caso, a estrutura espacial da variável dependente 
herda a estrutura espacial da variável independente à qual está 
relacionada. Por exemplo, os cidadãos de uma determinada zona podem 
escolher seus modos de transportes não porque interagem entre si, mas 
porque outros fatores, tais como renda, tempo de viagem, conforto, valor 
do tempo, determinam essa escolha. 
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7. CLUSTERS ESPACIAIS E AUTOCORRELAÇÃO ESPACIAL 
A dependência espacial é determinada pelos processos de organização 
espacial mencionados anteriormente. Esses processos estabelecem uma lógica de 
constituição do espaço, ou seja, a forma como uma determinada variável se distribui 
no espaço. 
Essa lógica de distribuição resulta em padrões espaciais que podem se 
estender para toda uma área de estudo ou se restringir a algumas subáreas que 
apresentam semelhanças entre si e diferenças com as demais. 
 
Um dos principais objetivos da análise espacial é a obtenção de padrões 
espaciais de uma variável que decorrem da presença de dependência espacial. 
Esses padrões são denominados clusters espaciais e são definidos como grupos 
geograficamente delimitado de ocorrências cujos valores são similares com os 
valores de seus vizinhos (médias ponderadas dos valores vizinhos) e permitem 
afirmar serem improváveis de terem ocorrido por acaso (GETIS e ALDSTADT, 2009;  
ALDSTADT, 2010 e ORD e GETIS, 2012). 
 
A identificação de clusters está relacionada com a quantificação e 
confirmação da extensão da dependência espacial na área de estudo. Esse 
procedimento é realizado por meio de um conjunto indicadores denominados índices 
de autocorrelação espacial, que possibilitam verificar se a ocorrência de um evento 
em uma determinada localização é estimulada devido a ocorrência de um evento 
similar em uma localização vizinha ou se ocorrem independentemente do espaço. 
(KELEJIAN e ROBINSON, 1992 e LLOYD, 2007).  
 
O termo autocorrelação espacial refere-se a correlação dentro de uma 
mesma variável em diferentes posições do espaço. Os indicadores de 
autocorrelação espacial são de dois tipos: Indicadores Globais e Indicadores 
Locais descritos a seguir (JACQUEZ, 2008). 
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Os índices globais são estatísticas que se referem à estrutura espacial 
do conjunto de zonas ou áreas de interesse e procuram verificar a existência de 
clusters (dependência espacial) em determinado conjunto de dados. No entanto, 
esses indicadores não contemplam a heterogeneidade espacial de subdivisões da 
área de estudo, portanto não possibilitam localizar geograficamente os clusters 
espaciais. Os principais indicadores globais são Moran e Geary (PAIVA, 2011; 
FORTIN e DALE, 2014). 
 
Os índices locais produzem medidas realizadas em uma escala de maior 
detalhe, com foco em sub-regiões específicas dentro de uma área de estudo, 
possibilitando identificar a localização da dispersão espacial, aleatoriedade e 
clusters espaciais. Os principais indicadores locais são denominados: Índice de 
Moran Local e Índice de Getis (BRIGGS, 2016a). 
 
A seguir são apresentados os indicadores globais e locais de 
autocorrelação espacial, salientando-se que sua interpretação deve considerar os 
conceitos dos capítulos anteriores referentes a influência da matriz de proximidade, 
estacionariedade, escala espacial, problema de fronteira e da unidade área 
modificável, mencionados nos capítulos anteriores. 
 
7.1. Indicador de Moran Global 
O índice de Moran é o indicador de autocorrelação global mais utilizado 
nas pesquisas de estudos espaciais. Esse indicador possibilita verificar a presença 
de dependência espacial no conjuntos dos dados analisados (ORD E GETIS, 1995 e 
POULIOU e ELLIOTT, 2009). 
 
O teste de hipótese nula do índice de Moran é baseado na estrutura de 
covariância dos dados. A presença de dependência espacial implica em covariâncias 
diferentes de zero entre os valores de uma variável para localizações vizinhas. 
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Assim, se 𝑦𝑖  e 𝑦𝑗  são realizações de uma variável 𝑦  indexada por localizações 
espaciais 𝑖 𝑒 𝑗 , então há dependência espacial se a covariância entre 𝑦𝑖  e 𝑦𝑗  é 
diferente de zero, como representado na equação 4 a seguir (FISHCER E GETIS, 
2010 e DARMOFAL, 2015). 
 
 𝐶𝑜𝑣(𝑦𝑖, 𝑦𝑗) = 𝐸(𝑦𝑖, 𝑦𝑗) − 𝐸(𝑦𝑖)𝐸(𝑦𝑗) ≠ 0 (4) 
 
O indicador de Moran caracteriza-se essencialmente como um coeficiente 
de correlação produto-momento Pearson (coeficiente que mede a correlação entre 
duas variáveis diferentes) alterado para contemplar o efeito da variável em análise e 
da  matriz de proximidade podendo ser mensurado em diferentes escalas, tais como, 
nominal, ordinal, intervalos e taxas (WALDHÖR, 1996; FISHCER E GETIS, 2010 e 
GRIFFITH, 2012). 
 
O cálculo do Índice de Moran é realizado dividindo-se a covariância 
espacial pelo total da variação nas zonas vizinhas, ambos com relação à média de 
valores de 𝑦. A representação matemática desse índice é apresentada na equação 5 
a seguir (PING et al., 2004; OYANA E MARGAI, 2015; BRIGGS, 2016B). 
 
 𝐼 = (
𝑛
∑ ∑ 𝑤𝑖𝑗
𝑛
𝑗=1
𝑛
𝑖=1
) 
∑ ∑ 𝑤𝑖𝑗
𝑛
𝑗=1
𝑛
𝑖=1 (𝑦𝑖 − ?̅?)(𝑦𝑗 − ?̅?)
∑ (𝑦𝑖 − ?̅?)2
𝑛
𝑖=1
 (5) 
 
Em que: 
𝐼 = í𝑛𝑑𝑖𝑐𝑒 𝑑𝑒 𝑀𝑜𝑟𝑎𝑛 
𝑦𝑖 = 𝑣𝑎𝑙𝑜𝑟 𝑑𝑜 𝑎𝑡𝑟𝑖𝑏𝑢𝑡𝑜 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑑𝑜 𝑛𝑜 𝑙𝑜𝑐𝑎𝑙 𝑖 
𝑦𝑗 = 𝑣𝑎𝑙𝑜𝑟 𝑑𝑜 𝑎𝑡𝑟𝑖𝑏𝑢𝑡𝑜 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑑𝑜 𝑛𝑜 𝑙𝑜𝑐𝑎𝑙 𝑗 
?̅? = 𝑣𝑎𝑙𝑜𝑟 𝑚é𝑑𝑖𝑜 𝑑𝑜 𝑎𝑡𝑟𝑖𝑏𝑢𝑡𝑜 𝑒𝑚 𝑡𝑜𝑑𝑎 𝑎 á𝑟𝑒𝑎 𝑑𝑒 𝑒𝑠𝑡𝑢𝑑𝑜 
𝑤𝑖𝑗 = 𝑚𝑎𝑡𝑟𝑖𝑧 𝑑𝑒 𝑣𝑖𝑧𝑖𝑛ℎ𝑎𝑛ç𝑎 𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟𝑎𝑑𝑎 
𝑛 = 𝑞𝑢𝑎𝑛𝑡𝑖𝑑𝑎𝑑𝑒 𝑑𝑒 á𝑟𝑒𝑎𝑠 
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A seguir é apresentada, a partir do trabalho de Farber (2013), uma 
explicação pormenorizada do significado de cada um dos componentes da equação 
de Moran  
 
O primeiro termo da equação de Moran é o numerador descrito como a 
soma do produto cruzado ∑ ∑ 𝑤𝑖𝑗𝑗𝑖 (𝑦𝑖 − ?̅?)(𝑦𝑗 − ?̅?)  que representa o nível de 
interação espacial entre as medidas da variável 𝑦. A interação espacial é elevada 
quando os vizinhos se comportam de forma semelhante, ou seja, quando o valor de 
(𝑦𝑖 − ?̅?)(𝑦𝑗 − ?̅?)  for baixo. Os resultados possíveis do primeiro termo podem ser de 
dois tipos diferentes: 
 
• Tipo 1: os valores de (𝑦𝑖 e 𝑦𝑗)  são maiores ou menores do que a 
média. Nesse caso, o termo contribuirá positivamente na equação 
de Moran. 
 
• Tipo 2: um dos valores 𝑦𝑖 ou 𝑦𝑗 é maior que a média e o outo valor 
𝑦𝑖 ou 𝑦𝑗 é menor que a média ?̅?. Nesse caso, o termo irá contribuir 
negativamente na equação de Moran. 
 
O cálculo do produto é realizado considerando somente os casos em que 
os pares de localidades 𝑖 e 𝑗 são vizinhos entre si. Para selecionar apenas 
localidades vizinhas é utilizada uma matriz de proximidade 𝑤𝑖𝑗  (ver capítulo de 
proximidade espacial), também denominada matriz de pesos ou matriz de vizinhança, 
que proporciona a medida expressa em valores contínuos ou discretos que indicam 
o nível de proximidade entre 𝑖 e 𝑗. 
 
Os resultados da soma do produto cruzado ∑ ∑ 𝑤𝑖𝑗𝑗𝑖 (𝑦𝑖 − ?̅?)(𝑦𝑗 − ?̅?)   
dependem da escala de valores em que 𝑦 é medido e, portanto, seus valores podem 
ser de elevada ou baixa magnitude dependendo da escala de medidas. Para 
54 
 
 
   
 
eliminar o problema de escala, o termo (
𝑛
∑ ∑ 𝑤𝑖𝑗
𝑛
𝑗=1
𝑛
𝑖=1
) (
1
∑ (𝑦𝑖−?̅?)2
𝑛
𝑖=1
)  da equação de 
Moran tem a finalidade de estandarizar os resultados em uma faixa de valores entre 
-1 e +1. 
 
A Figura 7 representa esquematicamente os níveis de associação 
espacial de acordo com os valores do índice Moran Global. Observa-se que os 
valores do índice de Moran próximos de 1 indicam forte nível de autocorrelação 
espacial positiva, conhecida como perfeita correlação. Nesse caso, valores 
atribuídos às áreas de análise adjacentes estão fortemente relacionados. Os valores 
do índice de Moran próximos de -1 indicam forte nível de negativa autocorrelação 
espacial, conhecida como perfeita dispersão. Os valores do índice de Moran 
próximos de 0 indicam a ausência de autocorrelação espacial (FARBER, 2013 e 
OYANA e MARGAI, 2015).  
 
Figura 7 - Representação esquemática dos valores do Índice de Moran  
 
Fonte: (FARBER, 2013). 
 
7.2. Índice de Geary Global 
Segundo Oyana e Margai (2015), outro indicador global de autocorrelação 
espacial é o índice de Geary (𝐶). Esse indicador determina o grau de associação 
espacial usando a soma do quadrado da diferença entre os pares de valores de 
dados como sua medida de covariância. 
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Segundo Fishcer e Getis (2010), a hipótese nula do indicador de Geary é 
que as unidades espaciais de análise não diferem umas das outras, isso implica que 
a expectativa é que não há consistência na diferença entre vizinhos, ou seja, as 
vezes as diferenças são grandes e as vezes são pequenas. De maneira análoga ao 
índice de Moran, a matriz de pesos espaciais 𝑤𝑖𝑗 que procura representar a estrutura 
de vizinhança entre unidades espaciais de análise de maneira análoga ao indicador 
de Moran. 
 
O índice de Geary é calculado pela expressão 6 a seguir (HUBERT, 
GOLLEDGE e COSTANZO, 1981; PING et al., 2004). 
 
 
𝑐 = (
𝑛 − 1
2∑ ∑ 𝑤𝑖𝑗
𝑛
𝑗=1
𝑛
𝑖=1
) 
∑ ∑ 𝑤𝑖𝑗
𝑛
𝑗=1
𝑛
𝑖=1 (𝑦𝑖 − 𝑦𝑗)
2
∑ (𝑦𝑖 − ?̅?)2
𝑛
𝑖=1
 
 
(6) 
Em que: 
𝑐 = í𝑛𝑑𝑖𝑐𝑒 𝑑𝑒 𝐺𝑒𝑎𝑟𝑦 
𝑦𝑖 = 𝑣𝑎𝑙𝑜𝑟 𝑑𝑜 𝑎𝑡𝑟𝑖𝑏𝑢𝑡𝑜 𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟𝑎𝑑𝑜 𝑛𝑜 𝑙𝑜𝑐𝑎𝑙 𝑖 
𝑦𝑗 = 𝑣𝑎𝑙𝑜𝑟 𝑑𝑜 𝑎𝑡𝑟𝑖𝑏𝑢𝑡𝑜 𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟𝑎𝑑𝑜 𝑛𝑜 𝑙𝑜𝑐𝑎𝑙 𝑗 
𝑛 = 𝑞𝑢𝑎𝑛𝑡𝑖𝑑𝑎𝑑𝑒 𝑑𝑒 á𝑟𝑒𝑎𝑠 
𝑤𝑖𝑗 = 𝑚𝑎𝑡𝑟𝑖𝑧 𝑑𝑒 𝑣𝑖𝑧𝑖𝑛ℎ𝑎𝑛ç𝑎 𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟𝑎𝑑𝑎 
 
Observa-se que quanto maior for a semelhança entre os valores de 𝑦𝑖 e 𝑦𝑗, 
menor será o numerador e, consequentemente, menor será o indicador de Geary, 
portanto valores baixos de 𝑐  são indicativos da presença de padrões espaciais - 
clusters espaciais (ALDSTADT, 2010). 
 
Os resultados do índice de Geary situam-se em uma faixa de valores 
entre 0 e 2, sendo que o valores próximos a zero indicam forte autocorrelação 
espacial, um valor igual a 1 significa um padrão espacial aleatório (ausência de 
autocorrelação) e uma valor entre 1 e 2 significa autocorrelação espacial negativa, 
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sendo o valor igual a 2 correspondente da dispersão perfeita (SILVA, 2006). A 
Figura 8 representa esquematicamente os níveis de associação espacial de acordo 
com os valores do índice de Geary mencionados anteriormente. 
Figura 8 – Representação esquemática de valores do Índice de Geary 
 
Fonte: (FARBER, 2013). 
 
7.2.1. Significância estatística 
Após a obtenção do índice de autocorrelação espacial, é necessário 
verificar se seu valor foi obtido ao acaso, ou seja, outras amostras não se 
comportam como a amostra analisada ou se realmente reflete a dependência 
espacial da área de estudo. 
 
Essa verificação é realizada por meio de teste da hipótese nula de que os 
dados estão dispostos aleatoriamente no espaço, ou seja, que os dados observados 
não apresentam dependência espacial. 
 
Para testar essa hipótese podem ser utilizados dois tipos de testes de 
significância estatística dos índices de autocorrelação espacial: o teste paramétrico e 
o teste não paramétrico. Em ambos os testes são utilizados valores 𝑧 −
𝑝𝑎𝑑𝑟𝑜𝑛𝑖𝑧𝑎𝑑𝑜𝑠  obtidos a partir da subtração do índice global de autocorrelação 
espacial de seu valor esperado e a divisão do resultado pelo desvio padrão 
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correspondente, como apresentado na expressão 7 a seguir (HENRIQUE e 
LOUREIRO, 2004; SILVA, 2006). 
 
 𝑧 =
𝐼 − 𝐸(𝐼)
𝑆𝑒𝑟𝑟𝑜(𝐼)
 (7) 
Em que: 
𝐼 = Í𝑛𝑑𝑖𝑐𝑒 𝑔𝑙𝑜𝑏𝑎𝑙 𝑑𝑒 𝑎𝑢𝑡𝑜𝑐𝑜𝑟𝑒𝑙𝑎çã𝑜 𝑒𝑠𝑝𝑎𝑐𝑖𝑎𝑙 
𝐸(𝐼) = 𝑒𝑠𝑝𝑒𝑟𝑎𝑛ç𝑎 𝑑𝑒 𝐼 
𝑆𝑒𝑟𝑟𝑜(𝐼) = 𝑑𝑒𝑠𝑣𝑖𝑜 𝑝𝑎𝑑𝑟ã𝑜 𝑑𝑒 𝐼 
 
7.2.2. Teste paramétrico 
No teste paramétrico, assume-se que cada valor observado da variável 
em análise é independente e normalmente distribuído. Portanto, o procedimento 
utilizado para a verificação da significância é realizado comparando-se diretamente o 
resultado do índice de Moran calculado em um score padronizado 𝑧 com uma curva 
de distribuição de probabilidade do tipo normal com 𝑚é𝑑𝑖𝑎 = 0 e 𝑣𝑎𝑟𝑖â𝑛𝑐𝑖𝑎 = 1. 
 
7.2.3. Teste não paramétrico 
O uso do teste não paramétrico, também conhecido como teste de 
pseudo-significância, é recomendado como uma alternativa ao método paramétrico 
em situações em que os dados em análise são claramente não-normais (ANSELIN, 
1992). 
 
Neste método, o índice se de Moran calculado é comparado a uma 
distribuição empírica. Para elaborar essa distribuição, os valores originais da variável 
são diversas vezes permutados aleatoriamente no espaço, fixando-se o valor da 
zona i e alterando os demais valores entre as zonas restantes. O conjunto de todos 
os índices de Moran calculados em cada permutação possibilita gerar uma 
distribuição empírica como apresentado no Gráfico 8 (VASCONCELOS, 2016). 
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Gráfico 8 – Curva de distribuição empírica 
 
 
Nessa distribuição, apenas um dos arranjos corresponde ao arranjo 
original. Caso o valor do índice de Moran original apresente significância estatística 
(𝑝 = 0,05; 𝑝 = 0,01; 𝑝 = 0,001), então, seu score 𝑧 (valor padronizado) situa-se nas 
extremidades ou fora, da curva de distribuição empírica. Nessa situação há indícios 
confiáveis da presença de clusters (extremidade direita) ou dispersão dos dados 
(extremidade esquerda). No caso de insignificância estatística, ou seja, 
aleatoriedade dos dados espaciais, o valor de 𝑧  deve situar-se entre as 
extremidades e próximos a zero. 
 
A Gráfico 9 representa um exemplo de distribuição empírica extraída dos 
dados de emprego da cidade de New York com a utilização do software Geoda. 
Nesse gráfico é possível observar um valor positivo do índice Moran (I = 0,387), o 
valor esperado desse mesmo índice na distribuição, o próprio desenho da 
distribuição, e finalmente o valor original do índice Moran no formato de z-score = 
30,33. 
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 Gráfico 9 - Distribuição empírica pessoas com emprego em NYC 
 
 
7.3. Indicador de Moran Local 
O indicador local de associação espacial - Local Indicators of Spatial 
Association (LISA), desenvolvido por Anselin (1995), é o mais utilizado em pesquisas 
científicas e caracteriza-se como uma decomposição do índice de Global de Moran. 
 
Esse indicador produz um valor específico para cada área de análise 
fornecendo uma indicação de aglomerações significativas das áreas vizinhas (SILVA, 
2006). Dessa forma, é possível verificar se o fenômeno se distribui em todo o espaço 
de forma estacionaria ou se existem bolsões de não-estacionariedade com 
características próprias diferentes do restante das zonas. 
 
O cálculo desse índice é realizado a partir de desvios da variável e análise 
em relação à média por meio da expressão 8 (BRIGGS, 2016c). 
𝐼𝑖 = 
(𝑦𝑖−?̅?)
1
𝑛
∑ (𝑦𝑖−?̅?)2
𝑛
𝑖=1
∑𝑤𝑖𝑗(𝑦𝑖−𝑦𝑗)
𝑛
𝑗=1
 (8) 
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Onde: 
𝐼𝑖 = 𝐼𝑛𝑑𝑖𝑐𝑎𝑑𝑜𝑟 𝑀𝑜𝑟𝑎𝑛 𝐿𝑜𝑐𝑎𝑙 𝑒𝑚 𝑖 
𝑦𝑖 = 𝑣𝑎𝑙𝑜𝑟 𝑑𝑜 𝑎𝑡𝑟𝑖𝑏𝑢𝑡𝑜 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑑𝑜 𝑛𝑜 𝑙𝑜𝑐𝑎𝑙 𝑖 
𝑦𝑗 = 𝑣𝑎𝑙𝑜𝑟 𝑑𝑜 𝑎𝑡𝑟𝑖𝑏𝑢𝑡𝑜 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑑𝑜 𝑛𝑜𝑠 𝑙𝑜𝑐𝑎𝑖𝑠 𝑗 𝑣𝑖𝑧𝑖𝑛ℎ𝑜𝑠 𝑎 𝑖 
?̅? = 𝑣𝑎𝑙𝑜𝑟 𝑚é𝑑𝑖𝑜 𝑑𝑜 𝑎𝑡𝑟𝑖𝑏𝑢𝑡𝑜 𝑒𝑚 𝑡𝑜𝑑𝑎 𝑎 á𝑟𝑒𝑎 𝑑𝑒 𝑒𝑠𝑡𝑢𝑑𝑜 
𝑤𝑖𝑗 = 𝑚𝑎𝑡𝑟𝑖𝑧 𝑑𝑒 𝑣𝑖𝑧𝑖𝑛ℎ𝑎𝑛ç𝑎 𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟𝑎𝑑𝑎 
𝑛 = 𝑣𝑎𝑙𝑜𝑟 𝑎𝑚𝑜𝑠𝑡𝑟𝑎𝑙 
 
De acordo com Anselin (1995)¸ analogamente ao indicador de Moran 
Global, as observações 𝑦𝑖 e 𝑦𝑗 são computadas em relação à média e a soma sobre 
cada 𝑗 ocorre somente para as observações que apresentam vizinhança segundo 
algum critério adotado pelo pesquisador e representado pela matriz de proximidade. 
 
Quando os valores estão inter-relacionados em padrões espaciais 
significativos, valores semelhantes (em desvios da média) são encontrados em 
locais vizinhos (ou seja, autocorrelação espacial positiva). Quando valores diferentes 
são encontrados em locais vizinhos, é dito que ocorre a associação espacial 
negativa. A associação zero implica um conjunto de observações espacialmente 
aleatórias (PÁEZ, 2005). 
 
O indicador de Moran local serve de insumo para a elaboração de 
análises espaciais com diagrama de dispersão, Box Map, LISA Map e Cluster Map 
que serão abordados mais adiante. 
 
7.1. Indicador de Getis Local 
A estatística 𝐺𝑖  foram desenvolvidas para detectar clusters espaciais 
significantes no nível local quando estatísticas globais não apresentam evidências 
de associação espacial (ANSELIN, 1995). 
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Esse indicador procura avaliar a associação espacial de uma variável 
dentro de uma distância especifica a um ponto. O seu cálculo prevê a soma de todos 
os valores de uma variável localizadas em um raio 𝑑  a partir de um ponto 𝑖 , 
determinado, no espaço, e a soma total da variável na região de estudo.  Esse 
indicador por ser calculado incluindo ou não o valor de 𝑥𝑖. 
 
A expressão 9 a seguir é utilizada para calcular a estatística 𝐺𝑖 incluindo o 
valore de 𝑥𝑖.  
 
𝐺𝑖(𝑑) =  
∑ 𝑤𝑖𝑗
𝑛
𝑗=1  (𝑑) 𝑥𝑗
∑ 𝑥𝑗
𝑛
𝑗=1
 (9) 
 
A expressão 10 a seguir é utilizada para calcular a estatística 𝐺𝑖  não 
incluindo o valore de 𝑥𝑖.  
 
𝐺𝑖(𝑑) =  
∑ 𝑤𝑖𝑗
𝑛
𝑗≠𝑖  (𝑑) 𝑥𝑗
∑ 𝑥𝑗
𝑛
𝑗≠𝑖
 (10) 
 
Onde: 
𝐺𝑖(𝑑) = í𝑛𝑑𝑖𝑐𝑒 Getis Local  
𝑤𝑖 = 𝑣𝑎𝑙𝑜𝑟 𝑑𝑜 𝑎𝑡𝑟𝑖𝑏𝑢𝑡𝑜 𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟𝑎𝑑𝑜 𝑛𝑜 𝑙𝑜𝑐𝑎𝑙 𝑖 
𝑥𝑗 = 𝑣𝑎𝑙𝑜𝑟 𝑑𝑎 𝑜𝑏𝑠𝑒𝑟𝑣𝑎çã𝑜 𝑒𝑚  𝑗 𝑛ã𝑜 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑑𝑎 
𝑛 = 𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑜𝑏𝑠𝑒𝑟𝑣𝑎çõ𝑒𝑠 
𝑤𝑖𝑗 = 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑜 𝑖𝑗 𝑑𝑎 𝑚𝑎𝑡𝑟𝑖𝑧 𝑏𝑖𝑛á𝑟𝑖𝑎 𝑊 𝑐𝑜𝑚 1 𝑝𝑎𝑟𝑎 
 𝑡𝑜𝑑𝑜𝑠 𝑜𝑠 𝑙𝑜𝑐𝑎𝑖𝑠 𝑑𝑒𝑛𝑡𝑟𝑜 𝑑𝑒 𝑢𝑚𝑎 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑖𝑎 𝑑 𝑎 𝑝𝑎𝑟𝑡𝑖𝑟 
 𝑑𝑒 𝑖 𝑒 𝑧𝑒𝑟𝑜𝑠 𝑝𝑎𝑟𝑎 𝑡𝑜𝑑𝑜𝑠 𝑜𝑠 𝑜𝑢𝑡𝑟𝑜𝑠 𝑙𝑜𝑐𝑎𝑖𝑠. 
 
A estatística 𝐺𝑖(𝑑) possibilita medir a concentração dos valores de uma 
determinada variável ao redor de uma dada localização. O resultado do cálculo 
desse indicador pode ser positivo, indicando que há clusters de valores altos em 
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torno do local 𝑖, enquanto que valores negativos de 𝐺𝑖(𝑑) indicam valores baixos 
(PÁEZ, 2005; CASTRO, SAWYER e SINGER, 2007). 
 
Por ser baseada em uma distância de corte 𝑑, trata-se de uma estatística 
muito flexível de associação espacial que trabalham com variáveis positivas e 
naturais. Essa flexibilidade é limitada pela necessidade de impor uma distância para 
análise. 
 
Esse indicador não apresenta uma estatística análoga para o cálculo de 
autocorrelação global e por isso é utilizada com menor frequência do que o índice 
LISA, porém a principal contribuição do índice Getis é que possibilita identificar 
clusters espaciais locais mesmo na ausência de dependência espacial global 
(DARMOFAL, 2015). 
 
Supõe-se, para fins inferenciais, que esse índice possui distribuição 
normal. Isso é aceitável quando 𝑛 (o número de pontos na amostra) é grande e a 
distância 𝑑 na equação não é muito pequena (ou seja, não engloba observações 
dentro do raio) ou muito grande (isto é, como abrange todos as observações na área 
de estudo). 
 
Se o valor (absoluto) da estatística padronizada for maior do que o de 
corte em um nível de significância pré-especificado, então a associação espacial 
positiva ou negativa existe. Os valores positivos da estatística são interpretados 
como uma aglomeração espacial de valores relativamente altos (mais do que seria 
esperado por acaso), enquanto os valores negativos representam valores 
relativamente baixos agrupados. 
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7.2. Técnicas gráficas 
Os indicadores apresentados anteriormente representam medidas 
quantitativas do nível de autocorrelação espacial de uma determinada variável no 
espaço, esses valores devem ser plotados em mapas possibilitando a identificação 
visual de padrões dessa mesma variável para apoiar a interpretação do fenômeno 
em estudo. Para tanto são utilizadas técnicas gráficas, incluídas em softwares de 
análise espacial, tais como o Geoda, que possibilitam identificar as zonas com 
padrões espaciais detectados com indicadores de autocorrelação espacial, testar e 
identificar as zonas com níveis de significância que possibilitam concluir sobre a 
aleatoriedade ou organização espacial decorrente de processos espaciais, e 
finalmente, a identificação de clusters espaciais da variável em análise. Tais técnicas 
são denominadas de Diagrama de espalhamento, LISA Map, Box Map e Cluster Map. 
Essas técnicas são descritas de forma pormenorizada a seguir.  
 
7.2.1. Diagrama de espalhamento 
O diagrama de espalhamento é uma técnica de representação visual da 
autocorrelação espacial que tem o objetivo de verificar graficamente a variabilidade 
de uma determinado fenômeno no espaço, identificar a presença de instabilidades 
locais da dependência espacial, os locais que apresentam associação espacial, 
assim como sua a direção e magnitude (ANSELIN, 1995; MENDONÇA, 2008; 
FARBER, 2017). 
 
Esse diagrama auxilia na identificação visual de outliers e clusters. Os 
outliers são localizações que não seguem o mesmo processo de dependência 
espacial que a maioria das outras observações, enquanto que os clusters são 
identificados quando o valor de uma variável em uma determinada localização tem 
similaridade tão elevada com seus vizinhos que seria improvável que isso ocorresse 
de forma aleatória e sem influência do espaço. 
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A elaboração do diagrama de espalhamento consiste na montagem de 
gráfico bidimensional, cujos dados são distribuídos em quatro quadrantes. Os 
valores das abscissas são representados por uma variável 𝑦𝑖 localizada no espaço e 
os valores das ordenadas 𝑊𝑦 correspondem a média da mesma variável 𝑦 obtida de 
seus vizinhos. Ambos os valores são normalizados em z-scores para facilitar a 
interpretação e categorização do tipo de autocorrelação espacial em clusters ou 
outliers. Essas novas variáveis são denominadas respectivamente 𝑊𝑧 e 𝑧𝑖.  
 
A análise do diagrama de espalhamento é realizada a partir da 
identificação do quadrante a que pertence cada ponto do gráfico. Esses quadrantes 
representam diferentes tipos de associação espacial. 
 
Os pontos encontrados no quadrante Q1 indicam que, em média, para 
altos valores de 𝑧, existem altos valores de 𝑊𝑧𝑖 , e serão chamados de Alto-Alto 
(High - High). Os pontos do quadrante Q3 indicam que em média, para baixos 
valores de 𝑧, existem baixos valores de 𝑊𝑧𝑖, e serão chamados de Baixo-Baixo (Low 
- Low). Os pontos localizados em Q2 e Q4 apontam que, em média, para baixos ou 
altos valores de 𝑧, existem respectivamente, altos ou baixos valores de 𝑊𝑧𝑖 . Os 
pontos em Q2 de baixo-alto (Low – High) e os pontos em Q4 são chamados de alto- 
baixo (High - Low). (ANSELIN, 1995). 
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Gráfico 10 – Quadrantes do Diagrama de Espalhamento Moran 
 
 
A dependência espacial apresenta maior intensidade à medida que mais 
pontos se aglomeram no primeiro e terceiro quadrante (Q1 e Q3), formando 
conjuntos espaciais de dados que se espalham de forma sistemática no espaço. 
Nesses casos o índice de Moran é positivo, como pode ser observado no Gráfico 11. 
 
Em contraposição, a presença de pontos no segundo e quarto quadrante 
(Q2 e Q4) indicam a dispersão dos dados no espaço e inexistência de 
agrupamentos de dados semelhantes, nos quais o fator “espaço’ não influencia 
diretamente na valoração da variável 𝑧. Nesses casos ao índice de Moran é negativo, 
como observado no Gráfico 12. 
 
Os casos em que os dados se encontram dispersos entre os diferentes 
quadrantes do diagrama de espalhamento e não seguem uma tendência geral, 
indicam que o fenômeno em análise não segue padrões e, portanto, é denominado 
não estacionário. O valor do índice Moran nesses casos é próximo ou igual a zero, 
como observado no Gráfico 13 (ANSELIN, 1996). 
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Gráfico 11 – Índice Moran > 0 
 
Gráfico 12 – Índice Moran > 0 
 
Gráfico 13 – Índice Moran = 0 
 
 
Os dados que apresentam pontos extremos em diagramas de 
espalhamento, como apresentado no exemplo do Gráfico 14 podem representar 
apenas um processo que não segue o mesmo processo de dependência espacial do 
restante dos dados observados e são considerados bolsões de não 
estacionariedade, especialmente se correspondem a locais espacialmente contínuos 
ou de fronteira. A presença de outliers pode ainda ser causada por problemas de 
especificação dos pesos espaciais ou devido a escala utilizada na obtenção dos 
dados (ANSELIN, 1996). 
Gráfico 14 - Outliers 
 
 
O Gráfico 15 representa um exemplo de diagrama de espalhamento, onde 
são observados uma grande quantidade de valores plotados, possibilitando 
identificar uma tendência predominante entre os quadrantes Q1 e Q3, representando 
assim, uma tendência de Índice de Moran positivo.  
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Gráfico 15 - Exemplo de Diagrama de Espalhamento 
           
 
Quanto menor for a variação dos valores da nuvem de dados, maior será 
a magnitude do índice e Moran, que corresponde ao valor da inclinação de uma 
linha de regressão ajustada aos pontos de dispersão (ANSELIN, 2003). 
 
7.2.2. LISA Map 
O LISA Map é um mapa georreferenciado que possibilita identificar as 
zonas com correlação local significativamente diferentes do restante dos dados. 
Nesse tipo de mapa os valores do Indicador Local de Moran são classificados como 
não significantes ou com significância de 95%, 99%, 99,9%, que correspondem 
respectivamente a: 1,96 desvios padrões, 2,54 desvios padrões e 3,2 desvios 
padrões (SANTOS e SOUZA, 2007). 
 
Da mesma forma como foram feitos os testes de significância dos índices 
globais de autocorrelação, a significância do Indicador Local de Moran deve ser 
avaliada utilizando-se a hipótese de normalidade ou a simulação de distribuição por 
meio de permutações aleatórias dos valores da variável viagens produzidas por 
pessoas, ou seja, os valores do indicador de autocorrelação local original devem ser 
comparados com uma distribuição estatística formada por valores desse mesmo 
indicador calculado especificamente a cada permutação espacial dos valores da 
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variável viagens produzidas. Esse procedimento é realizado com auxílio de 
softwares de análise espacial como o Geoda que possibilita ao pesquisador, a 
escolha da quantidade de permutações que deve ser adotada. 
 
As áreas com maior probabilidade e existência de clusters espaciais são 
aquelas que apresentam valores nível de significância 𝑝 < 0,05. Os softwares de 
análise espacial geralmente fornecem do os resultados do LISA Map em quatro 
níveis de significância: 𝑝 < 0,05 , 𝑝 < 0,01 , 𝑝 < 0,001 , 𝑝 < 0,0001 , além disso, 
possibilita identificar ás áreas não significantes e os outliers (LOPES, 2005). 
 
Segundo (Anselin, 2005), os resultados podem ser sensivelmente 
diferentes dependendo da quantidade de permutações selecionadas.  O exemplo da 
Figura 9 representa um LISA Map da densidade populacional da Região 
Metropolitana de New York, em que foram utilizadas 10000 permutações com auxílio 
do software Geoda, possibilitando identificar os diferentes níveis de significância em 
cada área. Neste gráfico é possível visualizar conjuntos de áreas significantes (𝑝 <
0,05), ou seja, com indícios de que se comportam como clusters espaciais. 
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Figura 9 - LISA Map – Densidade Populacional de New York 
 
 
7.2.3. Cluster Map 
O Cluster Map é outro mapa temático que aponta os grupos de zonas que 
apresentam dependência espacial entre si e cujos valores e teste de significância 
garantem serem gerados por processos espaciais com pequena chance de serem 
aleatórios. Um conjunto de zonas com dependência espacial pode ser visualizado no 
Cluster Map, assim como os padrões formados por essas zonas. 
 
O Cluster Map é elaborado a partir do cruzamento dos do LISA Map com 
o Diagrama de Espalhamento. Os clusters correspondem às zonas com valores 
significativos obtidos no LISA Map identificados nos quatro quadrantes do Diagrama 
de Espalhamento. Os dados cruzados do LISA Map com o Diagrama de 
Espalhamento podem ser classificados da seguinte forma: 
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1. Clusters Espaciais: Valores significativos identificados nos 
quadrantes Q1 e Q3 do Diagrama de Espalhamento. Sendo que os 
valores do Q1 correspondem a zonas em que os valores dos 
Indicadores de Moran Local são altos em cada zona e altos nas 
médias de seus vizinhos. No caso do Q3, os valores dos 
Indicadores de Moran Local são baixos em cada zona e baixos nas 
médias de seus vizinhos. 
 
2. Outliers Espaciais: Valores significativos dos quadrantes Q2 e Q4 
do Diagrama de Espalhamento. Sendo que as zonas do Q2 
correspondem apresentam valores dos Indicadores de Moran Local 
são baixos em cada zona e altos nas médias de seus vizinhos. No 
caso do Q4, os valores dos Indicadores de Moran Local são altos 
em cada zona e baixos nas médias de seus vizinhos. 
 
3. Zonas sem significância: são considerados locais com 
comportamento aleatório, cujos valores não apresentam influência 
do espaço. 
 
A Figura 10 apresenta a mesma região anteriormente analisada no LISA 
Map, porém com um exemplo de um Cluster Map onde foram identificadas as zonas 
que formam os clusters espaciais em vermelho e azul. 
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Figura 10 - Cluster Map – Densidade Populacional de New York 
 
 
8. METODOLOGIA 
A metodologia apresentada a seguir foi desenvolvida em consonância 
com os objetivos da presente pesquisa em verificar se clusters de zonas 
homogêneas podem subsidiar a elaboração de modelos de previsão de viagens 
mais robustos do que aqueles desenvolvidos a partir de metodologias tradicionais.  
 
Inicialmente serão obtidos os insumos necessários para a elaboração 
de modelos de produção de viagens e para a identificação de clusters de zonas com 
dependência espacial. Esses insumos devem contemplar os dados disponíveis de 
viagens e socioeconômicos mais recentes na RMC. 
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Em seguida será verificada a tendência pela qual a variável produções de 
viagem se espalha no espaço. Essa verificação possibilitará concluir se as 
produções de viagem seguem uma tendência a se espalhar como uma mancha 
contínua entre vizinhos de fronteia física ou por outro tipo de organização espacial. 
 
A verificação da tendência de espalhamento das produções de viagem e 
a decisão sobre a matriz de proximidade mais adequada, serão realizadas por meio 
de ferramentas de análise exploratória espacial, tais como, indicadores de 
autocorrelação espacial global e local, testes de significância estatísticas, diagramas 
de espalhamento, comparações com as médias de vizinhos, mapas LISA e 
combinações dessas ferramentas de análise espacial para identificar padrões 
espaciais. 
 
A definição da matriz de proximidade dará subsídios para a nova fase do 
trabalho que se refere ao cálculo dos indicadores de autocorrelação espacial no 
nível global e local da RMC. Esses indicadores deverão contemplar todo o espectro 
das 128 zonas de tráfego e servirão como base para a conclusão sobre a existência 
da dependência espacial nas zonas de tráfego da RMC. No final dessa fase será 
calculada a significância estatística do indicador para confirmar se a autocorrelação 
espacial no nível global e local apresentam valores diferentes aos esperados, 
caso as viagens produzidas por pessoa por zona ocorressem de forma aleatória no 
espaço da RMC. 
 
Os valores de autocorrelação espacial global e local serão submetidos a 
testes de significância para garantir que tais zonas apresentam produções de 
viagens que seguem uma determinada lógica de localização espacial e que, portanto, 
não se caracterizam por um espalhamento espacial aleatório. O resultado das 
significâncias estatísticas em cada zona de tráfego será apresentado por meio de 
um mapa denominado LISA MAP, em que são atribuídos os níveis de p-valor para 
cada zona. 
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Em seguida, os resultados obtidos do indicador de autocorrelação 
espacial local serão plotados em um Diagrama de Espalhamento onde as viagens 
produzidas serão classificadas quanto sua relação com seus vizinhos. Esse 
diagrama possibilita concluir sobre as zonas que apresentam semelhanças ou 
diferenças com relação aos seus vizinhos. 
 
O cruzamento dos dados do LISA MAP com os dados do Diagrama de 
Espalhamento possibilitará identificar aquelas zonas que são classificadas com 
dependência espacial local positiva e que apresentam, concomitantemente, 
significância estatística no nível local.  
 
Após as etapas descritas, serão elaborados dois tipos de modelos. O 
primeiro será desenvolvido para as zonas de clusters e o segundo será baseado nas 
128 zonas de tráfego. Para a elaboração de ambos os modelos serão produzidas 
matrizes de correlação para selecionar as variáveis explicativas mais relacionadas 
com as viagens produzidas e menos relacionadas entre si. Em seguida, ambos os 
modelos serão aplicados exclusivamente às zonas de clusters, possibilitando realizar 
comparações de seus desvios com relação aos dados observados em campo. 
 
A Figura 11 representa um esquema de fluxograma que contempla todas 
as etapas do desenvolvimento do presente trabalho. Nos próximos itens desse 
capítulo serão apresentadas essas etapas considerando todos seus detalhes. 
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Figura 11 – Fluxograma das etapas do desenvolvimento 
 
 
8.1. OBTENÇÃO E PREPARAÇÃO DOS INSUMOS 
A primeira fase compreende a obtenção dos insumos necessários para o 
desenvolvimento de modelos de produção de viagens junto a órgãos oficiais e 
empresas de consultoria de planejamento de transportes. 
 
Esses insumos devem compreender os diferentes bancos de dados 
relativos às viagens entre origens e destinos que ocorrem na Região Metropolitana 
de Campinas, assim como os dados socioeconômicos da população. Todos os 
dados a serem utilizados devem estar associados a unidades territoriais de análise, 
elaboradas em um nível de agregação que possibilite realizar cálculos estatísticos e 
o desenvolvimento de modelos de previsão de demanda, especificamente modelos 
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de produção de viagens. A principal fonte de dados que reúne essas características 
é a Pesquisa Domiciliar de Origem Destino 2012 realizada na RMC. 
 
Após a obtenção dos insumos da pesquisa, há a necessidade de elaborar 
um banco de dados georreferenciado e unificado para a elaboração de modelos de 
produção de viagens. Para cada zona pesquisa, devem ser identificadas as variáveis 
relativas às características socioeconômicas e de viagens classificadas por motivo 
de viagem, no horário de pico mais carregado do sistema de transportes, em um dia 
útil da semana. 
 
O produto da fase de obtenção e preparação dos insumos deve 
contemplar: 
 
• Base geográfica desenhada em software de GIS, contendo as 
zonas de tráfego da RMC e chave de relacionamento que 
possibilita associar banco de dados. 
 
• Banco de dados que contemplam os totais de viagens produzidas 
em cada zona de tráfego da RMC na hora pico de um dia útil. 
 
• Banco de dados socioeconômicos das pessoas que realizam 
viagens, georreferenciados com as correspondentes zonas de 
tráfego da RMC. 
 
8.2. CLUSTERS ESPACIAIS 
 Após a obtenção e preparação dos insumos necessários para a 
elaboração dos modelos de produção de viagens, procedeu-se a aplicação de 
técnicas de análise espacial para a identificação de clusters de zonas que 
apresentam dependência espacial com seus vizinhos. 
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Inicialmente será confirmada a hipótese de dependência espacial na RMC, 
ou seja, que as viagens produzidas ocorrem de forma não aleatória e seguem 
padrões relacionados com sua organização no espaço. Para verificar a hipótese de 
dependência espacial na RMC, será calculado o índice de autocorrelação espacial 
denominado Indicador Global de Moran, representado por um valor numérico 
absoluto relativo ao conjunto de todas as zonas de tráfego da RMC. 
 
Previamente ao cálculo desse indicador há a necessidade da definição de 
uma matriz de proximidade referente a estrutura de vizinhança a ser adotada para 
cada par de zonas. Para tanto, será verificado por meio de mapas e histogramas de 
conectividade, como a variável viagens produzidas por pessoa na RMC se distribui 
no espaço. A depender dessa análise, será adotado um dos três tipos de matrizes 
de proximidade apresentados na literatura, de acordo com os pontos de vista 
descritivo, teórico ou topológico. 
 
O próximo passo será a realização do teste da hipótese nula de que os 
dados são dispostos aleatoriamente no espaço. Para realizar esse teste será 
verificado o tipo de distribuição dos dados da variável viagens produzidas, seja 
distribuição normal ou outra distribuição qualquer. Caso essa distribuição 
apresentar-se como uma curva normal de dados, será adotado o teste paramétrico 
que compara esse tipo de curva com os dados originais do Indicador Local de Moran. 
 
No caso de os dados reproduzirem outro tipo de distribuição, então será 
adotado o teste não-paramétrico de permutações aleatórias dos valores da variável 
nas zonas de tráfego da RMC. Esse teste deve ser realizado com auxílio de 
ferramentas computacionais que possibilitem a realização de um número elevado de 
permutações. 
 
Após a confirmação da presença de dependência espacial global e a 
constatação de significância estatística no conjunto das zonas de tráfego da RMC, 
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será necessário identificar a localização desse fenômeno na escala das unidades 
territoriais de análise (zonas de tráfego). 
 
Nessa etapa será utilizado um dos dois indicadores de autocorrelação 
espacial local, de Moran ou Getis, para cada zona de tráfego. O indicador local de 
Moran será utilizado caso seja constada a presença de dependência espacial no 
nível Global da RMC, caso contrário, será utilizado o indicador local de Getis. 
 
O cálculo do indicador local de autocorrelação espacial possibilitará 
concluir, para cada zona, se a variável em análise (viagens produzidas por pessoa) 
ocorre aleatoriamente no espaço ou se existem padrões espaciais (dependência 
espacial) associados ao comportamento dessa variável com relação à suas zonas 
vizinhas. 
 
Em seguida, será construído um Diagrama de Espalhamento em que as 
abscissas são representadas pela variável viagens produzidas por pessoa em cada 
zona e as ordenadas representam os valores médios dos vizinhos da mesma 
variável para cada zona. As zonas serão identificadas nos quatro quadrantes desse 
diagrama, de acordo com o tipo associação espacial com seus vizinhos e 
classificadas em zonas com dependência espacial positiva, negativa e outliers. 
 
Particularmente, as zonas de tráfego que apresentarem valores positivos 
de indicador de autocorrelação espacial (zonas dos quadrantes Q1 e Q3 do 
Diagrama de Espalhamento) serão selecionadas para as análises posteriores de 
identificação de dos clusters espaciais. As zonas de tráfego que apresentarem 
valores negativos, serão classificadas nos quadrantes Q2 e Q4 e representarão as 
zonas com instabilidades da dependência espacial, tais como, ilhas de zonas com 
valores do indicador de autocorrelação local elevado cercado por vizinhos com 
valores baixos da mesma variável ou, ao contrário, zonas de autocorrelação baixa 
cercada por zonas com valores de autocorrelação elevada. 
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Em seguida, será calculada a significância estatística da dependência 
espacial no nível local. Para tanto será utilizado o mesmo método empregado para a 
significância estatística do indicador de autocorrelação global, ou seja, o método não 
paramétrico de permutações dos valores nas zonas de tráfego da RMC, porém, 
nesse caso, serão comparados os valores de cada indicador local, que constitui a 
curva empírica, com os valores originais dos iniciadores de autocorrelação local de 
cada zona. A apresentação da significância será realizada por meio do LISA Map 
que classifica cada zona de tráfego de acordo com os valore de 𝑝 < 0,05; 𝑝 <
0,01; 𝑝 < 0,001 𝑒 𝑝 < 0,0001 . Todas as zonas significantes serão selecionadas e 
investigadas quanto a possibilidade de constituírem clusters espaciais. 
 
A identificação dos clusters espaciais de zonas será concluída 
identificando-se, nos quadrantes Q1 e Q3 do Diagrama de Espalhamento, as zonas 
que, no Lisa Map, apresentarem um nível de significância 𝑝 < 0,05. 
 
8.3. MODELOS DE PRODUÇÃO DE VIAGENS 
Após a preparação dos dados, serão desenvolvidos dois modelos de 
produção de viagens. O primeiro será um modelo baseado nas zonas pertencentes 
aos clusters espaciais obtidos anteriormente e será denominado “modelo com 
cluster” o segundo será um modelo geral obtido baseado em todas as zonas da 
RMC sem distinção e será denominado “modelo sem cluster”.  
 
Cada modelo será representado por uma equação que reproduza, com 
alguma margem de erro, as viagens observadas em cada zona de tráfego 
consideradas em sua construção e que ocorrem na hora de pico do sistema, durante 
um dia típico da semana. 
 
A elaboração dos modelos será realizada por meio da técnica matemática 
de regressões lineares múltiplas baseada no método dos mínimos quadrados. Esse 
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processo envolve a seleção da variável resposta e das variáveis explicativas, a 
verificação das premissas das regressões, a elaboração do modelo, testes de 
generalização. 
 
8.3.1. Variável resposta 
A variável resposta dos modelos será escolhida entre os mais 
representativos estratos de viagens classificados segundo sua base domiciliar e 
base não domiciliar e por motivo. A partir dos dados da hora pico mais solicitada na 
RMC, deverão ser tabulados os estratos mais comumente utilizados em modelos de 
previsão de demanda: BDT – base domiciliar trabalho, BDE – base domiciliar estudo, 
BDO – base domiciliar outros e BND – base não domiciliar. 
 
8.3.2. Variáveis explicativas 
A variáveis explicativas dos modelos serão escolhidas no banco de dados 
da pesquisa OD segundo dois critérios. No primeiro deles a variável deve apresentar 
elevada correlação com as viagens produzidas e no segundo critério, as varáveis 
devem estar pouco relacionadas entre si para evitar multicolinearidade. 
 
Para realizar essas escolhas serão elaboradas matrizes de correlação 
Pearson em que serão consideradas altamente correlacionadas as variáveis que 
apresentarem 𝑟 >  0,5 e significantes ao nível de 𝑝 <  5%. Por outro lado, serão 
consideradas pouco correlacionadas as variáveis que apresentarem 𝑟 <  0,5  e 
significância ao nível de 𝑝 <  5%. 
 
8.3.3. Premissas das regressões 
As premissas de regressões lineares (linearidade, independência, 
normalidade, homocedasticidade) serão checadas por meio de gráficos de resíduos 
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em que as abscissas representam a variável resposta do modelo e as ordenadas 
representam os resíduos entre dados modelados e observados.  
8.3.4. Parâmetros e testes do modelo 
Após a seleção das variáveis explicativas e variável resposta, serão 
desenvolvidas as regressões lineares pelo método dos mínimos quadrados com 
auxílio do software comercial SPSS, obtendo-se, para ambos os modelos, todos os 
parâmetros 𝛽𝑛 das variáveis explicativas, a constante do modelo, e os indicadores 
clássicos de avaliação do modelo, tais como, coeficiente de determinação, 𝑅2 , 
𝑅2𝑎𝑗𝑢𝑠𝑡𝑎𝑑𝑜, 𝑡𝑒𝑠𝑡𝑒 𝐹  e 𝑡𝑒𝑠𝑡𝑒 𝑡 . Além disso serão obtidos os valores dos desvios ê 
para cada zona de tráfego correspondentes aos dados modelados e observados de 
viagens produzidas e que serão utilizados na última fase dessa pesquisa. 
 
8.4. COMPARAÇÃO ENTRE MODELOS 
 
A foco central desse capítulo corresponde aos cálculos necessários para 
comparar os modelos com clusters e o modelo clássico desenvolvido nos itens 
anteriores. 
 
Em tese, os modelos clássicos são construídos para reproduzir os valores 
observados de todas as zonas de uma área de estudo, sem distinção. Portanto, 
supõem-se que quando aplicados a uma quantidade menor de zonas (que fazem 
parte do universo que foi considerado para sua elaboração), consigam reproduzir os 
dados observados da mesma forma. 
 
Por outro lado, os modelos baseados em clusters, como qualquer outro 
modelo, só podem apresentar resultados restritos às zonas que serviram como base 
para sua construção e não se aplicam a previsões em conjunto diferente de zonas, 
como por exemplo, as demais zonas da RMC. 
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Como ambos os modelos só podem ser submetidos, para efeito de 
comparação, às mesmas zonas de tráfego, a comparação que se pretende realizar 
será sobre as zonas de clusters.  Portanto, ambos os modelos serão aplicados aos 
dados das zonas de clusters e seus resultados serão analisados quanto aos desvios 
entre dados modelados e observados, por meio de tabelas e gráficos comparativos. 
 
9. DESENVOLVIMENTO 
O desenvolvimento desse trabalho foi balizado pela metodologia proposta 
no capítulo anterior e envolveu quatros fases descritas a seguir. 
 
9.1. OBTENÇÃO E PREPARAÇÃO DOS INSUMOS 
A obtenção de insumos dessa pesquisa de mestrado, teve como objetivo 
subsidiar o desenvolvimento dos modelos de produção de viagens da RMC. Tais 
insumos procederam do banco de dados da Pesquisa Origem - Destino da RMC 
realizada Companhia Paulista de Trens Metropolitanos – CPTM, entre outubro de 
2011 até maio de 2012. Esse banco de dados é parte integrante do documento STM 
(2012) e foram obtidos junto ao Departamento de Planejamento da Companhia 
Paulista de Trens Metropolitanos – CPTM.  
 
De acordo com o documento STM (2012), essa pesquisa cobriu 19 
municípios da RMC, representados em 185 zonas de tráfego, que correspondem a 
menor unidade territorial de análise. 
 
Essas zonas foram concebidas a partir de agregações da base territorial 
dos setores censitários do IBGE - Instituto Brasileiro de Geografia e Estatística, 
considerando-se aspectos econômicos, polos geradores, o sistema de transporte, os 
equipamentos urbanos, as barreiras físicas e áreas vazias. 
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A partir da definição das zonas de tráfego, foram selecionadas aquelas 
que seriam contempladas no plano amostral da pesquisa. De acordo com STM 
(2012), definiu-se que zonas com menos de 515 domicílios, segundo os dados do 
IBGE, não seriam pesquisadas. 
 
Seguindo esse critério, foram selecionadas 128 zonas (denominadas 
nessa dissertação como zonas de tráfego) entre 185 zonas previamente planejadas 
para a pesquisa. No total, essa pesquisa realizada pela CPTM, totalizou 17.551 
visitas à domicílios, onde foram realizadas entrevistas por meio de questionários 
(Anexos 1 a 4).  
 
A Figura 12 a seguir apresenta o zoneamento original de 185 zonas de 
tráfego e as 128 zonas pesquisadas da OD 2012, assim como a correspondência 
com os municípios da RMC.  
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Figura 12 - Cluster Map – Densidade Populacional de New York 
 
 
As principais características do banco de dados resultante da pesquisa 
são os totais de viagens que ocorrem entre zonas de origem e destino realizadas 
pela população em suas atividades diárias e, também, suas características 
socioeconômicas. Todos esses dados estão georreferenciados e são representados 
em mapas que podem ser visualizados em softwares de geprocessamento, análise 
estatística e de também de análise espacial. 
 
A preparação dos insumos para a elaboração dos modelos dessa 
pesquisa envolveu, primeiramente, a tabulação dos dados socioeconômicos e de 
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viagens, na hora de pico do sistema de transportes da RMC, nas 128 zonas de 
tráfego da Pesquisa Origem Destino da RMC 2012. 
 
O resultado dessa tabulação é um banco de dados georreferenciado, em 
que cada linha corresponde a uma zona de tráfego e cada coluna representa os 
dados socioeconômicos. Os demais dados da pesquisa relacionados a matrículas e 
empregos foram descartados do banco de dados por serem mais relacionados a 
atração do que à produção de viagens. Na Tabela 5 é apresentado um extrato desse 
banco de dados. 
Tabela 5 – Extrato do banco de dados tabulado (insumo para modelos e análise espacial) 
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A descrição de cada variável do banco de dados é apresentada a seguir. 
 
• Z_DOM = zonas de tráfego onde foram realizadas pesquisa 
domiciliares. 
• Cidades = nomes dos municípios da RMC relacionados às zonas 
de tráfego. 
• Populacao = total de habitantes de cada zona de tráfego.  
• Pop_5_17 = total de habitantes na faixa etária entre 5 e 17 anos de 
cada zona de tráfego. 
• Pop18_25 = total de habitantes na faixa etária entre 18 e 25 anos 
de cada zona de tráfego. 
• Frota_A = total de automóveis dos habitantes da faixa de renda A 
em cada zona de tráfego. 
• Frota_B = total de automóveis dos habitantes da faixa de renda B 
em cada zona de tráfego. 
• Frota_C = total de automóveis dos habitantes da faixa de renda C 
em cada zona de tráfego. 
• Frota_D = total de automóveis dos habitantes da faixa de renda D 
em cada zona de tráfego. 
• Frota_E = total de automóveis dos habitantes da faixa de renda E 
em cada zona de tráfego. 
• Frota_F = total de automóveis dos habitantes da faixa de renda F 
em cada zona de tráfego. 
• RendaR$ = total de renda de cada zona de de tráfego. 
• P_BDT = total de viagens produzidas com base domiciliar trabalho 
em cada zona de tráfego, na hora pico, em dia útil. 
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9.2. MODELO DE PRODUÇÃO CLÁSSICO 
A partir da obtenção dos insumos e a preparação do banco de dados foi 
possível elaborar o modelo tradicional baseado nas 128 zonas de tráfego. Esse 
procedimento envolveu as cinco etapas (Seleção das variáveis do modelo, 
Elaboração do modelo sem clusters, Identificação de clusters espaciais, 
Desenvolvimento do modelo com clusters, comparação entre modelos) 
apresentadas a seguir. 
 
9.2.1. Seleção das variáveis do modelo 
A primeira etapa para a elaboração do modelo clássico de produção foi a 
definição da variável resposta e a seleção das variáveis explicativas. A variável 
resposta denominada nessa dissertação como 𝑃_𝐵𝐷𝑇 , foi definida como a 
quantidade de viagens por motivo trabalho produzidas por cada zona na hora pico, 
em dia útil. Essas viagens correspondem ao extrato de dados com a maior amostra, 
contando com 70% do total de viagens identificadas na RMC (Tabela 6). 
Tabela 6 – Viagens classificadas por motivo 
 
 
A seleção das variáveis explicativas foi realizada verificando-se 
preliminarmente aquelas mais fortemente correlacionadas com as viagens 
produzidas 𝑃_𝐵𝐷𝑇. Para tanto, foi construída uma matriz de correlações Pearson 𝑟 
com valores que podem variar entre -1 até 1 apresentada na Tabela 7. De acordo 
com a metodologia, foram selecionadas as variáveis com correlações iguais ou 
superiores ao critério 𝑟 ≥ 0,5 e com nível de significância 𝑝 < 5%. 
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Tabela 7 – Correlações entre variáveis explicativas e viagens produzidas 
 
** 𝑝 < 1%; * 𝑝 < 5%. 
 
Observa-se na tabela 7 que as variáveis destacadas em verde 
𝑃𝑜𝑝𝑢𝑙𝑎𝑐𝑎𝑜, 𝑃𝑜𝑝_5_17, 𝑃𝑜𝑝_18_25, 𝐹𝑟𝑜𝑡𝑎_𝐶, 𝐹𝑟𝑜𝑡𝑎_𝐷, 𝐹𝑟𝑜𝑡𝑎_𝐸 𝑒 𝑅𝑒𝑛𝑑𝑎𝑅$ atendem aos 
critérios de correlação Pearson e de significância estatística, portanto foram pré-
selecionadas como candidatas para compor o modelo. As demais variáveis  𝐹𝑟𝑜𝑡𝑎_𝐴, 
, 𝐹𝑟𝑜𝑡𝑎_𝐵 e , 𝐹𝑟𝑜𝑡𝑎_𝐹 apresentam correlação inferior ao estabelecido no critério de 
correlação e foram descartadas. 
 
Posteriormente à pré-seleção de variáveis, foram identificadas aquelas 
com correlação baixa com as demais, evitando-se a presença de multicolinearidade, 
garantindo que cada variável represente uma parcela da explicação da variável 
resposta. Para tanto foi elaborada uma nova matriz de correlações apresentada na 
Tabela 8, onde buscou-se atender ao mesmo critério do valor do coeficiente Pearson 
𝑟 < 0,5 e nível de significância 𝑝 < 5%. 
Tabela 8 – Correlações Pearson e níveis de significância - variáveis explicativas 
 
 
Observa-se que somente a variável , 𝐹𝑟𝑜𝑡𝑎_𝐸  apresentou baixas 
correlações com as demais variáveis pré-selecionadas, portanto destaca-se como 
uma variável para compor o modelo. Adicionalmente, a variável 𝑃𝑜𝑝𝑢𝑙𝑎𝑐𝑎𝑜. 
apresenta o menor valor de correlação com a variável 𝐹𝑟𝑜𝑡𝑎_𝐸, portanto, de acordo 
Populacao Pop_5_17 Pop18_25 Frota_C Frota_D Frota_E RendaR$
Populacao 1 ,943** ,957** ,725** ,707** ,495** ,760**
Pop_5_17 ,943** 1 ,917** ,555** ,640** ,420** ,569**
Pop18_25 ,957** ,917** 1 ,670** ,700** ,496** ,709**
Frota_C ,725** ,555** ,670** 1 ,826** ,734** ,727**
Frota_D ,707** ,640** ,700** ,826** 1 ,829** ,519**
Frota_E ,495** ,420** ,496** ,734** ,829** 1 ,373**
RendaR$ ,760** ,569** ,709** ,727** ,519** ,373** 1
** Correlação significante no nível de p = 1%
* Correlação significante no nível de p = 5%
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com os critérios estabelecido, as variáveis selecionadas para compor o modelo 
clássico de produção de viagens correspondentes à todas as 128 zonas de tráfego 
foram: 𝑃𝑜𝑝𝑢𝑙𝑎𝑐𝑎𝑜 e 𝐹𝑟𝑜𝑡𝑎_𝐸. 
 
9.2.2. Elaboração do modelo clássico 
O modelo de produção de viagens foi elaborado a partir de regressões 
lineares múltiplas baseadas no método dos mínimos quadrados, considerando-se as 
variáveis selecionadas anteriormente, variáveis explicativas: 𝑃𝑜𝑝𝑢𝑙𝑎𝑐𝑎𝑜 e 𝐹𝑟𝑜𝑡𝑎_𝐸 e 
variável resposta: 𝑃_𝐵𝐷𝑇 correspondente às viagens produzidas na hora pico em um 
dia útil em cada uma das 128 zonas pesquisadas. 
 
O software estatístico SPSS foi utilizado para a elaboração das 
regressões lineares, cujos parâmetros:  ?̂?0  , ?̂?Populacao , ?̂?Frota_E  são apresentados a 
seguir, juntamente com os principais testes estatísticos de interpretação do modelo: 
Coeficiente de Determinação 𝑅2 e 𝑅2𝑎𝑗𝑢𝑠𝑡𝑎𝑑𝑜, 𝑇𝑒𝑠𝑡𝑒 𝐹 e 𝑇𝑒𝑠𝑡𝑒 𝑡. 
 
Na Tabela 9 são apresentados os valores do Coeficiente de 
Determinação resultantes do modelo. Por se tratar de um modelo multivariado em 
que a entrada de mais de uma variável no modelo aumenta artificialmente o 𝑅2, 
optou-se por analisar o 𝑅2𝑎𝑗𝑢𝑠𝑡𝑎𝑑𝑜.  
Tabela 9 – Coeficiente de Determinação do modelo 
 
O resultado apresentado do 𝑅2𝑎𝑗𝑢𝑠𝑡𝑎𝑑𝑜 na Tabela 9 aponta que 79,4% 
da variação dos valores da variável P_BDT é atribuída às variáveis explicativas 
adotadas nesse modelo. 
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Em seguida foi realizado o 𝑇𝑒𝑠𝑡𝑒 𝐹, para análise da significância conjunta 
das variáveis explicativas, propiciando verificar a hipótese nula de que todos os 
coeficientes têm valor zero, ou seja, que pelo menos uma variável é significativa. 
 
Analisando a saída produzida no software SPSS da Tabela 10, verifica-se 
que o 𝑇𝑒𝑠𝑡𝑒 𝐹 apresentou significância inferior a 0,05, indicando que a hipótese nula 
é rejeitada ao nível de 95% de significância. 
Tabela 10 – Teste F 
 
Após a constatação de que o modelo pode ser aplicado, foi realizado o 
teste dos parâmetros individuais do modelo de regressão como objetivo de verificar 
se cada variável e a constante do modelo são significativamente diferentes de zero, 
ou seja, se realmente podem fazer parte do modelo. 
 
A Tabela 11 apresenta a saída de resultados desse teste onde é possível 
inferir que os coeficientes das variáveis explicativas 𝑃𝑜𝑝𝑢𝑙𝑎𝑐𝑎𝑜  e 𝐹𝑟𝑜𝑡𝑎_𝐸_𝑠𝑢𝑚 
apresentam significância abaixo de 𝑝 < 5% , confirmando que essas variáveis 
influenciam no comportamento da variável resposta e, portanto, podem ser utilizadas 
no modelo. 
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Tabela 11 – Coeficientes das variáveis explicativas e teste t 
 
Os coeficientes  ?̂?0Populacao  e  ?̂?Frota_E  e a constante obtidos pelas na 
Tabela 11 são apresentados na equação 13 representativa do modelo de produção 
de viagens para todas as 128 zonas pesquisadas da RMC. 
 
 𝑃𝐵𝐷𝑇 = 204,201 + 0,067 ∗ 𝑃𝑜𝑝𝑢𝑙𝑎𝑐𝑎𝑜 + 0,255 ∗ 𝐹𝑟𝑜𝑡𝑎_𝐸_𝑠𝑢𝑚 (11) 
 
Após a verificação de validade do modelo, procedeu-se a verificação ao 
atendimento às quatro premissas das regressões lineares: linearidade, 
independência, normalidade, homocedasticidade. 
 
Para tanto, foi elaborado o gráfico bidimensional, apresentado na 
Gráfico 16, em que os valores modelados das produções de viagens foram 
representados no eixo das abscissas e os valores dos desvios foram representeados 
no eixo das ordenadas.  
 
91 
 
 
   
 
Gráfico 16 – Distribuição de desvios 
 
Observa-se que o modelo não apresenta variabilidade constante em 
todo o espectro dos dados e não reproduz as viagens com a mesma acurácia em 
todas as zonas de tráfego, sendo possível identificar desvios com magnitude 
elevada que comprometem o uso do modelo, principalmente à medida que a 
quantidade de viagens aumenta, o que representa violação da premissa de 
homocedasticidade dos dados. 
 
Um exemplo desse fenômeno é a zona 94, que apresenta 2832 
viagens observadas e o modelo resultou em 5347, ou seja, um desvio de 2515, que 
representa uma diferença de 47%. 
 
A verificação da premissa de independência dos desvios entre 
dados modelados e observados, foi gerado um mapa (Figura 13) em que tais 
desvios são localizados em cada zona de tráfego. Observa-se que há vários 
conjuntos de zonas que seus desvios seguem, em muitas zonas de tráfego, uma 
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tendência de valores semelhantes com seus vizinhos contíguos, revelando um 
indício de violação da independência dos desvios. 
Figura 13 – Distribuição espacial dos desvios 
 
 
Para verificar a premissa de normalidade dos desvios foi gerado 
um gráfico de probabilidade normal no software SPSS representado na Gráfico 17, 
em que as abscissas correspondem a probabilidade observada acumulada e as 
ordenadas a probabilidade acumulada que se observaria se a distribuição fosse uma 
curva normal. Como os pontos representados nesse gráfico estão na sua maioria 
próximos a diagonal principal, pode-se concluir que os desvios entre os dados 
modelados e observados se caracterizam por uma distribuição aproximadamente 
normal.  
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Gráfico 17 – Gráfico de probabilidade normal 
 
 
Por fim, para verificar a premissa de linearidade das variáveis 
explicativas, foram gerados gráficos de correlação parcial entre as variáveis 
explicativas e a variável dependente (Gráfico 18 e Gráfico 19), os quais possibilitam 
concluir que ambas as variáveis explicativas 𝑃𝑜𝑝𝑢𝑙𝑎𝑐𝑎𝑜 𝑒 𝐹𝑟𝑜𝑡𝑎_𝐸_𝑠𝑢𝑚 apresentam 
comportamento linear com a variável 𝑃_𝐵𝐷𝑇.  
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Gráfico 18- Regressão parcial Pop 
 
 
 Gráfico 19- Regressão parcial Frota_E 
 
 
9.3. CLUSTERS ESPACIAIS 
A próxima fase envolveu a identificação dos clusters espaciais que 
correspondem a zonas com dependência espacial, ou seja, grupos de zonas 
formados segundo padrões espaciais de produção de viagens na RMC. 
 
Para atingir esse objetivo foram realizados os seguintes procedimentos de 
análise espacial: 
• Construção de uma matriz de proximidade. 
• Cálculo de autocorrelação espacial global e a correspondente 
significância estatística. 
• Elaboração do Diagrama de Espalhamento. 
• Cálculo do teste de significância estatística local e sua 
representação gráfica no LISA Map. 
• Identificação dos clusters espaciais. 
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9.3.1. Matriz de Proximidade Espacial 
Segundo a metodologia, foi definida a estrutura de vizinhança mais 
adequada para a análise espacial dos dados dessa pesquisa e que será utilizada no 
cálculo da autocorrelação espacial. Esta estrutura foi materializada em uma matriz 
de proximidade definida a partir de uma análise prévia da distribuição das produções 
de viagem por pessoa no espaço da RMC. 
 
Para auxiliar na definição desta estrutura foi plotado um mapa box plot, 
como mostrado na Figura 14, que possibilita analisar a tendência de distribuição 
espacial das viagens produzidas por zona de acordo por faixas de valores. A sua 
representação é feira ordenando-se os valores em ordem crescente dividindo a 
distribuição dos dados em quatro partes iguais, A primeira parte contém valores 25% 
menores, a segunda parte contém o intervalo de valores entre os 25% e 50% 
menores, a terceira parte contém o intervalo e valores entre os 50% e 75% maiores 
e a última parte contém os valores 75%maiores. 
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Figura 14 – Box plot das produções de viagem por pessoa por zona na RMC 
  
 
Observa-se que, de forma geral, há uma tendência dos valores com 
magnitudes semelhantes se aglomerarem em zonas adjacentes. Isso pode ser 
atribuído a vários fatores, desde influência das variáveis socioeconômicas que 
determinam as viagens até características locais que raramente são observadas em 
pesquisas de transpores, tais como violência urbana, iluminação, condições das 
calçadas, topografia, acessibilidade ao transporte coletivo, permeabilidade de linhas 
de ônibus urbano e combinações conjuntas desses fatores. 
 
A partir da evidência de que a associação espacial das produções de 
viagens ocorre com maior intensidade entre zonas contiguas, foi possível adotar 
uma estrutura de matriz de proximidade do ponto de vista topológico que caracterize 
como vizinhas aquelas zonas que compartilham fronteiras físicas de qualquer 
comprimento em qualquer direção. 
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A medida de proximidade escolhida é representada por uma matriz de 𝑖 
zonas por 𝑗 zonas, onde 𝑖 = 𝑗 é a diagonal principal e que suas células seguem o 
critério dicotômico de primeira ordem, onde 𝑤𝑖𝑗 = 1  para 𝑖  e 𝑗  vizinhos físicos 
contíguos e 𝑤𝑖𝑗 = 0 para 𝑖 e 𝑗 não vizinhos.  
 
Para elaborar esta matriz de proximidade foi utilizado o software Geoda 
que possibilita selecionar o tipo de matriz de vizinhança a ser adotado (cfr. Figura 
15). No presente estudo foi adotada a matriz de contiguidade em que são 
considerados vizinhas todas as zonas que compartilham em qualquer direção, suas 
fronteiras físicas formadas por segmentos ou vértices (queen contiguity). 
Adicionalmente, foi adotado apenas vizinhos de primeira ordem (order of contiguiity 
= 1). A seguir é presentada a tela do programa Geoda em que são definidos os 
parâmetros mencionados anteriormente. 
Figura 15 – Configuração da Matriz de Vizinhança – software Geoda 
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Após a configuração da matriz de vizinhança, foram realizados alguns 
testes para verificar se esta matriz atende às recomendações de especificação 
recomendadas no capítulo 6.1 – Proximidade Espacial. 
 
Esta verificação foi realizada com auxílio do histograma de conectividade 
apresentado no Gráfico 20, que representa, no eixo x, o número de vizinhos e, no 
eixo y, a frequências de zonas com determinado número de vizinhos. Este 
histograma possibilitou identificar a quantidade zonas que apresentam 1, 2, 3, 4, 5, 6, 
7, 8 e 9 vizinhos. 
 
Na Gráfico 20 são identificadas as zonas pela quantidade de vizinhos (N). 
Observa-se que as zonas com áreas menores apresentam uma quantidade de 
vizinhos maior do que as zonas com grandes áreas. Especialmente esse fenômeno 
pode ser observado nas regiões mais centrais onde as áreas das zonas são 
menores do que as zonas das regiões mais afastadas do centro da RMC. 
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Gráfico 20– Histograma de conectividade 
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Gráfico 21 – Quantidade de vizinhos por zona 
N = 1 
 
N = 2 
 
N = 3 
 
N = 4 
 
N = 5 
 
N = 6 
 
N = 7 
 
N = 8 
 
N = 9 
 
N = 10 
 
  
 
A partir da análise do histograma, foi verificado o atendimento às 
premissas mencionadas anteriormente.  
 
• Premissa 1: A quantidade de vizinhos deve ser maior que 3 e 
menor que 7. Essa premissa foi atendida em 70% dos casos. 
• Premissa 2: Utilizar mais de 60 unidades espaciais. Essa premissa 
foi atendida na integralidade, pois foram consideradas 128 zonas. 
• Premissa 3: Utilizar especificações de primeira ou segunda ordem. 
Essa premissa foi atendida, pois foi utilizada matriz de proximidade 
de primeira ordem com vizinhos contíguos como apresentada no 
exemplo da Gráfico 22. 
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• Premissa 4: Considerar quantidade menor de vizinhos. Essa 
premissa foi atendida por considerar no máximo 10 vizinhos e a 
maioria das zonas (80%) tem até 7 vizinhos. 
Gráfico 22 – Exemplo vizinhos de primeira ordem 
 
 
9.3.2. Indicador de Moran Global 
Após a adoção criteriosa da matriz de proximidade, procedeu-se o cálculo 
do indicador de autocorrelação espacial de Moran, também denominado Indicador 
Global de Moran (I), com o objetivo de caracterizar a dependência espacial das 
viagens produzidas em cada zona da RMC 
 
A variável que se deseja testar a dependência espacial corresponde às 
viagens produzidas por zona na RMC (𝑃𝐵𝐷𝑇) . No entanto, como essa variável 
depende da magnitude das áreas das zonas, pode produzir resultados indesejados, 
tais como, efeitos de escala (falácia ecologia) e efeito de zoneamento, ambos 
abordados no item 6.5 desta dissertação. Portanto, optou-se por considerar que a 
variável 𝑃𝐵𝐷𝑇  fosse ponderada pela população da respectiva zona (
𝑃𝐵𝐷𝑇
𝑝𝑒𝑠𝑠𝑜𝑎
) , 
eliminando o efeito de suas dimensões. 
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Para a realização dos cálculos desse indicar procedeu-se construção de 
um banco de dados no software Geoda, associando-se a variável (
𝑃𝐵𝐷𝑇
𝑝𝑒𝑠𝑠𝑜𝑎
) a cada 
zona de tráfego. Em seguida, foi imputada de forma automática, a matriz de 
proximidade adotada no capítulo anterior no formato descrito a seguir.  
 
A matriz de proximidade é representada por meio de uma estrutura de 
texto descrita abaixo e apresentada na Figura 16. A primeira linha do arquivo contém 
o cabeçalho da estrutura de dados e contempla quatro valores, 0 (exigência interna 
do software), número de observações (128 zonas de tráfego), o nome do arquivo 
georreferenciado em formato shape (MOB1), nome da variável ID que identifica a 
zona de tráfego (POLY_ID). Depois dessa linha a estrutura é idêntica, portanto para 
cada observação, há duas linhas de informação, sendo que a primeira contem a 
identificação da zona e sua respectiva quantidade de vizinhos e a segunda contem a 
identificação das zonas vizinhas. 
Figura 16 – Matriz de vizinhança (arquivo de entrada) 
 
Os cálculos do indicador de Moran Global são realizados pelo software 
Geoda utilizando as mesmas formulações apresentadas no capítulo 7.1 e resultaram 
em um valor I = 0,2861. O valor positivo entre 0 e +1 indica correlação direta e é um 
indício da presença da dependência espacial no conjunto dos dados da variável 
analisada e da possível existência de clusters de zonas na RMC. 
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Após calcular o valor do Indicador Global e Moran, foi elaborado um 
Diagrama de Espalhamento com o objetivo de classificar as zonas em quatro tipos 
de autocorrelação espacial de acordo com o quadrantes a que pertencem, sendo 
que os valores positivos são apresentados nos quadrantes Q1 (valores altos da 
variável e dos vizinhos) e Q3 (valores baixos da variável e dos vizinhos) e os valores 
negativos são apresentados nos quadrantes Q2 (valores baixos da variável e valores 
altos dos vizinhos) e Q4 (valores altos da variável e valores baixos dos vizinhos). 
Todos os valores foram apresentados na Gráfico 23. 
 
Gráfico 23 – Diagrama de Espalhamento Moran 
 
O Diagrama de Espalhamento possibilita verificar que 54 zonas (42,1% do 
total) se encontram nos quadrantes Q1 e localizam-se na porção central da RMC; no 
quadrante Q3 foram classificadas 38 zonas (29,6% do total) localizadas 
principalmente nas cidades mais no perímetro da RMC. As zonas pertencentes aos 
quadrantes Q1 e Q3 apresentam dependência espacial positiva relação a seus 
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vizinhos e são candidatas a uma investigação mais aprofundada para detecção de 
clusters espaciais. Na Figura 17 seguir são apresentados diagramas de 
espalhamento em que cada ponto corresponde a uma zona de tráfego da RMC. A 
identificação espacial das zonas selecionadas dos quadrantes 1 e 3 podem ser 
observadas nos seus correspondentes mapas temáticas bidimensionais. 
Figura 17 – Diagramas de Espalhamento e Mapas temáticos – Quadrantes Q1 e Q3 
  
  
 
Na Figura 18 podem ser observadas 24 zonas pertencentes ao quadrante 
Q2 e 12 zonas no quadrante Q4. As zonas classificadas nos quadrantes Q2 e Q4 
não parecem apresentar padrões de distribuição espacial, e encontram-se mais 
dispersas na RMC do que as demais zonas.  
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Figura 18 – Diagramas de Espalhamento e Mapas temáticos – Quadrantes Q2 e Q4 
  
  
 
Em seguida, o Indicador Global de Moran foi submetido à verificação da 
sua validade estatística por meio do teste da hipótese nula de que seu valor foi 
obtido ao acaso, ou seja, que um novo cálculo realizado com outra amostra poderia 
chegar a resultados diferentes. Essa verificação compreende o teste de significância 
estatística em que a hipótese nula enuncia que os dados são dispostos 
aleatoriamente no espaço sem a presença de dependência espacial. 
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De acordo com os itens 7.2.2 e 7.2.3 apresentados anteriormente, os 
testes podem ser paramétricos ou não paramétricos, sendo necessário, portanto, a 
verificação da normalidade dos dados da variável em estudo. No Gráfico 24 é 
apresentado um histograma que representa a frequências de zonas em cada faixa 
de valores da variável (
𝑃𝐵𝐷𝑇
𝑝𝑒𝑠𝑠𝑜𝑎
). Exemplo: existem 12 zonas com valores entre 0,06 e 
0,07 de viagens produzidas por pessoa. 
Gráfico 24 – Distribuição de frequências de (
𝑷𝑩𝑫𝑻
𝒑𝒆𝒔𝒔𝒐𝒂
) 
 
Este histograma possibilita inferir que os dados não compreendem uma 
distribuição normal perfeita, sendo recomendável a aplicação de testes não 
paramétricos para a verificação da significância estatística. 
 
Neste trabalho foi adotado o teste não paramétrico de pseudo-
significância em que foram comparados os dados originais da variável P_BDT com 
uma distribuição empírica elaborada a partir de novos valores do Índice de Moran, 
calculados para permutações espaciais aleatórias dos valores de (
𝑃𝐵𝐷𝑇
𝑝𝑒𝑠𝑠𝑜𝑎
). 
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Para realizar esse teste fez-se 9999 permutações aleatórias e em cada 
uma delas foi calculado um novo valor do Indicador Global de Moran. O conjunto 
desses indicadores possibilitou compor a distribuição empírica apresentada na 
Gráfico 25. 
Gráfico 25 - Referência empírica da distribuição Moran sob a hipótese nula 
 
 
Observa-se que juntamente com a distribuição empírica, foram extraídos 
alguns resultados que compreendem: 
 
▪ permutation  = número de permutações adotadas para a 
realização do teste de significância estatística do Indicador 
Global de Moran. 
▪ pseudo 𝑝 − 𝑣𝑎𝑙𝑢𝑒 = significância estatística do teste. 
▪ E[𝐼]  = média teórica esperada caso os dados fossem 
representados por uma distribuição normal. 
▪ Mean = média de referência da distribuição empírica obtida das 
permutações de valores de (
𝑃𝐵𝐷𝑇
𝑝𝑒𝑠𝑠𝑜𝑎
). entre as zonas da RMC. 
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▪ s. d.  = desvio padrão da distribuição empírica obtida das 
permutações de valores de (
𝑃𝐵𝐷𝑇
𝑝𝑒𝑠𝑠𝑜𝑎
). entre as zonas da RMC. 
▪ 𝑧 − 𝑣𝑎𝑙𝑢𝑒 = valor do Indicador Global de Moran estandarizado 
obtido dos dados da variável (
𝑃𝐵𝐷𝑇
𝑝𝑒𝑠𝑠𝑜𝑎
).nas 128 zonas da RMC. 
 
O valor de pseudo 𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 0,0001  indica que nenhum dos valores 
simulados nas 9999 permutações é maior do que o valor de 𝑧 − 𝑣𝑎𝑙𝑢𝑒 =  4,8237. 
Este valor encontra-se fora da curva empírica e, portanto, confirma que o valor do 
Indicador Global de Moran  I = 0,2861 não é resultante da aleatoriedade e, portanto, 
possibilita concluir com segurança a existência de uma organização espacial, ou 
seja, existe dependência espacial da variável (
𝑃𝐵𝐷𝑇
𝑝𝑒𝑠𝑠𝑜𝑎
) entre as zonas da RMC. 
 
9.3.3. Indicador de Moran Local 
A constatação da presença de dependência espacial da variável (
𝑃𝐵𝐷𝑇
𝑝𝑒𝑠𝑠𝑜𝑎
)  
na RMC por meio do Indicador de Moran Global, enseja a necessidade de identificar 
localmente os valores individuais da dependência espacial em cada zona com 
relação aos seus vizinhos, propiciando identificar diferentes regimes de associação 
espacial não detectados no indicador global. 
 
O cálculo da dependência espacial local foi realizado utilizando-se as 
formulações recomendadas na literatura como exposto no item 7.3 dessa 
dissertação envolvendo a utilização do valores da variável (
𝑃𝐵𝐷𝑇
𝑝𝑒𝑠𝑠𝑜𝑎
)  em cada zona de 
tráfego e sua relação com os valores encontrados em seus vizinhos, sendo utilizado 
o mesmo conceito de vizinhança adotado anteriormente no cálculo do Indicador de 
Moran Global, ou seja, uma matriz de proximidade de vizinhos contíguos. Esses 
cálculos foram realizados com auxílio do software Geoda e Quantum Gis. Portanto, 
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foi necessário calcular os resultados em cada zona, extraí-los do Geoda, e 
finalmente, transformá-los para introduzi-los no Quantum Gis. 
 
Na  Figura 19 é apresentada um mapa contendo uma visualização de 
todos os resultados dos indicadores de Moran Local alocados a cada uma das 128 
zonas de tráfego da RMC. Neste mapa apresenta-se os desvios padrão da variável 
(
𝑃𝐵𝐷𝑇
𝑝𝑒𝑠𝑠𝑜𝑎
) 
Figura 19 – Indicadores de Moran Local para todas as zonas da RMC 
 
 
O mapa anterior possibilitou identificar padrões espaciais em que zonas 
com Indicadores de Moran Local semelhantes parecem estar mais próximas 
fisicamente umas das outras, apontando indícios de dependência espacial também 
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no nível local. Para confirmar essa hipótese foi realizado um teste de significância 
utilizando-se o mesmo método não paramétrico de permutações empregado 
anteriormente durante o cálculo do Indicador Global de Moran. 
 
O resultado do Teste de Significância Local é plotado em um mapa 
coroplético denominado LISA Map apresentado na Figura 20. Nessa figura são 
apontados os valores do Indicador Local de Moran em cada zona, e seus 
respectivos níveis de significância. Os resultados correspondem à quantidade de 
permutações adotadas. Na presente dissertação foram adotadas 99999 
permutações da variável (
𝑃𝐵𝐷𝑇
𝑝𝑒𝑠𝑠𝑜𝑎
) entre as 128 zonas pesquisadas da RMC. 
 
Observa-se na mesma Figura 20, que após as permutações, 31 zonas 
(aproximadamente 24% de todas as zonas de tráfego) apresentaram significância 𝑝 
< 5%, sendo que 23 zonas possuem 𝑝 entre 1% e 5%; 6 zonas com 𝑝 situado em 
uma faixa entre 0,1% e 1%; 2 zonas com 𝑝 < 1 , e finalmente, 96 zonas com 
resultados não significantes do Indicador de Moran Local. 
 
A zonas selecionadas no LISA Map serão utilizadas na próxima fase do 
trabalho para a identificação dos clusters espaciais. 
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Figura 20 – LISA Map– Valores da significância por zona 
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9.3.4. Clusters espaciais 
A última fase do processo de identificação dos clusters de dependência 
espacial da variável (
𝑃𝐵𝐷𝑇
𝑝𝑒𝑠𝑠𝑜𝑎
)  nas 128 zonas pesquisadas da RMC envolveu o 
cruzamento simples entre as zonas com Indicadores Locais de Moran significantes, 
obtidas no LISA Map e as zonas dos quadrantes Q1 e Q3 do Diagrama de 
Espalhamento. Este cruzamento de dados teve o objetivo de identificar as zonas 
com mais significância estatística, dentre aquelas que se comportam com padrões 
semelhantes ao de seus vizinhos contíguos. Portanto, os clusters resultantes da 
análise espacial dos dados do LISA Map, correspondentes aos dados plotados no 
Diagrama de Espalhamento, são representados por 15 zonas significativas no 
quadrante Q1 apresentadas no Gráfico 26 e Figura 21 e 12 zonas significativas no 
quadrante Q3 apresentadas no Gráfico 27 e Figura 22. 
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Gráfico 26– Diagrama de Espalhamento 
Zonas de Cluster (Quadrante Q1) 
 
Figura 21 – Mapa RMC 
Zonas de Cluster (Quadrante Q1) 
 
Gráfico 27 – Diagrama de Espalhamento 
Zonas de Cluster (Quadrante Q3) 
 
Figura 22 – Mapa RMC 
Zonas de Cluster (Quadrante Q3) 
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9.4. MODELO DE PRODUÇÃO COM CLUSTERS ESPACIAIS  
A presente etapa do desenvolvimento do trabalho contemplou a 
elaboração do modelo de produção de viagens de regressões múltiplas, baseado 
nos clusters espaciais definidos no capítulo anterior. 
 
9.4.1. Seleção das variáveis do modelo 
A escolha das variáveis explicativas do modelo envolveu a construção de 
de uma matriz de correlação Pearson entre cada variável explicativa e a variável 
resposta 𝑃_𝐵𝐷𝑇 . O critério para seleção das variáveis candidatas a integrar o 
modelo foram os mesmos utilizados na elaboração do modelo clássico. Portanto, 
foram construídas duas matrizes de correlação, sendo que a primeira foi utilizada 
para definir as variáveis mais correlacionadas com a variável resposta 𝑃_𝐵𝐷𝑇 e a 
segunda serviu de base para a definição das variáveis explicativas com menor 
colinearidade. 
 
As variáveis que atenderam a esses critérios foram destacadas na cor 
amarelo da matriz da Tabela 12 seguir. As demais variáveis que não atenderam aos 
critérios de seleção foram descartadas das análises subsequentes. Portanto, as 
variáveis 𝑃𝑜𝑝𝑢𝑙𝑎𝑐𝑎𝑜, 𝑃𝑜𝑝_5_17, 𝑃𝑜𝑝_18_25, 𝐹𝑟𝑜𝑡𝑎_𝐶, 𝑒 𝑅𝑒𝑛𝑑𝑎𝑅$ , foram pré-
selecionadas como candidatas para compor o modelo por apresentarem correlação 
superior a 0,5 com a variável resposta 𝑃_𝐵𝐷𝑇 e 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 0,05 . As demais 
variáveis 𝐹𝑟𝑜𝑡𝑎_𝐴, 𝐹𝑟𝑜𝑡𝑎_𝐵, 𝐹𝑟𝑜𝑡𝑎_𝐷, 𝐹𝑟𝑜𝑡𝑎_𝐸 𝑒 𝐹𝑟𝑜𝑡𝑎_𝐹 apresentam correlação 
inferior ao estabelecido no critério de correlação, além de não apresentarem 
significância estatística e foram descartadas. 
 
Tabela 12 - Correlações entre variáveis explicativas e viagens produzidas 
 
 
Populacao Pop_5_17 Pop18_25 Frota_A Frota_B Frota_C Frota_D Frota_E Frota_F RendaR$
P_BDT ,990** ,934** ,935** 0,097 0,408 ,558* 0,367 0,071 0,097 ,740**
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Em seguia foi elaborada a matriz de correlação entre as variáveis pré-
selecionadas para identificar aquelas que apresentavam menores correlações com 
as demais, evitando elaborar um modelo com variáveis correlacionadas que 
explicam a mesma porção da variabilidade da variável resposta 𝑃_𝐵𝐷𝑇  . Essa matriz 
é apresentada na Tabela 13. 
Tabela 13 - Correlações Pearson e níveis de significância - variáveis explicativas 
 
 
Observa-se que as variáveis que apresentam as menores correlações 
com as demais são 𝑃𝑜𝑝_5_17 𝑒 𝐹𝑟𝑜𝑡𝑎_𝐶, e seus respectivos valores das correlações 
Pearson são 𝑅 = 0,404 𝑒 𝑅 = 0,437. Além disso, a correlação entre essas variáveis 
situa-se em um nível menor que 0,5 e, portanto, é possível considera-las 
conjuntamente para fazer parte do modelo. Portanto, as variáveis explicativas 
testadas no modelo foram: 𝑃𝑜𝑝_5_17 𝑒 𝐹𝑟𝑜𝑡𝑎_𝐶. 
 
9.4.2. Elaboração do modelo clássico 
Com auxílio do software SPSS foi possível realizar as regressões lineares 
pelo método dos mínimos quadrados, que resultou nos parâmetros: ?̂?0  , ?̂?Pop_5_17, 
?̂?Frota_C. Assim como no modelo clássico, foram calculados os principais indicadores 
para interpretação dos parâmetros calculados dos resultados obtidos: Coeficiente de 
Determinação 𝑅2 e 𝑅2𝑎𝑗𝑢𝑠𝑡𝑎𝑑𝑜, 𝑇𝑒𝑠𝑡𝑒 𝐹 e 𝑇𝑒𝑠𝑡𝑒 𝑡. 
  
A Tabela 14 representa os resultados dos coeficientes de determinação 
do modelo. Observa-se que o 𝑅2𝑎𝑗𝑢𝑠𝑡𝑎𝑑𝑜  não apresentou uma influência muito 
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significativa com relação ao 𝑅2 porém, ainda sim, por recomendação da literatura foi 
utilizado para minimizar os efeitos de inflação do 𝑅2 . O 𝑅2𝑎𝑗𝑢𝑠𝑡𝑎𝑑𝑜 = 0,912 
corresponde a um valor elevado dessa medida e indica que a variabilidade dos 
valores de 𝑃_𝐵𝐷𝑇, podendo-se afirmar que a variabilidade dessa variável pode ser 
atribuída à variabilidade das duas variáveis explicativas Pop_5_17 e Frota_C em 
conjunto, cada uma correspondendo a uma parcela da explicação de 𝑃_𝐵𝐷𝑇. 
Tabela 14 – Coeficiente de Determinação (𝑹𝟐 𝒆  𝑹𝟐𝒂𝒋𝒖𝒔𝒕𝒂𝒅𝒐) 
 
 
Na Tabela 15 são apresentados os resultados do teste F, confirmando 
que seu valor atende aos critérios do F crítico. 
Tabela 15 – Teste F 
 
 
A tabela 16 apresenta os resultados da constante  ?̂?0 e dos parâmetros 
?̂?Pop_5_17 , ?̂?Frota_C  do modelo. Observa-se que ambas as variáveis apresentam 
valores positivos confirmando a lógica de acréscimo de uma unidade de P_BDT 
devido a acréscimos das variáveis explicativas e apresentam 𝑝 < 5%, satisfazendo 
ao critério de significância estatística dos parâmetros e garantindo que ambos têm 
influência na variável resposta e fazem parte do modelo. 
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Tabela 16 - Coeficientes das variáveis explicativas e teste t 
 
O modelo com cluster apresenta a forma funcional da expressão 12. 
 
 𝑃𝐵𝐷𝑇 = 277,771 + 0,192 ∗ 𝑃𝑜𝑝517 + 0,150 ∗ 𝐹𝑟𝑜𝑡𝑎_𝐶 (12) 
  
Em seguida procedeu-se a verificação do atendimento às premissas de 
linearidade, independência, normalidade e homocedasticidade. 
 
A verificação do atendimento à premissa de homocedasticidade e 
independência dos resíduos foi realizada por meio do gráfico de resíduos 
estandardizados da Gráfico 28. Observa-se que os dados se encontram 
completamente dispersos sem nenhuma evidência de tendência ou padrões não 
aleatórios, garantindo o atendimento ao critério de homocedasticidade em toda a 
extensão dos dados, ou seja, a média que se aumenta os totais de viagens por zona, 
não ocorre um aumento ou diminuição dos desvios entre dados modelados e 
observados. 
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Gráfico 28 – Gráfico de desvios estandarizados 
 
 
A verificação da premissa de normalidade dos desvios foi realizada por 
meio de uma análise de um gráfico de probabilidade normal elaborado no software 
SPSS e representado no Gráfico 29. Observa-se que os dados não aderem 
completamente à diagonal principal do gráfico, podendo-se deduzir que não violam a 
premissa de normalidade dos resíduos. 
Gráfico 29 – Gráfico de probabilidade normal 
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A última premissa a ser testada, de linearidade das variáveis 
explicativas com relação a variável resposta foi realizada comparando-se 
individualmente a correlação das mesmas. Para tanto, foram gerados gráficos de 
correlação parcial entre as variáveis explicativas e a variável dependente (Gráfico 30 
e Gráfico 31). Observa-se que nas duas variáveis há uma forte tendência de 
linearidade com relação a variável resposta, atendendo completamente essa 
premissa. 
 
Gráfico 30– Gráfico de probabilidade normal 
 
Gráfico 31- Regressão parcial Frota_C_sum 
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10. COMPARAÇÃO DOS RESULTADOS DOS MODELOS 
A última fase do trabalho compreendeu a comparação entre o modelo 
clássico baseado em todas as zonas da RMC apresentado na equação 13 e o 
modelo elaborado a partir da identificação de clusters espaciais, apresentado na 
equação 14. 
 
𝑃_𝐵𝐷𝑇_128 = 204,201 + 0,067 ∗ 𝑃𝑜𝑝𝑢𝑙𝑎𝑐𝑎𝑜 + 0,255 ∗ 𝐹𝑟𝑜𝑡𝑎_𝐸_𝑠𝑢𝑚                 (13) 
 
 𝑃_𝐵𝐷𝑇_16 = 277,771 + 0,192 ∗ 𝑃𝑜𝑝_5_17 + 0,150 ∗ 𝐹𝑟𝑜𝑡𝑎_𝐶 (14) 
  
A comparação dos resultados dos modelos foi realizada aplicando-se as 
equações 16 e 17 no mesmo espectro de dados. Considerando que os modelos só 
têm validade para o conjunto de dados utilizados na sua elaboração, a única 
comparação possível foi submeter ambos os modelos ao conjunto de dados das 
zonas de clusters 1 que contém 16 zonas de tráfego. 
 
Os resultados obtidos foram plotados na Tabela 17 em que são 
identificadas as zonas de tráfego, os valores de produções de viagens observadas, 
os valores do modelo clássico e de clusters aplicados nas zonas, finalmente, os 
desvios entre dados modelados e observados de ambos os modelos. 
 
Dessa tabela é possível observar que o modelo baseado em clusters 
apresentou uma média geral praticamente idêntica à média dos dados observados, 
enquanto que, o modelo clássico apresentou uma diferença de 15%. Os totais de 
viagens produzidas por zonas também apresentam dados que comprovam que o 
modelo baseado em clusters apresenta diferença de apenas 0,11%. Observa-se 
ainda que o modelo clássico apresenta um desvio total uma vez e meia maior do que 
os desvios do modelo baseado em clusters. 
 
121 
 
 
   
 
Analisando-se os dados observados frente aos dados modelados de 
ambos os modelos foi possível elabora a tabela 17. 
Tabela 17 – Comparações entre modelos 
 
 
O Gráfico 32 e o Gráfico 33 apresentam possibilitam comparar 
respectivamente os dados modelados e observados de ambos os modelos. 
Observa-se que o modelo baseado em clusters apresenta maior aderência aos 
dados observados em toda a extensão do gráfico, enquanto que o modelo baseado 
nas 128 zonas de tráfego apresenta um padrão de afastamento dos dados 
observados (para baixo) à medida em que os valores das viagens produzidas 
crescem. Portanto é possível concluir que a aplicação do modelo baseado em 
cluster resultou em uma melhor adesão aos dados observados quando comparado 
com o modelo baseado nas 128 zonas da RMC. 
Zonas P_BDT obs P_BDT_128_C1 P_BDT_16_C1
 Desvios 
(V1 - V0) 
 Ddesvios 
(V2 - V0) 
9 2.773 2.207 1.627 566 1.146
11 2.700 2.451 3.171 249 471
12 1.981 2.093 2.070 112 89
20 2.582 2.357 2.332 225 250
21 2.281 1.754 1.953 527 328
23 1.452 1.745 1.603 293 151
24 585 484 638 101 53
33 1.185 1.244 1.273 59 88
56 1.635 1.714 1.939 79 304
65 1.276 1.027 1.274 249 2
70 701 765 1.090 64 389
71 2.882 2.322 2.870 560 12
73 2.178 1.835 2.359 343 181
108 4.454 3.249 4.748 1.205 294
115 5.305 3.651 4.903 1.654 402
146 692 574 774 118 82
Total 34.662 29.472 34.625 6.404 4.243
Média 2.166 1.842 2.164 400 265
122 
 
 
   
 
                  
     Gráfico 32– Modelo cluster vs observado 
 
 
                 Gráfico 33 – Modelo clássico vs observado 
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11. Conclusões e Recomendações 
A aplicação de técnicas de análise espacial revelaram que a organização 
espacial das produções de viagens na RMC ocorrem de acordo com padrões 
identificáveis de dependência espacial e que o desenvolvimento de modelos 
baseados em conjuntos de zonas que apresentam essa características resultam em 
desvios menos discrepantes entre dados modelados e observados do que os 
modelos clássicos, além de atenderem mais adequadamente às premissas de 
regressões lineares quando comparados com os resultados obtidos pela aplicação 
do modelo clássico. 
 
Outra conclusão importante é que a organização espacial mencionada 
anteriormente não pode ser captada pelos modelos tradicionais, pois consideram 
que os efeitos observados em qualquer zona são os mesmos em qualquer ponto do 
espaço, ou seja, procuram representar o comportamento médio de todas as zonas 
de tráfego de uma determinada área de estudo. 
 
Portanto, quanto maior o nível de complexidade e heterogeneidade entre 
as zonas de uma determinada área de estudo, menos recomendável será o uso de 
técnicas tradicionais. 
 
Destaca-se ainda, que os resultados encontrados no modelo baseado em 
dependência espacial são diretamente influenciados pela escolha da matriz de 
proximidade. A liberdade dessa escolha possibilita testes diversos até encontrar a 
melhor representação da maneira como as zonas estão relacionadas, porém seu 
uso deve sempre estar embasado criteriosamente pela teoria. 
 
 
Para futuras pesquisas sugere-se os seguintes temas: 
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• o estudo de obtenção de clusters por análise multivariada, o qual 
vem sendo estudado na Universidade de Chicago. 
 
• a análise de clusters espaciais para obtenção de zoneamento 
homogêneo, o qual servirá de apoio ou substituirá os métodos 
empíricos que procuram identificar zonas com homogeneidade de 
acordo com conjuntos de variáveis. 
 
• a comparação entre análise de clusters tradicional com análise de 
clusters considerando a estrutura espacial. 
 
• um estudo de clusters espaciais com atrações de viagens 
calculadas com as técnicas convencionais. 
 
• investigar as causas que implicam na formação dos clusters 
espaciais. 
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ANEXO 1: Questionário de domicílios 
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ANEXO 2: Questionário socioeconômico 
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ANEXO 3: Questionário de viagens 
 
135 
 
 
   
 
ANEXO 4: Viagens base domiciliar motivo trabalho hora pico manhã 
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ANEXO 5: Método dos Mínimos Quadrados 
A equação 18 a seguir representa a formalização matemática da 
minimização dos desvios mencionados entre ?̂?𝑖 e y𝑖. 
 
 min∑(𝑦𝑖 − ?̂?𝑖)
2 (15) 
 
Em que: 
𝑦𝑖 = valor observado da variável resposta para a i-ésima observação 
?̂?𝑖 = valor estimado da vari´vel dependente para a i-ésima observação 
 
 
 ?̂?1 =
𝛴(𝑥𝑖 − ?̅?)(𝑦𝑖 − ?̅?)
𝛴(𝑥𝑖 − ?̅?)2
=
c𝑜𝑣(𝑥, 𝑦)
𝑉𝑎𝑟 (𝑥)
 (16) 
 
 ?̂?0 = ?̅? − 𝑏1?̅? (17) 
 
 𝑥 ̅ =
∑ 𝑥𝑖
𝑛
𝑖=1
𝑛
 (18) 
 
 𝑦 ̅ =
∑ 𝑦𝑖
𝑛
𝑖=1
𝑛
 (19) 
 
Em que: 
 
 ?̂?1 =  𝑣𝑎𝑙𝑜𝑟 𝑑𝑎 𝑣𝑎𝑟𝑖á𝑣𝑒𝑙 𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡𝑒 𝑝𝑎𝑟𝑎 𝑎 𝑖 − é𝑠𝑖𝑚𝑎 𝑜𝑏𝑠𝑒𝑟𝑣𝑎çã𝑜   
 ?̂?0 = 𝑖𝑛𝑡𝑒𝑐𝑒𝑝𝑡𝑜 𝑑𝑎 𝑒𝑞𝑢𝑎çã𝑜 𝑑𝑒 𝑟𝑒𝑔𝑟𝑒𝑠𝑠ã𝑜 
 𝑥𝑖 =  𝑣𝑎𝑙𝑜𝑟 𝑑𝑎 𝑣𝑎𝑟𝑖á𝑣𝑒𝑙 𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡𝑒 𝑝𝑎𝑟𝑎 𝑎 𝑖 − é𝑠𝑖𝑚𝑎 𝑜𝑏𝑠𝑒𝑟𝑣𝑎çã𝑜   
 𝑦𝑖 = 𝑣𝑎𝑙𝑜𝑟 𝑑𝑎 𝑣𝑎𝑟𝑖á𝑣𝑒𝑙 𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡𝑒 𝑝𝑎𝑟𝑎 𝑎 𝑖 − é𝑠𝑖𝑚𝑎 𝑜𝑏𝑠𝑒𝑟𝑣𝑎çã𝑜   
 ?̅? = 𝑣𝑎𝑙𝑜𝑟 𝑚é𝑑𝑖𝑜 𝑑𝑎 𝑣𝑎𝑟𝑖á𝑣𝑒𝑙 𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡𝑒  
137 
 
 
   
 
 ?̅? = 𝑣𝑎𝑙𝑜𝑟 𝑚é𝑑𝑖𝑜 𝑑𝑎 𝑣𝑎𝑟𝑖á𝑣𝑒𝑙 𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡𝑒  
 𝑛 = 𝑛ú𝑚𝑒𝑟𝑜 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒 𝑜𝑏𝑠𝑒𝑟𝑣𝑎çõ𝑒𝑠  
 𝑐𝑜𝑣(𝑥, 𝑦) = 𝑐𝑜𝑣𝑎𝑟𝑖â𝑛𝑐𝑖𝑎 𝑑𝑒 𝑥 𝑒 𝑦 =  
 𝑉𝑎𝑟 (𝑥) = 𝑣𝑎𝑟𝑖â𝑛𝑐𝑖𝑎 𝑑𝑒 𝑥    
 
Para modelos com duas variáveis explicativas a estimativa de 𝑏1  é 
descrita conforme equação 23 a seguir: 
 
 ?̂?1 =
𝑐𝑜𝑣(𝑋1, 𝑌)𝑉𝑎𝑟(𝑋2) − 𝑐𝑜𝑣(𝑋2, 𝑌)𝑐𝑜𝑣(X1, 𝑋2)
𝑉𝑎𝑟(𝑋1)𝑉𝑎𝑟(𝑋2) − [𝑐𝑜𝑣(𝑋1, 𝑋2)]
 (20) 
 
ANEXO 6: Coeficiente de Determinação 
Segundo Fávero et al. (2009), a principal medida que mede a capacidade 
explicativa do modelo é expressa pelo parâmetro denominado coeficiente de 
determinação 𝑅2 . Este parâmetro informa o quanto da variância de 𝑦  pode ser 
creditada ao modelo de regressão e pode ser interpretado como a redução 
proporcional do erro pelo uso da equação de previsão linear em vez da média ?̅? 
(AGRESTI e FINLAY, 2012). 
 
O cálculo do coeficiente de determinação é realizado por meio da 
expressão que representa a divisão entre a soma dos quadrados da regressão e a 
soma total dos quadrados, conforme apresentado na equação 24 a seguir. 
 
 𝑅2 =  
𝑆𝑄𝑅
𝑆𝑄T
=
∑(?̂?𝑖 − ?̅?)
2
∑(𝑦𝑖 − ?̅?)2
 (21) 
 
Para Marôco (2011) o valor de 𝑅2  correspondente a um ajustamento 
adequado depende da análise que se deseja fazer. Em ciências exatas, valores 
acima de 0,9 são aceitáveis, em ciências sociais aceitam-se valores acima de 0,5. 
Segundo Agresti e Finlay (2012), o 𝑅2 tem 5 propriedades: 
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1. Seus valores estão entre -1 e 1. 
2. O valor mínimo possível para 𝑆𝑄𝑈 é 0, nesse caso 𝑅2 = 1. 
3. Quando a inclinação da reta dos mínimos quadrados é 𝑏 = 0, o 
intersepto 𝑎 é igua a ?̅?. 
4. Quanto mais próximo de 1 for o valor de 𝑅2, mais efetiva é a linha 
dos mínimos quadrados comparada com a média. 
5. O 𝑅2 não depende das unidades de mensuração e ele assume o 
mesmo valor tanto quando 𝑥 prevê 𝑦, como quanto 𝑦 prevê 𝑥. 
 
