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1 De´finitions et re´sultat principal.
Nous de´finissons les doubles sommes de Sylvester et les sous-re´sultants et donnons quelques unes de
leurs proprie´te´s.
Le re´sultat principal de l’article est de pre´ciser les relations entre ces deux notions.
Soient A et B deux familles finies d’e´le´ments d’un corps K, de cardinalite´ m et n ; on de´finit le re´sultant
de A et B par
R(A,B) :=
∏
a∈A,b∈B
(a− b).
Notons que si A ∩B 6= ∅,
R(A,B) = 0,
que
R(A, ∅) = 1,
et que
R(X,A ∩B) = gcd(R(X,A), R(X,B)).
1.1 Doubles sommes de Sylvester.
Si A est un ensemble fini et C est un sous-ensemble de A de cardinalite´ p, on utilisera la notation.
C ⊂p C.
Si A et B sont deux ensembles finis et p et q deux entiers ve´rifiant p+ q ≤ min(#B,#A), on de´finit
la double somme de Sylvester d’exposant (p, q), note´e Sylvp,q, par
Sylvp,q(A,B)(X) :=
∑
C ⊂p A
D ⊂q B
R(X,C)R(X,D)
R(C,D)R(A \C,B \D)
R(C,A \C)R(D,B \D) .
Remarque 1.1 Les doubles sommes de Sylvester ont les proprie´te´s suivantes.
1. Le degre´ de Sylvp,q(A,B)(X) par rapport a` X est ≤ p+ q.
2. Sylv0.0(A,B)(X) = R(A,B).
3. Les double sommes de Sylvester non nulles de plus petit degre´ sont un pgcd de R(X,A) et
R(X,B). Plus pre´cise´ment, si j est le nombre d’e´le´ments de A ∩B,
(a) pour tous p, q tels que j = p+ q, Sylvp,q(A,B)(X) est un pgcd de R(X,A) et R(X,B),
(b) pour tous p, q tels que j > p+ q, Sylvp,q(A,B)(X) = 0.
Les proprie´te´s 1 et 2 sont vraies par de´finition. Les proprie´te´s 3(a) et 3(b) proviennent du fait que si
](C) = p, ](D) = q,
– si p+ q = ](A ∩B), C ∪D = A ∩B,
R(X,C)R(X,D) = R(X,A ∩B) = gcd(R(X,A), R(X,B)),
– si (p+ q = ](A ∩B) et C ∪D 6= A ∩B) ou si p+ q < ](A ∩B),
R(A \C,B \D) = 0,
puisque (A \C) ∩ (B \D) 6= ∅.
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1.2 Sous-re´sultants.
Soient A et B deux polynoˆmes unitaires de degre´ respectif m et n, avec n < m.
A =
m∑
k=0
αkX
m−k B =
n∑
k=0
βkX
n−k.
Pour j ≤ n − 1, Sylvj(A,B) de´signe la matrice dont les lignes sont les coordonne´es des polynoˆmes
Xn−1−jA, . . . , A,B, . . . ,Xm−1−jB (dans cet ordre), dans la base {Xm+n−j−1, . . . , 1} de K[X]. C’est
une matrice d’ordre (m+ n− 2j)× (m+ n− j).
Pour j ≤ n − 1, le sous-re´sultant d’indice j de A et B, note´ Sresj(A,B)(X), est le de´terminant de la
matrice Mj(A,B), dont les (m+ n− 2j − 1) premie`res colonnes sont celles de Sylvj(A,B), la dernie`re
(la (m+ n− 2j)-ie`me) est forme´e des polynoˆmes Xn−1−jA, . . . , A, B, . . . ,Xm−1−jB (dans cet ordre).
On a donc
Sresj(A,B)(X) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 α1 α2 α3 · · · αm+n−2j−2 Xn−j−1A
0 1 α1 α2 · · · αm+n−2j−3 Xn−j−2A
...
...
...
...
...
...
• • • • · · · αm−j−1 A
• • • • · · · βn−j−1 B
...
...
...
...
...
...
...
0 1 β1 β2 · · · βm+n−2j−3 Xm−j−2B
1 β1 β2 β3 · · · βm+n−2j−2 Xm−j−1B
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
avec la convention : αi = 0 pour i > m et βi = 0 pour i > n. Soit, pour k ≤ j, µk,j(A,B) le mineur
d’ordre (m+ n− 2j)× (m+ n− 2j) extrait de Sylvj(A,B) construit sur les m+ n− 2j − 1 premie`res
colonnes et la (m+n−j−k)-ie`me colonne. Alors, en de´veloppant le de´terminant de la matrice Mj(A,B)
par rapport a` sa dernie`re colonne, on trouve
Sresj(A,B)(X) =
j∑
k=0
µk,jX
k.
On de´finit εk = (−1)[k/2] = (−1)k(k−1)/2.
Remarque 1.2 Les sous-re´sultants ont les proprie´te´s suivantes.
1. Le sous-re´sultant Sresj(A,B)(X) est un polynoˆme de degre´ ≤ j.
2. Sres0(A,B)(X) = εmR(A,B), ou` A et B sont les deux familles finies donne´es par les racines de
A et de B dans un corps alge´briquement clos contenant K.
3. Le sous-re´sultant non nul de plus petit degre´ est un pgcd de A et B.
4. Pour tout C polynoˆme de degre´ c,
Sresj+c(AC,BC)(X) = C(X)Sresj(A,B)(X).
Les trois premie`res proprie´te´s sont similaires a` celles des doubles sommes de Sylvester note´es dans
la remarque 1.1, leurs de´monstrations sont donne´es dans [2]. La dernie`re proprie´te´ se montre via un
calcul de de´terminant.
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1.3 Le re´sultat principal.
Soient A et B deux polynoˆmes unitaires de degre´s respectifs m et n, et A et B les deux familles finies
donne´es par les racines de A et de B dans un corps alge´briquement clos contenant K. On a
A = R(X,A) , B = R(X,B).
Le re´sultat principal de l’article est l’e´galite´ (a` une constante pre`s) entre les sous-re´sultants de A et B
et les doubles sommes de Sylvester des familles A et B.
The´ore`me principal. Soit j ≤ n < m ; pour tous p, q tels que p + q = j, Sresj(A,B)(X) et
Sylvp,q(A,B)(X) sont e´gaux a` une constante pre`s. Plus pre´cise´ment,
(−1)p(m−j)εm−j
(
j
p
)
Sresj(A,B)(X) = Sylvp,q(A,B)(X).
Ce the´ore`me, e´nonce´ par Sylvester, est prouve´ dans [4], ainsi que dans [1]. La preuve de [4] s’appuie
sur les fonctions de Schur, les multifonctions de Schur et leurs proprie´te´s. La preuve de [1] travaille
avec des matrices. Nous pre´sentons une preuve simple par re´currence sur n.
2 Deux proprie´te´s des sommes de Sylvester.
Nous redonnons ici les de´monstrations de deux proprie´te´s des sommes de Sylvester (voir [4]).
Soit A un ensemble fini d’e´le´ments d’un corps. Si a ∈ A, on note a l’ensemble {a} et A \ a l’ensemble
A \ {a}.
Pour tout polynoˆme A, on note cj(A) le coefficient du terme de degre´ j de A.
Proposition 2.1 Soient j < n < m ; pour tous p, q tels que j = p+ q, et b ∈ B ;
Sylvp,q(A,B)(b) = (−1)m−jA(b)cj(Sylvp,q(A,B \ b)(X))
Preuve.
Sylvp,q(A,B)(b) =
∑
C ⊂p A
D ⊂q B
R(b,C)R(b,D)
R(C,D)R(A \C,B \D)
R(C,A \C)R(D,B \D)
= (−1)m−jA(b)
∑
C ⊂p A
D ⊂q B
R(C,D)R(A \C, (B \ b) \D)
R(C,A \C)R(D, (B \ b) \D)
En effet, si b ∈ D, alors, tous les termes qui contiennent R(b,D) sont nuls ; si b /∈ D, alors
R(b,C)R(A \C,B \D) = (−1)m−pA(b)R(A \C, (B \ b) \D),
R(b,D)
R(D,B\D) = (−1)q 1R(D,(B\b)\D)
Ce qui donne le re´sultat, car le coefficient de degre´ j de Sylvp,q(A,B \ b)(X) est∑
C ⊂p A
D ⊂q B \ b
R(C,D)R(A \C, (B \ b) \D)
R(C,A \C)R(D, (B \ b) \D).
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Proposition 2.2
1. Si n < m et p+ q = n, alors
Sylvp,q(A,B)(X) = (−1)p(m−n)
(
n
p
)
B(X).
2. Si n = m = p+ q, alors
Sylvp,q(A,B)(X) =
(
n− 1
q
)
A(X) +
(
n− 1
p
)
B(X).
La preuve de la proposition 2.2 utilise le lemme suivant.
Lemme 2.3
1. Soient j ≤ n < m ; pour tous p, q tels que j = p+ q, et a ∈ A ;
Sylvp,q(A,B)(a) = (−1)pB(a)cj(Sylvp,q(A \ a,B)(X))
2. Soient j = n = m ; pour tous p, q tels que j = p+ q, Si q 6= 0, pour tout a ∈ A ;
Sylvp,q(A,B)(a) = (−1)pB(a)cj−1(Sylvp,q−1(B,A \ a)(X))
3. Soient j = n = m ; pour tous p, q tels que j = p+ q, Si p 6= 0, pour tout b ∈ B ;
Sylvp,q(A,B)(b) = (−1)qA(b)cj−1(Sylvq,p−1(A,B \ b)(X))
Preuve.
1. j ≤ n < m. On remarque que p < m.
Sylvp,q(A,B)(a) =
∑
C ⊂p A \ a
D ⊂q B
R(a,C)R(a,D)
R(C,D)R(A \C,B \D)
R(C,A \C)R(D,B \D)
Or,
R(A \C,B \D) = R(a,B \D)R((A \ a) \C,B \D),
R(C,A \C) = R(C, (A \ a) \C)R(C, a).
D’ou`
Sylvp,q(A,B)(a) = B(a)
∑
C ⊂p A \ a
D ⊂q B
R(a,C)R(C,D)R((A \ a) \C,B \D)
R(C, (A \ a) \C)R(a,C)(−1)pR(D,B \D)
= B(a)(−1)p
∑
C ⊂p A \ a
D ⊂q B
R(C,D)R((A \ a) \C,B \D)
R(C, (A \ a) \C)R(D,B \D)
= B(a)(−1)pcj(Sylvp,q(A \ a,B)(X))
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2. j = n = m = p+ q.
Sylvp,q(A,B)(a) =
∑
C ⊂p A \ a
D ⊂q B
R(a,C)R(a,D)R(C,D)R(A \C,B \D)
R(C,A \C)R(D,B \D)
Posons
M =
R(a,C)R(a,D)R(C,D)R(A \C,B \D)
R(C,A \C)R(D,B \D)
Alors,
M =
R(a,C)R(a,D)R(C,D)R((A \ a) \C,B \D)R(a,B \D)
R(C, (A \ a) \C)R(C, a)R(D,B \D)
= (−1)pB(a)R(a,C)R(C,D)R((A \ a) \C,B \D)
R(C, (A \ a) \C)R(a,C)R(D,B \D)
= (−1)pB(a)R(C,D)R((A \ a) \C,B \D)
R(C, (A \ a) \C)R(D,B \D)
On pose C′ = (A \ a) \C et D′ = B \D ; on a #C′ = m − 1 − p = q − 1 et C′ ⊂ A \ a, ainsi
que #D′ = p et D′ ⊂ B.
M = (−1)pB(a)R(C
′,D′)R((A \ a) \C′,B \D′)
R((A \ a) \C′,C′)R(B \D′,D′)
= (−1)pB(a) (−1)
αR(D′,C′)(−1)βR(B \D′, (A \ a) \C′)
(−1)γR(C′, (A \ a) \C′)(−1)δR(D′,B \D′)
avec α = (q − 1)p, β = p(q − 1), γ = p(q − 1), δ = qp et α+ β + γ + δ = p (mod 2). Donc,
M = B(a)
R(D′,C′)R(B \D′, (A \ a) \C′)
R(C′, (A \ a) \C′)R(D′,B \D′)
Or,
cj−1(Sylvp,q−1(B,A \ a)(X)) =
∑
C′ ⊂q−1 A \ a
D′ ⊂p B
R(D′,C′)R(B \D′, (A \ a) \C′)
R(C′, (A \ a) \C′)R(D′,B \D′)
Ce qui implique
Sylvp,q(A,B)(a) = (−1)pB(a)cj−1(Sylvp,q−1(B,A \ a)(X)).
3. j = n = m = p+ q.
Sylvp,q(A,B)(b) =
∑
C ⊂p A
D ⊂q B \ b
R(b,C)R(b,D)R(C,D)R(A \C,B \D)
R(C,A \C)R(D,B \D)
Posons
N =
R(b,C)R(b,D)R(C,D)R(A \C,B \D)
R(C,A \C)R(D,B \D)
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Alors,
N =
R(b,C)R(b,D)R(C,D)R(A \C, (B \ b) \D)R(A \C, b)
R(C,A \C)R(D, b)R(D, (B \ b) \D)
=
R(b,C)(−1)qR(D, b)R(C,D)R(A \C, (B \ b) \D)(−1)qR(b,A \C)
R(C,A \C)R(D, b)R(D, (B \ b) \D)
= A(b)
R(C,D)R(A \C, (B \ b) \D)
R(C,A \C)R(D, (B \ b) \D)
On pose C′ = A \C et D′ = (B \ b) \D ; on a #C′ = q et C′ ⊂ A, ainsi que #D′ = p − 1 et
D′ ⊂ B \ b.
N = A(b)
R(C′,D′)R(A \C′, (B \ b) \D′)
R(A \C′,C′)R((B \ b) \D′,D′)
= A(b)
R(C′,D′)R(A \C′, (B \ b) \D′)
(−1)pqR(C′,A \C′)(−1)(p−1)qR(D′, (B \ b) \D′
= (−1)qA(b)R(C
′,D′)R(A \C′, (B \ b) \D′)
R(C′,A \C′)R(D′, (B \ b) \D′)
Or,
cj−1(Sylvq,p−1(A,B \ b)(X)) =
∑
C′ ⊂q A
D′ ⊂p−1 B \ b
R(C′,D′)R(A \C′, (B \ b) \D′)
R(C′,A \C′)R(D′, (B \ b) \D′
Donc,
Sylvp,q(A,B)(b) = (−1)qA(b)cj−1(Sylvq,p−1(A,B \ b)(X))
Preuve de la proposition 2.2.— On fait une double re´currence sur n et m.
Si n < m, on conside`re la proprie´te´ Fm,n suivante : pour tous A et B de cardinal respectif m et n, et
tous p, q tels que p+ q = n
Sylvp,q(A,B)(X) = (−1)p(m−n)
(
n
p
)
B(X).
On conside`re aussi la proprie´te´ Gn suivante : pour tous A et B de cardinal n et tous p, q tels que
p+ q = n
Sylvp,q(A,B)(X) =
(
n− 1
q
)
A(X) +
(
n− 1
p
)
B(X).
– Initialisation.
– Pour prouver Fm,0 avec m > 0, on remarque que p+ q = n = 0, donc p = q = 0 et on a d’une part
Sylv0,0(A,B)(X) = R(A, ∅) = 1,
d’autre part,
(−1)p(m−n)
(
n
p
)
B(X) = R(X, ∅) = 1.
Ce qui prouve que Fm,0 est vraie.
– Pour prouver G1, il faut prendre n = 1 = p+ q.
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– si p = 1 : Sylv1,0(A,B)(X) = X − a = A(X), et
(
n− 1
q
)
A(X) +
(
n− 1
p
)
B(X) = A(X),
car
(
n− 1
p
)
=
(
0
p
)
= 0.
– si q = 1 : Sylv0,1(A,B)(X) = B(X), et
(
n− 1
q
)
A(X) +
(
n− 1
p
)
B(X) = A(X), car(
n− 1
q
)
=
(
0
q
)
= 0.
– Si 0 < n < m, montrons Fm,n en supposant Fm−1,n ve´rifie´e ainsi que Gn Pour tout a ∈ A,
Sylvp,q(A,B)(a) = (−1)pcj(Sylvp,q(A \ a,B)(X))B(a)
(c’est le lemme 2.3, 1)
1er cas. m−1 > n = p+q : on applique Fm−1,n : Sylvp,q(A\a,B)(X) = (−1)p(m−1−n)
(
n
p
)
B(X)
et donc
Sylvp,q(A,B)(a) = (−1)p(m−n)
(
n
p
)
B(a)
Les polynoˆmes Sylvp,q(A,B)(X) et (−1)p(m−n)
(
n
p
)
B(X), qui sont de degre´ p + q = n < m,
prennent les meˆmes valeurs en les m points de A : ils sont donc e´gaux.
2e`me cas. m− 1 = n = p+ q : il s’agit de montrer Fn+1,n. Pour cela, on applique Gn a` A \ a et B
(A est de cardinal n+ 1 et B est de cardinal n).
Sylvp,q(A \ a,B)(X) =
(
n− 1
q
)
A(X)
X − a +
(
n− 1
p
)
B(X).
On de´duit
cn(Sylvp,q(A \ a,B)(X)) =
(
n− 1
q
)
+
(
n− 1
p
)
=
(
n
p
)
et
Sylvp,q(A,B)(a) = (−1)p
(
n
p
)
A(a) = (−1)(m−n)p
(
n
p
)
A(a)
la dernie`re e´galite´ provenant de m− n = 1.
On a a` nouveau deux polynoˆme de degre´ p+q = n qui co¨ıncident aux m points de A, avec m > n ;
ces deux polynoˆmes sont donc e´gaux.
– Montrons Gn+1 lorsque Gn est vrai : on a alors Fn+1,n (voir ci-dessus).
On calcule pour tout a ∈ A et tout b ∈ B, Sylvp,q(A,B)(a), et Sylvp,q(A,B)(b), qu’on compare a`((
n
q
)
A+
(
n
p
)
B
)
(a) et
((
n
q
)
A+
(
n
p
)
B
)
(b).
– Si q = 0 : Sylvp,q(A,B)(X) = A(X), Sylvp,q(A,B)(a) = 0 et Sylvp,q(A,B)(b) = A(b) ;((
n
0
)
A+
(
n
n+ 1
)
B
)
(a) = 0 car
(
n
n+ 1
)
= 0 ;((
n
0
)
A+
(
n
n+ 1
)
B
)
(b) = A(b) car
(
n
n+ 1
)
= 0.
– Si p = 0, q = n : Sylvp,q(A,B)(X) = B(X), Sylvp,q(A,B)(a) = B(a) et Sylvp,q(A,B)(b) = 0 ;((
n
n+ 1
)
A+
(
n
0
)
B
)
(a) = B(a) car
(
n
n+ 1
)
= 0 ;
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((
n
n+ 1
)
A+
(
n
0
)
B
)
(b) = 0 car
(
n
n+ 1
)
= 0.
– Si p 6= 0 et q 6= 0, d’apre`s le lemme 2.3, 2,
Sylvp,q(A,B)(a) = (−1)pB(a)cj−1(Sylvp,q−1(B,A \ a)(X))
On peut appliquer Fn+1,n au quadruplet (n+ 1, n, p, q − 1) pour B et A \ a. On a donc
Sylvp,q−1(B,A \ a)(X) = (−1)p
(
n
p
)
B(X)
d’ou` l’on de´duit
cj−1(Sylvp,q−1(B,A \ a)(X)) = (−1)p
(
n
p
)
.
D’ou`
Sylvp,q(A,B)(a) =
(
n
p
)
B(a)
Par ailleurs, ((
n
q
)
A+
(
n
p
)
B
)
(a) =
(
n
p
)
B(a).
De meˆme, d’apre`s le lemme 2.3, 3,
Sylvp,q(A,B)(b) = (−1)qA(b)cj−1(Sylvq,p−1(A,B \ b)(X))
On peut appliquer Fn+1,n au quadruplet (n+ 1, n, q, p− 1) pour A et B \ b.
Sylvq,p−1(A,B \ b)(X) = (−1)q
(
n
q
)
A(X)
Sylvp,q(A,B)(a) =
(
n
q
)
A(b)
Par ailleurs, ((
n
q
)
A+
(
n
p
)
B
)
(b) =
(
n
q
)
A(b)
Dans ces 3 cas, qui couvrent tous les cas possibles, les deux polynoˆmes
(
n
q
)
A +
(
n
p
)
B et
Sylvp,q(A,B), qui sont tous les deux de degre´ p + q = n + 1, co¨ıncident aux 2(n + 1) points de
A et B. Ils sont donc e´gaux.
3 Deux proprie´te´s des sous-re´sultants.
Les sous-re´sultants se comportent comme les doubles sommes de Sylvester : on a l’anologue de la
proposition 2.1 et de la proposition 2.2, 1.
Proposition 3.1 Si b est une racine de B, alors, pour tout 0 ≤ j < n < m,
Sresj(A,B)(b) = (−1)m−jA(b)cj
(
Sresj
(
A,
B
X − b
)
(X)
)
.
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Preuve.— De´montrons Sresj(A,B)(b) = (−1)m−jA(b)cj+1Sresj+1 ((X − b)A,B) .
Supposons tout d’abord que j < n−1 ; on remarque les faits suivants, si j < n−1 et 1 ≤ ` ≤ n−j−1 :
1. on a :
Xn−(j+1)−`(X − b)A = Xn−(j+1)−`+1A− bXn−(j+1)−`A
= Xn−j−`A− bXn−j−(`+1)A ;
2. si A =
m∑
k=0
αkX
m−k, alors
(X − b)A = α0Xm+1 +
m∑
k=1
(αk − αk−1b)Xm+1−k − αmb
Donc, si, dans la matrice Mj(A,B), pour 1 ≤ ` ≤ q − j − 1, on remplace la `-ie`me ligne L` par la
combinaison line´aire de lignes L` − bL`+1, on obtient une matrice M ′j(A,B) ve´rifiant detM ′j(A,B) =
detMj(A,B) et dont
– les (n− 1− j) premie`res lignes sont les (n− 1− j) premie`res lignes de Mj+1((X − b)A,B) ;
– les (m−j) = (m+1−(j+1)) dernie`res lignes sont les (m−j) dernie`res lignes de Mj+1((X−b)A,B)
(matrice qui a une ligne de moins que la matrice Mj(A,B)).
Si on spe´cialise la matrice M ′j(A,B) en b, (ce qui ne touche qu’a` sa dernie`re colonne), alors, cette
dernie`re colonne pre´sente des ze´ros partout sauf sur la ligne n− j. En position n− j, on trouve A(b).
On de´veloppe le de´terminant de M ′(A,B)(b) le long de cette dernie`re colonne, ce qui donne
det(M ′j(A,B)(b)) = det(Mj(A,B)(b)) = Sresj(A,B)(b) = (−1)m−jA(b) det(N)
ou` N est la matrice obtenue a` partir de M ′j(A,B) en supprimant la (n − j)-ie`me ligne et la dernie`re
colonne, ce qui donne exactement N = µj+1,j+1((X − b)A,B) et det(N) = cj+1Sresj+1((X − b)A,B).
Ce qui termine la preuve dans le cas j < n− 1.
Si maintenant j = n − 1, alors Sresn−1(A,B)(b) = (−1)m−n+1A(b), et Sresn((X − b)A,B)(X) = Q,
donc, cn(Sresn(X − b)A,B) = 1 et Sresn−1(A,B)(b) = (−1)m−jA(b)cn(Sresn(X − b)A,B), puisque
j = n− 1.
On a de´montre´
Sresj(A,B)(b) = (−1)m−jA(b)cj+1(Sresj+1 ((X − b)A,B)).
Pour obtenir la proposition il suffit d’utiliser
Sresj+1((X − b)A,B)(X) = (X − b)Sresj
(
A,
B
X − b
)
(X),
qui est un cas particulier du point 4 de la remarque 1.2
Proposition 3.2
Sresn(A,B)(X) = εm−nB(X).
Preuve.— La preuve est une conse´quence imme´diate de la de´finition des sous-re´sultants.
Remarque 3.3 Notons qu’il n’y a pas d’e´quivalent de la proposition 2.2, 2 : les sous-re´sultants ne
sont pas de´finis pour n = m.
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Conse´quence 3.4 De la proposition 3.1 on de´duit, pour j = n− 1, par interpolation de Lagrange :
Sresn−1(A,B)(X) =
n∑
i=1
(−1)m−n+1A(bi)cn−1
(
A,
B
X − b
) ∏
j 6=i(X − bj)∏
j 6=i(bi − bj)
=
n∑
i=1
(−1)m−n+1R(bi,A)R(X,B− bi)
R(bi,B− bi) .
ce qui est exactement le the´ore`me principal avec le quadruplet (m,n, 0, n− 1). En effet, en appliquant
ce the´ore`me principal pour ce quadruplet, on a
Sylv0,n−1(A,B)(X) =
n∑
i=1
R(X,B− bi)R(A, bi)
R(B− bi, bi)
=
n∑
i=1
R(X,B− bi)(−1)mR(bi,A)
(−1)n−1R(bi,B \ bi)
= Sresn−1(A,B)(X).
4 Preuve du the´ore`me principal.
Rappelons l’e´nonce´ du the´ore`me, avec les notations ci-dessus.
The´ore`me 4.1 Soient j ≤ n < m et p, q tels que p+ q = j, alors
Sylvp,q(A,B)(X) = (−1)p(m−j)εm−j
(
j
p
)
Sresj(A,B)(X).
Remarque 4.2 A` partir de la proposition 3.1 et de la proposition 2.1, avec ces notations, on a les
deux e´galite´s similaires suivantes : si j ≤ n− 1, alors
Sresj(A,B)(b) = (−1)m−jA(b)cj(Sresj
(
A, BX−b
)
(X)
Sylvp,q(A,B)(b) = (−1)m−jA(b)cj(Sylvp,q(A,B \ b)(X)).
La mise en paralle`le de ces deux re´sultats conduit a` la preuve par re´currence sur n du the´ore`me 4.1.
En effet, si le the´ore`me est ve´rifie´ pour tout Bn−1 de cardinal n− 1, il est ve´rifie´ par B \ b pour tout
b ∈ B. Les coefficients dominants de deux polynoˆmes e´gaux e´tant e´gaux. on obtient, par interpolation
aux n e´le´ments de B, que le the´ore`me est vrai pour B.
Preuve.— On rappelle que, si p+ q = n < m,
Sylvp,q(A,Bn)(X) = (−1)p(m−n)
(
n
p
)
Bn(X),
Sresn(A,Bn)(X) = εm−nBn(X).
pour toute famille Bn, ceci d’apre`s la proposition 2.2, 1 et la proposition 3.2, ce qui implique le the´ore`me
pour j = n.
Pour le cas ge´ne´ral, on fait une de´monstration par re´currence sur n. L’hypothe`se de re´currence Hn est
la suivante.
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∀j < n, ∀(p, q) ∈ IN2 avec j = p+ q, pour toute famille Bn de cardinal n, si Bn = R(X,Bn),
Sylvp,q(A,Bn)(X) = εm−j(−1)p(m−j)
(
j
p
)
Sresj(A,Bn)(X),
La proprie´te´ H1 est ve´rifie´e, car alors p = q = 0, B1 = b,
Sylv0,0(A, b)(X) = R(A, b) = (−1)mA(b),
Sres0(A, b)(X) = εmR(A, b) = (−1)mεmA(b);
par la remarque 1.1, 2. et la remarque 1.2, 2. D’ou`, Sylv0,0(A, b)(X) = εmSres0(A, b)(X).
Pour montrer Hn, si j 6= n− 1, on applique Hn−1, ce qui donne pour tout b ∈ Bn
Sylvp,q(A,Bn \ b)(X) = εj(−1)p(m−j)
(
j
p
)
Sresj
(
A,
Bn
X − b
)
(X).
Les coefficients des termes de degre´ j de ces deux polynoˆmes sont donc e´gaux. Or, d’apre`s les propo-
sitions 2.1 et 3.1, pour tout b ∈ Bn,
Sylvp,q(A,Bn)(b) = (−1)m−jA(b)cj(Sylvp,q(A,Bn \ b)(X))
Sresj(A,Bn)(b) = (−1)m−jA(b)cj
(
Sresj
(
A, BnX−b
)
(X)
)
Donc, pour tout b ∈ Bn,
Sylvp,q(A,Bn)(b) = (−1)m−jA(b)εm−j(−1)p(m−j)
(
j
p
)
cj
(
Sresj
(
A,
Bn
X − b
)
(X)
)
= εm−j(−1)p(m−j)
(
j
p
)
Sresj(A,Bn)(b)
la premie`re e´galite´ se de´duisant de l’hypothe`se de re´currence, la deuxie`me de la proposition 3.1. Les
deux polynoˆmes Sylvp,q(A,Bn)(X) et εm−j(−1)p(m−p−q)
(
j
p
)
Sresj(A,Bn)(X), qui sont tous les deux
de degre´ j < n− 1, co¨ıncident aux n points de Bn, ils sont donc e´gaux.
Pour montrer Hn lorsque j = n− 1, on remarque que le the´ore`me est vrai pour le couple (A,Bn \ b)
et j = n− 1. Ce qui permet d’e´crire
Sylvp,q(A,Bn \ b)(X) = εm−n−1(−1)p(m−n−1)
(
n− 1
p
)
Sresn−1
(
A,
Bn
X − b
)
(X).
Mais d’apre`s la proposition 3.2
Sresn−1
(
A,
Bn
X − b
)
(X) = εm−n−1
Bn(X)
X − b .
Donc,
Sylvp,q(A,Bn \ b)(X) = (−1)p(m−n−1)
(
n− 1
p
)
Bn(X)
X − b
et
cj(Sylvp,q(A,Bn \ b)(X)) = (−1)p(m−n−1)
(
n− 1
p
)
.
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En appliquant la proposition 2.1 et la proposition 3.1 on a
Sylvp,q(A,Bn)(b) = (−1)m−n−1A(b)(−1)p(m−n−1)
(
n− 1
p
)
Sresn−1(A,Bn)(b) = (−1)m−n−1A(b)cn−1
(
Sresn−1
(
A, BnX−b
)
(X)
)
ce qui donne
Sresn−1(A,Bn)(b) = (−1)m−n−1A(b)εm−n−1
Donc,
Sylvp,q(A,Bn)(b) = εm−n−1(−1)m−n−1Sresn−1(A,Bn)(b)
Les polynoˆmes Sylvp,q(A,Bn) et εm−n−1(−1)m−n−1Sresn−1(A,Bn), qui sont tous les deux de degre´
p+ q = n− 1, co¨ıncident aux n points de B : ils sont donc e´gaux.
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