Introduction
The theory of transformations for hyperbolic second-order equations in the plane, developed by Darboux, Laplace and Moutard, has many applications in classical differential geometry [11, 12] , and beyond it in the theory of integrable systems [13, 18] . These results, which were obtained for the linear case, can be applied to nonlinear Darboux-integrable equations [2, 6, 14, 15] . In the last decade, numerous generalizations of the classical theory have been developed. Among them there are generalizations to the case of systems of hyperbolic equations in the plane [3, 4, 5, 21] , and generalizations to the case of hyperbolic equations with more than two independent variables [8, 22] . The non-hyperbolic case has been much less investigated [17, 19, 20] .
Here, Darboux's classical results about transformations with differential substitutions for hyperbolic equations are extended to the case of parabolic equations.
with b(x, y) = 0, some Linear Partial Differential Operator (LPDO) M and a new function v(x, y) = Mu. One can easily compute that in the generic case v satisfies an overdetermined system of linear differential equations. However, there is some choice of M which leads to only one equation for v, namely, L 1 v = 0, where L 1 is an operator of the same form (1) allbeit with possibly different coefficients a 1 (x, y), c 1 (x, y), b 1 ≡ b. In this case we say that we have a differential transformation of operator L into operator L 1 with M, and denote this fact as L M −→ L 1 . Also it is easy to notice that in this case there must exist an operator M 1 such that the following equality holds:
that is the both parts of (2) 
there are quite complete results on the possible form of the operators M that satisfy (2) (see [24, Ch . VIII]): in the generic case the operator M can be determined (up to an arbitrary multiplier) from Mz i = 0, i = 1, . . . , k, where z i (x, y) are independent solutions of L H z i = 0. There are also some degenerate cases. As was discovered by Darboux, one of those degenerate cases is the classical Laplace transformation, which is defined by the coefficients of operator (3) only. Relation (2) for the "intertwining operator" M is widely used in the study of integrability problems in two-and onedimensional cases [1, 10] . In this paper, we prove general Theorem 3.1 that provides a way to determine transformations L M −→ L 1 for parabolic equations (1) . It turned out (Theorem 4.2) that transforming operators M of some higher order can be always represented as a composition of some first-order operators that consecutively define a series of transformations of the operators of the form (1) .
Unlike the classical case of the Laplace and Moutard transformations, the transformations considered in this paper are not invertible. In this respect the problem in question is analogous to the generic case that was considered in [24, Ch. VIII]) for operators (3) . As follows from Theorems 3.1, 4.2 for parabolic operators (1) there are no degenerate cases like Laplace transformations for arbitrary operators (3). It is of interest to consider the problem of the existence of an inverse transforma-
The order of the inverse may be higher than the order of the initial transformation L M −→ L 1 . Examples show that the existence of such an inverse implies some differential constrains on the coefficients of the initial operator L. In Sec. 5 we show that these relations can imply famous integrable equations, in particular, the Boussinesq equation. This result is an analogue of results [9, 13, 23] for periodic chains of Laplace transformations for the operators (3), which also lead to integrable non-linear equations.
Authors are thankful to M.V. Pavlov for useful discussions.
Basic Definitions and Auxiliary Results
Consider a field K of characteristic zero with commuting derivations ∂ x , ∂ y , and the ring of linear differential operators 
Below we assume that the field K is differentially closed unless stated otherwise, that is it contains solutions of (non-linear in the generic case) differential equations with coefficients from K.
Let
Then an algebraic differential expression I in the coefficients of L is invariant under the gauge transformations (we consider only these in the present paper) if it is unaltered by these transformations. Trivial examples of invariants are the coefficients of the symbol of an operator. A generating set of invariants is a set using which all possible differential invariants can be expressed.
Theorem 2.1. [16, 25] The action of the gauge group on operators of the form (1) has the following generating system of invariants:
Note that if an operator (1) has only constant coefficients then I 1 is a constant and I 2 = 0. If the field of coefficients K contains quadratures (differentially closed), it is easy to prove the inverse statement: 
Lemma 2.3. Without loss of generality one can divide the symbols
Proof. Indeed, multiply the both sides of (2) by 1/g on the left:
Then "new" M and M 1 have the coefficients of the "old" ones divided by g, while L 1 is subjected to the gauge transformation with g, and, therefore, its symbol is unchanged, while the other coefficients can be changed. 
Proof. It is enough to apply the gauge transformation with g = exp(− a dx) to all operators in (2) . This gauge transformation do not alter the symbols of the operators, and, therefore, does not interfere with the simplifications from Lemma 2.3.
First-Order Transformations
Consider L of the form (1) and an operator L 1 of the same form:
such that (2) holds. The comparison of the symbols implies p 1 = p, q 1 = q.
First consider the case p = 0, q = 0 . By lemma 2.3 without loss of generality one can assume p = 1, and a = 0 by lemma 2.4. Equating the coefficients in (2) we have
, and two constrains on the coefficients of the operators L and M: C 1 = 0, C 0 = 0, where
We see from (4), (5) that given the coefficients of the operator L, one can always find solutions r, q of these equations in the differentially closed field K, that is every operator (1) admits infinitely many transformations with different operators M. The equations (4), (5) for r, q can be solved explicitly with the help of two arbitrary (independent) generic solutions of the equation (1) . Indeed, given a first-order operator M that satisfies the constrain (2), the following system of equations
is consistent and has a two-dimensional space of solutions, which is parameterized, for example, by the values u(x 0 , y 0 ), u y (x 0 , y 0 ). In fact, we can express the derivatives of u of any order with respect to x in terms of its derivatives with respect to y from the second equation Mu = 0. Substituting those into the first equation Lu = 0, we have an expression for the second derivative u yy , provided q = 0. On the other hand the consistency of (6) is guaranteed by (2) , which can be rewritten as
Conversely, a basis z 1 (x, y), z 2 (x, y) in the space of solutions of (6) allows us to reconstruct M: the conditions Mz 1 = 0, Mz 2 = 0 give a system of two linear algebraic equations for the coefficients r, q, and we can easily determine the operator M:
Since the values z i (x 0 , y 0 ), (z i ) y (x 0 , y 0 ) are lineally independent, the denominator of this expression is non-zero. Vice versa, the choice of two arbitrary lineally independent solutions z 1 , z 2 of the equation (1) (1), then using (1) we can remove all the terms that contain u xx , u xxx , u xxy . Using an appropriate combinationLv = v xx + a 1 (x, y)v x + b 1 (x, y)v y we can also remove the terms with u xy , u yy , leaving u x , u y , u only. Since the expressionLv vanishes after the substitution u = z i it must be proportional to Mu: Lv =L(Mu) = c 1 (x, y)Mu, which implies (2) with L 1 =L − c 1 for an arbitrary function u(x, y).
Note that in the considered case the coefficients at D y , D x in M are non-zero. From now on we refer to such transformations as X + qY -transformations. Below we consider the cases when one or another of the coefficients is zero separately. Therefore, we will prove the following statement: 
for r. We apply the same trick as in the non-degenerate case in order to determine the operator M in terms of solutions of the initial equation (1). Now we choose one solution z 1 and require M to satisfy the condition Mz 1 = 0. We get
Indeed, given an operator M such that the intertwining equality (2) holds, an appropriate z 1 is found as a solution of the consistent system (6), which now has a one-dimensional solution space. Conversely, given a solution z 1 of the equation (1), M can be found from (9), then for v = Mu the derivatives v x , v y , v xx are simplified using (1) .
Then an appropriate combinationLv = v xx +a 1 (x, y)v x +b 1 (x, y)v y contains only u x and u (there are no terms with u yy !). The obtained expressionLv vanishes if we substitute u = z 1 and therefore it must be proportional to Mu, which implies (2).
Later on we refer to such transformations as X-transformations.
Without loss of generality we can assume q = 1, a = 0. If we equate the corresponding coefficients in (2), we obtain in particular 0 = r x , 0 = c y − rb y − br y . Thus, r = r(y) can be found only for some particular functions b, c and for an arbitrarily chosen L = D Notice also that an attempt to construct M by the formula
would not lead to any success either: for such an operator M and v = Mu the derivatives v x , v y , v xx simplified with (1) would contain u xy , u yy , u x , u y , u, and we cannot not find an appropriate combinationLv = v xx +a 1 (x, y)v x +b 1 (x, y)v y having only u y , u. Therefore, Theorem 3.1 is proved. Note that when differential transformations with M = D x + qD y + r are applied to the operator (1), the new values of the basic invariants (that is the values of invariants I 1 and I 2 for L 1 ) are
When differential transformations with M = D x + r are applied the new values of the basic invariants are
Consider an operator
The equation L(z) = 0 has the following solutions z 1 = x 2 , z 2 = x + y. Using the determinantal formula (7) compute
and
Note that L 1 cannot be obtained from L by any gauge transformation. Indeed, the value of the invariant I 2 for L is I 2 = 2 x 2 (x+y)
, while the value of I 2 for L 1 is (4) and (5) are satisfied or equivalently, provided M is in the form (7)) we have (8) is satisfied or equivalently, provided M is in the form(9)) we have M 1 = M and
Example 3.4. Applying the differential transformation with
M = D x + r(x, y) to L = D 2 x + D y (provided the conditionL = D 2 x + D y −→ L 1 = D 2 x + D y − 2r x , I 2 = 0 −→ I 1 2 = −2r xx .
Transformations of Arbitrary Order
We show that differential transformations of arbitrary order of a generic operator (1) can be expressed in terms of some number of partial solutions of (1). In [24, Ch.VIII] analogous formulae were introduced for hyperbolic operators (3). First of all, given some transforming operator M of higher order satisfying (2), we can use the operator L to remove all terms having derivatives with respect to y (generally speaking, this manipulation increases the order of M). The resulting operator has the form
Below we call the corresponding transformation an (m)-transformation. Proof. Having computed the derivatives v x , v y , v xx of v = Mu for an arbitrary solution u of equation (1), we use (1) as above to remove all terms that contain derivatives with respect to y. The remaining terms will contain only some linear combinations of the derivatives D Proof. Consider an operator M in the form (11) and the corresponding solutions z i . Then z 1 generates a first-order transformation withM of the form (9), which transforms L into someL of the same form (1). Others z i , i = 2, . . . , m are transformed into solutionsẑ i =M z i of the equationLẑ = 0. Since Mz 1 = 0,M z 1 = 0, then if we divide the ordinary differential operator M byM, the remainder is zero:
Thus we have obtained an intertwining operator P , whose order is less by one, such thatL P −→ L 1 . The induction by the order m of the intertwining operator completes the proof.
Generalized Moutard Transformations and Differential Transformations. Periodical Differential Transformations
An important subclass of the considered class of the parabolic operators are operators
In [7] , a modification of Moutard transformations for such operators was suggested and applications to the construction of solutions in the KadomtsevPetviashvili (KP) hierarchy of equations were given. As we show below, some of the examples considered in [7] can also be obtained by our method. Direct application of the above results proves the following lemma.
Lemma 5.1. X-transformations preserve the class of the operators (12) . For M = D x + r(x, y) the condition (8) for the existence of such transformations has the following form:
The basic invariant I 2 transforms as follows:
If the operator M is given in the form (9) for some partial solution
Note that X + qY -transformations do not preserve the class of operators (12):
. However, the gauge transformation with g − (x − 1)/x reduces L 1 to the form (12) :
This example and the one below show that classical examples of functions c(x, y) obtained in [7] can also be obtained by the application of one or several differential transformations. Actually, both approaches can be considered as two-dimensional generalizations of Darboux transformations for the one-dimensional Schrödinger operator D As the simplest examples show, an inverse transformation does not exist for a generic operator L. In fact the existence of an inverse transformation implies a system of constrains on the coefficients of L. In some cases, it produces known integrable equations. First, Theorem 4.2 implies that the existence of an inverse transformation, that is the existence of a composition L N ·M −→ L, is equivalent to the existence of a transformation P = N ·M of higher order that transforms the operator L into itself: P 1 · L = L · P . For operators (12) the existence of such an operator implies a particular case of the standard problem of classification of Lax pairs: for P of order one or two of the form (10) this leads to potentials c(x, y) of simple form; the existence of an operator P = p 3 (x, y)D 
that is the famous Boussinesq equation for c:
Therefore, the pair of operators L, P gives us in fact a Lax pair for the Boussinesq equation.
