INTRODUCTION
The parametric approach to spectral estimation suers from a number of problems (such as sensitivity to mismodeling) a fact that has motivated a renewed interest in the nonparametric approach. For the latter approach the performance issue is an important aspect. In particular, answers to the following questions are of signicant interest: (a) What is the best (achievable) statistical performance in the class of nonparametric PSD estimation methods, under some reasonable assumptions ?; (b) Is there any nonparametric PSD estimator that achieves the best statistical performance mentioned above?; (c) How do the best possible performances in the classes of parametric and nonparametric PSD estimation methods compare with one another?
Most papers in the literature do not address the above questions in any generality, but are limited to studies of specic nonparametric PSD estimators, e.g., [2] [5] . A notable exception is [4] where a fairly large class of nonparametric PSD estimators, which are quadratic funct i o n s o f t h e d a t a v ector, were analyzed.
Our approach here is more general, although conceptually simpler, than that of [4] . Under a local smoothness condition and the Gaussian hypothesis we p r o vide general answers to questions (a) and (b) above b y m a king use of the Cram er-Rao bound (CRB) and the maximum likelihood (ML) estimation method, respectively. We show that two of the most successful nonparametric PSD estimators, viz. Thomson method (TM) [9] and Daniell method (DM) [3] can be interpreted as computationally convenient a p p r o ximations to the nonparametric ML-based PSD estimator. This interpretation of the TM and DM provides new insights into the properties of these two methods and the relationship between them. To provide an answer to question (c) we compare the CRB for nonparametric PSD estimation derived here with the CRB for ARMA-based PSD estimation, in a number of cases.
THE ML APPROACH
Let fy(t)g t=1;2;::: denote a complex-valued stationary signal, and let (!) denote its PSD function. Also, let N denote the numberofavailable observations, fy(t)g . Because usually (!) does not satisfy A2 exactly, the use of this assumption will introduce a bias in the so-obtained PSD estimate(s). This bias can be \controlled" by suitably choosing the user parameter M (or L) (see [8] for details).
We can now state the problem to be dealt with in this paper: obtain the ML estimates of f k g M k=1 from fy(t)g N t=1 , and the associated CRB, under assumptions A1 and A2.
Under assumption A1, the negative log-likelihood function of the data vector y is given (within an additive constant) by: f = l o g jRj + y R 1 y (4) where j jdenotes the determinant, and * is the conjugate transposition symbol. The inverse matrix R 1 in (4) exists owing to the assumption that (!) > 0 for all !, in A2. Let a(!) = e i! : : : e iN! T (5) Next, we make use of A2 to rewrite R as follows:
and In view of (9) we can approximately write as ' U U (11) for an appropriately chosen N L -matrix U. Dierent choices of U in (11) will lead to dierent PSD estimation methods. We will discuss the choice of U after completing the analysis for a generic U matrix. Inserting (11) into (6) we obtain:
where
(13) The approximation of R in (12) yields the following convenient approximation for the negative log-likelihood function (within an additive constant, once again):
where k k denotes the Euclidean norm, and fỹ k g are the Lx1 sub-vectors of W 1 y:
The minimization of (14) with respect to f k g yields the generic approximate ML estimates:
Note that the U matrix, which e n ters in (16) via W , i s yet to be specied.
APPROXIMATE ML APPROACHES
In the previous section a rank-assumption on resulted in the generic approximate ML-estimator in (16) . In this section three dierent choices of U in (11) will be considered and they will lead to three dierent PSDestimators. The rst method is based on the following choice of U: U = V 1=2 (17) where 1=2 is the square root of the matrix in (10), and V is the N L -matrix made from the L principal eigenvectors of . The resultant approximate ML estimator, which w e will denote by AML in the following, has a large bias and is not a good PSD-estimator in nite samples. We have found no explanation for this behavior and in fact expected the AML to perform well since the choice of U in (17) seems most reasonable (note that U U = V V is the best rank-L approximation of , in the Frobenius-norm metric). Next, certain approximations leading to the Thomson method (TM) [9] will be considered. The matrix U is still chosen as in (17). Additionally, we n o w m a k e u s e of the approximation 
Finally we consider the Daniell method (DM) [3] .
This method turns out to use an approximate N Lsquare root U of t h a t is dierent from that used by the AML and TM. To explain how U corresponding to the DM is obtained, note that for suciently large values of N and L we can approximate the integral in (7) by the following sum: 
NUMERICAL EXAMPLE
In this section a numerical example is used to study the accuracy of the discussed methods. The data are generated as an ARMA-process:
A(q 1 )y(t) = C(q 1 )e(t) where q 1 denotes the unit delay o p e r a t o r , A(q 1 ) and C(q 1 ) are polynomials in q 1 and e(t) is white Gaus- The nature of this spectrum is such that the smoothness assumption A2 approximately holds even for relatively small values of M . The DM and TM estimates (in Fig.1(a) and (b) respectively) appear to yield almost unbiased estimates and are as expected close to achieving the derived bound ( Fig.1(d) ) whereas the AML has a poor behavior particularly for the areas of the spectrum with low power (Fig.1(c) ) and consequently fails to achieve the CRB (see Fig.1(d) ). In Fig.1 (e) the estimated INMSE from 100 simulation runs is displayed as a function of M when the value of L is held constant (L = 8). It is seen that the TM and DM estimates approach the derived bound despite the fact that M = N 9 0. The dierence between the INMSE and the CRB bound for small values of M is due to the bias which decreases as the smoothness assumption becomes m o r e a n d m o r e v alid with increasing M . Finally, by comparing the nonparametric and parametric CRB bounds in Figure 1(d) we can see that there is of course some loss in performance associated with using nonparametric methods for PSD estimation, particularly so for the parts of the PSD with low power. However this performance degradation may w ell be balanced by the computational simplicity of the nonparametric PSD estimators. 
