This paper considers a multiuser transmit beamforming problem under uncertain channel state information (CSI) subject to SINR constraints in a downlink multiuser MISO system. A robust transmit beamforming formulation is proposed. This robust formulation is to minimize the transmission power subject to worst-case signal-to-interference-plus-noise ratio (SINR) constraints on the receivers. The challenging problem is that the worst-case SINR constraints correspond to an infinite number of nonconvex quadratic constraints. In this paper, a natural semidifinite programming (SDP) relaxation problem is proposed to solve the robust beamforming problem. The main contribution of this paper is to establish the tightness of the SDP relaxation problem under proper assumption, which means that the SDP relaxation problem definitely yields rank-one solutions under the assumption. Then the SDP relaxation problem provides globally optimum solutions of the primal robust transmit beamforming problem under proper assumption and norm-constrained CSI errors. Simulation results show the correctness of the proposed theoretical results and also provide a counterexample whose solutions are not rank one. The existence of counterexample shows that the guess that the solutions of the SDP relaxation problem must be rank one is wrong, except that some assumptions (such as the one proposed in this paper) hold.
Introduction
Multiple antenna transmission has been a promising approach for obtaining significant throughput gains in wireless broadcast channels [1] . This paper will focus on a standard unicast antenna receivers using transmit beamforming [2] . A popular measure of quality of service in a multiuser communication system is the signal-to-interference-plusnoise ratio (SINR). However, in the transmit beamforming designs, if SINR is used as the receivers' quality of service measure, the problem will be challenging because they often involve nonconvex optimization problems, which are known to be difficult in general. Recent developments have shown that the unicast transmit beamforming problem can actually be solved efficiently through proper problem reformulations and the convex optimization theory [2] [3] [4] .
The efficacy of unicast transmit beamforming designs with SINR constraints relies on the channel state information (CSI) of the receivers. In wireless systems, CSI is either estimated via uplink training or acquired through receivers' feedback. Hence, it is inevitable to have CSI errors in practice due to finite-length training data or due to limited quantization feedback bandwidth. In these cases, the conventional beamforming designs may no longer guarantee the desired quality of service (QoS) requirements, and therefore the SINR outage may occur. Then, the transmit beamforming designs that take into consideration the CSI errors have been a research subject drawing great interests in recent years.
There are two classes of transmit beamforming designs that consider the CSI errors: the stochastic design [5, 6] and robust design (worst case) [7] [8] [9] [10] [11] [12] . In the stochastic design, the CSI errors are modeled as random vectors, and the design formulation where the transmission power is minimized is subject to probability SINR constraints. The probabilistic SINR constraints guarantee that the beamforming design provides each receiver with a preset, often high, probability that the desired SINR specification is satisfied (i.e., a high SINR satisfaction probability). The associated design problem is difficult because the probabilistic SINR constraints in general do not possess any tractable form. In the robust designs, CSI errors are assumed to be bounded within a predetermined small error set. Robust transmit beamforming design aims to find a most power-efficient beamforming design that guarantees the receiver a 100% SINR satisfaction probability for all channels satisfying this bounded error model. It is seen that this formulation is a conservative approach. In other words, the robust beamforming formulation that minimizes the transmission power is subject to worst-case SINR constraints on all the receivers. Robust formulation is a challenging task because the problem has infinite number of deterministic SINR constraints and is nonconvex. To overcome the computational difficulties associated with the robust downlink beamforming, researchers have proposed various optimization methods to approximate the problem by restricting the nonconvex feasible region to a small convex set [11] . However, due to convex restriction, these methods cannot necessarily reach the global optimal solution although they do guarantee the satisfaction of the SINR constraints.
This paper adopts a natural SDP relaxation problem denoted by (SDR) to solve the robust beamforming problem. It is known that SDP relaxation has been widely used in the context of transmit beamforming [13, 14] . Also the (SDR) of the robust beamforming problem has also been derived and empirically tested in [10, 12, 15, 16] . Some authors found an interesting fact that the (SDR) often yields rank-one solutions when the uncertainty regions are balls or ellipsoidal (as far as the problem is feasible). However, in [17] , the authors present three counterexamples under ellipsoidal uncertainty regions whose solutions are not rank one accordingly. Hence, a key issue is whether the problem (SDR) can exactly solve the original robust problem under proper assumption. Although the SDP relaxation problem for nonrobust unicast transmit beamforming has been shown to be an exact solver [2, 3] , it has not been known whether the same desirable result holds for robust design. In [17] , authors have shown that the solution of the (SDR) is always rank one if the error bound is sufficiently small. In [18] , the authors propose sufficient conditions which can assure the tightness of the SDP relaxation. The conditions in [18] are not expressed in terms of the data of the problems, which is an assumption for all the feasible solutions. Inspired by the previous work, in this paper, we try to get the insight into what is happening at the optimal solution and the optimal error vector * and propose a new assumption condition. This condition is that at the optimal solution there exists a unique error vector * which satisfies some necessary conditions. The main goal of this paper is to show under this condition that the (SDR) problem is tight (i.e., giving a rank-one solution) when the uncertainty regions are balls. In particular, we will prove that under this condition the solution of (SDR) must be rank one; that is, the (SDR) provides globally optimum solutions of the primal robust transmit beamforming problem. Also in the numerical simulation, a counterexample is provided whose solutions are not rank one. Hence, we can conclude that the guess that the solutions of the (SDR) must be rank one is wrong, except that some assumptions (such as the one proposed in this paper) hold.
The structure of this paper is organized as follows. In Section 2, the signal model and the robust SINR constrained transmit beamforming problem are presented. Section 3 presents the semidefinite relaxation problem (SDR) of the primal robust model. Some properties for (SDR) are explored in this section, especially the properties at the optimal solution. Section 4 shows that the problem (SDR) will yield rankone solution under proper assumption and then provides globally optimal solutions of the primal problem. Simulation results are provided in Section 5. And Section 6 is the conclusion.
Notations. The notation
× stands for the set of by complex Hermitian matrices, and stands for the sets of -dimensional complex vectors. The superscript " " represents the Hermitian transpose; and ⪰ 0(≻ 0) means that matrix is positive semidefinite (positive definite). Tr( ) and rank( ) denote the trace and rank of matrix , respectively. ‖ ⋅ ‖ represents the vector Euclidean norm. 
Signal Model and Problem Formulation
where ℎ denotes the channel vector from BS to the th user. { } are zero-mean independent white complex Gaussian noises, each with a variance of 2 > 0. Therefore, the SINR of the th user is
Since the SINR is directly related to system performance such as the bit error rate, it is commonly used as the receivers' quality-of-service measure. The goal of the transmitter is to design the beamforming vectors { } =1 such that each of the receivers can meet a desired SINR requirement as
where > 0 is the target SINR value for the receiver .
Nonrobust Transmit Beamforming Problem.
The transmitter requires the receivers' CSI, that is, {ℎ } =1 . Suppose that the transmitter perfectly knows {ℎ } =1 . Then, the optimum beamforming vectors can be obtained by solving the following optimization problem:
The problem (P) can be rewritten into
By replacing these nonconvex constraints = by the following constraint:
⪰ 0, then we can obtain the following relaxation programming:
(PR)
The problem (PR) is convex, which means that any local minima must be a global minima and the set of optimal solutions is convex (typically a single point). Obviously, the problem (PR) is also a SDP problem. A number of so-called interior point methods or central-path methods have appeared that can solve SDP problems efficiently. Also, several program packages are freely available, for example, CVX, SeDuMi, and YALMIP. Usually, the optimum of (PR) will provide a lower bound on the optimum of (P). However, the specific structure of (PR) enables us to have the following remarkable result [2, 3] . The problem (PR) does always have at least one optimal solution where all ( = 1, . . . , ) are rank one. This result shows that (PR) is not only a semidefinite relaxation, but also an equivalent reformulation of the problem (P) [2, 3] .
Robust Transmit Beamforming Problem.
In wireless systems, CSI at the transmitter is either estimated via uplink training or acquired through receivers' feedback. Hence, it is inevitable to have CSI errors in practice due to the finite-length training data or due to the limited quantization feedbacks. Leth ( = 1, . . . , ) denote the obtained channel estimates at the transmitter. The channel vector ℎ lies within a ball with radius around the estimated channel vectorh ; that is,
for all = 1, . . . , , where ∈ is the channel estimation error whose norm is assumed to be bounded by . With the imperfect CSI, the standard transmit beamforming designs in (P) may no longer guarantee the desired SINR specifications in (3), and therefore the SINR outage may occur.
When the optimization problem is in the face of data uncertainty in the constraints, robust optimization is one of the powerful deterministic approaches. Within the framework of robust optimization method, the robust counterpart is presented as follows:
(RP)
The problem (RP) aims to find a most power-efficient beamforming design that guarantees the receiver a 100% SINR satisfaction probability for all uncertain cases of {ℎ }. It is seen that this formulation is a conservative approach. Solving problem (RP) is a challenging task because the problem has infinite number of deterministic SINR constraints and is nonconvex. Similar to the method in deterministic case, the problem (RP) can be rewritten into the following form:
⪰ 0, then we can obtain the following convex relaxation programming:
Since the problem (RPR) aims to find the most powerefficient beamforming design that guarantees the receiver a 100% SINR satisfaction probability for all uncertain cases of {ℎ }, then the question whether the (RPR) is feasible is highly related to the bound which is bounding the channel estimation error . The following lemma provides a necessary condition for the feasibility of the problem (RPR). Obviously, the same results as those of Lemma 1 hold for (RP).
SDP Relaxation for Problem (RP)
In this section, we will present the SDP relaxation problem denoted by (SDR) for handling problem (RP) efficiently. We adopt the same formulation of the SDP relaxation with that in [17] . Then some properties for (SDR) will be explored, especially the properties at the optimal solution. In the next section, based on these properties, we will show that (SDR) will yield rank-one solutions under proper assumption and then provide globally optimal solutions of (RP).
In the previous section, a convex relaxation programming (RPR) is derived. Note that the (RPR) problem has an infinite number of linear inequality constraints. Such an infinite number of inequalities can be turned to a finite number of linear matrix inequalities (LMIs), by using the following Sprocedure [19, 20] .
Lemma 2 (S-procedure). Let , ∈
× be complex Hermitian matrices, and ∈ , ∈ . The following condition
holds if and only if there exists a ≥ 0 such that
By applying Lemma 2 to the constraints in (RPR), one can reformulate problem (RPR) equivalently as
One can see that problem (SDR) has a linear objective function and convex constraints. So the problem (SDR) is a SDP relaxation to the problem (RP) and also is a convex SDP problem. This means that any local minima must be a global minima and the set of optimal solutions is convex. It is known that the problem (SDR) can be efficiently solved by CVX, SeDuMi, or YALMIP solvers.
Before we finish this section, we explore some more properties of (RPR) or (SDR) (noting that these two problems are equivalent), especially at the optimal solution. Define
Equivalently, we have
By reformulating the constraints in (RPR), we can see that the constraint in (RPR) is equivalent to
For simplification during the proof, denote
Also define
that is,
According to the definition ( ) in (8), we have
In the following lemma, it will be shown that at the optimal solution for = 1, . . . , there must exist * such that ( * ) = 0 and ‖ * ‖ 2 = 2 , which implies that ( * ) = 0 according to (14) . Lemma 3. Let { }, { } be any optimal solutions of (SDR). Then for each = 1, . . . , , there must exist
Proof. First we will show at the optimal solution there exist * such that
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Note that is a compact set, then there must existĥ ∈ such that at this instance, the ratio function ℎ ℎ / (∑ ̸ = ℎ ℎ + 2 ) can attain its minimum over the compact set . From (16) , this implies that
Letĥĥ /(∑ ̸ =ĥ ℎ + 2 ) = , then obviously > 1. Then, a new point { } will be constructed as follows:
( 18) Next we will show the feasibility of { } in (RPR). Obviously ⪰ 0, so it is just necessary to show that for = 1, . . . , , the following inequalities hold in (RPR):
For = , according to the definition of , it holds that for all ℎ ∈ ,
For ̸ = , it holds that for all ℎ ∈ ,
The above discussion shows that is a feasible point of (RPR). Also from the construction of { }, it is easy to see that ∑ =1 Tr( ) < ∑ =1 Tr( ), which contradicts the assumption that { } is the optimal solution to (RPR). So, for any solution { }, for each = 1, . . . , , there exist a * ∈ such that
which also means that ( * ) = 0. Next we just need to show ‖ * ‖ = . Note that the problem (RPR) is equivalent to the problem (SDR); then the solution { }, { } is also the solution of (SDR). So we have ⪰ 0. Then it holds that
Noting the fact that (
If = 0, noting the fact that ⪰ 0, we have
Note that
Then
It follows that ( * +h ) = 0 which means that
This contradiction shows that > 0. Then, from (24), we have that ‖ * ‖ = . This completes the proof.
Note that the vector * may not be unique; then we can collect all these vectors as a set Λ where
From Lemma 3, since at * , the constraint is active, then the function value ( ) at point * is zero; that is,
So we can conclude that at any solution { }, { } of (SDR), any point in the set Λ must be the optimal solution of the following nonconvex quadratic programming ( ) where = 1, . . . , : and the optimal value of ( ) is 0.
In the above lemma, we just discuss the existence of * . In the following lemma, we will explore more properties about these vectors.
Lemma 4.
Let { }, { } be any optimal solutions of (SDR); then it holds that rank( + ) = rank , and for any * ∈ Λ * , * is not in the null space of + .
Proof. Let { }, { } be any optimal solutions of (SDR); then ⪰ 0. From Lemma 3, it is easy to see that for any * ∈ Λ , 
Then, we have rank( + ) = rank . Next we will prove the second conclusion of this lemma. On the contrary, if there exists * ∈ Λ which is in the null space of + , then from [ * 1 ] = 0, it holds thath = 0 which implies that
This contradicts the fact ⪰ 0.
The main goal of the next two lemmas is to construct a basis of the null space of the matrix ( = 1, . . . , ) related to the optimal solution. These results will be prepared for proving the tightness of the (SDR) in the next section.
Lemma 5. Let { }, { } be any optimal solutions of (SDR), and let the vectors 1 , 2 , . . . , be a basis for the null space of + ; then for any * ∈ Λ , the set of vectors
forms a basis for the null space of the matrix ( = 1, . . . , ).
Proof. From Lemma 3, for any * ∈ Λ , we have ( * ) = 0 and ( * ) = 0. Noting that ⪰ 0, then for = 1, . . . , , * must be the optimal solution to the convex programming min ( ) .
From the assumption that the set of vectors 1 , 2 , . . . , forms a basis for the null space of + , then
From ( From the optimality condition for convex programming (36), the vectors + * ( = 1, . . . , ) are also the optimal solutions for (36); that is,
Since ⪰ 0, then
which implies that
From Lemma 4, it is known that * is not in the null space, then the family of vectors * , 1 , . . . , is linearly independent, which also means that the family of vectors (35) is linearly independent. From Lemma 4, rank( + ) = − = rank( ). So the dimension of the null space of is + 1 − rank( ) = + 1. Then, we can conclude that the set of vectors (35) is a basis for the null space of .
In the above Lemma 5, we construct a basis for the null space of ; then in the next lemma, under proper assumption, we can derive an orthogonal basis for the null space of related to any optimal solution. Let { }, { } be any optimal solutions of (SDR). Before we present the lemma, the following assumption will be given.
Assumption A. There exists a unique * such that ‖ * ‖ = and
Note that in Lemma 3, we have proved the existence of * which satisfies the conditions in Assumption A. But in Assumption A, we restrict that the * is unique. Equivalently, Assumption A can be rewritten as the following Assumption B.
Assumption B. Assume that the set Λ is a single point.
Also, we have Assumption C equivalently.
Assumption C.
Assume that for any = 1, . . . , , the following nonconvex quadratic programming with one equality constraint has unique solution:
Note that the above Assumptions A, B, and C are equivalent. Under any assumption, we can construct an orthogonal basis for . This result is described in the following lemma. . Obviously ̸ = 0. It is also easy to check that * + 2 = ( * + ) (
From the proof of Lemma 5, it holds that
then we have
So
, we have ( * + ) = 0, which contradicts Assumption A. Then, * must be orthogonal to ( = 1, . . . , ). This completes the proof.
Tightness of SDR
In order to prove the tightness of (SDR), we need to pay more attention to the dual of the problem (SDR). So firstly we write down the dual of the problem (SDR) denoted by (D-SDR) as follows:
From [17] , one can see that the dual problem (D-SDR) has the following properties.
Proposition 7. There always exists strictly feasible point for problem (D-SDR).
From Proposition 7, the feasible region of (D-SDR) has nonempty interior. If, in addition, the primal (SDR) also has nonempty interior, then the following strong duality holds between (SDR) and (D-SDR). Let * and * denote the optimal objective function values of (SDR) and (D-SDR). Suppose that there exists a strict feasible point for (SDR). Then both (SDR) and (D-SDR) attain their optimal values, and * = * . From the optimality conditions of convex programming, assume that the problem (SDR) is strictly feasible; then { }, { } is the solution of (SDR) if and only if there exist { }, { }, { } satisfying the following KKT condition: , and
Obviously, = Ψ = 11 , and = Ψ . Noting that the vectors * , 1 , . . . , are orthogonal, then it holds that Tr(
. From the KKT condition, since 2 − Tr( ) ≥ 0, then it must hold that = 0, ≥ 2. Noting that Ψ is positive semidefinite, then it is easy to derive the concrete expression of Ψ as follows:
which implies that = * * and = [ * * * * ].
Then, the matrix can be expressed in the following form:
Considering the rank of , the following result can be derived Rank ≥ 0,
Also note that the dual of this deterministic problem (D-SDR ) has the following form:
It is known in [2] that the deterministic problem (SDR ) does always have at least one optimum solution where all have rank one which also shows that (SDR ) is actually an equivalent reformulation of (D-SDR ). So we can conclude that under proper assumption, (SDR) always yields rankone optimal solution, which implies that an optimal solution of (RP) can always be obtained from an instance problem (SDR ).
Simulation Results
In this section, some simulation results are presented to illustrate the correctness of our conclusions and the performance of the proposed SDR method. In the simulations, the base station has four antennas (i.e., = 4) and serves four users (i.e., = 4); the channel coefficients are i.i.d complex Gaussian random variables with zero mean and unit variance. The channel uncertainty bounds are all 0.01; the noise variances of all users are set equally to be 0.1. We also assume that the stations have the same target SINRs; that is, 1 = 2 = 3 = 4 = .
In the first experiment, we investigate the feasibility rate of the SDR. For each data point of , we generate 500 realizations of the channel estimates {h } the simulation results. As seen, the feasibility rate of SDR will decrease as the value of increases. The value of is chosen as 1, 2, 3, 4, 5, 6, 7, 8, 9.
In the second experiment, we examine whether Assumption A (or equivalently B, C) holds in Theorem 8. As we know, if at the optimal solution { }{ }, the matrix + is positive definite, then it is obvious that the assumption holds. So we just need to identify whether the solution matrix + is positive definite. In our numerical experiment, for each data point of , and the above generated 500 realizations of {h } 4 1 , we calculate the minimum of all smallest eigenvalues of + for = 1, . . . , 4. Figure 2 displays that all the matrices + are positive definite in all cases when YALMIP can find the solution of SDR.
To demonstrate the tightness of SDR method, we compute the second eigenvalue defined as = max =1,2,3,4 2 ( ) where 2 ( ) denotes the second largest eigenvalue of . For each data point of , and the generated 500 realizations, the simulation result is shown in Figure 3 . Figure 3 displays that the maximum of all the second largest eigenvalue of is very close to zero, which means that the solution of the SDR method is indeed rank one combining the fact in the second experiment that the assumption holds in this simulation. From Figure 3 , we see that when = 1 or 2, we have = 0.1052 * 10 −3 and 0.377 * 10 −4 . From theoretical aspect, the value of should exactly be zero since + is positive definite. It is the computation error that result in this phenomenon, especially when the value of is small.
For fixed = 1( = 1, 2, 3, 4), we also assume that the stations have the same error bound; that is, 1 = 2 = 3 = 4 = . It is obvious that probability of rank-one solution against the error bound decreases as the increases. To show this, we let the value of be chosen as 0.05, 0.1, 0.15, 0.2, and 0.25. We demonstrate the probability of the rank-one solution in the 500 realizations of the channel estimates against the error bound. In Figure 4 , we can see that the probability of the rank-one solution decreases remarkably as the increases.
At last, we provide a counterexample whose solutions are not rank one. In this counterexample, the three channel vectors areh 1 = [ The existence of counterexample shows that the guess that the solutions of the (SDR) must be rank one is wrong, except that some assumptions (such as the one proposed in this paper) hold.
In our simulation, we focus on the performance of SDP relaxation method; that is, under proper assumptions, the (SDR) always yields rank-one solution, which also means that the (SDR) can provide globally optimum solutions of the primal robust transmit beamforming problem.
Conclusion
This paper considers the SDP relaxation to the robust beamforming problem. The main contribution is to get a sufficient condition which can assure the tightness of the SDP relaxation. This condition is that at the optimal solution, there exists a unique error vector * which satisfies some necessary conditions. From the simulation, it can be seen that in most cases of the 500 realizations of the channel estimates this condition holds when the rank-one solution is achieved. This phenomenon inspires us to get more insight into what is happening here at the optimal solution. We also think it is possible to use these conditions to generate some other conditions that are easier to use in practice. This will be a research direction in the future.
