Abstract-This paper presents a new approach to modeling file systems using queueing networks. The delays due to locking the files are modeled using service centers whose service times and probabilities of access are estimated from the values of measurable quantities. The model of a lock is based on the analysis of execution of transactions in the system. The lock for every file is modeled as a sequence of service centers. The decomposition method can be used to solve the model, which allows multiple classes of transactions and shared files to be represented. An example involving measurement data collected in a small business installation is given to compare performance measures provided by the simulation and analytic models.
tion presented in [4] includes an algorithm for distributing shared files over hosts, and the application of queueing network models to distributed systems. In [4] , the methodology is also applied to a simple example involving workload data measured in a small business installation.
Another paper [6] presents a distributed system model, which is solved using mean value analysis. In that paper, the performance predictions of the model are validated using Locus, a distributed operating system.
A mean value performance model for locking in databases [10] introduces a simple. model of a queue with a number of stages. The performance measures are calculated as functions of the number of granules and transactions, probability of conflict, arrival rate of transactions, and restart rate of transactions holding a number of locks. The model allows the classes of transactions with different number of locks, interrequest time, and indeterminate length. This model solves an isolated database with a number of granules which can be hold by transactions. The model does not consider the impact of the other system resources and the workload on system performance. In a real system, the behavior of transactions at all system resources have an impact on system performance. The values of parameters introduced [10] depend on the workload and system configuration. The model does not allow an explicit dependence, however. Moreover, the parameters are not independent of each other, for instance, the restart rate depends on the number of transactions, and the rate at which transactions enter (or leave) stage depends on the average interrequest time. From the practical point of view, this model is not very useful since there is no clear connection between model parameters and system configuration, and workload. The changes of system configuration (i.e., the number, type, and characteristics of service centers) and workload (i.e., transaction demands on all system resources) are not explicitly recognized by the model, and it is impossible to predict which factor has influenced the model parameters when a change occurs.
The paper [7] presents a practical and noniterative method for evaluating queueing networks in which serialization delays are represented using measurable parameters. Two types of models are introduced to describe synchronization of accesses to shared resources using 0098-5589/86/0400-0521$01.00 © 1986 IEEE For the analytic models, the probabilities that a shared resource is locked, thereby causing other processes to wait for the resource to be accessible, are calculated, under certain assumptions, as functions of the probabilities of access and of the number of active transactions. The service times of lock servers are calculated as functions of the loads on all service centers. Performance measures applicable to the evaluation of computer systems are introduced and evaluated. An impact of various lock granularities on system performance is presented. An example involving a distributed file system and measurement data collected in a small business installation is given to compare performance measures provided by the simulation and analytic models. This paper focuses on a methodology for modeling file systems with dynamic locking. The communication network is assumed to be a high-speed local area network [3] Let us consider a simple system, whose model is shown in Fig. 1 . In this system, the terminals initiate interactions which are then sent to the CPU and the file disk, and then return to the terminals. The file disk can have many files on it, and these files can be locked by transactions which access them.
When a transaction locks a file and is then sent to the other service centers without releasing the lock, then the time spent in the system by this transaction is given by the response time of the system seen below the line AB (Le., the time spent by a transaction moving from B to A) in the model in Fig. 1 . This response time can be calculated, and then incorporated as a delay server to represent the delay experienced by transactions which require access to a locked file. The model of a system with a delay server is shown in Fig. 2 . However, because of the additional server representing the delay, the response time of the system (seen below line AB) is changed, and the service time of the delay server has to be recalculated iteratively. This solution applies only to the case of single class transactions (this also means that the files are shared only by transactions of the same type and not by transactions of different types).
The approach taken in this paper is to model the behavior of a transaction in the system (seen below line AB) while the transactions wait to acquire their locks. The method is noniterative and allows multiple classes of transactions and files shared by different types of transactions to be represented.
The delays in the system due to locking are modeled using service centers whose service times and the probabilities of access are estimated from the values of measurable quantities. The model of a lock is based on the analysis of execution of transactions in the system. The lock for every file is modeled as a sequence of service centers. The service times of these service centers depend on the loads on all service centers. The model is solved using the decomposition method.
The model can be applied to the case of multiple classes and to that of a multiprocessor or multicomputer system.
As an example, simulation and analytic models will be constructed for a file disk to represent the delays arising when the files are locked by the transactions which are then sent to the other service centers without releasing the lock.
The performance degradation due to locking will be discussed. The values of performance measures obtained from simulation and analytic models will be compared using measurement data collected in a small business installation.
In Section II, a model of a distributed file system is described, and the model assumptions are introduced. In Section III, the branching probabilities are calculated for the multiple classes of transactions leaving a disk server and a remote host. A model of delays due to locking the files is presented in Section IV. An approximate model of a distributed file system is described in Section V. The model is solved in Section VI by hierarchical decomposition. The results obtained from simulation and analytic models are presented in Section VII: Finally, Section VIII concludes the paper with a brief description of the problems which remain to be investigated.
II. A QUEUEING NETWORK MODEL OF A DISTRIBUTED FILE SYSTEM
The system considered in our study is a distributed file system containing several identical hosts. Each host includes a number of terminals which initiate the processing 3) a transaction unlocks all the files it has locked when leaving a host; 4) a directory is unlocked immediately after the disk on which it is stored has been accessed (i.e., there are no delays due to locking the directory); 5) all locks are exclusive (i.e., there are only write locks, not read locks); and 6) all transactions from the remote hosts create a separate class in the local host; these transactions are statistically identical in the local host and, after leaving the local host, the returning transactions are distributed to their original sites probabilistically rather than deterministically, as will be shown in the next section (this assumption is made to simplify the model, and is based on the assumption that transactions accessing remote files are statistically identical in a remote host; otherwise, each transaction type from a remote host should be represented by a separate class in each host).
III. ApPROXIMATION OF BRANCHING PROBABILITIES
Since the file disks are modeled as the first-come-firstserved (fcfs) servers, the various classes of transactions cannot be distinguished in these service centers. The probability of accessing the CPU from a file disk is calculated below.
Let us define
where ned is the number of classes of transactions accessing this disk server.
where tfPU, t1 isp, and t~erm are the mean service time of the CPU, the mean time of a display output, and the mean user' 'think" time, respectively, for a transaction of class i; nand n, are the numbers of transactions in the system and of class i; and pdisk;, pdispi' and ptermi are the probabilities that a transaction of class i is sent to a disk, or to a display, or to a user terminal in the model of a host. Then (1 -pdisk; )/pdisk i is the number of times that a transaction of class i is sent to the CPU (and possibly to a display and a terminal) before returning to the disk.
The probability Pi of experiencing a delay when accessing a file is estimated as the ratio of the number of disk accesses made while the file is kept locked to the total number of disk accesses of a transaction of class i.
The probability of accessing the CPU after having accessed a disk server for a transaction of class i is given by of transactions. The behavior of a transaction is as follows: each transaction has to be processed in the CPU before it accesses any other service center; it may also be processed by a file disk and by the network server; and it may be delayed because of locks. In its local host, a transaction also produces several display outputs before returning to a user terminal.
The model of a single host and that of the multiple host system are shown in Figs. 3 and 4, respectively. The model of each host represents a number of terminals and display output devices, both modeled as infinite servers (is), a CPU modeled as a processor-sharing (ps) server, and a number of file disks, each disk drive being modeled as a first-come-first-served (fcfs) server. Each file disk consists of a directory and a number of files. The directory is located on the same disk as the files and is modeled in the same way as a file. The CPU overhead due to disk accesses is incorporated into the CPU service time.
The workload of the system consists of a number of transactions. It is assumed that each type of transaction defines its own class (i.e., the number of classes -is equal to the number of transaction types). Each class of transactions is characterized by the names of the files locked and unlocked for each disk access; and, for every file, the number of physical disk accesses done when the file is kept locked.
The following assumptions are made: 1) a transaction does not change its class within a host; 2) each file is either locked or nonlocked in its entirety;
A similar approach is used to direct transactions to their original sites when they leave a remote host. Let pnjki be the probability of accessing host j by a transaction of class i on host k, and nki be the number of active transactions of class i on host k, and nch be the number of classes of local transactions on host k. The number of active transactions accessing host j from host k (because of the assumption that all transactions from the remote hosts create a separate class in a given host, k is considered as a class) is given by (4)
Letph j be the probability that host j be exited by transactions being executed temporarily on j, and NH be the number of hosts. The probability of returning to host k is given by
Equations (3) and (4) are valid under the assumption that transactions accessing remote files are statistically identical in a remote host.
IV. ApPROXIMATION OF LOCKING DELAYS
Our model of a locking delay is shown in Fig. 5 . The service centers and their queues represent the delay experienced by transactions of one type accessing a single file. This file is locked by a transaction which has then been sent to the other service centers in the model of a host ( Fig. 3) without releasing the lock. The transactions waiting in the queue to the disk server have already acquired their locks. The CPU DELAY server and its queue represent the delay experienced by transactions which require access to the file at a time when a transaction which locked it is being executed in the CPU. The mean service time of the CPU DELAY server is estimated as the mean remaining time spent in the CPU by a transaction which locked the file. The DISPLAY DELAY server and its queue represent the delay experienced by transactions which require access to the file at a time when a transaction which locked it is outputting characters on a display screen. The mean service time of the DISPLAY DELAY server is estimated as the mean remaining time spent in the display server by a transaction which locked the file. The TERMINAL DELAY server and its queue represent the delay experienced by transactions which require access to the file at a time when a transaction which locked it is at a terminal. The mean service time of the TER-MINAL DELAY server is estimated as the mean remaining time spent in a terminal by a transaction which locked the file. The direct path models the case in which the file is found to be unlocked. The probabilities of accessing the service centers representing the delays are the same as those in the model of a host. The mean service times of these servers will be calculated later in this section. The servers representing delays are modeled as first-come-firstserved (fcfs) servers because every transaction of the same class experience the same mean delay due to finding a file locked by a transaction which is then sent to the other service centers without releasing the lock. This mean delay (i.e., the total amount of time spent in the servers representing delays) is the time a transaction waits to acquire its locks.
In the case of multiple classes (many types of transactions) and many files on a disk accessed by transactions, the delay subnetwork shown in Fig. 5 is repeated.
If a transaction type locks several files on the same disk, then the delays for every file are repeated sequentially for this transaction type.
If several transaction types share a file then, in addition, the delay for this file is repeated sequentially for every transaction type accessing it, and it is accessed by all transaction types which share it.
For instance, the case when transactions of class 1, 2, and 3 access files 1, 2, and 3, respectively, is shown in Fig. 6 . Parallel paths model the disk accesses by transactions of class 1, 2, and 3 (i.e., the probabilities of accessing delays 11, 22, and 33 are equal to the probabilities of accessing the disk. by transactions of class 1, 2, and 3, respectively, in the model of a host). The mean service times of the servers in the model of the delays are given by relationships (5), (6), and (7) (relationships (5), (6), and (7) will be given later in this section), where i is equal to 1, 2, and 3 for delays 11 (transactions of class 1 access file 1), 22 (transactions of class 2 access file 2), and 33 (transactions of class 3 access file 3), respectively.
The case where the second file is shared by transactions of classes 1 and 2 is shown in Fig. 7 . Parallel paths model disk accesses by transactions of class 1, 2, and 3 (i.e., the probabilities of accessing delays 11, 22, and 33 are (
. equal to the probabilities of accessing the disk by transactions of class 1, 2, and 3, respectively, in the model of a host). The mean service times of the servers in the model of the delays are given by relationships (5), (6), and (7), where i is equal to • 1 for delays 11 and 12 (transactions of class 1 access files 1 and 2);
• 2 for delay 22 (transactions of class 2 access file 2); and
• 3 for delay 33 (transactions of class 3 access file 3). The delays 12 and 22 are repeated for transactions of class 1 and 2 (Fig. 7) , since these transactions share the second file. The reason is that transactions of class 1 and 2 compete for access to the second file not only with transactions of the same class but also with transactions of the other class.
When there are many file disks, then the delays for transactions accessing the files are modeled in the same way for every file disk.
The mean service times of the service centers in the model of a delay (Fig. 5 ) are given by
where tfPU, t1 isp , and t~enn are the mean service time of the CPU, the mean time of a display output, and the mean user' 'think" time, respectively, for a transaction of class i: nand n. are the numbers of transactions in the system
and of class i; nc is the number of classes of transactions which access files placed on the different disks than the files accessed by transactions of class i (if there are many file disks), and do not share files on these disks (i.e., all the classes of transactions which share files on any disk are considered as a single class in the calculation of nc; this is why the index k goes from 1 to nc and then becomes equal to i since i is not between 1 and nc);" and pdisPi~~d ptermi are the probabilities that a transaction of class l IS sent to a display or to a user terminal in the model of a host. The service times of the service centers in the model of a delay are limited by the service time of the CPU, the time of a display output and the user "think" time at a terminal (relationships (5), (6), and (7), respectively).
The displays and the terminals are modeled as infinite servers in the model of a host, and there is no queueing at these servers; this is why a transaction sent to these servers spends there no more time then their service time.
The term Ekc~/l tk PU in (5) Let us analyze the limitation in (5). If a transaction of class i locks a file and is then sent to the other service centers without releasing the lock, then all transactions of class i (after a certain amount of time) queue to obtain the lock and can no longer compete. for access to the CPU. This also applies to all transactions which share any file locked by a transaction of class i.
So a transaction of class i (which locked a file) is executed in the system concurrently only with transactions which lock other files on the same disk or the files on the other disks.
However, since the servicing of requests in the CPU
where nch is the number of classes of local transactions in the model in Fig. 8 . These servers replace displays and terminals in the model in Fig. 3 . The reason for modeling them as firstcome-first-served servers is to represent delays in processing transactions on a host in the same way as locking delays and to solve the model using the algorithm given in the next section. The first submodel represents a disk and the delays for accessing the files placed on it. The service times of the service centers in the subnetworks representing delays are calculated using relationships (5), (6), and (7).
The second submodel represents the host as a central server model; each file disk is represented by a service center flow equivalent to the first submodel.
The third submodel , which encompasses the whole model, consists of a network server and a number of hosts; each host is represented by a service center flow equivalent to the second submodel.
The evaluation of the performance measures for the submodels and for the outer model will now be described for each transaction type.
For the second submodel, the performance measures are calculated using a computational algorithm based on Polya's theory of enumeration, an application of group theory to combinatorial problems [8] . The algorithm evaluates the normalization constant 1/;(N, M) and is restricted to networks of exponential servers with fixed service rates. Our submodel is evaluated in a steady state for fixed number of users. Let M be the number of service centers and N be the number of users in the submodel. If service center i has -a constant service rate r., then the utilization of this service center is given by
and in a disk proceed in parallel, and all transactions have to queue at the disk server after acquiring their locks, then the delay due to locking a file depends only on the behavior of transactions of class i and of the nc types of transactions which access different disks. On the other hand, the maximum number of transactions proceeded in the system is equal to nc + 1, since only one transaction per every type is executed and all other transactions of class i and of the nc classes of transactions wait to acquire their locks and do not compete for access to the other resources. This is why the longest time that a transaction of class i spends in the CPU, in the model of a host, is equal to Ek~il tk P U when nc + 1 transactions (i.e., one transaction per type) queue at the CPU.
V. ApPROXIMATION OF A MODEL OF A DISTRIBUTED FILE SYSTEM
Another approximate model was constructed for the same distributed system. The representation of a single host in this model is shown in Fig. 8 . The model of the multiple host system is the same as that shown in Fig. 4 . The host is represented by a CPU, a number of disk servers, the servers describing the delays due to locking modeled in the same way as described in Section IV and shown in Fig. 5 , and two additional servers (i.e., displays and terminals). These two additional servers represent the delays in processing transactions on this host. These delays are introduced by users working within this host.
The probabilities of accessing the service centers in the model in Fig. 8 are the same as those in the model in Fig.  3 .
The reason for this representation of a host is to simplify (or even make possible) mathematical analysis.
The mean service times of the servers representing delays in processing transactions on a host are given by ( (
and knowing the transaction generation rate v = l/l enn at a user terminal, the mean response time is given by For each host in the model, the average service times Si for all service centers can be calculated using the access probabilities as the weighting factors. For the submodel representing a file disk, the mean service time is given 'by • the mean time of a display output;
• the mean CPU time consumed by a transaction of that type;
• the total number of disk I/O operations in a transaction of that type;
• the total number of display outputs in a transaction of that type;
• the number of files accessed by a transaction of that type;
• the number of disk I/O operations done while a file is kept locked, for every file; and
• the percentage of the number of transactions of that type in the workload.
The following parameter values can be derived from the measurement data:
• average CPU time per interaction; • average number of disk I/O operations per interaction;
• average number of display outputs per interaction;
• average CPU time between successive disk I/O operations and/or display outputs;
• probability of accessing the file disk; • probability of experiencing a locking delay for each file; and • probability of a display output.
The estimated values of the parameters of each transaction type (i.e., each class in the model) are given in Tables I and II for a single host system and for a system with two hosts, respectively. In Table II , only the values of parameters different from those in Table I are shown. Also, the probability of accessing a remote host is derived assuming that a number of the disk I/O operations for each transaction type is performed in the remote host. The probability of accessing a file disk by a remote transaction is calculated on the basis of the number of local accesses made by this transaction. Note that the remote transactions do not do remote display outputs and do not return to a user terminal in the remote host. (15) (13)
The system throughput is given by
where n is the number of transactions within the local host. (i.e., of the transactions that are multiprogrammed plus those waiting in the queue to the CPU in the second submodel).
Approximating the system service rate function of the server of the third submodel by averaging over n, as where p is the system utilization factor.
The decomposition solution of our approximate model of a distributed system gives results, which will be compared to the results of the nonapproximate analytic model in the next section.
VII. SOME RESULTS Two simple examples of performance prediction (approached with the RESQ2 queueing network analysis package [9]), in centralized and distributed systems using measurements collected in a small business installation, will now be discussed to show an application of the models and to evaluate the performance degradation due to locking.
The workload of the system is defined by five types of transactions. The following data are measured for each transaction type:
• the number of interactions;
• the mean "think" time of an interaction;
where Sdisk and Sdelay represent the mean service time of the disk server, and the mean service time of the delay server, respectively. The utilization of each service center is given by (10), where M is the number of service centers within a host, and N is equal to the number of parallel transactions executed within the host (i.e., the degree of multiprogramming).
In the third submodel, each of the servers is equivalent to the second submodel. The service rates of these servers are not constant. They depend on the number of multi programmed transactions, and are given by The average service times for the following two service centers are the same for all transaction types: disk access 30 ms network 0.2 ms. In the first example, the performance measures are computed for a centralized system containing one file disk withthree files on it. The system was modeled using simulation and numerical methods. The confidence level of the simulation was 90 percent. The confidence interval width was (-10, + 10) percent. Performance measures were calculated for the simulation and analytic models for the no-sharing case (as shown in Fig. 6 ), and when one file is shared (as shown in Fig. 7) . The results of the comparison of the models are presented in Tables III-VI. The results presented in Tables III-VI show that the locking delays may cause significant degradation of system performance. This degradation depends heavily on the number of disks I/O operations done while the file is kept locked (i.e., on the probability of delay). Also, when one file is shared by transactions of several types, then the degradation of performance is higher than in the nosharing case; especially for large numbers of transactions. The accuracy of results appears to be acceptable. The cost of the analytic solution is from 100 to 200 times lower than the cost of simulation solution, and depends on the values of the model parameters, especially probability of delay. In the second example, the performance measures are computed for a distributed system containing two identical hosts. Each host includes one file disk with three files on it. Performance measures were calculated for the analytic and the approximate models in the no-sharing case (as shown in Fig. 6 ), and when one file is shared (as shown in Fig. 7 ). A simulation model was not run since, as shown in Tables III-VI, Tables VII and VIII. The results presented in Table VII show that, when the CPU is the bottleneck in the system, then changing the probability of delay does not have any significant impact on the system performance.
The results presented in Table VIII show that even when the CPU is the bottleneck in a system in which a file is shared by transactions of different types, then changing the probability of delay may have a significant impact on the system's performance. In this case, when the probability of delay increases, then the CPU is no longer a bottleneck in the system. The obtained values of performance measures are sufficiently close in most cases. For the approximate model, the throughput and the response time are obtained by using as the weighting factor the ratio of the number of transactions in a host to the number of transactions in the whole system.
The comparison of the results from the models shows that the performance degradation due to locking can be significant. This degradation is higher when files are shared by different transaction types. This is why the granularity of locking is very important to system performance. For instance, if locks are on records or sectors rather than on files, then the likelihood of sharing is smaller and the performance can be higher. Also, the number of disk I/O operations done while the file is kept locked has a significant impact on performance.
VIII. CONCLUSION AND FUTURE RESEARCH
The approach presented in this paper permits the evaluation of queueing networks with delays due to locking the files.
An analytic model of a distributed system permits the calculation of performance measures using hierarchical decomposition.
The nonapproximate model can be solved using a queueing network analysis package (for instance, RESQ2 [9] ). This solution can be applied to distributed systems with a few disks and a small number of files. However, in the case when many files are shared by transactions of different types, the locking delays are repeated and this increases the model's complexity and the cost of the solution. For instance, when there are more than 3 disks and 4 files on each disk, then it is cheaper to solve the model using approximate solution.
It is important to notice that the model allows multiple classes of transactions and shared files to be represented, and that it is crucial for performance evaluation.
The accuracy of the results, on the basis of a comparison to simulation solutions, appears to be acceptable.
There are a number of problems which remain to be investigated.
The first is concerned with the granularity to locks, i.e., with whether they are on records, sectors, or files. If locks are on records or sectors rather than on files, then the likelihood of sharing is smaller and the performance should be expected to be higher. However, only a quantitative evaluation of the benefits can confirm this expectation.
Another problem is that of the changes due to locking in the structure of the workload executed in a system. Since the service centers (i.e., the disk and CPU server) are not entirely utilized because of transactions which locked the files and were then sent to the other service centers without releasing the lock, it is possible to execute transactions of the other types which require unlocked files. This may improve system's performance; however, the performance (i.e., the throughput) of some types of transactions will decrease. The changing of the numbers of transactions of each type can minimize the locking overhead.
Finally, there is the problem of the replication of shared files. Heavily shared files can be replicated to allow more transactions to access them concurrently. However, the requirement of consistency among replicated files must be satisfied, and read and write accesses should be kept carefully distinct.
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