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INTR~OLJCTI~N
Let F be a diffeomorphism on a two-dimensional manifold. Smale [24] shows that if F has a transversal homoclinic point there is a Cantor-like set near it on which some iterate of F is invariant and isomorphic to the Bernoulli shift on a finite number of symbols. Examples arise as period maps of periodic systems of differential equations. Melnikov [ 171, Chow, Hale and Mallet-Paret [5] and Holmes [13, 141 have considered periodic perturbations of two-dimensional autonomous systems of the form i = g(z) + ,uh(t. z. p),
where the autonomous system has a saddle point with a homoclinic orbit through it and show, with suitable conditions on h, that for ,D sufficiently small the period map for the perturbed system has a transversal homoclinic point. In Section 2 of this paper, it is shown that y,, is a transversal homoclinic point of the period map corresponding to an n-dimensional periodic system of differential equations if = f(t, x) if and only if this system has a periodic solution x(t) such that (2) I y(t) -WI + 0 as Jtl+ 00
(here y(t) is the solution of (2) with y(O) = y,) and such that the variational equation f = f,(t, Y@))x has an exponential dichotomy (Coppel [lo] ) on (-co, co).
In Section 3 a classical theorem (Coppel [9] ) on the existence of bounded solutions of quasi-linear systems with linear part having an exponential dichotomy is used to prove the existence of a solution of a nonautonomous system near a piecewise continuous vector function with small jumps which satisfies the differential equation between its points of discontinuity. This result is analogous to the so-called "shadow lemma" for diffeomorphisms with a hyperbolic invariant set (Anosov [ 11, Bowen [4] , Conley [7] , Franke and Selgrade [ 111, Robinson [22] ). From it we deduce a theorem for periodic systems, which we apply to show that if the period map of a periodic system has a transversal homoclinic point, then there is for each positive integer N a Cantor-like subset of IR" on which some iterate of the period map is invariant and isomorphic to the Bernoulli shift on N symbols. This result has usually been proved by the horseshoe construction.
In Section 4 the work of Melnikov and others mentioned earlier is generalized using an approach suggested by the article [5] of Chow, Hale and Mallet-Paret. We consider an n-dimensional system of the form (1) where the autonomous system i = g(z)
is assumed to have a bounded solution c(t) such that the corresponding variational equation has an exponential dichotomy on both half-lines but not on (-co, co) (for autonomous systems, this is necessarily so). Using an extension of the implicit function theorem in Banach spaces suggested by a theorem of Coppel's [8] , we show for p # 0 sufficiently small and under certain conditions on h that the perturbed system (1) has a bounded solution near C(t) such that the corresponding variational equation does have an exponential dichotomy on (-co, co). The results of Melnikov and Holmes are shown to be special cases of this.
Finally in Section 5 the sinusoidally forced pendulum equation, as studied by Kirchgraber [ 151, is examined and his results are shown to follow from ours. This paper was stimulated by the reading of [ 151 and the author would like to thank Dr. Kirchgraber for sending him a copy of that preprint.
CHARACTERIZATION OF TRANSVERSAL HOMOCLINIC POINTS IN TERMS OF EXPONENTIAL DICHOTOMY
Let A(t) be a real n x n matrix function, piecewise continuous on an interval Y. Denote by X(t) a fundamental matrix for the system 1= A(t)x.
This system is said to have an exponential dichotomy on the interval X if there is a projection P and constants K > 1, a > 0 such that IX(t) PX-l(s)1 Q Ke-n(f-s) IX(t)(I-P)X-l(s)1 <Ke-"(S-') for s < t, for s > t.
We use the notation 9(t) for the projection matrix function X(t) PX-l(t). Note that for all t and s
and that 9(t) is a solution of the matrix system ;k=A(t)X-XA(t) (7) so that it is determined by its value at one point. When X = [0, co) the range of Y(O) must be the stable subspace {<E IR": sup Ix(t)x-'(0)q < co} f>O but the kernel may be any complementary subspace; when X = (-co, 0] the kernel of Y(O) must be the unstable subspace {<E I?": sup Ix(t)x-'(o)q < a} I<0 but the range may be any complementary subspace. So when X = (-co, co) 9(t) is uniquely determined.
In [ 10, p. 191 Coppel shows the following result.
PROPOSITION 2.1. Let A(t) be an n x n matrix function, defined and continubus on (-00, ao). Then system (3) has an exponential dichotomy on (--co, a~) if and only lyit has an exponential dichotomy on both [0, OS) and (-co, 01, and R" is the direct sum of the stable and unstable subspaces.
When A(t) = A is constant, system (3) has an exponential dichotomy on an infinite interval if and only if the eigenvalues of A have nonzero real parts and when A(t) is periodic, system (3) has an exponential dichotomy on an infinite interval if and only if the Floquet multipliers lie off the unit circle. The dimensions of the stable subspaces are respectively the number of eigenvalues with negative real parts and the number of multipliers inside the unit circle. Now let 0 c R" be open and f: R x 0 + R" a continuous function with period T in t and continuous partial derivative f,(t, x). Denote by @(t, l) the unique solution of the differential equation f = f(t, x) (8) with @(O, <) = <. The set 0' of < for which the maximal interval of existence of @(t, 0 contains [0, T] is an open subset (of 0) which we assume to be nonempty. Then the mapping F of 6 into R" defined by
is a Cl-diffeomorphism called the period map and it is well known that a point &, is afixed point of F if and only if @(t, to) is defined for all t and has period T. In this case F'(&) = CD&T, <,,) is the monodromy matrix for the variational equation i = f,(t, @(t, &Jl-% (9) so that the eigenvalues of I;' (&,) are just the Floquet multipliers for (9) . It follows that &, is a hyperbolic fuced point (that is, the eigenvalues of F' (&,) lie off the unit circle) if and only if the variational equation (9) has an exponential dichotomy on (-co, co). If &, is a hyperbolic fixed point of F, the stable manifold W' (&,) is defined to be the set of those y such that Fm( y) + <,, as m --t co. It is known that W"(&) is an immersed submanifold of dimension k, where k is the number of eigenvalues of F'(<,) inside the unit circle; so k is also the dimension of the stable subspace for (9) . Moreover, if we denote by V the tangent space to W"(<,) at y, then the operator norm of the restriction of (Fm)' (&,) to V approaches zero exponentially as m + 00.
Since f has period T in t the identity @(t + mT 0 = @(t, @(mT, 0) holds when both sides are defined. Let y E W"(&,). Then it follows that Fm(y) = @(mT, y) and for mT < t < (m + l)T @(t, y) = @(t -mT, Fm( y)). (10) Using the fact that sup ) @(t, F"(y)) -@(tv to)1 -+ 0 as m-+co, o<t<r we deduce that 1 @(t, y) -@(t, To)1 -+ 0 as t + co. This also means that for large t the coefficient matrix in the variational equation
is uniformly close to the coefftcient matrix of (9) and so it follows from the roughness theorem for exponential dichotomies (Coppel [ 10, p. 341 ) that (11) has an exponential dichotomy on [to, co) for large t, and hence on LO, co) ([lo, P* 131); moreover, the stable subspace has dimension k, the same as for (9) . Now if q E V, the tangent space to W(&,) at y, we already know that (JY'(Yh + 0 as m-+co.
Then using (10) we have for mT
Since I @,(t, Fm(y))l is uniformly bounded with respect to t in [0, T] and m, it follows that @l& Yh -+ cl as t-too so that q is in the stable subspace for (11) (observe that @[(t, y) is the fundamental matrix for (11) with @,(O, y) = I). So V is a subspace of the stable subspace for (11) . But both spaces have the same dimension k and so they must coincide. We have just about proved the main proposition of this section. L& E 0 is a hyperbolic fixed point of the period map if and only tf @(t, &,) is a T-periodic solution of (8) and the variational equation (9) has an exponential dichotomy on (-a~, a~). y E W'(&,) (resp. W(&,)) if and only tf / @(t, y) -@(t, &,)] + 0 as t + 00 (resp. t--f --a) and, in this case, the variational equation (11) has an exponential dichotomy on [0, co) (resp.
(-co, 01) with the tangent space to W'(&,) (resp. W(&,)) at y as stable (resp. unstable) subspace. (11) has an exponential dichotomy on (-co, a).
Proof.
The statements in (i) have already been proved, apart from those for W (&,) , which are proved analogously to those for W"(&). Statement (ii) follows from (i) and Proposition 2.1.
A SHADOW LEMMA FORNONAUTONOMOUS SYSTEMS
To prove the main theorem in this section we need a new result about exponential dichotomies (Lemma 3.2) and to prove it we need the following lemma. for tk-, < t < t,,
has an exponential dichotomy on (-03, co) with constants K', a/2.
Proof: Let X(t) be the fundamental matrix for (3) with X(0) = 1. Define the continuous function 9(t) on (-co, co) by taking it as Yk(t) on [tk-r , tk]. Then 9(t) is a solution of the matrix system (7) and so by uniqueness
for all t, where P = 9(O).
Suppose s < t. There exist integers k < 1 such that
Similarly we show that for s > t IX(t)(Z -P) X-'(s)1 < K2 .e-0(S-f)'2. 
system (3), defined as in Lemma 3.1, has an exponential dichotomy on (---CO, 00) with constants depending only on K and a.
Proo$ Write P, = Yk(t,-,), Qk = Ykel(tkdl) and put J,c = P, Qk + (I-P,)V -Qd (13) Then using Pi = P,,
So Jk is invertible and
Moreover, it follows from (13) that PkJk = JkQk so that
Now write
So S;'(t) exists and
For each integer k let Xk(t) be the fundamental matrix for system (12) satisfying Xk(tk-r) = I so that 9Jf) = Xk(C) PkXF l(t).
Then Y&) = S,(t) Xk(t) is a fundamental matrix for the system 9 = B/m9 (15) where
S,(t) A,(t) s;'(t) + 2&(t) s, l(t).
So if t,-, < t < t,, and similarly, if t,-, < t < s < t,,
The corresponding projection matrix function is Z&) = Y&) P, Y; l(t).
Using (14) we see that for all integers k s,-,(t,-,)=S,-,(t,-,)~-,(t,-,)S~~,(t,-,)
Hence if we define B(t) on (-co, co) by taking it as Bk(f) on [fk-i, tk) it follows from Lemma 3.1 that the system has an exponential dichotomy on (-co, co) with constants 9K2 and a/2. But it follows from (16) and the assumptions on 6 that
So the roughness theorem ([ 10, p. 341) implies that (3) also has an exponential dichotomy on (-co, co) with constants depending only on K and a. (Note that the roughness theorem still holds with the same proof even when the coefficient matrices are only piecewise continuous).
It is noted here that the method used in this proof was suggested by MillionEikov's "rotation" method [ 18, 191 . has a solution wk(t) defined on an interval [t,-,, t,J such that (i) the variational equation (17) has an exponential dichotomy on [tk-,, tk] with projection matrix function Yk(t) and constants K, a;
Then there exist positive constants E,, z, and a function &(e) such that if z > z,,, 0 < E < E,, and 6 < do(e), system (17) Now we assume r > rO, 0 < E < sO, 6 < 8,,(s) and define a function w(t) on (-co, co) by taking w(t) = am when t,-I < t < t,. Then w(t) is continuous except at the points t,, where it has the jumps Pk= w k+ l@k) -wk(tk)* It follows from our assumptions and Lemma 3.2 that the system has an exponential dichotomy on (-co, co) with constants K,, ai depending only on K, a.
We approximate w(t) by a continuous function z(t) defined on (-co, co) by
when Sk = (tk-i + tk)/2. z(t) is continuous with a piecewise continuous derivative such that
the latter inequality holding except for t = t,. Now for all t
IM, z(O) -f,ov wW)l G @).
Under our assumptions it follows from the roughness theorem for exponential dichotomies ([ 10, p. 341) that the system has an exponential dichotomy on (-co, co) with constants K,, a, depending only on K,, ai. We introduce the new variable v through x = z(t) + u so that (17) becomes 2; = f,(t, z(t))u + g(4 u), (18) where If n(t) is another solution of (17) with the same property, u(t) = x(t) -z(t) is a solution of (18) satisfying 1 a( Q In(t) -w(t)1 t 1 w(t) -z(t)1 Q E t 6 Q & t E/2 < 2.5.
Thus ti(t) = v(t) and hence f(?) = x(t). So we get uniqueness and the proof of the theorem is complete.
Remark. Note that Theorem 4 in [9, p. 1371 can still be applied even when, as above, the vector field is only piecewise continuous in f. The function x(t) = z(t) + v(t) is continuous and satisfies the differential equation (17) except perhaps at the tk. But since f(t, x) is continuous, it must also satisfy the equation at the tk too.
Our next theorem is a corollary of the last one but in order to prove it we need another lemma, which does not seem to have been noticed previously.
LEMMA 3.4. Let A(t) and B(t) be n x n matrix functions, bounded and continuous on [t,, a), such that system (3) has an exponential dichotomy on [to, 00) with projection matrix function s(t) and such that B(t)+ 0 as t + 03. Then the perturbed system
also has an exponential dichotomy on [to, 00) and if8(t) is a corresponding projection matrix function 12(t) -s(t)1 + 0 as t+co.
Proof: Let K, a be the constant involved in the exponential dichotomy for (3) . There exists r, such that IB(t)l < a/4K2 for t > r,,. For any r > r,, it follows from the roughness theorem [ 10, p. 341 that (19) has an exponential dichotomy on [r, 03) with constants K,, a1 depending only on K, a and the associated projection matrix function 2,(t) can be so chosen that for t > r IL?,(t) --Y(t)1 < 4a-'K36(r), where 4~) = ;;y IWN It follows from [ 10, p. 131 that (19) has an exponential dichotomy on [to, 00) since it has one on [rO, co). Let 2(t) be any allowable projection matrix function with associated constants L,/?. s(t) and 2,(t) must have the same range for all t so that for t > r > r,,, where we have used (5) and (6) . So if t > t,, and t > 22, I-w -aol G I -w -cowl + 12*(t) -mt)l <K,Le-(a1+4)T + 4a-'K36 (22) It follows that 12(t) -9(t)/ -+ 0 as t + ~0. and assume, in addition, that f has period T > 0 in t. Suppose system (17) has a doubly intnite sequence {u,Jt)}(k E Z) of T-periodic solutions and another sequence {vk(t)} of bounded solutions such that (i) for each k the variational equation
has an exponential dichotomy on (-a, co) with constants K, a independent ofk So all the hypotheses of Theorem 3.3 are satisfied and the present theorem follows at once from it.
We now define the Bernoulli shift (cf. Smale [24] , Moser [20, p. 621, Arnol'd and Avez [3] ). Let N be a positive integer and Y,,, the set of all doubly infinite sequences a = (.. ., u-2, a-,, a,, a,, a2 ,... 19 where uk E {0, l,..., N -1 }. With the product topology YN becomes a totally disconnected compact Hausdorff space (Cantor set). The homeomorphism p of S$ onto itself defined by
is the Bernoulli shift (note usually (/3(a)), = uk-, but it seems more convenient to take it as uk+ 1 here).
COROLLARY 3.6. Let f(t, x) be us in thefirst paragraph of Theorem 3.3 and assume, in addition, that f has period T in t. Suppose system (17) has a T-periodic solution u(t) and another solution v(t) such that (i) the variational equation
has an exponential dichotomy on (-a~, 00);
(ii) 1 v(t) -u(t)1 -9 0 as 1 t 1 + 00.
Then there exists a constant e0 > 0 and for each positive integer N a function MN(e) such that given E with 0 < E Q e0 and a positive integer m > MN(e), system (17) has for each a in the Cantor set YJ a unique solution x,(t) satisfying Ix,(t+(2k-l)mT)-v(t+u,T)(<e (22) for -mT<t<mTandull k. The correspondence $(a) = x,(O) is a homeomorphism onto a compact subset of R" on which the 2mth iterate F2m of the period map F is invariant and satisfies
where /I is the Bernoulli shift on YN.
Proof. If for each integer k we define ok(t) = Ott + ak T),
then the existence of Q,, M,,,(E) and the unique solution x,(t) satisfying (17) follow from Theorem 3.3. Let us now adjust e0 so that
and adjust MN(c) so that MN(e) > N -1.
For the continuity of the mapping 4 at the point a we have to show given 6 > 0 that there exists K such that when a; = ak for 1 k 1 < K. Suppose this is not true. Then there exists 6 > 0 and a sequence a"' in YN such that for E= 1,2,... I fP@"')l G -i,"F<, IWI + E < 03.
So taking a subsequence if necessary, we can assume that @(a(')) + C as I+ co with I@(a) -<I > 6. It follows from standard theorems on continuous dependence on initial values that x&t) + x(t) as I-+ co uniformly on all compact t-intervals, where x(t) is the solution of (17) Letting I + a0 we find that for all k and -mT & t < mT, Ix(t+(2k-l)mT)-u(t+a,T)I<E.
By the uniqueness of x,(t), it follows that x(t) =x,(t), contradicting x(0) = r # #(a) = x,(O). This contradiction shows that 4 is continuous, as asserted.
To show that d is one to one, let a # a'. Then ak # a; for some k. Since Ia& <N-1 <MN(&)< m, we may take 1= -a,T in (22) and its analogue for a' to get lx,((2k-l)mT-a,T)-x,,((2k-l)mT-a,T)(
> Iv(O) -4& -ak)T)l -lx,(W -1) mT -ak T) -WI -lx,,((2k -1)mT -a,T) -u((a; -a,)T)I
>3&-E-E=&, where we have used (24) . So the solutions x0(t) and x=,(t) are distinct and hence ((a) # #(a').
Thus 4 is continuous and one to one. Since 9v is compact Hausdorff, it follows that I$ is a homeomorphism onto its image.
The identity (23) where yk = Fky, forms a &pseudo orbit in R. Define #(a) as the point close to yaO in the unique e-shadowing orbit. Then if E is sufficiently small and m sufficiently large, 4 will give a homeomorphism of 9; onto a compact subset of M on which FZm is invariant and such that F2m 0 d = 4 op. This is usually proved by the horseshoe construction. The proof just sketched is probably known but there seems to be no explicit reference to it in the literature.
BOUNDED SOLUTIONS OF QUASI-LINEAR SYSTEMS: A CRITICAL CASE
Suppose the system i = g(t, z)
has a solution c(t) bounded on (-co, co) such that the variational equation
has an exponential dichotomy on (-co, co). Then it is consequence of Theorem 4 in [9, p. 1371 that a perturbed system has, for ,U sufficiently small, a unique bounded solution near c
(t). However, if (25) is autonomous so that g(t, z) = g(z), this theorem cannot be applied because the variational equation now has the nontrivial bounded solution t(t) and hence cannot have an exponential dichotomy on (-co, co). So we have a critical case and must impose additional conditions on the perturbation term to ensure the existence of a bounded solution near c(t).
First we use the Lyapunov-Schmidt method (cf. Chow and Hale [6, p. 331) to prove an extension of the implicit function theorem suggested by a special case in Coppel [8] . Note that if L is a linear operator, we denote by N(L) its kernel and by 2(L) its range. Now let P and Q be continuous projections on 8 and F, respectively, such that 9(P) = N(L) and 5%'(Q) = S'(L), respectively. We can write (26) as
where If we put then according to the Lyapunov-Schmidt method Eq. (27) is equivalent to the two equations r = KQh(t + r, PU),
(I-Q> h(t t rl, P) = 0, The manifold M in hypothesis (i) can be represented locally as (30) where 0 is a C2 function into M(P) satisfying Q(0) = 0, )&O) = 0. Since x = < + 4(r) satisfies (27) for ,u = 0, (28) and (29) must also be satisfied for ,u = 0 with r7 = $(<). If 6 is sufficiently small it follows from the uniqueness of r(t,~U) that for IIt'll < 6,
Then the function H(&P) defined by wt, Pu> = I P-'GO4 for p # 0 G, ( (3 0) for p =0 is C'.
Solving (30) Before proceeding with the proof of this, let us make two observations. First, by putting x = x(u) in (26), differentiating with respect to p and setting p = 0, we see that the derivative x,(O) is a solution of Lx = -f,(O, 0). Second, note that if we do not assume the existence off,, , the above proof still goes through but we can only conclude that X(U) is continuous.
We want to apply what we proved above to Eq. (33). Now g(x,p) = f,(x@), P).X is Cz near (0,O) except that g,,,, may not exist. Also it satisfies hypothesis (i) with M=N(L);
(ii) holds since g,(O, 0) = 0 and if Lp = 0 and y E J'(L), 1 g,,(O, 0) P + &X(09 O)}y = {f,,(Ov 0) x,(O) + f,X(OY 0)) y so that (iii) is also satisfied. So we conclude that there is a neighborhood of 0 in B such that for P # 0 sufticiently small (33) has a unique solution in this neighborhood. Since (33) is linear in x, this implies that (33) has the unique solution x = 0 for ,U # 0 sufftciently small. This completes the proof of the theorem.
We now introduce the linear operator L we will be concerned with and show that it is Fredholm. In the following lemma Ck{ (-co, co), R" } denotes the Banach space of bounded continuous R"-valued functions whose derivatives up to order k exist and are bounded and continuous on (-co, co). 
The index of L is dim V + dim W -n, where V and W are the stable and unstable subspaces for (3).
Proof. Let (3) have an exponential dichotomy on [0, co) with projection P and on (--a~, 0] with projection Q and suppose in both cases that the 505/55/2-l associated fundamental matrix X(t) satisfies X(0) = I. Then the adjoint system (35) has fundamental matrix X *-I t and by taking transposes in ( ) inequalities like (4) we see that (35) has an exponential dichotomy on [0, co) with projection Z-P* and on (-co, 0] with projection Z -Q*. Now the subspace of initial values (at t = 0) of bounded solutions of (3) is Vn W, where I'= 9(P) and W =X(Q), and for (35) it is V'n W", where V' (the orthogonal complement of V) is L%'(Z -P*) and W' is B'(Q*).
It follows from the previous paragraph that dimM"(L) = dim Vn W.
Now let f E L%'(L) so that there exists x in B satisfying f(t) = i(t) -A(t) x(t).
Then if y(t) is a bounded solution of (35),
since ] ty(t)l + 0 exponentially as ] t I-+ co. So if f E 9(L), (34) holds for all bounded solutions y(t) of the adjoint system (35). Conversely, suppose f EF and that (34) holds for all bounded solutions y(t) of (35). Note that if n is a vector satisfying
y(t) defined as X *-'(t)(Z-P*)q for t > 0 and as X*-'(t) Q*r for t < 0 is a bounded solution of (35). It follows that
for all vectors r~ satisfying (36). This means that the linear algebraic equation
0 has a solution r and then the function x(t), defined for t > 0 as X(r)~~+~~X(t)PX-'(s)f(s)ds-~mX(t)(l~)x-1 t and for t < 0 as
is in 8' and is a bounded solution of the inhomogeneous linear system i = A(t)x + j-(t).
Thus Lx = f and so f E 9(L), as required.
To show that L+'(L) is closed and has finite codimension, note that each bounded solution y(t) of the adjoint system (35) defines a bounded linear functional on B through f-i_", w*tt)fW dt and this correspondence gives an isomorphism beween V'n W' and a finitedimensional subspace of the dual space Y*. We have just shown that S'(L) is the subspace of r annihilated by this finite-dimensional subspace of r* and so 9(L) is closed and
Hence L is Fredholm, as asserted.
=dim V+dim W-n, as asserted. So the proof of the lemma is complete. (Note that a related result has been proved by Sacker [23, p. 3891.) We are now ready to give our application of Theorem 4.1. (37) has a bounded solution C(t), the closure of whose orbit is contained in U.
Suppose the variational equation i = s,(Wb (38) has an exponential dichotomy on both half-lines, that the dimensions of the stable and unstable subspaces have sum n and that t(t) is the unique (up to a scalar multiple) bounded solution of (38). We want to consider a particular case of Corollary 4.3, where the autonomous system (37) has equilibrium solutions zO,zl (which may coincide) such that c(t) +zOast+-a,and~(t)-+z,ast+~andsuchthat the eigenvalues of the matrices g,(z,), g,(zJ have nonzero real parts and the same number (counting multiplicities) with negative real parts. It follows from the roughness theorem for exponential dichotomies that the variational equation (38) has an exponential dichotomy on both half-lines and that the dimensions of the stable and unstable subspaces have sum n.
We assume the other conditions in Corollary 4.3 hold. It is a consequence of standard perturbation theory (see, for example, Coppel [9, p. 1371 ) that for sufficiently small p the perturbed system (40) has unique bounded solutions z,(t, ,u) (i = 0, 1) such that Summing up, we have proved the following corollary.
COROLLARY 4.4. Let the conditions of Corollary 4.3 hold but assume, in addition, that system (31) has hyperbolic equilibrium points zO, z1 such that the matrices g,(zJ, g,(zJ have the same number (counting multiplicities) of eigenvalues with negative real parts and such that c(t)-+ z0 as t + -co, c(t) + z1 as t + co. Suppose also that h has period T in t.
Then for suflciently small ,u system (40) has unique T-periodic solutions z,,(t, ,u), z,(t, p) such that for i = 0, 1 Remark. In view of Proposition 2.2, the period map for system (40) has, under the conditions of Corollary 4.4, a transversal homoclinic point when z,, = zi. Note also, as remarked above, that the condition on the eigenvalues of g,(z,,) and gZ(zl) implies that the variational equation (38) has an exponential dichotomy on both half-lines and that the dimensions of the stable and unstable subspaces have sum n.
Let us return to Corollary 4.3 again. Note that for any t,, C(t -to) is also a solution of (37) to which we can apply the corollary. In the special case n = 2 (not necessarily Hamiltonian) we can write (37) and (40) 
which as a system has the Hamiltonian form (44) with y = i, H(x, y) = fy' -cos x, A(t, x, y, p) = -px sin t.
The unforced system has saddle points z. = (-x,0), z, = (rr, 0) and there is a solution (the upper separatrix) c(t) = (7~ -4 tan-'(e-'), 2 sech t) such that c(t) -+ z0 as t-+-co, (Y(t)+ zr as t + co. Since the stable and unstable subspaces for the variational equation corresponding to C(t) must have dimension one, t(t) must be the unique (up to a scalar multiple) bounded solution of it.
Here d(t,), as defined in (45), is 21m sech t sin (t + to) dt.
-cc Sod(O)=Oandd'(0)=2j?, sech t cos t dt = 2n sech (n/2) # 0. Hence the conditions of Corollary 4.4 are satisfied and we deduce, first, that for ~1 sufficiently small the system corresponding to (46) has unique 2n-periodic solutions z,(t), zl(t) (we suppress the dependence on p) near z0 and z, respectively. Note, however, that zo(t) + (2x, 0) is a solution satisfying the same conditions as zl(t) and so, by uniqueness, z&) = z,(t) + (2n, 0).
Similarly, z,(t) = -zo(t + n) -(27r, 0).
Second, we deduce from Corollary 4.4 that for P # 0 sufficiently small there is a solution z+(t) near r(t) such that I z + (4 -ZOWI + 0 as t-+--CO, Iz+(t)-zl(t)l+o ast+ao and the variational equation for z+(t) has an exponential dichotomy on (-co, a). We see also that z-(t) = -z+(t + x) is a solution near the lower separatrix -[(t + n) satisfying
Iz-w --z&l + 0 as t+-a3, Iz-(t>-z0(t)l-+0 ast+oo,
where we have used (47) and (48). Moreover, the corresponding variational equation is the same as for z+(t) but with t replaced by t + n and hence also has an exponential dichotomy on (-co, co). One could prove as in Corollary 3.6 that the mapping a -+ z,(O) is a homeomorphism of Yz onto a subset of R* on which the time 2mn-map is invariant and isomorphic to the Bernoulli shift on 9*.
On the cylinder, the natural phase space for (46), the period map has a saddle point and two distinct transversal homoclinic points associated with it. We have shown the existence of orbits of the period map which switch randomly from following the orbit of one homoclinic point to following the orbit of the other.
