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a b s t r a c t
The Monte Carlo simulation of clinical electron linear accelerators requires large
computation times to achieve the level of uncertainty required for radiotherapy. In this
context, variance reduction techniques play a fundamental role in the reduction of this
computational time. Here we describe the use of the ant colony method to control the
application of two variance reduction techniques: Splitting and Russian roulette. The
approach can be applied to any accelerator in a straightforward way and permits the
increasing of the efficiency of the simulation by a factor larger than 50.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The Monte Carlo method is one of the most accurate techniques for particle transport simulation. That is why it is
widely used to determine the distribution of deposited energy of radiation beams in radiotherapy. Electron beams produced
by linear accelerators (LINAC) are used extensively in radiotherapy treatments. The finite range of the electrons in the
tissue allows the treatment of superficial cancers, avoiding surrounding tissue radiation-induced complications. However,
high accuracy dose distributions are essential for assessing the effectiveness of a given treatment. In order to achieve this
accuracy, detailed information about the characteristics of the electron beam is required including the energy, angular and
spatial distributions of the particles in the clinical beam. To obtain these, a detailed knowledge of the geometrical aspects
of the LINAC is needed to simulate the transport of particles through the treatment head. In the Monte Carlo simulation, the
passage of the electrons through the beam modifiers included in the LINAC treatment head is followed accounting for all
physical processes of clinical significance.
Because of the lack of information on the characteristics of the electrons exiting the accelerator tube and entering the
LINAC head, it is necessary to tune the parameters describing the electron source in the simulations. Usually, this is done
by means of an iterative process, in which these parameters (initial energy spectrum, source size, etc.) are modified until a
goodmatch between the simulation results and experimental data is obtained. Nevertheless, the fullMonte Carlo simulation
remains, in general, incompatiblewith a possible clinical treatment implementation,mainly due to the high computing time
required to achieve an acceptable statistical uncertainty.
Computing time can be reduced by recording the information of each particle that escapes the treatment head in the
usually named phase-space files. This information includes charge, energy, direction and position of the particle, as well as a
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tag recording detailed information about its history [1]. Once the phase-space has been obtained, it can be used to complete
the simulation on the reconstructed volume from patient’s computed tomography studies.
An alternative to the phase-space approach is the so-called sourcemodel [2–6] inwhichmultiple virtual sources emulate
the effect of the LINAC treatment head components in the beam. The tuning process for every individual accelerator consists
of adjusting the characteristics of the various sources. The dosimetric quantities obtained have a precision comparable to
that obtained within the full Monte Carlo simulation, though the method is intrinsically less accurate. The main advantage
is that one does not need to simulate the full treatment head geometry (where a major part of the computational time is
elapsed) and can safely reduce the uncertainty by increasing the number of electron histories followed.
Variance reduction techniques can be used to make calculations more efficient, whatever the methodology to perform
the simulations one chooses [7]. In the case we study here, where the interest is focused on a spatial region (the patient),
the so-called splitting and Russian roulette techniques appear to be particularly appropriate. The basic idea of these two
methods is to favour the flux of radiation towards the region of interest and inhibit the radiation that leaves that region. The
variance reduction is accomplished by modifying the relative weights of the particles. The use of both techniques ensures
that the dose distribution obtained from the simulation remains unbiased [7,8]. The obvious problem is that of deciding
when to apply both techniques and to what extent.
Recently, we have applied the ant colony method to drive these two variance reduction techniques in Monte Carlo
simulations of LINAC electron beams [9,10]. We proved that the efficiency of the calculation can be increased in a factor
∼40. In this work we discuss a new improvement which permit us to enhance efficiency by a factor larger than 50. We have
applied the procedure to a Siemens Mevatron KDS LINAC and the Monte Carlo code PENELOPE [8] has been used to do the
simulations. However the methodology can be applied to any teletherapy machine andMonte Carlo code as well as to other
processes of interest in medical physics.
2. Variance reduction techniques
In analogue Monte Carlo calculations in which the full stochastic transport of particles is simulated, the trivial way to
reduce the estimated variance is to run more histories until the desired level of accuracy is reached. The reduction factor is
proportional to the squared root of the number of histories followed.
In Monte Carlo simulations it is a common practice to define the efficiency, , of a given procedure
 = 1
s2T
, (1)
where s2 is the estimated variance and T is the computing time used. According to Eq. (1), the efficiency of Monte Carlo
simulations can be increased by reducing the variance or reducing the time per history followed. The techniques leading
to an increase in the efficiency, even if they are not related to variance reduction, are usually called variance reduction
techniques.
For the problem we are interested in, that is the simulation of a LINAC, the important quantity is the dose deposited in
a water phantom which simulates the patient. Then, a way to reduce the variance is to follow completely those histories
which are expected to give contributions to this dose and to forget the remaining ones. There are two techniques which are
very useful in this respect when used together: Splitting and Russian roulette [7,8]. The basic idea of these methods is to
favour the flux of radiation towards the region of interest only. Variance reduction is accomplished bymodifying theweights
of the particles simulated. It is assumed that primary particles start moving with unit weight, while the initial weight of any
secondary particle equals that of the particle which produced it. Splitting consists of transforming a particle, with weightw0
and in a certain state, into a number s > 1 of identical particles withweightsw = w0/s in the same state. Splitting should be
appliedwhen the particle approaches the region of interest. The Russian roulette technique is related to the reverse process:
when a particle tends tomove away from the region of interest it is killedwith a certain probability, r < 1, and, if it survives,
its weight is increased by a factor 1/(1− r). In this way the simulation remains unbiased. After completing a number N of
histories, the expected value 〈F〉 of a certain quantity of interest F is estimated by means of the average
F = 1
N
∑
i,j
wijfij, (2)
where wij and fij denote, respectively, the weight and the contribution to the score of the j-th particle (j=1 for the primary
and j > 1 for the secondary) of the i-th history. The central limit theorem ensures that, when N → ∞, the probability
distribution of F is Gaussian and then, in this limit,
s2 = 1
N
 1
N
∑
i
(∑
j
wijfij
)2
− F 2
 (3)
is an unbiased estimator of the variance of F . As every scoring voxel has its own uncertainty, in this work we have used the
variance of the voxel with maximum dose to estimate the efficiency of the simulation. Simulation results are commonly
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expressed in the form F ± ks. All the uncertainties quoted throughout this paper have been obtained using k = 3, so that
the probability that the true value F lies within the error bar is 99.7%.
The efficiency of the Russian roulette and the splitting relies on the strategy used to decide when they have to be applied.
If Russian roulette is used in such a way that many particles surviving with high weight reach the region of interest, the
variance increases and the efficiency reduces. The same occurs if splitting is used in regions where very few particles
passing through them contribute to the quantity of interest, because too much time is occupied simulating histories with
low contribution.
In our problem, the percentage of primary electrons reaching the water phantom for the 12 MeV beam is 17.29± 0.02%
[11]. Similar values are obtained for other energies. However, we cannot neglect completely the electrons absorbed by the
various pieces of the accelerator because they can contribute to the dose in the phantom bymeans of the secondary particles
they generate, mainly Bremsstrahlung photons. Then, a lot of computing timemust be expended to simulate these particles
which give a rather small contribution. This is a nice situation to apply Russian roulette. The increase in the variance produced
by the higher weight of the surviving secondary particles is then rearranged introducing splitting for those particles which
approach the phantom.
The important point is how and where Russian roulette and splitting have to be applied. In a previous work [11], some
‘‘ad hoc’’ criteria were adopted. As said above, a major part of the simulation time is elapsed by particles inside the so-called
jaws, which actually act as a primary collimator of the beam (see Fig. 2). We applied Russian roulette to particles entering
the jaws at a distance from their inner side larger than a value which is related to the range of the more energetic particles
moving inside the jaws. For the case we are analyzing here, this distance was fixed to 4 mm and a probability to kill the
particles of r = 0.9was chosen. Additionally, and for each body in the geometry, a threshold energy was fixed in such a way
that those particles with an energy smaller than these cut-off values were killed with a certain probability. The threshold
energy was fixed to 3 MeV and the probabilities ranged from r = 0.7 (for the phantom and the air above it) and 0.9 (for the
rest of the accelerator elements). Splitting was applied to particles reaching the phantomwith s = 50. The combined use of
splitting and Russian roulette permitted us to reduce the simulation time by a factor∼40.
3. Ant colony approach
The CPU time reduction just mentioned implies a noticeable improvement in the LINAC simulation. However, the
approach described requires a careful analysis of the geometry of the system and needs an important number of simulations
allowing us to get a detailed knowledge about which one of regions in the simulation space aremore expensive in CPU time.
It is evident that this procedure cannot be blindly applied to other LINACs, being necessary to develop the same kind of study
for each system that one wants to simulate.
To solve this, we proposed [9,10] to use a method based on an ant colony algorithm to drive the application of variance
reduction techniques. The purpose is to have a procedure, robust enough to be applied to any LINAC without previous
analysis.
Ant colony algorithms were first introduced by Dorigo et al. [12]. These algorithms are inspired by the behavior of actual
ant colonies and permit us to create optimization tools to solve problems like that of the traveling salesman [13] and finding
globalminimum [14]. The problem is formulated in terms of ants going out from the nest to look for food. In their trajectories
ants leave pheromone and the level of pheromone in a trajectory increases as a function of the number of ants which travel
by this trajectory, while it is reduced when it is not visited with a certain frequency. The key point is to define a parameter
which plays the role of the level of pheromone. In our case the analogy established is that electrons go from the source (the
nest) to the detection region (the food). If we force electrons to follow a particular trail, our results would show a clear bias,
but playing Russian roulette when electrons lose the trail and splitting when they follow it, leave the simulation unbiased
when weights are modified consistently.
We divided the full geometry of our problem in a set of fictitious volume cells which are characterized by a value of
a parameter known as importance, I . This parameter plays the role of the pheromone level and formally is the probability
of the particles in a given cell to score to the quantity of interest. In its simplest form, the logic is to split particles when
they pass from a cell with a given value of I to another with a higher one. Russian roulette is applied when the importance
reduces. A similar method was implemented in the Monte Carlo code MCBEND [15,16] to solve shielding problems.
The importance map can have as many dimensions as needed because one can include not only spatial characteristics,
but also energy, direction of motion, particle type, material, etc. In our case, we have considered three spatial dimensions
(cubes sided 1 cm), two energy cells, dividing the initial electron energy in two, and each cell is divided additionally in
two, according to the material (air or any other scatterer) filling it. The importance map is only defined for electrons whose
simulation is more time consuming than that of photons.
To define the importance values in each cell a dynamic process is considered. Starting the simulation, the complete map
has value I equal to 1. The weights of particles take also value 1 at the source. During the simulation two quantities are
scored. The first is NBe (i), which is the number of electrons beginning a step of their track in i-th cell. The second is N
D
e (i),
which is the number of electrons that, having been scored in NBe (i), reach the detection region. Thus, the ratio of electrons
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passing through the i-th cell and reaching the region of interest is
P(i) = N
D
e (i)
NBe (i)
. (4)
Obviously, P(i) can only take values from0 (no electrons passing through that cell reach the detector) to 1 (all electrons reach
it). This magnitude helps us to define the importance I(i) of a given cell. In principle, one can use any increasing function
with a minimum when P(i) = 0 and a maximum when P(i) = 1. It is worth to taking care of the values of the importance
because if the criterion chosen is not appropriate, particles with very different weights could arrive to the region of interest
and the uncertainty of the simulated quantities will increase. In our case we have assumed
I(i) = 2k, (5)
with
k =

[
5
P(i)
P(0)
− 5
]
, if P(i) ≤ P(0)[
7
P(i)− P(0)
1− P(0)
]
, if P(i) > P(0).
(6)
Here [α] indicates the integer part of α and P(0) the ratio of electrons that starting from the source reach the detection
region. In this manner, I takes values from 2−5 to 27 and I(0) is always equal to 1. These limit values are arbitrary but have
to be selected carefully because if the interval is too broad or too narrow the efficiency could decrease. P(i) changes during
the simulation and I(i) also do it.
If the particle which is simulated has a weightw and is at the i-th cell, the algorithm that applies the variance reduction
techniques is as follows:
• If I(i) · w > 1, split the particle in s = I(i) · w particles, each one with corrected weightw′ = w/s = [I(i)]−1.
• If I(i) · w < 1, apply Russian roulette with probability r = 1 − I(i) · w; if the particle survives, the new weight is
w′ = w/(1− r) = [I(i)]−1.
• If I(i) · w = 1, the particle remains unaltered.
The continuous redefinition of the value of the importance in each cell (each history modifies the value of I in the cells
it passes through) points out the cooperative characteristic of this procedure. The algorithm is applied only after a certain
amount of information about the particle trajectories is acquired. This is because it becomes unstable if Russian roulette is
used with not enough statistics. The information acquired during the simulation for the importance map can be stored in
files in the same manner as phase-spaces but with much less space needed. It can be reused and no time to acquire a new
importance map is needed in later simulations concerning the same geometry.
A problem that usually appears in these circumstances is that, occasionally, a particlemay pass from a cell with a very low
importance to another with a high importance. As a consequence, a huge number of particles is generated when splitting
acts and this does not favour efficiency. The novelty we introduce here is that once the importance is redefined, after a
history is completed, as indicated above, it is recalculated in such a way that the final importance of a given cell is obtained
as the average importance of the cells surrounding it. This implies in fact a kind of smoothing of the importance map which
avoids the inconveniences just discussed.
4. Results
We have applied the strategy described to a Siemens Mevatron KDS LINAC. This is an accelerator that provides electron
beamswith nominal energies of 6, 8, 10, 12, 15 and 18MeV and high energy photon beams. For the sake of simplicity, inwhat
follows we quote the results obtained for 12 MeV electron beams. The elements of the head assembly have been modelled
following the specifications provided by the manufacturer. A scheme of it is shown in Fig. 1.
The primary electron beamwas assumed to originate from amonoenergetic andmonodirectional point source. Electrons
are injected in the treatment head through its entrance window, consisting of two titanium foils of 50.8 µm of thickness
with an innerwater flux 0.762mm thickwhich is needed for cooling. Thiswindowhas a radius of 3.9mm. The first scattering
foil is situated at 1.03 cm below the entrance window and has a composition and a thickness which depends on the nominal
energy selected. For the 12MeV beam it consists of 102µmof gold. A second scattering foil made of aluminum permits us to
achieve the homogeneity of the electron field. It is situated at 10.1 cm of the first scattering foil and consists of three slabs of
178, 381 and 254µm of thickness and radii 5.0, 9.1 and 14.0 mm, respectively. A cylindrical monitoring ionization chamber
of 1.4 cm of radius appears 1 cm below the second scattering foil. It consists of Kapton r© (a type of polyimide polymer) and
gold foils separating two volumes of air. In actual simulations, the geometry of this chamber is simplified as a couple of slabs
(0.9 µm of gold and 196 µm of Kapton r©) separated by 1 mm of air.
Two pairs of tungsten jaws (see Fig. 2) limit the radiation field in the directions perpendicular to the beam line (which is
chosen to be z). In electron beammode the jaws keep a fixed position that determine a 25×25 cm2 field at 100 cm from the
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Fig. 1. Scheme of the dispersive elements of the LINAC head.
Fig. 2. Scheme of the situation of the jaws.
source. The upper (lower) jaws have dimensions of 13.5×11.5×7.5 cm3 (16.5×11.5×7.5 cm3), their geometrical centers
are situated at A = 25.6 cm (33.4 cm) from the entrance window and are shifted a distance B = 9 cm in the x direction
(10 cm in the y direction). The collimator angle θ is 7.125◦ for all jaws.
In order to eliminate the scattered radiation due to the electron scattering in air, an applicator near the patient surface is
necessary for the treatment. In our analysis, this element has not been considered because it is a piece strongly dependent
on the patient and the particular treatment plan.
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Fig. 3. Depth dose distribution in the beam axis as a function of the depth in the water phantom for the 12 MeV electron beam. Solid line represents the
analogue calculation. Symbols correspond to the accelerated simulation. Error bars in the first case are of the same order as in the accelerated simulation.
Table 1
CPU time elapsed in the simulations for the 12 MeV electron beam.
Simulation CPU time (h)
Analogue 117.30
Accelerated (without smoothing) 2.83
Accelerated (with smoothing) 1.65
Finally, a water phantom is included to determine the depth dose distribution. In the Monte Carlo simulations done in
this work, we have focused on the dose in the beam axis and we have scored the dose in cylindrical voxels with 1 cm of
radius and 1 mm of height.
The simulations have been done bymeans of theMonte Carlo code system PENELOPE (v. 2003) [8]. It consists of a Fortran
77 subroutine package that handles the coupled transport of electrons, photons and positrons in arbitrary geometries. The
user, in turn, has to provide a main program that controls the evolution of the generated histories and keeps score of the
relevant quantities.
According to Berger’s terminology [17] and regarding the simulation of the interactions of electrons (and positrons),
PENELOPE may be classified as a class II code. Hard collisions (those leading to large angular deflections and/or energy
losses) are simulated in a detailed manner, whereas soft events are described by means of a multiple scattering approach.
This mixed simulation scheme is implemented through the so-called random-hinge algorithm, which has been proved to
be very stable even in extreme situations [18]. On the other hand, photon transport is performed by a conventional detailed
simulation procedure.
The speed and accuracy of the simulation of electrons and positrons is determined by the values of the simulation
parameters. All simulations reported below, were carried out with ‘‘safe’’ parameters [8,19]: absorption energies Eabs equal
to 100 keV and 10 keV for electrons (or positrons) and photons, respectively; mixed simulation cutoffsWcc andWcr equal
to 5 keV and 1 keV, respectively; parameters C1 and C2, which determine the angular deflection cut-offs, equal to 0.05. The
maximum allowed step length smax was fixed to one tenth of the characteristic thickness of each body.
Following the methodology previously described, we ran two kinds of simulations: (i) analogue simulations with
no variance reduction and (ii) accelerated simulations using the importance map with Russian roulette and splitting.
Calculations have been done with a PC Pentium 4 at 3.4 GHz, with 1024 MB of RAM memory and Windows XP operating
system. The Intel Fortran Compiler 7.0 with the compilation option of the velocity optimization was used.
Fig. 3 shows a comparison between the depth dose distributions obtained for the 12 MeV electron beamwith both types
of simulations. Therein, the solid line represents the results calculated using analogue simulation. Symbols represent the
results found with the importance map driving the variance reduction techniques. The uncertainties of the results obtained
within the analogue scheme are similar to those quoted for the accelerated simulation.
As we can see the agreement between both calculations is remarkable and this points out the feasibility and validity of
the methodology proposed. The advantage of this last is evident in Table 1, where the CPU time elapsed in the complete
simulations. In these calculations, we have fixed the same level of uncertainty in the voxel with maximum dose (3s = 2%),
but the CPU time is strongly reduced when the accelerated schemes are used. Efficiency is increased by factors 40 (when
the importance map is not smoothed) and 70 (when it is). It is worth pointing out also that if the importance map is re-used
then a factor 100 can be reached because it takes 0.5 h of CPU time to build up it.
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Fig. 4. Importance map for high energy electrons in air (left) and low energy electrons in materials different to air (right).
To finish,we show in Fig. 4 the importancemap obtained in our calculations for the high energy particles (that is electrons
with energy larger than half the initial energy) in air (left) and for low energy electrons in materials different to air (right).
Therein black regions correspond to cells where no particles pass through. White regions are those showing a higher value
of the importance parameter. In the right panel one can distinguish the scattering foils and the jaws. Also the phantom is
evident. This map informs us about those regions of the geometry which act as radiation sources for the particular situation
which is being analyzed. This information should be very useful if one is trying to develop a source model for the LINAC.
5. Conclusions
In this work we have used the ant colonymethod to drive the application of two standard variance reduction techniques,
splitting and Russian roulette, which are used together in practice. An application for the simulation of a LINAC utilized in
cancer therapy has been developed. A new algorithm based on the smoothing of the importance map has been studied.
Results show a very good agreement between the simulations performed by applying the variance reduction techniques
and those done in a full analogue way, with no acceleration at all. CPU times are reduced by factors between 40 and 100,
depending if the smoothing is used or not or if the importance map is re-used.
The importance map permits us to obtain information about the actual radiation sources of the LINAC and could
contribute to an easier development of a source model of it.
References
[1] D.W. Rogers, B.A. Faddegon, G.X. Ding, C.-M. Ma, J. We, BEAM: A Monte Carlo code to simulate radiotherapy treatment units, Med. Phys. 22 (1995)
503–525.
[2] C.-M. Ma, Accurate characterization of Monte Carlo calculated electron beams for radiotherapy, Med. Phys. 24 (1997) 401–416.
[3] C.-M. Ma, D.W. Rogers, Beam characterization: A multiple source model, National Research Council of Canada Report, Ottawa, 1995.
[4] C.-M. Ma, Characterization of computer simulated radiotherapy beams for Monte Carlo treatment planning, Radiat. Phys. Chem. 53 (1998) 329–344.
[5] S.B. Jiang, A. Kapur, C.-M. Ma, Electron beam modeling and commissioning for Monte Carlo treatment planning, Med. Phys. 27 (2000) 180–191.
[6] A. Trindade, P. Rodrigues, L. Peralta, M.C. Lopes, C. Alves, A. Chaves, Fast electron beam simulation and dose calculation in radiotherapy, Nucl. Instrum.
Methods Phys. Res. A 522 (2004) 568–578.
[7] A.F. Bielajew, Fundamentals of the Monte Carlo method for neutral and charged particle transport, The University of Michigan, Ann Arbor, 2001.
[8] F. Salvat, J.M. Fernández-Varea, J. Sempau, PENELOPE - A code system for monte carlo simulation of electron and photon transport, OECD Nuclear
Energy Agency, Paris, 2003.
[9] S. García-Pareja, M. Vilches, A.M. Lallena, Variance reduction techniques in the Monte Carlo simulation of clinical electron linear accelerators driven
by the ant colony method, in: D.A. Pelta, N. Krasnogor (Eds.), Proc. Workshop on Nature Inspired Cooperative Strategies for Optimization NICSO 2006,
Granada 2006, pp. 61–72.
[10] S. García-Pareja,M. Vilches, A.M. Lallena, Ant colonymethod to control variance reduction techniques in theMonte Carlo simulation of clinical electron
linear accelerators, Nucl. Instrum. Methods Phys. Res. A 580 (2007) 510–513.
[11] S. García Pareja, Análisis físico del acelerador lineal de electrones Siemens Mevatron KDS con PENELOPE, Master Thesis, Departamento de Física
Moderna, Universidad de Granada, 2004 (unpublished).
[12] M. Dorigo, V. Maniezzo, A. Colorni, Ant system: Optimization by a colony of cooperating agents, IEEE Trans. Syst. Man Cybernet. Part B 26 (1996)
29–41.
S. García-Pareja et al. / Journal of Computational and Applied Mathematics 233 (2010) 1534–1541 1541
[13] E.L. Lawler, J.K. Lenstra, A.H.G. Rinnooy-Kan, D.B. Shmoys, The Traveling Salesman Problem, Wiley, New York, 1985.
[14] M. Duran Toksari, Ant colony optimization for finding the global minimum, Appl. Math. Comput. 176 (2006) 308–316.
[15] T. Shuttleworth,M.Grimstone, S. Chucas, Application of Acceleration Techniques inMCBEND, in: Proc. Ninth Int. Conf. on Radiation Shielding (Tsukuba,
1999), J. Nucl. Sci. Technol. Suppl. 1 (2000) 406.
[16] G.A. Wright, T. Shuttleworth, M. Grimstone, A.J. Bird, The status of the general radiation transport code MCBEND, Nucl. Instrum. Methods Phys. Res. B
213 (2004) 162–166.
[17] J.M. Berger, Monte Carlo calculation of the penetration and diffusion of fast charged particles, in: B. Alder, S. Fernbach, M. Rotenberg (Eds.), Methods
in Computational Physics, vol. 1, Academic, New York, 1963.
[18] A.F. Bielajew, F. Salvat, Improved electron transport mechanics in the PENELOPE Monte-Carlo model, Nucl. Instrum. Methods Phys. Res. B 173 (2001)
332–343.
[19] J. Sempau, A. Sánchez-Reyes, F. Salvat, H. Oulad Ben Tahar, S.B. Jiang, J.M. Fernández-Varea, Monte Carlo simulation of electron beams from an
accelerator head using PENELOPE, Phys. Med. Biol. 46 (2001) 1163–1186.
