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Abstract— Coordination recognition and subtle pattern pre-
diction of future trajectories play a significant role when
modeling interactive behaviors of multiple agents. Due to
the essential property of uncertainty in the future evolution,
deterministic predictors are not sufficiently safe and robust. In
order to tackle the task of probabilistic prediction for multiple,
interactive entities, we propose a coordination and trajectory
prediction system (CTPS), which has a hierarchical structure
including a macro-level coordination recognition module and
a micro-level subtle pattern prediction module which solves
a probabilistic generation task. We illustrate two types of
representation of the coordination variable: categorized and
real-valued, and compare their effects and advantages based
on empirical studies. We also bring the ideas of Bayesian deep
learning into deep generative models to generate diversified
prediction hypotheses. The proposed system is tested on multi-
ple driving datasets in various traffic scenarios, which achieves
better performance than baseline approaches in terms of a set of
evaluation metrics. The results also show that using categorized
coordination can better capture multi-modality and generate
more diversified samples than the real-valued coordination,
while the latter can generate prediction hypotheses with smaller
errors with a sacrifice of sample diversity. Moreover, employing
neural networks with weight uncertainty is able to generate
samples with larger variance and diversity.
I. INTRODUCTION
There always exists coordination when two or more agents
interact with each other. Accurate and timely recognition of
coordination outcomes and effective prediction of their future
trajectories play a significant role in high-quality and safe
decision making and planning. In the field of autonomous
driving, it is critical for autonomous vehicles to recognize
and forecast the behaviors of surrounding vehicles especially
when there are potential conflict zones between encountering
entities (see Fig. 1). In the generalized merging scenarios
such as highway ramp merging and roundabout entering sce-
narios, it is desired to predict the joint distribution of future
trajectories of multiple agents when considering interactions.
In this work, a hierarchical system consisting of a macro-
level coordination recognition module and a micro-level
subtle pattern prediction module is proposed to achieve this
goal. The coordination can be either categories with explicit
semantics or real-valued vectors encoding particular traffic
situations. If explicit semantics can be clearly defined and
labels are available, categorized coordination can be applied.
However, if labels are unavailable or too many agents are
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Fig. 1. Typical highway and urban driving scenarios where two or
more entities coordinate and interact with each other. The shaded areas
represent possible future motions which consider multi-modality. (a) Ramp
merging and lane change behaviors on highway scenarios; (b) Unsignalized
roundabout with yield signs; (c) Unsignalized intersection with stop signs.
Although the contexts are different, they can be treated as generalized
merging scenarios.
involved so that it is hard to define categorized coordina-
tion explicitly, then only real-valued coordination can be
applied. Subtle pattern denotes the motion patterns which
cannot be explicitly categorized via spatial road structure
or conflict regions, such as acceleration/deceleration and
aggressive/conservative merging.
Deep generative models such as variational auto-encoder
(VAE) and generative adversarial network (GAN) have been
proved to possess advantages in representation learning
and distribution approximation in sample generation tasks.
However, there is usually mode collapse issue under the
conditional generation settings, especially when they are
applied to time-series data. In the trajectory prediction tasks,
this may lead to very similar prediction hypotheses with low
diversity, which may deteriorate the safety and robustness of
the prediction system. To address this problem, we bring in
the idea of Bayesian deep learning so that we can incorporate
weight uncertainty into the generative neural networks to
increase model capacity and sample diversity.
The main contributions of this work are summarized
as follows: (a) A Coordination and Trajectory Prediction
System (CTPS) is proposed to recognize the coordination
outcome of interaction between multiple vehicles and to
forecast subtle motion patterns corresponding to a certain
coordination. (b) A latent feature extraction method for time-
ar
X
iv
:1
90
5.
00
58
7v
1 
 [c
s.R
O]
  2
 M
ay
 20
19
series data is employed to improve coordination classification
accuracy, which is based on a variational recurrent neural
network (VRNN). (c) A Coordination-Bayesian Conditional
Generative Adversarial Network (C-BCGAN) is proposed to
generate realistic future trajectories given historical informa-
tion and specific coordination, where weight uncertainties of
neural networks are incorporated.
The remainder of the paper is organized as follows.
Section II provides a brief overview on related studies.
Section III presents a uniform problem formulation for tra-
jectory prediction tasks. Section IV illustrates the proposed
methodology. In Section V, the proposed system is applied to
several problems of vehicle interaction prediction based on
real-world driving datasets. The performance is compared
with baseline methods in terms of widely-used evaluation
metrics. Finally, Section VI concludes the paper.
II. RELATED WORK
In this section, we provide a brief overview on related
research and demonstrate the advantages of the proposed
prediction system.
Behavior and Trajectory Prediction
Many research efforts have been devoted to forecasting be-
haviors and trajectories of on-road vehicles and pedestrians.
Many rule-based and model-based approaches were proposed
to estimate future states on time-series data, such as variants
of Kalman filter (KF) applied to system dynamic models
[1], auto-regressive models [2] and time-series analysis [3].
However, these approaches are not able to incorporate the
coordination among highly interactive agents due to the
limited model flexibility. Therefore, more learning-based
approaches were put forward to tackle complicated scenarios.
In [4], a variational neural network was employed to predict
future trajectories at an urban intersection. In [5], a dynamic
Bayesian network was designed to predict driver maneuvers
in highway scenarios. Other methodologies in the existing lit-
erature include hidden Markov models [6], Gaussian mixture
models [7], Gaussian process [8] and inverse reinforcement
learning [9], [10]. In this paper, we propose a hierarchical
prediction system based on Bayesian generative modeling
and variational inference, which can approximate the data
distribution and capture multi-modalities.
Deep Generative Modeling
Deep generative models such as variational auto-encoder
(VAE) [11] and generative adversarial networks (GAN) [12]
are widely used in image generation task due to their
strengths in approximating distributions of data. The con-
dition variable can be additionally incorporated to generate
samples satisfying particular properties [13]. In this paper,
we modify the model framework in [13] to generalize the
condition into a combination of discrete indicators and real-
valued feature vectors.
Weight Uncertainty in Neural Networks
The parameters of deep neural networks in most deep
learning literature are deterministic, which may not fully
represent the model uncertainty. In recent years, more at-
tention has been paid to avoid over-fitting or being over-
confident on unseen cases by incorporating distributions over
network parameters [14], [15]. In [16], a stochastic dynam-
ical system was modeled by a Bayesian neural network
(BNN) and used for model-based reinforcement learning.
Moreover, in real-world applications such as autonomous
driving, the surrounding environment is highly dynamic and
full of uncertainty. [17] suggested employing Bayesian deep
learning to address safety issues. In this work, we treat the
parameters in the proposed system as sampled instances from
the learned distributions, which improves uncertainty mod-
eling and increases the diversity of prediction hypotheses.
III. PROBLEM FORMULATION
Two or more vehicles will behave coordinately and inter-
actively when conflict zone exists. The objective of this paper
is to develop a prediction system that can accurately forecast
the coordination of multiple interactive agents and multi-
modal distributions of their future trajectories. The system
should take into account historical states, context information
as well as interactions among dynamic entities.
Assume there are totally N entities in an interactive
situation where N may vary in different traffic scenarios.
We denote a set of possible coordination as C and two
sets of trajectories covering history and prediction horizons
as Tk−Th+1:k = {tjk−Th+1:k|t
j
k = (x
j
k, y
j
k), j = 1, ..., N}
and Tk+1:k+Tf = {tjk+1:k+Tf |t
j
k = (x
j
k, y
j
k), j = 1, ..., N},
where Th and Tf are horizon lengths. The (x, y) is the 2D
coordinate in the Euclidean world space or image pixel space
and k represents the current time step. In this paper, we only
focus on the prediction in the Euclidean space.
Mathematically, our goal is to obtain the multi-modal
conditional distribution of future trajectories given the histor-
ical information p(Tk+1:k+Tf |Tk−Th+1:k). Some necessary
features derived from the trajectory information can also be
incorporated as condition variables. The long-term predic-
tion can be obtained by propagating the generative system
multiple times to the future.
IV. METHODOLOGY
In this section, we first provide an overview of the pro-
posed prediction system. Then the details of model compo-
nents, architecture and algorithms are illustrated.
A. System Overview
The multi-modal conditional distribution of future trajec-
tories p(Tk+1:k+Tf |Tk−Th+1:k) for interactive agents can be
factorized into
p(Tk+1:k+Tf |Tk−Th+1:k) =
m∑
i=1
p(Tk+1:k+Tf |ci,Tk−Th+1:k)p(ci|Tk−Th+1:k), if categorized,∫
c
p(Tk+1:k+Tf |c,Tk−Th+1:k)p(c|Tk−Th+1:k), if real-valued,
where m is number of possible categorized coordination.
This factorization naturally divides the system into a coordi-
nation recognition module (macro-level) and a subtle pattern
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<latexit sha1_base64="wGuALkPfAzisWJR2XIwfMpshhI8="> AAACynicjVHLSsNAFD2Nr1pfVZdugkVwY0lE0GXRjQsXFewDtJRkOm2HpkmYTIQSuvMH3OqHiX+gf+GdMQW1iE5Icubcc+7MvdePA5E ox3ktWAuLS8srxdXS2vrG5lZ5e6eZRKlkvMGiIJJt30t4IELeUEIFvB1L7o39gLf80YWOt+65TEQU3qhJzDtjbxCKvmCeIqo17GajI3 faLVecqmOWPQ/cHFSQr3pUfsEdeojAkGIMjhCKcAAPCT23cOEgJq6DjDhJSJg4xxQl8qak4qTwiB3Rd0C725wNaa9zJsbN6JSAXklOGw fkiUgnCevTbBNPTWbN/pY7Mzn13Sb09/NcY2IVhsT+5Zsp/+vTtSj0cWZqEFRTbBhdHcuzpKYr+ub2l6oUZYiJ07hHcUmYGeesz7bxJ KZ23VvPxN+MUrN6z3Jtind9Sxqw+3Oc86B5XHUJX59Uauf5qIvYwz4OaZ6nqOESdTRMlY94wrN1ZUlrYmWfUquQe3bxbVkPHzwZkck= </latexit><latexit sha1_base64="wGuALkPfAzisWJR2XIwfMpshhI8="> AAACynicjVHLSsNAFD2Nr1pfVZdugkVwY0lE0GXRjQsXFewDtJRkOm2HpkmYTIQSuvMH3OqHiX+gf+GdMQW1iE5Icubcc+7MvdePA5E ox3ktWAuLS8srxdXS2vrG5lZ5e6eZRKlkvMGiIJJt30t4IELeUEIFvB1L7o39gLf80YWOt+65TEQU3qhJzDtjbxCKvmCeIqo17GajI3 faLVecqmOWPQ/cHFSQr3pUfsEdeojAkGIMjhCKcAAPCT23cOEgJq6DjDhJSJg4xxQl8qak4qTwiB3Rd0C725wNaa9zJsbN6JSAXklOGw fkiUgnCevTbBNPTWbN/pY7Mzn13Sb09/NcY2IVhsT+5Zsp/+vTtSj0cWZqEFRTbBhdHcuzpKYr+ub2l6oUZYiJ07hHcUmYGeesz7bxJ KZ23VvPxN+MUrN6z3Jtind9Sxqw+3Oc86B5XHUJX59Uauf5qIvYwz4OaZ6nqOESdTRMlY94wrN1ZUlrYmWfUquQe3bxbVkPHzwZkck= </latexit><latexit sha1_base64="wGuALkPfAzisWJR2XIwfMpshhI8="> AAACynicjVHLSsNAFD2Nr1pfVZdugkVwY0lE0GXRjQsXFewDtJRkOm2HpkmYTIQSuvMH3OqHiX+gf+GdMQW1iE5Icubcc+7MvdePA5E ox3ktWAuLS8srxdXS2vrG5lZ5e6eZRKlkvMGiIJJt30t4IELeUEIFvB1L7o39gLf80YWOt+65TEQU3qhJzDtjbxCKvmCeIqo17GajI3 faLVecqmOWPQ/cHFSQr3pUfsEdeojAkGIMjhCKcAAPCT23cOEgJq6DjDhJSJg4xxQl8qak4qTwiB3Rd0C725wNaa9zJsbN6JSAXklOGw fkiUgnCevTbBNPTWbN/pY7Mzn13Sb09/NcY2IVhsT+5Zsp/+vTtSj0cWZqEFRTbBhdHcuzpKYr+ub2l6oUZYiJ07hHcUmYGeesz7bxJ KZ23VvPxN+MUrN6z3Jtind9Sxqw+3Oc86B5XHUJX59Uauf5qIvYwz4OaZ6nqOESdTRMlY94wrN1ZUlrYmWfUquQe3bxbVkPHzwZkck= </latexit><latexit sha1_base64="wGuALkPfAzisWJR2XIwfMpshhI8="> AAACynicjVHLSsNAFD2Nr1pfVZdugkVwY0lE0GXRjQsXFewDtJRkOm2HpkmYTIQSuvMH3OqHiX+gf+GdMQW1iE5Icubcc+7MvdePA5E ox3ktWAuLS8srxdXS2vrG5lZ5e6eZRKlkvMGiIJJt30t4IELeUEIFvB1L7o39gLf80YWOt+65TEQU3qhJzDtjbxCKvmCeIqo17GajI3 faLVecqmOWPQ/cHFSQr3pUfsEdeojAkGIMjhCKcAAPCT23cOEgJq6DjDhJSJg4xxQl8qak4qTwiB3Rd0C725wNaa9zJsbN6JSAXklOGw fkiUgnCevTbBNPTWbN/pY7Mzn13Sb09/NcY2IVhsT+5Zsp/+vTtSj0cWZqEFRTbBhdHcuzpKYr+ub2l6oUZYiJ07hHcUmYGeesz7bxJ KZ23VvPxN+MUrN6z3Jtind9Sxqw+3Oc86B5XHUJX59Uauf5qIvYwz4OaZ6nqOESdTRMlY94wrN1ZUlrYmWfUquQe3bxbVkPHzwZkck= </latexit>
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<latexit sha1_base64="jDR+pkuc4JJlq0mVLKWalzqyrJ s=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl0I64qmFaopSTTaTs0TcJkopTSjT/gVr9M/AP9C++MKahFdEKSM+fe c2buvUESilQ5zmvBWlhcWl4prpbW1jc2t8rbO400ziTjHovDWN4EfspDEXFPCRXym0RyfxSEvBkMz3W8ecdlKuLoWo0T3h75 /Uj0BPMVUd6gMxlOO+WKU3XMsueBm4MK8lWPyy+4RRcxGDKMwBFBEQ7hI6WnBRcOEuLamBAnCQkT55iiRNqMsjhl+MQO6du nXStnI9prz9SoGZ0S0itJaeOANDHlScL6NNvEM+Os2d+8J8ZT321M/yD3GhGrMCD2L90s8786XYtCD6emBkE1JYbR1bHcJTN d0Te3v1SlyCEhTuMuxSVhZpSzPttGk5radW99E38zmZrVe5bnZnjXt6QBuz/HOQ8aR1WX8NVxpXaWj7qIPezjkOZ5ghouUI dH3gKPeMKzdWkl1r01/ky1CrlmF9+W9fABDVORVw==</latexit><latexit sha1_base64="jDR+pkuc4JJlq0mVLKWalzqyrJ s=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl0I64qmFaopSTTaTs0TcJkopTSjT/gVr9M/AP9C++MKahFdEKSM+fe c2buvUESilQ5zmvBWlhcWl4prpbW1jc2t8rbO400ziTjHovDWN4EfspDEXFPCRXym0RyfxSEvBkMz3W8ecdlKuLoWo0T3h75 /Uj0BPMVUd6gMxlOO+WKU3XMsueBm4MK8lWPyy+4RRcxGDKMwBFBEQ7hI6WnBRcOEuLamBAnCQkT55iiRNqMsjhl+MQO6du nXStnI9prz9SoGZ0S0itJaeOANDHlScL6NNvEM+Os2d+8J8ZT321M/yD3GhGrMCD2L90s8786XYtCD6emBkE1JYbR1bHcJTN d0Te3v1SlyCEhTuMuxSVhZpSzPttGk5radW99E38zmZrVe5bnZnjXt6QBuz/HOQ8aR1WX8NVxpXaWj7qIPezjkOZ5ghouUI dH3gKPeMKzdWkl1r01/ky1CrlmF9+W9fABDVORVw==</latexit><latexit sha1_base64="jDR+pkuc4JJlq0mVLKWalzqyrJ s=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl0I64qmFaopSTTaTs0TcJkopTSjT/gVr9M/AP9C++MKahFdEKSM+fe c2buvUESilQ5zmvBWlhcWl4prpbW1jc2t8rbO400ziTjHovDWN4EfspDEXFPCRXym0RyfxSEvBkMz3W8ecdlKuLoWo0T3h75 /Uj0BPMVUd6gMxlOO+WKU3XMsueBm4MK8lWPyy+4RRcxGDKMwBFBEQ7hI6WnBRcOEuLamBAnCQkT55iiRNqMsjhl+MQO6du nXStnI9prz9SoGZ0S0itJaeOANDHlScL6NNvEM+Os2d+8J8ZT321M/yD3GhGrMCD2L90s8786XYtCD6emBkE1JYbR1bHcJTN d0Te3v1SlyCEhTuMuxSVhZpSzPttGk5radW99E38zmZrVe5bnZnjXt6QBuz/HOQ8aR1WX8NVxpXaWj7qIPezjkOZ5ghouUI dH3gKPeMKzdWkl1r01/ky1CrlmF9+W9fABDVORVw==</latexit><latexit sha1_base64="jDR+pkuc4JJlq0mVLKWalzqyrJ s=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl0I64qmFaopSTTaTs0TcJkopTSjT/gVr9M/AP9C++MKahFdEKSM+fe c2buvUESilQ5zmvBWlhcWl4prpbW1jc2t8rbO400ziTjHovDWN4EfspDEXFPCRXym0RyfxSEvBkMz3W8ecdlKuLoWo0T3h75 /Uj0BPMVUd6gMxlOO+WKU3XMsueBm4MK8lWPyy+4RRcxGDKMwBFBEQ7hI6WnBRcOEuLamBAnCQkT55iiRNqMsjhl+MQO6du nXStnI9prz9SoGZ0S0itJaeOANDHlScL6NNvEM+Os2d+8J8ZT321M/yD3GhGrMCD2L90s8786XYtCD6emBkE1JYbR1bHcJTN d0Te3v1SlyCEhTuMuxSVhZpSzPttGk5radW99E38zmZrVe5bnZnjXt6QBuz/HOQ8aR1WX8NVxpXaWj7qIPezjkOZ5ghouUI dH3gKPeMKzdWkl1r01/ky1CrlmF9+W9fABDVORVw==</latexit>
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<latexit sha1_base64="CFnrER2rejjAom6C8q3 kJBnBGoc=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl047KCfUArJZlOa2heTCaFEoJbf8Ctfp b4B/oX3hlTUIvohCRnzj3nztx73dj3EmlZryVjaXllda28XtnY3Nreqe7utZMoFYy3WORHous6Cfe9kLek J33ejQV3AtfnHXdyqeKdKReJF4U3chbz28AZh97IY44kqtd3HZGxfJBN8kG1ZtUtvcxFYBeghmI1o+oL+ hgiAkOKABwhJGEfDhJ6erBhISbuFhlxgpCn4xw5KuRNScVJ4RA7oe+Ydr2CDWmvcibazegUn15BThNH5I lIJwir00wdT3Vmxf6WO9M51d1m9HeLXAGxEnfE/uWbK//rU7VIjHCua/CoplgzqjpWZEl1V9TNzS9VSco QE6fwkOKCMNPOeZ9N7Ul07aq3jo6/aaVi1Z4V2hTv6pY0YPvnOBdB+6RuE74+rTUuilGXcYBDHNM8z9DA FZpo6Y4/4gnPRtOYGrlx/yk1SoVnH9+W8fAB/FCUFw==</latexit><latexit sha1_base64="CFnrER2rejjAom6C8q3 kJBnBGoc=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl047KCfUArJZlOa2heTCaFEoJbf8Ctfp b4B/oX3hlTUIvohCRnzj3nztx73dj3EmlZryVjaXllda28XtnY3Nreqe7utZMoFYy3WORHous6Cfe9kLek J33ejQV3AtfnHXdyqeKdKReJF4U3chbz28AZh97IY44kqtd3HZGxfJBN8kG1ZtUtvcxFYBeghmI1o+oL+ hgiAkOKABwhJGEfDhJ6erBhISbuFhlxgpCn4xw5KuRNScVJ4RA7oe+Ydr2CDWmvcibazegUn15BThNH5I lIJwir00wdT3Vmxf6WO9M51d1m9HeLXAGxEnfE/uWbK//rU7VIjHCua/CoplgzqjpWZEl1V9TNzS9VSco QE6fwkOKCMNPOeZ9N7Ul07aq3jo6/aaVi1Z4V2hTv6pY0YPvnOBdB+6RuE74+rTUuilGXcYBDHNM8z9DA FZpo6Y4/4gnPRtOYGrlx/yk1SoVnH9+W8fAB/FCUFw==</latexit><latexit sha1_base64="CFnrER2rejjAom6C8q3 kJBnBGoc=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl047KCfUArJZlOa2heTCaFEoJbf8Ctfp b4B/oX3hlTUIvohCRnzj3nztx73dj3EmlZryVjaXllda28XtnY3Nreqe7utZMoFYy3WORHous6Cfe9kLek J33ejQV3AtfnHXdyqeKdKReJF4U3chbz28AZh97IY44kqtd3HZGxfJBN8kG1ZtUtvcxFYBeghmI1o+oL+ hgiAkOKABwhJGEfDhJ6erBhISbuFhlxgpCn4xw5KuRNScVJ4RA7oe+Ydr2CDWmvcibazegUn15BThNH5I lIJwir00wdT3Vmxf6WO9M51d1m9HeLXAGxEnfE/uWbK//rU7VIjHCua/CoplgzqjpWZEl1V9TNzS9VSco QE6fwkOKCMNPOeZ9N7Ul07aq3jo6/aaVi1Z4V2hTv6pY0YPvnOBdB+6RuE74+rTUuilGXcYBDHNM8z9DA FZpo6Y4/4gnPRtOYGrlx/yk1SoVnH9+W8fAB/FCUFw==</latexit><latexit sha1_base64="CFnrER2rejjAom6C8q3 kJBnBGoc=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl047KCfUArJZlOa2heTCaFEoJbf8Ctfp b4B/oX3hlTUIvohCRnzj3nztx73dj3EmlZryVjaXllda28XtnY3Nreqe7utZMoFYy3WORHous6Cfe9kLek J33ejQV3AtfnHXdyqeKdKReJF4U3chbz28AZh97IY44kqtd3HZGxfJBN8kG1ZtUtvcxFYBeghmI1o+oL+ hgiAkOKABwhJGEfDhJ6erBhISbuFhlxgpCn4xw5KuRNScVJ4RA7oe+Ydr2CDWmvcibazegUn15BThNH5I lIJwir00wdT3Vmxf6WO9M51d1m9HeLXAGxEnfE/uWbK//rU7VIjHCua/CoplgzqjpWZEl1V9TNzS9VSco QE6fwkOKCMNPOeZ9N7Ul07aq3jo6/aaVi1Z4V2hTv6pY0YPvnOBdB+6RuE74+rTUuilGXcYBDHNM8z9DA FZpo6Y4/4gnPRtOYGrlx/yk1SoVnH9+W8fAB/FCUFw==</latexit>
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<latexit sha1_base64="nNHK6Z10juKh/3 q5FFvNoke0Gnc=">AAAC2XicjVHLSsNAFD2Nr1pf8bFzEyyCIJZEBF0W3bis0Be0pSTptA 3Ni2Qi1NCFO3HrD7jVHxL/QP/CO2MKahGdkOTMufecmXuvFbpOzHX9NafMzS8sLuWXCyur a+sb6uZWPQ6SyGY1O3CDqGmZMXMdn9W4w13WDCNmepbLGtboQsQb1yyKncCv8nHIOp458J2 +Y5ucqK660/ZMPrT6aXXSTUdH1e7w0Jh01aJe0uXSZoGRgSKyVQnUF7TRQwAbCTww+OCEX ZiI6WnBgI6QuA5S4iJCjowzTFAgbUJZjDJMYkf0HdCulbE+7YVnLNU2neLSG5FSwz5pAsqL CIvTNBlPpLNgf/NOpae425j+VublEcsxJPYv3TTzvzpRC0cfZ7IGh2oKJSOqszOXRHZF3F z7UhUnh5A4gXsUjwjbUjntsyY1saxd9NaU8TeZKVixt7PcBO/iljRg4+c4Z0H9uGQQvjop ls+zUeexiz0c0DxPUcYlKqiR9w0e8YRnpaXcKnfK/Weqkss02/i2lIcPy/CXdA==</latex it><latexit sha1_base64="nNHK6Z10juKh/3 q5FFvNoke0Gnc=">AAAC2XicjVHLSsNAFD2Nr1pf8bFzEyyCIJZEBF0W3bis0Be0pSTptA 3Ni2Qi1NCFO3HrD7jVHxL/QP/CO2MKahGdkOTMufecmXuvFbpOzHX9NafMzS8sLuWXCyur a+sb6uZWPQ6SyGY1O3CDqGmZMXMdn9W4w13WDCNmepbLGtboQsQb1yyKncCv8nHIOp458J2 +Y5ucqK660/ZMPrT6aXXSTUdH1e7w0Jh01aJe0uXSZoGRgSKyVQnUF7TRQwAbCTww+OCEX ZiI6WnBgI6QuA5S4iJCjowzTFAgbUJZjDJMYkf0HdCulbE+7YVnLNU2neLSG5FSwz5pAsqL CIvTNBlPpLNgf/NOpae425j+VublEcsxJPYv3TTzvzpRC0cfZ7IGh2oKJSOqszOXRHZF3F z7UhUnh5A4gXsUjwjbUjntsyY1saxd9NaU8TeZKVixt7PcBO/iljRg4+c4Z0H9uGQQvjop ls+zUeexiz0c0DxPUcYlKqiR9w0e8YRnpaXcKnfK/Weqkss02/i2lIcPy/CXdA==</latex it><latexit sha1_base64="nNHK6Z10juKh/3 q5FFvNoke0Gnc=">AAAC2XicjVHLSsNAFD2Nr1pf8bFzEyyCIJZEBF0W3bis0Be0pSTptA 3Ni2Qi1NCFO3HrD7jVHxL/QP/CO2MKahGdkOTMufecmXuvFbpOzHX9NafMzS8sLuWXCyur a+sb6uZWPQ6SyGY1O3CDqGmZMXMdn9W4w13WDCNmepbLGtboQsQb1yyKncCv8nHIOp458J2 +Y5ucqK660/ZMPrT6aXXSTUdH1e7w0Jh01aJe0uXSZoGRgSKyVQnUF7TRQwAbCTww+OCEX ZiI6WnBgI6QuA5S4iJCjowzTFAgbUJZjDJMYkf0HdCulbE+7YVnLNU2neLSG5FSwz5pAsqL CIvTNBlPpLNgf/NOpae425j+VublEcsxJPYv3TTzvzpRC0cfZ7IGh2oKJSOqszOXRHZF3F z7UhUnh5A4gXsUjwjbUjntsyY1saxd9NaU8TeZKVixt7PcBO/iljRg4+c4Z0H9uGQQvjop ls+zUeexiz0c0DxPUcYlKqiR9w0e8YRnpaXcKnfK/Weqkss02/i2lIcPy/CXdA==</latex it><latexit sha1_base64="nNHK6Z10juKh/3 q5FFvNoke0Gnc=">AAAC2XicjVHLSsNAFD2Nr1pf8bFzEyyCIJZEBF0W3bis0Be0pSTptA 3Ni2Qi1NCFO3HrD7jVHxL/QP/CO2MKahGdkOTMufecmXuvFbpOzHX9NafMzS8sLuWXCyur a+sb6uZWPQ6SyGY1O3CDqGmZMXMdn9W4w13WDCNmepbLGtboQsQb1yyKncCv8nHIOp458J2 +Y5ucqK660/ZMPrT6aXXSTUdH1e7w0Jh01aJe0uXSZoGRgSKyVQnUF7TRQwAbCTww+OCEX ZiI6WnBgI6QuA5S4iJCjowzTFAgbUJZjDJMYkf0HdCulbE+7YVnLNU2neLSG5FSwz5pAsqL CIvTNBlPpLNgf/NOpae425j+VublEcsxJPYv3TTzvzpRC0cfZ7IGh2oKJSOqszOXRHZF3F z7UhUnh5A4gXsUjwjbUjntsyY1saxd9NaU8TeZKVixt7PcBO/iljRg4+c4Z0H9uGQQvjop ls+zUeexiz0c0DxPUcYlKqiR9w0e8YRnpaXcKnfK/Weqkss02/i2lIcPy/CXdA==</latex it>
· · ·
· · ·
ck = f (c¯k Th+1:k)
<latexit sha1_base64="EKn27lCf4WSq/iZX9tRbFcLhDX0= ">AAAC5nicjVHLSsRAECzj+73q0Ut0ERRxSURQBEH04lHBVcGVkIyzu0OySZhMBAl79uZNvPoDXvVTxD/Qv7BnjOAD0QlJaqq7aq a7gzQSmXKc5x6rt69/YHBoeGR0bHxisjI1fZQluWS8zpIokSeBn/FIxLyuhIr4SSq53wkifhyEuzp+fMFlJpL4UF2m/Kzjt2LRFM xXRHmVOeaFW02vaKRt0V1sBL4sWNcrwpVDr73sbobdJa9SdWqOWfZP4JaginLtJ5UnNHCOBAw5OuCIoQhH8JHRcwoXDlLizlAQJw kJE+foYoS0OWVxyvCJDenbot1pyca0156ZUTM6JaJXktLGAmkSypOE9Wm2iefGWbO/eRfGU9/tkv5B6dUhVqFN7F+6j8z/6nQtCk 1smBoE1ZQaRlfHSpfcdEXf3P5UlSKHlDiNzykuCTOj/OizbTSZqV331jfxF5OpWb1nZW6OV31LGrD7fZw/wdFqzSV8sFbd3ilHP YRZzGOR5rmObexhH3XyvsI9HvBota1r68a6fU+1ekrNDL4s6+4NBkOcgg==</latexit><latexit sha1_base64="EKn27lCf4WSq/iZX9tRbFcLhDX0= ">AAAC5nicjVHLSsRAECzj+73q0Ut0ERRxSURQBEH04lHBVcGVkIyzu0OySZhMBAl79uZNvPoDXvVTxD/Qv7BnjOAD0QlJaqq7aq a7gzQSmXKc5x6rt69/YHBoeGR0bHxisjI1fZQluWS8zpIokSeBn/FIxLyuhIr4SSq53wkifhyEuzp+fMFlJpL4UF2m/Kzjt2LRFM xXRHmVOeaFW02vaKRt0V1sBL4sWNcrwpVDr73sbobdJa9SdWqOWfZP4JaginLtJ5UnNHCOBAw5OuCIoQhH8JHRcwoXDlLizlAQJw kJE+foYoS0OWVxyvCJDenbot1pyca0156ZUTM6JaJXktLGAmkSypOE9Wm2iefGWbO/eRfGU9/tkv5B6dUhVqFN7F+6j8z/6nQtCk 1smBoE1ZQaRlfHSpfcdEXf3P5UlSKHlDiNzykuCTOj/OizbTSZqV331jfxF5OpWb1nZW6OV31LGrD7fZw/wdFqzSV8sFbd3ilHP YRZzGOR5rmObexhH3XyvsI9HvBota1r68a6fU+1ekrNDL4s6+4NBkOcgg==</latexit><latexit sha1_base64="EKn27lCf4WSq/iZX9tRbFcLhDX0= ">AAAC5nicjVHLSsRAECzj+73q0Ut0ERRxSURQBEH04lHBVcGVkIyzu0OySZhMBAl79uZNvPoDXvVTxD/Qv7BnjOAD0QlJaqq7aq a7gzQSmXKc5x6rt69/YHBoeGR0bHxisjI1fZQluWS8zpIokSeBn/FIxLyuhIr4SSq53wkifhyEuzp+fMFlJpL4UF2m/Kzjt2LRFM xXRHmVOeaFW02vaKRt0V1sBL4sWNcrwpVDr73sbobdJa9SdWqOWfZP4JaginLtJ5UnNHCOBAw5OuCIoQhH8JHRcwoXDlLizlAQJw kJE+foYoS0OWVxyvCJDenbot1pyca0156ZUTM6JaJXktLGAmkSypOE9Wm2iefGWbO/eRfGU9/tkv5B6dUhVqFN7F+6j8z/6nQtCk 1smBoE1ZQaRlfHSpfcdEXf3P5UlSKHlDiNzykuCTOj/OizbTSZqV331jfxF5OpWb1nZW6OV31LGrD7fZw/wdFqzSV8sFbd3ilHP YRZzGOR5rmObexhH3XyvsI9HvBota1r68a6fU+1ekrNDL4s6+4NBkOcgg==</latexit><latexit sha1_base64="EKn27lCf4WSq/iZX9tRbFcLhDX0= ">AAAC5nicjVHLSsRAECzj+73q0Ut0ERRxSURQBEH04lHBVcGVkIyzu0OySZhMBAl79uZNvPoDXvVTxD/Qv7BnjOAD0QlJaqq7aq a7gzQSmXKc5x6rt69/YHBoeGR0bHxisjI1fZQluWS8zpIokSeBn/FIxLyuhIr4SSq53wkifhyEuzp+fMFlJpL4UF2m/Kzjt2LRFM xXRHmVOeaFW02vaKRt0V1sBL4sWNcrwpVDr73sbobdJa9SdWqOWfZP4JaginLtJ5UnNHCOBAw5OuCIoQhH8JHRcwoXDlLizlAQJw kJE+foYoS0OWVxyvCJDenbot1pyca0156ZUTM6JaJXktLGAmkSypOE9Wm2iefGWbO/eRfGU9/tkv5B6dUhVqFN7F+6j8z/6nQtCk 1smBoE1ZQaRlfHSpfcdEXf3P5UlSKHlDiNzykuCTOj/OizbTSZqV331jfxF5OpWb1nZW6OV31LGrD7fZw/wdFqzSV8sFbd3ilHP YRZzGOR5rmObexhH3XyvsI9HvBota1r68a6fU+1ekrNDL4s6+4NBkOcgg==</latexit>
Generator Discriminator
Tk+1:k+Tf
<latexit sha1_base64="BVDt2lIebfxKjdJDL9ZxxJrN+VY=">AAAC23icjVHLSsNAFD2Nr1pfUcGNm2ARhIIkIiiuim5cVugL2lKSdNqG5kUyEUrsyp249Qfc6v+ If6B/4Z0xBbWITkhy5tx7zsy91wpdJ+a6/ppT5uYXFpfyy4WV1bX1DXVzqx4HSWSzmh24QdS0zJi5js9q3OEua4YRMz3LZQ1rdCHijWsWxU7gV/k4ZB3PHPhO37FNTlRX3Wl7Jh9a/bQ66aajknE2KlW7/UlXLeqHulzaLDAyUES2KoH6gjZ6CGAjgQcGH5ywCxMxPS0Y0BES10FKXETIkXGGCQqkTSiLUYZJ7Ii+A9q1MtanvfCMpdqmU1x 6I1Jq2CdNQHkRYXGaJuOJdBbsb96p9BR3G9Pfyrw8YjmGxP6lm2b+Vydq4ejjVNbgUE2hZER1duaSyK6Im2tfquLkEBIncI/iEWFbKqd91qQmlrWL3poy/iYzBSv2dpab4F3ckgZs/BznLKgfHRqEr46L5fNs1HnsYg8HNM8TlHGJCmrkfYNHPOFZ6Si3yp1y/5mq5DLNNr4t5eEDpDmYKQ==</latexit><latexit sha1_base64="BVDt2lIebfxKjdJDL9ZxxJrN+VY=">AAAC23icjVHLSsNAFD2Nr1pfUcGNm2ARhIIkIiiuim5cVugL2lKSdNqG5kUyEUrsyp249Qfc6v+ If6B/4Z0xBbWITkhy5tx7zsy91wpdJ+a6/ppT5uYXFpfyy4WV1bX1DXVzqx4HSWSzmh24QdS0zJi5js9q3OEua4YRMz3LZQ1rdCHijWsWxU7gV/k4ZB3PHPhO37FNTlRX3Wl7Jh9a/bQ66aajknE2KlW7/UlXLeqHulzaLDAyUES2KoH6gjZ6CGAjgQcGH5ywCxMxPS0Y0BES10FKXETIkXGGCQqkTSiLUYZJ7Ii+A9q1MtanvfCMpdqmU1x 6I1Jq2CdNQHkRYXGaJuOJdBbsb96p9BR3G9Pfyrw8YjmGxP6lm2b+Vydq4ejjVNbgUE2hZER1duaSyK6Im2tfquLkEBIncI/iEWFbKqd91qQmlrWL3poy/iYzBSv2dpab4F3ckgZs/BznLKgfHRqEr46L5fNs1HnsYg8HNM8TlHGJCmrkfYNHPOFZ6Si3yp1y/5mq5DLNNr4t5eEDpDmYKQ==</latexit><latexit sha1_base64="BVDt2lIebfxKjdJDL9ZxxJrN+VY=">AAAC23icjVHLSsNAFD2Nr1pfUcGNm2ARhIIkIiiuim5cVugL2lKSdNqG5kUyEUrsyp249Qfc6v+ If6B/4Z0xBbWITkhy5tx7zsy91wpdJ+a6/ppT5uYXFpfyy4WV1bX1DXVzqx4HSWSzmh24QdS0zJi5js9q3OEua4YRMz3LZQ1rdCHijWsWxU7gV/k4ZB3PHPhO37FNTlRX3Wl7Jh9a/bQ66aajknE2KlW7/UlXLeqHulzaLDAyUES2KoH6gjZ6CGAjgQcGH5ywCxMxPS0Y0BES10FKXETIkXGGCQqkTSiLUYZJ7Ii+A9q1MtanvfCMpdqmU1x 6I1Jq2CdNQHkRYXGaJuOJdBbsb96p9BR3G9Pfyrw8YjmGxP6lm2b+Vydq4ejjVNbgUE2hZER1duaSyK6Im2tfquLkEBIncI/iEWFbKqd91qQmlrWL3poy/iYzBSv2dpab4F3ckgZs/BznLKgfHRqEr46L5fNs1HnsYg8HNM8TlHGJCmrkfYNHPOFZ6Si3yp1y/5mq5DLNNr4t5eEDpDmYKQ==</latexit><latexit sha1_base64="BVDt2lIebfxKjdJDL9ZxxJrN+VY=">AAAC23icjVHLSsNAFD2Nr1pfUcGNm2ARhIIkIiiuim5cVugL2lKSdNqG5kUyEUrsyp249Qfc6v+ If6B/4Z0xBbWITkhy5tx7zsy91wpdJ+a6/ppT5uYXFpfyy4WV1bX1DXVzqx4HSWSzmh24QdS0zJi5js9q3OEua4YRMz3LZQ1rdCHijWsWxU7gV/k4ZB3PHPhO37FNTlRX3Wl7Jh9a/bQ66aajknE2KlW7/UlXLeqHulzaLDAyUES2KoH6gjZ6CGAjgQcGH5ywCxMxPS0Y0BES10FKXETIkXGGCQqkTSiLUYZJ7Ii+A9q1MtanvfCMpdqmU1x 6I1Jq2CdNQHkRYXGaJuOJdBbsb96p9BR3G9Pfyrw8YjmGxP6lm2b+Vydq4ejjVNbgUE2hZER1duaSyK6Im2tfquLkEBIncI/iEWFbKqd91qQmlrWL3poy/iYzBSv2dpab4F3ckgZs/BznLKgfHRqEr46L5fNs1HnsYg8HNM8TlHGJCmrkfYNHPOFZ6Si3yp1y/5mq5DLNNr4t5eEDpDmYKQ==</latexit>
Tˆk+1:k+Tf
<latexit sha1_base64="u/kD1bvRagV5f6YC0itK5KLlVtc=">AAAC4XicjVHLSsNAFD2Nr1pfVZe6CBZBECQRQXFVdOOyQl9gpUymUxuaF8lEKKEbd+7ErT/gVn9 G/AP9C++MEXwgOiHJmXPvOTP3Xify3ERa1nPBmJicmp4pzpbm5hcWl8rLK80kTGMuGjz0wrjtsER4biAa0pWeaEexYL7jiZYzPFbx1qWIEzcM6nIUiXOfXQRu3+VMEtUtr3cGTGYdn8mB08/q43E3G27bh8Pterc/7pYr1o6ll/kT2DmoIF+1sPyEDnoIwZHCh0AASdgDQ0LPGWxYiIg7R0ZcTMjVcYExSqRNKUtQBiN2SN8L2p3lbEB75Zl oNadTPHpjUprYJE1IeTFhdZqp46l2Vuxv3pn2VHcb0d/JvXxiJQbE/qX7yPyvTtUi0ceBrsGlmiLNqOp47pLqrqibm5+qkuQQEadwj+IxYa6VH302tSbRtaveMh1/0ZmKVXue56Z4VbekAdvfx/kTNHd3bMKne5XqUT7qItawgS2a5z6qOEENDfK+wj0e8Ghw49q4MW7fU41CrlnFl2XcvQHe9pr2</latexit><latexit sha1_base64="u/kD1bvRagV5f6YC0itK5KLlVtc=">AAAC4XicjVHLSsNAFD2Nr1pfVZe6CBZBECQRQXFVdOOyQl9gpUymUxuaF8lEKKEbd+7ErT/gVn9 G/AP9C++MEXwgOiHJmXPvOTP3Xify3ERa1nPBmJicmp4pzpbm5hcWl8rLK80kTGMuGjz0wrjtsER4biAa0pWeaEexYL7jiZYzPFbx1qWIEzcM6nIUiXOfXQRu3+VMEtUtr3cGTGYdn8mB08/q43E3G27bh8Pterc/7pYr1o6ll/kT2DmoIF+1sPyEDnoIwZHCh0AASdgDQ0LPGWxYiIg7R0ZcTMjVcYExSqRNKUtQBiN2SN8L2p3lbEB75Zl oNadTPHpjUprYJE1IeTFhdZqp46l2Vuxv3pn2VHcb0d/JvXxiJQbE/qX7yPyvTtUi0ceBrsGlmiLNqOp47pLqrqibm5+qkuQQEadwj+IxYa6VH302tSbRtaveMh1/0ZmKVXue56Z4VbekAdvfx/kTNHd3bMKne5XqUT7qItawgS2a5z6qOEENDfK+wj0e8Ghw49q4MW7fU41CrlnFl2XcvQHe9pr2</latexit><latexit sha1_base64="u/kD1bvRagV5f6YC0itK5KLlVtc=">AAAC4XicjVHLSsNAFD2Nr1pfVZe6CBZBECQRQXFVdOOyQl9gpUymUxuaF8lEKKEbd+7ErT/gVn9 G/AP9C++MEXwgOiHJmXPvOTP3Xify3ERa1nPBmJicmp4pzpbm5hcWl8rLK80kTGMuGjz0wrjtsER4biAa0pWeaEexYL7jiZYzPFbx1qWIEzcM6nIUiXOfXQRu3+VMEtUtr3cGTGYdn8mB08/q43E3G27bh8Pterc/7pYr1o6ll/kT2DmoIF+1sPyEDnoIwZHCh0AASdgDQ0LPGWxYiIg7R0ZcTMjVcYExSqRNKUtQBiN2SN8L2p3lbEB75Zl oNadTPHpjUprYJE1IeTFhdZqp46l2Vuxv3pn2VHcb0d/JvXxiJQbE/qX7yPyvTtUi0ceBrsGlmiLNqOp47pLqrqibm5+qkuQQEadwj+IxYa6VH302tSbRtaveMh1/0ZmKVXue56Z4VbekAdvfx/kTNHd3bMKne5XqUT7qItawgS2a5z6qOEENDfK+wj0e8Ghw49q4MW7fU41CrlnFl2XcvQHe9pr2</latexit><latexit sha1_base64="u/kD1bvRagV5f6YC0itK5KLlVtc=">AAAC4XicjVHLSsNAFD2Nr1pfVZe6CBZBECQRQXFVdOOyQl9gpUymUxuaF8lEKKEbd+7ErT/gVn9 G/AP9C++MEXwgOiHJmXPvOTP3Xify3ERa1nPBmJicmp4pzpbm5hcWl8rLK80kTGMuGjz0wrjtsER4biAa0pWeaEexYL7jiZYzPFbx1qWIEzcM6nIUiXOfXQRu3+VMEtUtr3cGTGYdn8mB08/q43E3G27bh8Pterc/7pYr1o6ll/kT2DmoIF+1sPyEDnoIwZHCh0AASdgDQ0LPGWxYiIg7R0ZcTMjVcYExSqRNKUtQBiN2SN8L2p3lbEB75Zl oNadTPHpjUprYJE1IeTFhdZqp46l2Vuxv3pn2VHcb0d/JvXxiJQbE/qX7yPyvTtUi0ceBrsGlmiLNqOp47pLqrqibm5+qkuQQEadwj+IxYa6VH302tSbRtaveMh1/0ZmKVXue56Z4VbekAdvfx/kTNHd3bMKne5XqUT7qItawgS2a5z6qOEENDfK+wj0e8Ghw49q4MW7fU41CrlnFl2XcvQHe9pr2</latexit>
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Fig. 2. The overview of proposed coordination and trajectory prediction system (CTPS), which consists of two key components: (a) Coordination recognition
module: The coordination variable can be discrete categories or continuous real-valued vectors. The discrete distribution of categorized coordination is
obtained by a probabilistic classifier based on latent features extracted by VRNN. The continuous distribution of real-valued coordination is obtained by
maximizing mutual information based on a VAE-style model. We can choose either formulation according to the objective and emphasis in particular tasks;
(b) Subtle pattern prediction module: The model is based on the proposed C-BCGAN in which the generator takes as input the historical information,
coordinator indicator as well as a noise from the normal distribution. Weight uncertainties are incorporated in both generator and discriminator network.
prediction module (micro-level). The coordination c can
not only be categorized to represent meaningful semantics,
but also be real-value vectors to encode the underlying
representations. If c is categorized, the micro-level module
takes c in as an indicator through one-hot encoding; if c is
a real-valued variable, the micro-level module takes c in as
an additional input feature. The macro-level module is based
on a variational recurrent neural network (VRNN) followed
by a probabilistic classifier. And the micro-level module is
based on a Coordination-Bayesian Conditional Generative
Adversarial Network (C-BCGAN). The architecture of the
proposed system is demonstrated in Fig. 2. The details of
each module are illustrated in the following sections.
B. Coordination Recognition
The coordination can be either learned with explicit
semantics or real-valued vectors encoding the underlying
representation of traffic situations. The learned coordination
can be obtained by solving a probabilistic classification task,
and the real-valued coordination can be obtained by fully
unsupervised learning. In this paper, we employ both formu-
lations in the experiments and compare their performance
and effects on the subtle pattern prediction.
Categorized coordination
The learned coordination model is composed of a VRNN
based latent feature extractor and a probabilistic classifier.
VRNN is essentially a recurrent version of variational auto-
encoder (VAE) to model time-series data, where the prior
distribution of latent variable can evolve along time instead
of constant normal distribution. We denote c¯ as a latent
random variable which encodes the input features extracted
from historical information. Instead of choosing the normal
distribution as the prior of c¯ in standard VAE, we assume
the following distribution
c¯k ∼ N (µ0,k, diag(σ20,k)), [µ0,k, σ0,k] = ϕpriorτ (hk−1), (1)
where µ0,k, σ0,k denote the mean and variance of the condi-
tional prior distribution. The generation distribution is given
as
Tk|c¯k ∼ N (µT,k, diag(σ2T,k)), [µT,k, σT,k] = ϕdecτ (c¯k, hk−1),
(2)
where µT,k, σT,k denote the mean and variance of the
generation distribution. The hidden state of the RNN is
updated by
hk = ϕ
rnn
τ (Tk, c¯k, hk−1), (3)
where ϕrnnτ is the transition function of recurrent dynamics.
According to the above equations and distributions, we
can obtain the joint distribution of historical information
Tk−Th+1:k and latent random variable c¯k−Th+1:k, which is
computed by
p(Tk−Th+1:k, c¯k−Th+1:k)
=Πkt=k−Th+1p(Tt|c¯≤t,T<t)p(c¯t|T<t, c¯<t).
(4)
When conducting inference, the approximated posterior dis-
tribution of latent variable at each time step can be obtained
by
c¯k|Tk ∼ N (µc¯,k, diag(σ2c¯,k)), [µc¯,k, σc¯,k] = ϕencτ (Tk, hk−1),
(5)
which leads to a factorization as
p(c¯k−Th+1:k|Tk−Th+1:k) = Πkt=k−Th+1q(c¯|T≤t, c¯<t). (6)
The objective function of VRNN is formulated as a time-
step-wise evidence lower bound (ELBO), which is given by
LVRNN = Eq(c¯k−Th+1:k|Tk−Th+1:k)[
k∑
t=k−Th+1
log p(Tt|c¯≤t,T<t)
−DKL(q(c¯t|T<t, c¯<t)||p(c¯t|T<t, c¯<t))],
(7)
where DKL is the Kullback-Leibler divergence. The afore-
mentioned functions ϕpriorτ , ϕ
dec
τ , ϕ
enc
τ , ϕ
rnn
τ can be approx-
imated by neural networks.
Finally, we apply a classifier to the latent variable sequence
to obtain the final coordination distribution,
p(ck|Tk−Th+1:k) = fφ(c¯k−Th+1:k), (8)
where fφ can be any type of probabilistic classifiers. In this
work, we employ a fully connected neural network followed
by a softmax layer.
Real-valued coordination
In order to obtain real-valued coordination by fully un-
supervised learning, we employ a model similar to standard
VAE to encode the entire historical information sequence
into a single latent coordination variable ck. To enhance the
mutual dependence, we also maximize the mutual informa-
tion between ck and historical information Tk−Th+1:k. The
ELBO in this case is formulated as
L1 = Eqφ(ck|Tk−Th+1:k)[log pθ(Tk−Th+1:k|ck)
−DKL(qφ(ck|Tk−Th+1:k)||pθ(ck))],
(9)
where qφ(ck|Tk−Th+1:k), pθ(Tk−Th+1:k|ck) and pθ(ck) rep-
resent the encoder network, decoder network and prior
distribution (normal distribution), respectively. Since it is
intractable to obtain the exact mutual information between
Tk−Th+1:k and ck, we need a variational distribution
qψ(ck|Tk−Th+1:k) to derive a variational lower-bound of
mutual information (MI)
L2 = H(ck) + E
pθ(Tk−Th+1:k|ck)
[
Eqφ [log qψ(ck|Tk−Th+1:k)]
]
≤MI(Tk−Th+1:k, ck),
(10)
where H(ck) = −
∫
ck
p(ck) log p(ck) = −Ep(ck) log p(ck).
The model parameters are updated by maximizing L1+λL2,
where λ is chosen to be unit in this work.
C. Subtle Pattern Prediction
In this module, we propose an Coordination-Bayesian
Conditional GAN (C-BCGAN) as the basis of subtle pattern
prediction, which transforms a random noise z into the future
trajectory distribution conditioned on historical information
Tk−Th+1:k and coordination ck. The goal is to estimate
p(Tk+1:k+Tf |cik,Tk−Th+1:k) for each learned coordination
and p(Tk+1:k+Tf |ck,Tk−Th+1:k) for real-valued coordina-
tion.
The proposed C-BCGAN consists of a generator net-
work G(z|ck,Tk−Th+1:k; θg) to produce prediction hypothe-
ses from the learned data distribution and a discrimina-
tor network D(Tk+1:k+Tf |ck,Tk−Th+1:k; θd) to distinguish
whether the samples come from the real data distribution or
the learned generation distribution.
Instead of making point mass estimation on the weight
of neural networks in standard GAN methods, we introduce
weight uncertainty by placing distributions over θg and θd
to increase the diversity of generated samples as well as to
alleviate the overfitting and mode collapse problems in the
training process. In order to obtain the posterior distribution
over network weights, samples are drawn iteratively accord-
ing to the following conditional distributions:
p(θg|z, ck,Tk−Th+1:k, θd)
∝
(
ng
Π
i=1
D(G(z(i)|ck,Tk−Th+1:k))
)
p(θg),
(11)
p(θd|z,X, ck,Tk−Th+1:k, θg) ∝
nd
Π
i=1
D(x(i)|ck,Tk−Th+1:k)
×
ng
Π
i=1
(1−D(G(z(i)|ck,Tk−Th+1:k)))p(θd),
(12)
where p(θg), p(θd) are the prior distributions, and ng , nd are
the batch sizes of generator and discriminator, respectively.
X represents a batch of nd samples drawn from the real data
distribution.
The marginalized posterior distribution can be calculated
by
p(θg|ck,Tk−Th+1:k, θd) =
∫
p(θg, z|ck,Tk−Th+1:k, θd)dz
=
∫
p(θg|z, ck,Tk−Th+1:k, θd)p(z|ck,Tk−Th+1:k, θd)dz
≈ 1
Jg
Jg∑
j=1
p(θg|z(j), ck,Tk−Th+1:k, θd),
(13)
p(θd|ck,Tk−Th+1:k, X, θg) =
∫
p(θd, z|ck,Tk−Th+1:k, X, θg)dz
=
∫
p(θd|z, ck,Tk−Th+1:k, X, θg)p(z|ck,Tk−Th+1:k, X, θd)dz
≈ 1
Jd
Jd∑
j=1
p(θd|z(j), ck,Tk−Th+1:k, X, θg),
(14)
from which the network weights can be sampled. To sample
from the posterior distribution, we employ the Stochastic
Gradient Hamiltonian Monte Carlo (SGHMC) method [18]
which is illustrated in Algorithm 1. In order to speed up
convergence to reasonable prediction hypotheses in the early
stage, we add L2 norm of the difference between prediction
hypotheses and groundtruth as well as differentiable barrier
functions into the loss function, which can incorporate soft
constraints on the prediction output [19].
D. Coordination and Trajectory Prediction System (CTPS)
We combine the coordination recognition module and
subtle pattern prediction module hierarchically to obtain the
coordination and trajectory prediction system. The generator
Algorithm 1 The SGHMC algorithm for sampling weights of generator and discriminator from posterior distributions, which
is modified from [14]. α is the friction term and η is the learning rate. Jg and Jd MC samples are drawn for the generator
and discriminator and M SGHMC samples for each MC samples. The posterior distributions are represented by sample sets
{θj,mg }Jg,Mj=1,m=1 and {θj,md }Jd,Mj=1,m=1 at the last iteration.
1: for Jg do
2: Sample Jg noise values {z(1), ..., z(Jg)} from prior p(z). Each z(i) has ng samples.
3: Update sample set representing p(θg|c,Tk−Th:k, θd) by SGHMC updates for M iterations:
4:
θj,mg ← θj,mg + v; v ← (1− α)v + η
∂ log
(∑
i
∑
k p(θg|z(j), c,Tk−Th:k, θd)
)
∂θg
+ n;n ∼ N (0, 2αηI); (15)
5: Append θj,mg to the sample set.
6: end for
7: for Jd do
8: Sample Jd noise values {z(1), ..., z(Jd)} from prior p(z);
9: Sample nd data samples x;
10: Update sample set representing p(θd|c,Tk−Th:k, X, θg) by SGHMC updates for M iterations:
11:
θj,md ← θj,md + v; v ← (1− α)v + η
∂ log
(∑
i
∑
k p(θd|z(j), c,Tk−Th:k, X, θg)
)
∂θd
+ n;n ∼ N (0, 2αηI); (16)
12: Append θj,md to the sample set.
13: end for
takes in coordination, latent noise and historical information
and outputs prediction hypotheses. The discriminator takes in
coordination, historical information, groundtruth and predic-
tion hypotheses and outputs the probability that the samples
come from the real data distribution.
Categorized Coordination
In the training phase, we first train the VRNN with
unsupervised learning to extract latent features, which are
employed as training features for probabilistic classifiers.
The coordination is one-hot-encoded as an input feature of
generator and discriminator. Then the subtle pattern pre-
diction module is trained by adversarial learning. In the
testing phase, we first obtain the coordination probability.
Then we sample a set of future trajectories corresponding to
each coordination. The number of samples of each class is
proportional to the class probability.
Real-valued Coordination
In the training phase, we first train the coordination model
by unsupervised learning to obtain an optimal encoder under
the condition of mutual information maximization according
to the procedures in section IV-B. Then, by connecting
the trained encoder to the C-BCGAN we jointly train the
encoder, generator and discriminator to reach a Nash equi-
librium. These two procedures are iterated until all the
parameters converge to a local optimum. In the testing phase,
the coordination variable is sampled by the encoder and
passed to C-BCGAN to generate trajectory hypotheses.
V. EXPERIMENTS AND DISCUSSION
In this section, we validate the proposed approach on two
dataset of naturalistic driving, which covers vehicle inter-
actions in ramp merging, standard highway and roundabout
scenarios. The model performance is compared with several
state-of-the-art baselines in terms of a set of evaluation
metrics.
A. Datasets and Scenarios
In order to demonstrate the effectiveness and generality of
the proposed approach, we evaluate it on multiple naturalistic
driving datasets covering various typical scenarios.
(a) NGSIM: The NGSIM US-101 highway dataset [20]
was used to extract training and testing data. For the ramp
merging scenario, we focus on the coordination and interac-
tion between two vehicles, the one on the ramp and the one
on the main lane who shares a conflict zone. The learned
coordination contains pass and yield (merging vehicle). For
the lane change and lane keeping behaviors, we focus on
the coordination of six vehicles where the one at the center
may change lanes but the others are assumed to keep their
lanes, which is similar to the formulation in [21]. The learned
coordination contains lane change left, lane keeping and lane
change right.
(b) Roundabout: The raw dataset was collected by our
drone equipped with high-resolution cameras. The vehicles
were detected by deep neural networks and the trajectories
were extracted by filtering the centers of bounding boxes.
The learned coordination contains pass and yield (entering
vehicle).
B. Baseline Methods
We compare the performance of our proposed approach
with the following baseline methods on the aforementioned
datasets. The coordination recognition and subtle pattern
prediction are evaluated separately.
(a) Hidden Markov Model (HMM): The HMM is a widely
used probabilistic classifier, which can be employed to obtain
the probability of each learned coordination.
(b) Gaussian Naive Bayes (GNB): NB is a typical proba-
bilistic classifier which employs Bayes theorem and assumes
that features are mutually independent. In this work, we
assume that the feature likelihood to be Gaussian distribution,
which establishes a GNB.
(c) Probabilistic GRU (P-GRU): A vanilla recurrent neural
network with GRU cells. A noise term sampled from the
normal distribution is appended in the input features to
incorporate uncertainty.
(d) Conditional Variational Auto-encoder (CVAE): The
model is modified from [22] which is generalized to time-
series generation. The encoder and decoder both take in the
historical information in the training phase. In the test phase,
we only use the decoder to generate prediction hypotheses.
(e) Conditional Generative Adversarial Network (CGAN):
The model is modified from [13] which is also generalized
to time-series generation. The training and testing processes
are similar to the original method.
C. Evaluation Metrics
The proposed coordination recognition and subtle pattern
prediction methods are evaluated from the following aspects,
respectively. We denote the batch size as B and the number
of generated samples as Ns.
(a) Precision and Recall: These metrics are employed to
evaluate the performance of learned coordination recognition
in this paper, which are calculated by
precision =
TP
TP + FP
, recall =
TP
TP + FN
,
F1 =
2 ∗ precision ∗ recall
precision+ recall
,
(17)
where TP, FP, FN represent true positives, false positives
and false negatives, respectively. More details can be found
in [23].
(b) Diversity: The step-wise Euclidean distance based on
the mean square error (MSE) between each pair of the
generated trajectories is calculated to measure the degree of
sample diversity, which is calculated as
Diversity =
√√√√ 1
B(Ns − 1)
B∑
b=1
Ns∑
i=1
∑
j 6=i
||tb,i1:Tf − t
b,j
1:Tf
||2 (18)
(c) Minimum Distance (Distmin): We evaluate the qual-
ity of generations by measuring the minimum Euclidean
distance of the closest sample among all the prediction
hypotheses to the ground truth. This metric stresses the
highest prediction capability in terms of accuracy.
Distmin =
√√√√ 1
B
B∑
b=1
min
i
||tb,i1:Tf − t
b,gt
1:Tf
||2 (19)
(d) Average Distance (Distavg): We also evaluate the
quality of generations by measuring the average Euclidean
distance of all the samples to the ground truth. This metric
stresses the average prediction capability.
Distavg =
√√√√ 1
BNs
B∑
b=1
||tb,i1:Tf − t
b,gt
1:Tf
||2 (20)
(e) Final Distance (Distfinal): The final output of a rea-
sonable and interpretable approach should be bounded in
a reasonable space around the ground truth. Therefore, we
compare the distance at the final time step, which is given
by
Distfinal =
√√√√ 1
BNs
B∑
b=1
||tb,iTf − t
b,gt
Tf
||2 (21)
D. Implementation Details
For the ramp merging and highway scenarios, we predict
the future trajectories of 4s given the historical information
of 1s. For the roundabout scenario, we only forecast future
trajectories of 2s since it is long enough to tell the coordi-
nation outcomes. The same model architecture is applied to
all the scenarios. Specifically, the ϕencτ , ϕ
dec
τ and ϕ
prior
τ of
VRNN are all three-layer MLP and the ϕrnnτ consists of GRU
cells with 64 hidden units. The generator and discriminator
both consist of GRU cells with 128 hidden units. The encoder
and decoder both are three-layer MLP with 128 hidden units.
We set the dimension of real-valued coordination vector as
three. The hyper-parameters in Algorithm 1 are as follows:
α = 0.9, η = 0.001, Jg = Jd = 10 and M = 10.
E. Quantitative Analysis
Since the learned coordination recognition module essen-
tially solves a classification task, its performance in terms of
precision, recall and F1 score are shown in Table I. The bold
numbers represent the best performance among the compared
methods. In order to illustrate the effect of latent feature
extraction, we applied different classifiers to both the original
features and the latent features extracted by VRNN and
compared the classification accuracy and robustness. It can
be seen that with the same type of classifier, the classification
results based on latent features achieves higher scores, which
implies that the encoded latent feature sequences have a more
distinguishable pattern for different coordination categories
than the original historical trajectories. Moreover, MLP can
achieve the best performance compared with traditional
statistical classifiers because of its higher model capacity.
We also made a comparison on the aforementioned evalu-
ation metrics for subtle pattern prediction module, which is
shown in Table II. It is shown that the proposed CTPS with
learned coordination can generate samples with the largest
diversity regardless of datasets and scenarios. The reason is
that the learned coordination imposes a multi-modal nature
on the generation process which the other methods can not
necessarily capture. Moreover, incorporating uncertainty of
generator parameters leads to larger variance of generated
samples. In terms of average prediction accuracy, the CTPS
with real-valued coordination achieves the best performance,
TABLE I
PRECISION / RECALL / F1 SCORES FOR CATEGORIZED COORDINATION RECOGNITION
HMM GNB MLP VRNN+HMM VRNN+GNB VRNN+MLP
Ramp Merging 0.66/0.78/0.72 0.72/0.74/0.73 0.86/0.90/0.88 0.88/0.92/0.90 0.78/0.84/0.81 0.91/0.93/0.92
Highway 0.73/0.79/0.76 0.72/0.80/0.76 0.85/0.90/0.87 0.76/0.86/0.81 0.77/0.83/0.80 0.87/0.91/0.89
Roundabout 0.86/0.88/0.87 0.85/0.86/0.85 0.89/0.86/0.87 0.92/0.87/0.89 0.90/0.88/0.89 0.91/0.90/0.90
TABLE II
EVALUATION OF SUBTLE PATTERN PREDICTION (VEHICLE POSITION)
Scenarios EvaluationMetrics (m)
CTPS
(Categorized)
CTPS
(Real-valued) P-GRU CVAE CGAN
Ramp Merging
Diversity 0.189 0.111 0.135 0.098 0.073
Distmin 0.103 0.087 0.268 0.134 0.156
Distavg 0.242 0.186 0.276 0.261 0.293
Distfinal 0.367 0.232 0.313 0.362 0.351
Highway
Diversity 4.512 3.112 2.192 2.576 1.684
Distmin 0.576 0.710 0.648 0.646 0.588
Distavg 1.724 1.042 1.466 1.136 1.226
Distfinal 3.266 1.854 2.964 1.784 2.524
Roundabout
Diversity 0.213 0.188 0.126 0.167 0.112
Distmin 0.048 0.043 0.061 0.041 0.075
Distavg 0.151 0.112 0.186 0.143 0.137
Distfinal 0.207 0.196 0.231 0.191 0.182
Fig. 3. The visualization of prediction results in the highway scenario. (a) Generation with learned coordination; (b) Generation with real-valued
coordination. Note that we only predict the longitudinal motions for surrounding vehicles but both longitudinal and lateral motions for the center vehicle.
That is the reason why the predicted trajectories of surrounding vehicles do not have lateral deviation.
which implies a tradeoff between diversity (multi-modality)
and accuracy.
F. Qualitative Analysis
We visualize the prediction results of typical cases in
highway and roundabout scenarios to illustrate the effects
of coordination types and weight uncertainty of networks. In
Fig. 3(a), we can see a clear multi-modality by using learned
coordination, which implies that we can indeed manipulate
the generated samples by changing the one-hot-encoded
indicator. In Fig. 3(b), the real-valued coordination is able
to capture the true outcome but the generated trajectories
by sampling from the latent space are very similar, where
multi-modality can hardly be captured. A practical reason
is the sparsity of training data points in a high dimensional
space. Moreover, in Fig. 4 we illustrate the effects of weight
uncertainty on the prediction results under the same historical
information. We can see an obvious larger variance in
the prediction samples generated by C-BCGAN than those
generated by C-CGAN, which alleviates the mode collapse
issue.
VI. CONCLUSIONS
In this paper, we proposed a coordination and trajectory
prediction system (CTPS) for vehicle interactions in gener-
alized merging scenarios, which consists of a coordination
Fig. 4. The visualization of prediction results in the roundabout scenario. (a) Generation by C-BCGAN; (b) Generation by C-CGAN (without weight
uncertainty). The test cases in (a) and (b) are identical to illustrate the effect of incorporating weight uncertainty.
recognition module and a subtle pattern prediction module.
The coordination distribution can be either a discrete distri-
bution over semantic meanings obtained by a probabilistic
classifier based on latent features extracted by VRNN, or
a continuous distribution over real-valued latent variables
obtained by maximizing mutual information based on a VAE-
style model. In order to generate diversified trajectories cor-
responding to different coordination outcomes, we proposed
a C-BCGAN to incorporate uncertainty for the weights of
neural networks. The proposed system has been validated
on two driving datasets under different scenarios. The results
show that the proposed system achieves better performance
than baseline approaches in terms of a set of evaluation
metrics.
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