We show that the discrete diffraction properties of a nonlinear optical zigzag waveguide array can be significantly modified, by exploiting the topological arrangement of the lattice itself. This introduces extended interactions ͑beyond nearest neighbors͒, which, in turn, affect the lattice dispersion relation within the Brillouin zone. As a result of this band alteration, we demonstrate that altogether different families of discrete soliton solutions are possible, which are stable over a wide range of parameters. In the regime where instabilities occur, all scenarios are considered in detail. By appropriately engineering the geometrical configuration of the array we find both standing and traveling diffraction-free beams. Our method opens opportunities for diffraction management that can be employed to generate low-power spatial discrete optical solitons.
I. INTRODUCTION
Discrete solitons in nonlinear lattices are, by nature, selflocalized modes that owe their existence to the interplay between coupling and nonlinear effects. In the last few years, the study of discrete solitons ͑DS͒ has been a subject of intense investigation in several branches of science ͑see, for example, the review papers of Ref. ͓1͔͒. Among the known discrete nonlinear differential equations describing such systems, the discrete nonlinear Schrödinger equation ͑DNLS͒ plays a prominent role. In particular, discrete solitons of the DNLS-type have been suggested in many diverse areas of physics such as, for example, in biology ͓2͔, nonlinear optics ͓3͔, in molecular crystals ͓4͔, atomic chains ͓5͔, as well as in dilute Bose-Einstein condensates ͓6͔.
In optics, nonlinear waveguide arrays ͓3͔ provide an excellent environment for the generation and the experimental observation ͓7͔ of discrete solitons. In this case, spatial DS are possible as a result of the balance between discrete diffraction ͑arising from linear coupling effects͒ and waveguide nonlinearity. So far, several aspects concerning the behavior of optical discrete solitons have been investigated ͓8-12͔. These include, for example, DS dynamics ͓11͔ and interactions ͓8,9͔, as well modulational instabilities ͓13͔. Other types of self-trapped states, e.g., optical vortices, have also been considered ͓14͔.
In a recent study, it was also shown that DS in twodimensional networks of nonlinear waveguide arrays can be used to realize intelligent functional operations such as blocking, routing, logic functions, time gating, etc. ͓15͔. In particular, this class of solitons can be all optically navigated anywhere in the nonlinear lattice. In this case, the array branches behave like ''soliton wires'' that guide a DS along preassigned paths ͓16͔. Even more importantly, discrete solitons can be routed at array intersections using vector/ incoherent interactions with other DS. In essence, these intersections act like discrete soliton switching junctions ͓17͔. Another issue that has lately received considerable attention is that of diffraction management in waveguide arrays ͓18 -20͔ and diffraction managed discrete spatial solitons ͓21͔. In this respect, different families of discrete solitons can be obtained by exploiting the spatial dispersion properties of the lattice. Thus, unlike bulk solitons, both bright and dark DS can be observed in the same nonlinear material irrespective of the type of the Kerr nonlinearity ͑self-focusing or defocusing͒ ͓18 -20͔. What makes this possible is the fact that the diffraction behavior of the array can be essentially inverted. For example, dark ͑bright͒ DS can be observed in self-focusing ͑defocusing͒ arrays, provided that their ''momentum'' is located at the end of the Brillouin zone. In addition, the array diffraction can be minimized at the inflection point of the dispersion curve, thus allowing, to lowest order, diffraction-free propagation ͓18͔. At this point, it is perhaps important to note that in arrays with linear topology ͑i.e., with all the waveguides lying in the same plane͒, the dispersion behavior of the lattice remains always the same. This in turn does not allow any flexibility in terms of shaping the discrete diffraction properties of the array. Thus, the question naturally arises as to whether one can engineer these properties by utilizing novel geometrical configurations in a two-dimensional environment.
In this paper we show that the discrete diffraction properties of a nonlinear optical waveguide array can be significantly modified, by exploiting the topological arrangement of the lattice itself. This introduces extended interactions ͑be-yond nearest neighbors͒ that, in turn, affect the lattice dispersion relation within the Brillouin zone. For demonstration purposes, we apply our method in a zigzag array that can exhibit, in addition, strong second-order couplings. As a result of this band alteration, we demonstrate that completely different families of discrete soliton solutions are possible in such arrays which are stable over a wide range of parameters. These include staggered ( out of phase͒ bright DS in self-focusing media as well as dark staggered DS in defocusing systems. In the regime where instabilities occur, all scenarios are considered in detail. More specifically, we find that in a certain parameter space, in phase bright solitons ͑in self-focusing arrays͒ can exhibit bistable behavior whereas bright staggered DS can disintegrate as a result of oscillatory instabilities. In addition, we show that for certain configurations, discrete diffraction effects ͑up to third order͒ can be eliminated. Our method opens up opportunities for diffrac-tion management that can be employed to generate lowpower discrete spatial solitons. Figure 1 depicts an array of optical waveguides in a zigzag arrangement. In this array, D is the distance between ''nearest'' neighbors and is the angle between the lines connecting the nth element of the array with its neighbors (nϮ1). Because of this new topological configuration, it is also essential that one also considers linear coupling effects between the nth site and its second-order neighbors (nϮ2). From Fig. 1 , these latter elements are separated by a distance D 2 ϭ2D sin(/2). As we will see, when ϭ180°, the second-order interactions are extremely weak and as a result the physical problem is reduced to that of a DNLS ͑with only nearest-neighbor couplings͒. However, by decreasing the value of , second-order coupling effects start to become significant and thus they have to be included in the theoretical model. In this case, the underlying physical problem is described by the following nonlinear discrete differential equation ͓3͔:
II. PHYSICAL MODEL
where ␤ is the propagation constant of each waveguide, and c 1 , c 2 are, respectively, the first-and second-order coupling coefficients. E n represents the modal field amplitude at site n, k 0 ϭ2/ 0 , n 2 is the nonlinear Kerr coefficient of the material and z is the propagation distance along the array. In the particular case where the waveguides are of the stepindex-type, the coupling constant between two such sites ͑separated by distance R) is given by ͓22͔
where is the radius of the waveguide core, ⌬ϭ(n c Ϫn s )/n c is the waveguide index difference, and V ϭk 0 n c ͱ2⌬ is the dimensionless V number involved in the eigenvalue problem describing the fundamental mode LP 01 of the waveguide, e.g.,
, where K l (x) and J l (x) are Bessel functions of order l and n c , n s are the core and cladding refractive indices, respectively. The propagation constant ␤ can then be determined from the eigenvalue problem by keeping in mind that V 2 ϭU 2 ϩW 2 . The coupling coefficients, c j , (jϭ1,2) are then found from Eq. ͑2͒ by replacing R with D, D 2 , respectively. By employing the transformations, E n ϭGu n exp͕i͓␤z 0 ϩ2(1ϩ␣)͔͖, ϭz/z 0 , in Eq. ͑1͒, we obtain the following dimensionless form of Eq. ͑2͒:
where the operators ⌬ j , ( jϭ1,2) are defined by the relations ⌬ 1 u n ϭu nϩ1 ϩu nϪ1 Ϫ2u n , ⌬ 2 u n ϭu nϩ2 ϩu nϪ2 Ϫ2u n . u n is the dimensionless field amplitude, is a normalized propagation distance with respect to the coupling length z 0 ϭ1/c 1 , Gϭͱ2c 1 /k 0 n 2 is a characteristic electric field amplitude, and ␣ signifies the relative strength between the first and the second neighbor couplings, i.e.,
For demonstration, let us assume that 0 ϭ1.5 m, n c ϭ1.5, ⌬ϭ2ϫ10 Ϫ3 , ϭ5.3 m, Dϭ15.9 m so that D 2 ϭ31.8 sin(/2) ͑in m), Vϭ2.1, Uϭ1.561, and Wϭ1.405 . For this set of values Fig. 2 depicts the variation of ␣ as a function of as it can be obtained from Eq. ͑4͒.
The conserved quantities of Eq. ͑3͒ are the total power in the array
as well as the Hamiltonian
from where one can obtain the equations of motion ͓Eq. ͑3͔͒ via iu n ϭ‫ץ‬H/‫ץ‬u n * .
It is important to note that Eq. ͑3͒ can also be analyzed by considering the transformation u n ϭ n exp(iqn), where q represents a phase shift among successive discrete sites and, in 
where ‫,ץ/ץ‪ϭ‬‬ etc. For broad enough beams, Eq. ͑8͒ can be approximated by keeping only the first terms of the Taylor series. In this case, if we employ the gauge transformation, ϭexp͓2i(cos(q)ϩ␣cos(2q)Ϫ1Ϫ␣)͔, and retain up to fourth-order diffraction effects, then this latter equation takes the form i͑ ϩv g ͒ϩd 2 2 ϩid 3 3 ϩd 4 4 ϩ͉͉ 2 ϭ0, ͑9͒
where
In Eq. ͑10͒ v g stands for the wave's spatial group velocity, and d j , (jϭ2,3,4) represent the second-, third-, and fourthorder diffraction effects in the array, respectively. Finally, one may also notice that Eq. ͑3͒ is in fact identical to the following integro-differential equation:
III. DISPERSION RELATION AND MODULATION INSTABILITY
To obtain the dispersion relation of this zigzag nonlinear lattice we use the ''plane wave'' solution u n ϭAe i(kzϩqn) , where the wave number k satisfies kϭ2 cos qϩ2␣ cos 2qϩA 2 Ϫ2͑1ϩ␣ ͒, ͑15͒
and again q represents the phase shift among successive sites and plays the role of ''particle momentum.'' The shifted ͓by 2(1ϩ␣)͔ linear part of the dispersion relation, 2(cos q ϩ␣ cos 2q), is depicted in Fig. 3 for three different values of ␣, namely, ␣ϭ0,1/4,1. Note that the first Brillouin zone is defined in the domain Ϫрqр. First, we would like to discuss the properties of this linear dispersion curve. To begin with, let us examine the behavior of the dispersion relation at the DNLS limit, i.e., when ␣ϭ0. When q lies in the range Ϫ/2ϽqϽ/2 the curvature of the dispersion relation is negative ͓kЉ(q)Ͻ0͔, and, as a result, the effective diffraction of the array is ''anomalous.'' On the other hand, when /2Ͻ͉q͉р the curvature is positive ͓kЉ(q)Ͼ0͔, and the effective dispersion of the array is now ''normal.'' In this case (␣ϭ0) the dispersion curve attains a maximum at q ϭ0, and, as a matter of fact, the bright soliton solutions of the DNLS reside at this point with eigenvalues that lie above this curve ͑in the band gap͒. Each member of this family of bright solitons is characterized by the separation distance between the eigenvalue of the solution and the edge of the band. Furthermore, these solutions have altogether different properties depending on their position inside the band gap. When the eigenvalue is relatively close to the edge of the band, the bright soliton solutions are broad ͑occupying many lattice sites͒, they possess a narrow spatial frequency spectrum, and, as a result, the long wavelength approximation of the dispersion relation is valid. In this regime the dispersion relation can be described within the parabolic approximation and thus Eq. ͑3͒ is equivalent to a continuous nonlinear Schrödinger equation ͓Eq. ͑9͒ with d 3 ϭd 4 ϭ0͔. The soliton solutions with wave numbers positioned very deep inside the band gap represent highly nonlinear ''defect'' states occupying, in essence, 1-3 lattice sites. We can also notice that at the edge of the zone, i.e., when qϭ, the dispersion curve reaches a minimum. Here, since the dispersion is normal, out of phase dark soliton solutions ͑staggered͒ exist inside the band gap as a result of this band minimum ͓20͔. The form of these dark soliton solutions can be easily obtained, if we follow procedures similar with those already outlined in this section for bright solitons.
However, as clearly seen in Fig. 3 , the properties of the dispersion diagram within the Brillouin zone can be drastically altered for appreciable values of the second-ordercoupling strength ␣. A close inspection of the dispersion diagram can provide valuable hints concerning the possible types of soliton solutions and their properties. More specifically, at the base of the Brillouin zone, i.e., when qϭ0, we notice that as the value of ␣ increases, the dispersion curve becomes narrower ͑the absolute value of the second derivative of the dispersion relation increases linearly with ␣); this, in turn, leads to broader bright soliton solutions compared to those with smaller values of ␣ for the same power P. On the other hand, at the edge of the zone, qϭ, the dispersion relation exhibits a very different behavior depending on the value of ␣. In particular, for ␣'s located inside the region ͓0,1/4) the second derivative of the dispersion curve, kЉ(), is always positive and, therefore, the lattice dispersion is normal. In the case ␣ϭ1/4 the second-order dispersion is zero and the first nonzero contribution comes from the fourthorder dispersion that happens to be positive. When ␣ is above 1/4, the value of kЉ() becomes negative, and as we will show a completely different family of bright staggered solitons in self-focusing arrays exists. This latter class of solutions has no counterpart whatsoever in standard arrays with only first-order couplings described by the DNLS. As the value of ␣ increases above 1/4 the dispersion curve becomes narrower and, thus, the bright soliton solutions become broader.
Our previous conclusions can be further substantiated by considering the modulational instability of the plane wave solution of Eq. ͑3͒ with respect to small perturbations. As it is well known, the existence of modulational instability is closely related to the presence of bright soliton solutions. More specifically, if the plane wave solution is unstable, it may then tend then to disintegrate into a sequence of bright solitons, i.e., loosely speaking the presence of modulational instability can be considered as a precursor to bright soliton formation. Perturbing the amplitude and the phase of the solution as u n ϭ(AϩB n )exp͓i(kϩqnϩ n )͔, where B n and the differences nϩ1 Ϫ n are assumed to be small and by applying the transformation (B n , n )ϵ (B,) 
IV. SOLITON SOLUTIONS AND THEIR STABILITY
We will now examine the existence and stability of the solitary wave solutions that we have already described qualitatively in the preceding section. It is by now well established that, for broad enough beams, this system is approximately described by a continuous nonlinear Schrödinger Equation ͓Eq. ͑9͒ when d 3 and d 4 are negligible͔, which is known to exhibit soliton solutions. However, in general ͑for moderately or strongly confined states͒, the solutions of the discrete Eq. ͑3͒ can only be obtained numerically. To do so, let us assume that the solution of Eq. ͑3͒ is having the form, u n ϭv n exp(i(ϩqn)), where v n is the real amplitude of the nth site, is the eigenvalue, and the phase difference between adjacent sites, q, is equal to 0 or . Equation ͑3͒ is now reduced to the following system of nonlinear algebraic equations:
Ϫv n Ϯ͑v nϩ1 ϩv nϪ1 ͒Ϫ2v n ϩ␣͑v nϩ2 ϩv nϪ2 Ϫ2v n ͒ϩv n 3 ϭ0, ͑17͒
which will be solved numerically using a Newton's iteration scheme. The two cases of particular interest, i.e., qϭ0, , corresponding to the Ϯ signs, respectively, in Eq. ͑17͒, will be treated separately in the rest of this section.
A. At the base of the Brillouin zone: qÄ0
In the particular case where the phase difference between adjacent waveguides is zero, two different types of soliton solutions exist; those centered on a single site and those that are centered between two sites. Apart from that, these two solutions have a similar form ͑brightlike or darklike͒ as expected from the DNLS equation. As a matter of fact, for a fixed value of P, the energy ͑Hamiltonian͒ of the in-phase bright soliton solution centered on site is always less than the energy of the solution centered between two sites, and, therefore, the latter one is always transversely unstable. Consequently, we will restrict ourselves to the study of on site bright discrete soliton solutions ͓24͔.
The family of the in-phase bright solitons of Eq. ͑3͒ with qϭ0 are found numerically by solving the nonlinear system of Eq. ͑17͒. In Fig. 4 the power associated with these solutions, P, is depicted as a function of the eigenvalue for three different values of ␣. When ␣ϭ0, the P() diagram corresponds to the standard DNLS model. In this regime, approximate expressions for P() can be obtained in the case of either weakly or strongly localized solutions, that is, in the continuous or the anticontinuous limit. More specifically, for relatively small values of P, the behavior of the P() can be approximately described within the so-called nonlinear Schrödinger limit. In this case, using Eq. ͑5͒, the P() curve can be approximately described by P Ϸ4ͱ(1ϩ4␣). On the other hand, for large values of P, most of the power is confined in one waveguide, and, therefore, PϷϩ2(1ϩ␣). The regions where these two approximations are valid can be easily seen in Fig. 4 .
As a result of the long-range interactions, these solutions have interesting stability properties. A similar situation was encountered in Ref. ͓25͔ in nonlinear lattices with r Ϫs interactions. More specifically, when ␣ is less than 0.26, the power P is always monotonically increasing with . On the other hand, for values of ␣ greater than 0.26, a region ( 1 , 2 ) exists in which P is monotonically decreasing with , whereas, for all other subsequent values of , P is increasing. The P() curves are associated with the stability of the soliton solutions through the Vakhitov-Kolokolov criterion ͓26͔ that has been shown to be also applicable in the DNLS equation ͓27͔. According to this criterion, instability will be developed only when ‫ץ‬ P/‫ץ‬Ͻ0, i.e., inside the region ( 1 , 2 ) when ␣տ0.26. From a different perspective, Fig. 4 can be interpreted as a ( P) diagram. As it is known from elementary bifurcation theory, the stability properties of a system can change only when a bifurcation takes place. When ␣Շ0.26, P() is monotonically increasing, i.e., no bifurcation occurs. We also know that the small amplitude solutions are stable since they are governed by the continuous NLS equation and, as a result, the whole curve is stable. In the other extreme, the stability of the strongly localized modes can also be proved analytically since, effectively, Eq. ͑3͒ reduces to a dynamical system with a few degrees of freedom ͑see, for example, Ref. ͓28͔͒. When ␣տ0.26 we know that the upper and lower branches are stable, so, we expect ͑since the stable and unstable manifold alternate͒, that the second branch will be unstable. In the range where a given value of P corresponds to three different values of , two of these wave numbers, i.e., the minimum and the maximum values of , are stable, whereas the one in between is unstable.
We will now formally explore the linear stability of these in-phase bright soliton solutions by using Eq. ͑3͒. By perturbing the exact solution u n ϭv n e i , in a fashion u n ϭ͓v n ϩ(U n ϩW n )e i⌳ ϩ(U n ϪW n )e Ϫi⌳ ͔e i , we obtain the following coupled eigenvalue problem:
where L 1 W n ϭϪW n ϩ⌬ 1 W n ϩ␣⌬ 2 W n ϩv n 2 W n and L 2 U n ϭϪU n ϩ⌬ 1 U n ϩ␣⌬ 2 U n ϩ3v n 2 U n . When all the eigenvalues of the perturbation lie on the real axis the solution is stable, whereas, if an eigenvalue pair acquires a nonzero imaginary part the solution becomes unstable. The continuous spectrum can be found by linearizing Eq. ͑18͒, and substituing c n ϭ(U n ϩW n )exp(ip a n), d n ϭ(U n ϪW n )exp(ip a n), i.e., ⌳ϭϮ͓ϩ2͑1Ϫcos p a ͒ϩ2␣͑ 1Ϫcos 2p a ͔͒,
We will show that the results stemming from the solution of the previous eigenvalue problem are in agreement with the previous analysis. To demonstrate this connection, we will describe how the eigenvalues of Eq. ͑18͒ change as a function of , when ␣ is above the instability threshold. When is close to zero, the amplitude of the solution becomes very small, and, consequently, the discrete Eq. ͑3͒ is in the vicinity of the continuous NLS limit. In this case it is well known that two pairs of eigenvalues are located at the origin, corresponding to the even ͑with zero nodes͒ and an odd ͑with one node͒ eigenfunction. The first ͑even͒ mode is related to the invariance of the model to a phase shift, i.e., as it is proved by Noether's theorem, to the conservation of the power ͓Eq. ͑5͔͒, whereas the second ͑odd͒ mode is related the translational invariance ͓the conservation of the momentum in the continuous approximation of Eq. ͑3͒, i.e., of the NLS equation͔. As the value of increases the eigenvalues associated with the translational eigenmode bifurcate from the origin to the real axis and approach the edge of the continuous spectrum. This bifurcation is related with the loss of the mobility of the discrete soliton solutions as they become more localized on the nonlinear lattice. The other pair of eigenvalues remains at the origin as long as P is an increasing function of . When the slope of the P() diagram becomes negative this pair of eigenvalues bifurcates from the origin to the imaginary axis, and, as a result, the soliton solution turns unstable. As long as the slope of P() is negative, the eigenvalues remain on the imaginary axis. However, when the value of the slope is close to zero again, the eigenvalues return to the origin. This scenario is demonstrated in Fig. 5 for ␣ϭ1 and qϭ0 when u 0 ϭ1.2,1.7,2.2. The left column of Fig. 5 depicts the associated eigenvalue diagram, whereas the right one shows the corresponding evolution of the intensity of the discrete soliton. Figs. 5͑a͒ and 5͑b͒ were obtained at u 0 ϭ1.2, where the soliton is stable since all the eigenvalues lie on the real axis. On the other hand, the solution illustrated in Figs. 5͑c͒ and 5͑d͒ for u 0 ϭ1.7 is unstable, and exhibits bistability. In this case a pair of eigenvalues is FIG. 4 . Power P vs diagram of bright soliton solutions when qϭ0, and ␣ϭ0,1/4,1. purely imaginary and is responsible for instabilities. This instability ceases to exist at higher amplitudes ͓see Figs. 5͑e͒ and 5͑f͒ where u 0 ϭ2.2͔, since all the eigenvalues are located on the real axis.
B. At the edge of the Brillouin zone: qÄ
In this section we will explore the properties of staggered soliton solutions, i.e., qϭ. As per our previous discussion in Sec. III we anticipate bright staggered soliton solutions to exist when ␣Ͼ1/4. Again, we identify two different types of staggered bright solitons: ͑a͒ a symmetric mode, and ͑b͒ an antisymmetric mode. Figure 6 depicts both a narrow and a broad, symmetric and antisymmetric discrete soliton solution.
Between these two possible staggered solutions, the energy of the symmetric mode is always greater than the cor- FIG. 5 . Eigenvalue diagrams of in-phase bright soliton solutions (qϭ0) when ␣ϭ1, and for u 0 ϭ1.2, 1.7, 2.2 shown in ͑a͒, ͑c͒, ͑e͒ and the corresponding intensity evolution depicted in ͑b͒, ͑d͒, ͑f͒, respectively. responding value for the antisymmetric mode ͑for a fixed value of P and appreciable values of ␣). As a result, the symmetric mode happens to be transversely unstable. To study the stability properties of the antisymmetric solution, we will numerically solve the eigenvalue problem ͓Eq. ͑18͔͒ where the linear operators are in this case L 1 W n ϭϪW n Ϫ⌬ 1 W n ϩ␣⌬ 2 W n ϩv n 2 W n and L 2 U n ϭϪU n Ϫ⌬ 1 U n ϩ␣⌬ 2 U n ϩ3v n 2 U n . Again, the continuous spectrum can be determined by linearizing the eigenvalue problem, and ⌳ϭ Ϯ͓Ϫ2(1Ϫcos p a )ϩ2␣(1Ϫcos 2p a )͔. Our numerical investigation shows that above a certain threshold of the maximum amplitude these solutions are stable. Figure 7͑a͒ depicts the properties of the eigenvalue diagram associated with a stable solution when ␣ϭ1.4 and the peak amplitude is 5. In this case we see a pair of eigenvalues located at the origin and another located on the real axis between the origin and the continuous spectrum. As a result the solution is stable as also demonstrated by its intensity evolution, Fig. 7͑b͒ . By decreasing the amplitude, the gap between the continuous spectrum and the latter pair of discrete eigenvalues is reduced as shown in Fig. 7͑c͒ ͑for a peak amplitude equal to 4). This solution is again stable, as demonstrated in Fig.  7͑d͒ . Finally, when the amplitude is reduced below a certain threshold, the eigenvalue pair collides with the continuous spectrum and bifurcate into four eigenvalues with nonzero imaginary components ͓Fig. 7͑e͔͒ giving rise to an oscillatory type of instability ͓see also Fig. 7͑f͔͒ .
Following the arguments of Sec. III, we have also found numerically staggered dark soliton solutions in the region ␣Ͻ1/4. The properties of these solutions happen to be very similar to those of the DNLS equation, i.e., when ␣ϭ0, ͑see Refs. ͓20,29͔͒. As the value of ␣ increases inside the region ͓0,1/4), the width of the dispersion curve becomes broader, and, as a result, the soliton solutions become narrower for the same power levels. In Fig. 8 we present the form of the centered on a site ͓Figs. 8͑a͒ and 8͑b͔͒ and centered between two sites ͓Figs. 8͑c͒ and 8͑d͔͒ dark soliton solutions when ␣ϭ0 ͓Figs. 8͑a͒ and 8͑c͔͒ and ␣ϭ0.2 ͓Figs. 8͑b͒ and 8͑d͔͒.
V. DIFFRACTION MANAGEMENT
In a recent study, it has been demonstrated that the discrete diffraction properties of a linear array can be altered as a function of the input phase difference q among successive waveguides ͓18͔. In particular, it was experimentally verified that for qϭ/2, the optical beam in a linear array can propagate almost undistorted, since, to leading order, the discrete diffraction is zero ͓i.e., from Eq. ͑11͒ d 2 ϭ0 when qϭ/2 and ␣ϭ0͔. Furthermore, diffractionless propagation was also observed by eliminating, on average, the third-order dif- FIG. 6 . ͑a͒, ͑b͒ symmetric and ͑c͒, ͑d͒ antisymmetric bright staggered soliton solutions. Figures ͑a͒, ͑c͒ correspond to highly localized solutions while ͑b͒ and ͑d͒ to relatively broad states. fraction using an alternating configuration ͑along z) of waveguide arrays.
In this section we will study how diffraction management can be implemented in the zigzag arrays proposed here. As previously noted the presence of second-order couplings ͑when ␣ 0) can substantially modify d 2 since d 2 ϭcos q ϩ4␣ cos 2q. The condition d 2 ϭ0 in fact corresponds to the inflection points of the dispersion curve ͑Fig. 3͒. From Eq. ͑11͒ the inflection points q , where d 2 ϭ0, can be found, as a function of ␣, and are given by cos qϭ͓Ϫ1 Ϯͱ1ϩ128␣ 2 ͔/16␣. In Fig. 9 , the group velocity ͓as given by Eq. ͑10͔͒ that is associated with diffractionless beam propagation is displayed as a function of ␣. As we can see, for values of ␣Ͻ1/4 diffractionless propagation can be achieved for only one value of q, while, for ␣Ͼ1/4 two inflection points exist, each one corresponding to a different group velocity. Note that the case studied in Ref. ͓18͔ corresponds to ␣ϭ0 on the upper branch of our Fig. 9 . Both v g curves are increasing functions of ␣. However, it is important to point out that the group velocity displayed in Fig. 9 is related to the skew coordinate s that connects linearly all the consecutive sites of the array zigzag path. On the other hand, the actual propagation distance along the x coordinate ͑which is parallel to the line that connects a waveguide with its second neighbors͒ is related to s via xϭs sin(/2) and, as a result, the group velocity v gx is reduced by a factor sin(/2). It is interesting to note that, while in the first branch ͑solid curve͒ the normalized group velocity is always greater than 2, in the second branch ͑dashed curve͒ diffraction-free beam propagation is possible even for small values of v g . Actually, when ␣ϭ1/4 and qϭ diffractionless propagation of a standing beam ͑since v g ϭ0) can be achieved. In this particular case, both d 2 and d 3 are zero and the first nonzero contribution comes from the fourth-order diffraction term. To verify this result, a beam of the form uϭsech͓0.35(n Ϫn 0 )/ͱ2͔exp(iqn) was launched in such a linear array. Fig-FIG. 7 . ͑a͒, ͑c͒, ͑e͒ the eigenvalue diagram and, in ͑b͒, ͑d͒, ͑f͒, the corresponding propagation plots when ␣ϭ1.4 and the peak amplitude of the solution is 5, 4, and 3.9, respectively. ure 10 depicts the intensity profile of this beam at the input ͑solid curve͒ and at ϭ100 when ͑a͒ ␣ϭ0, qϭ0 ͑dotted curve͒ ͑b͒ ␣ϭ0, qϭ/2 ͑dashed dotted͒, and ͑c͒ ␣ϭ1/4, qϭ ͑dashed͒. For case ͑a͒ the peak intensity of the beam at the output is at least six times less than the one at the input, mainly as a result of second-order diffraction. In the second case ͑b͒, the initial phase tilt qϭ/2 is responsible for the elimination of the second-order diffraction effects and the output peak intensity is reduced by 30%. In this case, the third-order diffraction is responsible for the asymmetric distortion of the beam. Finally, in case ͑c͒ the peak intensity is approximately 80% of the input, and any distortion in the beam profile is due to fourth-and higher-order diffraction terms.
The spatial dispersion or diffraction that a beam is experiencing during propagation in the bulk depends only on the refractive index of the material. In discrete systems, however, diffraction results from the coupling between the ele-FIG. 8. Dark soliton solutions ͑a͒, ͑b͒ centered on a site and ͑c͒, ͑d͒ centered between two sites for ͑a͒, ͑c͒ ␣ϭ0 and ͑b͒, ͑d͒ ␣ϭ0.2. ments of the lattice. Consequently, different geometrical arrangements will have, in general, different diffraction properties. As Eq. ͑11͒ indicated, the diffraction can be tuned by adjusting the relative coupling strength ␣. As a result, solitons with specific peak intensities are possible, by appropriately engineering the relative coupling coefficient ␣. The diffraction of the zigzag array, d 2 , is depicted in Fig. 11 as a function of ␣ in the regimes where bright solitons can be supported. The two curves shown in the figure correspond to the cases qϭ0 and . For these values of q the odd order diffraction terms, which are responsible for the asymmetric deformation of a soliton as well as for acceleration/ deceleration effects, are zero. In both cases, the diffraction is an increasing function of ␣. For in-phase solitons d 2 attains its minimum value (d 2 ϭ1) at qϭ0. However, for staggered solitons (qϭ), the leading diffraction term d 2 is zero when ␣ϭ1/4. Thus, staggered discrete solitons can exist even in media with relatively small values of nonlinearity.
VI. DEFOCUSING NONLINEARITY
Our formalism can also be used to obtain discrete soliton solutions in arrays with defocusing nonlinearity. In this case the optical field dynamics are described by
When ␣ϭ0, Eq. ͑19͒ reduces to the defocusing DNLS. This equation is known to support in-phase dark soliton solutions at the base of the Brillouin zone (qϭ0), as well as out-of-phase ͑staggered͒ bright solitons at the edge of the Brillouin zone (qϭ) ͓13,20͔. The nonlinear dispersion relation of Eq. ͑19͒ is given by kϭ2 cos qϩ2␣ cos 2qϪA 2 Ϫ2͑1ϩ␣ ͒. ͑20͒
Evidently, the linear part of Eq. ͑20͒ remains the same as in the self-focusing case ͑Fig. 3͒. Therefore, at the base of the Brillouin zone (qϭ0) one expects in-phase dark soliton solutions to exist. In addition, Fig. 3 demonstrates that as the value of ␣ increases, the dispersion curve becomes narrower and, as a result, the dark soliton solutions that can be accommodated ͑at qϭ0) have to be broader for bigger values of ␣. Figure 12 depicts a typical example of such a solution. Again, two different types of dark solitons can be obtained; one centered on a site ͓Fig. 12͑a͔͒ and one centered between two consecutive sites ͓Fig. 12͑b͔͒. We emphasize that this family of solutions does not exist in standard arrays ͑as described by the DNLS equation͒. They are only possible in systems with appreciable second order coupling effects as, for example, in the zigzag arrays proposed here.
VII. CONCLUSIONS
In this paper we presented a method to efficiently manage the discrete diffraction properties of nonlinear waveguide arrays. As an example, we considered zigzag arrays that can provide considerable extended interactions. We demonstrated that completely different families of discrete soliton solutions are possible, which are possible over a wide range of parameters. Our method opens up opportunities for diffraction management that can be employed to generate low power spatial discrete soliton states.
