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Abstract 
Let A be a rational n x n square matrix and b be a rational n-vector for some positive inte- 
ger n. The linear complementarity prnhlem (abbreviated by LCP) is to find a vector (x, y) E R2” 
satisfying y = Ax + b (x, y) > 0 and the complementarity condition: X! yl = 0 for all i = 1,. , n. 
The LCP is known to be NP-complete, but there are some known classes of matices A for 
which the LCP is polynomially solvable, for example the class of positive semi-definite (PSD-) 
matrices. 
In this paper, we study the LCP from the view point of EP (existentially polynomial time) 
theorems due to Cameron and Edmonds. In particular, we investigate the LCP duality theorem 
of Fukuda and Terlaky in EP form, and show that this immediately yields a simple modification 
of the criss-cross method with a nice practical feature. Namely, this algorithm can be applied 
to any given A and h, and terminates in one of the three states: (1) a solution x is found; (2) 
a solution to the dual LCP is found (implying the nonexistence of a solution to the LCP); or (3) 
a succinct certificate is given to show that the input matrix A is not “sufficient”. Note that all 
PSD-matrices and P-matrices are sufficient matrices. 0 1998 Elsevier Science B.V. All rights 
reserved. 
1. Introduction 
Let A be a rational n x n square matrix and b be a rational n-vector for some positive 
integer n. The linear complementarity problem (abbreviated by LCP) is the problem: 
LCP(A, h) find (x, y) E R2” satisfying : 
y=Ax+b, 
Xi.yi=O for i=1,2 ,..., n, 
Xi,yi > 0 for i= 1,2 ,..., n. 
* Corresponding author. E-mail: fukuda@ifor.math.ethz.ch. 
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The importance of the theory of LCP was first emphasized by Lemke-Howson [15] 
and Come-Dantzig [6]. It is noteworthy that several fundamental mathematical pro- 
gramming problems with wide applications such as linear programming, quadratic 
programming and bimatrix game can be formulated as an LCP. 
Yet one has to pay an adequate cost for a general problem setting. It is known that 
the LCP with an arbitrary matrix A is difficult to solve: it is NP-complete [3], and it 
remains so even if the matrix A is restricted to be a &matrix [ 111. On the other hand, 
there are classes of matrices A for which the associated LCP can be efficiently solved, 
such as the class of positive semidefinite (PSD-) matrices, P-matrices and sufficient 
matrices. See the next section for the definition of sufficient (equivalently by [18], 
P*-) matrices. There are two types of algorithms known, the pivot algorithm and the 
interior-point algorithm. Len&e’s method [13, 141, the principal pivoting method [5, 61 
and the criss-cross method [8, lo] are typical pivot algorithms. The interior-point algo- 
rithms [ 11, 121 can solve the LCP with PSD-matrices and P*(K-)-matrices in polynomial 
time. Note that the complexity for solving the LCP with P*(rc)-matrices depends on K. 
The LCP with P*-matrices, which is the collection of all P*(rc)-matrices, is not known 
to be polynomially solvable. The two types of algorithms are considerably different. 
The former traverses only a finite set of basic solutions, while the latter traces certain 
nonlinear curve. But they have something in common. Namely, in all of the algorithms 
known, one must know beforehand whether a given matrix A satisfies the prescribed 
conditions, typically the PSD-ness or the sufficiency property. The necessity of this 
preprocessing is rather a nuisance and makes the algorithms unattractive from a practi- 
cal point of view. In fact, there is no known efficient algorithm to check the sufficiency 
property. One can check in polynomial time whether a given rational matrix is PSD 
by Cholesky factorization [ 161 or other efficient ways [ 1, 41, but it is still an extra 
task. 
In this paper, we shall introduce a finite pivot algorithm which takes as inputs an 
arbitrary matrix A and a vector b, and solves the associated LCP if the matrix A is 
sufficient. When the matrix A is not sufficient, our algorithm either solves the LCP or 
otherwise it outputs a certificate that the input matrix is not sufficient. 
To develop such an algorithm, we utilize two important results. One is the LCP 
duality theorem of Fukuda and Terlaky [lo], and the other is the notion of an EP 
(existentially polynomial-time) theorem by Cameron and Edmonds [2]. The main point 
here is that one can rewrite the LCP duality theorem in EP form: 
Theorem. For any rational input A and b, either (1) the LCP has a solution, (2) the 
dual LCP has a solution, or (3) there is a certi$cate that A is not sufficient, where 
the sizes of solutions and certijicates in (l)-(3) can be taken to be polynomial in 
the input size. 
We should note that the cases (1) and (2) are exclusive, and the case (3) might 
hold simultaneously with either of cases (1) or (2). In this theorem, every outcome, 
either (l), (2) or (3), is verified with a succinct certificate. It is well expected [2] that 
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such a statement may be proved constructively by a polynomial-time algorithm. In this 
paper, we do not have yet such an algorithm. However we shall show that a simple 
modification of the criss-cross method does prove the theorem above constructively 
and to date is the unique algorithm ’ for the LCP that makes no assumptions on the 
rational input matrix A. 
2. LCP duality theorem and the criss-cross method 
In this section, we shall introduce the LCP duality theorem and the criss-cross 
method [8, lo]. We begin with some definitions. An n x iz matrix A is called column 
sufficient if 
A 
is 
there exists no x E R” such that 
Xi(AX)i 60 for all iE{1,2,...,n} and 
xj(AX)j <0 for some j E { 1,2,. . . ,n}. 
(2.1) 
matrix A is called row suficient if its transpose is column sufficient. A matrix A 
called s@cient if it is both row and column sufficient. The notion of sufficient 
matrices was first introduced by Cottle et al. [7]. 
For a given n x n matrix and an n-vector b, we consider the linear system V(A, b) = 
{x eRE: [-b,Z, -A]x=O}, where E= {g, 1,2 ,..., n,n + 1,. . .,2n} is the index set of 
columns of [-b,Z, -A] with g being a distinguished symbol corresponding to the vec- 
tor b. For each i E E - g, we define the complement of i, denoted by ;, as Z = n + i 
if 1 < i < n, i - n if n + 1 < i < 2n. A subset S of E - g is called complementary if 
{i,Z}flS=@ f or a 1 1 E E-g. Also a vector x E RE is called complementary if x, ‘xi = 0 1 
for all i E E - g. 
A vector x in RE is called strictly sign reversing (s.s.r. ) if x, .xr < 0 for all i E E - g 
and Xj .x7 <O for some j E E - g. A vector x in RE is called strictly sign preserving 
(s.s.P. ) if Xi .XT > 0 for all i E E - g and Xj .x;; > 0 for some j E E - y. Observe that 
a matrix A is sufficient if and only if V(A, 6) contains no s.s.r. vector x with xg = 0 
and V(A, b)l contains no s.s.p. vector, where V(A, b)l is the orthogonal complement 
of V(A,b). 
Now we are ready to rewrite the LCP as follows. We call this form the primal LCP. 
PLCP(A, b) find x E RE satisfying 
x E VU, b), 
x,.xr=O for all iEE -9, 
xs = 1 and xi 3 0 for all i E E - g. 
’ One might argue that Lemke’s algorithm [13. 141 is such an algorithm. While it makes no assumptions 
on A and terminates in finite steps to find a solution or an extremal ray with the standard perturbation 
scheme, we do not know how to interpret the extreme ray. In other words, when it finds a ray, no certificate 
is produced for any of the two possible outcomes: the LCP is infeasible or A does not satisfy the condition 
(i.e. copositive-plus-ness) under which Lemke’s algorithm is guaranteed to work. 
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The dual problem of PLCP(A,b) is defined as: 
DLCP(A, b) find y E RE satisfying 
y E F(4 B)l, 
yi. yi: = 0 for all i E E - g, 
ys= 1 and yi 2 0 for all i E E - g. 
We now state a slightly weaker form of the LCP duality theorem by Fukuda and 
Terlaky [lo] without proof. 
Theorem 2.1 (Fukuda, Liithi and Namiki [9]). For any suficient n x n matrix A and 
n-vector b, exactly one of the following statements holds. 
(I) there exists a solution x to PLCP(A, b), 
(2) there exists a solution y to DLCP(A, b). 
This theorem implies that if A is sufficient and rational, the nonexistence of a solution 
to PLCP(A, b) is well characterized. That is, there is a polynomial size certificate of 
the nonexistence of a solution, because there exists a basic solution corresponding to 
the certificate. And thus, the decision problem of LCP with sufficient matrices is in 
both NP and co-NP, although the recognition of sufficiency property seems to be a 
difficult problem. 
In the next part, we will describe the crisscross method for the LCP with sufficient 
matrices. This can be seen as an algorithm to find a solution to one of (1) and (2) of 
the LCP duality theorem. For this, we must prepare some notations. 
A basis B is a subset of E with IBI = n whose corresponding submatrix of [-b,Z, -A] 
is nonsingular. From now on, we will treat only bases that do not include the index g. 
Clearly, { 1,2, . . . ,n} is a basis. For a basis B, the system [-b,l, -A]x=O can be 
transformed to the equivalent system XB = 2.x~ where N = E-B, z = [Zij: i E B, j E N] 
is a coefficient matrix called the dictionary and XE and XN are subvectors of x. The basic 
solution associated with a basis B is a solution to the system [-b,l, -A]x = 0, xg = 1, 
xi=ai,foriEBandxj=OforjEE-(B+g).LetBbeabasisandA=[iZi,:iEB,jEN] 
be the associated dictionary. For i E B and j EN, we define vectors T(B, j) t RE and 
T*(N, i) E RE by: 
i 
akj if kEB, 
T(B,j)k = 1 if k=j, 
0 otherwise, 
-aik if k E N, 
T*(N, i)k = 1 if k = i, 
0 otherwise. 
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It is easy to see that the vector T(B,j) is in V(A,b) and the vector T*(N, i) is in 
V(A, 6)1. The support of a vector x is the index set {i/xl # O}. A vector with minimal 
nonempty support in a given set of vectors is called a circuit or elementary vector [17]. 
The vector T(B,j) is called a fundamental circuit and the vector T*(N,i) is called a 
fundamental cocircuit. 
The criss-cross method is a pivoting method for solving LCPs with sufficient ma- 
trices, which traverses only complementary bases until the associated basic solution is 
nonnegative or a certificate of nonexistence of a solution is obtained. It assumes that 
the n complementary pairs of indices are linearly ordered. This order induces a linear 
order on any complementary subset of indices. For example, if B = { 1, 2,3,4} then the 
order is 1 4 2 4 3 4 4, min B = 1 and max B = 4. Now, we are ready to describe the 
criss-cross method. 
Algorithm: The criss-cross method 
Input: An n x n sufficient rational matrix A and a rational n-vector 6; 
Output: One of solutions to PLCP(A, b) or to DLCP(A, b); 
Initialization 
B:={1,2,..., n}; (* an initial complementary basis * ) 
while true do begin 
if Zi, 3 0 for all i E B then 
(1) stop: the current solution solves PLCP(A, b); 
else 
(2) 
r := min{i E B: Zi, <O}; 
if Zr7 d 0 for all j E B then 
stop: LCP(A, b) has no feasible solution; 
else 
s := min{ j E B: Z,.? > 0); 
p := max{r,s}; 
if ZPp # 0 then 
perform diagonal pivot: B := B - p + {p}; 
else 
perform exchange pivots: B := B - {r, s} + {J, S}; 
endif 
endif 
endif 
end. 
We can easily see that the vector x = T(B,g) solves the PLCP(A, b) at (1) and 
the vector y = (l/Zrq)T*(N, r) solves the DLCP(A, b) at (2). Fig. 1 shows a diagram 
of the criss-cross method. For the finiteness of the criss-cross method, please refer 
[g, 101. 
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complementary dictionary 
diagonal pivot on . exchange pivots on . 
Fig. 1. A diagram of the criss-cross method for LCP. 
3. LCP duality theorem in EP form 
An EP (existentially polynomial-time) theorem [2] is a theorem of the form: 
W#l(X),fi(X),‘. ,Fk(-x)I, 
where e(x) is a predicate formula which has the form 
F;(x)=[3yi such that ]]yill d IIx[\“~ and fi(x,yi)]. 
Here ni E Z+, llz]] denotes the encoding length of z, and J;:(x, yi) is a predicate for 
which there is a polynomial-time algorithm. 
Following [2], the most fascinating feature of an EP theorem is that one might expect 
a polynomial algorithm which produces y1 or y2 or . . . or yk. Such an algorithm is 
called a constructing polynomial-time algorithm in [2], abbreviated by CPA. The auto- 
matic conjecture that there exists an CPA for an instance of EP theorem, arises as fol- 
lows. An EP theorem of a special case in which k = 2 and “or” is exclusive, is called a 
“good characterization” of EP form. Thus an EP theorem with a “good characterization” 
might admit a CPA as if a decision problem with a good characterization might admit 
a polynomial algorithm. (This is a well-known conjecture that NP n co-NP C_ P). On the 
other hand, every EP theorem [kc: Ft (x) or F~(x) or . . . or F,(X)] can be translated 
to a “good characterization” of EP form, by setting F’,(x) := Ft (x) or I-$(x) or . . . or 
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Fk(x) and F/x(x) := false for any x. Thus, there naturally arises the conjecture that there 
is a CPA for an instance of EP theorem. It is also noticed in [2] that this conjecture 
may be stronger than the conjecture that NP n co-NP C P. 
In order to write the LCP duality theorem in EP form, first we rewrite Theorem 2.1 
as follows. 
Theorem 3.1. Let A he any n x n matrix and b be any n-vector. Then one of the 
ji,llowing three statements holds. 
(1) there exists a solution x to PLCP(A, b), 
(2) there exists a solution y to DLCP(A, b), 
(3) the matrix A is not suficient. 
This theorem is not yet in EP form. As far as (1) or (2) is concerned, it is clear that 
there exists a corresponding basic solution whose size is polynomially bounded. The 
main problem is in the statement (3). To modify this theorem to EP form, we must 
show that there exists a certificate for A not to be sufficient, whose size is polynomially 
bounded by the size of the input. We give below three lemmas which imply this 
claim. 
Let V CR* be any linear subspace and x,x’,x’,. ,xk be vectors in V. The vector 
x is conjormally decomposed into x1,x2,. . ,xk if 
x=x’ +x2 +...+xk and for each i= 1 2 , ,..., n 
xi=Ojx,l=x?= . . . =xL$O, 
xi > O+X!,X~,...,X,! 2 0, and 
x 1 <o*x;,x,2 )...) x,” d 0. 
The following basic lemma can be found in [17] (where the term “harmonious” is used 
for “conformal”). 
Lemma 3.2. Let V be a linear subspace R”. Then any vector x of V can be confor- 
mally decomposed into circuits c’, c2, . . , ck of V. 
By using the above, we obtain the next lemma which shows if A is not sufficient 
then the certificate can be represented by a circuit or a sum of two circuits. 
Lemma 3.3. Let V = {x E RE-Q ][I, -A]x = 0). rf A IS not column sujticient (row sujl 
jicient, respectively) then there exists an s. s. r. (an s. s.p. ) circuit, or an s. s. r. (an s. s.p. ) 
vector x in V (y in VI) which is decomposed into two complementary 
circuits. 
Proof. Suppose A is not column sufficient. Then V contains an s.s.r. vector, say x. From 
Lemma 3.2 x is conformally decomposed into circuits, say x = c’+c’+. .+ck. If k ,< 2, 
we are done. Assume k > 2. Let I = {i 1 xi .xX CO}/ and let j E I. Then there exists 
a circuit CE{C’,C~,...,C~} such that CjfO. If cj.cT<O then c is the required one. 
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Otherwise, there exists c’ in {cl,c*,. . . , ck} such that ci# 0. Because {ci,cz,. . . ,ck} 
is a conformal decomposition of x, X’ =c + c’ is an s.s.r. vector in V. The proof 
for the case that A is not row sufficient is essentially the same. This completes the 
proof. q 
Lemma 3.4. Let A be an n x n matrix which is not sufJicient. Then there exists a 
certificate for A not to be sufticient, whose size is polynomially bounded by the size 
of the input A. 
Proof. From Lemma 3.3, a certificate for A not to be sufficient can be represented 
by a circuit or a sum of two circuits. Every circuit is expressed by a fundamental 
circuit or a cocircuit of some dictionary. The size of any coefficient of the dictionary 
is polynomially bounded by that of input matrix A. Thus a certificate is polynomially 
bounded by the size of input matrix A. This completes the proof. 0 
Finally we can strengthen Theorem 3.1 to the following LCP duality theorem in EP 
form. 
Theorem 3.5. Let A be any n x n rational matrix and b be any rational n-vector. 
Then one of the following three statements holds. 
(1) there exists a solution to PLCP(A, b) whose size is polynomially bounded by the 
sizes of A and b. 
(2) there exists a solution to DLCP(A, b) whose size is polynomially bounded by 
the sizes of A and b. 
(3) there exists a certificate for the matrix A not to be su$ticient, whose size is 
polynomially bounded by the size of A. 
Again, we will note that only cases (1) and (2) are exclusive. The statement (3) 
might come together with either of the cases (1) or (2). 
4. An algorithm 
In this section, we present an algorithm to prove constructively the LCP duality 
theorem in EP form. This algorithm is a simple modification of the criss-cross method. 
The key of our modification is as follows. When the criss-cross method is applied to 
PLCP(A, b) for a arbitrary matrix A and a vector b, there are two situations in which 
the algorithm fails. One is a sort of cycling of pivots, and the other is a pivot operation 
failure. 
First we examine the case of cycling. To prove the finite convergence of the criss- 
cross method the authors in [lo] introduce an n-dimensional binary vector L indexed 
by n complementary pairs of indices {i,?}. For simplicity, we will use Li to represent 
the ith element of L instead of L[{i,%}]. Initially, we set all the elements of L to 
be 0. In each iteration, we set Lp := 1 and Li := 0 for all i + p just after making pivot 
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(i) 2 : 
(i)’ Xk : 
Fig. 2. Sign patterns of dictionaries. 
operations, where p = max{r,s}. For two distinct binary vector L and L’, we say L 
is greater than L’ in the sense of binary number if there exists an index i such that 
L, = 1, L: = 0 and Lj = L$ for all i < j E E - g. Here is a lemma showing that the L- 
vector in the criss-cross method monotonically increases in each iteration, and thus the 
criss-cross method converges in finite steps. 
Lemma 4.1 (Fukuda and Terlaky [lo]). Let A be a suficient matrix and b be un 
n-vector. When the criss-cross method is applied to PLCP(A, b), the binary vector L 
increases in each iteration in the sense of binary number. 
Proof. Assume that L does not increase, that is, there exists a pair of indices {j, j} 
such that Lj is set to 1 in some iteration, say the kth iteration, even if Lj = 1 in the 
previous iterations. Let I be the maximum iteration number such that Lj is 1 and 1 <k, 
and let 2’ and Ak be dictionaries, and B’ and Bk be bases, respectively. Without loss 
of generality we may assume that j enters the basis in Ith iteration and j enters the 
basis in kth iteration. Then there must be the following sign patterns of the coefficient 
matrix A’, see also Fig. 2. 
(i) 56 > 0 for all i 4 j and Zjq < 0, 
(ii) there exists r + j such that S& < 0, Z$ < 0 for all i 4j and ?& > 0. 
Also, we must consider the sign patterns of Ak, see Fig. 2. 
(i)’ Zfb 20 for all i+jandZ$<O, 
(ii)’ there exists r’ + j such that ZFtq ~0, $r < 0 for all i + j and Zfj > 0. 
Now we will show that the none of cases (i) and (i’), (i) and (ii’), (ii) and (i’) or 
(ii) and (i’) could occur. 
Case 1: (i) and (i)‘. Let x := 7’(Bk, g)- T(B’, g). Then x is an s.s.r. vector in V(A, b) 
with xg = 0. A contradiction. 
Case 2: (ii) and (ii)‘. Let y := T*(Nk, r’) + T*(N’,r). Then y is an s.s.p. vector in 
Y(A, b)l. A contradiction. 
Case 3: (i) and (ii)’ (This covers the case (ii) and (i)‘). Vectors T(B’,g) and 
T*(Nk,r’) are not orthogonal to each other. This is impossible. A contradiction. 0 
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From the above lemma, it follows that the criss-cross method terminates at most 
2”-i steps. 
Next we examine a pivot operation failure. If the coefficient Zs, is equal to zero 
then the exchange pivots cannot be performed. There is no such possibility if the 
given matrix A is sufficient. 
Lemma 4.2 (Cottle et al. [7]). Let A be sz@icient matrix, B be basis and A= 
[Zij: i E B, j E N] be the corresponding dictionary. The following statements always 
hold 
(a) Z,z 3 0 for all i E B, 
(b) for all i E B, an = 0 + Ziy = Zjz = 0 or ?iiT .Zji < 0 for each j( # i) E B. 
Proof. First we prove (a). Assume the contrary. Let i E B such that air ~0. Then 
x = T(B,2) is an s.s.r. vector with xs = 0 in V(A, b). Note that y = T*(N, i) is an s.s.p. 
vector in Y(A, b)l. Next we prove (b). Assume the contrary. There exist i,j E B which 
violate the condition. We now consider two cases. 
Case 1: Ci, = 0 and ZiT .Zjr > 0. If aj7 = 0, let x = T(B, 2) - Zij. T(B, 3). Then x is an 
s.s.r. vector in V(A, b) with xg = 0. A contradiction. If Zjy > 0, let x = (l/Zjr)T(B,I) - 
(l/Zji)T(B,j). Then x is an s.s.r. vector in V(A, b) with xg = 0. 
Case 2: air = 0, ?iiF .Zjr = 0 and not both of ZiT and Zjr are equal to 0. If ljr # 0, let 
x = -(( 1 + ZjF)/Zjr)Z’(B,z) + Z”(B,j). 
Then x is an s.s.r. vector in V(A, b) with xg = 0. If Ziy # 0, let 
y = -((l + Zj7)/Z,)Z’*(N, i) + T*(N, j). 
Then the vector y is an s.s.p. vector in V(A, b)l. This completes the proof. 0 
The remaining thing we must consider is how to obtain a certificate when the vector 
L does not increase. For this, we prepare storage space for the bases which is indexed 
by 12 complementary pairs of indices. At the beginning we set S(i) := 0 for all i E E - g 
and in each iteration when some component of L becomes 1 we store the current basis 
to S indexed accordingly. Then, whenever the vector L does not increase, we can obtain 
the bases B’ and Bk in the proof of Lemma 4.1. After that we can compute a certificate 
for A not to be sufficient, as in the proof of Lemma 4.2. Note that the computational 
effort and the memory storage for obtaining a certificate are polynomially bounded by 
the size f the input. For simplicity in description of the modified criss-cross method, 
we will denote the operation LP := 1, Li := 0 for all i + p as L+ p. Here is the modified 
criss-cross method. 
Algorithm: The modified criss-cross method 
Input: An any rational n x n matrix A and a rational n-vector b; 
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Output: One of the following three: 
(1) a solution to PLCP(A, b); 
(2) a solution to DLCP(A,b); 
(3) a certificate that A is not a sufficient matrix; 
Initialization 
B:={1,2,...,n} (* an initial complementary basis * ); 
Li := 0, S(i) := 0 for all i E E - g; 
while true do begin 
if Zig 3 0 for all i E B then (* the current basic solution solves PLCP(A, b) * ) 
output a solution to PLCP(A,b); stop; 
else 
r:=min{i~B: Z,<O}; 
if Zry < 0 for all j E B then (* PLCP(A, 6) has no feasible solution * ) 
output a solution to DLCP(A,b); stop; 
else 
s:=min{jEB: a,S > 0); 
p := max{r,s}; 
if 2iPp ~0 then 
output a certificate as in the proof of Lemma 4.2; 
elseif ZPF > 0 then 
if L, = 1 then (* the vector L has not increased *) 
output a certificate as in the proof of Lemma 4.1; stop; 
else 
S(p):=B; 
L:=L+p; 
perform diagonal pivot: B := B - p + (7); 
endif 
else 
if ZPq = 0 or Zqp = 0 then (* matrix A is not sufficient * ) 
output a certificate as in the proof of Lemma 4.2; stop; 
elseif LP = 1 then (* the vector L has not increased *) 
output a certificate as in the proof of Lemma 4.1; stop; 
else 
S(p) := B; 
L:=L+p; 
perform exchange pivots: B := B - {Y,s} + {F, 5); 
endif 
endif 
endif 
endif 
end. 
Figure 3 shows a diagram of the modified criss-cross method. 
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Stop: feasible 
Stop: dual feasible 
4 . Stop: not sufficient 
P . P . 0 
diagonal pivot on l exchange pivots on l 
Fig. 3. A diagram of the modified criss-cross method. 
5. Concluding remarks 
In this paper, we have discussed how to treat LCP(A, b) for an arbitrary matrix A. To 
do this, we have introduced the LCP duality theorem of EP form (Theorem 3.5) and 
the constructing algorithm which is a simple modification of the criss-cross method. 
Our algorithm is not a polynomial algorithm. However we conjecture that there exists 
a polynomial-time algorithm for constructing a certificate of the LCP duality theorem 
in EP form. Some related results can be found in [9]. 
Finally we note that our discussion here is purely combinatorial and naturally extends 
to the setting of oriented matroids in [lo]. 
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