Transformational process zone emerging at the tip of a propagating crack by Boulbitch, Alexei & Korzhenevskii, Alexander L.
ar
X
iv
:1
50
7.
03
12
8v
1 
 [c
on
d-
ma
t.m
trl
-sc
i] 
 11
 Ju
l 2
01
5
Transformational process zone emerging at the tip of a
propagating crack
A. Boulbitch
IEE S.A. ZAE Weiergewan, 11, rue Edmond Reuter,
L-5326 Contern, Luxembourg;
A. L. Korzhenevskii
Institute for Problems of Mechanical Engineering,
RAS, Bol’shoi prosp. V. O. 61,
199178 St. Petersburg, Russia
September 24, 2018
Abstract
Process zone at the tip of a propagating crack engendered by the stress-induced
local phase transition of the second order is studied theoretically. We show that the
zone can only exist within a certain domain of the phase diagram at one side of the
phase transition line depending upon the sign of the striction constant. We obtain the
boundary of this domain and establish its dependence upon the crack velocity. We
show the existence of a critical crack velocity above which the zone cannot exist. We
report the overcritical solution for the order parameter describing the incipient process
zone, while far from the bifurcation point we solve the problem numerically.
1 Introduction
It is important to study the brittle fracture both from the point of view of numerous ap-
plications and in order to further propel our knowledge of intrinsic properties of solids. A
set of experimental facts presently collected on fracture is very impressive. However, the
understanding of physical aspects of the its mechanisms is still far from completeness.
Since decades a common opinion worked out that the crack behavior is determined by
the process zone, a nano- to mesosized domain in the vicinity of its tip. For the long time,
however, the process zone was beyond the reach of experiments. Recently new experimental
techniques (described in more details below) emerged that enable one to study structure
and properties of the solid in the close vicinity of the crack tip. These as well as some
more traditional experimental techniques have shown that fracture is often followed by a
rearrangement of the solid structure in the close vicinity of the crack tip. This challenges
one to find a theoretical approach adequately describing such a phenomenon.
Stress-induced local phase transitions (LPTs) at crack tips have been reported in litera-
ture since long time. They have been observed in different classes of materials.
Stress induced austenite-martensite LPTs in metals have been studied since 60th [5] and
are under a keen attention up to now. Martensite LPTs have been observed in iron [6] and
steels [7], [8]. Active studies of the martensite LPT in Ni-Ti (Nitinol) alloys widely-used in
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application are being actively carried out [9], [10], [11]. LPTs are also exhibited by other
shape-memory alloys, such as Cu-Al-Ni [12], [13], Cr-Ni [14], Ni-Al [15] and Ti-Al-Nb [16].
Crack tip LPT from the bulk bcc phase into the nanoscale fcc phase zone has been very
recently observed in molibdenum [17], the latter phase being nonexistent under pressure,
p ≥ 0.
ZrO2 based ceramics have received a large attention, since it has been observed that
the tetragonal-monoclinic phase transition at the crack tip strongly improves their fracture
toughness [19], [20] [21]. Ferro- and antiferroelectric ceramics have also been reported to
exhibit LPT under fracture [22], [4].
The fracture toughness improvement due to the superconducting LPT in YBCO and
BSCCO at the crack tip has been reported in the paper [23].
A structural rearrangement within the crack tip zone in sapphire manifested in formation
of metastable Al-O-Al clusters at its fracture surface has been recently reported [24].
The crack tip stress-induced structural LPTs have been also observed in polymers and
epoxies [25]. Resins are known to exhibit crystallization at the crack tip strongly affecting
the fracture process [26].
As for general trends in the evolution of the methods of the LPT observation one can note
a transition from indirect methods of analysis to those making it possible to obtain a direct
structure of the transformed zone with a high spatial resolution, combining few techniques
in one study often appropriate for propagating cracks. One should first of all mention the
method of high-angle annular dark-field scanning TEM approach allowing for the direct
imaging of atomic locations. It is this method that has been recently used to detect the
crack tip LPT in molibdenum. To exclude any interpretation ambiguity the results have been
further combined with the electron nanodiffraction patterns [17]. Further, the combination
of micromechanical loading with in-situ high-resoluion X-ray microdiffraction [10] enabled
the authors to image a complex LPT zone in the polycrystalline Nitinol. The combination
of the in-situ SEM with the electron backscatter diffraction [8] made it possible to study the
evolution of the emerging phase in the tip vicinity during the fatigue experiments. The in-
situ optical digital image correlation technique made it possible to obtain strain fields and the
phase boundaries at the tips of propagating cracks [11]. Raman mapping revealed the local
distribution of phases in the vicinity of the crack tip [4]. AFM maps the lateral distribution
of the surface height. The latter is directly related to spontaneous phase transition strain,
thus, enabling one to distinguish phases and determine the phase boundary [3], [13].
On the theoretical side three approaches can be pointed out. First, atomistic mechanisms
of LPTs have been revealed by computer simulations and density functional theory-like
calculations for several solids, such as iron [27], [28], [29], silicon [30], [31], [32], tantalum [33],
zirconium [34], UO2 [35], molibdenum [17], Nitinol [36]. This became possible as the result of
the computation power development, and advancement of the molecular dynamics approach,
as well as in implementation of hybrid approaches combining the molecular dynamics with
quantum mechanics [32]. The simulations revealed a strong dependence of the LPT formation
upon (i) loading mode, (ii) crack plane and direction and (iii) sample geometry [27], [28].
They further elucidated atomistic mechanisms leading to the LPT development [28], [32].
Second, a number of researches exploited a mechanical approach treating the LPT zone
as the one only differing from the rest of the solid by its (i) elastic properties and (ii)
spontaneous strain. Antolovich [18] was first to propose a mechanism of the transformation
toughness of a quasi-static crack. References to further papers of this kind one finds in the
reviews [19], [20] [21] as well as in the book [46].
The above approach ignores the fact that the local phase transition is related to one
or several internal degrees of freedom of the solid obeying their intrinsic constitutive laws.
A third stream of works just focused on the role of the internal degrees of freedom in the
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formation of the LPT at extended defects. It has been pioneered by the paper of Nabutovsky
and Shapiro describing the dislocation-induced LPT [47]. In the papers of Korzhenevskii the
effect of the LPT on the behavior of dislocations and, thus, on plastic properties of the solid
has been established [48], formation of the LPT at a moving dislocation has been described
in the paper [49]. LPT at wide domain walls has been described in [50], while those at
narrow twin boundaries has been addressed in the papers [51]. This approach has also been
developed in application to brittle fracture. Formation of the LPT at the crack tip has been
analytically described in the papers [52] and [53], and numerically in [54] and [55].
It is generally accepted that mechanisms of the brittle solid resistance to the crack prop-
agation are attributed to its process zone (PZ). The PZ notion only has sense, if such a
zone can be clearly distinguished from the bulk of the solid. The latter can only be done,
if at least one its physical property exhibits a perceptible variation across the PZ bound-
ary. It may either be an abrupt quantitative variation such as the elastic nonlinearity [43]
or hyperelasticity [42], or any qualitative variation. In the latter case the PZ differs from
the bulk by e.g. its chemical composition or crystal structure. Such properties determining
qualitative differences are always controlled by internal solid degrees of freedom, η, as e.g.,
concentration of reaction species in the former and phonons, magnons, electronic degrees of
freedom, etc. in the latter case.
We focus on the case of the PZ qualitatively different form the solid bulk by its structure
described. Condensation of any such structural degree of freedom in the bulk of the solid
(η = const 6= 0) corresponds to a bulk phase transition (PT): structural, magnetic, electronic
respectively. The degree of freedom related to the condensate, η, is referred to as the ”order
parameter”.
High values of stress at the crack tip: σ ∼ r−1/2 may trigger formation of a transforma-
tional PZ, where η = η(r) 6= 0 within the zone, while vanishing outside. This situation may,
thus, be regarded as a LPT. Here σ is the stress tensor and r is the radius-vector counted
off from the crack tip [39].
The present paper reports the case of the second order LPT admitting a fully analytical
treatment. The latter is of a paramount importance, since it gives hints of what can be
expected in more complex cases that cannot be treated analytically.
We show here that in a solid undergoing a second order phase transition a LPT zone
with the size
Lf ∼ 10
(
g
a|k|KI
)2/3
(1)
forms at the tip of the motionless as well as propagating crack either above, or below the line
of the phase transition on the phase diagram. We show that in the both cases the difference,
T∗ − Tc, between the transformational process zone (TPZ) emerging temperature, T∗, and
the bulk transition temperature (the Curie point), Tc, is
T∗ − Tc ∼ ±
(
a
g
)1/3
(|k|KI)4/3 ∓ κ
2V 2
4ga
(2)
The difference, ∆T∗ = T∗ − Tc, we refer to as the ”temperature shift”. Here KI is the stress
intensity factor applied to the crack, E is the Young’s modulus, k = dTc/dp is the slope
of the phase transition line in the (p, T ) phase diagram, κ is the order parameter kinetic
constant and g is the one defining the energy of the order parameter inhomogeneity, the
parameter a is related to the Curie constant, C as a = 2pi/C. The upper sign corresponds
to k < 0, while the lower one - to k > 0. Therefore, if the phase diagram slope is positive
(k > 0), the LPT only takes place below the phase transition line in the phase diagram
∆T∗ < 0, while the negative slope (k < 0) results in ∆T > 0, that is, the zone containing a
low-temperature phase is embedded into the matrix of a high-temperature phase (1).
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Figure 1: Schematic view of the location of the process zone on the phase diagram depending
upon the slopes of the transition lines. (A) The bulk phases I and II are separated by the
phase transition line, T0(p) (the solid line), with k > 0. The region of the process zone
existence, IIa, is below the transition line, where the phase I process zone is embedded into
the matrix of the bulk phase II. In the region IIb, below the line T∗(p) (the dashed line)
the process zone vanishes. (B) The case of the negative slope, k < 0, of the bulk phase
transition line, T0(p) (solid). The process zone existence region, Ia, is situated above the
phase transition line, where the phase II is embedded into the matrix of the phase I. In the
region Ib above the T∗(p) line (dashed) the zone vanishes.
We, further, demonstrate the existence of the critical velocity:
Vc ∼ g
1/3
κ
(a |k|KI)2/3 (3)
such as soon as the crack tip velocity exceeds the critical one, the TPZ vanishes.
In the discussion we first illustrate the results using the examples of few ferroelectrics:
BaTiO3, PbTiO3 and LiNbO3. We, further, estimate typical values of ∆T∗, valid for most
inorganic solids. This represents our most striking result. Indeed, the typically ∆T∗ values lie
between ∼ 102 and ∼ 103K. This implies that the TPZ existence region covers a considerable
part, if not the whole phase diagram, though only at one side of the phase transition line.
We then discuss experimental difficulties of the TPZ detecting, as well as possible ways of
its observation. We, finally, put forward a general approach for the concept of the process
zone.
The paper is organized as follows. In Section II we formulate an equation describing the
order parameter dynamics. Lengthily details of its derivation we give in Appendix A. In
Section III we find the analytical solution of the PZ equations. In Section VI we report our
numerical results. In Section V we make numerical estimates and give comments generalizing
our findings.
2 Process zone dynamics
Dynamic behavior of the order parameter splits into several universality classes as it is
suggested by the Hohenberg-Halperin-Ma scheme [57]. Within this scheme the most simple
and simultaneously most often met case is referred to as the model A describing the dynamics
of a nonconserved order parameter, η, corresponding to a phase transition.
We focus on the case related to crystal structure variation within the process zone, that
is, the case of a structural LPT. For PTs of such a type the order parameter generally
represents a multicomponet object, η = (η1, η2, ..., ηn), each component being composed of
combinations of displacements of the unit crystal cell atoms. Its properties are completely
determined by the corresponding irreducible representation of the crystal symmetry group in
the high-symmetry phase of the solid [58], [59], [60]. In the high-symmetry phase η =0, while
in the bulk low-symmetry phases the components ηi (i = 1, 2, ..) of the order parameter, are
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either equal to constants, or to zero. They are independent of spatial coordinates, at least
within a single domain of a given phase. Such an approach introduced by Landau in 1937
[58] enables one to classify all phases and to predict possible bulk phase diagrams [59], [60].
Here we adapt this approach for the description of the local transformational PZ.
In this paper we only consider the case of a single-component order parameter (n = 1).
Being simple it already catches the most important properties of the dynamic LPTs. It
is also important for another reason. One observes that in solids with PTs described by
multicomponent order parameters, most of their bulk low-symmetry phases are described
effectively by one independent parameter. For example, the low-symmetry phases in BaTiO3
are generally described by the three-component polarization vector η =(η1, η2, η3). However,
in the tetragonal phase one finds η =(0, 0, η), in the rhombohedric phase - η =(η, η, η) and in
the orthorhombic phase - η =(η, η, 0): all these phases are, thus, effectively single-component
ones. This situation is characteristic also for structural PTs in many other materials. This
makes the case of the single-component order parameter distinguished.
2.1 Equation of motion for the order parameter
Equation describing the order parameter dynamics can be obtained with the help of the
dissipation function:
D =
κ
2
∫ (
∂η
∂t
)2
dΩ (4)
and the free energy:
F =
∫
Φ(η, εik)dΩ (5)
where κ is the kinetic constant, t is the time, Φ = Φ(η, εik) is the free energy density, εik is
the strain tensor and Ω is the domain. Since we consider a thin plate case here, Ω represents
a plane and dΩ ≡ dxdy. That is, we assign both F and D to the unit solid thickness in the
z direction.
Here we address the simplest case of a PT describing by a one-component order param-
eter. In the one-component case the only possible transformations under the action of the
crystal symmetry group are either η → η or η → −η. Being invariant with respect to the
crystal symmetry, the free energy should only contain even functions with respect to η [58].
It takes the following form:
Φ(η, εik) = Φpt(η) + Φel(εik) + Aη
2εii (6)
Here Φ(η, εik) is the free energy density, the function Φpt(η) denoting its part responsible for
the PT itself:
Φpt =
g
2
(∇η)2 + α
2
η2 +
β0
4
η4 (7)
where g > 0, and β0 > 0 are the constant parameters of the Landau potential (5), while
α = a(T−Tc), where a > 0 is a constant, T is the temperature and Tc is the Curie temperature
and ∇η is the order parameter gradient. The case of the first order transition β0 < 0 will be
analyzed elsewhere. The strain tensor, εik, is defined in a usual way:
εik =
1
2
(
∂ui
∂xk
+
∂uk
∂xi
)
Here ui is the displacement vector.
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Φel(εik) is the elastic part of the free energy density. For simplicity we consider here the
elastically-isotropic case with
Φel =
λ
2
ε2ii + µε
2
ik (8)
where λ and µ are Lame constants [66], where
λ =
Eν
(1− 2σ)(1 + σ) ; µ =
E
2(1 + σ)
(9)
yields their relations to the Young’s modulus and Poisson’s ratio, σ. The latter should not
be confused with the stress tensor σ ≡ σik. It should be mentioned that the constants g, a,
β, Tc and A represent the material constants of the solid in question together with E and σ.
Finally, the, so-called, striction constant, A, already introduced above is responsible for
the interaction between the strain and order parameter fields and can be either positive or
negative. It should be noted that the form of the interaction term Aη2εii in (6) implies that
the phase transition only gives rise to the spontaneous dilatation. It is only this case that is
considered in the present paper. Our final results are more convenient to express in terms
of the slope of the phase transition line, k = dTc/dp, on the (p, T ) phase diagram directly
related to the striction constant A. Indeed, one can represent the term ∼ η2 in (6, 7) as
a (T − Tc + Aa−1εii) η2, yielding
k =
A(1− 2σ)
aE
(10)
Equation of motion can be built on the basis of (5, 4) as follows [58]:
δD
δη
= −δF
δη
;
δF
δεik
= 0 (11)
where δ is the variation sign. One obtains the following system of equations:{
κ∂η
∂t
= g∆η − [α− 2Aεii (r)]η − β0η3
∂σik/∂xk = 0
(12)
where ∆ is the Laplace operator and σik = ∂Φ/∂εik is the stress tensor:
σik = λεjjδik + 2µεik −Aη2δik (13)
Here δik is the Kronecker symbol. The last term, Aη
2δik, in the expression (13) describes the
spontaneous stress generated by the phase transition. For simplicity we omitted the inertial
term in the second Eq. (12), which is valid, if V << c, where c is the sound speed.
Equations (12, 13) represent the complete system describing the dynamics of the trans-
formational PZ.
One can eliminate the elastic degrees of freedom, εij, form the equations of motion (12)
as it is described in details in Appendix A. After their elimination one comes to the single
equation of motion or the order parameter:
κ
∂η
∂t
= g∆η − [α + 2Aε(0)ii (r)]η − βη3 (14)
In contrast to the strain tensor εii (r) met in Eq. (12) describing both the field of the tip and
that generated the PZ, the tensor ε
(0)
ik (r) only describes the strain field of the ”undressed”
tip, i.e., the one without the LPT (η ≡ 0). It is given by the the well-known fracture theory
expression [39]:
ε
(0)
ii (r) =
(1 + σ) (1− 2σ)KI
E(2pir)1/2
cos(θ/2) (15)
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where r and ϕ are the polar coordinates counted off from the crack tip and σ is the Poisson’s
ratio. The parameter β is expressed in terms of β0 (7, 12) as follows:
β = β0
{
1− 2A
2
Eβ0
(1− 2σ)(1 + σ)
1− σ
}
(16)
Equation (14) exhaustively describes the order parameter dynamics within the PZ. It should
be mentioned that (14) can be obtained by the variation procedure (11) using the dissipation
function (4) and the effective free energy:
Feff = F0 +
∫ [
g
2
(∇η)2 + 1
2
αη2 +
1
4
βη4 + Aη2ε
(0)
ii (r)
]
dΩ (17)
derived in the Appendix A.
For the sake of completeness let us also mention that in the equilibrium (∂η/∂t = 0),
homogeneous (∆η = 0) state, away from the tip (ε
(0)
ii = 0) one finds the bulk phase η = 0
also referred to as the ”mother phase” at T > Tc, while at T < Tc the bulk ”daughter phase”,
η = ± (−α/β)1/2 takes place [58].
Equation (14) represents the model A according to the Hohenberg-Halperin-Ma scheme
[57]. Its solution is demonstrated in Section III.
3 Analytical analysis of the equation of motion for the
order parameter
3.1 The automodel regime
Assuming the crack tip propagating with the velocity V along the Ox axis and passing to
the comoving frame, x′ = x− V t, y′ = y, one finds the equation of motion (14) in the form:
g∆η + κV
∂η
∂x′
−
[
α± B cos(θ)√
r′
]
η − βη3 = 0 (18)
where
B = 2
√
2
pi
a |k| (1 + σ)KI > 0 (19)
and one chooses the sign ”+”, if A > 0 and ”−” in the opposite case. Further, r′ =
(x′2 + y′2)
1/2
, and the Laplace operator is defined as ∆ = ∂2/x′2 + ∂2/y′2. From here on we
only use the comoving frame and, therefore, omit the primes.
If one describes a transformational PZ η(r) 6= 0 embedded into the matrix of the bulk
phase (α > 0, η = 0), localized at the crack tip, (x, y) = 0, while vanishing away from it,
the boundary condition takes the form:
η(∞) = 0 (20)
Because its physical origin is related to atomic coordinates which must be limited, the order
parameter is everywhere finite: |η| <∞ [61].
For the description of the order parameter distribution embedded into the matrix of the
daughter phase: (α < 0; η = (−α/β)1/2 6= 0), one needs to use the boundary condition:
η(∞) = (−α/β)1/2 (21)
Below to study the problem at hand we employ methods of the bifurcation theory.
7
3.2 Bifurcation theory: a brief review
For the convenience of the reader let us first shortly recite some key results of theory of
bifurcations [68] which we use in the following argumentation. Let us consider a nonlinear
equation that can be written in the form:
Lˆ(α)η = Nˆ(η) (22)
where Lˆ(α) is a linear operator depending upon the parameter α, η = η(r) is a dependent
function and Nˆ(η) is a nonlinear operator, such that Nˆ(0) = 0. In general both Lˆ(α) and
Nˆ can be differential, integral or integro-differential operators. In the case considered in our
further study Lˆ(α) is a differential operator, while Nˆ is a polynomial.
One can see that equation (22) has a trivial solution η = 0. Assume that it is stable at
some α > 0. The trivial solution of (22) becomes unstable, as soon as α reaches α∗ > 0,
equal to the first eigenvalue, α∗ = α1, of the linearized equation (22):
Lˆ(αn)Ψn(r) = 0 (23)
Here αn are the eigenvalues belonging to the discrete spectrum of the equation (23), if any,
Ψn(r) are their corresponding eigenfunctions and n = 1, 2, ...are the natural numbers. In
analogy with quantum mechanics α∗ ≡ α1 and Ψ∗(r) ≡ Ψ1(r) are referred here to as the
”ground state” eigenvalue and eigenfunction.
In the close vicinity of the bifurcation point one can obtain the asymptotically-exact,
overcritical solution of Eq. (22) in the form of a series in terms of two small parameters: the
amplitude, ξ, and the ”distance” form the bifurcation point, α−α∗. The bifurcation theory
[68] ensures, however, that its main term always takes the form:
η(r) ≈ ξΨ∗(r) +O(ξ3) (24)
Here, ξ is the amplitude to be determined from the nonlinear equation (22). This can be
done in several ways. Making use of (23) and substituting the main term of the solution
(24) one can, for example, represent (22) in the form: ξ × [Lˆ(α) − Lˆ(α∗)]Ψ∗ = Nˆ(ξΨ∗).
Multiplying scalarly its both parts by Ψ∗ one finds:〈[
Lˆ(α)− Lˆ(α∗)
]
Ψ∗,Ψ∗
〉
ξ =
〈
Nˆ(ξΨ∗),Ψ∗
〉
(25)
where we use the notation: 〈f, g〉 = ∫ f(r)g(r)dΩ for the scalar product of two functions, f(r)
and g(r), in the Hilbert space. (25) referred to as a ”branching equation” [68], represents a
nonlinear equation with respect to ξ, only valid if ξ is small. Its solution yields the amplitude
ξ, thus, giving simultaneously the solution (24) of the bifurcation problem valid in the close
vicinity of the bifurcation point. Full details, theorems and their proofs one can find in the
book of Vainberg and Trenogin [68].
We would like to stress, that though the above recipe heavily involves the solution of the
linear equation (23), it represents in fact the solution of the nonlinear equation (22).
3.3 The process zone embedded into the mother phase
3.3.1 The bifurcation condition
Let us assume α > 0 and look for the point of instability of the trivial solution η = 0
describing the homogeneous mother phase. It can be done using Eq. (18) within the approach
formulated in the previous Section.
8
The correspondence between (22) and (18) is established as follows:
Lˆ(α)η = g∆η + κV
∂η
∂x′
−
[
α±B cos(θ)√
r′
]
η = 0 (26)
Nˆ(η) = βη3 (27)
Let us now apply the above recipe of the bifurcation theory [68] to the case at hand.
First of all one finds that at k > 0 (corresponding to the sign ”+”) equation (23) has no
discrete spectrum meaning that the solution η = 0 of the equation (18) is stable at α > 0.
In contrast to that, at k < 0 (the sign ”−”) Eq. ( 23) has a discrete spectrum at α > 0
implying that Eq. (18) exhibits an instability. Let us consider the latter case.
At large value of α equation (18) has the trivial solution η = 0. Below the bifurcation
point one finds a non-trivial solution η = η(r) 6= 0 and σik(r) = σ(0)ik (r) + O(η2), where η is
small. According to its definition (7) α is expressed in terms of temperature: α = a(T −Tc).
Equation (36) yields, thus, the temperature, T∗, of LPT at the crack tip. The exact solution
of the equation (23) with Lˆ(α) given by (26) is given in the next Section.
3.3.2 Exact results for the eigenvalue and eigenfunctions of Eq. (26)
Solution of (23) plays as we see an outstanding role defining both the bifurcation point,
α∗ = α1, and the overcritical solution, (24) of the nonlinear equation (22). Let us solve it.
The linear part of equation (18) takes the form:
{
g∆Ψn + κV × ∂Ψn/∂x−
[
αn − B cos(θ/2)r1/2
]
Ψn = 0;
Ψn(∞) = 0; |Ψn| <∞
(28)
Making the substitution:
Ψn(r) = exp
(
−κV
2g
x
)
× ψn(r) (29)
one proceeds to the equation in terms of ψn(r):
g∆ψn −
[
αn +
κ2V 2
4g
−B cos(θ/2)√
r
]
ψn = 0 (30)
The parameter
R1 =
( g
B
)2/3
=
pi1/3
2
[
g
a |k| (1 + σ)KI
]2/3
(31)
fixes the characteristic size of the distribution. Passing to dimensionless cylindrical coordi-
nates θ and ρ = r/R1 one transforms (30) into the following equation:
∂2ψn
∂ρ2
+
1
ρ
∂ψn
∂ρ
+
1
ρ2
∂2ψn
∂θ2
−
(
λn − cos(θ/2)√
ρ
)
ψn = 0 (32)
where λn (n = 1, 2...) represents the eigenvalues of (32). They are related to αn as follows:
λn =
g1/3
B4/3
(
αn +
κ2V 2
4g
)
(33)
Eq. (32) represents a 2D Schro¨dinger equation with an anisotropic potential U(ρ, θ) =
− cos(θ/2)/√ρ shown in Fig. 2.
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Figure 2: Potential U(ρ, θ) = − cos(θ/2)/ρ1/2 of the Schro¨dinger equation (32). Here ρx =
x/R and ρy = y/R. (i) indicates the position of the crack tip.
Let us look for the solution of Eq. (32) in the form Ψ(ρ, θ) = exp(−εz)f(z), where
z = ρ1/2 cos(θ/2). This yields the equation:
f ′′(z)− 4εzf ′(z)− 4(ε− z)f(z) = 0
Making use of the transformation f = ϕ(ζ) exp(z/ε) with ζ = (z−1/4ε2)(ε/2)1/2 brings one
to the equation in terms of ϕ:
ϕ′′(ζ)− 2ζϕ′(ζ) +mϕ(ζ) = 0; m = 2[1− (4ε3)−1] (34)
The latter represents a Hermitian equation with the eigenvalue m only taking non-negative,
integer, even values: m = 0, 2, 4... Using (34) one finds that the condition ε > 0 only fulfills
for the ground state solutionm = 0 yielding ε = 2−2/3 and ϕ(ζ) = const. Now one can return
to the initial variables and write down the solution of the equation (32) corresponding to
m = 0:
λ1 =
1
2 3
√
2
≈ 0.397; ψ1(ρ) = exp
{
− ρ
3
√
4
+
3
√
4
√
ρ cos(θ/2)
}
(35)
The latter is shown in Fig. 5 (A). Using (33, 35) one finds the ground state eigenvalue, α∗:
α∗ =
1
2 3
√
2
B4/3
g1/3
− κ
2V 2
4g
(36)
yielding finally the ground eigenvalue (37) and the eigenfunction (38).
3.4 The process zone embedded into the mother phase
3.4.1 Bifurcation point
The above solution is valid at k < 0. It gives the ground state eigenvalue:
α∗1 = a(T∗1 − Tc) = 2
2/3
pi2/3g1/3
[a |k| (1 + σ)KI ]4/3 − κ
2V 2
4g
(37)
and the eigenfunction:
Ψ∗1(r) = exp
[
− ν1
3
√
4
r
R1
cos(θ)− r
3
√
4R1
+
3
√
4
√
r
R1
cos(θ/2)
]
(38)
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Figure 3: Dependence of Lf (solid line) and Lb (dashed line) upon ν1.
where ν1 = V/Vc1 is the dimensionless velocity, and the critical velocity Vc1 is defined as
Vc1(KI) =
24/3g1/3
pi1/3κ
[a |k| (1 + σ)KI ]2/3 (39)
Its physical sense will be discussed below.
Let us note that Eq. (37) yields the case T∗1 − Tc > 0 shown in Fig. 1 (B).
Assigning the exponent to −1 one finds the size, Lf , of the order parameter distribution
in front of the tip:
Lf1 = 2
2/3 (3 + ν1) + 2× (2 + ν1)1/2
(1 + ν1)2
R1 (40)
At the tip of the motionless crack (ν1 = 0) one finds the order parameter distribution size
Lf1 ≈ 9.25R1 decreasing down to Lf1 ≈ 2.96R1 at ν1 = 1. The dependence Lf1 = Lf1(ν1) is
shown in Fig. 3.
3.4.2 The overcritical solution
Substituting the obtained eigenfunction (38) as well as (26) and (27) into the branching
equation (25) one obtains
I2 (α− α∗1) ξ + I4βξ3 = 0 (41)
where the factors In (n = 2, 4) are the integrals over the whole plane:
In(ν1) =
∫
Ψn
∗
(ρ,ν1)d
2ρ (42)
depending upon ν1.
It should be noted that substitution of (24, 38) into the effective free energy, (17) yields
the LPT free energy:
Feff = F0 +R
2
1
[
I2 (α− α∗1)
2
ξ2 +
I4β
4
ξ4
]
(43)
As expected, its minimization with respect to ξ brings one back to the branching equation
(41) giving the alternative way to build the overcritical solution.
The solution of the branching equation has the form:
ξ =
{0, α > α∗1
±
(
I2
I4
)1/2 (
α∗1−α
β
)1/2
, α ≤ α∗1
(44)
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Figure 4: The ratio I
1/2
2 /I
1/2
4 obtained numerically as the function of the dimensionless
velocity ν and its fitting by the polynomial (45).
Figure 5: Spatial distribution of the order parameter, η(x, y), in the vicinity of the motionless
(A) and propagating (B) crack. Two blue lines (i) indicate the crack tip position.
The integrals In(ν1) cannot be obtained analytically at ν1 6= 0. We calculated their ratio
numerically by using a standard NIntegrate routine of Mathematica 10.1 [70] employing the
even-odd subdivision method with the local adaptive strategy.
The ratio I
1/2
2 /I
1/2
4 obtained this way is shown in Fig. 4 versus the dimensionless velocity
ν1. The numerical result can be accurately fitted by a simple polynomial:(
I2
I4
)1/2
≈ 0.52 + 0.46ν1 − 0.15ν21 (45)
Thus, the asymptotically exact overcritical solution (24) is obtained.
3.4.3 The critical velocity
The result (44) implies that the LPT only takes place at α < α∗, while at α > α∗ the crack
tip is undressed. Since at α < 0 the whole bulk of the solid transforms into the phase η 6= 0,
the domain in which LPT takes place is restricted to the interval: 0 < α ≤ α∗. The latter
result has a very important consequence. Making use of Eq. (36) one finds that at, V = Vc1
the LPT disappears. In other words the LPT can only exist at the crack tip at V < Vc1,
while at V ≥ Vc1 it vanishes. This property is fundamental for any LPT, both of the second
and of the first order. It is a direct consequence of the fact that the order parameter has its
own dynamics exhibiting an intrinsic characteristic time, and that as soon as V ≥ Vc1 the
order parameter in front of the crack tip has no time to evolve from η = 0 to η ≈ ξ.
The spatial distribution of the order parameter (24) is shown in Fig. 5. Here (A) shows
the order parameter in the vicinity of the motionless crack tip, while (B) displays that in
the case of a propagating crack. This image is obtained with the velocity value V = 0.5Vc1.
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One finds that the order parameter is highly localized in the vicinity r - 10R1 of the tip
of the motionless crack. In the case of the moving crack tip (Fig. 5 B) the order parameter
distribution is compressed in front of the tip and stretched in its back with respect to that
at the motionless one. The length, Lb, of the order parameter distribution behind the tip of
the propagating crack takes the form:
Lb =
3
√
4R1
1− V/Vc1 (46)
Behind the crack the length, Lb, diverges, if V → Vc1 (Fig. 3). It should be noted that at
V → Vc1 the amplitude, ξ, vanishes.
Let us summarize the results of the present Section. We have shown that in a solid with a
crack the trivial solution η ≡ 0 is stable at high temperatures (T > Tc), but loses its stability
at the point α = α∗1 > 0 corresponding to a temperature T∗1 somewhat higher than that
of the bulk phase transition: T∗1 > Tc. This solution describes a region of the phase η 6= 0
embedded into the matrix η ≡ 0 representing the transformational PZ at the crack tip. In
terms of temperature its existence is limited to the domain Tc < T < T∗1, while in terms
of velocity to 0 ≤ V ≤ Vc1. The transformational PZ at the tip of the propagating crack is
deformed with respect to that of the motionless crack: the order parameter distribution is
compressed in its front, while stretched in its back.
3.5 The process zone embedded into the daughter phase
Let us first find a solution for η(r) in the low-temperature phase (α < 0). We will assume
in addition that |α| is large enough, so that where this solution is stable. Observing that at
r ≫ (g/α)1/2 the terms ∼ ∆η and ∼ ∂η/∂x in (18) are much smaller than the others and
neglecting them, one finds the approximate distribution η = η0(r) in the daughter phase:
η0(r, θ) ≈ 1
β1/2
(
−α− B cos(θ/2)√
r
)1/2
(47)
To be specific, from two solutions of the equation of state we have chosen a positive one. Let
us now look for the solution perturbation in the form: η(r) = η0(r) + δη(r). Substituting it
into (18) one finds that the term δη(r) is subjected to the equation (22) with
Lˆ(α)δη = g∆δη + κV
∂δη
∂x
−
[
2 |α| ∓ B cos(θ)√
r
]
δη (48)
and
Nˆ(δη) = 3
(
−αβ − Bβ cos(θ/2)√
r
)1/2
δη2 + βδη3 (49)
In this case at k < 0 (the sign ”+” in 48) equation (48) appears to have no discrete
spectrum implying that the solution (47) is stable. The discrete spectrum indicating the
instability, however, exists at k > 0 (the sign ”−” in 48). Below we consider this latter case.
Applying the analysis already described above to the present case one finds the eigen-
function (38), in which instead of R1 one should take a characteristic size R2 expressed
as:
R2 =
( g
2B
)2/3
=
pi1/3
25/3
[
g
akKI(1 + σ)
]2/3
(50)
which is smaller than (31) by the factor 2−2/3. The bifurcation point has the form:
α∗2 = − 1
21/3pi2/3g1/3
[ak(1 + σ)KI ]
4/3 +
κ2V 2
8g
(51)
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such that a non-trivial solution δη(r) = ξ2Ψ∗(r) takes place at 0 ≥ α ≥ α∗2 corresponding
to the phase diagram shown in Fig. 1 (A). Its amplitude, ξ2, should be determined form
the branching equation. Analogously to the previous case the relation (51) gives rise to the
critical velocity:
Vc2 =
24/3g1/3
pi1/3κ
[akKI(1 + σ)]
2/3 (52)
limiting the existence of the high-temperature PZ in the matrix of the low-temperature
phase. The latter is by the factor of 22/3 larger than Vc1.
Since the overcritical solution (24) for δη is determined by the same eignfunction (38)
as that for the high-temperature case, the distribution, δη(r) = ξ2Ψ∗(r) has the same form
as that of the order parameter in the high-temperature PZ. The distribution is shown in
Fig. (5). Analogously to the high-temperature case the distribution, δη(r), at the tip of
the propagating crack is compressed in its front, stretched backwards and the relation (46)
holds. The amplitude, ξ2, should be determined from the branching equation.
These further results are easy, but rather cumbersome to derive, and we, therefore, give
the calculations in Appendix C.
Let us summarize the findings of this Section. We found that the inhomogeneous solution
η0(r) describing the order parameter distribution in the low-temperature phase is stable at
α < α∗2 < 0. At α = α∗2 < 0 this solution becomes unstable and the solution, η0(r) + δη(r),
branches decreases off from η0, the signs of η0 and δη being different. This means that the
zone with the high-temperature phase, η ≡ 0, emerges at the crack tip at α = α∗2 and exists
within the domain 0 ≤ α ≤ α∗2 and at 0 ≤ V ≤ Vc2.
4 Simulation
4.1 Rescaling
Based on the bifurcation theory our analytical results are only valid in the close vicinity of
the bifurcation point. To study the problem far from the bifurcation we simulated solution
of the equation (18). We report below the simulation of the daughter phase PZ embedded
into the matrix of the mother phase.
The equation (18) has been rescaled making the variables dimensionless and minimizing
the control parameters number: x → d1x1, y → d1y1 and η(x, y) → d2u(x1, y1) with the
scaling factors d1 = R1 and d2 = B
2/3/g1/3β1/2. The rescaled equation (18) takes the form:
∆1u+ 2
1/3ν
∂u
∂x1
−
[
q − cos(θ/2)
r
1/2
1
]
u− u3 = 0 (53)
where ∆1 = ∂
2/∂x21 + ∂
2/∂y21, r1 = (x
2
1 + y
2
1)
1/2, dΩ1 = dx1dy1 and the dimensionless
parameter q is expressed as follows:
q =
g1/3
B4/3
α
Let us note that in terms of the rescaled parameters (q, ν) the analytical expression for
the bifurcation condition (37) takes the form
qc =
1− ν2
2× 21/3 (54)
while the overcritical solution (38, 44) at q < qc is expressed as:
u(r1, θ) =
[
I2 (qc − q)
I4
]1/2
exp
{
−4−1/3r1 [1− ν cos(θ)] + 41/3r1/21 cos(θ/2)
}
(55)
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Figure 6: Order parameter distribution obtained by simulations at ν = 0 and various values
of qc − q: (A) 1.5× 10−4, (B) 6.5× 10−4, (C) 12× 10−4 and (D) 16× 10−4.
4.2 Results
We used a pseudo-time stepping approach representing a version of the iteration method.
Its description along with software technical details and settings are given in the Appendix
C. The pseudo-time stepping approach converged away from the points: q = 0 and q = qc
(54). In practice, we obtained a good convergence at q > 0.1, above the points of the global
bifurcation. Closer to the point q = 0 we were unable to get an equilibrium solution. In the
vicinity to the point q = qc the method produced a small regular error discussed in details
below. Apart from that the method exhibited a good convergence, enabling us to study the
distribution of the rescaled order parameter, u(x1, y1) in the vicinity of the crack tip.
Figure 6 shows the distributions of the rescaled order parameter at the tip of a motionless
crack (ν = 0) at the successively increasing values of the difference qc − q > 0 below the
bifurcation point. As expected the order parameter grows with qc− q, its distribution being
close to that described by Eq. (55) at ν = 0 (shown in Fig. 5 A).
To check the proximity of the simulated results to the analytical one we plotted the
cross-sections of the above solutions by the plane (x1, u) (Fig. 7). This has been done by
sampling the solution points from the layer with the thickness 1.5 along the plane y1 = 0.
Because the simulation results exhibit a regular shift of the bifurcation point we plot the
order parameter versus the distance from the bifurcation, qc − q, rather then q. The solid
lines in Fig. 7 show the cross-section of the analytical solution (55) at the same values of
qc−q. One can see that close to the bifurcation point the solution obtained by the simulation
is rather close to the analytical one (Fig. 7).
The distribution of the rescaled order parameter, u(x1, y1) at the tip of the propagating
crack (ν1 ≥ 0) at the same value of q is shown in Fig. 8. One can see that the crack motion
transforms the distribution in several ways. First, with the increasing of the dimensionless
velocity, ν1 = V/Vc1, it becomes lower and vanishes as soon as the velocity achieves the
bifurcation line. Besides, the order parameter distribution is compressed in front of and
stretched out behind the tip with respect to that at the tip of the motionless crack.
The latter is in line with the predictions of the analytical solution (55) at x1 < 0, y1 = 0:
u(x1, 0) ∼ exp
[−4−1/3x1 (1− ν)] ; x1 < 0 (56)
describing the distribution behind the crack tip. The distribution length diverges as 41/3/(1−
15
Figure 7: Cross-section of the order parameter distribution along the plane y = 0 shown at
x > 0 corresponding to ν = 0 and various values of q. Dots show the simulation results at
different values of qc − q, while the solid line display their fittings with the exptession (55).
The legend for the dots indicate the q values used in the simulation, while that for the solid
lines yields q values obtained by the fitting.
Figure 8: Order parameter distribution in the vicinity of the tip of the crack propagating in
the positive direction of x along the line y = 0. All images have been obtained by simupation
with q = 0.3. (A) shows the motionless case ν = 0, while (B) and (C) display the case of
the propagating crack: ν = 0.5 (B) and ν = 0.58 (C). The image (D) shows the cross-secion
of the distributions shown in (A-C) by the plane y = 0.
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Figure 9: Dependence of the dimensionless length, Lb/R1, of the order parameter trail upon
the dimensionless velocity, ν1 = V/Vc1 for several values of the parameter q. For each value
the data has been taken unltil the bifurcation line has been approached. Dots show the
simulation result, while the solid line is guiding the eye.
ν) as ν → 1 (see also 46). The simulation, indeed, looks close to the exponents (Fig. 8 D). To
check this we fitted the backward part of the distributions by the exponents u(x1 < 0, 0) ∼
exp(x1R1/L). Figure 9 displays the dependence of L/R1 upon ν1 at different values of the
control parameter q obtained by the simulations.
It should be noted that the trail length, indeed, increases with the velocity, but does not
follow the behavior (46) predicted by our analytical approach. This is because the analytical
prediction is only valid very close to the bifurcation point, which is not the case for most of
the points shown in Fig. 9.
The plane (ν1, q) is divided into two regions. In the region I (q < qc) the transformational
PZ at the crack tip exists, while it vanishes at the boundary (q = qc) and does not exist
in the region II (q ≥ qc). To check this we made simulations by fixing the value of ν1 and
evaluating the maximal order parameter value, umax, at different q points. One can see that
at large q values umax vanishes, while emerging after a certain threshold.
The values of these threshold have been extracted from the above data by fitting to the
function:
umax(q) =
{
0, q > qcn
u0 (qcn − q)1/2 , q ≤ qcn
(57)
where u0 and qcn are the fitting parameters, and q is the variable. The parameter qcn
represents, therefore, the bifurcation value obtained from the simulations. The subscript ”n”
stays for ”numeric”, to distinguish qcn from the analytically obtained bifurcation boundary,
qc. The dynamic phase diagram obtained this way is shown in Fig. (11).
One can see that the simulation gives the values of the boundary points that are regularly
shifted over about 5% upwards with respect to the line obtained analytically. We did not
succeed to obtain values close to the line qc(ν). This is due to the singularity ∼ r−1/2 in the
equation (53) [69].
5 Discussion
5.1 Our findings
We formulated a natural approach to describe the LPT at the tip of the crack taking into
account the order parameter, the internal degree of freedom responsible for the phase transi-
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Figure 10: Dependence of the maximm value of the rescaled order parameter, umax, upon the
control parameter q at different values of the dimensionless velocity ν1: disks show ν1 = 0,
squares - 0.1, filled diamonds - 0.2, filled vertex-up triangles - 0.3, vertex-down triangles -
0.4, open circles - 0.5, open squares - 0.6, open diamonds - 0.7, open vertex-up triangles -
0.8. The solid lines show their fitting to the function (57).
Figure 11: Dynamic phase diagram divides the (ν1, q) plane into the part I in which the
transformational process zone is present at the crack tip and II without the zone. The dots
show the results of simulation. They are connected by a dahsed line to guide the eye. The
solid line shows the theoretical boundary given by the expression (54).
18
tion. The LPT takes place as the response of the solid to the local stress inhomogeneity. This
suggests that any type of stress concentrator may generate LPT. In addition to the crack
tips the role of such stress concentrators play surfaces, inclusions, grain and twin boundaries,
dislocations and disclinations. It is, further, clear that for any of this type of the concentra-
tors the LPT (i) decreases the total concentrator energy and (ii) introduces its dissipation
in the process of motion, thus, influencing its static [48], [49] and dynamic [37] properties.
Among the LPT generating stress concentrators cracks are the most powerful ones. LPT-
induced variation of the cracks properties may considerably alter the ability of material to
resist fracture. This paper focuses on the LPT at the crack tips. The conclusions of the
present paper are based on our following fundamental findings.
First, we have found the exact solution for the point of bifurcation both in the case of
the motionless and propagating crack.
Second, we established the existence of the critical crack velocity controlling the disap-
pearance of the LPT zone at high speeds.
Third, we have found an analytical, asymptotically exact solution of the nonlinear equa-
tion describing the order parameter distribution close to the bifurcation point.
Fourth, by numeric simulation we obtained the solutions away from the bifurcation point
which is in line with our analytic solution.
It should be mentioned here that the present results will be further used for analysis of
the fast crack propagation published separately.
5.2 Effect on the crack behavior of the second versus the first
order transitions
In this paper we only addressed the phase transitions of the second order. Second order
phase transitions are generally considered to be soft. This opinion gives rise to the illusion
that they should only have a negligible effect on the crack dynamics. This point of view
is erroneous. The softness of the second order phase transitions only means that the solid
continuously passes from the state η = 0 to the state η 6= 0 in the transition or bifurcation
point. This is in contrast to the first order transitions where in the transition point the order
parameter exhibits a jump. The effect of the LPT on the crack dynamics is, however, not
related to the order parameter behavior in the transition point. It depends upon absolute
values the order parameter can achieve within the LPT zone. In the discussion below we will
argue that the zone is typically very wide. This implies that the PZ order parameter is most
often in the saturated state. In this respect the second order phase transition exhibits no
qualitative difference from that of the first order. In the case of structural phase transitions
the order parameter can be constructed using the atoms displacements from their positions
in the mother phase. Their saturation values may achieve the values smaller, but comparable
to the crystal lattice cell dimensions both in the case of the first and second order phase
transition.
It should be, further, noted that for one thing the value of the bifurcation point, T∗,
is obtained by the analysis of the linear part, (23), of the nonlinear equation for the order
parameter. For the other, the answer to the question, whether the PT is of the second, or
first order depends only upon the structure of the nonlinear terms of the free energy (7).
This suggests that the result (2) for T∗ is valid both for the cases of the first and second order
transitions. Here we take this assumption as granted. A rigorous proof of this statement
will be published elsewhere.
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Table 1: Material constants of BaTiO3, PbTiO3 and LiNbO3
BaTiO3 PbTiO3 LiNbO3
a (×10−4K−1) 2.1 [71] 2 [71] 0.7 [76]
g (×10−16 cm2) 1 [86] 1 [86] 0.3 [72]
KIC (×108 erg cm−5/2) 0.6÷ 2.0 [73] 1.4 [89] 1 [79]
κ (×10−14 s) 1 [80] 1 [81] -
Tm(K) 1898 [83] 1443 [84] 1526 [85]
T0(K)
II-III III-IV IV-V
394 284 200
[88] 850 [88] 1460 [82]
k (×10−8Kcm3 erg−1) −0.8 −0.3 −0.1 [88] −1 [74] 0.018 [72]
5.3 Estimates
5.3.1 Material parameters and results for selected materials
The temperature shift value, ∆T∗, is of a great importance, since it determines the phase
diagram region where the PZ influences the crack behavior. It is interesting, therefore, to
have numerical values of ∆T∗ at least for some materials. As the examples let us consider
ferroelectrics BaTiO3, PbTiO3 and LiNbO3.
All the three materials belong to a large family of perovskites, LiNbO3 exhibiting a
distorted perovskite structure [82].
The high-temperature phases of PbTiO3 and BaTiO3 exhibit a cubic symmetry. The
cubic phase in PbTiO3 exists above 850K, while transforming into the tetragonal one at
lower temperatures [74]. In contrast to that BaTiO3 exhibits the cubic phase (II), tetragonal
(III), rhomboherdic (IV) and orthorhombic phase (V). The numeration of the phases is given
according to [88]. The phase diagram of BaTiO3 can be found in the paper [75]. All the
transitions of BaTiO3 and PbTiO3 are of the first order.
The Landau theory enables one to describe possible transitions in the both materials as
generated by the symmetry lowering of the cubic mother phase, the order parameter being a
3D vector, (η1, η2, η3) associated with the polarization. In the cubic phase η = (0, 0, 0). In all
the low-temperature phases showing up in the phase diagrams the order parameter has only
one independent component: (η, 0, 0) in the tetragonal, (η, η, η) in the rhombohedric, while
the orthorhombic phase is described by (η, η, 0) [59]. Effectively, therefore, the problem is
reduced to a single order parameter enabling one to directly apply the approach developed
in the present paper. It should be noted that the free energy of BaTiO3 and PbTiO3 has
striction terms giving rise to nondeviatoric spontaneous strain in addition to the deviatoric
one. For the order of magnitude estimate done below this difference is, however, irrelevant.
LiNbO3 possesses the symmetry R3c in the high-temperature paraelectric phase and
exhibits a 2nd order transition into the ferroelectric R3c phase at 1460K [82], the transition
being described by a one-component order parameter.
Material parameters of BaTiO3, PbTiO3 and LiNbO3 are summarized in the Table 1.
Here Tm is the melting point. In the case of BaTiO3 and PbTiO3 T0 is the temperature of
the first order transition, while for LiNbO3 this value yields the Curie point. Note tahe the
scatter of the KIC values for BaTiO3 (Table 1) originates from experimental results obtained
on ceramics with different properties (such as porosity, grain size, etc.). It gives rise to the
corresponding spread of the estimates for BaTiO3 parameters summarized in Table 2. In the
case of BaTiO3 the last row yields the values of the phase transition line slopes corresponding
to each its transition: II-III, III-IV and IV-V,
The estimates following form the above material constants are collected in Table 2.
In BaTiO3 the slopes of all phase transition lines are negative. For this reason the
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Table 2: Estimates of the LPT characteristics
∆T∗ (K) ∆T∗/Tm Lf (nm) Vc (×106 cm / s)
BaTiO3 II-III
BaTiO3 III-IV
BaTiO3 IV-V
103 to 104
102 to 103
102 to 103
1 to 10
0.1 to 1
0.1 to 1
0.1 to 1
1
1
1
0.1 to 1
0.1 to 1
PbTiO3 10
3 1 1 1
LiNbO3 30 0.01 10 -
transformation zones only show up above the corresponding transition lines. Thus, during
fracture of the cubic BaTiO3 one will find at the tip a zone containing the tetragonal phase
III embedded into the cubic matrix II. The above estimates show that this zone exists up to
the temperatures of at least ∼ 100 to ∼ 1000K above the temperature TII−III = 394K of
the bulk phase transition.
The zone containing the orthorhombic phase IV embedded into the bulk tetragonal phase
III should be found at the crack tip taking place above the bulk transition temperature
TIII−IV . It should be especially noted that the temperature interval of existence of the
orthorhombic zone, ∆T∗III−IV ∼ 100 to 1000K, is greater than the ”distance” between
the transitions II-III and III-IV: TII−III − TIII−IV = 110K. Thus, the orthorhombic zone
shows up in the whole region of existence of the tetragonal phase and will is detectable
within the bulk cubic phase together with the tetragonal zone. In other words, a two-phase
transformation zone should take place over the temperature TII−III .
It is worth noting that the room temperature belongs to the temperature interval in
which the tetragonal bulk phase III exists. It makes observation of the local phase transition
phenomenon in the phase III of BaTiO3 convenient.
Finally, the zone with the ferroelectric, rhomboedral phase V should take place on the
background of the ferroelectric, orthorhombic, bulk phase IV up to ∼ 100 to 1000K above
the bulk transition temperature TIV−V . One finds TIV −TV = 84 K and ∆T∗IV −V & TIV −TV .
This implies that the rhombohedral zone should be detectable within the whole domain of
existence of the bulk, orthorhombic phase IV and as well as in the tetragonal matrix III.
A proper description of such multiphase zones is, however, complex; we leave it for another
paper.
Since in PbTiO3 one finds k < 0, it only exhibits the transformation zone during fracture
of the cubic phase (i.e. above the transition line of the phase diagram). From its phase
diagram [74] one can see that at the atmospheric pressure the cubic phase only exists at the
temperature over about T0 ≈ 850K. If the PbTiO3 fracture takes at temperatures between
T0 and about 1000K above T0, our estimates predict that it will be followed by formation of
the tetragonal transformation zone at the crack tip embedded into the matrix of the cubic
phase.
It should be noted that both in the case of BaTiO3 and PbTiO3 the ratio of the temper-
ature shift, ∆T∗, to the melting temperature, Tm, is between ∼ 0.1 and ∼ 1. Since the whole
phase diagram spans between 0K and Tm, this shows that the region of the zone existence
covers a considerable part of or even the whole phase diagram.
In principle, the slope, k, of the phase diagram line may have any value, including a very
large or a small one. The latter is the case of LiNbO3 where it gives rise to a relatively small
shift of ∼ 10K.
5.3.2 Typical values of the temperature shift ∆T∗
It should be noted that the huge values of ∆T∗ ∼ 100 to 1000K are not only inherent for
BaTiO3, PbTiO3. To argue that let us note the expression (2) for the temperature shift at
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V = 0 can be written as:
∆T∗ ∼ r−2/3c0 (kKIC)4/3 (58)
where rc0 = (g/a)
1/2 is the order parameter correlation radius at the ”distance” of 1K from
the transition line. The latter represents one of the most accessible parameters, since it can
be extracted from the width of the X-ray spectrum peaks [87] typically exhibiting the value
of rc0 ∼ 1 to 10 nmK1/2, as well as that there is a typical value of the slope of the phase
diagram line k ∼ 1 to 10 K / kbar ∼ (0.1÷ 1)× 10−8Kcm3 erg−1 [88], and the typical value
of the fracture toughness of the inorganic solids is KIC ∼ 1MPam3/2 ∼ 108 erg cm−5/2 [90]
one finds the typical temperature shift:
∆T∗ ∼ 102 to 104K
Since the typical values of the melting point of inorganic solids is Tm ∼ 103K, one concludes
that ∆T∗ typically covers a considerable part, if not the whole phase diagram above or below
the line of the bulk phase transition.
5.4 On difficulties and possibilities to detect a transformation pro-
cess zone outside of the hysteresis region
In the introduction we listed a number of materials for which LPT observation has been
reported. A relatively small number of such materials others than those of the martensite
type seems to contradict our main findings. This is, however, only an apparent contradiction.
Detailed inspection of the works cited above shows that in most of them the local phase
transition has been detected by the analysis of the fracture surface available after the sample
has been broken, the so-called, ”post mortem” examination. In the case of the zirconia, for
example, the fracture surface exhibited a layer of the monoclinic daughter phase about 1µm
thick on top of the tetragonal mother phase surviving a considerable time after fracture. This
requires the zirconia to be deep within the hysteresis region of its phase diagram. Indeed,
martensitic transformations in both martensite-austenite metals and zirconia exhibit wide
hysteresis regions. This is, however, rare, for most solids the hysteresis does not exceed
∼ 10K, while the second order transitions have no hysteresis at all.
In contrast to the local phase transition within the hysteresis, the transformation zone
outside of the hysteresis region is only present under stress. As soon as the stress is removed
it immediately disappears. It cannot, therefore, be detected by the ”post mortem” inspection
of the fracture surface.
Further, at a high temperature one may observe no zone at KI = KIC, but since
∆T∗ ∼ K4/3I the zone may show up at higher stress intensity factor, that is, at the tip
of a propagating, rather than motionless crack.
Detection of a local phase transition outside the hysteresis region is, therefore, a chal-
lenging experimental task.
5.5 The crack tip zone concept
The notion ”process zone” is already in use since long time. Its emergence reflects the
understanding that the small domain in the immediate vicinity of the tip of a brittle crack
should have special properties due to high stresses present there. Behavior of propagating
cracks exhibits pronounced deviations from predictions of linear fracture mechanics [38]. It
is generally believed that they can only be explained by mechanisms located within the
process zone [40], [41]. Nevertheless, the content of this notion stays so far on an intuitive
level. Below we outline the process zone concept from the physical point of view.
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Equation of motion of the crack tip can be regarded as that of balance of forces, the
driving force, K2I /E, being balanced by (i) K
2
IC/E representing a kind of ”dry” friction force
and (ii) by additional resistance force generated within the process zone. Within the force
balance concept the zone is the source of resistance of the solid to the crack propagation,
since it is here that this additional force is generated.
The concept of the process zone itself implies that it is possible to distinguish the solid
inside from that outside of the zone using at least one physical property. Though in principle
one can imagine a zone with a smooth, gradual variation of all its properties, we believe that
the situation in which at least one physical property of the solid abruptly varies across the
zone boundary is much more realistic and, hence, often met.
We parametrized the differences of the solid properties inside the zone from those outside
by the field, η. Without the loss of generality we assume η = 0 inside the zone, while
vanishing outside. In this respect our point of view is akin to the popular phase field
approach [91]. In principle, this field may describe either an abrupt quantitative variation
of some solid property, or its qualitative change. In the latter case the situation is usually
qualified as a phase transition, while η is referred to as the order parameter. In the present
paper we focus on this latter case.
At present the terms ”phase transition” and ”order parameter” unify a crystal struc-
ture variation of solids with bifurcations in non-linear systems, both equilibrium and non-
equilibrium, such as e.g., bifurcations taking place during chemical reactions [92]. It is tightly
related to the fact that each of these transitions can be described by its inherent order pa-
rameter(s). They exhibit a few classes of universalities generating the corresponding types
of kinetic equations imposed on the order parameter(s), therefore, giving rise to different
configurational forces acting on the zone boundary and, hence, exerted on the crack tip.
The most often met universality class is associated with the order parameter obeying the
Ginzburg-Landau-Khalatnikov equation [92], since it is related to the simplest bifurcation.
This one is addressed in the present paper. The zone at the crack tip may, however, be
associated with any of such phase transitions or their combinations.
The long-wave elastic field at the tip of a brittle crack exhibits its own universal behavior
expressed by the well-known small-scale approximation for the stress or strain field εii ∼
r−1/2. This latter universality combines with one of those mentioned above.
We illustrate the above ideas within the example of classical structural phase transitions
related to changes in lattice structures in crystals in response to the temperature and/or pres-
sure variations. Structural phase transitions can be classified according to their own classes
of universalities. These are related first of all to the symmetry change taking place during
the transition(s) [58], [59], [60]. The latter is manifested in (i) the number of components
of the order parameter and (ii) structure of the Ginzburg-Landau-Khalatnikov equation. It,
in particular, defines the form of interaction of the order parameter with other degrees of
freedom including elastic ones.
One observes in addition that the ranges of the values of material parameters in use
are quite narrow. This allows one to determine typical numerical values of the parameters
derived in our model.
To conclude, within our approach the process zone is regarded as a domain which is
unambiguously different from the bulk of the solid. The difference may either be quantitative
(such as a prominent variation of at least one physical parameter), or qualitative (e.g. the
difference in its symmetry, crystal structure or chemical composition). Such a variation
(or their combination) takes place due to the high stress in the vicinity of the crack tip,
as a consequence of the nonlinearity. Our approach is, further, based on the accounting
for the universalities inherent both to the fracture mechanics and bifurcations of non-linear
systems offering a way to classify zones according to the universality classes as well as on
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the observation of their typical features. The zones related to the elastic nonlinearity [43],
formation of the secondary cracks [40], crack tip chemical reactions [93], electronic structure
variation [94] as well as the transformation zone reported in the present paper fit into this
general scheme.
6 Appendix A: Exclusion of the acoustic variables
Below we exclude acoustic degrees of freedom from the equation of motion as it has been
proposed in the paper [48]. Making use of (12, 13) one can express the displacement vector,
ui as
ui = u
(0)
i (r) + A
∫
Gij(r− r′)∂η
2(r′)
∂x′j
d2x′ (59)
where u
(0)
i (r) is the displacement field created by the ”undressed” crack (that is, the crack
without any LPT) and Gij(r) is the Green function of the elastic solid with a cut. To the best
of our knowledge the explicit form of such a Green function is unknown. We approximate
it with the Green function of the infinite elastically-isotropic body [66]. Passing to the
reciprocal space under the integral in the representation (59) and making use of the identity
Gik(q)qjqk =
1− 2σ
2µ(1− σ)
qiqj
q2
(where Gik(q) is the Fourier-transform of the Green function) one finds the strain field,
εik(r) in the following form:
εik(r) = ε
(0)
ik (r) +
A(1− 2σ)
2µ(1− σ)
∫
qiqk
q2
Q(q) exp(iqr)
d3q
(2pi)3
(60)
where ε
(0)
ik (r) is the strain of the ”undressed” crack and
Q(q) = 2piδ(qz)
∫
η2(x, y) exp[i(q1x+ q2y)dxdy
is the Fourier-image of η2(r). The result (60) leads one to the following expression for the
trace of the strain field:
εii(r) = ε
(0)
ii (r) +
A(1− 2σ)
2µ(1− σ) η
2(r) (61)
The first term in the right-hand sides of any of the expressions (59), (60) and (61) describes
the strain field generated by the ”undressed” crack, while the second one yields the LPT
contribution. Substitution of the strain trace (60, 61) into the free energy (5, 6, 7, 8) yields
the effective free energy (17) with the factor β (16) in front of η4 instead of β0.
7 Appendix B: Branching equation in the low-temperature
phase
In the low-temperature phase the branching equation is mostly convenient to obtain starting
from the effective free energy. The latter has the form:
Feff = F0 + I2 (α∗2 − α) ξ22 +
1
3
I3ξ
3
2 +
I4β
4
ξ42 (62)
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It differs from the expression (43) by the existence of the cubic term, I3ξ
3, where
I3 =
1√
gβ
∫
Ψ3
∗
(r)
(
−αβ − βB cos(θ/2)√
r
)1/2
rdrdθ (63)
Passing to dimensionless variables: r = ρ/R2, V = νVc one finds:
I3(ν2) =
∫
A(ρ, θ)B(ρ, θ)ρdρdθ (64)
where
A(ρ, θ) = exp
{
3× 22/3√ρ cos(θ/2)− 3× 22/3ρ [1 + ν cos(θ)]}
B(ρ, θ) =
3
2× 21/6
[(
1− ν22
)√
ρ− 2× 21/3 cos(θ/2)]1/2
The integrals I2 and I4 are defined as in (42).
The integrand of I3 becomes complex as soon as the expression (1− ν22)
√
ρ − 2 ×
21/3 cos(θ/2) under the radical becomes negative. This takes place along the line
ρ0(θ) =
4× 22/3 cos2(θ/2)
(1− ν22)2
(65)
where η0(r) (47) turns into zero. At smaller values of r one finds η = 0. For this reason in
I1,2,3 one should only integrate over ρ from ρ0(θ) to infinity, while the integration over θ runs
from −pi to pi.
The integration has been done numerically using a standard NIntegrate routine of Mathe-
matica 10.1 [70] employing an even-odd subdivision method with the local adaptive strategy.
Below only the ratios I2I4/I
2
3 and I3/I4 are used. These ratios and their fitting by simple
functions:
s1(ν) = I2I4/I
2
3 ≈ 0.59 + 3.13ν2 − 9.50ν22 + 9.00ν32 − 3.23ν42 (66)
s2(ν) = I3/I4 ≈ 1.45− 1.85ν2 + 2.44ν22 +
0.31
1− 0.98ν22
(67)
The effective free energy (62) has a cubic term. Since it is positive, one finds that the
left minimum of the free energy (62) is more pronounced. Analogously to the static state
one concludes that the solution of the branching equation should be chosen that corresponds
to this deeper minimum, that is, the negative one. Let us note that in a general case the
sign of δη is opposite to the one of η0. Should we have chosen a negative η0, we will get the
positive sign for δη.
This solution of the branching equation takes the form:
ξ2 = −s2(ν2)B
2/3
g1/6β1/2
{
1 +
√
1 + s1(ν2)
[
1 + 2
g1/3
B4/3
(
α− κ
2V 2
8g
)]}
(68)
8 Appendix C. Simulation: technical details
To perform simulations we used the software COMSOL 4b. Equations have been simulated
in a half-plane y ≥ 0. A semi-circular domain has been defined with the diameter, D = 50.
By trial and error we find that it is large enough, to let the solution vanish well far from
the domain boundary. The initial mesh size of 5 has been chosen, but the adaptive mesh
refinement option has been further used to automatically refine the mesh as appropriate.
The no-flux boundary condition has been set at the boundary y = 0 and the condition u = 0
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Figure 12: Illustration of the converging of the calculations with the pseudo-time showing
the convergence of the amplitudes of the rescaled order parameter, umax, at different q values.
Filled disks: q = 0.3, filled squares: 0.32, filled diamonds: 0.34, vertex-up triangles: 0.36,
vertex-down triangles: 0.38, open circles: 0.39, empty squares: 0.41. Note that in the case
of q = 0.39 (point-down triangles) the umax(t) dependence still exhibits a slope and a for the
satisfactory convergence a longer process was used (not shown).
at the rest of its boundary. A straightforward simulation of the static equation (53) with
such boundary conditions, however, only returns the trivial solution u = 0 at any value
of the control parameter q. To avoid this instead of (53) we introduced a pseudo-dynamic
equation:
∂u
∂tps
= ∆1u+ 2
1/3ν
∂u
∂x1
−

q −
[
(x21 + y
2
1)
1/2
+ x1
]1/2
(x21 + y
2
1 + ε)
1/2

u− u3 (69)
where u = u(x1, y1, tps), tps is the pseudo-time and
[
(x21 + y
2
1)
1/2
+ x1
]1/2
/ (x21 + y
2
1 + ε)
1/2
is
equal to cos(θ/2)/r
1/2
1 , regularized in the vicinity of the point r1 = 0 by a small parameter
ε = 0.0001. Stable solutions of the static equation (53) represent fixed points of the dynamic
system (69). As initial condition we used a smoothed step function, only unequal to zero in
a vicinity of the point (0, 0).
The dynamic system has been solved using the direct MUMPS solver with the BDF
time stepping. The convergence of the solution to its fixed point has been controlled by
the behavior of the umax, the maximum value of the function u(x1, y1, tps). By trials we
found that 700 pseudo-time steps ensure a good convergence, though sometimes it has been
necessary to keep the process as long as 3000 steps. Figure 12 shows the example of such a
convergence study for a number of simulations in which all parameters except q were fixed,
while q varied.
One can see that far from the bifurcation point the convergence takes place well before
700 pseudo-time steps are done. As it can be expected, the situation is different in the close
vicinity of the bifurcation (q = 0.38 and 0.39 corresponding to the vertex-down triangles
and open circles in Fig. 12). Even here 700 pseudo-time steps guarantee a rather reliable
convergence.
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