We solve the problem of finding and justifying an optimal fully discrete finite-element procedure for approximating annulus-like, possibly unstable, minimal surfaces. In a previous paper we introduced the general framework, obtained some preliminary estimates, developed the ideas used for the algorithm, and gave numerical results. In this paper we prove convergence estimates.
Introduction
In Pozzi (2004a) we defined a general framework to solve the problem of finding and justifying an optimal fully discrete finite-element procedure for approximating annulus-like minimal surfaces. Here we prove convergence estimates in various norms.
The main results proved in this paper can be informally stated as follows. Let Γ 1 , Γ 2 ∈ R n be two disjoint closed Jordan curves, rectifiable and with given orientation and set Γ = (Γ 1 , Γ 2 ). Let C λ be a cylinder of unit radius and length λ ∈ (0, ∞).
The formulation of annulus-like minimal surfaces which we use is the following (for motivation and other equivalent formulations we refer the reader to Pozzi, 2004a) . Let F be the class of maps u : C λ → R n , for all possible choices of λ > 0, such that u| ∂C λ : ∂C λ → Γ is monotonic and u is harmonic. The function u ∈ F defined on C λ is said to be a minimal surface if u is stationary in F for the Dirichlet energy D(u) = 1 2 C λ |∇u| 2 . Such a map u provides a harmonic and conformal parametrization of the corresponding minimal surface.
The numerical method can be described as follows. For any λ > 0, let G λh be a quasi-uniform triangulation of C λ controlled by h. We can consider G λh as a one-parameter family of triangulations corresponding to the one-parameter family of domains C λ . Let F h be the class of continuous piecewise linear maps u h : C λ → R n , for all possible choices of λ > 0, which are discrete harmonic and for which u h (φ j ) ∈ Γ whenever φ j is a boundary node of C λ . Note that we do not require the monotonicity of u h | ∂C λ . A function u h ∈ F h defined on C λ h is said to be a discrete minimal surface if u h is stationary within F h for the Dirichlet energy D(u h ) = 1 2 C λ h |∇u h | 2 . A member of F h is determined by its values at the boundary nodes and by the knowledge of the length λ h of its domain.
The first main result is that if u : C λ → R n is a 'non-degenerate', harmonic and conformally parametrized minimal surface spanning Γ , then there exist λ h ∈ (0, ∞) and a discrete minimal surface u h : C λ h → R n such that if we denote by σ µ the cylinder transformation of the form σ µ : C 1 → C µ , where c depends on a fixed parametrization γ of Γ , λ, and the non-degeneracy constant for u, but is independent of h. The second main result is that under basically the same hypotheses we also have
where, as above, c does not depend on h. Precise statements of (1.1) and (1.2) are given in Theorems 4.17 and 5.4 respectively (see also Theorems 4.15 and 5.3).
The optimality of the orders of convergence given above is demonstrated numerically in Pozzi (2004a) .
Some of the techniques employed to prove (1.1) and (1.2) are similar to those used to give analogous estimates in the case of the classical Plateau problem: see Dziuk & Hutchinson (1999) and Pozzi (2004b) . However, since we do not have a fixed domain of parametrization (like the unit disc in the case of the Plateau problem), but we have instead to work with a one-parameter family of possible domains (the set of cylinders C λ , for λ > 0), new techniques and tools are developed in order to be able to deal with the domain variability.
Formulation of the problem

Notation for the smooth problem
We first recall some notation and results from Pozzi (2004a, Section 2) , to which we refer for further discussion.
Let C λ denote a cylinder of unit radius and length λ. Take a cylinder C 1 of radius and length equal to one and fix γ : ∂C 1 → Γ , γ = (γ 1 , γ 2 ), γ i : S 1 → Γ i for i = 1, 2 to be a regular C r -parametrization for Γ with r 3.
If π λ : ∂C λ → ∂C 1 is the map that identifies ∂C λ with ∂C 1 , then γ • π λ acts on ∂C λ exactly like γ on ∂C 1 . Thus, from now on we will identify these two maps and we will write γ also when we actually mean γ • π λ .
Given a map u : C λ → R n that maps ∂C λ onto Γ in a monotonic way, then u| ∂C λ can be uniquely written in the form γ • s, where s : ∂ D∪∂ D → S 1∪ S 1 is monotonic (and∪ denotes the disjoint union). Although ∂ D∪∂ D, S 1∪ S 1 and ∂C λ are naturally isomorphic, we will usually consider S 1∪ S 1 as the domain of the fixed parametrization γ of Γ and ∂ D∪∂ D as the boundary of the parameter domains C λ for various parametrized surfaces (see Fig. 1 ).
Furthermore, bear in mind that any monotonic map s : ∂ D∪∂ D → S 1∪ S 1 can be written in the form s = (s 1 , s 2 ) = (id + σ 1 , id + σ 2 ) := id + σ , where id : ∂ D → S 1 is the 'identity' map id(θ ) = θ (with abuse of notation we will write id also when we intend (id,id)) and σ = (σ 1 , σ 2 ) ∈ C 0 (∂ D, R)∪C 0 (∂ D, R) is a 2π -periodic function defined up to a constant c = (c 1 , c 2 ) with c i = 2π k i , k i ∈ Z, i = 1, 2. Addition of such maps is performed modulo 2π .
For w ∈ C 0 (∂C λ , R n ) we denote by Φ(w) the unique harmonic extension of w on C λ . It is standard that for fixed λ, Φ : For reasons that are explained in Pozzi (2004a), we will be working with harmonic maps. Harmonic maps are uniquely determined by the associated boundary maps. We will use the Hilbert space H of functions defined by
Here and everywhere else C denotes a cylinder of unit radius whose length is understood from the context. The corresponding affine Hilbert space H is the space of maps s : ∂ D∪∂ D → ∂ S 1∪ ∂ S 1 such that s = id + σ for some σ ∈ H . We also need the Banach space T defined by
Because the length λ of the parametrizing domains is not known a priori, we need to create function spaces that carry this information. We define the Hilbert space X to be
The corresponding affine Hilbert space is given by X = H × (0, ∞). We will also need the Banach space T R defined by T R := T × R with norm (ξ, µ) T R = ( ξ 2 T + µ 2 ) 1/2 · The corresponding affine space is given by T × (0, ∞).
The space of variations at s ∈ H, s ∈ T , (s, λ) ∈ X , and (s, λ) ∈ T × (0, ∞) is naturally identified with H , T , X , and T R respectively.
e. all operations are always meant componentwise. Furthermore, f = ( f 1 2 + f 2 2 ) 1/2 for various norms. Finally for s = id + σ : ∂ D∪∂ D → ∂ S 1∪ ∂ S 1 we write s = 1 + σ for various norms on σ . Important norm definitions are recalled in Section 3.
The energy functional
The energy functional E is defined on X by
is just the Dirichlet energy of the harmonic extension of γ • s on C λ . Finiteness of E follows from (2.6).
We say that a harmonic function u = Φ(γ • s) defined on C λ is a minimal surface spanning Γ if and only if s is monotonic and the pair (s, λ) ∈ T × (0, ∞) is stationary for E, i.e.
Other equivalent formulations of the notion of a minimal surface are discussed in Pozzi (2004a) . Bear in mind the following important result given in Pozzi (2004a, Proposition 2.13).
PROPOSITION 2.1 If γ ∈ C k,α where k 2, 0 < α < 1 and (s, λ) is stationary for E, then
We next recall some properties of the energy functional E. Using the notation
and letting Ψ ∈ H 1 0 (C λ ) be the solution of
and
THE DISCRETE DOUGLAS PROBLEM: CONVERGENCE RESULTS
341
with an analogous expression for E (s, λ)(ξ, µ)(η, σ ) obtained by bilinearity in the case of distinct variations. If γ ∈ C 4 then E ∈ C 3 (T × (0, ∞), R) and the first two Fréchet derivatives are given by (2.4) and (2.5). The functional E is not differentiable on X , but if γ and s are as smooth as necessary for the following estimates, then one has
It will be important to consider the behaviour of the second derivative of E near a stationary point (s, λ) ∈ T × (0, ∞). As shown in Pozzi (2004a) , the second derivative E (s, λ) can be interpreted as a self-adjoint bounded map ∇ 2 E(s, λ) : X → X . Let
be the orthogonal decomposition generated by the eigenfunctions of ∇ 2 E(s, λ) having negative, zero, and positive eigenvalues, respectively. For (ξ, λ) ∈ X , we will write
10)
Sometimes it will be useful to consider the decomposition of H of the form
obtained by projecting (2.9) onto H . This together with (2.10) will allow us to write Note that the eigenfunctions of ∇ 2 E(s, λ) are regular because they are solutions of partial differential equations. As a consequence every subspace spanned by a finite number of them presents the same regularity. This observation leads to the following proposition.
(2.12)
Proof. The proof is similar to the one given for the case of the Plateau problem and relies on the fact that there is a finite number of basis elements each of which satisfies a PDE. The key ideas can be found in Struwe (1988) , see in particular Remarks II 4.7, 4.9 and Proposition II 5.6. See also Dziuk & Hutchinson (1999, Proposition 2.2) .
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Higher regularity on γ implies higher regularity on ξ . In particular, γ ∈ C 4,α implies ξ ∈ H 5/2 (∂C λ ); see again Struwe (1988, Proposition II 5.6 ).
If (s, λ) is a stationary point for E, we say that (s, λ) is non-degenerate if X 0 = {0}. The corresponding minimal surface u = Φ(γ • s) is also said to be non-degenerate. If (s, λ) is a nondegenerate stationary point for E, it follows that there exists a κ > 0 such that
We call κ the non-degeneracy constant for (s, λ).
Notation for the discrete setting
We recall the necessary notation from Pozzi (2004a, Section 4) and prove some preliminary estimates.
We think of C λ as a rectangle in the plane with the two sides of length λ identified and set G λh to be a quasi-uniform triangulation with grid size comparable to h. Thus we can consider G λh as a oneparameter family of triangulations corresponding to the one-parameter family of domains C λ . Note that the two sides of length λ of the rectangles do not count as boundary, and that functions are identified with periodic functions.
Let For the same parameter h and different lengths λ and σ , G λh and G σ h will not necessarily be obtained from each other by a rescaling process, but will be generated independently. However, if |λ − σ | is sufficiently small, one grid can be rescaled to generate the other and the significant properties of the quasi-uniform triangulation are not destroyed. In this case, the main advantage is that the triangulations of the boundaries ∂C λ and ∂C σ coincide.
Suppose that a fixed set of boundary nodes on ∂C has been given (with the size of the boundary intervals controlled by h). Then we define the following spaces of continuous and piecewise linear functions (discrete analogues of H , T , H and T ): 
Taking n = 1 we similarly define X λh and x λh . We will make frequent use of the following inverse-type estimates.
Proof. The first follows by standard rescaling arguments and the fact that the functions considered are piecewise linear. The second is shown in Dziuk & Hutchinson (1996, Proposition 5.3) .
where h is the discrete Laplacian. Thus (2.19) is interpreted in the weak sense, namely
The discrete energy functional
Note that we do not require monotonicity of s h , as in the case for s in (2.2). The derivatives of E h , see (2.4) and (2.5), are given by
where
(with the discrete harmonic extensions taken over C λ h ) and and (s, λ) stationary for E, we define the interpolant of the decomposition (2.11)
h and ξ + h do not normally belong to H h ; in particular the first two are smooth functions.
Proof. See the analogous Proposition 2.5 in Dziuk & Hutchinson (1999) .
P. POZZI (see Lions & Magenes, 1972 , Chapter 2, Theorem 7.3, page 187). Conversely if f ∈ H s (∂C) for s = −1/2, 0, 1/2, 1, 3/2 (the cases we need, but with similar results for any real s), then there is a unique harmonic function Φ( f ) defined on C with trace f such that
(see Lions & Magenes, 1972 , Chapter 2, Theorems 5.4, 6.7 and 7.4; for notation and definitions see also pp. 148, 173, 186) . Note that by considering kernels it is clear that in the case s = 1/2 one can replace the norm in (3.2) by the corresponding seminorms. Similarly for s = 1/2, 1, 3/2 the norms in (3.4) can be replaced by seminorms.
The H 1 -estimate
The goal of this section is to obtain (1.1), i.e. we want to determine how 'far' is the solution to the smooth problem (recall our definition of minimal surface (2.2)) from the solution to its discretized problem (see (2.22)).
We use the same ideas applied in the case of the Plateau problem (see Dziuk & Hutchinson, 1999) : assuming the existence of (s, λ) a non-degenerate stationary point for E with non-degeneracy constant κ as in (2.13), we apply the inverse function theorem (see Theorem 4.1) to the derivative
The inverse function theorem gives us the existence (and uniqueness in a sense to be made more precise later) of a discrete point (s h , λ h ) stationary for the discrete energy functional E h and satisfying
For a precise formulation see Theorem 4.15. The convergence rate in the H 1 norm follows easily: see Theorem 4.17.
THEOREM 4.1 (The inverse function theorem) Let X be an affine Banach space with Banach space X as tangent space, and let Y be a Banach space. Suppose x 0 ∈ X and f ∈ C 1 (X , Y ). Assume there are positive constants α, β, δ and such that
Then there exists a unique
Proof. The proof follows from the proof of the inverse function theorem in Berger (1977, pp. 113-114) . The ideas behind the assumptions made in this theorem are very well depicted in Dziuk & Hutchinson (1999) ; the sketch on page 525 is particularly helpful to understand what is really happening.
As we see, for the inverse function theorem to be applied, there are three estimates to be proved:
c 1 h for h sufficiently small. This will follow from Proposition 4.11 (see also (4.45)).
2 , for h sufficiently small. This is a non-degeneracy estimate on (E h ) (I h s, λ) and will be established in Proposition 4.14 using Proposition 4.12 and the regularity of members of the negative eigenspaces (see also (4.47)).
, for h and (η h , σ ) X sufficiently small. This is a consequence of Proposition 4.13 (see also (4.48)).
This section is organized as follows: first we give some preliminary results, then we show some consistency estimates for the energy and give a few propositions that will help to establish (A)-(C), and finally we prove the convergence results.
Let us remark that a reader familiar with Dziuk & Hutchinson (1999) will find some of the calculations similar to those presented in that article. This fact should not surprise, because whenever the length parameter lambda does not come into play, we are actually looking at a situation that is very similar to the Plateau problem. In order to make this work complete and self-contained, we will report all fundamental steps and techniques. However, we will take care to make clear what is new and what is an adaptation to the present case of the techniques presented in Dziuk & Hutchinson (1999) .
Preliminary results
Of fundamental importance is the following lemma: for a proof see Pozzi (2004a, Lemma 3.2) .
In other words, if we take the harmonic extension of the same boundary map on two different cylinders whose difference in length is small, then the difference in the H 1 norm of the rescaled maps is also small. Note that Φ( f ) • σ λ n and Φ( f ) • σ λ of Lemma 4.2 are two different functions: the first Φ( f ) is the harmonic extension of f on C λ n whereas the second Φ( f ) is the harmonic extension of the same boundary values f on C λ . In many calculations that follow this situation often occurs, therefore it is important to be always aware on which domain each harmonic extension is performed. (This is often made clear by a preceding cylinder transformation σ µ as in the lemma above.)
Remark. We can obtain the same result as Lemma 4.2 in the discrete setting, by substituting Φ with Φ h and f with f h ∈ H h . However, in this case we must assume that λ n is very close to λ, so that the grids on C λ n can be obtained by rescaling the one on C λ . In particular, the triangulations of ∂C λ and ∂C λ n are the same. 
with C independent of g. In particular it follows that
Proof. See Pozzi (2004a, Proposition 3.3).
The next four propositions are adaptations to the present case of similar results given in Dziuk & Hutchinson (1999) and Dziuk & Hutchinson (2004) .
Proof. See Dziuk & Hutchinson (1999, Proposition 3 .1).
The next proposition will be applied in the case g is (a space component of) γ , γ , γ , and s is either smooth or piecewise linear and continuous.
PROPOSITION 4.5 Suppose
Proof. See Dziuk & Hutchinson (1999, Proposition 3.2) .
The following proposition will typically be applied in the case g is γ , γ or γ and in particular is C 2 ; and either s 1 = s and s 2 = I h s, or s 1 = I h s and s 2 = I h s + η h for an arbitrary η h ∈ H h .
PROPOSITION 4.6 Suppose
Proof. See Dziuk & Hutchinson (1999, Proposition 3.3) . 26) where the constants c depend on C λ , i.e. on λ.
Proof. See Dziuk & Hutchinson (2004, Theorem 1) . The techniques used are standard: for the first two claims one exploits the weak formulation of Laplace's equation, some interpolation results and trace theory. For the third statement an Aubin-Nitsche-type argument is used.
The next lemma will be mainly used in the proof of Proposition 4.13.
LEMMA 4.8 Suppose λ ∈ (0, ∞) is fixed and σ ∈ R is sufficiently small so that λ + σ > 0 and the triangulations of C λ and C λ+σ can be obtained from one another by rescaling. Furthermore,
Moreover, the same kind of estimate is true when we replace the derivative with respect to x with the derivative with respect to θ .
Proof. With the usual change of variable we obtain
Now we have that
Furthermore,
Finally,
by Lemma 4.2. The claim follows.
LEMMA 4.9 Suppose u is harmonic in C λ with trace u|
Proof. A similar result is given in Dziuk & Hutchinson (1999, Proposition 3.7) . First note that from u = 0, u| ∂C λ ∈ H 1 (∂C λ ), it follows that ∇u = 0 and ∇u ∈ H 1/2 (C λ ) by (3.4). Hence ∇u| ∂C λ is well defined, and (3.
by (3.4).
Consistency estimates for the energy
In this section we compare E and its derivatives at (s, λ) with E h and its derivatives at (I h s, λ). Apart from their intrinsic significance, these estimates will be needed to establish the assumptions required by the inverse function theorem.
PROPOSITION 4.10 Let s ∈ H ∩ C 2 , γ ∈ C 2 and λ ∈ (0, ∞). Then
Proof. This proof is very similar to the analogous one given for the Plateau problem: see Dziuk & Hutchinson (1999, Proposition 4 .1). The main difference is that in the case of the Plateau problem an additional term must be estimated due to the fact that the integral of discrete energy functional is defined on D h instead of the unit disc D. Let
where the classical and discrete harmonic extensions are taken over C λ . Note that, since the domain C λ is fixed, it will not be specified when dealing with norms. Write
We will estimate these terms separately. First note that 
by a standard interpolation estimate, where the H 2 seminorm in the piecewise sense is understood
The claim follows from the estimates for I 1 and I 2 . PROPOSITION 4.11 Let s ∈ H ∩ C 2 , γ ∈ C 3 and λ ∈ (0, ∞). Then for any
where the classical and discrete harmonic extensions are taken over C λ . Again, since the domain is fixed, it will not be specified when dealing with norms. Using (2.4) and (2.23) we can write
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The first two terms I 1 and I 2 are estimated as in the Plateau case (compare with Dziuk & Hutchinson, 1999, Proposition 4.2) . Precisely, we have
From (4.29) we know that
where we have used (4.8), (4.13), and Proposition 2.3 to estimate the first term, and (4.10), (4.13), Proposition 2.3 and the first inverse estimate of Proposition 2.4 to estimate the second one. So altogether
From (4.30) we know already that
where the seminorm is understood in the piecewise sense
. For the last term we write
We have that
P. POZZI
The first term is estimated as follows:
where we have used (4.23) and some trace theory in the second last step. In a similar way we obtain for B
Here we have used (4.24), (4.20), (4.21), and Proposition 2.3 for the second last inequality. It follows that
By applying the same sort of arguments to the integral C λ ∂u ∂θ
, we obtain
The next proposition, and the related Proposition 4.14, are fundamental for the proof of Theorem 4.15. The goal is to show that if E (s, λ) is non-degenerate then so is E h (I h s, λ) with the same nondegeneracy constant up to O(h 1/2 | ln h| 1/2 ) (for h sufficiently small). PROPOSITION 4.12 Let s ∈ C 2 ∩ H, λ ∈ (0, ∞) and γ ∈ C 3 . Then for any ξ h ∈ H h and µ ∈ R
with the harmonic extensions taken over C λ , and
), where the harmonic extensions are taken over C λ . From (2.5) and (2.24) we obtain
An explicit description of Ψ and Ψ h is given in (4.34) and (4.35) respectively. The estimates for I 1 , I 2 , and I 3 are obtained as in the Plateau case (compare with I 2 , I 3 , and I 4 in the proof of Proposition 4.3 in Dziuk & Hutchinson, 1999) .
h by (4.33), (4.10) and Proposition 2.4. Furthermore,
by (4.29) and (4.40).
We write
by Propositions 2.3 and 2.4, and
by Proposition 2.3, (4.10) and Proposition 2.4. Hence
For the next term write
h by (4.29) and (4.32).
Now consider
by (4.30) and (4.33). But
C 2 h by (4.29). Finally,
, and Ψ h (piecewise linear and equal to zero on the boundary) satisfies
for all g h piecewise linear and equal to zero on ∂C λ . Note that by classical regularity theory, trace theory, and (4.28) we have that
in particular Ψ is a continuous map. To obtain an estimate for |Ψ − Ψ h | H 1 (C λ ) it is convenient to introduce Ψ * h , a piecewise linear function equal to zero on the boundary such that
for all g h piecewise linear and zero on ∂C λ . In other words Ψ * solves the discrete version of (4.34). From (4.34) and (4.36) we obtain that
where with I h Ψ we indicate the linear interpolant of Ψ . By the usual interpolation theory it follows that
By subtracting (4.36) from (4.35), by choosing g h = Ψ h − Ψ * h , and using (4.29) we obtain
Putting all together we obtain
Convergence results
The next proposition is helpful to establish the third condition required by the inverse function theorem in the proof of Theorem 4.15.
Proof. Using (2.24) and the notation
where the discrete harmonic extensions are taken over C λ (terms on the left) and C λ+σ (terms on the right), we can write
where Ψ h satisfies (2.26) with λ h = λ , andΨ h satisfies (2.26) with u h replaced byū h , and λ h replaced by λ + σ .
To estimate each term we will mainly use Lemma 4.8, Proposition 4.7, and the inverse estimates from Proposition 2.4:
by Lemma 4.8. Furthermore, by (4.24) we have that
where we have used (4.13), Proposition 2.3 and Proposition 2.4 for the last inequality. Also
where we have used the inverse estimates for the last inequality. It follows that
Again by Lemma 4.8 we have that
.
We apply (4.24), (4.17), (4.18), Proposition 2.4 and Proposition 2.3 to show that (4.39) and derive
by (4.13), Proposition 2.4 and the fact that
Furthermore, 
by (4.20), (4.21), and Proposition 2.4. Hence
For the third term we write
For the last inequality we have used Lemma 4.8 and grouped some terms together. Using (4.39), (4.37), 362 P. POZZI (4.41), and (4.38) we obtain
For the fourth term we write
by Lemma 4.8.
Using (4.39) and (4.41) we obtain
For the last term we change the variable in the integrals so that we have C 1 as fixed domain of integration, and add and subtract the obvious quantities to obtain
Since by the definition of Ψ h and (4.39)
. We know that
for all piecewise linear functions g such that g = 0 on ∂C 1 . From the first equation, adding and subtracting
we obtain
Then by subtracting the second equation we obtain
And, in particular, we can write
an expression which holds for all piecewise linear g that are zero on the boundary. If we choose g = Ψ h • σ λ −Ψ h • σ λ+σ , then by Lemma 4.2 (see also the remark following Lemma 4.2) we obtain
so that we finally obtain
Now we can put all estimates together and obtain the claim.
From the next result it follows that E h (I h s, λ) is non-degenerate with non-degeneracy constant arbitrarily close to κ, provided h is sufficiently small. This will be used to establish the second estimate required by the inverse function theorem in the proof of Theorem 4.15. PROPOSITION 4.14 Let γ ∈ C 3,α and suppose that (s, λ) is a non-degenerate stationary point for E with non-degeneracy constant κ as in (2.13). Let ν be as in (2.12). Then Proof. The proof is similar to Dziuk & Hutchinson (1999, Proposition 5.3 With similar arguments, but now keeping all terms given in Proposition 4.12, we obtain
, where, here, 
h ) H 1 (C λ ) = I 3 + I 4 + I 5 + I 6 .
But by trace theory, (4.8) and (2.28),
From (4.23) and Proposition 2.2 it follows that
Also Putting together all these estimates we obtain
X . This together with (4.42) proves the proposition.
We are now able to apply the inverse function theorem as mentioned at the beginning of this section. THEOREM 4.15 Assume γ ∈ C 4 . Let (s, λ) be a non-degenerate stationary point for E, with nondegeneracy constant κ as in (2.13).
Then there exist positive constants h 0 and c 0 depending on λ, γ 
