Abstract-In this paper, a new complex-valued neural network based on adaptive activation functions is proposed. By varying the control points of a pair of Catmull-Rom cubic splines, which are used as an adaptable activation function, this new kind of neural network can be implemented as a very simple structure that is able to improve the generalization capabilities using few training samples. Due to its low architectural complexity (low overhead with respect to a simple FIR filter), this network can be used to cope with several nonlinear DSP problems at a high symbol rate.
I. INTRODUCTION

S
INCE ON-BOARD satellite power is a precious resource, in order to maximize efficiency of digital radio links to have a high efficiency, the transmitter high-power amplifier (HPA) operates near the saturation point; this introduces nonlinearities that can, in turn, cause serious degradation of the received signal [1] .
The nonlinearity of a typical HPA, a traveling-wave tube (TWT), or a GaAs FET amplifier affects both amplitude (AM/AM conversion) and phase (AM/PM conversion) of the amplified signal and can be considered as memoryless, i.e., the HPA is a nonlinear system without memory under a wide range of operational conditions [2] . However, in practice, the transmitter contains a pulse-shaping circuit (modulator) at the baseband or at the intermediate frequency (IF) stage in virtually all digital radio systems. Therefore, the overall baseband-equivalent system (the cascade of transmitter, HPA nonlinearity, and receiver) is a nonlinear system with memory.
It is well known that the 16-and 64-QAM links are very sensitive to nonlinear distortion, although they can exhibit better bit-error rate (BER) performance than equivalent phase-shift keying (PSK) systems on additive white Gaussian noise channels. The effects of the nonlinear channel with memory on the QAM signals are manifold, but three of them are of particular importance.
Spectral Spreading: The spectrum of the amplified signal after the HPA is much wider than that of the signal before the HPA, due to the presence of nonlinearity. The output signal may not comply with the design limit on the transmitted power spectral density, as prescribed by the FCC mask for common carrier radio channels. This may cause intolerable interchannel interference, which must be removed by a radio frequency (RF) filter with the consequent loss in signal level and increased distortion. Intersymbol Interference (ISI): Since the overall system has memory, each symbol of the QAM alphabet, which is usually referred to as a constellation point, is received as a cluster of points due to the interference among symbols at the sampling instants. Constellation Warping: The respective centers of gravity of the clusters caused by the ISI are no longer on a rectangular grid as in the original constellation.
Two different approaches have been followed to cope with the nonlinearity of the link. The first is based on the idea of accepting the nonlinear channel as it is, without modifying its behavior, and designing a receiver that minimizes the effects of ISI, nonlinearities, and noise. An optimum technique based on this approach is the maximum likelihood sequence estimation (MLSE) by the Viterbi algorithm [3] . However, its processing complexity has suggested several less-demanding suboptimal equalization schemes that are usually based on the Volterra series expansion of the nonlinear channels [4] , [5] , whose major limitation is its high sensitivity to noise. In fact, the channel noise tends to be enhanced by any receiver-side nonlinear inverse filter that compensates the channel distortion [6] , [7] .
The second approach works on the compensation of the nonlinearity before the addition of noise, i.e., at the transmitter side of the channel. The techniques based on this approach, which are generally referred to as predistortion techniques, try to linearize the HPA characteristic by predistorting the input signal in such a way that the cascade predistorter-amplifier-receiver resembles as closely as possible an ISI-free channel [6] - [10] .
Although the second technique is more general than the equalization at the receiver side, it requires a processing complexity that makes implementation using digital signal processors (DSP's) unsuitable for very high data rates [36] .
In this paper, we have only considered the first approach to evaluate the performance of the new proposed neural network architecture because the predistorter could be analyzed under a similar approach.
Nonlinear communication channel equalization using real or complex-valued neural networks (NN's) has been deeply studied in the last few years, and several authors have recognized the usefulness of recurrent [11] or multilayer perceptron (MLP) NN's architectures [12] - [15] . One of the main problems involved in using these techniques is the very long data sequence required in the learning phase that, in turn, leads to an increase in the adaptation errors when tracking a time-varying channel.
Other NN models for nonlinear channel equalization have also been studied. In [16] , a structure based on a polynomialperceptron structure is proposed, whereas in [17] , the authors have proposed a functional-link approach. The main problem of such solutions is in the high number of free coefficients required when the degree of nonlinearity becomes very high.
Recently, a new family of NN's based on adaptive activation functions adaptive spline neural networks (ASNN's) was proposed in [18] , whereas in [37] , the authors show the universal approximation capabilities and the regularization properties. They also show that an intelligent use of the adaptive activation function can reduce the number of synaptic interconnections [35] .
In [19] and [20] , it is shown that for binary classification problems, the expected value of the generalization error has an asymptotic upper bound of , where is the total number of free parameters (in our case, weights and activation function adaptable parameters), and represents the number of training examples. The generalization error capabilities are mainly related to the total number of free parameters. As a consequence, it is possible to move some free parameters from the connection weights to the activation function and, therefore, the computation resources since splines have a low overhead compared with standard activation functions.
The main advantages of this innovative structure, which are very useful for nonlinear adaptive signal processing, are as follows:
1) The training sequence may be shorter than that required by the classical MLP.
2) The architecture is general and, unlike other approaches, it does not require a specific design. 3) The low hardware complexity (low overhead with respect to a simple adaptive linear combiner) makes it suitable for high-speed data transmissions using a DSP device. In this paper, we propose a complex extension of the ASNN and investigate the application of this new neural network model to the adaptive channel equalization problem. Our goal is to design a receiver that compensates HPA nonlinearities in digital radio links and extracts the symbols from the received data (demodulation process) when a QAM is used.
II. THE COMPLEX ADAPTIVE SPLINE NEURAL NETWORKS
A. Basic Considerations
The classical neuron computes the weighted sum of its inputs and feeds it into a nonlinear function called activation function [21] . The behavior of a neural network built with such neurons, as in the MLP, thus depends on the chosen activation functions. Sigmoids are commonly used for this purpose [22] . Different classes of nonlinear activation functions, depending on some free parameters, have also been widely studied and applied (see, for example, [23] and [24] ).
Recently, a simple solution involving the adaptation of the gain and the slope of the sigmoidal activation function during the learning process was proposed [25] . Comparisons with classical MLP in modeling static and dynamic systems have shown that an adaptive sigmoid in a single hidden layer structure leads to an improved data modeling.
In [26] , the use of adaptive polynomial functions was proposed; in particular, it has been shown that networks composed by polynomial neurons are isomorphic to conventional polynomial discriminant classifiers or Volterra filters, thus retaining their approximation capabilities. Moreover, such a solution makes it possible to reduce the size of the network, trading connection complexity for activation function complexity. When digitally implemented, the overall complexity of the resulting MLP can be reduced since the computation of the activation function does not depend heavily on the shape of the function itself because it is performed through a look-up table (LUT).
Any polynomial function, however, is not a squashing function (it is not bounded) and can have problems with spurious minima and maxima when its coefficients are adapted during the learning phase [26] . In [27] , the direct adaptation of the LUT coefficients is proposed; whereas the reported experiments show a large reduction of the network size, nevertheless, the adaptation process can be difficult mainly because of the large number of adaptive parameters and the loss of smoothness in the resulting functions.
In [18] , the ASNN is introduced. This spline-based NN is designed using a neuron called the generalized sigmoidal (GS) neuron, which contains an adaptive parametric spline activation function with several interesting features:
1) It is easy to adapt.
2) It retains the squashing property of the sigmoid.
3) It has the necessary smoothing characteristics. 4) It is easy to implement both in hardware and in software simulations. Multilayer networks built with such neurons are still universal approximators and usually have a smaller structural complexity, together with good generalization capabilities.
B. Complex-Valued Activation Function
The advantage of using complex-valued NN's instead of a real-valued NN counterpart fed with a pair of real values is well known [28] , [29] . In complex-valued neural networks, one of the main problems is the complex domain activation function, whose most important features are suggested in [30] . Let be the complex activation function with defined as the complex linear combiner output; the main constraints that should satisfy are the following: 1)
should be nonlinear and bounded. 2) In order to derive the backpropagation algorithm, the partial derivatives of should exist and be bounded.
3) Because of Liouville's theorem
should not be an analytic function (see [31] for more details). According to the previous properties, one possible choice, which was proposed in [14] and [32] , consists of the superimposition of a real and an imaginary activation function
Re
Im (1) where functions and can be simple real-valued sigmoids or more sophisticated adaptive functions.
C. Spline-Based Activation Function
Since the activation function is the same both for the real and the imaginary part, in this and the following paragraphs, we will simply write without the index Re or Im. Let the LUT be defined as a points array , where each point is represented by coordinates , and is the transpose operator. We constrain the LUT points as This is because we do not want the curve to generate loops (reverse ordering of abscissas) or multiple output values for a single abscissa value (overlapping abscissas). This constraint is necessary as it prevents us from representing noninjective functions.
The choice of an interpolation scheme is not trivial in spite of the fact that it has been demonstrated that even piecewise linear activation functions retain the universal approximation property [23] ; a wrong choice can lead to problems in the development of the learning algorithm. We have found that a zero-order interpolation [27] (just like a sample-and-hold system) suffers from numerical instability because the derivative, which is computed as a finite difference of the activation function, is a noncontinuous approximation.
The interpolation scheme to be used should guarantee a continuous first derivative as well as the ability to locally adapt the curve. Such properties are met by the so-called piecewise polynomial spline interpolation schemes [33] .
A planar spline curve is a 2-D vector whose components are piecewise polynomial univariate functions of the same degree. Its mathematical formulation ensures both its continuity and the existence of its derivatives along the curve and in correspondence with the joining points between the various curve spans. Given an LUT with sample points, a general spline expression for the interpolated curve would be (2) where is the concatenation operator along the axis and the function on the th curve span. The limits in the operator in (2) are valid for cubic polynomials only. Cubic polynomials have been chosen because of the tradeoff between the requested properties and the computational complexity.
The parameter has the property of being local, and its domain is for every curve span. Therefore, there must be a unique mapping that allows us to calculate, from the activation function abscissa global parameter (i.e., the output of the linear combiner), the local parameter , as well as the proper curve span . In this way, we can represent any point lying on the spline curve as a point belonging to a single curve span, which is described as (3) where are the spline polynomials. As in (2), each spatial coordinate is described by a univariate function, namely, a cubic polynomial of the variable .
Let be the real or the imaginary part of the neuron's linear combiner output that is usually called "activation"; there is a direct dependency between and one of the two components of , that is (4) Equation (4) has a key role in finding a suitable activation function architecture as it is the main bottleneck of the overall structure; in fact, it is the only link between the linear combiner output and the nonlinear neuron output , which is a function of the value (which represents the LUT index) and of the value (which represents the offset of the th curve span). Let be the real or the imaginary part of the complex neuron output; a two-step procedure should be introduced to calculate of a single neuron, given the output of the linear combiner. Calculate and from by inverting (4), and substitute these values of and in . Equation (3) resolves the link between the curve and the sample points , which are called control points in the literature as they control the shape of the curve. The cubic polynomial functions , which here are called spline basis functions or blending functions, characterize the way the curve moves along the path made up by the control points. The curve can interpolate or just approximate its control points, depending on which set of blending functions is used.
In the literature, many different blending functions have been proposed (see, for example, [34] ), but there are actually few that interpolate their control points while maintaining a low computational overhead. One of these is the so-called Catmull-Rom cubic spline basis (CR) [34] , which is described by the following polynomials:
In matrix form [with reference to (3)], we have (6) which makes the array structure of a curve span clearer: a parameter vector, a basis matrix, and a control points vector, combined using matrix multiplication. Fig. 1 shows an example of the proposed spline activation function.
III. THE COMPLEX-VALUED BACKPROPAGATION FOR ASNN
As in [18] , in order to simplify the learning algorithm, we force the control point abscissas to be equidistant and fixed. We also impose another constraint on the control points, centering the sampling interval on the -axis origin. It is then possible to represent the abscissa of every point of the activation function with two parameters: the span index and the local parameter . All we need to know is the number of control points the curve has and the -axis step . Using a notation similar to that introduced by Widrow and Lehr in [22] , we define the following symbols:
complex output of the th neuron in the th layer ( stands for the input layer); complex desired output of the th neuron in the output layer; complex weight between the th neuron in the th layer and the th neuron in the previous layer; complex net output (i.e., the linear combiner output) of the th neuron in the th layer; number of control points for each neuron in the network; curve span index of the real or imaginary part of the activation function for the th neuron in the th layer ; local parameter of the spline span of the th neuron in the th layer ; ordinates of the th control point of the th neuron in the th layer (we here assume index coordinate as default because theaxes is uniformly sampled and then the control points are analytically determined); th spline patch of the activation function for the th neuron in the th layer;
th CR polynomial (blending function) for the th neuron in the th layer . Considering total layers and indicating each of them with the index , we can find the span and the local variable by
Re Im (7) where is the floor operator, and is an internal dummy variable. These expressions lead to the neuron structure reported in Fig. 2 .
Backpropagation: Following a development similar to [29] , [31] , and [32] for the synaptic weights, the learning algorithm is now extended to the spline control points. The spline curve control points are initialized by sampling a bipolar sigmoid (or other well-known activation functions); outside the sampling interval, the asymptotic shape of the sigmoid is mantained. A brief analysis of computational complexity for a single GS neuron can be carried out as follows. The first block of Fig. 2 that computes the index and the offset of the th spline span performs two additions, one rounding operation, and one multiplication [see (7)]. For the second block, using a smart implementation based on the structure of (5), we just need nine additions, two products, and two shifts for the forward phase. Moreover, for the backward phase, the four control points of the th span have to be adapted. Obviously, these calculations must be applied to both the real and imaginary part of the neuron and added to the complexity of the linear combiner. 
IV. EXPERIMENTAL RESULTS
The block diagram of the radio link used in our experiments is depicted in Fig. 3 . The complex input data sequence , represents the points of the QAM constellation.
The function represents the modulator filter impulse response. In the simulation, we use the square-root of a raisedcosine having roll-off factor equal to 0.5; the oversampling factor is chosen equal to 3. The filter length is equal to taps. The model for the HPA, which is described in [2] , is characterized by the expression (10) The input-output HPA (memoryless) response is described by the AM-AM response, which is represented by the module, and the AM-PM response, which is represented by the phase. This description assumes, for convenience, that the maximum possible HPA input power is equal to 1 W, and the maximum shift is , which are typical values [1] . In (c) Adaptive spline neural network (S15 1). Fig. 4 , the AM-AM and AM-PM characteristics of a typical HPA are reported. In the simulations, the transmission of QAM signals is considered and, for the sake of brevity, only the case of 16 QAM has been reported. The maximum input power to the HPA is very close to the saturation point and fixed at 1 dB (see Fig. 4 Fig. 3] . Note that the network also performs the downsampling conversion.
For all the networks, a search of the optimal adaptation rates have been carried out. and for the S15 1 are chosen equal to 0.001 and 0.1, respectively; a value of equal to 0.01 is used for the MLP N15 5 1, whereas for the adaptive linear combiner, A15 1 is equal to 0.001. Several tests using different network initialization weights have been carried out. Fig. 5 shows the plot of the MSE expressed in decibels versus the training iterations for the three architectures using 10 4 training symbols. In order to evaluate the radio link performances in a more realistic way, the symbol error probability is estimated. Fig. 6 reports the values versus the , both expressed in decibels. Fig. 6(a) shows the symbol error probability after 10 4 iterations, whereas in Fig. 6(b) , the same data are plotted after 10 5 iterations. From these figures, we can observe that in both cases, the proposed approach leads to significant improvements not only with respect to the classical linear adaptive filter but also with respect to the conventional sigmoidal MLP-based equalization technique. On the other hand, the common sigmoidal MLP needs more training to reach its best performance. In fact, if only 10 4 iterations are used, the MLP has a behavior similar to the linear equalizer. Although there is not a strict correlation between MSE and symbol error rate, the MSE plots in Fig. 5 confirm our previous results.
After the learning, a forward phase test is performed; the received 16 QAM constellation is depicted in Fig. 7(a) for the adaptive linear combiner, Fig. 7(b) for the sigmoid MLP and Fig. 7(c) for the proposed ASNN. Two different cases are reported: case 1 without additive noise at the receiver input, and case 2 with signal-to-noise ratio of 20 dB. It is worth noting that the constellation of the received symbols when using ASNN is less distorted than in the other two cases (in Fig. 7(c1) the points are exactly fixed on the original square grid).
The module of the complex activation function is plotted in Fig. 8 . The symmetry of the problem is reflected in the plot. The effect that such a nonlinearity has on the constellation points is evident. The last experiment concerns the tracking capabilities of the ASNN. The test has been carried on changing randomly every 1000 symbols the added noise and the HPA input power (back off) [1] . The range is [8 dB, 16 dB], whereas the backoff range is [ 2 dB, 0.5 dB]. The and both the output power and the output phase dramatically change; an action on this parameter produces a greatly different channel model. Fig. 9 shows the robustness in tracking mode of the proposed architecture. The symbol error rates for this experiment are directly reported in the figure caption.
V. CONCLUSION
The main problem using standard neural networks as nonlinear adaptive filters is the high degree of overall complexity (which accounts for a very long adaptation time and a high number of interconnections) that can hinder any practical application. In this paper, a new architecture is proposed, based on an adaptive spline activation function approach, characterized by a much lesser complexity. This fact overcomes the previous drawbacks and makes neural structures of effective use in real-world problems.
As for the QAM equalization problem, this advantage is even more evident since the network reduces to a single complex neuron. The reduced complexity is responsible for the shorter adaptation phase in terms of training iterations, as experimentally observed. Comparing our technique with classical linear approaches, we have noted little implementation overhead compared with the adaptive linear filter but with significant improvement in the performance, both in terms of MSE and symbol error rate. As far as nonlinear methods are concerned, the proposed architecture exhibits performance comparable with finite-order inverse Volterra filters [4] and to global compensation [8] , [9] but with less complexity, which makes it suitable for an effective implementation. Fig. 9 . MSE versus training iterations using a time-varying channel. The S=N and the HPA backoff are randomly varied every 1000 symbols from 8 to 16 dB and from 02 to 00.5 dB, respectively. The symbol error rates are P e = 018.2 dB for the N15 5 1 and P e = 019.1 dB for the S15 1 net. For plot clarity, the A15 1 the learning curve is not reported, whereas its symbol error rate is Pe = 017.7 dB.
