In this paper we examine the location determinants of the inflow of Foreign Direct Investment (FDI) into Poland, at a regional level. Using survey data from an online questionnaire in February 2005 and a multinomial logit model incorporating the investor's specific characteristics, we show that knowledge-seeking factors alongside market and agglomeration factors, act as the main drivers for the inflow of FDI to the Mazowieckie region (including Warsaw), while efficiency and geographical factors encourage FDI to the other areas of Poland. Some implications are drawn for FDI attraction policy in Poland.
Introduction
Following the collapse of communism, the countries of Central and Eastern Europe (CEE), have been forging strategies to attract foreign capital as a way of achieving sustained economic growth (Martin and Velăzquez, 2000) . Foreign direct investment by multinational corporations (MNCs) plays an important role in the transformation of former centrally planned economies into vibrant market systems, since it provides an inflow of capital, management skills, and jobs, alongside increasing exports and transfer of technology. It is also perceived as one of the conditions paving the way for improving the competitiveness of the economy and enhancing the provision of goods and services for the domestic market.
With the implementation of global and regional strategies by MNCs, the choice of location is becoming increasingly important, hence requiring a better understanding of the internationalization process and of the factors influencing the spatial distribution of FDI.
There have been numerous empirical studies that have focused on the location choices of MNCs and FDI flows in developed countries (Shaver, 1998; Head et al., 1995; Friedman et al., 1992; Culem, 1988 Despite the growing interest in the subject, to our knowledge, there is still no satisfactory empirical work which can explain the determinants of the spatial distribution of FDI flows into the separate regions of Poland 2 , the largest new EU-member state. Thus, this research attempts to fill this gap by using a primary data from an on-line questionnaire that covers the entire transition period.
Following the administrative decentralization introduced by the government in January 1999, a new territorial organization of Poland was introduced. The system replaced 49 voivodships with just 16 ( Figure 1 ). The new structure of sizeable regions with their statutory combination of central government and self-government functions was created in order to achieve more effective regional policies. This was based on the assumption that by decreasing the number of voivodships, the disparities at the level of territorial division among them can be reduced (Czyż, 2002) . As claimed by Górzelak (2002) in the old system a steady and comparatively high growth rate was only recorded in big metropolitan regions such as Warsaw and Poznań, while the remaining regions registered a decline in their economic situation to a greater or lesser degree. The establishment of bigger voivodships with new territorial shapes have been a crucial step in Poland's adjustment to EU regulations (Churski, 2005) . investor's individual dataset at a regional level for Poland -both the largest recipient of FDI in
CEECs and the largest country of the new EU members.
The remainder of the paper is structured as follows. Section one presents the underlying streams of literature and hypothesis formulation. Section two explains the method of data collection, the specification of the model and the variables used. Section three presents the econometric results that are then discussed. The conclusions and policy implications are finally presented in section four.
Section 1. Underlying literature and hypothesis formulation
It has been recognized by scholars that different motives lie behind the investment decisions of firms in foreign countries. It is argued that "…there are substantial differences in economic performance across regions in virtually every nation. This suggests that many of the essential determinants of economic performance are to be found at the regional level" (Porter, 2003, p.550 ).
In order to examine the rationale in one of the transitional economies, the theoretical framework of this paper addresses three branches of the literature.
The first branch emphasizes the new economic geography (NEG) initiated by Krugman (1991a Krugman ( , 1993 Krugman ( , 1995 and later synthesized by Fujita et al., (1999) which according to Brakman and Garretsen (2003) "… is the only theory within mainstream economics that takes the economics of location seriously…" (p. 638). Drawing upon Marshall (1920) , Krugman proposes a model where the trade-off between increasing returns in production and transportation costs is fundamental to the understanding of agglomeration economies and the emergence of the centre-periphery pattern. In contrast to location theory (Weber, 1909; Lösch, 1940 ), Krugman's model insists on full generalequilibrium conditions where the spatial structure emerges from imperfect competition. Krugman (1996, 1998 ) also demonstrates that the location of economic activity is determined by two groups of factors. First, those that include traditional natural advantages of particular locations such as central location, market size, and external economies that relate to supply linkages or others such as knowledge spillovers. Second, those that consist of market forces including all kinds of input costs and non-market factors such as pollution.
While all the above forces play some role in the choice of location, empirical studies suggest that their importance may vary depending on a region, country or industry. For example, Levinson (1996) and Coughlin and Segev (2000) , analysing the establishment of new plants in US, show that agglomeration is the principal motive for the explanation of the attractiveness of the South-East region for new plants. Barrios et al., (2002) , looking at the location choice of MNCs in Ireland, find that agglomeration forces contribute substantially to location choices as well as the proximity to major ports and airports. Disdier and Mayer (2004) 
find a significantly negative effect of distance on FDI in the OECD countries, and a positive significant effect if the host and source countries share a common border. Drawing on the above empirical literature which states that geographical proximity and agglomeration positively encourage the inflow of FDI, we establish our first two hypotheses as follows:
Hypothesis 1: Agglomeration factors are a significant motive for MNC internationalization: hence the stronger agglomeration factors are represented in a given region, the more likely a MNC will engage in inward FDI in that region.
Hypothesis 2:
Geographical factors are an important motive for MNC internationalization: hence the stronger geographical factors are represented in a given region, the more likely a MNC will engage in inward FDI in that region.
The second branch of the literature derives from the knowledge-based view of the firm (Cantwell, 1989; Cantwell and Janne, 1999; Cantwell and Piscitello, 2002, 2005) . Cantwell (1989) states that knowledge-seeking investments vary across locations because they depend on locationspecific factors, such as the number of scientists and educated people in the area, previously established innovations, R&D intensity, the education system, and good linkages between educational institutions and firms. As a result, firms may supplement their existing technologies by expanding internationally to access new knowledge. This expansion may suggest two types of knowledge-seeking behavior between firms originating from leading versus lagging technical centers (Cantwell and Janne, 1999) . Firms from lagging technical locations need to catch up and locate their research centers abroad in order to improve their existing technology. However, while firms from leading locations do not need to catch up, they may also locate their research centers abroad to source more diverse knowledge, since "… the acquisition of new skills, and the generation of new technological capacity, partially embodied in new plant and equipment, must be a goal of every firm" (Cantwell, 1989, p.8) . Due to the fact that knowledge is partially tacit and its transfer needs frequent interactions, knowledge-seeking investment requires physical proximity (Kogut and Zander, 1992) . Moreover, efforts to search for knowledge-seeking investment are not carried out in isolation, but are strongly supported by various external organizations such as, for example, public research centers, universities or industry associations (Cantwell and Piscitello, 2005 Bartlett and Ghoshal (1999) show that as firms establish their facilities abroad and allocate heterogenous products to them, R&D sites in close proximity to factories are needed. This is due to the fact that these sites support the transfer of knowledge, which is an attractive factor for the location of multinational companies (Cantwell and Piscitello, 2002) . In addition, specific regions within nations might be particularly attractive locations for knowledge-seeking investment (Jensen, 2004 Hypothesis 4: Market-seeking factors are a significant motive for MNC internationalization: hence the stronger market factors are represented in a given region, the more likely a MNC will engage in inward FDI in that region.
Hypothesis 5:
Efficiency-seeking factors are a valuable motive for MNC internationalization: hence the stronger efficiency-seeking factors are represented in a given region, the more likely a MNC will engage in inward FDI in that region.
Section 2. The dataset description and methodology

Data collection
The data for the present study derives from an on-line questionnaire, which was designed to Due to the fact that the given data set was two years old, we examined its validity by checking the contact details of each investor using the internet and phone. We found that 147 companies were no longer reachable and 96 were double-counted. In addition, 148 companies were used for the pilot study. Hence, this left us with 852 companies in the dataset for the final analysis.
The final questionnaire was developed following a pilot study conducted in November 2004 in order to make sure that the questions of the questionnaire were clear to understand and follow by participants. Following Dillman (2000), a sample of 148 randomly selected respondents was drawn for the pilot. 65% of participants in the pilot study were of European origin and 35% non-European; the response rate was 8.5%. Judging by the response rate it was clear that a self-administered electronic survey would be an appropriate technique for this study (Kanuk and Berenson, 1975) .
The structure of the final questionnaire covered topics ranging from general information about the MNC (e.g. year of establishment, origins, employment, sales and turnover) to specific information about the Polish location (e.g. entry mode, region, motive for investing) and characteristics relating to the post-entry development of the Polish subsidiary (e.g. competition, future plans).
In order to encourage participation in the survey, a system of four compatible contacts, using the internet, were established with potential respondents (Dillman, 2000; Heberlein and Baumgartner, 1978) . First, a brief prenotice e-mail was sent out to the senior management of all the companies for which the contact details had been verified, prior to sending the questionnaire. The aim of the letter was to explain the objectives and importance of the study, and to request their participation in it. Second, a link to the on-line questionnaire was sent out to the respondents who had expressed interest in participating in the study. It is worth noting that 237 contact e-mails were deleted by the respondents before they were even read. So, 615 contacts read the initial e-mail. 195
e-mail responses were received with the note "will not participate in the study". 329 contacts did not respond at all. As a result, the number of respondents amounted to 91, representing approximately 15% of those initially contacted (see Appendix for some sample characteristics). Third, a reminder letter was sent out one week after the link to the questionnaire was delivered. The purpose of this letter was to express appreciation for willingness to fill out the questionnaire, and at the same time to indicate that if the respondent has not yet completed the questionnaire to encourage response.
Finally, a thank you letter was sent to all respondents after the collection of the results. notable structural economic differences can be seen between those five regions in Table 1 . 
A model of a choice region
Following Levinson (1996) , Louri et al., (2000) and Crozet et al., (2002) we assume that foreign investors have a latent (i.e. unobserved) profit function once they have decided to establish their physical presence, for the first time, in one of the Polish regions. The profit function is dependent on the characteristics of the individual investor, and the random component that is arising from other unobserved characteristics of choices. Thus, the utility function of locating in region j for the n-th investor faced with J choices of regions can be written in the following form:
where there are J error terms ε nj for any investor n. The exogenous variables x' n describe only the investor and are identical across alternatives. However, the parameter β j differs across alternatives.
If the investor chooses region j in particular, then we assume that U nj is the maximum among the J utilities. Hence, the statistical model is driven by the probability that region j is chosen, which is Pr(U nj > U nk ) for all other k ≠ j
Assuming that the error terms in Eq. (1) follow independently and identically an extreme value distribution 4 (Manski and Lerman, 1977; McFadden, 1984; Maddala, 1977) of the following form:
the probability that an investor n chooses region j is a simple expression of ( )
, Pr Pr (Greene, 2002 ). An interesting feature of this model is that the odds ratio (Pr nj /Pr ni ) depends log-linearly on x n . Hence J log-odds ratios can be computed based on: 4 Also known as a Weibull distribution where i is the base category. As lnΩ m⎢i (x' n ) = ln1 = 0, it must be hold that β i⎢i = 0. That is, the log odds of an outcome compared with itself are always 0, and thus the effects of an independent variable must also be 0. Hence we will only estimate J -1 outcomes, due to the redundant information (Long and Freese, 2003) .
The independence of the error term across alternatives in Eq. (1) is a strong assumption, and it implies that an investor's unobserved preference for a certain alternative is independent of its stochastic preference for other alternatives. This imposes the independence of irrelevant alternatives (IIA) restriction on the predicted probabilities, which means that the choice of the regions must be equally substitutable to investors (Hausman and McFadden, 1984) .
The results are discussed in Section 3.
Dependent variable
Our dependent variable represents the probability of either investing or not in any given region mentioned above, with the Mazowieckie region being the comparison group. There are three reasons for selecting this particular region as the base category. First, the region includes Warsaw, the capital and at the same time the largest city in the country with its population of 1.6 million people 
Independent variables
In line with our theoretical discussion, thirteen motives measuring the importance of investing in a given Polish region, were extracted from the literature for the study. 
5 to "extremely important" (coded 5). Based on the underlying literature the motives were then classified into five groups of explanatory variables. In order to examine the inter-relationship and confirm both the relevance and significance of those variables for the analysis, a confirmatory factor analysis was performed ( Table 2 ). 1.19214 .5961
The factor analysis confirmed the variable structure that we identified. Source: Authors' own calculations using Stata9.
Control variables
Altomonte ( Table 4 . Using the explanatory and control variables discussed above, the probability of either investing or not in any given region based on Eq. (4) and Eq. (5) of MNLM has the following form:
choice n,j|i = β 0,j|i + β 1,j|i fdistance n + β 2,j|i fagglom n + β 3,j|i fefficien n + β 4,j|i fwisdom n + β 5,j|i fmarket n + β 6,j|i DUM93-96 n + β 7,j|i DUM97-00 n + β 8,j|i DUM01-04 n + β 9,j|i DUMht n (6) where j = 1, …5 (i.e. 1 for the North-West region, 2 for the North-East region; 3 for the Moreover all the explanatory variables in the model are investor's specific. Table 5 summarises the variables used in the model, their measurement and summary statistics. Factor score for 1990-2004 (see Table 2 ) -4.77e-09 (1) Factor score for 1990-2004 (see Table 2 ) 8.11e-09 (1) Factor score for 1990-2004 (see Table 2 ) -4.30e-09 (1) Factor score for 1990-2004 (see Table 2 ) 4.58e-09 (1) Factor score for 1990-2004 (see Table 2 Source: Authors' own calculations.
Section 3: Empirical results
Based on the multinomial logit model with investor's specific characteristics and the variables discussed above, two separate models for the location choice of the inflow of FDI in Polish regions were estimated. The results are presented in Tables 6 and 7 . Source: Authors' calculations using Stata 9.
Model 1 shows the results of the estimation of the explanatory variables and time dummies used in Eq. 6 above, and it refers to the whole sample of companies. In regression 1 of that model the findings for the comparison of the choice of location between the North-West region versus the Mazowieckie region indicate that only one variable fefficien is positively significant at 1% level.
This means that the North-West area, in contrast to the Mazowieckie region, is more attractive for foreign investors if low input costs as well as the availability of labour and resources are considered to be important motives for investing in Poland (hypothesis 5). The results also show that fwisdom and fmarket are statistically significant but negative at 1% and 10% level respectively. This suggests that the North-West region is less attractive than the Mazowieckie area for foreign investors for whom market-seeking and knowledge-seeking are important motives for establishing their business
(hypotheses 3 and 4).
Further, the findings for the comparison of the choice between the North-East region versus the Mazowieckie region, in regression 2, show that only three of the variables used in the model turned out to be positive and statistically significant. The first two are the explanatory variables, fefficien and fdistance which are significant at 5% and 10% level respectively. This suggests that the probability of the inflow of FDI into the North-East area is higher than to the Mazowieckie region, if transportation costs, quality of the infrastructure, distance between the home and host country and the availability of labour at low costs are considered important motives by foreign investors (hypotheses 5 and 3). The last one is the time dummy variable DUM01-04, significant at 10% level.
This can point out that in the years closes to join the European Union (EU), the probability of investing in the North-East region is much higher then in the Mazowieckie region because this is the region which shares its borders with other countries that are going to join the EU. Similar to the above regression the results indicate that fwisdom and fmarket are statistically significant but negative. Here the significance level is different to above findings, because the former variable is significant at 5% while the latter at 1% level respectively. This may indicate that the Mazowieckie area is more attractive for FDI if market size and knowledge-seeking investment are of particular importance to investors (hypotheses 3 and 4).
In addition, the results in regression 3 for the comparison of the choice between the South-East region versus the Mazowieckie region are in a way similar to those in regression 1. The variable fefficien turned out to be positive and statistically significant at the 1% level. This shows that the South-East region, like the North-West, is a more attractive location for FDI than the Mazowieckie area, when labour costs and the availability of both resources and labour are important factors for investing in Poland (hypothesis 5). Conversely, the variable fmarket appeared to be statistically negative at the 10% level, indicating once again that if market factors are important motives for investing in Poland, then the Mazowieckie region is the most attractive area for the inflow of foreign capital (hypothesis 4).
Finally, the results in regression 4 for the comparison of the choice between the South-West region and the Mazowieckie region reveal that once again the predictor fefficien is positive and statistically significant at the 1% level. This demonstrates that the South-West area, like the SouthEast and North-West areas, is most desirable region to invest in compared the Mazowieckie region (hypothesis 5). In addition, out of the four available regions to investors, the South-West area seems to have the highest probability for investment associated with low input costs and the availability of resources 6 . The results for the variables fagglom and fwisdom are statistically significant but negative at 10% and 5% level respectively, suggesting that the South West region is less attractive than the Mazowieckie area when agglomeration and knowledge-seeking factors are important investment motives (hypotheses 1 and 3) .
In contrast to previous model, model 2 demonstrates the results of the estimation of the explanatory variables and the industry dummy used in Eq. 6 above. As shown in Table 5 , this model is regressed on only 51 observations, because only this number of foreign investors in the whole sample was operating in the manufacturing sector in Poland.
In regression The overall explanatory ability of those two models are satisfactory, as the model's statistics shows in Table 6 .
Discussion
The results indicate that that there are substantial differences in the attractiveness of Polish regions, when the initial inflows of FDI are evaluated.
It is shown that if input costs and the availability of labour and resources are seen by investors as important factors for investing in Poland, then all regions are more favourable for the inflow of
foreign capital than the Mazowieckie area. However, the South-West region is the most preferable area for those kinds of motives. A possible explanation can be the fact that this particular region has the highest unemployment rate within the country and is rich in natural resources. The high unemployment level makes people place a higher value on their current job, with the result that they are willing to work for lower wages and perhaps show greater commitment. This could explain why Friedman et al., (1992) and Billington (1999) find that high unemployment increases FDI inflows.
The availability of resources acts as an encouragement for the inflow of FDI in that region due to the fact that during the communist regime this area was "the heart" of the economy; the majority of the textile industries (the Łódź voivodship) as well as all mining production (both the Dolnośląskie and Śląskie voivodships) was based there (Churski, 2002; Dornisch, 2002 
If agglomeration is an important factor for investing in Poland, then the Mazowieckie area is
the most attractive location for foreign investment, and more highly ranked than the North-East and South-West regions which are also considered by investors. This result is not surprising, because the centre of this region, Warsaw, is the leading area for finance, business services and real estate in Poland. As stated by Maskell and Malmberg (1999) "agglomeration of firms within a given business sector in a region will make the area especially suited to meet the specific location requirements.
Even assuming that a new firm is completely free in its choice of location, the optimal location would usually be a region with a long track record of servicing firms" (p. Agarwal (1980) and others have pointed out, large market size has a positive impact on the inflow of FDI.
Section 4: Conclusion and policy implications
In this paper we examined the motives for the initial inflow of foreign capital in Poland at the regional level.
We found that those investors, for whom agglomeration, knowledge and market factors are the main motives for investing in Poland, tended to choose the Mazowieckie region despite the fact that other regions were also considered. However, investors for whom low input costs, availability of labour and resources and geographical factors are significant motives for setting up a business activity in Poland, favour other regions than the Mazowieckie area. These findings confirm that Polish regions do indeed differ substantially in attracting foreign capital and that regional characteristics matter in the selection of primary location choice in Poland.
This research contributes to the literature on the determinants of spatial location of FDI in developed countries (Carlton, 1983 The evidence in the paper relates to FDI determinants as opposed to FDI quality.
Nevertheless, there may be an assumption, for example, that where low input costs and labour availability are important motives for investment, FDI may be dominated by labour-intensive, assembly-type operations. Conversely, the importance of agglomeration and knowledge-seeking factors (as in the Mazowieckie region in Poland) may suggest higher-value added and integrated MNC operations, which in turn could further exacerbate regional inequalities in Poland. The results in this paper do not permit more refined comment on this important topic, and further research is clearly required to test the implicit hypotheses derived from the above observations. Source: Authors calculations using Stata 9.
