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ABSTRACT 
The pattern classification problem in machine learning algorithms is the task of 
assigning objects to one of a different predefined group of categories related to that 
object. Among the successful machine learning methods are Artificial Neural 
Networks (ANNs), which aim to minimize the error rate of the training data and 
generate a simple network architecture to obtain a high classification accuracy. 
However, designing the ANN architecture is difficult due to the complexity of the 
structure, such as the network structure, number of hidden nodes and adjustment of 
weights. Therefore, a number of Evolutionary Algorithms (EAs) has been proposed 
to improve these network complexities. These algorithms are meant to optimize the 
connection weight, network structure, network error rate and classification accuracy. 
Nevertheless, these algorithms are implemented to optimize only one objective, 
despite the importance of executing many objectives simultaneously. Therefore, this 
study proposes simultaneous learning and structure optimization for designing a 
Three-term Backpropagation (TBP) network with four variants of Elitist Multi-
objective Evolutionary Algorithms (EMOEAs). These include the Elitist Multi-
objective Genetic Algorithm (EMOGA), Hybrid Elitist Multi-objective Genetic 
Algorithm (HEMOGA), Memetic Adaptive Elitist Multi-objective Genetic 
Algorithm (MAEMOGA) and the Elitist Multi-objective Differential Evolution 
(EMODE). The proposed methods are developed to evolve towards a Pareto-optimal 
set that is defined by multi-objective optimization consisting of connection weight, 
error rate and structural complexity of the network. The proposed methods are tested 
on binary and multi-class pattern classification problems. The results show that the 
proposed MAEMOGA and EMODE are better than EMOGA and HEMOGA in 
obtaining simple network structure and classification accuracy..  
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ABSTRAK 
Masalah pengkelasan pola dalam algoritma pembelajaran mesin merupakan suatu 
tugas pengkelasan objek kepada salah satu kategori kumpulan yang berkaitan dengan 
objek itu. Rangkaian Neural Buatan (ANN) merupakan salah satu kaedah pembelajaran 
mesin yang berjaya mengurangkan kadar ralat data pengujian dan menjana senibina 
rangkaian mudah untuk menghasilkan kadar ketepatan pengkelasan yang tinggi. Walau 
bagaimanapun, merekabentuk suatu senibina ANN adalah rumit kerana ia melibatkan 
penentuan struktur seperti struktur rangkaian, bilangan nod tersembunyi dan pelarasan 
pemberat. Sehubungan dengan itu, beberapa Algoritma Evolusi (EA) telah dicadangkan 
bagi menambahbaik penyelesaian kepada kerumitan rangkaian ini. Algoritma ini adalah 
bertujuan untuk mengoptimumkan pemberat hubungan, struktur rangkaian, kadar ralat 
rangkaian dan ketepatan pengkelasan. Walau bagaimanapun, algoritma ini umumnya 
dilaksanakan untuk mengoptimumkan satu fungsi objektif sahaja, walaupun ia 
berkepentingan dalam melaksanakan kesemua objektif secara serentak. Oleh itu, kajian 
ini mencadangkan pembelajaran serentak dan pengoptimuman struktur untuk 
merekabentuk rangkaian Tiga Istilah Perambatan Balik (TBP) dengan empat varian 
algoritma-Algoritma Evolusi Elitis Multi-objektif (EMOEAs). Ini termasuk Algoritma 
Genetik Elitis Multi-objektif (EMOGA), Algoritma Genetik Hibrid Elitis Multi-objektif 
(HEMOGA), Algoritma Evolusi Penyesuai Memetic Elitis Multi-objektif (MAEMOGA) 
dan Pembezaan Evolusi Elitis Multi-objektif (EMODE). Kaedah yang dicadangkan telah 
dibangunkan untuk mengevolusi set Pareto yang optimum yang ditakrifkan 
pengoptimuman multi-objektif yang terdiri daripada pemberat penghubung, kadar ralat 
dan kerumitan struktur rangkaian. Kaedah yang dicadangkan telah diuji ke atas masalah 
pengkelasan pola binari dan pelbagai. Keputusan menunjukkan bahawa teknik 
MAEMOGA dan EMODE yang dicadangkan adalah lebih baik daripada EMOGA dan 
HEMOGA dalam memperoleh struktur rangkaian yang mudah dan ketepatan 
pengkelasan.  
