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ABSTRACT 
 
 
Colloidal semiconductor nanocrystals are a promising technological material 
because their size-dependent optical and electronic properties can be exploited for a 
diverse range of applications such as light-emitting diodes, bio-labels, transistors, and 
solar cells. For many of these applications, electrical current needs to be transported 
through the devices. However, while their solution processability makes these colloidal 
nanocrystals attractive candidates for device applications, the bulky surfactants that 
render these nanocrystals dispersible in common solvents block electrical current. Thus, 
in order to realize the full potential of colloidal semiconductor nanocrystals in the next-
generation of solid-state devices, methods must be devised to make conductive films 
from these nanocrystals. One way to achieve this would be to add minute amounts of 
foreign impurity atoms (dopants) to increase their conductivity. Electronic doping in 
nanocrystals is still very much in its infancy with limited understanding of the underlying 
mechanisms that govern the doping process. This thesis introduces an innovative 
synthesis of doped nanocrystals and aims at expanding the fundamental understanding of 
charge transport in these doped nanocrystal films. The list of semiconductor nanocrystals 
that can be doped is large, and if one combines that with available dopants, an even larger 
set of materials with interesting properties and applications can be generated. In addition 
to doping, another promising route to increase conductivity in nanocrystal films is to use 
nanocrystals with high ionic conductivities. This thesis also examines this possibility by 
studying new phases of mixed ionic and electronic conductors at the nanoscale. Such a 
versatile approach may open new pathways for interesting fundamental research, and also 
lay the foundation for the creation of novel materials with important applications. 
 
In addition to their size-dependence, the intentional incorporation of impurities 
(or doping) allows further control over the electrical and optical properties of 
nanocrystals. However, while impurity doping in bulk semiconductors is now routine, 
doping of nanocrystals remains challenging. In particular, evidence for electronic doping, 
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in which additional electrical carriers are introduced into the nanocrystals, has been very 
limited. Here, we adopt a new approach to electronic doping of nanocrystals. We utilize a 
partial cation exchange to introduce silver impurities into cadmium selenide (CdSe) and 
lead selenide (PbSe) nanocrystals. Results indicate that the silver-doped CdSe 
nanocrystals show a significant increase in fluorescence intensity, as compared to pure 
CdSe nanocrystals. We also observe a switching from n- to p-type doping in the silver-
doped CdSe nanocrystals with increased silver amounts. Moreover, the silver-doping 
results in a change in the conductance of both PbSe and CdSe nanocrystals and the 
magnitude of this change depends on the amount of silver incorporated into the 
nanocrystals.  
 
In the bulk, silver chalcogenides (Ag2E, E=S, Se, and Te) possess a wide array of 
intriguing properties, including superionic conductivity. In addition, they undergo a 
reversible temperature-dependent phase transition which induces significant changes in 
their electronic and ionic properties. While most of these properties have been examined 
extensively in bulk, very few studies have been conducted at the nanoscale. We have 
recently developed a versatile synthesis that yields colloidal silver chalcogenide 
nanocrystals. Here, we study the size dependence of their phase-transition temperatures. 
We utilize differential scanning calorimetry and in-situ X-ray diffraction analyses to 
observe the phase transition in nanocrystal assemblies. We observe a significant deviation 
from the bulk α (low-temperature) to β (high-temperature) phase-transition temperature 
when we reduce their size to a few nanometers. Hence, these nanocrystals provide great 
potential for devices to utilize the properties of both phases at a significantly lower 
temperature than that of the corresponding bulk material. Moreover, a wide range of 
properties of both phases that meet specific requirements can be obtained simply by 
tuning the crystal size.  
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Figure 3.11: Optical characterization of 4.8-nm-diameter Ag-doped CdSe nanocrystals 
dispersed in hexanes with a tri-n-octylphosphine control experiment. (a) Room-
temperature photoluminescence spectra of an undoped oleic-acid-capped CdSe 
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versus the inverse nanocrystal radius squared. The values were extracted from data as 
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coefficient of determination of 0.992. The error bars represent the standard deviation 
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determination of 0.997. The error bars represent the standard deviation from averaging 
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Figure 4.2: (a) Optical absorbance spectra of six different sizes of CdSe NCs dispersed 
in hexane. (b) Schematic cross-sectional diagram of an ion-gel-gated CdSe NC TFT 
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Figure 4.3: (a) ID–VG characteristic at VD of 0.1 V. VG was swept at 100 mV/sec. F and R 
represent the forward and the reverse sweep directions. (b) ID–VRef characteristic at VD 
of 0.1 V. VRef was measured simultaneously during the VG sweep. The referenced 
voltage at the onset of conduction is named tRefV and is indicated with a red arrow. (c) 
ID–VD characteristic at different VGs. VD was swept at 100 mV/sec. (d) C–V 
characteristic of a gate-electrode/ion-gel/CdSe-NC-film test structure embedded in the 
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Figure 4.4: (a) Size dependence of tRefV . The values were averaged from 3–5 devices and 
the error bar represents one standard deviation. The position of the lowest unoccupied 
electronic state for a given sized NC was estimated as described in the text. The slope 
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strong correlation between tRefV  and the position of the electron level. (b) Size 
dependence of mobility. Mobilities were computed at a gate voltage of 2.5 V. The 
values were averaged from 3–5 devices and the error bar represents one standard 
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Figure 4.5: Size dependence of mobility. Mobilities were computed at a carrier 
concentration of 1 × 10
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carriers/cm
2
. The values were averaged from 3–5 devices and 
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Figure 4.6:  Elemental analyses of films of 3.3-nm-diameter CdSe nanocrystals. The 
average number of Ag atoms in the nanocrystals is plotted versus the amount of 
AgNO3 added to the exchange solution (as a percentage of the Cd present). Electron-
probe micro analysis (EPMA) was used. The analyses were performed on devices used 
for electrical-transport measurements before (red circles) and after (black circles) 
treatment with methanolic sodium hydroxide (NaOH). The values plotted were 
averaged from ten measurements on different points of each sample and the error bar 
represents one standard deviation. The data shows no significant change in the Ag 
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Figure 4.7: (a) Schematic cross-section (not to scale) of the ion-gel-gated thin-film 
transistors used to characterize the electrical properties of the doped nanocrystals 
(NCs). The length and width of the channel was 10 µm and 1 mm, respectively. (b) 
Energy-level diagram depicting the relationship between the Fermi energy, the turn-on 
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and >7 Ag/NC).  (c) Absolute value of the drain current, ID, versus the reference 
voltage, VRef, for 3.6-nm-diameter nanocrystals with no Ag (black), 1.0 Ag/NC (0.13% 
Ag, red), 7.0 Ag/NC (0.85% Ag, green), and 21 Ag/NC (2.4% Ag, blue). VD was 0.1 
V and VRef was measured from an oxidized silver wire in the ion gel. The inset shows 
a magnified plot of the drain current near the turn-on voltage.  (d) The turn-on voltage 
versus the number of Ag per nanocrystal, extracted from data as in (c).  (e) The 
electron mobility computed at a gate voltage of 2.5 V (a carrier concentration of 
10
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) versus the number of Ag per nanocrystal, extracted from data as in (c). The 
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bars represent one standard deviation. Adapted with permission from Wills et al. (Ref. 
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Figure 5.1: (a) Optical absorbance spectra of four different-sized PbSe NCs dispersed in 
tetrachloroethylene. (b) Schematic of cross section of PbSe NC FET (not to scale). (c) 
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d(logσ)/d(logT) vs.T to determine temperature dependence of conductivity. (d) semi-
log plot of σ vs. 1/T
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CHAPTER 1 
 
INTRODUCTION 
 
 
1.1 SEMICONDUCTOR NANOCRYSTALS 
 
 The nano-scale ranges from about 1 nanometer (nm) to 100 nanometers 
corresponding to roughly 100 atoms to 10
 
million atoms. The upper and lower boundaries 
of this scale are not sharply defined, but are chosen such that one excludes individual 
atoms on the bottom end and micrometer-scale objects on the top end. This intermediate 
state of matter lies somewhere between the bulk phase and the atomic or molecular 
regime. Material properties in nano-sized systems can be controlled appreciably by 
tuning their size and give rise to potentially new phenomena. Electronic and optical 
properties of metals and semiconductors depend strongly on the crystallite size once one 
starts to venture into the nano-scale regime. The evolution of these size dependent 
fundamental properties can be attributed to the increased surface area in addition to 
quantum effects that become increasingly important with decreasing size. This change is 
quite impressive especially in the case of semiconductors.
1-3
 For instance, simply altering 
the size of CdSe nanocrystals can tune its band gap between 1.7 and 3 eV and hence, the 
material can absorb and emit across the entire visible spectrum.
3
 It is fascinating that the 
properties in a material of a single chemical composition can be varied so significantly, 
simply by tailoring bulk material parameters such as size.  
 
A semiconducting crystallite, which is a few nanometers in scale, with size-
specific optical and electronic behavior, is referred to as a semiconductor nanocrystal 
(NC) or a quantum dot (QD). Semiconductor (SC) NCs are a promising technological 
material because the ability to control their optical and electronic properties can be 
2 
 
exploited for a diverse range of applications, such as light-emitting diodes,
4,5
 bio-labels,
6,7
 
single molecule transistors
8
 and solar cells.
9
  
 
 
1.2 DOPING SEMICONDUCTOR NANOCRYSTALS 
 
The introduction of trace intentional impurities (or doping) is central to 
controlling the behavior of SC materials. Dopants possess the ability to modify strongly 
the optical, magnetic, and electronic properties of bulk SCs. A dopant, with one more 
valence electron than the host atom it substitutes for, can donate its extra electron to the 
SC for electronic charge transport. Similarly, an impurity atom with one less electron can 
donate a hole to the SC. Modern SC-based technology owes its existence, in large part, to 
the fact that these materials can be doped. It is the ability to control precisely the number 
of carriers available in the SC by doping, which has expedited the advance in SC-based 
electronic and optoelectronic technology. The advantage of doped SCs is that they 
provide the device engineer with a wide range of mobilities, so that materials are 
available with properties that meet specific requirements. Hence, it is natural to extend 
the versatility of nanocrystals by adding dopants. Doping can expand the range of 
properties in SC NCs substantially; thus opening up a plethora of applications ranging 
from solar cells
9
 and bio-imaging
10
 to wavelength tuned lasers.
11
 
 
However, while the field of bulk-doping can be traced back many decades, the 
first breakthrough in nanocrystal doping came in 1994 when Bhargava et al. observed 
interesting luminescent properties in manganese-doped zinc selenide NCs.
12
 Since then, 
several II-VI SC NCs have been doped by transition metals and rare earth elements.
13,14
 
However, until now, no group has managed to dope SC NCs with electronic dopants that 
have proved as useful as their analogues in bulk SCs. 
 
 
 
 
3 
 
1.3 CHALLENGES AND ISSUES IN DOPING NANOCRYSTALS 
   
NCs represent one of the most promising classes of nanotechnology. Over the last 
two decades, most of their intrinsic properties have been mapped out. Adding dopants to 
NCs further extends their properties and possible applications. However, the ability to 
incorporate dopants successfully and efficiently into NCs faces several challenges. One 
of the major bottlenecks is the non-existence of any specific or reliable synthetic 
technique which can ensure controlled dopant incorporation. Due to the high surface-to-
volume ratios of NCs, a large percentage of the total dopant population is at the NC 
surfaces. Dopants at the surface sites may differ considerably from those in the NC cores. 
Dopant atoms inside the NC also do not distribute uniformly throughout the NC. 
Moreover, any ensemble of doped NCs will always have a statistical distribution of 
dopants per NC.
13
 This inhomogeneity may lead to an adverse effect on the targeted 
properties of the doped material. 
 
Furthermore, how does one know for sure that the NCs have been successfully 
doped? NC doping suffers from the intrinsic problem that only an extremely small 
fraction of the product is the impurity, and hence, the doped NC is virtually 
indistinguishable from its pure analogue if one uses X-ray crystallographic techniques 
and microscopy (Scanning Electron Microscopy and Transmission Electron Microscopy). 
Hence, these materials are considerably more challenging to probe experimentally.  
 
Due to these challenges, attempts at doping SC NCs have been largely 
unsuccessful. However, even if one manages to incorporate dopants inside a NC and 
introduces extra charge carriers by some technique, there is a high probability that one 
might run into additional problems. NCs with an extra electron (hole) can behave as a 
strong reducing (oxidizing) agent. This leads to a redox reaction at the surface, which can 
consume the extra charge carrier and render it unavailable for conduction.
15,16
 Also, it has 
been observed that wide band gap II–VI SCs (ZnTe, ZnSe, CdSe, CdS) exhibit a strong 
proclivity for only one type of doping - either p-type (extra holes) or n-type (extra 
electrons) - which restricts their use in practical applications such as light-emitting diodes 
4 
 
and lasers.
17
 An intricate understanding of the doping mechanism is required to 
circumvent the above mentioned problems and achieve successful doping in SC NCs. 
 
This study aims at trying to understand the fundamental science behind doping 
mechanisms, developing new techniques for incorporating dopant molecules into NCs, 
using appropriate spectroscopic techniques to verify the presence of dopants and finally 
characterizing the location of the dopants. The thesis focuses largely, but not exclusively, 
on doping of II-VI (CdSe) and IV-VI (PbSe) colloidal SC NCs because these are the 
mostly widely and thoroughly studied NC-systems to date. Moreover, these NCs hold 
enormous potential for applications in light-emitting diodes, field effect transistors and 
solar cells. The use of dopants for enhancing the luminescence and magnetic properties of 
SC NCs has already been demonstrated. To date, however, no one has presented evidence 
of electronically doped NCs. By electronically doping NCs, we hope to fill this gap and 
complete the entire set of optical, magnetic and electronic properties for SC NCs. This 
exciting opportunity to research and further advance the understanding of doping SC NCs 
has motivated the submission of this thesis. Electronic doping of NCs might also provide 
a niche for opening new pathways for interesting fundamental research, and lay the 
foundation for the creation of novel materials with important applications.  
 
 
1.4 PHASE TRANSITIONS IN NANOCRYSTALS 
 
While the main focus of this thesis is to study the effect of a few dopant atoms 
(especially silver) on the properties of cadmium and the lead chalcogenide NCs, we were 
also interested in looking at the effects of these impurity atoms at the other end of the 
spectrum i.e., in the high doping limit, where one would have the silver chalcogenides 
mostly, with minute amounts of lead and cadmium atoms as the impurities. While 
cadmium and lead chalcogenide NCs have been extremely well studied, very few reports 
exist that study silver chalcogenide NCs. Hence, this lack of information about the silver 
chalcogenide NCs motivated us to pursue a detailed study of their properties.  
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Apart from tuning the material properties of NCs by changing their size and 
adding impurities, another way is to vary their temperature and tap into new crystal 
phases of the same material that exhibit different properties. One such material system, 
which shows rich phase behavior, is the silver chalcogenides. As a bulk material, silver 
chalcogenides are a class of semiconductor with many intriguing properties. They are 
mixed conductors with high electronic and ionic mobility, i.e., both electrons and silver 
ions can travel rapidly within the semiconductor. They undergo a reversible phase 
transition [e.g., water undergoes phase transitions from solid (ice) to liquid (water) to gas 
(water vapor)] from a low-temperature phase (α-phase) to a high-temperature phase (β-
phase) at temperatures varying from 135 – 180 °C (depending on whether it is silver 
sulfide, silver selenide or silver telluride) with a strong change in electronic properties.
18
 
Whilst all these materials have been very well studied in the bulk, very few studies have 
been conducted at the nano-scale. By shrinking the size of the material into the nano-
scale, new metastable crystal phases can be observed which are not seen in bulk 
crystals.
18,19
 By varying the size of the material and the temperature of the same, one 
might expand the possible range of structures further and hence derive novel properties.  
 
 
1.5 THESIS OVERVIEW 
 
The main motivation of this thesis lies in expanding the possible range of material 
properties. We aim at doing so by doping NCs and synthesizing NCs of a new class of 
materials – the silver chalcogenides. The next chapter (Chapter 2) gives a very basic, but 
extensive overview of properties of SC NCs. It reviews the various methods of synthesis 
for NCs, followed by an introduction to the various doping challenges, successes and 
failures, theories and techniques. Chapter 3 focuses on silver doping of CdSe NCs and a 
detailed study of the resulting optical properties. Chapter 4 describes the theory of charge 
transport in SC NC assemblies. With this knowledge in mind, charge transport in 
undoped CdSe NC assemblies is studied followed by silver-doped samples. The changes 
in the electrical transport induced by doping can be observed easily once a systematic 
study of electrical transport in undoped NCs has been conducted. We extend our doping 
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scheme described in Chapter 3 for silver doping of CdSe NCs to PbSe NCs. We utilize 
these samples to study charge transport in both doped and undoped PbSe NC systems. 
This is described in detail in Chapter 5. In Chapter 6, we demonstrate a simple, one-pot, 
single-step synthesis of nearly monodisperse silver chalcogenide NCs with a focus on 
silver selenide NCs. Chapter 7 details the optical properties of these silver selenide NCs 
while Chapter 8 focuses on the rich phase behavior of these material. It describes both the 
size- and temperature-dependence of the phase transitions in these NC systems and the 
resulting effect of the phase transitions on their electronic properties. 
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CHAPTER 2 
 
SEMICONDUCTOR NANOCRYSTALS – AN OVERVIEW 
 
 
2.1 INTRODUCTION 
 
Despite the recent excitement surrounding nanotechnology, nanostructures are not 
really new. Nanometer-sized devices and structures have existed since the Roman era. 
The Purple of Cassius consisting of a mixture of tin oxide and Au nanocrystals (NCs)
1
 
and the Lycurgus cup, with Au and Ag NCs in its walls, are two classic examples. Maya 
blue, with metal and oxide NCs,
2
 and metal nanoparticles in the glass windows of 
medieval cathedrals demonstrate that nanoparticles have been used for ages without any 
clear knowledge of nanoscale phenomena.  
 
Despite some early work in the 17th century, systematic studies on nano-sized 
materials did not really begin until the 1800s. Finally in 1857, Michael Faraday
3
 realized 
the role of metal particles in the color of church windows followed by Einstein, Gustav 
Mie and Gans,
4-7 
who proposed several theories for the properties of nanoparticles.  
However, colloidal nanoparticle science was fairly neglected until the early 20
th
 century. 
This prompted Ostwald
8
 to title his 1915 book on colloids as “The World of Neglected 
Dimensions.” Feynman’s lecture
9
 at the American Physical Society in 1960, entitled 
“There is Plenty of Room at the Bottom,” led to a revived interest in generating 
nanoparticles of various materials. Despite the identification of unique properties in metal 
nanoparticles, similar exciting properties were not observed in semiconductor (SC) 
nanoparticles until early 1980’s when Ekimov and Brus et al. observed a size dependent 
shift in energy of the HOMO (Highest Occupied Molecular Orbital) – LUMO (Lowest 
Unoccupied Molecular Orbital) transition in SC NCs.
10,11
 This breakthrough generated a 
renewed interest and led to rapid advancements in the field of SC NCs. The progress has 
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been aided by advances in instrumentation, which help in characterizing these 
nanomaterials. Today, it is possible to prepare and study NCs of metals, SCs and other 
substances by various means. Rapid advances in both experimental and theoretical 
methods have led to a much better understanding of the properties of NCs than ever 
before. 
 
 
2.2 PHYSICS OF SEMICONDUCTOR NANOCRYSTALS  
 
Nanoparticles can either be amorphous or crystalline. Crystalline nanoparticles 
can again exist as single crystalline or polycrystalline particles. The term “nanocrystals” 
is used for those nanoparticles which have a single crystalline domain.
12
 The focus of my 
work, and hence, this chapter will be on semiconductor (SC) NCs. 
 
2.2.1. Surface 
The dimensions of NCs are so small that a substantially high fraction of the total 
atoms is present on their surfaces as compared to the bulk. The surface of the NCs plays 
an essential role in determining the properties exhibited by the nanocrystal. Typically, the 
surface is passivated by attaching long-chained molecules. However, more often than not, 
there exist lots of dangling bonds due to incomplete passivation. Hence, the surface is 
dynamic and chemically accessible, with the surface atoms sufficiently mobile. The poor 
knowledge of the surface has typically impeded the study of these NCs. Many important 
properties of the NCs, such as the fluorescence quantum yields,
12
 carrier trapping,
13
 and 
energy relaxation
14
 are affected by the surface. Therefore, it is essential to achieve 
surface control for these colloidal NCs, since it is this surface that governs many of their 
versatile properties. 
 
2.2.2. Strong Quantum Confinement Effect 
The gap that separates the conduction and the valence energy bands is 
characteristic of any semiconductor (SC) material. In bulk SCs, it is fixed. Additionally, 
it can either be direct or indirect. Direct-gap SCs can absorb a photon, when an electron is 
10 
 
promoted directly from the valence band into the conduction band; thus creating an 
electron–hole pair (or exciton). Indirect-gap SCs require the assistance of a phonon to 
absorb or emit light. However, when the size of the SC material decreases to a level 
where the electrons, the holes and the excitons start to feel the physical boundary of the 
particle, the material starts to adjust its energy levels in response to this change in size 
and thus exhibits a phenomenon known as quantum confinement.  
 
 
Figure 2.1: Comparison of bulk SC electronic states with NC electronic states.  Eg (bulk) is the band gap 
in the bulk and Eg (NC) is the effective band gap in the NC. The conduction and valence bands in bulk SC 
collapse to discrete atomic-like states in SC NCs (1S, 1P, 1D etc.). The “e” and “h” in brackets refer to 
electron and hole states respectively. 
 
Any particles that exhibit quantum confinement are named quantum dots (QDs). 
Typical features of quantum confinement include an increase in band gap and a collapse 
of the continuous valence and conduction bands of the bulk material into discrete energy 
11 
 
levels. This leads to sharp features in the absorption spectra of QDs instead of a 
continuous absorption spectrum observed in bulk SCs (Figure 2.1).
15
 It can also lead to an 
indirect-gap material in bulk converting to a direct band-gap material at the nano-scale. 
By varying the size of the QD, one can have only the electron confined or the hole or the 
electron-hole pair (exciton). The regime where the exciton, the hole and the electron are 
all confined is referred to as the strong confinement regime. Correspondingly, when only 
the exciton is confined, but not the hole and the electron, it is referred to as the weak 
confinement regime.  
 
In the strong confinement regime, the electron and hole can be treated as 
independent carriers. To model this system using the effective mass approximation, one 
assumes parabolic conduction and valence bands with bulk effective masses for the 
electron and hole.
11
 Using a simple particle in a sphere model, the electron and hole in the 
NC can then be described by hydrogenic wave functions. By solving the Schrödinger 
equation while including the electron-hole Coulomb interaction, the band gap of the SC 
NC (
NC
bandgapE ) as a function of its size can be approximated as: 
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where R denotes the radius of the NC, 
bulk
bandgapE the band gap in bulk, h  the Planck’s 
constant, ε  the dielectric constant of the material, ε0 the vacuum permittivity, and me and 
mh are the effective masses of the electron and hole, respectively.  
 
 
2.3 SYNTHESIS OF NANOCRYSTALS 
 
Nano-science is characterized by a close interplay between physics, chemistry, 
biology and materials science. This is demonstrated vividly by a wide range of synthetic 
techniques that have been developed and used extensively for nano-scale materials. All 
these various techniques can be grouped into two broad schemes – the top-down and the 
bottom-up approaches. The top-down methods involve starting with bulk materials and 
12 
 
breaking them down to smaller and smaller particles. Conversely, the bottom-up methods 
start from the respective atoms and progressively build up the nanoparticle. The top-
down and bottom-up approaches are also at times broadly categorized into physical and 
chemical methods, respectively. While physical methods produce large quantities of 
nanoparticles, chemical synthesis techniques offer much better reaction control, provide 
higher quality nanocrystals and can be easily tailored to produce different materials. 
Consequently, my work focuses on the chemical methods.  
 
2.3.1 Physical Methods 
A characteristic feature of any physical method is a high input of energy which is 
used to evaporate the bulk solid material forming a supersaturated vapor. Owing to the 
supersaturation, nucleation of nanoparticles takes place. It is extremely hard to control the 
particle size and distribution as the growth is extremely fast (on the order of 
milliseconds). Some popular examples of physical processes include molecular-beam-
epitaxy (MBE), metal organic-chemical-vapor-deposition (MOCVD)
15-19
 and vapor–
liquid solid (VLS) approaches.
20,21
 However, our emphasis is on low-energy input 
colloidal chemical syntheses of SC NCs.  

2.3.2 Chemical methods 
Chemical methods are generally carried out under much milder conditions than 
the physical methods. The focus of these methods lies on the development of different 
means of producing NCs, which are then dispersible in solvents. These are better known 
as colloidal NCs. My entire work on NCs revolves around these colloidal NCs.  Any 
chemical reaction that leads to formation of colloidal NCs consists of three basic steps - 
nucleation, growth, and termination. One usually starts with a mixture of the NC 
constituents (precursors containing the elements forming the NC), capping agents (for 
colloidal stability), and the solvent (to control the growth temperature and manipulate 
precursor concentrations). NCs of different dimensions can be obtained from the same 
reaction mixture by manipulating relative rates of the various steps, which, in turn, are 
altered by changing precursor concentrations and temperature. 
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 An important process that one needs to consider during the growth of a colloidal 
NC is Ostwald ripening.
15
 It is a growth mechanism wherein smaller particles with higher 
surface energy dissolve, and thus release monomers or ions which are consumed by 
larger particles. This, however, leads to defocusing of the size distribution of synthesized 
NCs during early periods of growth and hence, severely limits the ultimate size 
distribution. One way to avoid this scenario is to keep adding reaction precursors during 
growth to ensure that monomer concentrations are never depleted. 
 
The important factors that determine the quality and success of any NC synthetic 
procedure are the crystallinity, surface passivation, dispersity in various polar or nonpolar 
solvents, and the size distribution of the NCs obtained. Since the properties of 
nanoparticles are strongly size-dependent, it is highly desirable to have nanoparticles of 
nearly the same size, in order to be able to distinguish and study the properties that arise 
due to quantum size effects. Although the definition of monodispersity in its strictest 
sense requires identical or indistinguishable particles, colloidal NC samples, with a 
standard deviation, σ < 5% in diameter, are nominally termed as fairly monodisperse.
2
  
 
NCs produced by chemical means can either be dispersed in aqueous media 
(sterically or electrostatically stabilized) or in organic solvents (sterically stabilized). 
Sterically stabilized NCs are redispersible, i.e. the NCs in the solvents can be 
precipitated, filtered, and dispersed again in a solvent. Furthermore, NCs in a sterically 
stabilized solvent can be dispersed in a wide range of concentrations. Most of the NCs 
used in this thesis are sterically stabilized. 
 
 Following La Mer and Dinegar’s studies,
12,22
 Murray et al. pioneered a high 
temperature NC synthesis method in the early 1990s which yielded fairly monodisperse 
NCs with high crystallinity. This technique involved a rapid injection of organometallic 
precursors of the target NCs into a coordinating solvent maintained at a high temperature. 
Hence, it is popularly known as the hot-injection method. This rapid injection was 
essential to achieve a discrete nucleation event and separate it from the growth process. 
Immediately after the injection, the precursor concentration is forced above the solubility 
14 
 
limit which leads to a nucleation burst. The nucleation event decreases the precursor 
concentration below the threshold following which nucleation is suppressed. 
Subsequently, the leftover precursors add to the existing nuclei and growth proceeds.
23
 In 
this growth regime where the monomer concentration is relatively high, small particles 
grow faster than larger particles resulting in focusing of the size distribution. Once the 
monomer concentration is sufficiently depleted, growth proceeds by Ostwald ripening. 
 
If nucleation is fast, i.e. the concentration of the precursors falls below the 
threshold concentration quickly, then nucleation can be separated from growth. The 
separation of nucleation and growth is imperative for monodispersity since particles that 
nucleate simultaneously will grow at similar rates and will eventually end up the same 
size. 
 
To produce high quality colloidal NCs, the size and size dispersion of these NCs 
needs to be controlled precisely. Growth time, temperature, and precursor concentrations 
are the key variables. Longer reaction times, in general, imply a larger average particle 
size. Injection and growth temperatures have a huge impact on the final size of the NCs. 
Lower injection temperatures lead to a smaller number of nuclei and thus yield larger-
sized particles with similar precursor concentrations. When one has sufficiently high 
precursor concentrations in the reaction solution, higher growth temperatures generate 
larger particles after the same period of growth compared to lower growth temperatures 
due to enhanced reaction rates.  
 
Precursor and surfactant concentrations play a pivotal role in both nucleation and 
growth. Analogous to higher injection temperatures, a high precursor concentration leads 
to a large number of nuclei while lower precursor concentrations imply fewer nuclei. The 
final particle size would depend on the interplay between the precursors consumed during 
nucleation and the amount left for growth. Surfactants can have an adverse effect on the 
growth of the NCs. A higher concentration of surfactants implies lower growth rates and 
hence smaller NCs with similar growth times. On one hand, if the surfactant binds too 
strongly to the NC, it will hinder NC growth while a very weakly coordinating surfactant 
15 
 
can lead to uncontrolled growth resulting in agglomerates which cannot be dispersed in 
solvents.
23
  
 
 
Figure 2.2: Cartoon showing the ligands surrounding a colloidal nanocrystal. 
 
Alkylphosphines (tri-octylphosphine, diphenylphosphine, tri-butylphosphine), 
alkylphosphine oxides (tri-octylphosphine oxide), alkylamines (hexadecylamine, 
octadecylyamine, oleyl amine), alkylthiols (dodecanethiol), alkylphosphonic acids 
(dodecylphosphonic acid) and fatty acids (oleic acid) are typical examples of surfactants 
or coordinating solvents used during high temperature NC syntheses. They contain a 
lyophilic polar head group which is attached to the surface atoms of the nanocrystal, and 
a lyophobic tail which is exposed. These surfactant molecules, thus, act as ligands and 
form an organic capping shell around the NC core (Figure 2.2). The lyophobic tail 
renders the NCs soluble in common nonpolar solvents like hexane, octane, chloroform, 
toluene, carbon tetrachloride. The ligands also help to prevent aggregation of individual 
NCs by keeping them apart. Finally, the ligands can reversibly attach or detach from the 
NC surface which explains the fact that the NC nuclei can grow even when ligands are 
present in solution during growth. Also this permits ligand exchanges post synthesis by 
exposure of the NC to an excess of a different desired surfactant.
12
 Moreover, these 
ligands serve to passivate the surface trap sites which result due to uncoordinated or 
dangling bonds from the surface atoms.
24
 Hence, NCs with well passivated surfaces and 
high crystallinity exhibit high photoluminescence (PL) yields, i.e. higher quantum 
efficiencies.
25,26
 Crystallinity is important because defects in the crystal can scatter 
phonons and/or photons. However, the ligand shell lends an insulating potential barrier to 
charge transport between NCs, and thus, has an adverse effect on electrical properties.
27 
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Reduction, reverse-micelle, and high-temperature injection are the three most 
prominent chemical methods employed for NC syntheses. The first two techniques are 
simpler and use less toxic reagents. The advantages of high temperature injection are that 
it produces nearly monodisperse particles with fewer trap states, and they form stable 
dispersions. Even though the high temperature route is more difficult, the higher-quality 
material which it yields is better for fundamental studies. Since many nanoparticle 
properties are size dependent, polydisperse samples make characterization difficult. 
Polydisperse samples usually show broadened peaks in their spectra, so it is hard to 
pinpoint the energy of a particular transition. Therefore, it is desirable to study nearly 
monodisperse samples. The high-temperature synthesis method pioneered by Murray et 
al. produces a low polydispersity by separating nucleation from growth. In general, the 
low temperature methods suffer from relatively poor size dispersions (σ > 20%) and often 
exhibit significant, if not exclusively, trap-state PL. The latter is inherently weak and 
broad compared to band-edge PL, and it is less sensitive to quantum-size effects and 
particle-size control. The high-temperature technique relies on surfactant ligands to 
transport atoms to the correct location in the crystal, so that the NC surface is coated with 
a layer of stabilizing ligands. In reduction-based syntheses, since ligands are added after 
the crystal is grown, it becomes much harder to attach these ligands; hence resulting in 
more trap states.
28
 Moreover, high-temperature injection provides the atoms plenty of 
thermal energy to move around and find the best location in the crystal, thus resulting in 
fewer defects. NCs prepared by the low-temperature routes do not have the energy to find 
the most thermodynamically favorable bonding, resulting in poor crystallinity. 
 
Any potential application or study involving NCs calls for stable NC dispersions. 
If NCs continue to grow and/or ripen after synthesis, all measurements must be taken 
immediately after synthesis to have a consistent set of data. Any industrial application 
such as printing or ink-jetting requires stable dispersions. This is another area where the 
high-temperature injection methods are preferable to the incomplete surface ligand 
coverage (which leads to unstable dispersions) of alcohol-based syntheses (reduction-
based).  
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Further, low-temperature aqueous preparations (reverse-micelle) are limited in 
their applicability to mostly ionic NCs. In general, higher temperatures are required to 
synthesize covalent NCs and have them crystalline as well. Thus, II–VI compounds, 
which are more ionic compared to III–V compounds, have been successfully prepared at 
relatively low temperatures, whereas III–V compound SCs have not.
29
 For all the reasons 
mentioned, the high-temperature synthetic method provides the best route to small 
quantities of high quality material for study.  
 
 
2.4 SEMICONDUCTORS AND DOPING 
 
The ability to introduce precise amounts of impurity atoms (dopants), to control 
the behavior of SC materials, is central to the SC industry. Without these impurities, 
negligible charge transport occurs through the SC crystals. To enhance this transport and 
render the materials benign for applications in devices, the concept of “doping” was 
developed. It involves controlled addition of impurity atoms to obtain desired 
conductivity in a given device.  
 
While conductors will always show high electrical conductivities, insulators will 
always possess low conductivities. The ability to manipulate the conductivity of the 
material by tuning the level of doping with additional donor or acceptor atoms 
distinguishes SCs from both conductors and insulators. Modern SC technology thrives 
due to the ability to exert precise control over the number of carriers (electrons and holes) 
available in the SC crystal. By controlling the carriers, the electrical properties of the SC 
can be precisely tailored for a particular application. However, this adaptability of doped 
SCs to various applications comes at a price. Since minute concentration of dopants have 
a huge effect on their electronic properties, inevitably, one runs into the risk of 
unintentional doping of these SCs. Thus, these SC materials need to handled with utmost 
care to prevent any contamination. Apart from their electrical properties, since SCs 
possess a finite band gap, they can also be used to absorb and emit light efficiently. 
However, the band gap is fixed and depends on the identity of the material. Thus, 
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applications that require light at certain fixed wavelengths demand materials with 
matching optical properties. Thus, new materials need to be synthesized to exploit the 
potential of SCs for optical applications. This is where SC NCs can aid with their unique 
size tunable properties. 
 
 
2.5 DOPING SEMICONDUCTOR NANOCRYSTALS 
 
In light of the importance of doping in bulk SCs, it is interesting to consider their 
potential impact on SC NCs. NCs differ significantly from their bulk counterparts, since 
they possess a different band structure. Also, their carriers behave differently due to 
quantum confinement. Recently, concentrated efforts have started to explore the 
possibility of combining quantum confinement with the introduction of extra carriers by 
doping, to obtain a completely novel set of properties in these materials. Intrinsic SCs 
need to be doped to modify their charge transport characteristics. Doping of nanocrystals 
(NCs) can be used for entirely different reasons as well. SC NCs can be doped with a low 
percent of foreign atoms to create impurity centers that interact with the electrons and 
holes. A valuable effect of this interaction is that the mid gap states arising from surface 
species can be shifted outside the gap region. Dopants (when added in trace amounts) do 
not affect the absorption spectra; however, the intensity of emission is vastly increased. 
Doping enhances the properties of NCs by providing another means to control and 
subsequently tailor their remarkable electronic, optical, transport, and magnetic 
properties. In this sense, the development of doped nanocrystalline materials is 
progressing along the same lines as bulk SCs did half a century ago.  
 
In general, dopants have been incorporated into nanocrystals for three main 
applications: to act as luminescence activators, to create improved dilute magnetic 
semiconductors, and to alter the electronic properties of NCs. Electronic dopants are 
those that introduce carriers by acting as either shallow donors or acceptors within the SC 
band structure. Typically, donor atoms are substitutional impurities with one more 
valence electron than the host atoms they replace. They can be ionized by thermal energy 
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and provide additional electrons in the conduction band, which help in charge transport 
(“n-type” doping since we have extra electrons). In the same way, acceptor atoms 
incorporated into a SC crystal create holes (missing electrons) in the valence band which 
aid charge transport by acting as positively charged particles (thus “p-type doping). The 
promise of NCs, as a technological material for applications which often require thin 
conducting films, depends in many cases on the ability to introduce these carriers. 
Although electronic doping of NCs has not yet been widely explored, it is clear that this 
area will play a major role in the future of nanotechnology as self-assembled device 
structures become more accessible.  
 
High absorption coefficients, high quantum yields and narrow line widths make 
NCs exciting candidates for optical applications like bio-imaging applications.
30
 
Manipulation of the luminescent properties of NCs, by doping with impurities, has the 
potential to broaden the range of spectroscopic properties that can be achieved currently 
from these materials. Lasers based on NC emission are intrinsically inefficient.
14
 
Introducing dopants, which provide carriers, might help to achieve higher mobility in 
colloidal quantum dot films and higher injection currents. A threefold reduction in the 
lasing threshold in CdSe nanocrystals is observed by eliminating induced absorption 
through addition of extra electrons.
31
 In solar cells, unwanted reactions and 
photooxidation might occur on the nanocrystal surface due to protracted exposure. This 
can be avoided by adding dopants which can absorb the energy from adsorbed photons 
thus localizing the excitation.
30
 
 
Giant Zeeman effects observed in SCs containing magnetic impurities or ‘‘diluted 
magnetic semiconductors’’ (DMSs)
32,33
 sparked a huge interest in these materials. DMSs 
hold the potential to pave the way for applications in optical gating
34
 and future 
spintronic and spin-based electronic devices.
32,33
  
 
 
 
 
20 
 
2.6 CHALLENGES IN DOPING  
 
 Difficulties in doping wide band gap II–VI SCs (ZnTe, ZnSe) were encountered 
as early as the 1950’s. These SCs, unlike group IV SCs (Si, Ge) exhibited a strong 
proclivity for only one type of doping - either p-type or n-type - which restricted their use 
in practical applications such as light-emitting diodes and lasers. CdSe, CdS, ZnSe and 
ZnS were resistant to p-type doping, whereas ZnTe could be doped p- but not n-type. 
Although dopants would not be expected to behave exactly the same way in SC NCs as 
they do in bulk SCs, basic complexities (like deep defect levels scavenging the charge 
carriers provided by dopants, donor-acceptor compensation etc.) encountered while 
doping bulk SCs are inherent to doping at the nanoscale too. In addition to these issues, 
challenges which are specific to nanoparticles are discussed below. 
   
2.6.1 Host Material 
 New challenges arise when nanoscale materials are doped with small quantities of 
impurities. The high surface/volume ratios of NCs and the inherent statistical 
inhomogeneities of any ensemble of doped NCs play a key role in determining the dopant 
behavior. A 5-nm diameter CdSe NC would consist of around 2400 atoms, ~30% of 
which are on the surface, where they are exposed to surface ligands and/or solvent.
35
 
Assuming a Poissonian distribution, a mean concentration of 1 dopant per 1000 atoms is 
necessary to ensure almost every NC is doped. Comparing this doping level to heavily 
doped bulk SCs, which might have 1 dopant atom per 10,000 atoms; one concludes that 
dopant concentrations must be inherently much higher in NCs than in the bulk.  
 
The number of dopants at the NC surfaces comprises a large percentage of the 
total dopant population. Dopants, substituting for host ions at the surface sites, may differ 
considerably from those in the NC cores in terms of their geometries, electronic 
structures, redox potentials, and interactions with the SC.
35
 Since surface-exposed 
dopants and those within the NC core (Figure 2.3a) can show starkly different behavior, 
this may obscure the origin of the physical properties of doped NCs, and even 
compromise some of the target physical properties of the doped material. Two diverse 
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approaches have been employed to remove dopants from the NC surface. The first 
technique uses coordinating solvents or ligands, such as pyridine or tri-octylphosphine 
oxide, as surface cleaning agents.
36-38
 The second method, demonstrated to eliminate 
surface-exposed dopants successfully, is the isocrystalline core–shell (ICS) 
procedure.
36,38
 This procedure involves purifying the as-synthesized NCs to remove 
excess dopants from the growth solution, followed by epitaxial growth of additional 
layers of the pure host material to coat the surface-exposed dopants and encapsulate 
them.  
 
 
Figure 2.3: (a) Cartoon showing the inhomogeneity in location of dopants in a sample of doped NCs. (b) 
Cartoon depicting the stochastic fluctuations in dopant distributions within a sample of doped NCs. 
 
In addition to inhomogeneities introduced in doped NCs due to surface-exposed 
dopants and those inside the NC core, any sample of doped NCs will also exhibit a 
statistical distribution of dopant populations per NC (Figure 2.3b). While the dopant 
concentration may be well defined on average, the number of dopants in any individual 
NC cannot be controlled or determined. A NC with a single dopant might show 
significantly different behavior than one with two or more dopants. Due to this 
heterogeneous distribution of dopants in any NC sample, it becomes complicated to draw 
conclusions from subsequent physical measurements. This feature could significantly 
impact single quantum dot electronics or photonics measurements that rely on doped 
NCs. While purification to ensure size uniformity is possible (size-selective 
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precipitation), no purification method has yet been developed for ensuring uniform 
dopant concentrations in an ensemble of NCs. 
 
2.6.2 Impurity Atom and Characterization of Doped Nanocrystals 
Another category of challenges concerns the impurities themselves and how one 
knows when the NCs have been doped successfully. X-ray diffraction studies of doped 
crystals yield predominantly the characteristic diffraction features of the host, and 
provide little reliable indication of the success or failure of doping (except at extremely 
high doping). NC doping suffers from the intrinsic problem that only an extremely small 
fraction of the product is the impurity, and consequently a doped NC is virtually 
indistinguishable from its pure analogue by microscopy techniques, such as scanning 
electron microscopy (SEM) and transmission electron microscopy (TEM).  Hence these 
systems are more challenging to probe experimentally.  
 
Solving this problem requires using other analytical techniques. Spectroscopic 
methods that are sensitive to some physical property inherent to the dopants themselves 
can prove to be extremely successful. For instance, if they absorb light within the 
forbidden gap of the SC, then absorption spectroscopy may be applied to probe the 
dopants selectively. The existence of a manganese (Mn) luminescence peak has been 
reported in Mn-doped ZnS
39
 and ZnSe.
40
 Optical absorption spectroscopy has been used 
to verify cobalt (Co) doping in CdS and ZnS NCs.
32,41
 If the dopant is magnetic, then 
magnetic spectroscopic techniques may be applied to probe them selectively within the 
diamagnetic hosts. Unusual phenomena, such as giant Zeeman splittings, observed in the 
case of Mn-doped NCs by magnetic circular dichroism (MCD) studies, can be used as an 
effective tool to verify Mn doping (e.g. CdS).
42
 
 
Another challenge in the synthesis of doped NCs is to ensure that the impurity is 
in the NC core, rather than at the surface or the interface. Impurities on the surface are 
always plausible, since the NC is only a few lattice constants in size. Very few analytical 
techniques possess the ability to distinguish impurities on the surface from those inside 
the core of the NC. Spectrum changes, in an electron paramagnetic resonance (EPR) 
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study, can reveal whether Mn is incorporated or surface-bound. EPR spectroscopy has 
been the primary tool to confirm Mn doping in ZnS,
43
 CdS
44
 and ZnSe.
33,42
 Mikulec et al. 
studied the distribution of dopants in NCs.
36
 They synthesized Mn-doped CdSe NCs. 
EPR spectroscopy revealed a four-fold decrease in Mn concentration, when the NC 
surface was cleaned with pyridine, which implies that most of the Mn was on the surface, 
rather than in the core. After the ligand exchange with pyridine and trioctylphosphine 
oxide, they gradually etched away the NCs with tripyrrolidinophosphine oxide. They 
observed a decrease from 2.9 Mn / NC on an average to 0.5 Mn / NC, when the NC was 
etched from 4.0 nm to 3.3 nm in diameter. This proves that dopant molecules do not 
always distribute uniformly throughout the NC. 
 
 
Figure 2.4: Schematic describing how a shallow dopant level in a bulk SC could potentially turn into a 
deep defect level in the corresponding SC NC.  
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2.6.3 Quantum Confinement 
Addition of extra charge carriers in bulk SCs is generally achieved by substitution 
of a host atom with a dopant atom. In bulk, this electronic impurity atom introduces a 
shallow dopant state which lies within a few tens of meVs of the corresponding band 
edge (valence band for p-type and conduction band for n-type doping) thus facilitating 
thermalization into the band even at room temperature. Now the incorporation of this 
dopant atom in the corresponding NC of the same material does not necessarily guarantee 
stable electronic doping.  Due to quantum confinement, this favorable alignment of the 
dopant state and the bulk band edge can be entirely distorted for the doped NC case 
(Figure 2.4).  
 
Two situations can potentially arise in such a situation. Firstly, the depth of the 
dopant state can increase due to increase in band gap of the NC as a direct result of 
quantum confinement. Hence the probability to thermalize a free charge carrier drops 
down drastically. Secondly, when the hydrogenic Bohr radius of the charge carrier in the 
NC becomes comparable to the size of the NC, the dopant starts to feel the effect of the 
confinement and shifts to higher energies. These two effects compete against one another. 
If the dopant state shifts into the band states of the NC, the dopant would undergo auto 
ionization and provide charge carriers to the NC. The interplay of all these effects 
complicates electronic doping in SC NCs. 
 
2.6.4 Instability of Electronically Doped Nanocrystals 
The stability of excited state carriers also needs to be taken into account when 
doping NCs. These carriers have relatively high energies and NCs have much more 
surface area as compared to bulk crystals, at which reactions may occur. These reactions 
might scavenge the carriers, which would make them unavailable for conduction.  
 
It has been shown that CdSe and CdS NCs produce free radicals from the 
surrounding solution when they are exposed to UV light.
45
 Ipe et al. noted that CdS NCs 
produced both superoxide (O
2-
) and hydroxide (OH•) radicals, while CdSe NCs only 
produced the lower energy hydroxide radicals. Shim and Guyot-Sionnest observed that 
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chemically reduced CdSe and ZnO NCs showed peaks correlated with conduction band 
electrons which disappeared in the presence of oxygen.
46,47
 These results imply that n-
type NCs, with an extra electron, behave like reducing agents. Extending this idea to p-
type NCs, they would behave as strong oxidizing agents with an excess of holes. To 
avoid surface redox reactions and confine the carriers within the NC, one might coat the 
doped NC core with a shell of a wide band gap SC material. However, this would lead to 
a huge potential barrier which would hinder the transport of the carriers and ultimately 
result in low conductivity. 
 
 
2.7 NANOCRYSTAL DOPING MODELS 
 
 A number of models, which try to explain the mechanism of doping in SC NCs, 
have been proposed. Some of them are discussed in this section. 
 
2.7.1 Turnbull Model 
 Turnbull argued that, for uniform constant defect density, small crystals are 
statistically less likely to contain defects than large crystals and hence they tend to be 
pure.
48
 This model assumes that dopant solubility in the NC is the same as in bulk. 
Therefore if an impurity is highly soluble in the bulk, it should still exist in fairly small 
NCs. This is contrary to what is actually observed; particularly in the case of Mn doping 
in II-VI SCs. Mn concentrations in II-VI SC NCs such as ZnSe are 1-2 orders of 
magnitude lower than in their bulk counterparts. 
 
2.7.2 Self-Purification Model 
This model, proposed by Dalpian and Chelikowsky, takes into account the 
thermodynamics of the system to understand the incorporation of dopants in NCs.
49
 They 
consider the case of thermodynamic equilibrium and examine the formation energies of 
impurities as the NC gets smaller. They observe that, as the NC size decreases, the 
formation energy increases. This suggests that it will cost more energy to insert 
impurities into small NCs than the larger ones, i.e. the impurity will be less stable in the 
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small NCs. Hence, the impurities can be easily annealed out owing to the material’s 
limited size since the distance the impurity must move, to be ejected from the NC, is 
much smaller than in bulk materials. In the limit of large NCs, the formation energy will 
approach, asymptotically, the value for bulk. According to Dalpian et al., this provides 
clear evidence that doping NCs should be more difficult than doping bulk materials. 
However, a significant assumption in this model is thermodynamic equilibrium, which 
implies that impurity atoms can readily diffuse in and out of the NC. But in the case of 
Mn, the bulk diffusion coefficient at typical colloidal growth temperatures of around 300 
o
C is negligible.
50
 Therefore, the assumption of thermodynamic equilibrium, on which the 
model is based, is difficult to justify. Furthermore, Du et al. showed that the increase in 
impurity formation energy with decreasing size of CdSe NCs is fairly small (~0.03 eV) 
and hence, almost independent of size.
51
  
 
2.7.3 Trapped Dopant Model 
Du et al.
52
 suggested that non-equilibrium kinetic effects, such as activation 
barriers for substitutional impurities, will control doping at the low temperatures 
commonly used in liquid-phase colloidal syntheses. They argue that, since diffusion of 
the impurity through the NC is strongly inhibited, doping depends on the surface 
adsorption of the impurity during growth. If the dopant atom binds strongly to the 
surface, it can be subsequently “trapped” when overgrown by additional material. If a 
dopant molecule adheres to the crystal long enough to be overgrown, it will be 
incorporated into the NC. Impurity adsorption, in turn, depends strongly on the surface 
morphology, the shape of the NC, and surfactants in the growth solution. In a previous 
paper, Erwin et al.
50
 explained Mn doping in II-VI SC NCs, based on these factors, which 
earlier were not considered significant to the doping mechanism. They argued that 
successful doping in NCs depends on the “stickiness” of the crystal facets. They noted 
that all SC NCs that had been successfully doped with Mn adopt the zinc-blende crystal 
structure. Density-functional theory (DFT) computations suggest that the (001) facets of 
zinc-blende structure crystals provide stable binding sites for Mn. These facets consist 
solely of anions and therefore strongly attract cationic dopants. They, then, proceeded to 
grow Mn-doped CdSe around ZnSe cores. The ZnSe core (which commonly exists in the 
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zinc blende structure) topotaxially forced the CdSe [which commonly exists in the 
wurtzite structure and hence lacks (001) facets] into a zinc-blende crystal structure, and 
Mn was successfully incorporated throughout the shell. Previous attempts to dope 
wurtzite CdSe nanoparticles with Mn had failed. Their model establishes the importance 
of kinetics in NC doping.  
 
 
2.8 DOPING SUCCESSES 
 
 The most studied systems have been Mn-doped colloidal QDs of ZnS,
39,53,54
 
CdS,
55-57
 and ZnSe.
40,58
 Early efforts to dope Mn into CdSe, the most-studied NC system, 
failed to incorporate any impurities
36
 but Erwin et al. were successful in doping this 
system with Mn.
50
 Gamelin and co-workers have been successful in doping CdSe with 
Co and ZnO with Mn and Co.
35,37
  
 
The problem with Mn and Co doping in all of these II-VI SCs is that they are 
isovalent with the cation. Thus, no extra carriers are obtained and no net electronic effect 
can be observed. Recent efforts aim at achieving electronic doping of NCs. Knox et al. 
tried to dope CdSe NCs with indium (In
3+
) but succeeded only in coating the surface with 
indium that could easily be removed by pyridine exchange.
59
 Colloidal Mn-doped InAs
60
 
and Li-doped ZnO
61
 have also been synthesized. By co-doping aluminium (Al) and 
copper (Cu) into ZnS NCs, Manzoor et al. reported a new luminescence peak, which they 
ascribe to an Al
3+
 - Cu
+
 transition.
62,63
 However, the resulting NCs would show unaltered 
electronic properties since their method is based on stoichiometric inclusion of n-type and 
p-type dopants.  
 
More recently, Cd-doped InAs NCs showed changes in their electronic behavior. 
However, these dopants were most likely coating the surface.
63
 Viswanatha and co-
workers managed to incorporate Cu dopants into ZnSe/CdSe core-shell NCs but the Cu 
dopant existed primarily as Cu
2+
 as proven by optical spectroscopy studies and hence was 
isovalent with the host atom replaced.
64,65
 Using a “core-shell doping” approach, Wills et 
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al. were able to dope In and Al into CdSe NCs, with the Al-doped NCs showing n-type 
doping.
66
 Recent progress has been made by incorporating rapidly diffusing 
electronically active dopant atoms [Cu, silver (Ag) and gold (Au)] in InAs,
67
 CdSe
68
 and 
PbSe NCs (Chapter 5 of this thesis). Ag-doping in CdSe and PbSe NCs will be discussed 
further in Chapters 3-5. 
  
An alternative approach to control the number of carriers (electrons and holes) in 
SC NCs is through charging which involves the use of applied electric fields to 
manipulate carrier densities near an interface or junction.
69
 
 
 
2.9 CHARGING NANOCRYSTALS 
 
The conventional approach of obtaining n- and p-type NCs, by doping with a 
heterovalent impurity, such as In in bulk CdSe, has not been successful in colloidal 
quantum dots (QDs) to date, possibly because of difficulties in introducing the impurity, 
or in eliminating surface traps that can capture the extra carrier. An alternative approach 
involves obtaining n- and p-type NCs, by direct injection of charge carriers into undoped 
NCs. For example, oxidizing or reducing agents, gates, or electrochemical processes can 
be used.
70
 This method is also referred to as remote doping.
71
  
 
Colloidal QDs can be charged n-type by electron-transfer from a strongly 
reducing species (e.g., sodium and sodium biphenyl).
46
 However, for such charge transfer 
to occur, the lowest unoccupied electronic state of the NC, the 1Se state, should be below 
the reduction potential of the reducing species. Optical measurements confirm the n-type 
character of such NCs. Upon reduction, if the extra electron occupies the 1Se state, then 
the exciton transitions that involve this state should be bleached. Shim et al. observe this 
bleach in the absorption spectra of CdSe/ZnS core-shell colloidal QDs after charge-
transfer doping.
72
 However, trap states or other phenomena could produce a similar 
bleach. Conclusive evidence of the n-type character is obtained from the appearance of a 
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new intraband peak in the IR spectrum of the NCs, which can be ascribed to a transition 
from the 1Se to the 1Pe state.  
 
These n-type NCs are stable indefinitely at low temperatures, but they lose their 
n-type character under ambient conditions due to oxidation. Close-packed films of NCs 
were more permanently doped n-type, by the evaporation of potassium, in a high vacuum 
chamber.
73
 However, a more practical approach involves electrochemical doping of 
colloidal QDs, in which a thin film of NCs is put in contact with a metal electrode in an 
electrochemical cell.
74
 By controlling the potential to the cell, electrons could be 
reversibly injected into the colloidal QD, as confirmed by changes in visible and IR 
spectra.  
 
However, in the remote doping experiments, many traps need to be filled by the 
injected electrons, before the 1Se level can be occupied.  The number of these unknown 
traps could not be quantified. This has a serious implication for n-type impurity doping, 
since these traps might consume all the electrons donated by the dopants. Therefore, even 
if successful n-type doping is achieved, one might still not have any free carriers in the 
doped NCs. 
   
 
2.10 STABILITY TRENDS IN DOPED/CHARGED NANOCRYSALS 
 
In the remote doping experiments conducted by Shim and Guyot-Sionnest, they 
observed that the lifetime of injected electrons decreased from ZnO to CdSe to ZnSe.
46
 
N-type doping of ZnO with Li impurities has also been achieved.
61
 This suggests that 
ZnO is somehow amenable to n-type doping while ZnSe is not. A simple approach to 
determine which systems can be doped n-type was proposed by Guyot-Sionnest et al. 
They explained this behavior by looking at the reduction potential of the NCs and of their 
constituent elements.
73,75,76
 An extra electron in the bulk crystal sits at the bottom of the 
conduction band. They noted that the conduction band electron stability in the NCs was 
inversely proportional to the energy of the conduction band minimum. This energy 
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increases from ZnO to CdSe to ZnSe; and from larger to smaller NCs. Accordingly, 
smaller n-type NCs, with a larger degree of confinement, were also observed to be less 
stable. Since they carried out their experiments in oxidant-free conditions, they 
hypothesized that redox reactions might be occurring within the NC. N-type ZnSe NCs 
may be less stable, because the reduction potential of Zn
2+
/Zn [-0.762 V versus Standard 
Hydrogen Electrode (SHE)] is below the conduction band minimum of ZnSe (-1.5 V 
versus SHE).
71
 Therefore, it is energetically favorable for conduction band electrons to 
undergo the electrochemical reaction and reduce Zn
2+
 to form Zn atoms, which can then 
break apart from the crystal by corrosion, if other factors such as lattice binding energies 
are ignored. On the other hand, ZnO, with a conduction band minimum far below the 
reduction potential of Zn, is expected to be more stable, if auto-corrosion were the cause 
of instability. Similarly, in the bulk, an extra hole will sit at the top of the valence band. 
In a NC, the hole will be pushed lower in energy by confinement. The lower the hole, the 
more likely that the hole might become less stable compared to the competing 
electrochemical reactions.  
 
Despite the simplistic nature, the predictions from this theory correlate roughly 
with results to date in bulk as well as NC doping of II-VI SCs. However, this data 
excludes many factors such as crystal binding energies. The reduction potentials are for 
aqueous conditions, while colloidal NCs are generally dispersed in organic solvents. 
Details such as the surroundings of NCs and kinetic barriers to reactions have not been 
taken into account. Bulk band gap values are used,
77
 except for PbSe, which is estimated 
from NC results
76
 and includes some confinement. This theory thus represents a lower 
bound for stability. It seems that the limited amount of data on band offsets in NCs 
matches this theory, but the theory fails for several cases in the bulk. In the bulk, all II-VI 
SCs except ZnTe can be doped n-type.
78
 The theory predicts that ZnTe should be very 
unstable when doped n-type, but so should ZnS, which, however, can be doped n-type. 
Similarly, ZnTe and CdTe can be doped p-type in the bulk, which agrees with the theory, 
but so can ZnSe, which should be unstable following this hypothesis.
78,79
 This theory 
may, however, give a qualitative explanation, and a general guide to select appropriate 
SCs for obtaining stable carriers. 
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CHAPTER 3 
 
SILVER DOPING IN CdSe NANOCRYSTALS* 
 
 
3.1 OVERVIEW 
 
We dope CdSe nanocrystals with Ag impurities and investigate their optical and 
electrical properties. Doping leads not only to dramatic changes but surprising 
complexity. The addition of just a few Ag atoms per nanocrystal causes a large 
enhancement in the fluorescence, reaching efficiencies comparable to core-shell 
nanocrystals. While Ag was expected to be a substitutional acceptor, non-monotonic 
trends in the fluorescence and Fermi level suggest that Ag changes from an interstitial (n-
type) to a substitutional (p-type) impurity with increased doping. In this chapter, we focus 
on the optical properties while the next chapter discusses the electrical properties of these 
Ag-doped CdSe nanocrystals. 
 
 
3.2 INTRODUCTION 
 
Electronic impurity doping is the process in which impurity atoms are 
intentionally added to bulk semiconductors to provide either extra electrons (n-type 
doping) or extra holes (p-type doping). The carriers then enable electrical transport 
through an otherwise poorly conducting material. Surprisingly, even after decades of 
research, little progress has been made on this process in colloidal quantum dots, also 
known as semiconductor nanocrystals.
1,2
 These materials exhibit size-dependent optical 
spectra, which can be useful in solar cells
3
 and solid-state-lighting.
4
 For these 
applications, electrical current must be collected or injected from films of nanocrystals. 
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Because the films are inherently insulating, the introduction of extra carriers is beneficial 
for enhancing conduction. For CdSe, the most studied nanocrystal system, several 
methods have provided the carriers, including placement of electron-donating molecules 
in the vicinity of the nanocrystal surface (remote doping)
5-7
 and application of external 
electric fields (electrochemical doping).
6-9
 When carriers were added, conductivity was 
dramatically increased.
6
 In principle, it should also be possible to provide extra carriers to 
CdSe nanocrystals via impurity doping. 
 
However, studies of electronic impurity doping in colloidal nanocrystals have 
been fairly limited.
10-24
 Development has been impeded by the broader synthetic 
challenge of incorporating an impurity into a nanoscale particle.
25
 While progress has 
been made with magnetic substitutional impurities in II-VI semiconductor nanocrystals,
2
 
these dopants (e.g., Mn and Co) are isovalent with the cations that they replace, and no 
additional carriers are introduced. Recently, efforts have attempted to incorporate 
heterovalent impurities that can provide these carriers, most notably in InAs. In Cd-doped 
InAs, conductivity through films was clearly affected, but the impurities were likely 
coating the nanocrystal surfaces.
12
 In Cu-, Ag-, and Au-doped samples, shifts in the 
valence and conduction bands were observed through scanning tunneling microscopy on 
individual nanocrystals, and a simple model assuming interstitial Cu and substitutional 
Ag and Au was proposed.
16
 However, both InAs studies
12,16
 focused on the heavily doped 
limit (tens to hundreds of dopants per nanocrystal). “Solotronic” behavior
26
 arising from 
a solitary or a few electronic dopants has not been fully explored in colloidal 
nanocrystals. Furthermore, little work has addressed electronic impurity doping in the 
prototypical system, CdSe.
15,19,24
  
 
Here, we analyze CdSe nanocrystals that are lightly doped with Ag. Herein, we 
use the phrase “light doping” to indicate that only a few impurities are added to each 
nanocrystal. We note that in the language of bulk semiconductors, where the number of 
impurities is quoted per unit volume, the concentration of the dopants is still high.
22
 Of 
course, studying this limit where a small number of impurities are confined in a small 
volume provides an additional motivation to study their physical properties. In analyzing 
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the behavior of our materials, the results not only confirm electronic impurity doping in 
CdSe, but they also reveal unexpected complexity. The addition of even one impurity per 
nanocrystal causes a dramatic enhancement in the fluorescence efficiency. At slightly 
higher concentrations, a dopant-related fluorescence peak appears that dominates at 
cryogenic temperatures. In electrical measurements on films of Ag-doped CdSe 
nanocrystals (shown in Chapter 4), we observe non-monotonic shifts in the Fermi energy 
as a function of dopant concentration. We argue that all of these findings can be 
explained by an unexpected transition from n- to p-type doping for Ag with increasing 
impurity concentration.  
 
A priori, one would expect Ag
+
 to be a substitutional impurity, replacing Cd
2+
 in 
the CdSe lattice. In that case, the dopant could provide an extra hole due to its deficiency 
in valence electrons. In other words, Ag should be an acceptor (p-type impurity). Indeed, 
in the previous report on Ag-doped InAs nanocrystals, all of the observed trends in the 
high-doping limit were rationalized by p-type doping due to the substitution of Ag
+
 for 
In
3+
 in the lattice.
16
 Of course, as discussed further below, bulk studies have shown that 
impurity centers in semiconductors can be quite complex and it is difficult to predict 
whether Ag will be p- or n-type in either InAs or CdSe nanocrystals. Thus, experiments 
must be performed, particularly in nanocrystals where quantum confinement and surface 
effects can lead to new physics for the dopant. 
 
 
3.3 CATION EXCHANGE AS A NOVEL APPROACH FOR DOPING 
 
Ion exchange, via diffusion or exchange of atoms, has been demonstrated to be a 
facile and proficient way to create a variety of inorganic nanostructures starting from a 
parent nanostructure. Son et al.
27
 have shown that the process, by which one type of 
cation (positively charged atoms) is exchanged for another, takes place at a much faster 
rate in NCs than in bulk crystals, and is fully reversible. This is virtually forbidden in 
micro-sized or bulk crystals under the same environmental conditions and such 
modifications, if they can be accomplished at all, are typically very slow and require very 
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high temperatures or pressures. However, fast kinetics and reversibility of the reaction in 
NCs are considered to be mainly due to the lower activation barrier for the diffusion of 
atoms in nanocrystalline solids compared to the bulk phase. 
 
Son et al. studied these reactions by mixing colloidal CdSe NCs, dispersed in 
toluene, with a small amount of methanol (1% by volume) and a slight excess of silver 
nitrate (by moles) at room temperature. In less than one second, the silver cations reacted 
with the CdSe NCs to produce NCs of silver-selenide (Ag2Se). This can be explained by 
the strongly favorable thermodynamic driving force for the forward reaction from CdSe 
to Ag2Se. When these Ag2Se NCs were mixed with a solution containing an excess 
amount (50-100 fold excess by moles) of cadmium cations, the reaction was reversed. 
Though the reverse reaction took somewhat longer - about a minute - to complete, the 
final product was CdSe NCs which were nearly identical in size and shape to the starting 
material. The reversibility exists over multiple cycles of exchanges and the number of 
anions per NC was invariant over these cycles. 
 
Similar tests to transform hollow NCs of cadmium sulfide into hollow NCs of 
silver sulfide, and crystals of cadmium telluride in the shape of tetrapods into tetrapod 
crystals of silver telluride, were performed. Again, the transformation reactions were fast, 
complete, and fully reversible. The reaction could easily be extended to exchanges with 
other cations, e.g. Cu
2+
 and Pb
2+
. To date, however, attempts to induce exchanges of 
anions (negatively charged ions) have not been successful under similar experimental 
conditions, presumably because the much larger size of the anions, relative to the cations, 
makes diffusion more difficult. Thus, the reaction can be viewed as the diffusion of 
cations through the anion sublattice that has a limited flexibility.  
 
Robinson et al.
28
 suggested that, because of the high mobility of cations in the 
CdS (Se,Te) lattice, a partial cation exchange may lead to interesting patterns of 
segregated domains of Ag chalcogenide within a Cd-chalcogenide nanorod. They 
proceeded to convert a previously formed nanorod of a single chemical composition 
(CdS) into a striped pattern (CdS-Ag2S), by a single-step partial chemical transformation. 
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A linear arrangement of regularly spaced Ag2S dots, contained within a CdS rod, formed 
spontaneously at -66 
o
C, with ~36% cation exchange. 
 
Based on the above results, one could postulate that these cation exchange 
reactions could be used to dope NCs. If a partial cation exchange with a very low 
percentage (~1 %) of Ag
+
 ions could be carried out successfully, it might possibly dope 
the CdSe NCs. Silver is a good choice as the dopant because it is one of the fastest 
diffusers, and hence, it is easy to incorporate into the host material at ambient conditions. 
It has much more rapid diffusion rates than other common choices such as I2 or K
+29
 and 
possesses excellent ionic mobility. Moreover, Ag
+
 is known to be an effective p-type 
dopant in bulk PbTe, CdS, CdTe and HgTe.
30-32
 In addition to being stable in air, CdSe 
NCs have been studied extensively and a high degree of control over their size and shape 
has been achieved. Hence, our efforts below are aimed at p-type doping of CdSe NCs 
with silver as the dopant. 
 
 
3.4 RESULTS AND DISCUSSION 
 
To begin, we prepared lightly doped nanocrystals by adapting a standard cation-
exchange procedure for nanocrystals.
27,28,33
 As discussed above, it was shown that CdSe 
nanocrystals that were exposed to Ag cations in solution could be completely or partially 
converted to Ag2Se. However, due to the high efficiency of this exchange, it proved 
difficult to apply to doping at lower concentrations because the nanocrystals can quickly 
become heavily doped or even multi-phase. To avoid this, we included trioctylphosphine 
as a surfactant during the exchange to mediate the incorporation. Ethanolic AgNO3 was 
mixed with trioctylphosphine and added to a dispersion of pre-prepared CdSe 
nanocrystals
34
 with mild heating. The resulting nanocrystals were then isolated and 
dispersed in toluene. Nanocrystals with less than ~20 Ag per nanocrystal (<4% Ag to Cd) 
were stable for months under ambient. At higher concentrations, Ag films appeared on 
glass storage vials after several weeks, which has also been seen in Ag2Se nanocrystals.
35
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Figure 3.1: (a) The number of Ag atoms incorporated per 2.7-nm-diameter CdSe nanocrystal (NC), 
determined via ICP-OES and ICP-MS, versus the amount of Ag added to the exchange solution, as a 
percent of the total Cd present. (b) Electron micrograph of undoped 4.7-nm-diameter CdSe nanocrystals. 
(c) Electron micrograph of the same nanocrystals as in (b) but doped with ~12 Ag/NC (0.60% Ag). The 
insets in (b) and (c) show single-crystalline particles with size histograms that are unaltered by doping. (d) 
X-ray diffraction patterns for 3.0-nm-diameter CdSe nanocrystals with no Ag (black), 1.1 Ag/NC (0.20% 
Ag, red), 3.6 Ag/NC (0.67% Ag, blue), 7.7 Ag/NC (1.4% Ag, green), and 13.6 Ag/NC (2.5% Ag, brown). 
(e) Room-temperature absorption spectra of 2.7-nm-diameter CdSe nanocrystals dispersed in hexanes with 
no Ag (black), 1.2 Ag/NC (0.32% Ag, red), 1.9 Ag/NC (0.53% Ag, blue), 3.4 Ag/NC (0.93% Ag, green), 
and 5.4 Ag/NC (1.5% Ag, brown). 
 
One key advantage of the cation-exchange approach is that it automatically 
provides a control sample for determining changes due to doping. In other syntheses, 
where the impurities are added during the nanocrystal growth, it is challenging to prepare 
an undoped sample of the same size, shape, and quality. Furthermore, with cation 
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exchange, an entire series of samples that only differ by the amount of Ag that is 
incorporated can be easily prepared. In Figure 3.1a, we plot the average number of Ag 
atoms in 2.7-nm-diameter CdSe nanocrystals versus the amount of AgNO3 in the 
exchange solution. To quantify Ag incorporation, we used both inductively coupled 
plasma optical emission spectroscopy (ICP-OES) and mass spectroscopy (ICP-MS). We 
observed a consistent monotonic increase in the incorporated dopant with increasing 
AgNO3. Thus, dopant concentration could be easily controlled in the lightly doped limit. 
 
Figure 3.1b,c show transmission electron micrographs of 4.7-nm-diameter CdSe 
nanocrystals before and after the exchange process. This doped sample has a large 
number (~12) of Ag per nanocrystal. This was chosen to confirm that the particles are 
still highly crystalline (with no noticeable increase in stacking faults or twins) and have a 
size distribution that is unaltered even at this high concentration. X-ray diffraction 
patterns (Figure 3.1d) and room-temperature absorption spectra (Figure 3.1e) also show 
no significant changes as a function of dopant concentration. 
 
However, dramatic changes were observed when the nanocrystal fluorescence 
was analyzed. Figure 3.2 shows a set of undoped sample and doped sample under UV 
illumination. One can clearly observe that the doped NCs are much more fluorescent than 
the undoped NCs.  
 
Figure 3.2: Room-temperature (RT) image of 2.6-nm-diameter CdSe nanocrystals (NCs) dispersed in 
hexanes with no Ag (left sample), 2.7 Ag/NC (middle sample), and 13.7 Ag/NC (right sample) under UV 
illumination.  
43 
 
 
 
Figure 3.3: (a) Room-temperature (RT) fluorescence spectra of 3.1-nm-diameter CdSe nanocrystals 
(NCs) dispersed in hexanes with no Ag (black), 1.6 Ag/NC (0.3% Ag, red), 4.1 Ag/NC (0.74% Ag, blue), 
and 12.2 Ag/NC (2.22% Ag, green). The excitation wavelength was 350 nm. (b) The intensity of the band-
edge fluorescence peak near 560 nm plotted as a function of the number of Ag per nanocrystal. The colored 
data points correspond to the spectra in (a).  (c) RT data for 3.0-nm-diameter CdSe nanocrystals dispersed 
in hexanes, plotted as in (a), with no Ag (black), 1.3 Ag/NC (0.26% Ag, red), 5.0 Ag/NC (1.0% Ag, blue), 
and 8.0 Ag/NC (1.5% Ag, green). The inset magnifies the weak fluorescence feature near 700 nm.  (d) The 
intensity of the band-edge fluorescence peak near 560 nm (solid line) and the defect-related peak near 700 
nm (dashed line), plotted as in (b).  The colored data points correspond to the spectra in (c). 
 
Figure 3.3a shows room-temperature emission spectra for 3.1-nm-diameter CdSe 
nanocrystals dispersed in hexanes as a function of the average number of Ag per 
nanocrystal. To compare the data, we first matched the absorbance for all samples at the 
lowest-energy electronic transition by controlling the nanocrystal concentration in the 
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dispersion. The addition of the Ag clearly enhances the fluorescence, with the maximum 
intensity (Figure 3.3b) peaking around 2 Ag per nanocrystal. Additional Ag then 
decreases the intensity from this maximum.  
 
This same trend, an enhancement of the fluorescence with the addition of a few 
Ag per nanocrystal and then a slow decrease at higher concentrations, was observed 
consistently across different samples and sizes (Figure 3.3d and Figures 3.4 – 3.11). The 
magnitude of the initial increase depended on how much the nanocrystals had been 
cleaned, but we verified that the addition of trioctylphosphine alone (i.e., the 
replenishment of the surface ligand) could not explain the increase (Figure 3.11). 
Furthermore, we quantified the fluorescence quantum yield for the 3.5-nm-diameter 
sample shown in Figure 3.9 and observed a jump from 14% to 27% with the addition of 
1.2 Ag per nanocrystal.  Note that the quantum yield of CdSe nanocrystals with ~2 Ag 
atoms is comparable to that of CdSe/ZnS core/shell nanocrystals.
36,37
  
 
 
Figure 3.4: Optical characterization of 3.6-nm-diameter Ag-doped CdSe nanocrystals (NCs) dispersed in 
hexanes. (a) Room-temperature photoluminescence spectra of an undoped sample (black) and a series of 
doped samples with 0.6 Ag/NC (red), 1.1 Ag/NC (blue), 1.9 Ag/NC (dark cyan), and 20.7 Ag/NC (green). 
(b) Variation in the band-edge peak intensity with Ag doping. The black, red, blue, dark cyan, and green 
circles show the maximum fluorescence intensity for the spectra in (a). The addition of a few Ag atoms 
enhances the fluorescence by a factor of 1.3 and then the fluorescence slowly drops down with further 
doping. 
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Figure 3.5: Optical characterization of 4.3-nm-diameter Ag-doped CdSe nanocrystals (NCs) dispersed in 
hexanes. (a) Room-temperature photoluminescence spectra of an undoped sample (black) and a series of 
doped samples with 3.4 Ag/NC (red), 6.9 Ag/NC (blue), 15.6 Ag/NC (dark cyan), and 30.1 Ag/NC (green). 
(b) Variation in the band-edge peak intensity with Ag doping for the samples in (a). The black, red, blue, 
dark cyan, and green circles show the maximum fluorescence intensity for the spectra in (a). The addition 
of a few Ag atoms enhances the fluorescence by a factor of 3 and then the fluorescence slowly drops down 
with further doping. 
 
Figure 3.6: Optical characterization of 3.27-nm-diameter Ag-doped CdSe nanocrystals (NCs) dispersed 
in hexanes. (a) Room-temperature photoluminescence spectra of an undoped sample (black) and a series of 
doped samples with 2.8 Ag/NC (red), 5.0 Ag/NC (blue), 9.8 Ag/NC (dark cyan), and 14.5 Ag/NC (green). 
The inset shows the magnified image of a weak defect-state peak on the long-wavelength side of the band-
edge peak present only in the doped samples.  (b) Variation in the band-edge (solid lines and filled circles) 
and defect-state (dashed lines and open circles) peak intensity with Ag doping. The black, red, blue, dark 
cyan, and green circles show the maximum fluorescence intensity and defect-state peak intensity for the 
spectra in (a). The addition of a few Ag atoms enhances the band-edge fluorescence and then the 
fluorescence slowly drops down with further doping while the defect peak grows uniformly with doping. 
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Figure 3.7: Optical characterization of 3.33-nm-diameter Ag-doped CdSe nanocrystals (NCs) dispersed 
in hexanes.  (a) Room-temperature photoluminescence spectra of an undoped sample (black) and a series of 
doped samples with 0.9 Ag/NC (red), 2.0 Ag/NC (blue), 11.4 Ag/NC (dark cyan), and 15.0 Ag/NC (green). 
The inset shows the magnified image of a weak defect-state peak on the long-wavelength side of the band-
edge peak present only in the doped samples.  (b) Variation in the band-edge (solid lines and filled circles) 
and defect-state (dashed lines and open circles) peak intensity with Ag doping for the samples in (a). The 
black, red, blue, dark cyan, and green circles show the maximum fluorescence intensity and defect-state 
peak intensity for the spectra in (a). The addition of a few Ag atoms enhances the band-edge fluorescence 
and then the fluorescence slowly drops down with further doping while the defect peak grows uniformly 
with doping. 
 
Figure 3.8: Optical characterization of 3.4-nm-diameter Ag-doped CdSe nanocrystals (NCs) dispersed in 
hexanes. (a) Room-temperature photoluminescence spectra of an undoped sample (black) and a series of 
doped samples with 0.8 Ag/NC (red), 1.5 Ag/NC (blue), 7.5 Ag/NC (dark cyan), and 30.1 Ag/NC (green). 
The inset shows the magnified image of a weak defect-state peak on the long-wavelength side of the band-
edge peak present only in the doped samples.  (b) Variation in the band-edge (solid lines and filled circles) 
and defect-state (dashed lines and open circles) peak intensity with Ag doping. The black, red, blue, dark 
cyan, and green circles show the maximum fluorescence intensity and defect-state peak intensity for the 
spectra in (a.) The addition of a few Ag atoms enhances the band-edge fluorescence and then the 
fluorescence slowly drops down with further doping while the defect peak grows uniformly with doping. 
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Figure 3.9: Optical characterization of 3.5-nm-diameter Ag-doped CdSe nanocrystals (NCs) dispersed in 
hexanes. (a) Room-temperature photoluminescence spectra of an undoped sample (black) and a series of 
doped samples with 1.2 Ag/NC (red), 3.5 Ag/NC (blue), 7.1 Ag/NC (dark cyan), and 18.4 Ag/NC (green). 
The inset shows the magnified image of a weak defect-state peak on the long-wavelength side of the band-
edge peak present only in the doped samples.  (b) Variation in the band-edge (solid lines and filled circles) 
and defect-state (dashed lines and open circles) peak intensity with Ag doping for the samples in (a). The 
black, red, blue, dark cyan, and green circles show the maximum fluorescence intensity and defect-state 
peak intensity for the spectra in (a). The addition of a few Ag atoms enhances the band-edge fluorescence 
and then the fluorescence slowly drops down with further doping while the defect peak grows uniformly 
with doping.  The fluorescence quantum yield was estimated for the undoped and 1.2 Ag/NC samples.  An 
increase from 14 to 27% was measured. 
 
Figure 3.10: Optical characterization of 3.9-nm-diameter Ag-doped CdSe nanocrystals (NCs) dispersed 
in hexanes. (a) Room-temperature photoluminescence spectra of an undoped sample (black) and a series of 
doped samples with 2.3 Ag/NC (red), 7.2 Ag/NC (blue), and 12.7 Ag/NC (dark cyan). The inset shows the 
magnified image of a weak defect-state peak on the long-wavelength side of the band-edge peak present 
only in the doped samples.  (b) Variation in the band-edge (solid lines and filled circles) and defect-state 
(dashed lines and open circles) peak intensity with Ag doping for the samples in (a). The black, red, blue, 
and dark cyan circles show the maximum fluorescence intensity and defect-state peak intensity for the 
spectra in (a). The addition of a few Ag atoms enhances the band-edge fluorescence and then the 
fluorescence slowly drops down with further doping while the defect peak grows uniformly with doping. 
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Figure 3.11: Optical characterization of 4.8-nm-diameter Ag-doped CdSe nanocrystals dispersed in 
hexanes with a tri-n-octylphosphine control experiment. (a) Room-temperature photoluminescence spectra 
of an undoped oleic-acid-capped CdSe nanocrystal (NC) sample (black), an undoped CdSe sample mixed 
with tri-n-octylphosphine to replicate the doping conditions (red), and two doped samples with 6.8 Ag/NC 
(blue) and 11.4 Ag/NC (dark cyan). The inset shows the magnified image of a weak defect-state peak on 
the long-wavelength side of the band-edge peak present only in the doped samples.  (b) Variation in the 
band-edge (solid lines and filled circles) and defect-state (dashed lines and open circles) peak intensity for 
the samples in (a). The black, red, blue, and dark cyan circles show the maximum fluorescence intensity 
and defect-state peak intensity for the spectra in (a). While the addition of tri-n-octylphosphine enhances 
the band-edge fluorescence of the undoped sample, the addition of a few Ag atoms has a much greater 
impact on the band-edge fluorescence. Addition of tri-n-octylphosphine has no effect on the defect peak 
intensity in the undoped sample, which supports the conclusion that this feature is due to the presence of 
the dopants. 
 
The rise in the fluorescence intensity with the addition of a few dopants is quite 
unexpected.  For example, it was recently reported that the fluorescence of CdSe/CdS 
quantum dot/rods is quenched 100-fold with the introduction of Cu impurities.
38
 To 
explain our enhancement, several possible mechanisms can be considered. First, each Ag 
atom could provide an extra carrier (either electron or hole) to one of the quantum-
confined levels of the nanocrystal and enhance the radiative rate. This would be 
surprising because the presence of the extra carrier should cause rapid nonradiative Auger 
recombination,
39
 which should decrease the fluorescence intensity. Nevertheless, an 
increase in fluorescence intensity has been observed in CdSe nanocrystals in which an 
extra electron was injected via electrochemical doping.
9
 In that case, the increase was 
explained by the presence of a negatively charged exciton (or negative trion, X
-
), which 
should have a faster radiative rate than a neutral exciton. Further, it has recently been 
argued that Auger recombination is much less efficient for the negative trion compared to 
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the positive trion,
40
 which in principle could rationalize why the fluorescence is not 
quenched with the addition of an extra carrier. This picture would then suggest that the 
Ag acts as a donor and provides an extra electron.  However, this explanation suffers 
from several inconsistencies with the data. The presence of an extra electron in a 
quantum-confined level would induce a bleach in the lowest energy absorption feature,
7
 
which we do not observe (Figure 3.1e). An increase of the fluorescence by a factor of ~10 
is also difficult to explain quantitatively based on the negative trion model.
41
  
 
A second explanation is that the Ag atoms passivate nonradiative traps, either by 
binding to the nanocrystal surface directly or by incorporating into the nanocrystal and 
providing extra carriers that then fill these traps. However, the data would then suggest 
that in all samples only ~2 traps must be filled to have a dramatic effect.  While possible, 
we believe this explanation is unlikely. 
 
Rather, we propose that a third mechanism is more plausible. We must recognize 
that a fundamental difference exists between impurity doping and electrochemical 
doping.  In impurity doping, one does not just add an extra carrier, but also the impurity 
center as well.  If the extra carrier fills a trap (or otherwise escapes from the nanocrystal, 
for example by reducing some chemical species on the nanocrystal surface or in the 
surrounding matrix
25
), this will leave behind an ionized impurity center in the 
nanocrystal. Even at one or two impurities, the electrostatic field of such centers can 
presumably influence the fluorescence. For example, positively charged CdSe 
nanocrystals have recently been invoked to explain nanocrystals with unusual 
brightness.
42,43
 If the Ag atoms provide extra electrons, which then leave to traps outside 
the nanocrystals, this would induce a positively charged impurity center, which could 
enhance the brightness. This would suggest that Ag is acting as an n-type donor.   
 
In addition to the initial rise, the fluorescence spectra also reveal a weak feature 
on the long-wavelength side of the main “band-edge” emission peak (Figure 3.3c). This 
weak feature appears only in the doped samples, increases in intensity with dopant 
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concentration (Figure 3.3d), and was present in all sizes of Ag-doped CdSe nanocrystals 
(Figures 3.6-3.11). 
 
Figure 3.12: (a) Fluorescence spectra of the 3.0-nm-diameter CdSe nanocrystals (NCs) from Figure 2c 
cast as neat films and cooled to 10 K.  The samples have no Ag (black), 1.3 Ag/NC (0.26% Ag, gray), 5.0 
Ag/NC (1.0% Ag, green), 8.0 Ag/NC (1.5% Ag, blue), and 21 Ag/NC (4.0% Ag, red). The spectra were 
normalized to the peak of the band-edge feature. The excitation wavelength was 430 nm. (b) Normalized 
spectra from (a) after subtracting the deep-trap fluorescence that is present in all CdSe nanocrystals at low 
temperatures [see black curve in (a)].  The energy separation between the band-edge peak and the defect-
related feature is marked with vertical lines.  (c) This energy separation, which is assigned to the defect 
binding energy, versus the inverse nanocrystal radius squared. The values were extracted from data as in 
(b) for a range of nanocrystal sizes.  A linear regression fit (red line) yields a coefficient of determination of 
0.992. The error bars represent the standard deviation from averaging 2 to 5 samples for each size.  Data 
points without error bars are for one sample.  (d) The extracted linewidth (red) and energy shift (black) of 
the band-edge fluorescence peak versus the number of Ag per nanocrystal. 
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However, because its intensity is 30-100 times less than the main peak, an 
analysis is challenging from room-temperature data. Therefore, we cast neat films of the 
nanocrystals on sapphire discs and acquired fluorescence spectra at 10 K. The results, 
shown in Figure 3.12a, are normalized to the intensity of the band-edge peak. The weak 
feature is more intense at low temperature and becomes prominent at higher doping. To 
resolve this feature further, we subtracted the “deep-trap” fluorescence that is present in 
all CdSe nanocrystals at 10 K (see the black curve for the undoped sample in Figure 
3.12a). The resulting spectra (Figure 3.12b) show a dopant-related peak separated from 
the band-edge emission by a constant 294 meV.  
 
One possible origin for this dopant-related peak is the recombination of carriers 
that are bound to the impurity with those that are optically excited into the lowest 
quantum-confined level. The separation would then be related to the binding energy of 
the impurity. To explore this, we measured the low-temperature fluorescence spectra for 
different sizes of Ag-doped CdSe nanocrystals and extracted the separation between the 
dopant-related peak and the band-edge emission. If the separation is due to the binding 
energy, its size dependence should depend on the confinement regime of the dopant.
44
 If 
the dopant is weakly confined, its binding energy should scale as 1/R
2
, where R is the 
nanocrystal radius.  If the dopant is strongly confined, it should go as 1/R. Assuming 
hydrogenic impurities, an acceptor in CdSe would have a Bohr radius of ~0.7 nm. Thus, 
in our size regime it should be weakly confined and yield a 1/R
2
 size dependence. In 
contrast, a donor in CdSe would have a Bohr radius of ~5.0 nm, would be strongly 
confined, and lead to a 1/R dependence. Figure 3.12c and Figure 3.13 plot the data versus 
1/R
2
 and 1/R, respectively. Unfortunately, the data fit well to either dependence (with 
coefficients of determination of 0.992 and 0.997). Consequently, it is difficult to 
distinguish the two cases from the size dependence.  However, if we extrapolate each fit 
to infinite size, we can estimate what each scaling would predict for the binding energy of 
Ag in bulk CdSe. We extract values of 180 and 83 meV, respectively. These values are 
much closer to what is expected
45,46
 for a hydrogenic acceptor (84 meV) than for a 
hydrogenic donor (13 meV) in CdSe. Thus, keeping in mind all of the assumptions in the 
above analysis, this defect-related peak appears to be more consistent with Ag as an 
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acceptor. The dopant-related peak would then be explained by the recombination of 
photoexcited electrons with Ag-bound holes. In this case, at higher concentrations, where 
the dopant-related peak becomes significant, Ag is acting as a p-type dopant. 
 
Figure 3.13: The energy separation between the band-edge emission feature and the dopant-related 
peak, assigned to the defect binding energy, plotted versus the inverse nanocrystal radius. The values were 
extracted from data as in Figure 3.12b for a range of nanocrystal sizes.  A linear regression fit (red line) 
yields a coefficient of determination of 0.997. The error bars represent the standard deviation from 
averaging 2 to 5 samples for each size.  Data points without error bars are for one sample. 
 
At this point, it may be helpful to summarize our interpretation of the optical data.  
At low doping of Ag, we argue that the impurity is an n-type dopant.  Because the donor 
electrons are quickly trapped outside the nanocrystals, the particles become positively 
charged due to the ionized impurity.  The absence of an extra electron in the conduction 
band states of the nanocrystals can explain the absence of changes in the absorption 
spectra (Figure 3.1e) and Auger quenching.
39
  At the same time, the positive impurity 
center can explain the enhanced photoluminescence. At higher doping, the Ag begins to 
behave as a p-type dopant. Because of the strong binding energy and localized character 
of a hydrogenic acceptor in CdSe, a small population of the extra holes remain bound to 
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the impurity center even at room temperature. This gives rise to the weak dopant-related 
shoulder in Figure 3.3c. At 10K where thermal activation is diminished, a much larger 
percent of the holes remain bound, leading to the more pronounced dopant-related peak 
in Figure 3.12b. 
 
Before discussing this further, we note that other subtle changes were observed in 
the fluorescence with doping (Figure 3.12d). At 10 K, the band-edge peak shifts to higher 
energy; its linewidth decreases by ~25% with the incorporation of just 1.3 Ag per 
nanocrystal (0.26% Ag). While the exact origin of these effects is not yet clear, both the 
blue shift and line narrowing in our lightly-doped samples are in contrast to observations 
in the heavily-doped InAs nanocrystals.
16
 There, room-temperature red shifts and peak 
broadening were explained by band tailing due to high doping. At room temperature, our 
samples exhibit essentially no change in peak position or linewidth in the low-doping 
limit (<10 Ag per nanocrystal).  
 
While the optical results clearly show that the addition of a few Ag per 
nanocrystal can cause large changes, our interpretation, in which Ag acts as a n-type 
dopant (donor) at very low concentrations and then transitions to a p-type donor 
(acceptor) as the number of Ag per nanocrystal is increased, is fairly speculative. If such 
a doping trend occurs, however, it should also affect electrical transport. To study the 
effect of silver on the transport properties of CdSe nanocrystals, we fabricate thin film 
transistors of both undoped and Ag-doped CdSe nanocrystals. We discuss the electrical 
transport in these nanocrystal samples in the next chapter.  
 
 
3.5 EXPERIMENTAL SECTION 
 
3.5.1 Chemicals and Substrates 
Carbon tetrachloride (reagent grade, 99.9%), chloroform (HPLC grade, ≥99.8%), 
hexadecylamine (HDA, technical grade, 90%), methanol (HPLC grade,  ≥99.9%), 
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anhydrous methanol (99.8%), anhydrous ethanol (≥99.5%), octane (reagent grade, 98%), 
anhydrous octane (≥99%), selenium pellets (Se, 99.999%), tetrachloroethylene (TCE, 
spectrophotometric grade, ≥99.9%), toluene (HPLC grade, 99.9%), diphenylphosphine 
(DPP, 98%), tri-n-octylphosphine (TOP, technical grade, 90%), tri-n-octylphosphine 
oxide (TOPO, technical grade, 90%), hydrochloric acid (TraceSELECT®, for trace 
analysis, fuming, ≥37%), and nitric acid [TraceSELECT®, for trace analysis, ≥69.0% 
(T)] were purchased from Sigma Aldrich. Hexanes (ACS grade) was purchased from 
VWR International. Reagent alcohol (histological grade, 90% ethanol, 5% methanol, and 
5% butanol) and butanol were obtained from Fisher Scientific. n-dodecylphosphonic acid 
(DDPA) was purchased from PCI Synthesis. Cadmium (II) oxide (CdO, 99.999%) and 
silver nitrate (AgNO3, 99.9995%) were purchased from Strem Chemicals. All chemicals 
were used as delivered without further purification. 
 
Circular sapphire windows, 12.7 mm (0.5") in diameter and 1.0 mm (0.040") 
thick, were purchased from Esco Products Inc.  
 
3.5.2 Synthesis of CdSe Nanocrystals 
CdSe nanocrystals were prepared by modifying a known procedure.
34
 For 3-nm-
diameter CdSe nanocrystals, CdO (410.0 mg, 3.2 mmol), hexadecylamine (HDA, 18.54 
g, 76.8 mmol), n-dodecylphosphonic acid  (DDPA, 1.608 g, 6.4 mmol), and tri-n-
octylphosphine oxide  (TOPO, 8.096 g, 20.9 mmol) were heated to 90 °C in a 100-ml 
four-neck round-bottom flask with continuous stirring. The flask was degassed under 
vacuum (<20 millitorr) and purged with dry N2. The degassing process was repeated at 
least three times to remove water and O2. The mixture was then heated to 315 °C under 
N2, and held at that temperature for nearly 30 minutes until the precursor solution turned 
clear. After stabilizing the colorless mixture at 280 °C, a mixture of 20 ml of a 0.2 M 
solution of Se in tri-n-octylphosphine (TOP, 4 mmol) and 0.3 ml of diphenylphosphine 
(DPP) prepared in a N2-filled glove box was rapidly injected into the reaction vessel with 
continuous stirring, resulting in a temperature drop to ~225 °C. The temperature was then 
quickly elevated to ~270 °C using a heat gun, and kept at that temperature for ~10 
minutes to facilitate nanocrystal growth. The reaction vessel was cooled to ~90 °C and 40 
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ml of 1-butanol was added to prevent solidification of the reaction mixture. The 
nanocrystals were isolated by addition of methanol to induce flocculation, followed by 
centrifugation. The resulting precipitate yielded nanocrystals with surfaces coated by a 
mixture of HDA, DDPA, and TOP/TOPO.  
 
To remove excess ligands, several additional purification steps were performed.  
Namely, the precipitate was redispersed in hexanes and centrifuged. The supernatant, 
which contained the nanocrystals was saved, and the precipitate [mostly unreacted 
hexadecylamine (HDA)] was redispersed in hexanes and centrifuged again to extract 
more nanocrystals. This process was repeated multiple times (typically 3) until all the 
possible nanocrystals were extracted from the precipitate into the supernatant. The 
dispersion was then stored overnight in a freezer (–20 °C). During this time, excess 
surfactant precipitated out of the dispersion and was removed by centrifugation. The 
supernatant was then filtered through a 0.2 µm polytetrafluoroethylene (PTFE) syringe 
filter, reagent alcohol was added, and the solution was centrifuged. Multiple iterations (in 
general two more cycles) of redispersion and precipitation using hexanes and reagent 
alcohol were done to obtain pure CdSe nanocrystals. Finally the nanocrystals, isolated as 
solid centrifuge pellets, were dried under vacuum, dispersed in toluene, filtered through a 
0.2 µm PTFE syringe filter to obtain a stable colloidal dispersion and stored under 
ambient conditions until needed.  
 
3.5.3 Doping of CdSe Nanocrystals with Ag 
 To incorporate Ag, a typical exchange reaction heated 6 ml of a 5 mg/ml 
dispersion of CdSe nanocrystals in toluene to ~60 °C in a glass vial with continuous 
stirring. 1 ml of 0.1 M ethanolic AgNO3 was combined with 1.5 ml of TOP and then 
added to the rapidly stirring dispersion. After ~2 minutes the reaction was quenched with 
~10 ml of ethanol. The precipitated nanocrystals were isolated by centrifugation and then 
dispersed and isolated several times with hexanes and ethanol, respectively, to obtain a 
clean product. This process generates nanocrystals with ~1 Ag per particle on average. 
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3.5.4 Sample Characterization 
X-ray diffraction (XRD), transmission electron microscopy (TEM), inductively 
coupled plasma optical emission spectroscopy (ICP-OES), inductively coupled plasma 
mass spectroscopy (ICP-MS), ultraviolet-visible (UV-Vis) absorption spectroscopy, and 
fluorescence spectroscopy were used to characterize the size, shape, structure, 
composition, and optical properties of the doped nanocrystals.  
 
For XRD, a Bruker-AXS microdiffractometer was utilized to collect wide-angle 
powder patterns (Cu-Kα). Samples were prepared from concentrated dispersions of CdSe 
nanocrystals in hexane. Films of these nanocrystals were deposited onto heavily doped Si 
wafers covered with a thermally grown 300-nm-thick SiO2 layer.  
 
For TEM, an FEI Tecnai G2 F30 microscope was used to image the nanocrystals 
with an acceleration voltage of 300 kV. Each sample was prepared by depositing a drop 
of a dilute dispersion of nanocrystals in hexanes onto a 400-mesh carbon-coated copper 
grid and allowing the solvent to evaporate at room temperature.  
 
For optical characterization, nanocrystals were dispersed in hexanes and placed in 
a 1-cm-path-length quartz cuvette.  Absorption spectra were obtained using a Cary 5E 
UV-Vis-near-infrared spectrophotometer. Photoluminescence spectra were collected with 
a Spex Fluorolog-2 spectroﬂuorometer equipped with two double monochromators (0.22 
m, SPEX 1680) and a 450 W xenon lamp as the excitation source.  For measurements at 
10 K, the nanocrystals were deposited on sapphire flats that were mounted in a Janis 
continuous flow cryostat that was positioned in the sample compartment of the 
fluorometer. 
 
For ICP-MS, we used a Thermo Scientific XSeries2 instrument with a hexapole 
collision/reaction cell. For calibration, we compared the intensities of the unknown to 
data from 4 multi-element standards purchased from SPEX Industries. Elements were 
analyzed at standard mass resolution using the helium/hydrogen collision reaction mode 
with kinetic energy discrimination.  The mean and standard deviation were calculated 
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from five measurements on each sample. The unknowns were introduced with an ESI 
PC3 (Peltier cooler) FAST system with sample loops to reduce oxide formation and 
carryover between samples.  
89
Y was used as an internal standard.  
 
For ICP-OES, we used a Thermo Scientific iCAP 6500 duo optical emission 
spectrometer with a simultaneous charge-induction detector. We measured each sample 
five times to determine the mean and standard deviation for each elemental wavelength. 
For calibration, we utilized NIST-traceable single or multi-element standards. To lessen 
matrix effects, we matched the matrix acid for all blanks, standards, and samples. We 
diluted each sample such that the elemental concentrations were in the linear range of the 
standard and detector combination. The probe and all tubing for introduction of the 
samples were made from Teflon and flushed for at least 45 seconds with clean matrix 
acid.  
 
For both ICP-MS and ICP-OES, samples were prepared by dissolving ~1-2 mg of 
vacuum-dried nanocrystals in 5 ml of aqua regia (3:1 HCl:HNO3). The resulting ions 
were then diluted to ~100 ppm with 18 MΩ deionized water. To avoid contamination, 
trace-grade acids (HCl and HNO3) and HCl-leached plasticware and glassware were 
used. 
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CHAPTER 4 
 
ELECTRICAL TRANSPORT IN DOPED CdSe 
NANOCRYSTAL ASSEMBLIES* 
 
 
4.1 OVERVIEW 
 
As discussed in the previous chapter, we have successfully doped CdSe 
nanocrystals with Ag impurities and investigated their optical properties. While Ag is 
expected to be a substitutional acceptor, we observe non-monotonic trends in the 
fluorescence which suggests that Ag changes from an interstitial (n-type) to a 
substitutional (p-type) impurity with increased doping. In this chapter, we study electrical 
transport in Ag-doped CdSe nanocrystal assemblies with the aid of thin film transistors 
and use the results to explain the trends observed from our optical data. Furthermore, we 
investigate the influence of another dopant – aluminium – on the charge transport in 
CdSe nanocrystal films.  
 
 
4.2 INTRODUCTION 
 
The ability of colloidal nanocrystals (NCs) to be cast as films, with very high 
degree of order, presents an opportunity to engineer their band structure. These NC solids 
rely on interactions facilitated by the long surfactants and the drying solvent. Colloidal 
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semiconductor (SC) NCs are typically capped with bulky organic molecules such as 
dodecanethiol, hexadecylamine, oleylamine, dodecylphosphonic acid, oleic acid, tri-n-
octyphosphine and tri-n-ctylphosphine oxide. While these surfactants are essential to 
prevent aggregation and keep the NCs dispersed in various solvents thus providing 
immense chemical flexibility, this shell of organic ligands surrounding the inorganic 
crystalline NC core acts as an electrically insulating barrier and seriously hinders charge 
transport in NC films. Charge transport in NC films is inherently different from that in 
bulk inorganic semiconductors due to the potential barrier that exists at the boundary of 
each NC, and an even higher potential barrier due to the organic capping layer, which 
inhibits charge transport. Thus strategies need to be devised to improve the conduction in 
NC films for potential use in electronic and optoelectronic devices. However, prior to 
that, one needs to understand the mechanism of charge transport in these films which is 
discussed in the following section. 
 
 
4.3 CHARGE TRANSPORT IN NANOCRYSTAL SOLIDS 
 
4.3.1 Transport between Resonant Sites 
Interparticle charge transport, which can be described as transport between sets of 
localized states separated by potential walls, is the key rate limiting step in conduction in 
NC films. When two resonant energy-levels (say two NCs of the same size and thus at 
the same energy level) are separated by a barrier of higher energy (ligands which lend a 
finite potential barrier), charge transport between them is classically forbidden. Quantum 
mechanically, however, the wave-functions on the two sites decay exponentially in the 
barrier, and the overlap between them results in a finite probability of tunneling.
1
 
According to the Wentzel-Kramers-Brillouin (WKB) approximation, the resonant 
tunneling rate (Γ) between two sites is given by 
2-4
 


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
−Γ=Γ ∗ REm a0 2
1
exp
h
    (4.1)
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where, m* is the effective mass of the charge carrier, R is the width of the barrier (spatial 
edge-to-edge distance between the NCs due to ligands) and Ea corresponds to its height. 
Γ0 is the rate at vanishing barrier height or width. For simplicity the exponent is often 
written as -2R/a, where a represents the decay of the squared wave-function in the barrier 
and is called the localization length. One can immediately observe that the tunneling rate 
varies exponentially with the separation between the NCs. Thus, decreasing the 
separation i.e. reducing the length of the ligands would be one viable strategy to 
increasing the tunneling rate of charge carriers between NCs. The height of the barrier 
can be reduced effectively by introducing cross linking agents as well.5,6 
 
4.3.2 Transport between Disordered Non-Resonant Sites 
The above expression (4.1) assumes tunneling between resonant sites i.e. an ideal 
scenario in which one has a sample of monodisperse NCs with homogeneous electronic 
states. Charge transfer between two NCs is most efficient when their energies are equal. 
However, the energetic landscapes of NC films are not usually resonant and are subject to 
large degrees of disorder, even if not obviously visible in transmission electron 
microscopy (TEM) images. There exists a finite size and shape dispersion in NCs. As the 
energy levels of these NCs are strongly size dependent, this size distribution always leads 
to a finite distribution of orbital energies in a NC film. Disorder can also occur in NC 
films due to differences in packing which leads to variation in widths of the tunneling 
barrier.  
 
As a result, charge transport is non-resonant: each time a charge carrier moves 
from one site in the material to another, energy has to be absorbed or emitted during the 
transition (Figure 4.1). This process of non-resonant tunnelling is also called hopping. 
The term hopping, previously used to describe a thermally activated conduction 
mechanism, has also been broadly used in literature to explain charge transport between 
two localized states.7 In this terminology, the emphasis lies on whether the transport 
occurs between localized states or not, rather than how the transport is occurring. Thus, 
even charge transport via tunneling can be named hopping if the charge transport occurs 
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between two localized states.8 For example, although models such as the “Nearest 
Neighbor Hopping” or the “Variable Range Hopping” contain the term hopping, the 
physics is based on tunneling. To avoid any confusion, when we refer to just hopping 
here, we shall be addressing the thermally activated process. 
 
Figure 4.1: Schematic description of hopping following the Miller-Abraham expression. 
 
It is noteworthy, that, at any given temperature, charge transport can proceed 
through both a hopping and a tunneling mechanism, with varying degrees of dominancy. 
To describe a hopping rate, an expression that contains the energy mismatch ∆E between 
initial and final sites is required. In 1960, Miller and Abrahams9 derived such an 
expression wherein the hopping probability is given by 
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for ∆E < 0 
Since the conductivity is directly proportional to the hopping rate, any expression 
that describes the conductivity in a sample should also take into account the dependence 
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of hopping rate on the barrier width and temperature. In general, the temperature 
dependency of conductivity, σ, can be expressed by8 














−
n
T
T0exp~σ  
where, T0 is a constant. At very high temperatures, thermally activated hopping is the 
dominant conduction mechanism (n=1), following Arrhenius-type temperature 
dependence. As the temperature decreases, the hopping mechanism is suppressed due to 
lower thermal energies, and the tunneling mechanism starts to dominate. Charge transfer 
occurs via sequential tunneling between the nearest neighboring localized states called 
Nearest Neighbor Hopping (NNH, n=1). In this temperature regime, the conductivity still 
follows the Arrhenius-type temperature dependence with lower activation energy than 
that of the hopping mechanism. As temperature decreases further, the energy disorder in 
electronic states starts to gain prominence in determining tunneling probability. This 
leads to origin of Variable Range Hopping (VRH). 
 
When the tunneling probability is given by equation 4.2, it depends exponentially 
on the distance between initial and final site and on the increase in energy. Consider 
Figure 4.1; when a charge moves from e.g. site I to site II it minimizes the tunneling 
distance, but it has to pay for this because the energy mismatch is large. Tunneling from 
site I to site V minimizes ∆E, but corresponds to a larger value of R. In general there is an 
optimum combination of R and ∆E that maximizes the total tunneling probability. As the 
second term in equation 4.2 decreases with increasing temperature, the first term becomes 
more important resulting in a smaller optimum R. Thus, the balance between distance and 
energy dependence determines the temperature dependence of conductivity in disordered 
systems. This balance depends on (i) the expression for the tunneling rate, and (ii) the 
energy dependence of the distance between sites R (∆E). In this temperature regime, it is 
possible that the energy cost of tunneling to a distant site is smaller than the tunneling to 
a neighboring site, and tunneling to a distant site becomes the most efficient tunneling 
route (Mott-VRH with n=1/4).10 If the temperature is lowered further, Coulomb 
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interactions between electrons must be taken into account and leads to Efros and 
Shklovskii-variable range hopping (ES-VRH with n=1/2).3,10  
 
4.3.3 Coulombic Charging Energy 
In addition to the above factors, there is another parameter that has an important 
contribution to charge transport in these disordered systems. When a charge carrier is 
transferred into a NC, the carrier polarizes the dielectric medium of the NC. Since the 
dielectric screening length of a NC is in general larger than its radius, the electron 
induces negative charge density on the surface of NC which leads to a Coulombic 
interaction between the carrier, the dielectric medium and the neighboring states. Once 
the electron hops to a neighboring state which is at a different energy level, the charge 
density is now localized at a different level. The entire system now reacts to this change 
by adjusting their respective energy states. This interaction demands that a finite amount 
of energy needs to be paid always for a hopping event to occur. At higher temperatures, 
thermal energy washes out this effect but at lower temperatures, the Coulomb potential 
becomes increasingly significant. At very low temperatures, this energy (also known as 
the Coulomb blockade) sets the minimum penalty that needs to be paid for a hopping 
event to occur and is given by  
R
e
E
0
2
C 4πεε
β
=  
where β is a numerical coefficient equal to 0.35, ε is dielectric constant of the medium 
and R is the radius of the NC.11 
 
 
4.4 STRATEGIES TO IMPROVE CONDUCTIVITY IN NANOCRYSTAL FILMS 
 
As discussed in the previous section, the bulky organic ligands on the surface of 
the NCs hinder charge transport. One simple way to remove these ligands and reduce 
interparticle spacing would be through high temperature annealing of the NCs. However, 
annealing often leads to sintering of NCs (and hence one loses the size-dependent 
properties of the material) and at times also leaves behind unwanted carbon species.12,13 
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On one hand, while removing these ligands would lead to higher conductivities, more 
often than not, it generates dangling bonds on the surface and mid-gap states which acts 
as charge carrier traps.14 To avoid this, ligand exchanges with short chain ligands, which 
reduce the interparticle separation as well as passivate the surface, have also been used to 
good effect.15 This approach effectively reduces the size of the potential barrier and 
increases the coupling between the particles. Typical short chain ligands include 
pyridine16 and 1-butylamine.17 With these systems, ligand exchange is accomplished with 
the particles dispersed in solution and then the NCs are deposited as a thin film. Mild 
annealing or applying vacuum removes the ligands leading to conductive assemblies. A 
typical drawback of this approach is that the ligand-exchanged particles are not very 
stable in solution anymore which often leads to aggregation 
 
To avoid this scenario, ligand exchange is carried out within NC films instead. 
This approach involves immersing or dipping a NC film capped with bulky ligands into a 
solution containing a stoichiometric excess of the new short-chain capping ligands such 
as ethanedithiol,18 sodium hydroxide19-21 or hydrazine.22 The mobilities of these SC NC 
systems are competitive with the best organic materials. However, they are still orders of 
magnitude worse than bulk SCs. 
 
Recently, huge advances have been made in obtaining fairly conductive NC 
assemblies, mobilities of which are comparable to those in bulk. Most notably, replacing 
the bulky ligands with soluble molecualr metal chalcogenide complexes (MCCs) such as 
SnS4
4–, Sn2Se6
4–, In2Se4
2–, and Ge2S10
4– resulted in NCs which could be dispersed in polar 
solvents like water, formamide and dimethylsulfoxide.23-25 Also, on mild heating after 
deposition onto thin films, these Zintl ions decompose to form their respective 
chalcogenides which not only decreases the inter-particle spacing even further but also 
“sticks” the particles together forming a robust and conductive NC assembly. Other 
successful approaches include replacing organic capping ligands on chemically 
synthesized NCs with metal-free inorganic ions26 such as S2-, HS-, Se2-, HSe-, Te2-, HTe-, 
TeS3
2-, OH- and NH2- and thiocyanates27 (SCN-). 
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4.5 CHARGE TRANSPORT IN CdSe NANOCRYSTALS 
 
 We need to investigate the charge transport in Ag-doped nanocrystals to probe the 
influence of the electronically active impurities. However, in order to do so, we must first 
understand the transport in undoped CdSe nanocrystals. A complete assessment of charge 
transport in CdSe nanocrystals will, require an examination of both the size- and 
temperature-dependence of conduction in these semiconductor nanocrystal films.   
 
Thin-film transistors (TFTs) are used as the test structure to probe the 
fundamental transport metrics, including carrier type, turn-on voltage, and mobility. 
Electrical conductance is measured from electrical current through an assembly of 
semiconductor nanocrystals under an electrical field between two electrodes. Coupling a 
gate electrode with the assembly allows electrostatic control over carrier concentration 
within the nanocrystal layer.22 A three terminal electronic device which employs this 
working principle is known as a field-effect transistor (FET).28,29 It consists of three 
electrodes (the source, drain, and gate electrodes), a layer of dielectric material (gate 
dielectric), and a layer of semiconductor (nanocrystals in our case) (Figure 4.1).  
 
 
Figure 4.1: Schematic diagram of a field-effect transistor. 
 
The current–voltage (I–V) characteristics of TFTs measured as a function of 
temperature allow us to investigate the mechanism of carrier transport through 
nanocrystal films. We use six different particle diameters and observed systematic 
reductions in device turn-on voltage and increases in mobility with increasing nanocrystal 
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size.21 The electron conduction is consistent with the nearest-neighbor-hopping 
mechanism in which particle size impacts both the activation energy and the pre-
exponential factor for the carrier mobility. Because these results focus on the role of 
particle size, which is the most characteristic parameter of nanocrystals, they provide 
fundamental information for understanding charge transport in CdSe nanocrystal films. 
 
To control the carrier concentration in the films, we employed a high-capacitance 
gel electrolyte as the gate-dielectric material for the TFTs.30 The gel is a self-assembled 
network of tri-block copolymer infused with an ionic liquid, and it has several advantages 
for charge transport experiments. First, as an electrolyte, it enables extremely large 
carrier densities to be obtained, on the order of ~1 electron per particle or ~1014 
electrons/cm2, through electrochemical charging.31 At such high carrier densities, charge 
traps are easily compensated, meaning the measured transport can reflect the inherent 
properties of the NC film much better. Second, the ion gel is readily compatible with 
variable temperature measurements because it does not freeze until ~220 K. Finally, the 
potential drop at the gel/NC-film interface can be monitored by means of a reference 
electrode which allows very small shifts in the conduction onset voltage (referred to as 
the turn-on voltage) to be detected.32  
 
Specifically, we used ion gels comprising the triblock copolymer poly(styrene-
block-methylmethacrylate-block-styrene) (PS-PMMA-PS) (10 wt%) and the ionic liquid 
1-ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide ([EMIM][TFSI]) (90 
wt%). The gels were prepared by a procedure described previously (see Section 4.8.3 for 
details).31 The polymer network in the ion gel provides solid integrity to the electrolyte, 
while not appreciably changing the ionic conductivity.  
 
Separately, six different sizes of CdSe NCs, passivated primarily with 
trioctylphosphine, trioctylphosphine oxide, hexadecylamine, and dodecylphosphonic acid 
as surface ligands, were prepared by modified literature methods (see Section 3.5.2 for 
details).33 The optical absorbance spectra of these CdSe NCs are shown in Figure 4.2a 
along with diameters determined from a published calibration.34  
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Figure 4.2: (a) Optical absorbance spectra of six different sizes of CdSe NCs dispersed in hexane. (b) 
Schematic cross-sectional diagram of an ion-gel-gated CdSe NC TFT (not to scale). The length and the 
width of the channel varied from 100 to 200 µm and 1 to 2 mm, respectively. (c) Schematic diagram of a 
gate electrode/ion gel/NC film in cross section (not to scale). For a given gate voltage, VG, the potential 
drop mostly occurs at the gate-electrode/ion-gel and ion-gel/NC-film interfaces. Therefore, by measuring 
the reference potential, VRef, relative to the grounded source electrode, the potential drop at the ion-
gel/semiconductor interface can be accurately monitored.   
 
Figure 4.2b shows a schematic cross section of an ion-gel-gated CdSe NC TFT 
that was fabricated by the following procedure. In a nitrogen glove box, spin-coated films 
of NCs (~50 nm thick) were prepared from a 20 mg/ml dispersion of CdSe NCs in 
anhydrous octane on a Si/SiO2 substrate that was pre-patterned with source and drain 
Cr/Au (2.5 nm/37.5 nm) electrodes. The length (L) and the width (W) of the channel 
varied from 100 µm to 200 µm and from 1 mm to 2 mm, respectively. To improve the 
conduction of the as-deposited insulating films, they were chemically treated with 0.08 M 
NaOH in anhydrous methanol for 10 min. The role of NaOH was to remove the original 
bulky ligands and form cadmium hydroxide complexes.19,20 The treatment resulted in a 
reduction of the interparticle spacing to ~0.2 nm, which was obtained from X-ray 
scattering, while retaining the excitonic features in the absorption spectra. Due to the 
reduced interparticle spacing, micron-wide cracks were formed in the NC films. These 
were filled with a second round of spin-coating from the same CdSe NC dispersion, 
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followed by another cycle of NaOH treatment. The resulting films were then continuous 
without noticeable cracks. On top of the chemically treated film, the ion gel was spread 
over the channel region (~120 µm thick). Finally, a platinum electrode (area, A = 3–6 × 
10-3 cm2) was laminated to the top of the ion gel to serve as the gate electrode. The entire 
device fabrication was performed inside a nitrogen glove box. 
 
Figure 4.3 displays typical I–V characteristics and the capacitance–voltage (C–V) 
characteristic obtained from a film of 4.2 nm CdSe NCs measured at room temperature. 
All electrical characterization was performed in a Desert Cryogenics (Lakeshore) probe 
station under vacuum (~10-6 Torr). An oxidized Ag wire was used as the reference 
electrode.32 Figure 4.3a displays the drain current–gate voltage (ID–VG) characteristic of 
the film obtained at a constant drain voltage (VD) of 0.1 V. VG was swept from 0 to 2.5 V 
at a rate of 100 mV/sec. The curve reveals characteristic n-channel conduction in which 
ID increases more than three orders of magnitude with positive VG. Also, a pronounced 
hysteresis was observed such that ID for the reverse sweep (R) was higher than for the 
forward sweep (F). By recording the reference potential (VRef) relative to the grounded 
source using the Ag reference wire embedded in the ion gel during the VG sweep, the 
potential drop across the ion-gel/NC-film interface was measured [see Figure 4.3c]. Note 
that the measured reference potential did not depend on the location of the reference wire 
within the gel. Figure 4.3b displays ID as a function of VRef which shows negligible 
hysteresis compared to that shown in Figure 4.3a. Because the measured reference 
potential corrects for the potential drop across the ion-gel/NC film interface, the 
disappearance of the hysteresis in ID–VRef plot indicates that the hysteresis of the original 
ID–VG trace is likely the result of sluggish motion of ions at the ion-gel/gate-electrode 
interface, while the penetration of the electrolyte into the NC films is reversible. Finally, 
Figure 4.3c shows an ID–VD characteristic of the film measured at five different VGs, 
which also demonstrates typical n-channel conduction through the film. 
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Figure 4.3: (a) ID–VG characteristic at VD of 0.1 V. VG was swept at 100 mV/sec. F and R represent the 
forward and the reverse sweep directions. (b) ID–VRef characteristic at VD of 0.1 V. VRef was measured 
simultaneously during the VG sweep. The referenced voltage at the onset of conduction is named 
t
RefV and 
is indicated with a red arrow. (c) ID–VD characteristic at different VGs. VD was swept at 100 mV/sec. (d) C–
V characteristic of a gate-electrode/ion-gel/CdSe-NC-film test structure embedded in the TFT. The 
measurement was performed at a frequency of 10 Hz.  
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Figure 4.4: (a) Size dependence of tRefV . The values were averaged from 3–5 devices and the error bar 
represents one standard deviation. The position of the lowest unoccupied electronic state for a given sized 
NC was estimated as described in the text. The slope of the trend line is –0.88 and the R2 value of the linear 
regression is 0.933, implying a strong correlation between tRefV  and the position of the electron level. (b) 
Size dependence of mobility. Mobilities were computed at a gate voltage of 2.5 V. The values were 
averaged from 3–5 devices and the error bar represents one standard deviation.  
 
As mentioned above, accurate measurement of the potential drop across the ion-
gel/NC-film interface by the reference electrode allows determination of the turn-on 
voltage,
 
t
RefV . This parameter denotes the interfacial potential at which free carriers are 
injected into the NC films. Because the injection of free carriers leads to an onset of 
conduction,
 
t
RefV can be determined from the voltage at which ID sharply rises, as 
indicated with a red arrow in the inset of Figure 4.3b. Figure 4.4a shows the average 
values of tRefV that were obtained from 3–5 devices for each of our six different sizes of 
CdSe NCs. These values were plotted versus the absolute energies of the lowest 
conduction-band state in each of the samples. These energies were estimated by 
proportioning the energy shifts of the first absorption feature into electron and hole levels 
using the simple effective mass approximation and then combining the electron offsets 
with the position of the conduction-band edge in CdSe.35 The data show a clear 
correlation between the position of the electron levels and tRefV . Smaller applied voltages 
were necessary to inject electrons into films of larger NCs which have lower electron 
levels.36 Moreover, the slope of the trend line is close to 1, which demonstrates a nearly 
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one-to-one correspondence between the turn-on voltage and the lowest electron level. 
This indicates that the position of this level, rather than trap states, determines the 
potential required for carrier injection in our devices.  
 
Electron mobilities (µ) in these NC TFTs were computed using the equation µ = 
(L/W)(ID/enVD) which is derived from Ohm’s law. Here e and n are the elemental charge 
and sheet carrier density, respectively. Two independent methods were employed to 
obtain n. The first method involved measuring the C–V characteristics of the ion gel in 
the TFTs using an HP 4192A LF impedance analyzer, and then applying the equation n = 
(∫CdV)/e to determine the carrier density (cm-2).31 For the measurement, the source and 
drain electrodes were grounded and a bias was applied to the gate electrode. Figure 4.2d 
displays the C–V characteristic at a frequency of 10 Hz obtained for the same film from 
which the I–V characteristics were taken. Capacitance increased with larger applied 
voltage showing the electron accumulation during the voltage sweep. An electron density 
of 1.3 × 1014 carriers/cm2 (~1 carrier/particle)31 was obtained from the integral between 
1.15 V (the corresponding VG value at
t
RefV ) and 2.5 V. The large carrier densities (greater 
than 1014 carriers/cm2) are a result of the high capacitance of the gel electrolyte and the 
penetration of the electrolyte into the NC lattice.30 Using this n, an electron mobility of 
0.3 cm2/Vsec was obtained. Note that penetration of electrolyte into NC films does not 
affect the average mobility calculation using the equation above. The calculation of µ is 
based on Ohm’s law and requires only that the sheet carrier density n is known. An 
effective two dimensional sheet density can be accurately defined even if the transport in 
the NC film is distributed through the film thickness. 
 
The second method employed to obtain n involved measuring the gate current–
gate voltage (IG–VG) characteristics at different gate voltage sweep rates (rv). From this 
method, an electron density of 1.1 × 1014 carriers/cm2 and an electron mobility of 0.4 
cm2/Vsec were obtained. These values are reasonably consistent with those obtained from 
the first method above. To our knowledge, these mobilities are amongst the highest 
values that have been achieved to date in CdSe NC films. We attribute such high 
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mobilities to (i) the high induced carrier densities obtained from electrolyte gating,37,38 
which results in substantial trap filling and (ii) the short interparticle distance between 
NCs resulting from NaOH treatment. (It has been suggested that OH– groups are the 
shortest ligands for interparticle coupling.19,20) Also, note that by using the ion-gel gate 
dielectric, high electron mobilities in our CdSe NC films were achieved while retaining 
the integrity of the solid state device, which is an important practical requirement for 
applications of CdSe NC devices. 
 
Figure 4.5: Size dependence of mobility. Mobilities were computed at a carrier concentration of 1 × 1014 
carriers/cm2. The values were averaged from 3–5 devices and the error bar represents one standard 
deviation of the values. 
 
Figure 4.4b depicts the average mobility values that were obtained from 3–5 
devices for each of our six different sizes of CdSe NCs at a fixed gate voltage of 2.5 V. 
Clearly, we observe an increase in electron mobility with increasing particle size, similar 
to the trend observed for PbSe NC films.26 A mobility as high as 0.6 cm2/Vsec was 
obtained for the largest particles (5.1 nm). In general, the mobility in NC films depends 
on the carrier concentration and the mobility values above, calculated at a fixed gate 
voltage, were not necessarily obtained at a constant carrier concentration due to the 
threshold voltage shift. For a more rigorous comparison, therefore, we computed 
mobilities for the NC films with different particle sizes calculated at a fixed carrier 
concentration of 1 × 1014 carriers/cm2. However, a monotonic increase in mobility was 
still observed with increasing particle size, as shown in Figure 4.5. 
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4.6 CHARGE TRANSPORT IN SILVER-DOPED CdSe NANOCRYSTALS 
 
After conducting the electrical studies with undoped CdSe nanocrystals, we 
proceed to do the same with our Ag-doped nanocrystals. As described in the previous 
chapter, while the optical results clearly show that the addition of a few Ag atoms per 
nanocrystal can cause large changes, our interpretation, in which Ag acts as a n-type 
dopant (donor) at very low concentrations and then transitions to a p-type donor 
(acceptor) as the number of Ag per nanocrystal is increased, is fairly speculative. If such 
a doping trend occurs, however, it should also affect electrical transport. Thus, we 
fabricated electrolyte-gated thin-film transistors to probe the conductivity of films of Ag-
doped CdSe nanocrystals. 
 
Figure 4.6:  Elemental analyses of films of 3.3-nm-diameter CdSe nanocrystals. The average number of 
Ag atoms in the nanocrystals is plotted versus the amount of AgNO3 added to the exchange solution (as a 
percentage of the Cd present). Electron-probe micro analysis (EPMA) was used. The analyses were 
performed on devices used for electrical-transport measurements before (red circles) and after (black 
circles) treatment with methanolic sodium hydroxide (NaOH). The values plotted were averaged from ten 
measurements on different points of each sample and the error bar represents one standard deviation. The 
data shows no significant change in the Ag concentration in the films after the NaOH treatment. 
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Following the protocol described in the previous sections, films of nanocrystals 
(~50 nm thick) were spin-coated onto Si/SiO2 substrates that were pre-patterned with 
source and drain electrodes (Cr/Au). Since the as-deposited films are insulating due to the 
bulky ligands on the nanocrystal surfaces, we first treated the films with methanolic 
sodium hydroxide to remove the ligands and improve conduction.19,20 The resulting films 
are n-type even without Ag doping. Before testing the influence of Ag, we first verified 
that the NaOH treatment did not affect the number of Ag per nanocrystal in the films 
(Figure 4.6). 
 
For the gate dielectric, we employed an ion gel composed of 10 wt% of the 
triblock copolymer poly(styrene-block-methylmethacrylate-block-styrene) and 90 wt% of 
the ionic liquid 1-ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide.30 The 
gel was spread over the channel region of the device. On top of the ion-gel layer, a Pt foil 
was attached as the gate electrode and electrical measurements were performed in an 
evacuated probe station (~10-6 Torr).  
 
Figure 4.7a displays a schematic cross section of the device.21 Our devices also 
included an oxidized silver wire as a reference electrode. This can measure the potential 
drop across the interface between the ion gel and the nanocrystal film under gate bias.21 
Thus, the local potential in each film at which conduction turned on could be accurately 
determined. Because this turn-on voltage is directly related to the energy offset between 
the Fermi level in the film and the conducting states in the nanocrystals at zero bias 
(Figure 4.7b), it can give very useful information about the influence of dopants. For 
example, Figure 4.7c shows measurements for transistors made from 3.6-nm-diameter 
CdSe nanocrystals at four different dopant concentrations. The drain current (ID) is 
plotted as a function of the voltage at the reference electrode (VRef). As in previous 
studies, our film of undoped CdSe nanocrystals started to conduct when the interface 
potential (VRef) was biased positively. More specifically, ID increased sharply with 
increasing positive voltage, which indicates that the charge carriers in these films are 
negatively charged electrons. More importantly, for doped films, Figure 4c shows that the 
turn-on voltage varies with impurity concentration (see inset). Assuming that the energy 
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of the lowest electronic level (1Se) of the nanocrystals does not change significantly with 
light doping, the shift in the turn-on voltage for different doping concentrations is then a 
direct observation of changes in the Fermi level (Figure 4.7b). 
 
Figure 4.7: (a) Schematic cross-section (not to scale) of the ion-gel-gated thin-film transistors used to 
characterize the electrical properties of the doped nanocrystals (NCs). The length and width of the channel 
was 10 µm and 1 mm, respectively. (b) Energy-level diagram depicting the relationship between the Fermi 
energy, the turn-on voltage, and the conduction band for films of CdSe nanocrystals (undoped, ~3 Ag/NC, 
and >7 Ag/NC).  (c) Absolute value of the drain current, ID, versus the reference voltage, VRef, for 3.6-nm-
diameter nanocrystals with no Ag (black), 1.0 Ag/NC (0.13% Ag, red), 7.0 Ag/NC (0.85% Ag, green), and 
21 Ag/NC (2.4% Ag, blue). VD was 0.1 V and VRef was measured from an oxidized silver wire in the ion 
gel. The inset shows a magnified plot of the drain current near the turn-on voltage.  (d) The turn-on voltage 
versus the number of Ag per nanocrystal, extracted from data as in (c).  (e) The electron mobility computed 
at a gate voltage of 2.5 V (a carrier concentration of 1014/cm2) versus the number of Ag per nanocrystal, 
extracted from data as in (c). The error bars in (d) and (e) represent the standard deviation from averaging 
2-5 devices.  Data points without error bars are for one device. 
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Figure 4.7d plots the variation in the turn-on voltage for the same 3.6-nm-
diameter CdSe nanocrystals at six Ag concentrations. At low doping, we observe that the 
turn-on voltage is smaller than that of the undoped CdSe nanocrystals. This indicates that 
the Fermi level shifts closer to the lowest electronic level of the nanocrystals (Figure 
4.7b), which is a signature of n-type doping. (We have also recently reported a similar 
shift in Al-doped CdSe nanocrystals,39 where Al is expected to be an n-type dopant – 
details in Section 4.7)  For Ag, we see this behavior below ~6 Ag per nanocrystal. At 
higher dopant concentrations, the turn-on voltage reverses direction and increases above 
the value for undoped nanocrystals. The Fermi level now shifts away from the lowest 
electronic level of the nanocrystals (Figure 4.7b), which is a signature of p-type doping. 
Therefore, these non-monotonic shifts in the Fermi level support the conclusions from the 
optical experiments. However, we note that, while the doping clearly influenced the 
Fermi level, it was not possible to observe any hole conduction even at our highest 
dopant concentrations. It is unknown whether this is due to the inherent instability of 
extra holes in CdSe40 or the large excess of electrons induced by the NaOH treatment. 
Unfortunately, our transistors were not gateable without the NaOH treatment. 
 
In addition to the possibility of Fermi-level shifts, it is important to consider an 
alternative origin for the shifts in the turn-on voltage. Namely, it is possible that Ag 
cations are decorating the nanocrystal surface and inducing positive local electrostatic 
fields. The positive external voltage that is required to turn on conduction would then be 
diminished, as observed in Figure 4.7d at low doping. In this case, the measured voltage 
shifts would have nothing to do with the introduction of extra carriers by the dopants. 
However, this model has several inconsistencies with the data.  First, it is difficult to 
explain why the turn-on voltage reverses direction at higher dopant concentration with 
only a surface effect. Second, we observe enhanced conduction even without the gate. As 
shown in Figure 4.8, the conductivity of films of doped CdSe nanocrystals increased by 
~2 orders of magnitude with the addition of ~5 Ag/NC. These conductivity measurements 
were performed on films that were not treated with NaOH, ruling out any unexpected 
influence of this treatment. We also confirmed by steady-state current measurements that 
the enhanced conduction was not due to ionic transport of Ag cations (which would be 
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inherently limited). Rather, the data support the conclusion that the dopants are 
electronically active. Indeed, we observed this enhanced conductivity early in this 
project.  However, because these measurements are quite hysteretic (Figure 4.8), a 
detailed analysis of this effect is challenging.  We therefore moved to the transistors, 
which allow a precise determination of the Fermi level.   
 
Figure 4.8: Electrical characterization of Ag-doped CdSe nanocrystals (NCs). (a) Drain current, ID, 
versus the drain voltage, VD, for 3.7-nm-diameter CdSe nanocrystals that are undoped (black) and doped 
with 5.13 Ag/NC (green) and 12.7 Ag/NC (blue). (b) ID versus VD for 4.8-nm-diameter CdSe nanocrystals 
that are undoped (black) and doped with 9.2 Ag/NC (green) and 18.4 Ag/NC (blue).  
(c) Variation in conductivity of the 3.7-nm-diameter sample in (a) with Ag doping. The black, green, and 
blue circles correspond to the traces in (a). (d) Variation in conductivity of the 4.8-nm-diameter sample in 
(b) with Ag doping. The black, green, and blue circles correspond to the traces in (b). The addition of a few 
Ag atoms enhances the conductivity of the NC film by ~2 orders of magnitude. 
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Further support for our interpretation can be found in the influence of the dopant 
concentration on the electron mobility of the film (Figure 4.7e). Mobility (µ) was again 
estimated from the equation µ=(L/W)×(ID/enVD), where L and W are the channel length 
and width, respectively, e is the elemental charge, and n is the electron concentration, 
determined as previously described.21 Because electron mobility also varies with carrier 
concentration, we fixed the gate-induced carrier density (at 1014 carriers/cm2) and then 
compared electron mobilities for films of CdSe nanocrystals with different dopant 
concentrations. We observed that the electron mobility first increased at low dopant 
concentrations and then decreased gradually with further doping, again consistent with a 
transition from n- to p-type doping. 
 
In bulk II-VI semiconductors, a silver atom can behave either as a p-type 
dopant41-47 when it substitutes for the cation or as an n-type dopant45,47-49 when it 
occupies an interstitial site. In the latter case, the valence electron from the interstitial Ag 
atom can be directly donated to the lattice.  Interestingly, Au atoms can even form 
interstitial donors at low doping concentrations and substitutional acceptors at higher 
doping concentrations.50 A similar mechanism might be occurring for Ag in CdSe 
nanocrystals. At low doping concentrations Ag atoms could act as interstitial donors. At 
higher concentrations, these donors could be compensated by donor-acceptor complexes, 
and then act as substitutional acceptors at even higher concentrations.  
 
This mechanism could be confirmed if the local structure around the Ag dopants 
could be determined. In general, this is a difficult task in nanocrystals. Indeed, Mn 
impurities have been heavily studied, at least in part, because their local environment can 
be measured with electron paramagnetic resonance (EPR).51 For other dopants, 
alternative techniques must be applied.52 To address this in our system, we have begun 
experiments on extended X-ray absorption fine structure (EXAFS) spectroscopy to locate 
the Ag atoms within the CdSe lattice. Due to the low concentration of Ag, the 
experiments are extremely challenging. So far, our preliminary analyses for data from 
samples with 3.6 Ag per nanocrystal suggest only that the spectra cannot be fit with the 
following: (i) Ag placed in only substitutional sites of the CdSe lattice or (ii) Ag placed in 
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a separate tetragonal phase of Ag2Se.  The latter is observed if the cation exchange 
process leads to multi-phase Ag2Se-CdSe nanocrystals.
53 In other words, the data 
suggests that at low concentrations, the Ag atoms are not substitutional dopants only and 
they do not form a separate Ag2Se phase.  Therefore, these preliminary findings are so far 
consistent with our model of having both interstitial and substitutional placement of Ag. 
However, further analyses and EXAFS experiments are required to determine the exact 
local structure of the Ag. 
 
In combination, our optical and electrical data indicate that Ag is an electronically 
active impurity in CdSe nanocrystals. More generally, they suggest that if dopants are 
added to nanocrystals, the creation of n- and p-type films of semiconductor nanocrystals 
should be attainable. Our specific observations also lead to several surprising conclusions 
about doped nanocrystals in the lightly doped limit. First, even the first few dopants can 
provide electrons that alter the electrical properties of the films. Under what conditions 
these are available to fill band-edge electronic states, impurity-bound states, or traps is 
not yet known. Second, even within a small particle, the behavior of the dopant is very 
complicated and does not follow simple predictions. Perhaps this should have been 
expected since the dopant-site energetics can be more complicated than in the bulk 
material due to the proximity of the nanocrystal surface.54 Certainly, these results show 
that further theoretical and experimental work is needed to understand specific dopant-
semiconductor pairs in nanocrystals, both for fundamental understanding and use in 
applications. 
 
 
4.7 CHARGE TRANSPORT IN ALUMINIUM-DOPED CdSe NANOCRYTALS 
 
In addition to silver, the influence of aluminium doping on the electrical transport 
in films of CdSe NCs was also examined.39 The Al-doped CdSe NCs were prepared by 
following a more complicated synthetic route, which separates the three steps of 
nucleation, dopant binding, and growth. An analysis similar to the one conducted with 
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Ag-doped CdSe NCs was carried out on a set of Al-doped CdSe NCs with three different 
dopant concentrations.  
 
Figure 4.9: Shift in Fermi level with Al-doping. (a) Drain current (ID) versus reference gate voltage 
(VRef) for thin films of CdSe nanocrystals doped with Al 0 to 8 Al / NC. The nanocrystals are 3.4 + 0.1 nm 
in diameter. The drain voltage (VD) was 0.1 V and VRef was measured during the gatevoltage (VG) sweep. 
The inset shows an enlarged view of the conduction onset, with VRef at the conduction onset (VTurn-On) 
marked by larger data points. (b) Change in VTurn-On with dopant concentration. (c) Variation of electron 
mobility with dopant concentration. Mobilities were computed at 1014 charge carriers/cm2. (b) and (c) were 
derived from 3–5 devices per data point and the error bars represent one standard deviation.  Adapted with 
permission from Wills et al.39  
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Figure 4.9a displays ID as a function of VRef measured from a Ag wire reference 
electrode during a gate voltage sweep. The device turn-on voltage of Al-doped CdSe NC 
devices was reduced by 140 meV from undoped to highest doped samples (Figure 4.9b), 
which is a signature of n-type doping. Al is known to be an n-type donor in bulk CdSe.55 
Also, an increase in the electron mobility was observed from 0.2 to 0.9 cm2/Vs with 
doping (Figure 4.9c). For comparison, these values were estimated at a fixed gate-
induced carrier density (e.g., at 1014 carriers/cm2) following the method described earlier. 
This also lends further credence to the observation that Al indeed n-type dopes the CdSe 
nanocrystals. 
 
 
4.8 EXPERIMENTAL SECTION 
 
4.8.1 Chemicals and Substrates 
Carbon tetrachloride (reagent grade, 99.9%), chloroform (HPLC grade, ≥99.8%), 
hexadecylamine (HDA, technical grade, 90%), methanol (HPLC grade,  ≥99.9%), 
anhydrous methanol (99.8%), anhydrous ethanol (≥99.5%), octane (reagent grade, 98%), 
anhydrous octane (≥99%), selenium pellets (Se, 99.999%), tetrachloroethylene (TCE, 
spectrophotometric grade, ≥99.9%), toluene (HPLC grade, 99.9%), sodium hydroxide 
pellets, platinum wire (99.9%), diphenylphosphine (DPP, 98%), tri-n-octylphosphine 
(TOP, technical grade, 90%), tri-n-octylphosphine oxide (TOPO, technical grade, 90%), 
hydrochloric acid (TraceSELECT®, for trace analysis, fuming, ≥37%), and nitric acid 
[TraceSELECT®, for trace analysis, ≥69.0% (T)] were purchased from Sigma Aldrich. 
Hexanes (ACS grade) was purchased from VWR International. Reagent alcohol 
(histological grade, 90% ethanol, 5% methanol, and 5% butanol) and butanol were 
obtained from Fisher Scientific. n-dodecylphosphonic acid (DDPA) was purchased from 
PCI Synthesis. Cadmium (II) oxide (CdO, 99.999%) and silver nitrate (AgNO3, 
99.9995%) were purchased from Strem Chemicals. 1-ethyl-3-methylimidazolium 
bis(trifluoromethylsulfonyl)imide ([EMIM][TFSI]) was purchased from Solvent 
Innovation GmbH (Germany). All chemicals were used as delivered without further 
purification. 
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<100>-oriented, boron-doped silicon (Si) wafers (resistivity=0.005–0.01 Ωcm, 
thickness=525±25 µm) coated with 300 nm of thermal oxide (SiO2) were purchased from 
Silicon Valley Microelectronics. 
 
4.8.2 Transistor Measurements 
  For the thin-ﬁlm transistors (TFTs), source and drain contacts (5 nm Cr / 35 nm 
Au) were patterned on Si/SiO2 wafers using standard lift-off techniques. These wafers 
were then sonicated in acetone, isopropanol, and methanol (10 minutes in each), rinsed 
with methanol, and then transferred into a N2 glove box. Films of nanocrystals were spin-
coated (10 seconds at 900 rpm followed by 15 seconds at 1200 rpm) from a 20 mg/ml 
dispersion in anhydrous octane passed through a 0.2 µm PTFE filter, and were dried at 
room temperature for more than 1 hour. The films were then dipped into a 0.08 M 
solution of NaOH in anhydrous methanol for 10 minutes, rinsed with fresh anhydrous 
methanol, and finally annealed at 100 °C for 1 hour. To fill cracks formed during the 
chemical treatment, a second layer of nanocrystals was spin-coated and treated with 
NaOH, following the same procedure used for the first layer.  
 
  To ensure that the NaOH ligand exchange did not remove any dopants from the 
nanocrystal films, we performed electron-probe micro analysis (EPMA) to determine the 
amount of Ag in the films before and after treatment with NaOH.  For these EPMA 
measurements, we utilized a JEOL 8900R electron-probe micro analyzer with an 
acceleration voltage of 10 kV and a beam current of 50 nA with a 75 µm beam diameter. 
Each element was analyzed in its own wavelength-dispersive spectrometer and pure 
metals or binary compounds were used as standards. A JEOL thin-film correction 
algorithm was used for the quantitative elemental analyses. Films of Ag-doped CdSe 
nanocrystals were spin-coated from dispersions in anhydrous octane on heavily doped Si 
wafers covered with a thermally grown 300-nm-thick SiO2 layer. Data for EPMA was 
collected from 10 different points on each sample and analyzed. The results are 
summarized in Figure 4.6. 
 
86 
 
  For the TFT measurements, the ion gel and Pt gate were applied on the top of the 
NaOH-treated nanocrystal film. The entire device fabrication was carried out in a N2 
glove box. Current–voltage (I-V) characteristics were measured in a Desert Cryogenics 
(Lakeshore) probe station with Keithley 237 and 6517A electrometers. Prior to electrical 
characterization, one of the probes was attached with a silver wire (25 µm diameter) that 
was then treated with piranha solution to form an oxidized quasi-reference electrode 
(Ag/Ag2O). For capacitance–voltage (C–V) measurements on the working device, the 
probe station was connected to an HP 4192A LF impedance analyzer, and the voltage 
sweep was applied to the gate electrode while the source and drain electrodes were 
grounded. All the measurements were carried out under vacuum (~10-6 Torr). 
 
4.8.3 Ion Gels 
A symmetric poly(styrene-block-(methyl methacrylate)-block-styrene) (PS-
PMMA-PS) triblock copolymer was synthesized, as previously described,56 with block 
molecular weights of Mn(PS)=8.9 kg/mol and Mn(PMMA)=67 kg/mol (overall 
polydispersity Mw/Mn=1.15). To prepare the ion gels, PS-PMMA-PS and 1-ethyl-3-
methylimidazolium bis(trifluoromethylsulfonyl)imide [EMIM][TFSI] (1:9 by weight) 
were dissolved in dichloromethane (CH2Cl2). The solution was stirred overnight, and 
then poured into a Petri dish. Dichloromethane was slowly evaporated at room 
temperature for 24 hours, and the ion-gel solution was further dried under vacuum for an 
additional 24 hours. After complete evaporation of the solvent, transparent ion gels were 
formed. They were stored in a nitrogen glove box until needed. 
 
4.8.4 Conductivity Measurements 
Films of nanocrystals (~50 nm thick) were spin-coated onto a Si/SiO2 substrate 
that was pre-patterned with source and drain electrodes (Cr/Au). The films were not 
treated with NaOH. The ID - VD (current – voltage) characteristics for the 10-µm channel 
were measured under vacuum, and are shown in Figure 4.8. The scan rate was 750 mV/s. 
The conductivity was determined from the linear I-V relationship in the bias voltage 
range of -1.0 V to 1.0 V. As expected, the films were mostly insulating due to bulky 
ligands on the nanocrystal surface. The hysteresis observed between the forward and 
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reverse scans can be explained by charge traps at the surface of the nanocrystals or in the 
surrounding medium. 
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CHAPTER 5 
 
ELECTRICAL TRANSPORT IN SILVER-DOPED PbSe 
NANOCRYSTAL ASSEMBLIES* 
 
 
5.1 OVERVIEW 
 
As discussed in the last two chapters, we have developed a facile scheme to 
electronically dope CdSe nanocrystals with Ag impurities and we have investigated their 
optical and electronic properties. We observe non-monotonic trends in the fluorescence 
and shifts in Fermi level which suggest that Ag changes from an interstitial (n-type) to a 
substitutional (p-type) impurity with increased doping. In this chapter, we extend this 
approach of doping to PbSe nanocrystals and study the electrical transport in Ag-doped 
PbSe nanocrystal assemblies.  
 
 
5.2 INTRODUCTION 
 
Colloidal semiconductor nanocrystals are nanometer-scale particles that exhibit 
size-tunable optical properties.
1-3
 Their solution processability
4
 has made them attractive 
candidates for many potential applications, such as light-emitting diodes,
5,6
 
photodetectors,
7
 and photovoltaic cells.
8-10
 For these applications, the nanocrystals are 
deposited as densely packed thin films.
11
 Because electrical current must be transported in 
all of these devices, methods have been sought to enhance the conduction through these 
films. One strategy is to apply the well-established methods of impurity doping from bulk 
semiconductors, i.e. introduce electronic impurities (atomic dopants) into the nanocrystals 
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to provide extra charge carriers (electrons or holes). However, success with this approach 
in nanocrystals has been slow.
12
 First, the incorporation of atomic impurities into 
nanocrystals can present synthetic challenges.
13
 Second, even when these can be 
overcome, it can be difficult to verify that the impurities are actually inside the 
nanocrystals. Consequently, most work to date on electronic impurities in nanocrystals 
has addressed the synthesis and characterization of these materials.
14-24
 The study of 
electrical transport through films of such nanocrystals has only recently begun.
25-30
 
Electrically detected magnetic resonance,
28
 scanning tunneling microscopy,
26
 and thin-
film-transistor measurements
25,27,29
 have been employed on Si, InAs, and CdSe 
nanocrystals and the influence of extra carriers is starting to be unraveled.  
 
In particular, thin-film-transistor measurements provide a useful technique that 
can determine the position of the Fermi level in a film of nanocrystals. Because the Fermi 
level is related to the number of electrons in the system, such data can reveal the 
influence of impurities. We have applied this approach to study doped CdSe nanocrystals 
as discussed in Chapter 4.
27,29
 We observed shifts in the Fermi level when Al or Ag atoms 
were introduced that were consistent with electronically active impurities. 
 
Due to the prominence of CdSe in nanocrystal research, studies on this material 
are important for exploring both the fundamentals of doping as well as the potential of 
electronically active impurities to control electrical transport. So much is now known 
about the intrinsic properties of CdSe nanocrystals
31,32
 that the influence of the impurities 
can be detected easily. Beyond CdSe, another important material system is PbSe. Among 
many other NC systems, PbSe NCs have attracted great interest because PbSe NCs 
feature (i) size-tunable interband transitions in the near-infrared,
33
 (ii) multiple exciton 
generation,
34,35
 (iii) opportunities for hot-electron transfer,
36
 (iv) high thin-film charge 
carrier mobility,
37
 and (v) ambipolar (hole and electron) charge transport.
38,39
 To avail 
these properties and use these NCs for potential applications, significant progress has 
been made in understanding their optical properties
40
 as well as in development of 
synthetic methods to prepare monodisperse NCs.
11,33,41
 Nanocrystals of the lead 
chalcogenides (PbSe and PbS) have optical properties well suited for photovoltaic 
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applications. Impurity doping can help improve present devices or allow new 
architectures to be explored. However to recognize the influence of doping on the 
electrical transport, electrical transport through films of intrinsic PbSe nanocrystals needs 
to be investigated.  
 
 
5.3 CHARGE TRANSPORT IN UNDOPED PbSe NANOCRYSTAL THIN FILMS 
 
To exploit the attractive properties of PbSe NCs in optoelectronic applications, 
more emphasis on fundamentals of the charge transport in NC assemblies is necessary, 
since many of these devices rely on electrical conduction between NCs. In particular, a 
basic understanding of the influence of particle size, which is the most characteristic 
parameter of nanomaterials, on the charge transport mechanism is essential. For PbSe NC 
assemblies, Coulomb-blockade transport
42
 and variable-range-hopping transport
43
 were 
observed at low temperatures, whereas Arrhenius-type thermally activated transport was 
observed at high temperatures.
42,44
 However, all these studies were performed on a film 
based on NCs with single particle size and the influence of particle size on charge 
transport mechanism has not been elucidated yet. Recently, the dependence of electron 
and hole mobility on particle size was demonstrated for chemically-treated PbSe NC 
films.
45
 However, this study did not include any temperature-dependent transport 
measurements, which are critical to understand the origin of the size-dependent electrical 
conduction.  
 
Here we describe the influence of particle size on the charge transport 
mechanisms, the transitions in the transport mechanisms, the carrier localization length, 
the conductivity, and the thermal activation energy in chemically-treated PbSe NC thin 
films. We employed field effect transistors (FETs) based on films of different-sized NCs, 
which allowed monitoring of electrical transport in these films at different temperatures 
(200–28 K). We observed that electron transport exhibits nearest-neighbor-hopping 
(NNH) at higher temperatures and transitions to Efros-Shklovskii variable-range-hopping 
(ES-VRH) at lower temperatures, consistent with a previous report by Guyot-Sionnest 
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and coworkers on single-sized CdSe NC films.
46,47
 The transition temperature between 
these charge transport mechanisms was size-dependent, with the transition taking place at 
higher temperature for films of smaller particles. From the temperature regime that 
exhibits ES-VRH transport, the electron localization length in the NC films was 
determined to scale linearly with particle diameter. The activation energy for charge 
transport from the NNH temperature regime was inversely proportional to the particle 
diameter. We attribute the origin of the NNH activation energy to the sum of (i) the size-
dependent Coulomb penalty necessary for each hopping process between NCs and (ii) the 
inherent energy disorder due to the inherent finite particle size distribution. These two 
contributions can be qualitatively estimated, and their sum is in good agreement with the 
measured activation energy values from experiments. Overall, the size- and temperature-
dependent charge transport properties of NC films described here provides more thorough 
understanding of electrical conduction in NC films. 
 
Various sizes of PbSe NCs (diameters ranging from 3.8 nm to 8.4 nm), passivated 
primarily with oleic acid, were prepared by injecting a mixture of tri-n-octylphosphine 
selenide and diphenylphosphine into a hot solution of lead oxide, oleic acid, and 
octadecene following a modified literature procedure.
48,49
 Throughout the particle 
synthesis and the post-synthesis procedure to prepare clean NC dispersions, exposure of 
the particles to ambient was carefully avoided. The optical absorbance spectra of these 
NCs dispersed in tetrachloroethylene are displayed in Figure 5.1a. Particle diameters were 
determined from a published correlation of size with the first absorbance peak.
50
  
 
Figure 5.1b shows a schematic of the cross section of a typical PbSe NC FET that 
was prepared by the following procedure. Briefly, a layer of Al/Au (10 nm/75 nm) was 
deposited on the backside of a heavily doped Si wafer to work as a gate electrode. The 
front side of the wafer was covered with thermally grown 300 nm thick SiO2 (specific 
capacitance=11.5 nF/cm
2
). On top of the SiO2 layer, source and drain Cr/Au (2.5 nm/32.5 
nm) electrodes were patterned by standard photolithography.
51
 The length (L) and the 
width (W) of the channel varied from 50 to 200 µm and from 1 to 2 mm, respectively. 
These wafers were treated with octadecyltrimethoxysilane (OTMS)
52
 to passivate electron 
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traps at the SiO2/NC solid interface and then transferred into a nitrogen glove box. Films 
of NCs were spin-coated on these wafers from dispersions of different sized PbSe NCs in 
anhydrous octane. To improve conduction, the films were treated with 0.05 M 
ethanedithiol (EDT) in acetonitrile.
49,51
 Cracks in the films, which resulted from the 
chemical treatment, were filled by a second round of spin-coating of NC dispersions. The 
resulting films were continuous and devoid of cracks, as shown in an atomic force 
microscopy (AFM) image in Figure 5.1c. Without any air exposure, these devices were 
then transferred into another glove box equipped with a vacuum probe station. The 
devices were inserted into the vacuum probe station either at room temperature or at 235 
K and stored under vacuum (~10
-6
 Torr) for more than two hours before taking electrical 
measurements.  
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Figure 5.1: (a) Optical absorbance spectra of four different-sized PbSe NCs dispersed in 
tetrachloroethylene. (b) Schematic of cross section of PbSe NC FET (not to scale). (c) AFM height image 
of EDT treated 7.1 nm PbSe NC films.  
 
The drain current–gate voltage (ID–VG) characteristics of the PbSe NC FETs at a 
given drain voltage (VD) showed a typical V-shaped ambipolar transport characteristic, 
where ID increases with the magnitude of applied VG (|VG|) (Figure 5.2a). The increase in 
ID with positive gate voltage (right wing) indicates electron conduction while increased ID 
with negative gate voltage (left wing) results from hole conduction. The ID–VG 
characteristics measured near room temperature showed significant hysteresis such that ID 
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upon carrier injection (while |VG| increases) was higher than that upon carrier extraction 
(while |VG| decreases) for both electron and hole conduction. This type of hysteretic 
behavior is generally observed from a system where injected charge carriers become 
trapped and screen the gate bias.
49,53
 Unfortunately, the prominent hysteresis in the ID–VG 
curve prevented extraction of meaningful electron and hole mobilities or conductivities at 
room temperature. This is because an ID–VG curve with noticeable hysteresis yields two 
very distinct transconductance (dID/dVG) values (one upon carrier injection and the other 
upon carrier extraction) and thus two distinct mobility or conductivity values.  
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Figure 5.2: (a)  ID–VG characteristics of an FET based on 7.1 nm PbSe NCs measured at different 
temperatures from 200 K to 28 K (VG sweep direction: from –50 V to 70 V). (b) semi-log plot of σ vs. 1/kBT 
for films of four different sized NCs. (c) log-log plot of d(logσ)/d(logT) vs.T to determine temperature 
dependence of conductivity. (d) semi-log plot of σ vs. 1/T
0.5
 for films of four different sized NCs.  
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Importantly, the hysteresis was significantly suppressed at lower temperatures, 
especially for electron conduction. As a consequence, the hysteresis for electron 
conduction (right wing) became essentially negligible below 200 K, whereas noticeable 
hysteresis for hole conduction (left wing) persisted even at lower temperatures. Such a 
suppression of hysteresis upon cooling suggests that carrier trapping is thermally 
activated. Also, the nearly complete disappearance of hysteresis for electron conduction at 
low temperatures implies that electron transport is not influenced by traps at these low 
temperatures. This leads us to believe that electron transport in PbSe NC films below 200 
K occurred through the quantum states of each particle, rather than particle surface trap 
states. More importantly, the disappearance of the hysteresis in ID–VG characteristics 
allowed us to extract meaningful mobility and conductivity values for electron transport. 
The main discussion in this chapter will, hence, be focused on electron transport, rather 
than hole transport, in PbSe NC films.  
 
Figure 5.2a displays ID–VG characteristics (at VD=10 V) that were obtained from a 
film of 7.1 nm PbSe NCs measured from 200–28 K. Conductivity (σ) at a specific 
temperature was estimated from the equation σ =e×n×µ=(L/W)×(VG–Vth)×(dID/dVG)/VD, 
where e is the elemental charge, n is the carrier concentration, µ is the mobility, and Vth is 
the threshold voltage of electron conduction in an ID–VG characteristic. The slope of an 
ID–VG curve (dID/dVG) was taken at (VG–Vth)=50 V, which corresponds to ~ 4*10
12
 
charges/cm
2
. Because the thermal coefficient of capacitance for the SiO2 gate dielectric is 
quite small (<100 ppm/K), the variation of the charge density is negligible over the given 
temperature range. The condition that (VG–Vth)>VD was satisfied to ensure that only the 
electrons, but not the holes, contribute to electrical conduction. Note that if (VG–Vth) is 
comparable to or lower than VD, both electrons and holes can be involved in charge 
transport (true ambipolar transport).  
 
Arrhenius plots of conductivity vs. temperature (σ vs. T) for four different sized 
PbSe NC films are displayed in Figure 5.2b. As described above, these conductivity 
values were obtained at a charge density of ∼4*10
12
 charges/cm
2
, which corresponds to 
inducing 0.7, 1.0, 1.3, and 1.8 charges per NC for 4.1, 5.1, 6.0, and 7.1 nm NCs, 
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respectively. A linear relation of σ vs. T in the Arrhenius plots suggests that the transport 
follows the nearest neighbor hopping mechanism within the given temperature range.
42,54
 
However, as shown in Figure 5.2b, the temperature dependence of conductivity deviated 
from a simple linear relation over the given temperature range. This implies that the 
charge transport cannot be simply described as NNH over the range 28–200 K.  
 
As discussed in Chapter 4, it is well known that for hopping conduction, the 
temperature dependence of the conductivity takes the general form of  
 
                    σ=σ0×exp[–(T
*
/T)
z
]             (1) 
   
where σ0 is the conductivity pre-exponential factor, T
*
 is a fitting parameter with 
units of Kelvin, and z is a parameter that describes the power of the temperature 
dependence. z can be determined from the slope of a d(logσ)/d(logT) vs. T plot.
55
 As 
shown in Figure 5.2c, a clear transition in the slope of d(logσ)/d(logT) vs. T plot was 
observed for all sizes of particles tested over 28–200 K, such that z values close to 0.5 
were observed at lower temperatures and close to 1 at higher temperatures.
54
 Temperature 
dependence with z=1, or an Arrhenius relation is consistent with the NNH model, 
whereas z=0.5 corresponds to the ES-VRH model. In the ES-VRH model, conductivity 
follows σ=σ0×exp[–(T0/T)
0.5
], where T0 is a fitting parameter with units of Kelvin, as a 
consequence of considering the soft Coulomb gap (EC).
55,56
 The Coulomb gap, which 
arises from electron correlations, can be considered as the minimum energy required for a 
hopping process to occur between localized states with finite energy and spatial 
distribution. The change in slope of the d(logσ)/d(logT) vs. T plot implies that rather than 
following a single charge transport mechanism over the entire temperature span, a 
transition in the charge transport mechanism from ES-VRH to NNH occurs at 70–100 K. 
Pinpointing an exact transition temperature (Ttr) may not be trivial from the plot but one 
can observe that the transition temperature increases with decreasing particle diameter. 
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Figure 5.3: (a) Size dependence of σ at 200 K (closed) and σ0 (open) for electron conduction. (b) Size 
dependence of EA (black squares) and its comparison to the sum of EC (blue) and ED (red).  
 
The conductivity pre-exponential factor (σ0) is displayed in open squares in Figure 
5.3a. This value describes the hopping rate between NCs, which is determined by (i) the 
number of hops necessary for charge transport, and (ii) the interparticle coupling between 
NCs. If the conductivity pre-exponential factor is primarily determined by the number of 
hops, one would expect a monotonic increase in σ0 with increasing particle diameter, 
because the total number of hops should be less for films based on larger particles. Such 
behavior was observed from films of different sized CdSe NCs.
57
 However, the results on 
our PbSe NC films shows a slight deviation from a monotonic increase. This deviation 
from monotonicity probably originates from a nonlinear change in interparticle electronic 
coupling upon the variation of particle diameter. This is reasonable because the electronic 
coupling can vary with numerous factors including the packing density of the particles, 
the packing density of the ligands on the particle surface, and the size or the shape of the 
particles, which may not be controlled precisely for particles with different diameters.
45
 In 
addition to the conductivity pre-exponential factors, conductivities for different sized 
particles at 200 K are shown in Figure 5.3a with closed squares. The overall size-
dependence of conductivity for electron conduction is consistent with the size-
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dependence of electron mobility from PbSe NCs measured at room temperature that was 
reported previously.
45
  
 
The activation energy (EA) obtained from the Arrhenius plot describes the average 
energy that is necessary for each hop. As displayed in Figure 5.3b, a monotonic increase 
in EA is observed with decreasing particle diameter. A similar trend was also observed in 
the previous chapter for activation energies of electron transport in films of different sized 
CdSe NCs.
57
  In that chapter, we claimed that the size-dependent activation energy scales 
with the size-dependent charging energy which scales with 1/d.  
 
The origin of the size-dependent activation energy can be primarily understood 
from a description based on the transition in the mechanism for charge transport that 
takes place upon increasing temperature. We discussed above that electron transport in 
our PbSe NC films follows the ES-VRH model at lower temperatures, but transitions to 
NNH above Ttr (that follows σ=σ0×exp[–EC/kBT]).
58
 It is important to emphasize that 
above Ttr, EC is temperature-independent but is size-dependent (EC=0.35e
2
/4πεε0d, ε0 is 
the vacuum permittivity, and ε is the dielectric constant). This suggests that even in 
nearest-neighbor-hopping transport, the size-dependent Coulomb penalty or EC must be 
paid for each nearest neighbor hop to occur, unless the thermal energy is significantly 
high enough to ignore EC completely. Therefore, the Coulomb gap with fixed d 
contributes to the activation energy for a given size of particles in the NNH temperature 
regime. Note that this formula of EC=0.35e
2
/4πεε0d resembles the formula for the 
charging energy of a spherical capacitor with a numerical coefficient; previous reports 
often used the concept of charging energy to describe the size-dependence of transport 
activation energy.
46,57
 As summarized in Table 1, estimated values of EC and 
experimentally obtained values of EA both scale inversely with particle diameter. 
However, the values of EC are always smaller than those of EA for all of the sizes of NCs 
tested. This implies that an additional component that has not yet been treated contributes 
to the activation energy.    
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Table 5.1. Summary of characteristic values describing charge transport in PbSe NC films. Values in 
bold are from the sets of particles for which the electrical measurements were taken down to 28 K.  
D FWHM ED EC ED + EC EA 
nm meV meV meV meV meV 
3.8 80 7.3 19.0 26.3 24.0 ± 2.3 
3.9 75 6.8 18.0 24.9 20.1 ± 0.8 
4.2 69 6.3 15.2 21.5 23.2 
5.1 59 5.4 9.7 15.1 12.9 
5.1 55 5.0 9.7 14.7 14.6 ± 0.5 
6.0 54 4.9 6.7 11.6 10.4 
6.0 45 4.1 6.7 10.8 10.8 ± 0.2 
6.8 51 4.7 5.1 9.8 9.2 ± 0.5 
7.1 51 4.7 4.8 9.4 7.8 
7.3 53 4.8 4.5 9.3 7.9 ± 0.4 
8.4 44 4.0 3.3 7.3 6.5 ± 0.5 
 
 
Consequently, the influence of disorder in the electronic states was considered, 
which is inherent for NCs with a finite size-distribution. Assuming that energy states 
follow a Gaussian distribution, one can estimate the average spacing in energy between 
the states. Because charge transport occurs through the very first PbSe NC layer on top of 
a SiO2 gate dielectric layer, charge transport can be considered as taking place between 
closed packed spheres in a two-dimensional layer. This yields a 6-fold coordination 
between adjacent particles. Then, the average energy difference between the adjacent 
energy states, which is the minimum energy (ED) necessary for electrons to hop to 
neighboring states, can be calculated to be 0.43×s1S. Here, a numerical coefficient of 0.43 
was obtained from a standard normal distribution table that corresponds to a probability 
of 1/6 and s1S is the standard deviation in energy of the Gaussian distribution which can 
be estimated from the full-width-at-half-maximum (FWHM) of the first excitonic peak in 
the absorbance spectrum according to s1S=FWHM/(4×(2ln2)
0.5
). As displayed in Figure 
5.3b, good agreement between the sum of EC (blue) and ED (red) and EA is observed. This 
suggests that, although the thermal activation energy results primarily from the size-
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dependent Coulomb penalty for each hopping process, the inherent energy disorder in the 
NC films also contributes and should be considered.         
 
In summary, the size- and temperature-dependent electron transport in EDT-
treated PbSe NC films was thoroughly investigated. At low temperatures, electron 
transport followed the ES-VRH model. The charge transport mechanism transitioned to 
NNH upon increasing the temperature. The transition temperature was higher for films of 
smaller particles. The activation energy for charge transport in the NNH model was size-
dependent and closely matched to the sum of the size-dependent Coulomb gap and an 
average energy disorder due to size distribution in NC films. We believe that this study 
provides fundamental understanding of charge transport in NC films and thus will 
promote further applications of NCs in optoelectronics.  
 
 
5.4 SILVER DOPING OF PbSe NANOCRYTALS 
 
To our knowledge, doping of PbSe nanocrystals with electronically active 
impurities has not yet been reported. Herein, we address this by first preparing PbSe 
nanocrystals that are doped with Ag atoms. We then examine the influence of these 
impurities on the charge transport through nanocrystal films. To obtain detailed 
information, we collect data as a function of temperature. Specifically, we study field-
effect transistors (FETs)
37
 based on thin films of Ag-doped PbSe nanocrystals (with 
diameters of 3.8, 5.1, and 7.1 nm) over a temperature (T) range of 78–200 K. We observe 
shifts in the Fermi level due to doping. In addition, we find that the electron mobilities of 
the doped PbSe nanocrystals exhibit an Arrhenius-type temperature dependence, implying 
nearest-neighbor-hopping transport between the nanocrystals. Finally, the charge-
transport activation energy decreases with doping, which may result from a reduced 
Coulomb penalty for hopping.
58
 
 
Before presenting the results, we note that, based on a bulk-semiconductor 
picture,
59
 one would expect that a Ag impurity (having only one valence electron) would 
103 
 
behave as an electron acceptor (or p-type dopant) if it substitutes for Pb(II) on the PbSe 
lattice. A hole would then be provided to the semiconductor, lowering the Fermi level of 
the film. However, our previous work on CdSe nanocrystals (discussed in Chapters 3 and 
4), in which Ag could similarly substitute for Cd(II), suggested that at low concentrations 
(i.e. a few impurities per nanocrystal) the Ag was not a substitutional but an interstitial 
dopant.
27
 In this case, the valence electron of the Ag could be provided to the lattice, and 
Ag would act as an electron donor (or n-type dopant). Only at higher impurity 
concentrations in CdSe did we observe p-type behavior consistent with Ag impurities 
substituting for Cd.
27
 This transition from interstitial to substitutional Ag could explain 
non-monotonic experimental shifts in the Fermi level as a function of the dopant 
concentration. The Fermi level first rose and then fell as the amount of incorporated Ag in 
CdSe was increased. Whether similar behavior will be observed in other nanocrystal 
systems, such as PbSe, remains an open question.  
 
To prepare Ag-doped PbSe nanocrystals, we first synthesized undoped PbSe 
nanocrystals with surfaces passivated primarily with oleic acid using methods described 
in the literature.
48,49,58
 The average diameters of the as-prepared nanocrystals were 
estimated from a published correlation of size with the first optical absorbance peak.
50
 To 
introduce Ag atoms into these PbSe nanocrystals, we then employed a partial cation-
exchange reaction.
27,60,61
 During our experiments on Ag-doping of CdSe nanocrystals, we 
found that the addition of trioctylphosphine could mediate the rate of the cation exchange, 
allowing the amount of incorporated dopant to be controlled.
27
 Here, we extended this 
approach to PbSe. Briefly, a toluene dispersion of the undoped PbSe nanocrystals was 
mixed with trioctylphosphine and ethanolic AgNO3 with stirring. We allowed the cation 
exchange reaction to proceed for 1 minute and then the nanocrystals were isolated 
following standard procedures. The degree of Ag doping could be tuned by adjusting the 
amount of Ag added to the exchange reaction. This allowed us to obtain a series of 
nanocrystal samples of the exact same size with different dopant concentrations. The 
amount of Ag in each sample was measured by inductively coupled plasma mass 
spectrometry (ICP-MS), as shown in Figure 5.4a. Values for our samples are summarized 
in Table 5.2. 
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Table 5.2. Doping concentrations for our three different sizes of Ag-doped PbSe nanocrystals. The 
average diameter was estimated from optical absorbance spectra. The amount of Ag in the exchange 
reaction is reported relative to the amount of Pb present. Inductively coupled plasma mass spectroscopy 
(ICP-MS) was used to estimate the average number of Ag incorporated per nanocrystal and the Ag to Pb 
ratio in the nanocrystals. 
 
 
Average 
Diameter 
(nm) 
Ag/Pb in 
Reaction  
(%) 
Average  
Ag per NC  
(number) 
Ag/Pb 
in NC  
(%) 
3.8 100 5.8 0.77 
3.8 200 11 1.4 
3.8 300 17 2.3 
5.1 50 11 0.62 
5.1 100 14 0.76 
5.1 175 23 1.3 
5.1 250 34 1.9 
5.1 350 40 2.2 
7.1 50 13 0.27 
7.1 100 26 0.55 
7.1 175 58 1.2 
7.1 250 63 1.3 
 
However, in contrast to CdSe, we could not find conditions to obtain very low Ag 
doping of PbSe (e.g. below ~5–10 Ag atoms per PbSe nanocrystal). Rather, Ag was 
incorporated only when the AgNO3 in the exchange solution was above a threshold 
concentration (~50–100% Ag/Pb). At this concentration the average amount of Ag 
incorporated immediately jumped to 5–10 per nanocrystal, depending on the size. This 
behavior explains the data for the 5.1 nm sample in Table 2, where reducing the Ag in the 
exchange reaction from 100 to 50% Ag/Pb, only decreased the Ag incorporated by ~20%. 
Unfortunately, because we could not achieve low doping concentrations, this impeded our 
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ability to address whether Ag-doped PbSe nanocrystals also exhibit an interstitial-to-
substitutional transition, as observed in CdSe.
27
 This issue is discussed further below. 
 
 
 
Figure 5.4: (a) The average number of Ag atoms per nanocrystal (NC) determined from inductively 
coupled plasma mass spectroscopy (ICP-MS) versus the amount of Ag added during the cation-exchange 
reaction, as a percent of the total Pb present. (b) A transmission electron micrograph of a doped 7.1-nm-
diameter PbSe NC (~63 Ag/NC). (c) X-ray diffraction (XRD) patterns indexed to the bulk rock salt crystal 
structure for 3.8-nm-diameter PbSe NCs with different Ag concentrations. The peak labeled with an asterisk 
is from the substrate holder made of Al. (d) Visible-near-infrared (VIS-NIR) absorbance spectra for 3.8-nm-
diameter PbSe NCs with different Ag concentrations dispersed in tetrachloroethylene. 
 
Transmission electron microscopy (TEM) images of doped PbSe nanocrystals 
showed that the particles were single crystalline even when they contained tens of Ag 
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impurities. For example, Figure 5.4b presents a micrograph of a 7.1 nm PbSe nanocrystal. 
According to ICP-MS, nanocrystals in this sample contained ~63 Ag atoms on average. 
We also did not observe significant changes in X-ray diffraction (XRD) patterns with 
doping, as demonstrated in Figure 5.4c for 3.8 nm nanocrystals. In general, we found no 
evidence of phase separation (e.g. to pure Ag or Ag2Se). Rather, the crystalline structure 
of the PbSe nanocrystals was maintained. Room-temperature absorbance spectra also 
showed no significant variations with doping, as displayed in Figure 5.4d. Room-
temperature absorbance spectra also showed no significant variations with doping, as 
displayed in Figure 5.4d. The same result was observed in Ag-doped CdSe nanocrystals.
27
 
If any impurity-induced carriers occupied quantum-confined electronic states in the 
nanocrystals, one would expect to see bleached transitions in the absorbance spectra.
43
 
The absence of this effect implies that if the Ag is providing extra carriers, they are 
leaving the nanocrystals, e.g. to fill traps on the surface or in the surrounding matrix. 
 
To investigate the electrical properties we assembled FETs based on thin films of 
Ag-doped PbSe nanocrystals. As described previously,
58
 the FETs were prepared by spin-
coating a 20 mg mL
–1 
dispersion of nanocrystals in anhydrous octane onto a Si/SiO2 
wafer with pre-patterned source/drain electrodes. The film was then treated with an 
ethanedithiol (EDT) solution (0.05 M EDT in anhydrous acetonitrile)
49
 followed by a 
second round of spin coating using a 5 mg mL
–1
 dispersion of doped PbSe nanocrystals in 
anhydrous octane. Heavily doped Si and SiO2 (thickness = 300 nm and specific 
capacitance C = 11.5 nF cm
–2
) were used as the gate electrode and the gate dielectric, 
respectively (Figure 5.5a). Au/Cr (32.5/2.5 nm) was used to form the source and drain 
electrodes. The length (L) and the width (W) of the channel were 100 µm and 1 mm, 
respectively. Note that a layer of octadecyltrimethoxysilane (OTMS)
52
 was deposited on 
the SiO2 prior to the nanocrystal-film deposition to eliminate electron traps at the 
SiO2/nanocrystal interface. The entire device fabrication was performed under a N2 
atmosphere. The FETs were then inserted into a vacuum probe station (without exposure 
to ambient), cooled to 235 K, and stored under vacuum (~10
–6
 Torr) for more than two 
hours prior to taking electrical measurements,
58
 which were carried out between 78 and 
200 K. 
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Figure 5.5: (a) Schematic cross section (not to scale) of a field-effect transistor (FET) made from PbSe 
nanocrystals (NCs). A layer of octadecyltrimethoxysilane (OTMS) was used to eliminate electron traps at 
the SiO2/nanocrystal interface. (b) Comparison of ID–VG characteristics (VD = 10 V) of FETs on a semi-log 
plot for films of Ag-doped 3.8-nm-diameter PbSe NCs with varying Ag concentrations, measured at 120 K. 
(c) A magnified plot of the same curves in (b) on a linear scale near the threshold voltage. The threshold 
voltage, Vth, of a device can be estimated from the x-intercept of a linear fit to the ID–VG characteristic 
minus half of the drain voltage. (d) The electron Vth for three different-sized Ag-doped PbSe NCs with 
various Ag concentrations. The error bars represent one standard deviation obtained from measurements on 
3 devices.  
 
Figure 5.5b displays the drain-current-(ID)–gate-voltage-(VG) characteristics of 
FETs made from 3.8 nm PbSe nanocrystals doped at different Ag concentrations. The 
measurements were performed at 120 K with a drain voltage (VD) of 10 V and a sweep 
rate of ~5V/sec. The curves all show typical V-shaped ambipolar transport behavior. The 
hysteresis in the ID–VG plots for electron transport (right wing of the V-shaped curve) was 
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negligible, consistent with previous results.
58
 In contrast, the hysteresis for hole transport 
(left wing) was prominent such that ID was higher upon hole accumulation (while ׀VG׀ 
increases) than upon hole depletion (while ׀VG׀ decreases). Because such hysteretic 
behavior is generally associated with charge trapping,
49,54
 our results imply that hole 
transport is significantly influenced by traps. We also note that such hysteretic behavior 
for hole transport was observed from all samples and at all temperatures. This prevented a 
direct study of the influence of doping on hole transport. However, a detailed analysis of 
electron transport was possible due to the lack of hysteresis on the right wing of the 
characteristics. We note that such an analysis can still provide useful information about 
the influence of the impurities, regardless of whether they are acting as donors or 
acceptors (n or p). Consequently, the discussion below will focus on electron transport. 
 
From the ID–VG curves obtained at varying temperatures, four important 
parameters that describe the electron transport in doped PbSe nanocrystals were extracted 
and examined: the threshold voltage, the mobility, the mobility pre-exponential factor, 
and the charge-transport-activation energy. First, the threshold voltage (Vth), which 
represents the gate voltage necessary to shift the Fermi level of the semiconductor for 
transport, was obtained from the x-intercept of a linear fit to the ID–VG plot using the 
relation ID = (W/L)×C×µ×[VG-(½VD+Vth)]×VD.
37
 As displayed in Figure 5.5c and 
summarized in Figure 5.5d, Vth for electron transport increased with doping for all three 
particle sizes tested. In other words, it was necessary to apply a larger shift in the Fermi 
level (a more positive gate voltage) to accumulate mobile electrons into the films as more 
Ag atoms were introduced into the PbSe nanocrystals. This implies that Ag atoms behave 
as p-type dopants (i.e. they lower the Fermi level) when they are incorporated into PbSe 
nanocrystals. This result is consistent with Ag impurities substituting for Pb and behaving 
as electron acceptors, as discussed above.  
 
However, we note that for our lowest doping concentration (0.27% Ag/Pb, or 13 
Ag per 7.1 nm nanocrystal), a decrease in Vth is seen in Figure 5.5d, which implies an 
increase in the Fermi level. Although we were not able to explore fully this concentration 
regime, as explained above, this result is consistent with the interstitial-to-substitutional 
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transition observed in CdSe. The increase in the Fermi level would then be due to 
interstitial Ag donors (n-type dopants) in PbSe nanocrystals at low concentrations. 
 
The second important parameter, the electron field-effect mobility, µ, was 
estimated from the slope of the ID–VG curves based on the relation, µ= 
(L/W)/C×(dID/dVG)/VD. We took the slope at a VG where ׀VG–Vth׀ > ׀VD׀ to ensure that 
only a single type of carrier, electrons in this case, was involved in the electrical 
conduction. Otherwise, both electrons and holes could be involved in charge transport 
and the estimation of the mobility becomes complicated (in the true ambipolar regime). In 
addition, because the mobility varies with carrier concentration, we kept the gate-induced 
carrier density approximately constant in our measurements. Interestingly, we do not 
observe a significant change in the electron mobility with doping. Figure 5.6 displays the 
electron mobilities estimated at 120 K for our three sizes of PbSe nanocrystals. Within 
experimental error, we find no variation of the mobility with increasing Ag concentration.  
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Figure 5.6: Comparison of the electron mobility measured at 120 K for 3.8-, 5.1-, and 7.1-nm-diameter 
Ag-doped PbSe nanocrystals (NCs) with different Ag concentrations. Error bars represent one standard 
deviation obtained from measurements on 3 devices. 
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However, more information can be obtained from the temperature dependence. 
For all films examined, a linear relation of µ versus T was observed when plotted in 
Arrhenius form, i.e. as µ=µ0 exp[–EA/kBT], where µ0 is the mobility pre-exponential 
factor, EA is the charge-transport-activation energy, and kB is the Boltzmann constant. For 
example, Figure 5.7a displays such Arrhenius plots for films of 3.8 nm nanocrystals with 
different doping concentrations. The linearity of the data suggests that the electron 
transport through these films follows the nearest-neighbor-hopping mechanism in the 
experimental temperature range.
42,58
 Note that in contrast to Section 5.2, where we 
discussed all the data in term of conductivities (σ), here we shall be sticking with 
mobilities (µ) instead. Since σ =e×n×µ, where e is the elemental charge and n is the 
carrier concentration, and we keep the carrier concentration constant, we can replace 
conductivity with mobility without affecting any of the trends. 
 
Values of both µ0 and EA can be extracted from the y-intercept and slope of the 
Arrhenius plots, respectively. Figure 5.7b shows that values for µ0 decrease upon doping, 
implying that the electronic coupling between nanocrystals is reduced with the 
introduction of Ag impurities. This decrease in µ0 is also consistent with the lowering of 
the Fermi level due to p-type doping. Namely, transport occurs when an electron hops 
from the lowest conduction band state (conventionally denoted 1Se) of one nanocrystal to 
the 1Se state of one of its neighbors. Due to variations in the nanocrystal size, a 
distribution in the energetic position of the 1Se states will exist within the nanocrystal 
solid. This distribution is depicted in Figure 5.7c in terms of a 1Se density of states 
(DOS). Transport will be more efficient if it occurs at an energy where the 1Se DOS is 
high. This depends on the initial Fermi level of the nanocrystal solid as well as how many 
additional electrons are induced by the gate. However, as mentioned above, the gate-
induced carrier density was approximately fixed for all of our measurements. In undoped 
nanocrystals, these additional electrons brought the transport level higher in the 1Se 
energy distribution than when p-type Ag impurities were added (Figure 5.7c).  In other 
words, because the initial Fermi level was lowered by doping, the gate-induced electrons 
were no longer sufficient to bring the transport level as high as in the undoped case. 
Rather, the transport occurred lower in the 1Se distribution (where less states exist). 
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Because the electronic coupling between nanocrystals is reduced when fewer states are 
available, µ0 should decrease, as observed.  
 
 
 
Figure 5.7: (a) Arrhenius plots of the electron mobility for 3.8-nm-diameter PbSe nanocrystals (NCs) 
doped with four different Ag concentrations. (b) The mobility pre-exponential factor for electron transport, 
µ0, as a function of Ag concentration for 3.8-, 5.1-, and 7.1-nm-diameter PbSe NCs. Error bars represent 
one standard deviation obtained from measurements on 3 devices. (c) Schematic of the lowering of the 
Fermi level (EF) upon p-type doping of Ag, which results in a reduction of µ0 when electrons are induced by 
the gate. The density of states (DOS) for the lowest conduction band state (1Se) and valence band state (1Sh) 
in the nanocrystal solid is depicted. (d) The charge-transport-activation energy, EA, as a function of Ag 
concentration for 3.8-, 5.1-, and 7.1-nm-diameter PbSe NCs. The error bars represent one standard 
deviation obtained from measurements on 3 devices. 
 
Figure 5.7d shows that EA also decreases with increasing Ag doping, but then 
saturates for all three sizes of our PbSe nanocrystals. This might be an unexpected result 
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for electron transport in a system that is doped p-type, because p-type dopants can often 
behave as traps for electron transport and thus increase the activation energy for hopping. 
However, the electron transport in PbSe nanocrystal films still exhibits negligible 
hysteretic behavior in the ID–VG curves (right wing) even when the nanocrystals are doped 
(Figure 5.5b), suggesting that the impact of Ag atoms as electron traps is weak.  
 
Instead, the trend in EA can be explained by looking into the origin of the 
activation energy for charge transport. Our previous report
58
 showed that the activation 
energy in undoped PbSe nanocrystals closely matched the sum of the Coulomb penalty 
(EC) associated with hopping and the penalty for the energy disorder (ED) of the 1Se states 
(e.g. due to the size variation of the nanocrystals). If the same model is applied to 
describe the activation energy for charge transport in doped PbSe nanocrystals, EC would 
be expected to be smaller. In general, the dielectric constant of a doped semiconductor 
increases with doping
62
 and the Coulomb penalty is inversely proportional to the 
dielectric constant. Namely, EC equals 0.35e
2
/4πεε0D, where e is the elemental charge, ε 
is the effective dielectric constant of the nanocrystal film, ε0 is the vacuum permittivity, 
and D is the center-to-center distance between the nanocrystals.
46,55,56
 Thus, the 
contribution from EC to EA should decrease with doping. In contrast, the energetic 
disorder is not altered significantly upon doping. For example, the full-width-at-half-
maximum (FWHM) of the lowest energy peak in absorbance spectra does not change 
(Figure 5.4d). Therefore, the contribution of ED to EA should remain fixed with doping. 
Overall, one would then expect EA to be reduced with doping and then saturate at the 
fixed value of ED.  This explanation is consistent with the trends observed in Figure 5.7d.  
 
In summary, we have examined electron transport in films of Ag-doped PbSe 
nanocrystals between 78 and 200 K for three sizes of particles. The threshold voltage, the 
mobility pre-exponential factor, and the activation energy for electron transport were 
investigated. The results show that the Ag atoms behaved as electronically active 
impurities.  Specifically, they lowered the Fermi level of the nanocrystal films, consistent 
with p-type dopants. The temperature dependence indicates that the electron transport 
followed a nearest-neighbor-hopping mechanism. Also the lowering of the charge 
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transport activation energy upon doping could be explained by the reduced Coulomb 
penalty for hopping. 
 
 
5.5 EXPERIMENTAL SECTION 
 
5.5.1 Chemicals and Substrates 
Anhydrous methanol, anhydrous ethanol (≥99.5%), anhydrous butanol (99.8%), 
anhydrous octane (≥99%), anhydrous hexane (≥99%), toluene (HPLC grade, 99.9%), 
anhydrous acetonitrile (99.8%), 1,2-ethanedithiol (EDT, ≥98%), carbon 
tetrachloroethylene (TCE, spectrophotometric grade, ≥99%), tri-n-octylphosphine (TOP, 
technical grade, 90%), oleic acid (technical grade, 90%), 1-octadecene (90%), 
diphenylphosphine (DPP 98%), lead (II) oxide (PbO, 99.999%), selenium pellets (Se, 
99.999%), hydrochloric acid (TraceSELECT®, for trace analysis, fuming, ≥37%), and 
nitric acid [TraceSELECT®, for trace analysis, ≥69.0% (T)] were purchased from 
Aldrich. Anhydrous acetone (extra dry, 99.8%) was purchased from Fisher Science 
Education. Silver nitrate (AgNO3, 99.9995%) was purchased from Strem Chemicals. n-
octadecyltrimethoxysilane (OTMS, 95%) was purchased from Gelest, Inc. All chemicals 
were used as delivered.  
 
<100>-oriented, boron-doped silicon (Si) wafers (resistivity = 0.005–0.01 Ωcm, 
thickness = 525 ± 25 µm) coated with 300 nm of thermal oxide (SiO2) growth were 
purchased from Silicon Valley Microelectronics.  
 
5.5.2 Synthesis of PbSe Nanocrystals 
PbSe nanocyrstals were prepared by following a modified literature procedure.
48,49
 
For example, in a typical synthesis of 6.0 nm PbSe nanocrysals, lead precursor solution 
consisting of lead oxide (1.25 g, 5.6 mmol), oleic acid (4.5 mL) and octadecene (17.8 
mL) were degassed under vacuum  (<20 millitorr) at 40 °C and purged with dry nitrogen 
gas. This degassing process was repeated three times. The temperature was elevated to 
125 °C under nitrogen and was maintained at that temperature for 30 minutes while the 
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precursor solution turned optically clear. In the meantime, a mixture of a 1.0 M solution 
of Se in TOP (10.5 mL) and 0.03 mL of DPP was prepared. Separately, a 1.0 M solution 
of Se in TOP (3.0 mL) without adding any DPP was prepared. This TOP:Se solution 
(without DPP) was mixed with a clear solution of lead precursors (5.0 mL) that was taken 
out from the reaction vessel. Subsequently, the TOP:Se solution with DPP was injected 
rapidly into the reaction vessel at 125 °C. Upon injection, the temperature of the reaction 
solution dropped to 105 °C, but then it was elevated and maintained between 120–122 °C 
for the next 3 minutes to facilitate nanocyrstal growth. The mixture of TOP solution 
(without DPP) and lead precursor solution was then added slowly (dropwise) into the 
reaction vessel for the next 3 minutes and 20 seconds. Meanwhile, the temperature of the 
reaction solution was maintained between 123–126 °C. Nanocrystals were grown for an 
additional 1 minute and 40 seconds at 125 °C. Finally, 7.5 mL of anhydrous octane was 
injected and the reaction vessel was immersed in a water bath to quench the reaction. 
Once it cooled down to room temperature, the colloidal dispersion was cannulated from 
the reaction vessel into a Schlenk flask and transferred quickly into a nitrogen filled glove 
box to avoid air exposure. The PbSe nanocrystals were isolated from the mixture by 
adding anhydrous methanol, butanol, and ethanol, followed by centrifugation. Further 
purification was done by redispersing the precipitate using anhydrous hexane, followed 
by precipitation with anhydrous ethanol and acetone and centrifugation. The precipitates 
were dried under vacuum to remove excess solvent. The resulting precipitate yielded NCs 
which are primarily ligated with oleic acids. Different sized particles were obtained 
following the similar recipe but with different injection/growth times and temperatures.  
 
5.5.3 Doping of PbSe Nanocrystals with Silver 
To prepare Ag-doped PbSe nanocrystals, we first synthesized undoped particles 
following the above method. These nanocrystals were then doped via a cation-exchange 
reaction.
27
 A typical procedure to obtain 5.1-nm-diameter PbSe nanocrystals doped on 
average with ~11 Ag atoms per nanocrystal (0.3 atomic percent) is as follows. 40 mg of 
the undoped nanocrystals is dispersed in toluene and heated to 60 °C in a glass vial. 0.3 
mL of trioctylphosphine is then added followed by 0.3 mL of 0.1 M ethanolic AgNO3 
with stirring. After 1 minute, the reaction is quenched with the addition of 10 mL of 
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ethanol. The nanocrystals then precipitate, are collected by centrifugation, and redispersed 
in 1 mL of hexane. The nanocrystals are isolated again by precipitation with ethanol, 
centrifugation, and then dried under vacuum. The amount of Ag incorporated could be 
tuned by controlling the amount of Ag added to the exchange reaction (Figure 5.4a). It is 
important to note that the entire synthesis and doping process was performed under inert 
atmosphere (nitrogen).  
 
5.5.4 Sample Characterization 
X-ray diffraction (XRD), transmission electron microscopy (TEM), inductively 
coupled plasma optical emission spectroscopy (ICP-OES), inductively coupled plasma 
mass spectroscopy (ICP-MS), and ultraviolet-visible-near infrared (UV-Vis-NIR) 
absorption spectroscopy were used to characterize the size, shape, structure, composition, 
and optical properties of the doped nanocrystals.  
 
For XRD, a Bruker-AXS microdiffractometer was utilized to collect wide-angle 
powder patterns (Cu-Kα). Samples were prepared from concentrated dispersions of 
nanocrystals in hexane. Films of these nanocrystals were deposited onto heavily doped Si 
wafers covered with a thermally grown 300-nm-thick SiO2 layer.  
 
For TEM, an FEI Tecnai G2 F30 microscope was used to image the nanocrystals 
with an acceleration voltage of 300 kV. Each sample was prepared by depositing a drop 
of a dilute dispersion of nanocrystals in hexanes onto a 400-mesh carbon-coated copper 
grid and allowing the solvent to evaporate at room temperature.  
 
For optical characterization, as-prepared nanocrystals were dispersed in TCE and 
placed in a 1-cm-path-length quartz cuvette. Absorption spectra were obtained using a 
Cary 5E UV-Vis-NIR spectrophotometer. An average diameter of these particles was 
determined from a published correlation of size with the first absorbance peak.
50
 
 
For ICP-MS, we used a Thermo Scientific XSeries2 instrument with a hexapole 
collision/reaction cell. For calibration, we compared the intensities of the unknown to 
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data from 4 multi-element standards purchased from SPEX Industries. Elements were 
analyzed at standard mass resolution using the helium/hydrogen collision reaction mode 
with kinetic energy discrimination.  The mean and standard deviation were calculated 
from five measurements on each sample. The unknowns were introduced with an ESI 
PC3 (Peltier cooler) FAST system with sample loops to reduce oxide formation and 
carryover between samples.  
89
Y was used as an internal standard.  
 
For ICP-OES, we used a Thermo Scientific iCAP 6500 duo optical emission 
spectrometer with a simultaneous charge-induction detector. We measured each sample 
five times to determine the mean and standard deviation for each elemental wavelength. 
For calibration, we utilized NIST-traceable single or multi-element standards. To lessen 
matrix effects, we matched the matrix acid for all blanks, standards, and samples. We 
diluted each sample such that the elemental concentrations were in the linear range of the 
standard and detector combination. The probe and all tubing for introduction of the 
samples were made from Teflon and flushed for at least 45 seconds with clean matrix 
acid.  
 
For both ICP-MS and ICP-OES, samples were prepared by dissolving ~1-2 mg of 
vacuum-dried nanocrystals in 5 ml of aqua regia (3:1 HCl:HNO3). The resulting ions 
were then diluted to ~100 ppm with 18 MΩ deionized water. To avoid contamination, 
trace-grade acids (HCl and HNO3) and HCl-leached plasticware and glassware were used. 
 
5.5.5 Patterning of Si/SiO2 for Field-Effect Transistors 
Si wafers covered with a thermally grown 300 nm thick SiO2 layer were patterned 
by standard photolithography, as detailed elsewhere.
51
 Cr/Au (2.5 nm/32.5 nm) electrodes 
were used as source and drain electrodes. The length and the width of the channel varied 
from 50 to 200 µm and from 1 to 2 mm, respectively. A layer of Al/Au (10 nm/75 nm) 
was deposited on the backside of the Si/SiO2 wafer to work as a gate electrode in contact 
with the heavily doped Si layer. 
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5.5.6 Device Fabrication 
Si/SiO2 wafers, with prepatterned source, drain, and gate electrodes, were 
subsequently rinsed with acetone, isopropanol, and methanol, followed by UV/ozone 
cleaning for 10 minutes. A 3 mM OTMS solution in trichloroethylene was spin-coated 
onto these wafers (3000 rpm for 10 seconds).
52
 The wafers were then vapor annealed in 
ammonium hydroxide solution (28–30% in water) overnight, followed by rinsing with DI 
water and sonication in toluene. As prepared OTMS treated wafers were brought into a 
nitrogen glove box. Inside the glove box, PbSe NC films were spin-coated (10 seconds at 
900 rpm followed by 15 seconds at 1200 rpm) from a 20 mg/ml dispersion of PbSe NCs 
in anhydrous octane passed through a 0.2 µm PTFE filter. The films were dried at 80 °C 
for 3 minutes and then at room temperature for more than 3 hours under nitrogen. 
Afterwards, the films were chemically treated with EDT by dipping the substrate in a 0.05 
M EDT solution in anhydrous acetonitrile for 3 seconds at a rate of 0.5 cm/s.
51
 To fill 
cracks formed during the EDT treatment, a second layer of NCs were spin-coated (10 
seconds at 900 rpm followed by 15 seconds at 1200 rpm) from a 5 mg/mL dispersion of 
PbSe NCs in anhydrous octane, followed by the same drying procedure. Avoiding air 
exposure, these devices were then transferred into another glove box equipped with a 
Desert Cryogenic (Lakeshore) vacuum probe station. The devices were inserted into the 
vacuum probe station either at room temperature or at 235 K and stored under vacuum 
(~10
-6
 Torr) for more than two hours before taking electrical measurements. Note that 
only the hole conduction was observed for some of the devices when vacuum was applied 
at room temperature, probably due to removal of ethanedithiol. To achieve both the 
electron and hole conduction from these films, vacuum had to be applied at lower 
temperatures, for example at 235 K, where the vapor pressure of ethanedithiols is lower 
than that at room temperature. The influence of applying vacuum on the charge transport 
needs further investigation. Current–voltage characteristics were measured using Keithley 
237 and 6517A electrometers. For temperature varying measurements, either liquid 
helium or liquid nitrogen was introduced into the cryogenic probe station. All the 
measurements were carried out under vacuum (~ 10
-6
 Torr).  
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CHAPTER 6 
 
FACILE SYNTHESIS OF SILVER CHALCOGENIDE (Ag2E, 
E=Se, S, and Te) SEMICONDUCTOR NANOCRYSTALS* 
 
 
6.1 OVERVIEW 
 
A general, one-pot, single-step method to produce colloidal silver chalcogenide 
(Ag2E, E=Se, S, and Te) nanocrystals is presented, with an emphasis on Ag2Se. The 
method avoids exotic chemicals, high temperatures, and high pressures, and requires only 
a few minutes of reaction time. While Ag2S and Ag2Te are formed in their low-
temperature monoclinic phases, Ag2Se is obtained in a metastable tetragonal phase not 
observed in the bulk.  
 
 
6.2 INTRODUCTION 
 
As a bulk material, silver selenide (Ag2Se) is a narrow-bandgap semiconductor 
with many intriguing properties. First, it is a mixed conductor with high electronic and 
ionic mobility. Second, it undergoes a reversible first-order phase transition from a low-
temperature phase (α-Ag2Se) to a high-temperature phase (β-Ag2Se) at 135 °C with a 
strong change in its electronic properties.
1 
β-Ag2Se is a superionic conductor that is used 
as an additive in highly conductive composite glasses for sensors, displays, and photo-
chargeable secondary batteries, and has potential as a solid electrolyte.
2
 α-Ag2Se is 
widely used as a thermoelectric material due to its high electrical conductivity, large 
Seebeck coefficient, and low thermal conductivity, and as a photosensitizer in 
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photographic films and thermochromic materials.
3
 Non-stoichiometric α-Ag2+δSe also 
shows giant magnetoresistance comparable to the colossal magnetoresistance observed in 
manganese perovskites.
4,5 
 
However, while all of these properties have been studied extensively in the bulk, 
very few reports have examined nanoscale Ag2Se. In many semiconductors, decreasing 
the size of the material can provide a route to tune physical properties and observe new 
phenomena. In particular, colloidal semiconductor nanocrystals provide strongly size-
specific optical and optoelectronic properties. These have been investigated for potential 
applications in solar cells,
6
 light-emitting diodes,
7,8
 thin-film transistors,
9,10
 and in 
biological imaging.
11,12
 Therefore, if Ag2Se nanocrystals were available that were 
uniform in size, they could provide an interesting new system to investigate the 
dependence of optical, magnetic, mechanical, and transport properties on size. 
Furthermore, high quality Ag2Se nanocrystals could lead to new applications or could 
significantly improve the performance of existing applications. These factors provide a 
compelling motivation to synthesize and explore the properties of silver selenide 
nanocrystals and extend the versatility of these materials simply by tailoring parameters 
such as size, stoichiometry, or crystal phase. 
 
Despite this motivation, the synthesis of high-quality Ag2Se semiconductor 
nanocrystals is far behind those of other materials such as the cadmium and zinc 
chalcogenides. Of the silver chalcogenides, Ag2S has been the most studied.
13-17
 Only a 
few reports exist on the preparation of Ag2Se nanoparticles,
18,19
 nanowires,
20
 and 
nanoscale dendrites.
21
 Other routes to obtain nano-sized Ag2Se include vapor phase 
growth,
22
 sonochemical methods,
23
 and high-temperature
22
 and high-pressure
24
 solution-
phase reactions. These methods often require the use of exotic precursors
25
 and extreme 
conditions. Nevertheless, they still generate Ag2Se nanocrystals that are polycrystalline 
and polydisperse, which can severely limit their use both for fundamental studies as well 
as potential applications.  
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To obtain crystalline nearly monodispere Ag2Se particles, one could adapt a 
successful recipe for silver telluride nanocrystals.
26
 Unfortunately, this synthesis requires 
two weeks. Alternatively, one could perform a cation exchange to transform Ag or CdSe 
nanocrystals to Ag2Se.
18,19
 However, this involves a two-step process, i.e., the synthesis 
of either Ag or CdSe nanocrystals first followed by the cation exchange. Therefore, to the 
best of our knowledge, no reported method is direct, simple, and fast. 
 
Herein, we demonstrate a one-pot, single-step synthesis of structurally well-
defined and nearly monodisperse Ag2Se nanocrystals. Our route is advantageous because 
it utilizes low temperature, atmospheric pressure, and standard chemicals. Instead of 
days, the reaction is completed within a few minutes. Moreover, the method also works 
for the synthesis of Ag2S and Ag2Te nanocrystals, thus providing a general and versatile 
technique to obtain the entire family of silver chalcogenides. 
 
 
6.3 RESULTS AND DISCUSSION 
   
6.3.1 Synthesis of Ag2Se Nanocrystals 
In a typical synthesis, 16.99 g of AgNO3 and 7.896 g of selenium shot are 
dissolved separately in 100 mL tri-n-octylphosphine (TOP) to obtain 1M Ag-TOP and 
1M TOP-Se, respectively. A mixture of 6.4 mL oleic acid (OA), 5.4 g 1-octadecylamine 
(ODA), and 12.8 mL 1-octadecene (ODE) is then combined in a 100 mL round-bottom 
flask, degassed, flushed three times with N2 to remove water and oxygen, and heated to 
70 °C under N2. With continuous stirring, 4 mL of TOP-Se is added into the flask and the 
temperature is raised to 160 °C. 4 mL of Ag-TOP is then quickly injected and the 
reaction is allowed to proceed for ~5 minutes at 150 °C. The growth is quenched in an ice 
bath and 25 ml of butanol is added to prevent solidification of the reaction mixture while 
cooling. The nanocrystals are isolated by precipitating with ethanol and re-dispersing in 
hexanes. This process is repeated at least once to ensure a clean product. 
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6.3.2 Synthesis of Ag2S and Ag2Te Nanocrystals  
A similar synthesis was developed to obtain Ag2S and Ag2Te nanocrystals. For 
the synthesis of Ag2S nanocrystals, 72 mg of sulfur powder was added to the same 
mixture of OA, ODA, and ODE as used in the Ag2Se synthesis and degassed. 4 ml of Ag-
TOP was rapidly injected at 197 °C and the reaction was allowed to proceed for 12 
minutes at 167 °C to obtain ~4 nm Ag2S nanocrystals. Similarly, 2 mL of 1M TOP-Te 
was added to the mixture of OA, ODA, and ODE and degassed. 2 mL of Ag-TOP was 
then injected at 191 °C.  A growth time of 5 minutes at ~150 °C produced ~7 nm Ag2Te 
nanocrystals. 
 
6.3.3 Role of Initial Ratio of Ag to Chalcogenide in the Synthesis of Ag2E Nanocrystals  
Among the three chalcogenides, tellurium is the most reactive toward silver, 
followed by selenium and then sulfur. Nearly monodisperse Ag2Te and Ag2Se could be 
obtained with an initial Ag:E ratio of 2:1.  However, due to the slow reaction between S 
and Ag, we sometimes observed the formation of Ag nanocrystals during the synthesis of 
Ag2S nanocrystals if we used this stoichiometric ratio.  (In fact, in the absence of any 
chalcogenide, our synthetic procedure produced high quality silver nanocrystals.) To 
avoid the production of unwanted Ag nanocrystals, we decreased the Ag:S ratio to 1:1. 
We note that increasing the concentration of the chalcogenide is a fairly common strategy 
in the synthesis of metal chalcogenide nanocrystals. For example, common recipes for 
CdSe
27
 and PbSe
28
 nanocrystals use Cd:Se and Pb:Se ratios of 1:1.25 and 1:2, 
respectively. Because we were attempting to provide a general scheme for the synthesis 
of all three silver chalcogenides, we kept the Ag to chalcogenide ratio at 1:1 for all three 
syntheses. Varying the Ag to chalcogenide ratio (between 2:1 and 1:1) did not have any 
significant impact on the dispersity of any of the resulting products. 
 
6.3.4 Size and Shape Control of Ag2E Nanocrystals 
For all three chalogenides, we could also obtain nanocrystals of different average 
sizes by varying reaction times and growth temperatures. By increasing the growth time, 
the average size of the Ag2E nanocrystals could be increased.  The shape of the Ag2S and 
Ag2Se nanocrystals remained roughly spherical regardless of the time of growth.  
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However, the Ag2Te nanocrystals started to coagulate when grown for longer than about 
20 minutes.  This then resulted in randomly shaped Ag2Te crystallites. 
 
By varying the injection and growth temperatures and ligand concentrations, the 
average size of the samples could also be affected.  For example, by reducing the ligand 
concentration by half, the initial nucleation burst produced a larger number of nuclei, 
resulting in a smaller final average size. During all of our experiments that involved 
changing growth temperatures or concentrations, we did not notice any significant 
changes in the shape of the roughly spherical nanocrystals. 
 
6.3.5 Role of Surfactants in the Growth of Ag2E Nanocrystals 
We also wish to address the role of ODE, TOP, OA, and ODA in the nanocrystal 
growth.  Our evidence suggests that ODE acts simply as a non-coordinating solvent. 
While TOP, OA, and ODA can all potentially act as surface ligands that stabilize the 
nanocrystals and mediate the growth, Fourier-transform infrared (FTIR) measurements 
(Figure 6.1) show that the surfaces of the Ag2Se and Ag2Te nanocrystals are covered 
almost entirely with TOP.
29
 This is consistent with the precursors for these materials (Ag-
TOP, TOP-Se, and TOP-Te). For Ag2S, where sulfur powder was first dissolved in ODA 
and OA, these ligands were also detected on the nanocrystal surface, but weakly. We 
believe instead that ODA and OA are important for controlling the reaction rate. Without 
ODA, large precipitates of Ag2Te and Ag2Se formed in seconds and minutes, 
respectively. (With Ag2S, large but stable 10-12 nm nanocrystals were obtained.) Without 
OA, the growth proceeded extremely slowly, yielding small, polydisperse nanocrystals. 
Thus, by balancing these two effects, a mixture of OA and ODA produces nearly 
monodisperse samples.   
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Figure 6.1: Infrared absorbance spectra of a film of as-synthesized Ag2Se (red), Ag2Te (blue), and Ag2S 
(green) nanocrystals on a CaF2 window. While the trioctylphosphine peaks exist for all three 
chalcogenides, one can observe weak amine and oleic acid peaks for the Ag2S NCs which are absent for 
Ag2Te and Ag2Se NCs. The oscillating peaks in the Ag2S data are due to interference fringes owing to the 
smooth surface of the film. The broad absorption feature in the Ag2Se spectra peaking at around 1800 cm
-1
, 
is due to band edge absorption which is discussed in the next chapter. The negative peak at 2350-2400 cm
-1
 
for Ag2Te is caused by residual CO2 in the spectrometer that was present during the background scan. We 
assign the peaks at 1025, 1100, 1262, 1378, 1418, and 1467 cm
-1
 to trioctylphosphine, the peak at 1720 cm
-
1
 to oleic acid, and the peaks at 1560, 1650, and 3200 cm
-1
 to octadecylamine. 
 
 
6.3.6 Differences between the Present Synthesis and that of Urban et al.
26
 
Our synthesis differs in several significant ways from that of Urban et al.
26
 These 
differences explain the dramatic decrease in reaction time and versatility of our approach. 
The synthesis of Urban et al. injects TOP-Te at 85 °C resulting in a mixture of rod-like 
and spherical Ag2Te nanocrystals. We believe that this mixture may be caused by a slow 
nucleation process at this low temperature. The reaction then requires a long aging 
process (9-12 days) to digest the rod-like nanocrystals and form a nearly monodisperse 
dispersion.  
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In contrast, we inject Ag-TOP at a higher temperature (around 190 °C) and 
proceed with a higher growth temperature (around 150 °C). At these temperatures, a fast 
and uniform nucleation is obtained, followed by steady growth.  As discussed in the 
previous section, the mixture of ODA and OA is also important for tuning the speed of 
the growth. 
 
6.3.7 Colloidal Stability of Ag2E Nanocrystals 
The as-obtained nanocrystals can be dispersed in various organic solvents, such as 
hexanes, toluene, or chloroform. In general, Ag2E nanocrystals can plate a glass container 
with silver if stored under ambient conditions (exposed to light and air). We found that 
this effect was strongly dependent on the solvent in which the nanocrystals were 
dispersed. When dispersed in hexanes, this effect occurred for our Ag2Se and Ag2Te 
nanocrystals after ca. 4 and 3 weeks, respectively. However, by storing the nanocrystals 
at -20 °C in the dark, they remain stable for months. Our Ag2S nanocrystals have been 
stable even under ambient conditions for months too. For all samples, the stability 
decreased if excess surface ligands were removed from the dispersion by repeated 
precipitations.  
 
Solvents other than hexanes also reduced the stability. In octane, Ag2Se and 
Ag2Te nanocrystals plated out within a couple of days.  Ag2S remained stable.  In 
chloroform and TCE, all three plated out within a couple of days.  In carbon tetrachloride, 
Ag2S plated out in ~2 days, Ag2Se in 10 hours, and Ag2Te in ~2 hours.  In general, the 
stability was also a function of concentration.  The length of time before plating 
decreased if the dispersion was more concentrated. 
 
6.3.8 Structural Characterization of Ag2E Nanocrystals 
 
6.3.8.1 Transmission Electron Microscopy  
Transmission electron microscope (TEM) images of a typical Ag2Se sample are 
shown in Figure 6.2a,b. The nanocrystals are nearly monodisperse with a standard 
deviation of 5.1 % and an average size around 6.5 nm. This value is consistent with the 
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average size of the crystallographic domains calculated by fitting the X-ray diffraction 
(XRD) spectra (discussed below) using the Scherrer equation. A representative high-
resolution TEM (HRTEM) image of the Ag2Se nanocrystals demonstrates that they are 
single crystalline (Figure 6.2b). 
 
Figure 6.2: Low-magnification TEM micrographs and selected area electron diffraction patterns of an 
ensemble of as-synthesized nanocrystals of (a,c) Ag2Se, (d,f) Ag2S, and (g,i) Ag2Te. Lattice-resolved 
HRTEM micrograph of a single (b) 7-nm diameter Ag2Se, (e) 4-nm diameter Ag2S, and (h) 7-nm diameter 
Ag2Te nanocrystal.  
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Characteristic TEM images of Ag2S (Figure 6.2d,e) and Ag2Te (Figure 6.2g,h) 
nanocrystals are also shown. The standard deviations in size were 5.3% and 9.1% for 
Ag2S and Ag2Te, respectively. Our Ag2Se and Ag2Te nanocrystals exhibited sensitivity 
to electron irradiation in the TEM.  The Ag2Se and Ag2Te samples shown in Figure 6.2 
were stable for ca. 5-10 minutes under the 300 keV beam. The Ag2S samples were much 
less sensitive, allowing one to work for at least an hour before deterioration of the 
nanocrystals was observed. This affected the quality of the HRTEM images. 
 
6.3.8.2 X-Ray Photoelectron Spectroscopy  
 
Figure 6.3: (a) XPS survey spectrum of Ag2Se nanocrystals which shows that Ag and Se are present. 
XPS high resolution spectra of Ag2Se from (b) Se 3p and (c) Ag 3d. 
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To clarify the sample composition and verify that both elements were present in 
the nanocrystals, several spectroscopic techniques were employed. Figure 6.3a-c presents 
X-ray photoelectron spectroscopy (XPS) data for the Ag2Se nanocrystals. The survey 
spectrum combined with the core-level spectra, which clearly show Ag 3d and Se 3p 
peaks, indicate that Ag and Se are present. XPS data for Ag2S and Ag2Te nanocrystals 
are presented in Figures 6.4 and 6.5 respectively. 
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Figure 6.4: (a) XPS survey spectrum of Ag2S nanocrystals which shows that Ag and S are present. XPS 
high resolution spectra of Ag2S from (b) S 2s and (c) Ag 3d. The small peak at around 980 eV is an artifact 
due to an oxygen Auger peak. 
 
(a) 
(c) (b) 
132 
 
A
g
 3
p
1000 800 600 400 200 0
Binding Energy (eV)
Binding Energy (eV) Binding Energy (eV)
In
te
n
si
ty
 (
a
.u
.)
In
te
n
si
ty
 (
a
.u
.)
In
te
n
si
ty
 (
a
.u
.)
Te 3d Ag 3d
O
 1
s
A
g
 3
d
C
 1
s
A
g
 4
p
T
e
 4
dT
e
 3
p
T
e
 3
d
595 590 585 580 575 380 375 370 365 360
A
g
 3
p
In
te
n
si
ty
 (
a
.u
.)
In
te
n
si
ty
 (
a
.u
.)
In
te
n
si
ty
 (
a
.u
.)
O
 1
s
A
g
 3
d
C
 1
s
A
g
 4
p
T
e
 4
dT
e
 3
p
T
e
 3
d
 
Figure 6.5: (a) XPS survey spectrum of Ag2Te nanocrystals which shows that Ag and Te are present. 
XPS high resolution spectra of Ag2Te from (b) Te 3d and (c) Ag 3d. The small peak at around 980 eV is an 
artifact due to an oxygen Auger peak. 
 
 
6.3.8.3 Electron Probe Micro Analysis  
Quantitative determination of the chemical composition was performed with 
electron probe micro analysis (EPMA). This showed that the elemental ratio of Ag:E 
(E=Se, Te, S) was 1.85:1 (±1.7%), 2.14:1 (±6.7%), and 1.94:1 (±1.5%), respectively, 
close to the expected ratio of 2:1. 
 
The following tables (6.1-6.3) summarize the atomic ratios calculated from these 
various points on the films. The standard deviation (σ) in the ratios obtained was < 2 % 
for Ag2S and Ag2Se films, while it was around 6.7 % for the Ag2Te film. 
 
 
(c) (b) 
(a) 
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Table 6.1.  EPMA data for films of Ag2S nanocrystals.  
 
   No.  S    Ag  Comment   Atomic Ratio  
1 34.77 66.53 Ag2S pnt 1  1.91  
2 33.90 65.66 Ag2S pnt 2 1.94  
3 34.15 65.28 Ag2S pnt 3 1.91  
4 34.02 67.06 Ag2S pnt 4 1.97  
5 34.60 66.68 Ag2S pnt 5 1.93  
6 34.67 67.13 Ag2S pnt 6 1.94  
7 34.61 66.42 Ag2S pnt 7 1.92  
8 34.60 65.08 Ag2S pnt 8 1.88  
9 33.03 66.32 Ag2S pnt 9 2.01  
10 34.07 66.29 Ag2S pnt 10 1.95  
average 34.24 66.24   1.94 Ag/S 
stdev 0.50 0.66   0.03 1.94 
% stdev 1.47 1.00   1.72  
 
 
 
Table 6.2.  EPMA data for films of Ag2Te nanocrystals.  
 
 
   No.  
Te   Ag  Comment   Atomic Ratio  
1 31.20 67.62 Ag2Te pnt 1  2.17  
2 33.30 65.77 Ag2Te pnt 2 1.98  
3 34.81 67.66 Ag2Te pnt 3 1.94  
4 32.59 68.81 Ag2Te pnt 4 2.11  
5 29.24 71.51 Ag2Te pnt 5 2.45  
6 33.92 71.51 Ag2Te pnt 6 2.11  
7 32.47 67.98 Ag2Te pnt 7 2.09  
8 29.87 67.84 Ag2Te pnt 8 2.27  
9 34.11 68.62 Ag2Te pnt 9 2.01  
10 31.22 69.44 Ag2Te pnt 10 2.22  
average 32.27 68.68   2.14 Ag/Te 
stdev 1.76 1.69   0.14 2.14 
% stdev 5.45 2.46   6.70  
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Table 6.3.  EPMA data for films of Ag2Se nanocrystals.  
 
   No.  Se   Ag  Comment   Atomic Ratio  
1 34.56 64.83 Ag2Se pnt 1  1.88  
2 35.14 64.04 Ag2Se pnt 2 1.82  
3 34.75 64.05 Ag2Se pnt 3 1.84  
4 33.99 64.81 Ag2Se pnt 4 1.91  
5 35.14 64.05 Ag2Se pnt 5 1.82  
6 35.24 64.10 Ag2Se pnt 6 1.82  
7 34.49 63.37 Ag2Se pnt 7 1.84  
8 34.37 64.22 Ag2Se pnt 8 1.87  
9 35.38 64.19 Ag2Se pnt 9 1.81  
10 34.51 63.96 Ag2Se pnt 10 1.85  
average 34.76 64.16   1.85 Ag/Se 
stdev 0.43 0.40   0.03 1.85 
% stdev 1.23 0.62   1.54  
 
 
6.3.8.4 X-Ray Diffraction  
All three silver chalcogenides are also expected to exhibit a temperature-
dependent polymorphism. In our syntheses, even though the growth temperatures of 
Ag2Se and Ag2Te are above their respective α→β phase transition temperatures (135 °C 
and 150 °C,
30
 respectively), selected area electron diffraction patterns (Figure 6.2c, f, i) 
and powder XRD of the particles’ crystallographic structure (Figure 6.6) reveal that none 
of the final products are in their high-temperature phases. For Ag2S and Ag2Te, the 
equilibrium low-temperature phases are observed, i.e. α-Ag2S (monoclinic, JCPDS 00-
014-0072) and α-Ag2Te (monoclinic, JCPDS 00-034-0142).  
 
However, the experimentally observed XRD pattern for our Ag2Se nanocrystals is 
not consistent with either the cubic phase (JCPDS, 00-027-0619) or the orthorhombic 
phase (JCPDS, 00-024-1041) of Ag2Se. For Ag2Se, two low-temperature phases have 
previously been postulated to exist depending on the crystallite size (stable orthorhombic 
and metastable tetragonal).
31,32
 Although XRD patterns were not available in the database 
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for the tetragonal phase of Ag2Se, a careful analysis of our data indicates that all of our 
Ag2Se nanocrystals are in the metastable tetragonal phase (having lattice constants 
a=b=0.706 nm, and c=0.498 nm) instead of the more stable orthorhombic phase.  
 
 
 
 
Figure 6.6: XRD patterns of as-synthesized Ag2Te, Ag2Se and Ag2S nanocrystals. The observed peak 
broadening in the reflections is expected due to size. 
 
Assuming a tetragonal phase with a=b=0.706 nm and c=0.498 nm,
 
we calculated 
the various possible spacings between crystal planes (i.e., dhkl, where h, k, and l are the 
three Miller indices for a particular crystal plane).  The results are shown in Table 6.4 
below. 
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Table 6.4.  Calculated interplanar spacings dhkl for tetragonal Ag2Se with a=b=0.706 nm 
and c=0.498 nm. 
 
a (nm) b (nm) c (nm) h k l 1/dhkl 2 1/dhkl (1/nm) dhkl (nm) 
0.706 0.706 0.498 1 0 0 2.00627563 1.416430595 0.706 
0.706 0.706 0.498 1 1 0 4.01255126 2.003135357 0.499217388 
0.706 0.706 0.498 2 0 0 8.025102521 2.83286119 0.353 
0.706 0.706 0.498 2 1 0 10.03137815 3.167235096 0.315732798 
0.706 0.706 0.498 3 0 0 18.05648067 4.249291785 0.235333333 
0.706 0.706 0.498 2 2 0 16.05020504 4.006270715 0.249608694 
0.706 0.706 0.498 3 1 0 20.0627563 4.479146827 0.223256803 
0.706 0.706 0.498 4 0 0 32.10041008 5.66572238 0.1765 
0.706 0.706 0.498 3 2 0 26.08158319 5.107013138 0.195809169 
0.706 0.706 0.498 4 1 0 34.10668571 5.840092954 0.171230151 
0.706 0.706 0.498 5 0 0 50.15689075 7.082152975 0.1412 
         
0.706 0.706 0.498 0 0 1 4.032193029 2.008032129 0.498 
0.706 0.706 0.498 1 0 1 6.038468659 2.457329579 0.40694582 
0.706 0.706 0.498 1 1 1 8.044744289 2.836325843 0.3525688 
0.706 0.706 0.498 2 0 1 12.05729555 3.472361667 0.287988434 
0.706 0.706 0.498 2 1 1 14.06357118 3.750142821 0.266656511 
0.706 0.706 0.498 3 0 1 22.0886737 4.699858902 0.212772345 
0.706 0.706 0.498 2 2 1 20.08239807 4.48133887 0.223147597 
0.706 0.706 0.498 3 1 1 24.09494933 4.908660645 0.203721559 
0.706 0.706 0.498 4 0 1 36.13260311 6.011040102 0.16636056 
0.706 0.706 0.498 3 2 1 30.11377622 5.487602047 0.182228957 
0.706 0.706 0.498 4 1 1 38.13887874 6.175668283 0.161925796 
0.706 0.706 0.498 5 0 1 54.18908378 7.361323508 0.135845137 
         
0.706 0.706 0.498 0 0 2 16.12877212 4.016064257 0.249 
0.706 0.706 0.498 1 0 2 18.13504775 4.258526476 0.234823009 
0.706 0.706 0.498 1 1 2 20.14132338 4.487908575 0.222820938 
0.706 0.706 0.498 2 0 2 24.15387464 4.914659158 0.20347291 
0.706 0.706 0.498 2 1 2 26.16015027 5.114699431 0.19551491 
0.706 0.706 0.498 3 0 2 34.18525279 5.846815611 0.171033271 
0.706 0.706 0.498 2 2 2 32.17897716 5.672651687 0.1762844 
0.706 0.706 0.498 3 1 2 36.19152842 6.015939529 0.166225075 
0.706 0.706 0.498 4 0 2 48.2291822 6.944723335 0.143994217 
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 Based on these calculations and the XRD data, we assigned the experimental d-
spacings. Since we do not have the exact location of the atoms in the structure, and 
hence, the structure factor, we could not calculate the systematic absences which could 
explain why all the planes in Table 6.4 are not observed. Moreover, as seen in Table 6.5, 
multiple (hkl) values result in almost the same d-spacing. If we had knowledge of the 
systematic absences, we could eliminate some of these spacings from our assignments. It 
is also possible that more than one of these overlapping d-spacings contribute to the XRD 
pattern, but since they are so close they appear as one peak due to Scherrer broadening. 
This issue could be resolved by reducing the line broadening by growing larger 
crystallites. Unfortunately, it was not possible to grow nanocrystals larger than 10 nm 
while keeping them stable in dispersion.  However, all the peaks that were observed in 
the XRD pattern could be indexed to at least one plane (Figure 6.7). A more detailed 
structural analysis of tetragonal Ag2Se could be performed but is beyond the scope of this 
thesis. 
 
 
Table 6.5.  XRD assignments for our Ag2Se data using the calculations in Table 6.4.  Our 
peaks match the expected positions for the tetragonal phase. However, some peaks could 
be assigned to more than one plane. 
 
λ (Cu Kα)  = 1.5418 Å   n=1     
2θ θ sin θ λ / 2 sinθ 
(Å) 
dhkl/n 
(nm) 
(hkl) dhkl calc 
(nm) 
(hkl) dhkl calc 
(nm) 
28.7 14.35 0.247845 3.110417 0.3110417 120 0.315732   
30.4 15.2 0.262189 2.940243 0.2940243 201 0.287988   
33.6 16.8 0.289032 2.667180 0.2667181 211 0.266656   
36 18 0.309017 2.494684 0.2494685 220 0.249608   
38 19 0.325568 2.367860 0.2367861 102 0.234823 300 0.23533 
40.1 20.05 0.34284 2.248570 0.224857 221 0.223147 310 0.22325 
42.6 21.3 0.363251 2.122222 0.2122223 301 0.212772   
44.6 22.3 0.379456 2.031591 0.2031592 202 0.203472 311 0.203721 
46.7 23.35 0.396347 1.945013 0.1945014 212 0.195514 320 0.19580 
51.7 25.85 0.436017 1.768051 0.1768052 222 0.176284 400 0.1765 
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Figure 6.7: XRD pattern of nearly 10-nm Ag2Se nanocrystals. All of the peaks can be indexed to the 
tetragonal phase. 
 
In Figure 6.8, we plot the XRD patterns for various sized Ag2Se nanocrystals (3-
10 nm) and observe the gradual narrowing of the peak widths with increasing size. 
(Transmission electron microscopy was used to confirm the crystallite diameters.) The 
smallest nanocrystals (~3 nm in size) could also be assigned to the cubic phase because 
the most prominent peaks from the tetragonal phase overlap with those of the cubic 
phase. Moreover, due to Scherrer broadening, these prominent peaks overlap with the 
peaks with lower intensities.   
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Figure 6.8: XRD Patterns of various sized Ag2Se nanocrystals ranging from 3 to 10 nm. 
 
However, if one assumes the 3 nm nanocrystals are in the cubic phase and then 
tries to fit the peaks with Gaussians that account for the Scherrer broadening, one does 
not obtain the appropriate crystallite size of 3 nm but rather ~1.5 nm (Table 6.6).  This 
profile fitting was performed using JADE 9 software.  The output from this program is 
shown in Figure 6.9 in which the last column of data represents the estimated size in 
Angstroms.  If one does the same analysis with the peaks from the tetragonal phase 
(Figure 6.10), one obtains a better estimate (~2.5 – 3.5 nm) of the actual crystallite size 
(Table 6.7). 
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Figure 6.9: Peak fitting of the cubic phase of Ag2Se to the observed XRD pattern for 3-nm Ag2Se 
nanocrystals. The software JADE 9 was used. The last column of numbers represents the estimated size 
based on Scherrer broadening in Angstroms. The fit predicts a size of ~1.5 nm, which is inconsistent with 
the actual size determined by transmission electron microscopy. The lower stick spectrum is the expected 
pattern for bulk cubic Ag2Se (JCPDS, 00-027-0619). 
 
 
 
Table 6.6.  Report for peak fitting of the cubic phase of Ag2Se to the observed XRD 
pattern for 3-nm Ag2Se nanocrystals. 
 
Profile Fitting 
Report  
(Assuming cubic 
Ag2Se) 
     
R = 3.02%       
@ 2-Theta d(Å) Height Area Area% FWHM XS(Å) 
35.963 (0.053) 2.4952 (0.0071) 250 (5) 48481 (1162) 100 6.730 (0.140) 12 (1) 
44.709 (0.078) 2.0253 (0.0067) 134 (2) 22490 (474) 46.4 5.116 (0.112) 17 (1) 
51.198 (0.892) 1.7828 (0.0579) 6 (1) 1007 (305) 2.1 6.369 (1.709) 14 (5) 
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Figure 6.10: Peak fitting of the tetragonal phase of Ag2Se to the observed XRD pattern for 3-nm Ag2Se 
nanocrystals, using JADE 9 as in Figure 6.9. The fit predicts a size of ~2.5 to ~3.5 nm, which is consistent 
with the actual size determined by transmission electron microscopy. The lower stick spectrum is the 
expected pattern for bulk cubic Ag2Se (JCPDS, 00-027-0619). 
 
 
 
 
Table 6.7.  Report for peak fitting of the tetragonal phase of Ag2Se to the observed XRD 
pattern for 3-nm Ag2Se nanocrystals. 
 
Profile Fitting 
Report  
(Assuming 
tetragonal phase) 
     
R = 1.11%       
@ 2-Theta d(Å) Height Area Area% FWHM XS(Å) 
29.212 (2.022) 3.0546 (0.4137) 35  2571  12.7 2.774  30  
31.230 (2.316) 2.8618 (0.4138) 65  4192 20.8 2.406  35  
33.524 (0.906) 2.6710 (0.1402) 134  9940 49.2 2.788  30  
35.750 (0.401) 2.5096 (0.0544) 245  20191 100 3.094  27  
38.627 (1.657) 2.3290 (0.1922) 120  10997 54.5 3.446  25  
40.961 (1.604) 2.2016 (0.1651) 76  5795  28.7 2.858 30 
42.988 (0.598) 2.1023 (0.0558) 70  8737 43.3 3.740 23 
44.637 (0.715) 2.0284 (0.0617) 98  6342  31.4 2.435  36 
46.858 (1.439) 1.9373 (0.1123) 16 1689  8.4 3.587 24  
51.580 (0.656) 1.7705 (0.0419) 17 1741 8.6 3.053 29 
54.181 (1.545) 1.6915 (0.0892) 4  426  2.1 4.849  18  
55.218 (1.120) 1.6621 (0.0621) 5  370  1.8 2.379  38  
56.576 (0.479) 1.6254 (0.0252) 4  347  1.7 2.366  39  
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These results suggest that: (i) Ag2Se and Ag2Te nanocrystals undergo first-order 
phase transitions to a low temperature phase upon cooling from the reaction temperature, 
and (ii) Ag2Se nanocrystals are kinetically trapped in a metastable phase that is not 
observed in the bulk. TEM and XRD studies with in-situ heating to test these two 
conclusions shall be discussed in Chapter 8. 
 
We also note that similar XRD patterns for Ag2Se nanocrystals have previously 
been assigned to other crystal structures. Based on our analysis, we believe the prior 
assignment to the orthorhombic phase is incorrect.
19
 Also, small Ag2Se nanocrystals 
(roughly 4 nm in size) had been assigned to the cubic phase.
18
 Our smallest nanocrystals 
(~3 nm in size) do indeed exhibit an XRD pattern that could be attributed to the cubic 
phase. However, the most prominent XRD peaks from the tetragonal and cubic overlap. 
Thus, with Scherrer broadening, these two phases are difficult to distinguish in small 
nanocrystals. Because our larger Ag2Se nanocrystals are clearly in the tetragonal phase 
(Figure 6.8), we believe it is more likely that all of our sizes have the tetragonal structure. 
This conclusion also agrees with other reports.
31,32
 This implies that all of our Ag2Se 
nanocrystals are trapped in a metastable crystal structure. 
 
6.3.9 Optical Absorption Spectroscopy of Ag2E Nanocrystals 
The optical absorption spectra of dispersions in tetrachloro-ethylene are shown in 
Figure 6.11. The Ag2Te spectrum shows three clearly resolved transitions, as observed 
previously.
26,33
 Surprisingly, the spectra from our Ag2S and Ag2Se samples are 
featureless despite having much narrower size distributions (~5%) than our Ag2Te 
sample (~9%). We also find that the Ag2Te absorption features are not size dependent, at 
least over the size range accessible to us (~3 to ~8 nm in diameter). The explanation for 
these transitions and the absence of similar features in Ag2S nanocrystals is still under 
investigation. Absorption in Ag2Se nanocrystals will be discussed further in the next 
chapter. 
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Figure 6.11: Room temperature optical absorption spectra of as-synthesized Ag2Te, Ag2Se and Ag2S 
nanocrystals.  
 
 
6.4 CONCLUSION 
 
In conclusion, a simple route to nearly monodisperse colloidal Ag2Se nanocrystals 
has been presented. This synthesis can also be adapted to yield Ag2S and Ag2Te 
nanocrystals. The particles are nearly stoichiometric and single crystalline. Ag2S and 
Ag2Te are produced in their low-temperature equilibrium phases. For Ag2Se, the 
metastable tetragonal phase is obtained.  Due to the simplicity and adaptability of the 
synthesis in terms of size and material, a variety of new nanoscale silver chalcogenides 
144 
 
can be obtained.  These materials have unique properties and the nanocrystals should 
allow new phenomena and applications to be explored. 
 
 
6.5 EXPERIMENTAL SECTION 
 
6.5.1 Chemicals 
Carbon tetrachloride (reagent grade, 99.9%), chloroform (HPLC grade, ≥99.8%), 
methyl alcohol (HPLC grade, ≥99.9%), 1-octadecene (ODE, technical grade, 90%), 
octadecylamine (ODA, technical grade, 90%), octane (reagent grade, 98%), oleic acid 
(OA, technical grade, 90%), selenium pellets (Se, 99.999%), sulfur powder (S, 99.95%), 
tellurium shot (Te, 1-2 mm, 99.999%), tetrachloroethylene (TCE, spectrophotometric 
grade, ≥99.9%), toluene (HPLC grade, 99.9%), and tri-n-octylphosphine (TOP, technical 
grade, 90%) were purchased from Sigma-Aldrich. Hexanes (ACS grade) was purchased 
from VWR International. Reagent alcohol (histological grade, 90% ethyl alcohol, 5% 
methyl alcohol, 5% butyl alcohol) and butyl alcohol were obtained from Fisher Scientific. 
Silver nitrate (AgNO3, 99.9995%) was purchased from Strem Chemicals. All chemicals 
were used as delivered without further purification. 
 
6.5.2 Sample Characterization 
A Bruker-AXS microdiffractometer was utilized to collect X-ray diffraction 
(XRD) patterns (Cu-Kα). An FEI Tecnai G
2
 F30 transmission electron microscope (TEM) 
was used to image the nanocrystals with an acceleration voltage of 300 kV. Optical 
absorption data were measured with a Cary 5 (Varian) ultraviolet-visible-near-infrared 
(UV-VIS-NIR) spectrometer. Electron probe micro analysis (EPMA) was performed 
using a JEOL 8900R electron probe micro analyzer with an acceleration voltage of 10 kV 
and a beam current of 50 nA with a 75 micron beam diameter. Each element was 
analyzed in its own wavelength-dispersive spectrometer and pure metals or binary 
compounds were used as standards. A JEOL thin-film correction algorithm was used for 
the quantitative elemental analyses. Films of Ag2E (E = S, Se, and Te) nanocrystals 
(NCs) were spin-coated from dispersions of these NCs in anhydrous octane on a heavily 
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doped Si wafer covered with a thermally grown 300 nm thick SiO2 layer. Data for EPMA 
was collected from 10 different points on each sample and analyzed. Films were prepared 
for FTIR spectroscopy by drop-casting a dispersion of nanocrystals in an 8:1 
hexane:octane mixture on CaF2 windows.  Spectra were obtained on a Nicolet Magna 560 
spectrometer.  Peak assignments were made with the assistance of Ref. 29. X-ray 
photoelectron spectroscopy (XPS) measurements were performed on drop-cast silver 
chalcogenide films using an SSX-100 system (Surface Science Instruments) with Al Kα 
X-ray radiation. 
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CHAPTER 7 
 
QUANTUM CONFINEMENT IN SILVER SELENIDE 
SEMICONDUCTOR NANOCRYSTALS* 
 
 
7.1 OVERVIEW 
 
We prepare Ag2Se nanocrystals with average diameters between 2.7 and 10.4 nm 
that exhibit narrow optical absorption features in the near to mid infrared.  We 
demonstrate that these features are broadly tunable due to quantum confinement. They 
provide the longest wavelength absorption peaks (6.5 µm) yet reported for colloidal 
nanocrystals.  
 
 
7.2 INTRODUCTION 
 
Efficient mid-infrared (IR) light sources, lasers and detectors are critical for many 
commercial, military and scientific applications, including remote sensing, thermography 
and astronomy. Commercial devices based on InSb and HgCdTe photodiodes exist, but 
their expense and low operating temperatures prevent some large-scale applications.
1,2
 
For example, chemical gas analysis, meteorology and pollution monitoring, could benefit 
from new multi-spectral IR photodetectors that are inexpensive and operate near room 
temperature.
3
 Organic laser dyes and rare-earth-doped crystals could potentially provide 
alternative IR sources, but dyes are restricted to the near IR
4
 and rare earths offer limited 
tunability in the mid IR.
5
 Epitaxial quantum dots (EQDs)
6
 have led to efficient mid-IR 
emitters with commercially viable performance. However, they are grown with ultra-high 
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vacuum techniques, such as molecular beam epitaxy, and are not chemically processible, 
both leading to high cost. 
 
 Colloidal QDs, also known as semiconductor nanocrystals, may provide an 
attractive alternative IR material.
7
 Nanocrystals can be chemically synthesized with 
narrow size distributions and then dispersed in a range of organic and inorganic solvents. 
This can lead to low-cost films of QDs that are highly uniform and densely packed, 
properties that are potentially useful for the active region of an optical device. 
Unfortunately, although a variety of semiconductor nanocrystals have been chemically 
synthesized for applications in the visible and the near IR,
8-10
 only a few examples exist 
with tunabilty in the mid IR, most significantly HgTe nanocrystals.
11-13
  
 
 In general, tunability can arise in nanocrystals due to quantum confinement,
14,15
 
which increases the energy of electronic transitions between the valence- and conduction-
band states. Thus, in sufficiently small nanocrystals, the lowest energy absorption feature 
can shift blue from the bulk bandgap with decreasing particle size. Each bulk band also 
evolves into a set of discrete electronic states. Thus, a second approach to tunable IR 
absorption is to utilize “intraband” transitions between these states, e.g. within the 
conduction band.
16,17
 However, this requires a steady population of electrons in the 
conduction band states of the nanocrystals. Achieving this through optical excitation or 
charge injection presents challenges for devices. 
 
 Herein, we instead utilize a relatively unexplored nanocrystal material, silver 
selenide (Ag2Se), to obtain wavelength-tunable absorption in the near to mid IR. Because 
Ag2Se has a narrow bulk bandgap of ~0.15 eV,
18
 it presents an interesting material 
system to obtain tunable mid-IR absorption (>2.5 µm) with quantum confinement. It is 
also environmentally more benign than the mercury chalcogenides. Below we 
demonstrate colloidal QDs that exhibit spectrally narrow absorption peaks in the mid IR 
that are tunable with particle size down to 0.19 eV (6.5 µm). 
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Recently, the first syntheses of high-quality Ag2Se nanocrystals have appeared.
19-
22
 However, only one demonstrated quantum confinement in optical spectra
22 
and, in this 
case, the transitions were in the near IR. To explore applications in the mid IR as well as 
other size-dependent phenomena, one needs single-crystalline, nearly monodisperse 
Ag2Se nanocrystals over a large range of sizes. In Chapter 6, we presented a route to 
obtain fairly monodisperse single-crystalline silver chalcogenide nanocrystals (S, Se and 
Te).
19
 Herein, we adapt our approach to synthesize Ag2Se nanocrystals from 2.8 to 10.4 
nm for optical studies. 
 
 
7.3 RESULTS AND DISCUSSION 
 
  A typical synthesis began by heating a mixture of 7.8 g of tri-octylphosphine 
oxide (TOPO) and 6.6 mL of oleylamine (OM) in a 50-mL round-bottom flask to 70 °C 
and degassing and flushing with N2 three times. Simultaneously, 16.99 g of AgNO3 and 
7.896 g of selenium shot was dissolved in 100 mL tri-n-octylphosphine (TOP) to obtain 
1M Ag-TOP and 1M TOP-Se, respectively, in a N2-filled glovebox. 4 mL of TOP-Se was 
added to the flask and the temperature was raised to 150 °C. 4 mL of Ag-TOP was then 
quickly injected into the rapidly stirring mixture and the reaction was allowed to proceed 
for ~4 minutes at 140 °C. The growth was quenched in a water bath and 20 ml of butanol 
was added to prevent solidification of the reaction mixture while cooling. The 
nanocrystals were precipitated with ethanol and re-dispersed in hexanes. This 
precipitation was repeated at least twice to remove all unreacted oleylamine. No 
additional size-selection was used. 
 
The procedure above generates nanocrystals with an average size of 7.3 nm and a 
standard deviation of 0.67 nm (~9%) as determined by transmission electron microscopy 
(TEM, Figure 7.1a). High-resolution TEM (Figure 7.1b) demonstrates that the 
nanocrystals are single crystal. The IR absorption spectrum (Figure 7.1c) exhibits a 
distinct peak around 0.22 eV (5.6 µm).  
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Figure 7.1: (a) Low-magnification TEM image, selected-area electron-diffraction pattern and size 
histogram of Ag2Se nanocrystals with an average diameter of 7.3-nm. (b) Lattice-resolved high-resolution 
TEM image of an 8.2-nm-diameter single-crystalline Ag2Se nanocrystal. (c) Room temperature infrared 
absorbance spectra of a film of the same nanocrystals in (a). The features at 0.35-0.37 eV are due to C-H 
stretches in the organic ligands that coat the nanocrystal surfaces. 
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To obtain nanocrystals of different sizes, we could simply vary the growth time. 
For the synthesis of the smallest sized Ag2Se nanocrystals (~2.8 nm ±16%), an approach 
similar to the one described earlier was followed. 4 ml of TOP-Se was added to the 
mixture of OM and TOPO and the temperature raised to 150 °C. The heating mantle was 
then removed and the reaction flask was cooled down using a water bath. As the 
temperature dropped, 4 ml of Ag-TOP was rapidly injected at 130 °C and the reaction 
was quenched within 15 seconds by addition of 24 mL butanol.  
 
Following the recipe mentioned above, we were able to obtain fairly 
monodisperse (σ~10%) nanocrystals with sizes less than 7.5 nm by varying the growth 
times between 1 to 6 minutes. Growing the particles longer did result in an increase of the 
average size. However, the size distribution also broadened, presumably due to Ostwald 
ripening. To obtain bigger nanocrystals, we therefore modified the synthesis by using a 
different precursor to introduce silver. Instead of a TOP complex with AgNO3, we used 
an AgCl-TOP complex instead. In a N2-filled glovebox, 14.32 g of AgCl was dissolved in 
100 mL TOP to obtain 1M AgCl-TOP. 2 mL of TOP-Se was added to the mixture of OM 
and TOPO after degassing and the temperature was raised to 180 °C. 2 mL of AgCl-TOP 
was injected to this rapidly stirring mixture and the reaction was allowed to proceed for 
nearly 20 minutes at 170 °C to yield 10.4-nm Ag2Se nanocrystals. The reaction was 
quenched using a water bath and 10 mL of butanol was injected to prevent the unreacted 
TOPO from solidifying. Around 8 mL of ethanol was added to precipitate the 
nanocrystals. Care was taken while purifying these particles. Owing to their large size, 
they tend to crash out of solution and are unrecoverable if excess alcohol is added during 
the cleaning procedure.  
 
In Figure 7.2 we show representative low- and high-resolution TEM images, as 
well as the size histograms for our smallest (~2.8 nm ±16%) and largest (~10.4 nm 
±11%) nanocrystals. Figure 7.3 shows representative TEM images for various sized 
Ag2Se nanocrystals obtained using the second approach with AgCl-TOP as the silver 
precursor. 
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Figure 7.2: (a, c) Low-magnification transmission electron microscope (TEM) images and size 
histograms showing the size distribution of an ensemble of Ag2Se nanocrystals with average sizes of 2.8- 
and 10.4-nm, respectively. (b, d) Lattice-resolved high-resolution TEM micrographs of 2.3- and 10.3-nm 
single-crystalline Ag2Se nanocrystals, respectively.  
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Figure 7.3:  Transmission electron microscope (TEM) images for 4.2-nm, 5.9-nm and 8.6-nm Ag2Se 
nanocrystals.  
 
 
Figure 7.4: X-ray diffraction patterns of different-sized Ag2Se nanocrystals. The average diameter 
obtained from transmission electron microscopy is indicated next to each pattern. The observed peak 
broadening with decreasing diameter is expected due to size effects. 
 
Nanoscale Ag2Se has been reported to exhibit two room-temperature polymorphs: 
orthorhombic, which is the stable bulk phase, and tetragonal, which is a metastable 
10 nm 10 nm 10 nm 
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phase.
23,24
 Previously, we obtained Ag2Se nanocrystals that existed in the tetragonal 
phase.
19
 X-ray diffractograms (Figure 7.4) and selected-area diffraction patterns (Figure 
7.1a) confirmed that all of the Ag2Se nanocrystals presented here were also in the 
tetragonal phase.  
 
 
Figure 7.5: (a) Room-temperature mid-IR absorbance spectra of films of Ag2Se nanocrystals of different 
sizes. The strong peak around 0.36 eV is due to C-H stretches in the organic ligands that coat the 
nanocrystal surfaces. (b) Room-temperature near-IR absorbance spectrum of 2.8-nm Ag2Se nanocrystals 
dispersed in tetrachloroethylene. (c) The energy of the lowest optical transition versus size for our Ag2Se 
nanocrystals. The error bars represent one standard deviation in the average diameter. The inset is a blow-
up for nanocrystals larger than 5 nm. (d) The energy of the lowest optical transition versus 1/radius. The 
solid red line represents effective mass theory using literature parameters. The transition energy does not 
vary as 1/radius but rather 1/(radius)
2
 for nanocrystals <6 nm, which are strongly confined (inset). The solid 
black line is a linear fit to the experimental data with a coefficient of determination of 0.9998. 
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When the nanocrystal size was varied, the lowest energy absorption feature could 
be tuned over the mid IR (Figure 7.5a). These features are narrow with a full-width-at-
half-maximum (FWHM) typically <75 meV. Only the smallest nanocrystals, which were 
the most polydisperse, exhibited a broader feature, with a FWHM of ~200 meV (Figure 
7.5b). In this case, the reaction was quenched right after nucleation and the nanocrystals 
may not have had sufficient time to undergo any size-focusing. Figure 7.5c presents a 
correlation between QD size (from TEM) and the energy of the lowest optical transition 
(from the absorption peak).  
 
Table 7.1.  Electron Probe Micro Analysis (EPMA) data for films of 6.8-nm-diameter 
Ag2Se nanocrystals.  
 
No. Se Ag Comment Atomic Ratio  
1 34.25 65.09 Ag2Se pnt 1 1.900  
2 33.76 65.27 Ag2Se pnt 2 1.933  
3 33.70 65.53 Ag2Se pnt 3 1.945  
4 33.30 65.67 Ag2Se pnt 4 1.972  
5 33.04 67.19 Ag2Se pnt 5 2.033  
6 34.45 64.78 Ag2Se pnt 6 1.881  
7 34.04 65.31 Ag2Se pnt 7 1.919  
8 34.87 65.90 Ag2Se pnt 8 1.890  
9 34.46 65.35 Ag2Se pnt 9 1.896  
10 34.05 66.45 Ag2Se pnt 10 1.951  
Average 33.99 65.65  1.932 Ag/Se 
Stdev 0.53 0.67  0.046 1.932 
% Stdev 1.56 1.02  2.4  
 
 
While quantum confinement can explain the size dependence of the absorption 
feature (more below), we first consider another explanation. IR absorption in non-
stoichiometric copper chalcogenides has recently been explained by free-carrier 
absorption.
25-27
 To give rise to a similar effect at 0.23 eV (5.5 µm) for our 6.8-nm Ag2Se 
nanocrystals, we estimated that each particle would need ~7 vacancies, or a 
stoichiometric ratio of 1.9984 (Ag:Se). However, a quantitative analysis of the 
stoichiometry of our 6.8-nm sample by electron probe micro analysis (EPMA, see Table 
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7.1) gave a value of 1.9321 (±0.046).  Table 7.1 summarizes the atomic ratios calculated 
from various points on a film of 6.8-nm-diameter Ag2Se nanocrystals. The standard 
deviation (σ) in the ratios obtained was ~ 2.4 %. This suggests that the observed peak is 
not due to free carriers. Further, peaks due to free-carrier absorption are generally much 
broader (typically with linewidths of hundreds of meVs). Finally, to explain the data, the 
stoichiometery would need to decrease monotonically with increasing size, which seems 
unlikely. 
 
 Rather, we argue that the size dependence is due to quantum confinement. In this 
case, we can estimate the position of the lowest-energy electronic transitions using a 
simple particle-in-a-sphere effective-mass model.
14,15
 To do this, we need the dielectric 
constant and effective masses for bulk Ag2Se. Using a dielectric constant of 11 (Ref. 28) 
and effective masses for the electron, *em , and hole, 
*
hm , of 0.32m and 0.54m, 
respectively,
18,28
 where m  is the free-electron mass, we obtain an exciton Bohr radius of 
2.9 nm. Thus, as a first approximation, nanocrystals with diameters <5.8 nm should 
exhibit quantum confinement.  
 
 Specifically, according to simple effective-mass theory, the energy of the 
lowest electronic transition in our nanocrystals, NCgE , should vary as  

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where bulkgE  is the bulk bandgap, R is the radius of the nanocrystal and h  is Planck’s 
constant. Two values for the bulk bandgap of Ag2Se have been reported. For the 
orthorhombic phase, it has been determined to be 0.15-0.18 eV.
18,22,29-33
 The existence of 
another phase with a bandgap of 0.05-0.07 eV has also been discussed
29-32
 and has been 
assigned to the tetragonal phase.
29
 The red line in Figure 7.5d plots the expected size 
dependence of NCgE  for our Ag2Se nanocrystals assuming 
*
em  = 0.32m  and 
*
hm = 0.54m  
and a bulk bandgap gap of 0.07 eV.
29
 This bandgap was chosen since our nanocrystals 
are in the tetragonal phase. The experimental energies are close to but systematically 
lower than the values predicted by the simple model until ~6 nm (Figure 7.5d). We 
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postulate that particles below this size are in the strongly confined regime (since the 
calculated excitonic Bohr diameter was 5.8 nm). Nanocrystals larger than this size are 
more weakly confined and show weaker size dependence. These strong and weak 
confinement regimes are qualitatively indicated by the purple and green ovals in Figure 
7.5d. 
 
 For particles smaller than 6 nm, we performed a linear least squares analysis on 
the plot of NCgE versus 1/R
2
 (the black line in the inset of Figure 7.5d). The size 
dependence of the data is well approximated by NCgE  [eV] = 0.064 + 1.566 (R[nm])
-2
. 
The y-intercept at infinite R should represent the bulk bandgap. The value from the fit 
(0.064 eV) is consistent with the previously reported value for the bulk bandgap (0.07 
eV) of the tetragonal phase of Ag2Se. The fit is also in agreement with Ref. 22, where a 
distinct absorption peak was observed at ~750 nm (1.653 eV) for Ag2Se nanocrystals 
with a diameter of 2 ± 0.6 nm. Our formula predicts that this absorption peak should be at 
1.63 ± 0.47 eV.  
 
Figure 7.6: Room-temperature near-IR absorbance spectra of 2.7-nm Ag2Se nanocrystals dispersed in 
carbon tetrachloride (black) and as a thin solid film on a sapphire disk (red). The energy of the lowest 
optical transition undergoes a red shift of nearly 26 meV when cast as a thin film due to a combination of 
changes in the dielectric function of the film and increased electronic coupling between the quantum dots 
(Ref. 34). 
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We note that, except for the 2.8-nm sample, all absorption measurements (Figure 
7.5) were performed on films of nanocrystals. Thus, the lowest energy peaks are slightly 
red-shifted from what would be obtained from dispersions due to the solvatochromic 
effect and possibly electronic coupling.
34
 Indeed, we observe a 26 meV shift for 2.7 nm 
Ag2Se nanocrystals (Figure 7.6).  
 
Photoluminescence was also observed in the same sample. A large Stokes shift 
(390 meV) exists between the lowest energy absorption peak and the fluorescence 
maximum (Figure 7.7). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.7: Absorbance (red) and emission (black) spectra of 2.7-nm Ag2Se nanocrystals dispersed in 
carbon tetrachloride. The absorption and photoluminescence maxima are at 1.093 and 0.703 eV, 
respectively, indicating a large Stokes shift of ~390 meV. 
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7.4 CONCLUSION 
 
In conclusion, we demonstrate a wet-chemical synthesis to produce fairly 
monodisperse Ag2Se nanocrystals ranging from 2.8 to 10.4 nm in diameter. These 
nanocrystals exhibit quantum confinement with an absorption peak that can be tuned with 
size from 0.19 (6.5 µm) to 0.89 eV (1.4 µm). With potential applications in IR optical and 
optoelectronic devices like solar cells, molecular detectors and thermal imagers, Ag2Se 
nanocrystals provide an excellent alternative to other IR-active materials with heavy 
metals such as Pb or Hg. 
 
 
7.5 EXPERIMENTAL SECTION 
 
7.5.1 Chemicals 
Carbon tetrachloride (reagent grade, 99.9%), tetrachloroethylene (TCE, 
spectrophotometric grade, ≥99%), selenium pellets (Se, 99.999%), tri-n-octylphosphine 
oxide (TOPO, technical grade, 90%), oleyl amine (OM, technical grade, 70%), octane 
(reagent grade, 98%) and tri-n-octylphosphine (TOP, technical grade, 90%) were 
purchased from Sigma-Aldrich. Hexanes (ACS grade) was purchased from VWR 
International. Reagent alcohol (histological grade, 90% ethyl alcohol, 5% methyl alcohol, 
5% butyl alcohol) and butyl alcohol were obtained from Fisher Scientific. Silver nitrate 
(AgNO3, 99.9995%) and silver chloride (AgCl, 99.9%) were purchased from Strem 
Chemicals. All chemicals were used as delivered without further purification. 
 
7.5.2 Sample Characterization 
FEI Tecnai T12 and G
2
 F30 transmission electron microscopes (TEM) were used 
to image the nanocrystals with an acceleration voltage of 120 kV and 300 kV, 
respectively. Films were prepared for X-ray diffraction (XRD) by drop-casting a 
dispersion of nanocrystals in an 8:1 hexane:octane mixture on heavily doped Si wafers 
covered with a thermally grown 300-nm-thick SiO2 layer and the patterns (Cu-Kα) were 
collected using a Bruker-AXS microdiffractometer. Optical absorption data for the 
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smallest nanocrystals (dispersed in carbon tetrachloride or TCE) were measured with a 
Cary 5 (Varian) ultraviolet-visible-near-infrared (UV-VIS-NIR) spectrometer. A JEOL 
8900R electron probe micro analyzer was used for electron probe micro analyses 
(EPMA) with an acceleration voltage of 10 kV and a beam current of 50 nA with a 75 
micron beam diameter. Pure metals or binary compounds were used as standards for Ag 
and Se. Both elements were analyzed in their respective wavelength-dispersive 
spectrometers. For subsequent quantitative elemental analyses, we used a JEOL thin-film 
correction algorithm. Films of Ag2Se nanocrystals were spin-coated from dispersions in 
octane on a heavily doped Si wafer covered with a thermally grown 300-nm-thick SiO2 
layer. Data for EPMA was collected from 10 different points on the film and analyzed. 
Films were prepared for attenuated total internal reflection Fourier transform infrared 
(ATR-FTIR) spectroscopy by drop-casting a dispersion of nanocrystals in hexanes onto a 
trapezoidal-shaped Germanium (Ge) ATR crystal (5 × 1 × 0.1 cm
3
) and allowing the 
deposit to dry for nearly 20 minutes. FTIR absorption spectra were collected using a 
Nicolet Magna 550 series II FTIR spectrophotometer with an ATR accessory (Harrick 
Scientific) and a Glowbar source. The infrared beam was focused normal onto the 45° 
beveled edge of the trapezoidal Ge ATR crystal. All spectra were obtained by averaging 
100 interferograms at 4 cm
-1 
resolution. Peak assignments
35
 were made with the 
assistance of Ref. 35. The fluorescence spectrum was measured in a Bruker Vertex 80 
Fourier-transform infrared (FTIR) spectrometer. The excitation source was an OSRAM 
OSTAR® model SFH 4751 infrared light source emitting at a wavelength of 940 nm. 
The photoluminescence was detected by a liquid nitrogen-cooled InSb photodiode from 
Bruker. 
  
 
7.6 REFERENCES 
 
(1) Rogalski, A. Infrared Physics & Technology 2002, 43, 187. 
(2) Rogalski, A.; Antoszewski, J.; Faraone, L. Journal of Applied Physics 2009, 105, 
091101. 
162 
 
(3) Xu, H. Z.; Zhao, E.; Majumdar, A.; Jayasinghe, L.; Shi, Z. Electronics Letters 
2003, 39, 659. 
(4) Resch-Genger, U.; Grabolle, M.; Cavaliere-Jaricot, S.; Nitschke, R.; Nann, T. 
Nature Methods 2008, 5, 763. 
(5) Shaw, L. B.; Cole, B.; Thielen, P. A.; Sanghera, J. S.; Aggarwal, I. D. IEEE 
Journal of Quantum Electronics 2001, 37, 1127. 
(6) Bhattacharya, P.; Ghosh, S.; Stiff-Roberts, A. D. Annual Review of Materials 
Research 2004, 34, 1. 
(7) Murray, C. B.; Sun, S. H.; Gaschler, W.; Doyle, H.; Betley, T. A.; Kagan, C. R. 
IBM Journal of Research and Development 2001, 45, 47. 
(8) Battaglia, D.; Peng, X. G. Nano Letters 2002, 2, 1027. 
(9) Hines, M. A.; Scholes, G. D. Advanced Materials 2003, 15, 1844. 
(10) Murray, C. B.; Kagan, C. R.; Bawendi, M. G. Annual Review of Material Science 
2000, 30, 545. 
(11) Keuleyan, S.; Lhuillier, E.; Brajuskovic, V.; Guyot-Sionnest, P. Nature Photonics 
2011, 5, 489. 
(12) Keuleyan, S.; Lhuillier, E.; Guyot-Sionnest, P. Journal of the American Chemical 
Society 2011, 133, 16422. 
(13) Kovalenko, M. V.; Kaufmann, E.; Pachinger, D.; Roither, J.; Huber, M.; Stangl, 
J.; Hesser, G.; Schaffler, F.; Heiss, W. Journal of the American Chemical Society 
2006, 128, 3516. 
(14) Brus, L. E. Journal of Chemical Physics 1984, 80, 4403. 
(15) Efros, A. L.; Efros, A. L. Soviet Physics Semiconductors - USSR 1982, 16, 772. 
(16) Guyot-Sionnest, P.; Hines, M. A. Applied Physics Letters 1998, 72, 686. 
(17) Wehrenberg, B. L.; Wang, C. J.; Guyot-Sionnest, P. Journal of Physical 
Chemistry B 2002, 106, 10634. 
(18) Junod, P.; Hediger, H.; Kilchor, B.; Wullschleger, J. Philosophical Magazine 
1977, 36, 941. 
(19) Sahu, A.; Qi, L.; Kang, M. S.; Deng, D.; Norris, D. J. Journal of the American 
Chemical Society 2011, 133, 6509. 
163 
 
(20) Wang, D.; Xie, T.; Peng, Q.; Li, Y. Journal of the American Chemical Society 
2008, 130, 4016. 
(21) Wang, S. B.; Hu, B.; Liu, C. C.; Yu, S. H. Journal of Colloid and Interface 
Science 2008, 325, 351. 
(22) Yarema, M.; Pichler, S.; Sytnyk, M.; Seyrkammer, R.; Lechner, R. T.; Fritz-
Popovski, G.; Jarzab, D.; Szendrei, K.; Resel, R.; Korovyanko, O.; Loi, M. A.; 
Paris, O.; Hesser, G.; Heiss, W. ACS Nano 2011, 5, 3758. 
(23) Gates, B.; Mayers, B.; Wu, Y. Y.; Sun, Y. G.; Cattle, B.; Yang, P. D.; Xia, Y. N. 
Advanced Functional Materials 2002, 12, 679. 
(24) Gunter, J. R.; Keusch, P. Ultramicroscopy 1993, 49, 293. 
(25) Deka, S.; Genovese, A.; Zhang, Y.; Miszta, K.; Bertoni, G.; Krahne, R.; Giannini, 
C.; Manna, L. Journal of the American Chemical Society 2010, 132, 8912. 
(26) Luther, J. M.; Jain, P. K.; Ewers, T.; Alivisatos, A. P. Nature Materials 2011, 10, 
361. 
(27) Zhao, Y. X.; Pan, H. C.; Lou, Y. B.; Qiu, X. F.; Zhu, J. J.; Burda, C. Journal of 
the American Chemical Society 2009, 131, 4253. 
(28) Gorbachev, V. V.; Putilin, I. M. Physica Status Solidi B - Basic Research 1975, 
69, K153. 
(29) Abdullayev, A. G.; Shafizade, R. B.; Krupnikov, E. S.; Kiriluk, K. V. Thin Solid 
Films 1983, 106, 175. 
(30) Baer, Y.; Frohlich, C.; Steigmeier, E.; Busch, G. Zeitschrift Fur Naturforschung 
Part A - Astrophysik Physik Und Physikalische Chemie 1962, A 17, 886. 
(31) Boettcher, A.; Haase, G.; Treupel, H. Zeitschrift fur Angewandte Physik 1955, 7, 
478. 
(32) Dalven, R.; Gill, R. Physical Review 1967, 159, 645. 
(33) Dalven, R.; Gill, R. Journal of Applied Physics 1967, 38, 753. 
(34) Leatherdale, C. A.; Bawendi, M. G. Physical Review B 2001, 63, 165315. 
(35) Silverstein, R. M.; Bassler, G. C.; Morrill, T. C. Spectrometric Identification of 
Organic Compounds; Wiley: New York, 1981. 
 
 
164 
 
CHAPTER 8 
 
PHASE TRANSITIONS IN SILVER CHALCOGENIDE 
NANOCRYSTALS 
 
 
8.1 INTRODUCTION 
 
 In the previous chapters, we have discussed extensively ways to expand the range 
of available properties in solid state materials, firstly by doping (silver in CdSe and PbSe 
nanocrystals),
1
 and secondly by shrinking the size of the material (quantum confinement 
in Ag2Se nanocrystals)
2,3
 and in fact, combining both of these effects when we dope the 
nanocrystals. While the properties of nano-scale materials are different from those 
observed in bulk, some of these properties vary continuously as one shrinks the size of 
the material. The most notable example in this case would be the systematic reduction in 
melting points with decreasing size (the melting temperature of CdS decreases from 
1600 °C in bulk crytals to ~400 °C for nanocrystals).
4
 Other properties like quantum 
confinement arise only below a certain size (exciton Bohr radius of the material).
5,6
 
Studies of properties like temperature-dependent structural transformations and phase 
transitions in bulk materials have not been yet expanded fully to the nano-scale. Whether 
or not these transitions are a continuous or discrete function of the size of the material or 
even depend on the crystal size at all, will depend on the material. In fact, we have 
already observed the existence of a metastable tetragonal phase in silver selenide 
nanocrystals not observed in bulk in Chapters 6 and 7.
2,3
 Discovering novel pathways to 
tap into metastable and high energy structures at or close to ambient conditions will 
further advance control over material properties.  
 
 Traditional studies of phase transitions in bulk systems define the 
pressure, temperature and composition of the material as the key parameters that 
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determine the transition point and subsequent behavior. Only in the last few decades has 
it been appreciated that the physical size of the material also plays a key role in 
determining the transition point.
7
 Solid-solid phase transitions in bulk systems do not 
occur spontaneously at ambient conditions because there exists a certain barrier to these 
transitions which is deeply correlated to the difference in their Gibbs free energies. In 
nanocrystalline systems where a huge fraction of the atoms are on the surface, with 
substantially different energies compared to in bulk crsytals, one can imagine that the 
barriers to these phase transitions should be altered significantly. Even in the highest 
quality bulk crystals, a certain number of defects always exist at equilibrium. The new 
phase nucleates typically at these defect sites and then expands systematically throughout 
the crystal. The case is very different for nanocrystals.  
 
Especially in nanocrystals synthesized by the high-temperature hot-injection 
methods described in this thesis, the nanocrystals are in general single crystalline and free 
of structural defects.
8
 Additionally, using high-temperature synthetic techniques helps 
anneal any defects that might exist during nucleation and/or growth since the high-energy 
defect is always only a few lattice lengths away from the surface. Thus one can safely 
assume the defect concentrations in nanocrystals are much lower than what one would 
expect in bulk crystals. Hence, there exist very few nucleation sites in these pristine 
crystals for the onset of phase transitions that progress by the nucleation and growth 
mechanism. Even if the new phase manages to nucleate in a certain nanocrystal, the 
maximum distance it can propagate is restricted to within the dimension of that 
nanocrystal and cannot extend to neighboring crystals. This is very unlike the case in 
bulk systems where even a single nucleation event can trigger a huge change as it can 
propagate to great lengths. Subsequent interfacial forces associated between the parent 
and the product phases in the bulk crystal can generate more defects and as a result form 
new nucleation sites which start to propagate as well, eventually leading to an avalanche 
of nucleation and growth. However, since nanocrystals do not have a well-defined or 
rather strained structure at the surface, the surface can provide potential nucleation sites 
which then change the dynamics of the nucleation and growth event entirely, as one 
could have potentially 30-40 % of the atomic sites acting as defect sites. While studying 
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the changes in phase transitions with size is of fundamental interest, it also provides a 
device engineer an opportunity to obtain materials with tunable properties. If a certain 
material shows significant deviation in its phase behavior with size, it allows us to alter 
the phase diagrams of these at will and extend the versatility of existing material systems.  
 
 
8.2 BACKGROUND 
 
 Before delving deeply into phase transitions in nanocrystalline systems, we need 
to first distinguish between two terms - phase transformation and phase transition - that 
are often used interchangeably. In this study, when we refer to phase transition, we are 
restricting ourselves to transitions between two phases which do not involve any 
compositional changes i.e. the parent phase and the product phase have identical 
chemical compositions. The phase transition only involves a structural transition. In 
general, any other phenomena that involve a compositional change would be included 
under phase transformations.
9
 A word of caution though needs to be exercised when one 
refers to identical chemical composition. Instances such as transformation of oxygen to 
ozone and isomeric transitions should not be considered phase transitions because ozone 
and oxygen, and isomers, are each two different individual components. In this sense, the 
definition of phase transition shall be further restricted to a transformation that only 
involve phases of a single component with different crystal structures. 
 
As proposed by Ehrenfest,
10
 phase transitions may be classified based on the 
differential of any thermodynamic parameter [most common of which is the Gibbs free 
energy function (G)] with respect to the transition parameter (which can be the pressure, 
temperature or composition of the system). The order of the transition is then defined by 
the least derivative which is non-zero at the phase transition point. In our studies, we 
shall be dealing with phase transitions as a function of temperature keeping pressure and 
compositions constant. Thus, in our case, for a n-th order transition  
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where T denotes the temperature of the system, Tc the phase transition temperature 
 
Now substituting n=1 for a first order transition and n=2 for a second order transition in 
equation 8.1, we obtain 
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Here, for first and second order transitions respectively, S denotes the entropy, H the 
enthalpy and Cp the specific heat of the system at constant pressure, P. 
 
Thus, first-order transitions are accompanied by a discrete change in entropy, 
enthalpy and specific volume of the material. Typically but not exclusively, all first-order 
transitions are discrete events involving nucleation and growth. The change in enthalpy 
leads to the generation of a latent heat during the transition process. In contrast, second-
order transitions do not involve any latent heat of transition. While it is common to 
classify transitions as first- or second-order, in reality it is difficult to pinpoint whether a 
transition occurs as either of these two types. Going strictly by definition, first-order 
transitions should undergo sharply at Tc and the high- and low-temperature phases of the 
material should not coexist at any other temperatures other than Tc. However, in reality it 
is known that in a finite temperature interval near the transition temperature for most 
transitions classified as first-order transitions, both the low- and the high-temperature 
phases do coexist.  
 
In contrast to the thermodynamic mode of classification introduced by Ehrenfest, 
Burger proposed another way of classifying these transitions based on the structural 
mechanism as diffusional or displacive transitions.
11
 In various nomenclatures, 
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diffusional transitions are analogous to “reconstructive” or “nucleation and growth” 
transitions while displacive transitions can be related to “martensitic” or “cooperative” 
transitions. The nomenclature of “nucleation and growth” is very confusing as both 
displacive and diffusional transitions occur via the nucleation and growth mechanism. In 
a displacive transition, a homogeneous lattice deformation takes place with an ordered 
relative displacement of lattice planes and atoms, such that there always exists a 
correspondence between the parent crystallographic structure and the product structure. 
Thus, transitions that involve a small deformation in lattice parameters between the two 
phases generally follow the displacive mechanism. In contrast, as the name suggests, 
diffusional transitions involve diffusive events where atoms can move around from the 
parent to the product lattice sites at random. The process involves breaking of bonds 
between neighboring atoms in the parent structure and reconstruction of the structure to 
grow the product structure. In general, no correspondence exists between the parent and 
product lattice structures in these transitions and more often than not, these are 
accompanied with huge changes in lattice parameters. However, in real world systems, 
this strict distinction between different modes of transitions disappears. There exist 
transitions which can be classified under either class and hence these are referred to as 
“hybrid” transitions.
11
  
 
 
8.3 PHASE TRANSITIONS IN SILVER SELENIDE NANOCRYSTALS 
  
 Silver selenide (Ag2Se) exhibits a reversible first-order reversible phase transition 
from a low-temperature orthorhombic phase (α-Ag2Se) to a high-temperature cubic phase 
(β-Ag2Se) at 135 °C. While β-Ag2Se is a superionic conductor that is used as an additive 
in highly conductive composite glasses for sensors, displays, and photo-chargeable 
secondary batteries, and has potential as a solid electrolyte, α-Ag2Se is widely used as a 
thermoelectric material, and as a photosensitizer in photographic films and 
thermochromic materials.
2
 From a fundamental standpoint as well as from an application 
point of view, it becomes extremely interesting to observe how the existence of both 
these phases is affected by varying the crystal size. Many groups have probed the size 
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dependence in solid-solid phase transitions, focusing mostly on pressure-induced ones.
12-
15
 However, these transitions occur typically in the giga-pascal range which makes them 
highly unlikely to be incorporated in most practical applications. In contrast, only a few 
reports have studied the size dependence of temperature-induced phase transitions.
16
 One 
reason for this limited study could be due to the lack of reliable synthetic techniques to 
obtain fairly monodisperse crystals of small size, sintering of small crystals and/or 
sublimation on heating. In this regard, Ag2Se presents itself as an attractive proposition to 
study these temperature-induced transitions. Firstly, we have developed robust synthetic 
methods to synthesize fairly monodisperse Ag2Se nanocrystals within a size range of 3-
10 nm.
2,3
 Secondly, bulk Ag2Se undergoes a phase-transition at a relatively low 
temperature of 135 °C which is lower than the sintering temperature (typically ~ 200-
250 °C) for the Ag2Se nanocrystals. Indeed, whether the phase transition temperature 
goes up or down with reducing size remains to be seen. However, the Ag2Se system 
provides us with a fairly large window (-268 °C to 200 °C) to study the effect of size in 
temperature-induced phase transitions. 
 
 Prior to investigating the effect of temperature on the phase transition in our 
Ag2Se nanocrystals, it is important to note that they do not exist in the stable 
orthorhombic phase observed in bulk but in a metastable tetragonal phase,
2,3
 which is not 
unusual. Solid-solid phase transformations can be drastically affected by crystallite size 
as is evidenced by widespread experimental observations of metastable structures 
existing at room temperature and pressures for nanostructured materials over the last 
three decades.
12-14,17-44
 In Chapters 6 and 7, we observe the same with our Ag2Se 
nanocrystals wherein these exist in a tetragonal phase as against the bulk low temperature 
stable orthorhombic phase.
2,3
 For the sizes studied in the range from nearly 3-10 nm, we 
found all our nanocrystal samples to exist in the tetragonal phase. This implies, however, 
that there ought to exist a certain upper bound on the size below which Ag2Se crystallites 
favor the tetragonal phase as compared to the bulk orthorhombic phase. In order to 
investigate this phase-transition size, we prepare samples with increasing size and probe 
their structure using X-ray diffraction. As mentioned in Chapter 6, using colloidal 
syntheses, we were unable to grow nanocrystals stable in solution with sizes greater than 
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10 nm. To overcome this limitation, firstly we deposit our largest sized nanocrystals as a 
thin film on a substrate and replace the long chain surfactants capping these nanocrystals 
with shorter ones, and secondly we sinter these films at relatively mild temperatures to 
promote sintering and hence obtain controlled crystallite growth on the substrate. 
Replacing the bulky capping ligands with short-chain ligands is essential because this 
allows us to perform the sintering at very slow rates at modest temperatures of around 
60 °C as against nearly 250 °C wherein the sintering takes place at an uncontrolled rate. 
For the ligand exchange, we follow a protocol described in Chapter 4 for CdSe 
nanocrystal films
1,45
 and replace the long ligands with hydroxyl ligands (see Section 8.4.7 
for details). We then proceed to sinter these exchanged films at ~ 60 °C for varying 
periods to obtain different crystallite sizes. The x-ray diffraction data for one of these 
sintered films with an average crystallite size of roughly 28 nm (as calculated by the 
Scherrer broadening of the peak width) is shown in Figure 8.1.  
 
 
 
 
 
 
 
 
 
 
 
Figure 8.1: X-ray diffraction data of a Ag2Se nanocrystal sintered film with ~ 28-nm average crystallite 
size. 
 
One can clearly observe peaks that match the orthorhombic phase of Ag2Se while 
there also exist peaks that remain from the tetragonal phase. The red peaks correspond to 
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the low-temperature orthorhombic phase (naumannite) and the blue peaks to that of the 
high-temperature cubic phase that exists in bulk. A word of caution that needs to be 
exercised in these data is that as against to calculating crystal sizes from X-ray diffraction 
data from a fairly monodisperse sample of nanocrsytals deposited on a substrate, the sizes 
calculated here are from a sintered polycrystalline sample wherein there is no control 
over grain size across the entire film. Since one obtains just an average crystallite size, 
there might be regions where one has crystallites either solely in the tetragonal phase or 
in the orthorhombic phase. However, since we have no other technique to grow 
controlled grains of the same size at our disposal, we continue our analyses with this 
approach. 
 
 
Figure 8.2: X-ray diffraction data showing the transition from the metastable tetragonal phase to the 
stable orthorhombic phase with increasing grain size in Ag2Se crystals. 
 
Figure 8.2 depicts the X-ray diffraction data obtained from a set of sintered 
samples with increasing sintering times (and hence larger crystallite sizes) and compares 
it with the X-ray diffractogram of an unsintered 7-nm nanocrystal film. We observe that 
crystallites roughly greater than 38-nm in size show no signs of the tetragonal phase and 
almost exist entirely in the orthorhombic phase which leads us to believe a size 
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corresponding to ~ 40-nm marks an upper boundary for the tetragonal phase to exist in 
Ag2Se crystallites. We have good reason to be confident about this result since Ag2Se 
nanowires with diameters below 40-nm do exist in the tetragonal phase while those 
greater than 40-nm in diameter exist in the orthorhombic phase.
46
 To the best of our 
knowledge, this is the first report which tracks a systematic change from a metastable 
phase to a stable phase in nanocrystalline systems at ambient conditions simply as a 
function of their crystallite size.  
 
Having mapped out the first section of our phase diagram for Ag2Se as a function 
of size at room temperature and pressure, we now proceed to examine the effect of 
temperature on the Ag2Se nanocrystals. As against bulk Ag2Se, where the phase 
transition occurs from the orthorhombic phase to cubic phase at 135 °C, instead we are 
probing the transition from the tetragonal phase to the cubic phase as a function of 
temperature. Since, in either case, the transition should involve a change in crystal 
structure, we use in-situ X-ray diffraction (XRD) with heating as a tool to track the 
changes in the structure as a function of temperature. Also, since in bulk, the transition to 
the high-temperature phase is known to be of first order, it should be accompanied by a 
discrete change in the enthalpy, specific heat, entropy and specific volume as discussed in 
Section 8.2. Thus, we also employ differential scanning calorimetry (DSC), which tracks 
the enthalpy and specific heat, as an alternative tool to track the phase transition in 
conjunction with XRD.  
 
Figure 8.3 shows XRD data portraying the phase change from the tetragonal 
phase to cubic phase for ~6-nm Ag2Se nanocrystals. The phase change takes place around 
100 °C and the nanocrystals transform completely to the cubic phase as observed in bulk. 
The red sticks in the figure show the expected positions of the peaks from the cubic phase 
[Joint Committee on Powder Diffraction Standards (JCPDS) # 00-027-0619]. Whether 
the depressed phase transition temperature from 135 °C to 100 °C is due to the reduced 
size of the crystals or due to a transition from the tetragonal to the cubic phase instead of 
a transition from the orthorhombic to the cubic phase needs to be investigated further.  
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Figure 8.3: Changes in X-ray diffraction patterns with increased temperature showing the transition 
from the low-temperature tetragonal phase to the high-temperature cubic phase for ~6-nm Ag2Se 
nanocrystals. 
 
Figure 8.4 shows the DSC plot for one thermal cycle (heating followed by 
cooling) for a sample of ~8.6-nm Ag2Se nanocrystals. For comparison, we also 
performed a DSC analysis on bulk Ag2Se purchased from Sigma Aldrich (Figure 8.4). 
The vertical axis shows the amount of heat flow into the sample during heating. Thus it is 
an endothermic heat flow – a positive peak implies that the sample takes up heat and a 
negative peak implies the sample releases heat. The sharp peak in the DSC plot at around 
100 °C for the nanocrystals and around 136 °C for the bulk samples (fairly close to the 
bulk expected value of 135 °C from literature) shows that both the nanocrystals as well as 
the bulk crystals absorb heat to undergo the phase transition which can be attributed to 
the latent heat involved during the transition. This proves that the transition is of first 
order. It is evident that the nanocrystals have a lower phase transition temperature than 
the bulk crystals. 
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Figure 8.4: DSC thermogram of ~8.6-nm Ag2Se nanocrystals for one thermal (heating/cooling) cycle. 
The data for Ag2Se bulk crystals are also included for comparison. 
 
Furthermore, to verify whether the phase transition was reversible or not, we 
performed a cooling cycle to observe if the crystals reverted back to their original phase. 
As expected from the bulk sample, we did observe a peak on the cooling cycle close to 
120 °C. Hysteresis is a common phenomenon in reversible cycles and its origins are 
related to the fact that we have different phases nucleating and growing during the 
heating and the cooling cycle. On one hand during the heating cycle, we nucleate a cubic 
phase inside the tetragonal phase which then grows. The activation barrier for these 
nuclei to nucleate and grow will be different from what one would expect for the nuclei 
during the cooling cycle wherein the tetragonal phase tries to grow in the cubic phase. 
Interestingly enough, for the nanocrystal sample, we observe two peaks in the cooling 
cycle – one centered around 85 °C and the other around 57 °C. These two peaks were 
observed in all our Ag2Se samples. From the DSC thermogram, one can not determine 
the origin of these two peaks. Hence, we perform a thermal cycle with in-situ XRD 
analyses to probe this further. Figure 8.5 shows the heating cycle while Figure 8.6 shows 
the cooling cycle. 
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Figure 8.5: Changes in X-ray diffraction patterns with increasing temperature showing the transition 
from the low-temperature tetragonal phase to the high-temperature cubic phase for ~8.6-nm Ag2Se 
nanocrystals. 
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Figure 8.6: Changes in X-ray diffraction patterns with decreasing temperature showing the transition 
from the high-temperature cubic phase to the low-temperature tetragonal phase for ~8.6-nm Ag2Se 
nanocrystals. 
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As is evident from Figure 8.5, the transition from the low-temperature tetragonal 
phase to the high-temperature cubic phase starts somewhere around 80 °C and is 
complete by 90 °C. The difference between the DSC data and the XRD data might be due 
to the fact that the samples for XRD are cast as a thin film on a substrate which might 
have some influence on the phase transition. Moreover, the temperature read from the 
XRD data is the set-point temperature and not the actual sample temperature. In spite of 
the inconsistency between the two sets of data, they more or less agree with each other 
within a temperature range of ~ 10 °C. Figure 8.6 plots the cooling cycle for the same 
nanocrystal sample used for Figure 8.5. We observe that the onset of the reverse 
transition does indeed take place somewhere between 95 °C - 90 °C with signs of the 
tetragonal phase creeping in. However, the sample does not revert back to the original 
structure until the temperature reaches about 60 °C - 55 °C. This proves that there are two 
different regimes in the phase transition to the original tetragonal phase while cooling 
down the sample. Since the tetragonal phase is not observed in bulk, we could not find 
any reports on this phenomenon.  
 
One assumption is that the transition might not directly occur from the cubic to 
the tetragonal phase but might progress through some other metastable phase which 
exists roughly between 80 °C- 60 °C. However, in that temperature range we observe that 
the XRD pattern more or less matches the tetragonal phase observed at room temperature 
even though the intensities are somewhat different. This leads us to believe that there 
might be some subtle differences in the crystal structure and/or the atomic positions of 
the silver and the selenium atoms between the intermediate phase and the tetragonal 
phase. With no knowledge of the atomic locations in the tetragonal phase observed by us 
at room temperature, we cannot claim if there would be any differences in those locations 
in the intermediate phase. However, we found one single report by Okabe et al. where 
they observe the existence of another metastable tetragonal phase for grain sizes of Ag2Se 
less than 50-nm with lattice parameters a=b=0.698 nm, and c=0.496 nm using high 
resolution transmission electron microscopy.
47
 These values of lattice constants are only 
marginally different from what we observe (a=b=0.706 nm, and c=0.498 nm).  
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Using their lattice constants, we would get peaks very close to where we observe 
(within 0.5 degrees of each other). However, a peak fitting using their lattice constants do 
not match the experimental data at room temperature from the nanocrystals as well as the 
constants used by us. Hence, most likely, we observe the tetragonal phase proposed by us 
at room temperature while there exists a distinct possibility that we might be observing 
this metastable tetragonal phase (with lattice constants proposed by Okabe et al.) as the 
intermediate phase which exists between 80 °C-60 °C during the cooling cycle. Since all 
the peaks are not fully developed in this temperature regime and additionally with the 
huge Scherrer broadening due to the small crystallite sizes, it is hard to locate the peak 
positions and do any rigorous curve fitting.  
 
Another fact that might lend credence to our postulate is that this phase can be 
observed using high-resolution transmission electron microscopy wherein localized 
heating would most certainly take place. In fact, recently, a phase transition was observed 
in copper sulfide nanorods with unintentional heating under the electron beam.
48
 A 
similar effect might have been observed by Okabe et al. where they observed their 
metastable tetragonal phase due to mild heating of the sample. It is not unreasonable for 
the local sample temperature to rise to about 70-80 °C under high intensity electron 
beams. A recent report by Yin et al. discusses the phase transition of Ag2Se thin films 
under the electron beam.
49
 One way to discern what is going on would be to study the 
local structure of the atoms using techniques such as Extended X-Ray Absorption Fine 
Structure (EXAFS) spectroscopy. Even though it is extremely challenging to analyze 
systems which go through such a disordered-ordered phase transition and draw reliable 
conclusions, EXAFS may be able to figure out the nature of this intermediate phase. 
 
The ratio of the two DSC peaks in the cooling cycle – one around 85 °C and the 
other around 57 °C – varies from sample to sample. In samples where the 85 °C is small 
compared to the peak at 57 °C, the XRD data shows that there is no noticeable change in 
the crystal structure in between 85 °C – 60 °C, and the sample changes phase directly 
from the cubic to the tetragonal phase without passing through the metastable 
intermediate phase. Again, this hints at the peak at 85 °C corresponding to a 
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transformation from the cubic to the metastable intermediate phase and the peak around 
57 °C to the tetragonal phase. Figure 8.7 shows the DSC thermogram of one such sample 
and Figures 8.8 and 8.9 show the corresponding X-ray heating and cooling cycle 
diffractograms of the sample. One can observe from the cooling cycle that there is no hint 
of phase transition until 65 °C and then between 65 °C to 50 °C, the sample switches 
back to the original tetragonal phase. 
 
Figure 8.7: DSC thermogram of ~8-nm Ag2Se nanocrystals for one thermal (heating/cooling) cycle. 
 
 The samples were made to go through multiple thermal cycles of heating and 
cooling to check if the phase transition and its reversibility were consistent over 
numerous cycles. Figure 8.10 shows the XRD data obtained from a sample of ~8-nm 
Ag2Se nanocrystals in the second thermal cycle. Note that this was the same sample used 
for Figures 8.8 and 8.9 (first thermal cycle). The sample retained its properties on the 
second cycle, going from the low-temperature tetragonal phase to the high-temperature 
cubic phase somewhere between 80 °C and 100 °C and changing back to the original 
tetragonal phase somewhere around 60 °C, which is as observed from the DSC data in 
Figure 8.7 and the X-ray diffractograms in Figures 8.8 and 8.9. 
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Figure 8.8: Changes in X-ray diffraction patterns with increasing temperature showing the transition 
from the low-temperature tetragonal phase to the high-temperature cubic phase for ~8-nm Ag2Se 
nanocrystals. The sharp peaks marked by asterisks are zincite peaks from the conductive grease on the 
substrate holder. 
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Figure 8.9: Changes in X-ray diffraction patterns with decreasing temperature showing the transition 
from the high-temperature cubic phase to the low-temperature tetragonal phase for ~8-nm Ag2Se 
nanocrystals. The sharp peaks marked by asterisks are zincite peaks from the conductive grease on the 
substrate holder. 
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Figure 8.10: Changes in X-ray diffraction patterns with temperature showing the transition from the 
low-temperature tetragonal phase to the high-temperature cubic phase and back to the original phase for 
~8-nm Ag2Se nanocrystals in the second thermal cycle of heating and cooling. The sharp peaks marked by 
asterisks are zincite peaks from the conductive grease on the substrate holder. 
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Figure 8.11: DSC thermograms of ~6.5-nm Ag2Se nanocrystals for two thermal (heating/cooling) 
cycles. The dotted red and blue lines are meant to serve as guide lines to locate the shift in relative peak 
positions between the two cycles for the heating and cooling cycles, respectively. 
 
 Figure 8.11 shows the DSC thermograms of a sample of 6.5-nm Ag2Se 
nanocrystals for two consecutive thermal cycles. Two interesting observations from the 
figure are that firstly, the phase transition temperatures during heating in both cycles are 
within 1.5 °C of each other while those during cooling are within 0.5 °C of each other 
implying sample stability over multiple thermal cycles. Secondly, the phase transition 
temperatures during heating are suppressed by almost 6-7 °C compared to the previous 
samples which were ~8-nm to 8.6-nm in size and by nearly 3 °C (for the peak around 
85 °C) and 5 °C (for the peak around 57 °C) in the corresponding cooling cycles which 
implies that the phase transition depends on the size of the crystals. However, while the 
smaller nanocrystals (~6.5-nm) are stabilized by oleic acid, octadecylamine and tri-
octylphosphine, the bigger ones used in the previous figures possess a different set of 
capping ligands (oleyl amine, tri-octylphosphine and tri-octylphosphine oxide). Hence, 
before attributing this reduction in phase-transition temperature to a reduction in size of 
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the crystals, first and foremost, we need to confirm whether the observation is simply an 
effect of different surfactants capping the nanocrystals. For PVP-capped AgI 
nanocrystals, Makiura et al. observe a huge change in the phase-transition temperature 
during cooling, which they correlate to a mixture of the size effect, presence of defects 
and a charge balance induced by PVP, the surfactant.
50
 Thus, we proceed to synthesize 
Ag2Se nanocrystals of approximately the same size with various different ligands and 
check the phase transition temperatures. Details of the synthesis methods employed for 
each type of surfactant can be found in the experimental section at the end of the Chapter 
(Sections 8.4.3-8.4.6). The results are summarized in Figure 8.12 with DSC thermograms 
for each type of ligand combination.  
 
Figure 8.12: DSC thermograms of 8.6-nm oleylamine-, tri-octylphosphine-, tri-octylphosphine oxide-
capped, 9.4-nm hexadecylamine-capped and 10.8-nm octadecylamine-capped Ag2Se nanocrystals. The 
dotted red and blue lines are meant to serve as guide lines to locate the shift in relative peak positions 
between the three samples for the heating and cooling cycles, respectively. 
 
 The phase-transition temperatures during the heating cycle were within 2 °C of 
each other for the three nanocrystal samples capped with different ligands. Notably, the 
185 
 
nanocrystals capped with octadecylamine (ODA) with an average size 10.8-nm 
underwent the transition at 103.3 °C while those capped with hexadecylamine (HDA) 
having an average size of 9.4-nm, and a mixture of oleylamine (OM), tri-octylphosphine 
(TOP) and tri-octylphosphine oxide (TOPO) having an average size of 8.6-nm, did the 
same at 101.5 °C and 101.3 °C respectively. During the cooling cycle, the first and 
second transitions took place around 88.3 °C and 57.4 °C, respectively for the ODA-
capped nancrystals.  For the HDA-capped ones, they took place at 88.2 °C and 57.3 °C 
respectively, while for the OM, TOP, TOPO-capped nanocrystals, the reverse transitions 
took place around 87.7 °C and 57 °C. Three noteworthy points here are that firstly, within 
our error, the phase transition does not seem to depend largely on the surface-capping 
ligands. Secondly, with increasing size, the transition temperature on the heating cycle 
shifts to progressively higher temperatures even though it is a very weak function of size. 
Finally, the HDA- and the ODA-capped nanocrystals possessing a larger size distribution 
(σ~15%) as compared to those capped with OM, TOP and TOPO (σ~10%), demonstrate 
a broader peak in the DSC thermogram during the heating cycle again implying that the 
transition temperature is indeed a function of the size of the nanocrystals.  
 
Having more or less established that the shifting of the phase-transition 
temperature is a weak function of the size of the nanocrystal, we proceed to synthesize 
even smaller nanocrystals and study their phase-transition behavior (Figure 8.13). For all 
our samples, we observe that during the cooling cycle, the phase-transition temperatures 
are almost the same (88 °C and between 55-58 °C). Only for the smallest samples (~ 4.6-
nm) did we observe a significant deviation in these transition temperatures (83 °C and 
52.5 °C respectively). Also for the two smallest samples with average sizes roughly 
around 6.7-nm and 4.6-nm, the phase-transition temperatures for the heating cycle were 
around 95 °C and 76.5 °C respectively, while that for the 6.5-nm sample shown in Figure 
8.11, it was nearly 94 °C. Hence, we can conclude that the phase-transition temperature 
of Ag2Se nanocrystals shifts uniformly lower with decreasing size. The observation 
matches with what is generally postulated of melting of nanocrystals wherein the melting 
temperature at the solid-liquid phase transition also decreases with decreasing size
7
 and 
the depression in the melting varies inversely as the crystal size.  
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Figure 8.13: DSC thermograms of 4.6-nm, 6.7-nm, 8.0-nm, 8.6-nm, 9.4-nm and 10.8-nm Ag2Se 
nanocrystals showing the size dependence of the phase-transition temperatures. 
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Figure 8.14: Phase-transition temperature dependence on Ag2Se nanocrystal size as observed from 
experimental data. 
 
 
For melting of nanocrystals, the following equation has been proposed,
7
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the latent heat of fusion, R the size of the nanocrystal, γ the surface tension and ρ the 
density of each phase (1-liquid and 2-solid). For a solid-solid transition case, the 
corresponding phases would both be solids. In our case, since the transition takes place 
from the tetragonal phase to the cubic phase and the tetragonal phase does not exist in 
bulk, we cannot estimate the bulk phase-transition temperature (Tb). We can somewhat 
estimate the latent heat evolved during the phase change through DSC. However, the data 
is very approximate as it is hard to determine the exact mass undergoing the transition. 
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Since the nanocrystals are capped by ligands which can contribute from nearly 20-70% of 
the mass of the nanocrystal depending on the size of the nanocrystal and the identity of 
the ligands. Moreover, the complexity is compounded by the fact that the surface of the 
nanocrystal may be strained or distorted (and is usually amorphous) and hence the role of 
the surface atoms during the transition is not known, i.e. if they actually contribute to the 
phase transition or not. Again, depending on the size of the nanocrystals, as many as 40% 
of the atoms of the nanocrystal can exist at the surface. Finally, since the Ag2Se system 
has not been studied very extensively (especially the tetragonal and the cubic phase), we 
were unable to find any reliable values of the density and surface tension (surface energy) 
of these two phases. Nevertheless, we try to plot our data as a function of size to get a 
rough estimate of how the phase diagram would look like (Figure 8.14). 
 
Figure 8.15: Phase-transition temperature as in Figure 8.14 of Ag2Se nanocrystals as a function of their 
inverse size. 
 
 Figure 8.15 plots the phase-transition temperature of the Ag2Se nanocrystals 
against their corresponding inverse size. Even though the data does not seem to lie on a 
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straight line, a linear fit to the data above when extrapolated to infinity gives a phase 
transition for bulk Ag2Se (if it existed in the tetragonal phase) to be around 400 K i.e. 127 
°C which is pretty close, but still lower than, the bulk phase-transition (from the 
orthorhombic phase to the cubic phase) temperature of 135 °C.  
 
 We would get a better idea regarding the phase diagram of Ag2Se, if we were able 
to discern if nano- to micro-sized Ag2Se crystals in the orthorhombic phase also 
displayed a size-dependent phase-transition behavior. To achieve the same, using a ligand 
exchange and sintering technique described previously, we prepared a thin film of Ag2Se 
of nearly 100-nm average grain sizes existing in the orthorhombic phase and conducted 
XRD experiments with in-situ heating to determine the phase transition temperature. 
Note that to determine the phase transition temperature of these samples, we needed to 
perform DSC measurements. However, we were unable to do so as we could only 
synthesize these as thin films which are not amenable for the DSC measurements. 
Regardless, we could get a fair idea of the transition temperatures for these big Ag2Se 
crystals which lie in an intermediate regime somewhere between nanocrystals and bulk 
Ag2Se. Figures 8.16 and 8.17 show the XRD patterns for these crystals for the heating 
and the cooling cycles, respectively. We can observe immediately from Figure 8.16 that 
around 130 °C, the phase has almost changed from the orthorhombic to the cubic phase. 
The high-intensity peak around 37 degrees (2-theta) has almost disappeared and the other 
two centered around 33.5 and 35 degrees have reduced substantially in intensity. Given 
that in all the previous samples, we have determined the phase-transition temperature 
from the peak in the DSC curve and not at the temperature where the peak merges into 
the baseline, it is fair to assume that the phase-transition temperature for this sample is 
somewhere around 130 °C. By the same analogy, we can assume that the phase-transition 
temperature for the sample during the cooling cycle lies somewhere around 110 °C. Thus, 
compared to the bulk sample (Figure 8.4), we observe a depression in the transition 
temperature during the heating cycle from 135 °C to 130 °C, and from 120 °C to 110 °C 
during the cooling cycle for the 100-nm Ag2Se crystals. Hence, there is reduction in the 
transition temperatures with decreasing size for the macro- to micro-sized crystals 
existing in the orthorhombic phase as well. 
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Figure 8.16: Changes in X-ray diffraction patterns with increasing temperature showing the transition 
from the low-temperature orthorhombic phase to the high-temperature cubic phase for ~100-nm Ag2Se 
crystals. 
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Figure 8.17: Changes in X-ray diffraction patterns with decreasing temperature showing the transition 
from the high-temperature cubic phase to the low-temperature orthorhombic phase for ~100-nm Ag2Se 
crystals. 
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Figure 8.18: Size- and temperature-dependent phase diagram for Ag2Se crystals. The dotted lines 
indicate the expected transition lines if the corresponding phases existed at those temperatures. The red 
diamonds indicate the position of the phase-transition temperatures for Ag2Se nanocrystals existing in the 
tetragonal phase. The blue cube does the same for ~100 nm crystals in the orthorhombic phase.  
 
 Now putting together all the information we have accumulated regarding the 
phase-transition behavior of Ag2Se crystals in Figure 8.18, we construct a hypothetical 
phase diagram for Ag2Se with temperature and size of the crystals as the two parameters. 
The solid red line is a linear fit from the data points corresponding to experimentally 
obtained phase-transition temperatures for different nanocrystal samples existing in the 
tetragonal phase at room temperature as a function of their size. The extrapolated line has 
a y-intercept of 127 °C corresponding to the expected value of the phase transition 
temperature if bulk crystals were to exist in the tetragonal phase under ambient 
conditions. Similarly, the solid blue does the same for the phase-transition temperature 
for a bulk sample (infinite size) and an experimentally obtained point for 100-nm crystals 
existing in the orthorhombic phase. The point at which these two solid lines intersect 
should determine the triple point where all three phases can co-exist. We name this a 
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pseudo triple point as it is between three solid phases instead of the more conventional 
solid-liquid-gas systems. A vertical line from this triple point onto the x-axis helps us 
extract the size of the crystal at which this triple point should exist. Interestingly, this size 
turns out to be 40-nm – the size at ambient conditions which determines the transition 
from the tetragonal to the orthorhombic phase. Thus, we have more or less sketched a 
new phase diagram for Ag2Se with temperature and crystal size as the axes. 
 
 
Figure 8.19: DSC thermograms of ~6.5-nm Ag2Se nanocrystals for three thermal (heating/cooling) 
cycles at different scan speeds. 
 
Before proceeding any further though, we needed to check a few key issues that 
exist in systems undergoing phase transitions which would help us in manipulating the 
phase diagram even further. Firstly, we wanted to see if the phase transitions were a 
function of the heating and cooling rates. Figure 8.19 shows the phase transitions for the 
same sample at different heating and cooling rates of 5 °C, 10 °C and 20 °C per minute. 
Note that for all the previous DSC thermograms, the heating/cooling rates were 10 °C per 
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minute. It is evident that while slower rates lead to sharp transitions, faster scan rates lead 
to more diffuse transitions spread out over a range of temperature. However, the phase-
transition temperatures for the three scan rates studied did not vary much and were within 
3-4 °C during the heating cycle and 2 °C during the cooling cycle, which perhaps 
explains the excellent agreement between the XRD and the DSC data for the other 
samples. XRD scans take much longer (nearly an hour at each temperature) as compared 
to DSC scans. Since the scanning rate does not affect the transitions too much, both sets 
of data agree well with each other.  
 
The only major difference in the three sets of data was the relative ratio of the two 
phase transition peaks (88 °C and 57°C) during the cooling cycle. While the peak 
positions were almost the same for different scan speeds, the intensity of the 88 °C peak 
was much higher when scanned at a slower rate. In fact, we were barely able to observe 
the peak at 57 °C when the sample was scanned at a rate of 5 °C per minute. As discussed 
earlier, assuming that the first transition corresponds to the transition from the cubic to 
the metastable tetragonal phase and the second from the metastable to the stable 
tetragonal phase in nanocrystals, the data implies that when the sample passes through an 
extremely slow rate of cooling, it mostly transitions straight to the stable tetragonal phase 
since it has ample time to do so and is not trapped in the metastable phase. This leads us 
to believe that under extremely high cooling rates, one might be able to stabilize the 
metastable tetragonal phase at room temperature long enough to study it better.  
 
For our biggest Ag2Se samples (sizes > 10-nm) capped with OM, TOP, TOPO, at 
times we observe sintering when heated above the phase transition temperature. Since the 
sintering leads to a huge distribution of grain sizes, we observe a tailing of the DSC 
heating curve towards higher temperatures and during cooling we observe a third peak 
centered around 99 °C corresponding most likely to the sintered part of the film (Figure 
8.20). 
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Figure 8.20: DSC thermogram of oleylamine-, tri-octylphosphine- and tri-octylphosphine oxide-capped 
~10.5-nm Ag2Se nanocrystals for one thermal (heating/cooling) cycle. The broad peak during the heating 
cycle is representative of sintering.  
 
 However, in order to make sure that the broadening corresponds to sintering and 
not some other effect in the sample, we performed XRD studies with in-situ heating on 
the same sample. If there is any sintering we should be able to notice it in the peak widths 
in the X-ray diffractograms. As expected, the peaks seem to sharpen after the phase 
transition takes place during the heating cycle (Figure 8.21). During the cooling cycle 
(Figure 8.22), one can observe that the XRD pattern recovered at room temperature does 
not match the initial one. This can easily be noticed by comparing the corresponding 
patterns at 25 °C for the heating and the cooling cycles. The peaks in the cooling cycle 
are much sharper and in fact, we can observe new peaks starting to appear. Most notably, 
the broad peak at ~36 °C with the highest intensity for the heating cycle, splits up into 
two distinct and relatively sharp peaks in the XRD pattern for the cooling cycle upon 
recovery. 
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Figure 8.21: Changes in X-ray diffraction patterns with increasing temperature showing the transition 
from the low-temperature tetragonal phase to the high-temperature cubic phase for ~10.5-nm Ag2Se 
nanocrystals. The sharp peaks marked by asterisks are zincite peaks from the conductive grease on the 
substrate holder. 
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Figure 8.22: Changes in X-ray diffraction patterns with decreasing temperature showing the transition 
from the high-temperature cubic phase to the low-temperature tetragonal phase for ~10.5-nm Ag2Se 
nanocrystals. The sharp peaks marked by asterisks are zincite peaks from the conductive grease on the 
substrate holder. 
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Any size-dependent study involving nanocrystals, including phase-transition 
studies, is likely to suffer if the size distribution of the sample changes due to sintering. In 
order to overcome this undesirable state of affairs, we proceed to exchange the native as-
synthesized ligands capping these nanocrystals with bulky polymeric ligands (see Section 
8.4.8 for details). The ligand exchange serves three important purposes. First, since these 
ligands have a strong affinity for the surface atoms on the nanocrystals, they bind 
strongly to the nanocrystals and do not come off easily on thermal treatment. Moreover, 
they sublime at very high temperatures as against the common OM, OA, ODA, TOP, 
TOPO ligands which sublime between 200 °C – 300 °C. Thus they provide extremely 
good thermal stability and prevent the nanocrystals from sintering both when heated as a 
powder or when cast on a thin film. Secondly, since they are much longer than the other 
ligands, they help to keep the particles separate and hence, prevent any particle-particle 
interaction. It is extremely important for the phase-transition studies in nanocrystals that 
they do not talk to each other. As discussed earlier, one of the key differences between 
phase transitions in bulk materials and nanocrystals is that the new phase is restricted to 
the dimensions of the individual nanocrystal where it nucleates. Especially in the silver 
chalcogenide system, wherein the ionic conductivity goes up by orders of magnitude 
upon phase transition, it is not impossible to fathom that the ions from one nanocrystal 
might diffuse to the neighboring crystals and influence the transition in those and/or 
promote sintering. Thus, by increasing the inter-particle separation using these bulky 
polymer ligands, we hope to avoid any such issues. Finally, these ligands render the 
nanocrystals hydrophilic and hence these can be dispersed in polar solvents like water 
and methanol which make them extremely compatible for any bio-based application. 
Hence, we proceed to perform the ligand exchange with the same sample that showed 
sintering and then study the XRD patterns again with in-situ heating. As observed in 
Figures 8.23 and 8.24 and DSC analyses, we see no evidence of sintering post-ligand 
exchange. Both the XRD patterns at 30 °C for the heating and the cooling cycle are 
exactly the same. Moreover, after the ligand exchange, the phase-transition properties 
remain the same, with the transition during the heating cycle taking place somewhere 
between 80 °C and 90 °C and the reverse transition taking place between 60 °C and 50 
°C. 
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Figure 8.23: Changes in X-ray diffraction patterns with increasing temperature showing the transition 
from the low-temperature tetragonal phase to the high-temperature cubic phase for ~10.5-nm Ag2Se 
nanocrystals capped with bulky polymer ligands. 
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Figure 8.24: Changes in X-ray diffraction patterns with decreasing temperature showing the transition 
from the high-temperature cubic phase to the low-temperature tetragonal phase for ~10.5-nm Ag2Se 
nanocrystals capped with bulky polymer ligands. 
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Figure 8.25: Low-magnification transmission electron micrographs of an ensemble of as-synthesized 
Ag2Se–CdS core-shell nanocrystals. 
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Lastly, we wanted to investigate the phase transition properties of these 
nanocrystals in a confined geometry. Adding a shell of a wide band-gap material like 
CdS and ZnS to core semiconductor nanocrystals like CdSe and PbS is a well-established 
technique to avoid surface oxidation and passivate surface traps at the core surface, thus 
improving their optical and electronic properties.
51
 In order to take full advantage of the 
near- and mid-IR light emitting properties of Ag2Se nanocrystals
3
 as discussed in Chapter 
7, it might be essential to add a shell to the nanocrystals. Also, to investigate the opto-
electronic properties of the high temperature phase, a shell might be required. But this 
shell might affect the phase transition properties of the core Ag2Se nanocrystal. Hence, 
we proceed to synthesize Ag2Se-CdS core shell nanocrystals and study their phase 
transition properties.  
 
We employ a successive ionic layer adsorption and reaction (SILAR) synthesis 
technique similar to those used for CdSe nanocrystals to grow a CdS shell around the 
Ag2Se nanocrystals (see Section 8.4.9 for details).
52
 We first synthesize Ag2Se 
nanocrystals following the protocol described in Chapter 7 with average sizes of around 
7.5-nm and capped with oleyamine, tri-octylphosphine and tri-octylphosphine oxide. 
After cleaning these as-synthesized nanocrystals, we proceed to grow shells of CdS 
around them by alternate additions of cadmium and sulfur precursors (amounts in each 
addition corresponding to growth of one monolayer), respectively, at around temperatures 
of 200 °C – 250 °C. Representative transmission electron micrographs of the same are 
shown in Figures 8.25 and 8.26. As is evident from the images, the CdS shell does not 
grow uniformly as a sphere around the nanocrystals but has preferential growth across 
certain facets and hence we end up with a dot-in-rod structure with Ag2Se being the dot 
and CdS the rod. Key features that can be seen in Figure 8.26 are that the diameters of the 
rods are roughly around 7.6-nm as expected. The nanorod having a diameter of 7.38 nm 
and the one just above that in Figure 8.26 show well defined lattice fringes running 
almost all the way across the nanorod, thus displaying their high crystallinity.  
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Figure 8.26: Low-magnification transmission electron micrograph of an ensemble of as-synthesized 
Ag2Se–CdS core-shell nanocrystals showing the size of the rod like structures and pointing out the Ag2Se 
and the CdS portions. 
 
 While the diameter of the rod can be controlled by the size of the Ag2Se 
nanocrystal used, the length can be tuned by the amount of cadmium and sulfur 
precursors added. Figure 8.27 shows low-resolution transmission electron micrographs of 
such a structure where we only add a little amount of cadmium and sulfur. We used the 
same seed Ag2Se nanocrystals as were used in the previous figure with an average size of 
nearly 7.5-nm. We can observe that in this case too, the CdS again shows a preferential 
growth direction (which is perhaps expected since in a depleted system the precursors 
would only add to the high binding energy facets). The structures correspond more to an 
acorn like structure rather than to a dot-in-rod structure. As against rod lengths of roughly 
20-nm in Figure 8.26, we obtain rod lengths of nearly 7-nm in this case. 
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Figure 8.27: Low-magnification transmission electron micrographs of an ensemble of as-synthesized 
Ag2Se–CdS acorn-shaped nanocrystals showing the size of the structures and pointing out the Ag2Se and 
the CdS portions. 
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Figure 8.28: Low-magnification transmission electron micrograph of an ensemble of as-synthesized 
Ag2Se–CdS dot-in-rod nanocrystals showing the size of the nanostructures and pointing out the Ag2Se and 
the CdS portions. 
 
Figure 8.28 shows a low-resolution transmission electron micrograph of an 
ensemble of Ag2Se-CdS dot-in-rod structures where we start off with our largest sized 
Ag2Se nanocrystals (~10.5-nm average size) as the seed material. As in the previous two 
cases, we observe the same preferential growth of CdS with the rod-diameters being 
comparable to the seed nanocrystal size. Here, we add intermediate amounts of cadmium 
and sulfur precursor to restrict the rod lengths to nearly 14-nm. Thus, we demonstrate that 
we can control both the diameter and the length of these dot-in-rod structures.  
 
Now we proceed to study the phase transitions characteristics of these 
nanocrystals. We were not able to perform XRD studies with these nanoctructures 
because the diffraction peaks from CdS overlapped with those from the Ag2Se portion of 
the structure and also were stronger in intensity (Figure 8.29). One way to get around this 
problem was to grow smaller CdS grains. However, even with the acorn-shaped CdSe-
Ag2Se nanocrystals, we were unable to differentiate the two sets of peaks (Figure 8.29). 
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Additionally, the CdS peaks start to broaden when their grain size gets smaller and this 
compounds the issue even further. Also with no JCPDS information on the tetragonal 
phase of Ag2Se, we were not able to carry out Rietveld analyses in order to fit peaks to 
the observed diffractograms. While we were able to identify the strongest Ag2Se related 
peaks in the acorn-shaped nanocrystals, these peaks from the tetragonal phase at room 
temperature overlap with the peaks from the cubic phase at high temperature. It is usually 
the disappearance of the lower intensity peaks that helps us track the transition. Under 
such a scenario, it did not make sense to carry out XRD studies with in-situ heating to 
observe the phase transition. Rather, we used DSC to determine the phase transition 
temperatures.  
 
 
Figure 8.29: X-ray diffraction patterns of Ag2Se–CdS dot-in-rod and acorn-shaped nanocrystals. All the 
sharp peaks in the black pattern correspond to CdS peaks. The asterisks show the location of the peaks 
expected from tetragonal phase Ag2Se. 
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Figure 8.30: DSC thermograms of dot-in-rod Ag2Se-CdS nanocrystals showing the size dependence of 
the phase-transition temperatures. 
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The DSC results are summarized in Figure 8.30. Henceforth, we shall name the 
sample in Figures 8.25 and 8.26 as Sample 1A (7.5-nm Ag2Se dot and 20-nm CdSe rod), 
the one is Figure 8.27 as Sample 1B (7.5-nm Ag2Se dot and 7-nm CdSe rod) and the 
sample in Figure 8.28 as Sample 2 (10.5-nm Ag2Se dot and 14-nm CdSe rod). For 
samples 1A and 1B, one can see that the peaks in the DSC thermograms are much 
broader than what we observed for the seed nanocrystals earlier, which might be 
attributed to the fact that there is probably some alloying between Ag2Se and the CdS at 
the interface which would vary across random nanorystals in an ensemble and hence the 
actual size of the Ag2Se nanostructure undergoing the phase transition would vary across 
the sample. More notably, in both cases the phase transition shifts to nearly 124 °C which 
is more than 20 °C higher than the corresponding seed nanocrystals. Thus the first 
observation is that the phase transition temperature shifts to a higher temperature in a 
confined geometry. The transition peaks are much sharper in Sample 1A as compared to 
1B probably because sample 1A has a much more well-defined structure than sample 1B 
in terms of the Ag2Se–CdS interface. It is probably the strain at this interface that drives 
the phase transition temperature higher. Also, the length of the rod does not seem to have 
an effect on the transition temperature.  
 
Now in Sample 2, where the seed nanocrystal is much bigger than in Sample 1, 
the phase transition peaks are much sharper. Since the interfacial surface is much less 
(per unit volume of Ag2Se material), hence the alloying is probably also lower and 
restricted to only a few monolayers at most. In a smaller nanocrystal, alloying of a few 
monolayers would correspond to a more drastic effect on the effective size distribution 
that undergoes phase transition as compared to a larger nanocrystal. Hence, the sample 
with larger seeds has sharper peaks. Also the phase transition temperature (147 °C) is 
much higher than the phase temperatures of both the seed nanocrystal and Sample 1 with 
smaller seeds. In fact, it is even higher than the bulk Ag2Se phase-transition temperature 
(135 °C). This might be explained from the previous size-dependence analogy provided 
for the seed nanocrystals where the phase-transition temperature increased uniformly 
with increasing size. Samples 1 and 2 are in the same confined geometry with the same 
material (CdS) and hence, with increasing size, the phase-transition temperature rises. 
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Most interestingly, we can now tune the phase-transition temperatures of these materials 
by confinement and push it even above the bulk transition temperature. Now, with the 
dot-in-rod system, we are confining the seed nanocrystals only in one direction and we 
have already achieved nearly a 50 °C increase in phase transition temperature. Hence, the 
next step would be to subject these nanocrystals to 3-D confinement by growing a 
uniform shell around them. We do so by growing a shell of ZnS around the Ag2Se 
nanocrystals.  
 
 
 
Figure 8.31: Low-magnification transmission electron micrograph of a single Ag2Se – ZnS core-shell 
nanocrystal.  
 
 For the growth of the ZnS shell, we used a synthesis method that involves a single 
precursor – zinc diethyldithiocarbamate (see Section 8.4.10 for details).
53
 The advantage 
of this method over shelling techniques is that it allows us to grow a shell at relatively 
low temperatures of ~110 °C. Thus, we avoid the alloying problem encountered for the 
CdS shell growth as well as prevent sintering of the seed Ag2Se nanocrystals during the 
shelling process. Also, since the shell overgrowth is very slow at these temperatures, it 
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allows us to control the shell size precisely and hence, the possibility to study the phase 
transitions at different shell thicknesses presents itself.  
 
 Figure 8.31 show a low-resolution transmission electron microscopy (TEM) 
image of a single Ag2Se-ZnS core shell nanocrystal. The ZnS shell encompasses the 
Ag2Se core uniformly and is very unlike the dot-in-rod structures encountered earlier. 
Having been assured that we do indeed achieve 3D confinement, we proceed to study the 
DSC patterns for these nanocrystals. 
 
Figure 8.32: DSC thermograms of Ag2Se-ZnS core-shell nanocrystals. The dotted red and blue lines are 
meant to serve as guide lines to locate the peak positions for the heating and cooling cycles, respectively. 
 
 Figure 8.32 shows the DSC thermogram for the core-shell nanocrystals. During 
the heating cycle, we observe a broad peak centered around 165 °C and a much sharper 
one centered around 215 °C. Whether the first peak corresponds to the transition from the 
tetragonal phase to the cubic phase or the second or if there exists a new phase in 
between these peaks remains to be answered. Regardless of the identity of these peaks, 
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we observe some phase transition which is indeed, higher than bulk Ag2Se and higher 
than the cases where we had 1D confinement (Samples 1 and 2) and the core-only 
nanocrystals. In the cooling cycle we only have a single broad peak centered on 101 °C. 
To address the question what the peaks correspond to, we need to perform XRD studies 
on these samples. By growing extremely thin ZnS shells on our biggest nanocrystals (so 
that we can observe the Ag2Se peaks), we hope to achieve this. These studies are 
currently in progress.  
 
The increase in the phase-transition temperature in confined systems has also 
been observed by other groups as well. In fact, Tangirala et al. observe a similar effect 
with Ag2S nanocrystals in an inorganic matrix
54
 and Leon et al. with Ag2Se nanocrystals 
in mesoporous silica.
55
 For confined organic molecules too, a similar increase in the 
melting temperature has been reported.
56,57
 The results are not totally unexpected. Any 
phase transition in these nanocrystalline systems leads to a change in crystal structure and 
unit cell volume. Free standing nanocrystals would have all three degrees of freedom, i.e. 
either to expand or contract depending on the volume differences between the 
corresponding phases. However, nanocrystals in confined systems lose this freedom. If 
the transition involves a huge change in volume, it would lead to extremely high stresses 
at the interface of the nanocrystal and the encompassing matrix and hence, the system 
would try to resist this change. Thus, this would lead to an increase in phase-transition 
temperatures. This is exactly what we observe for our Ag2Se system. While free-standing 
nanocrystals exhibit a phase-transition temperature of nearly 100 °C, the dot-in-rod 
structures with one degree of confinement transition between 125-147 °C (depending on 
size of the seed nanocrystal) and finally, core-shell nanocrystals, where the nanocrystal is 
entirely confined, undergo the phase transition at an even higher temperature of either 
165 °C or 215 °C (needs to be determined). To summarize our studies on phase 
transitions in Ag2Se so far, we demonstrate the extremely malleable nature of this 
exciting class of materials wherein on one hand, by reducing the size of the crystal, we 
can decrease the phase-transition temperature uniformly and on the other hand, by 
confining these nanocrystals within a matrix with different degrees of freedom, we can 
increase the phase-transition temperature uniformly. Modifying the size and the surface 
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of these nanocrystals provides us with a useful and extremely facile tool to modify the 
phase behavior of this material system. 
 
In bulk Ag2Se, it is well known that the high-temperature cubic phase Ag2Se 
behaves as a super-ionic conductor with extremely high ionic and electronic 
conductivities. Now that we are convinced that we indeed see a phase transition in our 
nanocrystals, this transition should also affect electrical transport in our nanocrystal 
samples. In order to probe the conductivity of the Ag2Se nanocrystal films, we fabricate a 
simple two terminal device. Figure 8.33a shows a schematic cross section of such a 
device. Films of nancorystals (~60-nm thick) were spin-coated from a dispersion of 
nanocrystals in chloroform onto Si/SiO2 substrates that were prepatterned with source 
and drain electrodes (Cr/Au) similar to all the devices used in Chapters 4 and 5. Figures 
8.33b and 8.33c show the current voltage (I-V) characteristics of these films at various 
temperatures. Since the films are insulating due to the bulky ligands attached on the 
nanocrystal surface, we hardly observe any current (~picoamperes) at room temperature 
until about 60 °C (Figure 8.33b). The conductivity of the sample can be measured from 
the slope of the I-V curves shown in Figures 8.33b and 8.33c. One can observe that as we 
raise the temperature, the slope goes on increasing steadily, thus implying an increase in 
the conductance of the film. Around 90 °C, the current increases to the order of 
nanoamperes and further heating raises the current levels by orders of magnitude. If we 
recall from our previous experiments, one would expect the onset of the phase transition 
around these temperatures. The current levels reach microamperes with further heating to 
about 130 °C and then saturates at that level. Any further increase in temperature leads to 
a marginal increase in current levels. Figure 8.33d plots the absolute value of current 
versus the voltage at various temperatures. We can observe that it is absolutely symmetric 
such that sweeping the voltage in either positive or negative direction gives similar 
results.  
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Figure 8.33: (a) Schematic cross section (not to scale) of two-terminal device structure used to 
characterize the electrical properties of ~7.5-nm OM-, TOP-, TOPO-capped Ag2Se nanocrystals (NCs). The 
length and width of the channel were 50 µm and 1 mm, respectively. (b) and (c) Current-voltage 
characteristics of the nanocrystal film at different temperatures. (d) Absolute value of the current versus 
drain voltage at different temperatures. (e) Conductance of the nanocrystal film versus inverse temperature 
plotted as a log-linear plot. One can observe four orders of magnitude increase in the conductance due to 
the phase transition. 
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Finally, in Figure 8.33e, we calculate the conductance of the nanocrystal film and 
plot it against temperature inverse (log-linear plot). While we increase the conductance of 
the film by an order of magnitude when we heat the sample from room temperature to the 
onset of phase transition (~110-115 °C), during the phase transition (~120-130 °C) we 
increase it by almost four orders of magnitude. Note that the samples were heated from 
the bottom with a hot plate and hence, the temperatures recorded were not on the sample 
but the set point on the hot plate. There would exist a temperature difference between the 
bottom surface of the sample which is in contact with the hot plate and the top surface 
(nanocrystal film) which is exposed to ambient conditions (~25 °C). Hence, the 
difference in the phase-transition temperatures observed by the electrical measurements 
(~120 °C) and the XRD and DSC measurements (~100 °C) could be attributed to the fact 
that the actual film temperature in the electrical measurements is most likely lower than 
what we record from the hot plate.  Thus, we observe huge increases in the conductivity 
due to the phase transition similar to what one would expect from bulk Ag2Se. Plotting 
the logarithm of conductance against inverse temperature gives us a linear curve which 
shows that it is a thermally activated process. However, the net conductivity will be a 
sum of both the electrical and the ionic conductivity and we cannot decouple those from a 
simple two probe experiment. Moreover, our temperature range is way too narrow to 
extract a fit and investigate the transport mechanism. Regardless, converting the 
conductance to conductivity we find that after the phase transition, the conductivity of the 
sample is nearly 0.01 S/cm which is to the best of our knowledge, one of the highest 
obtained conductivity from any film of semiconductor nanocrystals without ligand 
exchange.  
 
However, with a two probe measurement, one cannot be sure if the increase in 
conductance due to the phase transition can be attributed to a change in the conductance 
of the actual nanocrystal film or simply to a change in the contact resistance at the 
respective contacts. Since, the phase transition induces a change in the crystal structure 
and hence a change in the surface energy, what we observe might just be a surface effect 
at the contacts and would then have nothing to do with the actual electrical properties of 
the nanocrystal films. In order to address this issue, we proceed to conduct four-probe 
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measurements on our Ag2Se nanocrystal films. Another way to circumvent this problem 
would be by fabricating thin-film transistors and studying their properties. However, with 
the bulky ligands, we were not able to make working transistors that were gateable. By 
performing a ligand exchange with short chain ligands, one would be able to get working 
transistors. However, even with mild heating, the films sinter and hence we lose the 
nanocrystalline character of the films. Thus, we proceed with four-probe measurements 
which allow us to decouple the actual film resistance from the contact resistance so that 
we can extract both values.  
 
Figure 8.34: Circuit schematic for the four-probe measurement configuration. During ID-VD sweeps, the 
source electrode is held at ground as VD is swept. The other two probes measure the potentials (V1 and V2) 
at two different regions in the channel. 
216 
 
We used a four-probe geometry proposed by Pesavento et al..
58
 Figure 8.34 shows 
a schematic for the four-terminal measurement configuration used. To minimize the 
probes’ effect on the distribution of the electric field in the conductive channel, devices 
were fabricated with channel length and width, respectively, 30 and 10 times larger than 
the probe width and its penetration in the channel. We performed experiments with two 
different configurations. For the first set which we shall refer to as configuration 1, the 
length (L) of the channel was 300 µm and the width (W) was 2000 µm. The two 
additional probes were spaced apart by 100 µm each such that LV1 = 100 µm and LV2 = 
200 µm. For the second set which we shall refer to as configuration 2, the length (L) of 
the channel was 450 µm and the width (W) was 1500 µm. The two additional probes were 
spaced apart by 150 µm each such that LV1 = 150 µm and LV2 = 300 µm. The two 
additional probes are meant to probe the potential at two intermediate points in the film 
away from the contacts. These were aligned such that they barely touched the nanocrystal 
film and did not penetrate the film so much that they start to affect the conduction. The 
penetration was kept less than 10% of the net channel width i.e. 200 µm for the first set 
and 150 µm for the second.  
 
Films of Ag2Se nanocrystals, typically ~100-nm thick, were spin coated onto 
these substrates. Electrical characterization of the films was carried out by sweeping the 
drain voltage (VD) while keeping the source grounded (VS = 0) and monitoring the drain 
current (ID) as well as the potentials at the two probes (V1 and V2). These two probes 
allow us to monitor the channel potential at any two random points in situ while 
sweeping the drain voltage. Now, by linearly extrapolating the voltage difference across 
these two points, we can determine the expected potentials near the contacts. However, 
we do know the applied potentials at the contacts (VD and VS). Thus, we can calculate the 
potential drops at the contacts (∆VD and ∆VS). Since we know the drain current (ID), 
which is constant for a certain VD, we can easily calculate the contact resistances at the 
drain (RD) and the source (RS) as well as the actual film resistance (RF). In order to 
determine the actual sample temperature, we attached a thermocouple to the film. The 
film was scanned between -0.2 V to 0.2 V at a sweep speed of 0.01 V/s. Figure 8.35 
shows the variation of the ID-VD curves with increasing temperature. As in the previous 
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two-terminal measurements, the curves are linear and their slope increases with 
increasing temperature thus implying an increase in the film conductivity. 
 
Figure 8.35: Current-voltage characteristics of the nanocrystal film at different temperatures. 
 
 At higher temperatures, since the temperature fluctuated a bit while taking the 
measurement, the slopes of the curves during the negative sweep are a little different 
from those during the positive sweep. Both temperatures were however recorded, and the 
temperatures indicated in the figure and all further analyses correspond to those during 
the positive sweep. As in Figure 8.32, the slope of the curves in Figure 8.35 increased 
significantly during the phase transition between 83.1 °C and 96 °C, and then plateaued 
with further increase in temperature. Now we proceed to calculate the actual film 
resistance and the contact resistances and compare those as a function of temperature. At 
room temperature, we obtain a film resistance (RF) of 11.95 kΩ and a contact resistance 
of 3.23 kΩ (RD) at the drain electrode while the contact resistance at the source was 
almost zero (since the source was grounded). In all further analyses, when we refer to the 
contact resistance, we shall be referring to RD. We can observe that while RD is much 
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lower than RF, they are of the same order. So we need to be careful in our analyses taking 
into account the contact resistances whenever applicable.  
  
With the current sample geometry (configuration 1) and assuming a film 
thickness of roughly 100-nm, we obtain a conductivity value of 1.03 S/cm at room 
temperature which is, to the best of our knowledge, a record conductivity value for any 
colloidal semiconductor nanocrystal system capped with bulky long chain ligands. Figure 
8.36 plots the conductivity of the film as a function of the temperature for both the 
heating (forward) cycle as well as the cooling (reverse) cycle. 
 
Figure 8.36: Change in film conductivity of the Ag2Se nanocrystal film for the heating cycle (red) and 
the cooling cycle (blue) portraying the phase transition with configuration 1. 
 
 We can observe a sharp change in the conductivity of the film during the phase 
transition for both the forward and the reverse cycle. Also we observe a hysteresis in both 
the curves similar to that obtained from the DSC and the XRD data. Since we were 
heating using a hot plate, we were unable to control completely the heating rate. Hence, 
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the curve for the heating cycle is not smooth. However, the cooling was much better 
controlled and hence the data points lie on a smooth curve and we do not observe any 
spikes. 
 
 
Figure 8.37: Change in film resistance (squares) and contact resistance (triangles) for the Ag2Se 
nanocrystal film for the heating cycle (red) and the cooling cycle (blue) in configuration 1. 
 
In Figure 8.37, we plot the film resistance and the contact resistances as a function 
of the sample temperature. We can observe that the contact resistances are much lower 
and systematically remain lower throughout the thermal cycle. Thus, the increase in 
conductivity can be attributed to changes in film resistance and is a property of Ag2Se. 
We wanted to check if the increase in conductivity was consistent across other channels 
and hence, we repeated the experiment with configuration 2. Figure 8.38 plots the 
conductivity of the film as a function of the temperature for both the heating (forward) 
cycle as well as the cooling (reverse) cycle with a channel having configuration 2.  
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Figure 8.38: Change in film conductivity of the Ag2Se nanocrystal film for the heating cycle (red) and 
the cooling cycle (blue) portraying the phase transition with configuration 2. 
 
 For configuration 2, we obtain almost exactly the same conductivities as we did 
with configuration 1 lending further credence to the fact that the observed trends are due 
to the inherent material property and do not depend on the geometry of the device. The 
heating cycle in this case was started immediately after the end of the cooling cycle with 
configuration 1. Hence, the room temperature conductivity we start with in this case is a 
little lower than that observed during the experiment with configuration 1.  
 
Figure 8.39 plots the film and the contact resistances as a function of temperature. 
In configuration 2, we have a larger channel length of 450 µm as compared to that of 300 
µm with configuration 1. Thus, we should observe a larger film resistance as can be seen 
in the figure. With increased channel lengths, the film resistance dominates the contact 
resistances and is higher than the contact resistances by nearly 20-40 times. With such an 
overwhelmingly high film resistance, the contact resistances have negligible effect on any 
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of the trends observed during the thermal cycles. Also, the phase transition has almost no 
effect on the contact resistances. 
 
 
Figure 8.39: Change in film resistance (squares) and contact resistance (triangles) for the Ag2Se 
nanocrystal film for the heating cycle (red) and the cooling cycle (blue) in configuration 2. 
 
 Figure 8.40 tries to correlate the changes in conductivity that we observe from the 
electrical measurements to the phase transitions observed from DSC measurements. 
Indeed, by plotting the resistance of the film versus the temperature, we observe two 
different regimes during the heating cycle and three regimes for the cooling cycle. During 
heating, we see a huge drop in the film resistance around 85 °C which continues until 100 
°C, which would correspond to the transition from the tetragonal phase to the cubic phase 
(indicated by the red dotted line in Figure 8.40). In the cubic phase, the rigid lattice 
structure breaks down with the selenium atoms settling into a BCC lattice while all the 
silver atoms are free to move about in the lattice fluidly. This results in a huge increase in 
the ionic conductivity which probably leads to the decrease in the film resistance.  
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Figure 8.40: Correlation between changes in film resistance and phase transitions identified through 
DSC measurements for a thermal cycle in Ag2Se nanocrystals. 
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However, in a nanocrystal, the ionic conductivity will be limited in the sense that 
howsoever fluid the Ag ions become, their motion will be restricted within the 
nanocrystal itself. Thus, there exists an upper bound to the increase in conductivity due to 
the free motion of the ions (unless the ions start to diffuse out of the nanocrystal into the 
neighboring nanocrystals which is highly unlikely since the crystals are separated by long 
ligands and this would lead to a breakdown in the entire shape and structure of the 
nanocrystals which would be non-recoverable). Once this bound is reached (say after the 
phase transition), any further increase in temperature cannot raise the conductivity any 
further and the conductivity starts to saturate. In fact, after a certain point, scattering 
might start to dominate within the nanocrystal and any further increase in temperature 
would probably lead to a decrease in conductivity. In our case, probably we hit this 
bound around 100 °C and then the conductivity is almost constant with temperature and 
in fact drops down a bit.  
 
This effect is more pronounced during the cooling cycle, where we can clearly 
observe that as the temperature is decreased, the conductivity increases probably due to 
lower scattering between the ions. Upon cooling the sample even further, the ions are 
more and more restricted in their movement and this leads to a decrease in the 
conductivity. Around 85 °C, suddenly the phase changes from the cubic phase to the 
metastable tetragonal phase and the atoms are tied down to their respective sites. This 
leads to a sudden decrease in conductivity. Since the major drop in conductivity occurs 
around 85 °C, we postulate that this phase transition should correspond to the cubic-
tetragonal transition as this structural transition would curb the ionic conductivity. 
Further cooling leads to a more subtle transition from the metastable tetragonal phase to 
the stable tetragonal phase. Since this transition corresponds to a minor change in the 
lattice positions of the atoms, there is no significant change in the conductivity. However, 
we can see that the trend of variation in conductivity with temperature is fairly different 
which leads us to believe that these are two separate phases with similar structures. 
Figure 8.41 summarizes the discussion into a chart where one can observe the different 
regimes in conductivities (represented as film resistance instead) correlated to the 
different phases with a variation in temperature.  
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Figure 8.41: Trends of resistance of the film of Ag2Se nanocrystals in various phases during a thermal 
cycle. 
 
 In order to have a better understanding of the conduction mechanism in the 
various phases, we need to fit a model to the data and extract the temperature dependence 
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of conductivity. From the above data, however, we can only extract the net conductivity 
of the film as a function of temperature in different phases. Since Ag2Se behaves as a 
mixed conductor exhibiting both ionic and electronic conduction, we need to de-
convolute both these parts and address them separately. Hence, we need to perform 
impedance spectroscopy in order to extract the ionic and the electronic contributions to 
the conductivity. With ongoing experiments involving impedance spectroscopy on these 
Ag2Se nanocrystalline systems, very soon we shall be able to analyze the transport 
mechanism for these mixed conductors in the nanocrystalline regime.  
 
 
8.4 EXPERIMENTAL SECTION 
 
8.4.1 Chemicals and Substrates 
Chloroform (HPLC grade, ≥99.8%), acetone (ACS spectrophotometric grade, 
≥99.5%), tri-n-octylphosphine oxide (TOPO, technical grade, 90%), oleyl amine (OM, 
technical grade, 70%), octane (reagent grade, 98%), 1-octadecene (ODE, technical grade, 
90%), octadecylamine (ODA, technical grade, 90%), hexadecylamine (HDA, technical 
grade, 90%),  octane (reagent grade, 98%), oleic acid (OA, technical grade, 90%), 
selenium pellets (Se, 99.999%), selenium powder (Se, 99.999%), sodium hydroxide 
pellets, sulfur powder (S, 99.95%), poly (ethylene glycol) methyl ether (PEG, Mn ~ 2000, 
flakes), zinc diethyldithiocarbamate (97%), hexamethylene diisocyanate (HMDI, purum, 
≥98%), diethyl ether (reagent grade, ≥98%) and tri-n-octylphosphine (TOP, technical 
grade, 90%) were purchased from Sigma-Aldrich. Hexanes (ACS grade) was purchased 
from VWR International. Isopropanol (IPA, ACS analytical grade) was purchased from 
Schlarlau Chemicals. Poly-ethyleneimine (PEI, branched, MW 600, 99%) was purchased 
from Alfa Aesar. Reagent alcohol (histological grade, 90% ethyl alcohol, 5% methyl 
alcohol, 5% butyl alcohol), methanol and butyl alcohol were obtained from Fisher 
Scientific. Cadmium (II) oxide (CdO, 99.999%) and silver nitrate (AgNO3, 99.9995%) 
were purchased from Strem Chemicals. n-octadecyltrimethoxysilane (OTMS, 95%) was 
purchased from Gelest, Inc. All chemicals were used as delivered without further 
purification. 
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Circular sapphire windows, 12.7 mm (0.5") in diameter and 1.0 mm (0.040") 
thick, were purchased from Esco Products Inc. <100>-oriented, boron-doped silicon (Si) 
wafers (resistivity=0.005–0.01 Ωcm, thickness=525±25 µm) coated with 300 nm of 
thermal oxide (SiO2) were purchased from Silicon Valley Microelectronics. 
 
8.4.2 Sample Characterization 
A Philips CM12 transmission electron microscope (TEM) was used to image the 
nanocrystals with an acceleration voltage of 100 kV. Films were prepared for X-ray 
diffraction (XRD) by drop-casting a dispersion of hydrophobic nanocrystals in an 8:1 
hexane:octane mixture or hydrophilic nanocrystals dispersed in chloroform either on 
heavily doped Si wafers covered with a thermally grown 300-nm-thick SiO2 layer or 
sapphire windows and the patterns (Cu-Kα) were collected using a Bruker D8 Advance 
diffractometer with a Lynks-eye detector and a heating stage which was constantly 
purged with nitrogen during the thermal cycling. Films of Ag2Se nanocrystals were spin-
coated from dispersions in chloroform on a heavily doped Si wafer covered with a 
thermally grown 300-nm-thick SiO2 layer for electrical measurements. Measurements of 
the phase-transition temperatures were made on a TA Instruments STD 2960 differential 
scanning calorimeter under a nitrogen atmosphere. The apparatus was calibrated with 
indium (156.6 °C, 28.7 J/g) and tin (232.1 °C, 60.5 J/g).  
   
8.4.3 Synthesis of OA-ODA-TOP-TOPO-capped Ag2Se Nanocrystals
2
 
In a typical synthesis, 16.99 g of AgNO3 and 7.896 g of selenium shot are 
dissolved separately in 100 mL tri-n-octylphosphine (TOP) to obtain 1M Ag-TOP and 
1M TOP-Se, respectively. A mixture of 6.4 mL oleic acid (OA), 5.4 g 1-octadecylamine 
(ODA), and 12.8 mL 1-octadecene (ODE) is then combined in a 100 mL round-bottom 
flask, degassed, flushed three times with N2 to remove water and oxygen, and heated to 
70 °C under N2. With continuous stirring, 4 mL of TOP-Se is added into the flask and the 
temperature is raised to 160 °C. 4 mL of Ag-TOP is then quickly injected and the 
reaction is allowed to proceed for ~5 minutes at 150 °C. The growth is quenched in an ice 
bath and 25 ml of butanol is added to prevent solidification of the reaction mixture while 
227 
 
cooling. The nanocrystals are isolated by precipitating with ethanol and re-dispersing in 
hexanes. This process is repeated at least once to ensure a clean product. 
 
8.4.4 Synthesis of OM-TOP-TOPO-capped Ag2Se Nanocrystals
3
 
A typical synthesis began by heating a mixture of 7.8 g of tri-octylphosphine 
oxide (TOPO) and 6.6 mL of oleylamine (OM) in a 50-mL round-bottom flask to 70 °C 
and degassing and flushing with N2 three times. Simultaneously, 16.99 g of AgNO3 and 
7.896 g of selenium shot was dissolved in 100 mL tri-n-octylphosphine (TOP) to obtain 
1M Ag-TOP and 1M TOP-Se, respectively, in a N2-filled glovebox. 4 mL of TOP-Se was 
added to the flask and the temperature was raised to 150 °C. 4 mL of Ag-TOP was then 
quickly injected into the rapidly stirring mixture and the reaction was allowed to proceed 
for ~4 minutes at 140 °C. The growth was quenched in a water bath and 20 ml of butanol 
was added to prevent solidification of the reaction mixture while cooling. The 
nanocrystals were precipitated with ethanol and re-dispersed in hexanes. This 
precipitation was repeated at least twice to remove all unreacted oleylamine. No 
additional size-selection was used. 
 
8.4.5 Synthesis of HDA-capped Ag2Se Nanocrystals 
 The synthesis is adapted from a recipe proposed by Wang et al.
59
 In a typical 
synthesis, 7.7 g of HDA was heated to 180 °C in a 50-mL round-bottom flask. 0.5 g of 
AgNO3 was added to the flask with rapid stirring. The reaction was allowed to proceed 
for ~5 minutes at 180 °C, following which 0.12 g of Se powder was added to the mixture. 
After 10 minutes, the growth is quenched in a water bath and 20 mL of toluene is added 
to prevent solidification of the reaction mixture while cooling. The nanocrystals are 
precipitated with methanol and re-dispersed in toluene. The precipitation is repeated at 
least thrice to remove all unreacted HDA.  
 
8.4.6 Synthesis of ODA-capped Ag2Se Nanocrystals 
The synthesis is adapted from a recipe proposed by Wang et al.
59
 In a typical 
synthesis, 8.6 g of ODA was heated to 180 °C in a 50-mL round-bottom flask. 0.5 g of 
AgNO3 was added to the flask with rapid stirring. The reaction was allowed to proceed 
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for 10 minutes at 180 °C, following which 0.12 g of Se powder was added to the mixture. 
After 10 minutes, the growth is quenched in a water bath and 20 mL of toluene is added 
to prevent solidification of the reaction mixture while cooling. The nanocrystals are 
precipitated with methanol and re-dispersed in toluene. The precipitation is repeated at 
least thrice to remove all unreacted ODA.  
 
8.4.7 Ligand Exchange with Sodium Hydroxide 
Films of Ag2Se nanocrystals were drop-cast from highly concentrated dispersions 
in hexanes on sapphire discs. These films were then dipped into 20 mL of 0.08 M sodium 
hydroxide (NaOH) in methanol for at least 30 minutes followed by rinsing in pure 
methanol to remove any unbound NaOH and the bulky ligands that were replaced by 
NaOH. 
 
8.4.8 Ligand Exchange with Bulky Polymeric Ligands 
 The first step in the ligand exchange involved synthesizing these ligands. The 
synthesis is adapted from a recipe put forth by Nikolic et al.
60,61
 2.22 g of PEG is 
dissolved in 20 mL of chloroform in a 50-mL round-bottom flask. 4.5 mL of HMDI is 
then added to and the mixture is refluxed for 24 hours at 63.5 °C with rapid stirring. The 
mixture turns yellow after a few hours. Following 24 hours of reflux, it is cooled down to 
room temperature and mixed with nearly 180 mL of cold diethylether to precipitate the 
complex and then re-dispersed in chloroform. The cleaning procedure is repeated twice to 
remove any reactants that have not formed the requisite complex. After the final round of 
precipitation, the precipitate is dried and dissolved in 20 mL chloroform. 2 mL of PEI is 
added to it and the mixture is again refluxed for 24 hours at 56 °C with rapid stirring to 
form the PEG-PEI complex. As earlier, cold diethylether is used to precipitate the 
complex. After cleaning at least twice, the precipitate is dissolved in chloroform and 
stored as such in the glove box.  
 
 For the ligand exchange, the nanocrystals with hydrophobic ligands are dispersed 
in chloroform. Assuming that the entire surface of the nanocrystal is covered by these 
ligands, the amount of polymeric ligands needed to cap the sample of nanocrystals is 
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calculated. An excess of ligands corresponding to nearly 5 times the required amount are 
added to the nanocrystals in chloroform and rapidly stirred for nearly 5 minutes. The 
ligand exchange is usually complete within a minute or two. The nanocrystals are then 
precipitated out by adding large amounts of hexanes followed by re-dispersion in 
chloroform. The cleaning procedure with hexanes is carried out at least a couple of times 
to clean out all the original hydrophobic ligands. Finally, the polymer-capped 
nanocrystals are precipitated in any polar solvent like methanol, chloroform or water.  
 
8.4.9 Synthesis of Dot-in-Rod Ag2Se-CdS Nanocrystals 
 0.308 g CdO is added to 6 mL OA and 54 mL ODE in a 100-mL flask, degassed 3 
times at 40 °C with rapid stirring and then heated to 250 °C for ~ 30 minutes to form a 
0.04 M cadmium-oleate complex. The complex is cooled down to nearly 80 °C and kept 
stirring at that temperature. 77 mg sulfur is added to 60 mL ODE, degassed 3 times at °C 
with rapid stirring, and then heated to 180 °C for ~ 30 minutes to form the 0.04 M S-ODE 
complex. Typically, 1-2 µmol of as-synthesized Ag2Se nanocrystals are mixed with 37.5 
mL of ODE and 9 g ODA in a 250-mL round-bottom flask, flushed with nitrogen for 
nearly an hour at 70 °C and then the mixture is heated to 150 °C. The amount of Cd- and 
S-precursors required to grow one monolayer on the Ag2Se nanocrystals are calculated 
(depending on the size of the nanocrystals and the amount in the reaction flask). First, the 
Cd-oleate precursor is added and the mixture is heated to 200 °C and allowed to progress 
for nearly 15 minutes. It is then cooled back to 150 °C following which the S-ODE 
precursor is added. Again, the mixture is heated to 200 °C and allowed to progress for 15 
minutes. Depending on how many shells need to be grown, one can go back and forth 
numerous times. Finally, the reaction is quenched in a water bath and nearly 20 mL 
butanol is added to prevent the mixture from solidifying while cooling. The nanocrystals 
are precipitated out by adding ethanol and then re-dispersed in hexanes. The cleaning 
procedure is carried out at least a couple of times to ensure a clean product.  
 
8.4.10 Synthesis of Core-Shell Ag2Se-ZnS Nanocrystals 
 Depending on the amount of Ag2Se nanocrystals used and the desired thickness of 
the ZnS shell, the number of moles of zinc required is calculated. Since each mole of zinc 
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diethyldithiocarbamate provides one mole of ZnS, the quantity of the dithiocarbamate 
needed is obtained. The requisite quantity of the dithiocarbamate is added to a round-
bottom flask containing the Ag2Se nanocrystals and a mixture of 20 mL ODE, 8 mL OM 
and 6 mL TOP and flushed with nitrogen for ~ 30 minutes. Then the mixture is heated 
under nitrogen slowly to 120 °C over the course of an hour. Once the temperature reaches 
120 °C, it is kept steady at that temperature for nearly an hour and then cooled back to 
room temperature. The shell thickness can be varied by adding more dithiocarbamate or 
increasing the reaction time to about 3 hours. The nanocrystals are cleaned by adding 20 
mL butanol, 30 mL acetone and 20 mL ethanol. The precipitate is re-dispersed in hexanes 
and cleaned again with ethanol. One more round of re-dispersion in hexanes and 
precipitation with ethanol gives a clean sample of nanocrystals.  
 
8.4.11 Conductivity Measurements 
 For the conductivity measurements, Si/SiO2 wafers, with prepatterned source, 
drain, and gate electrodes, were rinsed with acetone, isopropanol, and methanol, followed 
by UV/ozone cleaning for 10 minutes. A 3 mM OTMS solution in trichloroethylene was 
spin-coated onto these wafers (3000 rpm for 10 seconds). The wafers were then vapor 
annealed in ammonium hydroxide solution (28–30% in water) overnight, followed by 
rinsing with DI water and sonication in toluene. As prepared OTMS-treated wafers were 
brought into a nitrogen glove box. The self-assembled monolayer on the Si/SiO2 surface 
improves the morphological characteristics of the nanocrystal-based thin films and a 
better adhesion on the substrate surface. Inside the glove box, Ag2Se nanocrystal films 
were spin-coated (30 seconds at 1700 rpm) from a 30 mg/mL dispersion of Ag2Se NCs in 
chloroform passed through a 0.2 µm PTFE filter. The films were dried at 80 °C for 3 
minutes and then at room temperature for more than 3 hours under nitrogen. 
 
Electrical characterizations were performed in air with a Keithley 4200 
semiconductor parameter analyzer equipped with two 4200-PA remote pre-amplifiers. 
The sample was placed on a hot-plate and its temperature was carefully monitored with a 
K-type Kapton insulated thermocouple placed on the substrate surface. Linear current-
voltage characteristics were recorded between ± 0.2 V as a function of the temperature 
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with temperature steps of ∆T = 1-5 K in both forward and reverse temperature scans, in 
order to monitor the temperature stability of the device.  The scan rate was 10 mV/s. The 
conductivity was determined from the linear I-V relationship in the bias voltage range of -
0.0 V to 0.1 V. The voltage sweep was applied to the drain electrode while the source 
electrode was grounded.  
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