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RESUME. Nous considérons dans ce papier, une classe de graphes d’événements temporisés 
contrôlés soumis à  des contraintes temporelles. Ces graphes sont déterministes, dans le sens 
où  leur comportement dépend seulement de leur marquage initial et des entrées de commande 
qu’on leur a appliquées. Le comportement de ces graphes peut ê tre modélisé par des 
équations aux différences qui sont linéaires dans l’algè bre Min-Plus. Les contraintes 
temporelles sont traduites par des inéquations, qui sont également linéaires dans l’algè bre 
Min-Plus. Nous proposons alors une méthode pour la synthè se de commande qui garantit le 
respect des contraintes temporelles. Nous explicitons une loi de commande, qui, si deux 
conditions sont satisfaites, assure la validité des contraintes temporelles. La commande est un 
retour d’état causal impliquant des retards. La méthode est illustrée sur un exemple réel de 
processus de production.  
ABSTRACT. We consider a class of controlled timed event graphs subject to strict temporal 
constraints. Such a graph is deterministic, in the sense that its behavior only depends on the 
initial marking and on the control that is applied. This behavior can be modelled by a system 
of difference equations that are linear in the Min-Plus algebra. The temporal constraint is 
represented by an inequation that is also linear in the Min-Plus algebra. Then, a method for 
the synthesis of a control law ensuring the respect of the constraint is described. We give 
explicit formulas characterizing a control law, which, if two conditions are satisfied, ensures 
the validity of the temporal constraints. It is a causal state feedback, involving delays. The 
method is illustrated on a real example of a production system. 
MOTS-CLES : Graphes d’événements temporisés, modè les Min-Plus linéaires, contraintes 
temporelles, commande.  
KEYWORDS : Timed event graph, Min-Plus linear models, temporal constraint control. 
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1. Introduction 
Nous considérons dans cet article une classe de systèmes contrô lés déterministes 
soumis à des contraintes temporelles strictes. Les systèmes à temps critiques sont 
très fréquents dans le milieu industriel, par exemple, dans le cas des processus de 
traitement chimiques ou des procédés agroalimentaires. Les questions de vérification 
et de validation de propriétés temporelles ont été traitées par plusieurs auteurs, voir 
par exemple [ALU 94], [BER 91], [BON 01] et [GHE 91]. Dans ce travail, nous 
formulons la question en termes d'un problème de commande, nous calculons des 
entrées de commande pour que les contraintes temporelles soient respectées par le 
système commandé. Notre problème de commande est formulé en termes 
d’équations et d’inéquations dans l’algèbre Min-Plus. Les équations représentent le 
modèle du comportement du graphe d'événements temporisés et les inéquations 
expriment les contraintes temporelles qu’il faut respecter.  
L’approche de commande à laquelle nous nous sommes intéressés est différente 
de la commande supervisée dans les réseaux de Petri ([HOL 97], [MOO 94]), 
puisque dans notre cas le temps est explicitement pris en compte. Notons qu’une 
étude sur la commande sous contrainte de temps a été développée dans [LAH 04]. 
Les auteurs ont considéré des graphes d’événements temporisés et le formalisme des 
dioïdes [BAC 92]. Ils ont défini un algorithme qui calcule un modèle de référence 
intégrant la contrainte temporelle, et ont ensuite proposé un correcteur pour que le 
système corrigé atteigne le modèle de référence. Ils ont limité leur étude à des 
structures de graphes d’événements temporisés soumis à une unique contrainte 
temporelle. Les auteurs s’intéressent plus précisément à des questions de rejet de 
perturbations et de poursuite de modèle et la contrainte temporelle est apparue 
comme une condition supplémentaire. Dans [AMA 04], le formalisme utilisé est 
aussi celui des graphes d’événements temporisés et des modèles linéaires dans 
l’algèbre des dioïdes.  
Dans ce papier,  nous proposons une méthode de synthèse de commande 
intégrant des retards sur les lois de commande et qui respecte plusieurs contraintes 
temporelles sur l’état du système commandé. La loi de commande est ainsi définie 
par une équation aux différences Min-Plus linéaire. Une première approche vers 
cette méthode de synthèse a été présentée dans [AMA 05]. La présente contribution 
est une généralisation pour les graphes d’événements 
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temporisés soumis à plusieurs contraintes de temps, et à plusieurs entrées de 
commande.  
Ce papier est structuré de la manière suivante. Dans la section 2, quelques 
définitions de base sont rappelées, notamment des notations concernant le dioïde 
Min-Plus, les graphes d’événements temporisés et leurs modèles Min-Plus linéaires 
ainsi que le concept de l’équation d’état. Le problème de trouver une commande 
causale qui vérifie les contraintes temporelles est formulé dans la section 3, et nous 
proposons dans la section 4 une procédure de synthèse de commande. Initialement, 
nous considérons le cas d’une seule contrainte temporelle et d’une seule entrée de 
commande. Deux conditions suffisantes sont proposées pour assurer l’existence 
d’une solution. Ensuite, nous généralisons la méthode aux cas de plusieurs 
contraintes différentes et de plusieurs entrées de commande. Finalement, la section 5 
est consacrée à un exemple illustratif d’un processus réel de production.            
2. Outils de base    
2.1 Algèbre des dioïdes 
Commenç ons par présenter quelques concepts généraux et notations qui seront 
utilisés dans la suite de ce papier. Un monoïde, noté ( , )D Å , est un ensemble D, 
muni d’une loi de composition interne Å , qui est associative et possède un élément 
neutre, noté e  : ,a D a a ae e" Î Å = Å = . Le monoïde est dit commutatif si la loi 
Å  est commutative. Un demi-anneau est un monoïde commutatif muni d’une 
deuxième loi, notée Ä , qui est associative, distributive à droite et à gauche par 
rapport à la loi Å. Il admet un élément neutre, noté e, et un élément absorbant e  : 
,a D a ae e e" Î Ä = Ä = . Finalement, un dioïde est un demi-anneau pour lequel la 
loi Å  idempotente : ,a D a a a" Î Å = . Le dioïde est dit commutatif si la deuxième 
loi Ä est commutative. Nous considérons dans la suite, le dioïde commutatif Min-
Plus, aussi appelé algèbre Min-plus et noté }{ }{( , min, )È -¥ È +¥ +¡  ou min¡ . 
Dans ce dioïde, la loi Å  correspond à l’application min, dont élément neutre est 
e = +¥ , et la deuxième loi Ä , correspond à la somme usuelle, avec comme 
élément neutre 0e = . Notons toutefois que : ( ) ( ) ( ) ( )e eÄ -¥ = -¥ + +¥ = = +¥ .  
Si n Î ¥  et min,
nv w Î ¡ , on note v wÅ , le vecteur dont les composantes 
: min( , )i i i iv w v wÅ = , pour i allant de 1 à n. Les nombres , ,p n q Î ¥  et les matrices 
min
p nP ´Î ¡ , min
n qQ ´Î ¡  étant données, alors le produit matriciel dans min¡ , noté .P Q , 
est défini comme suit : 
1
( . ) ( ) : min( )
n
ij ik kj ik kjkk
P Q P Q P Q
=
= Å Ä = +  
, est défini comme suit :M * noté min
n nM ´Î ¡L’étoile de Kleene d’une matrice carré 










La matrice 0M , notée nI  est appelée matrice unité, dont les termes valent e sur la diagonale ete ailleurs. Il est bien montré que, pour min
nv Î¡ , x M v*=  est la 
solution maximale de l’inéquation .x M x v£ Å  et aussi de l’équation .x M x v= Å . 
2.2 Graphes d’é vé nements temporisé s et modèles Min-Plus liné aires  
Un graphe d’événements est un réseau de Petri ordinaire où chaque place a 
exactement une transition en amont et une transition en aval. Un graphe 
d’événement temporisé est obtenu lorsque on associe des temporisations aux places 
ou aux transitions du graphe d’événement. Dans ce qui suit, on considère des 
graphes d’événements P-temporisés, qui ne sont temporisés que sur les places. Nous 
allons utiliser ces notations dans la suite du papier. On note par P, l’ensemble des 
places du graphe considéré, et par T  l’ensemble des transitions. Le nombre de 
transitions ayant des places en amont et en aval est noté n, et m désigne le nombre de 
transitions sources qui n’ont pas de place en amont. Pour ,i jt t TÎ , on suppose que 
la place qui relie les transitions jt  et it , est notée ijp , est unique. Si elle existe, la 
temporisation correspondante est notée ijt  et le marquage initial de cette place est 










Un chemin a de la transition it à la transition jt est la séquence de transitions et 
de places, 
1 1 1 2 2
( , , , , ,......., )i ik k k k k jt p t p t t . On note par at la somme des temporisations 








= å . 
     On associe à chaque transition du graphe d’événements considéré une fonction 
du temps t, correspondant au nombre cumulé de franchissement de la transition à 
l’instant t. Cette fonction est appelée compteur. Les compteurs correspondants aux 
transitions sources sont les composantes du vecteur min( )
mu t Î¡  , et les compteurs 
des autres transitions composent le vecteur min( )
ntq Î ¡ . Il est bien montré dans [Bac 
92], que le comportement dynamique d’un graphe d’événements temporisé peut 
s’exprimer sous forme d’une équation linéaire dans min¡ , elle est donnée par                                        
                             
max
0
( ) ( . ( ) . ( ))t A t B u t
t
t tt
q q t t
=
= Å - Å - ,                                     (1) 
où min
n nAt
´Î ¡  est la matrice dont le terme ,ijAt égal à ijm , le nombre de jetons 
initiaux dans la place ijp , si cette place existe et la temporisation associée est t , et 
e  sinon. Egalement les termes des matrices min
n mBt
´Î¡  correspondent aux 
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marquages initiaux des places de sortie des transitions sources. L’équation (1) est 
implicite en général. Elle est souvent remplacée par sa solution explicite suivante,                                       
                   0 00( ) ( . . ( ) . . ( ))t A A t A B u tt ttq q t t
* *
>
= Å - Å - ,                                       (2) 
où 0A
*  est l’étoile de Kleene de la matrice 0A  définie précédemment dans cette 
section. 
2.3 Equation d’é tat  
Nous considérons par la suite quelques hypothèses qui seront nécessaires dans 
notre étude.  
1( )H  Toutes les temporisations du graphe sont commensurables à 1.  
Par analogie avec la théorie des systèmes linéaires classiques, l’équation explicite 
(2) peut se transformer à une forme d’équation d’état. Pour obtenir un modèle d’état, 
nous décomposons toutes les places temporisées à 1t >  en t  places temporisées à 
1, et nous ajoutons ( 1)t - transitions intermédiaires. Nous avons associé des 
compteurs à ces transitions intermédiaires, qui sont les composantes d’un 
vecteur 'min( )













qui appartient à min
N¡ , avec 'N n n= + .  
La commande agit sans retard, c'est-à-dire que toutes les temporisations des places 
qui ont des transitions sources en amont, sont nulles.  
Cette hypothèse n’est pas limitative, car on peut toujours étendre le graphe. On 
ajoute des places et des transitions intermédiaires pour que le graphe résultant 
satisfasse cette supposition. Le comportement dynamique du graphe d’événements 
temporisé étendu est décrit par une équation de la forme  
0 1
ˆ ˆ ˆ( ) . ( ) . ( 1) . ( )x t A x t A x t B u t= Å - Å , 
qui peut s’écrire sous une forme explicite                                  
                               ( ) . ( 1) . ( )x t A x t B u t= - Å ,                                              (3) 
avec 0 1ˆ ˆ.A A A
*=  et 0ˆ ˆ.B A B
*= .     
Toutes ces équations et notations permettent de montrer que le comportement du 
graphe d’événements temporisé commandé est déterministe, dépend de l’entrée 
( )u t et toutes les conditions initiales. L’équation d’état (3) est équivalente à la 
formulation suivante :                                   
                           
1
0
( ) . ( ) . . ( )k
k





é ù= - Å Å -ê úë û
,                                (4) 
pour tout t entier tel que 1t ³ .  
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Dans la suite du travail, nous supposons que l’entrée ( )u t est réellement la 
commande, qui peut être donnée arbitrairement. Par exemple dans les processus de 
production, l’entrée peut correspondre à une autorisation d’exécution d’une 
opération. Le début d’une tâche exécutée par un robot, par exemple, peut se 
représenter par une telle entrée de commande.  
Au départ, nous nous limiterons dans notre étude à une seule entrée de 
commande, ensuite nous s’intéresserons  aux cas plusieurs entrées. 
Nous considérons une seule entrée de commande, c'est-à-dire 1m = . 
La matrice B devient un vecteur colonne dans ce cas. Donc, juste une seule 
transition est contrô lable, notée ut , ç a signifie que tous les éléments de la matrice 
sont égaux à e , sauf 1B . 
2.4 Exemple 
Nous considérons le graphe d’événements temporisé de la Figure 1. Pour ce 
graphe, l’équation (1) donne 
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Figure 2 : Graphe équivalent étendu 
 
Figure 3 : Contrainte temporelle 
L’équation explicite 2 est donnée par  
3 2 2
( ) 1 ( 1) ( 2) ( 4) ( ).
e
t t e t t u t
e
e e e e e e
q e e q e e q e e e q e
e e e e e e e e e
æ ö æ ö æ ö æ ö
ç ÷ ç ÷ ç ÷ ç ÷= - Å - Å - Åç ÷ ç ÷ ç ÷ ç ÷
ç ÷ ç ÷ ç ÷ ç ÷
è ø è ø è ø è ø
 
Nous avons étendu le graphe initial pour avoir un nouveau graphe équivalent 
avec des temporisations égales à 1 ou 0. Nous obtenons le graphe de la Figure 2. 
Alors, l’équation d’état résultante est donnée par  
3 2 2
1








e e e e
ee e e e e
ee e e e e e
ee e e e e e
ee e e e e e
ee e e e e e











è ø è ø
. 
3. Formulation du problème 
Les problèmes de contraintes de temps strict sont très souvent rencontrés dans 
les processus industriels. On peut considérer comme exemple un système de 
ti tj 
mij 
max,ij ijt té ùë û  








8     RS –  JESA –  39/2005. MSR’05 
 
production qui comporte un four pour réaliser un traitement thermique. La durée des 
traitements thermiques est fixée, ou définie par un intervalle de temps. On a besoin 
alors de contrô ler le système pour respecter cette contrainte. D’après la définition 
des graphes d’événements temporisés, la temporisation de chaque place, correspond 
à la durée minimale de séjour de jetons dans cette place. Une durée maximale 
apparaît comme une contrainte supplémentaire qui devrait être vérifiée. Plutô t qu’un 
problème de vérification, nous allons formuler la question comme un problème de 
commande qui consiste à calculer en ligne le paramètre ( )u t de faç on à assurer que 
la contrainte temporelle est bien satisfaite.  
On considère ijp la place soumise à la contrainte stricte. Un intervalle de temps 
min , maxij ijt té ùë û est associé à cette place où se situe la contrainte temporelle, avec min
ij ijt t=  (voir Figure 3). Cette contrainte s’exprime par cette inéquation suivante,  
max. ( ) ( ) . ( )ij j ij i ij j ijm x t x t m x tt t- ³ ³ -  
où le produit est défini dans min¡ , ijm  est le marquage initial de la place ijp . 
L’inéquation de gauche est satisfaite en tenant compte du modèle linéaire (3). La 
deuxième qui est donnée par 
                          max( ) ( )i ij j ijx t m x t t³ - ,                                     (5) 
dont le produit est dans min¡ , est en réalité la contrainte supplémentaire à satisfaire.                      
Nous souhaitons déterminer des commandes ( )u t  pour garantir le respect de (5) 
pour 1t > . Nous recherchons des lois de commande bien posée, sous la forme d’un 
retour d’état (feedback) causal, qui sont donnés comme suit :  
( ) . ( 1)u t F x t= - , 
pour 1t > , où le produit est au sens de l’algèbre Min-Plus, et minm NF ´Î ¡ . 
4. Synthèse de commande 
4.1 Une seule contrainte et une seule commande 
Nous proposons une méthode de synthèse de commande pour résoudre notre 
problème, pour cela, nous supposons que l’hypothèse supplémentaire suivante est 
satisfaite.  
2( )H  Il existe un chemin a  qui relie  la transition ut  et  jt . 
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Nous notons par at  la somme des temporisations de toutes les places qui 
appartiennent à ce chemin. Nous remplaç ons t  par at  dans l’équation (4), et 
d’après la définition de ut , nous avons  
                                        ( ) ( ) ( )j jux t A u tat at£ - .                              (6)                                                            
Nous appliquons à nouveau l’équation (4) avec :t f= , nous obtenons l’expression 
explicite suivante de ( )ix t  
                       
1
1 0
( ) ( ) ( ) ( ) ( )
N
k
i ir r ir k





é ù= Å - Å Å -ê úë û
,                   (7) 
pour chaque entier 1f ³ . 
Thé orème 1  Prenant max 1ij af t t= + + ,  l’inéquation  
1
( ) (( ) ( ) ) ( 1)
N
ir ju ij rr
u t A A m x tatf
=
é ù£ Å - - -ë û , 
définit des commandes causales qui garantissent le respect de la contrainte (5) si les 
deux conditions suivantes sont satisfaites : 
(i) ( ) ( ) .ir ju ijA A ma
tf ³  ,           pour r de 1 à N ,  
ii) ( ) ( ) .k i ju ijA B A ma
t³ ,           pour 0k =  à  1f - . 
Dé monstration Compte tenu de (7), il apparaît que la contrainte (5) est satisfaite si 
les deux conditions suivantes sont vérifiées 
                                        max
1
( ) ( ) ( )
N
ir r ij ij jr
A x t m x tf f t
=
Å - + ³ , 









Å - + ³ . 
Ensuite, en tenant compte de (6), ces conditions deviennent  
                      max
1
(( ) ) ( ) ( ) ( )
N
ir ij r ij jur
A m x t A u tatf af t t=Å - - + ³ - , 











Å - - + ³ - . 
Choisissons max 1ij af t t= + + comme dans le théorème, les conditions (i) et (ii) sont 
satisfaites, et la loi de commande satisfait l’inéquation du théorème, alors on peut 
vérifier facilement que la contrainte (5) est bien respectée. 
Corollaire 1 Il existe toujours une loi de commande causale qui satisfait la 
contrainte (5), si les marquages initiaux de la place ijp  et les places du chemin 
a de ut à jt sont nuls. Cette loi de commande est donnée par  
1
( ) ( ) ( 1)
N
ir rr
u t A x tf
=
= Å - . 
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Dé monstration  Dans ce cas les deux conditions du théorème se traduisent par 
(i) ( )irA e
f ³  ,           pour r  de 1 à N ,  
(ii) ( )k iA B e³          pour 0k =  à 1f - . 
Ces conditions sont satisfaites trivialement, on montre ainsi que la loi de commande 
résultante est celle donnée dans le corollaire 1. 
Exemple  Nous revenons à l’exemple de la remarque 1. Dans ce cas, la 
temporisation maximale associée à la place ijp est 
max max
21 3ijt t= = unités de temps, et 
la temporisation minimale égale à 2. Cette contrainte temporelle correspond à 
l’inéquation (8) . 
                                    2 1( ) ( 3)x t x t³ - .                                                (8) 
On vérifie d’abord que l’hypothèse 2( )H est bien vérifiée. On voit bien qu’il existe 
un chemin de ut à jt , c'est-à-dire de ut à 1t . La temporisation de ce chemin est 




( ) ( 4) ( )k
k
x t A x t A Bu t k
=




4 2 3 4 5
2 1 2
4 5 2 3 4








e e e e
e e e e e e
e e
e e e
e e e e e

































D’après le corollaire 1, les conditions du théorème 1 sont vérifiées, et la loi de 
commande qui garantit le respect de la contrainte temporelle (8) s’exprime par 
7
4
2 1 5 61
( ) ( ) ( 1) 2 ( 1) 1 ( 1) 2 ( 1)r rru t A x t x t x t x t== Å - = - Å - Å - , 
Toutes les lois de commande inférieure à celle qu’on a calculé, garantissent le 
respect de contrainte.   
4.2 Plusieurs contraintes et une seule commande 
Nous nous intéressons de nouveau à des graphes d’événements temporisés, avec 
une seule transition source, qui est l’unique commande du graphe. Nous considérons 
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Z places soumises à des contraintes supplémentaires de temps, notées zp , pour 1z =  
à Z. Pour chaque place contrainte zp , on note respectivement par zm , zt  et 
max
zt , le 
marquage initial, la temporisation minimale et la temporisation maximale associées 
à cette place. Les transitions zt  et 'zt  représentent les transitions d’entrées et de 
sortie de la place zp  et les variables zx  et 'zx  défissent  les compteurs 
correspondants à ces transitions. Nous notons par zl  la somme des temporisation le 
long du chemin allant de ut  à  zt . Les contraintes temporelles sont exprimées par les 
inéquations suivantes : 
                          max'( ) ( ) ( )z z z z z z zm x t x t m x tt t- ³ ³ -                      (9) 
pour z  allant de1 à  Z. 
Nous notons par ( )zu t la loi de commande calculée par la méthode précédente pour 
satisfaire la contrainte temporelle (9).  
Thé orème 2 L’équation 
1
( ) ( )
Z
zz
u t u t
=
= Å , 
avec '1( ) (( ) ( ) ) ( 1)
z z
N
z z r zu z rr
u t A A m x tf t
=
é ù= Å - - -ë û , et 
max 1z z zf t t= + + , pour 
1z =  à Z, définit une commande causale qui respecte toutes les contraintes 
temporelle (9), si les conditions suffisantes suivantes sont toutes satisfaites, pour 
1z = à  Z. 
(iii) '( ) ( ) .z zz r zu zA A m
f t³         pour   1r =  à N ,   
(iv) '( ) ( ) .z
k
z zu zA B A m
t³         pour 0k =  à 1zf - . 
Dé monstration  D’après le théorème 1, la loi de commande ( )zu t  valide la z
éme  
contrainte, si les conditions (iii) et (iv) du théorème sont satisfaites.  
Nous avons, pour 1z =  à  Z, 
1
( ) ( )
Z
z zz
u t u t
=
³ Å . 
Finalement, il est clair que la commande 1( ) ( )
Z
z zu t u t== Å satisfait toutes les Z 
contraintes temporelles. 
4.3   Plusieurs contraintes et plusieurs commandes 
Dans cette section, nous considérons des graphes d’événements temporisés avec 
plusieurs transitions sources, dont les compteurs associés constituent autant 
d’entrées de commande. Nous supposons dans un premier temps que ijp  est 
l’unique place soumise à une contrainte temporelle supplémentaire. Nous souhaitons 
alors calculer un vecteur de commande min( )
mu t Î ¡ , avec 1m ³ , qui va vérifier la 
contrainte (5). Pour chaque transition source, nous allons associer une variable 
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compteur, notée ( )su t  pour 1s =  à  m , et nous notons aussi par sl , la somme des  
temporisations le long du chemin allant de 
su
t à  jt . 
Thé orème 3  Le respect de la contrainte temporelle (5) est garanti si il existe un 
entier s  tel que : 
1
( ) (( ) ( ) ) ( 1)s s
N
s ir js ij rr
u t A A B m x tf l
=
é ù£ Å - - -ë û , 
 avec max 1s ij sf t l= + + , ' ( )iu t e=  pour 'i s¹  et les conditions suivantes sont 
satisfaites, 
(v) ( ) ( ) .s sir js ijA A B m
f l³                     pour 1r =  à N ,   
(vi) ( ) ( ) .sk is js ijA B A B m
l³                  pour 0k =  à  ( 1)sf - . 
Dé monstration  Nous remplaç ons t  par sl  dans l’équation (4), et d’après la 
fonction compteur de la transition jt  et du fait qu’il existe un chemin qui relie une 
composante d’indice s du vecteur de commande et jt , nous avons                                                    
                            ( ) ( ) ( )sj js s sx t A B u tl l£ - .                                                     (10) 
Nous appliquons à nouveau la formulation (4) pour : st f= ,  
1
0










= - Å Å -ê ú
ë û
, 
en particulier,     
1
' '1 0 ' 1
( ) ( ) ( ) ( ( ) ( ))
sN m
k
i ir r s ii ir k i






= Å - Å Å Å -ê ú
ë û
.                      (11)                     
En tenant compte de (11), la contrainte (5) est satisfaite si les deux conditions 
suivantes sont vérifiées,  
max
1
( ) ( ) ( )s
N
ir r s ij ij jr
A x t m x tf f t
=
Å - + ³ , 
 et                               
1
max
' '0 ' 1
( ( ) ( )) ( )
s m
k
ii i ij ij jk i





Å Å - + ³ . 
Ensuite, nous prenons en considération l’inéquation (10), les deux inégalités 
suivantes  
             max
1
(( ) ) ( ) ( ) ( )s s
N
ir ij r s ij js s sr
A m x t A B u tf lf t l
=
é ùÅ - - + ³ -ë û , 
et                        
1
max
' '0 ' 1





ii ij i ij js s sk i





é ùÅ Å - - + ³ -ê úë û
, 
impliquent la contrainte temporelle (5). 
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Nous choisissons max 1s ij sf t l= + + , et ' ( )iu t e=  pour 'i s¹ , comme précisé dans 
le théorème, et compte tenu des conditions (v) et (vi), on voit clairement que la 
composante ( )su t , donnée par l’équation  
1
( ) (( ) ( ) ) ( 1)s
N
s ir js ij rr
u t A A B m x tlf
=
é ù= Å - - -ë û , 
garantit le respect la contrainte temporelle (5). 
Nous étendons ce résultat au cas où plusieurs contraintes doivent simultanément être 
assurées, dans l’esprit du théorème 3. 
Corollaire 2  Le vecteur ( )u t qui est défini comme suit : 
pour 1l =  à Z ,                  
             
1




u t u t
=
= Å , 
avec ( )zu t  la loi de commande calculée par le théorème 3 pour vérifier la z
éme 
contrainte, et si l z¹  pour 1z =  à Z , ( )lu t e= , 
permet la satisfaction de toutes les  Z contraintes temporelles (9). 
Dé monstration  La loi de commande ( )zu t  valide la z
éme contrainte, si les 
conditions (v) et (vi) du théorème 3 sont satisfaites. Nous avons, pour 1z =  à  Z, 
1
( ) ( )
Z
z zz
u t u t
=
³ Å . 
Il est donc clair, que  la commande 1( ) ( )
Z
z zu t u t== Å assure le respect de toutes ses Z 
contraintes temporelles. 
5. Application  
Nous nous sommes intéressés à un exemple réel de processus de production sous 
contrainte de temps. Ce processus fait partie d’une ligne de fabrication de tube de  
caoutchouc pour équipement automobile. Il est composé de convoyeurs en boucle, 
comme on peut le voir sur la Figure 5. Il comporte un poste de garnissage A, où sont 
fixées sur des palettes les pièces à traiter, un poste de dégarnissage E où celles-ci 
sont démontées, et un four (I O). Le four est constitué de deux parties, une zone de 
chauffe et une zone de refroidissement. C’est le temps de séjour des palettes dans la 











Figure 5 : Processus de production 
Nous avons associé à ce processus un graphe d’événements temporisé donné par la 





























Figure 6 : Graphe d’événements temporisé associé 
La transition d’entrée 1u  représente l’arrivée des pièces qui vont subir le 
traitement thermique et la transition 7t , qui joue le rô le que de sortie y , correspond 
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début de l’opération de garnissage d’une palette, et 2t à la fin de cette opération. Les 
durées des opérations sont indiquées sur les places correspondantes, par exemple, le 
transfert d’une palette du poste de garnissage à l’entrée du four (point I) dure 3 
unités de temps. La transition 2u  est une entrée supplémentaire qui représente des 
moyens de transport des produits finis, on suppose qu’elle n’est pas contraignante au 
fonctionnement du système. La place 34p  modélise la zone chaude du four, sa 
temporisation qui correspond à la durée de cuisson des pièces, est déterminée, et 
vaut 10 unités de temps. Cette contrainte de temps se traduit par l’inéquation (12). 
                             4 3( ) ( 10)x t x t³ - ,                                                           (12)                   
pour 10t ³ .                
Nous allons alors déterminer une commande 1( )u t qui garantit le respect de la 
contrainte temporelle (12). Pour cela, nous appliquons le théorème 1. Pour écrire 
l’équation d’état du système et appliquer la formulation (4), nous allons étendre le 
graphe de la Figure 6 à ce que le graphe étendu contient que des places avec des 
temporisations inférieures ou égales à 1. Nous définissons de nouvelles variables qui 
correspondent à des fonctions compteurs des transitions supplémentaires.  
2 2( ) ( )lx t x t l= -  pour l allant de 1 à 2, 3 3( ) ( )lx t x t l= - pour  l  allant de 1 à 9, 
4 4( ) ( )lx t x t l= -    pour l allant de 1 à 9, 5 5( ) ( )lx t x t l= -  pour l allant de 1 à 2, 
61 6( ) ( 1)x t x t= -  et 7 7( ) ( )lx t x t l= -      pour l allant de 1 à 3. 
La matrice d’état du graphe d’événement étendu est 33 33minA
´Î ¡ .  
Nous avons pour cet exemple, max max43 10ijt t= =  et 4l = , temporisation du chemin 
a  qui relie les transitions 1u  et 3t . Le marquage initial de la place 34p  est 
21ijm m e= =  et le marquage du chemin a  est 
4
31( ) ( )juA B A B e
l = = . 




( ) ( ) ( 1)r rru t A x t== Å - , 
garantit le respect de la contrainte (12). 




( ) ( ) ( 15)r rrx t A x t== Å - , qui est la fonction du compteur de la transition 4t en fonction des autres variables retardées de 15 unités 
de temps. Après les calculs, nous avons abouti à la loi de commande suivante : 
1 1 35 48 45 51 71( ) 1 ( 1) 3 ( 1) 7 ( 1) 4 ( 1) 10 ( 1) 5 ( 1)u t x t x t x t x t x t x t= - Å - Å - Å - Å - Å - . 
6. Conclusion   
Nous avons défini deux conditions qui sont suffisantes pour l’existence d’une 
commande causale qui satisfait une contrainte temporelle donnée dans un graphe 
d’événements temporisé contrô lé. Nous avons appliqué cette méthode aux cas des 
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graphes d’événements temporisés soumis à plusieurs contraintes de temps. Une 
généralisation de cette approche a été faite pour commander des graphes 
d’événements temporisés avec plusieurs entrées. Cette méthode a été illustrée sur un 
exemple d’un processus de production. Nous projetons des applications dans 
d’autres contextes, notamment pour la vérification et la validation des réseaux de 
télécommunication et les systèmes temps réels.   
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