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In this work we shall investigate the occurrence of future cosmological finite-time singularities
in the dynamical system corresponding to two cosmological theories, namely that of vacuum f(R)
gravity and that of three fluids. As we shall make clear, a finite-time cosmological singularity may
be entirely different from a finite-time singularity of a dynamical system, since the latter mainly
depends on the behavior of the dynamical system variables. The vacuum f(R) gravity is an example
for which the variables we will choose to quantify the phase space dynamics, do not necessarily blow-
up near a cosmological singularity. After appropriately choosing the variables, we shall investigate
the behavior of the corresponding dynamical system near some types of cosmological finite-time
singularities, for some limiting cases in which we can produce analytic solutions for the dynamical
variables. The most interesting case from both a mathematical and physical point of view, is the Big
Rip case, and particularly in the limiting case of a very strong singularity. The physically appealing
outcome is that the resulting non-autonomous dynamical system is attracted asymptotically to an
accelerating attractor solution, with equation of state parameter weff = −1. Our analytic results,
show that an extremely strong Big Rip singularity in vacuum f(R) gravity theories is always related
to an accelerating solution, or tends to acceleration. The converse statement though may not be
true. We also perform the same analysis for the Type IV finite-time singularity, and we investigate
the behavior of the dynamical system near the Type IV singularity, in the case that the singularity
is extremely soft, in which case we are able to produce analytic expressions for the dynamical
solutions. Also we briefly discuss how the removal of the finite-time singularity may be achieved by
the addition of an R2 term in the f(R) gravity action. The second cosmology we shall study is a
multifluid cosmology, consisting of three fluids, the interacting dark matter and dark energy fluids,
and the baryonic fluid. By appropriately choosing the variables, we will show that the dynamical
system can become an autonomous polynomial dynamical system, in which case, by using a dominant
balance analysis, we shall investigate the occurrence of finite-time singularities in this system. We
also study numerically and analytically, in some detail, the phase space of the dynamical system for
some specific forms of the dark energy-dark matter interaction term.
PACS numbers:
I. INTRODUCTION
The dark sector of the Universe controls the current evolution, with the luminous matter being only nearly the
4% of the total energy density of the Universe. Hence, the main mechanism that drives the current evolution, is still
unknown, although it overwhelms the dynamics. The dark sector of the Universe consists of the dark energy, which
is responsible for the late-time acceleration of the Universe, which was observed in the late 90’s [1], and of the dark
matter. The latter was believed for many years to be quantified in terms of a non-interacting particle, and many
proposals exist in the literature, regarding particle dark matter candidates [2]. However, no experiment has ever
verified the particle nature of dark matter, thus the problem of dark matter still remains unsolved.
With regard to dark energy, the most successful description is the ΛCDM model, which is quite robust against the
observational data up to date. However there exist various alternative theoretical proposals that may also describe
an accelerating late-time evolution, with the most appealing of these alternative scenarios, being the f(R) gravity
description, for reviews see [3–8]. Actually, it is possible in the context of f(R) gravity to describe both the early
and the late-time acceleration eras in a unified way [9]. Thus the focus of theoretical cosmology at present day is on
the late-time and early-time accelerating eras and also on dark matter. Many descriptions may in principle describe
successfully some aspects of the above eras, but no complete answer is given up to date.
Due to the fact that the dark sector of our Universe is unknown, it is possible that the dark energy and dark
matter sectors are described by interacting fluids, viscous or not. Actually, the fluid approach in cosmology has been
adopted in the literature in order to produce viable cosmological evolutions, see for example [10–29]. An interaction
2in between the dark sector components, is supported by the fact that dark energy dominates over dark matter after
galaxy formation. In addition, it is known that dark energy and dark matter strongly depend on each other, and
actually, due to the degeneracy of dark energy models, Ωm cannot be measured [30]. There exist various proposals
in the literature that study interacting dark energy-dark matter fluid models, see for example [31–47] and references
therein. However, one should be cautious with these models, due to the fact that interacting dark energy-dark matter
models can suffer from instabilities, as it was shown for example in [39]. Indeed, a simple interaction term between the
dark sector fluids, with a simple constant equation of state parameter for the dark energy sector, causes instabilities
to the early times dark sector perturbations, since the curvature perturbation blows up on super-Hubble scales, see
[39] for details on this. In addition, the growth of matter perturbations may be directly affected by a non-trivial
interaction between the dark sector components. In all the cases, baryons cannot be coupled with the dark energy
and dark matter fluids, since this would lead to a fifth force in the Universe, which is an unwanted feature, at least
for the moment.
The discovery of the dark energy epoch of the Universe made compelling the effective fluid description of our
Universe, with a negative equation of state parameter. As a result it was discovered that the dark energy Universe
may be in quintessence or phantom- regime currently or in the near future. Then, it is quite possible that the
future Universe develops some finite-time future singularity (for more detail, see section III). Despite many efforts,
the physical understanding of the quantitative features of the Universe while approaching this finite-time singularity
are not well understood up to date. To this end, in this paper we shall focus in two major problems, related with
finite-time singularities, in the context of f(R) gravity and coupled models of dark matter and dark energy, by
using a multifluid approach. In both cases we shall use the dynamical systems approach and we shall study the
occurrence of finite-time singularities in cosmological systems, from a dynamical systems perspective. The dynamical
systems approach in cosmology has many attributes, since the phase space can provide useful information about
the cosmological solutions, in terms of the fixed points of the dynamical system, and about the stability of the
cosmological solutions. In the literature, many studies use the dynamical systems approach in cosmology [48–72], see
also [73], and for a recent informative review see [74]. Recently, we investigated the f(R) gravity dynamical system,
focusing on the early-time behavior of the phase space, and we found useful information, regarding the de Sitter
attractors of the cosmological system [67]. The first part of this study is devoted on the behavior of the vacuum
f(R) gravity behavior near all types of cosmological finite-time singularities. Specifically, we shall be interested in the
behavior of the phase space near a Big Rip or near a Type II, III and IV singularities. To this end, we shall use the
formalism we developed in Ref. [67], and we shall investigate how the dynamical system becomes near each one of the
aforementioned finite-time singularities. Our findings are particularly interesting, and the most sound outcome is the
fact that a Big Rip singularity is always connected with an accelerating attractor, when the singularity is extremely
strong, which is a limiting case of the free parameters as we show. By using the formalism we developed in [67], we
shall demonstrate that the vacuum f(R) gravity dynamical system near the Big Rip is a non-autonomous dynamical
system, which is formed in such a way so that it can be integrated analytically. Thus we examine the behavior of
the solutions near the Big Rip, and as we demonstrate, the dynamical evolution ends up to an accelerating attractor,
which is stable and also it corresponds to the attractor of the asymptotically autonomous dynamical system. The
latter feature has also some mathematical implications, which we briefly mention without getting into much details.
Also, we investigate which f(R) may generate the cosmological evolution near the Big Rip singularity, directly from
the phase space behavior, which is a new approach in the field of f(R) gravity studies. After discussing the Big Rip
case, we also discuss in some detail the behavior of the vacuum f(R) gravity near Type II, III and IV singularities. As
we show, analytic results can be obtained only for the case of a Type IV singularity, in the limit that this is extremely
soft, so this is a limiting case of the free parameters too. So for the Type IV case, we find the behavior of the phase
space near the singularity, and also the f(R) gravity which realizes locally near the singularity, such a behavior. As
we will show, the dynamical variables do not necessarily blow up at the finite-time singularity, and this is a very
important feature that must be noted. So a physical singularity may not render singular the dynamical variables
used, or in the converse way of thinking, a blow up of a dynamical variable in the phase space, may not necessarily
indicate a physical finite-time singularity of the dynamical system. This strongly depends on the functional form of
the dynamical variables, so this brings us to the second part of this work. Particularly, in the second part of this
work, we shall investigate the finite-time singularity structure of a multifluid Universe, consisting from interacting
dark energy-dark matter fluids and from baryonic matter, which does not interact with the other fluids. We shall
construct the dynamical system corresponding to the cosmological system of the three fluids in such a way so that it is
an autonomous polynomial dynamical system. The condition that restricts the dynamical system to be of polynomial
form is crucial, since the whole singularity analysis we shall perform is based exactly on this polynomial condition.
The finite-time singularity analysis for this kind of polynomial autonomous dynamical systems was performed in Ref.
[75], and later on was further analyzed in the context of cosmological singularities in Ref. [76]. By using the results
of the theorem developed in [75], we shall perform a detailed dominant balance analysis of the multifluid dynamical
system. We shall discuss the properties of a potential physical finite-time singularity and the relation it has with a
3finite-time singularity in a variable of the dynamical system and we shall examine the conditions that must hold true
in order for a dynamical system finite-time singularity to be an actual physical singularity of the cosmological system.
Our analysis indicates that the resulting dynamical system does not have general solutions (no global attractors)
which may lead the dynamics to a finite-time singularity. Finally, we perform an analytic and numerical study of the
phase space of the resulting dynamical system, in order to see the behavior of the trajectories and also to find the
fixed points of the dynamical system. As we demonstrate, some de Sitter vacua are fixed points, and these depend
strongly on the interaction between dark energy and dark matter.
This paper is organized as follows: In section II we present the general form of the vacuum f(R) gravity, and we
review the case of the de Sitter attractor fixed point. This will be needed in the Big Rip study. In section III we perform
the finite-time singularity analysis of the vacuum f(R) gravity dynamical system in full detail. After discussing in brief
the essential features of finite-time cosmological singularities, we divide our analysis in two subsections focusing on
the Big Rip case and on the rest of the types of singularities. As we shall demonstrate, the Big Rip case has appealing
mathematical and physical implications. In the end of section III, we discuss in brief the difficulties one confronts
when the study is performed for the f(R) gravity with radiation and non-relativistic matter included. In section IV
we study the finite-time singularities structure of the dynamical system corresponding to the cosmological system of
the dark energy, dark matter and baryonic fluid. We shall demonstrate how to choose the dynamical variables in order
for the dynamical system to be an autonomous polynomial dynamical system and we perform a dominant balances
analysis of the resulting dynamical system in order to reveal if any physical finite-time singularities occur. We also
discuss in detail the conditions which need to hold true in order for a finite-time singularity of the dynamical system,
to be an actual cosmological finite-time singularity of the cosmological system. Finally, the conclusions follow in the
end of the paper.
Before starting our presentation, we shall describe the background geometry which shall be assumed in this work.
Particularly, we shall use a flat Friedmann-Robertson-Walker (FRW) metric, with line element,
ds2 = −dt2 + a(t)2
∑
i=1,2,3
(
dxi
)2
, (1)
with a(t) being the scale factor. In addition, the Ricci scalar for the flat FRW metric reads,
R = 6
(
H˙ + 2H2
)
, (2)
with H = a˙a , being the Hubble rate.
II. THE VACUUM f(R) GRAVITY DYNAMICAL SYSTEM
In a recent work, it was demonstrated that the f(R) gravity equations of motion can be formed in such a way so that
the resulting dynamical system is rendered autonomous in some cases [67]. We shall use the theoretical framework of
Ref. [67], since for the study of finite time singularities, the resulting dynamical system can have an elegant form as
we shall show shortly. However, the obtained dynamical system is not autonomous in the case at hand, however it
can be integrated analytically in some limiting cases, which is a great advantage in comparison with other approaches
on f(R) gravity existing in the literature. Let us recall how the f(R) gravity dynamical system is formed, and for
details we refer the reader to Ref. [67]. We start off with the vacuum f(R) action, which has the following form,
S = 1
2κ2
∫
d4x
√−gf(R) , (3)
where κ2 = 8πG = 1M2p
, G is the gravitational constant, and in addition, Mp is the Planck mass scale. By employing
the metric formalism approach, the gravitational equations of motion can be obtained by varying the f(R) gravity
action (3) with respect to the metric gµν , and we obtain the following gravitational equations,
F (R)Rµν(g)− 1
2
f(R)gµν −∇µ∇νf(R) + gµνF (R) = 0 , (4)
which can be further cast in the following way,
Rµν − 1
2
Rgµν =
κ2
F (R)
(
Tµν +
1
κ2
(f(R)−RF (R)
2
gµν +∇µ∇νF (R)− gµνF (R)
))
, (5)
4where F (R) = ∂f(R)∂R . By using the FRW metric of Eq. (1), the cosmological equations take the following form,
0 =− f(R)
2
+ 3
(
H2 + H˙
)
F (R)− 18
(
4H2H˙ +HH¨
)
F ′(R) , (6)
0 =
f(R)
2
−
(
H˙ + 3H2
)
F (R) + 6
(
8H2H˙ + 4H˙2 + 6HH¨ +
...
H
)
F ′(R) + 36
(
4HH˙ + H¨
)2
F ′(R) , (7)
with F (R) = ∂f∂R , F
′(R) = ∂
2F
∂R2 , and F
′′(R) = ∂
3F
∂R3 . In order to obtain the f(R) gravity cosmological dynamical
system that corresponds to the cosmological equations (6), we introduce the following dimensionless variables x1, x2
and x3,
x1 = − F˙ (R)
F (R)H
, x2 = − f(R)
6F (R)H2
, x3 =
R
6H2
. (8)
For the purposes of this article, it is more convenient to use the e-foldings number N as a dynamical variable, instead
of the cosmic time, so we shall use the following differentiation rule,
d
dN
=
1
H
d
dt
, (9)
By using the variables x1, x2 and x3 given in Eq. (8), in combination with the gravitational equations of motion (6),
the following dynamical system is obtained for the vacuum f(R) gravity,
dx1
dN
= −4− 3x1 + 2x3 − x1x3 + x21 , (10)
dx2
dN
= 8 +m− 4x3 + x2x1 − 2x2x3 + 4x2 ,
dx3
dN
= −8−m+ 8x3 − 2x23 ,
where we introduced the parameter m which is equal to,
m = − H¨
H3
. (11)
The parameter m is the only term in the dynamical system (10), which contains an explicit time-dependence, or
equivalently N -dependence for a general functional form of the Hubble rate. In Ref. [67], the cases for which
m =const were studied. For example, the case m = 0 can be produced by an exact de Sitter scale factor, that is
a(t) = eΛt, where Λ =constant, or from a quasi de Sitter scale factor a(t) = eH0t−Hit
2
, where H0, Hi are constants.
Also as was shown in [67], the case m = −9/2 is produced by a matter domination scale factor, that is, a(t) ∼ t2/3.
In principle, there might be other scale factors which may produce a constant parameter m, however the physical
significance of each case is determined by the behavior of the equation of state parameter weff and of the final
attractor of the theory. The effective equation of state (EoS) can be written in terms of the variables xi, i = 1, 2, 3.
The general form of the EoS for an f(R) gravity has the following for [3–7],
weff = −1− 2H˙
3H2
, (12)
and it can be expressed in terms of x3 in the following way,
weff = −1
3
(2x3 − 1) . (13)
Eventually, the form of the total EoS actually determines the physical significance of the cosmological evolution
corresponding to some fixed constant m. For example, as was shown in Ref. [67], in the de Sitter or the quasi-de
Sitter case which corresponds to m = 0, after the final attractors are found for the dynamical system, the EoS is equal
to weff = −1, and for the case m = −9/2 one has weff = 0.
Coming back to the description of the dynamical system, the variables xi, i = 1, 2, 3 satisfy the Friedmann constraint,
x1 + x2 + x3 = 1 , (14)
5as it can be seen from Eq. (6), by reexpressing R = 12H2 + 6H˙.
The structure of the phase space for the m = 0 is particularly interesting as was shown in [67], and here we briefly
present the results of the analysis of Ref. [67]. For general values of m, the fixed points of the dynamical system are,
φ1∗ = (
1
4
(
−√−2m−
√
−2m+ 20
√
2
√−m+ 4− 2
)
,
1
4
(
3
√
2
√−m+
√
−2m+ 20√−2m+ 4− 2
)
,
1
2
(
4−√−2m)),
(15)
φ2∗ = (
1
4
(
−√−2m+
√
−2m+ 20√−2m+ 4− 2
)
,
1
4
(
3
√−2m−
√
−2m+ 20√−2m+ 4− 2
)
,
1
2
(
4−√−2m)),
φ3∗ = (
1
4
(√−2m−√−2m− 20√−2m+ 4− 2) , 1
4
(
−3√−2m+
√
−2m− 20√−2m+ 4− 2
)
,
1
2
(√−2m+ 4))
φ4∗ = (
1
4
(√−2m+√−2m− 20√−2m+ 4− 2) , 1
4
(
−
√
2
√
−m− 10√−2m+ 2− 3√−2m− 2
)
,
1
2
(√
2
√−m+ 4
)
) ,
so in the case m ≃ 0, the fixed points are the following,
φ1∗ = (x1, x2, x3) = (−1, 0, 2), φ2∗ = (x1, x2, x3) = (0,−1, 2) . (16)
It is easy to show that none of the above fixed points are hyperbolic, so the stability analysis must be performed
numerically, as was done in Ref. [67]. Let us point out that a hyperbolic fixed point has a Jacobian linearized matrix
which has eigenvalues corresponding to the fixed point that have non-zero real part. More formally, a hyperbolic fixed
point does not have any center manifolds. We shall use the results of [67], where it was shown that in the m ≃ 0
case, the first fixed point φ1∗ is stable, while the second one φ
2
∗ is unstable. These two results shall play a crucial
role in a mathematically non-trivial problem that will occur at the next section, however, since our results will be
analytical, the resulting picture is both physically and mathematically clear and appealing. The equilibrium that will
play a crucial role in one of the following sections, is the stable one, namely φ1∗ = (x1, x2, x3) = (−1, 0, 2), which as
we shall see will be related to the Big-Rip singularity. For this fixed point, the variable x3 tends to the value x3 = 2,
as the fixed point is approached by the dynamical system, and by substituting x3 = 2 in the EoS Eq. (13), we obtain
weff = −1. So the fixed point φ1∗ describes an accelerating physical evolution, in cosmological terms.
III. FINITE-TIME SINGULARITIES IN THE DYNAMICAL SYSTEM OF VACUUM f(R)
COSMOLOGY
We shall be interested in understanding the structure of the vacuum f(R) gravity phase space near finite-time
singularities, so we assume for simplicity that the Hubble rate near the singularity has the following form,
H(t) ≃ f0(ts − t)−α , (17)
where ts is the time instance that the future singularity occurs, α is some real parameter, the value of which will
determine the type of singularity that may occur, and also f0 is a free parameter with dimensions sec
α−1
. Also
we assume that ts > t, since the singularity is a future singularity. The classification of finite-time singularities
was systematically performed in Ref. [77] and according to the classification of Ref. [77], three physical quantities
determine the type of singularity, namely the scale factor of the Universe, the total effective energy density ρeff and
the total effective pressure peff . The classification of finite-time singularities is as follows,
• Type I (“Big Rip”) : This is a characteristic crushing type singularity, for which as t→ ts, the scale factor, the
total effective pressure and the total effective energy density diverge strongly, that is, a → ∞, ρeff → ∞, and
|peff | → ∞. For extensive works on this type of singularity, the reader is referred in Refs. [78].
• Type II (“sudden”): This type of singularity is more mild than the Big Rip scenario, and it is also known as a
pressure singularity, firstly studied in Refs. [79], and later developed in [80], see also [81, 82]. In this case, only
the total effective pressure diverges as t→ ts, and the total effective energy density and the scale factor remain
finite, that is, a→ as, ρeff → ρs, |peff | → ∞.
• Type III : In this type of singularity, both the total effective pressure and the total effective energy density
diverge as t→ ts, but the scale factor remains finite, that is, a→ as, ρeff →∞, |peff | → ∞.
6• Type IV : This type of singularity is the mildest from a phenomenological point of view and recent studies
were devoted on this sort of singularity [21, 77, 83–90]. In this case, all the aforementioned physical quantities
remain finite as t→ ts, that is a→ as, ρeff → ρs, |peff | → ps, and only the higher derivatives of the Hubble rate
dnH
dtn , n ≥ 2 diverge. These singularities have interesting implications for the phenomenological dynamics of the
inflationary era, since the Universe may smoothly pass through these without any catastrophic implications on
the physical quantities that can be defined on the three-dimensional spacelike hypersurface defined by the time
t = ts, if the singularity occurs during the inflationary era [91]. As was shown in [91], the graceful exit from the
inflationary era may be triggered by this type of soft singularity, see Refs. [91] for details on these issues.
According to the classification of singularities given above, the singularities that may occur for the various values of
α for the Hubble rate in Eq. (17), are classified as follows,
• α > 1 corresponds to the Type I singularity.
• 0 < α < 1 corresponds to Type III singularity.
• −1 < α < 0 corresponds to Type II singularity.
• α < −1 corresponds to Type IV singularity.
As we will show, the values of the parameter α will crucially affect the functional form of the f(R) gravity near the
singularity.
Let us see how the dynamical system (10) becomes if we choose the Hubble rate as in Eq. (17). The study of
the resulting dynamical system will reveal the dynamics of the cosmological system near each type of finite-time
singularity. First we express the cosmic time as function of the e-foldings number, by using the definition of the
e-foldings number N ,
N =
∫ t
H(t)dt , (18)
and by substituting the Hubble rate (17) in the above equation and solving with respect to the cosmic time, we obtain,
ts − t =
(
(α− 1)(N −Nc)
f0
) 1
1−α
, (19)
where Nc is an integration constants which depends on the initial conditions. The above relation is very important
for the analysis that follows in the next subsections, since depending on the values of the parameter α, this relation
will determine the values of N as the corresponding singularity is approached. For the moment though we leave the
value of α unspecified. By calculating the value of the parameter m given in Eq. (11), for the Hubble rate (17), and
by using Eq. (19), we obtain the parameter m as function of the e-foldings number N , which is,
m = − α(α + 1)
(α− 1)2(Nc −N)2 . (20)
The above relation for m holds true for all the cosmological finite-time singularity types, regardless the value that α
takes, however the difference will be that for each singularity type, N takes different values, that is, as t→ ts, N takes
different values for the various singularity types. By substituting the parameter m in the dynamical system (10), the
latter becomes,
dx1
dN
= −4 + 3x1 + 2x3 − x1x3 + x21 , (21)
dx2
dN
= − α(α+ 1)
(α− 1)2(Nc −N)2 + 8− 4x3 + x2x1 − 2x2x3 + 4x2 ,
dx3
dN
=
α(α + 1)
(α − 1)2(Nc −N)2 − 8 + 8x3 − 2x
2
3 .
The dynamical system of Eq. (21) is non-autonomous, so most of the theorems that apply for autonomous dynamical
systems are rendered inapplicable in the case at hand. In principle it is quite difficult to tackle the non-autonomous
system, however the above dynamical system can be integrated analytically in some limiting cases. The behavior of
the solutions then, will reveal the structure of the phase space of vacuum f(R) gravity, near finite-time singularities.
7The focus in this section is two-fold, firstly we shall be interested in the behavior of the vacuum f(R) dynamical
system near the singularity, and we shall analyze each singularity type separately, and secondly we shall investigate
what is the functional form of the f(R) which may generate each type of singularity, directly from the data obtained
from the phase space itself. As we shall see, the dynamical system can be integrated analytically for the Hubble rate
(17), for some limiting values of α, so this offers us great flexibility for obtaining the structure of the phase space
near the singularity. Also, the resulting behavior near the singularity for the Big Rip case will enable us to obtain an
interesting behavior for the non-autonomous system asymptotically for large N . In the next subsections we analyze
the various types of singularities separately, with the cases that can be analyzed analytically though, being the Big
Rip and the Type IV singularity.
A. The Big-Rip Case
We start off our analysis with the Big Rip singularity case, which is the most severe type of singularity, from
a phenomenological point of view, since it is a crushing type singularity following the definitions of Hawking and
Penrose [92]. Our choice to study the Big Rip case separately from the other singularities is not accidental, since
as we now demonstrate, in this case the dynamical system has a mathematically interesting property, that is, it is
rendered asymptotically autonomous near the singularity.
In the Big Rip case, α in the Hubble rate (17) must take values α > 1, so as t → ts, from Eq. (19) it follows that
this corresponds to N →∞. Hence, the Big Rip singularity is approached as N →∞. For N →∞, the parameter m
in Eq. (20) tends to m→ 0, hence the dynamical system (21) near the Big Rip singularity is rendered asymptotically
autonomous. This is an exceptional case and it occurs only for the Big Rip singularity. Actually, the fact that the
f(R) gravity dynamical system is asymptotically autonomous has some interesting mathematical implications, as we
shall briefly discuss at the end of this subsection.
A particularly interesting scenario occurs if α is chosen to take large values, that is α ≫ 1. In this case, the
dynamical system can be integrated analytically, and the parameter m becomes approximately m ≃ − 1(N−Nc)2 . By
integrating the dynamical system (21), we obtain the following general solutions for the variables x1(N), x2(N) and
x3(N),
x1(N) =
− 3
√
πNce
NErf(
√
N−Nc)√
N−Nc + 2e
NcN − 2eNcNc + 2eNc
eNc(2Nc − 2N + 1)− 2
√
πeN (N −Nc)3/2Erf
(√
N −Nc
) (22)
+
2
√
πN2c e
NErf(
√
N−Nc)√
N−Nc +
2
√
πeNNErf(
√
N−Nc)√
N−Nc
eNc(2Nc − 2N + 1)− 2
√
πeN (N −Nc)3/2Erf
(√
N −Nc
)
−
2
√
πeNN2Erf(
√
N−Nc)√
N−Nc +
4
√
πNce
NNErf(
√
N−Nc)√
N−Nc
eNc(2Nc − 2N + 1)− 2
√
πeN (N −Nc)3/2Erf
(√
N −Nc
)
+
√
πeNNErf
(√
N −Nc
)
√
N −Nc
(
eNc(2Nc − 2N + 1)− 2
√
πeN(N −Nc)3/2Erf
(√
N −Nc
))
x2(N) =
C2eNc−N (Nc −N)
2
√
π(N −Nc)3/2Erf
(√
N −Nc
)
+ eNc−N (2Nc − 2N + 1)
−
e−N(Nc −N)
(
eNc (8Nc−8N+1)
2(Nc−N)2 −
4
√
πeNErf(
√
N−Nc)√
N−Nc
)
2
√
π(N −Nc)3/2Erf
(√
N −Nc
)
+ eNc−N (2Nc − 2N + 1)
x3(N) =
1
2Nc − 2N + 2 ,
where Erf(x) is the error function, and also C2 is an integration constant. Actually, the dynamical system can be
integrated analytically, only if we first integrate the equation for the variable x3, and then we solve the differential
equations for x1 and x2. Also, asymptotically, the integration constant C2 will play no essential role in the physical
behavior of the parameter x1. We can find easily the asymptotic forms of the variables x1(N), x2(N) and x3(N) as
8N →∞, and these are the following,
x1(N) ≃ − (Nc −N)
2
N2
≃ −1, (23)
x2(N) ≃ − 2
N
≃ 0,
x3(N) ≃ 2 .
Let us discuss in some detail the behavior of the dynamical system corresponding to Eq. (23). From Eq. (23), it is
obvious that as N →∞, so effectively as the Big Rip singularity is approached, the variables x1(N), x2(N) and x3(N)
take the values (x1, x2, x3) = (−1, 0, 2). By looking Eq. (16), which describes the fixed points of the autonomous
dynamical system (10) for m = 0, it is obvious that the non-autonomous dynamical system (21) has asymptotically
(as N →∞) the same fixed point with the autonomous dynamical system (10). Although this would seem natural to
occur, this is not a trivial mathematical feature. Indeed, there are mathematically stringent conditions in order for
a fixed point of a non-autonomous dynamical system which is also an asymptotically autonomous dynamical system,
to be the fixed point of the asymptotically autonomous system. In simple words, this means that the fixed points
of the dynamical system (21) are not necessarily the same with the ones corresponding to the dynamical system
(10) for m = 0. However in our case, our analytic treatment proved this feature directly, so this has important
implications for the structure of the non-autonomous system, which we shall analyze in a future work, focused on
this issue. The important feature for our analysis is that the non-autonomous system of Eq. (21), near the Big Rip
singularity, tends to the attractor φ1∗ = (x1, x2, x3) = (−1, 0, 2), which is a stable fixed point of the asymptotically
autonomous system (10) for m ≃ 0. Hence, due to the fact that asymptotically we have x3 ≃ 2, the EoS of the
vacuum f(R) gravity cosmological system (13) is approximately weff ≃ −1. In effect, the phase space structure
indicates that the Big Rip singularity for vacuum f(R) gravity is inherently related to an accelerating period with
weff ≃ −1. It is worth to further study the behavior of the phase space, so in Fig. 1, we present the vector
flow and trajectories in the x1 − x2 plane for the dynamical system that is obtained for x3 = 2, for various initial
conditions near the point (x1, x2) = (−1, 0). Accordingly, in Fig. 2 we present the stream flow and the trajectories
in the x1 − x2 plane for x3 = 2, and in Fig. 3 we present the flows in the x1 − x2 plane. In all cases, the red
dot indicates the point (x1, x2) = (−1, 0). As it can be seen, the trajectories of dynamical system tend to the point
(x1, x2) = (−1, 0), exactly as we described analytically before. In Fig. 4 we plot some trajectories which correspond to
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FIG. 1: The vector flow in the x1 − x2 plane for the dynamical system that is obtained for x3 = 2. The red dot indicates the
point (x1, x2) = (−1, 0).
initial conditions which are not near the point (x1, x2) = (−1, 0). As it can be seen, the trajectories do not end up to
the point (x1, x2) = (−1, 0). This feature shows that there exist trajectories corresponding to some initial conditions
not in the close neighborhood of (x1, x2) = (−1, 0), which do not lead to the point (x1, x2) = (−1, 0). This feature
cannot directly be connected with the stability of the fixed point (x1, x2) = (−1, 0) of the asymptotically autonomous
system, only the close neighborhood of the point (x1, x2) = (−1, 0) captures the dynamics of the dynamical system
near the Big Rip singularity. Having at hand the analytic form of the variables xi, i = 1, 2, 3, at large N , which is
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FIG. 2: The trajectories in the x1 − x2 plane for x3 = 2, for various initial conditions near (x1, x2) = (−1, 0) (upper right).
The red dot indicates the point (x1, x2) = (−1, 0).
(x1, x2, x3) = (−1, 0, 2), we can find the functional form of the f(R) gravity near the Big Rip singularity. Taking into
account that x1 ≃ −1, we obtain the following differential equation,
− F˙
FH
= −1 , (24)
so by using Eq. (17) and also due to the fact that near the Big Rip singularity the Ricci scalar is at leading order
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FIG. 3: The flows in the x1 − x2 plane (bottom plot). The red dot indicates the point (x1, x2) = (−1, 0).
equal to,
R(t) ≃ 12f20 (ts − t)−2α , (25)
we obtain the following solution for F (R),
F (R) ≃ exp
(
γR
α−1
2α
)
+ ΛI , (26)
where ΛI is an integration constant and also γ is equal to,
γ =
f0
(α − 1)(12f20 )
α−1
2α
. (27)
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By integrating Eq. (26) with respect to the Ricci scalar, we obtain the functional form of the f(R) gravity near the
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FIG. 4: The vector flow and trajectories in the x1 − x2 plane for large initial conditions.
Big Rip singularity, which is,
f(R) ≃ ΛI R+
2αγ−
2α
α−1Γ
(
2α
α−1 ,−R
α−1
2α γ
)
α− 1 + ΛII , (28)
where ΛII is an integration constant. Due to the fact that as t→ ts, the Ricci scalar tends to R→∞, and also since
α > 1, the f(R) gravity (28) at leading order is equal to,
f(R) ≃ ΛI R−
(
2αγ
α+1
α−1
− 2α
α−1
)
R
α+1
2α eγR
α−1
2α
α− 1 + ΛII , (29)
where we required that for consistency, α has the form α = 2n/(2m+ 1), with n and m integers. We need to stress
that the functional behavior of the f(R) gravity appearing in Eq. (29) is very similar to the one found in Refs.
[95, 96]. Note that Eqs. (28) and (29) are valid in the regime α ≫ 1 and not in general. Also in this regime, from
Eq. (29) the approximate form of the f(R) gravity is,
f(R) ≃ ΛI R−
(
2αγ−1
)
R
1
2 eγR
1
2
α
+ ΛII , (30)
so the resulting f(R) gravity is similar to the Einstein-Hilbert case, but not identical, due to the existence of the
term ∼ R 12 eγR
1
2 . Near the Big Rip, due to the fact that the curvature increases, the term containing the exponential
∼ eγR
1
2 will dominate the f(R) gravity function (30) and hence it controls the evolution.
In the general case of singularities, the analytical treatment of the dynamical evolution might be difficult to tackle
and may crucially depend on the initial conditions, however for the simple form of the Hubble rate (17), the calculations
are simplified and an approximate form of the f(R) near the singularity can be found, as we showed in detail in this
subsection.
Before closing this subsection let us recapitulate the most important findings we obtained: firstly, as the Big Rip
singularity is reached, for N →∞, the vacuum f(R) gravity dynamical systems becomes asymptotically autonomous.
Secondly, the analytic study of the non-autonomous dynamical system, for α≫ 1, revealed that the non-autonomous
dynamical system tends asymptotically to the stable fixed point of the asymptotically autonomous dynamical system.
This is a particularly interesting feature from a mathematical point of view, which we shall analyze in a future focused
work. Finally, we proved that the asymptotic behavior of the f(R) gravity dynamical system tends to an accelerating
attractor point, so essentially the Big Rip singularity is inherently related with the acceleration of the Universe.
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What we did not address in this subsection, is the effect of an R2 term in the functional form of the f(R) gravity.
The addition of an R2 term in a singularity generating f(R) gravity may crucially affect the singularity development
in the theory, since it is known that these terms remove the singularities [95–99]. Also the addition of an R2 term
in the gravitational action can also describe the large curvature era during inflation, so the possible unification of
the dark energy era with the inflationary era is possible, see [95–99]. However, after some thorough analysis at the
dynamical system level, the answer to this question is not easy to find, due to the fact that the resulting system is
very difficult to solve analytically, or even study numerically, due to the stiffness of the resulting differential equations.
Hence, some analytical insight is needed to address formally this issue, however this task exceeds by far the purposes
of this article, so we postpone this task to a future work.
Also, a Big Rip singularity in the f(R) frame may be related to phantom crossing or a Type IV singularity in the
Einstein frame [100].
B. The Type III, Type II and Type IV Cases
Let us now focus on the Type III, Type II and Type IV cases, for which as t → ts, from Eq. (19) it follows that
N → Nc. Since in the above cases, the cosmic time can also take values t > ts, we additionally require that α has the
form,
α =
2m
2n+ 1
, (31)
where n and m are positive integers.
We start off with the Type III singularity, and due to the fact that the singularity is approached as N → Nc, the
parameter m appearing in Eq. (20) diverges. Unfortunately it is very difficult to obtain an analytic solution for the
dynamical system (10), for the Type III and Type II cases. However, for the Type IV singularity, analytic results
can be obtained if α ≪ −1. So we focus on the Type IV case, and for α ≪ −1, the parameter m appearing in Eq.
(11) becomes m ≃ − 1(N−Nc)2 . In this case, the dynamical system (21) has the same solutions x1(N), x2(N) and
x3(N) as the ones appearing in Eq. (22), for general N , but in this case near the Type IV singularity at N = Nc, the
parameters x1(N), x2(N) and x3(N) take the following form,
x1(N) ≃
(
4Nc
3
+ 12
)
(N −Nc) + 2, (32)
x2(N) ≃ − 1
2(N −Nc) − 3− (C2 − 12)(N −Nc),
x3(N) =
1
2Nc − 2N + 2 ,
and in effect, as N → Nc, the dynamical system reaches the point (x1, x2, x3) = (2,−∞,∞). Notice that although
the dynamical variables x2 and x3 diverge, the singularities actually cancel, and hence the Friedmann constraint (14)
is satisfied.
In the case at hand, we can also find the functional form of the f(R) gravity near the Type IV singularity, by
solving the differential equation x1 = 2, and by following the procedure of the previous subsection, and also using the
fact that as N → Nc, the dominant part of the scalar curvature is again given by,
R ≃ 6f0α(ts − t)−α−1 . (33)
So the resulting F (R) gravity is,
F (R) ≃ ΛIII + exp
(
−γIR−
1−α
α+1
)
, (34)
where ΛIII is an integration constant and γI is,
γI =
2f0
(1− α)(6f0|α|)−
1−α
α+1
. (35)
By integrating Eq. (34) with respect to the Ricci scalar, the resulting f(R) gravity has the following form,
f(R) ≃ ΛIII R+
(α+ 1)γ
α+1
1−α
I Γ
(
α+1
α−1 , R
α−1
α+1 γI
)
1− α + ΛIV , (36)
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where ΛIV is an integration constant. We can find the leading order behavior near the Type IV singularity, so by
using the fact that as N → Nc, the curvature goes to zero, due to the fact that α ≪ −1. So the leading order f(R)
gravity has the following form,
f(R) ≃ R+ ΛIII R+
(α+ 1)γ
α+1
1−α
I Γ
(
α+1
α−1
)
1− α −
(α+ 1)γIR
2α
α+1
2α
+ ΛIV . (37)
Finally, by exploiting the fact that α ≪ −1, we finally get the leading order behavior of the f(R) gravity near the
extremely soft Type IV singularity, which is,
f(R) ≃ R + ΛIII R− 1
γI
− γIR
2
2
+ ΛIV . (38)
The resulting phase space of the dynamical system is particularly interesting near the Type IV singularity, since
the variables x2 and x3 blow-up as N → Nc, while x1 → 2. This can be seen in the phase plots, so in Fig. 5 we plot
the trajectories in the x1 − x2 plane, in Fig. 6 the trajectories in the x2 − x3 plane and in Fig. 7 one trajectory in
the x2 − x3 plane, for different values of the free parameter C2 and for Nc = 12 (the value of Nc plays no important
role in the qualitative behavior of the plots). As the singularity is approached, x1 tends to x1 → 2, while x2 tends to
infinity. This behavior is explained perfectly from the asymptotic behavior of the variables x1(N), x2(N) and x3(N)
near the Type IV singularity, namely Eqs. (32). Also in the x1 − x3 plane, only one curve appears, and this is due to
the fact that in the x2 variable the free parameter C2 appears in the asymptotic expansion.
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FIG. 5: The trajectories in the x1 − x2 plane for different values of the free parameter C2 and for Nc = 12. It can be seen that
near the singularity at N = Nc, the variable x1 tends to x1 → 2, while x2 tends to infinity.
C. The non-vacuum f(R) Gravity Dynamical System Case: Problems and Difficulties
In the previous subsections we studied the behavior of the vacuum f(R) gravity near finite-time singularities, and
in this subsection we discuss the case that matter is included in the f(R) theory, and particularly non-relativistic
matter and radiation. The f(R) gravity gravitational equations for the FRW metric (1) become in this case,
0 =− f(R)
2
+ 3
(
H2 + H˙
)
F (R)− 18
(
4H2H˙ +HH¨
)
F ′(R) + κ2ρmatter , (39)
0 =
f(R)
2
−
(
H˙ + 3H2
)
F (R) + 6
(
8H2H˙ + 4H˙2 + 6HH¨ +
...
H
)
F ′(R) + 36
(
4HH˙ + H¨
)2
F ′(R) + κ2pmatter , (40)
where ρmatter and pmatter stand for the total effective energy density and total effective pressure respectively. We
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FIG. 6: The trajectories in the x2 − x3 plane, for different values of the free parameter C2 and for Nc = 12. It can be seen that
near the singularity at N = Nc, the variables x2 and x3 tend to infinity.
define the following variables,
x1 = − F˙ (R)
F (R)H
, x2 = − f(R)
6F (R)H2
, x3 =
R
6H2
, x4 =
κ2ρr
3FH2
, x5 =
κ2ρm
3FH2
, (41)
with ρr and ρm being the radiation and matter energy densities. By combining the gravitational equations (39) and
the variables (41), the dynamical system (10) becomes in this case,
dx1
dN
= −4 + 3x1 + 2x3 − x1x3 + x21 + 3x5 + 4x4 , (42)
dx2
dN
= 8 +m− 4x3 + x2x1 − 2x2x3 + 4x2 ,
dx3
dN
= −8−m+ 8x3 − 2x23 ,
dx4
dN
= x4x1 − 2x4x3 ,
dx5
dN
= x5 + x5x1 − 2x5x3 ,
with the parameter m being the same as in Eq. (11). For the Hubble rate (17), the parameter m becomes identical
with the one appearing in Eq. (20), and the dynamical system is altered accordingly. However, the resulting dynamical
system cannot be solved analytically, even for the limiting cases of the parameter α which we studied in the previous
subsection. Also it is not possible to find the behavior of the f(R) dynamical system near the singularities in an
analytical but also in a numerical way. An exception is the variable x3, which behaves exactly as in the autonomous
dynamical system case. This issue of non predictability of the phase space near a finite-time singularity is worth
analyzing in more detail. In the way we expressed the variables xi, both in the vacuum and non-vacuum f(R) gravity,
it is not possible to predict the behavior of the variables near a finite-time singularity. This is due to the fact that the
variables do not affect directly the singularity structure, meaning that even if a variable blows at some finite-time,
this does not necessarily implies that a finite-time singularity is approached in general. For example x1 in the vacuum
f(R) gravity case for the Big Rip tends to x1 → −1, and for the rest of finite-time singularities it tends to x1 → 2, as
the singularity was approached. Hence, except possibly for the variables x4 and x5 in Eq. (41) which contain explicitly
the energy density, the rest of the variables cannot offer much information for the behavior of the dynamical system
near a finite-time singularity. Therefore, the novelty of our approach and of our construction of the dynamical system
is based on the fact that we can provide analytically the behavior of the f(R) gravity near a finite-time singularity,
although the dynamical system is non-autonomous near the singularity. However, if non-analytic results cannot be
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FIG. 7: The trajectories in the x1 − x3 plane, for different values of the free parameter C2 and for Nc = 12. It can be seen that
near the singularity at N = Nc, the variables x2 and x3 tend to infinity.
obtained, one has no information at all on how the dynamical system behaves near a singularity, unless the variables
contain the energy density or the scale factor. In this case, the phase space could possibly reveal any singularity
which is a Type I, or Type III, but not the pressure and Type IV singularities, since at the finite-time singularity the
corresponding variables would blow-up. There is though a much more formal procedure based on dominant balances
and asymptotic expansions of ψ-series near a finite-time singularity [75, 76]. This method is applicable in strictly
autonomous dynamical systems, and therefore is inapplicable in the f(R) gravity and other modified gravities cases.
In the next section we shall be interested in coupled multifluid cosmologies, which result to autonomous dynamical
systems and also the variables contain enough information to determine the finite-time singularity structure of the
cosmological system, at least for the Type II and Big Rip cases.
IV. INTERACTING MULTIFLUID COSMOLOGY AND FINITE-TIME SINGULARITIES
As we already discussed in the introduction, the infrastructure of the dark sector is up to date unknown, apart
from the fact that it dominates and controls the evolution of the Universe at present. In addition, since no dark
matter particle has been ever observed, and moreover the nature of the dark energy is still a mystery, the assumption
that these mysterious driving forces of our Universe may be modelled by cosmological fluids, can be considered as a
correct assumption, unless some counter-proof is found. Also in general, an interaction between these fluids might
be possible, if not compelling, since the dark energy sector critically affects the Ωm dark matter component of the
Universe. Of course, the interaction should be carefully chosen, since at early times may affect the primordial matter
density perturbations [93, 94].
For the purposes of this paper we shall assume the presence of three fluids, two of which interact and describe the
dark sector, namely the dark matter fluid with energy density ρm, the dark energy fluid with energy density fluid ρd
and the baryonic perfect fluid. An interaction between the dark sectors shall be assumed, and also in the dark energy
fluid we shall incorporate some bulk viscosity effects. Our aim is to construct an autonomous dynamical system from
the cosmological equations that the fluids satisfy and we examine the possibility that finite-time singularities may
arise. To this end, we shall use the findings of Ref. [75], which were later further developed in [76], which relate
the behavior of a polynomial autonomous dynamical system near a singularity, with the dominant balances of the
dominant terms of the dynamical system. In order to render this article self-contained, we shall briefly present the
general outline of the results of the theory developed in [75], later on in this section. Firstly, let us demonstrate how
it is possible to obtain a polynomial autonomous dynamical system from the three cosmological fluids.
For the flat FRW metric of Eq. (1), the cosmological equations read,
H2 =
κ2
3
ρtot , (43)
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where ρtot is the total energy density of the cosmological fluids, which is ρtot = ρm + ρd + ρb, and κ
2 = 8πG, where
G is Newton’s gravitational constant. Also we assumed a physical units system for which ~ = c = 1. From Eq. (43)
we easily obtain,
H˙ = −κ
2
3
(ρm + ρd + ρb + ptot) , (44)
where ptot is the total pressure, which is equal to the pressure of the dark energy fluid, which we denote pd, since
the dark matter and the baryonic fluids are pressureless. For the dark energy fluid, we shall assume the following
generalized equation of state [21],
pd = −ρd −Aκ4ρ2d , (45)
where A is a real dimensionless variable. The energy-momentum conservation law for the three fluids leads to the
following continuity equations,
ρ˙b + 3Hρb = 0 (46)
ρ˙m + 3Hρm = Q
ρ˙d + 3H(ρd + pd) = −Q ,
where Q is the interaction term between the dark energy and dark matter, and pd is the dark matter pressure, which
is given in Eq. (45). The sign of the interaction term Q actually determines the energy flow between the dark sectors,
so if Q > 0 the dark energy sector loses energy and gives it to the dark matter, and if Q < 0 the converse procedure
takes place. We shall choose Q to have the following form,
Q = 3H(c1ρm + c2ρd) , (47)
which is phenomenologically motivated [101–105], where c1, c2 are real constants which must have the same sign in
order to obtain a physically viable model.
The generalized EoS (45) for a Universe filled only with the dark energy fluid leads unavoidably to finite-time
singularities, and specifically to a Type III singularity. However for the three fluids case, it is rather difficult, if
not completely impossible, to answer the question if finite-time singularities occur, at least by solving the resulting
Einstein field equations. So one novel feature of our approach is that we will shall try to reveal the finite-time singularity
structure of the three fluids case, by using dynamical systems arguments. Of course, the dominant balances study has
limitations, but in principle we can have generalized results for the finite-time singularities of the dynamical system.
But the question is, how the finite-time singularities of the dynamical system may actually indicate if the cosmological
system has finite-time singularities. This can occur if the variables of the dynamical system are appropriately chosen.
We shall discuss this issue in detail now, since this is very important from a physical point of view. The dynamical
system for the cosmological system at hand can be constructed based on the equations (43), (44) and (46), so we
choose the dimensionless variables of the dynamical system as follows,
x1 =
κ2ρd
3H2
, x2 =
κ2ρm
3H2
, x3 =
κ2ρb
3H2
, z = κ2H2 . (48)
The dynamical system variables xi, i = 1, 2, 3 satisfy the Friedmann equation, which is now expressed as the following
constraint,
x1 + x2 + x3 = 1 . (49)
Moreover, the total equation of state weff =
pd
ρtot
of the cosmological system, can also be expressed in terms of the
dynamical system variables (48) as follows,
weff = −x1 − 3Ax21z . (50)
By using the cosmological equations (43), (44) and (46) in conjunction with the dynamical variables (48), after some
algebra we obtain the following dynamical system for general Q,
dx1
dN
= −κ
2Q
3H3
+ 9Ax21z
2 + 3x1x2 + 3x1x3 − 9Azx31 , (51)
dx2
dN
=
κ2Q
3H3
− 3x2 + 3x22 + 3x2x3 − 9Ax21x2z ,
dx3
dN
= −3x3 + 3x23 + 3x3x2 − 9Ax21x3z
dz
dN
= −3x2z − 3x3z + 9Ax21z2 ,
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where we used the e-foldings number N (18), to be the dynamical variable of the cosmological system. By choosing
the interaction Q-term as in Eq. (47), two additional terms are obtained for the dynamical system (51), namely,
κ2Q
3H3
= 3c1x2 + 3c2x1 , (52)
so the dynamical system (51) has an additional linear contribution for the variables x1 and x2.
A. Dominant-Balance Singularity Analysis of Autonomous Dynamical Systems
A concrete analysis which is applied to all polynomial type autonomous dynamical systems of any finite dimension,
was performed in Ref. [75], where the authors provided sufficient conditions on the finite-time singularity occurrence
of an autonomous dynamical system. We shall call this framework “dominant balance analysis” for brevity hereafter.
Later on, the results of Ref. [75] were applied to cosmological singularities in Ref. [76]. In this subsection we
shall introduce some notation and terminology of the dominant balance theory, and also we shall introduce some
fundamental quantities related to the theory, without getting into details.
Consider a n−dimensional dynamical system of the form,
x˙ = f(x) , (53)
where x is some real vector ǫ Rn, and f(x) = (f1(x), f2(x), ..., fn(x)). A finite-time singularity of this dynamical
system is a moving singularity, which is related to the initial conditions of x. A moving singularity is some singularity
of the form (t − tc)−p, where tc is simply an integration constant. For example the differential equation dydx = 1x2y2 ,
has a solution y = ( 1x − c)−1, where c is an integration constant. The solution has a singularity which depends on
the initial conditions, that is at 1x = c, so this is called a moving singularity. The procedure in order to find if the
autonomous dynamical system (57) has finite-time singularities is based on the decomposition (truncation) of the
function in possible dominant and subdominant parts, which we denote fˆ(x) and f˘(x), so that the dominant part of
the dynamical system becomes,
x˙ = fˆ(x) . (54)
Notice that there are many ways to select the dominant part of the function f(x), and also only one polynomial term
is allowed for each entry of the vector fˆ(x). Now we write each component xi, i = 1, 2, ..., n of the vector x as follows,
x1(τ) = a1τ
p1 , x2(t) = a2τ
p2 , ...., xn(t) = anτ
pn , (55)
and we require that the full solution x can be written in ψ-series in terms of τ = t − tc, where tc is the singularity
time instance. Without getting into unnecessary details, we substitute the forms of the xi’s appearing in Eq. (59), in
Eq. (58), and for each different choice of fˆ , we equate the powers of the resulting polynomials. This will determine
the parameters pi, i = 1, 2, ..., n, with the only constraint being that only fractional numbers or integers are allowed
as solutions. We then can form the vector ~p = (p1, p2, ..., pn), which shall be important in the method we will use.
Then, we can find the parameters ai, i = 1, 2, ..., n, which are uniquely determined by equating the coefficients of the
resulting polynomials. In this way, the vector ~a = (a1, a2, a3, ...., an) is formed, for each choice of fˆ , which we shall
call dominant balance. Only the non-zero dominant balances are allowed, and also note that the dominant balances
may be complex numbers too. The vectors ~a and ~p form a balance (~a, ~p), this is why the method is called dominant
balance method for detecting the possible finite-time singularities of an autonomous dynamical system.
The theorem developed by Goriely and Hyde in [75], indicates that if the dominant balance has complex entries,
then the autonomous dynamical system (57) has no finite-time singularities. If all the dominant balances are real,
then finite-time singularities occur, however there is a stringent rule that determines if the singular solution is a
general solution, that is, it is reached for all initial conditions, or it is a specific solution, which is reached for a small
set of initial conditions. In this case, one computes the Kovalevskaya matrix R, which is defined as follows,
R =


∂fˆ1
∂x1
∂fˆ1
∂x2
∂fˆ1
∂x3
... ∂fˆ1∂xn
∂fˆ2
∂x1
∂fˆ2
∂x2
∂fˆ2
∂x3
... ∂fˆ2∂xn
∂fˆ3
∂x1
∂fˆ3
∂x2
∂fˆ3
∂x3
... ∂fˆ3∂xn
...
...
...
. . .
...
∂fˆn
∂x1
∂fˆn
∂x2
∂fˆn
∂x3
... ∂fˆn∂xn


−


p1 0 0 · · · 0
0 p2 0 · · · 0
0 0 p3 · · · 0
...
...
...
. . . 0
0 0 0 · · · pn

 , (56)
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at each non-zero balance ~a we found. Then the eigenvalues of the Kovalevskaya matrix should have the form
(−1, r2, r3, ..., rn). If the eigenvalues r2, r3, ..., rn are positive, then the dynamical system (57) has general solu-
tions which definitely lead to a finite-time singularity. This ensures the fact that all initial conditions lead to this
general solution which in turn becomes singular at finite-time. If however one of r2, r3, ..., rn is negative, then only
a small set of initial conditions lead to a finite-time singularity, so further analysis is required, due to the fact that
the solution is not general. In the case that a singularity is found, the singularity occurs at the orthant in the Rn
phase space which corresponds to the orthant of ~a. This means that if for example a2 is negative, then the singularity
occurs at the orthant for which x2 < 0. The proof of the theorem and details on the above results can be found in
Ref. [75], see also [76].
Let us here recapitulate in a few steps the dominant balance analysis which we shall employ in the next subsections,
and after that we provide a simple example. We start with an autonomous n−dimensional polynomial dynamical
system of the form
x˙ = f(x) , (57)
where x is a real n-dimensional vector x = (x1, x2, x3, ..., xn) and also f(x) = (f1(x), f2(x), ..., fn(x)), with each entry
being a polynomial of the variables x1, x2, x3, ..., xn. A finite-time singularity of the dynamical system (57) is defined
to be a singularity that strictly depends on the initial conditions of the dynamical system. The finite-time singularity
at t = c depends on the initial conditions chosen. Hence the method we shall describe in brief, actually determines
the existence of such finite-time singularities in autonomous polynomial dynamical systems of the form (57). The
procedure has the following steps:
• We find truncations (decompositions) of the initial function f(x) appearing in Eq. (57), in certain dominant
and also to subdominant parts, that is f(x) = fˆ(x) + f˘(x), where fˆ(x) denotes the dominant part and f˘(x)
denotes the subdominant part. The dominant part controls the behavior of the dynamical system near a finite
time singularity, hence the dynamical system near a finite-time singularity becomes approximately,
x˙ = fˆ(x) . (58)
In principle many truncations can be found.
• Now for each variable xi, i = 1, 2, ..., n of the vector x, we assume near the singularity that,
x1(τ) = a1τ
p1 , x2(t) = a2τ
p2 , ...., xn(t) = anτ
pn , (59)
where τ = t−tc, and t = tc is the singularity time instance. Then for each truncation we substitute the xi’s from
in Eq. (59) in Eq. (58). By equating the polynomials obtained, we determine the parameters pi, i = 1, 2, ..., n.
Only fractional or integer values are allowed for the parameters pi. Then we form the vector ~p = (p1, p2, ..., pn).
• Using the pi’s from the previous step, we equate the polynomials in Eqs. (58), (59), and the coefficients ai are
found. From these we form the vector ~a = (a1, a2, a3, ...., an).
• The vectors ~p = (p1, p2, ..., pn) and ~a = (a1, a2, a3, ...., an) form a dominant balance (~a, ~p).
• Having found the dominant balance (~a, ~p), the rest is simple algebra. If ~a = (a1, a2, a3, ...., an) takes complex
values, then no finite-time singularities occur in the total dynamical system (57). If it is real, then the dynamical
system has singularities.
• The next step is to determine whether these singularities correspond to global or local solutions. To be more
precise if a general set of initial conditions leads to these singularities (global solutions), or if a limited set of
initial conditions leads to these singularities (local solutions). This can be seen by the Kovalevskaya matrix R
in Eq. (56). We calculate it for each non-zero ~a and we compute the eigenvalues which must have the form
(−1, r2, r3, ..., rn).
• If all the eigenvalues r2, r3, ..., rn are positive, then the solution we found is general, and in all other cases, only
local solutions exist. Specifically, if ~a contains some complex entries and if ri > 0, then no general singular
solutions exist. If ~a has only real entries and ri > 0, then general singular solutions exist.
Before applying the method in the dynamical system (51), it is worth providing a simple example in order to
illustrate the simplicity of the method. We shall use an example from Ref. [75], so consider the following dynamical
system,
x˙1 = x1(α+ bx2), x˙2 = cx
2
1 + dx2 , (60)
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where b, c > 0. The right hand side of the dynamical system corresponds to the two-dimensional vector f(xi), which
is,
f(xi) =
(
x1(α+ b x2)
c x21 + dx2
)
, (61)
so by applying the method we described above, the only dominant truncation fˆ(xi) that leads to a mathematically
acceptable dominant balances (~a, ~p), is the following,
fˆ(xi) =
(
b x1 x2
c x21
)
, (62)
and only two balances are found, which we denote (~a1, ~p1) and (~a2, ~p1), where ~ai, i = 1, 2 and ~p1 are,
~a1 = (
1√
b c
,
1
c
), ~a2 = (− 1√
b c
,
1
c
), p1 = (−1,−1) . (63)
By calculating the Kovalevskaya matrix R, we can easily see that the eigenvalues are r1 = −1 and r2 = 2, so
according to the theorem we described above, the autonomous dynamical system (63) has a general solution which
ends up unavoidably to a finite-time singularity.
Hence the method is conceptually simple but it is mathematically rigid and may provide insights for cosmological
systems that it is difficult, if not impossible, to solve these analytically. Of course, in order for the singularity analysis
to make sense, the variables of the dynamical system must be chosen appropriately. As we discussed earlier, and
we shall demonstrate in the next subsection, the dynamical system (51), with the interaction term being chosen as
in Eq. (52), is an example of such a dynamical system, for which some physical outcomes may be obtained from
the singularity analysis. In the next subsection we thoroughly investigate the singularity structure of the dynamical
system (51).
B. Dominant Balance Analysis and Physical Interpretation of Singularities of the Dynamical System
The structure of the variables (48) can reveal enough information for the occurrence of a finite-time singularity of
the dynamical system. Indeed, if the variable z is finite as a function of N , then H2 is finite. In that case, if one of
the xi, i = 1, 2, 3 diverges, then this would directly imply that one of the energy densities ρd, ρm or ρb would diverge,
so this would imply a Big Rip or a Type II singularity loosely speaking, however things are not as simple as these
initially look like. Firstly the variables xi, i = 1, 2, 3 satisfy the Friedmann constraint (49), so the singularities that
occur in these variables must occur in such a way so that these eventually cancel, so that the Friedmann constraint
is satisfied. So if the variable z diverges, this would imply that if the xi, i = 1, 2, 3 diverge, the singularities should
formally cancel. From a physical point of view, finding a singular baryon density is rather not physically appealing, so
the only acceptable situation from a physical point of view is that the singularities occur in the dark sector variables
x1 and x2, and these actually cancel. We saw in a previous section how this situation may be realized for the f(R)
gravity case, when Type IV singularities occur. Moreover, if x1 diverges, the EoS would diverge, but the important
issue is that the leading order singularities in x1 and x2 should cancel, so for the balances, this would imply that
a1 = −a2 in the above equations, and also that the dominant exponent of the singularities for x1 and x2 should satisfy
p1 = p2.
In the case that z is finite, if a singularity is found in the variables xi, i = 1, 2, 3, then the only physical acceptable
case would also be the case in which a1 = a2 in the above equations, and also p1 = p2. Thus regardless if z is finite or
not, the singularities in the variables xi, i = 1, 2, 3 should eventually cancel. About the singularity type, this is not
easy in general to answer, apart from the case that z is singular. Loosely speaking, if the dynamical variables blow-up
in the phase space as N evolves, this could indicate possible regions of Big Rip or Type II singularities, however this
is not necessarily true or obvious in general. For sure though, a singularity in the variable z would strongly indicate a
physical finite-time singularity, possibly a Type III case. Also in all cases, the variable x3 must take positive values.
In conclusion, the only case that a singularity is acceptable that can be verified for sure, is when the variable
z diverges at finite-time, and in turn this would indicate the possible presence of a finite-time singularity. Also a
singularity in both x1 and x2 is also acceptable, but further caution and analysis is needed, since these must cancel.
Suppose then that a singularity in z is found, what would be the type of singularity? This crucially depends on the
fact that a singularity in the Hubble rate expressed as a function of the cosmic time, may possibly imply a singularity
in the corresponding H(N). This can be seen by using the Hubble rate (17), which in terms of the e-foldings number
N reads,
H(N) ∼ (N −Nc) αα−1 . (64)
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For the Big Rip case (α > 1), as we showed in the previous subsection, as t→ ts, N →∞, hence indeed the Hubble
rate diverges as the singularity t → ts is approached. Also, the same applies for the Type III case, since recall that
0 < α < 1. For the Type II and Type IV cases, the corresponding Hubble rate H(N) goes to zero. To our opinion
then, only a singularity in the variable z can surely indicate some possible Big Rip or Type III singularity physical
singularity. So a mathematical singularity of the phase space in the variable z is the only criterion that determines a
physical singularity of the cosmological system. Notice that for the Big Rip and Type II cases, although that H(N)
diverge, the term 1/H(N)2 does not diverge but goes to zero as N →∞ for the Big Rip case, or as N → Nc for the
Type III case. Hence the variables xi can be finite at the Big Rip or Type III singularities. Of course the Hubble rate
(17) is not a solution of the dynamical system, but we just used this example in order to find the variable responsible
for a physical finite-time singularity of the cosmological system, which is z.
Therefore, a mathematical singularity of the dynamical system (51) in one of the variables x1, x2 should be carefully
interpreted, since one cannot know what sort of singularity this could be. However, due to the Friedmann constraint,
the singularities in the variables x1, x2 must cancel, a condition which restricts the resulting form of the corresponding
dominant balances. In Table I, we gathered the main conclusions of the above discussion, on how to interpret the
singularity occurrence for the dynamical system (51). Before proceeding in finding all the dominant balances and to
TABLE I: Singularity Interpretation and Constraints for the Multifluid Dynamical System (51)
Singularity in z: Physical singularity, possibly a Big Rip or Type III.
Singularity in x1 and x2: Acceptable singularities, but these must cancel,
so the dominant balances must satisfy a1 = −a2 and p1 = p2.
Singularity in x3: Not physically acceptable.
Constraints on x3: It must be always positive and non-singular
Interpretation of x1 and x2 singularities: If z is singular, then possibly this indicates that ρd and ρm must diverge
in a way so that ρm/H
2 and ρd/H
2 is singular, and these must satisfy ρd = −ρm.
If z is regular, and also x1 and x2 are singular, then this does not necessarily implies that ρd and ρm are singular,
but certainly these must satisfy ρd = −ρm.
In all cases, the Friedmann constraint x1 + x2 + x3 = 1 must be satisfied, even at leading order.
the corresponding analysis of the singularities, let us make some clarifications. We assume that the variables x1(N),
x2(N), x3(N) and z(N), near the possible singularities have the following leading order behavior,
x1(N) = a1(N −Nc)p1 , x2(N) = a2(N −Nc)p2 , x3(N) = a3(N −Nc)p3 , z(N) = a4(N −Nc)p4 , (65)
so we seek for balances of the form (~a, ~p), with ~a and ~p being of the form,
~a = (a1, a2, a3, a4), ~p = (p1, p2, p3, p4) . (66)
The dynamical system (51) can be written as d~xdN = f(~x), where ~x = (x1, x2, x3, z), and the function f(x1, x2, x3, z)
is,
f(x1, x2, x3, z) =


−c1x2 − c2x1 + 9Ax21z2 + 3x1x2 + 3x1x3 − 9Azx31
c1x2 + c2x1 − 3x2 + 3x22 + 3x2x3 − 9Ax21x2z
−3x3 + 3x23 + 3x3x2 − 9Ax21x3z
−3x2z − 3x3z + 9Ax21z2

 (67)
So in the rest of this section, we shall seek for mathematically consistent truncations of the vector f(x1, x2, x3, z)
appearing in Eq. (67), which will reveal the dominant behavior of the dynamical system near the singularities, if
these exist, or will reveal that no singularities exist at all.
C. First Mathematically Consistent Truncation
The first mathematically consistent truncation of (67) is the following,
fˆ(x1, x2, x3, z) =


9Ax1(N)
2z(N)2
3x2(N)
2
3x3(N)
2
9Ax1(N)
2z(N)2

 , (68)
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so by following the procedure we presented in the previous subsection, the following solution for the vector ~p is
obtained,
~p = (−1
3
,−1,−1,−1
3
) (69)
Accordingly, for ~p being as above, the following vector-solutions ~a1, ~a2 and ~a3 are found,
~a1 =
(
− 1
3A1/3
,−1
3
,−1
3
,− 1
3A1/3
)
(70)
~a2 =
((−1)1/3
3A1/3
,−1
3
,−1
3
,
(−1)1/3
3A1/3
)
~a3 =
(
− (−1)
1/3
3A1/3
,−1
3
,−1
3
,− (−1)
1/3
3A1/3
)
,
and the Kovalevskaya matrix for the truncation (68) is,
R1 =


18Ax1z
2 + 13 0 0 18Ax
2
1z
0 6x2 + 1 0 0
0 0 6x3 +
2
3 0
18Ax1z
2 0 0 18Azx21 +
1
3

 . (71)
Let us find the Kovalevskaya matrix for each ~ai, i = 1, 2, 3 we found in Eq. (70), so for ~a1, the Kovalevskaya matrix
becomes,
R1(~a1) =


− 13 0 0 − 23
0 −1 0 0
0 0 − 43 0
− 23 0 0 − 13

 , (72)
and the corresponding eigenvalues for ~a1 are,
(r1, r2, r3, r4) = (−4
3
,−1,−1, 1
3
) . (73)
For ~a2 and ~a3, the Kovalevskaya matrix is the same as for the vector ~a1, and the corresponding eigenvalues are
the same. So the truncation (68) does not lead to mathematically appealing results, since in all the cases the first
eigenvalue is r1 6= −1. Thus no conclusion can be made for the singularity structure in this case.
D. Second Mathematically Consistent Truncation
The second mathematically consistent truncation of (67) that can be formed, is the following,
fˆ(x1, x2, x3, z) =


9Ax1(N)
2z(N)2
3x2(N)x3(N)
3x2(N)x3(N)
9Ax1(N)
2z(N)2

 , (74)
which leads to the following ~p,
~p = (−1
3
,−1,−1,−1
3
) (75)
and the corresponding vectors ~a1, ~a2 and ~a3, are equal to,
~a1 =
(
− 1
3A1/3
,−1
3
,−1
3
,− 1
3A1/3
)
(76)
~a2 =
((−1)1/3
3A1/3
,−1
3
,−1
3
,
(−1)1/3
3A1/3
)
~a3 =
(
− (−1)
2/3
3A1/3
,−1
3
,−1
3
,− (−1)
2/3
3A1/3
)
.
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Accordingly, for the truncation (74), the Kovalevskaya matrix is,
R1 =


18Ax1z
2 + 13 0 0 18Ax
2
1z
0 3x3 + 1 3x2 0
0 3x3 3x2 + 1 0
18Ax1z
2 0 0 18Azx21 +
1
3

 , (77)
For ~a1, the Kovalevskaya matrix becomes,
R1(~a1) =


− 13 0 0 − 23
0 0 −1 0
0 −1 0 0
− 23 0 0 − 13

 , (78)
and the corresponding eigenvalues are,
(r1, r2, r3, r4) = (−1,−1, 1, 1
3
) (79)
For ~a2, the Kovalevskaya matrix is,
R1(~a1) =


1 0 0 23
0 0 −1 0
0 −1 0 0
2
3 0 0 1

 , (80)
and the corresponding eigenvalues are,
(r1, r2, r3, r4) = (
5
3
,−1, 1, 1
3
) , (81)
Finally, for ~a3, the Kovalevskaya matrix is identical to the one appearing in Eq. (78) and the eigenvalues are given in
Eq. (79). So the only cases of interest correspond to ~a1 and ~a3, for which the first eigenvalue is r1 = −1, so the case
~a2 is ruled out.
1. Physical Analysis of the Results for the Second Truncation
For the cases of interest, namely those which correspond to ~a1 and ~a3, we now analyze the occurrence of singularities
in the phase space of the dynamical system (51). For both ~a1 and ~a3, the whole singularity interpretation crucially
depends on the sign of the parameter A. If A is positive, then ~a1 has real components and ~a3 has always complex
components. On the other hand, in the case A < 0, the whole analysis depends crucially on the interpretation of the
term containing (−1)1/3 in ~a1, since ~a3 has real components. Indeed, the term (−1)1/3, corresponds to the solution
of the equation x3 = −1, which has three roots, one real, x = −1 and two complex conjugate x1,2 = 0.5 ± 0.866025.
So if we keep the real root of (−1)1/3, ~a1 has real components, and therefore due to the fact that ~a3 is also real,
this indicates that the dynamical system (51) has finite-time singularities, and we need to investigate if a general
solution that leads the dynamical system to the singularities exists, or the result holds true only for a small set of
initial conditions. This can be seen from the eigenvalues (79), so due to the fact that r2 < 0, this means that the
solution is not general and only a limited set of initial conditions lead to singularities. In addition, the singularity
structure for the variables x1, x2 and x3 does not have the desired form, as it can be seen from the structure of the
vector ~p appearing in Eq. (69). This behavior occurs due to the fact that the leading order exponents are not of the
same order for x1, x2 and x3, so the Friedmann constraint (49) is not satisfied. Therefore, the small set of initial
conditions that lead to singularities do not yield physically acceptable results. Let us proceed to the case that A < 0
while we keep the complex roots of (−1)1/3. In this case ~a3 is still real, however ~a1 is complex, therefore this means
that no singularities occur in the dynamical system, however in this case the values of the eigenvalues (79) reveals
that the solution is not general, and only a small set leads the solutions of the dynamical system to a non-singular
region. Nevertheless, these non-singular solutions are physically acceptable, in contrast to the singular solutions case.
Hence for the truncation (74), the dynamical system does not have general solutions which drive the dynamics to
a finite-time singularity.
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FIG. 8: The trajectories in the x1−x2 plane for the multifluid cosmological dynamical system and for various initial conditions.
E. Third Mathematically Consistent Truncation
A third mathematically consistent truncation of (67) is the following,
fˆ(x1, x2, x3, z) =


9Ax1(N)
2z(N)2
3c2x1(N)
3x3(N)
2
9Ax1(N)
2z(N)2

 , (82)
which leads to the following ~p,
~p = (−1
3
,
2
3
,−1,−1
3
) (83)
and the corresponding vectors ~ai, i = 1, 2, 3, are in this case,
~a1 =
(
− 1
3A1/3
,− 3c2
2A1/3
,−1
3
,− 1
3A1/3
)
(84)
~a2 =
((−1)2/3
3A1/3
,−3c2(−1)
2/3
2A1/3
,−1
3
,
(−1)2/3
3A1/3
)
~a3 =
(
− (−1)
2/3
3A1/3
,−3c2(−1)
2/3
2A1/3
,−1
3
,− (−1)
2/3
3A1/3
)
,
while the Kovalevskaya matrix is,
R1 =


18Ax1z
2 + 13 0 0 18Ax
2
1z
3c2 − 23 0 0
0 0 6x3 + 1 0
18Ax1z
2 0 0 18Azx21 +
1
3

 , (85)
For ~a1, the Kovalevskaya matrix becomes,
R1(~a1) =


− 13 0 0 − 23
3c2 − 23 0 0
0 0 −1 0
− 23 0 0 − 13

 , (86)
and the corresponding eigenvalues are,
(r1, r2, r3, r4) = (−1,−1,−2
3
,
1
3
) (87)
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FIG. 9: The trajectories in the x1−x2 plane for the multifluid cosmological dynamical system and for various initial conditions.
For ~a2 and ~a3, the Kovalevskaya matrix is the same as for the balance ~a1, and the eigenvalues are the same. Thus this
is a degenerate situation, so let us analyze the ~a1 case. The physical analysis of singularities occurrence is similar with
the truncation (74), so the resulting picture depends on the sign of A and the roots of (−1)1/3. Hence, the dynamical
system for the truncation (82) does not have general solutions which lead to finite-time singularities, or to put more
correctly, there is a limited set of initial conditions which leads the dynamical system to finite-time singularities, which
are unphysical though, due to the form of ~p in this case.
In conclusion, the resulting picture after the dominant balance analysis for all possible balances is the following: The
dynamical system does not have general solutions which lead to physical singularities. Of course, this does not exclude
the possibility of having some initial conditions that may lead to singularities, but in this case the singularities are
unphysical, as we demonstrated above. However this conclusion is entirely based on the dominant balance analysis,
which works only for vectors ~ai 6= 0. Therefore it is rather compelling to analyze the phase space of the dynamical
system (51) in order to see whether the behavior of the trajectories explicitly. This is the subject of the next subsection.
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FIG. 10: The trajectories in the x1−x3 plane for the multifluid cosmological dynamical system and for various initial conditions.
F. Phase Space Analysis for the Multifluid Cosmological Model
Our previous analysis showed that there exist some initial conditions which generate solutions which become
eventually singular. Also we showed that there exist also initial conditions which may lead to non-singular solutions,
with non-singular meaning that no finite-time singularity occurs. However no general solution was found, that is
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singular or non-singular. In order to have a more complete picture of the phase space of the dynamical system (51), in
this subsection we shall study in some detail the structure of the phase space and the corresponding trajectories of the
dynamical system (51). Particularly, we shall be interested in finding the fixed points of the system and we examine
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FIG. 11: The trajectories in the x1−x3 plane for the multifluid cosmological dynamical system and for various initial conditions.
their stability towards linear perturbations, by using the Hartman-Grobman theorem, if it applies. Also we shall
perform some numerical analysis of the dynamical system at hand and we shall present some characteristic trajectories
corresponding to various initial conditions. It is worth recalling some fundamental features of the theoretical framework
of dynamical systems analysis, and for more details we refer the reader to Refs. [106–108]. The standard approach in
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FIG. 12: The trajectories in the x2−x3 plane for the multifluid cosmological dynamical system and for various initial conditions.
studying and analyzing non-linear dynamical systems is based on the linearization procedure and particularly on the
Hartman-Grobman linearization theorem [107]. The Hartman-Grobman linearization theorem actually determines
the stability of a fixed point and reveals the topological structure of the phase space of the full non-linear dynamical
system, in the case of course that the fixed points of the dynamical system are hyperbolic. In the following we shall
briefly recall these issues, since these will be useful in the analysis that follows. Let the vector field Φ(t) ǫ Rn satisfy
the following differential flow,
dΦ
dt
= g(Φ(t)) , (88)
where g(Φ(t)) is a locally Lipschitz continuous map of the form g : Rn → Rn. We denote the fixed points of the
dynamical system (88) as φ∗ and also with J (g) we denote the Jacobian matrix which corresponds to the linearized
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FIG. 13: The trajectories in the x2−x3 plane for the multifluid cosmological dynamical system and for various initial conditions.
dynamical system near the fixed point, and it is equal to,
J =
∑
i
∑
j
[ ∂fi
∂xj
]
. (89)
The Jacobian matrix is evaluated at the fixed points, and its eigenvalues will reveal the stability of the fixed point,
only if the fixed point is hyperbolic. Recall that a fixed point is hyperbolic only if the spectrum σ(J ) of the eigenvalues
of the Jacobian matrix, consists of elements ei which satisfy Re(ei) 6= 0. Then, according to the Hartman-Grobman
theorem, the linearized dynamical system,
dΦ
dt
= J (g)(Φ)
∣∣∣
Φ=φ∗
(Φ− φ∗) , (90)
is topologically equivalent to the dynamical system (88) near the hyperbolic fixed points φ∗. Particularly, the theorem
indicates that there exists a homeomorphism F : U → Rn in an open neighborhood U of a hyperbolic fixed point φ∗,
which generates a flow dh(u)dt , which satisfies,
dh(u)
dt
= J h(u) . (91)
The flows (91) and (88) are homeomorphic. With regard to the stability of each fixed point φ∗, if all the eigenvalues
of the Jacobian matrix satisfy Re (σ(J (g))) < 0, then the fixed point is asymptotically stable. In all other cases, the
fixed point is unstable.
Let us now focus on the dynamical system (51) for the interaction term chosen as in Eq. (47), and we shall try to
find the fixed points of the system and study their stability towards linear perturbations, by applying the Hartman-
Grobman theorem. As it turns out, for general and non-zero values of the parameter c2, the analytic form of the
fixed points is particularly complicated and extended that it is impossible to quote here. So in the following we shall
divide the study in two cases. In the first case we shall analyze numerically the behavior of the fixed points, and in
the second case we shall set c2 = 0. In the latter case, the interaction term containing the energy density of the dark
energy sector is turned off, so only the dark matter energy density remains active as interaction term, and the fixed
points acquire a simplified closed form. Therefore, the stability analysis proves to be quite easy. Interactions of the
form (47), with c2 = 0 are also quite frequently used in the literature, see for example [45].
Let us start with the case in which both the terms proportional to c1 and c2 are active in the interaction term (47).
We performed a detailed numerical analysis of the dynamical system, for four different cases, which we classify in
Table II. As it proves, in all cases, namely cases I-IV in Table II, the various different and with physical significance
fixed points in each case are unstable. Thus the general c1 and c2 case indicates instability in the dynamical system,
regardless the value of the parameter A. The instability of the fixed points persists even in the case that c2 = 0 as
we now demonstrate analytically. By setting c2 = 0 the fixed points of the dynamical system (51) acquire a simple
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TABLE II: Stability Results of the Fixed Points for the Multifluid Dynamical System (51) for General c1 and c2.
Case I: c1 > 0, c2 > 0, for all A: Unstable Fixed Points.
Case II: c1 > 0, c2 < 0, for all A: Unstable Fixed Points.
Case III: c1 < 0, c2 > 0, for all A: Unstable Fixed Points.
Case IV: c1 < 0, c2 < 0, for all A: Unstable Fixed Points.
form and these are,
φ1 = {x1 → 0, x2 → 0, x3 → 0}, (92)
φ2 = {x2 → 0, x3 → 0, z → 0},
φ3 = {x1 → 0, x2 → 0, x3 → 1, z → 0},
φ4 = {x1 → c1, x2 → 1− c1, x3 → 0, z → 0},
φ5 =
{
x1 → 3Ac1 −
√
9A2c21 − 12A(c1 − 1)c1
6Ac1
, x2 → 1
2
(
3Ac1 −
√
3
√
Ac1(3Ac1 − 4c1 + 4)− 2c1 + 2
)
, x3 → 0, z → c1
}
φ6 = x1 →
√
9A2c21 − 12A(c1 − 1)c1 + 3Ac1
6Ac1
, x2 → 1
2
(√
9A2c21 − 12A(c1 − 1)c1 + 3Ac1 − 2c1 + 2
)
, x3 → 0, z → c1
}
.
The Jacobian matrix J in the case at hand is,
J = (93)

3x2 + 3x3 + 9Ax1z(2z − 3x1) 3x1 − 3c1 3x1 −9Ax21(x1 − 2z)
−9Ax2z 3(c1 + 2x2 + x3 − 3Ax1z − 1) 3x2 −9Ax1x2
−18Ax1x3z 3x3 3
(−3Azx21 + x2 + 2x3 − 1) −9Ax21x3
18Ax1z
2 −3z −3z −3 (−6Azx21 + x2 + x3)

 .
In the last two cases, the fixed points lead to de Sitter vacua, since z = c1 at the fixed point. In all other cases, z
-2´ 1058 -1´ 1058 0 1´ 1058 2´ 1058 3´ 1058
-4´ 1050
-2´ 1050
0
2´ 1050
4´ 1050
FIG. 14: The trajectories in the x1−z plane for the multifluid cosmological dynamical system and for various initial conditions.
is zero at the fixed point, so the most interesting cases phenomenologically correspond to the last two fixed points,
namely φ5 and φ6, in which case x3 tends to zero. This means that asymptotically near the fixed point the baryonic
fluid has no contribution to the dynamical evolution of the Universe near the two fixed points. Also, for consistency
reasons, c1 must be positive. The general form of the resulting eigenvalues of the Jacobian matrix, for the first four
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fixed points is the following,
φ∗1 → {−3, 0, 0, 3c1− 3}, (94)
φ∗2 → {−3, 0, 0, 3c1− 3},
φ∗3 → {−3, 3, 3, 3c1},
φ∗4 → {3(1− c1)− 3,−3(1− c1), 3(1− c1), 3(1− c1)} .
The first two fixed points are not hyperbolic, so the Hartman-Grobman theorem does not apply in this case. However,
the next two fixed points, namely φ∗3 and φ
∗
4 are hyperbolic ones, however due to the fact that some eigenvalues are
positive, this means that these fixed points are not stable fixed points. So the first four fixed points are unstable
fixed points, however not so physically appealing since these lead to a Hubble rate that goes to zero. Let us now
-4 -3 -2 -1 0 1 2
-1.5
-1.0
-0.5
0.0
z
FIG. 15: The trajectories in the x1−z plane for the multifluid cosmological dynamical system and for various initial conditions.
focus on the last two fixed points, namely φ∗5 and φ
∗
6. In this case, the determination of the eigenvalues ends up to
a complicated algebraic equation which is rather inconvenient to be presented here. A thorough numerical analysis
though, for c1 > 0 and for various positive and negative values of A, shows that in this case too the fixed points are
strictly unstable hyperbolic de Sitter fixed points. The source of instability will be analyzed in another work since
this is beyond the purposes of this work, but let us briefly mention that the presence of the term proportional to A
in the EoS of dark energy and also due to the fact that the linear term ρ in the EoS appears as −ρ and not as wdρ,
the instability of the dynamical system occurs.
Let us now examine the behavior of the trajectories for this dynamical system, in order to see at first hand if the
behavior we found in the previous subsection is supported by the phase space trajectories. A detailed analysis of
the phase space for a wide range of the parameters A and c1, shows that the analysis we performed in the previous
subsection can also be seen in the phase space trajectories. Indeed, as we will now demonstrate by using some
illustrative phase space plots, there are initial conditions for the dynamical system which lead to finite-time blow-ups
in the dynamical system, and other trajectories that lead to non-singular behaviors.
In Figs. 8 and 9 we present the phase space trajectories in the x1 − x2 plane, and accordingly in Figs. 10 and 11,
Figs. 12 and 13 and finally in Figs. 14 and 15 the trajectories in the planes x1 − x3, x2 − x3 and x1 − z respectively.
We omitted for brevity the plots for the plane x2 − z since the behavior is exactly the same as in the x1 − z plane.
Actually, as it can be seen from Fig. 15, the behavior looks quite complicated near the origin. Furthermore, there exist
highly singular solutions corresponding to several initial conditions, that blow up, see for example Fig. 14 in which
we present two of these. The plot is quite simple since the trajectories near the origin are practically insignificant in
comparison to the plotted singular trajectories. Also, in all the plots it can be seen that there are regular and singular
solutions, but these strongly depend on the initial conditions and these are not global attractor solutions. This is also
supported from the instability of the fixed points. Of course this behavior occurs for the particular dynamical system
at hand, and we aim to extend the physical EoS of the dark energy sector in order to see whether this behavior persists.
In addition, the same analysis should be performed in the context of Loop Quantum Cosmology, after appropriately
constructing the dynamical system. Such a construction is possible and we aim to report in a future work the results
of the corresponding analysis.
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In conclusion, the dynamical system (51) corresponding to the interacting multifluid cosmology, is unstable and no
global attractor solution exists that may lead to finite-time blow-up singularities, only some solutions which correspond
to a small set of initial conditions.
V. CONCLUSIONS
In this work we thoroughly studied finite-time cosmological singularities from the dynamical system perspective of
the cosmological system. Due to the fact that the finite-time singularities occurring in the variables of the dynamical
system, do not necessarily imply the existence of a cosmological finite-time singularity, we divided the study in
cosmological systems corresponding to a characteristic theory of modified gravity, namely f(R) gravity in vacuum,
and in cosmological systems of interacting fluids. In the f(R) gravity case, the variables we used do not reveal
the finite-time singularity structure of the cosmological system, even if these blow-up in the phase space. In effect
these theories require a special treatment, so we investigated the behavior of vacuum f(R) gravity near a finite-time
singularity of the simplest form. In this case, the dynamical system is rendered non-autonomous, however due to
the fact that we constructed the dynamical system in a particularly convenient form, we were able to integrate the
equations analytically, for some limiting cases of the parameter α, and we revealed the behavior of vacuum f(R)
gravity near a Big Rip and Type IV cosmological finite-time singularities. As we explicitly demonstrated, some of the
variables of the dynamical system do not blow-up near a finite-time cosmological singularity, so this feature verified our
claim about the difference between finite-time cosmological singularities and finite-time singularities of a dynamical
system. For the f(R) gravity case, we studied analytically only the Big Rip, and the Type IV singularities. The
Big Rip case offered some exciting findings, due to the fact that in this case the initial non-autonomous dynamical
system is rendered autonomous asymptotically near the Big Rip singularity. The most important finding in this case is
that the fixed point of the asymptotically autonomous dynamical system is also the attractor of the non-autonomous
dynamical system. And due to the fact that the fixed point of the asymptotically autonomous dynamical system
describes an accelerated expansion with EoS weff = −1, we argued that a Big Rip singularity is always related to
an accelerated expansion, at least in the context of f(R) gravity and when the singularity is extremely strong. Also
from a mathematical point of view, our results are interesting since we proved that in the Big Rip singularity, the
asymptotically autonomous and the non-autonomous dynamical system share the same attractor. We aim to further
develop and study this feature in a future work.
The second part of this work was devoted in the cosmological dynamical system corresponding to a multifluid
Universe. Particularly, we assumed that the Universe consists of three viscous in general fluids, the baryon fluid, the
dark energy and the dark matter fluid. Also we assumed that the dark sector fluids interact with each other, and also
that these do not interact at all with the baryonic fluid. After choosing a particular form of the interaction term and
also of the dynamical system variables, we formed a polynomial autonomous dynamical system and we investigated
the finite-time singularity structure of the dynamical system. Due to the fact that the variables contain the Hubble
rate and the energy densities of the fluids, the finite-time singularities of the dynamical system can reveal some
information for the cosmological singularity structure of the cosmological system. We thoroughly discussed when a
finite-time singularity of the dynamical system may imply a cosmological singularity for the cosmological system, and
by using a rigid mathematical theorem which applies to autonomous polynomial dynamical systems, we investigated
if finite-time singularities occur for the dynamical system. Our analysis showed than the dynamical system does not
have a general solution leading to cosmological singularities, however there exists a small set in the phase space that
may lead to finite-time singularities, however these are unphysical. Also we performed a numerical and analytical
analysis of the resulting dynamical system.
In principle, our study may be generalized by using different equations of state for the dark energy fluid, or if the
whole framework is examined from the Loop Quantum Cosmology perspective. More importantly, the baryonic fluid
can be disregarded in all the aforementioned studies. We have strong hints that the presence of the extra baryonic fluid
affects crucially the singularity structure of the cosmological system and certainly obscures the resulting picture of the
phase space. Actually, the absence of such fluid may lead to general solutions which lead to finite-time singularities,
or to general non-singular solutions.
An interesting application of the dominant balance singularity analysis which we used in this work, can possibly
be applied in the system of cosmological equations corresponding to compact stars such as neutron stars. In fact,
the singularity development in this kind of systems was firstly addressed in Ref. [109], so a direct application is to
apply the dominant balance analysis in the resulting singularity evolution differential equation in order to see at first
hand, whether a singularity can occur. Also, the astrophysical equations for a compact star in Einstein gravity or
f(R) gravity can be formed as a dynamical system of polynomial type, if the variables are appropriately chosen, so
the dominant balance analysis can be directly applied in this case.
Finally, an interesting task would be to find the corresponding picture in the Einstein frame dynamical system, by
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conformally relating the two dynamical systems. This task is challenging from a mathematical point of view, since the
Einstein and Jordan frame dynamical systems might be related. However, the physical significance of the conformally
transformed dynamical system should be crucially examined for consistency. We hope to address some of the above
issues in a future work.
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