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Introduction		 Increasingly,	educators	and	policymakers	value	computer	science	(CS)	education	for	its	ability	to	prepare	students	for	the	growing	number	of	jobs	in	computing	fields	and	for	its	potential	to	equip	learners	with	problem-solving	skills	and	technological	knowledge.	While	the	traditional	method	of	learning	CS	through	programming	teaches	students	about	programming	languages	and	algorithms,	students	should	also	have	access	to	the	concepts	and	practices	computer	scientists	use	to	solve	problems,	referred	to	as	computational	
thinking	(CT).	CT	empowers	learners	to	use	programming	as	a	tool	to	generate	innovative	solutions	to	problems,	to	become	thoughtful	technology	users	in	their	everyday	lives,	to	apply	logical	thinking	to	a	variety	of	situations,	and	to	prepare	for	jobs	using	technology	across	a	variety	of	fields.	 	 New	initiatives	in	CS	education	call	for	the	integration	of	CT	into	K-12	schools.	President	Obama’s	Computer	Science	for	All	initiative	articulated	the	need	to	expose	all	students	to	“computational	thinking	skills	that	are	relevant	to	many	disciplines	and	careers”	(Smith,	2016).	CT	was	one	of	the	five	main	conceptual	strands	in	the	2011	K-12	CS	standards	developed	by	the	Computer	Science	Teachers	Association	(CSTA).	Now	CSTA,	along	with	the	Association	for	Computing	Machinery	(ACM),	are	updating	the	CS	standards	and	integrating	CT	throughout	the	concepts	and	practices	(CSTA	&	ACM,	2016).	At	the	same	time,	CSTA	and	the	International	Society	of	Technology	in	Education	(ISTE)	created	a	toolkit	to	help	teachers	and	school	leaders	advocate	for	and	develop	a	CT	curriculum	(ISTE	&	CSTA,	2011).	These	initiatives	demonstrate	educators’	and	policymakers’	focus	on	CT	as	an	important	part	of	CS	education	for	all	students.		 	 Taking	CT	learning	a	step	further,	many	researchers	are	beginning	to	explore	the	integration	of	CT	with	STEM	(science,	technology,	engineering,	and	mathematics)	fields	and	other	disciplines.	The	Next	Generation	Science	Standards	(NGSS)	also	include	examples	of	CT	in	their	science	and	engineering	practices	for	grades	K-12	(NGSS,	2013).	By	incorporating	CT	into	existing	school	subjects,	researchers	hope	to	address	several	factors	that	hinder	“CT	for	all”	efforts:	(1)	all	students	would	be	exposed	to	CT	if	it	is	part	of	their	core	subjects	rather	than	an	elective	computing	course;	(2)	it	would	save	time	to	teach	CT	during	an	existing	subject	rather	than	adding	a	course	to	busy	school	schedules;	(3)	it	may	
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be	easier	to	train	teachers	if	CT	is	incorporated	as	part	of	what	they	already	do;	and	(4)	not	all	schools	have	access	to	advanced	technology	to	support	CS	classes	(Horn	et	al.,	2014;	Hu,	2011;	Sneider,	Stephenson,	Schafer,	&	Flick,	2014;	Weintrop	et	al.,	2016;	Wilensky,	Brady,	&	Horn,	2014).	In	fact,	a	study	examining	school-wide	integration	of	computing	at	the	elementary	level	found	that	classroom	teachers	could	only	teach	computing	by	integrating	it	into	their	content	areas	because	the	pre-existing	curriculum	was	too	time-consuming	to	introduce	computing	on	its	own	(Israel	et	al.,	2015).	 	 Despite	these	initiatives	in	K-12	education,	researchers	still	do	not	have	a	strong	consensus	about	what	CT	is	and	how	it	is	applied	in	different	contexts.	A	better	understanding	of	how	people	use	CT	in	a	variety	of	fields	is	necessary	to	meaningfully	integrate	CT	across	school	subjects	(Grover	&	Pea,	2018).	Furthermore,	in	order	to	engage	all	students	in	CT,	not	just	those	predisposed	to	computing,	researchers	need	to	understand	how	students	can	legitimately	participate	in	a	CT	learning	community	through	richly	varied	experiences.	Therefore,	my	questions	in	this	paper	are:	what	does	CT	look	
like	in	different	contexts,	and	how	do	learners	engage	in	CT	in	these	different	K-12	
learning	communities?	In	the	section	titled	“Contexts	of	Focus”	below,	I	discuss	why	I	chose	to	explore	CT	in	the	context	of	computer	science	and	engineering	in	this	paper.	My	goal	is	to	expand	ideas	of	what	it	means	to	be	a	competent	computational	thinker	by	identifying	elements	of	CT	from	CS	then	discussing	how	people	use	CT	skills	in	other	disciplines	outside	CS.	 
Computational	Thinking	in	Society	Computers	are	no	longer	a	specialized	tool	but	are	pervasive	in	our	society.	Therefore,	“the	ability	to	extend	the	power	of	human	thought	with	computers	and	other	digital	tools	has	become	an	essential	part	of	our	everyday	lives	and	work”	(Barr,	Harrison,	&	Conery,	2011,	p.	23).	Computer	scientists	employ	CT	skills	to	ask	questions	and	solve	problems	across	disciplines	using	computers.	At	a	workshop	organized	by	the	National	Research	Council	in	2009	to	discuss	the	scope	and	nature	of	CT,	attendees	argued	that	CT	is	“comparable	in	importance	and	significance	to	the	mathematical,	linguistic,	and	logical	reasoning	that	society	today	agrees	should	be	taught	to	all	children”	(National	Research	Council,	2010,	p.	3).	 
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This	emphasis	on	the	importance	of	computing	in	our	society	is	not	new.	For	decades,	there	have	been	appeals	for	widespread	integration	of	computing	skills	into	all	levels	and	types	of	education	(Weintrop	et	al.,	2016).	In	1962,	Perlis,	the	first	recipient	of	the	ACM	Turing	Award,	claimed	that	all	undergraduates	should	learn	programming	(Guzdial,	2008).	Papert	(1980)	later	argued	for	introducing	a	literacy	of	computing	to	children,	and	he	used	CT	to	describe	the	ability	of	computing	to	empower	ideas	(Papert,	1996).	diSessa	(2000)	called	for	a	new	form	of	computational	literacy	that	changes	the	way	we	all	communicate,	learn,	and	live	with	technology.	More	recently,	there	has	been	a	resurgence	in	interest	in	CT	from	the	perspective	of	21st	century	skills	preparing	students	for	a	job	market	that	increasingly	involves	technology	creation	and	use	(Grover	&	Pea,	2013;	Wing,	2006).	 However,	participation	in	computing	fields	remains	low	in	the	U.S.	By	2024,	there	could	be	a	predicted	1.1	million	jobs	in	computing	fields	(National	Center	for	Women	and	Information	Technology,	2017),	but	less	than	17,000	people	graduated	with	computer	science	or	programming	degrees	in	2015,	including	fewer	than	3,000	women	(Snyder,	2016).		Exposing	students	to	computer	science	before	they	enter	college	is	essential	for	increasing	the	number	and	variety	of	computing	majors,	as	students	are	8	times	more	likely	to	major	in	computer	science	after	taking	an	AP	CS	course	in	high	school	(Mattern,	Shaw,	&	Ewing,	2011).	Furthermore,	jobs	in	computing	tend	to	be	intellectually	rewarding	and	high	paying;	the	median	annual	wage	was	over	$80,000	in	2015,	much	higher	than	the	overall	median	annual	wage	for	all	jobs	of	$36,000	(Bureau	of	Labor	Statistics,	2017).	But	the	vast	majority	of	those	jobs	are	held	by	men.	The	proportion	of	women	in	computing	jobs	has	actually	decreased	since	1990,	down	to	25%	in	2015	(NCWIT,	2017).	Just	7%	of	workers	in	computing	in	2014	identified	as	Black	and	7%	as	Hispanic	(Beckhusen,	2016).	The	high	wages	of	computing	jobs	highlights	the	value	our	society	places	on	that	work,	but	the	diversity	of	participation	in	those	jobs	is	limited.		“If	the	population	of	people	creating	software	is	more	closely	matched	to	the	population	using	software,	the	software	designed	and	released	will	probably	better	match	users	needs”	(Kelleher	&	Pausch,	2005,	p.	131).		Computer	scientists	and	engineers	design	tools	that	are	integral	to	lives	across	the	world,	so	it	makes	little	sense	that	the	vast	majority	of	those	designers	only	represent	one	type	of	
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person.	The	challenge	we	face	today	is	both	to	increase	engagement	in	technological	creation	and	to	ensure	the	field	is	representative	of	our	diverse	population. Stereotypes	of	what	CS	jobs	entail	and	the	image	of	loner,	nerdy,	male	programmers	still	perpetuate	and	undermine	diversity	in	computing	fields.	Stereotypes	often	serve	as	gatekeepers	for	women	in	particular,	hindering	learning	(Cheryan,	Master,	&	Meltzoff,	2015)	and	decreasing	sense	of	belonging	(Master,	Cheryan,	&	Meltzoff,	2016).	K-12	schools	play	an	important	role	in	introducing	a	variety	of	students	to	CS	and	potentially	changing	their	perceptions	of	what	CS	is	and	who	can	participate	in	it.	
CT	vs.	CS	vs.	Programming		 The	lines	between	CT,	CS,	and	programming	can	sometimes	be	blurred	in	educational	contexts.	The	best	articulation	of	the	interconnections	among	the	three	I	have	found	is	a	blog	post	written	by	software	engineer,	author,	and	startup	co-founder	Yevgeniy	Brikman.	Rather	than	learning	programming,	Brikman	(2014)	articulates	the	importance	of	learning	to	think.	First,	programming	is	just	what	it	sounds	like:	writing	code,	whether	on	paper	or	on	the	computer.	Programming	involves	speaking	a	particular	language	to	a	computer	to	get	the	computer	to	do	something.	It	could	involve	creating	a	piece	of	software,	an	app,	a	website,	or	it	could	be	as	simple	as	using	a	computer	to	calculate	a	multiplication	problem.	Programming	is	a	tool	to	help	solve	a	problem	or	perform	a	computation.	It	is	a	common	tool	used	by	computer	scientists,	but	programming	does	not	define	what	computer	science	is.	The	brain	is	also	a	tool	for	computation;	it	can	think	logically,	solve	problems,	and	run	calculations.	 	 Computer	science,	on	the	other	hand,	is	a	broad	discipline	that	includes	software	engineering,	algorithm	design,	problem	solving,	computational	theory,	artificial	intelligence,	information	theory,	logic,	and	more.	Every	discipline	involves	particular	ways	of	thinking,	and	part	of	learning	to	participate	in	a	field	involves	learning	those	ways	to	think.	For	instance,	physics	gives	us	a	particular	way	of	thinking	about	the	physical	world	through	calculus	and	in	terms	of	matter,	motion,	and	forces.	Chemistry	gives	us	a	way	of	thinking	about	matter	in	terms	of	structure,	properties,	and	reactions.	Computational	thinking	refers	to	the	ways	of	thinking	computer	scientists	use.	The	idea	of	CT	is	to	articulate	how	computer	scientists	think	and	solve	problems	so	others	can	learn	to	think	in	
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a	similar	way.	Programming	is	just	one	tool	for	exercising	that	way	of	thinking,	in	the	same	way	chemists	perform	experiments	using	test	tubes	(Brikman,	2014).	 	 While	chemistry	may	involve	its	own	way	of	thinking	about	the	world,	the	skills	chemists’	use	also	leak	into	other	fields	of	study,	like	physics,	biology,	medicine,	and	engineering.	For	instance,	biochemistry	is	a	hybrid	field	that	takes	the	ability	to	think	about	chemical	processes	and	applies	it	to	living	creatures.	According	to	the	UK	Biochemical	Society,	this	cross-application	has	contributed	significant	advances	in	the	areas	of	health,	disease,	technology,	and	more	(Biochemical	Society,	2017),	demonstrating	that	applying	disciplinary	thinking	skills	across	contexts	creates	innovative	solutions	and	technological	advances.	In	much	the	same	way,	the	ability	to	think	logically	and	computationally	can	leak	outside	the	CS	field	and	help	solve	problems	in	other	endeavors.	Regardless	of	the	subject	matter,	the	constant	increase	in	technology	across	different	cultures	strengthens	the	call	for	an	understanding	of	how	people	use	CT	to	think	with	and	solve	problems	through	technology.	 	 Computer	literacy	is	another	term	people	use	around	computing	professions,	but	it	often	can	refer	to	the	knowledge	of	specific	programs,	like	Word	or	Adobe	Photoshop,	and	components	of	computers,	like	using	a	mouse	and	keyboard.	Some	researchers	use	the	term	computational	literacy,	which	is	closer	to	CT	but	not	exactly	the	same.	While	reading	and	writing	are	fundamental	to	education,	diSessa	(2000)	argues	that	computational	literacy	is	also	crucial	to	creating	knowledgeable	people.	In	much	the	same	way	the	invention	of	the	printing	press	changed	mainstream	literacy,	the	proliferation	of	computers	changes	our	current	structures	of	literacy	and	what	it	means	to	be	a	literate	person.	Computational	literacy	is	a	“material	intelligence”	that	is	mediated	by	materials	such	as	symbols	and	representations,	it	involves	the	ways	we	think	in	the	presence	of	those	materials,	and	it	is	a	social	endeavor,	developing	with	other	individuals	across	time	and	space	(diSessa,	2000).	The	first	pillar	of	computational	literacy	--	materials	--	is	similar	to	the	notion	of	programming	as	a	tool	and	programming	languages	as	an	inscription	or	symbol	system	of	a	computer-based	literacy.	The	second	pillar	--	mental	processes	--	includes	the	ways	in	which	people	think	and	solve	problems	with	computers	and	programming	tools,	which	captures	the	essence	of	CT.	The	third	pillar	--	social	aspects	--	goes	beyond	the	collaborative	processes	central	to	CT	to	describe	the	ways	in	which	
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knowledge	builds	over	long	periods	of	time	and	with	the	help	of	many	different	people.	Therefore,	computational	literacy	includes	CT	but	has	the	more	ambitious	goal	of	fundamentally	changing	modern	education,	which	goes	beyond	the	scope	of	this	paper.	 	 However,	educators	are	increasingly	focused	on	teaching	CT	rather	than	just	programming.	Whereas	learning	to	program	gives	students	tools	for	exercising	CT,	learning	how	to	think	like	a	computer	scientist	helps	students	adapt	to	constantly	changing	technological	innovations	and	computing	problems.	While	researchers	are	still	working	to	build	a	clear	operational	definition	of	CT	(Grover	&	Pea,	2013),	many	agree	with	the	idea	of	CT	as	“solving	problems,	designing	systems,	and	understanding	human	behavior,	by	drawing	on	the	concepts	fundamental	to	computer	science”	(Wing,	2006,	p.	33).	CT	is	a	way	of	thinking	that	allows	people	to	create	algorithms	or	solutions	to	problems	in	such	a	way	that	they	can	be	carried	out	by	a	computational	agent,	whether	that	is	a	computer	or	a	human	(Brennan	&	Resnick,	2012).	Computational	participation	is	another	term	used	to	emphasize	the	social	and	creative	practices	at	the	core	of	what	computer	scientists	do	(Kafai,	2016).	Computational	participation	is	also	a	form	of	diSessa’s	(2000)	third	pillar,	with	its	focus	on	the	social	aspects	of	computing.	Ultimately,	as	students	learn	CT,	they	develop	ways	of	participating	in	communities	of	learners	and	computational	thinkers	(National	Research	Council,	2010).		
Contexts	of	Focus:	Computer	Science	and	Engineering		 With	initiatives	like	CS	for	All	and	the	inclusion	of	CT	in	computing,	science,	and	engineering	education	standards,	educators	need	ways	to	get	all	students,	not	just	those	predisposed	to	computers,	engaged	in	CT	skills.	Many	public	and	private	funding	agencies	support	STEM	and	STEAM	(integrating	arts	into	STEM	subjects)	projects,	highlighting	the	public’s	interest	in	engaging	students	in	multidisciplinary	experiences	that	focus	on	not	just	computing	but	also	integrating	those	skills	across	science,	mathematics,	engineering,	and	the	arts	(Feldman,	2015;	Handelsman	&	Smith,	2016;	Jagodzinski,	2016).	Research	aimed	at	better	understanding	how	these	subjects	intersect	is	essential	for	creating	learning	environments	that	truly	embody	interdisciplinary	mindsets	and	allow	students	to	apply	problem	solving	strategies	across	disciplines.	While	CT	is	closely	tied	to	the	T	(Technology)	in	STEAM	through	its	roots	in	computing,	in	this	paper,	I	seek	to	improve	understandings	of	
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CT	while	advancing	its	integration	with	other	disciplines	by	exploring	connections	to	other	STEAM	subjects,	namely,	engineering.	 	 To	explore	applications	of	CT	in	technology,	I	focus	on	computer	programming	as	a	tool	for	engaging	in	CT	skills.	Programming	is	a	common	educational	tool	for	CT.	It	provides	many	problem-solving	activities	and	empowers	students	to	learn	through	creating	their	own	artifacts	that	can	be	shared	with	others	(Papert,	1980).	In	other	words,	programming	can	introduce	students	to	the	tools	used	by	professional	computer	scientists,	but	it	can	also	empower	students	to	use	CT	skills	to	solve	a	variety	of	computational	problems.	Designers,	researchers,	and	educators	have	developed	numerous	tools	for	learning	programming,	both	with	and	without	computers.	 	 I	chose	to	explore	engineering	(the	E	in	STEAM)	as	the	second	disciplinary	context	for	defining	CT	for	several	reasons.	Given	the	recent	increase	in	engineering	education	in	U.S.	classrooms	(Catterall,	2013;	National	Academy	of	Engineering	and	National	Research	Council,	2009;	Robelen,	2013),	it	is	important	to	understand	how	engineering	connects	to	other	school	subjects,	including	CS.	Engineering	can	improve	student	learning	in	other	STEAM	contexts	by	connecting	disciplinary	concepts	and	practices	to	real-world	problems	(Catterall,	2013;	NAE	&	NRC,	2009).	At	the	same	time,	engineering	“can	provide	a	way	to	integrate	the	STEM	disciplines	meaningfully”	(Moore	et	al.,	2014,	p.	2)	by	applying	skills	from	mathematics,	science,	and	CS	to	create	solutions	to	problems.	Thus,	engineering	may	be	a	powerful	context	for	learning	and	applying	CT	concepts	and	practices.	One	branch	of	engineering,	software	engineering,	is	part	of	the	computer	science	field	and	involves	significant	programming	work.	But	beyond	software	engineering,	recent	NGSS	standards	illustrated	connections	between	CT	and	broader	engineering	practices	(NGSS,	2013).	CT	and	CS	education	have	roots	in	constructionism,	which	emphasizes	learning	through	the	design,	building	and	discovery	practices	at	the	core	of	engineering	(Lucas,	Hanson,	Claxton,	&	Centre	for	Real	World	Learning,	2014;	Papert,	1980).	It	then	follows	that	CT	would	have	deep	connections	to	engineering	processes,	making	the	engineering	field	a	strong	candidate	for	exploring	what	CT	is	and	how	it	overlaps	with	different	disciplines.			
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Theoretical	Framework	By	looking	at	how	CT	is	re-contextualized	in	CS	and	engineering,	I	seek	to	understand	how	students	can	engage	in	CT	in	rich	and	meaningful	ways.	Both	students	who	like	programming	and	those	with	interests	outside	computing	should	be	able	to	participate	in	the	practices	of	CT	and	take	on	legitimate	roles	in	the	CT	learning	community.	I	am	curious	about	how	students	can	participate	in	CT	in	rich	and	meaningful	ways	and	how	participation	relates	to	students’	interests	in,	experiences	with,	and	beliefs	about	computing.	Therefore,	in	the	next	sections,	I	draw	on	perspectives	of	situated	learning	and	legitimate	peripheral	participation	(Lave	&	Wenger,	1991)	to	understand	what	it	means	to	be	a	computational	thinker	in	different	contexts.		Historically,	research	in	education	focused	on	understanding	the	knowledge	students	acquire	and	how	they	learn	it.	The	development	of	situative	theories	demonstrates	that	knowledge	and	practices	are	tied	together,	and	the	activities	people	engage	in	are	central	to	and	make	up	the	knowledge	being	developed	(Cobb	&	Bowers,	1999).	In	situative	perspectives,	learning	involves	a	change	in	participation	with	a	set	of	resources	or	activities	in	addition	to	changes	in	ways	of	thinking	(Gresalfi,	Martin,	Hand,	&	Greeno,	2009;	Hand	&	Gresalfi,	2015;	Lave	&	Wenger,	1991;	Nasir	&	Cooks,	2009).	Essential	to	this	framework	is	the	idea	that	productive	learning	happens	through	legitimate	
peripheral	participation	(LPP),	that	is,	when	people	have	access	to	the	core	practices	of	a	community	of	practitioners	and	opportunities	to	participate	more	fully	over	time	(Lave	&	Wenger,	1991).	LPP	asks	what	kinds	of	social	situations	provide	a	context	for	learning,	rather	than	what	cognitive	processes	take	place	in	the	individual.	LPP	describes	engagement	in	social	practice	as	distributed	among	co-participants	in	a	learning	context,	with	a	focus	on	participation	in	the	social	world.	In	this	way,	learning	occurs	through	interactions	in	communities	of	practice	both	inside	and	outside	the	formal	classroom.	 Communities	of	practice	(CoP)	are	groups	of	people	engaging	in	a	similar	craft	or	profession	(Lave	&	Wenger,	1991;	Wenger,	2010).	Through	sharing	information	and	experiences,	members	learn	from	each	other	and	develop	their	identities	in	relation	to	a	broader	community.	People	in	a	CoP	are	active	practitioners,	as	opposed	to	a	community	of	interest	that	involves	people	with	a	shared	interest	without	dependence	on	expertise	or	
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practice	(Wenger,	2010).	CoPs	involve	relations	among	people,	activities,	and	the	world	across	time	and	space.	Different	communities	overlap	with	one	another,	and	people	are	members	of	multiple	communities	at	a	time.	 During	the	learning	process,	the	community	itself	changes.	It	is	not	just	the	novice	who	learns,	but	the	expert	and	the	skill	itself	also	change	in	some	way.	LPP	moves	learners	toward	fuller	participation	in	a	community.	People	start	by	participating	in	tasks	that	are	meaningful	and	productive	to	the	community	but	have	minimal	risk.	Through	this	work,	novices	slowly	become	familiar	with	the	languages,	tasks,	and	practices	of	a	community.	As	they	continue	to	participate	over	time,	they	take	on	more	aspects	and	responsibilities,	and	their	participation	becomes	more	central	to	the	functioning	of	the	community.	The	legitimate	peripheral	nature	implies	that	learners	can	change	perspectives	in	the	community	as	part	of	learning	and	developing	identities,	and	there	is	no	single	core	to	the	community.	There	are	different	ways	of	being	full	participants.	 As	an	example	of	learning	through	LPP,	we	can	think	about	the	trajectory	of	a	doctoral	student.	First	year	graduate	students	working	as	research	assistants	may	start	by	reading	papers	written	by	their	advisors	and	correcting	typos	or	filling	in	missing	references	in	the	bibliography.	This	work	is	necessary	and	important,	which	allows	the	newcomer	to	contribute	to	the	academic	community	even	in	a	peripheral	way,	but	it	is	not	too	costly	if	mistakes	are	made.	Over	time,	the	graduate	student	may	contribute	to	writing	a	paper	with	an	advisor,	collect	data	with	a	research	team,	then	eventually	conduct	their	own	research	and	publish	their	own	papers.	In	their	first	year	of	study,	a	student	may	not	feel	like	an	important	member	of	the	community,	but	over	years	of	becoming	a	fuller	participant,	they	may	develop	a	closer	relationship	and	sense	of	belonging	with	the	academic	community.	In	this	way,	the	graduate	students	are	learning,	changing	their	forms	of	participation	and	roles	within	the	community,	and	constructing	identities	in	relation	to	the	community	of	academic	practitioners	in	their	field.	It	may	not	always	feel	like	it	to	graduate	students,	but	as	long	as	they	have	access	to	expert	mentors	and	authentic	practices,	they	are	slowly	transforming	their	identities	and	learning	to	become	real	researchers	and	full	members	of	the	field.	Thus,	learning	involves	becoming	a	member	of	a	community	and	results	in	a	change	in	relationship	with	respect	to	a	community.	A	
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newcomer’s	“changing	knowledge,	skill,	and	discourse	are	part	of	a	developing	identity”	(Lave	&	Wenger,	1991,	p.	122).	 Many	scholars	point	to	issues	of	identity	as	critical	to	learning	and	engagement	(e.g.	Boaler	&	Greeno,	2000;	Hand	&	Gresalfi,	2015;	Holland,	Lachicotte,	Skinner,	&	Cain,	1998;	Wenger,	1998).	In	mathematics	education,	researchers	have	argued	for	the	importance	of	understanding	how	students	develop	views	of	themselves	as	members	in	the	discipline	and	as	capable	of	learning	and	doing	mathematics	(Martin,	2000;	Nasir,	2002;	Nasir	&	de	Royston,	2013).	How	learners	view	themselves	affects	how	they	engage	in	learning	contexts,	and	their	engagement	is	shaped	by	the	opportunities	afforded	for	participation	(Nasir	&	de	Royston,	2013).	 In	LPP,	identity	and	learning	are	inextricably	tied	to	changes	in	participation	with	resources	and	activities	in	a	particular	social	context	(Greeno	&	Gresalfi,	2008;	Hand	&	Gresalfi,	2015;	Lave	&	Wenger,	1991;	Nasir	&	Cooks,	2009).	In	other	words,	both	learning	and	identity	are	the	result	of	participation	in	communities	of	practice	(Wenger,	1998).	Identities	form	through	participation,	and	learning	involves	becoming	a	legitimate	participant	and	member	of	the	community	(Lave	&	Wenger,	1991).	Learning	involves	a	shift	in	participation	with	artifacts	or	resources,	while	the	ways	in	which	resources	are	used	and	participation	occurs	depend	on	the	learner’s	identity	(Nasir	&	Cooks,	2009;	Gresalfi	et	al.,	2009).	Learning	involves	changes	in	ways	of	acting	in	relation	to	the	norms	and	resources	of	a	community,	and	at	the	same	time,	identity	affects	what	people	learn,	how	they	engage,	and	what	they	choose	to	pursue	(Bishop,	2012). Identities	“play	a	fundamental	role	in	enhancing	(or	detracting	from)	our	attitudes,	dispositions,	emotional	development,	and	general	sense	of	self”	(Bishop,	2012,	pp.	34–35).	Rather	than	a	single,	static	sense	of	self,	identity	is	a	mixture	of	changing	representations	negotiated	based	on	how	people	view	themselves,	how	they	are	positioned	by	others,	their	engagement	with	norms,	practices,	cultural	tools,	past	experiences,	ways	of	participating,	feelings	and	beliefs,	and	the	particular	social	context	(Bishop,	2012;	Gee,	2000;	Hand	&	Gresalfi,	2015;	Holland	et	al.,	1998;	Wenger,	1998).	Any	individual	has	many	identities	across	communities	that	are	negotiated	and	inform	each	other	(Holland	et	al.,	1998).	Individuals	can	control	their	identities	in	some	ways	but	they	are	limited	by	relations	of	structure	and	power	in	the	broader	context	of	participation	(Brickhouse	&	Potter,	2001).	A	
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student	may	claim	an	identity	but	their	interactions	with	others	may	adjust	the	strength	or	form	of	that	identity	as	it	is	enacted	over	time	and	space. CS	learning	contexts,	such	as	the	classroom	or	informal	club,	are	particular	communities	of	practice	where	learning	occurs	through	changes	in	participation	in	relation	to	the	norms	and	practices	of	the	community.	At	the	same	time,	identities	develop	according	to	“who	students	are,	who	they	can	be,	and	who	they	want	to	be,	as	sanctioned	by	the	norms	of	the	classroom”	(Tan,	Calabrese	Barton,	Kang,	&	O’Neill,	2013,	p.	1145).	Identity	involves	how	people	see	themselves	in	relation	to	the	community,	but	also	how	others	see	them	and	how	they	are	allowed	to	participate	and	contribute	to	the	community.	Both	individual	and	shared	identities	are	continuously	negotiated	through	interaction	with	others	and	through	engaging	in	the	practices	of	a	community. Students’	engagement,	persistence,	and	goals	mediate	both	identity	and	learning	(Nasir	&	Cooks,	2009). Nasir	&	Hand	(2008)	use	the	term	“practice-linked	identities”	to	refer	to	this	notion	of	identity	as	a	sense	of	self	tied	to	activity.	These	“are	the	identities	that	people	come	to	take	on,	construct,	and	embrace	that	are	linked	to	participation	in	particular	social	and	cultural	practices”	(p.	147).	This	view	of	identity	is	tied	to	the	notion	of	engagement.	Various	practices	afford	different	types	of	engagement,	which	support	practice-linked	identity	development	in	different	ways.	For	instance,	when	an	individual	feels	a	close	connection	between	their	developing	sense	of	self	and	the	practices	of	a	community,	the	individual	is	more	likely	to	be	engaged	and	to	participate	intensely	(Nasir	&	Hand,	2008).	Hence,	some	settings	support	engagement	for	particular	individuals	better	than	others	do.	At	the	same	time,	some	activities	may	afford	more	ways	of	participating	than	others,	allowing	students	to	engage	in	different	ways.	This	in	turn	supports	students	to	see	themselves	as	capable	of	participating	in	those	practices	and	developing	a	productive	sense	of	self	in	relation	to	the	particular	community.	 As	work	on	identity	construction	reveals,	membership	in	a	community	is	mediated	by	the	possible	forms	of	participation	people	have	access	to,	including	physical	and	social	tools.	Learners	must	have	opportunities	to	use	the	tools	and	participate	in	the	activities	of	a	community	to	develop	understanding	and	a	sense	of	belonging.	For	instance,	if	novices	can	directly	observe	expert	practice,	then	they	have	a	better	understanding	of	the	organization	of	the	community	and	where	their	work	fits	in.	But	if	newcomers	have	little	access	to	the	
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tools	and	broader	community,	they	can	stagnate	in	the	same	role	over	many	years	and	never	achieve	fuller	participation	(Lave	&	Wenger,	1991).	Thus,	access	to	resources	and	opportunities	to	learn	are	essential.	Therefore,	we	must	first	understand	what	the	community’s	tools	and	activities	are	before	we	can	design	for	learning.	In	the	case	of	integrating	CT	into	K-12	schools,	researchers	must	first	identify	the	central	characteristics	of	the	professional	computing	community,	including	the	domain	of	knowledge,	the	practices	or	activities,	and	the	ways	of	approaching	activity	within	the	community.	 In	the	LPP	framework,	changes	in	participation	occur	in	three	different	ways.	First,	the	tools	or	resources	people	leverage	to	solve	problems	change	as	they	develop	new	knowledge	and	better	understandings.	Instead	of	tools,	I	use	the	term	concepts	in	this	paper	to	reflect	the	language	most	researchers	use	to	classify	what	people	learn	when	they	engage	in	CT	(e.g.	Barr	&	Stephenson,	2011;	Brennan	&	Resnick,	2012;	Weintrop	et	al.,	2016).	Learning	also	involves	engaging	in	disciplinary	practices.	That	is,	learners	make	use	of	the	core	activities	or	processes	used	by	the	community.	Finally,	over	time,	learners	develop	identities	towards	the	disciplinary	community.	The	activities	children	experience	in	formal	and	informal	learning	contexts	help	form	their	identities	in	relation	to	different	disciplines,	which	affects	the	ways	in	which	students	use	their	knowledge	and	approach	new	problems	(Boaler,	2002).	Boaler	(2002)	calls	this	type	of	identity	a	“disciplinary	relationship.”	These	identities	describe	relationships	to	others,	ways	of	being,	or	views	of	oneself	in	relation	to	the	discipline.	In	this	paper,	I	use	the	term	dispositions	to	connect	this	type	of	disciplinary	identity	with	work	on	productive	dispositions.	Research	on	productive	dispositions	claims	that	students	need	to	develop	thinking	skills	along	with	the	appropriate	dispositions	to	use	those	skills	(Gresalfi	&	Cobb,	2006;	McLeod,	1992;	Schoenfeld,	1992).	Making	use	of	knowledge	depends	on	the	practices	students	have	engaged	in	and	whether	they	have	a	productive	relationship	or	disposition	towards	the	discipline	(Boaler,	2002).	My	use	of	the	term	disposition	also	corresponds	with	Brennan	and	Resnick’s	(2012)	focus	on	dispositions	in	their	assessments	of	CT	skills.		 As	mentioned	briefly,	this	framework	of	concepts,	practices,	and	dispositions	corresponds	with	how	many	researchers	now	talk	about	CT	in	educational	contexts	(Barr	&	Stephenson,	2011;	Brennan	&	Resnick,	2012;	Shute,	Sun,	&	Asbell-Clarke,	2017;	Weintrop	et	al.,	2016).	CT	concepts	are	notions	or	ideas	used	as	tools	in	the	construction	of	
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algorithms	and	problem	solutions.	CT	practices	include	processes	of	constructing	algorithms	or	solutions.	While	concepts	describe	knowledge	and	understandings,	practices	describe	how	people	participate	and	use	concepts	while	creating	solution	processes.	At	the	same	time,	learners’	dispositions	towards	CT	affect	their	engagement	and	ways	of	participating	in	activities	involving	CT.	Learners	need	not	only	the	skills	and	knowledge	of	a	community	but	also	the	inclination	to	recognize	when	skills	are	useful	and	the	willingness	to	use	them	(Halpern,	1999).	Brennan	and	Resnick	(2012)	refer	to	these	understandings	of	oneself	and	relationships	with	the	discipline	of	CT	as	“perspectives.”	However,	in	this	paper	I	use	the	more	familiar	term	“dispositions”	as	it	connects	to	work	on	productive	engagement	and	productive	disciplinary	relationships	in	the	broader	field	of	education.		I	use	these	categories	of	concepts,	practices,	and	dispositions	to	describe	what	it	means	to	know	and	participate	in	CT	in	different	contexts.	In	other	words,	participating	in	CT	involves	using	one	or	more	of	the	CT	practices,	and	knowing	CT	involves	understanding	CT	concepts	or	being	able	to	describe	and	engage	in	CT	practices.	At	the	same	time,	CT	dispositions	affect	whether	people	can	productively	engage	in	those	practices	and	develop	understandings	of	CT	concepts.		In	this	paper,	I	draw	on	the	framework	of	LPP	with	the	goal	of	broadening	ideas	of	what	it	means	to	be	competent	or	legitimate	computational	thinkers.	First,	I	describe	the	ways	in	which	researchers	define	CT	in	CS	contexts,	and	then	I	look	to	engineering	to	see	how	people	in	the	field	legitimately	use	CT	practices	when	designing	solutions	to	problems.	By	highlighting	the	overlaps	between	CT	and	other	disciplines,	I	illustrate	how	people	can	legitimately	engage	in	CT	and	act	as	competent	computational	thinkers	outside	the	traditional	boundaries	of	computing.	While	I	separate	learning	and	identity	in	the	sections	below	on	CT	in	engineering	and	CS	to	better	structure	and	clarify	the	literature	review,	learning	and	identity	are	intricately	tied	together	in	LPP.	They	influence	one	another,	and	both	change	as	a	consequence	of	participation.				
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Literature	Search		 I	first	wanted	to	look	at	how	researchers	and	policy	makers	characterize	CT	and	CT	learning	in	CS	and	in	engineering.	For	the	CT	in	CS	track,	I	started	with	highly	cited	anchor	readings,	including	Wing	(2006;	2008)	and	Grover	&	Pea	(2013),	and	I	collected	articles	based	on	their	citations	as	well	as	articles	citing	them.		I	continued	looking	at	those	subsequent	articles’	citations	to	find	further	work.	Much	of	what	I	found,	especially	for	empirical	work,	came	from	conference	proceedings.	I	then	searched	for	CT	education	standards,	and	I	looked	for	national	CS	standards	with	CT	embedded	in	them.			 For	CT	in	engineering,	there	were	no	anchor	papers	to	base	the	search	on,	and	I	found	a	dearth	of	work	on	learning	engineering	in	K-12	in	general.	Therefore,	I	extended	my	search	beyond	CT	specifically	to	articles	that	talk	about	general	engineering	practices.	I	also	searched	for	national	engineering	education	standards	that	incorporate	CT	and	focus	on	design,	since	design	is	where	the	overlap	with	CT	applies	across	engineering	fields.			 I	did	not	find	many	papers	in	the	CS	or	CT	fields	that	talked	about	identity	in	the	way	I	conceptualize	it	here.	Instead,	I	found	papers	looking	at	beliefs,	motivation,	and	interest,	so	I	include	those	constructs	in	my	literature	review	on	CT	identity	below.	On	the	other	hand,	there	is	a	significant	amount	of	literature	about	identity	in	engineering	fields.	However,	almost	all	the	work	focuses	on	adults	(college	students	and	professionals)	and	primarily	around	belief	and	identification,	which	is	different	from	the	conceptualization	based	on	participation	that	I	use	in	this	paper.	I	use	the	existing	literature	to	highlight	potential	findings	related	to	CT	identity	from	work	on	beliefs,	interest,	and	motivation	in	CS	and	engineering,	and	I	point	to	opportunities	for	further	exploration.		
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Computational	Thinking	in	Computer	Science		 Following	the	idea	that	learning	to	program	also	helps	people	learn	how	to	think,	this	section	aims	to	identify	some	of	the	concepts	and	practices	involved	in	learning	to	think	computationally	through	computer	programming.	CT	and	programming	are	deeply	intertwined	here,	as	efforts	to	define	CT	have	started	by	looking	at	the	skills	programmers	use	to	solve	problems	and	formulate	solutions.	In	this	context,	“solution”	refers	to	the	process	of	coming	to	an	answer	rather	than	the	answer	itself.	While	algorithms	or	programs	are	not	answers	on	their	own,	they	are	solutions	that	can	be	carried	out	by	a	computational	agent	to	produce	an	answer	to	a	question	or	problem.	 
Concepts	In	essence,	“an	algorithm	is	an	abstraction	of	a	step-by-step	procedure	for	taking	input	and	producing	some	desired	output”	(Wing,	2008,	p.	3718).	Since	CT	helps	solve	problems	by	creating	algorithms,	abstraction	is	at	its	core	(Wing,	2006;	2008).	Abstraction	involves	deciding	what	to	pay	attention	to	and	what	to	ignore	in	representing	and	processing	data	(Weintrop	et	al.,	2016).	For	example,	when	you	want	to	print	something	from	your	computer,	you	only	need	to	worry	about	finding	the	“print”	button;	you	do	not	need	to	think	about	or	understand	the	mechanics	behind	how	a	printer	works,	how	data	is	sent	to	the	printer,	etc.	In	essence,	much	of	the	printing	process	is	in	a	“black	box”	that	users	can	ignore;	you	need	only	see	the	“print”	button	on	your	computer	screen.	Therefore,	“the	print	command	is	an	abstraction	that	shows	the	user	only	what	he	or	she	needs	to	see”	(National	Research	Council,	2004,	p.	16).	 While	abstraction	is	central	to	CT,	it	is	still	a	broad	concept	and	does	not	help	educators	understand	how	to	implement	CT	and	what	to	pay	attention	to.	Some	researchers	have	suggested	that	CT	is	similar	to	notions	of	procedural	thinking	developed	by	Seymour	Papert	(National	Research	Council,	2010).	Procedural	thinking	involves	thinking	in	and	about	procedures	for	performing	actions.	These	could	be	everyday	actions	like	giving	someone	directions	or	more	complex	tasks	like	developing	programming	algorithms.	Procedural	thinking	helps	people	break	down	complex	tasks	into	smaller	components	and	debug	errors	in	the	solution	processes	(Papert,	1980).		
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Using	Scratch,	a	block-based	programming	language	developed	based	on	principles	from	Papert’s	Logo	language,	Brennan	and	Resnick	(2012)	specified	the	connections	between	CT	and	procedural	thinking.	Specifically,	CT	concepts	that	programmers	use	to	think	procedurally	and	create	algorithms	include:	(i)	creating	and	following	sequences	of	instructions;	(ii)	parallel	instructions	(executing	multiple	sets	of	instructions	at	the	same	time);	(iii)	using	and	organizing	data;	(iv)	operating	on	data;	and	(v)	elements	of	control	flow	like	looping	sets	of	instructions,	conditionals	(if	this	is	true	then	do	this),	and	events	(when	this	happens	then	do	this)	(Brennan	&	Resnick,	2012;	CSTA,	2017;	Grover	&	Pea,	2013).	An	analysis	of	programmers	with	years	of	experience	in	the	Scratch	online	community	(https://scratch.mit.edu)	showed	that	they	make	use	of	a	wide	variety	of	Scratch	blocks	that	involve	all	of	the	concepts	listed	above	(Brennan	&	Resnick,	2012).	Furthermore,	Bers	and	colleagues	(2014)	demonstrated	that	children	as	young	as	four	can	engage	in	these	CT	concepts,	like	sequencing	instructions	and	control	flow,	through	tangible	programming	activities.	Thus,	even	novice	programmers	can	legitimately	participate	in	the	CT	community	by	accessing	these	core	concepts	through	CS	education.	 
Practices	Beyond	understanding	programming	concepts,	CT	is	ultimately	a	way	of	thinking	that	describes	“processes	of	construction”	(Brennan	&	Resnick,	2012,	p.	6)	used	to	solve	problems.	Solving	problems	using	procedural	thinking	from	programming	involves	actively	developing,	representing,	testing,	and	debugging	procedures	or	algorithms	(Papert,	1980).	These	procedural	thinking	practices	map	onto	similar	CT	practices.	First,	developing	procedures	or	algorithms	in	CT	involves	the	practice	of	being	incremental	and	iterative	(Brennan	&	Resnick,	2012;	CSTA,	2017;	Grover	&	Pea,	2018;	Shute,	Sun,	&	Asbell-Clarke,	2017).	For	example,	designing	an	algorithm	is	not	a	consecutive	process	but	involves	adapting	plans	and	going	through	cycles	of	brainstorming	and	creating.	Even	experienced	programmers	are	likely	to	make	errors	when	they	first	write	new	procedures,	so	revision	is	expected	and	not	an	indication	of	someone’s	lack	of	programming	ability.	Instead,	both	novice	and	expert	programmers	code	a	little	bit,	try	it	out,	and	adjust	it	or	move	forward	based	on	what	they	find	and	the	new	ideas	they	generate	(Brennan	&	Resnick,	2012).	Hence,	the	process	involves	iterating	on	solution	ideas.	 
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Another	practice	many	programmers	use	when	developing	procedures	involves	reusing	or	remixing	solutions	from	others	(Brennan	&	Resnick,	2012;	CSTA,	2017.	“Remixing”	involves	starting	with	a	procedure	someone	else	has	written	and	changing	it	in	some	way	to	achieve	a	new	goal.	New	technologies	allow	programmers	to	easily	exchange	ideas,	access	each	other’s	work,	and	engage	in	reusing	and	remixing	practices.	Stack	Overflow	(http://stackoverflow.com/)	is	just	one	example	of	a	popular	online	community	where	programmers	of	all	levels	help	each	other	solve	problems	and	share	samples	of	code.	Scratch	also	has	its	own	online	community	(https://scratch.mit.edu/)	for	programmers	to	view,	comment	on,	and	remix	each	other’s	projects.	These	communities	give	learners	access	to	the	knowledge,	skills,	and	work	of	more	experienced	members	of	the	community.	Newcomers	and	oldtimers	can	exchange	thoughts,	and	newcomers	can	develop	an	understanding	of	the	kinds	of	participation	they	are	moving	towards	as	they	see	examples	of	oldtimers’	work	and	the	kinds	of	interactions	that	are	considered	legitimate	in	the	larger	community	of	practitioners.	Hence,	these	resources	support	learning	and	progression	toward	fuller	participation	in	the	programming	and	CT	community	(Lave	&	Wenger,	1991).	 During	the	iterative	development	process,	programmers	test	and	debug	to	refine	their	solutions	(Papert,	1980).	“Debugging”	is	a	process	of	finding	and	fixing	errors	(Bers	et	al.,	2014;	Brennan	&	Resnick,	2012;	CSTA,	2017;	Grover	&	Pea,	2013;	2018;	Shute,	Sun,	Asbell-Clarke,	2017).	Debugging	starts	by	recognizing	that	something	is	not	working	as	expected,	then	involves	choosing	to	continue	working	towards	the	original	goal	or	changing	the	desired	goal.	If	the	programmer	decides	to	fix	the	problem,	they	will	develop	conjectures	about	what	caused	the	problem,	then	finally	attempt	to	solve	the	problem.	This	four-step	debugging	procedure	can	even	be	used	by	kindergarten-aged	children	(Bers	et	al.,	2014),	showing	that	this	core	practice	is	accessible	to	novice	computational	thinkers.	 Along	with	developing	solutions,	representing	procedures	or	solutions	so	they	can	be	carried	out	by	a	computational	agent	is	a	core	part	of	CT.	In	programming,	the	computational	agent	is	usually	a	mechanical	computer.	Programmers	use	several	related	skills	in	this	process.	One	skill	involves	reworking	problems	so	they	can	be	solved	by	a	computer	(ISTE	&	CSTA,	2011;	Wing,	2006).	Even	after	developing	an	idea	that	solves	a	problem,	procedures	must	be	specific,	clear,	and	written	in	a	particular	way	depending	on	the	programming	language	and	computational	agent.	In	many	cases,	efficiency	of	solutions	
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is	an	important	consideration.	The	practice	of	working	towards	efficient	solutions	involves	addressing	constraints	such	as	time	it	takes	a	solution	to	compute,	the	space	the	program	takes	to	run	and	store,	and	even	the	simplicity	of	instructions	so	they	can	be	reused	and	understood	by	others	(Barr,	Harrison,	&	Conery,	2011;	Grover	&	Pea,	2013;	Wing,	2008).	These	core	CT	practices	fundamentally	depend	on	the	computational	agent	being	used	to	carry	out	the	solution,	so	programmers	must	consider	and	use	them	in	various	ways	across	programming	contexts.	Thus,	part	of	learning	to	participate	in	the	programming	community	involves	developing	the	ability	to	adapt	practices	of	design	in	different	situations.	This	is	especially	true	as	learners	gain	expertise	and	move	beyond	a	single	programming	language	or	environment.	 Because	expert	programmers	must	adapt	to	many	different	environments,	especially	to	keep	up	with	the	changing	technologies	and	languages	used	to	create	programs,	it	is	helpful	if	their	solutions	can	transfer	across	a	variety	of	problems.	Hence,	some	researchers	now	identify	the	practice	of	generalizing	a	solution	into	a	problem	solving	process	as	an	important	part	of	CT	(Barr,	Harrison,	&	Conery,	2011;	Hu,	2011;	Shute,	Sun,	Asbell-Clarke,	2017).	Instead	of	a	specific	solution	that	only	applies	to	a	particular	computational	agent	or	programming	language,	these	general	processes	are	less	formal	and	specific	so	they	can	be	adapted	to	different	environments.	For	instance,	over	the	years,	programmers	have	developed	general	algorithms	for	sorting	lists	of	numbers.	Programmers	learn	these	algorithms	and	explain	how	they	work	using	pseudo-code,	images	and	diagrams,	or	paragraphs	of	text.	With	that	general	understanding	of	the	algorithms	for	sorting	numbers,	programmers	can	then	consider	the	environment	and	constraints	they	have,	choose	which	algorithm	is	most	appropriate,	and	code	it	in	the	specific	programming	language	they	need.	For	novices	then,	it	does	not	make	sense	to	memorize	the	procedures	for	sorting	numbers	in	many	different	languages.	Instead,	learners	should	develop	knowledge	of	general	sorting	algorithms	and	engage	in	the	practice	of	reformulating	and	specifying	those	algorithms	across	contexts.	 This	practice	of	generalizing	solutions	relates	to	the	idea	of	modularizing	code.	In	modularizing,	programmers	break	the	problem	down	into	simpler	tasks	and	group	lines	of	code	according	to	the	functions	they	perform	(CSTA,	2017).	These	groups	are	often	called	“functions”	or	“methods”	in	object-oriented	programming.	As	an	example	of	modularization	
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in	a	novice	programming	context,	the	Scratch	learning	environment	allows	learners	to	engage	in	this	practice	of	modularization	by	creating	separate	stacks	of	code	that	run	in	response	to	an	event	that	occurs	in	the	larger	program.	For	instance,	Brennan	and	Resnick	(2012)	illustrate	how	a	learner	in	the	Scratch	community	uses	modularization	to	split	her	code	into	three	stacks.	The	first	stack	controls	an	object’s	movement,	the	second	stack	control’s	its	visual	appearance,	and	the	third	stack	controls	other	events	that	occur	in	response	to	the	object,	like	resetting	a	level	in	the	game	when	the	object	collides	with	something.	In	this	example,	the	learner	also	uses	the	concept	of	parallel	procedures	as	all	three	of	her	stacks	are	set	to	start	when	they	receive	the	same	event	command.	 Modularization	is	a	type	of	abstraction	in	which	programmers	build	something	complicated	by	combining	smaller	parts	together	(Brennan	&	Resnick,	2012;	CSTA,	2017).	The	practice	of	representing	and	using	data	also	draws	on	abstraction	(Barr,	Harrison,	&	Conery,	2011;	CSTA,	2017;	Grover	&	Pea,	2013;	Hu,	2011;	NRC,	2010;	Wing,	2006;	ISTE	&	CSTA,	2011;	Shute,	Sun,	&	Asbell-Clarke,	2017).	“All	information	stored	and	processed	by	a	computing	device	is	referred	to	as	data…	As	students	use	software	to	complete	tasks	on	a	computing	device,	they	will	be	manipulating	data”	(CSTA,	2017,	p.	2).		Two	ways	programmers	commonly	work	with	different	representations	of	data	is	by	using	different	data	types	and	structures,	like	arrays	and	lists,	and	by	transforming	data	to	make	it	more	usable	(CSTA,	2017).	While	newcomers	do	not	typically	start	out	by	learning	data	structures,	children	can	work	with	data	in	the	form	of	variables.	For	instance,	in	Scratch,	learners	can	explicitly	use	variables	to	store	information	and	perform	calculations.	Variables	can	store	data	in	the	form	of	numbers	or	text.	Scratch	users	can	also	choose	to	display	the	data	in	different	ways,	using	a	simple	bar	showing	the	value	of	the	variable,	having	characters	say	the	value	of	a	variable,	or	by	changing	a	visual	or	auditory	output	in	response	to	a	data	value.	In	this	way,	novices	can	participate	in	a	legitimate	but	peripheral	form	of	the	data	use	practice	until	they	develop	fuller	understandings	of	data	in	computational	contexts.	 This	section	discussed	several	CT	practices	from	programming,	namely:	being	incremental	and	iterative,	reusing	or	remixing	solutions	from	others,	testing	and	debugging,	representing	procedures	so	they	can	be	carried	out	by	a	computational	agent,	generalizing	a	solution	into	a	problem	solving	process,	modularizing,	and	representing	
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data.	The	next	section	dives	into	the	dispositions	CT	researchers	are	beginning	to	recognize	from	studying	programming.	 
Dispositions	CT	dispositions	affect	learners’	views	of	themselves,	their	ways	of	participating,	their	attitudes	towards	technology,	and	their	perspectives	on	CT.	Productive	dispositions	help	learners	engage	and	make	progress	in	their	learning	as	they	shift	towards	fuller	participation	in	the	community.	Drawing	on	programming	and	computer	science	at	a	meeting	to	develop	an	operational	definition	of	CT,	researchers	and	educators	called	attention	to	several	relevant	dispositions.	These	dispositions	include	dealing	with	complexity,	persisting	on	difficult	problems,	dealing	with	ambiguity	and	open-ended	problems,	and	collaborating	with	others	on	a	shared	goal	(Barr,	Harrison,	&	Conery,	2011;	Barr	&	Stephenson,	2011;	ISTE	&	CSTA,	2011).	Brennan	and	Resnick	(2012)	used	examples	from	programming	in	Scratch	to	describe	two	additional	CT	dispositions:	using	computation	for	self-expression	and	questioning	the	world	about	and	with	technologies.	 First,	it	is	not	clear	exactly	what	the	differences	are	between	the	dispositions	labeled	as	dealing	with	complexity,	dealing	with	open-ended	problems,	and	persisting	on	difficult	problems.	They	all	seem	to	overlap,	and	they	are	all	mentioned	together	several	times	in	the	CSTA	K-12	Computer	Science	Standards	(CSTA,	2013).	They	all	involve	characteristics	like	patience,	adaptability,	accepting	challenges,	and	ability	to	tinker	or	try	things	out	(CSTA,	2013).	They	describe	recognized	ways	of	approaching	problems	and	characteristics	of	successful	problem	solvers	from	other	fields,	including	metacognitive	skills	and	beliefs	(Lester,	1994;	Mayer,	1998).	Therefore,	these	three	CT	dispositions	can	be	combined	to	describe	productive	characteristics	for	approaching	open-ended	and	complex	problems	in	programming	(CSTA,	2013).	More	research	is	needed	to	understand	what	these	dispositions	entail,	how	they	affect	learning	and	engagement,	and	how	to	foster	them	productively	in	educational	programming	environments.		 The	next	disposition	highlights	the	importance	of	collaboration	in	programming	and	CT.	Collaboration	occurs	in	both	K-12	classrooms,	such	as	through	pair	programming	and	group	projects,	and	in	the	workplace,	also	in	pair	programming	and	through	divisions	of	labor	(Grover	&	Pea,	2018).	In	educational	contexts,	collaboration	gives	students	access	to	
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others	in	the	community	as	a	resource	for	learning	through	asking	questions,	observing	practices,	and	developing	a	broad	overview	of	other	roles	and	ways	of	participating	in	CT	(Lave	&	Wenger,	1991).	For	young	learners,	these	connections	can	occur	when	creating	projects	both	with	others	and	for	others	(Brennan	&	Resnick,	2012).	For	instance,	collaborating	with	others	allows	novice	programmers	to	ask	questions	of	their	peers,	reuse	others’	code,	and	create	lasting	partnerships.	By	creating	projects	for	others	to	use,	learners	must	engage	in	new	skills	and	concepts	involved	in	understanding	their	audience,	defining	their	goals,	and	disseminating	their	work.	As	another	example,	the	Scratch	online	community	supports	similar	collaborations	among	participants	of	all	levels	(Brennan	&	Resnick,	2012;	Resnick	et	al.,	2009).	In	order	to	collaborate	in	these	ways,	participants	must	be	able	to	give	each	other	feedback,	make	use	of	feedback	in	their	work,	understand	different	perspectives,	and	create	both	social	and	working	relationships	with	other	members	of	the	programming	community	(CSTA,	2013;	2017).	These	dispositions	help	learners	take	on	new	roles	as	they	productively	engage	with	other	programmers	and	computational	thinkers.	 While	learning	to	program,	students	should	also	develop	a	disposition	towards	expressing	ideas	with	technology.	Rather	than	just	consuming	existing	technologies,	like	browsing	the	Internet	or	texting	friends,	programmers	can	actually	create	and	adapt	technologies	to	solve	problems	in	new	ways	(CSTA,	2017;	Grover	&	Pea,	2018).	For	programmers,	“computation	is	something	they	can	use	for	design	and	self-expression.	A	computational	thinker	sees	computation	as	a	medium”	for	creativity	and	exploration	(Brennan	&	Resnick,	2012,	p.	10).	Experienced	programmers	with	well-developed	knowledge	and	skills	can	create	many	different	types	of	projects	depending	on	their	interests,	professional	work,	and	confidence	in	their	abilities.	But	even	novices	can	express	themselves	through	programming	in	Scratch	by	creating	simple	stories	and	by	importing	their	own	content	like	music,	images,	and	voice	recordings	(Resnick	et	al.,	2009).	 Finally,	programmers	have	the	ability	to	ask	questions	about	technology	and	with	technology.	Rather	than	taking	technology	for	granted,	programmers	can	use	computation	to	make	sense	of	how	technologies	work,	their	limitations,	and	how	to	improve	them	in	response	to	real-world	situations	(Brennan	&	Resnick,	2012).	For	novices,	this	can	start	out	as	a	disposition	towards	wondering	how	things	work.	Or	it	can	develop	over	time	as	
	 22	
programmers	realize	their	abilities	to	adapt	technologies	for	their	own	and	others’	needs.	Questioning	empowers	computational	thinkers	to	modify	technologies,	consider	the	affordances	and	constraints	of	existing	tools,	and	discuss	the	impacts	of	technology	on	the	world	(CSTA,	2013;	2017).		
Learning	CT	Concepts	and	Practices	in	K-12	Computer	Science	In	this	paper,	I	am	conceptualizing	learning	as	a	change	in	participation	in	a	community	of	practice	that	occurs	through	interactions	with	the	tools,	practices,	and	participants	in	a	community.	But	that	conceptualization	is	not	how	researchers	in	CS	always	talk	about	learning.	Early	ideas	of	CT	came	from	suggestions	that	while	learning	to	program	computers,	students	also	learn	powerful	thinking	skills	applicable	to	broader	problems	(Papert,	1980;	Nickerson,	1983).	In	the	1980s,	many	researchers	interested	in	programming	education	claimed	to	also	engage	children	in	general	problem-solving	skills,	supported	by	qualitative	analyses	and	case	studies	(e.g.	Gorman,	Jr.	&	Bourne,	Jr.,	1983;	Papert,	1980;	Soloway,	1986;	Yelland,	1995).	However,	quantitative	studies	on	the	cognitive	effects	of	learning	programming	languages,	including	problem	solving,	creativity,	logical	reasoning,	and	more,	showed	mixed	results	(Gorman,	Jr.	&	Bourne,	Jr.,	1983;	Kalelioglu	&	Gülbahar,	2014;	Pea,	1983;	Pea	&	Kurland,	1984;	Pea,	Kurland,	&	Hawkins,	1985;	Swan,	1989).	Most	of	the	changes	to	students’	thinking	skills	appeared	when	the	skills	were	assessed	in	a	near	transfer	task	or	were	closely	related	to	the	specific	programming	language	students	learned	(Clements	&	Gullo,	1984;	Mayer,	Dyck,	&	Vilberg,	1986;	Midian	Kurland,	Pea,	Clement,	&	Mawby,	1986).	This	is	not	surprising	from	a	situative	perspective	in	which	knowledge	and	understanding	are	fundamentally	tied	to	the	context	and	practices	in	which	people	participate.	Furthermore,	much	of	this	work	studied	the	effects	of	learning	a	specific	programming	language,	and	results	suggest	that	general	problem	solving	and	thinking	practices	may	not	spontaneously	arise	from	learning	a	programming	language	on	its	own	(Pea,	1983).	This	finding	confirms	work	in	mathematics	education	that	specifies	that	skills	(in	this	case,	being	able	to	use	a	particular	programming	language)	and	practices	(in	this	case,	CT	practices)	are	not	the	same	thing	(Greeno,	1991).	 In	contrast,	recent	work	on	CT	favors	instruction	on	general	thinking	skills	in	the	context	of	programming	or	other	disciplines	in	order	to	develop	computational	thinkers	
	 23	
who	can	solve	problems	in	different	contexts.	In	other	words,	CT	emphasizes	the	importance	of	learning	practices	while	solving	problems	in	different	environments	rather	than	learning	a	programming	language	and	hoping	the	practices	arise.	In	this	sense,	the	act	of	programming	is	a	useful	tool	for	supporting	engagement	in	CT	(Grover	&	Pea,	2013).	Programming	affords	opportunities	for	children	to	think	about	their	own	thinking	because	they	“must	make	processes	explicit	in	order	to	teach	the	computer	how	to	perform	a	given	task”	(Cejka,	Rogers,	&	Portsmore,	2006,	p.	712).	For	example,	research	on	creating	digital	games	through	programming	demonstrated	positive	effects	on	motivation,	creativity,	problem	solving,	and	critical	thinking	(e.g.	Carolyn	Yang	&	Chang,	2013).	 The	value	of	learning	programming,	beyond	preparing	a	diverse	workforce	in	computing,	comes	from	empowering	children	to	create	their	own	solutions	and	use	CT	skills	to	solve	personally	meaningful	problems.	This	sounds	promising	in	theory,	but	what	do	students	actually	learn	by	engaging	in	CT	through	programming?	And	what	do	we	know	about	students’	identity	development	in	relation	to	CT	when	engaged	in	the	context	of	programming?	Much	of	the	work	on	CT	has	focused	on	designing	learning	environments	to	support	CT	concepts	and	practices.	This	paper	asks	how	these	designs	can	support	the	apprenticeship	of	people	into	the	CT	community	using	LPP.			Studies	of	educational	programming	environments	have	shown	that	even	young	newcomers	to	the	CT	community	can	engage	in	CT	practices.	Tangible	programming	environments,	which	use	physical	(rather	than	digital)	blocks	to	code,	have	shown	promise	for	preschool	and	kindergarten-aged	children.	These	environments	allow	learners	to	easily	create	a	functioning	project	with	little	introduction	time	(Bers,	2010;	Horn	&	Jacob,	2007;	Kelleher	&	Pausch,	2005;	Wang,	Wang,	&	Liu,	2014;	Wyeth	&	Purchase,	2002).	Programming	languages	with	simple	syntactical	structures	give	newcomers	immediate	access	to	legitimate	concepts	and	skills	(Resnick	et	al.,	2009),	creating	a	space	for	learning	through	LPP.		For	example,	5-9	year	old	children	using	T-Maze,	a	maze-building	and	puzzle-solving	programming	environment	using	physical	blocks,	were	able	to	use	the	CT	practices	of	abstraction,	automation,	and	problem	decomposition	(Wang,	Wang,	&	Liu,	2014).	Children	understood	the	relationship	between	physical	blocks	of	code	and	virtual	squares	in	the	maze	on	the	screen,	a	form	of	abstracting	information.	From	evidence	in	students’	
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talk,	researchers	concluded	that	students	realized	the	computer	automated	their	programs	in	the	virtual	space	by	executing	the	instructions	they	created	using	the	physical	blocks.	In	terms	of	concepts,	students	learned	to	create	sequential	instructions,	and	researchers	later	introduced	the	concept	of	loops	to	children.	Additionally,	there	was	some	evidence	of	problem	decomposition,	such	as	when	a	student	separated	the	maze	problem	into	two	sub-problems:	moving	forward	and	turning.	While	tangible	programming	is	promising	for	introducing	CT	to	young	children,	it	is	not	clear	how	learners	who	start	with	tangible	programming	move	towards	becoming	fuller	participants	in	the	community	over	time.	We	need	to	consider	how	to	connect	CT	skills	across	different	educational	tools	so	students	can	build	on	their	CT	learning	as	they	use	more	advanced	programming	environments,	like	professional	text-based	languages.		Studies	with	middle	school	students	using	visual	programming	tools	(digital	block-based	environments)	have	also	demonstrated	some	successful	CT	learning.	For	example,	Storytelling	Alice	is	a	mixture	of	block-based	and	text-based	programming	that	allows	learners	to	create	detailed	stories	and	games.	As	early	as	fifth	grade,	students	using	Storytelling	Alice	can	apply	the	CT	concepts	of	loops,	conditionals,	sequences	of	instructions,	variables,	and	data	types	(Kelleher	&	Pausch,	2007).	Even	within	two	hours	of	using	the	tool	in	one	study,	all	students	were	able	to	create	a	working	sequential	program,	and	some	used	loops	and	variables	(Kelleher	&	Pausch,	2007).	Other	research	on	Scratch,	a	block-based	programming	tool,	has	shown	that	learners	of	all	ages	and	experience	levels	can	engage	in	almost	all	of	the	CT	concepts	and	practices	discussed	above	(Brennan	&	Resnick,	2012).	Using	the	Scratch	online	community	(https://scratch.mit.edu/),	novices	can	develop	a	broad	picture	of	what	the	community	does	and	where	their	learning	might	take	them	as	they	participate	more	fully	through	LPP. These	different	roles	and	opportunities	to	engage	leave	open	questions	about	how	the	variations	affect	student	learning.	In	what	ways	do	learners	use	CT	in	different	roles	within	the	programming	community	(e.g.	people	who	remix	work	might	learn	different	concepts	and	skills	than	those	who	always	make	their	own	projects)?	One	study	looked	at	amount	of	participation	in	the	Scratch	online	community	and	found	no	correlation	between	level	of	involvement	(including	a	mixture	of	downloading	projects,	commenting,	remixing,	and	friending	other	users)	and	types	of	CT	concepts	used	in	the	users’	projects	(Fields,	Giang,	&	
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Kafai,	2014).	Not	much,	if	any,	work	has	been	done	on	a	closer	level	to	understand	the	relationship	between	different	ways	of	participating	in	the	community	and	students’	CT	learning.		Remixing	also	plays	a	role	in	learning.	Through	remixing	others’	projects,	newcomers	are	exposed	to	different	ways	of	solving	problems	and	can	see	strategies	used	by	old-timers	in	the	community.	Learners	can	also	practice	their	own	skills	in	a	low-stakes	environment	by	starting	with	projects	that	already	work	and	building	off	them	to	add	new	code.	In	Scratch,	the	remixed	projects	are	automatically	saved	in	a	new	file,	so	any	changes	do	not	affect	the	original	creator’s	work,	which	lowers	the	pressure	for	newcomers	to	produce	accurate	and	efficient	work.	Not	surprisingly,	the	more	learners	remix	others’	code	in	Scratch,	the	more	CT	concepts	they	use	in	their	own	projects	(Dasgupta	et	al.,	2016).		At	the	same	time,	a	study	of	over	5,000	users	in	the	Scratch	online	community	found	that	length	of	membership	in	the	programming	community	does	not	always	predict	the	amount	of	programming	concepts	used	(Fields,	Giang,	&	Kafai,	2014).	In	other	words,	some	people	with	less	than	one	year	of	experience	with	Scratch	used	just	as	many	CT	concepts,	like	loops,	conditionals,	variables,	and	Booleans,	as	old-timers	with	years	of	experience	in	Scratch.	However,	most	girls	in	the	study	remained	at	the	beginner	level	in	Scratch,	only	using	simple	loops	in	their	projects,	while	more	boys	created	projects	using	several	different	CT	concepts.		To	summarize,	work	on	learning	CT	in	programming	contexts	demonstrates	that	children	as	young	as	five	can	learn	CT	concepts,	and	visual	programming	tools	work	well	to	introduce	CT	concepts	to	newcomers	in	middle	school	grades	and	above.	Visual	tools	allow	newcomers	to	quickly	participate	in	legitimate	ways	by	creating	new	projects	without	memorizing	complicated	syntax.	Online	communities,	like	Scratch,	support	a	variety	of	types	of	participation.	Within	those	communities,	learners	can	participate	on	the	periphery	by	remixing	existing	projects,	or	they	can	engage	in	other	legitimate	types	of	participation	by	commenting,	sharing,	and	“friending”	other	users.	Regardless	of	the	level	of	participation,	learners	in	Scratch	use	many	CT	concepts.	In	fact,	Scratch	has	been	shown	to	support	a	variety	of	learners	to	participate	in	CT	concepts,	practices,	and	dispositions.		The	studies	reviewed	above,	focusing	on	learning	CT	through	CS,	include	a	mixture	of	in-school	and	out-of-school	contexts.	However,	the	in-school	studies	do	not	explain	how	
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the	activities	were	integrated	into	the	classroom	system.	To	implement	CT	instruction	in	ways	that	encourage	diversity	and	meaningful	learning,	we	need	a	better	understanding	of	the	role	of	the	teacher,	the	integration	of	CT	activities	into	the	discipline	of	the	overall	course,	and	classroom	norms.	Additionally,	most	of	this	work	on	CT	learning	has	focused	on	CT	concepts	rather	than	practices	or	dispositions.	The	next	section	discusses	some	connections	to	CT	dispositions	and	identity	development,	but	more	research	needs	to	explore	how	learners	participate	in	CT	practices	and	how	their	participation	changes	over	time	as	they	become	fuller	members	of	the	community	(or,	in	many	cases,	choose	to	distance	themselves	from	the	CS	community).		From	research	on	learning	CT	through	programming,	we	see	that	there	are	different	ways	learners	can	legitimately	engage	in	CT	practices	and	use	CT	concepts.	There	are	many	roles	for	computational	thinkers	within	the	programming	community,	including	creating	algorithms,	debugging	projects,	and	managing	others’	work.	These	variations	in	roles	and	ways	of	participating	in	the	CT	community	invite	questions	about	identity	development.	For	instance,	how	do	different	types	of	programming	projects	affect	students’	identity	development	in	relation	to	CT,	especially	in	relation	to	students’	prior	interests	and	experiences?	Some	scholars	have	used	storytelling	to	capture	girls’	interests	in	programming	(e.g.	Kelleher,	2009;	Pinkard,	Erete,	Martin,	&	McKiney	de	Royston,	2017),	but	it	is	not	clear	whether	and	how	those	initial	learning	experiences	lead	to	long-term	identity	development	and	productive	relationships	with	computing.	Additionally,	it	is	not	clear	how	participating	in	different	roles	while	learning	CT	through	programming	supports	identity	and	persistence	in	the	field.	Can	we	change	students’	views	of	what	computational	thinkers	do	and	broaden	participation	in	computing	by	exposing	students	to	the	variety	of	meaningful	and	legitimate	ways	to	participate?	This	is	an	open	question	in	the	field.	Maybe	someone	who	dislikes	creating	procedures	but	enjoys	testing	and	looking	for	errors	in	others’	work	will	be	surprised	to	learn	that	finding	errors	still	involves	CT	skills,	and	then	learn	to	recognize	themselves	as	a	computational	thinker.		
CT	Identity	Development	and	Dispositions	in	K-12	Computer	Science	I	conceptualize	identity	in	this	paper	as	the	development	of	dispositions	or	regularities	in	the	ways	people	participate	in	practices	and	their	views	of	those	practices	
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and	themselves	in	relation	to	a	community.	To	date,	little	research	has	focused	on	identity	towards	CT	as	it	is	conceptualized	here,	but	some	studies	have	explored	students’	interests	and	motivations	in	CT	learning	environments.	I	draw	on	the	literature	on	interest	and	motivation	here	because	it	influences	people’s	views	of	the	discipline	and	their	views	of	themselves,	both	part	of	the	framework	of	identity	from	LPP.	Specifically,	interest	and	motivation	have	been	shown	to	lead	to	meaningful	engagement	and	increased	persistence,	which	are	related	to	feelings	of	competence,	productive	disciplinary	relationships,	and	productive	sense	of	self	in	relation	to	the	discipline	(Kaplan	&	Flum,	2009;	McCaslin,	2009;	Potvin	&	Hasni,	2014;	Renninger,	2009;	Waterman,	2004;	Wigfield	&	Wagner,	2005).	Having	a	reason	for	learning	CT	and	a	social	context	for	using	it	are	important	for	motivating	students	and	addressing	sociological	barriers	to	learning	(Kelleher	&	Pausch,	2005).	By	seeing	CT	as	a	tool	for	accomplishing	their	own	goals,	students	have	agency	over	what	they	create	and	how	they	engage	with	computers	in	and	beyond	the	classroom.	The	goal	is	to	create	positive	experiences	and	to	support	students	to	feel	a	sense	of	belonging	in	the	community	by	exploring	factors	related	to	identity	and	dispositions.	 Several	design	characteristics	of	CS	learning	environments	have	been	shown	to	support	the	development	of	productive	elements	of	identity,	including	communities,	mentors	and	role	models,	collaborative	work,	and	programming	contexts	like	stories	or	games.	First,	as	an	example	of	community,	the	Scratch	online	community	is	a	place	where	people	can	engage	in	CT	in	many	different	ways.	It	is	a	community	of	learners	and	practitioners	of	all	different	levels	of	experience,	making	it	an	important	resource	for	learning	and	identity	development	through	LPP.	When	users	create	projects,	post	online,	comment	on	others’	work,	or	remix	existing	projects,	they’re	engaging	in	a	form	of	apprenticeship	learning	by	participating	in	the	community	and	interacting	with	other,	more	experienced	practitioners.	Members	of	the	Scratch	community	can	take	on	different	roles	and	participate	in	different	ways,	depending	on	what	they	are	interested	in	and	where	their	prior	experiences	take	them.	These	choices	for	participation	give	students	some	agency	over	their	own	engagement	and	allow	students	to	define	their	roles	while	still	acting	as	legitimate	members	of	the	community.	However,	more	research	is	needed	to	understand	how	these	different	roles	affect	what	students	learn.	Someone	who	spends	more	time	commenting	on	and	critiquing	projects	would	most	likely	develop	different	skills	
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and	understandings	from	someone	who	creates	projects	but	doesn’t	engage	in	commenting.	It	seems	likely	that	K-12	educators	would	want	students	to	explore	all	the	roles	to	support	the	development	of	different	concepts	and	practices,	but	it	is	also	important	that	educators	value	students’	interests	and	preferences	for	participation	so	students	can	participate	in	legitimate	roles	in	the	learning	community.		Highlighting	the	social	nature	of	computing	in	environments	like	Scratch,	with	its	online	community,	can	create	positive,	gender-inclusive	educational	experiences	for	newcomers	(Mark,	1992;	Resnick	et	al.,	2009).	Even	interactions	with	fictional	characters	can	support	positive	disciplinary	relationships.	For	instance,	in	Digital	Youth	Divas,	researchers	designed	characters	to	imitate	actual	middle	school	girls	with	a	variety	of	interests,	body	types,	and	stories	(Pinkard,	Erete,	Martin,	&	McKiney	de	Royston,	2017).	The	relatable	characters	and	situations	offer	ideational	resources	to	support	girls’	identification	with	CT.	Researchers	found	the	narratives	motivated	girls	to	work	on	projects,	while	the	characters	provided	a	community	of	relatable	(but	fictional)	girls	interested	in	STEM,	igniting	and	confirming	students’	own	interests	in	STEM	fields	(Pinkard	et	al.,	2017).	The	study	did	not	report	on	participants’	use	of	CT	concepts	and	practices.	But	the	results	did	point	to	several	factors	related	to	identity	and	dispositions,	including	girls’	increased	interests	in	working	on	the	projects,	opportunities	to	exercise	agency	in	design	challenges,	and	changes	in	views	of	themselves	in	relation	to	STEM.		Teaching	CT	through	programming	stories,	dances,	and	games	are	other	popular	ways	to	connect	to	students’	interests	and	create	gender-inclusive	learning	environments.	One	study	using	the	language	Alice	to	program	characters	to	perform	a	dance	showed	increased	motivation	for	some	girls	in	the	class,	but	it’s	not	clear	what	they	learned	about	programming	or	CT	(Daily	et	al.,	2014).	Other	research	has	shown	that	storytelling	is	a	particularly	interesting	context	for	girls	learning	to	program	and	can	increase	the	time	they	spend	persisting	on	a	programming	project	(Kelleher,	2009;	Kelleher	&	Pausch,	2007).	Programming	stories	also	allows	learners	to	develop	productive	CT	dispositions.	Students	can	express	themselves	through	their	stories,	developing	a	disposition	towards	using	computational	tools	for	expression.	Students	can	also	use	computational	tools	to	connect	with	others,	by	sharing	their	stories	with	friends,	family,	and	their	classroom	peers,	to	develop	productive	dispositions	for	collaboration. 
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Along	with	opportunities	to	share	projects,	the	Digital	Youth	Divas	program	structures	in-person	mentorship	and	conversations	with	peers	into	the	curriculum	(Pinkard	et	al.,	2017).	Students	talk	informally	while	working	on	their	projects,	but	they	also	participate	in	structured	check-ins	with	mentors	at	the	beginning	of	each	lesson.	Mentors	share	cultural	connections	with	students	and	encourage	engagement,	goal	setting,	and	communication.	Digital	materials	built	into	the	narrative	environment	mediate	discussions	and	relationship	building.	Conversations	with	mentors	and	fictional	characters	in	the	online	narrative	encourage	students	to	reflect	on	their	STEM	experiences	and	racial	and	social	issues	related	to	STEM.	Researchers	point	to	a	potential	link	between	these	on-	and	offline	conversations	with	a	sense	of	connection	and	positive	engagement	within	a	classroom	STEM	learning	community	(Pinkard	et	al.,	2017).	Future	research	should	explore	the	role	of	this	personal	mentorship	in	CT	for	K-12	students.	How	can	teachers	incorporate	mentors	into	their	classrooms?	It	might	be	difficult	for	some	teachers,	particularly	those	in	rural	communities,	to	have	access	to	mentors	and	role	models	with	professional	experience	in	CT.	In	those	instances,	mentors’	close	social	and	cultural	connections	with	students	would	be	particularly	important.	Virtual	mentorships	or	even	pen	pals	might	be	a	way	of	supporting	students	who	don’t	have	access	to	in-person	role	models.	How	long	do	mentorship	experiences	need	to	last,	and	how	can	they	be	implemented	in	ways	that	truly	affect	students’	views	of	themselves	and	interests	in	persisting	in	CT? Besides	mentorship,	pair	programming	is	another	common	in-person	collaborative	programming	task,	building	the	CT	disposition	for	collaboration	and	communication.	Pair	programming	involves	two	people	working	at	a	computer	at	the	same	time.	One	person	acts	as	the	“driver”	by	typing	at	the	computer	while	the	other	acts	as	the	“navigator”	by	observing	and	critiquing	the	driver.	Both	participants	collaborate	on	solving	problems	and	often	switch	roles	(Williams	et	al.,	2002).	While	making	programming	a	more	collaborative	experience,	pair	programming	also	gives	authority	to	students	as	they	solve	their	own	problems.	This	type	of	interaction	allows	students	to	learn	from	differences	in	each	other’s	knowledge	and	experiences.	Rather	than	asking	an	expert	for	the	answer,	students	can	work	with	their	peers	to	solve	a	problem	or	search	for	answers	from	other	sources,	like	online	forums.	Both	are	valuable	skills	in	professional	computational	work,	so	it	legitimizes	students’	roles	as	computational	problem	solvers.	Pair	programming	in	classroom	settings	
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apprentices	students	into	the	act	of	pair	programming	that	also	occurs	in	professional	settings.	By	working	together	to	develop	solutions,	students	can	see	themselves	as	capable	of	participating	in	the	CT	community.	This	is	in	contrast	with	expecting	an	answer	from	an	expert	TA,	which	positions	students	as	less	competent	and	less	qualified	to	participate	legitimately	in	the	community	of	practitioners.	Most	pair	programming	research	focuses	on	college-level	courses,	but	how	successful	is	it	for	middle	or	high	school	students?	Intentionally	pairing	students	with	different	kinds	of	knowledge	or	experiences	in	programming	might	help	them	collaborate	and	learn	from	each	other,	but	what	happens	in	an	introductory	course	when	students	have	no	prior	computing	experience?	What	is	the	role	of	the	instructor	in	supporting	productive	collaborations,	and	what	should	the	instructor	do	when	students	struggle?	These	are	all	important	questions	to	think	about	if	pair	programming	is	going	to	support	a	variety	of	learners	in	K-12	settings.		Non-stereotypical	approaches	to	programming	instruction,	like	the	storytelling	and	dance	examples	here,	can	potentially	reduce	gender	disparities	in	computational	subjects	by	sparking	girls’	interests.	The	Digital	Youth	Divas	program	also	demonstrated	the	value	of	role	models,	whether	real	or	fictional,	for	interest	and	personal	identity	construction	(Pinkard	et	al.,	2017).	Additionally,	a	recent	study	found	that	even	reducing	stereotypical	objects	in	computing	classrooms	(e.g.	replacing	Star	Wars	posters,	electronic	parts,	and	tech	magazines	with	art,	plants,	and	general	magazines)	can	increase	girls’	sense	of	belonging	and	interest	in	a	high	school	computing	course	without	lowering	boys’	existing	interests	(Master,	Cheryan,	&	Meltzoff,	2016).	Non-stereotypical	learning	environments,	activities,	and	role	models	–	all	designed	to	minimize	and	challenge	stereotypes	-	affect	students’	sense	of	belonging	in	CT	contexts	(Cheryan,	Master,	&	Meltzoff,	2015).	 Much	of	this	work	focuses	on	motivation	and	interest,	particularly	for	girls,	but	it	is	not	clear	how	these	different	approaches	affect	long-term	identity	development	and	persistence	in	CT.	There	is	also	a	lack	of	research	on	marginalized	racial	groups	in	computing.	Future	work	should	consider	the	intersection	of	race,	gender,	and	other	institutional	factors	that	influence	students’	experiences	and	identities	both	inside	and	outside	the	classroom.	To	truly	break	away	from	stereotypical	views	of	computational	thinkers,	researchers	need	to	look	even	beyond	programming	to	see	how	learners	can	engage	in	CT	in	other	contexts.		
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Computational	Thinking	in	Engineering	According	to	the	Royal	Academy	of	Engineering,	engineering	covers	many	different	industries,	from	buildings	to	food	to	medicine,	and	it	involves	making	things	work	and	designing	solutions	to	meet	the	needs	of	society	(Brophy,	Klein,	Portsmore,	&	Rogers,	2008;	Royal	Academy	of	Engineering,	2017).	Some	researchers	see	CT	as	a	way	of	thinking	that	creates	a	bridge	between	computer	science	and	engineering	(NRC,	2010).	CT	“inherently	draws	on	engineering,	given	that	[computer	scientists]	build	systems	that	interact	with	the	real	world”	(Wing,	2006,	p.	35).	Computational	thinking	and	engineering	both	involve	solving	problems	and	making	things	(Wing,	2008),	but	engineering	is	inherently	constrained	by	the	physical	world	in	ways	that	CT	is	not	(Shute,	Sun,	Asbell-Clarke,	2017;	Wing,	2010).	Engineering	design	thinking	“focuses	on	product	specification	and	the	requirements	imposed	by	both	the	human	and	the	environment—i.e.,	practical	problems.	CT	is	not	always	limited	by	physical	constraints,	enabling	people	to	solve	theoretical	as	well	as	practical	problems”	(Shute,	Sun,	Asbell-Clarke,	2017,	p.	8).	This	distinction	is	meant	to	highlight	the	idea	that	people	can	think	computationally	about	problems	in	imaginative	ways	without	being	tied	to	rules	of	the	physical	world,	while	engineers	ultimately	aim	to	implement	their	ideas	in	the	physical	world	so	their	work	cannot	be	separated	from	those	constraints.	However,	when	people	use	CT	to	create	procedures	for	a	computational	agent	to	carry	out,	whether	that	agent	is	a	mechanical	computer	or	the	human	brain,	they	must	consider	the	capabilities	of	the	agent.	As	an	example	of	someone	considering	the	limitations	and	capabilities	of	a	computational	agent,	a	programmer	using	Scratch	could	not	make	a	word	processing	software	or	a	website,	but	they	could	make	a	story	or	game.	If	an	important	part	of	CT	is	considering	and	testing	solutions	with	a	computational	agent,	then	it	does	overlap	with	engineering	in	its	consideration	of	the	physical	and	digital	world.	 	 Educators	and	policymakers	are	starting	to	recognize	these	connections	between	designing	in	CT	and	engineering.	The	NGSS	now	include	a	CT	progression	within	their	K-12	engineering	standards	(NGSS,	2013).	Additionally,	research	already	shows	that	engaging	students	in	design	is	useful	for	learning.	Design-based	activities	can	help	learners	develop	deep	conceptual	understandings	and	inquiry	skills	(Crismond,	2001;	Kimmel	et	al.,	2006;	Kolodner	et	al.,	2003;	Roth,	1995;	Sadler,	Barab,	&	Scott,	2007).	To	better	understand	the	
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role	of	CT	in	design,	the	next	section	draws	on	LPP	to	explore	how	engineers	use	CT	concepts,	practices,	and	dispositions	in	their	work.	The	discussion	also	mentions	some	ways	in	which	learners	can	access	those	skills	through	engineering	education.	 
Concepts	In	specifying	the	concepts	from	CT,	researchers	looked	to	programming	instead	of	the	broad	field	of	computer	science	with	its	many	different	domains	of	knowledge.	Similarly,	it	is	difficult	to	list	the	specific	concepts	involved	in	engineering	because	it	encompasses	many	different	sub-fields	with	their	own	core	concepts.	Engineers	use	concepts	from	across	STEM	disciplines,	with	programming	included	as	one	of	the	areas	some	engineers	may	draw	on	(Brophy,	Klein,	Portsmore,	&	Rogers,	2008;	Royal	Academy	of	Engineering,	2017).	In	particular,	software	engineering	involves	computer	programming	in	the	development	and	maintenance	of	computer	software.	Thus,	software	engineers	use	the	CT	concepts	from	programming	described	above,	but	being	an	expert	engineer	may	involve	knowing	many	other	STEM	concepts	outside	the	scope	of	CT.		However,	engineers	do	use	CT	concepts	related	to	data	collection,	organization,	and	representation.	When	testing	different	designs,	engineers	collect	data	to	determine	the	best	option	that	meets	the	constraints	of	the	problem	(NRC,	2012).	Both	engineers	and	computer	scientists	use	technology	to	collect	and	interpret	data.	They	must	understand	how	to	collect	the	data,	how	to	use	the	appropriate	tools,	how	to	appropriately	organize	the	data,	and	how	to	interpret	the	results.		Since	this	paper	focuses	on	how	people	use	CT	in	different	disciplines,	it	is	outside	the	scope	of	this	work	to	spend	time	describing	all	the	other	concepts	used	by	engineers.	Instead,	the	rest	of	this	section	looks	at	broader	processes	of	design	and	problem	solving	used	across	engineering	fields	to	generate	an	overview	of	CT	practices	and	dispositions	in	the	context	of	general	engineering	skills,	particularly	those	specified	in	learning	standards	and	curricula.		
Practices	Central	to	the	work	of	engineers	is	the	Engineering	Design	Process	(Haik,	Sivaloganathan,	&	Shahin,	2015).	This	is	the	iterative	process	engineers	use	to	design	
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artifacts	based	on	specific	needs	or	goals	(NASA’s	Best,	2016).	It	is	a	cyclical	process	that	includes	identifying	a	problem	or	asking	a	question,	imagining	a	solution,	designing	a	prototype,	testing	the	designs,	and	improving	the	solution	(EiE,	2017a;	NASA’s	Best,	2016;	NGSS,	2013).	One	CT	practice	from	programming	involves	generalizing	solutions	into	a	problem	solving	process	that	can	be	applied	to	a	variety	of	problems	(Barr,	Harrison,	&	Conery,	2011;	Hu,	2011),	which	is	what	the	Engineering	Design	Process	already	is.	It	is	a	way	of	solving	problems	that	engineers	can	draw	on	in	any	situation.	Ultimately,	CT	is	also	about	designing	solutions	to	problems,	and	each	of	these	elements	of	the	Engineering	Design	Process	overlap	with	other	CT	practices	used	in	creating	computer	programs.	 First,	engineers	start	by	identifying	a	problem	or	question	they	want	to	address.	In	both	professional	and	educational	environments,	the	problem	may	be	defined	by	the	engineer	or	may	be	assigned	by	another	person,	like	a	manager,	funder,	or	teacher.	In	any	case,	the	engineer	must	work	to	understand	the	constraints	of	the	situation	and	learn	about	how	others	have	approached	similar	problems	(EiE,	2017a).	There	may	be	limitations	in	the	materials	that	can	be	used,	the	number	of	prototypes	that	can	be	tested,	and	the	timeframe	for	completing	the	project.	The	goal	in	this	phase	is	to	ask	questions	of	a	client	and	about	prior	approaches	to	similar	problems	to	understand	the	problem	in	as	much	detail	as	possible	(NASA’s	Best,	2016).	The	same	can	be	true	about	solving	programming	problems	using	CT,	although	there	are	usually	fewer	physical	constraints	to	consider	(Shute,	Sun,	Asbell-Clarke,	2017).	Both	novice	and	expert	programmers	must	identify	a	problem	and	define	their	goals	at	the	beginning	of	the	computational	problem-solving	process.	In	programming,	some	of	this	work	may	involve	reworking	the	problem	into	one	that	can	be	solved	by	a	computer	(ISTE	&	CSTA,	2011;	Wing,	2006),	while	in	engineering,	it	may	involve	reworking	the	problem	into	one	that	can	be	solved	with	the	available	materials	and	within	current	technological	capabilities.	 The	second	and	third	parts	of	the	design	process	involve	imagining	a	solution	and	implementing	the	solution	by	creating	a	model	or	prototype.	These	are	the	processes	of	building	something	in	engineering	or	writing	a	procedure	in	programming.	While	creating	designs,	both	programmers	and	engineers	have	to	consider	the	efficiency	of	their	solutions,	a	practice	many	label	as	part	of	CT	(Barr,	Harrison,	&	Conery,	2011;	Grover	&	Pea,	2013;	Wing,	2008).	Engineers	have	to	consider	limitations	on	materials,	cost,	and	time	to	both	
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build	and	work	efficiently.	Another	CT	practice	both	engineers	and	programmers	use	in	design	is	reusing	others’	work	(Brennan	&	Resnick,	2012).	To	develop	ideas,	engineers	can	draw	on	previous	attempts	to	solve	the	same	problem	or	existing	solutions	from	related	problems.	To	engage	in	this	practice,	engineering	students	can	give	feedback	and	suggest	ideas	to	their	peers,	and	they	can	investigate	related	designs	created	by	more	experienced	engineers.	For	instance,	in	a	bridge-design	task,	students	do	not	have	to	start	from	scratch	but	can	look	to	real-world	bridges	for	ideas	about	materials,	functionality,	and	strength.	 The	final	two	elements	of	the	Engineering	Design	Process	are	testing	and	refining	designs.	Engineers	may	rely	on	models	or	simulations	when	testing	designs.	Both	types	of	abstractions	are	also	considered	part	of	CT	(Grover	&	Pea,	2013;	Hu,	2011;	NRC,	2010;	Wing,	2006;	ISTE	&	CSTA,	2011).	Additionally,	engineers	may	work	with	data	representations	to	organize	the	outcomes	of	their	trials,	another	practice	in	CT	(Barr,	Harrison,	&	Conery,	2011;	Grover	&	Pea,	2013;	Hu,	2011;	NRC,	2010).	But	the	central	component	of	testing	and	refining	in	engineering,	like	in	CT,	is	the	debugging	process	(Bers	et	al.,	2014;	Brennan	&	Resnick,	2012;	Grover	&	Pea,	2013).	Engineers	debug	their	prototypes	by	finding	and	fixing	errors	and	preparing	them	for	further	testing.	This	practice	drives	the	iterative	nature	of	the	design	process.	Debugging	also	offers	opportunities	for	productive	struggle	and	failure,	which	have	shown	to	help	students	develop	metacognitive	skills	and	perform	better	on	other	open-ended	problem	solving	tasks	(Bullmaster-day,	2015;	Hung,	Chen,	&	Lim,	2009;	Kapur,	2008).	Specifically,	“the	steps	of	testing	and	improving,	which	require	debugging,	are	particularly	important	in	establishing	a	learning	environment	where	failure	--	rather	than	immediate	success	--	is	expected	and	seen	as	necessary	for	learning.	With	the	Engineering	Design	Process,	children	are	not	expected	to	‘get	it	right’	the	first	time”	(Bers	et	al.,	2014,	p.	149).	Debugging	allows	students	to	get	things	wrong	but	still	legitimately	participate	in	CT	and	engineering.	In	fact,	testing	solutions	gives	students	a	space	to	tinker	by	building	things	on	the	fringes	of	professional	engineering	while	also	apprenticing	into	a	core	practice	of	the	engineering	and	CT	communities.	In	other	words,	the	processes	of	testing	and	refining	allow	learners	to	participate	both	legitimately	and	peripherally	in	CT	and	engineering	disciplines	(Lave	&	Wenger,	1991).	 
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Engineers	engage	in	the	practice	of	reusing	and	remixing	others’	work	when	troubleshooting	or	reverse	engineering	existing	designs.	“Troubleshooting	and	reverse	engineering	require	investigating	someone	else’s	designs	to	either	repair	it,	replicate	it,	or	refine	it”	(Brophy	et	al.,	2008,	p.	375).	Engineering	students	engaging	in	this	process	should	evaluate	the	quality	of	an	existing	product	by	analyzing	the	original	designer’s	intentions	and	constraints.	 To	expose	learners	to	the	practices	of	the	Engineering	Design	Process,	curricula	are	usually	created	to	move	students	systematically	through	all	phases	of	the	process	(EiE,	2017a).	However,	professional	engineers	may	work	within	a	couple	of	the	phases,	and	then	pass	their	work	onto	other	engineers	to	continue	the	process.	Thus,	the	work	becomes	more	specialized	as	engineers	take	on	different	roles	within	the	community.	The	phases	themselves	are	flexible	and	can	be	completed	in	different	orders	and	in	multiple	ways.	When	considering	connections	between	engineering	and	CT,	engineers	in	different	roles	will	use	different	CT	practices	in	their	work	depending	on	how	they	use	the	Engineering	Design	Process.	In	other	words,	it	makes	sense	that	engineering	students	may	use	some	CT	practices	but	not	others.	Educators	want	to	expose	novices	to	all	the	core	practices	used	by	the	engineering	community,	but	they	should	also	consider	the	different	ways	of	legitimately	acting	as	an	engineer.	Students	can	still	be	competent	computational	thinkers	even	if	they	do	not	make	use	of	all	the	CT	practices	in	their	work.	If	a	student	does	not	like	the	debugging	or	testing	process,	they	should	not	be	discouraged	from	being	an	engineer	or	computational	thinker.	Instead,	educators	should	demonstrate	that	there	are	other	ways	of	legitimately	participating.	Students	could	specialize	in	defining	problems	or	creating	solutions	and	still	have	important	roles	as	computational	thinkers	in	the	engineering	(or	programming)	communities.	 Even	young	children	can	engage	in	planning,	making,	and	evaluating	their	solutions	in	design-based	engineering	activities	(Fleer,	1999;	2000).	In	Fleer’s	study,	preschool	children	were	given	an	open-ended	task	to	design	a	home	for	a	mythical	creature	the	teacher	imagined	living	in	her	garden.	Young	children	often	begin	these	activities	with	an	unspecified	design	goal	that	emerges	as	they	build	things	(Brophy	et	al.,	2008;	Johnsey,	1995).	By	second	grade	however,	students	who	have	been	engaging	in	design	processes	for	several	years	are	able	to	plan	their	designs	by	considering	materials	and	constraints	of	the	
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task	(Roden,	1999).	This	work	demonstrates	that	it	is	reasonable	for	novices	to	engage	in	making	and	testing	practices	first,	since	“the	natural	cycle	of	iterative	design	places	students	in	a	continuous	cycle	of	test	and	evaluation”	(Brophy	et	al.,	2008,	p.	373).	After	gaining	some	experience	with	the	design	cycle,	then	learners	can	practice	planning	their	designs	and	specifying	their	goals	ahead	of	time.	Content	knowledge	also	seems	to	affect	the	number	of	iterations	of	the	design	cycle.	Experts	have	more	prior	knowledge	and	experiences	to	draw	on	when	planning	their	designs,	so	they	are	more	likely	than	novices	to	come	up	with	an	accurate	plan	the	first	time	(Roth,	1996;	Wineburg,	1991).	However,	like	with	debugging	programs,	even	experts	are	expected	to	find	errors	and	make	changes	through	cycles	of	design.				
Dispositions	
 One	of	the	dispositions	Brennan	and	Resnick	(2012)	identified	as	important	to	learning	CT	in	programming	is	the	ability	to	deal	with	open-ended	problems.	Similarly,	designing	solutions	to	open-ended	problems	is	central	to	the	work	of	engineering.	“Design	and	troubleshooting	represent	the	types	of	ill-structured,	or	open-ended,	problems	on	which	engineers	enjoy	spending	intellectual	energy”	(Brophy	et	al.,	2008,	p.	371).	Engineers	serving	different	roles	in	the	design	cycle	have	to	respond	to	open-ended	problems	in	different	ways.	Some	may	focus	on	planning	and	brainstorming	solutions,	while	others	may	focus	on	testing	and	debugging	solutions.	Like	computer	scientists,	engineers	must	welcome	open-ended	problems	as	a	challenge	and	persist	in	solving	them.	But	this	raises	a	question	about	transferability.	If	students	develop	the	disposition	to	persist	on	engineering	problems,	will	they	also	persist	on	open-ended	problems	in	CS	and	other	disciplines?	The	disposition	may	start	out	as	context-specific,	but	as	it	becomes	part	of	learners’	identities	over	time,	they	may	be	able	to	use	similar	approaches	to	problems	in	different	contexts.	Longitudinal	studies	are	needed	to	investigate	the	construction	of	dispositions	over	years	of	learning	and	identity	development.			 Questioning	is	another	CT	disposition	from	programming	that	overlaps	with	the	core	of	engineering.	The	goal	of	engineering	is	to	address	social	needs	and	solve	problems	through	design.	Rather	than	taking	existing	tools	and	technologies	as	given,	engineers	ask	how	they	can	improve	and	re-conceptualize	those	tools	to	solve	new	problems	and	
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improve	solutions	to	old	problems	(NGSS,	2013).	They	also	use	technologies	as	part	of	the	design	process,	to	model	situations	and	test	solutions.	Thus,	engineers	ask	questions	both	about	and	with	technologies.	More	research	is	needed	to	understand	whether	and	how	students	learning	CS	and	engineering	develop	these	questioning	mindsets.	Is	it	a	disposition	that	all	students	develop	when	they	see	they	can	create	new	things	with	technology,	or	are	some	students	more	apt	to	look	at	technology	in	this	way	than	others	are?	It	seems	like	the	latter	is	more	likely,	since	the	disposition	aligns	with	masculine	forms	of	competence	and	stereotypes	of	makers	that	enjoy	taking	things	apart	to	see	how	they	work.	However,	this	broader	view	of	questioning	in	CT	involves	asking	not	only	how	technologies	work	but	also	what	new	technologies	we	can	create.			 Stereotypes	in	both	engineering	and	CS	include	visions	of	lonely	individuals	working	on	their	own	to	solve	problems.	Earlier	I	described	how	the	ability	and	willingness	to	collaborate	with	others	is	actually	an	important	mindset	of	computational	thinkers	in	CS,	and	the	same	can	be	said	in	engineering.	Learning	to	collaborate	with	others	is	built	into	K-12	engineering	education	standards	and	curricula	(EiE,	2017b;	NRC,	2012;	NGSS,	2013).	Collaboration	and	communication	with	others	are	also	considered	engineering	“habits	of	mind”	or	attitudes	associated	with	engineering	(NAE	&	NRC,	2009).	Multiple	engineers	often	work	on	the	same	problem	by	designing	and	testing	different	ideas,	then	collaborating	to	choose	the	most	promising	solution	(NRC,	2012).	Engineers	must	learn	to	evaluate	and	compare	each	other’s	ideas	and	formulate	arguments	based	on	data	and	testing.	They	also	need	to	communicate	their	ideas	clearly	so	their	solutions	can	be	understood	by	outside	clients	as	well	as	engineers	serving	other	roles	in	the	design	process	(NRC,	2012).			
Learning	CT	Practices	in	K-12	Engineering	Learning	engineering	in	K-12	and	its	integration	with	other	STEM	disciplines	is	understudied	(Moore	et	al.,	2014;	Rogers,	Wendell,	&	Foster,	2010),	including	the	idea	of	learning	CT	through	engineering.	K-12	engineering	education	is	still	quite	new	and	not	widely	implemented	in	the	U.S.	(NAE	&	NRC,	2009).	In	the	curricula	that	have	been	developed	for	K-12	engineering,	the	content	centers	on	design	(NAE	&	NRC,	2009).	Likewise,	the	previous	section	outlining	the	connections	between	CT	and	engineering	
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demonstrates	that	most	of	the	overlaps	occur	in	the	engineering	design	process.	So	what	do	we	know	about	learning	the	engineering	design	process	in	K-12?	We	know	very	little	about	it,	actually.	Research	in	engineering	education	tends	to	focus	on	the	presentation	of	educational	tools	or	curricula,	or	on	identity	development.	Very	few	engineering	education	studies	have	focused	on	students’	understandings	of	concepts	and	practices.	Researchers	suggest	that	engineering	learning	occurs	best	when	students	have	extended	time	to	design	and	iterate	on	projects	(Rogers,	Wendell,	&	Foster,	2010)	and	when	tools	(e.g.	software,	computational	tools)	are	meaningfully	integrated	into	problem-solving	activities	(NAE	&	NRC,	2009).	However,	there	is	little	empirical	evidence	to	back	those	claims.		The	idea	of	learning	CT	through	engineering	is	a	gap	in	the	literature	and	an	important	space	for	future	exploration.	The	small	amount	of	research	that	exists	occurs	in	the	context	of	e-textiles,	and	that	work	is	framed	as	learning	CT	through	craft	rather	than	engineering	(Kafai	et	al.,	2010;	2013;	2014;	Kafai,	Searle,	Martinez,	&	Brayboy,	2014;	Fields,	Searle,	&	Kafai,	2016;	Lui	et	al.,	2016;	Rode	et	al.,	2015;	Searle,	Fields,	Lui,	&	Kafai,	2014).	I	touch	on	the	literature	briefly	here	because	it	is	a	form	of	engineering;	engineers	use	science	concepts	to	design	solutions	to	problems,	and	e-textiles	projects	draw	on	circuitry	and	materials	science	concepts	through	design.		E-textiles	allow	makers	to	incorporate	electronic	hardware	(e.g.	lights,	sensors,	microcomputers,	and	buzzers)	into	fabric	designs.	One	study	using	e-textiles	with	high	school	students	showed	that	students	used	several	CT	concepts	and	practices	in	their	work,	including	sequences,	conditionals,	loops,	variables,	remixing,	and	debugging	(Kafai	et	al.,	2014).	However,	students	in	that	study	programmed	e-textile	projects	using	Arduino	code.	Thus,	the	CT	skills	students’	employed	largely	occurred	in	the	context	of	programming,	with	the	exception	of	debugging,	which	students	engaged	in	throughout	the	design	process.	Little	is	known	about	how	students	use	CT	concepts	and	practices	in	engineering	activities	without	computer	programming	and	how	students’	participation	changes	over	time	as	they	become	members	of	the	engineering	community.	Thus,	an	open	question	is,	how	might	students	engage	in	CT	in	ways	that	are	legitimate	to	the	engineering	community	and	thus	support	students	to	learn	through	meaningful	participation?	
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CT	Identity	Development	and	Dispositions	in	K-12	Engineering	While	few	studies	of	engineering	have	deeply	considered	learning,	more	have	focused	on	students’	identities	in	relation	to	engineering.	Much	of	the	work	on	engineering-related	identities	has	studied	university	level	engineering	students	and	their	persistence	in	engineering	occupations	(e.g.	McGee	&	Martin,	2011;	Meyers	et	al.,	2012;	Pierrakos	et	al.,	2009;	Tate	&	Linn,	2005),	or	on	professional	identities	of	working	engineers	(e.g.	Anderson	et	al.,	2010;	Hatmaker,	2013;	Jorgenson,	2002).	On	the	college	level,	sense	of	belonging	and	recognition	affect	students’	identification	with	engineering	(Meyers	et	al.,	2012).	Additionally,	university	students	who	persist	in	engineering	majors	tend	to	have	more	knowledge	of	the	profession,	greater	exposure	to	engineering	(e.g.	through	family	members	or	friends),	and	some	productive	relationships	with	engineering	faculty	and	peers	(Pierrakos	et	al.,	2009).	Persistence	is	also	influenced	by	the	intersection	of	academic	and	social	identities,	illustrated	in	studies	focusing	on	the	roles	of	gender	and	race	in	engineering	programs	(Tate	&	Linn,	2005).	Although	this	research	on	university	and	professional	engineers	is	a	helpful	starting	point	in	response	to	pipeline	issues,	researchers	need	a	better	understanding	of	how	K-12	engineering	education	affects	students’	views	of	engineering,	development	of	productive	dispositions,	and	sense	of	self	in	relation	to	engineering.		As	an	example	of	how	design	activities	can	affect	high	school	students’	views	and	identities,	work	on	learning	CT	with	e-textiles	in	high	school	classrooms	demonstrates	that	alternative	ways	of	approaching	CT	can	change	students’	perceptions	of	computing	and	their	views	of	themselves	in	relation	to	computing	(Kafai	et	al.,	2013).	After	making	projects	using	programmable	e-textiles	materials,	high	school	students	saw	CS	as	more	relevant	to	their	lives,	gained	confidence	in	their	programming	skills,	and	developed	better	understandings	of	what	the	computing	field	involves	(Kafai	et	al.,	2014).	Furthermore,	e-textiles	activities	have	been	shown	to	engage	all	students,	regardless	of	race	or	gender,	in	CT	(Kafai	et	al.,	2013;	2014).	While	this	work	connects	to	engineering	design	processes,	it	still	explicitly	engages	students	in	CT	through	computer	programming.	Questions	remain	about	how	students	use	CT	in	engineering	contexts	without	programming,	and	how	other	engineering	activities	affect	students’	perceptions	of	CT	and	technology	fields.		
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Other	studies	in	high	school	and	university	engineering	have	drawn	explicitly	on	LPP	to	study	aspects	of	identity	development.	In	one	study	using	LPP	as	a	framework	to	look	at	university	engineering	students’	engagement	in	industrial	vocation	work,	Jawitz,	Case,	and	Ahmed	(2005)	found	that	opportunities	to	participate	legitimately	in	meaningful	activity	influenced	students’	sense	of	belonging	and	views	of	themselves	in	relation	to	engineering.	Not	surprisingly,	the	mentoring	or	supervising	engineers	significantly	influenced	access	to	meaningful	activities,	and	they	affected	each	student’s	sense	of	self	by	advocating	for	or	against	the	student’s	role	as	a	legitimate	participant.	In	another	study	looking	at	mentorship	in	a	high	school	context,	researchers	demonstrated	that	communities	of	practice	are	essential	for	supporting	persistence	in	science	and	engineering	fields	through	mentorship	and	role	models	(Aschbacher,	Li,	&	Roth,	2010).	Along	with	outside	mentors,	K-12	teachers	have	significant	influence	over	students’	identity	development	and	learning	in	their	roles	as	mentors	and	supervisors.	Thus,	it	is	imperative	that	researchers	take	into	account	the	role	of	the	teacher	in	facilitating	legitimate	participation	for	all	learners	to	develop	productive	identities	as	computational	thinkers.		While	mentors	clearly	influence	learning	and	identity,	more	research	is	needed	to	understand	how	to	implement	mentorship	communities	that	support	productive	engagement	and	sense	of	belonging	for	students	even	before	they	reach	high	school.	In	general,	few	studies	have	focused	on	learning	and	identity	development	in	engineering	with	elementary	and	middle	school	students	(Capobianco,	Diefes-Dux,	Mena,	&	Weller,	2011),	which	is	not	surprising	given	the	lack	of	emphasis	on	formal	engineering	instruction	for	young	children.	
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Discussion	The	goal	of	this	paper	was	to	develop	a	better	understanding	of	the	concepts,	practices,	and	dispositions	involved	in	CT	and	how	people	can	learn	it	by	looking	at	how	CT	is	defined	in	CS	then	exploring	the	overlaps	with	another	context,	namely	engineering.	I	chose	engineering	because	of	its	ties	to	other	STEM	content	areas	and	the	ability	to	practically	apply	STEM	content,	including	CS,	through	engineering	design	problems,	along	with	the	fact	that	CT	is	beginning	to	appear	in	K-12	engineering	education	standards.	Engineering	offers	an	opportunity	to	understand	how	people	use	CT	in	connection	with	other	STEM	disciplines	that	do	not	necessarily	involve	mechanical	computers	or	computer	programming.		From	my	review	of	literature	defining	CT	in	CS	contexts,	I	identified	common	CT	concepts,	practices,	and	dispositions	that	overlap	with	CS.	Then	I	explored	how	those	elements	of	CT	overlap	with	the	literature	on	design	processes	in	engineering.	First,	CT	concepts	that	overlap	with	both	CS	and	engineering	include:	data	collection,	organization,	and	representation	(many	other	concepts	from	CS	and	programming	are	traditionally	included	in	CT	but	do	not	necessarily	overlap	with	different	engineering	fields).	Second,	CT	practices	that	overlap	with	both	CS	and	engineering	include:	(i)	generalizing	solutions	into	a	problem	solving	process,	(ii)	reworking	the	problem	so	it	can	be	solved	by	a	computational	agent,	(iii)	considering	efficiency	and	performance	constraints,	(iv)	reusing	or	remixing	others’	work,	(v)	creating	and	using	abstractions,	and	(vi)	debugging	and	testing	solutions.	Finally,	CT	dispositions	that	overlap	with	both	CS	and	engineering	include:	(i)	dealing	with	open-ended	problems,	(ii)	questioning	about	and	with	computational	tools,	and	(iii)	collaborating	and	communicating	with	others. 	Much	of	the	overlap	between	CT	as	it	is	defined	in	CS	and	its	application	in	engineering	can	be	seen	in	the	engineering	design	process.	So	this	begs	the	question,	is	CT	really	just	design	thinking	or	problem	solving?	The	answer	to	this	question	is	not	completely	clear	from	the	current	literature	on	CT.	Without	a	clear,	agreed-upon	vision	of	what	we	want	students	to	learn	about	CT,	it’s	hard	to	articulate	what	those	differences	really	are.	The	recent	introduction	of	the	term	“computational	making”	(Rode	et	al.,	2015),	with	ties	to	maker	spaces	and	the	maker	movement,	shifts	CT	even	more	in	the	direction	of	
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design	and	creation.	Given	the	concepts,	practices,	and	dispositions	explored	here,	it	seems	like	CT	might	be	a	specific	form	of	problem	solving	or	design,	with	some	specific	concepts	that	come	from	CS	and	programming.	It	could	be	that	CT	adds	logical	thinking	and	data	use	concepts	to	traditional	design	practices	and	dispositions.	In	other	words,	CT	seems	to	be	about	logical	thinking	(many	of	the	concepts	from	CS)	plus	design	practices.	CT	may	potentially	be	a	useful	combination	of	concepts,	practices,	and	dispositions	that	prepares	students	for	jobs	across	fields	involving	design	and	problem	solving.	But	these	and	related	claims	about	CT’s	ability	to	empower	children	to	solve	problems	(e.g.	ISTE	&	CSTA,	2011;	Papert,	1980;	Wing,	2006)	are	highly	theoretical	at	this	point,	until	more	work	can	be	done	to	define	CT	in	use	and	distinguish	it	from	other	forms	of	thinking.		In	general,	more	research	on	CT	learning	and	identity	development	in	K-12	contexts	is	needed.	Most	research	on	CT	in	K-12	has	occurred	in	informal	education	settings	(Lye	&	Koh,	2014).	Given	the	recent	development	of	CT	in	K-12	educational	standards,	such	as	in	the	CSTA	and	ISTE	Computer	Science	Standards	and	in	the	Next	Generation	Science	Standards,	CT	is	clearly	becoming	part	of	formal	K-12	education	for	all,	not	just	an	element	of	select	after-school	activities.	Thus,	researchers	need	to	understand	how	to	design	for	in-school	learning	environments	and	to	productively	incorporate	CT	into	classrooms.		There	has	been	some	empirical	work	on	learning	CT	in	programming	or	CS	contexts,	but	virtually	nothing	in	K-12	engineering.	Research	in	CS	demonstrates	that	young	children	can	learn	CT	concepts	using	visual	and	block-based	programming	tools,	and	online	communities	of	practice	support	different	forms	of	legitimate	participation	and	roles	within	the	community.	Studies	using	Scratch	in	particular	have	demonstrated	that	students	in	a	variety	of	grade	levels	can	engage	in	almost	all	the	CT	concepts,	practices,	and	dispositions	listed	in	this	paper.	However,	we	don’t	know	much	about	how	these	learning	tools	are	integrated	into	K-12	classroom	systems	and	how	classrooms	can	support	engagement	in	meaningful	activities	that	continue	to	legitimize	students’	roles	in	communities	that	use	CT.	In	the	case	of	engineering,	educators	are	just	beginning	to	incorporate	engineering	in	K-12	classrooms	across	the	U.S.,	so	there	are	few	empirical	studies	on	learning	engineering	in	K-12	classrooms,	let	alone	learning	CT	through	engineering.	There	is	work	on	learning	CT	with	e-textiles,	but	those	studies	are	framed	as	CT	in	the	context	of	craft	rather	than	engineering.	Additionally,	that	work	looks	at	CT	
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learning	through	programming	in	Arduino,	so	it	is	still	unclear	how	or	what	students	learn	about	CT	in	engineering	(or	even	craft)	contexts	that	do	not	involve	programming	mechanical	computers.		When	it	comes	to	identity	development,	relevant	literature	in	both	CS	and	engineering	highlights	the	fact	that	CT	education	“is	not	just	a	matter	of	quantity	but	also	one	of	quality	of	engagement”	(Fields,	Giang,	&	Kafai,	2014,	p.	8).	Researchers	have	contextualized	problems	in	narratives,	dance,	and	games	to	motivate	students	to	participate	in	CT.	Some	studies	have	demonstrated	students’	productive	engagement	in	CT	dispositions	when	programming	stories	or	games,	including	expressing	ideas,	collaborating	and	communicating	with	others,	and	asking	questions	with	computational	tools.	However,	it	is	not	clear	how	framing	CT	through	these	contexts	affects	long-term	persistence,	beliefs	about	CT,	and	students’	views	of	themselves	in	relation	to	CT.		Mentorship	also	plays	a	significant	role	in	identity	development	through	LPP	in	both	CS	and	engineering	contexts.	Mentors	shape	students’	views	about	what	CT	is,	who	can	participate	in	it,	and	whether	they	have	access	to	legitimate	roles	within	the	community.	Given	the	important	role	teachers	play	as	mentors	and	supervisors,	we	need	more	research	to	understand	how	teachers	can	implement	and	be	part	of	successful	mentorship	communities	in	K-12	settings	to	support	meaningful	participation	for	all	students,	not	just	those	already	represented	by	the	majority	of	CS	and	engineering	professionals.			While	this	paper	illustrates	that	CT	overlaps	with	design	processes	in	disciplines	other	than	CS,	engineering	is	still	a	male-dominated	profession.	Only	14%	of	engineers	in	2016	identified	as	female	(The	Economics	Daily,	2017).		To	truly	expand	notions	of	competence	and	participation	in	CT	for	students	who	do	not	already	match	with	the	stereotypes	in	technology	fields,	this	work	needs	to	connect	CT	with	contexts	that	are	dominated	by	other	groups	of	people.	Therefore,	I	plan	to	explore	CT	in	traditionally	feminine	contexts	of	craft	in	future	work.	
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Conclusion	Research	into	CT	in	STEM	and	even	humanities	in	K-12	contexts	is	just	beginning	to	emerge.	This	is	an	important	area	for	future	work	that	has	the	potential	to	expand	access	to	CT	learning	opportunities.	It	will	also	help	refine	the	definition	of	CT	and	improve	understandings	of	what	CT	looks	like	in	different	contexts.	The	way	Deanna	Kuhn	described	scientific	thinking	helps	explain	how	researchers	might	expand	the	role	of	CT	in	K-12	education	and	our	lives.	Kuhn	explained,	Scientific	thinking	tends	to	be	compartmentalized,	viewed	as	relevant	and	accessible	only	to	the	narrow	segment	of	the	population	who	pursue	scientific	careers.	If	science	education	is	to	be	successful,	it	is	essential	to	counter	this	view	and	establish	the	place	that	scientific	thinking	has	in	the	lives	of	all	students.	A	typical	approach	to	this	objective	has	been	to	try	to	connect	the	content	of	science	to	phenomena	familiar	in	students’	everyday	lives.	An	ultimately	more	powerful	approach	may	be	to	connect	the	process	of	science	to	thinking	processes	that	figure	in	ordinary	people’s	lives	(1993,	p.	333).				By	connecting	scientific	processes	to	the	thinking	processes	in	our	everyday	lives,	it	highlights	the	relevance	of	scientific	thinking,	points	to	the	need	to	engage	in	the	practice	of	thinking	to	enhance	the	quality	of	thinking,	and	makes	social	dialogue	a	place	to	externalize	thinking	strategies	(Kuhn,	1993).	In	this	view	of	thinking	processes,	it	is	okay,	and	even	ideal,	that	CT	overlaps	with	other	processes,	including	design	thinking,	problem	solving,	critical	thinking,	systems	thinking,	and	algorithmic	thinking,	because	it	connects	the	ways	in	which	computer	scientists	think	to	other	thinking	processes	people	use	in	a	variety	of	contexts.	A	focus	on	thinking	processes	demands	work	on	the	nature	and	role	of	CT	in	contexts	outside	of	computing,	with	a	variety	of	learners,	and	in	everyday	processes.	It	is	still	unclear	what	the	role	of	computers	in	engaging	in	CT	really	is,	and	whether	people	can	legitimately	practice	CT	without	mechanical	computers	(Weintrop	et	al.,	2016).	This	work	connecting	CT	to	other	contexts	will	advance	the	field	towards	a	richer	understanding	of	the	concepts	and	practices	collected	under	CT,	many	of	which	are	not	yet	clearly	defined,	and	the	practical	utility	of	CT	as	a	construct	within	K-12	education.		
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