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Задача аналитического конструирования оп­
тимальных регуляторов (АКОР) рассмотрена 
многими исследователями [1, 5]. Основные 
идеи ее решения связаны с принципом макси­
мума Л. С. Понтрягина (задача сводится к соот­
ветствующей краевой) и динамическим про­
граммированием (задача сводится к решению 
специального уравнения Веллмана). При этом 
приходится интегрировать систему нелинейных 
дифференциальных уравнений Риккати.
Предлагаемый подход к решению задачи 
АКОР основан на построении специальной 
функции Кротова [1], которую можно получить 
в квадратурах. При этом, для того чтобы ее по­
строить, необходимо интегрировать систему 
стационарных линейных дифференциальных 
уравнений и одно нелинейное дифференциаль­
ное уравнение. Таким образом, отпадает необ­
ходимость решения нелинейной граничной за­
дачи или нелинейного уравнения Веллмана, что 
позволяет построить более эффективный (по 
некоторым критериям) алгоритм решения зада­
чи АКОР.
В настоящей работе рассматривается поста­
новка задачи, когда задаются оба граничных 
условия. Предлагается ввести штрафную функ­
цию и перейти к некоторой вспомогательной 
задаче со свободным левым и фиксированным 
правым концами траектории. При этом нахо­
дится не точное, а приближенное решение ис­
ходной задачи. Подбирая постоянный коэффи­
циент в функции штрафа, можно добиться от­
клонения полученной траектории от началь­
ного состояния системы с заданной точностью.
Рассмотрим вполне управляемую линейную 
систему:
—  = Ах+ Ви; (1)
dt
т  = ч ; (2)
x{tk) = xT, (3)
где х -  вектор-столбец размерности л х 1; и -  то 
же т х 1; А -  постоянная матрица размерности 
пхи; В -  то же и х m ; tk -  фиксированное 
время ( tk >  0 ); х0 -  заданный вектор фазовых 
координат системы (1) в момент времени t =  0; 
хТ -  то же в момент времени tk .
Требуется найти такое гладкое управление 
и { t ) , которое переводило бы решение системы 
(1) из начального состояния (2) в конечное (3) 
за время tk и доставляло бы минимум функ­
ционалу
/ (и )  =  f((« ,* )  +  (Ь,и) +  х тРх + u TQ u \łt ->  m in ,
о иеЯ“
(4)
где Р  -  постоянная матрица размерности n х п ; 
Q  -  постоянная, положительно определенная, 
симметричная матрица размерности шхш; а -  
постоянный вектор размерности 1 х п ; Ъ -  то же 
lx m .
Рассмотрим вспомогательную задачу вида:
—  = Ах + Ви\ (5)
dt
x(tk) = x т; (6)
/(и) = |((а,х) + (Ь,и) + хтРх + uTQu +
°  \
+ Al||jc(0 ) — х0| jdt —> min,
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где К  -  достаточно большое фиксированное 
положительное число.
Можно показать, что
|*(0) - *о||2 = (*Т -Х о ,хт- х 0) -  
- 2  j(x (t)r - X q , A x  + Bu)dt.
О
Тогда
I{u) =  K{xj - X q , х т  - х 0 )  +
h ,
+ j((a,x) + (b, и) + x TPx + uTQu
о
-  2к(х(і)г -  x l ,A x  + Bujjdt
(7)
mm-
u e R ”
Для решения задачи (5)—(7) привлечем вспо­
могательное квазилинейное дифференциальное 
уравнение в частных производных [4]
+ ( ■ ,  А х+ Ви\ = (а, х) + (Ь,и) + хтРх+ 
ot \  ох J
+ и TQu -  2К(хт -  x l , Ах + Ви) +
" ł "  “  ( Х у  X q  ,  X j  X q  )
h
с начальным условием
S(x, 0) = 0.
Найдем решение (8), (9) при
• • j b ' f ' l f ) ' *
+ к(<2тУ в т( х - х 0) - ± { д тУ ь т
Подставим (10) в (8). Получим .
as
dt
^ , A x + ± b {q t Y b t { ^  + к в { д тУ в т{ х - х 0) - ± в & У ь т
= (а,х) + (6 , ^ е г У'1Вг^ Г + К & У в т(х -  х0) - 1 ( о ^ У ь т) +
+ хТР* + І ~ В  + К (хт -  хт0 )B Ą b Ą ( Q Ty  BT[ ^  + k (q tУ в т (х - х0) -
- Ц д тУ ь т) ) - 2 К ( х т- х І А х + \ в ( £ тУ в т( $ р {  + к в ( д тУ в т( х - х 0)~
2 \д х ,






Таким образом, мы имеем задачу Коши 
для нелинейного уравнения с частными про­
изводными первого порядка (11), (9). Решим
ее, используя метод характеристик [2]. Пост­
роим характеристическую систему уравне­
ний
^  = Ах + і в ( е г У BTR T + Kb {q t r V ( * - * 0) - I 4 3 ’ ) V |
=0;
i  d o
~  = -RA + а + 2хтР -  2Кхт[а  + Аг )+ 2Kxq А -  KRb (q t Вт +
+ Kb(Qr y B T - 2 К \ х т - х І ) в ( а тУ в т-,
^  =  R 0 + d \A x  + ± b (q t У  B tR t + KB(QT У Bt ( х - xq) ~ b (q t )"' b T j
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с начальными условиями
Л0| =0 = (я,т) + х ТР х  -  2 К ( х т -  x l ) А х  +  — (х?  - X q , х т  -  х 0 )  +
h
+  К ( х т -x l)B {Q T) XbT - \ b { Q TY b T - К 2( х т -x l)B {Q T) ' B T{ x - x 0 ) ;
* L = (0’0’ - ’ 0)’
5 L = 0 -
Легко видеть, что
/ = и;
R 0 =  (а,т) + х тР х  -  2 К ( х т -  x l  ) А х  +
+ - ( * ? - x l , x T - х 0) +  К ( х т - х т0)в(@тУ ь г -
h












А + Ы д гУ в г
2Р т- 2 K ( A + A t ) - 2 K 2Ą q )~'Bt - А т - K Ą q )~'Bt
± в(д тУ в т
f =
- ^ b (q tY bT - k Ą q t)■'BTx0
a T + 2 K A Tx0 + K Ą Q ) ~ l b r  + 2 K 2b (q t Y  B Tx t
Откуда
' х  >
yR j
r \ u
= ехр(Ло) + exp(Ao) Jexp(-Aw)ć?w/ .
Обозначим
exp(Vo) =
Z } d 2{u)
где cp| (o), ф2(о), <p3(o), ф4(о) -  матрицы раз­
мерности r rx .n ;  rf,(о), d 2( o )  -  векторы раз­
мерности п  х  1 .
Поэтому х  =  ф, (о)(т +  d x (о)) +  фз (o)d2 (о ),
R T =  ф 2( « Х *  +  < /,(и )) +  ф 4( о ) ^ 2( о ) .
Определим вектор т
х = ф,(о)-1 дг -  Ф,(и)- ,ф3(и)</2(о) -  </,(о )  . (12)
Докажем обратимость матрицы ф,(о) [3].
При о = 0 (в начальный момент времени) 
ехр(Ло) представляет собой единичную мат­
рицу: Ф,(о)|о=0 = Е , т. е. в начальный момент 
времени ф,(о) обратима.
Так как ехр(Ло) -  непрерывная, всегда 
можно определить момент времени о = о, >0
такой, что det ф, (о) * 0 .
ое[о,и,]
Предполагая, что момент времени 
г*е[0,о,], можно говорить об обратимости 
матрицы ф,(о) на интервале [о, tk\ . В против­
ном случае обратного преобразования может не 
существовать.
Определим теперь
Вестник БИТУ, № 4, 2003 37
Приборостроение. Информатика
^(^,0= (я,т) + тгРт + — {xj - x l , x T - x0) - 2 k {it -  Xq )ах + К(х$ -X q)b (q t ) 1 Ът -
h
- h ( Q T У Ът -  К 2 (хт -  x l )b (q t У Вт(т -  x0)]f +
t
+ тг |ф2(й)г (4фі(о)(х + ^ (й )) + фз(й)й?2(о ) ] -^ 5 (е 7')"1і г + А в (ег )"15 г X
о 2
X [ср, (о)(т + fi?, (и)) + Фз(u)d2 (и) -  д:0])й?и + ]-хт | ф2 (и)7"b (q t ) 1Р ГФ2 (v)dm +
2 о
+ \ * Г |ф2 (Ч)ГĄ q T ) 1ВТ(ф2 (и)«?1 (о) + ф4 (u)d2 (v))dv +
2 о
t
+ р 1(и)г ф2(и)г (4ф1И('с + й?1(и)) + фз(и)й?2(и ) ] -^ 5 (е г )Ч6г +
о 2
+ Kb (q t ) 1 Вт [ф, (о)(х + </, (и)) + Фз (и)d2 (о) -  х0 ])е?и +
+ Т  Jfe (и)Г ф2 («)г + d2 (v)TФ4 ( o f  )b(q t У Вт ф2 (и)Ж> т +
^ О
t
+ р 2 ( 0)Гф4(^)Г(4ф1(и)('С + ^1(и)) + Фз(^)Й?2(и) ] - ^ В(*2Г)"1*Г +
О 2
+ Kb (q t ) 'р г [ф, (и)(т + fi?, (и)) + Фз (и)d2 (и) -  х0 ])</о +
+ \  ){dx («)Г Ф2 («)Г + d2 (и)г ф4 (и)г Щ т У Втф2 (и)</, (и) + ф4(о)d2 (o))fi?u.
Интегрируя последнее соотношение и под­
ставляя X = ф, (О-1 X -  ф, (О-1 Фз (t)d2 (0 -  fi?, (t) в 
(13), можно определить S(x,t) и ее производ-
8G
ди





Для фиксированных x , t ,u e  Rm найдем точ­
ку экстремума для функции
G{u) -  —  + (— ,Ах + B u I -  (а,х) -  (Ь,и) -
dt V дх )
- х тРх - u TQu + 2к{хг -  x l  ,Ах + Ви)-  (14)
_  К_( т _ т )
IX j1 XQ у Xj* х0 I •
h
Экстремум функции G , если на и не нало­
жены никакие ограничения, определяется из 
решения системы уравнений
В силу симметричности Q имеем
—  = <Я-в -  Ь -  2uTQ + 2к (х т -  х і)в  = 0. 
ди дх
Откуда точка экстремума определяется как
“4 ^ 4 1 )4 ^ +  (15)
+ к ( д тУ в т( х - х 0).
Определим матрицу Гессе при данном и 
d2G
ди1 = -2  Q-
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По условию Q -  положительно определен- Поэтому для любых фиксированных
ная матрица, следовательно, -2Q  -  отрицатель- x , ł , u e R m и найденной S(x, t) имеем 
но определенная матрица, поэтому управление 
(15) доставляет максимум функции (14).
dS(x,t) + Щ £ , А Ах + _ (а,х) -  (Ъ,и) -  х ТРх - u TQu + 2 к{хт -Хд,Ах + Ви)-
dt








-± { Q r y b r +к(<2г У в г ( х - х 0) \ - х гР х -
- |  2 % В ~ 2 Ь + К(ХГ~ Х° )В \ ^ B \ % I  ~ 12 & Т ь Т + к П - ' в Ч х - х 0)
+ 2 К -х 1 ,А х  + ± в ( д тУ в т{ ^  -  -i- b {q t ) 1 Ьт + Kb {q t ) 1 В т( х - х 0)
К (  Г г \
-----\хт - хо>хт~хо}
Пусть v(0 -  некоторое допустимое управ­
ление для задачи (5)-(7), у(() -  соответствую­
щая этому управлению траектория. Причем
У 0  к )  =  ХТ •
Пусть также x*(t) является решением 
системы (5) при условии (6) при и, определяе­
мой соотношением (10). Управление и {t) оп­
ределяется из уравнения (10) после подстанов­
ки в него решения уравнения (5) вместо
х = х (0 . Естественно, что х (tk ) = хт .
Тогда
Щ М О  + ( dS(y(0’0 >M t) + Bv(t) _ {aM t))_ (6 ;V(0 ) _ y(t)TPy(t)- v(t)TQv{t)■
dt \  дх )
+2K(y(t)T -  x l , Ay(t) + Bv(t))~ j - [ x T -  x l ,xT -  x0)<0 s  +
ds(x ( 0 , 0 + 1 b(qty B T( dS(? -±в(<2тУьт +кв(дгУ в т(х'(0 -х0)
дх




-M g T У ьт + к(дт У в т (.х (t) -  х0)
-  х’ ( t f  Рх (0 -  [ B - - b  + К(х* (t)T -  x l  )B
[2 дх 2





-M Q Ty b T +K(QTY B T( x \ t ) - x 0)
+ 2к(х'  (t)T -  4 , Ax' (О + ± b (q t )“' BT[  8 S ( X - \ b {q t Y  b
 ^ dx
+ к в ( д г У в т( х ' ( о - х 0) ) - Ц х тг - 4 , x T - x 0).
Отметим, что
J S M ,M  = aSW 0 . 0  +( Щ ? т , М 1 )  +
dt dt \  dx )
Отсюда следует, что
dS{y^ ’ł) -  (a,y(tj) -  (b, v(/)) - y(t)T Py(t) -  v(t)TQv{t) +
dt
+ 2к{у(()т -  4 , Ay(t) + £ v ( /) ) -^ І 4  -  4  ,xT - *0)< 0 = <g(xj (<),f) -
tk dt
-(a,x'(t))~ ь , \ Ь тУ в ' dS(x*(t),t) 
dx
\ T
-x* (t)T Px* (t)- 1  P^ Ll i O Ą B - - b  + K(x'(t)T - xl)B
2  dx 2  w  oJ
/
^5 5 ( /(0 ,0 ^Г
дх
-±-(дтУ ь г + к ( д тУ в т(х'( і)-х0)
+ 2к{х* (і)т - Xq ,Ax'(t) + - 1 5 ((27’)',6г +
+ V (0-*o)l--(*? - 4 > Х т  ~*o)
Проинтегрируем обе части последнего не- (9), приводя подобные слагаемые и умножая
равенства на отрезке [О, tk ], а также, учитывая обе части неравенства на -1, имеем
tk
|[(а,У(0) + Ф, v(0) + y{t)TPy{t) + v(t)TQy{t) -  2K{y(t)T -  xT0 , Ay(t) + Bv(t)f\fit >





- 1 ( д тУ ь т+ к { д тУ в т(х'(і)-х0)
_  і ь + к ( х '  (t f  -  x l  )b
2 dx 2 W oJ
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i b ' Y * ' dSlx'jt),!)''*дх - Ш У ь Т +k {q tY b t(x\ t ) - x 0)
-  2к(х"(t)T -  x l , A x\t)  + i b (q t )"' B1 dS(x\t),t)
dx — Ą 2 T у  b T + k (q t Y  BT{x \t ) -  X,)
dt.
Поэтому значение функционала I(u) при
любом управлении, отличном от и* (t) , не 
меньше значения функционала (7) на управле­
нии и* (0- Следовательно, u*(t), х* (i) -  опти­
мальные управление и траектория для задачи
(5)-(7).
Легко видеть, что
I(u) = I(u) + Klk(u),
где I k(u)= ||лс(0) - х0||2.
При управлении м°, для которого х(0) = х0, 
x{tk) - x T имеем
I(u°) = I(u0) + KIk(u0) = I(u°).
Для оптимального управления и
Н и )  = /(«*) + К1к (и*) < 1(и°) = 1(и°) . 
Поэтому
0<К1к(и ) < 1 ( и ° ) - 1 ( и ) .
Откуда
К
где е -  некоторое число.
гт й „ ^ /(м ° )- /(м * )Подбирая К > ——— ------- , имеем траек-
8
торию, проходящую через точку хт в момент 
времени tk и исходящую из е-окрестности точ­
ки х0 в начальный момент времени.
Пример. Рассмотрим управляемую линей­
ную систему:
Требуется найти такое гладкое управление 
и* (0 , которое переводило бы решение системы 
(16) из начального состояния (17) в конечное 
(18) и доставляло бы минимум функционалу
u2)dt ' min­us*"




x(tk) — X j :
I ( u )= k\{x2 +u2)dt + Кхф)1 mm
u e R m
Можно записать
*к , V
1{и) = Кхі + Их2 + и2 -  2Kxujdt —> min • 
о “бЯ"
Рассмотрим вспомогательное квазилиней­
ное дифференциальное уравнение в частных 
производных
—  + —  и = х 2 +и2 -2Кхи + — X2 (19) 
dt дх tk T
с начальным условием
S(x, 0) = 0 . (20)
3II (16) Найдем решение (19), (20) при




x(tk) = xT. (18) Подставим (21) в (19). Получим
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dt 4 V дх) дх
= х 2 + и2 - К 2х2 +— х1.
U
Таким образом, мы имеем задачу Коши для 
нелинейного уравнения с частными производ- 
(22) ными первого порядка (22), (20).











=  0; с начальными условиями
' U =°;
X\ П =I o=0 ’
= -KR + 2x - 2 K 2x-
du
= Rn + —R 2 + KxR
Ro L 0 = ^ +f xT - K 2x2-
h
* L = ° -
Решая ее, получим
S(x,t)
c tht + K  tk
В данном примере, переходя к пределу при 
К -+ оо, получим следующий оптимальный 
процесс:
x \ t ) sh/
^ Хт1
1 + Kcth tОткуда и = ----------- х .
ct ht + K
Подставляя найденное управление в исход­
ное уравнение и решая полученное дифферен­
циальное уравнение, найдем траекторию:
r(f) _ (K + ctht)sht .
(К + cthtk)śhtk т’
(l + Kctht)śht 
(К + cthtk)shtk т
Пусть и0 = —  -  допустимое управление
h
для (16)—(18).
Тогда, выбирая К > —— -—-,  получим
s
траекторию, проходящую через точку хт в мо­
мент времени tk и исходящую из 8-ок­




Алгоритм решения задачи. Можно сфор­
мулировать следующий алгоритм решения ис­
ходной задачи:
1. Задать A ,B ,a ,b ,P ,Q ,x0,xT,tk -  исход­
ные данные.
2. Задать точность вычислений s > 0, 
штрафной параметр К , шаг численного интег­
рирования А.
3. Положить t = tk ; х = хт .
4. Вывести на экран текущее значение х .
5. Вычислить u(x,t), вывести на экран те­
кущее значение и .
6 . Вычислить f (x , t )  = Ax + Bu и новое зна­
чение x = x -h f ( x , t ) .
7. Положить t -  t - h  .
8 . Если t > 0, то перейти к шагу 4.
9. Если t < 0, то закончить вычисления.
Для реализации этого алгоритма было раз­
работано программное обеспечение.
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Рис. 1. Графики: Г -  оптимального процесса (jc); 2 -  оптимального управления (и)
Расчет производился при следующих ис­
ходных данных:
. А = 0; 5  = 1; Р = 1; Q = 1; а= 0; 6 = 0; 
f0 = 0; /* = 1; х0 = 0 ; —100;
• 8 = 0,001; h = 0,001; К =  10000.
Графики оптимального процесса (х )  и оп­
тимального управления (и )  показаны на рис. 1.
ВЫВОДЫ
В работе разработан и программно реализо­
ван алгоритм решения задачи АКОР для ли­
нейно-квадратичного функционала с заданны­
ми граничными условиями. Программная реа­
лизация алгоритма показала свою работоспо­
собность и хорошую сходимость результатов.
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