Commuting matrices and the Hilbert scheme of points by Santos, Patrícia Borges dos, 1986-
Universidade Estadual de Campinas - UNICAMP
Instituto de Matema´tica, Estat´ıstica
e Computac¸a˜o Cient´ıfica
Departamento de Matema´tica
Matrizes Comutantes e o
Esquema de Hilbert de Pontos
Patr´ıcia Borges dos Santos
Mestrado em Matema´tica
Orientador: Prof. Dr. Marcos Jardim
Este trabalho contou com apoio financeiro do CNPq.
i
              FICHA CATALOGRÁFICA ELABORADA PELA
            BIBLIOTECA DO IMECC DA UNICAMP
           Bibliotecária: Crisllene Queiroz Custódio – CRB8 / 7966
Santos, Patrícia Borges dos
Sa59v Matrizes  comutantes  e  o  esquema  de  Hilbert  de  pontos  / Patrícia
Borges dos Santos -- Campinas, [S.P. : s.n.], 2010. 
Orientador : Marcos Benevenuto Jardim
Dissertação  (Mestrado)  -  Universidade  Estadual  de  Campinas, 
Instituto de Matemática, Estatística e Computação Científica.
1. Variedade das matrizes comutantes.  2. Hilbert, Esquemas de.  3.
Equações  ADHM.  I.  Jardim,  Marcos  Benevenuto.  II.  Universidade 
Estadual  de  Campinas.  Instituto  de  Matemática,  Estatística  e 
Computação Científica. III. Título.
Título em inglês: Commuting matrices and the Hilbert scheme of points.
Palavras-chave em inglês (Keywords): 1. Varieties of commuting matrices. 2. Hilbert schemes. 3. ADHM 
equations.
Área de concentração: Álgebra
Titulação: Mestre em Matemática
Banca examinadora: Prof. Dr. Marcos Benevenuto Jardim (IMECC-UNICAMP)
Prof. Dr. Renato Vidal Martins (UFMG)
Prof. Dr. Francesco Noseda (UFRJ)
Data da defesa: 26/02/2010
Programa de Pós-Graduação: Mestrado em Matemática
ii
iii
Aos meus pais, Carmen e
Ailton e a`s minhas irma˜s,
Paula e Ange´lica.
iv
Agradecimentos
Agradec¸o a Deus por ter me iluminado neste caminho, por ter possibilitado mais esta
conquista e, principalmente por colocar em minha vida pessoas especiais que colabo-
raram cada qual a sua maneira na realizac¸a˜o deste trabalho, em especial:
Ao Prof. Dr. Marcos Jardim pela credibilidade depositada em mim, pela orientac¸a˜o
e sugesto˜es dadas durante a realizac¸a˜o deste trabalho.
Aos meus pais, deixo minha terna gratida˜o pelo exemplo de coragem, amor, deter-
minac¸a˜o, perseveranc¸a, por sempre acreditarem em mim, apoiarem meus projetos e,
mesmo com dificuldades nunca deixarem de disponibilizar recurso algum para o meu
estudo.
A`s minhas irma˜s Paula e Ange´lica pelo carinho, por estarem sempre me apoiando
e torcendo por mim.
Aos meus amigos por deixarem os momentos dif´ıceis mais suaves e sem os quais
seria dif´ıcil concluir esta etapa. Em especial, gostaria de agradecer a`s minhas amigas
Ariane, Fernanda, Fla´via, Franciella, Grasiele, Juliana e Keˆnia pelas boas gargalhadas,
pela boa conviveˆncia, pelas idas ao shopping, pelos aniversa´rios passados juntos, etc...
Ao meu namorado por todo incentivo, pela alegria compartilhada e pelo refu´gio nos
momentos dif´ıceis.
Aos professores do IMECC/UNICAMP e da FAMAT/UFU, em especial ao Prof.
Dr. C´ıcero Fernandes Carvalho, por acreditarem em mim e com sua dedicac¸a˜o me
incentivarem a continuar os estudos apo´s a graduac¸a˜o.
Aos integrantes do grupo PETMAT/UFU pelo apoio e incentivo em prosseguir
nesta jornada.
Ao CNPq pelo apoio financeiro.
v
”Sera´ u´til a alguns, sem ser
nocivo a ningue´m.”
Descartes
vi
Resumo
Exibiremos uma bijec¸a˜o entre o esquema de Hilbert de c pontos no espac¸o afim de di-
mensa˜o n e uma variedade alge´brica quase projetiva dada pela variedade das n matrizes
c por c que comutam duas a duas e satisfazem uma condic¸a˜o de estabilidade mo´dulo
conjugac¸a˜o. Em seguida, estudamos o caso n = 2 mais cuidadosamente, mostrando
que o esquema de Hilbert de c pontos e´ uma variedade quase projetiva, na˜o-singular e
de dimensa˜o 2c.
vii
Abstract
We exhibit a bijection between the Hilbert scheme of points in the n-dimensional affine
space and a quasi-projective algebraic variety given by c× c matrices commuting two
by two and satisfying a stability condition modulo conjugation. Next, we study the
n = 2 case more closely, showing that the Hilbert scheme of points is a non-singular,
irreducible, quasi-projective variety of dimension 2c.
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Introduc¸a˜o
Em [10], H. Nakajima demonstra o seguinte resultado:
Teorema. Seja
V2 (c)st :=
 (B1, B2, I)
∣∣∣∣∣∣
(i)[B1, B2] = 0,
(ii)Na˜o existe subespac¸o pro´prio S ( Kc
tal que Bi (S) ⊆ S (i = 1, 2) e im I ⊆ S.
 ,
onde Bi ∈ End (Kc) e I ∈ Hom (K,Kc). Defina a ac¸a˜o de GL (Kc) em V2 (c)st por
g.(B1, B2, I) = (gB1g
−1, gB2g−1, gI),
para todo g ∈ GL (Kc) e, considere o espac¸o quociente H2 (c) := V2 (c)st /GL (Kc).
Enta˜o H2 (c) e´ uma variedade na˜o-singular de dimensa˜o 2c e representa o funtor HilbPX
para X = A2 e P = c, ou seja, e´ o esquema de Hilbert de c pontos em A2 .
Em particular, mostra a existeˆncia de uma bijec¸a˜o entre o esquema de Hilbert de
pontos e tal variedade.
Mais recentemente, essa mesma bijec¸a˜o apareceu em [2] para o caso de treˆs matrizes
que comutam duas a duas. Os objetivos desta dissertac¸a˜o foram:
(i) generalizar esta bijec¸a˜o para o caso de n matrizes comutantes;
(ii) apresentar algumas propriedades geome´tricas para o caso particular, n = 2;
(iii) relacionar o esquema de Hilbert de c pontos em K2 com as variedades ADHM e
suas generalizac¸o˜es.
A variedade ADHM e´ a variedade das soluc¸o˜es de uma equac¸a˜o de matrizes, relati-
vamente simples, chamada de equac¸a˜o ADHM. Essas equac¸o˜es foram introduzidas por
Atiyah-Drinfeld-Hitchin-Manin no final dos anos setenta [1]. Tem profundas ligac¸o˜es
com a f´ısica matema´tica ([1], [12]), a geometria alge´brica [11], teoria da representac¸a˜o
[10], e a teoria de controle [14].
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No primeiro cap´ıtulo, fixaremos as notac¸o˜es e os principais resultados da geome-
tria alge´brica para o caso particular de variedades alge´bricas afins e projetivas. E´
um cap´ıtulo de refereˆncia podendo ser omitido pelo leitor que seja familiarizado com
conceitos introduto´rios da geometria alge´brica.
No segundo cap´ıtulo, as duas primeiras sec¸o˜es introduzem as definic¸o˜es do esquema
de Hilbert de pontos e da variedade das n-matrizes comutantes. Ja´ na terceira sec¸a˜o,
apresentamos a noc¸a˜o de estabilidade e de subespac¸o estabilizador, explorando algumas
de suas propriedades. Por fim, na u´ltima sec¸a˜o estabeleceremos uma correspondeˆncia
entre o esquema de Hilbert de pontos e uma variedade quase projetiva.
No terceiro cap´ıtulo, aplicaremos os resultados obtidos no cap´ıtulo anterior ao es-
quema de Hilbert de c pontos em K2. Em particular, vamos concluir algumas pro-
priedades geome´tricas da variedade V2 (c)st e dar apenas uma noc¸a˜o de como suas
caracter´ısticas sa˜o transferidas para o esquema de Hilbert de pontos. Ale´m disso,
na u´ltima sec¸a˜o vamos relacionar as variedades introduzidas nessa dissertac¸a˜o com as
variedades ADHM e suas generalizac¸o˜es.
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Cap´ıtulo 1
Pre´-requisitos
Neste cap´ıtulo, exceto na u´ltima sec¸a˜o, faremos uma breve exposic¸a˜o dos conceitos
ba´sicos e dos fatos, alguns sem demonstrac¸a˜o, da geometria alge´brica que sera˜o usados
no decorrer do texto. Todas as definic¸o˜es e resultados destas sec¸o˜es foram retirados
de [5], [6], [7] e [13]. Reservamos a u´ltima sec¸a˜o para duas proposic¸o˜es que fogem do
escopo da geometria alge´brica.
1.1 Notac¸a˜o
Nessas notas, o s´ımboloK sera´ reservado para denotar um corpo algebricamente fechado
fixo.
Seja n um inteiro positivo, escreveremos An para denotar o espac¸o afim n-dimensional
sobre o corpo K, ou seja, os pontos de An que sa˜o da forma x = (x1, . . . , xn) com cada
xi ∈ K.
Consideraremos X1, . . . , Xn como varia´veis, enta˜o K[X1, . . . , Xn] denotara´ o anel
de polinoˆmios sobre K em n varia´veis. Os elementos de K[X1, . . . , Xn] sera˜o consi-
derados func¸o˜es no espac¸o An. Ale´m disso, se x = (x1, . . . , xn) e´ um ponto em An e
f(X1, . . . , Xn) e´ um polinoˆmio, denotaremos f(x1, . . . , xn) por f(x).
1.2 Variedades Afins
O primeiro objeto fundamental que nos deparamos sa˜o as variedades afins.
Definic¸a˜o 1.2.1. (i) Dado S ⊆ K[X1, . . . , Xn], definimos
V(S) := {x ∈ An | f(x) = 0, ∀f ∈ S} ,
como sendo o conjunto de zeros de S.
3
(ii) Dizemos que V ⊆ An e´ uma variedade alge´brica afim (ou apenas variedade afim)
se existir S ⊆ K[X1, . . . , Xn] tal que V = V(S).
Quando S = {f1, . . . , fk} for finito, escreveremos V(S) = V(f1, . . . , fk).
Exemplo 1.2.2. Alguns exemplos simples sa˜o
(i) Para todo n ∈ Z>0, o espac¸o An e´ uma variedade afim: An = V(0).
(ii) O conjunto vazio tambe´m e´ uma variedade afim: ∅ = V(1).
(iii) Um ponto a = (a1, . . . , an) ∈ An e´ uma variedade afim: (a1, . . . , an) = V(X1 −
a1, . . . , Xn − an).
(iv) Identificando o espac¸o das matrizes quadradas Mm = Cm
2
, o conjunto
V = {(B1, B2) ∈Mm ×Mm | [B1, B2] = 0}
e´ uma variedade afim.
(v) Em K2, temos V(X2) = V(X) e ambas sa˜o o eixo Y . Vemos assim que duas
equac¸o˜es diferentes podem definir uma mesma variedade afim.
Observe que se S ′ ⊆ S enta˜o V(S) ⊆ V(S ′) (cf. Proposic¸a˜o 1.3.3). Mais ainda,
se 〈S〉 e´ o ideal gerado por S (isto e´, o conjunto das somas finitas ∑ figi com fi ∈ S
e gi ∈ K[X1, . . . , Xn]), enta˜o V(S) = V(〈S〉). Consequentemente, toda variedade
alge´brica afim tem a forma V(I), para algum ideal I de K[X1, . . . , Xn]. Por outro
lado, de acordo com o Teorema da Base de Hilbert, todo ideal em K[X1, . . . , Xn] e´
finitamente gerado. Assim, toda variedade alge´brica afim e´ da forma V(f1, . . . , fk),
para alguns f1, . . . , fk ∈ K[X1, . . . , Xn]. Em outras palavras, toda variedade afim de
An pode ser definida por um nu´mero finito de equac¸o˜es.
Proposic¸a˜o 1.2.3. (i) A unia˜o finita de variedades afins e´ uma variedade afim.
(ii) A intersec¸a˜o de variedades afins e´ uma variedade afim.
Dem. (i) Sejam V1, . . . , Vm variedades afins. Enta˜o, pelo que observamos anteriormen-
te, existem ideais J1, . . . , Jm tais que Vi = V(Ji) para todo i ∈ {1, . . . ,m}. Mostraremos
que:
m⋃
i=1
Vi = V
(
m⋂
i=1
Ji
)
.
De fato, dado x ∈ ⋃mi=1 Vi existe i0 ∈ {1, . . . ,m} tal que x ∈ Vi0 e enta˜o, x anula
todo polinoˆmio de Ji0 . Em particular, x anula todo polinoˆmio de
⋂m
i=1 Ji, ou seja,
x ∈ V (⋂mi=1 Ji) . Por outro lado, dado x ∈ V (⋂mi=1 Ji), ja´ que J1 . . . Jm ⊆ ⋂mi=1 Ji,
temos que x ∈ V (J1 . . . Jm) , Logo, existe k ∈ {1, . . . ,m} tal que x ∈ V(Jk). De fato,
se x 6∈ V(Jk) para todo k ∈ {1, . . . ,m}, escolher´ıamos fk ∈ Jk tal que fk(x) 6= 0.
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Enta˜o, f1 . . . fm ∈ J1 . . . Jm, mas f1 . . . fm(x) 6= 0. Isto e´ uma contradic¸a˜o, ja´ que
x ∈ V (J1 . . . Jm). Portanto, x ∈
⋃m
i=1 V(Ji).
(ii) Seja {Vα}α uma famı´lia de variedades afins. Enta˜o existe uma famı´lia de ideais
{Jα}α tal que Vα = V(Jα). Mostraremos que:
⋂
α
Vα = V
(⋃
α
Jα
)
.
De fato, um ponto x pertence a
⋂
α Vα se, e somente se x ∈ Vα = V(Jα), para todo
α. Assim, para cada f ∈ ⋃α Jα existe α0 tal que f ∈ Jα0 . Isto implica que f(x) = 0.
Logo, x ∈ V (⋃α Jα). Reciprocamente, se x ∈ V (⋃α Jα) enta˜o f(x) = 0, para todo
f ∈ ⋃α Jα. Em particular, x ∈ V(Jα), qualquer que seja α. Portanto, x ∈ ⋂α V(Jα).
A Proposic¸a˜o 1.2.3 permite definir uma topologia, chamada Topologia de Zariski ,
sobre o conjunto An, tomando como fechados as variedades afins. Quando K = C, o
corpo dos nu´meros complexos, a topologia de Zariski e´ uma topologia muito diferente
das topologias usuais. Ale´m do mais, se K e´ infinito, quaisquer dois abertos na˜o vazios
se intersectam. Em particular, An na˜o e´ Hausdorff. Se K e´ finito, a Topologia de Zariski
e´ a topologia discreta. A grosso modo, os abertos sa˜o muito grandes, e os fechados
muito pequenos.
Exemplo 1.2.4. Considere a Topologia de Zariski em A1. Todo ideal em K [X] e´
principal, assim toda variedade afim e´ o conjuntos dos zeros de um u´nico polinoˆmio.
Como K e´ algebricamente fechado, todo polinoˆmio na˜o nulo f(X) pode ser escrito
f(X) = c (X − a1) . . . (X − an) com c, a1, . . . , an ∈ K. Enta˜o V (f) = {a1, . . . , an}.
Assim, as variedades afins de A1 sa˜o os subconjuntos finitos (incluindo o conjunto
vazio), e o espac¸o todo. Enta˜o, os abertos de A1 sa˜o o conjunto vazio e os comple-
mentares de conjuntos fintos.
Vamos munir todas as variedades alge´bricas de An com a topologia induzida pela
Topologia de Zariski.
Os abertos desta topologia recebem uma designac¸a˜o especial, a saber:
Definic¸a˜o 1.2.5. Um subconjunto aberto de uma variedade afim e´ uma variedade
quase afim.
1.3 O ideal de uma Variedade Afim
Ja´ vimos que uma mesma variedade afim V pode ser definida por diferentes subcon-
juntos de K[X1, . . . , Xn] (em outras palavras, por diferentes equac¸o˜es). Mas ha´ uma
maneira natural de associar um ideal de K[X1, . . . , Xn] a V .
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Definic¸a˜o 1.3.1. Para todo subconjunto V ∈ An, o ideal de V em K[X1, . . . , Xn] (ou
apenas o ideal de V ) e´ dado por
I(V ) := {f ∈ K[X1, . . . , Xn] | f(x) = 0 ∀x ∈ V }
Assim temos definida uma func¸a˜o V que associa subconjuntos de K[X1, . . . , Xn] a
variedades afins, e a func¸a˜o I que associa subconjuntos de An a ideais de K[X1, . . . , Xn].
As principais propriedades das func¸o˜es V e I esta˜o resumidas na Proposic¸a˜o 1.3.3.
Ale´m disso, veremos que o ideal de uma variedade afim e´ radical.
Observac¸a˜o 1.3.2. Se J e´ um ideal de K[X1, . . . , Xn], o ideal
√
J = {f ∈ K[X1, . . . , Xn] | fm ∈ J para algum m ∈ Z>0}
e´ chamado radical de J . Observe que as variedades V(J) e V(√J) coincidem. Dizemos
que J e´ um ideal radical se ele e´ igual a
√
J . Por exemplo, um ideal primo e´ um
ideal radical. Veja que um ideal J de K[X1, . . . , Xn] e´ radical se, e somente se o u´nico
elemento nilpotente de K[X1, . . . , Xn]/J e´ o zero.
Proposic¸a˜o 1.3.3. Sejam X, Y subconjuntos do espac¸o afim An e I, J ideais de
K[X1, . . . , Xn].
(i) Se Y ⊆ X, enta˜o I(Y ) ⊇ I(X).
(ii) Se I ⊆ J , enta˜o V(I) ⊇ V(J).
(iii) X ⊆ V(I(X)).
(iv) J ⊆ I(V(J)).
(v) V(I(X)) = X.
(vi) I (X ∪ Y ) = I (X) ∩ I (Y ).
(vii) I(X) e´ um ideal radical.
Dem. (i) Dado f ∈ I(X) tem-se f(x) = 0 para todo x ∈ X. Em particular, como
Y ⊆ X tem-se f(x) = 0 para todo x ∈ Y , ou seja, f ∈ I(Y ).
(ii) Dado x ∈ V(J) tem-se f(x) = 0 para todo f ∈ J . Em particular, como I ⊆ J
tem-se f(x) = 0 para todo f ∈ I, ou seja, x ∈ V(I).
(iii) Pela definic¸a˜o de I(X), dado x ∈ X tem-se f(x) = 0, para todo f ∈ I(X), ou
seja, x ∈ V(I(X)).
(iv) Pela definic¸a˜o de V(J), dado f ∈ J tem-se f(x) = 0, para todo x ∈ V(J), ou seja,
f ∈ I(V(J)).
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(v) Sabe-se que X e´ o menor fechado contendo X. Pelo item (iii) temos que X ⊆
V(I(X)) segue da´ı que X ⊆ V(I(X)). Agora, seja W um fechado contendo X. Enta˜o
W = V(J) para algum ideal J de K[X1, . . . , Xn]. Da´ı, X ⊆ V(J) o que implica
em I(V(J)) ⊆ I(X). Mas, pelo item (iv) tem-se J ⊆ I(V(J)) ⊆ I(X). Logo,
V(I(X)) ⊆ V(J) = W . Em particular, tem-se V(I(X)) ⊆ X.
(vi) Como X, Y ⊆ X ∪ Y segue do item (i) que I (X ∪ Y ) ⊆ I (X) e I (X ∪ Y ) ⊆
I (Y ). Logo, I (X ∪ Y ) ⊆ I (X)∩I (Y ). Agora suponha que exista f ∈ I (X)∩I (Y )
mas f 6∈ I (X ∪ Y ). Enta˜o, existe x ∈ X ∪ Y tal que f (x) 6= 0. Se x ∈ X enta˜o
f 6∈ I (X). Por outro lado, se x ∈ Y enta˜o f 6∈ I (Y ). Isto contradiz a hipo´tese, logo
f ∈ I (X ∪ Y ).
(vii) A inclusa˜o I(X) ⊆ √I(X) sempre ocorre. Agora, dado f ∈ √I(X), existe
m ∈ Z>0 tal que fm ∈ I(X). Em outras palavras, temos fm(x) = 0, qualquer que seja
x ∈ X. Assim, (f(x))m = 0 e, como K[X1, . . . , Xn] e´ domı´nio devemos ter f(x) = 0
para todo x ∈ X. Portanto, f ∈ I(X).
Desta proposic¸a˜o podemos concluir que:
(i) V ⊆ V(I(V )), ocorrendo a igualdade se, e somente se V e´ uma variedade afim.
(ii) J ⊂ I(V(J)), mas a igualdade na˜o ocorre em geral, mesmo que J seja um ideal;
por exemplo I(V((X2)) = (X).
A relac¸a˜o entre J e I(V(J)) sera´ dada pelo ce´lebre Nullstellensatz1 de Hilbert, que
veremos a seguir.
Teorema 1.3.4 (Nullstellensatz). Para todo ideal J de K[X1, . . . , Xn] tem-se:
√
J = I(V(J)).
Dem. Ver [6, Teorema 5.1, p. 49].
Em particular, V(J) e´ vazio se, e somente se J = K[X1, . . . , Xn].
Corola´rio 1.3.5. A aplicac¸a˜o V 7→ I(V ) e´ uma bijec¸a˜o decrescente, com inversa
J 7→ V(J) entre:
(i) as variedades afins de An e os ideais radicais de K[X1, . . . , Xn];
(ii) os pontos de An e os ideais maximais de K[X1, . . . , Xn]
Dem. Ver [7, Corola´rio 1.4, p. 4] para o item (i) e, [7, Exemplo 1.4.4, p. 4] para o
item (i i).
1Teorema dos Zeros
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1.4 Irredutibilidade
A variedade afim de A2 definida por XY = 0 se decompo˜e na unia˜o dos eixos coorde-
nados, que sa˜o tambe´m variedades afins. Mas na˜o podemos, se K e´ infinito, decompor
por sua vez, os eixos coordenados em unia˜o finita de variedades afins pro´prias. E´ esta
observac¸a˜o que vamos generalizar.
Definic¸a˜o 1.4.1. Dizemos que um espac¸o topolo´gico na˜o vazio X e´ irredut´ıvel quando
na˜o for poss´ıvel escreveˆ-lo como unia˜o de dois subconjuntos fechados pro´prios. Ou seja,
se F1 e F2 sa˜o dois fechados pro´prios de X, enta˜o F1 ∪ F2  X. Caso contra´rio, X e´
redut´ıvel .
Diremos que uma variedade afim V e´ irredut´ıvel se ela e´ irredut´ıvel como espac¸o
topolo´gico. Caso contra´rio V e´ redut´ıvel
Observe que ha´ uma pequena inconsisteˆncia na literatura existente. Por exemplo,
o livro [7, p. 3] chama de conjunto alge´brico o que aqui chamamos de variedade afim
e, define uma variedade afim como sendo um conjunto alge´brico irredut´ıvel. Estamos
seguindo a definic¸a˜o de [13, p. 48].
A seguir vamos destacar algumas propriedades das variedades afins irredut´ıveis.
Proposic¸a˜o 1.4.2. Um espac¸o topolo´gico X e´ irredut´ıvel se, e somente se, quaisquer
dois abertos na˜o vazios se interceptam. Em particular, todo aberto de um espac¸o
topolo´gico irredut´ıvel e´ denso nele.
Dem. Sejam A e B dois abertos na˜o vazios de X. Ja´ que X e´ irredut´ıvel, tem-se
Ac ∪ Bc ( X. Assim, Ac e Bc sa˜o dois fechados pro´prios de X tais que A ∩ B =
(Ac ∪ Bc)c ) ∅, ou seja, A e B se interceptam. Reciprocamente, sejam F1 e F2 dois
fechados pro´prios de X. Por hipo´tese, ∅ ( F c1 ∩ F c2 . Logo, F1 ∪ F2 = (F c1 ∩ F c2 )c ( X,
ou seja, X e´ irredut´ıvel.
Proposic¸a˜o 1.4.3. Um subespac¸o de um espac¸o topolo´gico X e´ irredut´ıvel se, e so-
mente se, o seu fecho tambe´m e´ irredut´ıvel.
Dem. Seja Y um subespac¸o topolo´gico de X. Suponha que existam F1 e F2 dois
fechados pro´prios tais que Y = F1 ∪ F2. Como Y ⊆ Y = F1 ∪ F2 tem-se Y =
(Y ∩ F1) ∪ (Y ∩ F2). Com a topologia induzida esta e´ uma decomposic¸a˜o de Y em
fechados pro´prios. Logo, Y e´ redut´ıvel. Por outro lado, se Y for redut´ıvel, existem F1 e
F2 dois fechados pro´prios tais que Y = F1 ∪F2. Da´ı, Y = F1 ∪F2 e´ uma decomposic¸a˜o
de Y em fechados pro´prios. Portanto, Y e´ redut´ıvel.
Proposic¸a˜o 1.4.4. Sejam X ⊆ An e Y ⊆ Am duas variedades afins irredut´ıveis. Enta˜o
X × Y munida da topologia induzida de An+m e´ uma variedade afim irredut´ıvel.
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Dem. Suponha que existam F1 e F2 dois fechados pro´prios tais que X × Y = F1 ∪F2.
Para todo ponto x ∈ X, o conjunto {x} × Y dos pontos (x, y) com y ∈ Y , e´ fechado e
e´ isomorfo a Y . Assim, {x} × Y e´ irredut´ıvel. Como {x} × Y ⊆ F1 ∪ F2, tem-se:
{x} × Y = (({x} × Y ) ∩ F1) ∪ (({x} × Y ) ∩ F2) .
Enta˜o {x} × Y ⊆ F1 ou {x} × Y ⊆ F2. Considere o subconjunto X1 consistindo dos
pontos x ∈ X tais que {x} × Y ⊆ F1. Provaremos que X1 e´ fechado. De fato, para
todo ponto y ∈ Y , o conjunto Xy dos pontos x ∈ X tais que (x, y) ∈ F1 e´ fechado,
pois:
(X × {y}) ∪ Z1 = Xy × {y}
e, o lado esquerdo e´ fechado. Assim, X1 =
⋂
y∈Y Xy e´ fechado. Analogamente, o
conjunto X2 consistindo de todos os pontos x ∈ X tais que {x} × Y ⊆ F2 tambe´m e´
fechado. Mas observe que X = X1 ∪X2. Ja´ que X e´ irredut´ıvel, devemos ter X1 = X
ou X2 = X. No primeiro caso, X×Y = Z1 e no segundo, X×Y = Z2. Esta contradic¸a˜o
prova o teorema.
O pro´ximo teorema traduz em termos alge´bricos a irredutibilidade de uma variedade
afim.
Teorema 1.4.5. Para que uma variedade afim V seja irredut´ıvel e´ necessa´rio e sufi-
ciente que I(V ) seja primo.
Dem. Sejam f e g polinoˆmios tais que fg ∈ I(V ). Enta˜o, V = V (I (V )) ⊆ V (fg) =
V (f) ∪ V (g) e da´ı segue que V = (V ∩ V (f)) ∪ (V ∩ V (g)). Como V e´ irredut´ıvel
devemos ter V ⊆ V (f) ou V ⊆ V (g), ou seja, f ∈ I (V ) ou g ∈ I (V ), o que prova que
I (V ) e´ primo. Reciprocamente, suponha que V seja a unia˜o de dois fechados pro´prios
F1 e F2. Da´ı, I (V ) = I (F1 ∪ F2) = I (F1) ∩ I (F2). Logo, existem f1 ∈ I (F1)
e f2 ∈ I (F2) tais que f1, f2 6∈ I (V ) (caso conta´rio, ter´ıamos I (F1) = I (V ) ou
I (F2) = I (V ), e enta˜o F1 = V ou F2 = V , ambos os casos na˜o podem ocorrer pois
F1, F2 ( V ). Mas, f1f2 ∈ I (F1) ∩ I (F2) = I (V ). Isto e´ uma contradic¸a˜o, ja´ que
I(X) e´ primo.
Exemplo 1.4.6. (i) Para todo n ∈ Z>0, o espac¸o An e´ irredut´ıvel. De fato, I (An) =
(0) e´ um ideal primo.
(ii) As u´nicas variedades afins irredut´ıveis de A1 sa˜o o espac¸o todo e os conjuntos
unita´rios.
(iii) A variedade afim V definida em A4 pela equac¸a˜o XT −Y Z = 0 e´ irredut´ıvel. De
fato, o polinoˆmio f (X, Y, Z, T ) = XT −Y Z e´ irredut´ıvel, portanto o ideal gerado
por ele e´ um ideal primo. Mas veja que I (V ) = I (V (XT − Y Z)) = (XT − Y Z),
ou seja, V e´ irredut´ıvel.
Podemos tambe´m exprimir a condic¸a˜o do teorema pedindo que o quociente K[V ] :=
K[X1, . . . , Xn]/I(V ), chamado anel de coordenadas de V , seja um domı´nio.
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Teorema 1.4.7. Todas as variedades afins na˜o vazias se decompo˜e de maneira u´nica
(a menos de permutac¸a˜o) em uma unia˜o finita de variedades afins irredut´ıveis na˜o
contendo uma as outras. Ou seja, existem V1, . . . , Vr variedades afins irredut´ıveis tais
que V = V1 ∪ . . . ∪ Vr.
Dem. Ver [6, Teorema 5.7, p. 52].
As variedades irredut´ıveis V1, . . . , Vr que aparecem na decomposic¸a˜o do teorema sa˜o
chamadas de componentes irredut´ıveis da variedade afim V .
1.5 Dimensa˜o
A ide´ia desta definic¸a˜o, que a primeira vista, parece ser muito abstrata, e´ intuitivamente
o tamanho ma´ximo de uma subvariedade de uma variedade irredut´ıvel X.
Definic¸a˜o 1.5.1. Se X e´ um espac¸o topolo´gico, definimos a dimensa˜o de X, denotada
por dimX, como sendo o supremo de todos os inteiros n tais que existe uma cadeia
X0 ( X1 ( . . . ( Xn
de distintos subconjuntos fechados e irredut´ıveis de X. Definimos a dimensa˜o de
uma variedade afim ou quase afim irredut´ıvel como sendo sua dimensa˜o como espac¸o
topolo´gico.
E´ poss´ıvel estender a definic¸a˜o de dimensa˜o para variedades redut´ıveis:
Definic¸a˜o 1.5.2. A dimensa˜o de uma variedade afim arbitra´ria e´ o ma´ximo das di-
menso˜es de suas componentes irredut´ıveis.
Exemplo 1.5.3. A dimensa˜o de A1 e´ 1. De fato, os u´nicos subconjuntos fechados e
irredut´ıveis de A1 e´ o espac¸o todo e os conjuntos unita´rios.
Em geral, tem-se:
Proposic¸a˜o 1.5.4. Para todo n ∈ Z>0, dimensa˜o de An e´ n.
Dem. Ver [7, Proposic¸a˜o 1.9, p. 6].
Proposic¸a˜o 1.5.5. Sejam V ⊆ An e W ⊆ Am duas variedades afins na˜o vazias. Enta˜o:
dim (V ×W ) = dim (V ) + dim (W ) .
Dem. Ver [13, Exemplo 4, p. 68].
Proposic¸a˜o 1.5.6. Se V e´ uma variedade quase afim, enta˜o dimV = dimV .
Dem. Ver [7, Proposic¸a˜o 1.10, p. 6].
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1.6 Espac¸o Tangente a uma Variedade Afim e Pontos
Singulares
A definic¸a˜o ba´sica de ponto na˜o-singular (ou, ponto suave) de uma variedade afim e´
ana´loga a definic¸a˜o correspondente da geometria diferencial. Iniciaremos definindo o
espac¸o tangente a uma variedade afim, sem nos preocupar com as definic¸o˜es intr´ınsecas
a este assunto.
Seja V ⊆ An uma variedade afim com ideal I (V ) = (f1, . . . , fr). Dado um ponto
x ∈ V , definimos a matriz Jacobiana em x, denotada por J (x), como sendo a matriz
r × n com entradas ∂fi
∂Xj
(x) , ou seja,
J (x) :=

∂f1
∂X1
(x) . . .
∂f1
∂Xn
(x)
...
...
∂fr
∂X1
(x) . . .
∂fr
∂Xn
(x)

Definic¸a˜o 1.6.1. O espac¸o tangente a V em x, denotado por Tx (V ), e´ o nu´cleo da
matriz J (x).
Definic¸a˜o 1.6.2. A dimensa˜o de V em um ponto x, denotada por dimx V , e´ o ma´ximo
das dimenso˜es das componentes irredut´ıveis de V que passam por x.
Definic¸a˜o 1.6.3. Um ponto x de uma variedade afim V e´ na˜o-singular , se dimTx (V ) =
dimx V . Caso contra´rio, x e´ um ponto singular .
Dizemos que uma variedade V e´ na˜o-singular , quando V for na˜o-singular em todo
ponto.
Exemplo 1.6.4. Em A4, considere a variedade afim V = V (XT − Y Z). A matriz
Jacobiana num ponto x = (a, b, c, d) e´ dada por:
J (x) =
(
d −c −b a ) .
Veja que rk J (x) = 0 se, e somente se a = b = c = d = 0. Logo, x = 0 e´ o u´nico ponto
singular de V e dimV = 3.
1.7 Func¸o˜es Regulares em Variedades Afins
Ate´ agora, definimos variedades afins, demos a`s variedades afins estrutura de espac¸o
topolo´gico, mas ainda na˜o discutimos que tipo de mapas existem entre elas. Nem
mesmo definimos quando duas variedades sa˜o isomorfas. Nesta sec¸a˜o discutiremos sobre
func¸o˜es regulares em uma variedade e enta˜o definiremos morfismos entre variedades.
Seja V uma variedade quase afim em An.
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Definic¸a˜o 1.7.1. Uma func¸a˜o f : V → K e´ regular em um ponto x ∈ V se existe uma
vizinhanc¸a aberta U com x ∈ U ⊆ V , e polinoˆmios g, h tais que f = g/h e h (x) 6= 0
em U . Dizemos que f e´ regular em V se ela e´ regular em todo ponto de V .
Proposic¸a˜o 1.7.2. Uma func¸a˜o regular e´ cont´ınua, quando se identifica K com A1 na
topologia de Zariski.
Dem. Mostraremos que imagem inversa de fechado em A1 e´ fechado em V . Ja´ vimos
que os fechados pro´prios de A1 sa˜o os conjuntos finitos de pontos. Assim, e´ suficiente
provar que f−1 (a) = {x ∈ V | f (x) = a} e´ fechado para todo a ∈ K. Isto pode ser
verificado localmente, ja´ que um subconjunto W de um espac¸o topolo´gico e´ fechado se,
e somente se V pode ser coberto por conjuntos abertos U tais que W ∩U e´ fechado em
U , para cada U . Assim seja U um conjunto aberto onde f pode ser representada como
g/h, com g e h ∈ K[X1, . . . , Xn] e h (x) 6= 0 para todo x ∈ U . Enta˜o, f−1 (a) ∩ U =
{x ∈ U | g (x) /h (x) = a}. Observe que g (x) /h (x) = a se, e somente se (g − ah) (x) =
0. Logo, f−1 (a) ∩ U = V (g − ah) ∩ U e, o lado direito desta igualdade e´ um fechado.
Portanto, f−1 (a) e´ fechado.
Definic¸a˜o 1.7.3. Um morfismo de espac¸os afins e´ uma func¸a˜o f : An → Am entre
dois espac¸os afins, dada por f(X1, . . . , Xn) = (f1(X1, . . . , Xn), . . . , fm(X1, . . . , Xn)), de
modo que cada componente fi, i = 1, . . . ,m, e´ uma func¸a˜o regular de An.
Sejam V ⊆ An e W ⊆ Am duas variedades afins. Uma func¸a˜o f : V → W , dada por
f(X1, . . . , Xn) = (f1(X1, . . . , Xn), . . . , fm(X1, . . . , Xn)), e´ um morfismo de variedades
afins quando cada componente fi, i = 1, . . . ,m, e´ uma func¸a˜o regular de V .
Exemplo 1.7.4. (i) Considere a variedade V1 = V (Y −X2). A aplicac¸a˜o f : V1 →
A1 definida por f (X, Y ) = X e´ um morfismo bijetor. O mapa inverso X 7→
(X,X2) e´ tambe´m um morfismo.
(ii) Considere a variedade V2 = V (X2 − Y 3). A aplicac¸a˜o g : A1 → V2 definida por
g (T ) = (T 3, T 2) e´ um morfismo bijetor, mas seu inverso na˜o e´ um morfismo.
Estes exemplos motivam a seguinte definic¸a˜o:
Definic¸a˜o 1.7.5. Sejam V ⊆ An e W ⊆ Am duas variedades afins. Dizemos que V e
W sa˜o isomorfas se, existe f : V → W um morfismo bijetor tal que o mapa inverso
tambe´m e´ um morfismo.
Proposic¸a˜o 1.7.6. Duas variedades afins V e W sa˜o isomorfas se, e somente se, seus
ane´is de coordenadas K (V ) e K (W ) sa˜o isomorfos.
Dem. Ver [7, Corola´rio 3.7, p. 20].
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1.8 Variedades Projetivas
Seja V um espac¸o vetorial de dimensa˜o n+1 sobre o corpo K. O conjunto das retas (isto
e´, dos subespac¸os de dimensa˜o 1) de V e´ chamado o espac¸o projetivo n-dimensional , e
e´ denotado por P (V ) ou Pn. Se introduzirmos coordenadas y0, . . . , yn em V , enta˜o um
ponto y ∈ Pn sera´ representado pela (n+ 1)-upla (y0 : . . . : yn) sendo cada yi elementos
do corpo K, na˜o todos nulos. Dois pontos (y0 : . . . : yn) e (z0 : . . . : zn) sa˜o iguais em
Pn se, e somente se existe λ 6= 0 tal que zi = λyi para i = 0, . . . , n. Uma (n+ 1)-upla
(y0 : . . . : yn) que representa um ponto y ∈ Pn e´ chamado de coordenadas homogeˆneas
para y.
Dizemos que um ponto y ∈ Pn e´ zero do polinoˆmio F (X0, . . . , Xn) ∈ K [X0, . . . , Xn]
se F (y0, . . . , yn) = 0 para toda escolha de coordenadas (y0, . . . , yn) de y.
Definic¸a˜o 1.8.1. Um polinoˆmio F ∈ K [X0, . . . , Xn] e´ homogeˆneo de grau d se para
todo λ ∈ K tem-se:
F (λX0, . . . , λXn) = λ
dF (X0, . . . , Xn) .
E´ fa´cil ver que todos os monoˆmios na˜o nulos de um polinoˆmio homogeˆneo de grau
d sa˜o tambe´m de grau d. Ale´m disso, todo polinoˆmio se decompo˜e em soma u´nica de
polinoˆmios homogeˆneos.
Em geral, se F = F0+F1+. . .+Fd e´ a decomposic¸a˜o de F em polinoˆmios homogeˆneos
Fi de grau i. Enta˜o:
F (λy0, . . . , λyn) = F0 (y0, . . . , yn) + λF1 (y0, . . . , yn) + . . .+ λ
dFd (y0, . . . , yn) .
Ja´ que K e´ um corpo infinito, a igualdade F (λy0, . . . , λyn) = 0 para todo λ ∈ K \ {0}
implica em Fi (λy0, . . . , λyn) = 0. Dessa maneira, y ∈ Pn e´ zero de um polinoˆmio F se,
e somente se y e´ zero de todas as componentes homogeˆneas Fi de F .
Podemos enta˜o definir o conjunto de zeros em Pn:
Definic¸a˜o 1.8.2. Seja S um subconjunto de K [X0, . . . , Xn], enta˜o:
V (S) := {y ∈ Pn | y e´ zero de cada F ∈ S} ,
e´ o conjunto de zeros de S. Os subconjuntos de Pn deste tipo sera˜o chamados de
variedade projetiva.
Se quisermos estender ao caso projetivo a correspondeˆncia A´lgebra/Geometria do
caso afim, o primeiro problema que nos deparamos e´ que um ideal na˜o nulo do anel
de polinoˆmios sempre conte´m polinoˆmios que na˜o sa˜o homogeˆneos. Mas podemos
considerar apenas um tipo de ideais em que isso na˜o ocorre:
Definic¸a˜o 1.8.3. Dizemos que um ideal I de K [X0, . . . , Xn] e´ homogeˆneo se I e´ gerado
por polinoˆmios homogeˆneos. Definimos enta˜o V (I) como o subconjunto de Pn formado
pelos zeros comuns de todos os elementos homogeˆneos de I.
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Para que um ideal I de K [X0, . . . , Xn] seja homogeˆneo e´ necessa´rio e suficiente que
para toda decomposic¸a˜o P =
∑
Pi de um elemento P de I em soma de polinoˆmios
homogeˆneos, tenhamos Pi ∈ I para todo i.
Muitos resultados sobre variedades projetivas sa˜o ana´logos ao caso afim, mas nem
todos. Alguns dos resultados que valem em ambos casos sa˜o, por exemplo: a aplicac¸a˜o
S 7→ V (S) reverte incluso˜es; se S e´ formado por polinoˆmios homogeˆneos o ideal gerado
por S, 〈S〉, e´ um ideal homogeˆneo e V (S) = V (〈S〉). Novamente usando o Teorema
da Base de Hilbert pode-se verificar que o ideal 〈S〉 e´ gerado por um nu´mero finito de
polinoˆmios homogeˆneos F1, . . . , Fr, assim V (S) = V (〈S〉) = V (F1, . . . , Fr). Em outras
palavras, toda variedade projetiva em Pn pode ser definida por um nu´mero finito de
polinoˆmios homogeˆneos.
Proposic¸a˜o 1.8.4. (i) ∅ e Pn sa˜o variedades projetivas.
(ii) A unia˜o finita de variedades projetivas de Pn e´ uma variedade projetiva.
(iii) A intersec¸a˜o de variedades projetivas de Pn e´ uma variedade projetiva.
Dem. Ana´logo ao caso afim.
A Proposic¸a˜o anterior permite definir a Topologia de Zarizki sobre Pn, tomando
como fechados as variedades projetivas.
Definic¸a˜o 1.8.5. Uma variedade quase projetiva e´ um subconjunto aberto de uma
variedade projetiva.
Definic¸a˜o 1.8.6. Seja V um subconjunto de Pn, chamamos de ideal de V e denotamos
por I (V ) o ideal homogeˆneo gerado pelos polinoˆmios homogeˆneo que se anulam em V .
Novamente, V (I (V )) e´ a adereˆncia de V . Ale´m disso, todos os resultados sobre
a decomposic¸a˜o de uma variedade afim em componentes irredut´ıveis como tal, sa˜o
transportados para o caso projetivo.
O Nullstellensatz sofre algumas mudanc¸as no caso projetivo. A diferenc¸a funda-
mental do caso afim e´ que se I e´ um ideal pro´prio de K [X0, . . . , Xn], a variedade V (I)
pode ser vazia, mesmo se K seja um corpo algebricamente fechado. Por exemplo, para
o ideal maximal (X0, . . . , Xn), tem-se V (X0, . . . , Xn) = ∅.
Teorema 1.8.7 (Nullstellensatz Projetivo). Seja I um ideal homogeˆneo deK [X0, . . . , Xn].
Enta˜o,
(i) V (I) = ∅ se, e somente se existe um inteiro N tal que I conte´m todos os
polinoˆmios homogeˆneos de grau maior ou igual a N ;
(ii) se V (I) 6= ∅ enta˜o I (V (I)) = √I.
Dem. [5, p. 46]
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Corola´rio 1.8.8. A aplicac¸a˜o V 7→ I (V ) e´ uma bijec¸a˜o decrescente com inversa I 7→
V (I) entre variedades projetivas de Pn e os ideais radicais homogeˆneos deK [X0, . . . , Xn]
diferentes de (X0, . . . , Xn).
Dem. Imediato.
Exemplo 1.8.9. A Grassmanniana: O espac¸o projetivo P (V ) parametriza os subespa-
c¸os vetoriais de dimensa˜o 1 de um espac¸o vetorial V . A Grassmanniana desempenha o
mesmo papel para subespac¸os r-dimensionais de um espac¸o vetorial de dimensa˜o n, ou
seja, a Grassmanniana, denotada por G(r, n), e´ o conjunto dos subespac¸os de dimensa˜o
r de um espac¸o vetorial V . Assim, G (1, n+ 1), e´ o espac¸o projetivo Pn.
A GrassmannianaG (r, n) e´ uma variedade projetiva irredut´ıvel de dimensa˜o r (n− r).
Em [13, Exemplo 1, p. 42] e em [13, Exemplo 5, p. 68] pode-se encontrar mais sobre
G (r, n).
1.9 O Teorema da Dimensa˜o das Fibras
Dado um morfismo f : V → W de variedades quase afins, e w ∈ W , o conjunto f−1(w)
e´ chamado a fibra de f sobre w. E´ claro que ela e´ uma subvariedade fechada de V . A
ide´ia atra´s da terminologia e´ que f fibra V como a unia˜o disjunta das fibras sobre os
diferentes pontos w ∈ W .
Teorema 1.9.1. Seja f : V → W um morfismo entre variedades irredut´ıveis. Suponha
que f e´ sobrejetiva, dimV = n e que dimW = m. Enta˜o m ≤ n, e
(i) dimF ≥ n−m para todo w ∈ W e para toda componente F da fibra f−1(w);
(ii) Existe um subconjunto aberto e na˜o vazio U ⊆ W tal que dim f−1(w) = n −m
para todo w ∈ U .
Dem. Ver [13, Teorema 7, p. 76].
Como consequeˆncia do Teorema 1.9.1 obtemos um crite´rio de irredutibilidade bas-
tante u´til.
Teorema 1.9.2. Seja f : V → W um morfismo entre variedades afins, com f(V ) = W .
Suponha que W e´ irredut´ıvel, e que todas as fibras f−1(w) para w ∈ W sa˜o irredut´ıveis
e de mesma dimensa˜o. Enta˜o V e´ irredut´ıvel.
Dem. Ver [13, Teorema 8, p. 77].
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1.10 Outros Resultados Importantes
Nesta sec¸a˜o vamos demonstrar dois resultados simples, mas que sera˜o importantes em
algumas demonstrac¸o˜es no decorrer do texto. A primeira proposic¸a˜o e´ um resultado
topolo´gico sobre os conjuntos P (s) e P [s] que sera˜o citados em va´rias partes do texto.
Mais precisamente: sejam U e V dois espac¸os vetoriais de dimensa˜o r e c respectiva-
mente, com r ≥ c. Considere os conjuntos:
P (s) = {T ∈ Hom(U, V ) | rkT = s} , ∀ 0 ≤ s ≤ c
e
P [s] = {T ∈ Hom(U, V ) | rkT ≤ s} , ∀ 0 ≤ s ≤ c.
Proposic¸a˜o 1.10.1. (i) P [s] e´ fechado em Hom(U, V ), para 0 ≤ s ≤ c.
(ii) P (s) e´ aberto em P [s], para 0 ≤ s ≤ c.
Dem. Vamos identificar Hom (U, V ) com o conjuntos das matrizes c × r. Seja A ∈
Hom (U, V ). Existem finitas maneiras de escolher submatrizes s× s da A, a saber, esse
nu´mero e´ms =
(
c
s
)(
r
s
)
, para todo 1 ≤ s ≤ c. Fixe uma ordem para essa escolha, e denote
por Ai a i-e´sima submatriz s × s de A na ordem escolhida, para todo i = 1, . . . ,ms.
Desse modo, fica bem definida a aplicac¸a˜o:
∆(s) : Hom (U, V ) → Kms
A 7→ (detA1, . . . , detAms) .
Observe que ∆(s) e´ um mapa regular e, portanto cont´ınuo na topologia de Zariski.
Assim, ∆−1(s)(0) e´ um fechado em Hom (U, V ). Definida essa aplicac¸a˜o, o posto de uma
matriz A sera´ maior ou igual a s se, e somente se ∆(s)(A) 6= 0. Logo, A ∈ ∆−1(s)(0)
se, e somente se detAi = 0 para todo i ∈ {1, . . . ,ms}, ou equivalentemente, se o
posto de A for menor do que s. Enta˜o, A ∈ ∆−1(s)(0) se, e somente se A ∈ P [s−1],
ou seja, ∆−1(s)(0) = P
[s−1] e portanto P [s−1] e´ fechado em Hom (U, V ), para todo 2 ≤
s ≤ c. Mas observe que P [0] = {0} e P [c] = Hom (U, V ), ou seja, ambos sa˜o fechados
em Hom (U, V ). Portanto, para todo 0 ≤ s ≤ c, os conjuntos P [s] sa˜o fechados em
Hom (U, V ). Observe tambe´m que P [s−1] = P [s] ∩ P [s−1], ou seja, P [s−1] e´ fechado em
P [s]. Da´ı, como P (s) = P [s] \ P [s−1], conclu´ımos que P (s) e´ um aberto em P [s].
Como determinante e´ uma func¸a˜o polinomial, podemos concluir que cada P [s] e´
uma variedade afim, e portanto, cada P (s) e´ uma variedade quase afim.
Exemplo 1.10.2. Sejam U e V espac¸os vetoriais de dimensa˜o 2. Veja que P {0} =
P [0] = (0), e que P [2] = Hom (U, V ). Olhemos enta˜o para P [1]. Tome A ∈ Hom (U, V ).
O posto de A e´ igual a 2 se, e somente se detA 6= 0. Assim se A e´ da forma
A =
(
a b
c d
)
,
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enta˜o A ∈ P [1] se, e somente se ad − bc = 0, ou equivalentemente, se (a, b, c, d) ∈
V (XT − Y Z). Assim, identificando M2 com A4 teremos P [1] = V (XT − Y Z). Por-
tanto, P [1] e´ uma variedade afim irredut´ıvel de dimensa˜o 3 tendo a origem como u´nico
ponto singular (cf. Exemplos 1.4.6 e 1.6.4). Ale´m disso, como P (1) = P [1] \ {0} segue
que P (1) e´ uma variedade quase afim irredut´ıvel e na˜o singular.
A pro´xima proposic¸a˜o e´ um resultado de A´lgebra Linear sobre formas bilineares.
Proposic¸a˜o 1.10.3. Seja W um subespac¸o de V de dimensa˜o m. Se f : V × V → K
e´ uma forma bilinear sime´trica, na˜o degenerada e
W⊥ = {v ∈ V | f (v, w) = 0 ∀ w ∈ W} ,
enta˜o
dimV = dimW + dimW⊥.
Dem. Considere uma base w1, . . . , wm para W e a complete a uma base de V . Seja A
a matriz de f nesta base. Observe que W⊥ e´ o conjunto de soluc¸o˜es v do sistema linear
homogeˆneo dado por f (v, wj) = 0, para j = 1, . . . ,m. Escreva v na base escolhida.
Observe que temos um sistema linear homogeˆneo para as coordenadas de v cuja matriz
associada e´ formada pelas m primeiras linhas de A. Sabemos que f e´ na˜o-degenerada
se e somente se A for invert´ıvel. Logo, as m primeiras linhas de A sa˜o LI. Da´ı segue que
a dimensa˜o do conjunto de soluc¸o˜es (dimensa˜o de W⊥) e´ a quantidade de coordenadas
(dimensa˜o de V ) menos a quantidade de equac¸o˜es (que e´ a dimensa˜o de W ). Portanto,
dimV = dimW + dimW⊥.
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Cap´ıtulo 2
Parametrizac¸a˜o do Esquema de
Hilbert de Pontos
O livro [10] e o artigo [2] exibem parametrizac¸o˜es do esquema de Hilbert de c pontos
em Cn para o caso n = 2 e n = 3 respectivamente. Motivados por estas refereˆncias,
exibiremos uma bijec¸a˜o entre o esquema de Hilbert de c pontos em Kn e uma varie-
dade alge´brica quase projetiva. Neste cap´ıtulo, K representa um corpo algebricamente
fechado.
2.1 O Esquema de Hilbert de c Pontos em Kn
Nos u´ltimos anos, o esquema de Hilbert de pontos tem recebido bastante atenc¸a˜o
no meio matema´tico e da f´ısica teo´rica. Em [10] encontramos uma introduc¸a˜o aos
esquemas de Hilbert e alguns dos mais recentes resultados. Por hora apresentaremos
apenas uma caracterizac¸a˜o do esquema de Hilbert:
Definic¸a˜o 2.1.1. O esquema de Hilbert de c pontos em Kn, denotado por Hilbc(Kn),
e´ definido como o conjunto dos ideais J do anel de polinoˆmios K [X1, . . . , Xn] cujo
quociente K [X1, . . . , Xn] /J e´ um espac¸o vetorial de dimensa˜o c, ou seja,
Hilbc(Kn) :=
{
J /K [X1, . . . , Xn] | dimK K [X1, . . . , Xn]
J
= c
}
.
Um exemplo simples e´ o seguinte:
Exemplo 2.1.2. O esquema de Hilbert de 1 ponto em Cn, Hilb1(Cn), e´ isomorfo a
Cn. De fato, dado um ideal J de C [X1, . . . , Xn], o quociente C [X1, . . . , Xn] /J tem
dimensa˜o 1 se, e somente se C [X1, . . . , Xn] /J e´ um corpo, ou equivalentemente, se J e´
um ideal maximal de C [X1, . . . , Xn]. Mas os ideais maximais de C [X1, . . . , Xn] esta˜o
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em correspondeˆncia biun´ıvoca com os pontos de Cn. Portanto, Hilb1(Cn) e´ isomorfo a
Cn.
2.2 Variedade das Matrizes Comutantes
Seja V um espac¸o vetorial de dimensa˜o c.
Definic¸a˜o 2.2.1. A variedade das n-matrizes comutantes em V e´ formada pelas n-
uplas (B1, . . . , Bn) ∈ End(V )⊕n de matrizes c× c que comutam duas a duas.
Denotaremos por C (n, c) a variedade das n-matrizes comutantes, onde n e´ o nu´mero
de matrizes que esta˜o sendo consideradas e c representa a ordem de tais matrizes. Tal
condic¸a˜o se expressa por um sistema de
(
n
2
)
c2 equac¸o˜es homogeˆneas e nc2 inco´gnitas que
sa˜o as entradas das matrizes B1, . . . , Bn. O termo variedade das matrizes comutantes
sera´ reservado para o caso n = 2 e, C (c) denotara´ tal variedade.
Dado um espac¸o vetorial W de dimensa˜o 1, escreveremos
Vn (c) := C (n, c)× Hom(W,V ).
Na pro´xima sec¸a˜o definiremos uma condic¸a˜o de estabilidade para os pontos de
End(V )⊕n ⊕ Hom(W,V ). Tambe´m apresentaremos algumas propriedades do subcon-
junto de Vn (c) formado pelas matrizes que satisfazem a condic¸a˜o de estabilidade a ser
definida.
2.3 Pontos Esta´veis e o Subespac¸o Estabilizador
Sejam V e W K-espac¸os vetoriais de dimensa˜o c e 1 respectivamente. Considere
B := End(V )⊕n ⊕ Hom(W,V ).
Assim, um ponto de B e´ uma (n+ 1)-upla X = (B1, . . . , Bn, I) com Bi ∈ End(V ), para
todo i ∈ {1, . . . , n} e I ∈ Hom(W,V ).
Definic¸a˜o 2.3.1. Dizemos que um ponto X = (B1, . . . , Bn, I) ∈ B e´ esta´vel se na˜o
existe subespac¸o pro´prio S ( V tal que Bi(S) ⊂ S para todo i ∈ {1, . . . , n}, e im I ⊂ S.
Denotaremos por Bst o subconjunto dos pontos esta´veis de B, e por Vn (c)st o
subconjunto dos pontos esta´veis de Vn (c).
Definic¸a˜o 2.3.2. O subespac¸o estabilizador ΣX de um ponto X ∈ B e´ a intersec¸a˜o de
todos os subespac¸os S ⊆ V tais que Bi (S) , I(W ) ⊂ S, para todo i ∈ {1, . . . , n}.
Observe que ΣX e´ o menor subespac¸o de V (com relac¸a˜o a ordem dada pela inclusa˜o)
tal que Bi (S) , I(W ) ⊂ S, para todo i ∈ {1, . . . , n}.
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Exemplo 2.3.3. Considere o caso n = c = 2. Suponha que:
B1 =
(
λ1 0
0 λ2
)
B2 =
(
µ1 0
0 µ2
)
,
com (λ1, µ1) 6= (λ2, µ2). O espac¸o nulo e os espac¸os gerados por (1, 0) e por (0, 1) sa˜o
os u´nicos subespac¸os pro´prios de V invariantes por B1 e por B2. Denote por S1 e S2
os espac¸os gerados, respectivamente, por (1, 0) e por (0, 1) e tome,
I1 (1) =
(
1
0
)
I2 (1) =
(
1
1
)
.
Ja´ que S1 e´ Bi-invariante, para i = 1, 2, e im I1 ⊆ S1 segue que X1 = (B1, B2, I1)
na˜o e´ um ponto esta´vel. Entretanto, o ponto X2 = (B1, B2, I2) e´ esta´vel. Com efeito,
im I na˜o esta´ contida em nenhum dos subespac¸os pro´prios de V que sa˜o Bi-invariantes
(i = 1, 2). Observe que o subespac¸o estabilizador de X1 e´ ΣX1 = S1, enquanto o
de X2 e´ ΣX2 = V . Observe tambe´m que se B1 e B2 teˆm um u´nico autovalor, ou seja,
λ1 = λ2 = λ e µ1 = µ2 = µ, o subespac¸o S = im I viola a condic¸a˜o de estabilidade, para
todo I ∈ Hom (W,V ), ja´ que e´ Bi-invariante. Neste caso, o subespac¸o estabilizador
seria ΣX = im I.
Para 0 ≤ s ≤ c, defina os conjuntos:
B(s) := {X ∈ B | dim ΣX = s} e B[s] := {X ∈ B | dim ΣX ≤ s} .
Observe que, B(c) coincide com Bst, enquanto B(0) coincide com B[0] e, ale´m disso,
e´ o conjunto dos pontos de B que teˆm I = 0. De fato:
Propriedade 2.3.4. X = (B1, . . . , Bn, I) ∈ B(0) se, e so´ se I = 0.
Dem. Suponha que X ∈ B(0). Enta˜o, dim ΣX = 0, ou seja, ΣX e´ o subespac¸o nulo.
Mas pela definic¸a˜o de ΣX temos I (W ) ⊆ ΣX = {0}. Logo, I = 0. Reciprocamente, se
I = 0, o subespac¸o nulo satisfaz: Bi (0) , I (W ) ⊆ {0} , para todo i = 1, . . . , n. Logo,
pela definic¸a˜o de ΣX temos ΣX ⊆ {0}, ou seja, ΣX = {0}. Da´ı, rk ΣX = 0 e portanto,
X ∈ B(0).
Denotaremos por Vn (c)(s) e Vn (c)[s] as respectivas intersec¸o˜es de B(s) e B[s] com
Vn (c), para 0 ≤ s ≤ c. Assim novamente teremos, Vn (c)st = Vn (c)(c) , mas agora,
Vn (c)(0) = Vn (c)[0] = C (n, c)× {0}.
Exibiremos agora algumas propriedades do subespac¸o estabilizador. Para tanto,
definiremos a aplicac¸a˜o Rn da seguinte maneira: dado um ponto X = (B1, . . . , Bn, I)
em B considere o mapa:
Rn (X) : W⊕cn −→ V
c−1⊕
k1,...,kn=0
wk1,...,kn 7−→
c−1∑
k1,...,kn=0
Bk11 B
k2
2 . . . B
kn
n Iwk1,...,kn
Veja que Rn : B → Hom(W⊕cn , V ) define um mapa regular e, portanto, cont´ınuo
na toplogia de Zariski.
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Proposic¸a˜o 2.3.5. Para todo X ∈ B tem-se:
(i) imRn(X) ⊆ ΣX .
(ii) Se Rn(X) e´ sobrejetiva, enta˜o X e´ esta´vel.
Dem. Se S ⊆ V satisfazBi (S) , I(W ) ⊂ S, para todo i ∈ {1, . . . , n} enta˜o imRn(X) ⊆
S de onde segue (i). Agora se Rn(X) e´ sobrejetora tem-se c = rkRn(X) ≤ dim ΣX ≤ c
enta˜o dim ΣX = c, ou seja, X e´ esta´vel.
A adic¸a˜o da hipo´tese [Bi, Bj] = 0, para todo 1 ≤ i < j ≤ n, nos permite mostrar
que os inversos da Proposic¸a˜o 2.3.5 tambe´m sa˜o verdadeiros.
Proposic¸a˜o 2.3.6. Para todo ponto X = (B1, . . . , Bn, I) ∈ B, sempre que [Bi, Bj] = 0,
para todo 1 ≤ i < j ≤ n tem-se:
(i) imRn(X) = ΣX .
(ii) Se Rn(X) e´ sobrejetiva se, e somente se, X e´ esta´vel.
Dem. A inclusa˜o imRn(X) ⊆ ΣX ja´ foi mostrada na Proposic¸a˜o 2.3.5. Observe
que (ii) segue diretamente de (i). Assim, basta provar que ΣX ⊆ imRn(X). Para
tanto e´ suficiente mostrar que imRn(X) e´ Bi-invariante, para todo i ∈ {1, . . . , n}, e
I(W ) ⊆ imRn(X). E´ fa´cil ver que I(W ) ⊆ imRn(X), resta provar que imRn(X) e´ Bi-
invariante, para todo i ∈ {1, . . . , n}. De fato, dado∑c−1k1,...,kn=0Bk11 Bk22 . . . Bknn Iwk1,...,kn ∈
imRn(X), usando o fato de [Bi, Bj] = 0, para todo 1 ≤ i < j ≤ n temos a seguinte
igualdade:
Bi
(
c−1∑
k1,...,kn=0
Bk11 B
k2
2 . . . B
kn
n Iwk1,...,kn
)
=
c−1∑
k1,...,kn=0
BiB
k1
1 B
k2
2 . . . B
kn
n Iwk1,...,kn =
=
c−1∑
k1,...,k̂i,...,kn=0
Bk11 . . . B
c
i . . . B
kn
n Iwk1,...,kn +
c−1∑
k1,...,k̂i,...,kn=0
c−1∑
ki=1
Bk11 . . . B
ki
i . . . B
kn
n Iwk1,...,kn ,
onde o s´ımbolo ∧ indica que o termo abaixo dele foi omitido. E´ claro que o segundo
fator da soma pertence a imRn(X). Para ver que o primeiro fator tambe´m pertence
a imRn(X), observe que se p(x) = xc + ac−1xc−1 + . . .+ a1x+ a0Id = 0 e´ o polinoˆmio
caracter´ıstico de Bi, o Teorema de Cayley-Hamilton afirma que p(Bi) = 0 enta˜o:
Bci + ac−1B
c−1
i + . . .+ a1Bi + a0Id = 0⇒ Bci = −(ac−1Bc−1i + . . .+ a1Bi + a0Id),
ou seja, podemos expressar Bci como combinac¸a˜o linear das poteˆncias menores de Bi.
Com isso conclu´ımos que,
∑c−1
k1,...,k̂i,...,kn=0
Bk11 . . . B
c
i . . . B
kn
n Iwk1,...,kn ∈ imRn(X) e da´ı
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segue que imRn(X) e´ Bi-invariante. Portanto, como ΣX e´ o menor subespac¸o de V
com essas propriedades, segue que ΣX ⊆ imRn(X).
Como na Sec¸a˜o 1.10, considere os conjuntos:
P (s) =
{
T ∈ Hom (W⊕cn , V ) | rkT = s} , ∀ 0 ≤ s ≤ c
e
P [s] =
{
T ∈ Hom (W⊕cn , V ) | rkT ≤ s} , ∀ 0 ≤ s ≤ c.
Ja´ sabemos, da Proposic¸a˜o 1.10.1 que, para todo 0 ≤ s ≤ c, o conjunto P [s] e´ fechado
em Hom
(
W⊕c
n
, V
)
, e P (s) e´ aberto em P [s]. Esse fato, juntamente com o fato de Rn
ser uma aplicac¸a˜o cont´ınua, prova o seguinte lema:
Lema 2.3.7. (i) R−1n
(
P [s]
)
e´ fechado em B, para 0 ≤ s ≤ c.
(ii) R−1n
(
P (s)
)
e´ aberto em R−1n
(
P [s]
)
, para 0 ≤ s ≤ c.
Conclu´ımos, em particular que R−1n
(
P (c)
)
e´ aberto em B. De fato, veja que P [c] =
Hom
(
W⊕c
n
, V
)
, e enta˜o R−1n
(
P [c]
)
= B.
Corola´rio 2.3.8. (i) Vn (c)(s) e´ aberto em Vn (c)[s], para 0 ≤ s ≤ c. Em particular,
Vn (c)st e´ aberto em Vn (c).
(ii) Vn (c)[s] e´ fechado em Vn (c), para 0 ≤ s ≤ c.
Dem. Basta observar que Vn (c)(s) = Vn (c) ∩ R−1n
(
P (s)
)
. De fato, por definic¸a˜o,
se X ∈ Vn (c)(s) enta˜o X ∈ Vn (c) e dim ΣX = s. Pela Proposic¸a˜o 2.3.6 tem-se
rkRn(X) = s, ou seja, Rn (X) ∈ P (s). Da´ı segue que X ∈ R−1n
(
P (s)
)
. Portanto,
Vn (c)(s) = Vn (c) ∩ R−1n
(
P (s)
)
e´ aberto em V [s], para 0 ≤ s ≤ c. Ja´ observamos
que Vn (c)st = Vn (c)(c) e e´ fa´cil ver que B[c] = B, enta˜o Vn (c)[c] = Vn (c). Logo,
Vn (c)st e´ aberto em Vn (c). Analogamente mostra-se que Vn (c)[s] = Vn (c)∩R−1n
(
P [s]
)
.
Portanto, Vn (c)(s) e´ fechado em Vn (c), para 0 ≤ s ≤ c.
Definic¸a˜o 2.3.9. Uma estratificac¸a˜o de uma variedade afim X e´ dada por:
X = Xn ⊇ Xn−1 ⊇ Xn−2 ⊇ . . . ⊇ X1 ⊇ X0 ⊇ X−1 = ∅,
tal que cada Xi e´ uma variedade afim e cada estrato Si := Xi \Xi−1 e´ uma variedade
quase afim.
Veja que, para todo 0 ≤ s ≤ c, os conjuntos Vn (c)(s) nos da˜o uma decomposic¸a˜o
disjunta de Vn (c), isto e´, Vn (c) =
c⋃
s=0
Vn (c)(s) e os conjuntos Vn (c)[s] nos da˜o uma
estratificac¸a˜o de Vn (c), ja´ que os estratos Vn (c)[s]\Vn (c)[s−1] = Vn (c)(s) sa˜o variedades
quase afins.
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Observac¸a˜o 2.3.10. Sejam G um grupo e M um conjunto. Diz-se que G age em M via
φ se existe um homomorfismo φ : G→ SM , onde SM := {f : M →M | f e´ uma bijec¸a˜o}.
Dada uma ac¸a˜o φ : G→ SM do grupo G num conjunto M , e elementos g ∈ G e x ∈M ,
vamos denotar abreviadamente por gx a imagem de x ∈M pela aplicac¸a˜o φ (g) ∈ SM .
Dados dois elementos x, y ∈M diz-se que x e´ G-equivalente a y se existe um elemento
g ∈ G tal que gx = y. E´ fa´cil verificar que esta e´ uma relac¸a˜o de equivaleˆncia. As
classes de equivaleˆncia de M sob esta relac¸a˜o chamam-se as o´rbitas de M sob a ac¸a˜o
de G. Assim, dado um elemento x ∈M , a o´rbita de x sob a ac¸a˜o de G e´ o conjunto:
Orb(x) = [x] = {gx | g ∈ G} .
O conjunto
Gx = {g ∈ G | gx = x}
e´ um subgrupo de G chamado o estabilizador de x. Dizemos que uma ac¸a˜o de um
grupo G e´ livre se para todo x ∈ M , o subgrupo estabilizador Gx e´ trivial, ou seja,
Gx = {1}, onde 1 e´ o elemento neutro do grupo.
Seja G := GL(V ) o grupo das transformac¸o˜es lineares invert´ıveis de V em V . O
grupo G age em B de maneira natural. Para todo g ∈ G e X = (B1, . . . , Bn, I) ∈ B,
defina:
g.(B1, . . . , Bn, I) = (gB1g
−1, . . . , gBng−1, gI).
Veja que:
Lema 2.3.11. Para todo X = (B1, . . . , Bn, I) ∈ B e g ∈ G, tem-se:
(i) [Bi, Bj] = 0 para todo 1 ≤ i < j ≤ n se, somente se [gBig−1, gBjg−1] = 0 para
todo 1 ≤ i < j ≤ n.
(ii) X e´ esta´vel se, e somente se gX e´ esta´vel.
Dem. (i) Basta observar que [gBig
−1, gBjg−1] = g [Bi, Bj] g−1.
(ii) Veja queRn (gX) = gRn (X). Assim, se X e´ esta´vel, segue da Proposic¸a˜o 2.3.6 que
Rn (X) e´ sobrejetora. Como g e´ invert´ıvel temos que Rn (gX) tambe´m e´ sobrejetora.
Logo, gX e´ esta´vel. Analogamente mostra-se que se gX e´ esta´vel, enta˜o X tambe´m e´
esta´vel.
Conclu´ımos com este lema que a ac¸a˜o de G em B preserva Vn (c)st, isto e´, para
todo X = (B1, . . . , Bn, I) ∈ Vn (c)st e g ∈ G, o ponto gX = (gB1g−1, . . . , gBng−1, gI)
tambe´m pertence a Vn (c)st. Assim, podemos restringir a ac¸a˜o de G a Vn (c)st. Mais
ainda, a seguir veremos que a ac¸a˜o de G em Vn (c)st e´ livre.
Proposic¸a˜o 2.3.12. Para todo X = (B1, . . . , Bn, I) ∈ Vn (c)st, o subgrupo estabi-
lizador GX e´ trivial.
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Dem. Suponha que GX na˜o seja trivial. Assim, existe g 6= 1 em GX . Enta˜o, gBig−1 =
Bi para todo i ∈ {1, . . . , n} e gI = I. Afirmamos que ker (g − 1) e´ Bi-invariante, para
todo i ∈ {1, . . . , n}, e im I ⊆ ker (g − 1). De fato, dado v ∈ ker (g − 1) tem-se:
(g − 1) (Bi (v)) = gBi (v)−Bi (v) = Bi (g (v)− (v)) = 0,
ou seja, Bi (v) ∈ ker (g − 1). Agora, dado I (w) ∈ im I tem-se:
(g − 1) (I (w)) = g (I (w))− I (w) = 0,
enta˜o I (w) ∈ ker (g − 1). Da´ı, como g − 1 6= 0 segue que ker (g − 1) ( V . Portanto,
X na˜o e´ esta´vel.
E´ poss´ıvel mostrar, usando teoria geome´trica dos invariantes, que o espac¸o quociente
Hn (c) := Vn (c)st/GL (V ) e´ uma variedade alge´brica quase projetiva.
2.4 Parametrizac¸a˜o do Esquema de Hilbert de c
Pontos em Kn
O resultado principal deste cap´ıtulo, o Teorema 2.4.1, apresentara´ uma parametrizac¸a˜o
do esquema de Hilbert de pontos em termos da variedade quase projetiva Hn (c) que
definimos anteriormente. A partir de agora, quando for necessa´rio simplicar a notac¸a˜o,
escreveremos apenas X para denotar a (n+ 1)-upla (B1, . . . , Bn, I) ∈ Vn (c)st.
Teorema 2.4.1. Existe uma bijec¸a˜o entre o esquema de Hilbert de c pontos em Kn e
a variedade alge´brica quase projetiva Hn (c) := Vn (c)st/GL (V ) .
Antes de apresentarmos a demonstrac¸a˜o, provaremos alguns lemas que sera˜o usados.
Lema 2.4.2. Se X = (B1, . . . , Bn, I) ∈ Vn (c)st, enta˜o a aplicac¸a˜o:
ΦX : K [X1, . . . , Xn] −→ V
p(X1, . . . , Xn) 7−→ p(B1, . . . , Bn)I(1) ,
e´ uma transformac¸a˜o linear sobrejetiva. Em particular, K [X1, . . . , Xn] / ker ΦX e´ iso-
morfo a V .
Dem. Veja que ΦX esta´ bem definida, ja´ que [Bi, Bj] = 0, para todo 1 ≤ i < j ≤ n.
Ale´m disso, e´ fa´cil ver que tal aplicac¸a˜o e´ linear. Agora, im I ⊆ im ΦX , pois dado
I(α) ∈ im I, o polinoˆmio p(X1, . . . , Xn) = α e´ tal que ΦX(p(X1, . . . , Xn)) = αI(1) =
I(α). Mais ainda, tem-se que im ΦX e´ Bj-invariante, ja´ que os B
′
js comutam. Assim,
pela condic¸a˜o de estabilidade devemos ter im ΦX = V e portanto, ΦX e´ sobrejetora.
Ale´m disso, ker ΦX e´ um ideal de K [X1, . . . , Xn], ja´ que e´ fechado pela soma e dados
p(X1, . . . , Xn) ∈ K [X1, . . . , Xn] e q(X1, . . . , Xn) ∈ ker ΦX , temos:
ΦX (p(X1, . . . , Xn)q(X1, . . . , Xn)) = p(B1, . . . , Bn)q(B1, . . . , Bn)I(1) = 0
Assim, segue do Teorema do Isomorfismo que K [X1, . . . , Xn] / ker ΦX ' V .
Denotaremos por [(B1, . . . , Bn, I)] a o´rbita de (B1, . . . , Bn, I) em Hn (c).
24
Lema 2.4.3. Suponha que existam X = (B1, . . . , Bn, I) e Y = (A1, . . . , An, J) em
Vn (c)st tais que [(B1, . . . , Bn, I)] = [(A1, . . . , An, J)]. Enta˜o, ker ΦX = ker ΦY .
Dem. Ja´ que [X] = [Y ], existe g ∈ GL (V ) tal que
(A1, . . . , An, J) =
(
gB1g
−1, . . . , gBng−1, gI
)
.
Observe que para todo f ∈ K [X1, . . . , Xn] tem-se f (A1, . . . , An) = gf (B1, . . . , Bn) g−1.
Logo, f (A1, . . . , An) J (1) = gf (B1, . . . , Bn) g
−1 (gI (1)) = gf (B1, . . . , Bn) I (1). Por-
tanto, ΦY = gΦX . Assim, dado f ∈ ker ΦX tem-se:
0 = ΦX (f) = g
−1ΦY (f) =⇒ ΦY (f) = 0,
ou seja, f ∈ ker ΦY . Analogamente, mostra-se que dado f ∈ ker ΦY tem-se ΦX (f) = 0,
e enta˜o f ∈ ker ΦX . Portanto, ker ΦX = ker ΦY .
O pro´ximo lema, ale´m de ser u´til na demonstrac¸a˜o do Teorema 2.4.1, tambe´m tem
bastante importaˆncia na prova de outros resultados relacionados a soluc¸o˜es esta´veis.
Lema 2.4.4. Dado X = (B1, . . . , Bn, I) ∈ B. Suponha que [Bi, Bj] = 0, para todo 1 ≤
i < j ≤ n. Enta˜o, X e´ esta´vel se, e somente se, {Bi11 . · · · .Binn I(1) ∈ V | ik = 0, . . . , c− 1}
gera V como K-espac¸o vetorial.
Dem. Pelo item (ii) da Proposic¸a˜o 2.3.6 temos que X e´ esta´vel se, e somente se
imRn (X) = V . E´ claro que
{
Bi11 . · · · .Binn I(1) ∈ V | ik = 0, . . . , c− 1
}
gera imRn (X),
e da´ı segue o resultado.
Agora sim estamos prontos para demonstrar o Teorema principal deste cap´ıtulo.
Demonstrac¸a˜o do Teorema 2.4.1. Dado (B1, . . . , Bn, I) ∈ Vn (c)st, considere a
aplicac¸a˜o:
Ψ : Hn (c) −→ Hilbc(Kn)
[(B1, . . . , Bn, I)] 7−→ ker ΦX .
Segue, respectivamente, dos Lemas 2.4.2 e 2.4.3 que ker ΦX pertence a Hilb
c(Kn) e
que Ψ esta´ bem definida.
Por outro lado, dado J ∈ Hilbc(Kn) defina o espac¸o vetorial U = K [X1, . . . , Xn] /J .
A multiplicac¸a˜o por Xi mo´dulo J nos da´ os endomorfismos:
Bi : U −→ U
[p(X1, . . . , Xn)] 7−→ [Xip(X1, . . . , Xn)] , ∀i = 1, . . . , n. (2.4.1)
Defina tambe´m I ∈ Hom(W,U) como sendo a u´nica extensa˜o linear de I(1) = [1]. Da´ı,
como
{
Bi11 . · · · .Binn I(1) ∈ U | ik = 0, . . . , c− 1
}
gera U como K-espac¸o vetorial e todos
os B′is comutam, temos pelo Lema 2.4.4 que a condic¸a˜o de estabilidade se verifica.
Assim,
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Ψ′ : Hilbc(Kn) −→ Hn (c)
J 7−→ [(B1, . . . , Bn, I)]
define um mapa de Hilbc(Kn) para Hn (c) .
Resta mostrar que Ψ e´ uma bijec¸a˜o. Para tanto, provaremos que Ψ′ ◦ Ψ = IdHn(c)
e que Ψ ◦Ψ′ = IdHilbc(Kn).
De fato, dado [(B1, . . . , Bn, I)] ∈ Hn (c), tem-se Ψ ([(B1, . . . , Bn, I)]) = ker ΦX e,
enta˜o Ψ′ ◦Ψ ([(B1, . . . , Bn, I)]) =
[(
B˜1, . . . , B˜n, I˜
)]
, onde,
B˜i : K [X1, . . . , Xn] / ker ΦX −→ K [X1, . . . , Xn] / ker ΦX
[p(X1, . . . , Xn)] 7−→ [Xip(X1, . . . , Xn)]
e,
I˜ : K −→ K [X1, . . . , Xn] / ker ΦX
1 7−→ [1]
Logo, para mostrar a primeira igualdade, devemos exibir g ∈ GL (V ) tal que:(
B˜1, . . . , B˜n, I˜
)
= g. (B1, . . . , Bn, I) = (gB1g
−1, . . . , gBng−1, gI).
Segue do Lema 2.4.2 que K [X1, . . . , Xn] / ker ΦX ∼= Kc, e enta˜o existe um isomor-
fismo g tal que g ([p (X1, . . . , Xn)]) = ΦX (p (X1, . . . , Xn)) para todo p (X1, . . . , Xn) ∈
K [X1, . . . , Xn] . Seja pi a projec¸a˜o de K [X1, . . . , Xn] em K[X1, . . . , Xn]/ ker ΦX .
Enta˜o, para todo p (X1, . . . , Xn) ∈ K[X1, . . . , Xn] tem-se
g−1 ◦ ΦX (p (X1, . . . , Xn)) = g−1 ◦ g ([p (X1, . . . , Xn)]) = [p (X1, . . . , Xn)]
=⇒ g−1 ◦ ΦX (p (X1, . . . , Xn)) = pi (p (X1, . . . , Xn)) ,
ou seja, pi = g−1 ◦ ΦX . Dessa maneira, o topo e a base do seguinte diagrama e´ comu-
tativo:
K[X1, . . . , Xn] pi //
Xi

K[X1, . . . , Xn]/ ker ΦX
B˜i

K[X1, . . . , Xn]
vv
id
lllllllllllll
ΦX //
Xi

Kc
vv
g
mmmmmmmmmmmmmm
Bi

K[X1, . . . , Xn] pi // K[X1, . . . , Xn]/ ker ΦX
K[X1, . . . , Xn]
ΦX //
vv
id
lllllllllllll
Kc
vv
g
mmmmmmmmmmmmmm
E´ claro que a face da esquerda comuta. Pelas definic¸o˜es de B˜i e de ΦX , respecti-
vamente, conclu´ımos que a face de tra´s e a face da frente tambe´m comutam. Observe
que o nosso resultado segue da comutatividade da face direita do diagrama.
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Assim, ja´ que pi = g−1 ◦ ΦX temos:
g ◦ B˜i ◦ pi = g ◦ pi ◦ xi =⇒ g ◦ B˜i ◦ g−1 ◦ ΦX = g ◦ g−1 ◦ ΦX ◦ xi = ΦX ◦ xi = Bi ◦ ΦX
=⇒
(
g ◦ B˜i ◦ g−1 −Bi
)
ΦX = 0.
Como ΦX e´ sobrejetora, para todo v ∈ V , tem-se que:(
g ◦ B˜i ◦ g−1 −Bi
)
(v) =
(
g ◦ B˜i ◦ g−1 −Bi
)
ΦX (p (X1, . . . , Xn)) = 0,
para algum p (X1, . . . , Xn) ∈ K [X1, . . . , Xn], e enta˜o, g ◦ B˜i ◦ g−1 = Bi, para todo
i = 1, . . . , n.
Ale´m disso, g ◦ I˜(1) = g([1]) = ΦX(1) = I(1), ou seja, g ◦ I˜ = I. Logo,
[(B1, . . . , Bn, I)] =
[(
B˜1, . . . , B˜n, I˜
)]
e, portanto, Ψ′ ◦Ψ = IdHn(c).
Para a outra igualdade, veja que dado J ∈ Hilbc(Kn) tem-se Ψ′(J) = [(B1, . . . , Bn, I)],
sendo cada Bi como em 2.4.1. Aplicando Ψ obtemos Ψ◦Ψ′(J) = Ψ ([(B1, . . . , Bn, I)]) =
ker ΦX . Mostraremos que J = ker ΦX .
Dado p (X1, . . . , Xn) =
∑
α aαX
α1
1 . . . X
αn
n ∈ J temos que:
ΦX (p (X1, . . . , Xn)) =
∑
α
aαB
α1
1 . . . B
αn
n I(1) =
∑
α
aαB
α1
1 . . . B
αn
n [1] =
=
∑
α
aαB
α1
1 . . . [X
αn
n 1] = . . . =
[∑
α
aαX
α1
1 . . . X
αn
n
]
= [p (X1, . . . , Xn)] = 0
pois p (X1, . . . , Xn) ∈ J, logo p (X1, . . . , Xn) ∈ ker ΦX .
Por outro lado, dado p (X1, . . . , Xn) no ker ΦX tem-se:
ΦX (p (X1, . . . , Xn)) = 0 =⇒
∑
α
aαB
α1
1 . . . B
αn
n I(1) = 0 =⇒
∑
α
aαB
α1
1 . . . B
αn
n [1] = 0
=⇒ 0 =
∑
α
aαB
α1
1 . . . B
αn−1
n−1 [X
αn
n 1] = . . . =
[∑
α
aαX
α1
1 . . . X
αn
n
]
= [p (X1, . . . , Xn)]
logo, p (X1, . . . , Xn) ∈ J . Portanto Ψ e´ uma bijec¸a˜o entre os conjuntos Hilbc(Kn) e
Vn (c)st/GL (V ) .
Observe que essa bijec¸a˜o que exibimos, da´ ao esquema de Hilbert de pontos, uma
estrutura de variedade quase projetiva. A questa˜o que ainda na˜o respondemos e´ se
Hilbc(Kn) e Vn (c)st/GL (V ) sa˜o isomorfos como esquemas.
27
Cap´ıtulo 3
O Esquema de Hilbert de Pontos
n=2
No cap´ıtulo anterior exibimos uma bijec¸a˜o entre o esquema de Hilbert e a variedade
quase projetiva Hn (c) = Vn (c)st/GL (V ). Agora nos restringiremos ao estudo do caso
n = 2. No livro [10] esta´ demonstrado que o espac¸o quociente H2 (c) = V2 (c)st/GL (V )
e´ uma variedade quase projetiva, na˜o-singular de dimensa˜o 2c. Apresentaremos neste
cap´ıtulo alguns resultados sobre a variedade quase afim V2 (c)st e a relac¸a˜o dela com
o esquema de Hilbert de pontos H2 (c). Ale´m disso, na u´ltima sec¸a˜o vamos relacionar
as variedades do tipo Vn (c)st, para algum n, com as variedades ADHM e suas gener-
alizac¸o˜es.
3.1 Propriedades de V2 (c)st
Sejam V e W espac¸os vetoriais complexos de dimensa˜o c e 1 respectivamente. Conforme
notac¸a˜o introduzida anteriormente, escreveremos
B := End(V )⊕2 ⊕ Hom(W,V ),
e Bst para o subconjunto dos pontos esta´veis de B.
Considere o morfismo:
µ : B → End(V )
(A,B, I) 7→ [A,B] .
Observe que V2 (c) = µ−1(0). A partir de agora, para simplificar a notac¸a˜o, escreve-
remos apenas V (c), V (c)st, V (c)(s), V (c)[s] e C (c) para denotar, respectivamente os
conjuntos V2 (c), V2 (c)st, V2 (c)(s), V2 (c)[s] e C (2, c).
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A diferencial de µ em X = (A,B, I), e´ o mapa linear:
DXµ : B → End(V )
(a, b, i) 7→ [A, b] + [a,B] .
Proposic¸a˜o 3.1.1. Se X ∈ V (c)st ⊆ B enta˜o DXµ tem posto constante, e igual a
c2 − c.
Dem. Defina
f(., .) : End(V )× End(V ) → K
(A,B) 7→ f(A,B) = trAB
e observe que f e´ uma forma bilinear sime´trica na˜o degenerada. De fato, dados A1,
A2, B1, B1 ∈ End(V ) e λ ∈ K tem-se,
f(A1 + λA2, B1) = tr (A1 + λA2)B1 = trA1B1 + λtrA2B1 = f (A1, B1) + λf (A2, B1)
f (A1, B1 + λB2) = trA1 (B1 + λB2) = trA1B1 +λtrA1B2 = f (A1, B1) +λf (A1, B2) .
Portanto, f e´ uma forma bilinear. Mais ainda, como trAB = trBA tem-se,
f(A,B) = trAB = trBA = f(B,A),
ou seja, f e´ uma forma bilinear sime´trica. Agora, seja A ∈ End(V ) na˜o nula. Nesse
caso, se A = (aij) existem ı´ndices i0, j0 ∈ {1, . . . , c} tais que ai0j0 6= 0. Tome B = Ej0i0
a matriz que possui 1 na entrada j0i0 e 0 nas demais. Da´ı,
f(A,B) = trAEj0i0 = tr

0 . . . 0 a1j0 0 . . . 0
...
...
...
0 . . . 0 ai0j0 0 . . . 0
...
...
...
0 . . . 0 acj0 0 . . . 0
 = ai0j0 6= 0,
↓
i0-e´sima coluna
o que mostra que f e´ na˜o-degenerada.
Assim definindo:
(imDXµ)
⊥ = {ξ ∈ End(V ) | f(A, ξ) = 0, ∀ A ∈ imDXµ},
teremos, pela Proposic¸a˜o 1.10.3, que dim End(V ) = dim (imDXµ)
⊥ + rkDXµ, enta˜o
rkDXµ = c
2 − dim (imDXµ)⊥. Mas pode-se descrever (imDXµ)⊥ por:
(imDXµ)
⊥ = {ξ ∈ End(V ) | [A, ξ] = [B, ξ] = 0} .
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De fato, ξ ∈ (imDXµ)⊥ se, e somente se, para todo (a, b) ∈ End(V )⊕2 vale,
f(DXµ(a, b), ξ) = trDXµ(a, b)ξ = 0,
o que equivale a dizer que para todo (a, b) ∈ End(V )⊕2 tem-se:
tr [A, b] ξ = −tr b [A, ξ] = 0
tr [a,B] ξ = tr a [B, ξ] = 0,
que ocorre se, e somente se,
[A, ξ] = [B, ξ] = 0.
Ale´m disso, pode-se mostrar que (imDXµ)
⊥ ' V . De fato, considere o mapa:
Ψ : (imDXµ)
⊥ → V
ξ 7→ ξ (I(1)) .
E´ fa´cil ver que Ψ esta´ bem definida e que e´ um homomorfismo. Ale´m disso, Ψ e´
bijetora. Com efeito, dado ξ ∈ (imDXµ)⊥ tal que Ψ(ξ) = 0 temos ξ (I(1)) = 0, ou
seja, I(W ) ⊆ ker ξ. Mas como ξ ∈ (imDXµ)⊥, vemos que ker ξ e´ invariante por A e
B. A estabilidade de X garante que ξ = 0. Portanto Ψ e´ injetora. Agora, dado v ∈ V ,
defina:
Υv : V → V
AlBmI(1) 7→ Al1Bm1 v ,
para todo l, m = 0, . . . , c− 1. Ja´ que {AlBmI(1) ∈ V | l, m = 0, . . . , c− 1} gera V (cf.
Lema 2.4.4), mas na˜o e´ base, podemos escrever:
0 =
c−1∑
l,m=0
αlmA
lBmI(1)
com αlm ∈ K na˜o todos nulos. Defina enta˜o, φ ∈ End (V ) por φ (u) =
∑c−1
l,m=0 αlmA
lBmu,
para todo u ∈ V . Note que kerφ e´ A e B invariante e que im I ⊆ kerφ. De fato, tome
u ∈ kerφ, ja´ que [A,B] = 0 teremos:
φ (Au) =
c−1∑
l,m=0
αlmA
lBmAu = A
(
c−1∑
l,m=0
αlmA
lBmu
)
= 0
φ (Bu) =
c−1∑
l,m=0
αlmA
lBmBu = B
(
c−1∑
l,m=0
αlmA
lBmu
)
= 0
e, φ (I(1)) =
∑c−1
l,m=0 αlmA
lBmI(1) = 0. Logo, pela condic¸a˜o de estabilidade devemos
ter kerφ = V e portanto, φ ≡ 0. Assim,
Υv
(
c−1∑
l,m=0
αlmA
lBmI(1)
)
=
c−1∑
l,m=0
αlmA
lBmv = φ (v) = 0.
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Isto mostra que Υv esta´ bem definida. Observe tambe´m que Υv ∈ (imDXµ)⊥, pois
dado AlBmI(1) ∈ V (l, m = 0, . . . , c− 1) tem-se:
[A,Υv]
(
AlBmI(1)
)
= (AΥv −ΥvA)
(
AlBmI(1)
)
= AΥv
(
AlBmI(1)
)−Υv (Al+1BmI(1))
= Al+1Bmv − Al+1Bmv = 0
[B,Υv]
(
AlBmI(1)
)
= (BΥv −ΥvB)
(
AlBmI(1)
)
= BΥv
(
AlBmI(1)
)−Υv (BAlBmI(1))
= BAlBmv −Υv
(
AlBm+1I(1)
)
= AlBm+1v − AlBm+1v = 0
.
Veja que nestas passagens usamos as hipo´teses [A,B] = 0. Ale´m disso, observe que
se l = c ou m = c, podemos usar o Teorema de Cayley-Hamilton, como em 2.3.6,
para expressar Ac ou Bc como combinac¸a˜o linear das poteˆncias menores de A ou de B.
Assim,
Ψ (Υv) = Υv(I(1)) = v.
Portanto, Ψ e´ sobrejetora e enta˜o (imDXµ)
⊥ ' V . Da´ı, rkDXµ = c2 − dim(DXµ)⊥ =
c2 − c.
Uma outra maneira de mostrar que Ψ e´ sobrejetora seria observar que im Ψ e´
invariante por A e por B e que im I ⊆ im Ψ. Assim a estabilidade do ponto (A,B, I)
garantiria que im Ψ = V . A demonstrac¸a˜o dada acima se mostra mais interessante
pois deixa expl´ıcita a inversa de Ψ.
Teorema 3.1.2. A variedade quase afim V (c)st e´ irredut´ıvel, na˜o-singular e tem di-
mensa˜o c2 + 2c.
Dem. Vimos no Corola´rio 2.3.8 que V (c)st e´ aberto de V (c). Ale´m disso, foi mostrado
em [8] que C (c) e´ irredut´ıvel e tem dimensa˜o c+ c2. Sabe-se tambe´m que Hom (W,V )
e´ isomorfo ao espac¸o afim Ac, e portanto e´ irredut´ıvel de dimensa˜o c. Logo, V (c) e´
irredut´ıvel de dimensa˜o c2 + 2c. Assim, V (c)st = V (c) e, portanto possui as mesmas
propriedades de V (c). Conclu´ımos com isso que V (c)st e´ irredut´ıvel e tem dimensa˜o
igual a c2 + 2c.
Agora, para ver que V (c)st e´ na˜o-singular, basta mostrar que:
dimTX
(V (c)st) = c2 + 2c,
para todo X ∈ V (c)st. Pela Proposic¸a˜o 3.1.1 sabemos que rkDXµ = c2 − c. Logo,
dimTX
(V (c)st) = dimB− rkDXµ = 2c2 + c− c2 + c = c2 + 2c.
Portanto, a variedade V (c)st e´ na˜o-singular.
Ja´ que V (c)st e´ irredut´ıvel, na˜o-singular e tem dimensa˜o 2c+ c2, e´ possivel mostrar,
usando teoria geome´trica dos invariantes, que o esquema de Hilbert de pontos em K2,
H2 (c) = V (c)st/GL (V ) e´ uma variedade quase projetiva, na˜o-singular de dimensa˜o
2c.
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Proposic¸a˜o 3.1.3. Existe um morfismo:
ϕ : V (c)(s) −→ G(s, c)× V (s)st × C (c− s)
cujas fibras sa˜o espac¸os vetoriais.
Dem. Dado X = (A,B, I) ∈ V (c)(s) tem-se [A,B] = 0 e dim ΣX = s. Escolha uma
base para ΣX e complete a uma base de V . Assim podemos escrever V = ΣX ⊕ N
onde N e´ um subespac¸o de dimensa˜o c− s de V .
Pela definic¸a˜o de ΣX tem-se:
A(ΣX), B(ΣX), I(W ) ⊆ ΣX ,
e enta˜o podemos escrever:
A =
(
A1 A2
0 A3
)
B =
(
B1 B2
0 B3
)
I =
(
I1
0
)
,
com X|ΣX = (A1, B1, I1) ∈ End(ΣX)⊕2⊕Hom(W,ΣX) esta´vel, (A2, B2) ∈ Hom(N,ΣX)
e (A3, B3) ∈ End(N)⊕2.
Ale´m disso, como [A,B] = 0, tem-se:
[A1, B1] = 0
A1B2 −B2A3 + A2B3 −B1A2 = 0
[A3, B3] = 0
Dessa maneira, defina ϕ(X) por:
ϕ(X) := (ΣX , X|ΣX , (A3, B3)) ,
e veja que ΣX ∈ G(s, c). Como X|ΣX e´ esta´vel e [A1, B1] = 0, tem-se X|ΣX ∈
V(s)st e, pela 3o equac¸a˜o, tem-se (A3, B3) ∈ C (c− s). Assim, a fibra ϕP sobre
P = (ΣX , X|ΣX , (A3, B3)) e´ o conjunto dos pontos (A2, B2) que satifazem a segunda
equac¸a˜o, ou seja, e´ o nu´cleo da aplicac¸a˜o:
Φ : Hom(N,ΣX)
⊕2 → Hom(N,ΣX)
(A2, B2) 7→ A1B2 −B2A3 + A2B3 −B1A2 ,
sendo portanto, um epac¸o vetorial.
Com isso, conclu´ımos que cada fibra e´ irredut´ıvel. Seria interessante tambe´m, poder
concluir que para todo ponto P , a fibra ϕP tem dimensa˜o constante. Se isso for
poss´ıvel, ja´ que ϕ e´ sobrejetora e o contradomı´nio e´ irredut´ıvel, ter´ıamos pelo Teorema
da Dimensa˜o das Fibras, que para todo 0 ≤ s ≤ c o conjunto V (c)(s) e´ irredut´ıvel.
Ale´m disso, poder´ıamos explicitar a dimensa˜o de cada V (c)(s) que e´:
dimV (c)(s) = dimG(s, c) + dimV (s)st + dim C (c− s) + dimϕP
= s(c− s) + 2s+ s2 + (c− s) + (c− s)2 + dimϕP
= c(c− s+ 1) + s(s+ 1) + dimϕP .
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3.2 Variedade ADHM e suas Generalizac¸o˜es
No final dos anos 1970, Atiyah, Drinfeld, Hitchin e Manin (ADHM) introduziram em [1]
as equac¸o˜es ADHM. Nesta sec¸a˜o vamos definir tais equac¸o˜es e a variedade descrita por
elas, chamada de variedade ADHM. Nosso intuito e´ relacionar as variedades ADHM
com o que foi feito ate´ aqui.
3.2.1 Variedade ADHM
Sejam V e W espac¸os vetoriais de dimenso˜es c e r respectivamente e seja
B = B (r, c) := End(V )⊕2 ⊕ Hom(W,V )⊕ Hom(V,W ).
As equac¸o˜es ADHM , sa˜o dadas por:
[B1, B2] + IJ = 0. (3.2.1)
O conjunto dos pontos (B1, B2, I, J) ∈ B que satisfazem esta equac¸a˜o e´ o que
chamamos de variedade ADHM . Denotaremos a variedade ADHM por V (r, c).
No estudo das variedades ADHM, vamos nos restringir ao caso r = 1, ou seja, o
espac¸o vetorial W tem dimensa˜o igual a 1. A noc¸a˜o de estabilidade, vista na Sec¸a˜o
2.2, pode ser transportada para os pontos de B. Denotaremos por V (r, c)st o conjunto
das soluc¸o˜es esta´veis de 3.2.1. A pro´xima proposic¸a˜o estabelecera´ uma relac¸a˜o entre
as variedades ADHM e o que vimos no cap´ıtulo anterior.
Proposic¸a˜o 3.2.1. Seja X = (B1, B2, I, J) um ponto esta´vel de B (1, c) que satisfaz
a equac¸a˜o 3.2.1. Enta˜o, J = 0.
Para demonstrar esta proposic¸a˜o, o seguinte lema sera´ necessa´rio:
Lema 3.2.2. Seja X = (B1, B2, I, J) um ponto de B (1, c) que satisfaz a equac¸a˜o 3.2.1.
Considere S ⊆ V o subespac¸o gerado pelo conjunto:
β := {Bα1Bα2 . . . BαkI(1) |α1, . . . , αk = 1, 2} .
Enta˜o a restric¸a˜o J |S de J a S, e´ a func¸a˜o nula.
Dem. Mostraremos por induc¸a˜o em k, que JB˜I = 0, para todo B˜ = Bα1Bα2 . . . Bαk
(α1, . . . , αk = 1, 2). Se k = 0, enta˜o B˜ = 0. Assim teremos,
JI = tr JI = tr IJ = −tr [B1, B2] = 0.
Suponha enta˜o que a afirmac¸a˜o e´ verdadeira para todo k ≤ m− 1. Se em B˜ aparecer
a sequeˆncia . . . B2B1 . . . teremos:
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JB˜ = JBα1 . . . B2B1 . . . Bαm
= JBα1 . . . ([B2, B1] +B1B2) . . . Bαm
= J (Bα1 . . . I) J . . . Bαm + JBα1 . . . B1B2 . . . Bαm
= JBα1 . . . B1B2 . . . Bαm
,
onde usamos a hipo´tese de induc¸a˜o na u´ltima igualdade. Repetindo esse processo
conclu´ımos que
JBα1Bα2 . . . Bαm = JB
m1
1 B
m2
2 ,
com m1 + m2 = m e ms = # {l |αl = s}, s = 1, 2. Assim, e´ suficiente mostrar a
afirmac¸a˜o para B˜ = Bm11 B
m2
2 . Neste caso temos,
JB˜I = tr
(
B˜IJ
)
= −tr (Bm11 Bm22 [B1, B2])
= −tr ([Bm11 Bm22 , B1]B2) = −tr (Bm11 [Bm22 , B1]B2)
= −
m2−1∑
l=0
tr
(
Bm11 B
l
2 [B2, B1]B
m2−l−1
2 B2
)
= −
m2−1∑
l=0
tr
(
Bm2−l2 B
m1
1 B
l
2 [B2, B1]
)
= −
m2−1∑
l=0
tr
(
Bm2−l2 B
m1
1 B
l
2IJ
)
= −
m2−1∑
l=0
JBm2−l2 B
m1
1 B
l
2I
.
Observe que a u´ltima igualdade segue do fato da matriz JBm2−l2 B
m1
1 B
l
2I ter ordem 1.
Ja´ que JBm2−l2 B
m1
1 B
l
2 = JB
m1
1 B
m2
2 = JB˜, temos:
JB˜I = −m2JB˜I,
portanto, JB˜I = 0.
Demonstrac¸a˜o da Proposic¸a˜o 3.2.1. Sejam X = (B1, B2, I, J) ∈ B (1, c) um
ponto esta´vel. Observe que o subespac¸o S do lema anterior e´ Bi-invariante (i = 1, 2)
e I (W ) ⊆ S. A condic¸a˜o de estabilidade garante que S = V . Logo, pelo Lema 3.2.2
devemos ter J = 0.
Conclu´ımos com isso que V (1, c)st coincide com a variedade quase afim V (c)st e
portanto e´ uma variedade quase afim, na˜o-singular, irredut´ıvel e de dimensa˜o 2c+ c2.
3.2.2 Generalizac¸o˜es das Variedades ADHM
Apresentaremos agora algumas generalizac¸o˜es da equac¸a˜o ADHM usual. O nosso foco
sera´ analisar os espac¸os de soluc¸o˜es destas equac¸o˜es. Tais espac¸os sa˜o variedades
alge´bricas afins.
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A primeira dessas generalizac¸o˜es sa˜o as equac¸o˜es ADHM complexas, introduzidas
em [3, 4]. Especificamente, sejam V e W espac¸os vetoriais de dimensa˜o c e r, respec-
tivamente. Considere os seguintes mapas:
B11, B12, B21, B22 ∈ End(V ),
I1, I2 ∈ Hom(W,V ),
J1, J2 ∈ Hom(V,W ),
enta˜o as equac¸o˜es ADHM complexas sa˜o dadas por:
[B11, B12] + I1J1 = 0
[B21, B22] + I2J2 = 0 (3.2.2)
[B11, B22] + [B21, B12] + I1J2 + I2J1 = 0.
Outra generalizac¸a˜o interessante surgiu recentemente em [2], sendo descritas por:
[B1, B2] + IJ = 0
[B1, B3] + IK = 0 (3.2.3)
[B2, B3] = 0
onde Bi ∈ End(V ), I ∈ Hom(W,V ) e J, K ∈ Hom(V,W ).
Observe que tomando:
I1 = I2 = I, B11 = B1, B12 = B21 = B2, B22 = B3,
as equac¸o˜es 3.2.2 se reduzem a:
[B1, B2] + IJ1 = 0
[B2, B3] + IJ2 = 0 (3.2.4)
[B1, B3] + I (J1 + J2) = 0.
O conjunto dos pontos ~B = (B1, B2, B3, I, J1, J2) que satisfazem a equac¸a˜o 3.2.4
sera´ denotado por W (r, c). Diremos que um ponto ~B = (B1, B2, B3, I, J1, J2) e´ esta´vel
se (B1, B2, B3, I) for esta´vel de acordo com a definic¸a˜o 2.3.1. Escreveremos W (r, c)st
para os pontos de W (r, c) que sa˜o esta´veis.
Considere os conjuntos:
W12 (r, c) :=
{
~B ∈ W (r, c) | (B1, B2, I) e´ esta´vel
}
,
W23 (r, c) :=
{
~B ∈ W (r, c) | (B2, B3, I) e´ esta´vel
}
,
W13 (r, c) :=
{
~B ∈ W (r, c) | (B1, B3, I) e´ esta´vel
}
.
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Dessa maneira, dado um ponto ~B = (B1, B2, B3, I, J1, J2) ∈ W (r, c) \ W (r, c)st,
existe um subespac¸o S ( V tal que Bi (S) , I (W ) ⊆ S. Em particular, esse subespac¸o
desestabiliza os pontos (B1, B2, I), (B2, B3, I) e (B1, B3, I). Assim temos:
W12 (r, c) ∪W23 (r, c) ∪W13 (r, c) ⊆ W (r, c)st .
Mais ainda, se r = 1 teremos pela Proposic¸a˜o 3.2.1 que:
W12 (1, c) ∩W23 (1, c) ⊆ V3 (c)st ,
W12 (1, c) ∩W13 (1, c) ⊆ V3 (c)st , (3.2.5)
W13 (1, c) ∩W23 (1, c) ⊆ V3 (c)st .
Analogamente, denote o conjunto dos pontos ~B = (B1, B2, B3, I, J,K) que satis-
fazem a equac¸a˜o 3.2.3 por Y (r, c) e por Y (r, c)st os pontos de Y (r, c) que sa˜o esta´veis.
Considere:
Y12 (r, c) :=
{
~B ∈ Y (r, c) | (B1, B2, I) e´ esta´vel
}
,
Y13 (r, c) :=
{
~B ∈ Y (r, c) | (B1, B3, I) e´ esta´vel
}
.
Enta˜o,
Y12 (r, c) ∪ Y13 (r, c) ⊆ Y (r, c)st .
Se r = 1 teremos novamente pela Proposic¸a˜o 3.2.1 que:
Y12 (1, c) ∩ Y13 (1, c) ⊆ V3 (c)st . (3.2.6)
Em geral, as incluso˜es em 3.2.5 e em 3.2.6 sa˜o estritas. Considere o seguinte exemplo
em C2: sejam
B1 = B2 = Id B3 =
(
1 1
0 1
)
I =
(
0
1
)
.
Note que o ponto ~B = (B1, B2, B3, I) satisfaz as equac¸o˜es 3.2.3 e 3.2.4, ou seja, ~B ∈
W (1, 2) e ~B ∈ Y (1, 2). Ale´m disso, (B1, B2, B3, I) e´ esta´vel, enquanto (B1, B2, I) na˜o
e´ esta´vel (S = im I viola a condic¸ao˜ de estabilidade). Portanto as incluso˜es:
W12 (1, 2) ∩W23 (1, 2) ⊆ V3 (2)st ,
W12 (1, 2) ∩W13 (1, 2) ⊆ V3 (2)st ,
Y12 (1, 2) ∩ Y13 (1, 2) ⊆ V3 (2)st .
sa˜o estritas. Trocando os pape´is de B2 e B3, ou seja, agora B2 =
(
1 1
0 1
)
e B3 = Id ,
conclu´ımos tambe´m que a inclusa˜o:
W13 (1, 2) ∩W23 (1, 2) ⊆ V3 (2)st ,
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e´ estrita.
Muitas outras particularidades das variedades ADHM podem ser mostradas. Nosso
intuito foi apenas sugerir que as variedades aqui introduzidas, sa˜o na verdade, casos
particulares das variedades ADHM e suas generalizac¸o˜es. Va´rios racioc´ınios aqui uti-
lizados podem ser generalizados para o caso das variedades ADHM, conforme mostra
o artigo [9].
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