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Fo¨rster and modified Redfield theories play one of the central roles in the description of excitation energy
transfer in molecular systems. However, in the present state, these theories describe only the dynamics of
populations of local electronic excitations or delocalized exciton eigenstates, respectively, i.e., the diagonal
elements of the density matrix in the corresponding representation. They do not give prescription for propa-
gating the off-diagonal elements of the density matrix (coherences). This is commonly accepted as a limitation
of these theories. Here we derive formulas for the dynamics of the coherences in the framework of Fo¨rster and
modified Redfield theories and, thus, remove this limitation. These formulas provide excellent correspondence
with numerically exact calculations according to the hierarchical equations of motion. Also we show that,
even within the range of applicability of the standard Redfield theory, the formulas for coherences derived in
the framework of the modified Redfield theory provide, in some cases, more precise results.
I. INTRODUCTION
Mathematical description of excitation energy transfer
(EET) in molecular systems1–3 is an important branch of
theory of open quantum systems and chemical physics.
This field of research finds applications in quantum tech-
nologies and biological systems. An important exam-
ple of the latter is light-harvesting pigment-protein com-
plexes in photosynthetic systems of plants and some
bacteria.4 These complexes are responsible for the ab-
sorption of light and the transfer of the excitation en-
ergy into photosynthetic reaction centers. Recently, ex-
perimental evidences of long-lived quantum coherences
in EET in light-harvesting complexes were obtained.5,6.
This rises questions about the origin of these long-lived
coherences and their possible role in EET. Note that EET
in light-harvesting complexes is highly efficient: usually,
more than 95% of the absorbed quanta of energy are
transferred to reaction centers.4
From the viewpoint of theory of open quantum
systems,1,2,7–10 the electronic degrees of freedom of
molecules constitute “a system”, which is coupled to “a
bath” consisting of the vibrational degrees of freedom
and the environment of the molecules. Quantum master
equations for either the whole reduced density matrix of
the system or only its diagonal part in some basis, is a
widely used tool of theory of open quantum system.
There are three main approaches (or theories) leading
to Markovian quantum master equations. If the dipole
couplings between different molecules can be treated
as small parameters, then the corresponding perturba-
tion theory leads to Fo¨rster resonance energy transfer
a)Electronic mail: trushechkin@mi-ras.ru
theory.11,12 On the other hand, treating the system-bath
coupling as a small perturbation parameter leads to the-
ory of weak-coupling limit, or Redfield theory (which
is often referred to as standard Redfield theory).8,9,13,14
Alternatively, treating only the off-diagonal part of the
system-bath interaction Hamiltonian (in the exciton rep-
resentation) leads to the modified Redfield theory.15,16.
All three approaches have shown to be valid for
the description of EET in molecular systems in cer-
tain regimes and provide useful insights into our under-
standing of these phenomena. In Ref. 17 it is stressed
that, despite of theoretical development of more ad-
vanced models (for example, with distinguished vibra-
tional modes18–20) and non-Markovian master equations
(for example, the hierarchical equations of motions21 or
the polaron-representation master equation22,23), these
three theories will continue to play an important role for
the description of EET for years to come.
Unfortunately, unlike the standard Redfield theory,
Fo¨rster and the modified Redfield theories describe the
dynamics of only the diagonal part of the reduced den-
sity matrix of the system (populations) in the local
electronic basis and exciton eigenstate basis, respec-
tively. They do not describe the dynamics for the off-
diagonal elements of the reduced density matrix (coher-
ences). This is commonly accepted as a limitation of
these theories.2,16,17,24,25 In Ref. 16 it is stressed that the
population transfer rates are not enough for the descrip-
tion of optical experiments and the off-diagonal elements
are needed.
Here we derive formulas for the dynamics of coher-
ences in the framework of Fo¨rster and modified Redfield
theories and, thus, remove this limitation. Our formulas
provide good correspondence with the numerically exact
method of hierarchical equations of motion (HEOM).21
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2Also we show that modified Redfield theory is at least as
good as standard Redfield theory in predicting the exci-
ton coherences and local site populations and, in some
cases (even within the range of validity of the standard
Redfield equation), provides more accurate results.
Note that, in Ref. 26, a phenomenological equation
for the dynamics of coherences within modified Redfield
theory is proposed. According to this equation, the co-
herences exponentially decay to zero. In contrast, we
derive formulas for coherences using a rigorous method.
Namely, we use the Zwanzig projector (super)operator
method.27 Usually it is used for derivation of quantum
master equations. But, in fact, it can be used for more
general purposes as well. We show that the coherences
do not decay to zero, but tend to some stationary non-
zero values. This is confirmed by the HEOM method as
well.
The paper is organized as follows. The theoretical
background is reviewed in Sec. II. It includes the Hamil-
tonian (Sec. II A), a general scheme of Fo¨rster and mod-
ified Redfield theories in terms of the Zwanzig projec-
tion operator formalism (Sec. II B) and the application
of this general scheme to the particular cases of Fo¨rster
(Sec. II C) and modified Redfield (Sec. II D) theories.
The new formulas for coherences are derived in Sec. III.
Namely, subsection III A is devoted to the case of the
equilibrium initial state of the bath and no initial coher-
ences. In subsection III B, the case of a non-equilibrium
initial state of the bath is considered. In subsection III C,
these results are generalized to the case of an arbitrary
initial density matrix, i.e., with initial coherences. Every
subsection in Sec. III includes formulas in the framework
of the general scheme and their application to Fo¨rster
and modified Redfield theories. In Sec. IV, we provide
examples of calculations of coherences according to the
derived formulas and compare them with the numerically
exact HEOM method.
After that, in Sec. V, we discuss several issues. The
developed approach allows to calculate the evolution of
the whole electronic density matrix (not just its diago-
nal elements) for an arbitrary initial electronic density
matrix (i.e., also not necessarily diagonal). In subsec-
tion V A we discuss the properties of the corresponding
dynamical map Λt, which maps the initial electronic den-
sity matrix σ(0) to the evolved one σ(t). In particular, we
argue that the dynamics of the whole density matrix can
be treated as non-Markovian, despite the fact that the
dynamics of the populations alone is Markovian. In sub-
section V B we discuss in which sense the Fo¨rster mech-
anism of EET can be said to be “incoherent hopping”.
Finally, in subsection V C, we give analytical rough es-
timates of the magnitude of electronic coherences in the
Fo¨rster approach and discuss the range of validity of this
approach. In particular, we show that the Fo¨rster ap-
proach may be adequate even if the intersite Coulombic
coupling is much larger than the reorganization energy.
II. THEORETICAL BACKGROUND
A. Hamiltonian
The Hamiltonian describing EET processes in molecu-
lar aggregates is as follows (the so called Frenkel exciton
Hamiltonian):4,16,17
H = Hel +HCoul +Hph +Hel-ph +Hreorg, (1a)
Hel =
N∑
n=1
|n〉 ε0n 〈n| , (1b)
HCoul =
N∑
n=1
N∑
m>n
(Jnm |n〉 〈m|+ h.c.), (1c)
Hph =
N∑
n=1
Hphn , (1d)
Hphn =
∑
i
(
p2ni
2Mni
+
1
2
Mniω
2
niq
2
ni
)
, (1e)
Hel-ph =
N∑
n=1
|n〉un 〈n| , un =
∑
i
Mniω
2
nidniqni, (1f)
Hreorg =
N∑
n=1
|n〉λn 〈n| , λn = 1
2
∑
i
Mniω
2
nid
2
ni, (1g)
where “h.c.” stands for Hermitian conjugate. Here
the terms Hel and HCoul represent the electronic (sys-
tem) part: N is the number of monomers (e.g., individ-
ual molecules) in the aggregate, |n〉 represents the ex-
cited electronic state of the nth monomer (with all other
monomers being in the ground state), ε0n is the electronic
excitation energy of the nth monomer, Jnm is the dipole
Coulombic coupling constant between the nth and mth
monomers. These coupling constants are responsible for
EET between the monomers. Each monomer n is coupled
to its own phononic bath consisting of harmonic oscilla-
tors, with qni and pni being the position and momentum
operators of the ith phonon mode of the corresponding
bath. The parameters Mni and ωni are the mass and
frequency of the corresponding mode, and dni is the dis-
placement of the equilibrium configuration of the mode
between the ground and excited electronic states of the
monomer. These displacements dni play the role of cou-
pling constants between the system (electronic degrees
of freedom) and the bath (phononic degrees of freedom).
The system-bath interaction manifests itself in the inter-
action Hamiltonian Hel-ph and also in renormalization of
the electronic excitation energies described by the term
Hreorg, with λn being the reorganization energy of the
nth monomer.
The dynamics of the density matrix ρ(t) of both elec-
tronic and phononic degrees of freedom is given by the
von Neumann equation
ρ˙(t) = −i[H, ρ(t)]. (2)
3B. General scheme of Fo¨rster and modified Redfield
theories
Since the bath part includes an infinite number of de-
grees of freedom, even numerical solution of equation
(2) is challenging. Perturbation theory and derivation
of quantum master equations for a finite number of de-
grees of freedom is one of the main tools of theory of
open quantum systems. The Zwanzig projection super-
operator method is widely used for derivation of quantum
master equations. It is based on distinguishing between
“slow” and “fast” degrees of freedom. Here we describe a
particular application of this method. We follow Refs. 16
and 17. Let {|α〉} be an orthonormal basis of the sys-
tem such that the off-diagonal part of the Hamiltonian
〈α|H|β〉, α 6= β, can be treated as a small perturbation.
Then we can divide the Hamiltonian into two parts (ref-
erence and perturbation Hamiltonians):
H = H0 +H
′, (3)
where
H0 =
∑
α
|α〉Hα 〈α| , Hα = 〈α|H|α〉 , (4a)
H ′ =
∑
α 6=β
|α〉H ′αβ 〈β| , H ′αβ = 〈α|H|β〉 . (4b)
We assume the the evolution generated by the unper-
turbed part H0 can be treated exactly. In the interaction
representation with respect to H0, we have
ρ˙(I)(t) = −i[V (t), ρ(I)(t)] ≡ −iL(t)ρ(I)(t), (5)
where ρ(I)(t) = eiH0tρ(t)e−iH0t, L(t) = [H ′(t), ·],
H ′(t) = eiH0tH ′e−iH0t. In the following, we will always
work in the interaction representation and will omit the
superscript (I).
Let us introduce a projection (super)operator P act-
ing on an arbitrary operator A on the whole space of
electronic and phononic degrees of freedom as follows:
PA =
∑
α
TrB(Aαα) |α〉 〈α| ρα, Aαα = 〈α|A|α〉 . (6)
Here TrB is the partial trace over the bath (phonons),
and ρα = e
−βHα/Tr e−βHα is the equilibrium state of
the bath corresponding to the system state |α〉 (here β
is the inverse temperature, not to be confused with the
index β in Eq. (4)). The two additional properties for
such projection operator are satisfied:
[P,L0] = 0, PL(t)P = 0, (7)
where L0 = [H0, ·].
Let us also denote Q = 1 − P. The density operator
ρ(t), thus, can be divided into two parts:
ρ(t) = Pρ(t) +Qρ(t). (8)
Inserting the resolution of identity P +Q in front of ρ(t)
in the right-hand side of Eq. (5) yields the system of
equations
P ρ˙(t) = −iPL(t)Qρ(t), (9a)
Qρ˙(t) = −iL(t)Pρ(t)− iQL(t)Qρ(t), (9b)
where properties (7) were used.
If we treat Pρ(t) as a known function, then a formal
solution of equation (9b) for Qρ(t) is:
Qρ(t) = T+ exp
{
−i
∫ t
0
QL(τ)dτ
}
Qρ(0)
− i
∫ t
0
dτ T+ exp
{
−i
∫ t
τ
QL(τ ′)dτ ′
}
L(τ)Pρ(τ), (10)
where
T+ exp
{
−i
∫ t
0
f(τ)dτ
}
= 1 +
∞∑
n=1
(−i)n
∫ t
0
dτ1
∫ τ1
0
dτ2 . . .
∫ τn−1
0
dτn
f(τ1)f(τ2) · · · f(τn) (11)
is the chronological exponential. If we now substitute
the formal solution (10) into Eq. (9a), we will obtain
the so called Nakajima–Zwanzig equation for Pρ(t). It
is formally exact and equivalent to the von Neumann
equation (5). But we are going to derive an approximate
master equation for Pρ using the perturbation theory
with respect to H ′.
The operator P projects onto the subspace of slow de-
grees of freedom: as we see from Eq. (9a), Pρ is changed
slowly if H ′ is small. It is assumed that the free (un-
perturbed) dynamics generated by H0 moves Qρ to zero:
e−iH0tQρeiH0t → 0 as t → ∞ in some sense. This con-
dition (or its analogue) is required for the perturbation
theory to be valid on arbitrary large times and, explicitly
or implicitly, is used in derivations of master equations.
But establishing a precise mathematical formulation of
this condition and a rigorous proof of it is still desired.
In our case, this condition means that the bath relaxes
to the state ρα provided that the system is in the state
|α〉, and the off-diagonal elements 〈α|ρ|β〉, α 6= β, disap-
pear under the free dynamics. This is a fast relaxation
process.
As we see from Eq. (9b), the perturbation Hamiltonian
H ′ slowly moves Qρ(t) away from zero. The smallness
of the perturbation with respect to the rate of the bath
relaxation assures the smallness of Qρ(t) for all times.
This allows to use the perturbation theory with respect
to H ′ and leave only the lowest-order terms in Eq. (10)
for arbitrarily large times.
Often it is said that P and Q project onto the sub-
spaces of “relevant” and “irrelevant” degrees of freedom,
but this is not always true: for example, here Qρ includes
the coherences 〈α|ρ|β〉, α 6= β, which are often of interest
4as well. From the mathematical point of view it is better
to say about “slow” and “fast” degrees of freedom. The
separation between the time scales of the slow dynamics
induced by H ′ and the fast relaxation dynamics induced
by H0 assures the validity of perturbation theory. We
discuss this in more detail in Sec. V C.
Let, for simplicity, Qρ(0) = 0. From Eq. (10), in the
first order with respect to L(t), we have
Qρ(t) = −i
∫ t
0
L(τ)Pρ(τ) dτ. (12)
The substitution of this formula into Eq. (9a) yields
P ρ˙(t) = −
∫ t
0
dτ PL(τ)L(0)Pρ(t− τ). (13)
Equation (13) is a non-Markovian quantum master equa-
tion for Pρ. Here the non-Markovianity (see, e.g., Refs. 7
and 10 for more details) manifests itself as a dependence
of the right-hand side not only on the current state Pρ(t)
but also on the past states: Pρ(t− τ).
Under some conditions, we can pass to a Markovian
quantum master equation. The operator P includes the
partial trace over the bath, which contains an infinite
number of degrees of freedom. So, the integrand in
Eq. (13) reflects the fast bath relaxation processes and is
expected to decay to zero much faster than Pρ evolves.
In this case we can replace Pρ(t − τ) by Pρ(t) in the
right-hand side of Eq. (13) and extend the upper limit of
integration to infinity there. This is the so called Born–
Markov approximation,2,7 which leads to the Markovian
quantum master equation
P ρ˙(t) =
{
−
∫ ∞
0
dτ PL(τ)L(0)
}
Pρ(t). (14)
The substitution of Eq. (4b) and the expression
Pρ(t) =
∑
α
pα(t) |α〉 〈α| ρα, (15)
where
pα(t) = TrB 〈α|ρ(t)|α〉 , (16)
into Eq. (14) yields the following master equations for
pα(t):
p˙α(t) =
∑
β 6=α
[Kαβpβ(t)−Kβαpα(t)], (17)
where the transfer rates Kαβ are given by
Kαβ = 2<
∫ ∞
0
dτ Tr[eiHβτH ′βαe
−iHατH ′αβρβ ]. (18)
Note that the condition Qρ(0) = 0 means that the
initial state has the form
ρ(0) =
∑
α
pα(0) |α〉 〈α| ρα, (19)
i.e., there are no initial coherences (off-diagonal parts
of the density matrix) and the bath is in equilibrium
(adjusted to the corresponding states of the system). A
generalization of this scheme to a non-equilibrium case,
where the initial state has the form
ρ(0) =
∑
α
pα(0) |α〉 〈α| ρg, (20)
where ρg = e
−βHph/Tr e−βH
ph
is given in Ref. 17. How-
ever, if the bath relaxation is much faster than the popu-
lation transfer, then the non-equilibrium corrections are
negligible and we can still use Eq. (18). For simplicity,
we will assume this case and use Eq. (18) for population
transfer rates.
As we will see in the following subsections, particular
choices of the basis {|α〉} (and the corresponding per-
turbation Hamiltonians H ′) lead to Fo¨rster and modi-
fied Redfield theories. Already here, within the general
scheme, we see that master equation (17) describes only
the dynamics of populations pα(t), or, in other words,
of the diagonal part of the reduced density operator of
the system σ(t) = TrB ρ(t) in the basis {|α〉}. The off-
diagonal part of it (coherences between different states)
are dropped. The calculation of coherences in the frame-
work of this scheme is the subject of the present paper.
Finally, let us note that the choice
PA = (TrB A)ρg, H ′ = Hel-ph (21)
followed by an analogous derivation1,2,4,10,14 leads to
standard Redfield (or weak-coupling limit) theory and
a Markovian quantum master equation for the whole re-
duced density matrix of the system σ(t).
C. Fo¨rster theory
The Fo¨rster theory corresponds to the case where the
intersite coupling constants Jnm are small. We choose
{|α〉} = {|n〉}, i.e., the local electronic basis. Corre-
spondingly, H ′ = HCoul, Hn = 〈n|H|n〉 = ε0n + λn +
Hph +un. The application of the general formula (18) to
this particular case leads to
Knm = 2|Jnm|2<
∫ ∞
0
dτ eiHmτe−iHnτρm, (22)
where ρm = e
−βHm/Tr e−βHm . Using the cumulant ex-
pansion method (which is approximate in general, but is
exact if the reservoir consists of harmonic oscillators,28
which is our case), we arrive at:16
Knm = 2|Jnm|2<
∫ ∞
0
dτ F ∗m(τ)An(τ), (23)
Fm(τ) = exp{−i(ε0m + λm)τ}
× Tr exp{−i(Hphm + um)τ} exp{iHphm τ}ρph,em
= exp{−i(ε0m − λm)τ − g∗m(τ)}, (24)
5An(τ) = exp{−i(ε0n + λn)τ}
× Tr exp{iHphn τ} exp{−i(Hphn + un)τ}ρph,gn
= exp{−i(ε0n + λn)τ − gn(τ)}, (25)
where
ρph,gn =
exp{−βHphn }
Tr exp{−βHphn }
, (26a)
ρph,em =
exp{−β(Hphm + um)}
Tr exp{−β(Hphm + um)}
, (26b)
and
gn(τ) =
∫ τ
0
dτ1
∫ τ1
0
dτ2 Cn(τ2) (27)
is the lineshape function,28
Cn(t) = Tr{un(t)unρph,gn } (28)
is the correlation function of the nth bath, un(t) =
eiH
ph
n tune
−iHphn t.
D. Modified Redfield theory
Denote Ek and |k〉 =
∑N
n=1 ϕkn |n〉 the eigenvalues and
the corresponding eigenstates of the system Hamiltonian
Hel + Hreorg + HCoul (the spectrum is assumed to be
non-degenerate). Taking {|α〉} = {|k〉}, i.e., the exciton
basis, and
H ′ =
∑
k 6=k′
|k〉Hel-phkk′ 〈k′| , (29)
where
Hel-phkk′ = 〈k|Hel-ph|k′〉 =
N∑
n=1
akk′(n)un, (30)
akk′(n) = ϕknϕk′n, corresponds to modified Redfield the-
ory. In other words, this corresponds to the case when
the coupling between different delocalized excitations can
be treated as small. The application of the general for-
mula (18) and the cumulant expansion method to this
particular case leads to16
Kkk′ = 2<
∫ ∞
0
dτ eiHk′τHel-phk′k e
−iHkτHel-phkk′ ρk′
= 2<
∫ ∞
0
dτ F ∗k′(τ)Ak(τ)Nkk′(τ), (31)
where ρk = e
−βHk/Tr e−βHk , Hk = 〈k|H|k〉,
Fk′(τ) = exp{−i(E0k′ − λk′)τ − g∗k′(τ)}, (32)
Ak(t) = exp{−i(E0k + λk)τ − gk(τ)}, (33)
Nkk′(τ) = g¨k′kkk′(τ) exp{2gkkk′k′(τ) + 2iλkkk′k′τ}
− N (1)kk′(τ)N (2)kk′(τ), (34a)
N
(1)
kk′(τ) = [g˙k′kkk(τ)− g˙k′kk′k′(τ)− 2iλk′kk′k′ ]
× exp{2gkkk′k′(τ) + 2iλkkk′k′τ}, (34b)
N
(2)
kk′(τ) = [g˙kk′kk(τ)− g˙kk′k′k′(τ)− 2iλkk′k′k′ ]
× exp{2gkkk′k′(τ) + 2iλ′kkk′k′τ}. (34c)
gk1k2k3k4(τ) =
N∑
n=1
ak1k2(n)ak3k4(n)gn(τ), (35)
λk1k2k3k4 =
N∑
n=1
ak1k2(n)ak3k4(n)λn, (36)
gk(τ) = gkkkk(τ), λk = λkkkk, (37)
and E0k = Ek − λk.
III. DYNAMICS OF COHERENCES
A. The case of equilibrium initial state of the bath
Quantum master equation allows to describe the dy-
namics of the “slow” degrees of freedom Pρ(t). In the
case of the Fo¨rster and modified Redfield approaches,
this corresponds to the populations pn(t) and pk(t), re-
spectively. However, the Zwanzig projection operator
formalism, namely, formula (10) allows also to describe
the dynamics of the “fast” degrees of freedom as well. A
problem is that Qρ(t) is infinite-dimensional, so, expres-
sion (10) cannot be calculated directly. However, we may
be interesting in a particular observable A. In this pa-
per we are interested in coherences, i.e., the off-diagonal
elements of the density matrix, and we take
A = |α〉 〈β| , α 6= β. (38)
Denote A(t) = eiH0tAe−iH0t, then
TrA(t)ρ(t) = 〈β|TrB ρ(t)|α〉 = σβα(t), (39)
where we have denoted σ(t) = TrB ρ(t) the reduced den-
sity operator of the system. In this subsection we con-
sider the case Qρ(0) = 0, i.e., the bath is initially in
equilibrium (see Eq. (19)). We have
σβα(t) = TrA(t)Pρ(t) + TrA(t)Qρ(t) (40)
= −i
∫ t
0
dτ TrA(t)L(τ)Pρ(τ)
= −i
∫ t
0
dτ TrA(t)L(t− τ)Pρ(t− τ), (41)
where we have used Eq. (12) and TrAPρ = 〈β|Pρ|α〉 =
0. For other choices of A (different from Eq. (38)), the
term TrAPρ may be non-zero, but it can be treated as
known since Pρ(t) is given by the solution of quantum
master equation (13) or (14).
Here we assume that the Born–Markov approxima-
tion, which allows to turn Eq. (13) into Eq. (14), is
6valid. Then, again, the time dependence of the term
A(t)L(t − τ) in Eq. (41) represents fast bath relaxation
processes, while Pρ(t) is evolved more slowly. So, we can
replace Pρ(t− τ) by Pρ(t):
σβα(t) = −i
∫ t
0
dτ TrA(t)L(t− τ)Pρ(t)
= −i
∫ t
0
dτ TrA(τ)LPρ(t)
= ipβ(t)
∫ t
0
dτ Tr{eiHατe−iHβτρβH ′βα}
− ipα(t)
∫ t
0
dτ Tr{eiHατe−iHβτH ′βαρα}. (42)
Since pα(t) and pβ(t) are known from the solution of
the master equation, formula (42) allows to calculate the
dynamics of the coherences.
Remark 1. Note that, in contrast to Eq. (14), here we do
not extend the upper limit of integration to infinity. This
approximation works well for large t, but introduce a sig-
nificant error for small t and, in some cases, moderate t.
Indeed, from Eq. (42) we see that σβα(0) = 0, which is
in agreement with the initial condition Qρ(0) = 0. How-
ever, the extension of the upper limit of integration to
infinity would give σβα(0) 6= 0. In contrast, the extension
of the upper limit of integration to infinity in Eq. (13)
produce the error in the time derivative of Pρ(t), but not
in Pρ(t) directly. Since Pρ(t) is changed slowly, the error
in P ρ˙(t) for small t does not produce a significant error
in Pρ(t). Thus, on small times, the coherences evolve
faster than the populations. Also one can notice that the
discussed error has the second order of smallness (with
respect to H ′) for P ρ˙(t), but only the first order of small-
ness for σβα(t).
For large times t, the integrals in Eq. (42) saturate to
some constant values, so, the time integration can be ex-
tended to infinity, and the dynamics of the coherences are
driven by the populations with the constant coefficients:
σβα(t) = cβαpβ(t)− dβαpα(t), (43)
where
cβα = i
∫ ∞
0
dτ Tr{eiHατe−iHβτρβH ′βα} (44a)
dβα = i
∫ ∞
0
dτ Tr{eiHατe−iHβτH ′βαρα}. (44b)
However, as we will observe in Sec. V A, the coherences
may oscillate around the mean values (43) for a long time
comparable with the EET time scale. To describe these
oscillations, we shall use more general formula (42).
From Eq. (43) we see that the coherences in Fo¨rster
and modified Redfield theories do not decay to zero
(like in the aforementioned phenomenological approach
of Ref. 26), but tend to some constant values dependent
on the stationary populations. The decay of the coher-
ences under the free (unperturbed) dynamics generated
by the Hamiltonian H0 is compensated by their “pump-
ing” from the populations induced by H ′.
Now we apply the general formula (42) to Fo¨rster and
modified Redfield theories using the cumulant expansion
technique. In the Fo¨rster case A = |n〉 〈m|, we obtain
σmn(t) = ipm(t)Jmn
∫ t
0
dτ A∗n(τ)Fm(τ)
− ipn(t)Jmn
∫ t
0
dτ F ∗n(τ)Am(τ). (45)
In the modified Redfield case A = |k〉 〈k′|, we obtain
σk′k(t) =− pk′(t)
∫ t
0
dτ A∗k(τ)Fk′(τ)N
(2)
kk′(τ)
∗
− pk(t)
∫ t
0
dτ F ∗k (τ)Ak′(τ)N
(2)
k′k(τ). (46)
B. The case of non-equilibrium initial state of the bath
Now we extend the results of the previous subsection
to the case of a non-equilibrium initial state of the bath.
Let the initial state of the molecular system be given by
Eq. (20), i.e., there is still no initial coherences, but the
bath is in a non-equilibrium state. The bath state ρg
describes the bath equilibrium state when no electronic
excitation is present. Right after the excitation, the bath
is still in the state ρg (the Condon approximation), which
is non-equilibrium for an excited electronic state. Then
Qρ(0) =
∑
α
pα(0) |α〉 〈α| ⊗ (ρg − ρα) 6= 0 (47)
and the first-order approximation of Eq. (10) (with re-
spect to L(t)) is
Qρ(t) = Qρ(0)−i
∫ t
0
dτL(τ)Pρ(τ)−i
∫ t
0
dτQL(τ)Qρ(0).
(48)
The substitution of Eq. (48) into Eq. (40) gives
σβα(t) =− i
∫ t
0
dτ TrA(τ)LPρ(t)
− i
∫ t
0
dτ TrA(t)L(t− τ)Qρ(0) (49)
The first term has been already calculated in Eq. (42).
Consider the second term:
TrA(t)L(t− τ)Qρ(0)
= TrA(τ)L[e−iH0(t−τ)Qρ(0)eiH0(t−τ)]
= pα(0) Tr e
iHατe−iHβτH ′βα[ρ
α
g (t− τ)− ρα]
− pβ(0) Tr eiHατe−iHβτ [ρβg (t− τ)− ρβ ]H ′βα, (50)
where ραg (t) = e
−iHαtρgeiHαt. So, σβα(t) has the form
σβα(t) = σ
eq
βα(t) + σ
noneq
βα (t), (51)
7where σeqβα(t) is the expression for the equilibrium case
given by Eq. (42) and σnoneqβα (t) is a non-equilibrium cor-
rection:
σnoneqβα (t)= ipα(0)
∫ t
0
dτ Tr eiHατe−iHβτH ′βαρα
−ipβ(0)
∫ t
0
dτ Tr eiHατe−iHβτρβH ′βα
−ipα(0)
∫ t
0
dτ Tr eiHαte−iHβτH ′βαe
−iHα(t−τ)ρg
+ipβ(0)
∫ t
0
dτ Tr eiHατe−iHβtρgeiHβ(t−τ)H ′βα. (52)
The non-equilibrium terms are significantly non-zero only
on the time scale of the bath relaxation. Since the pop-
ulations evolve more slowly, we can replace pα(0) and
pβ(0) by pα(t) and pβ(t) in Eq. (52) and obtain
σβα(t) = ipβ(t)
∫ t
0
dτ Tr eiHατe−iHβtρgeiHβ(t−τ)H ′βα
− ipα(t)
∫ t
0
dτ Tr eiHαte−iHβτH ′βαe
−iHα(t−τ)ρg.
(53)
However, in the calculations below, this additional ap-
proximation introduces small but noticeable error and,
so, we will use formulas (51)–(52).
Remark 2. The substitution of Eq. (48) into Eq. (9a)
yields Eq. (14) with a non-equilibrium correction, which
is calculated in Ref. 17. Here, for simplicity, we assume
that the bath relaxes much faster than the population
transfer occurs and this correction is negligible. Then
pα(t) and pβ(t) are well described by master equation
(17) with the equilibrium transfer rates (18).
But even in this case, the non-equilibrium corrections
for coherences (52) may be essential because, on small
times, coherences evolve faster than the populations, see
Remark 1. But in general, solutions of the master equa-
tion with the non-equilibrium (time-dependent) transfer
rates from Ref. 17 also can be used for pα(t) and pβ(t)
in Eqs. (42), (51), and (53). Also note that the non-
equilibrium generalization of the Fo¨rster transfer rates
was firstly derived in Ref. 29, but a compact expression
involving the lineshape functions gn(t) was obtained in
Ref. 17.
The traces involving ρg in Eqs. (52) and (53) for
Fo¨rster and modified Redfield theories appear also dur-
ing the derivation of the non-equilibrium transfer rates
for the populations and were also calculated in Ref. 17.
For Fo¨rster theory, Eq. (52) takes the form
σnoneqmn (t) = ipm(0)Jmn
∫ t
0
dτ A∗n(τ)[Fm(τ, t)− Fm(τ)]
− ipn(0)Jmn
∫ t
0
dτ [Fn(τ, t)− Fn(τ)]∗Am(τ),
(54)
where
Fm(τ, t) = exp{−i(ε0m + λm)τ − g∗m(τ)
−2i=[gm(t)− gm(t− τ)]}. (55)
Note that Fm(τ, t) can be replaced by Fm(τ) in Eq. (54)
for large t because limτ→∞ g˙m(τ) = −λm15 and the inte-
gral expressions are significantly non-zero only for small
τ . So, the non-equilibrium correction vanishes for large
times.
For modified Redfield theory, Eq. (52) takes the form
σnoneqk′k (t) = −pk′(0)
∫ t
0
dτA∗k(τ)
[
Fk′(τ, t)N
(2)
kk′(τ, t)
∗
−Fk′(τ)N (2)kk′(τ)∗
]
−pk(0)
∫ t
0
dτ
[
Fk(τ, t)
∗N (2)k′k(τ, t)
−Fk(τ)∗N (2)k′k(τ)
]
Ak′(τ), (56)
where
Fk(τ, t) = exp{−i(ε0k + λk)τ − g∗k(τ)
−2i=[gk(t)− gk(t− τ)]}, (57)
N
(2)
kk′(τ, t)
= [g˙kk′kk(τ)− g˙kk′k′k′(τ) + 2i(=g˙)kk′k′k′(t− τ)]
× exp{2gkkk′k′(τ)− 2i=[gkkk′k′(t)− gkkk′k′(t− τ)]},
(58)
(=g˙)kk′k′k′(t) =
N∑
n=1
akk′(n)ak′k′(n)=g˙n(t). (59)
Note that (=g˙)kk′k′k′(t) = =g˙kk′k′k′(t) whenever akk′(n)
is real for all n.
C. The case of initial coherences in the system
Finally, we consider the case when the initial state has
non-zero off-diagonal elements. We will consider the ini-
tial state of the form
ρ(0) = σ(0)⊗ ρg, (60)
where σ(0) is an arbitrary density operator of the elec-
tronic degrees of freedom. We divide Qρ(0) into the di-
agonal and off-diagonal parts:
Qρ(0) = Qρ(0)diag +Qρ(0)off-diag, (61a)
Qρ(0)diag =
∑
α
pα(0) |α〉 〈α| ⊗ (ρg − ρα), (61b)
Qρ(0)off-diag =
∑
β 6=α
σβα(0) |β〉 〈α| ⊗ ρg. (61c)
8In both Eqs. (9a) and (40) only the off-diagonal part of
Qρ(t) matters. We have
Qρ(t)off-diag = Qρ(0)off-diag − i
∫ t
0
dτL(τ)Pρ(τ)
− i
∫ t
0
dτL(τ)Qρ(0)diag. (62)
Note that the influence of Qρ(0)diag (of the last term
in Eq. (62)) has been already taken into account in the
previous subsection. Here we will study the influence of
only the off-diagonal part Qρ(0)off-diag.
Firstly, the initial coherence infer the population trans-
fer on small times. As we discussed above, the substitu-
tion of the last term of Eq. (62) into Eq. (9a) produces
the non-equilibrium correction to the population transfer
rates which is assumed to be negligible. The substitution
of the first two terms of the right-hand side of Eq. (62)
into Eq. (9a) yields Eq. (14) with the following additional
term in the right-hand side:
− iPL(t)Qρ(0)off-diag
= 2=
∑
α<β
σαβ(0) Tr{H ′βα(t)ρg}(|β〉 〈β| ρβ − |α〉 〈α| ρα),
(63)
where
H ′β′α(t) = exp{iHβ′t}H ′β′α exp{−iHαt}. (64)
Consequently, the master equation (17) is modified to
p˙α(t) =
∑
β 6=α
(
Kαβpβ(t)−Kβαpα(t)
−2={σαβ(0) Tr[H ′βα(t)ρg]}
)
, (65)
Now let us consider the influence of initial coherences
on their further dynamics. The substitution of Eq. (62)
into Eq. (40) gives σβα(t) as a sum of three terms:
σβα(t) = σ
eq
βα(t) + σ
noneq
βα (t) + σ
init
βα (t), (66)
where the basic term σeqβα(t) is given by Eq. (42), the non-
equilibrium correction σnoneqβα (t) is given by Eq. (52), and
the new term (a correction caused by the initial coher-
ence) σinitβα (t) is given by
σinitβα (t) = TrA(t)Qρ(0)off-diag
− i
∫ t
0
dτ TrA(t)L(t− τ)Qρ(0)off-diag
= σβα(0) Tr{eiHαte−iHβtρg}
+ i
∑
γ 6=α,β
σβγ(0)
∫ t
0
dτ Tr{eiHγ(t−τ)H ′γαeiHατe−iHβtρg}
− i
∑
γ 6=α,β
σγα(0)
∫ t
0
dτ Tr{eiHαte−iHβτH ′βγe−iHγ(t−τ)ρg}.
(67)
Now let us apply Eqs. (65) and (67) to the particular
theories. In Fo¨rster theory, the traces in Eqs. (65) and
(67) can be easily calculated, which results in
p˙n(t) =
∑
m6=n
(
Knmpm(t)−Kmnpn(t)
− 2={σnm(0)JmnAn(t)A∗m(t)}
)
, (68)
and
σinitmn(t) = σmn(0)A
∗
n(t)Am(t)
+ i
∑
l 6=n,m
∫ t
0
dτ {σml(0)A∗n(τ)Am(t)A∗l (t− τ)
−σln(0)A∗n(t)Am(τ)Al(t− τ)}. (69)
In the modified Redfield theory, the trace in Eq. (65)
is a particular case of the traces calculated in Ref. 17,
while the trace in Eq. (67) can be calculated by a slight
modification of the derivations there. It turns out that
p˙k(t) =
∑
k′ 6=k
(
Kkk′pk′(t)−Kk′kpk(t)
+ 2<{σkk′(0)Ak(t)A∗k′(t) exp{2<gkkk′k′(t)}
× [g˙k′kkk(t)− g˙∗kk′k′k′(t)]
})
, (70)
where
σinitk′k (t) = σk′k(0)A
∗
k(t)Ak′(t) exp{2<gkkk′k′(t)}
+
∑
k′′ 6=k,k′
∫ t
0
dτ{σk′′k(0)A∗k(t)Ak′(τ)Ak′′(t−τ)N (init)kk′k′′(τ, t)
+ σk′k′′(0)A
∗
k(τ)Ak′(t)A
∗
k′′(t− τ)N (init)k′kk′′(τ, t)∗}, (71)
where
N
(init)
kk′k′′(τ, t)
= exp{g∗kkk′k′(t)− g∗kkk′k′(t− τ) + gkkk′k′(τ)}
× exp{gk′k′k′′k′′(t− τ)− gk′k′k′′k′′(t) + gk′k′k′′k′′(τ)}
× exp{gkkk′′k′′(t) + g∗kkk′′k′′(t− τ)− gkkk′′k′′(τ)}
×[g˙kkk′k′′(τ)− g˙k′k′k′k′′(τ) + g˙∗kkk′′k′(t− τ)
−g˙k′k′′k′′k′′(t− τ)]. (72)
Remark 3. The following question about self-consistency
of our calculations may be asked. Let Qρ(0) = 0. At
some instant t0 > 0, coherences are non-zero and given
by Eq. (42). If we apply the calculations of this subsec-
tion for the case of initial coherences, do we reproduce
formulas (17), (18), and (42) for an arbitrary time t > t0?
An important point we should notice is that ρ(t0) differs
from the state given by Eq. (60). Namely,
Qρ(t0) = −i
∫ t0
0
dτL(τ)Pρ(τ) =
∑
α6=β
|β〉 〈β|Qρ(t)|α〉 〈α| ,
(73a)
9〈β|Qρ(t)|α〉
= i
∫ t
0
dτ{pβ(t)ρβeiHβ(t−τ)H ′βαe−iHα(t− τ)
− pα(t)eiHβ(t−τ)H ′βαe−iHα(t−τ)ρα}. (73b)
So, the calculations of this subsection should be modified
for Qρ(t0) given by Eqs. (73). If we do this, then, since
Qρ(t) can be expressed in two ways as
Qρ(t) = −i
∫ t0
0
dτ L(τ)Pρ(τ)− i
∫ t
t0
dτ L(τ)Pρ(τ)
= −i
∫ t
0
dτ L(τ)Pρ(τ), (74)
we will reproduce formulas (17), (18), and (42). Infor-
mally speaking, the coherences and the state of the bath
in Eqs. (73) are not arbitrary, but adjusted with each
other in a special way.
IV. CALCULATIONS
In this section we will compare the calculations of the
coherences according to the derived formulas with the
calculations according to the numerically exact HEOM
(hierarchical equations of motion) method.21 The line-
shape functions gn(t) can be expressed as
28
gn(t) =
1
2pi
∫ +∞
−∞
dω (1− cosωt) coth
(
βω
2
)
Jn(ω)
+
i
2pi
∫ +∞
−∞
dω (sinωt− ωt)Jn(ω), (75)
where Jn(ω) is the spectral density function for the bath
coupled to the nth site defined as
Jn(ω) = pi
2
∑
i
Mniωnid
2
ni[δ(ω−ωni)−δ(ω+ωni)]. (76)
It can be expressed in terms of the correlation function
Cn(t) (see Eq. (28)) as
ω2Jn(ω) = i
∫ +∞
−∞
dt eiωt= [Cn(t)] . (77)
We will consider the dimer case N = 2 and assume
that the spectral density function for both molecules has
the Drude–Lorentz form:
ω2J (ω) = 2λ ωγ
ω2 + γ2
, (78)
where λ and γ are the reorganization energy and Debye
frequency, which are identical for both molecules. The
reorganization energy characterizes the strength of the
coupling of electronic and phononic degrees of freedom,
and the Debye frequency characterizes a time scale of
fluctuation of the electronic energy and dissipation of the
phonon reorganization energy.
Also we impose a high-temperature condition βγ < 1,
where β = 1/kBT is the inverse temperature of the baths,
T is the temperature and kB is the Boltzmann’s con-
stant. Then we can approximate coth(βω/2) by 2/(βω)
in Eq. (75) and obtain the expression for the lineshape
function (the same for both monomers):
g(t) =
λ
γ
(
2
βγ
− i
)(
e−γt + γt− 1) . (79)
In all examples we put T = 300 K and γ−1 = 100 fs
(γ = 53.08 cm−1). Then βγ ≈ 0.24. Also in all exam-
ples, ε01 − ε02 = 100 cm−1. Since J12 is the only intersite
dipole coupling, we will denote it as J . We will vary the
parameters J and λ.
To distinguish between the matrix elements of the elec-
tronic density operator in the local basis σmn and in the
exciton basis σk′k when the indexes are concrete num-
bers, we will use the following denotations: the matrix
elements in the local electronic basis will be denoted as
σmn, while those in the exciton basis will be denoted as
σexk′k. The same rule will be applied to the Dirac nota-
tions and the bath equilibrium states: |k〉 and ρk will be
redenoted as |k〉ex and ρexk .
A. Fo¨rster theory
Let us consider the parameters J = 10 cm−1 and λ =
100 cm−1, and the initial state
ρ(0) = |1〉 〈1| ρg (80)
(a particular case of Eq. (20)). The results of the calcu-
lations of the electronic coherence σ21(t) within Fo¨rster
theory according to the derived formula (45) with and
without the non-equilibrium correction (54) in compari-
son with HEOM is presented on Fig. 1. We see an excel-
lent agreement of the calculations according to Eqs. (45)
and (54) with the numerically exact result. As for
Eq. (45) without the non-equilibrium correction, it gives
the same results for large times, but fails to describe the
coherence (the real part of it) on small times.
The calculations according to Eq. (45) without the
non-equilibrium correction can be compared with the cal-
culations according to HEOM with the equilibrium initial
state
ρ(0) = |1〉 〈1| ρ1 (81)
(a particular case of the state (19)) is given on Fig. 2.
We see an excellent agreement. The present choice
of parameters corresponds to the case of slow nuclear
motion.1,28 Let us choose the parameters corresponding
to fast nuclear motion: J = 10 cm−1, λ = 1 cm−1. Then
the non-equilibrium corrections are negligible as shown
on Fig. 3. Also we see that Fo¨rster theory provides good
results, despite the regime λ  J , while Fo¨rster theory
is believed to be valid only in the inverse case J  λ.
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FIG. 1. Calculations of the electronic coherence σ21(t) within
Fo¨rster theory according to formula (45) with and without
the non-equilibrium correction (54) in comparison with the
numerically exact calculations according to HEOM for the
parameters J = 10 cm−1 and λ = 100 cm−1, and the ini-
tial state (80). Blue solid lines: HEOM, black thick dotted
lines: Fo¨rster theory with the non-equilibrium correction, red
dashed lines: Fo¨rster theory without the non-equilibrium cor-
rection.
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FIG. 2. The same as Fig. 1, but the initial bath state is
equilibrium, Eq. (81). Blue solid lines: HEOM, black thick
dotted line: Fo¨rster theory (without the non-equilibrium cor-
rection), red dashed line: simplified (“Markovian”) formula
(43).
Fo¨rster theory gives here good results also for the popu-
lations σ11(t) and σ22(t): the error does not exceed 3.5%
for all times. We discuss the range of validity of Fo¨rster
theory in Sec. V C.
Let us return to the case J = 10 cm−1 and λ =
100 cm−1, when the non-equilibrium correction is essen-
tial, and consider the case of initial electronic coherences.
Namely, let us consider the case when the initial elec-
tronic state is not a local (electronic) excitation, but an
exciton eigenstate:
ρ(0) = |1〉 ex 〈1| ρg. (82)
Using the derived formulas, we can calculate the dynam-
ics of the whole density matrix (not only its diagonal
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FIG. 3. Calculations of the electronic coherence ρ21(t) within
Fo¨rster theory (without the non-equilibrium correction) and
within modified Redfield theory (Eq. (70) for exciton popula-
tions and Eq. (46) with correction (71) for exciton coherences)
in comparison with HEOM and standard Redfield theory for
the parameters J = 10 cm−1 and λ = 1 cm−1, and the initial
state (80). Blue solid lines: HEOM and modified Redfield
(there are no visible differences between them on this scale),
black thick dotted lines: Fo¨rster theory, red dashed line: the
standard Redfield equation without secular approximation,
green dot-dashed line: the standard Redfield equation with
secular approximation. We see that, for fast nuclear motion,
the non-equilibrium correction is unnecessary. Also Fo¨rster
theory provides good results, despite the regime λ J .
part in the local basis) in the framework of Fo¨rster the-
ory. Let us calculate, in the framework of Fo¨rster the-
ory, the exciton population σex11(t) as well as the exciton
coherence σex21(t) and compare the results with the calcu-
lations within the modified Redfield theory, which is tra-
ditionally used for the description of exciton population
transfer. An exciton population is a linear combination of
the local site populations and intersite (electronic) coher-
ences. Since we use the non-equilibrium corrections for
the electronic coherences, we use also non-equilibrium,
time-dependent generalizations for population transfer
rates Kαβ in Eq. (17) for both modified Redfield and
Fo¨rster theories,17 for the honest comparison between the
two theories. This is the only place in our work where
we have used the non-equilibrium, time-dependent pop-
ulation transfer rates.
The results of such comparison are presented on Fig. 4
(for the exciton populations) and Fig. 5 (for the exci-
ton coherence). We see that both Fo¨rster and modified
Redfield theories are in good agreement with the numer-
ically exact HEOM calculations, but Fo¨rster theory is,
nevertheless, in better agreement.
B. Modified Redfield theory
In this subsection we test the derived formulas for ex-
citon coherences within modified Redfield theory. Exam-
ples for the cases λ J  γ and J  λ γ was already
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FIG. 4. Calculations of the exciton population σex11(t) within
Fo¨rster theory in comparison with the numerically exact cal-
culations according to HEOM and with modified Redfield the-
ory for the parameters J = 10 cm−1 and λ = 100 cm−1, and
the initial state (82). Blue solid lines: HEOM, black thick
dotted lines: Fo¨rster theory (Eqs. (17), (23), (68), (66), (45),
(54), and (69)), red dashed lines: modified Redfield theory
(Eqs. (17) and (31)). For both Fo¨rster and modified Redfield
theories, instead of Kαβ given by Eq. (18), we have used the
non-equilibrium, time-dependent generalizations.
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FIG. 5. The same as Fig. 4, but the exciton coherence
σex21(t) is under consideration. The formulas used within the
modified Redfield theory: Eqs. (66), (46), (56), and (71).
considered on Fig. 3 and Figs. 4 and 5. In both cases,
Fo¨rster theory provides good results and the modified
Redfield theory can be compared with it. Consider now
the case λ γ  J , which is certainly beyond the range
of validity of the Fo¨rster theory, but is in the range of
validity of standard and modified Redfield theories (see
Sec. V C): J = 100 cm−1 and λ = 2 cm−1. Consider the
initial state as an exciton eigenstate (82). The results of
the application of Eq. (46) (without the non-equilibrium
correction) for the exciton coherence σex21(t) in compari-
son with the calculations according to the standard non-
secular Redfield master equation and HEOM are pre-
sented on Fig. 6. We see that Eq. (46) in the frame-
work of the modified Redfield theory is in significantly
better agreement with the numerically exact calculations
than the standard Redfield master equation. Note that
the secular Redfield master equation predicts zero exci-
ton coherence whenever the initial exciton coherence is
zero.
Using the derived formulas, we can calculate the whole
density matrix (not only its diagonal part in the exciton
basis) in the framework of the modified Redfield theory.
Let us calculate, in the framework of the modified Red-
field theory, not the exciton populations, but the local
site population σ11(t), for the same initial state and pa-
rameters. The results are presented on Fig. 7. Again, we
see that the calculations according to the modified Red-
field theory gives significantly better results than both
secular and non-secular standard Redfield master equa-
tions.
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FIG. 6. Calculations of the exciton coherence σex21(t) within
the modified Redfield theory in comparison with the numeri-
cally exact calculations according to HEOM and to the stan-
dard non-secular Redfield master equation for the parameters
J = 100 cm−1 and λ = 2 cm−1, and the initial state given by
Eq. (82). Blue solid lines: HEOM, black thick dotted lines:
modified Redfield theory (Eq. (46)), red dashed lines: stan-
dard non-secular Redfield master equation. The secular Red-
field master equation predicts here σex21(t) ≡ 0. Only the real
part of σex21(t) is shown because the picture for the imaginary
part is qualitatively the same.
Let us now consider the initial state as a local elec-
tronic excitation (80), which has non-zero exciton coher-
ences. The calculation of the coherence σex21 is presented
in Fig. 8. Now all three approaches: HEOM, the modi-
fied Redfield approach with formula (46), and the secular
and non-secular standard Redfield master equations give
approximately the same results.
V. DISCUSSION
A. Properties of the dynamical map
The developed approach allows to calculate the evo-
lution of the whole electronic density matrix (not just
its diagonal elements) for an arbitrary initial electronic
12
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FIG. 7. The same as Fig. 6, but the local site popula-
tion σ11(t) is under consideration. The additional green dash-
dotted line: secular Redfield master equation.
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FIG. 8. The same as Fig. 6, but the initial state is given
by Eq. (80), which contains exciton coherences. The secular
Redfield master equation gives almost the same result as the
non-secular one and not shown here. All three approaches:
HEOM, the modified and standard Redfield approaches give
roughly the same results.
density matrix (i.e., also not necessarily diagonal). If we
consider the initial system-bath state of the form (60),
then the evolution of the electronic density matrix ac-
cording to the master equation (65) and formula (66)
can be described as an action of a dynamical map7,10 Λt:
σ(0) 7→ σ(t) = Λt(σ(0)). (83)
This map is trace-preserving because the master equation
for populations (65) is obviously trace-preserving. It does
not preserve positivity when H ′βα are large, i.e., when
we are not in the range of validity of the corresponding
perturbation theory. It is an open question whether Λt
preserves positivity for small enough H ′βα.
A further question is whether the dynamical map
Λt is Markovian or not. If we use the semigroup
property Λt+s(σ) = Λs(Λt(σ)) as the definition of
Markovianity,7,10 then the dynamics is non-Markovian.
From Eqs. (42), (52), (67), and (65), we see that the
dynamics is non-Markovian, bath-dependent.
From the other side, consider large times, when the
integrals in Eq. (42) saturate and corrections (52) and
(65) caused by initial conditions become negligible. Then
the population transfer is described by the Markovian
master equation (17) and the coherences are completely
defined by the populations according to Eq. (43). This
dynamics can be treated as Markovian, in a sense that
the knowledge of the present state of the system (without
the knowledge of the time instant t) is sufficient to predict
further dynamics.
For example, as we see on Fig. 2, the “Markovian” dy-
namics begins after very short initial time period, which
is much shorter than the population transfer time scale.
Since
pα(t)− pα(∞) ∼ e−(K21+K12)t, α = 1, 2, (84)
the population transfer time scale is equal to (K12 +
K21)
−1 ≈ 3800 fs for the parameters on Fig. 2.
However, in general, the time when the integrals in
Eq. (42) saturate and, thus, Eq. (42) can be replaced
by Eq. (43) may be comparable with the population re-
laxation time. On Fig. 9, we compare the calculation
of the exciton coherence within modified Redfield the-
ory according to Eq. (46) and according to Eq. (43) for
the parameters and initial state as on Fig. 6. We see
that the decay of oscillations takes place on a time scale
which is comparable with the population transfer time
scale (the latter is approximately 3500 fs). Thus, one
can speak about non-Markovian dynamics of the whole
density matrix, despite the fact that the master equation
for populations (17) alone is Markovian.
Note also that, for the considered parameters, these
oscillations have little influence on the population trans-
fer because, as we noticed above, Qρ(t) influence not di-
rectly Pρ(t), but the time derivative P ρ˙(t), see Eq. (9a).
If the frequency of oscillations of the right-hand side of
Eq. (9a) is much larger than the population transfer rate,
then these oscillations can be neglected (a kind of secular
approximation for populations). This assures the Marko-
vian nature of the population transfer.
B. On relation between populations and coherences in
Fo¨rster and modified Redfield EET mechanisms
The Fo¨rster mechanism of EET is often said to be in-
coherent hopping.1,21,22 The presented results allow to
discuss what does this statement exactly mean. As we
have shown, this means neither that there are no elec-
tronic coherences in the system nor that the influence
of coherences on the populations transfer is negligible.
Eq. (9a) means precisely that the population transfer is
directly driven by the coherences: by the definitions of
H ′ and P, only the off-diagonal part of Qρ(t) matters in
the right-hand side of Eq. (9a).
As we have shown, “incoherent hopping” means that
either, after a short initial time (relative to the EET
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FIG. 9. Comparison of the calculation of the exciton coher-
ence within the modified Redfield theory according to formula
(46) and according to simplified (“Markovian”) formula (43).
The parameters and the initial state are the same as Fig. 6.
Blue solid line: Eq. (46), red dashed line: Eq. (43). We see
that Eq. (46) is reduced to Eq. (43) on the time scale compara-
ble to the population relaxation time (approximately 3500 fs).
So, one can conclude that Eqs. (17) and (42) together describe
non-Markovian dynamics, despite the fact that the population
dynamics given by Eq. (17) alone is Markovian.
time scale), coherences can be described by Eq. (43) and,
thus, are completely determined by the populations, or
coherences rapidly oscillate around the values given by
Eq. (43). The influence of these fast oscillations on the
population dynamics can be neglected and, so, in both
cases we obtain a closed Markovian master equation for
populations.
In other words, “incoherent hopping” actually means
that the feedback loop from the populations to coherences
and back to the time derivatives of the populations has
no time delay. The same is true for the modified Red-
field theory concerning the exciton populations and co-
herences.
C. Analytical estimates of the magnitude of coherences
and the range of validity of Fo¨rster theory
It is believed that the range of validity of Fo¨rster the-
ory is J  λ: the Coulomb intersite couplings are less
than the system-bath couplings (expressed in the reor-
ganization energy λ).1,17,23 But we see on Fig. 3 that
Fo¨rster theory may work well even in the inverse case
λ J . To understand this, we discuss here the range of
validity of Fo¨rster theory. A rigorous analysis of the ap-
proximations made in Sec. II B (for both theories) should
be a subject for a separate research. Here we restrict
ourselves to some mathematical intuitions. Also, during
the analysis, we will obtain rough analytical estimates of
electronic coherences in the Fo¨rster approach: formulas
(86) below for the regime of slow nuclear motion and (87)
for the regime of slow nuclear motion.
To arrive at master equation (17) with rates (18) from
the exact equations (9), we have done the following ap-
proximations: (i) second-order perturbation theory in
(10), (ii) replacing Pρ(t − τ) by Pρ(t) in Eq. (13), and
(iii) extending the upper limit of integration to infinity
in Eq. (13). To derive the formulas for the coherences,
we have used approximations (i) and (ii). Let us discuss
each of these approximations.
As we already discussed in Sec. II B, we can leave only
the lowest-order terms in Eq. (10) whenever Qρ(t)  1
for all times. In particular, this is satisfied if the pertur-
bation Hamiltonian H ′ (in Fo¨rster theory it is propor-
tional to J) is much smaller than the the relaxation rate
of Qρ induced by H0.
So, to establish the range of validity of Fo¨rster theory,
we should discuss the relaxation of Qρ. We can observe
that the relaxation ofQρdiag andQρoff-diag (see Eqs. (61))
takes place with different rates. For the Drude–Lorentz
spectral density (78), the relaxation rate of Qρdiag can be
associated with the Debye frequency γ. This can be seen,
for example, from the comparison of the non-equilibrium
emission function (55) with the equilibrium one (24) and
the expression for the lineshape function (79): =[gm(t)−
gm(t − τ)] − (−λm) ∼ e−γt. So, the condition J  γ is
necessary for the validity of Fo¨rster theory.
From Eqs. (43), (45), (24), and (25), we can roughly
estimate the magnitude of Qρoff-diag as
Qρoff-diag ∼ J
∫ ∞
0
ei(∆ε
0−2λ)τ−2g(τ) dτ, (85)
where ∆ε0 is the characteristic difference between the
electronic excitation energies of two monomers. Since we
are interested here only in rough estimates, we do not
consider the dependence of the quantities on the indi-
vidual monomers. From Eq. (85), we see that Qρoff-diag
is small whenever λ is large (since g(τ) is proportional
to λ) or ∆ε0 − 2λ is large (since fast oscillations of the
integrand decrease the value of the integral).
Consider this in more detail: namely, consider two lim-
iting cases of fast and slow nuclear motion1,28 depending
on the dimensionless parameter κ =
√
βγ2/2λ.
The case κ  1 corresponds to slow nuclear motion.
In this limit we can approximate e−γt ≈ 1− γt+ (γt)2/2
in the expression (79) for g(t), neglect the imaginary part
of g(τ) and obtain g(τ) ≈ λτ2/β. Then
Qρoff-diag ∼ J
∫ ∞
0
ei(∆ε
0−2λ)τ− 2λt2β dτ
= J
√
piβ
8λ
e−
β(∆ε0−2λ)2
8λ +iJ
√
β
2λ
F
(√
β
2λ
∆ε0 − 2λ
2
)
,
(86)
where F (x) = e−x
2 ∫ x
0
eτ
2
dτ is the Dawson’s integral.30
For large x, F (x) decays to zero as (2x)−1. Since we
already have the condition J  γ and are considering
the case κ  1, we have J√β/2λ  1, which means
that Qρoff-diag is small.
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Consider the inverse limiting case κ 1 (fast nuclear
motion). In this case we neglect the terms e−γt and −1
in g(t) and obtain
Qρoff-diag ∼ J
∫ ∞
0
ei∆ε
0τ− 4λβγ τ dτ =
J
4λ
βγ − i∆ε0
. (87)
HenceQρoff-diag is small whenever J is much smaller than
the maximum of 4λ/βγ and ∆ε0. For example, Fig. 3
corresponds to the case J  λ, but J  γ and J  ∆ε0,
which makes Fo¨rster theory adequate.
Consider now approximation (ii): the replacement of
Pρ(t − τ) by Pρ(t) in Eq. (13). Pρ(t) evolves with the
rate Knm +Kmn (see Eq. (84)). Consider again the case
of slow nuclear motion first. As we see from Eq. (86), the
characteristic time of decay of the integrand in Eq. (13)
is
√
β/4λ. As we concluded above, J √2λ/β, so,
Knm+Kmn ∼ 4J2
√
piβ
8λ
e−
β(∆ε0−2λ)2
8λ 
√
2pi
√
4λ
β
. (88)
Thus, the time scale of population transfer (Knm +
Kmn)
−1 is much larger than the time scale of Qρoff-diag
decay, which justifies approximation (ii) for the case of
slow nuclear motion.
Consider the case of fast nuclear motion. In this case,
Knm +Kmn ∼
4J2 4λβγ(
4λ
βγ
)2
+ (∆ε0)
2
. (89)
As we concluded above, J2 must be much smaller than
the denominator, hence, the population transfer rate
Knm + Kmn is much smaller that the decay rate 4λ/βγ
of the integrand in Eq. (13) (Eq. (87)), which justifies
approximation (ii) for the case of fast nuclear motion.
Approximation (iii) is based on the same assumption
as approximation (ii). But in some cases the extension
of the upper limit of integration in Eq. (13) to infinity
produces a noticeable error on small times. In this case
we can leave the upper limit of integration equal to t.
Note that in our analysis we used simplified formula
(43) for coherences because, as we discussed in the end of
subsection V A, the oscillations around the mean values
given by the simplified formula does not affect much the
population transfer.
Summarizing, the range of validity of the Fo¨rster ap-
proach is: J  γ and, in the case of fast nuclear motion,
J  max{4λ/βγ,∆ε0}.
A similar analysis for modified Redfield theory is
slightly more complicated due to pre-exponential factors
in Eqs. (31) and (46) containing time derivatives of the
lineshape functions, but also can be performed. In par-
ticular, H ′  γ is a necessary condition for the validity
of this approach. The main (well-known) characteristic
feature of modified Redfield theory is that H ′ ∼ λ if
the excitons are highly delocalized, but H ′ ∼ λJ/∆ε for
localized excitons (for J  ∆ε). Hence, the range of va-
lidity of modified Redfield theory includes the range of
validity of standard Redfield theory (small λ) and is also
adequate when large λ is compensated by large exciton
delocaization due to static disorder ∆ε0. A serious lim-
itation of the modified Redfield approach is the case of
not static, but dynamic localization of excitons due to
strong interaction with phonons (polaron effect).25,37
Also the range of validity of modified Redfield theory
intersects with the range of validity of Fo¨rster theory. As
we can see from Fig. 3 and Figs. 4 and 5, the modified
Redfield approach provides slightly more accurate results
than Fo¨rster theory for the regime λ  J  γ (even if
Fo¨rster theory is also adequate), but Fo¨rster theory pro-
vides slightly better results for the regime J  λ. Also,
from Figs. 6–8 we can conclude that modified Redfield
theory is at least as good as standard Redfield theory in
the description of exciton coherences and, in some cases
(even within the range of validity of the standard Red-
field equation), provides more accurate results.
VI. CONCLUSIONS
The result of the present paper is that we are not re-
stricted by calculations of only the diagonal elements (in
either local or exciton basis) of the density operator when
we use Fo¨rster or modified Redfield theory. The devel-
oped approach allows to calculate the evolution of the
whole electronic density matrix for an arbitrary initial
electronic density matrix (i.e., also not necessarily diag-
onal).
The general formula for coherence is Eq. (66) with
the particular terms given in Eqs. (42), (52), and (67).
The applications of these formulas to Fo¨rster theory are
Eqs. (45), (54), and (69). The applications of these for-
mulas to modified Redfield theory are Eqs. (46), (56),
and (71). The modifications of the master equations for
populations in the case of initial coherences are given in
Eqs. (65) (the general formula), (68) (for Fo¨rster theory),
and (70) (for modified Redfield theory). These formu-
las are rigorously derived using the Zwanzig projection
operator method and provide good agreement with the
numerically exact calculations according to HEOM.
Moreover, we have shown that the derived formulas
for exciton coherences and local site populations within
the modified Redfield theory provide at least as accurate
results as the standard Redfield equation and, in some
cases (even within the range of validity of the standard
Redfield equation), provides more accurate results (see
Figs. 6 and 7). Hence, the modified Redfield approach
can be used for the investigation of the role of coherences
in EET.
Extending the presented formalism to more com-
plicated systems, for example, to EET between
weakly connected clusters of molecules (which is of-
ten described by the multichromophoric generaliza-
tion of Fo¨rster theory31–35 and combined modified-
Redfield–Fo¨rster approach25,36,37), systems with degen-
erate spectrum,38–40 systems with common vibrational
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modes of different monomers,1,18,20,29 etc. remains an
open problem.
It would be interesting to apply the developed for-
malism to biological systems and, in particular, to co-
herent light harvesting in photosynthetic complexes. In
Ref. 18, the role of quantized vibrations in EET pro-
cesses in light-harvesting complexes by cryptophyte algae
was studied using the polaron transformation with the
subsequent weak system-bath coupling approach. Note
that this approach also faces the the same problem with
the description of electronic coherences: we need Qρ(t)
degrees of freedom for them, and essentially the same
method (based on formulas (40) and (10)) was used.
The authors of Ref. 18 point out a characteristic prop-
erty of the considered light-harvesting complexes: highly
localized exciton eigenstates (due to static disorder).
As is well known and discussed in Sec. V C, this case
fall into the range of validity for the modified Redfield
approach,16,17,25 so, probably, this approach also can be
applied for studying these systems. As we discussed in
Sec. V A, the description of dynamics of the whole density
matrix within the modified Redfield approach also (like
the polaron-representation Markovian master equation)
captures some non-Markovian effects which are believed
to be noticeable in light-harvesting complexes.
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