ABSTRACT
INTRODUCTION
The measurement of the ratio of deuterium to hydrogen is of particular importance because it provides a constraint on the primordial ratio of D/H, an indicator of the cosmic baryon density (Schramm & Turner 1998; Burles 2000) . For three QSO sight lines through the inter- In this paper, we report the first D/H results from the FUSE mission. The extensive analyses of the seven LISM sight lines studied to date can be found in the companion papers (Friedman et al. 2002; Hébrard et al. 2002; Kruk et al. 2002; Lehner et al. 2002; Sonneborn et al. 2002; Lemoine et al. 2002; Wood et al. 2002) . Following an intensive program to focus and characterize the FUSE spectrographs, observations to measure D I, O I, N I, and H 2 column densities began in early 2000. For H I, we have relied on measurements by HST, IUE, and EUVE for five sight lines; for WD2211-495 and WD0621-376 only EUVE measurements without published uncertainties were available. Because the seven sight lines described in the accompanying papers (see Table 1 ) probe the LISM, the structure of the absorbing gas is relatively simple. Additional studies of other LISM sight lines are underway, and collectively these studies will serve as a foundation for FUSE studies of D/H in the Galactic disk and halo.
Measurements of the D I/H I ratio have been reviewed by several authors (e.g. Schramm & Turner 1998 , Tytler et al. 2000 . We note here that the diffuse ISM is the simplest environment for studying the D/H ratio in the Milky Way, and the most appropriate for comparison with values of D I/H I measured in high-redshift absorption-line systems. The
Copernicus satellite provided the first measurements of the D/H ratio in the diffuse ISM (Rogerson & York 1973; York & Rogerson 1976 ; for a survey of Copernicus results, see VidalMadjar 1991) . Later satellite observatories could access only the strong Lyα transition, and measurements were restricted to the very local ISM (see Linsky 1998; Lemoine et al. 1999 ).
The FUSE mission makes it possible to use the Milky Way as a laboratory to understand how the measured deuterium abundances are affected by a wide variety of physical processes. variability on scales of a few hundred parsecs (Jenkins et al. 1999; Sonneborn et al. 2000) .
These results along with others are presented in § 5 and discussed in § 6.
In order to examine the possibility of variability in the local ISM, Linsky (1998) reviewed the measurements made with GHRS on the Hubble Space Telescope (HST) for 12 stars with ISM features at velocities consistent with the LIC. He reported that for the LIC, D I/H I = (1.50 ±0.10) x 10 -5 . The data for clouds other than LIC were more scattered. He concluded that the large uncertainties for many of the measurements precluded a definitive statement about the variation in D/H for more distant sight lines and that higher quality measurements were necessary to address the issue. Because most of the HST determinations of D I/H I relied upon absorption profiles observed against cool star emission lines, there has been a concern that there would be systematic differences between values obtained in this manner versus values obtained using hot star continua. In this paper we will show that the FUSE D I/H I and D I/O I measurements suggest that the ratios are quite constant out to~100 pc, the approximate dimension of the Local Bubble, whereas a comparison with Copernicus and IMAPS data shows an increase in the dispersion of the measurements at longer distances. In addition, the FUSE values obtained using hot stars as background sources, are comparable to the HST cool star values.
The next section summarizes the properties of the seven FUSE sight lines, and compares the properties of the LISM for the various directions. Section 3 contains a discussion the relevant instrumental properties and the data analysis procedures. Both random and systematic uncertainties have been a major concern of the FUSE analyses and are discussed in § 4. Section 5 summarizes the results from the seven accompanying papers. A comparison of the results with other measurements and a discussion of the implications are presented in § 6. ). The sight lines cover a large range in both Galactic longitude (54º to 340º) and Galactic latitude (-59º to +84º).
SUMMARY OF FUSE TARGETS

_____________________ INSERT TABLE 1 HERE
_____________________
The ISM in the vicinity of the Sun has been studied extensively, although it is fair to say that our understanding of its content and structure is still incomplete (see Frisch 1995; Ferlet 1999 for reviews). The Sun is immersed in the LIC, which has a temperature~7000 K and density n(H I)~0.1 cm -3
. This cloud is the primary contributor to the absorption along the sight line to Capella (l = 162.6º, b = 4.6º, d =12.5 pc) (Linsky et al. 1995) , which is often used as a benchmark of D I/H I in the ISM. Figure 1 is a schematic representation of the local structures in the Milky Way plane near the Sun adapted from Cha et al. (2000) . Approximate locations, sizes, and angles subtended by these structures are given by Linsky et al. (2000) and Lallement (1998) .
The seven FUSE sight lines projected onto the Galactic plane are also shown. It is tempting to think of ISM clouds as simple homogenous structures, but they clearly contain small scale structure as demonstrated by Na I absorption-line studies (Meyer & Blades 1996; Watson & Meyer 1996) . Even in the limited region of space shown in Figure 1 , there are additional clouds and gas structures (see Ferlet 1999 and references therein). examined this issue for the LIC and concluded that the LIC appears to be inhomogeneous, but not by a large factor. The G191-B2B sight line is near the Capella sight line and also samples the LIC.
The model presented by Redfield & Linsky predicts that, for the sight lines to HZ 43A, WD1634-573, and WD2211-495, the LIC contributes less than 5 x 10 16 cm -2 atoms to the total H I column density. For Feige 110 and BD +28º 4211, the contributions are higher, but are still expected to be less than 1 x 10 17 cm -2 . The contributions of the G cloud to the column densities of WD1634-573 (b = −7º) and WD2211-495 (b = −53º) sight lines are uncertain. High spectral resolution measurements by HST are necessary to determine if there is evidence for a significant amount of material at the velocity of the G cloud.
______________________
INSERT FIGURE 1 HERE ______________________ Surrounding the Sun, and outside the LIC and other nearby clouds is a cavity filled with hot low-density gas referred to as the Local Bubble (Breitschwerdt 1998; Snowden et al. 1998 , and references therein). Denser gas having a lower temperature is also present within the cavity.
A high spectral resolution Ca II λ3933.663 study by Crawford et al. (1997) shows velocity structures in the Local Bubble with temperatures and (by implication) densities comparable to those in the LIC. The existence of nearby Na I structures (Hobbs 1978; Sfeir et al. 1999; Cha et al. 2000) suggests that the neutral gas has T~100 K and n~1 cm -3 or larger, but the low values of Na I/Ca II (Welsh et al. 1991; Bertin et al.1993) indicate that the temperatures and densities are likely to be comparable to the LIC for many of the clouds. Na I absorption-line studies by Sfeir et al. (1999) show that the boundary of the Local Bubble is delineated by a sharp gradient in the neutral gas column density with increasing radius.
The cavity has a radius between 65 and 250 pc depending on direction and is surrounded by a dense neutral gas "wall". The distance of this neutral gas deduced from X-ray data is generallỹ 30% smaller (see Snowden et al. 1998) . Sfeir et al. (1999) suggest that this discrepancy can be removed by a proportional adjustment in the X-ray distance scale with concurrent changes in the plasma parameters of the X-ray emission model. The wall is quite asymmetric so that sight lines in the 1st Galactic quadrant (0º l 90º) traverse significant amounts of gas at smaller distances than sight lines in the other quadrants (especially the 3 rd ). Figure 2 shows the projections of the seven FUSE sight lines onto the Galactic plane and two other perpendicular planes compared to the 5 mÅ and 20 mÅ Na I λ5891.59 equivalent width contours derived by Sfeir et al. (1999) . Discussing the FUSE sight lines in the context of these projections requires several notes of caution. The Na I results are preliminary and improvements can be expected for more detailed studies with higher densities of stars per unit solid angle. The uncertainties in the distances to some of the FUSE targets can be significant (see Table 1 ). Furthermore, the boundaries of the cavity are complex. Sfeir et al. (1999) penetrates the wall. This is confirmed by examining the plot for the meridian plane containing the l = 90º -270º axis and the Galactic poles (lowest panel of Figure 2 ). The same plot shows that Feige 110 (b = -59º) also lies beyond the wall. The large H I column densities observed towards these objects confirms this. WD2211-495 (b = -53º) is located at a distance of 53 pc, approximately 14º from the meridian plane containing the l = 0º-180º axis and the Galactic poles (middle panel of Figure 2 ). Examining this plot shows that the sight line extends past the 5 mÅ Na I contour, but falls short of the 20 mÅ contour by a factor of two in distance; hence, a moderate H I column density is expected. HZ 43A (b = 84º) is close to the north Galactic pole.
The low H I column density measured argues that the star does not lie beyond the wall.
INSTRUMENTAL PROPERTIES
In this section, we discuss the properties of the FUSE data and some of the instrumental considerations required to correctly interpret the observed absorption-line profiles. The design of the FUSE instrument provides multiple channel wavelength coverage over the 912 -1187 Å bandpass. A description of the FUSE mission and its performance as of early 2000 is given by Moos et al. (2000) and Sahnow et al. (2000a,b) . This section presents additional material that was not covered in those papers.
Wavelength solution
The relative wavelength accuracy of FUSE data in the most recent version of the calibration pipeline used in this work (version 1.8.7) is~±6 km s -1 (1σ) over most of the spectrum, with only a few spectral regions having greater uncertainties. The uncertainty in the absolute wavelength scale is larger, particularly for data obtained through the large (LWRS) spectrograph apertures. Pointing uncertainties and optical misalignments can produce zero point shifts up to~±100 km s 
Detectors
The FUSE delay-line microchannel-plate detectors are photon-counting devices. They have low readout noise, permitting long integrations and very good linearity over the dynamic range of the detectors. Data are recorded either as spectral images aboard the satellite for count rates above~2500 s -1 , or for lower count rates as photon address lists that are time-stamped. The latter mode permits a higher level of filtering for spurious noise during processing on the ground, and is used whenever on-board memory management considerations allow. At very high count rates, the detector response becomes non-linear. Thus, at the present time, it is not possible to study the absorption toward any of the very bright stars studied with Copernicus. The FUSE Operations Team is exploring new techniques for increasing the dynamic range of the satellite, but these were not available at the time of this work.
Photometric calibration and noise sources
The current relative photometric calibration of FUSE data is accurate to about 10%. gives simultaneous but independent spectra at almost all wavelengths. Typically there are four independent spectra over the central third of the bandpass (~990-1080 Å) and two at other wavelengths. Also, for each spectrograph, there are three entrance apertures that are physically separated in the y direction (i.e., perpendicular to the dispersion). These are the large (30"x30", LWRS), medium (4"x20", MDRS), and small (1.25"x20", HIRS) apertures. Thus, it is possible to observe an object at different y-locations on the detector during different observations. In the D I/H I analyses discussed here, the spectra from different channels and through different slits were treated independently rather than simply co-added, allowing detector artifacts or other instrumental signatures to be identified.
Fixed-pattern noise in FUSE data can be averaged out by motions of the spectrum in the dispersion direction during the course of an observation. Sometimes this is achieved solely by thermally induced motions of the instrument structure as the satellite moves about its orbit. In addition, programmed motions of the focal plane assemblies that hold the entrance apertures can be used to guarantee that averaging will take place in the final co-added data sets. These motions average out most of the small-scale (6 -10 pixel) detector artifacts when the individual exposures are aligned in wavelength and averaged. In such cases, signal-to-noise levels are close to those expected from photon statistics, and values~100 per resolution element have been achieved on the brightest sources (e.g., Sonneborn et al. 2002) .
Backgrounds and Line Spread Function
Moos et al. (2000) showed that the signal at the center of a broad, strongly saturated C II absorption feature seen in the spectrum of HD 93129A is small, and hence the broadband The line strengths, fλ, for the D I transitions vary by a factor of 150 between Lyβ and Ly-14.
Thus, there is access to optically thin transitions over a wide range of column densities.
Typically, up to a half dozen transitions may be useful for constraining the column density for a given sight line, although blends with other species, particularly H 2 , often reduce that number.
A large effort went into determining the sources and magnitudes of the uncertainties in the FUSE column densities. The data reduction took place at six different laboratories with frequent reviews and comparisons of techniques and results. Usually, errors due to photon noise were not the dominant contribution. We refer the reader to the seven accompanying papers for comprehensive discussions of the sources of errors relevant for each particular sight line.
As a check on the validity of the error bars assumed in the individual sight line studies, we constructed a simulated set of FUSE data for a mock sight line investigation. This blind simulation was analyzed independently by six team members and the results (and errors) were compared to each other and to the parameters of the simulation. The results of this simulation allowed us to assess the impact of known systematic errors on our quoted uncertainties; in some cases the error estimates were too small, in which case we expanded the allowance for the stated error estimates. Throughout this work, we have adopted uncertainties that we believe are conservative and reliably account for known sources of systematic error.
Velocity Structure
For the profile-fitting procedures used, it was necessary to treat partially saturated lines properly by employing an appropriate model for the velocity structure of the absorption. Partial knowledge of the velocity structure of the ISM was available from HST for some sight lines.
Another approach was to rely only on unsaturated lines; see the discussion of WD2211-495 (Hébrard et al. 2002 ). An associated issue is the effect of the uncertainties in the shape of the line spread function ( § 3.4).
Very low column density H I absorption with a velocity of -82 km s -1 relative to the primary H I absorption features may also be a source of potential confusion with the observed D I absorption. Such absorption would be undetectable in any of the metal lines (e.g., C II λ1036, O I λ1039) if the H I column density is low. Although this is a concern for extragalactic measurements, it is a much smaller concern for the LISM. Clouds with such high velocities are rare in the LISM. In addition, clouds with H I column densities~10 15 cm -2 are transparent to ultraviolet ionizing radiation, and thus they are expected to be highly ionized. If low-column density clouds were prevalent in the LISM, they would be observed at all velocities, and a casual examination of HST, Copernicus and FUSE spectra would commonly show interlopers at various relative velocities. There are rare exceptions (see e.g., Gry & Jenkins 2001) , but generally random H I interlopers are not a significant concern for the LISM studies discussed here. The only exception, discussed in §4.4, is near the H I Lyα line where hot optically-thin clouds displaced by modest velocities from the center of the line can have a disproportionate effect on the profile fit if the total H I column density is~10 19 cm -2 or less.
Continuum Placement
Properly estimating the continuum is a major consideration for accurate column density determinations, regardless of the analysis method used. Although the spectra of metal-poor white dwarfs are relatively simple, many white dwarf spectra contain photospheric lines.
WD0621 -376 (Lehner et al. 2002) and WD2211-495 (Hébrard et al. 2002) are extremely metalrich DA white dwarfs that show many photospheric far-ultraviolet lines (Holberg et al. 1998) .
BD +28º 4211 is a sub-dwarf O star with a complex photospheric spectrum (Sonneborn et al. 2002) , and the intrinsic stellar spectrum of Feige 110 is also very complex (Friedman et al. 2002) . Stellar models were used to guide the continuum placement. However, in the cases of BD +28º 4211 and Feige 110, this was hindered by the complexity of the metal lines and the poorly known atomic data for some of the species arising in the photospheres of these stars.
Line Blends
A source of uncertainty in the D I line strengths is introduced by blending with other spectroscopic features. Interstellar H 2 (e.g., Shull et al. 2000 ) is a common source of blends for several of the sight lines studied (see Sonneborn et al. 2002; Friedman et al. 2002) . We made a careful examination of atomic and molecular ISM line lists (e.g., Morton 2001; Abgrall et al. 2000) for potential blends. There may also be blends with narrow stellar features that are not properly accounted for in the models. Fortunately, the availability of multiple D I transitions for determining the column densities significantly reduced the impact of this potential problem. to the stellar models, and only one of the three (WD1634-573) has a published uncertainty (Napiwotzki et al. 1996; Jordan et al. 1997) . The uncertainties for the two other sight lines are estimated to be ±40% (Wolff et al. 1998; Wolff 2001, private communication . Although the H I column densities of this wall are low (~10 15 cm -2 ), the velocity shifts and high effective temperatures of the material can affect the determination of the total H I for some sight lines. Similar effects could also be caused by other optically-thin hightemperature gas clouds present along the line of sight (see the discussion by Lemoine et al. (2002) for G191-B2B). Hydrogen walls have been noted for other late-type stars in addition to the Sun Dring et al. 1997; Wood & Linsky 1998 ), but little is known about H I in the vicinity of the white dwarf and sub-dwarf stars considered here. Finally, in the spectra of stars with many photospheric spectral features, the presence of undetected metal lines may lead to small increases in the value of the H I column. Table 2 , the uncertainties are 1σ estimates.
Determinations of N(H I)
SUMMARY OF RESULTS FOR THE SEVEN SIGHT LINES
We also present the weighted mean of each ratio, its uncertainty, the fractional standard deviation expressed in percent, the number of degrees of freedom (ν), and the Meyer et al. 1997 Meyer et al. , 1998 . To obtain the average value of O I/N I, we used the five sight lines common to both studies. We have also listed ratios of D I/O I for δ Ori A (Jenkins et al. 1999; Sonneborn et al. 2000; Meyer et al. 1998 ) and γ Cas (Ferlet et al.1980) . 
The D I/H I Ratios
D I/H I In and Near the Local Bubble
For many years, there has been a controversy over the answer to the question, "Does D/H vary along different sight lines in the Galaxy?" (see York & Rogerson 1976; McCullough 1992; Linsky 1998) . It is likely that the answer to this question is "yes". Recent IMAPS measurements show a factor of 3 difference between the sight lines to δ Ori A (Jenkins et al. 1999 ) and γ 2 Vel (Sonneborn et al. 2000) . (See also Figure 3 and the discussion in the text presented later in this section.) These results provide strong evidence that the ratio does in fact vary. The issue now is not whether D I / H I varies, but rather how the ratio varies, the magnitude of the variations, and the distance scales over which the variations occur.
The FUSE results show no evidence for significant variations of D I/H I from the mean value for the gas in the Local Bubble and its neutral wall. The five FUSE sight lines with reliable H I column densities in Table 2 
Comparison With Measurements at Larger Distances
In Figure 3 we plot the FUSE determinations of D I/H I as a function of distance along with the previously measured values of D I/H I from Copernicus, HST, and IMAPS listed in Table 4 that we believe are particularly well determined. An examination of Figure .1 (ν = 13), again indicating a low probability for a singlevalued population. We are forced to conclude that although large variations do not appear at distances of~100 parsec or less, it is likely that there are variations at larger distances.
Additional FUSE measurements of D I and HST measurements of H I may help to better characterize this variation. For sightlines with high values of interstellar reddening larger effects are possible.
The O I/H I and D I/O I Ratios
O I/H I
Measurements
D I/O I
Because reliable H I measurements are not always available, it is desirable to inquire if the ratio D I/O I can be used instead of D I/H I to search for variability. Timmes et al. (1997) have , near the solar value of (9±2) x10 -5 (Holweger 2001) . The weighted mean reported here for the five FUSE sight lines with high quality H I measurements is a factor of 2 less than that of Meyer et al. The average measured N I column appears to be low. The FUSE value of O I/N I is twice as large as that calculated from the data of Meyer et al. (1997 Meyer et al. ( , 1998 , leading to a similar conclusion. York et al.(1983) found a similar deficiency of N I compared to O I in a sample of 53 sight lines observed by Copernicus. It is likely that the apparently lower N I abundance along the FUSE sight lines is an ionization effect and not a metallicity effect. For D I/N I the FUSE weighted mean is 60% larger than that for the three IMAPS sight lines: γ 2 Vel, ζ Pup, and δ Ori A (Sonneborn et al. 1999) , which suggests again that ionization of N I is more important in the FUSE sight lines with lower total column density.
O I/H I versus D I/H I and D I/O I versus O I/H I
Causes of Variation in the Abundance Ratios
Implications for Interstellar Mixing
The results of § 6.1 indicate that it is reasonable to approximate the value of D/H withiñ 100 pc of the Sun by a single value with a relatively small scatter. The validity of this assumption for other regions of the Galactic disk is less secure from an observational standpoint, as outlined earlier. A simple explanation for why differences in the D/H ratio may be seen in the Galaxy over distances separated by only a few hundred parsecs can be cast in terms of the efficiency of mixing processes within the ISM driven by supernovae (SNe). There are two relevant time scales: the mixing time, and the time between SNe. Ideally, the first of these can be represented by the signal crossing time, or the time it takes for one parcel of gas to be influenced by another parcel of gas. In the simplest case, the second is the inverse of the supernova rate.
Consider a spherical region 100 pc in radius, similar in size to the Local Bubble considered within this study. In a fully ionized ISM at~10 6 K, the adiabatic sound velocity c S ≈ 150 km s -1 . For r = 100 pc, the crossing time is t S ≈ 7 x 10 5 yr. This is roughly the crossing Assuming a uniform supernova production rate of 0.02 yr -1 (Cappellaro et al. 1993) spread over a galactic disk with a radius of 8.5 kpc, one expects roughly 8. However, each association has a "sphere of influence" with r~10 2 pc so that the region for calculating the SNe rate doubles to~200 pc and t SN~4 x 10 6 yr. Thus, the crossing times calculated above indicate that the ISM within~100 pc should be well mixed during this interval.
Conversely in the extreme case, if t SN >> t S , the amount of energy injected into the ISM may be insufficient to thoroughly mix the gas. 
Nucleosynthetic Histories
The fact that D I/H I appears to have a single value for gas within 100 pc of the Sun, in the wind will vary with time (and final location), but the detailed spatial variation would depend on the stellar population in a given region. In addition, the average number of massive stars is small, so that the degree of astration and metal production will fluctuate from location to location.
It is also possible that there may be sources of D that could provide variations from place to place in the galaxy. Mullan & Linsky (1999) suggest that contamination of the ISM by D-enriched material ejected from stellar flares is such a source. Other sources, such as spallation of heavier elements (Epstein et al. 1976) , have also been proposed although all have some drawbacks. Lemoine et al. (1999) summarize the plausibility that these and other processes contribute to the observed D abundances in the LISM.
CONCLUSIONS
The unique access of FUSE to the far-UV spectral region has been used to measure column densities of D I, O I, and N I for the seven sight lines listed in Table 1 Meyer et al. (1998) and Meyer (2001) ; (c) Wood et al. (1996) ; (d) Linsky et al. (1995) ; (e) Piskunov et al. (1997) ; (f) Allen et al. (1992) ; (g) H I and D I from Ferlet et al. (1980) , O I from Meyer et al. (1998) and Meyer (2001) ; (h) York (1983) ; (i) Sonneborn et al. (2000) ; (j) Jenkins et al. (1999) , O I from Meyer et al. (1998) . 
