Abstract. We present and analyze two mathematical models for the self consistent quantum transport of electrons in a graphene layer. We treat two situations. First, when the particles can move in all the plane R 2 , the model takes the form of a system of massless Dirac equations coupled together by a selfconsistent potential, which is the trace in the plane of the graphene of the 3D Poisson potential associated to surface densities. In this case, we prove local in time existence and uniqueness of a solution in H s (R 2 ), for s > 3/8 which includes in particular the energy space H 1/2 (R 2 ). The main tools that enable to reach s ∈ (3/8, 1/2) are the dispersive Strichartz estimates that we generalized here for mixed quantum states. Second, we consider a situation where the particles are constrained in a regular bounded domain Ω. In order to take into account Dirichlet boundary conditions which are not compatible with the Dirac Hamiltonian H0, we propose a different model built on a modified Hamiltonian displaying the same energy band diagram as H0 near the Dirac points. The well-posedness of the system in this case is proved in H s A , the domain of the fractional order Dirichlet Laplacian operator, for 1/2 ≤ s < 5/2.
Introduction and main results
1.1. Setting of the model. The graphene is a two dimensional crystal of carbon. It appears naturally in the graphite crystals, which consist of many graphene sheets stacked together, and was isolated experimentally for the first time in 2004 by A. Geim's team, see [20] . Actually, discovery of graphene has opened new ways to study some basic quantum relativistic phenomena which have always been considered as very exotic. Indeed, this new and strictly two-dimensional material displays unusual electronic properties arising from the biconically shaped form of the Fermi surfaces near the Brillouin zone corners [12] . In a quite wide range of energy, electrons and holes propagate as relativistic massless Fermions with an effective velocity v F ≃ c 300 , with a linear dispersion relation E = ± v F |k|, and their behavior reproduces the physics of quantum electrodynamics but at the much smaller energy scale of the solid state physics.
Graphene is thus a zero band-gap semiconductor with a linear, rather than quadratic, long-wavelength energy dispersion for the electron-hole pairs, which cannot be decoupled as usually in semiconductors.
In this paper, we are interested in the mathematical analysis of two quantum models for the transport of an electron gas in a graphene layer, including manybody effects via a mean-field description. We will indeed consider two situations: the case where the particles can move under the action of the potential in all the plane R 2 , and the case where they are constrained in a bounded domain Ω, roughly modeling an electronic device. In this case, we will have to prescribe additionally some boundary conditions, leading to some specific difficulties.
In both models, the electron ensemble is a mixed quantum state, described by a density matrix j∈N λ j |Ψ j Ψ j | which corresponds to a statistical mixture of pure states Ψ j . The coefficients λ j > 0 are the occupation probabilities and are fixed during the evolution of the system (we only consider here closed quantum systems, without interaction with an environment). In this description, the valence and conduction bands are denoted as pseudo-spin components of the particle described in term of a vector wave function
The whole space case. Let us first introduce the model in the case Ω = R 2 .
The time evolution of each vector wave function Ψ j is given by the following twodimensional massless Dirac equation:
Here, σ = (σ 1 , σ 2 ) denotes a vector of the two Pauli matrices given by 2) and σ · ∇ x = σ 1 ∂ x 1 + σ 2 ∂ x 2 . We assume that no external potential is applied to the system and that V = V (t, x) is the self-consistent electrostatic potential. Since the particles are confined in the graphene plane, the self-consistent potential satisfies the following "confined Poisson equation", which is the trace on the graphene plane of the 3D Poisson equation: 
This Dirac-Hartree system (1.1), (1.3) is the graphene counterpart of the Schrödinger-Poisson system, which is one of the most used models for studying the quantum transport in semiconductor devices [31, 10, 26, 3] . For mixed quantum states, the H 2 and H 1 theories of the Schrödinger-Poisson system were developed in Ref. [26, 4, 8] . F. Castella [11] studied the L 2 solutions using a generalization, for mixed states, of Strichartz estimates.
One of the main differences here is that the Dirac-Hartree system (1.1), (1.3) does not have a positive energy like Schrödinger-Poisson. Indeed, let H 0 = −iσ ·∇ x . The spectrum of H 0 is continuous and given by
For any ξ ∈ R 2 , ξ = 0, let Π + and Π − the spectral projection operators associated to +|ξ| and −|ξ| respectively,
Multiplying (1.1) by λ j ∂ t Ψ j , integrating with respect to x, summing on j and taking the real part, one obtains the following energy conservation
where ·, · denotes the Hermitian scalar product in C 2 . Hence, E(t) is not positive and one expects only local in time existing results.
Case of a bounded domain. Let us now describe our model in the case where the particles are supposed to be constrained to move in a smooth bounded domain Ω ⊂ R 2 , with boundary ∂Ω. The question of boundary conditions for the Dirac equation is a delicate issue that has been discussed in the physical literature [12, 39] : several choices of boundary conditions have been proposed, corresponding to different modeling of the boundary. We emphasize that the simple Dirichlet boundary conditions -usually modeling infinite walls in semiconductors -are not compatible with the Dirac Hamiltonian H 0 = −iσ · ∇ x which is an operator of order 1. Here, we shall adopt another strategy, following for instance [1, 25] where it has been proposed to modify in an ad-hoc way the relativistic Hamiltonians in order to take into account Dirichlet boundary conditions. The idea, also discussed in [34, 19] , is to choose a square root of the massless Klein-Gordon operator different from the Dirac operator H 0 . Throughout this paper, we shall denote by A = −∆ Dir the opposite of the Dirichlet Laplacian on L 2 (Ω), of domain H 2 (Ω) ∩ H 1 0 (Ω). We introduce the Hamiltonian 8) where σ 1 is the first Pauli matrix defined by (1.2) and A 1/2 is the square root of the opposite of the Dirichlet Laplacian, spectrally defined, see Subsection 1.2 for a precise definition. We point out that, in the whole space case, H 0 displays the same energy band diagram as H 0 , which approximates near the so-called Dirac points the graphene band diagram computed in [38] . Moreover, as H 0 does, the non diagonal structure of H 0 induces couplings between electrons and holes.
We are now ready to write our model in the case of a bounded domain Ω, that will be built on this modified Hamiltonian H 0 . For all j ∈ N, the 2-spinor wave function Ψ j (t, x) defined on R × Ω solves the following equation: 9) where the self-consistent potential V is the solution of the confined Poisson equation with Dirichlet boundary conditions, formally derived in Appendix A:
The outline of this article is as follows. In the next subsection of this introduction, we present our two main results. First, in the whole-space case, we prove the local in time existence and uniqueness of a solution to (1.1), (1.3) in H s , for s > 2 ) are the dispersive Strichartz estimates, that we generalize here for mixed quantum states (in Subsection 2.2), analogously to the work of F. Castella [11] for the Schrödinger-Poisson system. Second, in the case of a bounded domain, we prove the local in time existence and uniqueness of a solution to (1.9), (1.10) in H s , for To end this introduction, we refer the reader to [15, 16, 32, 29, 30] and references therein for the study of semilinear and non linear Dirac type equations. In particular, the existence of ground states for a Hartree-Fock graphene model in the whole space case is proved in [23] and a Dirac-Gross-Pitaevskii model is derived in [17] .
Main results.
The whole space case. Let us present our main result for (1.1), (1.3). As in [11] , we need to introduce vector-valued spaces adapted to mixed quantum states. Definition 1.1. For all s ∈ R, we denote
where H s (R 2 , C 2 ) is the usual Sobolev space of exponent s for spinor wave functions.
The first main result of this article is the following. The proof of this theorem is given in Section 2.
Case of a bounded domain Ω. Let us now describe the functional framework and our main result for the case of a bounded domain Ω ⊂ R 2 . We assume that Ω is regular, i.e. that its boundary ∂Ω is an infinitely differentiable manifold in R and that Ω is locally sited in the same side with respect to ∂Ω.
Recall that A = −∆ Ω is the opposite of the Dirichlet Laplacian on
Let (e p ) p∈N denote an orthonormal basis of eigenvectors of A, and let (µ p ) p∈N , µ p > 0, be the associated eigenvalues. The most convenient scale of Sobolev spaces adapted to the resolution of our problem is the scale of domains of the fractional order Dirichlet Laplacian operator, that we shall denote by
for s ∈ R + . We recall in Appendix B several properties of these spaces that are useful in this article.
The domain of the self-adjoint operator
where
Moreover, for all surface density n ∈ L 2 (Ω), the selfconsistent potential V written in (1.10) is precisely defined by
As above, we introduce the vector-valued functional space adapted to our problem. Recall that λ = (λ j ) j∈N is a fixed ℓ 1 sequence of positive real numbers.
We are now able to state our result concerning the case of a bounded domain.
Then there exists T > 0 such that, for all Φ ∈ H s A (λ), the Cauchy problem (1.9), (1.10) admits a unique solution in
. This result is proved in Section 3.
The case Ω = R
2 : proof of Theorem 1.2
In this section, we study (1.1), (1.3) and prove Theorem 1.2. We proceed into two steps. In a first subsection, we prove Item (i): the well-posedness of the Cauchy problem in H s (R 2 ), for all s ≥ 1 2 . Then, in a second subsection, we prove Item (ii) and treat the cases 
where I 2 is the 2x2 identity matrix and σ is defined by (1.2). It is straightforward to see that the operators K(t) and (1 − ∆) s/2 commute together, hence K(t) is also an isometry on any H s (R 2 , C 2 ). Moreover, K(t) is the free propagator generated by the linear Dirac operator. Indeed, differentiating the linear Dirac equation
with respect to the time variable yields the linear wave equation
with the Cauchy data
3) The solution of (2.2), (2.3) can represented as
Now, our problem (1.1), (1.3) can be rewritten under the following mild formulation
Here, we have denoted
and Φ ∈ H s (λ). In order to solve (2.4), for T > 0 we introduce the
To prove Item (i) of Theorem 1.2 (the case s ≥ 1 2 ), it is sufficient to show that S is a contraction mapping on
Assuming this claim, we deduce that, for Ψ ∈ B M , there exists a constant C 1 > 0 such that
Similarly, for Ψ, Ψ ∈ B M , one can prove that
Then, if we choose T such that
, one deduces that S is a contraction mapping on B M and Theorem 1.4 is proved. It remains to prove (2.8). From paradifferential calculus and the MikhlinHörmander multiplier theorem [2, 35] , one has, for all j,
Let us estimate the first term in the right-hand side of (2.9). From (2.5), the Minkowski inequality and Hardy-Littlewood-Sobolev, we have
Note that, for the last line, we used again Mikhlin-Hörmander. Hence, from the Sobolev embedding H 1/2 (R 2 ) ֒→ L 4 (R 2 ), Definition 1.1 and s ≥ 1/2, one gets
For the second term in (2.9), we write
where we used the Hardy inequality [36] inḢ 1/2 (R 2 ), the homogeneous Sobolev space [6] . Finally, inserting (2.10) and (2.11) in (2.9) yields 
. In order to prove Item (ii) of Theorem 1.2, we first derive a generalization of the Strichartz inequalities in the case of weighted Besov spaces, analogously to [11] in the case of the Schrödinger equation (on this subject, we also refer the reader to the recent work [18] on Strichartz inequalities for orthonormal functions).
Let us introduce the adapted functional framework. We first recall the definition of the Besov spaces, see e.g. [6] . Let ϕ ∈ S(R 2
where · p denotes the L p (R 2 , C 2 ) norm. The Besov space is defined by
For vectorial functions Φ = (φ j ) j∈N and for all ℓ 1 sequence of positive real numbers λ = (λ j ) j∈N , we define the corresponding Besov space
Finally, for T > 0, q ∈ [1, +∞], and for any Banach space X, we denote
Recall that the space B s 2,2 can be identified with the usual Sobolev space H s .
Denote by K ± (t) = exp(±it(−∆) 1/2 ) be the two operators composing the Dirac propagator K(t) defined by (2.1). These two operators satisfy the following Strichartz estimates measured in the vector-valued spaces introduced above. 12) and for all T ∈ (0, ∞], the following estimates hold
Proposition 2.2 (Strichartz estimates). For
(2.14)
where p ′ denotes the dual exponent to p defined by 1/p + 1/p ′ = 1.
The norm L 2 (λ) in the right-hand of (2.13), is defined as the H s (λ) and
Proof. This proof is a combination of Minkowski's inequality and the standard Strichartz estimates for the wave equation. Recall first that, for s i , q i , r i as satisfying (2.12) and for functions v and h from R 2 to C 4 , one has [21, 28, 30 ]
where we have used the Minkowski's inequality [24] (notice that q 1 /2 ≥ 1) and the Strichartz estimate (2.15). This proves (2.13). Let us prove (2.14). For f = (f j ) j∈N , denoting
we estimate similarly (we have also q 2 /2 > 1)
where we have used (2.16) and the reverse Minkowski's inequality [24] (note that we have necessarily q 3 > 2, so q ′ 3 /2 < 1). The proof of the Proposition is complete.
Proof of Item (ii) of Theorem 1.2 (the case
2 ) and Φ ∈ H s (λ). Let us fix once for all r, q, σ satisfying
We are now ready to define the subspace
with
We introduce the following mapping S on X T : 19) where the operator K(t) is defined by (2.1). Mild solutions to our problem are fixed-points of S.
, where C 1 is a universal constant that is precised below, we denote
Let us prove that S is a contraction mapping on B M for some T > 0 small enough. Using (2.1) and Strichartz estimates given in Proposition 2.2, we get
(2.20)
where we used that the operator (σ · ∇ x )(−∆) −1/2 is bounded in any H s . Now we claim that, under the assumption 
where we have denoted
Assuming this claim, let us end the proof of the Theorem. First, we deduce from (2.22) that, for all
where we used the Minkowski and Cauchy-Schwarz inequalities. Next, from (2.21), (2.23) and the Hölder inequality, one deduces that, if Ψ ∈ B M ,
Similarly, from (2.23), it can be deduced that, for all Ψ, Ψ ∈ B M ,
and then, from (2.19) and Proposition 2.2, that
From these estimates one can conclude the proof. Indeed, choosing T > 0 small enough such that
, (2.24) and (2.25) one deduces that S is a contraction mapping on B M , which proves Theorem 1.2.
Let us prove the claim (2.22). In fact, for the sake of simplicity, we shall only prove this estimate for u 1 = u 2 = u 3 = u, the general case can be proved very similarly. We have then to prove that
This inequality will result from paradifferential calculus. Let us first fix a few parameters. Let ω be such that 2/r − ω = s − σ, i.e.
From (2.17) and 3/8 < s < 1/2, one can deduce that r > 2 and 0 < ω < s. Now, let us fix p 1 , p 2 ∈ (2, +∞) and p 3 , p 4 ∈ (1, 2) such that
Paraproduct estimates and Besov embedding theorems [13, 33] give
, (2.27) whereḂ s p,q denotes the homogeneous Besov space ( [6] ). Let us now estimate V(u). The operator of convolution with 1/|x| in R 2 is of order -1 in homogeneous Besov spaces, thus we have
(2.28) (here we used that 0 < 2/p 4 − 1 < s and that 0 < ω < s), and
Here we used that ω − 1 < 0, that 2 p 2 < ω < s and Hardy-Littlewood-Sobolev is identified with H s )
.
Since 2/r − ω = s − σ, this proves (2.26) and the proof of Theorem 1.2 is complete.
3. The case Ω bounded: proof of Theorem 1.4
In this section, we prove Theorem 1.4. Let us first provide some estimates on the products of functions in H s A spaces (recall Definition (1.11)), which will be used in the nonlinear analysis of (1.9), (1.10). The following technical lemma is proved in Appendix B.
2 is sharp in this lemma since, for s ≥ 5 2 , the product of two functions in H s A does not necessarily belong to this space. Indeed, according to [22] , we have
We are now ready to prove our main result concerning the problem in the case of a bounded domain Ω.
Proof of Theorem 1.4. The operator H 0 is self-adjoint on its domain D( H 0 ) = H 1 A . Let K(t) = e −it H 0 be the unitary group generated by this operator, which can also be written as
the matrix σ 1 being defined by (1.2). Since, for all s ≥ 0, H s A is defined as the domain of A s/2 , K(t) is unitary on this space H s A . The problem (1.9), (1.10) can be rewritten under the following mild formulation
In order to solve (3.3), for T > 0 we introduce the mapping S on
To prove Theorem 1.4, it is again sufficient to show that S is a contraction mapping on B M for T small enough. Let Ψ(t) = (Ψ j (t)) j∈N ∈ B M , then K being unitary on H s A implies that
Now, we claim that, for all Ψ ∈ H s A (λ), one has
one deduces that S is a contraction mapping on B M and Theorem 1.4 is proved. It remains to prove (3.6). Let
In all cases, the pair (s, σ) fulfills the conditions of Lemma 3.1 (i). Hence, using Definition 1.3 and Lemma 3.1, we get
Next, from the regularization properties of (1.10), we deduce
In the case
In the case s = 1, (3.2) gives
Finally, in the case s > 1, H s ֒→ L ∞ . Then, (3.1) gives
In all cases, we have then
It remains to estimate the L ∞ norm of V (Ψ). We will in fact prove the following estimate:
which, together with (3.7) and (3.8), yields (3.6). To prove (3.9), we will need a lemma on the kernel of A 1/2 .
Lemma 3.3. Let f ≥ 0 and f ∈ L 2 (Ω). Let u be the solution of A 1/2 u = f , where A = −∆ Ω is the opposite of the Dirichlet Laplacian on Ω. Then u ∈ H 1 0 (Ω) and, for almost all x ∈ Ω, we have
Proof of Lemma 3.3. The fact that u belongs to H 1 0 (Ω) = H 1 A is obvious, from the spectral characterization of u, since
From [9] , we know that the problem A 1/2 u = f has the following harmonic extension in the half-cylinder C := Ω × (0, +∞). Consider the function v(x, z) satisfying the mixed boundary-value problem 11) where ν is the unit outer normal to C at Ω × {0}, then we have u = v(·, 0). The property (3.10) is then a direct consequence of the maximum principle. Indeed, consider the function u(x, z) defined by
where f denote the extension of f by zero outside Ω. It can be checked that this function satisfies −∆u = 2 f (x) δ z=0 in the sens of distributions D(R 3 ), which yields
(3.12)
Therefore, the maximum principle implies 0 ≤ v(x, z) ≤ u(x, z). Setting z = 0 in this inequality gives (3.10) .
Using this lemma, we proceed as in the whole space case (see (2.11)) to conclude. Indeed, by the Hardy inequality inḢ 1/2 (R 2 ) (see e.g. [36] ), we get
, where we have denoted by Ψ j the extension of Ψ j by zero outside Ω. We have proved (3.9) and the proof of Theorem 1.4 is complete.
Appendix A. The Poisson equation with surface densities
In this appendix, we sketch a derivation of the confined Poisson equation, (1.3) or (1.10), associated to a confined electron gas in a plane domain Ω. Such derivation was done rigorously by asymptotic analysis for the nonlinear Schrödinger-Poisson system in [5, 14] . Here, we only show how (1.3) or (1.10) can be formally obtained as the trace of the 3D Poisson equation in the case of a surface density.
Hence, the starting point of this derivation is the 3D Poisson equation satisfied by the electric potential V 3D . We consider a charge density under the form n 3D (x, z) = n(x)δ(z) for x ∈ Ω ⊆ R 2 , z ∈ R, where δ(z) denotes the Dirac mass. As in the rest of the paper, we distinguish two cases: when Ω = R 2 and when Ω is a bounded regular domain of R 2 .
A.1. Case Ω = R 2 . When the electron gas is allowed to move in all the plane R 2 × {0} ⊂ R 3 , the Poisson equation takes the integral form
Therefore, the effective potential seen by the particles is
A.2. Case Ω bounded. We assume now that the electron gas is only allowed to occupy a device modeled by a bounded domain Ω × {0} ⊂ R 3 . Simultaneously, one has to prescribe boundary conditions for V 3D . We shall consider only the simplest case where the boundary is assumed to be connected to a cylindrical perfect conductor. Then the 3D potential satisfies
with the boundary conditions
Let (e p ) p∈N denote an orthonormal basis of eigenvectors of −∆ on Ω with Dirichlet boundary conditions, and let (µ p ) p∈N be the associated eigenvalues. For any p ≥ 0, the orthogonal projection of (A.1) on e p gives
One can solve explicitly the last equation: a straightforward computation gives
Therefore,
(a) For 0 ≤ s < A norm is equivalent to the H s 0 (Ω) norm, which is not equivalent to the H 1/2 (Ω) norm.
Indeed, for 0 ≤ s < 3 2 , we recall the following equivalent characterization of the H s 0 (Ω) space, see for instance [27, 7, 37] . It will be useful in particular in the proof of the technical Lemma 3.1. (a)' For all 0 ≤ s < We are now ready to prove the technical Lemma 3.1.
Proof of Lemma 3.1. Let us first prove (i) when 0 < s < 3/2. With no loss of generality, we can assume that σ < 3/2. Hence, from the above Item (a), the spaces H s A and H σ A can be respectively identified with H s 0 and H σ 0 . Denote by u and v the extensions of u and v by zero outside Ω. By Item (a)', we have u ∈ H s (R 2 ) and v ∈ H s (R 2 ). Therefore, we have 
since σ ≥ 1. If s = 1, then our assumption is that 1 < σ < 3/2. Let p 2 = 2 2−σ and p 1 = 2p 2 p 2 −2 , implying that H σ (R 2 ) ֒→ W s,p 2 (R 2 ) and H s (R 2 ) ֒→ L p 1 (R 2 ). Hence, (B.4) yields
Let us prove (i) when 3/2 ≤ s < 5/2. Again, with no loss of generality, we can assume that σ < 5/2. Here, from the above Item (b), we have H s A = H s (Ω)∩ H 1 0 (Ω) and H σ A = H σ (Ω) ∩ H 1 0 (Ω). Since u and v vanish on ∂Ω, it is clear that uv also vanishes on ∂Ω. Moreover, it is well-known [33] that H s (Ω) is an algebra for s > 1 and that uv H s (Ω) u H s (Ω) v H s (Ω) .
(B.5) This is enough to deduce (3.1).
Let us now prove (ii). If s = 1 2 , the estimate stems from the Sobolev embedding H 1/2 (Ω) ֒→ L 4 (Ω) and from Hölder:
Consider now the case 
u H s 0 (Ω) v H s 0 (Ω) . Here we have chosen p 1 = 2 s and p 2 = 2 1−s , so that, by Sobolev embeddings, H s (R 2 ) ֒→ W 2s−1,p 1 (R 2 ) ∩ L p 2 (R 2 ). The proof of the lemma is complete.
