Recombinant inbred lines (RILs) provide a powerful way to localize chromosomal regions affecting traits of interest. RILs are produced by iterative inbreeding until all loci become fixed. In 1931 Haldane and Waddington derived the RIL genotype probabilities for 2 loci and then extended them to 3 loci. Interestingly, the cases of 4 or more loci have remained elusive. Here we focus on RILs generated by selfing. Using Schwinger-Dyson equations, we show how to obtain the exact multi-locus probabilities for any number of loci. The associated formulas involve only the standard four operations (addition, subtraction, multiplication and division) and can be produced quite automatically. These multi-locus probabilities can be exploited in analyses of RILs when ordering markers, mapping quantitative trait loci, or imputing haplotypes in the presence of missing data. Extensions of the framework can be of use in other kinds of RILs or population genetics problems.
Introduction
Mendelian inheritance and controled crosses have long been exploited for mapping onto chromosomes the regions or even genes responsible for phenotypes of interest. Recombinant inbred lines (RILs) are formed from particular kinds of crosses that allow the corresponding genetic resources to be permanently shareable while simplifying the analyses when several genes contribute to a trait [1] . These features explain why the construction and exploitation of RILs have become major endeavors in the search for genetic determinants of either diseases in mammals [2] or of agricultural traits in crops [3] . RILs are constructed by inbreeding over successive generations; in plants that are autogamous, one uses selfing whereby the same plant provides both the male and the female gametes; otherwise (as has to be done for all mammals) one uses sibling mating, crossing brothers with sisters. When going from one generation to the next, a heterozygous locus has a 50% chance of becoming homozygous, so after enough generations all loci become fixed. In 1931 Haldane and Waddington derived the formulas for the probabilities of two-locus RIL genotypes when starting with homozygous founding parents [4] . They then showed how the set of two-locus probabilities determines all three-locus probabilities. However, no one has provided analytic formulas for the probabilities of RIL genotypes having 4 or more loci. Here, we provide a solution to this challenge deriving formulas elegantly using two probabilistic frameworks borrowed from quantum physics as will be explained below. More surprising still, the new approach allows one to produce the formulas for any number L of loci.
To construct the RILs of interest here, successive generations are produced by selfing, a procedure referred to as Single Seed Descent (SSD) ( Fig. 1 and Supplementary Information). We define "a" and "A" as the allelic types of the two parents used to produce the RILs, while the L loci are numbered from left to right. Thus the parent "a" has genotype (a 1 a 2 . . . a L /a 1 a 2 . . . a L ) and parent "A" has genotype (A 1 A 2 . . . A L /A 1 A 2 . . . A L ). Recombination rates are taken to be independent of allelic content and of sex. The celebrated Haldane-Waddington formula [4] giving the "RIL recombination rate" between two loci i and j is then R i,j = 2r i,j /(1+2r i,j ) where r i,j is the (i, j) recombination rate per meiosis. Probabilities of all two-locus RIL genotypes are then directly obtained from such recombination rates. Indeed, by definition R i,j = P (a i A j /a i A j ) + P (A i a j /A i a j ) is the RIL recombination rate (probability that the alleles will be recombined after enough inbreeding) so by symmetry P (a i A j /a i A j ) = P (A i a j /A i a j ) = R i,j /2 and P (a i a j /a i a j ) = P (A i A j /A i A j ) = (1 − R i,j )/2.
Results
Haldane and Waddington solved the case of 2 and 3 loci in 1931. Over time, their results have been refined or extended to other kinds of crosses [5, 6, 7, 8, 9] , but the case of 4 or more loci has proved to be inextricable. This fact appears as particularly puzzling since going from 2 to 3 loci is very simple and involves just simple algebra. To understand in detail this paradox, let us first see how to determine all 3-locus RIL genotypes. There are 2 3 = 8 of these, but just as for 2 loci, one can use the symmetries such as P (a 1 a 2 A 3 /a 1 a 2 A 3 ) = P (A 1 A 2 a 3 /A 1 A 2 a 3 ) to formulate the problem in terms of Q(0, 0), Q(0, 1), Q(1, 0) and Q(1, 1) as defined in Supplementary Fig. S1a . For these quantities, the binary entries (0, respectively 1) denote absence (respectively presence) of a recombination event in the corresponding interval (1 or 2). To determine these 4 probabilities, one needs 4 independent relations. First, the four probabilities add up to 1. Furthermore, there are three relations coming from 2-locus probabilities R 12 , R 13 and R 23 . These relations lead to 4 linear independent equations. Having as many independent equations as unknowns, we conclude that the 2-locus probabilities uniquely determine the 3-locus probabilities. The mathematics behind this is provided in Fig. S1a . Moving on, we now ask whether all 2-and 3-locus probabilities uniquely determine the 4-locus probabilities. There are 2 4 = 16 RIL genotypes, but again by symmetry, they come in pairs of equal probabilities, leaving us with 8 probabilities to determine (cf. Q(0, 0, 0) etc. as defined in Supplementary Fig. S1b ). To determine these 8 unknowns, we need 8 independent equations. As previously, the probabilities add up to 1, providing a first equation. Then there are the equations associated with 2-locus constraints (the R i,j ): there are 6 such equations. We need one more equation to solve for all 8 unknowns. It is tempting to use one of the 9 equations based on 3-locus constraints. However all those equations are consequences of the 2-locus constraints: they are automatically satisfied and provide no further constraints on the unknowns. The contrast between going from 2 to 3 loci and from 3 to 4 loci is illustrated in Supplementary Fig. S1 . In the first case ( Supplementary Fig. S1a ) the rank of the matrix constraining the 4 unknowns is 4; in the second case the rank of the matrix constraining the 8 unknowns is at most 7 ( Supplementary Fig. S1b ): indeed, the rank is limited to 7 no matter what 3-locus constraints are added since these follow from the 2-locus constraints. The conclusion is that to obtain all 4-locus genotype probabilities, one additional piece of information must be added that is not incorporated in 2-or 3-locus genotype probabilities. Finding and exploiting this missing information has prevented researchers from extending the Haldane-Waddington result for over 80 years now. This stumbling block reflects the fact that multi-locus statistics of recombinations in meiosis (and in particular interference) affects the probabilities of RIL genotypes that are not fully described by 2-locus probabilities.
It is not clear how the pattern just described generalizes for more loci: does one always need just one further piece of information to go from L loci to L + 1 loci? The answer is no but to see this, a completely different approach must be taken. Since we must tackle directly the probabilities of all multi-locus RIL genotypes, we start with a notation that is inspired by Slatkin [10] . Given that a RIL's diploid genotype is homozygous at every locus, it can be specified in terms of a vector S of spin variables S i , i = 1, 2, . . . L. Our convention is S i = 1 if locus i is a i /a i and S i = −1 if it is A i /A i . This notation is particularly convenient for writing the probability of any RIL genotype S in terms of averages of spin products. For example, if there is a single locus i, then probability that the spin has value s i is P (S i = s i ) = E[(1 + s i S i )/2] where the average or expectation E[ ] is taken over random variable S i . For L loci, the generalized formula due to Glauber [11] is
where E[ ] is the average over all possible RIL genotypes specified by values of the random variables {S i } with their corresponding probabilities. Note that this relation is exact, no assumption of independence of the S i is necessary. Eq. 1 thus shows that the problem of finding the probabilities of all RIL genotypes is solved if one can determine all expectation values of spin products. (Inversely, having the probabilities of all RIL genotypes allows one to calculate all expectation values.) When expanding the right-hand-side of Eq. 1, expectation values of k-allelic products come with a sign equal to the product of the corresponding s i values. For instance for L = 4
where we have used the fact that the expectation of a product of an odd number of S i 's vanishes (this follows from the global invariance P ( S) = P (− S) which corresponds to exchanging all "a"s and "A"s in RIL genotypes). Let us begin by solving the four-locus case (L = 4). Eq. 2 shows that we need the expectations of 2-and 4-spin products. The first are known (E[S i S j ] = 1 − 2R i,j as the reader can check directly, see also Supplementary Information) so there is only one quantity that must be determined (E[S 1 S 2 S 3 S 4 ]), in direct correspondence with the situation described in Supplementary Fig. S1b . Our strategy to compute E[S 1 S 2 S 3 S 4 ] is based on classifying the ways of going from the first generation of children (F1) to fixation according to the genotype arising at the second generation of children (F2) (Fig. 1) . The associated formula is:
where the sum is over all possible F2 genotypes (each being specified by the genotypes of its female (g) and male (g ′ ) gametes), P (g) is the probability of producing a gamete of genotype g when going from F1 to F2, and E g,g ′ [S 1 S 2 S 3 S 4 ], hereafter simply denoted E g,g ′ , is the expectation of the 4-spin product when starting the SSD with an F2 individual of genotype (g, g ′ ). Now the key point is that
] when starting with the F1 if one uses the proper substitution rules for the S ′ i . These rules are very simple and are as follows. First, if locus i is homozygous in the genotype G = (g, g ′ ) and has value s i , then all descendants of G also have that value, so replace S ′ i by s i . Second, if locus i is heterozygous in G and is of the type a i /A i , one is in the same situation as with the F1 parent so replace S ′ i by S i . Finally, if locus i is heterozygous in G and is of the type A i /a i , i.e., it is reversed compared to the F1 parent, replace S ′ i by −S i . To justify the introduction of this sign change, follow an SSD trajectory starting from G and leading to S i = 1 (respectively S i = −1). The same trajectory (having the same occurrences of crossovers and thus having the same probability) starting from the F1 (instead of from G) will lead to S i = −1 (respectively S i = 1). Thus these simple rules provide the way to relate expectations starting with an F2 genotype to expectations starting with the F1 genotype. After mapping the E g,g ′ into expectation values of products of spins when starting with the F1, Eq. 3 becomes a Schwinger-Dyson equation [12, 13, 14] where the expectation value of the 4-spin product (on the left) is expressed in terms of itself and of lower order spin-product averages. By summing the contributions of the 4 4 different F2 genotypes in Eq. 3, we can extract the value for E[S 1 S 2 S 3 S 4 ] and then our problem is solved, i.e., Eq. 2 can be used to give all 4-locus probabilities.
Let us now assume that there is no meiotic crossover interference, i.e., crossovers arise independently. Then it turns out that the summation in Eq. 3 can be performed by hand and very elegantly as follows. First we regroup the F2 genotypes into classes according to which of their loci are heterozygous. For each class the associated contributions can be summed explicitly by mapping to a tree (Methods). To see how this works, consider for instance calculating the factor in the Schwinger-Dyson equation multiplying E[S 1 S 2 S 3 S 4 ]. The factor is equal to the sum over genotypes of their probability (P (g)P (g ′ )) times their sign (cf. the substitution rule) for all F2 genotypes that are heterozygous at all four loci. The mapping of these genotypes, their probabilities and their signs onto a tree is represented in Figure 2 in the case where the first locus is of the type a 1 /A 1 ; the case A 1 /a 1 leads to a near identical situation. The loci are ordered from left to right and each genotype can be identified with a path starting from the left-most node going to one of the right-most nodes (leaves of the tree). Because we have assumed no crossover interference, recombination arise independently in each interval so the probability of a genotype can be written as a product of factors, one for each interval. For the situation depicted in Figure 2 , in any specified interval, the 2 gametes are either both non-recombinant, leading to a factor (1 − r) 2 , or both recombinant, leading to a factor r 2 , where r is the interval's recombination rate for a single meiosis. The F2 genotype's probability is then given by the product of such factors along the path as displayed in Figure 2 , times 1/4 coming from the probability that the first locus is of the type a 1 /A 1 . For simplicity, in that figure we have introduced the notation r i where the index i is associated with the interval number, r i = r i,i+1 . Adding the contributions of all genotypes of the tree ( Fig. 2) can be done quite elegantly by recurrence (Methods). Using the fact that the tree rooted at A 1 /a 1 gives rise to the same calculation as for Figure 2 , one concludes that the class of heterozygous genotypes on the right-hand-side of Eq. 3 contributes a total of
The other classes can be treated by the same mapping technique (Methods and Supplementary Figs. S2-S3).
Consider first the class of genotypes homozygous at all loci. It is easy to see that it leads to exactly the same result as the class just treated except that E[S 1 S 2 S 3 S 4 ] is replaced by 1 (Methods). Going on to the classes which are mixed (with both homozygous and heterozygous loci), only those having two adjacent loci homozygous and two adjacent loci heterozygous lead to non-zero contributions (Methods and Supplementary Figs. S1-S2). In those cases, there is one and only one recombination arising between the second and third locus, whereas in the previous calculation in that interval g and g ′ were both recombinant or both non-recombinant. Thus the previously derived term
2 ) has to be replaced by 2r 2 (1 − r 2 ) here ( Supplementary Fig. S2 ). Collecting the results from all classes leads to the four-locus Schwinger-Dyson equation:
Although the expectation of the 4-spin product arises on both the left-and the right-hand-side of this equation, extracting this quantity in terms of the averages of 2-spin products is straightforward. In summary, from Eq. 2, using Eq. 4 and the formula E[S i S j ] = 1 − 2R i,j , one obtains the long-searched-for exact analytic expressions for four-locus RIL genotype probabilities. Interestingly, the overall framework and in particular the method of mapping F2 genotypes to paths on trees extends to any number of loci. If there are five loci, no new Schwinger-Dyson equation is needed since the expectation
vanishes when L is odd. If there are six or seven loci, Eq. 1 shows that we need expectations of 2-, 4-and 6-spin products. The 2-and 4-spin products have been dealt with above, and the mapping onto trees for computing the 6-spin product follows exactly the same logic as for the 4-spin product (Methods, Supplementary Information and Supplementary Figs. S4-S7). This pattern extends to any number of loci, there being just one new unknown to determine when going from L to L + 1 to L + 2 loci. Furthermore, the calculations are rather stereotyped so the Schwinger-Dyson equations can be generated by following quite simple recipes (Methods and Supplementary Information). Based on these results, we have written a computer program that provides the numerical value of
for an arbitrary number of loci, taking as input the list of genetic positions of these loci (this Computer program in C language is available as Supplementary Information). Lastly, the overall approach is rather easily extended to the case where male and female recombination rates differ (Supplementary Information and Supplementary Fig.  S8 ).
Discussion
These exact rather than approximate probabilities of multi-locus genotypes can be used in a number of RIL applications. For instance when building genetic maps, the ordering of markers relies on comparing likelihoods of multi-locus genotypes, generally approximated by products of pair-wise recombination rates over putatively adjacent loci [15] . The same approximation is routinely used in algorithms for detection of quantitative trait loci based on interval or composite interval mapping [16, 17] . Similarly, when genotypes or haplotypes must be inferred or imputed because of missing information or simply because markers are not sufficiently dense [18] , determining the most likely assignment requires comparing multi-locus genotype probabilities. In our work we treated bi-parental RILs but extending our approach to multi-parental RILs should be feasible. More generally, we expect our Schwinger-Dyson framework to unveil ways to perform calculations of multi-locus probabilities in more general populations where the main difficulty comes from having an infinite number of generations.
In their original 1931 work, Haldane and Waddington [4] determined the exact two-locus probabilities for successive generations (F2, F3, . . . ) based on recursion formulas from which they were able to extrapolate to RILs, i.e., to an infinite number of generations to reach F ∞ . In the present work, we have instead directly treated the F ∞ limit, exploiting Eq. 1 due to Glauber [11] and the Schwinger-Dyson framework [12, 13] . A posteriori, it is quite surprising that these mathematical tools had never before been used to generalize the Haldane-Waddington formula. Perhaps just as surprising is their remarkable efficiency for solving this long-outstanding problem, providing a quantum leap in the number of loci that can be treated.
Methods

Mapping all F2 genotypes with four loci to trees
To derive the Schwinger-Dyson equation for E[S 1 S 2 S 3 S 4 ] (Eq. 4), we classify the F2 genotypes according to whether they are homozygous (H) or heterozygous (h) at the different loci. There are 2 4 such classes and each class contains 2 4 genotypes because a homozygous (respectively, heterozygous) locus i can have the allelic content a i /a i or A i /A i (respectively, a i /A i or A i /a i ). For illustration, consider all F2 genotypes belonging to the class hhHH. The first locus can be in the state a 1 /A 1 or A 1 /a 1 , the second in the state a 2 /A 2 or A 2 /a 2 , the third in the state a 3 /a 3 or A 3 /A 3 , and so on. This succession of possibilities can be represented by a binary tree whose root is associated with the state of the first locus. Thus, there are 2 trees for the hhHH class: one rooted on the a 1 /A 1 state ( Supplementary  Fig. S2a ) and one on the A 1 /a 1 state. These two trees are related to each other: one goes from one tree to the other via a global exchange of "a"s into "A"s and vice versa. We previously mentioned this exchange invariance at the level of RIL probabilities but in fact it also holds for probabilities of genotypes at any generation of the RIL construction. Each F2 genotype G can be identified with a path on its associated tree, going from the root to a leaf of that tree. Furthermore, the probability of a genotype G, composed of its two gametes g and g ′ , is the product of the following terms if crossovers arise without interference: a factor 1/4 for the root node and a factor (1 − r)
2 , (1 − r)r, r(1 − r) or r 2 for each interval between adjacent loci depending on whether the interval is recombinant or not for g and for g ′ . Finally, each genotype G comes with a sign, denoted here by sign(G), which arises from the substitution rule (see Results).
It is easy to enumerate all the classes to cover: hhhh, hhhH, hhHh, hhHH, and so on. Each class gives rise to two trees. However, just as in the example considered above, these two trees are always related by the exchange invariance under global swaps of "a"s and "A"s. Thus, it is enough to consider one tree per class and to multiply Because the probabilities of RIL genotypes are invariant under S → − S, expectations are also invariant. Then if there are odd number of spins in a spin-product, its expectation value vanishes. As a consequence, amongst the 2 4 classes, we need consider only those with 0, 2 and 4 loci of type H.
Consider the tree for the class hhhh rooted at a 1 /A 1 (Fig. 2) . The sign carried by a genotype is specified on the leaf of the path representing G on its tree. By summing sign(G)P (G) over all genotypes Gs belonging to this tree (Fig. 2) , and multiplying by 2 to take into account the other tree for this class (i.e., the tree rooted at A 1 /a 1 ), we obtain the factor in the right-hand-side of the Schwinger- Fig. 2 for the third interval). An important point is that this factor 1 − 2r 3 is common to all pairs of paths which differ in the last interval, and so these pairs can be identified with paths restricted to just the first two intervals. This property allows us to iterate the procedure. Thus we consider now all paths covering just the first two intervals and pair these up if they differ only on the second interval. Again, the pairing requires pooling the contributions of double recombinants and double non-recombinants. Because the two paths to be added in the pair both have the same sign (which was not true for the last interval), the common factor is here (1 − r 2 ) 2 + r 2 2 (see bottom of Fig. 2 , second interval). This pooling leaves us with just two paths of one segment with opposite signs for the first interval (Fig. 2) . Thus, adding the contributions of these two paths we obtain the factor (1 − r 1 ) 2 − r 2 1 = 1 − 2r 1 (see bottom of Fig. 2 , first interval). One final factor must be included: the probability of having the first locus in the given (a 1 /A 1 ) state, i.e., 1/4. The resulting product is this tree's contribution to E[S 1 S 2 S 3 S 4 ], coming from its 8 F2 genotypes. There are also the other 8 F2 genotypes of the class hhhh associated with a tree rooted on A 1 /a 1 which leads to exactly the same result as can be seen either by direct calculation or by using the previously mentioned exchange invariance under global swaps of "a"s and "A"s. Putting all this together, the factor in front of E[S 1 S 2 S 3 S 4 ] on the right-hand-side of Eq. 3 is:
where the indices of A 1,1,1,1 refer to the powers n i arising in
]. Suppose one repeats the calculation that led to A 1,1,1,1 but replaces the male chromosome in each G by a modified one where all "a"s have been exchanged for "A"s and vice versa. This transformation takes one from a heterozygous G to a homozygous G ′ . Interestingly, this transformation affects neither the probabilities arising in each interval nor the signs so sign(G) = sign(G ′ ) and thus A 0,0,0,0 = A 1,1,1,1 . Furthermore, it is easy to see that this invariance applies to any of the F2 genotypes. As a result, for any choices of the n i , (n i = 0 or 1), A n1,n2,n3,n4 = A 1−n1,1−n2,1−n3,1−n4 , providing the third reduction of the set of trees used to pool F2 genotypes.
Finally we are left with the mixed cases where G has two homozygous loci and two heterozygous loci. Let us begin with the class hhHH which determines the factor A 1,1,0,0 (Supplementary Fig. S2a ). The contributions from the associated F2 genotypes can be combined just as in the calculation of A 1,1,1,1 : the last interval leads to the factor (1 − 2r 3 ); the middle interval has one recombinant gamete and one non-recombinant gamete, leading to the factor 2(1 − r 2 )r 2 ; and finally the first interval leads to the factor (1 − 2r 1 ). Using the invariance result from the previous paragraph and the fact that two trees contribute to the class hhHH, we obtain:
The other mixed cases lead to an even simpler result. Consider for instance the class hHhH and the associated tree ( Supplementary Fig. S3a ). When paths differing only on the last interval are paired, the interval factor for each genotype is (1 − r 3 )r 3 but the signs are opposite and so the sum vanishes. The same thing happens for the remaining classes (HhHh, hHHh, and HhhH), and thus A 1,0,1,0 = A 0,1,0,1 = A 1,0,0,1 = A 1,0,0,1 = 0 (Supplementary Fig.  S3 ).
Useful properties for simplifying the derivation of the Schwinger-Dyson equations
In the four-locus case we made use of a number of simplifications to reduce the number of F2 genotypes that need be considered in the Schwinger-Dyson equations. Here we make such properties explicit for the general case of any number of loci and also introduce one additional invariance.
Rule 1: For each class of F2 genotypes (denoted by a list of L letters in {H,h}), there are two associated trees for which the allele at locus 1 for the female chromosome is a 1 and A 1 , respectively. In fact the two trees lead to the same contribution to the Schwinger-Dyson equation so in practice one can force the allele to be a 1 , reducing by a factor 2 the number of trees to be considered.
Rule 2: For a given class of F2 genotypes, the spin product generated in the Schwinger-Dyson equation has n i = 1 if the locus i is of type h and n i = 0 if the locus i is of type H. The number of spins in the spin product is then equal to the number of heterozygous loci in the class. Given the invariance of expectations values under the change of sign of all spins, the expectation value of a k-spin product vanishes when k is odd. Thus a second simplification consists in keeping only the classes of genotypes having an even number of h's, again reducing by a factor of 2 the number of trees to be considered.
Rule 3: A further useful property is chromosome choice invariance. Consider exchanging "a"s and "A"s on just one of the chromosomes of an F2 genotype. In terms of meiosis, this corresponds to exchanging the two (F1) parental chromosomes when producing that gamete. In terms of F2 classes, it leads to the global swap of Hs and hs, taking one class to a transformed one. A tree of the first class is transformed to a tree of the second class while the probabilities and signs are left invariant. However at the level of spin products, the transformation changes n i = 1 into n i = 0 and vice versa. As a result, factors in the Schwinger-Dyson equation come in equal pairs, for example A 1,0,0,1,0,0 = A 0,1,1,0,1,1 , reducing again by a factor 2 the number of trees that need be considered. Note that if one applies chromosome choice invariance successively to both the male and the female chromosomes, all "a"s and "A"s are exchanged; then the class considered (list of Hs and hs) is invariant but the allele at the first locus changes from a 1 to A 1 , leading to Rule 1 which is thus a special case of Rule 3. Putting these results together, we see that there are always four trees that produce exactly the same factors (albeit multiplying different expectation values in the Schwinger-Dyson equation), these trees being rooted on a 1 /A 1 , A 1 /a 1 , a 1 /a 1 and A 1 /A 1 .
Rule 4: For a class of F2 genotypes to lead to a non-zero contribution in a Schwinger-Dyson equation, both the h loci and the H loci must come in adjacent pairs. To see why this is the case, consider a block of adjacent H loci delimited by h loci defining a class of F2 genotypes and let G be one genotype in this class. In the left interval bounding this block, one of the chromosomes of G is recombinant, the other not. The same property holds for the right interval bounding this block. Consider now the F2 genotype G ′ identical to G in terms of crossover locations except that for these two intervals we exchange which is the chromosome (female or male) that is recombinant. This transformation does not affect the probability of the genotype, but sign(G ′ ) = −sign(G) if and only if the size of the H block is odd. The contribution of G ′ thus cancels exactly that of G in such a situation. This still holds if the block of Hs has only one interval bounding it (i.e., it goes to an end of the chromosome). And by symmetry, the whole argument can be repeated when considering blocks of hs instead of blocks of Hs. This fourth rule was used while studying the four-locus case, but it is completely general and greatly reduces the number of classes to consider when there are many loci. 
Supplementary Information 1 Recombinant Inbred Lines from Single Seed Descent
Assume given two homozygous diploid parents Pa and PA at the F0 generation. Without loss of generality, label the L loci of interest by 1, 2, . . . L. We denote by a1, a2, . . . aL the alleles of Pa, and by A1, A2, . . . AL the alleles of PA. The first generation of offspring or F1 individuals are produced by crossing Pa and PA (Fig. 1 in Main Text) . Note that the F1 individuals are all identical and are heterozygous at each locus. Thus, the genotype of F1 individuals is {a1/A1, a2/A2, . . . aL/AL}. The construction of the next generation (F2) depends on whether individuals can be selfed or not. Most plants are hermaphrodites, the same individual being capable of producing both male and female gametes. Such plants can be selfed to produce offspring for the next generation, a process referred to as single seed descent (SSD) and illustrated in Fig. 1 in Main Text. For animals, it is necessary to cross brothers and sisters to produce offspring, and this is referred to as sib mating. Although the present work concerns SSD, our framework could be applied to the sib case at the cost of much greater complexity.
Each individual arising during the successive generations (F1, F2, F3 , . . . ) has a genomic content corresponding to the union of two gametes produced within its progenitor: one via female meiosis and the other via male meiosis. These gametes often involve crossovers that mix alleles within chromosomes. For example, the F2 genotype in Fig. 1 in Main Text is {A1/A1, A2/a2, A3/A3} and so the male chromosome is recombined for both intervals (1, 2) and (2, 3) due to the occurrence of a crossover in each interval. Recombination occurs during a meiosis if there are an odd number of crossovers between the two loci under consideration and as a result the interval (1, 3) of the example shown in Fig. 1 is not recombinant. The probability that a recombination occurs between locus i and locus j is referred to as the recombination rate ri,j for that pair of loci. Crossovers form stochastically and their statistics has to be modeled. For pedagogical reasons, we shall follow standard practice and consider that female and male meioses are described by the same stochastic process and so in particular female and male recombination rates are identical. Nevertheless, our framework is easily extended to the case of distinct female and male recombination rates (Section 4 in Supplementary Information). Many models have been proposed to describe the statistics of crossover formation. In the simplest model, crossovers arise as independent events in each meiosis, a hypothesis due to Haldane. Other models take the crossovers to exhibit interference with close-by crossovers being very rare. Our framework allows any kind of model of crossover formation to be treated since model dependencies are restricted to the probabilities P (g) and P (g ′ ) in Eq. 3 of Main Text. However, it is only in the case of no interference that the analytical calculations (using the mappings to trees) can be pushed very far.
If the L loci are not physically linked, the calculation of the probabilities of genotypes at successive generations become trivial because each locus segregates independently. The whole complexity of finding the probabilities of multi-locus genotypes stems from the linkage between loci. Thus, without loss of generality, we assume that all L loci are on the same chromosome. After F2 individuals are produced, these are used to produce F3 individuals, which are themselves used to produce F4 individuals, and so forth. If a locus becomes homozygous at one generation, it will remain fixed (neglecting mutations) in all future generations. If a locus is heterozygous at one generation, the probability that it will remain heterozygous at the next generation is 1/2. Thus, with the increase in the number of generations, more loci become homozygous and fixed. After a large number of generations, all alleles will become fixed ( Fig. 1 in Main Text) . If this SSD process is performed in parallel for a number of lines, one obtains a population of recombinant inbred lines (RILs) where each genome is a homozygous mosaic of the two parental genomes. The different individuals are inbred and any pair of loci can have recombined alleles of the initial parents Pa and PA, thus the term RILs.
2 Rederiving the Haldane-Waddington formula via the new framework and extension to sex-specific recombination rates
Here we show how our framework can simplify the derivation of the Haldane-Waddington formula while at the same time illustrating, albeit on a very simple case, the logic of the Schwinger-Dyson approach that allows us to treat many more loci.
To rederive the (two-locus) Haldane-Waddington formula, we start with the 4 possible RIL genotypes, {a1/a1, a2/a2}, {a1/a1, A2/A2}, {A1/A1, a2/a2}, and {A1/A1, A2/A2} where the top (bottom) allele specified at a locus is that on the chromosome generated during female (male) meiosis. In our spin notation, these homozygous genotypes are denoted as S = {1, 1}, {1, −1}, {−1, 1} and {−1, −1}. The RIL recombination rate R is defined as the probability of having recombinant genotypes: R = P ({1, −1}) + P ({−1, 1}). R is related to the expectation of the 2-spin product over all RIL genotypes with their respective probabilities via:
The difficulty in determining R comes from the fact that producing RILs involves in principle an infinite number of generations. The heart of our method consists in transforming such an infinite process into a finite one based on self-consistent equations as follows. The probability of a RIL genotype is associated with sums over all possible meioses across generations F1, F2, . . . leading to that RIL genotype. Now think of classifying these trajectories according to the genotype produced at generation F2. In our framework, we must calculate the probability of each F2 genotype and the contribution of associated trajectories to E[S1S2]. There are 4 2 F2 genotypes and the probability of each is easy to compute. For instance, consider the F2 genotype {a1/A1, A2/A2} which occurs with probability r(1 − r)/4 where r = r1,2 is the recombination rate (for one meiosis) between the two loci. How much do trajectories passing through that F2 genotype contribute to E[S1S2]? Clearly, since the second locus is fixed to type "A", we have S2 = −1 necessarily. Furthermore, the first locus will fix to either S1 = 1 or S1 = −1 with probability 1/2 each and summing these outcomes gives 0 for the expectation value of the two-spin product. Thus trajectories passing through that F2 genotype contribute nothing to E[S1S2]. The same result will hold for all F2 genotypes that are heterozygous at one locus and homozygous at the other.
Consider then the F2 genotype G = {a1/A1, a2/A2} arising with probability PG = (1 − r) 2 /4. This genotype is identical to the F1 genotype, so its contribution is PGE[S1S2]. The same result holds for the genotype {A1/a1, A2/a2} because of the global invariance exchanging all "a"s for "A"s and vice versa.
A bit more subtle is the case of the genotype G ′ = {a1/A1, A2/a2} arising with probability P G ′ = r 2 /4. This case is similar to that of the F1 genotype except that the alleles at the second locus have been inverted between the two parents Pa and PA. All trajectories produced from this genotype G ′ can be mapped to those produced from the F1 genotype if we perform the substitution of the alleles at the second locus, exchanging "a"s and "A"s. The probabilities of these substituted trajectories will be the same but when we consider the contribution of genotype G ′ in the RILs we have to also substitute S2 → −S2. Thus the trajectories passing through the genotype G ′ contribute the amount −P G ′ E[S1S2]. The same result holds for the genotype {A1/a1, a2/A2}.
Lastly, there are F2 genotypes that are homozygous at both loci. Their contribution to E[S1S2] is easily read off since each locus is fixed, and in fact the RIL has been accomplished in just one generation.
Adding up the contributions associated with all 4 2 F2 genotypes gives the self-consistent equation:
where we have ordered the terms according to F2 genotypes having 0, 1 and 2 fixed loci. This Schwinger-Dyson equation leads to E[S1S2](1 + 2r) = 1 − 2r from which one obtains:
i.e., the Haldane-Waddington formula. It seems that the generalization of this formula to the case where the female and male recombination rates are different has never been provided. Interestingly, the whole framework is unaffected, and the only modification arises in probabilities of the F2 genotypes. Denoting the female and male recombination rates between the two loci by r f and r m , respectively, the generalization of Eq. 8 along with obvious simplifications gives:
It is interesting to note that although the individual P (G)s depend on both r f and r m , this Schwinger-Dyson equation depends only on the mean of r f and r m because the middle factor is multiplied by 0. This property is not general, and in particular, we will show later that it does not hold for four loci (Section 4 in Supplementary Information). Solving for R leads to:
3 The Schwinger-Dyson equations for six loci and beyond
Using the Schwinger-Dyson framework along with the simplifications described in the Methods, the following four classes must be considered in the case of six loci: hhhhhh that gives the factor for the E[S1S2S3S4S5S6] and 1 terms; hhhhHH that gives the factor for the E[S1S2S3S4] and E[S5S6] terms; HHhhhh that gives the factor for the E[S3S4S5S6] and E[S1S2] terms; hhHHhh that gives the factor for the E[S1S2S5S6] and E[S3S4] terms. Consider the class hhhhhh with the tree rooted at a1/A1 (Supplementary Fig. S4 ). Just as in the four-locus case, an F2 genotype associated with this tree corresponds to a path from the root of the tree to one of the leaves of the tree. To derive the sum of sign(G)P (G) over the F2 genotypes, we again start at the right-most (fifth) interval and collect into pairs the paths that differ only for that last interval. The calculation is identical to that performed for the four-locus case and one obtains the factor (1 − r5) 2 − r . Similarly (and not surprisingly in view of how the calculation proceeded in the four-locus case), the fourth interval leads to the factor (1 − r4) 2 + r 2 4 . After having treated those two intervals, we see that the remaining paths correspond to a four-locus tree that is identical with the one for the hhhh class on loci 1 to 4 (Fig. 2) . Thus the six-locus tree for the hhhhhh class gives a factor that is the product of (1 − 2r5), (1 − r4) 2 + r 2 4 , and of the previously derived factor for the tree for the hhhh class on loci 1 to 4, so that
Consider next the class hhhhHH and its tree rooted at a1/A1 (Supplementary Fig. S5 ). Proceeding as before, we pool together the paths that differ only in the last interval, leading to the common factor (1 − r5) 2 − r 2 5 . Moving on to the fourth interval, we see that it takes one from a locus of type h to a locus of type H, leading to the factor 2(1 − r4)r4. After this, the remaining tree is identical with the one for the hhhh class on loci 1 to 4 (Fig. 2) , just as in the previous paragraph. From this we conclude that the six-locus tree for the hhhhHH class gives a factor that is the product of (1 − 2r5), [2(1 − r4)r4], and of the previously derived factor for the tree for the hhhh class on loci 1 to 4, and thus
Moving on to the class HHhhhh, the pooling over the last two intervals of the tree ( Supplementary Fig. S6 ) leads to the same factors obtained for the hhhhhh class. After this, the remaining tree is identical with the one for the HHhh class on loci 1 to 4 ( Supplementary Fig. S2b ). Of course, the same result could also have been obtained from the formula for the class hhhhHH by taking the convention that loci are ordered from right to left rather than from left to right. This gives
Finally, consider the tree associated with the last class hhHHhh (Supplementary Fig. S7 ). The pooling over the last two intervals of the tree leads to the factors (1 − 2r5) and 2(1 − r4)r4. After this, the remaining tree is identical to the one for the hhHH class on loci 1 to 4 ( Supplementary Fig. S2a ). As a result,
Collecting all terms, one obtains the six-locus Schwinger-Dyson equation:
The pattern for these factors can now be generalized to any number of loci. The Schwinger-Dyson equation for E[S1S2 . . . SL] (L even, otherwise the expectation value vanishes) can be written in terms of factors An 1 ,n 2 ,...n L and associated expectations of multi-spin products where the indices of these factors must satisfy the constraint of Rule 4 (Methods): 0s and 1s must come in pairs. For each such An 1 ,n 2 ,...n L , there is a global factor of 1/2, a factor for each block of a given type (block of 0s or block of 1s), and one factor for each interval connecting blocks. The factor for connecting two blocks is [2(1 − r)r], r being the recombination rate in that connecting interval. The factor within a block is a product over all of its intervals, alternating between (1 − 2r) terms and (1 − r) 2 + r 2 terms and ending with a (1 − 2r) term because the number of intervals is odd. These results show that the Schwinger-Dyson equations can be written down automatically for any number of loci. We thus have provided a computer program to do so (Supplementary Information). The program determines all the terms in the required Schwinger-Dyson equation and then provides the numerical expectation value of the given spin product.
Generalizing the formulas to sex-specific recombination rates
We saw how to generalize the standard Haldane-Waddington formula for R to situations where the female and male meiotic recombination rates r f and r m differed (Section 2 in Supplementary Information). Interestingly, it is also possible to generalize all our L-locus formulas to such a situation as follows.
First, the Glauber formula (Eq. 1 of Main Text) that gives the probabilities of the RIL genotypes in terms of expectation values of spin products is unchanged because it does not involve recombination rates and even less sex-specificity. Second, moving on to the Schwinger-Dyson equations, sex-dependence arises only at the level of the probabilities of gametes, i.e., through the probabilities P (g) and P (g ′ ) (Eq. 3 of Main Text). The probabilities P (g) and P (g ′ ) must be modified but otherwise the logic is identical to the sex-independent case. Specifically, one considers classes of F2 genotypes according to whether the successive loci are homozygous (H) or heterozygous (h). One maps these genotypes to binary trees as before to obtain a factor that multiplies an expectation value in the Schwinger-Dyson equation. That factor is a product of terms with one term for each interval between adjacent loci. If, in the sex-independent case, an interval contributed the factor (1 − r) 2 − r 2 (which simplifies to 1 − 2r), it will now contribute (1 − r f )(1 − r m ) − r f r m (which simplifies to (1 − r f − r m )). If an interval contributed (1 − r) 2 + r 2 in the sex-independent case, it will now contribute (1 − r f )(1 − r m ) + r f r m . If an interval contributed 2(1 − r)r in the sex-independent case, it will now contribute (1 − r f )r m + r f (1 − r m ). However, this is not the end of the story: in the sex-independent case, a large number of trees were thrown out because one of the intervals led to the factor 0 
