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A compactly supported measure ,U on the complex plane C is called a Jensen 
measure for 0 if log 1 P(O)J < I log / P(z)1 dp(r) for every polynomial P. H*(U) denotes 
the closure of the polynomials in L’(U). We obtain the result that if p is not the 
point mass at 0, then the functions in H*(U) are analytic on an open set which 
contains 0 and whose closure contains the support of cc. The primary tool used to 
obtain this result is a generalized Green’s function for a measure, and we also 
derive some of its properties. 
I. INTR~DIJCTI~N 
Let ,u be a compactly supported positive measure on C. H’(D) will denote 
the closure of the analytic polynomials in L’(D). 
1.1. DEFINITION. z is said to be a bounded point evaulation for H2@) if 
there is an M > 0 so that ]P(z)] <M]]P]]LZu,, for every analytic polynomial 
P; z is said to be an unbounded point evaluation for H’(u) otherwise. 
With this definition one can state the following general question: If 
H2t$) # L2&) must HZ@) have a bounded point evaluation? This question 
has received a great deal of study (see [ 1,6]) and was originally proposed as 
a means for solving the invariant subspace problem for subnormal operators 
on Hilbert space. We will study a related question in this paper. First we 
present another definition. 
1.2. DEFINITION. The region of analyticity for ,u, denoted by ~2,) is the 
largest open set such that convergence of a sequence of analytic polynomials 
to 0 in L'(D) implies normal convergence to 0 on Q, . 
Note that it is possible to have 0, = 0. Also if K is compact, KC R, it is 
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easy to see that there is M, > 0 so that IP( < MKJIPIIL+) for every z E K 
and analytic polynomial P. Thus every z E R, is a bounded point evaluation 
for HZ@) and there is a uniform bound for the points in any compact subset 
of Q,. As an example let p be arc length measure on the unit circle. Then R,, 
is the open unit disk. 
The main result of this paper is that if ,U is a non-trivial Jensen measure 
for 0, i.e., p is not the point mass at 0 and log / P(O)1 < _/I log/P(z)laju(z) for 
every analytic polynomial P, then 0 E 0, and supp (,u) c QU. 
II. THE GREEN’S FUNCTION FOR A REPRESENTING MEASLJRE 
For ,U a compactly supported positive measure on C, define V,,(z I=: 
j‘log)z - WI&(w), z EC. Then V, is subharmonic on C, harmonic ofT 
supp (,u), and AV, = 2np in the sense of distributions. 
For definitions of R(K), representing measures. Jensen measures. etc., see 
121. 
2.1. THEOREM. Let K be a compact subset of C. 0 E K. The map ,u -+ VU 
determines a one-to-one correspondence between representing measures for 0 
with respect to R(K) and subharmonic functions V on C such that V = log I z / 
on the unbounded component of C/K. Further, ,u is an Arens-Singer measure 
if and only if V, = log 1 z I on C/K; and ,u is a Jensen measure if and on& if 
V,, > logjzl on C and V, =log)z) on C/K. 
Proof: Let V be a subharmonic function as above. Define ,U by 
AV = 27q1. Since V is subharmonic p is positive, and since V is harmonic off 
K, supp(,~) E K. VU - V is harmonic and VU - V = [p(K) - 11 log/z / + 
O(l/lzi) as z + co. It follows that Vfi = V. The remainder of the proof is 
standard. I 
2.2. DEFINITION. The Green’s function of a representing measure ,U for 0 
is defined by 
G,(z) = V,(z) -log/z/, ZfO 
= co. z = 0. 
We note that G, = 0 near co and G, is subharmonic on C/(O). This 
Green’s function was originally defined by Sarason in [ 7 1. 
2.3. THEOREM. Let ,a be an Arens-Singer measure for 0 with respect to 
R(K). If U is a C’-function in an open neighborhood of K, then 
1’ U(w) dp(w) = U(0) +-&I G,(z) AU(z) dm,(z). 
K K 
362 STEPHEN L. ANDERSON 
ProoJ We may assume U is smooth on C and has compact support. 
Then 
U(w) =$, (AU)(z) loglz - wldm,(z). 
C 
Thus, 
\ w&(w,=~~ \ (~~)(z)loglz-~I~~*(z)~~(~) 
'K 'K'C 
=&j @W) V,(z) W(z). 
C 
The theorem follows by subtracting these indentities after setting w = 0 in the 
first. I 
If f is analytic in an open neighborhood of K, then d(l f I’) = 4 If’ I* in 
that neighborhood. Hence, if p is an Arens-Singer measure for 0 with respect 
to R(K), then 
(*I j 
K 
If(4l’ 44~) = If(o>l’ + ;lK If’(WJ4 dm,(z). 
In the case p is d0/2n on 80 (*) is the familar Littlewood-Paley identity 
for analytic polynomials P, 
‘[ (P(e’“)~‘dB=lP(O)I’++j’ (f IP’(reie)12ds) rlog+dr. 
27c --II 0 --R 
III. REGIONS OF ANALYTICITY FORJENSEN MEASURES 
We now restrict our interest to Jensen measures for 0 with respect to 
R(D), where D is the unit disk in C. Such measures are characterized by 
having support in fi and log I P(O)1 < I log1 P(z)ldp(z) for every analytic 
polynomial P. We note that G,(z) > 0, G, has compact support, and 
j G,(z) dm,(z) = I Iz I* dp(z) < 1. Thus, da(z) = G,(z) dm,(z) defines a 
positive finite compactly supported measured on C. Denote H*(a) by 
H*(G,). 
3.1. THEOREM. The regions of analyticity for H*(u) and H*(G,) are 
identical. 
Proof Let n be the region of analyticity for H*(G,). Suppose (P,} is a 
sequence of analytic polynomials converging to 0 in L*(G,). Then {Q,} 
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converges to 0 in L2@) by (*) where Q,,(O) = 0, Qk = P,. Hence, (Q, } 
converges to 0 normally on R, which implies (P,} converges to 0 normally 
on Q,, . Thus, .R, c: fin. 
Conversely, if {P,} converges to 0 in L*@), then by (*) {P’,} converges 
to 0 uniformly on fi. If z0 E 0, define Q,(Z) = (z - zO)P,(z). Then 
lP,(zJ 6 IQhW < M.lI QXNlz G,(w) dm,(w) < 2Mln J‘I Q,h>l* 44~) < 
2MZ+ 1’1 P,(z)l* dp(z). Th us, P,(z,,) converges to 0 and hence P, converges 
to 0 normally in R. Therefore; Q c n,, . i 
The method of determining the region of analyticity for H*(G,) will be 
made clear in the next lemma. 
3.2. LEMMA. Let z0 E C. Suppose there exists E > 0 and L 5 (0, 00) of 
positive length so that G,(z, + reie) 2 E for r EL, 0 < 0 < 2~ Then z0 is in 
the region of analyticity for H*(G,). 
Proof: We can assume L C (6, 00) for some 6 > 0. Suppose {P,} is a 
sequence of polynomials converging to 
,fc / P,(z)l* G,(z) dm,(z) 
0 in L*(G,). Then 
> l, 1;” 1 P,(z, + rei8)i2 G,(z, + re”) r de dr > 
de ,rl. j”:” / P,(z, + reie)12 dt9 dr > &m,(L) 1:” / P,(z, + 6eie)12 d8. Hence, 
1:” I P,(z, + 6eie)i2 d0 + 0 as n + co. Therefore, P, converges to 0 normally 
on d(z, ; 6). I 
We will show that if G,(z,) > 0, then z0 satisfies the hypothesis of Lemma 
3.2. To do this we need some results about stable boundary points. 
Let K be a compact subset of C and H(K) be the space of all real-valued 
continuous functions of K which are uniformly approximable on K by 
functions harmonic in an open neighborhood of K. A stable boundary point 
of K is a Choquet boundary point for H(K). Equivalently, a stable boundary 
point of K is a Jensen boundary point for R(K). There are also various other 
ways to characterize stable boundary points. For example, suppose {K,,} is a 
decreasing sequence of compact sets with smooth boundaries such that 
n K, = K. Let ,un be harmonic measure on 8K, for some z0 E K. Then z0 is a 
stable boundary point of K if and only if {,u,) converges weak-* to the point 
mass at 2,). Another way of characterizing stable boundary points is in terms 
of certan “Wiener series” (see [5, Theorem 6.61). From this latter charac- 
terization one obtains the following lemma (see 18, p. 1051). 
3.3. LEMMA (Beurling’s Criterion). Let z. E K. Let E= 
(r > O/ (~z-zOl = r} n C/K # a}. Define l(r) to be the length of 
E n IO, r I. If JA [ l(r)/r2] dr = + 00, then z0 is a stable boundary point of K. 
As a consequence of Lemma 3.3 we note that if z0 is not stable, then there 
is a set L s (0, 1) of positive length such that {zO + re’@: r E L.. 
0<6’<27r)~K. 
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3.4. LEMMA. Suppose z0 E aK and z0 is a stable boundary point for K. 
Let U be dejlned and subharmonic in a neighborhood of zO. Then U(z,) = 
li%+zn.zECIK U(z). 
Proof Since U is subharmonic, U = U,, + U, with U, a logarithmic 
potential and U, harmonic near zO. Replacing U by U,, we may assume U is 
subharmonic on C. Choose K, compact with Kc int(K,) and K, decreasing 
to K. Let p,, be harmonic measure for z0 on aK,. Then U(z,) < j U(z) dpn(z). 
Since zLis stable, the mass of p, accumulates at zO. Therefore, 
Wd G limz+zo.rECIK U(z). Since U is subharmonic, U(z,) > lim,+,O U(z). 1 
3.5. THEOREM. ZfzO # 0 and G(z,) > 0, then z0 E 0,. 
ProoJ: Let 0 < E < G,(zO). Let K = {ZIG,(Z) > E}; K is compact. If 
z0 E int(K), then clearly the hypotheses of Lemma 3.2 are satisfied. If 
z0 E 8K, then, by Lemma 3.4, z0 is an unstable boundary point of K, and 
hence by Beurling’s criterion the hypothesis of Lemma 3.2 are satisfied. 1 
3.6. THEOREM. Zf ,u is not the point mass at 0, then 0 E R,, 
Prooj Select E > 0 so that E < sup* fO {G,(z)}. This can be done by 
Lemma 2.1 since p is a Jensen measure for 0 and ,u is not the point mass at 
0. Let K = {ZIG,(Z) > E}. K is compact and 0 E K. Define 
V(z) = max (G,(z) - E, 0) + log Iz 1. V is subharmonic on C, V(z) = log Iz I if 
z @ K and V(z) f log Iz I. From Theorem 2.1 it follows that V = V, where o 
is a non-trivial Jensen measure for 0 with respect to R(K). Hence, 0 is not a 
stable boundary point of K, and by Beurling’s criterion the hypotheses of 
Lemma 3.2 are satisfied for 0. 1 
3.7. THEOREM. Zf p is a non-trivial Jensen measure for 0, then 0 E Q, 
and p is supported on Q,. 
Proof. By Theorems 3.1, 3.5, and 3.6, (zl G,(z) > 0} g R, if p is not the 
point mass at 0. Hence, supp(G,) E 0,. But since V,,(z) = 
G,(z)=G,(z)-1 gl I o z is harmonic off 0, and AV, = 27qu, it follows that 
suppol) s Q” I 
Actually if Q, is the connected component of R, containing 0, then - 
suppb) Y& 0,. This can be seen by noting that if z E BR,, then G,(z) = 0. 
Since G, is non-negative with compact support, subharmonic on C/{O}, and 
identically 0 on aa, G, must be identically 0 outside R,. Thus, - 
suppol) c supp(G,) E 0,. 
It IS also clear that JL,, is simply connected but no more can be said as the 
next proposition shows. 
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3.8. PROPOSITION. If l2 is a simply connected bounded open subset 
containing 0, then there is a Jensen measure for 0, p, such that R, = R. 
Proof: Let .R, = (z: dist(z, C/Q) > l/n). Q, c L?,, , , f2, is open, C/Q, is 
connected, and R = UT=, Sz,,. Let U be the unbounded component of C/d. 
Let K = C/(UU R). Choose z,, E aK. Let K, = K - d(z,; l/n). K, U Q,, is a - 
compact subset of C with connected complement. K, f? 0, = 0. By Runge’s 
theorem for each n, there is a polynomial P, with !P,(z) - 1 / < l/2” for - 
z E K, and / P,(z)1 < l/2” for z E Q,. 
Let ,u,,, be harmonic measure for 0 on afiR,. Select t, with 0 < t, < l/2” 
so that t, 11 P,(z)l’ dp,(z) < 1/2nim for every n > 1. Let t = C,“, t,. Define 
P = (l/f) c,“:, f/&m. Clearly p is a probability measure with support in a. 
If P is any polynomial, 
I- log I P(z)1 dp(z) = $ F ,, t, 1. log IP( &,,(z) 
tm log ~ P(O)1 = log 1 P(O)1 
Thus, p is a Jensen measure for 0. 
Now 
Select any w E aQ - zO. Then there is an N > 0 so that n > N implies 
w E K,. Thus / P,(w)1 > l/2. But IIP n LZ(Pj < 1/2”t. Therefore, w is an Ij 
unbounded point evaluation for H2&). Clearly z,, and every w E C/n are 
also unbounded point evaluations for HZ@). Hence Q, c_ Q. 
Now suppose K is compact, KG R. Then K is contained in the connected 
component of Q,, which contains 0 for some n. Then there is M > 0 so that 
z E K implies IP(z <MI IP(w do,(w) for every polynomial P. 
Therefore. 
IP(z <F (fr IP(w t,dw,,(w)) 
n 
Therefore, D E 0,. Thus, Q = Q, . 1 
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IV. A CHARACTERIZATION OF JENSEN MEASURES 
In this section we will establish a close relation between general Jensen 
measures and harmonic measure, i.e., the closed convex hull of the harmonic 
measures contains.all the Jensen measures. We will first give a lemma due to 
Cole which may be found in [3] or [4]. 
4.1. LEMMA. If p is a Jensen measure for 0, s E C(d), and s is subhar- 
monic on D, then s(O) <J” s(z) dp(z). 
Proof: Assume first that s is subharmonic in an open neighborhood of 0. 
By the Riesz decomposition theorem s(z) = h(z) + I log] z - w IdA( where 
L is a positive measure supported in a neighborhood of D and h is a function 
harmonic in a neighborhood of 0. Since p is a representing measure for 0 
and h is the real part of a function which can be uniformly approximated by 
polynomials on i?, f h(z) d(z) = h(0). Thus, we obtain by Tonelli’s theorem 
j s(z) 44) = j (h(r) + j log Iz - WI dW4) 44) 
= j h(z) dp(z) + jj log lz - wl dp(z) dA(w) 
> h(0) + 1 log I w] dA(w) = s(O). 
To do the general case, note that for r ( 1, s,.(z) = s(rz) is subharmonic in 
an open neighborhood of D and s, converges uniformly to s on D as 
r-1. 1 
We now state the following lemma without proof (see [3]). 
4.2, LEMMA. Let f E C(D). Let A = {s: s is subharmonic and 
continuous in an open neighborhood of 0, s ,< f on 0). If z E 0, define 
u(z) = sup,,,, {s(z)}. Then u E C(D), u is subharmonic on D, u = f on BD, 
and u is harmonic on {z: u(z) <f(z)}. 
4.3. THEOREM. Let W = (0: 0 E R ED, a open}. Let J, be the weak-* 
closed convex hull of {coo :R E W). Let J be the set of all Jensen measures 
for 0. Then J = J,, . 
Proof First suppose {p,}; a E Z is a net in J converging to P in the 
weak-+ topology. Then for each a E I, J 1ogJz - WJ &,(w) > log] z) . For 
M > 0, define f,(w) = max(-M, log/z - w]). Clearly f,, E C(D). Therefore, 
lim J f,(w) dn,(w) = J f,(w) dn(w). But f,(w) > log I z - w I. so 
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!I j”,,(w)&(w) 2 log/z\ for every M. Taking the limit as M + co, we have 
I( log/z - w/&(w) > log/z 1. Therefore, ,u is a Jensen measure for 0. It is clear 
that a convex combination of Jensen measures is a Jensen measure. Thus. .A, 
is a closed convex subset of J. 
Now suppose there is a p E f - J,. Then there is a weak-+ continuous 
linear functional, L, on (C(D))* with L(A) < 0 and L(A) > 0 for ever! 
i E J,. L(i)=J‘f(z)dL(z) for some f E C(D). For each 52 E W. 
_!’ f(z) do,,(z) > 0. Define u for f as in Lemma 4.2. If u(0) = f(O), then 
u(0) > 0 since f(0) is clearly non-negative. On the other hand. if 
:r(O) < j”(0). then let Q, = (z: U(Z) < f(z)}. u is continuous on R,,. u = f on 
a?“, and u is harmonic on Q,. Thus, 
Thus. u(0) > 0. But 
by Lemma 4.1, which is a contradiction. Therefore, J, = J. 1 
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