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GROUP GRADINGS ON UPPER BLOCK TRIANGULAR
MATRICES
FELIPE YUKIHIDE YASUMURA
Abstract. It was proved by Valenti and Zaicev, in 2011, that, if G is an
abelian group and K is an algebraically closed field of characteristic zero,
then any G-grading on the algebra of upper block triangular matrices over
K is isomorphic to a tensor product Mn(K) ⊗ UT (n1, n2, . . . , nd), where
UT (n1, n2, . . . , nd) is endowed with an elementary grading and Mn(K) is pro-
vided with a division grading.
In this manuscript, we prove the validity of the same result for a non
necessarily commutative group and over an adequate field (characteristic either
zero or large enough), not necessarily algebraically closed.
1. Introduction
Algebras with additional structure are deeply studied nowadays, and in par-
ticular, the graded algebras was intensily investigated mainly after the works of
Kemer [7], showing the importance of Z2-graded algebras in the study of algebras
with polynomial identities. These algebras constitutes a natural generalization of
polynomial algebras in the commutative case. They are also related with super-
symmetries in Physics. An interesting question concerning gradings on algebras is
classifying all possible gradings on a given algebra. For simple associative, Lie and
Jordan algebras, the classification is essentially complete (see the book [4] for a com-
plete reference in the subject). There exists many other algebras whose gradings
was computed or partially computed.
In this manuscript, we are interested in studying a non-simple algebra, namely
the upper block triangular matrices. These algebras are defined in the following
way. Let n1, n2, . . . , nt ∈ N be any integers, then set
UT (n1, n2, . . . , nt) =


A11 A12 . . . A1t
0 A22 . . . A2t
...
. . .
. . .
...
0 . . . 0 Att

 ,
where each Aij , for 1 ≤ i ≤ j ≤ t, is a ni × nj matrix with entries in the field K.
The Jacobson Radical J of UT (n1, n2, . . . , nt) is the set of all elements such that
all Aii are zero, for i = 1, 2 . . . , t. The upper triangular matrices is a particular
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case of upper block triangular matrices, if we consider UT (1, 1, . . . , 1). The matrix
algebras can also be obtained if we put t = 1.
In 2003, Valenti and Zaicev proved that any group grading on the algebra of
upper triangular matrices over an algebraically closed field of characteristic zero,
where the grading group is abelian, is elementary, up to a graded isomorphism [9].
In 2007, the same authors proved the same theorem, but for arbitrary field and
any group [10]; and in the same paper the authors conjectured the classification
of the group gradings over the algebra of upper block triangular matrices. But in
2011, Valenti and Zaicev solved this question, proving the validity of their conjec-
ture for an algebraically closed field of characteristic zero and the grading group
commutative and finite [11].
Following the sequence, in this manuscript, we describe the group gradings on the
upper block triangular matrices, proving the conjecture of Valenti and Zaicev for
arbitrary field of characteristic zero (or the characteristic greater than the dimension
of the algebra) and a group not necessarily commutative, nor finite.
We recall that the upper block triangular matrices, in the ungraded sense, are
related to the so called minimal varieties (see [5] and the references therein). The
classification of the elementary gradings on the upper block triangular matrices
was studied in [1]. The graded polynomial identities for the elementary gradings
on the upper block triangular matrices was dealt in [2, 8]. Also, in [3] the authors
addressed the question of when the knowledge of the graded polynomial identities
for a certain grading on the upper block triangular matrices completely determines
the grading.
2. Notations and preliminaries
We fix a group G with multiplicative notation and an arbitrary field K.
Graded algebras. Let A be any algebra (associative or not) and G any group. We
say that A is a G-graded algebra (or A is equiped with a G-grading) if there exists a
vector space decomposition A =
⊕
g∈GAg (where some of the Ag can be zero) sat-
isfying AgAh ⊂ Agh for all g, h ∈ G. We call the elements in ∪g∈GAg homogeneous,
and we say that x has degree g if x ∈ Ag, denoted deg x = g. A graded division
algebra is a graded algebra A such that every non-zero homogeneous element of A
has an inverse in A.
Gradings on matrix algebras. We say that a G-grading on Mn is elementary if
there exists a sequence (g1, g2, . . . , gn) ∈ G
n such that every matrix unit eij ∈ U
is homogeneous of degree gig
−1
j . If B is another G-graded algebra, then we can
furnish a G-grading on Mn ⊗K B if we put
(1) deg eij ⊗ b = gi deg bg
−1
j ,
for all homogeneous b ∈ B.
We canonically identify Mn ⊗ Mm = Mnm via Kronecker product. It is well
known that the graded version of the Density Theorem holds valid. That is, given
Mn endowed with a G-grading, we can find Mr(K) equipped with an elementary
grading given by a sequence µ, and a graded division algebra D = Ms(K) such
that Mn ∼= Mr ⊗ D, where the grading on the tensor product is given by (1). In
this case, we denote such grading by (Mn, D, µ).
Notations: upper block-triangular matrices. Denote by J the Jacobson Radical of
U = UT (n1, n2, . . . , nt). Denote also by Mij the block of matrices, so that we can
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write (as vector spaces) U =
⊕
1≤i≤j≤tMij . Thus, in this notation J =
⊕
i<jMij .
Note that each Mii is isomorphic to the ni×ni matrix algebra, and we can see Mii
as a subalgebra of U . Let Ei ∈Mii be its identity matrix.
It may happen that U is a graded subalgebra of some (Mn, D, µ). This will
happen if and only if r divides each ni, where D consists of r × r matrices. We
denote by (U,D, µ) the G-grading on U induced from (Mn, D, µ).
Valenti-Zaicev Conjecture. In [10], Valenti and Zaicev conjectured that every grad-
ing on U is graded isomorphic to UT (n′1, n
′
2, . . . , n
′
t) ⊗Mn(K), where Mn(K) is
provided with a division grading and UT (n′1, n
′
2, . . . , n
′
t) is endowed with an el-
ementary grading. This was proved to be true, if the base field is algebraically
closed of characteristic zero and the group is finite and abelian [11].
Graded modules. Let A be a G-graded algebra and V a vector space that is an
A-module. Suppose that we have a decomposition V =
⊕
g∈G Vg into subspaces
(in this case, V has a vector space grading). We say that V is a graded A-module
if VgAh ⊂ Vgh, for all g, h ∈ G.
If V =
⊕
g∈G Vg is a graded vector space, and given h ∈ G, we define V
[h] as
the graded vector space with decomposition V [h] =
⊕
g∈G V
[h]
g , where V
[h]
gh = Vg.
Similarly we define the graded vector space [h]V . Note that if A is a G-graded
algebra, then A itself is a G-graded A-module.
For the special case where D is a G-graded division algebra, the structure of
D-modules are well known (see, for instance, [4, Chapter 2, page 29]). If V is a
G-graded D-module, then V =
⊕
Vi, where each Vi =
[gi]D, for some gi ∈ G. In
other words, every graded D-module is free.
3. Group gradings on the upper block triangular matrices
We start proving that some subspaces are graded:
Lemma 1. If J is graded, then all Mij are graded subspaces.
Proof. Recall that the annihilator (left, right or two-sided) of a graded subset is
again graded. Then R := AnnrU (J) =
⊕t
j=1M1j (the right annihilator of J) is
graded.
It is well known that the unity of an unital associative graded algebra is always
homogeneous. Exactly the same argument can be used to prove the following: if an
associative algebra has a left unit, then there exists a homogeneous left unity in the
algebra. Note that R has a left unity (the identity matrix E1 ∈M11), hence it must
admit a homogeneous left unit, say u1. Clearly u
2
1 = u1, hence u1 is diagonalizable;
moreover, the diagonal form of u1 is exactly E1. So, after applying an isomorphism,
we can assume E1 homogeneous.
Now, since (1−E1)U ∼= UT (n2, n3, . . . , nt) we can proceed by induction. More-
over, if i < j and Ei and Ej are the identity matrices of Mii and Mjj , respectively,
then Mij = EiUEj is a graded subspace. 
So we can assume every matrix subalgebra Mii graded. It follows that every
Mii ∼=Mi ⊗Di, where Mi is a pi × pi matrix algebra equiped with an elementary
grading given by (g
(i)
1 , . . . , g
(i)
pi ), and Di is a graded division algebra, where the
grading on Mi ⊗Di is induced by (1). Since we identify Mii =Mi ⊗Di, we also
(equivalently) identifyMii =Mi(Di), the pi×pi matrix algebra with coefficients in
Di. We denote the elements of Mii as linear combination of m⊗ d, where m ∈Mi,
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and d ∈ Di. As mentioned before, we assume that each Mii is a subalgebra of U .
Moreover, under these identifications, each Mij is a (graded) (Mii,Mjj)-bimodule;
and U is a (graded) (Mii,Mjj)-bimodule as well.
It is well known that every automorphism of a matrix algebra is inner, hence
we can find an invertible matrix Ai such that AiMiiA
−1
i = Mi ⊗ Di, where the
grading on Mi ⊗ Di is given by (1). Taking the block-diagonal matrix A
′ =
diag(A1, A2, . . . , At), we obtain an automorphism of U such that every Mii =
Mi ⊗Di.
Denote the matrix units of each Mk by e
(k)
ij . Given e
(r)
ii ∈ Mr, e
(s)
jj ∈Ms, let
(2) V = V
(r,s)
ij = (e
(r)
ii ⊗ 1)U(e
(s)
jj ⊗ 1).
V is a graded subspace of U ; moreover, V is a (Dr, Ds)-bimodule via
d1 ∗ v ∗ d2 = (e
(r)
ii ⊗ d1)v(e
(s)
jj ⊗ d2), d1 ∈ Dr, d2 ∈ Ds, v ∈ V.
Note that e
(r)
ii ⊗Dr is a graded subalgebra of U , and e
(r)
ii ⊗Dr
∼= [g
(r)
i ]D
[(g
(r)
i
)−1]
r .
Similarly, e
(s)
jj ⊗ Ds
∼= [g
(s)
j
]D
[(g
(s)
j
)−1]
s . Thus V is a graded (e
(r)
ii ⊗ Dr, e
(s)
jj ⊗ Ds)-
bimodule.
Lemma 2. In the notation above, for any nonzero homogeneous v ∈ V , we have
V = Dr ∗ v = v ∗Ds. Moreover, if h = deg v, then there exists a weak isomorphism
ψrs = ψr,s,i,j : Dr → Ds such that d ∗ v = v ∗ ψrs(d), for all d ∈ Dr, and
(3) g
(s)
j degDs ψrs(d)
(
g
(s)
j
)−1
= g
(r)
i h(degDr d)h
−1
(
g
(r)
i
)−1
,
for any non-zero homogeneous d ∈ Dr.
Proof. If e
(r)
ii ⊗Dr consists of n
′
r × n
′
r matrices and e
(s)
jj ⊗Ds is n
′
s × n
′
s matrices
then V is n′r × n
′
s matrices. From the structure of graded modules over graded
division algebras, we obtain n′rn
′
s = k1n
′2
r = k2n
′2
s , for some k1, k2 ∈ N. This is
possible only if n′r = n
′
s, so dimDr V = dimDs V = 1. Hence, given a non-zero
homogeneous v ∈ V of degree h ∈ G, we have V = Dr ∗ v = v ∗ Ds. As a
consequence, for any x ∈ e
(r)
ii ⊗Dr, there exists y ∈ e
(s)
jj ⊗Ds such that xv = vy;
in particular, if x is homogeneous, then y is homogeneous as well and deg x =
h(deg y)h−1. Let T : x ∈ e
(r)
ii ⊗ Dr 7→ y ∈ e
(s)
jj ⊗ Ds. Clearly T is a linear
map. Also, for each homogeneous x ∈ e
(r)
ii ⊗Dr, one has deg T (x) = h
−1(deg x)h.
Futhermore, vT (x1x2) = x1x2v = x1vT (x2) = vT (x1)T (x2). Since Dr is a graded
division algebra, one obtains T (x1x2) = T (x1)T (x2), which means that T is a
homomorphism of algebras. Thus, T is a weak isomorphism between e
(r)
ii ⊗Dr and
e
(s)
jj ⊗ Ds. Finally, we can define ψrs by the composition of weak isomorphisms
ψrs : Dr ∼= e
(r)
ii ⊗Dr
T
→ e
(s)
jj ⊗Ds
∼= Ds. 
Now, for each r, we set (as in (2))
V r,r+1 = V
(r,r+1)
pr ,1
.
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Let vr,r+1 ∈ V r,r+1 be a nonzero homogeneous. Denote ψr,r+1 : Dr → Dr+1 the
respective weak isomorphism as in the previous lemma. For each r < s, let
ψr,s = ψs−1,s ◦ · · · ◦ ψr,r+1 : Dr → Ds,
vrs = vr,r+1(e
(r+1)
1,pr+1
⊗ 1)vr+1,r+2(e
(r+2)
1,pr+2
⊗ 1) · · · vs−1,s.
Claim. vrs 6= 0 is homogeneous, ψrs is a weak isomorphism and
(4) d ∗ vrs = vrs ∗ ψrs(d),
for each homogeneous d ∈ Dr.
Indeed, the ψrs is a composition of weak isomorphisms, so it is a weak-isomorphism
as well. Equation (4) is an easy induction. Finally, we have
vrs ∗Ds = v
r,s−1(e
(s−1)
1,ps−1
⊗1)vs−1,s ∗Ds =
(
vr,s−1 ∗Ds−1
)
(e
(s−1)
1,ps−1
⊗1)(vs−1,s ∗Ds).
We assume, by induction, that vr,s−1 ∗Ds−1 = V
(r,s−1)
pr ,1
. Also, clearly
V
(r,s−1)
pr ,1
(e
(s−1)
1,ps−1
⊗ 1)V
(s−1,s)
ps−1,1
6= 0.
In particular, vrs 6= 0.
Now, for each i = 2, 3, . . . , t, let ui =
(
g
(i)
1
)−1
(deg v1i)−1g
(1)
p1 , and let u1 = 1.
Define
η = (g
(1)
1 , . . . , g
(1)
p1
, g
(2)
1 u2, . . . , g
(2)
p2
u2, . . . , g
(t)
1 ut, . . . , g
(t)
pt
ut).
Lemma 3. If J is graded, then the conjecture of Valenti-Zaicev is valid.
Proof. Using the notation above, let A = (UT (n1, . . . , nt), D1, η). We note that A
has the vector space decomposition
⊕
i,jMij , the same as U . So, for any element
of the kind eij ⊗ d ∈ A, there exist unique k, ℓ such that eij ⊗ d ∈ Mkℓ. If k = ℓ,
then ı¯ and ¯ will designate the integers such that eij ⊗ d = e
(ℓ)
ı¯¯ ⊗ d
′ ∈Mℓℓ, for some
(not necessarily homogeneous) d′ ∈ Dℓ. This is well defined, since D1 and each Dr
corresponds to same size square matrices.
Define ψ : A → U by
ψ(eij ⊗ d) =
{
e
(ℓ)
ı¯¯ ⊗ ψ1ℓ(d), if eij ∈Mℓℓ, for some ℓ,
(e
(k)
ı¯pk ⊗ 1)(ψ1k(d) ∗ v
kℓ)(e
(ℓ)
1¯ ⊗ 1), if eij ∈Mkℓ
Claim. ψ is an algebra homomorphism.
Indeed, we see that if j 6= k, then ψ(eij ⊗ d1)ψ(ejk ⊗ d2) = 0. So, let eij ⊗
d1, ejk ⊗ d2 ∈ A.
(i) If eij ⊗ d1 ∈Mrr and ejk ⊗ d2 ∈Mrs, then
ψ(eij ⊗ d1)ψ(ejk ⊗ d2) = (e
(r)
ı¯¯ ⊗ ψ1r(d1))(e
(r)
¯pk ⊗ 1)(ψ1r(d2) ∗ v
rs)(e
(s)
1k¯
⊗ 1)
= (e
(r)
ı¯pr ⊗ ψ1r(d1))(e
(r)
prpr
⊗ ψ1r(d2))v
rs(e
(s)
1k¯
⊗ 1)
= (e
(r)
ı¯pr ⊗ 1)(ψ1r(d1d2) ∗ v
rs)(e
(s)
1k¯
⊗ 1) = ψ(eik ⊗ d1d2).
(ii) If eij ⊗ d1 ∈ Mrs and ejk ⊗ d2 ∈ Mss then an analogous computation is
valid, using the following consequence of (4):
vrs ∗ ψ1s(d) = v
rs ∗ ψrs(ψ1r(d)) = ψ1r(d) ∗ v
rs.
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(iii) Assume eij ⊗ d1 ∈Mrs and ejk ⊗ d2 ∈Msℓ. We can write
ψ(eij ⊗ d1) = (e
(r)
ı¯pr ⊗ 1)ψ1r(d1) ∗ v
rs(e
(s)
1¯ ⊗ 1) = (e
(r)
ı¯pr ⊗ ψ1r(d1))v
rs(e
(s)
1¯ ⊗ 1).
Similarly, ψ(ejk ⊗ d2) = (e
(s)
¯ps ⊗ ψ1s(d2))v
sℓ(e
(ℓ)
1k¯
⊗ 1). Then
ψ(eij⊗d1)ψ(ejk ⊗ d2)
= (e
(r)
ı¯pr ⊗ ψ1r(d1))v
rs(e
(s)
1¯ ⊗ 1)(e
(s)
¯ps ⊗ ψ1s(d2))v
sℓ(e
(ℓ)
1k¯
⊗ 1)
= (e
(r)
ı¯pr ⊗ ψ1r(d1))(ψ1r(d2) ∗ v
rs)(e
(s)
1ps
⊗ 1)vsℓ(e
(ℓ)
1k¯
⊗ 1)
= (e
(r)
ı¯pr ⊗ ψ1r(d1d2))v
rℓ(e
(ℓ)
1k¯
⊗ 1)
= ψ(eik ⊗ d1d2).
(iv) Finally, if eij ⊗ d1, ejk ⊗ d2 ∈ Mrr, then it is easy to check that ψ(eij ⊗
d1)ψ(ejk ⊗ d2) = ψ(eik ⊗ d1d2).
So the claim is true.
Claim. ψ is a G-graded map.
Let eij ⊗ d ∈ A be homogeneous, and let r, s be such that eij ⊗ d ∈ Mrs, as
before. We note that, by (3) and by the choice of each ur, we have
degDr ψ1r(d) =
(
g
(r)
1
)−1
(degU v
1r)−1g(1)p1 (degD1 d)
(
g(1)p1
)−1
(degU v
1r)g
(r)
1
= ur(degD1 d)u
−1
r .
Then, by definition of the grading on A, we have
degA eij ⊗ d = g
(r)
ı¯ ur(degD1 d)u
−1
s
(
g
(s)
¯
)−1
.
If r = s, then ψ(eij ⊗ d) = e
(r)
ı¯¯ ⊗ ψ1r(d), and
degU ψ(eij ⊗ d) = g
(r)
ı¯ (degDr ψ1r(d))
(
g
(r)
¯
)−1
.
Thus both degrees coincide.
Now, if r < s, then ψ(eij ⊗ d) = (e
(r)
ı¯pr ⊗ ψ1r(d))v
rs(e
(s)
1¯ ⊗ 1). So
degU ψ(eij ⊗ d) = g
(r)
ı¯ (degDr ψ1r(d))
(
g(r)pr
)−1
(degU v
rs)g
(s)
1
(
g
(s)
¯
)−1
= g
(r)
ı¯ ur(degD1 d)u
−1
r
(
g(r)pr
)−1
(degU v
rs)g
(s)
1
(
g
(s)
¯
)−1
.
So, we need to show that u−1r
(
g
(r)
pr
)−1
(degU v
rs)g
(s)
1 = v
−1
s . Since v
1s = v1r(e
(r)
1pr
⊗
1)vrs, we obtain deg v1s = deg v1rg
(r)
1
(
g
(r)
pr
)−1
deg vr. Thus
u−1r
(
g(r)pr
)−1
deg vrsg
(s)
1 =
(
g(1)p1
)−1
deg v1sg
(s)
1 = u
−1
s .
Hence, the degrees coincide again, and the proof os complete. 
So, if the Jacobson radical of U is graded, then we obtain a nice description of
the grading. In this direction, an important result is the following theorem, due to
Gordienko:
GROUP GRADINGS ON UPPER BLOCK TRIANGULAR MATRICES 7
Lemma 4 (Corollary 3.3 of [6]). Let A be a finite-dimensional associative algebra
over a field K graded by any group G. Suppose that either charK = 0 or charK >
dimA. Then the Jacobson radical J := J(A) is a graded ideal of A. 
Combining Gordienko’s Theorem and Lemma 3, we obtain
Theorem 5. Let G be any group and consider any G-grading on the upper block tri-
angular matrix algebra A = UT (n1, n2, . . . , nt) over a field K. Suppose that either
charK = 0 or charK > dimA. Then there exists a G-graded division algebra on
D = Mn(K) and an upper block triangular matrix algebra B = UT (n
′
1, n
′
2, . . . , n
′
t)
endowed with an elementary grading, such that A ∼= B ⊗D, where the grading on
A is given by (1). 
Note that for the particular case where K is algebraically closed of characteristic
zero and G is abelian (finite or not), then J is automatically graded (for instance, J
is graded by the duality between gradings and action). In this case, the classification
of division gradings over matrix algebras is known (see, for example, [4, Chapter
1]). In this way, we re-obtain the result of Valenti and Zaicev [11]. More precisely,
we have
Corollary 6. Let G be an abelian group, and let K be an algebraically closed field
of characteristic zero. Let U = UT (n1, n2, . . . , nt) be endowed with any G-grading.
Then there exists a subgroup T ⊂ G, a 2-cocycle σ : T × T → K×, and a block-
triangular algebra U ′ = UT (n′1, n
′
2, . . . , n
′
t) endowed with an elementary grading
(where ni = n
′
i|T |, for each i), such that U
∼= U ′ ⊗KσT .
Proof. In this case, a graded division algebra on a matrix algebra is KσT (for
instance, see Theorem 2.15 of [4]). 
A natural question is if Theorem 5 is true without any restriction on the char-
acteristic of the base field.
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