In this paper, we deal with the problem of tracking the coronary venous tree from Multi-Slice Computed Tomography (MSCT) angiography. Contrast inhomogeneities are a major issue. The proposed tracking procedure is based on minimum-cost path computation and makes use of 'FastMarching' technique. The algorithm aims at propagating a front inside a vascular structure and extracting a centered path. To achieve this goal, a specific cost function which combines the vessel local orientation to a vesselness measure is designed. Experiments on synthetic data and real data have been performed. Coronary veins with contrast difficulties are extracted with a low computing time.
INTRODUCTION
Cardiac resynchronization therapy (CRT) is assessed as an efficient therapeutic approach for patients who suffer from severe heart failure, sinus rhythm and ventricular conduction delay [1] . The procedure consists in pacing simultaneously or with a small delay, both the right ventricle (RV) and the left ventricle (LV). Daubert and al. proposed a totally transvenous approach [2] . LV lead is placed through the coronary venous tree which is challenging due to the difficulty in accessing some pacing sites and the risk of dissecting the coronary sinus. In order to improve and secure the implant procedure, the objective is to describe patient's coronary venous anatomy and provide cardiologists with a CRT planning. In this paper, the study is carried out using contrast-enhanced Multi-Slice Computed Tomography (MSCT) scans. Due to the cardiac circulatory system, the dye product passes first through the coronary arteries and then is gathered by the coronary veins. Once the venous tree is reached, its distribution is non-uniform and attenuated leading to variable densities along the tree, hypo-dense zones, inhomogeneous contrast filling, blurred contours and attachment of nearby structures (cavities, arteries...).
In the literature, many vessel extraction techniques are proposed. We first studied a sequential axis tracing approach based on geometrical moments [3, 4] . In this paper, we focused on minimum-cost path approaches which appear less sensitive to noise perturbation. Minimal path computation relies on a cost function definition which assigns a value to each node in a graph representation of the image. This definition has to fit the features of the curve of interest. Definitions based on the image intensity information appear robust for structures with homogeneous contrast [5] . When dealing with structures with non-uniform contrast, vesselness measures based on eigenvalue analysis of the Hessian matrix yield successful results [6] . An efficient and quick way to solve the minimal path problem in 3D images is the 'FastMarching' procedure. Our method is based in part on the approach proposed by Cohen and Deschamps [7] , where the 'Fast-Marching' algorithm is used to extract elongated tubular structures. Considering the combination between orientation information and Frangi's vesselness measure [8] , we propose in this paper a new specific cost function for coronary veins in MSCT images. This paper is organized as follows. In Section 2, we first make a review of the 'Fast-Marching' algorithm and the multiscale vessel filtering technique using the Hessian matrix. We then develop our vessel tracking procedure in Section 3. Finally, results are presented in Section 4 and discussed in Section 5.
BACKGROUND

Fast-Marching and Minimum-Cost Path
The Fast-Marching algorithm is based on the well-known Dijkstra algorithm(1959) which considers the image as a grid of nodes, where each node corresponds to an image voxel. A cost function value is assigned to every node. The shortest path between two image voxels becomes the one that has the lowest cumulative cost between the two corresponding nodes, among any other paths between the same two nodes. Given a cost function Λ taking lower values near the desired fea-tures and a seed point 0 , the minimal path ( ) from 0 to any point , , corresponds to the path along which the cumulative travel cost is minimal. The minimal travel cost is expressed as follows :
, , = min
The 'Fast-Marching' algorithm describes a front propagation scenario, where the value of , , is the time at which the front passes over the point , , with a front speed 1/Λ , , . The arrival time (cumulative travel cost) , , is computed thanks to the Eikonal equation |∇ | = Λ . Once the final point is reached by the front, a back-propagation on the arrival time map is applied in order to extract the minimal cost path from 0 to .
Vessel Filtering
Second-order derivatives computation at multiple scales allows to characterize tubular structures. This multi-scale approach is based on the eigenvalue analysis of gray-level Hessian matrices. Indeed, the Hessian matrix can be decomposed into three eigenvalues ordered according to their magnitude as
For an ideal tubular structure, the smallest eigenvalue 1 is close to zero, (reflecting a minimum intensity variation). The magnitudes of the other two eigenvalues 2 and 3 are high and close to being equal. These previous hypotheses are used in Hessian-based filters in order to compute a likelihood measure for a voxel belonging to a vessel. In this work, we used the filter defined by Frangi in [9] , since it yields reasonable vesselness measures in our data sets in regions that contain close proximity. For each scale, the vesselness measure , , at position ( , , ) is computed as:
The parameters , and are used to control the sensitivity of the filter to deviations from cylindrical shape. The filter is applied at different scales, and yields a maximum response at a scale approximating the vessel radius. The resulting vesselness measure is expected to be maximum at the vessel center and close to zero outside them.
THE VESSEL TRACKING ALGORITHM
This section introduces our vessel tracking algorithm designed for coronary veins from MSCT data sets. We make use of the 'Fast-Marching' algorithm, described in Section 2.1 to extract centered trajectories. The tracking procedure allows to extract a whole vein from a seed point to a final point defined interactively.
In our approach, we want the front to evolve fastest in the direction of the vessel local orientation and in regions where the vesselness measure is higher (close to the vessel axis). Furthermore, to avoid noise disturbance due to contrast problem, we do not want the front to propagate through vessel boundaries. Therefore, some constraints are applied to the front. It can only propagate into: (1) a restricted area defined by an angular value in the vessel direction and (2) vessel regions (according to Frangi's filter response).
The cost function Λ is a non linear function which considers the reciprocal of the Frangi's vesselness measure , , weighted by the orientation information , defined as:
where is the cost given to voxels located outside the propagation area (threshold ) and also at non-vessel positions (threshold ) and the angle between the direction of the normal to front at position ( , , ) and the local orientation. The adopted value for is given in section 4. The cost is an insensitive parameter, it must be high enough to stop the front evolution at considered locations ( = 10000). The vesselness measures are normalized with respect to the highest response. The threshold is also quite insensitive, it must be close to zero ( = 0.01).
The cost function definition is efficient to keep the front propagating inside the vessel when the considered segment is close to the front head. However, the front may flow over the boundaries of tracked segments away from the head. This is the case when background or nearby structures are not detected. Indeed, the cost given to the points located on the front surface is not high enough to definitively stop the front propagation. That is to say, the previous points may be considered later on, leading to a leak. Thus, we need to stop artificially the front at those points when they are distant from the head of the front. This additional process called Freezing was first introduced in [7] . A distance information is required to define the length of the tracked segment located at front head, i.e. points that can still be considered in the propagation process.
RESULTS
Experiments on synthetic data
We have studied the behaviour of the proposed algorithm on a synthetic data set. An isotropic synthetic data set of size 110 × 90 × 90 voxels with features similar to real data sets, has been designed from the VTK library. A surface representation and a curvilinear reconstruction along the main vessel axis are shown in Figure 1 . For geometry simplicity, the tubular structure is based on a real coronary vein description containing a bifurcation. To cope with typical coronary vein radius, the tube radii varies from 1 to 6 voxels. Furthermore, typical cardiac structures are represented on the data set, such as a sphere for cavities and cylinders for coronary arteries. As regards the densities laying inside the tube, difficulties due to dye product have been considered. Indeed, an alternating sequence of hypo-, hyper-and iso-dense areas have been set in the range [100 − 300] Hounsfield Units (HU). The tubular structure was also smoothed using a Gaussian kernel to make blurred contours. The background was set to -80 HU (mean density of adipose epicardic tissue).
First of all, some tests have been performed on Frangi's filter parameters to enhance the response filter close to vessel axis and reduce noise disturbance at contour proximities. Thus, , , have been set to 0.5, 0.5 and 50 respectively and the scale range to [1 − 4] voxels.
Further tests on the parameters guiding the front propagation have been carried out. The 'Fast-Marching' algorithm was applied using a 6-neighborhood. We performed some statistical measurements on the signed euclidian distances between each front surface point to the closest point of the synthetic vessel, using boxplots. The central box indicates the location of the 50% central values between the lower and upper quartile. Figure 2 presents the boxplots of the distances distribution for angular values varying from 60 to 90 degrees coupled to the Freezing distance varying from 6 to 12 voxels. Each distance distribution was computed from data sets with additive Gaussian noise of varying standard deviation = [0, 10, 20, 30, 40, 50]. We can observe that the angular value = 80 stops the front before vessel boundaries (position 0) and is not sensitive to the Freezing distance. Thus, we set to 80 degrees and to 12 voxels.
Finally, we chose to compare our cost function definition based on orientation constraint and Frangi's vesselness measure (VM + OC), with another one based only on the Frangi's vesselness measure (VM):
We applied our vessel tracking algorithm with the previously fixed parameters. In Figure 3 , boxplots of the distances distribution for varying from 0 to 50 are displayed. We can observe that our algorithm with orientation constraint stops generally the front before the vessel contours, whereas the method based on the Frangi's vesselness measure cannot prevent the front from flowing over the boundaries. In order to assess the centerline tracking efficiency, we used an overlap score (OV) which represents the ability to track the whole vessel [10] . The results are introduced in Figure 4 , where we can notice the sensitivity of the method based on the Frangi's vesselness measure (VM) to noise disturbance whereas our method with orientation constraint (VM + OC) yields high scores for different . Furthermore, we can observe the high difference in computing time between both methods. The time computation depends on the number of points visited by the front.
Experiments on real data
Experiments have been carried out on three MSCT data sets acquired on a General Electric LightSpeed VCT 64-slice Scanner. The identical protocol was used for all the acquisitions. Each data set includes 20 volumes reconstructed from slices acquired every 5% of the cardiac cycle. There are approximately 200 slices per volume, with 512×512 pixels per slice. The resolution is about 0.4 × 0.4 2 per pixel. A preliminary interpolation was performed to make the datasets isotropic. Coronary venous tree is better contrasted from the 50% volume to the 80% volume. A medical expert labelled the coronary venous tree on seven volumes from the three data sets and classified 38 veins according to their visibil- ity (Table 1) . Four categories are distinguished: high quality (++), good quality (+), medium quality (+ -) and low quality (--).
As previously on synthetic data, we compared our cost function definition (VM + OC) with the one based on the Frangi's vesselness measure (VM). Considering our planning context, we evaluated the method extraction capability, i.e. its ability to track a whole vein given interactively defined seed and final points. Both methods were applied to the 38 labelled veins and the percentage of successful path extractions according to vessel quality is given in Table 2 (unsuccessful extractions did not reach the final point). The 'Fast-Marching' algorithm was applied using a 6-neighborhood. The vessel tracking algorithm was executed with the parameter values set from the synthetic data study. Our cost function definition based on orientation constraint and Frangi's vesselness measure (VM + OC) yields better results for good and medium quality vessels. This preliminary evaluation has to be confirmed on more data. 
CONCLUSION
A tracking algorithm was proposed to deal with coronary vein extraction difficulties due to contrast inhomogeneities in MSCT volumes. The specific cost function combined to a Freezing process yields successful results on minimal path extraction. Furthermore, the algorithm computing time is low since the front evolves only inside the vascular structures, reducing the number of visited points.
