Approche mixte interface nette/diffuse pour les problèmes d'intrusion saline en sous-sol :Modélisation, analyse mathématique et illustrations numériques by Diédhiou, Moussa Mory
Approche mixte interface nette/diffuse pour les
proble`mes d’intrusion saline en sous-sol : Mode´lisation,
analyse mathe´matique et illustrations nume´riques
Moussa Mory Die´dhiou
To cite this version:
Moussa Mory Die´dhiou. Approche mixte interface nette/diffuse pour les proble`mes d’intrusion
saline en sous-sol : Mode´lisation, analyse mathe´matique et illustrations nume´riques. Equations
aux de´rive´es partielles [math.AP]. Universite´ de La Rochelle; Laboratoire de Mathe´matiques,
Images et Applications de l’Universite´ de La Rochelle, 2015. Franc¸ais. <tel-01277655>
HAL Id: tel-01277655
https://tel.archives-ouvertes.fr/tel-01277655
Submitted on 22 Feb 2016
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
THÈSE DE DOCTORAT DE
l’UNIVERSITÉ DE LA ROCHELLE
École doctorale Sciences et Ingénierie pour l’Information, Mathématiques
(S2IM)
Spécialité
Mathématiques appliquées et Applications des mathématiques
Présentée par
Moussa Mory DIEDHIOU
Pour obtenir le grade de
DOCTEUR de l’UNIVERSITÉ DE LA ROCHELLE
Sujet de la thèse :
Approche mixte interface nette/diffuse pour
les problèmes d’intrusion saline en sous-sol :
Modélisation, analyse mathématique et illustrations
numériques
soutenue le 01 Décembre 2015
devant le jury composé de :
M. Youcef AMIRAT Professeur des Universités, · · · · · · · · · · · · · · · [Examinateur]
Université Blaise Pascal de Clermont-Ferrand,
Mme Laurence CHERFILS Maître de Conférence (HDR), · · · · · · · · · · · · [Co-Directrice]
Université de La Rochelle,
Mme Catherine CHOQUET Professeur des Universités, · · · · · · · · · · · · · · · [Directrice]
Université de La Rochelle,
M. Frédéric HECHT Professeur des Universités, · · · · · · · · · · · · · · · [Examinateur]
Université Pierre et Marie Curie de Paris,
M. Mazen SAAD Professeur des Universités, · · · · · · · · · · · · · · · [Rapporteur]
École Centrale de Nantes,
M. Mamadou SY Professeur des Universités, · · · · · · · · · · · · · · · [Rapporteur]
Université Gaston Berger de Saint-Louis du Sénégal.

Approche mixte interface nette/diffuse pour les
problèmes d’intrusion saline en sous-sol :





1 Introduction Générale 1
1.1 Contexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objectif de la thèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Plan de la thèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Modélisation du problème d’intrusion d’eau de mer dans un aquifère libre 7
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Notions de base en hydrogéologie souterraine . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1 Définitions : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.2 Volume Elémentaire Représentatif (VER) . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.3 Charge Hydraulique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Dérivation du modèle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1 Les différentes équations du modèle . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.2 Les différentes hypothèses pour notre problème . . . . . . . . . . . . . . . . . . . . . . 13
2.3.3 Conséquences des hypothèses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4 Résultats principaux des chapitres suivants . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.1 Résultats théoriques principaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.2 Résultats numériques principaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.5 Tableau de comparaison avec les modèles existants . . . . . . . . . . . . . . . . . . . . . . . . 28
3 Existence d’une solution au modèle sans coefficient d’emmagasinement. 35
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.1 Résultats préliminaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.2 Énoncé du Théorème 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3 Démonstration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3.1 Etape 1 : Existence pour le système pénalisé avec Heaviside régularisée X 0 . . . . . . 39
3.3.2 Etape 2 : Elimination de la fonction auxiliaire LM . . . . . . . . . . . . . . . . . . . . 51
3.3.3 Etape 3 : Principes du maximum pour la solution de (P1) . . . . . . . . . . . . . . . 59
3.3.4 Etape 4 : Existence pour le système sans régularisation de la fonction Heaviside . . . . 63
4 Existence d’une solution au modèle avec coefficient d’emmagasinement 65
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.2.1 Résultats préliminaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.2.2 Résultat principal (Théorème 2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3 Démonstrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
i
4.3.1 Etape 1 : Existence de solution faible pour le problème régularisé . . . . . . . . . . . 74
4.3.2 Etape 2 : Principes du maximum pour la solution de (P2) . . . . . . . . . . . . . . . . 86
4.3.3 Etape 3 : Elimination de la première régularisation : 0 → 0 . . . . . . . . . . . . . . 89
4.3.4 Etape 4 : Elimination de la fonction auxiliaire LM . . . . . . . . . . . . . . . . . . . . 91
4.3.5 Etape 5 : Existence pour le système sans régularisation de la fonction Heaviside . . . 97
5 Simulations et Illustrations 2D et 3D 99
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.2 Le modèle 3D d’écoulement et de transport . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.2.1 Les différentes équations du modèle . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.2.2 Les différentes hypothèses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.2.3 Cadre et Modèle mathématique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.3 Présentation des schémas numériques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.3.1 Modèle 3D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.3.2 Modèle 2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.4 Comparaison des modèles 3D et 2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.4.1 Expérience de Keulegan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.4.2 Effet du pompage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.4.3 Effet du remplissage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.4.4 Effet de l’emmagasinement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.4.5 Effet CUSP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.4.6 Une remarque sur la taille du domaine d’illustration . . . . . . . . . . . . . . . . . . . 127
5.5 Quelques tests phénoménologiques sur le modèle 2D . . . . . . . . . . . . . . . . . . . . . . . 127
5.5.1 Validation du modèle 2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.5.2 Effets du coefficient d’emmagasinement . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.5.3 Effets de la zone de transition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.5.4 Effets de la marée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6 Annexe : Éléments finis mixtes pour un système d’EDPs paraboliques couplées 133
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.2 Méthode des éléments finis mixtes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.2.1 Discrétisation des espaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.2.2 Formulation variationnelle du modèle . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.3 Analyse d’un schéma semi-implicite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.3.1 Problème discret en pression/vitesse : existence et unicité . . . . . . . . . . . . . . . . 136
6.3.2 Problème discret en pression/vitesse : stabilité . . . . . . . . . . . . . . . . . . . . . . 140
6.3.3 Problème discret en concentration : existence et unicité . . . . . . . . . . . . . . . . . 141
Rappels 147
Lexique 149
Mes pensées les plus pieuses à mon très cher et défunt père.
Mamadou Takila DIEDHIOU, tu aurais souhaité âprement
avoir la vue sur ce modeste travail, symbole de l’éclosion de
la graine que tu as semée et entretenue.
Ton amour pour les études, le travail acharné, soigné
et minutieux a laissé des traces immuables sur ta famille,
objet de tous tes sacrifices.
Grâce à toi, à ton appui, j’ai su gravir les obstacles.
Que Le Tout Puissant te couve de sa lumière céleste




J’exprime tout d’abord mon entière reconnaissance et ma gratitude à mes directrices de
recherche Mme Catherine Choquet et Mme Laurence Cherfils qui n’ont ménagé aucun
effort dans l’aboutissement de cette thèse. Elles m’ont, par leurs suggestions, leurs différentes
orientations, apporté un précieux appui dans la réalisation de ce travail et elles ont guidé
mes pas dans le champ de la recherche.
Je réitère mes sincères remerciements aux rapporteurs M. Mazen Saad et M. Mamadou Sy
pour avoir accepté d’apporter un jugement objectif et scientifique au travail effectué.
J’adresse mes remerciements à M. Youcef Amirat et M. Frédéric Hecht d’avoir accepté de
faire partie de mon jury de thèse en tant qu’examinateurs.
Je remercie également toute l’équipe du laboratoire MIA (Mathématiques, Images et Ap-
plications) de l’Université de La Rochelle notamment, M. Michel Berthier Directeur du
laboratoire à mon arrivée et Mme Sylviane Picq, de m’avoir accueilli chaleureusement.
Je remercie aussi Mme Carole Rosier pour sa collaboration durant la thèse et M. Chris-
tophe Bourel pour nos échanges intéressants sur ce sujet.
Je tiens à remercier ma famille, mes proches notamment Abay Goudiaby, Mouhamadou
Ngouda Mboup, Aïcha Bâ, Emanuel Henry, Mamadou Diédhiou, Nouha Sané, Rokhaya
Ndiaye et mes amis qui m’ont apporté leur soutien au cours de ce travail.
Une pensée particulière à mes collègues doctorants du Laboratoire MIA notamment Cyrille
Beaudry, Charles Guyon et Éloïse Comte pour les moments de convivialité et de partage
que nous avons passés ensemble, à Saad El Asmar, Andrews Sobral, Caroline Pacheco Do






1.1 Contexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objectif de la thèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Plan de la thèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1 Contexte
Les réserves en eau douce sur la planète représentent 2,5% du volume global d’eau sur la terre. La figure (1.2)
de la Nasa identifie les plus grandes nappes d’eau du monde grâce au satellite GRACE (Gravity Recovery
and Climate Experiment) (voir [70]). Une grande partie de ces eaux sont au contact avec l’eau de mer. Le
cas de la France est illustré sur la figure (1.3) du BRGM (Bureau de Recherches Géologiques et Minières qui
estime le niveau des nappes, leur localisation et les caractéristiques du milieu).
Ce liquide précieux est menacé d’une part de sécheresse et d’autre part de pollution, une pollution qui
peut même être naturelle lorsqu’elle vient de l’eau de mer voisine. Selon le dernier rapport 2015 de l’ONU
(Organisation des Nations Unies) sur le développement durable de l’eau : «Le monde devrait faire face à un
déficit de 40% en eau douce d’ici 2030» (voir [65]), et pour s’en convaincre la figure (1.4) nous montre la
prévision des nappes mondiales en 2025.
Ce travail de thèse est ainsi consacré à l’étude des écoulements dans les aquifères côtiers, qui ont un bord
constitué par la mer. De ce fait, le niveau de l’aquifère, à ce bord, est imposé par celui de la mer. Il s’ensuit que
si en général les eaux douces des aquifères côtiers s’écoulent dans la mer, des eaux salées peuvent s’introduire
dans l’aquifère en fonction des variations de charges au sein de l’aquifère, que ces variations soient induites
par la dynamique naturelle ou par la (sur-)exploitation des nappes phréatiques principalement en période
estivale. C’est le phénomène de salinisation.
On appelle communément biseau salé la partie d’un aquifère côtier envahie par de l’eau salée. Il est compris
entre la base de l’aquifère et une interface eau douce - eau salée, le coin d’eau salée étant sous l’eau douce.
L’apparition d’un biseau salé, au-delà d’une position naturelle de faible pénétration, est le plus souvent la
conséquence de la surexploitation de l’aquifère.
Cette simple définition amène à deux “évidences”.
• D’abord, du point de vue sociétal. L’eau étant une ressource indispensable à la vie (mais également à
bon nombre d’activités économiques), le besoin de modèles et d’outils de contrôle pour l’exploitation
des nappes phréatiques est évident. Et des nappes côtières mobilisables existent dans toutes les régions
du monde. 1 Ces dernières attirent de plus en plus de populations du fait de leur climat favorable.
Plusieurs études ont du montré l’intensification du problème de l’intrusion saline dans ce type de
1. Cette thèse a été financée avec le soutien de la Région Limousin-Poitou-Charentes.
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nappe ces dernières années (voir [35] pour les Pays-Bas, [13] pour l’Amérique du Nord, [60] pour
l’Australie · · · ).
• Ensuite, du point de vue scientifique. Le fait que l’on puisse parler d’une interface entre eau douce et eau
salée est à la fois prometteur et source de questions.
Le côté prometteur vient du fait que si cette interface a un sens physique, on a en partie la réponse aux
besoins sociétaux précédents, ou du moins on sait quel doit être l’objet de l’étude pour y répondre :
l’interface. Cependant la définition rigoureuse d’une interface entre deux fluides miscibles, l’eau douce
et l’eau salée, est une question troublante.
Le problème devient encore plus intéressant lorsque l’on s’intéresse à un aquifère libre (dit aussi non confiné),
c’est-à-dire surmonté d’une zone non saturée. Dans ce cas, contrairement à celui d’une nappe captive délimitée
au toit par des formations à perméabilité très faible faisant obstacle à tout flux appréciable, il nous faut
aussi définir et contrôler une “interface libre” entre une zone suffisamment saturée pour pouvoir y considérer
l’eau comme mobilisable et une zone désaturée.
1.2 Objectif de la thèse
La question de la pollution saline est donc la motivation de ce travail, et ce sont finalement les deux points
précédents qui ont guidé notre travail. Notre ambition est ici de développer un modèle original, robuste et
efficace pour l’étude de l’invasion saline :
• Du point de vue physique : Ce modèle se doit de tenir compte et de pouvoir évaluer l’impact des princi-
paux phénomènes influençant la dynamique de la nappe phréatique, qu’ils soient d’origine géologique,
hydrodynamique ou humaine. De plus, le modèle d’aquifère devra pouvoir être couplé facilement avec
les éléments extérieurs contraignant sa dynamique : dynamique de la mer, inondation des marais,
échanges avec les eaux de rivière, captage ou recharge etc.
• Du point de vue numérique : Le modèle doit permettre d’apporter des réponses numériques fiables bien
sûr, mais aussi rapides pour répondre aux besoins de gestion des nappes, sachant que le nombre de para-
mètres à prendre en compte est important et que les échelles de taille des aquifères sont potentiellement
grandes.
Il existe déjà une importante littérature sur le sujet, à la fois hydrogéologique et mathématique, développée
essentiellement dans les années 60-70.
Le modèle exact du point de vue physique est celui de l’écoulement de deux fluides miscibles dans un milieu
poreux 3D non saturé. Mathématiquement, il prend la forme d’un système d’équations aux dérivées partielles
fortement couplées, non linéaires de type parabolique dégénéré. En effet, si l’on considère une nappe libre,
il faut faire face à la disparition progressive de l’eau dans la zone de désaturation et donc à la disparition
d’une inconnue, la saturation en eau, et ce même en utilisant des modèles simplifiés comme celui de Richards.
Dans un tel modèle, aucune interface n’est définie : pour déterminer la zone d’occupation du “biseau salé”
ou celle de l’eau mobilisable par pompage, il faut surveiller les évolutions de la concentration en sel et de la
saturation. Numériquement, des simulations sur de tels modèles sont très lourdes en terme de coût de calcul.
De plus, elles génèrent une importante diffusion numérique, en particulier dans les zones de transition eau
salée - eau douce & zone saturée - zone désaturée.
La relative lenteur du phénomène de salinisation et l’observation d’une stratification entre eau douce et
eau salée dans les aquifères côtiers ont conduit au développement de modèles dits à interface nette voire
même à un upscaling de ces modèles pour passer à l’approximation 2D d’un modèle 3D déjà approché (à
cause de l’hypothèse d’interface nette). Il faut citer dans ce cadre les travaux fondamentaux de J. Bear [14].
Ces modèles se sont révélés robustes et fiables en l’absence de termes de forçage extérieur trop important.
Cependant numériquement ils n’interdisent pas le développement de solutions non physiques (explosion de
la hauteur des interfaces par exemple).
Nous avons choisi ici de développer une nouvelle approche, couplant au mieux les avantages des deux pré-
cédentes et annulant certains de leurs inconvénients. Nous parlons “d’approche interface nette - diffuse”
car nous utilisons le phénomène de stratification des eaux du réservoir pour faire un upscaling 3D-2D (la
troisième dimension restant présente car les inconnues sont les hauteurs des interfaces de salinisation et de
saturation) mais dans le même temps nous conservons dans le modèle les échanges de masse dans les zones
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de mélange et de désaturation en fermant le système par un modèle de changement de phase. Cette modéli-
sation est détaillée dans le premier chapitre ci-après. Le nouveau modèle est analysé mathématiquement et
numériquement dans cette thèse.
1.3 Plan de la thèse
La thèse se déroule comme suit :
Le chapitre 2 fait un rapide état de l’art de l’ensemble des approches existantes avec leurs avantages et
inconvénients. Puis, il présentera la nouvelle approche mixte interface nette et diffuse, l’ensemble des
équations, et les hypothèses physiques utilisées afin d’obtenir le nouveau modèle.
Les chapitres 3 et 4 présentent l’analyse mathématique du modèle, c’est-à-dire les preuves de l’existence
d’une solution au système d’edp constituant notre modèle complété par des conditions aux bords et
initiales. C’est certes une solution au sens faible (voire même en un sens très faible lorsque le problème
est complexifié par une possible modification des propriétés de stockage du sous-sol en fonction des
charges), mais elle satisfait à un principe du maximum qui la rend physiquement réaliste. Ce principe
du maximum a d’ailleurs été observé lors des simulations numériques conduites sur le modèle.
Le chapitre 5 présente les simulations qui nous permettent d’afficher deux types d’expérimentation sur
notre modèle. D’abord nous l’avons confronté au modèle exact 3D et avons constaté une bonne concor-
dance entre les deux. Ensuite nous avons testé différentes situations phénoménologiques exclusivement
sur le modèle 2D afin de tester ses capacités de prédiction : pompage, recharge naturelle ou forcée,
effets d’emmagasinement, effets de marée...
Le chapitre 6 (annexe) amorce l’étude numérique (existence et unicité) du schéma numérique issu du
modèle exact 3D. C’est ce schéma qui nous a permis de confronter numériquement notre modèle 2D
au modèle exact 3D.
Figure 1.1 – Aquifère libre.
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Cette  carte  présente  les  indicateurs  globaux
traduisant  les  fluctuations  moyennes  des  nappes.
Ces  derniers  sont  intégrateurs  d'indicateurs
ponctuels  correspondant  à  des  points  de
surveillance  du  niveau  des  nappes.                         
L’évolution  récente  traduit  la  variation  du  niveau
d’eau  par  rapport  au  mois  précédent  (stable,
à  la  hausse  ou  à  la  baisse).  L'indicateur  du  niveau
des  nappes  correspond  quant  à  lui  à  la  fréquence
de retour du niveau mensuel moyen observé, réparti
en  cinq  quantiles,  du  plus  sec  (en  rouge)  au  plus
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Type d'aquifère
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Carte établie à partir des données de la banque ADES acquises jusqu'au 31 août 2015
Source des données : banque ADES www.ades.eaufrance.fr / Fonds topographiques : IGN© ‐ BD CARTO
Figure 1.3 – Bulletin de Situation Hydrogéologique, source BRGM (Bureau de Recherches Géologiques et
Minières).
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Figure 1.4 – Disponibilité en eau douce par bassin : 1995 et 2025, source United Nations Environment




Modélisation du problème d’intrusion
d’eau de mer dans un aquifère libre
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2.1 Introduction
L’intrusion d’eau de mer dans un aquifère costal fait partie de la famille des problèmes de transports en
milieux poreux les plus étudiés. C’est un phénomène naturel dû à la combinaison de deux faits. Le premier
est basé sur un principe naturel qui stipule que le fluide le plus lourd se situe en dessous du plus léger. Cette
notion de fluide plus ou moins lourd est caractérisée par la connaissance de sa densité. Le second fait est
de l’ordre de l’humain, quand les besoins de survie, d’épanouissement et de développement se font sentir.
Cela se manifeste par un pompage important de ses eaux souterraines à des fins de consommation, pour
l’agriculture et l’industrie.
Dans les zones côtières, il existe des échanges hydrauliques entre les eaux douces souterraines et l’eau de mer.
Ces échanges sont lents dans des "conditions naturelles" et donc sont souvent cachés dans un quasi-équilibre
entre deux couches fluides et modélisés par la relation de Ghyben-Hergberg (Badon-Ghyben (1888) voir
[12] et Herzberg (1901) voir [41]). Ces derniers montrent l’existence d’une relation approximative entre (h)
l’épaisseur de l’eau douce en dessus du niveau de la mer et (z) celle de l’eau douce en dessous du niveau de
la mer (z ' 40h, voir figure 1.1). Dans le cas contraire, i.e. la partie salée est non-statique, cette hypothèse
n’est pas justifiée et s’avère peu justifiable (voir [53]). Le but de ce chapitre est donc de faire mieux que ce
modèle statique en dérivant un modèle précis et efficace pour simuler le déplacement du front d’eau salée
dans l’aquifère côtier pour une exploitation optimale des eaux douces souterraines. Un tel modèle nécessitera
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la prise en compte des principaux phénomènes hydrogéologiques gouvernant la circulation souterraine des
eaux mais devra permettre des simulations rapides.
Beaucoup de recherches ont été faites sur ce problème. Jacob Bear dans [14] fut l’un des premiers à jeter
les bases de sa modélisation en 1972. Des résultats récents sont dus à H. I. Essaid 1990 [34], O.Kolditz et al
1996 [47], S. Sorek et al 2001 [78], H.-J.G. Diersch et O. Koldizt 2002 [30] (voir tableau en fin de chapitre).
Tous les travaux existants peuvent être classés selon trois approches :
Pas d’interface : Cette approche consiste à considérer un modèle d’écoulement de deux fluides miscibles.
Elle a pour inconvénient l’impossibilité de suivi explicite de l’interface (voir [10] en milieu saturé et
[24] en milieu insaturé), la zone de transition entre eau douce et eau salée étant évidement difficile à
définir. De même pour l’interface entre zone saturée et insaturée. Mais son avantage est sa justesse
physique car l’eau douce et l’eau salée sont effectivement miscibles. Cette approche est très lourde, à
la fois des points de vue théorique et numérique.
Interfaces diffuses : Cette approche quant à elle, suppose l’existence d’interfaces diffuses entre les eaux
douce et salée et aussi entre les milieux saturé et non saturé. Des travaux récents suggèrent d’utiliser
des modèles de séparation de phase pour la zone de désaturation (voir [28]).
Interfaces nettes ou abruptes : Les deux fluides sont supposés immiscibles d’où l’apparition de l’inter-
face. C’est une approximation de la physique qui a fait ses preuves, et est souvent raisonnable. Elle est
basée sur l’hypothèse de non transfert de masse entre la zone douce et la zone salée. On ne considère
pas de terme de pression capillaire (comme par exemple voir [9]) mais le prix à payer du point de
vue théorique est l’analyse d’interfaces libres. Le suivi de ces interfaces se fait par exemple grâce à
la méthode de Level-set (voir [67]), l’approche par inégalités variationnelles étant trop coûteuse (voir
[62]).
Nous proposons une approche mixte entre interface diffuse et interface abrupte, ce qui a l’avantage
de respecter la physique du problème tout en conservant l’efficacité numérique. Les hypothèses essentielles
sont :
• Pas de transfert de masse explicite à l’interface abrupte virtuelle entre l’eau douce et l’eau salée.
L’inconvénient est le traitement théorique des interfaces libres ; l’avantage réside dans le gain dimen-
sionnel, puisque l’on traite une réalité 3D par un modèle 2D. Les échanges de masse sont en fait "cachés"
dans les interface diffuses.
• Existence d’une interface diffuse d’une épaisseur (δh) entre l’eau douce et l’eau salée et existence d’une
autre interface diffuse d’épaisseur (δ1) entre la zone saturée et la zone insaturée.
Ces interfaces diffuses vont être modélisées par des modèles de types “Phase fields”, en l’occurrence de
type Allen-Cahn en contexte fluide-fluide.
D’un point de vue théorique, l’ajout des deux zones diffuses présente les avantages suivants : si elles sont
tous les deux présentes, le système a une structure parabolique, il n’est donc plus nécessaire d’introduire
des termes visqueux dans une étape préliminaire de point fixe pour éviter la dégénérescence comme dans la
démonstration de [59].
Du point de vue numérique, l’avantage de l’interface abrupte est bien sûr le gain dimensionnel. Néanmoins,
le suivi des interfaces, même dans un contexte immiscible, est un problème difficile (voir [80] et ses références
qui relèvent les faiblesses des approches classiques de “level-set” ou de “volume-of-fluid”). Ici, au contraire,
le point principal est que nous bénéficions du fait que l’on a un modèle avec une structure conservative.
Nous soulignons que nous pouvons démontrer un principe du maximum plus logique du point de vue de la
physique (voir [25]) et chapitres 2 et 3, ce qui n’est pas possible dans le cas d’approche d’interface abrupte
(voir par exemple [34], [82]).
Le but est de modéliser à la fois l’évolution du front de l’eau salée et de la surface libre supérieure de
l’aquifère. Ce modèle implique un fort couplage dans le système d’équations aux dérivées partielles, de types
paraboliques.
Dans la suite de la thèse, nous étudierons deux résultats d’existence globale en temps de solutions faibles : un
provenant du modèle où le coefficient d’emmagasinement dans la zone de l’eau douce n’est pas négligeable
(milieu compressible) et l’autre dans le cas où ce coefficient est nul (milieu incompressible).
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Figure 2.1 – Aquifère sans dépression Aquifère avec dépression
2.2 Notions de base en hydrogéologie souterraine
Les notions fondamentales pour la compréhension et la facilité de la lecture sont présentées ici. Elles sont
très bien détaillées dans le livre de De Marsily 1994 (Réf [55]).
2.2.1 Définitions :
• Aquifère : C’est une formation géologique, poreuse et perméable contenant de façon permanente ou
temporaire de l’eau douce mobilisable.
• Milieu poreux : C’est un milieu constitué de grains solides et de vides ou pores, ces vides pouvant être
occupés par de l’air ou par un liquide.




• Teneur en eau : C’est le rapport entre le volume d’eau contenu dans les vides et le volume total du sol
considéré
0 < θ = Veau
Vtot
< 1.
• Conductivité hydraulique : Elle dépend de la perméabilité du milieu (k) et de la viscosité cinématique






où ρ est la densité du fluide, µ la viscosité dynamique du fluide et g la constante d’accélération de la
pesanteur.
2.2.2 Volume Elémentaire Représentatif (VER)
Un VER est, comme son nom l’indique, un volume représentatif pour lequel les propriétés caractéristiques
moyennes du milieu peuvent être déduites par le passage d’une échelle microscopique à celle macroscopique.
D’après De Marsily, il doit vérifier les critères suivants :
• il doit être suffisamment grand pour contenir un grand nombre de pores pour que l’on puisse y définir
une propriété moyenne globale, avec l’assurance que l’effet de fluctuation d’un pore à un autre sera
négligeable,
• il doit être suffisamment petit pour que les variations de paramètres d’un domaine au domaine voisin
puissent êtres approchées par des fonctions continues, pour pouvoir utiliser l’analyse infinitésimale sans
introduire d’erreurs décelables par des instruments de mesure à l’échelle macroscopique.
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2.2.3 Charge Hydraulique
La charge hydraulique Φ somme les énergies cinétique et potentielle de l’eau à une position X = (x, y, z) et
est donnée par la formule suivante :
Φ = u
2




où u est la vitesse moyenne du fluide, g constante de gravité, ρ la densité du fluide, P la pression et
Z = z − href est l’élévation au-dessus d’un niveau de référence fixe. On note que dans le sous-sol, l’énergie
cinétique est très petite, ce qui est dû à la petitesse de la vitesse moyenne. Ainsi la charge hydraulique Φ
devient :
Φ = Z + P
ρg
.
2.3 Dérivation du modèle
C’est la partie la plus importante de ce chapitre où nous décrirons toutes les équations qui interviendront dans
notre modèle, notamment les équations fondamentales de la conservation de la masse et celle da la quantité
de mouvement basées sur le principe de Lavoisier “Rien ne se perd, rien ne se crée, tout se transforme”.
Ensuite, nous présenterons les équations d’états qui, elles, lieront les paramètres ou inconnues présents dans
le modèle.
2.3.1 Les différentes équations du modèle
a) Equation de continuité :
L’équation de continuité de l’écoulement en milieux poreux est basée sur le principe de conservation de masse
dans un volume élémentaire représentatif [x, x+dx]× [y, y+dy]× [z, z+dz] (voir Figure (2.2)) qui se résume
comme suit : la variation de la masse stockée dans un VER est égale à la différence entre le flux entrant et
le flux sortant et s’écrit comme suit :
I −O = dS
dt
, (2.1)
où I est la masse d’eau entrante, O est la masse d’eau sortante, S est la variation de masse d’eau par unité
de temps. La quantité I = Ix + Iy + Iz est la masse rentrant respectivement à x, y, et z dans toutes les
directions, où
Ix = (ρqx)dydz, Iy = (ρqy)dxdz, Iz = (ρqz)dxdy,
avec ρ la densité du fluide, q la vitesse du fluide. La quantité O = Ox + Oy + Oz est la masse sortant
respectivement à x+ dx, y+ dy, et z+ dz dans toutes les directions. A l’aide d’un développement de Taylor
au premier ordre, on obtient :
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Figure 2.2 – Volume Elémentaire Représentatif (VER)

























+ div(ρq) = 0
car dxdydz 6= 0.
De manière générale, l’équation de continuité de l’écoulement d’un fluide (monophasique) s’écrit :
∂(ρφ)
∂t
+ div(ρq) = ρQ, (2.2)
où Q est le terme source volumique.
b) Equation de Darcy :
Découverte expérimentalement par Darcy en 1856 sur les fontaines de Dijon, la loi de Darcy exprime la




équation qui peut aussi s’écrire à l’aide de la charge hydraulique :
Φ = P
ρ0g
+ z − href , (2.3)
q = −K∇Φ− k
µ
(ρ− ρ0)g∇z, K = kρ0g
µ
. (2.4)
Dans (2.3), Z = z − href est l’élévation au-dessus d’un niveau de référence fixe dans l’aquifère href < 0.
Dans (2.4), k est la perméabilité du milieu poreux, g est la constante de gravité, µ est la viscosité du fluide,
K est la matrice de conductivité hydraulique, P est la pression, ρ0 est la densité de référence du fluide et z
la hauteur du fluide.
c) Equation d’état pour la compressibilité du fluide :
Pour modéliser la compressibilité du fluide, nous supposons que la pression P est liée à la densité ρ par
l’équation d’état suivante :
dρ
ρ
= αP dP ⇔ ρ = ρ0eαP (P−P0), (2.5)
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où αP ≥ 0 est le coefficient de compressibilité du fluide résultant de la variation de la pression et P0 est la
pression de référence.
Une relation entre la densité ρ et la charge hydraulique Φ découle de (2.3) et (2.5). En effet
Φ = P
ρ0g
+ z − href ⇔ P = ρ0g(Φ− z + href ),
dρ
ρ
= αP dP ⇔ dρ
ρ




= αP ρ0gdΦ⇔ ρ = ρ0eαΦ(Φ−Φ0), (2.6)
où αΦ = ρ0gαP ≥ 0 est le coefficient de compressibilité du fluide résultant de la variation de la charge
hydraulique et Φ0 est la charge hydraulique de référence.
Remarque 2.1 Si αP = 0, alors le fluide est incompressible.
d) Equation d’état pour la compressibilité du sol :
Modéliser la compressibilité du sol revient à modéliser les effets de la compressibilité des roches. Les premières
tentatives pour expliquer ce phénomène sont basées sur le modèle de la porosité dépendant de la profondeur
φ = φ(z). Comme par exemple dans le modèle de Athy (cf.[24]) où on a :
φ(z) = φ0e−Mz, (φ0,M) ∈ R2+.
Le problème de ce modèle est que la variation de la porosité n’est pas due à la variation de la pression, alors
qu’en réalité cette dernière joue un rôle fondamental. C’est pourquoi une approche physique beaucoup plus
cohérente consiste à dériver une équation pour la porosité.
Soit σ la contrainte totale dans le milieux poreux et σs la contrainte liée au squelette. Nous avons alors :
σ = φP + (1− φ)σs,
où φP représente les effets dus à la pression. D’après la théorie de Terzaghi (voir [55]), la contrainte effective
σe est définie par :
σe = (1− φ)(σs − P ).
Il s’en suit que
σe + P = σ.
En supposant que la contrainte totale reste inchangée, nous avons :
dσe = −dP.
De plus, le volume total V se déforme à cause de la compressibilité du sol mais le volume de la partie solide
Vs = (1− φ)V reste inchangé (cf.[24]) et on a :
dVs
dσe
= 0⇔ − dφ
dσe











En supposant que les variations de volume et le comportement élastique du sol sont faibles, on définit la
compressibilité du sol par βP ∈ R :





Il découle de l’équation (2.7) que :
dφ
dP
= (1− φ)βP ⇔ φ = 1− (1− φ0)e−βP (P−P0), (2.8)
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où P0 est la pression de référence. En résumé, l’approche consiste à supposer que la variation de porosité
provient de la compressibilité du squelette, elle-même étant due à la variation de la pression du fluide. Cela
donne, en utilisant les représentations différentielles :
dφ = dφ
dP
dP = (1− φ)( 11− φ dφdP )dP = (1− φ)βpdP,
dφ
dP
= (1− φ)βP , (2.9)
où βP = 11−φ
dφ
dP est la compressibilité du sol due à la variation de la pression.
Une relation entre la porosité φ et la charge hydraulique Φ découle de (2.3) et (2.8). En effet
Φ = P
ρ0g
+ z − href ⇔ P = ρ0g(Φ− z + href ),
donc
dφ
1− φ = βP dP ⇔
dφ
1− φ = βP ρ0gdΦ.
On obtient donc
dφ
dΦ = (1− φ)βφ ⇔ φ = 1− (1− φ0)e
−βΦ(Φ−Φ0), (2.10)
où βΦ = φ0gβP ≥ 0 est le coefficient de compressibilité du fluide résultant de la variation de la charge
hydraulique, Φ0 est la charge hydraulique de référence.
Nous venons de modéliser les écoulements de fluides dans un milieu poreux grâce à deux équations fonda-
mentales : une qui provient de la conservation de la masse (2.2) et l’autre de la conservation de la quantité
de mouvement ou équation de Darcy (2.4), puis deux équations d’états qui lient la porosité du milieu (φ) et
la densité du fluide à la charge hydraulique ((2.6) et (2.10)).
2.3.2 Les différentes hypothèses pour notre problème
A ce niveau, nous tenons compte des données connues sur le contexte de l’intrusion saline pour mettre des
hypothèses sur la nature du milieu, i.e la porosité du sol, sur la nature du fluide, i.e sa densité, et enfin sur
l’écoulement du fluide dans le milieu poreux. Nous supposerons que le fluide et le milieu sont compressibles.
a) Hypothèse de Compressibilité du fluide :
Les fluides que nous allons considérer sont connus pour être faiblement compressibles, i.e αp  1. Nous
allons exploiter ce fait, combiné à la faible mobilité (k/µ) d’un fluide en milieu poreux i.e αpk/µ  1 dans
(2.4), pour simplifier l’équation de Darcy en :
q = −K∇Φ, K = kρ0g
µ
.
Le fait que αp  1 sera exploité une seconde fois dans la modélisation du mouvement du fluide (voir para-
graphe 3 ci-dessous).
b) Hypothèse de Compressibilité du sol
De façon analogue, nous allons supposer que le sol est faiblement compressible, donc que le coefficient de
compressibilité est petit, i.e βP  1.
c) Hypothèse sur l’écoulement ou le mouvement du fluide :
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Dans la suite, nous considérons les deux hypothèses classiques suivantes :
• L’hypothèse de Dupuit (cf.[3]) qui consiste à supposer que tous les mouvements du fluide sont essentiel-
lement horizontaux, i.e : qz  1.
Comme q = −K∇Φ, et en supposant que les principales directions d’anisotropie coïncident avec le repère,
on considère donc :
∂zΦ = 0. (2.11)
Puisque Φ = Pρ0g + z − href , on a aussi
∂zΦ = 0⇔ P = −ρ0gz + C, (2.12)
où C est constante indépendante de la hauteur z.
Remarque 2.2
i) La relation (2.11) implique que Φ est indépendant de z. De Lange interprète (2.11) comme une perméa-
bilité verticale infinie (cf.[49]).
ii) L’hypothèse de Dupuit est donc dans ce contexte équivalente à celle de l’équilibre hydrostatique (2.12).
iii) Dans [14], l’hypothèse de Dupuit est justifiée dans le cas où les zones de transitions entre eau salée et
eau douce, et entre milieux saturé et insaturé, sont quasiment horizontales. En pratique la validité de cette
hypothèse semble aller au-delà. Ce point a été confirmé en 2D dans [42].
• La seconde hypothèse est celle de Bear [14] qui consiste à négliger la variation de densité ∇ρ · q  1 dans
la direction de l’écoulement (cf. [3]).
Nous adoptons dès maintenant ce point de vue car il ne nécessite pas de nouvelle hypothèse. Le fait de
négliger (∇ρ · q) provient simplement de la faible compressibilité du fluide (αp  1) et de la petitesse de la
mobilité ( kµ ) évoquée au paragraphe a) ci-dessus.
En prenant en considération toutes les hypothèses émises ci-dessus, notre équation (2.2) devient :
∂(ρφ)
∂t




+ ρ∇ · q +∇ρ · q︸ ︷︷ ︸
=0
= ρQ. (2.13)









= (1− φ)βP ∂P
∂t










(1− φ)βP + φαP
)∂P
∂t
+ ρ∇ · q = ρQ.
Puisque
q = −K∇Φ et P = ρ0gΦ− ρ0gz + ρ0ghref ,
on obtient finalement, après simplification par ρ 6= 0, une équation de conservation de la masse couplée à
l’équation de Darcy :
ρ0g
(






−∇ · (K∇Φ) = Q, (2.14)
avec S0 = ρ0g
(
(1− φ)βP + φαP
)
le coefficient d’emmagasinement en eau dans le sol.
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Remarque 2.3
Le modèle que nous avons ici est différent de celui de Muskat [58]. Pour retrouver ce dernier, on ne néglige
plus la variation de la densité dans la direction de l’écoulement. On a alors :
ρ
(
(1− φ)βP + φαP
)∂P
∂t














−∇ · (ρK∇Φ) = ρQ,
avec S1 = ρS0 le coefficient d’emmagasinement en eau dans le sol dans le modèle de Muskat.
d) Hypothèse de faible instabilité de Rayleigh-Taylor :
Quand un fluide lourd est au-dessus d’un fluide léger, on constate une instabilité dite de Rayleigh-Taylor
à l’interface les séparant. Dans notre cas nous avons le fluide le plus léger (eau douce) au-dessus avec une
densité de (1000kg/m3) par rapport à celui le plus lourd (eau de mer) avec une densité de (1032kg/m3). De
plus nous considérons que dans le milieu poreux, nous sommes en absence de perturbations ou en présence
de faibles perturbations donc nous pouvons supposer l’hypothèse de faible instabilité de Rayleigh-Taylor (en
particulier pour la partie "interface nette" de notre approche ci-après).
e) Hypothèse d’interface abrupte (ou nette) :
Le modèle d’interface abrupte consiste à supposer que l’eau salée et l’eau douce sont immiscibles et donc
que les zones occupées par chaque fluide sont séparées par une interface abrupte.
Cette interface est en réalité une zone de transition (car ces deux fluides sont en fait miscibles), mais dans
le modèle on suppose que l’épaisseur de cette zone est très petite comparée aux dimensions de l’aquifère.
Dans chaque domaine nous avons une équation de conservation de la masse simplifiée du type (2.14) spécifique
à chaque milieu.
Figure 2.3 – Aquifère naturel




+∇ · qf = Qf , (2.15)




+∇ · qs = Qs, (2.16)
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où Sf , ρf , Φf et qf sont respectivement le coefficient d’emmagasinement spécifiques en eau, la densité, la
charge hydraulique et la vitesse de Darcy dans le domaine de l’eau douce, et Ss, ρs, Φs et qs dans le domaine
de l’eau salé. On rappelle que :
Sf = ρfg
(
(1− φ)βP + φαP
)





(1− φ)βP + φαP
)




Les quantités ρf , ρs (les densités de référence dans le domaine de l’eau douce et celui de l’eau salée) sont
constantes, mais distinctes (ρf 6= ρs). Le modèle dépend donc bien des différences de densité. Les quantités
Sf , Ss, Kf , Ks, µf et µs peuvent être variables. Nous les supposerons néanmoins constantes par la suite.
On supposera par ailleurs les caractéristiques de l’ensemble du réservoir homogène, ce qui entrainera φ et
k constantes. Négliger les variations de la porosité est d’autant plus acceptable qu’elles sont pondérées par
βp  1 et αp  1 (on peut s’en convaincre aisément avec un développement de Taylor de φ). Et dans le
domaine d’application envisagé ici, les effets dus aux variations de k sont négligeables devant ceux dus aux
différences de densité. Enfin, du point de vue mathématique, ces hypothèses ne changent pas la complexité
de l’analyse mais évitent plutôt des lourdeurs de calcul.
f) Conséquence de l’hypothèse de Dupuit :
Après l’hypothèse du modèle d’interface abrupte qui a permis d’établir une équation de la conservation de
la masse dans chaque domaine en 3D, nous allons utiliser la conséquence de l’hypothèse de Dupuit : la
charge hydraulique (Φ) est indépendante par rapport à (z), dans le cas d’un écoulement quasi-horizontal.
Cette approximation de Dupuit permet d’intégrer verticalement les équations et de ramener la dimension




+∇ · qf = Qf dans Ωf (2.17)




+∇ · qs = Qs dans Ωs (2.19)
qs = −Ks∇Φs (2.20)
+C.B + C. d’Interface (2.21)
Figure 2.4 – Domaine d’intégration de notre aquifère
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où C.B signifie conditions aux bords et initiales et C.I conditions à l’interface. Dans nos notations,
Ωf = Ω × [h, h1] est le domaine de l’eau douce et Ωs = Ω × [h2, h] est le domaine de l’eau salée, h1 est le
niveau supérieur de la surface de l’aquifère qui varie dans le temps et dans l’espace (surface libre), h2 est
le niveau inférieur de la surface de l’aquifère qui est fixe et h est l’interface entre eau douce et eau salée
(également surface libre).
• Nous définissons la hauteur maximale d’intégration hmax qui délimite la partie supérieure du domaine
d’intérêt (dans la zone sèche on suppose que hmax = 0 et dans la zone rivière on suppose hmax = hmer) : h
et h1 doivent appartenir à l’intervalle [h2, hmax] et nous ne regardons le problème que dans le sous-sol (voir
figure 1.3).
• L’hypothèse de charge hydraulique Φ constante par rapport à z n’est vraie que perpendiculairement aux
épontes (paroi délimitant les couches) de l’aquifère et devient fausse au voisinage des exutoires (ouverture
pouvant servir à l’écoulement des eaux). Pour ces deux raisons, on ne peut pas considérer la zone en-dessous
de la mer car la perpendiculaire à la falaise n’est pas l’axe vertical (voir figure (2.4)).
g) Hypothèses sur les conditions aux bords :
• Zone sèche ΓT
On suppose qu’entre z = h1 et ΓT , la pression est égale à la pression atmosphérique Pa au niveau de la terre
(ΓT ). On suppose aussi que z = hmax coïncide avec le niveau de ΓT .
Si h1 < hmax, on impose l’équilibre des pressions Pf |z=h1 = Pa et donc :
Φf |z=h1 = Φf =
Pa
ρfg
+ h1 − href .
Si h1 = hmax, on impose l’équilibre des pressions Pf |z=hmax = Pa et donc :
Φf |z=hmax = Φf =
Pa
ρfg
+ hmax − href .
Dans les zones sèches, pour simplifier, nous supposerons que hmax = 0.
En conséquence
si h1 < hmax, alors Φf =
Pa
ρfg
+ h1 − href
et








+ inf(0, h1)− href = Pa
ρfg
+ h−1 − href .
En supposant que Pa est constante, on a donc pour la différentiation :




0 si h1 ≤ 0 = hmax,
1 si h1 > hmax = 0.
Le même raisonnement s’applique à la hauteur d’eau salée, d’où l’introduction de h− := inf(0, h).
• Zone rivière Γr
On suppose la rivière à l’équilibre hydrodynamique :
Pr|z=hmax = Pa + ρfg(0− hmax).
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A (x, y) fixé, c’est donc Pr|z=hmax = Pa − ρfghmax qui va remplacer la pression Pa.
La condition au bord classique à l’interface d’un aquifère et d’un réservoir d’eau est la continuité de Φf , ce
qui donne :
Φf |z=hmax∩Γr = Φriviere ⇐⇒ Φr|z=hmax∩Γr =
Pr|z=hmax(x,y)
ρfg
+ hmax(x, y)− href ,
⇐⇒ Φf |z=hmax∩Γr =
Pa − ρfghmax
ρfg
+ hmax − href ,
⇐⇒ Φf |z=hmax∩Γr =
Pa
ρfg
− hmax + hmax − href ,





La présence de la rivière ne change donc rien car fixer Φf au contact du bord de la rivière Γr revient à fixer
la pression Pa en z = 0. Le modèle se comporte de la façon suivante : au moment où l’eau de l’aquifère
touche la rivière, celle-ci est automatiquement incluse à l’eau de l’aquifère.
• Zone faiblement perméable ou éponte :
Dans le cas d’une zone faiblement perméable ou zone éponte, nous devons considérer les termes de perte
ou fuite, c’est-à-dire le flux d’eau (qL) qui se transfère dans l’aquifère et qui est fonction de la différence
de pression entre la base de l’éponte et la pression atmosphérique, de l’épaisseur et de la perméabilité de
l’éponte cf. [79] :
qL(x) =
{
0 dans la zone imperméable
qL(x) dans une zone éponte,
et
qf |z=hmax .∇(z − hmax) = qL. (2.22)
Le flux entre l’aquitard et l’eau contenue dans un aquifère est celui qu’on appelle terme de fuite ou terme
de perte qL. Le modèle générique pour la recharge et la décharge est :
qL = (Φext − Φ)/cm
où Φ est la charge de l’aquifère, Φext celle de l’aquitard 1), la résistance cm = O(bm/km) dépend de l’épaisseur
bm et de la perméabilité km(km  k) de la membrane (voir [31]).
Cette formulation permet de traiter la charge qLf et la décharge qLs, selon le rapport entre Φ et Φext. Ici,
nous pouvons inclure un terme de fuite qLf au niveau de la partie supérieure de l’aquifère lorsque le milieu
est complètement saturé i.e. (h1 = 0) et un terme de fuite en eau salée qLs à partir de la partie inférieure à
l’eau salée :
qf |z=h−1 .∇(z − h
−
1 ) = qLf quand h−1 = 0, qf |z=h2 .∇(z − h2) = −qLs. (2.23)
2.3.3 Conséquences des hypothèses
Pour simplifier le calcul nous allons exploiter les hypothèses précédentes. L’idée est d’intégrer les équations
(2.17) -(2.19) suivant la direction verticale (0, z) afin d’éliminer une dimension.
a) Intégrations verticales des équations :
Les premières hypothèses sont : la fonction h est univoque d’après l’hypothèse de faible instabilité de
Rayleigh-Taylor ; les quantités Ss, Sf sont constantes et Qs = Qf = 0 pour simplifier l’intégration. On
intègre l’équation (2.17) dans le domaine d’eau douce entre l’interface h− et la surface supérieure h−1 .
1. Lexique
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Dans un souci de généralité des calculs, on ne considère pas tout de suite l’hypothèse de Dupuit, à savoir
que Φ constante par rapport à z. On a alors :∫ h−1
h−
(
Sf∂tΦf +∇ · qf
)
(z) dz = 0. (2.24)
D’après la formule de Leibniz :∫ h−1
h−









− SfΦf (h−1 )∂th−1 + SfΦf (h−)∂th−.






Φf dz, Bf = h−1 − h−,
et on a donc :∫ h−1
h−
Sf∂tΦf dz = Sf∂t
(
Bf Φ˜f
)− SfΦf (h−1 )∂th−1 + SfΦf (h−)∂th−
= SfBf∂tΦ˜f + Sf Φ˜f∂tBf − SfΦf (h−1 )∂th−1 + SfΦf (h−)∂th−,∫ h−1
h−
Sf∂tΦf dz = SfBf∂tΦ˜f + Sf
(










De même d’après la formule Leibniz :∫ h−1
h−
∇ · qf dz =
∫ h−1
h−













= ∇′ · (Bf q˜′f)− qf (h−1 ) · ∇′h−1 + qf (h−) · ∇′h− + ∫ h−1
h−
∂zqf dz,






h− ∂zqf dz = qf (h
−
1 )− qf (h−).
Alors nous obtenons :∫ h−1
h−





)− qf (h−1 ) · (∇′h−1 − ∂zz)+ qf (h−) · (∇′h− − ∂zz)
c’est-à-dire ∫ h−1
h−






+ qf (h−1 ) · ∇
(
z − h−1
)− qf (h−) · ∇(z − h−). (2.26)



















+qf (h−1 ) · ∇
(
z − h−1
)− qf (h−) · ∇(z − h−) = 0. (2.27)
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+qf (h−1 ) · ∇
(
z − h−1








+ qf (h−1 ) · ∇
(
z − h−1
)− qf (h−) · ∇(z − h−) = 0. (2.28)
On rappelle que dans (2.28) : ∇′ = (∂x, ∂y) et ∇ = (∂x, ∂y, ∂z).
On procède de même pour intégrer l’équation (2.19) dans le domaine salé entre la surface inférieure de







+ qs(h−) · ∇
(
z − h−)− qs(h2) · ∇(z − h2) = 0 (2.29)
où Bs = h− − h2 est l’épaisseur de la zone salée. Les équations (2.28) et (2.29) modélisent respectivement
l’écoulement dans le domaine de l’eau douce et dans le domaine de l’eau salée et les termes BiK˜ ′i, i = f, s,
peuvent être vus comme une transmissivité dynamique des couches.
Remarque 2.6
Nous avons deux équations (2.28) et (2.29) pour résoudre notre problème avec quatre inconnues :
Φ˜f , Φ˜s, h−1 et h−. Nous allons travailler sur l’interface pour fermer le système.
b) Conditions sur les interfaces :
Nous incluons dans notre modèle l’existence de deux interfaces diffuses : l’une d’épaisseur δ1 entre la zone
saturée et la zone insaturée et l’autre d’épaisseur δh entre l’eau salée et l’eau douce. C’est ce qui rend notre
modèle complètement original par rapport à la littérature existante. De plus, nous réconcilions ainsi la lé-
gèreté des modèles à interface nette avec le réalisme des modèles à interface diffuse. La dynamique de ces
interfaces diffuses est gouvernée par les modèles de champ de phase. Ces modèles de champ de phase ont été
introduits pour la description des transitions de phase et des procédés de solidification [22]. Ils sont mainte-
nant largement utilisés pour la modélisation des transitions de fluides binaires. Plus près de notre contexte,
ces modèles sont utilisés pour décrire l’imbibition dans les milieux poreux [32] (comparable à l’interface su-
périeure dans notre contexte). Dans les problèmes de séparation de phase, le modèle contient généralement
un double puits de potentiel dans lequel les minima locaux correspondent aux états stables homogènes. Ici,
nous utilisons plutôt un potentiel à trois puits afin de respecter l’approche première de l’interface abrupte
et d’inclure les effects macroscopiques du front au niveau local dans le modèle de champ de phase. L’énergie
fonctionnelle inclut également les termes non locaux impliquant le gradient (et éventuellement les dérivés
d’ordre supérieur) du champ de phase. Dans le présent travail, nous choisissons un modèle simple, à savoir
un modèle de type Allen-Cahn à trois points de stabilité (voir [7]).
Le fait que le modèle d’Allen-Cahn, contrairement à celui de Cahn-Hilliard, est non-conservatif, n’aura pas
d’impact sur la forme conservatrice de notre modèle final. Le choix de la non dégénérescence de la mobilité
pour un modèle "phase-field" est également bien fondé physiquement parce que l’apparition des phases pures,
et donc la disparition de la mobilité, n’a aucun sens dans notre contexte de fluides miscibles, contrairement
au contexte de la séparation de phase.
• Modélisation de l’interface eau douce / eau salée pour le calcul de qf (h−) · ∇(z − h−) :
Nous utilisons un modèle de type Allen-Cahn pour modéliser la dynamique de cette interface et nous intro-
duisons une fonction de phase Fh telle que :
Fh =

0 dans l’eau douce
cs
2 sur l’interface nette
cs dans l’eau salée
,
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où cs est la concentration moyenne en sel dans la zone salée.
En fait
{
(x, y, z) tels que Fh(x, y, z, t) = cs2
}
représente l’interface nette à l’instant t.
La fonction Fh satisfait une équation de type Allen-Cahn tristable (les trois points de stabilité sont ici 0, cs2
et cs) :





où ~v est la vitesse de l’interface. La forme détaillée du potentiel triple n’est pas importante ; son rôle principal
est d’établir et de maintenir les bords de domaines bien définis. La relaxation élastique intégrée dans la
dynamique de phase empêche la couche de mélange interfaciale de se propager. Ce point correspond aux
observations dans les aquifères considérés dans le présent travail. La taille caractéristique de l’interface diffuse
correspondante est δh > 0 et est petite (voir [6] pour des résultats rigoureux). Un autre point en faveur du
couplage avec l’approche interface nette est en effet la convergence du modèle champ de phase vers celui de
l’interface nette (voir [72] pour Allen-Cahn, [23]-[17] pour Cahn-Hilliard et Stefan). L’équation de champ
de phase (2.30) contient également une advection du paramètre d’ordre du fluide, la vitesse effective étant
désignée par ~v (voir [18]). Nous notons que nous avons déjà négligé ici la diffusion verticale devant le terme




correspond à l’interface nette h−, ce qui entraine :
Fh(x, y, z, t) =
cs
2 ⇐⇒ z − h
−(x, y, t) = 0.
La différentiation de Fh(x, y, h−(x, y, t), t) = cs/2 i.e. ∂i[Fh(x1, x2, h−(x1, x2, t), t)] = 0, (i = x, t), donne
∂tFh(x1, x2, h−, t) = −∂zFh(x1, x2, h−, t)∂th− et ∇′Fh(x1, x2, h−, t) = −∂zFh(x1, x2, h−, t)∇′h−.
Nous dérivons à nouveau la dernière relation
4′Fh(x1, x2, h−, t) = −∂zFh(x1, x2, h−, t)4′h− − ∂2zzFh(x1, x2, h−, t)|∇′h−|2 −∇′∂zFh(x1, x2, h−, t) · ∇′h−.
La projection de Allen-Cahn pour Fh = cs2 , donne alors
∂zFh(−∂th− + ~v · ∇(z − h−) + δh4′h−) + δh∇′h− · ∇′∂zFh + δh|∇′h−|2∂2zzFh = 0.
Les deux derniers termes du membre de gauche de la dernière équation peuvent être négligés. En effet,
c’est la combinaison de trois quantités faibles. Tout d’abord, bien entendu, le paramètre δh qui est la taille
caractéristique de l’interface diffuse est faible. Le point suivant provient de la dynamique de l’équation
d’Allen-Cahn. Une analyse asymptotique formelle montre que le terme de réaction est dominant en temps
petits, de sorte que dans l’échelle de temps rééchelonné t′ = t/δ2h la dynamique se situe essentiellement
dans l’équation différentielle ordinaire ∂t′Fh = 2Fh(Fh − cs/2)(Fh − cs)(3F 2h − c2s/4) et la valeur de Fh
tend vers des valeurs stables créant ainsi des couches de transition abruptes. Ensuite, la propagation est
associée à une échelle de temps beaucoup plus lente, les termes de convection et diffusion venant équilibrer le
terme de réaction au voisinage des interfaces stables, mais la structure régulière de l’interface diffuse assure la
petitesse de ∇′∂zFh  1 et ∂2zzFh = O(1). De plus, dans les travaux de Dupuit [33] basés sur l’observation de
l’écoulement des eaux souterraines, la pente de la surface interfaciale est très petite, c’est-à-dire |∇′h−|  1.
Pour la même raison, la fonction Fh se comporte heuristiquement comme une fonction en escalier dans la
direction verticale et ∂zFh 6= 0. On obtient de la dernière équation :
−∂th− + ~v · ∇(z − h−) + δh4′h− = 0. (2.31)
On revient alors à l’hypothèse traditionnelle de la modélisation à interface nette. En fait, il s’avère que
la vitesse ~v dans la zone de mélange qui transporte l’interface dans (2.30) et qui semble être une incon-
nue supplémentaire dans le modèle disparaît à ce stade. Nous n’avons donc pas à introduire une équation
supplémentaire pour fermer le système (comme par exemple dans [76]) ou à introduire l’hypothèse de Fick














.~n = 0. (2.32)
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et φ = Sv
S
.
On a noté ~n le vecteur normal unité par rapport à l’interface nette et parallèle à ∇F|F= cs2 , ~v est la vitesse
moyenne réelle qui transporte l’interface, Q est le flux ou débit s’écoulant dans la section, S est la surface
de la section, qf la vitesse fictive de filtration ou vitesse de Darcy et Sv la surface du vide dans le milieu
poreux.
En combinant (2.31) et (2.32) et en rajoutant les termes de perte ou de fuite nous obtenons :
qf (h−) · ∇(z − h−)

























Nous retrouvons ainsi une condition au bord de type Stefan régularisé. Nous pourrons noter que :
i) Si δh → 0, on sait que l’asymptotique rigoureuse de Allen-Cahn (comme de Cahn-Hilliard) est le problème
de Stefan classique i.e la modélisation classique de la dynamique de l’interface par une équation level-set
qui donne : qf (h−) · ∇(z − h−) = φ∂th− (cf. [67]).
ii) Si on écrit Allen-Cahn sous la forme :
∂tF

h + ~v · ∇F h − γ4F h +
F h(F h − cs2 )(F h − cs)
δh
= 0,
(γ coefficient lié à l’élasticité supposée de l’interface et à δh), que l’on fixe γ et que l’on fait tendre  vers
0, on trouve une équation pour la distance à l’interface nette F du type :
∂tFh + ~v · ∇Fh − γ4Fh = 0
(voir par exemple [5] et ses références).
• Modélisation de l’interface zone saturée / zone insaturée pour le calcul de qf (h−1 ) · ∇(z − h−1 ) :
C’est le même type de raisonnement que précédemment pour une interface diffuse d’épaisseur δ1.
Ici, pour modéliser la dynamique de cette interface, nous introduisons une fonction de phase F telle que :
F =

−1 en zone insaturée
0 sur l’interface nette




F (x, y, z, t) = 0
}
représente l’interface nette. La fonction F satisfait une équation de type Allen-
Cahn :








correspond à l’interface nette h−1 et on a
donc :
F (x, y, z, t) = 0⇐⇒ z − h−1 (x, y, t) = 0.
La différentiation de F (x, y, h1(x, y, t), t) = 0 et la projection d’Allen-Cahn pour F = 0 donnent :
−∂th−1 + ~v1 · ∇(z − h−1 ) + δ14′h−1 = 0. (2.34)
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En combinant (2.34) et (2.32) et en rajoutant les termes de perte ou fuite (équation (2.22)), nous obtenons :
qf (h−1 ) · ∇(z − h−1 ) = φ
[∂h−1
∂t






− δ1∇′ · (X0(−h1)∇′h1) + (1−X0(−h1))qLf (x)
]
. (2.35)
• Modélisation de la couche imperméable (h2) pour le calcul de qs|z=h2 · ∇(z − h2) :
Dans le cas où l’on suppose que la couche inférieure est imperméable, c’est-à-dire qu’il n’y a pas de flux entre
la zone salée et la zone en-dessous de h2, on a :
qs|z=h2 · ∇(z − h2) = 0.
Notons ici que comme nous avons supposé l’écoulement quasi-horizontal, cette condition au bord inférieur
n’est pas vraie pour n’importe quelle forme de fonction h2.
Avec ∂zΦs = 0 et par exemple un tenseur de perméabilité Ks diagonal, on constate que celà impose une
topographie h2 constante. Néanmoins, dans les études mathématiques qui vont suivre, nous garderons une
fonction h2 variable en espace afin de considérer des tenseurs de perméabilité plus généraux, tout en gardant
à l’esprit que de petites variations de h2 n’invalident pas le modèle d’écoulement quasi-horizontal.
• Hypothèse de Continuité de la pression à l’interface h :




+ h−1 − href =
Pa
ρfg
+ h−1 − href , (2.36)
Conséquence 2.1
Puisque Pa est constante en z = 0, on a :
∂tΦ˜f = ∂th−1 = X0(−h1)∂th1, (2.37)
∇′Φ˜f = ∇(h−1 ) = X0(−h1)∇′h1. (2.38)
De plus, l’hypothèse de continuité de la pression entre la couche d’eau douce et la couche au-dessus de
l’interface libre h−1 donne :
Φf |z=h−1 = Φf |z=h− ⇐⇒
Pa
ρfg
+ h−1 − href =
Pf |z=h−
ρfg
+ h− − href ,
⇐⇒ Pf |z=h− = Pa + ρfg(h−1 − h−).
Par ailleurs comme on a supposé la continuité de la pression au travers de l’interface h−, on a :
Pf |z=h− = Ps|z=h− = ρsg(Φ˜s − h−) ⇐⇒ Pa + ρfg(h−1 − h−) = ρsg(Φ˜s − h−),
⇐⇒ ρsg(Φ˜s − h−) = Pa + ρfg(h−1 − h−),
⇐⇒ ρsΦ˜s = Pa
g










⇐⇒ (1 + α)Φ˜s = Pa
ρfg
+ (h−1 − h−) + (1 + α)h−,
⇐⇒ (1 + α)Φ˜s = Pa
ρfg
+ h−1 + αh−,
où (1+α) = ρsρf , avec α le paramètre de contraste de densité. En conséquence comme Pa et α sont constants,
on a :
Pf |z=h− = Ps|z=h− =⇒ (1 + α)∇′Φ˜s = ∇h−1 + α∇′h−
=⇒ (1 + α)∇′Φ˜s = X0(−h1)∇h1 + αX0(−h)∇′h. (2.39)
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Remarque 2.8
i) Les équations (2.37) et (2.38) de la conséquence 1.1 permettent d’éliminer l’inconnue Φ˜f dans notre sys-
tème.
ii) L’équation (2.39) permet d’éliminer l’inconnue Φ˜s dans notre système.
iii) Avec (2.23), (2.36) et (2.39), nous pouvons réécrire la forme explicite des termes de perte ou de fuite
qLf et qLs comme suit :




















En effet, nous spécifions que seuls les échanges d’eau douce sont autorisés, donc le terme X0(h−1 − h−),
et que la zone semi-perméable est à une profondeur hmax = 0, ainsi le terme (1 − X0(−h1)), nous font
considérer ici, à un aquifère phréatique : il n’y a pas perte ou de fuite à la partie supérieure à moins que
l’aquifère soit saturé. Nous imposons kmf = 0 en dehors de la surface de l’aquitard.
Le même type de raisonnement est fait pour les termes de fuite en eau salée et elles s’expriment comme
suit :















iv) On a préféré ici introduire le contraste de densité α plutôt que le nombre d’Atwood A = ρs−ρfρs+ρf .
• Hypothèse de Continuité de la viscosité à l’interface h :
Nous ajoutons ici quelques hypothèses, essentiellement introduites pour simplifier les équations. Le milieu
est supposé isotrope et la viscosité identique pour l’eau salée et pour l’eau douce. En utilisant la définition
de la perméabilité pour K˜f et K˜s, on a :
K˜f,x × I = K˜f,y × I = K˜f et K˜s,x × I = K˜s,y × I = K˜s,




k˜ ⇔ µf = ρfg
K˜f
k˜, et K˜s =
ρsg
µs













⇔ K˜s = ρs
ρf
K˜f




En prenant en compte toutes les hypothèses émises précédemment sur les interfaces (h−1 ) et (h−), les équa-
tions (2.28) et (2.29) obtenues grâce à l’hypothèse d’interface abrupte, et en supposant l’existence d’une
interface diffuse (une zone de mélange), nous obtenons notre modèle 2D du problème mixte d’interfaces
abruptes et diffuses dans un aquifère libre :
SfBf∂tΦ˜f −∇′ · (Bf K˜f∇′Φ˜f ) + qf |z=h−1 · ∇(z − h
−
1 )− qf |z=h− · ∇
(
z − h−) = Q˜f (2.41)
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où les termes Q˜f et Q˜s sont les moyennes des termes sources prises respectivement sur le volume occupé par
l’eau douce et celui de l’eau salée.
Remarque 2.9
Le terme SsBs∂tΦ˜s est négligeable. En effet c’est la combinaison de deux faits :
i) d’une part l’eau salée est confinée car la couche h2 est imperméable, donc :
∂tΦ˜s  1;
ii) d’autre part Ss  1 car le coefficient de compressibilité du fluide est très faible (αP  1) et le coefficient
de compressibilité du sol est aussi très faible (βP  1).
Ss = ρsg
(
(1− φ)βP + φαP
)
 1.
Donc on peut raisonnablement supposer que : SsBs∂tΦ˜s ' 0.
En faisant la somme entre (2.41) et (2.42), en tenant compte de la remarque 2.9 et (2.32), on a :
−∇′ · (BsK˜s∇′Φ˜s) + qs|z=h− · ∇(z − h−)− qs|z=h2 · ∇(z − h2) = Q˜s,
SfBf∂tΦ˜f −∇′ · (Bf K˜f∇′Φ˜f )−∇′ · (BsK˜s∇′Φ˜s) + qf |z=h−1 · ∇(z − h
−
1 )− qs|z=h2 · ∇(z − h2) = Q˜f + Q˜s.
On remplace alors
Bs = h− − h2, Bf = h−1 − h−, K˜s = (1 + α)K˜f , qs|z=h2 .(∇z −∇h2) = 0,
∂tΦ˜f = X0(−h1)∂th1, ∇′Φ˜f = X0(−h1)∇′h1,
et on obtient :
−∇′ · ((h− − h2)K˜f (1 + α)∇′Φs)+ qs|z=h− · ∇(z − h−) = Q˜s, (2.43)




+qf |z=h−1 · ∇
(
z − h−1
)−∇′ · ((h− − h2)K˜f (1 + α)∇′Φ˜s) = Q˜f + Q˜s. (2.44)
Or, on rappelle que :
(1 + α)∇′Φ˜s = X0(−h1)∇′h1 + αX0(−h)∇′h,
qf |z=h−1 .∇(z − h
−












Les équations (2.43) et (2.44) deviennent :






(X0(−h)∇′h)+ (1−X0(−h))qLs(x)) = Q˜s














αK˜f (h− − h2) + δhφ






Sf (h−1 − h−) + φ









qLf (x) = Q˜f + Q˜s.
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Nous supposons que les tailles des interfaces diffuses sont comparables. On prend donc δ := δh = δ1, (cette
hypothèse permettra de montrer que h1 ≥ h dans les chapitres suivants). De plus nous supposons que :
qL := qLf = qLs .
Nous faisons un changement de variables pour retourner notre axe vertical :
h1 −→ −h1, h −→ −h, h2 −→ −h2.
Notre système devient alors :
−φX0(h)∂th+∇′ ·
((
αK˜f (h2 − h) + δφ














(h− h1) + (h2 − h)
)∇′h1)
+∇′ · (δφKfX0(h1)∇′h1)+∇′ · (K˜fα(h2 − h)X0(h)∇′h)+ φ(1−X0(h1))qL(x) = Q˜f + Q˜s.
Remarque 2.10
i) Les termes h+ = max(0, h), et h+1 = max(0, h1) n’apparaissent plus car le principe du maximum montrera
que ces supremums ne servent à rien. Ils sont remplacés par h et h1.
ii) On remarque aussi que dans la dernière équation de notre système, si h1 = 0 sur un sous domaine
Ω0 ⊂ Ω de mesure non nulle, alors la deuxième équation du système précédent donne (en absence des
termes sources surfaciques Q˜f et Q˜s) :






ϕ(K˜f (h2 − h)X0(h)




∇′ · (αX0(h)X0(h1)K˜f (h2 − h)∇′h)ϕ = 0, ϕ ∈ V
où V est un espace de fonctions tests adapté.
Donc remplacer tous les termes en ∇′ · (K˜fα(h2 − h)X0(h)∇′h) par ∇′ · (αX0(h)X0(h1)K˜f (h2 − h)∇′h) ne
change rien au contenu physique du modèle. C’est ce que nous ferons dans la suite pour l’analyse mathéma-
tique du modèle.
c) Les termes sources :
Nous harmonisons les termes sources pour que les équations de h et h1 ne fassent qu’une lorsque h+ = h+1 .
Cela implique que Q˜f = 0 si h = h1 i.e qu’on arrête de pomper lorsqu’on atteint l’eau salée.
Nous adoptons donc un terme source de la forme :
Q˜f = Qf (h− h1), Qf ∈ R.
Cela correspond bien à la moyenne verticale du terme source volumique initial. De même, en supposant que
h2 est constante pour simplifier et en écrivant l’équation de h pour h = h2, on voit qu’il faut Q˜s = 0 si
h = h2. On choisit donc Q˜s de la forme :
Q˜s = Qs(h2 − h), Qs ∈ R.
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Si on suppose que la couche supérieure (h1) est faiblement perméable, donc si on prend en considération le
coefficient d’emmagasinement, notre modèle final s’écrit :
φX0(h)∂th−∇′ ·
(
αK˜f (h2 − h)X0(h1)∇′h
)−∇′ · (δφX0(h)∇′h)
−∇′ · (K˜fX0(h1)(h2 − h)∇′h1)− φ(1−X0(h))qL(x) = −Qs(h2 − h),
X0(h1)
(






(h− h1) + (h2 − h)
)∇′h1)
−∇′ · (δφK˜fX0(h1)∇′h1)−∇′ · (K˜fα(h2 − h)X0(h1)X0(h)∇′h)
−φ(1−X0(h1))qL(x) = −Qf (h− h1)−Qs(h2 − h).
Dans le cas où le coefficient d’emmagasinement dans le domaine d’eau douce est négligeable, i.e l’eau salée
est confinée (Sf = 0), on a le système suivant :
φX0(h)∂th−∇′ ·
(
αK˜f (h2 − h)X0(h1)∇′h
)−∇′ · (δφX0(h)∇′h)





(h− h1) + (h2 − h)
)∇′h1)
−∇′ · (δφK˜fX0(h1)∇′h1)−∇′ · (K˜fα(h2 − h)X0(h1)X0(h)∇′h)
−φ(1−X0(h1))qL(x) = −Qf (h− h1)−Qs(h2 − h).
Dans les deux systèmes précédents, la première équation modélise la conservation de masse totale d’eau,
tandis que la seconde modélise la conservation de la masse d’eau douce ou claire. Il s’agit d’un modèle 2D,
le processus d’upscaling ayant préservé la troisième dimension via les termes de surfaces libres h et h1.
2.4 Résultats principaux des chapitres suivants
Avec l’intégration verticale des équations, nous avons réduit la dimension trois de notre problème initial à
un problème en deux dimensions. Nous considérons donc dans la suite, un domaine Ω ouvert et borné de R2
décrivant la projection du milieux poreux sur le plan horizontal avec un bord Γ de classe C1,2. L’intervalle
de temps qui nous intéresse est (0, T ) 2 et on pose ΩT = (0, T )× Ω.
2.4.1 Résultats théoriques principaux
Par soucis de simplification de notre modèle nous posons : K˜f = K, α = 1 et ∇′ = ∇. Nous introduisons
les fonctions :
Ts(h) = h2 − h, pour h ∈ [0, h2],
et
Tf (u) = u, pour u ∈ [0, h2].












Tf (h− h1) + Ts(h)
)X0(h1)∇h1)
−∇ · (δφKX0(h1)∇h1)−∇ · (KTs(h)X0(h1)X0(h)∇h)
−φ(1−X0(h1))qL(x) = −QfTf (h− h1)−QsTs(h).
2. On utilise dans le présent mémoire la notation anglo-saxonne (0, T ) = [0, T ].
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−∇ · (KTs(h)X0(h1)∇h1)− φ(1−X0(h))qL(x) = −QsTs(h),(
Sf (h− h1) + φ
)X0(h1)∂th1 −∇ · (K(Tf (h− h1) + Ts(h))X0(h1)∇h1)
−∇ · (δφKX0(h1)∇h1)−∇ · (KTs(h)X0(h1)X0(h)∇h)
−φ(1−X0(h1))qL(x) = −QfTf (h− h1)−QsTs(h).
Les problèmes (P1) et (P2) sont complétés par les conditions aux bords et les conditions initiales suivantes :
h = hD, et h1 = h1,D sur Γ = ∂Ω (2.45)
h(0, x) = h0(x), et h1(0, x) = h1,0(x) dans Ω. (2.46)
Nous supposons que les conditions aux bords et initiales satisfont des conditions physiquement réalistes sur
la hiérarchie des interfaces :
h1,D ≤ hD ≤ h2 et h1,0 ≤ h0 ≤ h2 p.p dans Ω et h2 ∈ L∞(Ω).
Deux résultats d’existence sont démontrés dans les deux chapitres suivants : le premier pour le problème
sans coefficient d’emmagasinement, i.e le système (P1) et le second est le problème avec le coefficient d’em-
magasinement i.e le système (P2). Il s’agira de l’existence d’une solution au sens faible pour (P1), et d’une
solution en un sens très faible pour (P2)
Remarque 2.11 Un terme Cw défini par :
Cw =
{
−θ(s) si s ≥ 0 milieu non-saturé
Cs ∈ R+ si s = 0 milieu saturé
,
est introduit dans la suite à côté du coefficient d’emmagasinement Sf du problème (P2), soit SfCw, avec θ
la teneur en eau dans le domaine, pour prendre en compte l’influence du degré de saturation sur la compres-
sibilité du milieu poreux.
2.4.2 Résultats numériques principaux
Dans le chapitre 4 sont présentées des simulations numériques. D’abord pour comparer notre modèle 2D
intégré par l’approche mixte d’interface abrupte/interface diffuse avec le modèle 3D type d’écoulement de
deux fluides miscibles en milieu saturé (pour éviter le difficile traitement numérique d’un modèle 3D d’équa-
tions dégénérées). Puis, des simulations sont faites sur notre modèle 2D pour illustrer son efficacité (cette
fois dans le cas insaturé).
2.5 Tableau de comparaison avec les modèles existants
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Les auteurs voient le problème d’intrusion saline dans
un aquifère comme un problème 3D d’ écoulement et
de transport ( l’approche "Pas d’interface").
Les équations suivantes : Equation de continuité,























En tenant compte du fait que la densité dépend de la
fraction de masse par la relation linéaire
ρ(w) = ρf + βw(w − wf ),












où βw est la constante de la relation entre la densité de
la variation et la fraction de masse.
– Le terme en bleu représente le transport du soluté
dans l’aquifère.
– Le terme en rouge est absent dans notre modèle car
caché par la moyennisation.
– Différences :
• L’approche " Pas
d’interface+ transport de
soluté" est différente de notre
approche mixte (Diffuse et
Abrupte).
– Points communs :
Cet article vient renforcer
l’hypothèse que :
• La différence de densité est
une caractéristique
importante dans l’étude du
problème d’intrusion d’eau












Dans cet article Ackerer et al mettent en évidence de
nouvelles approximations 3D du modèle mathématique
standard connu constitué de l’ équation de continuité,
l’équation de Darcy et l’équation de transport :
∂(φρ)
∂t





+∇.(ρwq − ρD.∇w) = wsρsQs
où w est la fraction de masse du soluté dans le fluide.
– L’hypothèse de Oberbeck Boussinesq :
Consiste à négliger les variations de densité (à éviter
car introduit des erreurs)
– L’hypothèse de Ackerer et al (Bear)
néglige les variations de densité dans le sens de
l’écoulement.
Avec la seconde approximation plus l’hypothèse que les
effets de la température sont négligés, la porosité
dépendante de la pression et une matrice de
conductivité rigide, le système devient :
– Différences :
• L’approche " Pas
d’interface+ transport de
soluté" est différente de notre
approche mixte (Diffuse et
Abrupte).
• Les termes de transports
de soluté en bleu sont absents
dans notre modèle car tout
est dans le mouvement de
l’interface.
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+ ρ∇.q = ρsQs
q = −K.(∇h+ ρ− ρ0
ρ0
∇z)
en fonction de la charge hydraulique. où S = ρ0gSp.
– Points communs :
• L’hypothèse : Négliger les
variations de densité sans la
direction de l’écoulement.
• L’hypothèse de
compressibilité du fluide et












Deux modèles 3D sont étudiés :
– Écoulement de deux fluides miscibles dans un
milieux poreux déformable (zone saturée).
– Écoulement de deux fluides miscibles dans un
milieux poreux partiellement saturé.
• modèle 1 Systèmes EDPs de type parabolique :
∂tθ(p)+θ(p)a(c)∂tp+div(u) = qi−qs, u = −κ(θ(p))∇p,
θ(p)∂tc+θ(p)b(c)∂tp+u.∇c−div(θ(p)D(u)∇c) = qi(1−c).
• modèle 2 EDPs de type parabolique-hyperbolique :
∂tθ(p)+θ(p)a(c)∂tp+div(u) = qi−qs, u = −κ(θ(p))∇p,
θ(p)∂tc+ θ(p)b(c)∂tp+ u.∇c = qi(1− c),
avec cette fois θ et κ qui dégénérèrent.
– Différences :
L’approche " Pas d’interface"
différente de notre approche
mixte (Diffuse et Abrupte).
– Points communs :
L’hypothèse de
compressibilité du fluide et






in porous media :
approches and
challenges) Réf [30]
Dans cet article, H.-J.G. Diersch et al présentent les
exemples et challenges de la recherche dans le modèle
d’écoulement à densité variable avec une analyse
mathématique basée sur la pression capillaire.
L’équation de conservation de masse multiphasique
avec un mélange de plusieurs espèces :
εαραwαk
∂t
+∇.(εαραvαwαk ) +∇.Jαk = Rαk +Qαk
Jαk = −ραDα.∇wαk terme de difusion et dispersion
où α peut être (liquide, gaz, solide). On définit par sl,
la saturation en liquide et sg celle du gaz et vérifie
sl + sg = 1, 0 ≤ sl ≤ 1, 0 ≤ sg ≤ 1
La relation entre la pression du liquide pl et la pression
du gaz pg est donnée par
pc(sl) = pg − pl.
– Différences :
• L’approche " Pas
d’interface+ transport de
soluté" différente de notre
approche mixte (Diffuse et
Abrupte).
• Absence de l’équation de
Darcy dans leur modèle, alors
qu’elle est fondamentale pour
notre.
• La présence d’une pression
capillaire ( faux pour un
modèle eau douce/ eau salée
qui est miscible).
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Modélisation quasi 3D du modèle d’interface abrupte
entre eau salée et eau douce.
Equation de continuité couplée à l’équation de Darcy




+∇.(qf ) = Qf
Equation de continuité couplée à l’équation de Darcy





– L’approche interface abrupte :
Permet d’intégrer verticalement les deux équations
et de passer du 3D au 2D.
En introduisant les conditions aux bords et en tenant
en compte des recharges et des prélèvements en eaux
alors les équations intégrées deviennent :











− φ(1 + δ)∂Φs
∂t
)
−∇.(BfKΦf ) = Qf +Qlf











−∇.(BsKΦs) = Qs +Qls
– Différences :
• Notre modèle a des termes
en plus au niveau des termes
en bleu et rouge et cela vient
de l’approche diffuse avec la
largeur des zones de
transitions.




– Points communs :
• L’approche " Interface
Abrupte " qui est une
approche intégrée dans notre
modèle .












R. Monneau et M. Jazar étudient l’évolution des
interfaces dans un modèle d’intrusion Saline 2D dérivé





+ ˜div(ρ˜αv˜α) = 0, v˜α = −κ˜(x, z)∇˜(p˜+ραz)
où α peut être l’eau douce ou salée.
Ils introduisent les moyennes verticales :
Kα(x, z) = γs
∫ z
0




alors le système devient :
(Φf (., h)−Φf (., g))t = divx(K(x, z)|hg∇x(p+ (1− ε0)h))
Φf (., g)t = divx(K(x, z)|gb∇x(p+ (1− ε0)h) + ε0g)
– Différences :
• L’hypothèse de
compressibilité du fluide et
celle du sol selon la théorie de
Terzaghi.
– Points communs :
• L’approche Interface
Abrupte.
• L’hypothèse de la continuité
de la pression à travers les
interfaces.
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C’est un modèle 3D d’écoulement et de transport de
soluté.








Équations d’états (fraction de masse/ concentration) :
ρ = ρw(1 + βp(p− p0) + βww,
ρ = ρw(1 + βh(h− h0) + βCC.
La variation de la porosité résulte de la compressibilité
du milieu due à la variation de la pression d’où :
dφ = ∂φ
∂p
dp = (1− φ)( 11− φ
∂φ
∂p
)dp = (1− φ)αpdp
dφ = ∂φ
∂h
dh = (1− φ)( 11− φ
∂φ
∂h
)dh = (1− φ)αhdh
L’ équation de conservation de la masse en fonction de




+∇.(ρφv) = ρQρ − ρφβw ∂w
∂t
, Sp0 = φβp + αp





+∇.(φv) = Qρ − φβw ∂w
∂t
− φv.(βC∇C),
avec Sh0 = φβh + αh
– Différences :
L’approche " Pas d’interface+
transport de soluté" différente
de notre approche mixte
(Diffuse et Abrupte).
Les termes de transports de
soluté en bleu sont absents
dans notre modèle car tout





Sh0 = φβh + αh
6= Sh0 = ρ0g(φαp + (1− φ)βh)
à cause des modèles linéaires
de compressibilité.
– Points communs :
L’hypothèse de
compressibilité du fluide et
celle du sol avec la théorie de
Terzaghi.






Les auteurs, nous montre dans ce papier comment
exploiter des mesures de la charge hydraulique.
Cela part de l’équation de Darcy :
~q = −K∇h, ~q = −k
µ
(∇p− ρ~g)
Afin de mesurer h, les relations suivantes proviennent
des observations faites lors des expérimentations :




On voit que dans la définition de hp,i, pi et ρi varient.
Pour lever cette ambiguité, ils se disent : comme
n’importe quelle valeur de ρ pouvait être choisie, alors
le choix est porté sur la densité de l’eau douce :
hf,i = zi +
pi
ρfg
et au final : hf,i =
ρi
ρf




• Ils montrent la faiblesse de
l’hypothèse de Dupuit, la
charge hydraulique varie dans
leurs conditions.
– Points communs :
• Nous avons utilisé cette
définition dans notre modèle .
page 32
CHAPITRE 2. MODÉLISATION DU PROBLÈME D’INTRUSION D’EAU
DE MER DANS UN AQUIFÈRE LIBRE
ARTICLES RÉSUMÉ ET MODÈLE MATHÉMATIQUE
COMPARAISON AVEC
NOTRE MODÈLE






Nous avons là un modèle 3D d’intrusion saline
moyenné pour avoir un modèle 2D avec L’approche
interface abrupte.
Equation de continuité couplée à l’équation de Darcy
dans le domaine d’eau douce :
∂(φρ)
∂t



















– Hypothèses contraires :
• La pression verticale est hydrostatique et donc la
vitesse verticale est nulle.
• De plus, on ils utilisent une approximation comme :
ρ.g = ρ¯.g¯.
– Différences :
• Ils intègrent l’équation de
transport ce que nous ne
faisons pas dans notre
modèle.
– Points communs :
• L’approche " Interface
Abrupte " qui est une
approche intégrée dans notre
modèle.








Les auteurs considèrent des écoulements d’eaux salée
et douce séparées par une interface dans un aquifère
confiné et étudient l’identification de la conductivité
hydraulique.
L’équation de continuité couplée à celle de Darcy plus
trois approximations suivantes :
– L’hypothèse de Dupuit :
les écoulements sont quasi-horizontaux et intégrés
verticalement
et réduction de 2D à 1D.
– Négliger les coefficients d’emmagasinement
du fait que l’aquifère en question est confiné.
– Faible influence de la différence de la viscosité sur la
forme de l’interface par rapport à celle de la densité
qui a un effet.
En prenant tout en compte, ils obtiennent le système
suivant :
−div(κ(x)Bf (x,Φf ,Φs)∇Φf ) = Qf
−div(κ(x)Bs(x,Φf ,Φs)∇Φs) = Qs
où
Bf (x,Φf ,Φs) = ξ2(x)− ξ1(Φf ,Φs)
Bs(x,Φf ,Φs) = ξ1(Φf ,Φs)− ξ0(x)
représentent respectivement l’épaisseur de la zone
douce et celle de la zone salée.
ξ2 la hauteur de la surface supérieure de l’aquifère, ξ0
celle inférieure et ξ1 celle de l’interface et qui est
donnée par la relation
ξ1(Φf ,Φs) = (1− δ)Φs − Φf , où δ = 1
α




• Notre modèle a des termes
en plus, cela vient de
l’approche diffuse avec la
largeur des zones de
transitions et ce même si on
suppose que l’on a un aquifère
confiné.
• Absence des coefficients
d’emmagasinement : Sf et Ss
car l’aquifère est confiné.
• Leur modèle est elliptique.
– Points communs :
• L’approche " Interface
Abrupte " qui est une
approche intégrée dans notre
modèle .
• La relation en rouge entre
la charge hydraulique de l’eau





Existence d’une solution au modèle
sans coefficient d’emmagasinement.
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3.1 Introduction
Comme précisé dans le chapitre précédent, le modèle mathématique qui décrit la salinisation des aquifères
est fortement non-linéaire. Donc certains résultats d’existence et de régularité connus dans le cas des EDPs
linéaires ne s’appliquent plus, comme par exemple le théorème de Lax-Milgram. Dans le cas non-linéaire,
nous citerons [36], [52], [69] etc.., une vaste littérature sur les différentes techniques et méthodes de résolution
des EDPs non-linéaires notamment :
– la méthode vrariationelle : avec l’étude d’un problème de minimisation de la fonctionnelle d’énergie,
– les méthodes d’approximation : avec les méthodes de monotonie, de Galerkin et celle de Faedo-Galerkin,
– les méthodes de point fixe : avec les théorèmes de Brouwer pour les applications contractantes, celui de
Schauder et de Schaeffer pour l’extension ou la généralisation de Brouwer aux applications compactes.
C’est cette dernière méthode que nous allons utiliser par la suite.
Dans ce chapitre, nous rappellerons dans un premier temps notre modèle d’intrusion d’eau de mer dans un
aquifère libre sans coefficient d’emmagasinement, obtenu au chapitre précédent. Ce modèle (P1) modélise
à la fois l’évolution du front de l’eau salée et de la surface libre supérieure de l’aquifère dans un milieu
incompressible. C’est un système d’équations aux dérivées partielles fortement couplé de type parabolique
non-linéaire en espace. Grâce à notre approche mixte utilisée dans la modélisation, ce système est non dégé-
néré contrairement à celui introduit dans [59]. Ensuite, nous préciserons le cadre mathématique et les espaces
fonctionnels dans lesquels nous allons travailler. Enfin, nous utiliserons la méthode de point fixe afin d’établir
l’existence d’une solution faible globale en temps pour un système modifié issu du système (P1). La preuve
comporte plusieurs étapes :
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– dans la première étape, nous démontrons un résultat d’existence pour un système similaire, mais régularisé
par une fonction Heaviside, et pondéré par la vitesse du flux d’eau douce ;
– dans la seconde étape, nous montrons que la fonction auxiliaire introduite dans le système peut être sup-
primée,
– dans la troisième étape, nous montrons le principe du maximum pour la solution du système régularisé et
pondéré,
– enfin, nous terminerons par des passages à la limite pour montrer l’existence de solution faible à notre
problème initial.
• Le modèle mathématique (P1) :
Nous considérons donc dans la suite, un domaine Ω ouvert et borné de R2 décrivant la projection du milieux
poreux sur le plan horizontal avec un bord Γ de classe C1,2. L’intervalle de temps qui nous intéresse est
(0, T ) et on pose ΩT = (0, T ) × Ω. Nous rappelons que notre problème (P1) issu de la modélisation auquel
on ajoute des conditions aux bords et les conditions initiales, permet de contrôler simultanément l’évolution












Tf (h− h1) + Ts(h)
)X0(h1)∇h1)
−∇ · (δφKX0(h1)∇h1)−∇ · (KTs(h)X0(h1)X0(h)∇h)
−φqLf (x, h1, h)− φqLs(x, h1, h) = −QfTf (h− h1)−QsTs(h),
avec les conditions aux bords et conditions initiales suivantes :
h = hD et h1 = h1,D sur Γ = ∂Ω, (3.1)
h(0, x) = h0(x), et h1(0, x) = h1,0(x) dans Ω, (3.2)
et où qLf et qLs sont les termes de fuites définis par :




χ0(h− h1)QLf (x), (3.3)









Ts(h) = h2 − h, pour h ∈ [0, h2] et Tf (u) = u, pour u ∈ [0, h2].
En effet qLf représente seulement les échanges d’eau douce au niveau de la surface supérieure, ce qui explique




pour prendre en compte les zones semi-perméables à
hmax = 0. Nous considérons ici un aquifère phréatique i.e il n’y a pas de termes de fuites au niveau de la
couche supérieure jusqu’à ce que l’aquifère devienne saturé. Dans qLs, nous avons la présence de χ0(h2 − h)
pour les échanges d’eau salée au niveau de la couche inférieure.
• Les hypothèses :
Nous détaillons les différentes hypothèses qui serons utilisées dans ce chapitre. Nous allons commencer avec
les caractéristiques du milieu poreux.
– Nous supposons qu’il existe deux réels positifs K− et K+ tels que le tenseur de conductivité hydraulique
vérifie la condition d’ellipticité, soit borné et uniformément défini positif :
0 < K−|ξ|2 ≤
∑
i,j=1,2
Ki,j(x)ξiξj ≤ K+|ξ|2 <∞ x ∈ Ω, ξ ∈ R2 et ξ 6= 0. (3.5)
– Nous supposons que la porosité est constante dans l’aquifère. En effet dans l’étude envisagée, les effets dus
à la variation de la porosité φ sont négligeables comparés à ceux dus à la variation ou aux contrastes de
densité.
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– Nous supposons que les termes sources Qf , Qs sont des fonctions de L2(0, T, L2(Ω)) et les termes de
fuite ou de perte qLf et qLs sont définis respectivement par (3.3) et (3.4), avec QLf , QLs et QLsRLs des
fonctions de L2(0, T, L2(Ω)) telles que :
QLf ≥ 0, QLs ≥ 0, QLsRLs ≥ 0 p.p. dans Ω× (0, T ). (3.6)
L’hypothèse QLf ≥ 0 p.p. dans ΩT signifie par exemple qu’il y a pompage ou fuite d’eau douce.
– Nous supposons aussi que
−(max(Qf , 0) + max(Qs, 0))h2 +QLf +QLsRLs ≥ 0 p.p. dans Ω× (0, T ). (3.7)
Cette hypothèse, qui pourrait sembler plutôt technique est effectivement introduite parce que la profondeur
de l’aquifère ne peut dépasser h2. Tous les termes sources doivent donc se compenser en quelque sorte.
(3.7) est le garant du principe de bon sens qui est : "une boîte remplie ne peut pas être plus remplie".
– Nous supposons que les fonctions hD, h1,D appartiennent à l’espace L2(0, T,H1(Ω)) et que leurs dérivées
en temps ∂thD, ∂th1,D appartiennent à l’espace L2(0, T,H1(Ω)′) où H1(Ω)′ est le dual de H1(Ω). Les
fonctions h0, h1,0 ∈ H1(Ω) satisfont les conditions de compatibilité :
h0|Γ = hD(0, x), h1,0|Γ = h1,D(0, x) sur Γ. (3.8)
– Nous supposons que les conditions aux bords et initiales satisfont des conditions physiquement réalistes
sur la hiérarchie des interfaces :
0 ≤ h1,D ≤ hD ≤ h2 et 0 ≤ h1,0 ≤ h0 ≤ h2 p.p dans Ω et h2 ∈ L∞(Ω). (3.9)
3.2 Résultats
Ici, nous posons le cadre mathématique et les espaces fonctionnels auxquels vont appartenir nos solutions,
puis nous énonçons un résultat d’existence globale en temps d’une solution faible pour (P1). Le point fort
de ce résultat est que le principe du maximum physique est vérifié par cette solution faible.
3.2.1 Résultats préliminaires





Pour simplifier les notations, on pose : H1(Ω) = W 1,2(Ω) et
V = H10 (Ω), V ′ = H10 (Ω)′ = H−1(Ω), H = L2(Ω).
Le symbole 〈·, ·〉 est le produit de dualité entre V et V ′. Les inclusions compactes et denses suivantes
V ⊂ H ≡ H ′ ⊂ V ′
sont vérifiées voir [20]. Nous construisons l’espace W (0, T ) tel que : pour tout T > 0
W (0, T ) :=
{
w ∈ L2(0, T, V ), ∂tw ∈ L2(0, T, V ′)
}
muni d’une norme hilbertienne
||w||W (0,T ) =
(




D’après J. L. Lions (voir [52] chapitre 1, proposition 2.1 et théorème 3.1), on a l’injection continue :
W (0, T ) ⊂ C([0, T ], [V, V ′] 1
2
) ⊂ C([0, T ], H)
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et on déduit du lemme d’Aubin que l’injection suivante est compacte (voir [77]) :
W (0, T ) ⊂⊂ L2(0, T,H).
Nous rappelons le résultat de F. Mignot [38] qui nous servira dans la suite : soit f : R −→ R une fonction






Soit w ∈ L2(0, T,H) telle que dwdt ∈ L2(0, T, V ′) et f(w) ∈ L2(0, T, V ), alors
〈dw
dt








dy dans D′(0, T ),












3.2.2 Énoncé du Théorème 1
Théorème 1 :
Supposons vérifiées les hypothèses précédentes ainsi qu’une relativement faible hétérogénéité spatiale :
K− ≤ K+ ≤ 2K−.
Alors pour tout T > 0, le problème (P1), (3.1) et (3.2) admet une solution faible (h, h1) satisfaisant :
(a) (h− hD, h1 − h1,D) ∈
(
L2(0, T ;H10 (Ω)) ∩H1(0, T ;V ′)
)2
.
Si de plus, nous supposons que h2 est constante, on a
(b) 0 ≤ h1(t, x) ≤ h(t, x) ≤ h2 pour presque tout x dans Ω et pour tout t dans (0, T ).
3.3 Démonstration
Avant de commencer la preuve de ce théorème, nous allons simplifier le système P1 :
– en supprimant le terme X0(h) devant ∂th ou ∇h et le terme X0(h1) devant ∂th1, du fait de la redondance
de l’information sur l’inconnue (principe du maximum),
– en gardant par contre le terme X0(h1) devant ∇h,
– en supposant que les termes de fuite ou perte sont nuls, qL = 0.
Cette simplification ne change en rien notre modèle du point de vue mathématique. Puis nous introduisons
aussi deux fonctions incontournables pour la preuve qui sont :
• La fonction auxiliaire :
Cette fonction tantôt appelée auxiliaire, tantôt fonction de troncature ou fonction de pénalisation, est intro-
duite dans le but de pénaliser la vitesse du front de l’eau douce. Soit M une constante que nous préciserons
plus tard, on pose :







1 si x ≤M
M
x si x > M
.
• La fonction de Heaviside régularisée :
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On rappelle que la fonction de Heaviside a été introduite dans la modélisation afin de s’assurer que les
interfaces ne sortent pas du sous sol, notre domaine d’étude. On introduit la régularisation suivante :
X0(h1) =
{
0 si h1 ≤ 0
1 si h1 > 0
, X 0 (h1) =
 0 si h1 ≤ 0h1√
h21+
si h1 > 0 ,
pour  > 0. On remarque que :







X0(h1) presque partout si h1 −→
→0
h1 p.p.
1 ≥ X 0 (h1) ≥ 0.
3.3.1 Etape 1 : Existence pour le système pénalisé avec Heaviside régularisée
X 0
Soit  > 0 fixé. On introduit la régularisation X 0 au lieu de X0 dans le système et la fonction auxiliaire
LM
(||∇h1||L2(0,T ;H)) devant le terme en ∇h1 (vitesse de l’interface entre l’eau douce et la partie insaturée)
de la première équation dans le système qui est l’équation de conservation de la masse de l’eau salée. On




 −∇ · (δφ∇h)−∇ · (KTs(h)X 0 (h1)∇h)






)−∇ · (K(Tf (h − h1) + Ts(h)X 0 (h1))∇h1)
−∇ · (KTs(h)X 0 (h1)∇h) = −QfTf (h − h1)−QsTs(h),
avec les conditions aux bords et conditions initiales suivantes :
{
h = hD, h1 = h1,D sur Γ,
h(0, x) = h0, h1(0, x) = h1,0(x) dans Ω.
Pour alléger les notations, nous allons maintenant omettre la dépendance en  de la solution (h, h1) et





δφ∇h)−∇ · (KTs(h)X 0 (h1)∇h)




)−∇ · (K(Tf (h− h1) + Ts(h)X 0 (h1))∇h1)
−∇ · (KTs(h)X 0 (h1)∇h) = −QfTf (h− h1)−QsTs(h),
avec les conditions aux bords et conditions initiales suivantes :
{
h = hD, h1 = h1,D sur Γ,
h(0, x) = h0, h1(0, x) = h1,0(x) dans Ω.
La formulation variationnelle associée à (P1)a est de trouver une solution (h, h1) ∈ L2(0, T ;H1(Ω)) ×
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QsTs(h)w dxdt = 0, (3.10)∫ T
0
























QfTf (h− h1) +QsTs(h)
)
w dxdt = 0, (3.11)
pour tout w ∈ V = H10 (Ω).
Puisque, nous voulons utiliser le théorème de point fixe de Schauder pour montrer que pour tout T > 0, notre
problème (3.10)-(3.11) admet une solution (h, h1) dans L2(0, T ;H1(Ω))×L2(0, T ;H1(Ω)) et qui vérifiera les
conditions initiales et aux bords, nous construisons l’application F suivante définie par :
F : L2(0, T ;H1(Ω))× L2(0, T ;H1(Ω)) −→ L2(0, T ;H1(Ω))× L2(0, T ;H1(Ω))
(h¯, h¯1) 7−→ F(h¯, h¯1) =
(
F1(h¯, h¯1) = h,F2(h¯, h¯1) = h1
)
,























QsTs(h¯)w dxdt = 0, (3.12)∫ T
0













Ts(h¯)X 0 (h¯1) + Tf (h¯− h¯1)












QfTf (h¯− h¯1) +QsTs(h¯)
)
w dxdt = 0, (3.13)
pour tout w ∈ V = H10 (Ω) avec h = hD, h1 = h1,D sur Γ et h(0, ·) = h0, h1(0, ·) = h1,0.
D’après la théorie classique des EDPs paraboliques de Ladyzenskaya voir [48], la solution au problème (3.12)-
(3.13) existe car ces équations sont linéaires.
On pose :




∇g1, ∀(g, g1) ∈ (L∞(0, T ;H1(Ω)))2.
On a alors :
||d(g, g1)||L2(0,T ;H) = ||Ts(g)LM
(||∇g1||L2(0,T ;H))∇g1||L2(0,T ;H) ≤M ||h2||L∞(Ω) car h2 ∈ L∞(Ω).
a) Nous allons montrer que F1 est continue :
Soient la suite (h¯n, h¯n1 )n de L2(0, T ;H1(Ω))×L2(0, T ;H1(Ω)) et (h¯, h¯1) de L2(0, T ;H1(Ω))×L2(0, T ;H1(Ω))
telle que
(h¯n, h¯n1 ) −→ (h¯, h¯1) dans L2(0, T ;H1(Ω))× L2(0, T ;H1(Ω)) quand n→∞.
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Nous posons
hn = F1(h¯n, h¯n1 ) et h = F1(h¯, h¯1),
et nous montrons que
hn −→ h dans L2(0, T ;H1(Ω)) quand n→∞ (convergence forte).
Pour démontrer cette convergence forte dans L2(0, T ;H1(Ω)), nous commençons par montrer la conver-
gence faible dans L2(0, T ;H1(Ω)). Puis, nous utiliserons le Lemme d’Aubin pour la convergence forte dans
L2(0, T ;H).
• Montrons que (hn − hD)n est uniformément bornée dans L2(0, T ;V ) :
Pour tout n ∈ N, hn est bien solution de (3.12) de plus si on remplace w = hn − hD dans (3.12) on obtient :∫ T
0






δφ+KTs(h¯n)X 0 (h¯n1 )











QsTs(h¯n)(hn − hD) dxdt.
En développant, on a :∫ T
0






δφ+KTs(h¯n)X 0 (h¯n1 )







δφ+KTs(h¯n)X 0 (h¯n1 )




















QsTs(h¯n)(hn − hD) dxdt−
∫ T
0
φ〈∂thD, (hn − hD)〉V ′,V dt. (3.14)
Nous allons estimer séparément chaque terme de (3.14). En utilisant la formule d’intégration de F.Mignot
avec la fonction (hn − hD) qui appartient à W (0, T ) et donc à C(0, T ;H). Le premier terme qui s’écrit∫ T
0
φ〈∂t(hn − hD), (hn − hD)〉V ′,V dt = φ2
∣∣∣∣hn(T )− hD(T )∣∣∣∣2H − φ2 ∣∣∣∣h0 − hD|t=0∣∣∣∣2H . (3.15)





δφ+KTs(h¯n)X 0 (h¯n1 )
)
∇hn · ∇hn dxdt ≥ δφ
∣∣∣∣∇hn∣∣∣∣2L2(0,T ;H). (3.16)





δφ+KTs(h¯n)X 0 (h¯n1 )
)∇hn · ∇hD dxdt∣∣ ≤ (δφ+K+||h2||L∞(Ω))||∇hn||L2(0,T ;H)||hD||L2(0,T ;H1),






δφ+KTs(h¯n)X 0 (h¯n1 )
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(||∇h¯n1 ||L2(0,T ;H))X 0 (h¯n1 )∇h¯n1 · ∇hn dxdt∣∣∣ ≤ K+||d(h¯n, h¯n1 )||L2(0,T ;H)||∇hn||L2(0,T ;H)
≤ MK+||h2||L∞(Ω)||∇hn||L2(0,T ;H),





(||∇h¯n1 ||L2(0,T ;H))X 0 (h¯n1 )∇h¯n1 · ∇hn dxdt∣∣∣ ≤ K2+M22ε ||h2||2L∞(Ω) + ε2 ||∇hn||2L2(0,T ;H).
(3.18)





(||∇h¯n1 ||L2(0,T ;H))X 0 (h¯n1 )∇h¯n1 · ∇hD dxdt∣∣∣ ≤ K+||d(h¯n, h¯n1 )||L2(0,T ;H)||hD||L2(0,T ;H1)
≤ MK+||h2||L∞(Ω)||hD||L2(0,T ;H1). (3.19)




QsTs(h¯n)(hn − hD) dxdt
∣∣∣ ≤ ||Qs||L2(0,T ;H)||h2||L∞(Ω)||hn − hD||L2(0,T ;H),




QsTs(h¯n)(hn − hD) dxdt
∣∣∣ ≤ ||Qs||2L2(0,T ;H)2φ ||h2||2L∞(Ω) + φ2 ||hn − hD||2L2(0,T,H). (3.20)
Enfin, pour le dernier terme nous avons en appliquant successivement les inégalités de Cauchy-Schwarz et
de Young :∣∣∣− ∫ T
0
φ〈∂thD, (hn − hD)〉V ′,V dt






















En faisant la somme de (3.15), (3.16), (3.17), (3.18), (3.19), (3.20) et (3.21) on réécrit (3.14)
φ
2
∣∣∣∣hn(T )− hD(T )∣∣∣∣2H − φ2 ∣∣∣∣h0 − hD|t=0∣∣∣∣2H + δφ∣∣∣∣∇hn∣∣∣∣2L2(0,T ;H)

































































∣∣∣∣h0 − hD|t=0∣∣∣∣2H . (3.22)
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Alors on choisit ε telle que : Cg = δφ2 − ε ≥ ε0 > 0, pour un ε0 > 0. De la relation (3.22) avec le Lemme de
Gronwall, plus l’inégalité suivante :
φ
2
∣∣∣∣hn(T )∣∣∣∣2H − φ2 ∣∣∣∣hD(T )∣∣∣∣2H ≤ φ2 ∣∣∣∣hn(T )− hD(T )∣∣∣∣2H
⇔ φ2



































































































































,∣∣∣∣∇hn∣∣∣∣L2(0,T ;H) ≤ BM (φ, δ,K, h0, hD, h2, Qs,M). (3.24)
Donc la suite (hn − hD)n est uniformément bornée dans L2(0, T ;H10 (Ω)) ∩ L∞(0, T,H) puisque (hn)n l’est
dans L2(0, T ;H1(Ω)) ∩ L∞(0, T,H). Nous notons aussi que l’estimation de la norme L∞(0, T,H) justifie le
fait que nous pouvons refaire les calculs en remplaçant T par un τ ≤ T dans l’intégration en temps. Dans la
suite pour majorer la suite (hn)n, nous poserons :
CM =
√
A2M +B2M . (3.25)
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• Montrons que (∂t(hn − hD)n) est uniformément bornée dans L2(0, T ;V ′) :





























δφ+KTs(h¯n)X 0 (h¯n1 )
)







(||∇h¯n1 ||L2)X 0 (h¯n1 )∇h¯n1 · ∇w dxdt
∣∣∣∣∣.
Nous allons estimer séparément les quatre termes du second membre :∣∣∣ ∫ T
0
−φ〈∂thD, w〉V ′,V dt






δφ+KTs(h¯n)X 0 (h¯n1 )
)
∇hn · ∇w dxdt
∣∣∣ ≤ (δφ+K+||h2||L∞(Ω))||hn||L2(0,T ;H1)||w||L2(0,T ;V ),





δφ+KTs(h¯n)X 0 (h¯n1 )
)
∇hn · ∇w dxdt
∣∣∣ ≤ (δφ+K+||h2||L∞(Ω))CM ||w||L2(0,T ;V ). (3.26)





(||∇h¯n1 ||L2)X 0 (h¯n1 )∇h¯n1 · ∇w dxdt∣∣∣ ≤M ||h2||L∞(Ω)||w||L2(0,T ;V ) (3.27)





∣∣∣ ≤ ||Qs||L2(0,T ;H)||h2||L∞(Ω)||w||L2(0,T ;V ). (3.28)






+φ||∂thD||L2(0,T ;V ′) + ||Qs||L2(0,T ;H)||h2||L∞(Ω)
)
||w||L(0,T ;V ),
avec ||w||L2(0,T,V ) ≤ 1, donc∣∣∣∣∂t(hn − hD)∣∣∣∣L2(0,T,V ′) ≤ 1φ((δφ+K||h2||L∞(Ω))CM +M ||h2||L∞(Ω)
+φ||∂thD||L2(0,T ;V ′) + ||Qs||L2(0,T ;H)||h2||L∞(Ω)
)






est uniformément bornée dans L2(0, T ;H1(Ω))∩H1(0, T ;V ′) et d’après le théorème de compacité
de Aubin voir [77] la suite (hn)n est séquentiellement compacte dans L2(0, T ;H). On peut extraire une
sous suite toujours nommée (hn)n qui converge fortement vers une limite l dans L2(ΩT ) et faiblement
dans L2(0, T ;H1(Ω))∩H1(0, T, V ′). En utilisant en particulier la convergence forte dans L2(ΩT ) et donc la
convergence presque partout dans ΩT = (0, T )×Ω, on vérifie que l est solution de (3.12). Cette solution étant
unique alors l = h. Pour finir avec la continuité de F1, montrons la convergence forte dans L2(0, T ;H1(Ω)).
• Convergence forte dans L2(0, T ;H1(Ω)) :
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On fait la différence de la formulation faible (3.12) avec la suite (hn)n et de la même formulation faible avec
cette fois la solution h, puis on teste avec la fonction w = hn − h. Cela donne :∫ T
0






δφ+KTs(h¯n)X 0 (h¯n1 )








Ts(h¯n)X 0 (h¯n1 )− Ts(h¯)X 0 (h¯1)









(||∇h¯n1 ||L2(0,T ;H))X 0 (h¯n1 )∇h¯n1 − Ts(h¯)LM(||∇h¯1||L2(0,T ;H))X 0 (h¯1)∇h¯1)





Qs(Ts(h¯n)− Ts(h¯))(hn − h) dxdt = 0. (3.30)
En utilisant l’hypothèse que :
(h¯n, h¯n1 ) −→ (h¯, h¯1) dans L2(0, T ;H1(Ω))× L2(0, T ;H1(Ω)),








δφ+KTs(h¯n)X 0 (h¯n1 )
)∇(hn − h) · ∇(hn − h) dxdt) = 0.












K−Ts(h¯n)X 0 (h¯n1 )|∇(hn − h)|2 dxdt
)
≤ 0.
Donc, nous concluons que la suite (hn)n converge dans L2(0, T ;H1(Ω)) vers la solution (h) de notre problème,
ce qui prouve la continuité de F1 dans la topologie forte de L2(0, T ;H1(Ω)).
b) Nous allons montrer de même que F2 est continue :
Nous appliquons la même méthode que celle décrite dans a). On pose
h1,n = F2(h¯n, h¯n1 ) et h1 = F2(h¯, h¯1),
et montrons que
h1,n −→ h1 dans L2(0, T ;H1(Ω)) (Convergence forte).
• Montrons que (h1,n − h1,D)n est uniformément bornée dans L2(0, T ;V ) :
Or pour tout n ∈ N, h1,n est solution de (3.13) de plus si on remplace w = h1,n − h1,D dans (3.13) et on
obtient : ∫ T
0













Ts(h¯n)X 0 (h¯n1 ) + Tf (h¯n − h¯n1 )













QfTf (h¯n − h¯n1 ) +QsTs(h¯n)
)
(h1,n − h1,D) dxdt,
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soit après réduction∫ T
0









Ts(h¯n)X 0 (h¯n1 ) + Tf (h¯n − h¯n1 )









Ts(h¯n)X 0 (h¯n1 ) + Tf (h¯n − h¯n1 )


















QfTf (h¯n − h¯n1 ) +QsTs(h¯n)
)




φ〈∂th1,D, (h1,n − h1,D)〉V ′,V dt. (3.31)
Estimons les termes de (3.31). Le premier terme s’écrit∫ T
0
φ〈∂t(h1,n − h1,D), (h1,n − h1,D)〉V ′,V dt = φ2
∣∣∣∣h1,n(T )− h1,D(T )∣∣∣∣2H − φ2 ∣∣∣∣h1,0 − h1,D|t=0∣∣∣∣2H . (3.32)
Pour le second, on rappelle que les fonctions Ts et Tf sont définies sur [0, h2] et prolongées par continuité en
dehors telles que :
Ts(h) = h2 − h, ∀h ∈ [0, h2] =⇒ Ts(h) ≥ 0








Ts(h¯n)X 0 (h¯n1 ) + Tf (h¯n − h¯n1 )







∣∣∇h1,n∣∣2 dxdt ≥ δφ∣∣∣∣∇h1,n∣∣∣∣2L2(0,T ;H). (3.33)
De plus, pour le troisième terme on applique l’inégalité de Cauchy-Schwarz puis celle de Young et on a pour







Ts(h¯n)X 0 (h¯n1 ) + Tf (h¯n − h¯n1 )
))∇h1,n · ∇h1,D dxdt∣∣















KTs(h¯n)X 0 (h¯n1 )∇hn · ∇h1,n dxdt
∣∣ ≤ K+||h2||L∞(Ω)||hn||L2(0,T ;H1(Ω))||∇h1,n||L2(0,T ;H),





KTs(h¯n)X 0 (h¯n1 )∇hn · ∇h1,n dxdt
∣∣ ≤ K2+||h2||2L∞(Ω)C2M2ε + ε2 ∣∣∣∣∇h1,n∣∣∣∣2L2(0,T ;H). (3.35)




KTs(h¯n)X 0 (h¯n1 )∇hn · ∇h1,D dxdt
∣∣ ≤ K+||h2||L∞(Ω)||hn||L2(0,T ;H1(Ω))||h1,D||L2(0,T ;H1(Ω))
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KTs(h¯n)X 0 (h¯n1 )∇hn · ∇h1,D dxdt
∣∣ ≤ K+||h2||L∞(Ω)CM ||h1,D||L2(0,T ;H1(Ω)). (3.36)






QfTf (h¯n − h¯n1 ) +QsTs(h¯n)
)
(h1,n − h1,D) dxdt
∣∣






QfTf (h¯n − h¯n1 ) +QsTs(h¯n)
)







∣∣∣∣h1,n − h1,D∣∣∣∣2L2(0,T ;H). (3.37)
Enfin, le dernier terme s’écrit comme :
∣∣− ∫ T
0
φ〈∂th1,D, (h1,n − h1,D)〉V ′,V dt

















L2(0,T ;V ). (3.38)
En faisant la somme de (3.32), (3.33), (3.35), (3.34), (3.36), (3.37) et (3.38) on réécrit (3.31) :
φ
2












∣∣∣∣∇h1,n∣∣∣∣2L2(0,T ;H) + CMK+||h2||L∞(Ω)||h1,D||L2(0,T ;H1(Ω)) + φ2δ ||∂th1,D||2L2(0,T ;V ′)
+φδ2 ||h1,D||
2































































+φδ||h1,D||2L2(0,T ;V ) +
φ
2 (1 + δ)
∫ T
0
||h1,n − h1,D||2Hdt. (3.39)
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) ≥ ε0 > 0, avec un ε0 > 0 dans (1.54), le Lemme de Gronwall
nous assure l’existence de deux réels positifs EM et FM dépendant des données du problème, plus si nous
utilisons l’inégalité suivante :
φ
2
∣∣∣∣h1,n(T )∣∣∣∣2H − φ2 ∣∣∣∣h1,D(T )∣∣∣∣2H ≤ φ2 ∣∣∣∣h1,n(T )− h1,D(T )∣∣∣∣2H
⇔ φ2



































































































































2 ,∣∣∣∣h1,n∣∣∣∣L∞(0,T ;H) ≤ EM (φ, δ,K, h1,0, h1,D, h2, Qs, Qf ,M,CM ), (3.40)
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,∣∣∣∣∇h1,n∣∣∣∣L2(0,T ;H) ≤ FM (φ, δ,K, h1,0, h1,D, h2, Qs, Qf ,M,CM ). (3.41)
Donc la suite (h1,n)n est uniformément bornée dans L2(0, T ;H1(Ω))∩L∞(0, T ;H) et nous poserons dans la
suite C1,M comme majorant de la suite (h1,n)n, défini par
C1,M =
√
E2M + F 2M . (3.42)
• Montrons que (∂t(h1,n − h1,D)n) est uniformément bornée dans L2(0, T ;V ′) :
La norme dans L2(0, T, V ′) s’écrit comme :





















Ts(h¯n)X 0 (h¯n1 ) + Tf (h¯n − h¯n1 )
















Nous allons estimer séparément les quatre termes de cette norme. Le premier s’écrit :∣∣∣∣∣
∫ T
0
−φ〈∂th1,D, w〉V ′,V dt
∣∣∣∣∣ ≤ φ||∂th1,D||L2(0,T ;V ′)||w||L2(0,T ;V ). (3.43)








Ts(h¯n)X 0 (h¯n1 ) + Tf (h¯n − h¯n1 )
))∇h1,n · ∇wdxdt
∣∣∣∣∣
≤ (δφ+ 2K+||h2||L∞(Ω))||h1,n||L2(0,T ;H1)||w||L2(0,T ;V )








Ts(h¯n)X 0 (h¯n1 )+Tf (h¯n−h¯n1 )
))
∇h1,n·∇wdxdt
∣∣∣∣∣ ≤ (δφ+2K+||h2||L∞(Ω))C1,M ||w||L2(0,T,V ).
(3.44)





KTs(h¯n)X 0 (h¯n1 )∇hn · ∇w dxdt
∣∣∣∣∣ ≤ K+||h2||L∞(Ω)||hn||L2(0,T ;H1(Ω))||w||L2(0,T,V )
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KTs(h¯n)X 0 (h¯n1 )∇hn · ∇w dxdt
∣∣∣∣∣ ≤ K+||h2||L∞(Ω)CM ||w||L2(0,T,V ). (3.45)






QfTf (h¯n − h¯n1 ) +QsTf (h¯n)
)
w dxdt
∣∣∣∣∣ ≤ ||Qf +Qs||L2(0,T ;H)∣∣∣∣h2∣∣∣∣L∞(Ω)∣∣∣∣w∣∣∣∣L2(0,T,V ). (3.46)





φ||∂th1,D||L2(0,T ;V ′) + δφ
+(K+CM + 2K+C1,M + ||Qf +Qs||L2(0,T ;H))
∣∣∣∣h2∣∣∣∣L∞(Ω))||w||L2(0,T,V ),





φ||∂th1,D||L2(0,T ;V ′) + δφ+ (K+CM
+2K+C1,M + ||Qf +Qs||L2(0,T ;H)






est bornée dans L2(0, T ;H1(Ω))∩H1(0, T ;V ′) et d’après le théorème de compacité deAubin, la





qui converge fortement vers une limite l1 dans L2(ΩT ) et faiblement dans L2(0, T ;H1(Ω))∩
H1(0, T ;V ′). Avec la convergence presque partout sur (0, T ) × Ω, on a que l1 est solution de (3.13) et est
unique, donc l1 = h1.
• Convergence forte dans L2(0, T ;H1(Ω)) :
Pour finir la preuve sur la continuité de F2, nous faisons la différence entre la formulation variationnelle
(3.13) avec h1,n et celle avec h1, puis nous choisissons w = h1,n − h1. Nous obtenons :∫ T
0













Ts(h¯n)X 0 (h¯n1 ) + Tf (h¯n − h¯n1 )








Ts(h¯n)X 0 (h¯n1 ) + Tf (h¯n − h¯n1 )








Ts(h¯n)X 0 (h¯n1 )− Ts(h¯)X 0 (h¯1)







QfTf (h¯n − h¯n1 ) +QsTs(h¯n)
)− (QfTf (h¯− h¯1) +QsTs(h¯)))(h1,n − h1) dxdt = 0. (3.48)
En utilisant l’hypothèse que :
(h¯n, h¯n1 ) −→ (h¯, h¯1) dans L2(0, T ;H1(Ω))× L2(0, T ;H1(Ω)),















Ts(h¯n)X 0 (h¯n1 ) + Tf (h¯n − h¯n1 )
)∇(h1,n − h1) · ∇(h1,n − h1) dxdt) = 0.
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Ts(h¯n)X 0 (h¯n1 ) + Tf (h¯n − h¯n1 )
)|∇(h1,n − h1)|2 dxdt) ≤ 0.
Donc, nous concluons que la suite (h1,n)n converge dans L2(0, T ;H1(Ω)) vers la solution (h1) de notre
problème, et la continuité de F2 dans la topologie forte de L2(0, T ;H1(Ω)) est prouvée.
c) Conclusion :
F est continue puisque ses fonctions composantes F1 et F2 le sont. De plus, si B ∈ R∗+ est la constante
définie par les estimations uniformes (3.25), (3.29), (3.42) et (3.47), c’est-à-dire
B =
√
C2M +D2M + C21,M +D21,M ,





L2(0, T ;H1(Ω)) ∩H1(0, T ;V ′)
)2
; (g(0), g1(0)) = (h0, h1,0), (g|Γ, g1|Γ) = (hD, h1,D);
||(g, g1)||(
L2(0,T ;H1(Ω))∩H1(0,T ;V ′)
)2 ≤ B},
alors F(W1) ⊂ W1 et la restriction de F à W1 est continue. D’après le théorème de point fixe de Schauder,
il existe donc (h, h1) ∈W1 point fixe de F . On a ainsi l’existence d’une solution faible à (3.10)-(3.11).
Remarque 3.1 La compacité de l’opérateur F peut être plus facilement vérifiée en introduisant la fonction
LM au lieu de LM dans cette étape de point fixe (voir chapitre suivant). Nous préférons ici privilégier la
concision de la présentation.
3.3.2 Etape 2 : Elimination de la fonction auxiliaire LM
Ici, nous allons montrer l’existence d’un nombre réel R > 0 ne dépendant pas de  ni de M , telle qu’une
solution faible (h, h1) ∈W1 du problème (3.10)-(3.11) satisfait
||∇h||L2(0,T,H) ≤ R et ||∇h1||L2(0,T,H) ≤ R. (3.49)
Nous allons utiliser les équations (3.10) et (3.11) en remplaçant respectivement w = h − hD dans (3.10) et
w = h1 − h1,D dans (3.11). On obtient donc :
∫ T
0











KTs(h)X 0 (h1)∇h · ∇(h− hD) dxdt
1. ∀
(
(g, g1), (h, h1)
)
∈W 21 et pour tout t ∈ [0, 1], alors
(


















QsTs(h)(h− hD) dxdt, (3.50)
∫ T
0













Ts(h)X 0 (h1) + Tf (h− h1)













QfTf (h− h1) +QsTs(h)
)
(h1 − h1,D) dxdt. (3.51)








φ〈∂t(h− hD), h− hD〉V ′,V dt+
∫ T
0













































































φ〈∂t(h1 − h1,D), h1 − h1,D〉V ′,V dt+
∫ T
0
















δφ∇h1 · ∇h1,D dxdt,
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Ts(h)X 0 (h1) + Tf (h− h1)








Ts(h)X 0 (h1) + Tf (h− h1)








Ts(h)X 0 (h1) + Tf (h− h1)
)∇h1 · ∇h1,D dxdt,
















KTs(h)X 0 (h1)∇h · ∇h1,D dxdt,






QfTf (h− h1) +QsTs(h)
)















QfTf (h− h1) +QsTs(h)
)
h1,D dxdt.
Nous allons faire la somme des termes de (3.50) et (3.51) en utilisant la formule suivante pour réduire les
calculs :
K∇h · ∇h+KLM
(||∇h1||L2(0,T ;H))∇h1 · ∇h+K∇h1 · ∇h1 +K∇h · ∇h1
= K∇(h+ h1) · ∇(h+ h1)−K∇h1 · ∇h+KLM
(||∇h1||L2(0,T ;H))∇h1 · ∇h, (3.52)
or ∇h1 · ∇h = ∇h1 · ∇(h+ h1)−∇h1 · ∇h1, donc (3.52) devient :
K∇h · ∇h+KLM
(||∇h1||L2(0,T ;H))∇h1 · ∇h+K∇h1 · ∇h1 +K∇h · ∇h1
= K∇(h+ h1) · ∇(h+ h1)−K
(∇h1 · ∇(h+ h1)−∇h1 · ∇h1)
+KLM
(||∇h1||L2(0,T ;H))(∇h1 · ∇(h+ h1)−∇h1 · ∇h1),
et on obtient :
K∇h · ∇h+KLM
(||∇h1||L2(0,T ;H))∇h1 · ∇h+K∇h1 · ∇h1 +K∇h · ∇h1
= K∇(h+ h1) · ∇(h+ h1) +K
(
1− LM




(||∇h1||L2(0,T ;H)))∇h1 · ∇(h+ h1). (3.53)
Ainsi en sommant (3.50) et (3.51), puis en utilisant (3.53), on obtient :
∫ T
0
φ〈∂t(h− hD), h− hD〉V ′,V dt+
∫ T
0






















KTs(h)X 0 (h1)∇(h+ h1) · ∇(h+ h1) dxdt
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δφ+KTs(h)X 0 (h1) +KTf (h− h1)
)

























QfTf (h− h1) +QsTs(h)
)




φ〈∂thD, h− hD〉V ′,V dt+
∫ T
0
〈∂th1,D, h1 − h1,D〉V ′,V dt. (3.54)
c’est-à-dire : ∫ T
0























(||∇h1||L2(0,T ;H)))Ts(h)X 0 (h1) + Tf (h− h1)
]



































δφ+KTs(h)X 0 (h1) +KTf (h− h1)
)







































−φ〈∂thD, h− hD〉V ′,V dt+
∫ T
0
〈∂th1,D, h1 − h1,D〉V ′,V dt︸ ︷︷ ︸
J12
. (3.55)
Nous allons estimer les termes de (3.55) et nous utiliserons la plupart du temps l’inégalité de Cauchy-Schwarz






















































































































































KTs(h)X 0 (h1)∇h · ∇hD dxdt
∣∣∣∣∣
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(||∇h1||L2(0,T ;H))X 0 (h1)|∇hD|2 dxdt,
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KTs(h)X 0 (h1)∇h · ∇h1,D dxdt












































QfTf (h− h1) +QsTs(h)
)















































φ〈∂thD, h− hD〉V ′,V dt
∣∣∣+ ∣∣∣ ∫ T
0





















































































|v|2 dxdt+ C, (3.56)
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où C = C(u0, v0, h2, hD, h1,D, Qs, Qf ). On choisit ε de sorte que (1) ≥ 0 et (2) ≥ 0 : c’est-à-dire














≥ 0 ⇔ K+ ≤ 2K−,
Pour pouvoir utiliser le lemme de Gronwall sur l’inégalité (3.56), il faut choisir :
(3)




K+ ≤ 2K− i.e une sorte de contrôle de l’hétérogénéité spatiale du milieu.
Si la condition (3) est respectée, nous déduisons du lemme de Gronwall qu’il existe un nombre réel positif
R, indépendant de  de la régularisation de X 0 et de M tel que :
||h||L∞(0,T ;H)∩L2(0,T ;H1(Ω)) ≤ R et ||h1||L∞(0,T ;H)∩L2(0,T ;H1(Ω)) ≤ R.
En particulier, ||∇h1||L2(0,T ;H) ≤ R et cela indépendamment du choix de la constante M définissant la
fonction LM .





δφ∇h)−∇ · (KTs(h)X 0 (h1)∇h)




)−∇ · (K(Tf (h− h1) + Ts(h)X 0 (h1))∇h1)
−∇ · (KTs(h)X 0 (h1)∇h) = −QfTf (h− h1)−QsTs(h),
avec les conditions initiales et aux bords{
h = hD, h1 = h1,D sur Γ
h(0, x) = h0, h1(0, x) = h1,0(x) p.p. dans Ω,
satisfait : LR
(||∇h1||L2(0,T ;H)) = 1, puisque





Alors la fonction de troncature LM introduite dans (P1)a tout au début de la preuve, peut être omise dans





δφ∇h)−∇ · (KTs(h)X 0 (h1)∇h)




)−∇ · (K(Tf (h− h1) + Ts(h)X 0 (h1))∇h1)
−∇ · (KTs(h)X 0 (h1)∇h) = −QfTf (h− h1)−QsTs(h),
avec les conditions initiales et aux bords{
h = hD, h1 = h1,D sur Γ
h(0, x) = h0, h1(0, x) = h1,0(x) p.p. dans Ω.
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3.3.3 Etape 3 : Principes du maximum pour la solution de (P1)
Dans ce paragraphe, nous allons montrer que presque partout dans (0, T )×Ω, on a la hiérarchie des interfaces
solutions de notre problème :
0 ≤ h1(t, x) ≤ h(t, x) ≤ h2, ici nous supposons que h2 = constante.
Nous conservons la fonction de troncature “LM (‖∇h1‖L2)” dans le système, bien qu’il soit maintenant établi
qu’elle vale 1, pour la commodité du lecteur habitué à les trouver dans les formulations variationnelles
précédentes.





)+ = sup(0, h− h2) ∈ L2(0, T, V ),
car sur le bord, h = hD ≤ h2 alors hD − h2 ≤ 0, donc (h− h2)+|Γ = 0. Il satisfait :
∇hm = χ{h>h2}∇h et hm(x, t) 6= 0 ssi h(t, x) > h2,
où χ est la fonction caractéristique. Soit τ ∈ (0, T ), on choisit w(t, x) = hm(t, x)χ(0,τ)(t) dans (3.10) et on
obtient : ∫ T
0
























QsTs(h)hm(x, t)χ(0,τ) dxdt = 0. (3.57)
On introduit les notations suivantes :∫ τ
0





























QsTs(h)hm(x, t) dxdt︸ ︷︷ ︸
I5
= 0. (3.58)
On estime séparément les termes de (3.58). Pour I1, on applique le résultat de F.Mignot. En effet, si on
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car hm(0, x) =
(
h(0, x)− h2
)+ = 0, par hypothèse sur h(0, x) = h0.










δφχ{h>h2}|∇h|2 dxdt︸ ︷︷ ︸
≥0
≤ 0.
D’où la contradiction sauf si hm est nulle presque partout. Donc pour tout τ ∈ (0, T ) :
h(τ, x) ≤ h2(x), p.p. x ∈ Ω.
b) Montrons que 0 ≤ h1(t, x), p.p. x ∈ Ω et∀t ∈ (0, T ) :
On pose
hm(t, x) =
(− h1(t, x))+ = sup(0,−h1(t, x)) ∈ L2(0, T, V ).
hm satisfait :
∇hm = χ{h1<0}∇h1 et hm(t, x) 6= 0 ssi h1(t, x) < 0.

















Ts(h)X 0 (h1) + Tf (h− h1)
)













QfTf (h− h1) +QsTs(h)
)





















Ts(h)X 0 (h1) + Tf (h− h1)
)















QfTf (h− h1) +QsTs(h)
)

















car hm(0, x) =
(−h1(0, x))+ = 0, par hypothèse sur h1(0, x) = h1,0. Le terme I4 est nul puisque X 0 (h1) = 0















K−Tf (h− h1)χ{h1<−η}|∇h1|2 dxdt.
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Enfin, nous utilisons l’hypothèse (3.7) :
−(max(Qf , 0) + max(Qs, 0))h2 +QLf +QLsRLs ≥ 0 p.p. dans Ω× (0, T ).
Puisque les termes de fuite sont nuls ici, nous avons que :
−(max(Qf , 0) + max(Qs, 0))h2 ≥ 0 p.p. dans Ω× (0, T ),







QfTf (h− h1) +QsTs(h)
)
hm dxdt ≥ 0.

















Nous concluons que pour tout τ ∈ (0, T ) :
h1(τ, x) ≥ 0, p.p. x ∈ Ω.




h1(t, x)− h(t, x)
)+ = sup(0, h1 − h) ∈ L2(0, T, V ).
Alors hm satisfait :
∇hm = χ{h1−h>0}∇(h1 − h) et hm(t, x) 6= 0 ssi (h1 − h)(t, x) > 0.
Soit τ ∈ (0, T ), on choisit w(t, x) = hm(x, t)χ(0,τ)(t), dans la différence de (3.11) et de (3.10) et on obtient :∫ τ
0













X 0 (h1)Ts(h) + Tf (h− h1)
)













QfTf (h− h1)hm dxdt = 0. (3.61)
Or Tf (h− h1)χ{h1−h>0} = 0, par définition du prolongement de Tf , alors (3.61) devient :∫ τ
0














(||∇h1||L2))∇h1 · ∇hm dxdt = 0. (3.62)
De plus, en gardant à l’esprit que la constanteM a été choisie à l’étape 2 de telle sorte que LM
(||∇h1||L2) = 1,
il reste dans (3.62) :∫ τ
0





δφ∇(h1 − h) · ∇hm dxdt = 0. (3.63)
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Le premier terme de (3.63) s’écrit :∫ τ
0










car hm(0, x) =
(
h1(0, x)− h(0, x)
)+ = 0, par hypothèse sur h1(0, x) = h1,0 ≤ h0 = h(0, x). Le second terme









δφχ{h1−h>0}|∇(h1 − h)|2 dxdt.









δφχ{h1−h>0}|∇(h1 − h)|2dxdt︸ ︷︷ ︸
≥0
≤ 0.
Comme précédemment, on conclut que :
∀t ∈ (0, T ), p.p. x ∈ Ω, h1(t, x) ≤ h(t, x).
Nous venons donc de montrer que
∀t ∈ (0, T ), p.p. x ∈ Ω, 0 ≤ h1(t, x) ≤ h(t, x) ≤ h2.
d) Conclusion :
À la fin de cette étape, nous avons donc prouvé l’existence d’une solution faible(
h, h1



































= −QfTf (h − h1)−QsTs(h),
avec les conditions initiales et aux bords{
h = hD, h1 = h1,D sur Γ
h(0, x) = h0, h1(0, x) = h1,0(x) p.p. dans Ω.
Cette solution satisfait de plus les principes du maximum suivants dans (0, T ),
0 ≤ h1 ≤ h ≤ h2 p.p. dans Ω.















3.3.4 Etape 4 : Existence pour le système sans régularisation de la fonction
Heaviside










sont uniformément bornées dans W (0, T ). De plus avec le théorème de compacité d’Aubin,










sont séquentiellement compactes dans L2(0, T ;H)











respectivement vers les fonctions (h− hD) ∈W (0, T ) et (h1 − h1,D) ∈W (0, T ) et qui satisfont :
h −→ h dans L2(0, T ;H) et p.p. dans Ω× (0, T ),
h ⇀ h faiblement dans L2(0, T ;H1(Ω)),
∂th
 ⇀ ∂th faiblement dans L2(0, T ;V ′),
h1 −→ h1 dans L2(0, T ;H) et p.p. dans Ω× (0, T ),
h1 ⇀ h1 faiblement dans L2(0, T ;H1(Ω)),
∂th

1 ⇀ ∂th1 faiblement dans L2(0, T ;V ′).
Ces résultats de convergence sont suffisants pour passer à la limite quand  tend vers 0 dans le problème
(P1).
De plus (h, h1) satisfait le principe du maximum conforme au réalisme physique :
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4.1 Introduction
Contrairement au chapitre précédent où il était question d’existence d’une solution faible pour le problème
(P1), ici nous montrons l’existence d’une solution faible du système (P2) (solution très faible, au sens de la
définition 4.1 ci-après) de notre modèle d’intrusion d’eau de mer dans un aquifère libre avec la présence d’un
coefficient d’emmagasinement dans le domaine de l’eau douce. Ce coefficient prend en compte la compressi-
bilité du milieu ou des roches et celle des fluides. Sa présence dans le nouveau système fera appâraitre une
non-linéarité en temps et qui s’ajoutera à celles en espace présentes au chapitre précédent. Cette non-linéarité
en temps complexifie le problème et donc nécessite le rajout d’hypothèses sur les données de départ et la
définition d’une nouvelle notion de solution faible. La preuve est structurée de façon assez similaire à celle du
chapitre précédent mais a nécessité de choisir plus finement les problèmes auxilliaires et le cadre d’analyse
fonctionnelle.
Ce nouveau système modélise à la fois l’évolution de front de l’eau salée et de la surface libre supérieure
de l’aquifère tout en tenant compte du fait que la capacité de stockage en eau du milieu évolue avec la
dynamique de l’écoulement.
Nous rappelons que le système (P2) issu de notre chapitre de modélisation se présente comme suit, complété
par des conditions aux bords et des conditions initiales :
65








−div(KTs(h)X0(h1)∇h1)− φ(1−X0(h))qL(x) = −QsTs(h),
(
SfCw(h1)Tf (h− h1) + φ
)X0(h1)∂th1 − div(δφKX0(h1)∇h1)
−div(K(Tf (h− h1) + Ts(h))X0(h1)∇h1)
−div(αKTs(h)X0(h1)X0(h)∇h)− φ(1−X0(h1))qL(x) = −QfTf (h− h1)−QsTs(h),
où le terme SfCw caractérise la compressibilité du fluide et du milieu (roches) et se définit comme :
Cw =
{
−θ(s) si s > 0 milieu non-saturé
Cs ∈ R+ si s = 0 milieu saturé
,
avec θ la teneur en eau dans le domaine.
Remarque 4.1 Dans la suite de ce chapitre, nous choisirons α = 1 et qL(x) = 0 pour simplifier le problème
et pour éviter la redondance de l’information sur l’inconnue (principe du maximum), nous supprimons le
terme X0(h) devant ∂th ou ∇h et le terme X0(h1) devant ∂th1, mais nous gardons le terme X0(h1) devant
∇h.
4.2 Résultats
Nous considérons un ouvert borné Ω de R2 décrivant la projection de l’aquifère sur le plan horizontal. Le
bord de Ω est supposé de classe C1 et est noté Γ. L’intervalle de temps qui nous intéresse ici est (0, T ), avec




Pour simplifier les notations, on pose :
V = H10 (Ω), V ′ = H10 (Ω)′ = H−1(Ω), H = L2(Ω),
E = L1(ΩT ) + L2(0, T ;V ′), E′ = L∞(ΩT ) ∩ L2(0, T ;V ).
Le symbole 〈·, ·〉 est le produit de dualité entre V et V ′. Les inclusions compactes et denses suivantes
V ⊂ H ≡ H ′ ⊂ V ′
sont vérifiées et aussi
W 1,q(Ω) ⊂ H1(Ω) ∩ L∞(Ω) pour q > 2,
et par conséquent
L∞(0, T ;W 1,q(Ω)) ⊂ E′.
Pour tout T > 0, q > 2, soit W (0, T ) l’espace tel que :
W (0, T ) :=
{
w ∈ L2(0, T ;V ), ∂tw ∈ L1
(
0, T ; (W 1,q0 (Ω))′
)}
qu’on munit de la norme
||w||W (0,T ) =
(
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D’après J.L. Lions dans [52] prop.2.1 et thm.3.1, chap.1, on a l’injection continue :
W (0, T ) ⊂ C([0, T ]; [V,H−3(Ω)] 1
4
) ⊂ C([0, T ];H)
et on déduit du lemme d’Aubin que l’injection suivante :
W (0, T ) ⊂⊂ L2(0, T,H)
est compacte (lemme d’Aubin, voir [77]). Pour finir nous rappelons un résultat de F.Mignot (voir [38]) qui
nous servira dans la suite :




Soient w ∈ L2(0, T,H) telle que dwdt ∈ L2(0, T, V ′) et f(w) ∈ L2(0, T, V ), alors
〈dw
dt








dy dans D′(0, T ),













Nous utiliserons aussi un opérateur de régularisation. On note v˜ le prolongement par 0 de toute fonction
v ∈ L2(0, T ;V ) à valeur dans L2(0, T ;H1(R2)). Nous rappelons que l’application définie par v 7→ v˜ est une
isométrie de V dans H1(R2) :
||∇v˜||L2(0,T ;L2(R2)) ≤ ||∇v||L2(0,T ;V ).
Soit Ψ ∈ D(R2) une fonction à support dans la boule unité, Ψ > 0, telle que ∫R2 Ψ(x) dx = 1. Pour tout
0 > 0, nous définissons Ψ0(x) = Ψ(x/0)/20. Soit u ∈ L2(0, T ;H) telle que ∂tu ∈ E et u = uD dans
(0, T )×Γ, où uD ∈ L2((0, T )×Γ) peut être prolongée continûment en une fonction de R2, encore notée uD,
telle que ∂tuD ∈ L1((0, T )× R2) + L2(0, T ; (H1(R2))′).
On note par u,p le prolongement de u ∈ L2((0, T )× R2) défini par :
u,p = χΩu+ χcΩuD.
La convolution Ψ0 ∗u,p est la régularisation classique de Friedrichs de u,p, Ψ0 ∗u,p ∈ L2(0, T ; C∞(R2)). On
note par [∂t(Ψ0 ∗ u,p)]T la restriction à ΩT de sa dérivée en temps. Nous vérifions maintenant que
[∂t(Ψ0∗u,p)]T appartient à L1(0, T ;L2(Ω))+L2(0, T ; (W 1,10 (Ω))′). Soit φ ∈ L∞(0, T ;L2(Ω))∩L2(0, T ;W 1,10 (Ω)).
Nous remarquons que ∂tu,p ∈ L1((0, T )×R2) +L2(0, T ;H1(R2)′) cela à cause de la construction par exten-
sion. De plus, si ϕˇ(·, x) = ϕ(·,−x), la fonction Ψ0 ∗ ˇ˜ϕ appartient à L∞((0, T ) × R2) ∩ L2(0, T ;H1(R2)). Il
en résulte que





∂tu,p (Ψ0 ∗ ˇ˜ϕ) dxdt <∞.














∂t(Ψ0 ∗ u,p)ϕ˜ dxdt
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[∂t(Ψ0 ∗ u,p)]T ϕdxdt <∞.




[∂t(Ψ0 ∗ u,p)]T ϕdxdt




∂tu,p (Ψ0 ∗ ˇ˜ϕ) dxdt
∣∣∣
≤ ||∂tu,p||L1((0,T )×R2)+L2(0,T ;(H1(R2))′)||(Ψ0 ∗ ˇ˜ϕ)||L∞((0,T )×R2)∩L2(0,T ;H1(R2))
≤ ||∂tu,p||L1((0,T )×R2)+L2(0,T ;(H1(R2))′)
(||Ψ0 ∗ ˇ˜ϕ||L∞((0,T )×R2) + ||∇(Ψ0 ∗ ˇ˜ϕ)||L2(0,T ;L2(R2))
≤ ||∂tu,p||L1((0,T )×R2)+L2(0,T ;(H1(R2))′)
(||Ψ0 ∗ ˇ˜ϕ||L∞((0,T )×R2) + ||Ψ0 ∗ ∇ ˇ˜ϕ||L2(0,T ;L2(R2))




≤ CΨ max(||∂tu||E , ||∂tuD||L1((0,T )×R2)+L2(0,T ;(H1(R2))′))
(||ϕ||L∞(0,T ;H) + ||∇ϕ||L2(0,T ;L1(Ω)))/20.(4.1)




[∂t(Ψ0 ∗ u,p)]T ϕdxdt




∂tu,p (Ψ0 ∗ ˇ˜ϕ) dxdt
∣∣∣
≤ max(||∂tu||E , ||∂tuD||L1((0,T )×R2)+L2(0,T ;(H1(R2))′))
(||ϕ||L∞(ΩT ) + ||∇ϕ||L2(0,T ;H)), (4.2)
puisque ||Ψ0 ||L1(R2) = 1. Finalement, nous déduisons la convergence forte suivante :
[∂t(Ψ0 ∗ u,p)]T → ∂tu dans E quand 0 → 0. (4.3)
Remarquons ici que l’estimation (4.2) et le résultat de convergence (4.3) restent encore vrais quand le terme
[∂t(Ψ0 ∗u,p)] est régularisé en temps par convolution (le même processus de construction que précédemment





, cet opérateur de régularisation en temps.
On remarque que [∂t(Ψ0 ∗ u,p)]R = [Ψ0 ∗ ∂tu,p] reste vraie dans le cas où Ψ0 est aussi dépendante du
temps. Cette relation est classique si u,p ∈ C1(0, T ). C’est aussi vrai pour un cadre de dérivées faibles. En
effet, la dérivée faible est définie comme ∂tu,p = D ∈ L1Loc(0, T ) telle que
〈u,p, ∂tϕ〉 = −〈D,ϕ〉
pour tout ϕ ∈ D(0, T ). Alors, si ϕ ∈ D(0, T )
〈[∂t(Ψ0 ∗ u,p)]R, ϕ〉 = −〈Ψ0 ∗ u,p, ∂tϕ〉
= −〈u,p, Ψˇ0 ∗ ∂tϕ〉 − 〈u,p, ∂t(Ψˇ0 ∗ ϕ)〉
= 〈D, Ψˇ0 ∗ ϕ〉
= 〈Ψ0 ∗D,ϕ〉. (4.4)




[∂t(Ψ0 ∗ u,p)]R,T ϕdxdt
∣∣∣
≤ C max(||∂tu||E , ||∂tuD||L1((0,T )×R2)+L2(0,T ;(H1(R2))′))
(||ϕ||L2(0,T ;H) + ||∇ϕ||L1(0,T ;L1(Ω))/30. (4.5)
Enfin, nous mentionnons que si (un) est une suite bornée dans L2(0, T ;H) telle que un converge faiblement
vers u dans L2(0, T ;H), alors, grâce à la régularisation, [∂t(Ψ0 ∗ un)]R,T est aussi uniformément bornée par
rapport à n dans tout espace W k,p(ΩT ). Donc on a :
[∂t(Ψ0 ∗ un)]T → ∂tu dans W k,p(ΩT ) pour tout k, p ∈ N∗. (4.6)
page 68
CHAPITRE 4. EXISTENCE D’UNE SOLUTION AU MODÈLE AVEC
COEFFICIENT D’EMMAGASINEMENT
4.2.2 Résultat principal (Théorème 2)
Le modèle simplifié qui décrit le mouvement des interfaces dans un aquifère libre avec coefficient d’emma-





−div(KTs(h)X0(h1)∇h1) = −QsTs(h), (4.7)
(






−div(K(Tf (h− h1) + Ts(h)X0(h1))∇h1)
−div(KTs(h)X0(h1)∇h) = −QfTf (h− h1)−QsTs(h), (4.8)
complété par les conditions aux bords et conditions initiales suivantes :
h = hD, et h1 = h1,D sur (0, T )× Γ, (4.9)
h(0, x) = h0(x), et h1(0, x) = h1,0(x) dans Ω, (4.10)
Nous allons donner un résultat d’existence d’une solution faible admissible physiquement pour le problème
(4.7)-(4.8) complété par (4.9)-(4.10).
Dans un premier temps, nous donnerons en détails les différentes hypothèses mathématiques.
• Nous supposons qu’il existe deux réels positifs K− et K+ tels que :
0 < K−|ξ|2 ≤
∑
i,j=1,2
Ki,j(x)ξiξj ≤ K+|ξ|2 <∞ x ∈ Ω, ξ 6= 0.
• Nous supposons que la porosité φ est constante dans l’aquifère :
φ ∈ R, φ > 0.
En effet, dans l’aquifère considéré ici, les effets dus à la variations de la porosité φ sont négligeables comparés
aux autres dus à la différence de densité ρ. Du point de vue mathématique, cette hypothèse ne change pas
la complexité de l’analyse mathématique mais simplifie les calculs.
• Nous supposons que la fonction Cw appartient à C1(0, h2) et est prolongée à R telle que
Cw > 0, lim
x→0
Cw(x) = 0, Cw(0) = 0 si x ≤ 0.
• Nous supposons que les termes sources Qs et Qf sont des fonctions de L2(0, T ;H) telles que
Qs +Qf ≤ 0.
Nous remarquons que le pompage d’eau douce correspond à l’hypothèse Qf ≤ 0 p.p dans (0, T )× Ω.
• Nous supposons que les fonctions hD et h1,D appartiennent à l’espace L2(0, T ;H1(Ω))∩H1(0, T ; (H1(Ω))′)
tandis que h0 et h1,0 sont dans L∞(Ω). La fonction h1,D peut être prolongée en une fonction dans R2, encore
notée h1,D telle que ∂th1,D ∈ L2(0, T ;R2) + L2(0, T ; (H1(R2))′).
• Nous supposons que les conditions aux bords et les données initiales satisfont aux conditions physiques
réalistes sur la hiérarchie des profondeurs des interfaces.
0 ≤ h1,D ≤ hD ≤ h2 et 0 ≤ h1,0 ≤ h0 ≤ h2 p.p dans Ω et h2 ∈ L∞(Ω).
Dans un second temps, à cause de la non linéarité de l’expression de la dérivée en temps de h1 (qui entraine
une très faible régularité de h1), nous définissons deux concepts de solution très faible pour notre problème.
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Définition 4.1 Soit η > 0, soit ψ ∈ C1c (X) à support dans la boule unité, ψ ≥ 0, telle que
∫
X
ψ(s) ds = 1.
On définit ψη par :
ψη = ψ(s/η)/ηn, où n = dim(X).
Dans la suite on peut choisir X = R2 ou X = R. La convolution ci-dessous est appliquée dans X.
(i) Le couple (h, h1) est une (η, ψ)-solution faible de (4.7)-(4.8) si
h− hD ∈ L2(0, T ;V ),
h ∈ H1(0, T ;V ′),
h1 − h1,D ∈ L2(0, T ;V ),
∂th1 ∈ E,
(h(0, ·), h1(0, ·) = (h0, h1,0),
et pour tout v ∈ L2(0, T ;V ) et w ∈ E′, on a :
∫ T
0
φ〈∂th, v〉V ′,V dt+
∫
ΩT
δφ∇h · ∇v dxdt+
∫
ΩT




(KTs(h)X0(h1)∇h1 · ∇v dxdt+
∫
ΩT















Tf (h− h1) + Ts(h)X0(h1)




KTs(h)X0(h1)∇h · ∇w dxdt+
∫
ΩT
(QfTf (h− h1) +QsTs(h))w dxdt = 0.
De plus les normes de h− hD dans L2(0, T ;V ), de h dans H1(0, T ;V ′), de h1− h1,D dans L2(0, T ;V ) et de
∂th1 dans E ne dépendent ni de η ni de ψ.
(ii) Le couple (h, h1) est une solution quasi-faible de (4.7)-(4.8) si
h− hD ∈ L2(0, T ;V ),
h ∈ H1(0, T ;V ′),
h1 − h1,D ∈ L2(0, T ;V ),
∂th1 ∈ E,
(h(0, ·), h1(0, ·) = (h0, h1,0),
et si pour tout µ > 0, il existe Ωµ ⊂ Ω, de mesure “petite” (mes(Ωµ) < µ) telle que pour tout v ∈ L2(0, T ;V )
et w ∈ E′ telle que supp(w) ⊂ (Ω\Ωµ)× (0 ,T ), on a :∫ T
0
φ〈∂th, v〉V ′,V dt+
∫
ΩT
δφ∇h · ∇v dxdt+
∫
ΩT




(KTs(h)X0(h1)∇h1 · ∇v dxdt+
∫
ΩT
QsTs(h)v dxdt = 0,
∫ T
0
〈∂th1, (φ+ SfCw(h1)Tf (h− h1))w〉E,E′ dt+
∫
ΩT






Tf (h− h1) + Ts(h)X0(h1)




KTs(h)X0(h1)∇h · ∇w dxdt+
∫
ΩT
(QfTf (h− h1) +QsTs(h))w dxdt = 0.
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Remarque 4.2
La régularité de h1, plus précisément de ∂th1, rend ces derniers concepts de solution très faible comparables
à celui des solutions normalisées (voir par exemple [57]). Notre définition diffère de celle d’une solution
renormalisée par l’équation variationnelle associée, la notre focalisant sur les points de faiblesse structurelle
du problème étudié.
D’une part, pour le concept de (η, ψ)-solution faible, la formulation variationnelle faible contient une
régularisation (un degré en espace ou en temps) de la dérivée en temps de h1 (qui n’est en fait nécessaire
que pour la composante de h1 dans H1(0, T ;V ′), voir la preuve ci-dessous). Cette régularisation correspond
en quelque sorte aux hypothèses physiques imposées pour la dérivation du modèle considéré ici (variations de
l’interface petites et régulières).
Nous soulignons que les bornes uniformes par rapport à (η, ψ) sont un point crucial pour justifier que (i)
peut être considérée comme une définition d’intégrabilité pour notre système.
D’autre part, le concept de solution quasi-faible signifie en particulier que la solution peut violer l’équation
ou les conditions aux bords sur un petit sous ensemble de (0, T )×Ω. Bien sûr, si la solution était régulière,
on serait ramené à prendre Ωµ = ∅ dans (ii).
Nous allons prouver le résultat d’existence suivant.
Théorème 4.1

















> 0 et (4.54).
(a) Pour tout temps T > 0, pour tout η > 0 et pour toute fonction régulière ψ, le problème
(4.7)-(4.8)-(4.9)-(4.10) admet une (η, ψ)-solution faible (hη, hη1) dans le sens de la
Définition (4.1) (i) telle que le principe du maximum suivant est vérifié
0 ≤ hη1(t, x) ≤ hη(t, x) ≤ h2 pour p.p. x ∈ Ω et pour tout t ∈ (0, T ).
(b) De toute suite de (η, ψ)-solutions faibles (hη, hη1)η>0, on peut extraire une sous-suite
convergeant vers une solution quasi-faible (h, h1) du problème (4.7)-(4.8)-(4.9)-(4.10)
au sens de la Définition (4.1) (ii) avec
0 ≤ h1(t, x) ≤ h(t, x) ≤ h2, t ∈ (0, T ) pour p.p. x ∈ Ω.
Remarque 4.3
Nous avons ici supposé la porosité φ constante. Cela permet d’alléger quelque peu les estimations. Cependant
la conclusion du théorème 4.1 reste valide en supposant que la porosité est une fonction donnée dans L∞(Ω)
telle qu’il existe φ− ∈ R∗+, φ+ ∈ R∗+ tels que φ− ≤ φ(x) ≤ φ+ presque partout dans Ω. Les résultats
de compacité de type Aubin-Simon utilisés ici doivent alors être remplacés par une variante telle que celle
présentée dans [39] (lemme rappelé ci-dessous) :
Lemme 4.2
Si X et Y sont des espaces de Banach tels que X ⊂ L2 ⊂ Y avec injection compacte de X dans Lr, r ≥ 1 ;
si 1 < q ≤ ∞ ; si W est un ensemble de fonctions bornées de Lq(0, T ;Lr) ∪ L1(0, T ;X) ; si φ∂tv est bornée
dans L1(0, T ;Y ), pour tout v ∈W ;
alors W est relativement compact dans Lp(0, T ;Lr), pour tout 1 ≤ p < q.
Remarque 4.4
Analysons ici les hypothèses et les données utilisées pour énoncer le Théorème (4.1).
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L’hypothèse H signifie grossièrement que le paramètre Sf (coefficient d’emmagasinement) est “petit”. C’est
effectivement le cas des aquifères naturels (et d’ailleurs la plupart des auteurs le supposent nul (Sf = 0)).
Néanmoins, négliger Sf peut produire une importante mésestimation du niveau de l’eau salée (voir le chapitre
4 sur les illustrations numériques en fin de manuscrit). Si Sf = 0, l’hypothèse H est évidemment vérifiée,
mais cela implique aussi que Ωµ = ∅. Donc nous retrouvons le résultat du chapitre précédent, dans un cadre
plus faible.
La profondeur h2 est supposée constante pour simplifier les calculs mais la preuve se généralise à h2 ∈ L∞(Ω).
Le paragraphe suivant est consacré à la preuve du Théorème (4.1). Notre approche est tout à fait classique
pour un tel problème non linéaire : nous adoptons une stratégie de point fixe. Néanmoins, nous devons nous
attaquer à deux difficultés couplées :
• Tout d’abord, les deux équations sont fortement couplées avec en plus de la non linéarité en espace
constatée dans le chapitre précédent, la non linéarité devant la dérivée en temps de h1. De ce fait, en vu de
bénéficier de la théorie classique des équations paraboliques de Ladyzenskaya (voir [48]), nous introduisons
une régularisation en temps et en espace de ce dernier terme (régularisation par convolution présentée dans
les Résultats préliminaires au début du chapitre).
Ensuite, les estimations resteront fortement couplées et la détermination d’un sous-espace convexe adéquat
où chercher un point fixe est un problème difficile. Cette difficulté est un peu relaxée par l’introduction d’un
poids basé sur la vitesse du front de l’eau douce dans les deux équations.
• Imaginons que nous parvenions à travers cette stratégie de point fixe à trouver une solution faible pour
le problème auxiliaire, régularisé et pénalisé. A cette étape, nous devons faire face à la seconde difficulté
avant de pouvoir affirmer que l’on a des estimations suffisantes pour laisser les paramètres de régularisation
et de pénalisation tendre vers zéro. En effet, ce système parabolique laisse à espérer une solution faible
(h, h1) dans L2(0, T ;H1(Ω)). On aurait alors (SfCw(h1)Tf (h−h1)+φ)∂th1 dans L2(0, T ;V ′) et ∂th1 ∈ E =
L1(ΩT ) + L2(0, T ;V ′). Cela signifie que nous sommes limités à des fonctions test de L∞(ΩT ) ∩ L2(0, T ;V ),
nous plaçant ainsi dans le cadre des solutions renormalisées (voir [57]). Nous allons heureusement montrer
un résultat de principe du maximum faible pour h et h1 qui nous permettra d’aller au dela de ce dernier
cadre.
En bref l’esquisse de la preuve est la suivante :
La première étape est l’utilisation du théorème de point fixe de Schauder pour montrer un résultat d’existence
pour un problème auxiliaire, régularisé, tronqué et pénalisé. Plus précisément, nous régularisons la fonction
X0 avec un paramètre  > 0, nous utilisons aussi la régularisation par convolution et nous introduisons un
poids basé sur la vitesse du front de l’eau douce dans les deux équations. Nous prouvons que le point fixe
est une solution qui vit dans un sous-espace convexe caractérisé par des estimations du type renormalisées.
La troncature se révèle alors inutile puisque nous montrons que la solution régularisée satisfait le principe
du maximum annoncé dans le Théorème (4.1).
A ce stade, nous sommes en mesure de supprimer le premier type de régularisation, à savoir la régularisation
par convolution (0 → 0). Nous prouvons aussi que nous avons un contrôle suffisant sur la vitesse du
front d’eau douce pour ignorer le poids en vitesse. Enfin, nous montrons que nous avons des estimations
suffisamment uniformes pour faire tendre  vers zéro.
4.3 Démonstrations
Soient  > 0, 0 > 0 et M une constante que nous préciserons plus tard. Pour tout g1 ∈ L2(0, T ;H1(Ω)),
nous posons :
LM (||∇g1||) = min
(
1, M2||∇[Ψ ∗ g1,p]R,T ||L2(0,T ;H)
)
. (4.11)
Cette expression jouera le rôle de poids dans la première étape de la preuve. Puisque ∇[Ψ ∗ g1,p]R,T → ∇g1
dans L2(0, T ;H) quand → 0, pour  suffisamment petit nous pourrons utiliser l’estimation suivante : Pour
tout (g, g1) ∈ L2(0, T ;H)× L2(0, T ;H1(Ω)), en posant
d(g, g1) = −Ts(g)LM (||∇g1||)∇g1,
page 72
CHAPITRE 4. EXISTENCE D’UNE SOLUTION AU MODÈLE AVEC
COEFFICIENT D’EMMAGASINEMENT
nous avons
||d(g, g1)||L2(0,T ;H) ≤Mh2.
Nous notons par X 0 la régularisation de la fonction de Heaviside définie par
X 0 (h1) =
{
0 si h1 ≤ 0,






et 1 ≥ X 0 (h1) ≥ 0.
Soit aussi Tff une fonction auxiliaire continue telle que :
Tff (x) =
{
Tf (x) si x ≤ 2h2,
0 si x > 3h2,
(4.12)
soit la fonction S appartenant à C1(R) telle que
S(x) =
{
x si 0 ≤ x ≤ h2,
0 si |x| > 3h2,
||S′||∞ ≤ 1, ||S′′||∞ ≤ 1, (4.13)
et soit la fonction T définie par
T (x) =

−4h2 si x < −4h2,
x si −4h2 ≤ x ≤ 4h2,
4h2 si x > 4h2,
(4.14)
où l’on pose par abus de notation
T ′(x) =

0 si x < −4h2,
1 si −4h2 ≤ x ≤ 4h2,
0 si x > 4h2.
(4.15)
Les trois dernières fonctions sont introduites pour permettre le traitement du terme ∂th1 dans l’espace
fonctionnel E.
Ainsi nous avons enfin les outils pour définir le nouveau système auxiliaire, régularisé et tronqué associé à
(4.7)-(4.8) :
φ∂th
0, −∇ · (δφ∇h0,)−∇ · (KTs(h0,)LM(||∇h0,1 ||L2)X 0 (h0,1 )∇h0,)









−∇ · (K(Tf (h0, − h0,1 ) + Ts(h0,))LM(||∇h0,1 ||L2)X 0 (h0,1 )∇h0,1 )
−∇ · (KTs(h0,)LM(||∇h0,1 ||L2)X 0 (h0,1 )∇h0,)
= −QfTf (h0, − h0,1 )−QsTs(h0,) = 0, (4.17)
Ce système est complété par les conditions initiales et aux bords :
h0, = hD, h0,1 = h1,D sur (0, T )× Γ,
(4.18)
h0,(0, x) = h0, h0,1 (0, x) = h1,0(x) p.p dansΩ.
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4.3.1 Etape 1 : Existence de solution faible pour le problème régularisé
Lemme 4.3 Pour tout 0 > 0 et tout  > 0, il existe une solution faible (h0,, h0,1 ) du problème (4.16)-
(4.17)-(4.18) telle que (h0,, h0,1 ) ∈ (L∞(0, T ;H) ∩ L2(0, T ;H1(Ω)))2, ∂th0, ∈ L2(0, T ;V ′), ∂th0,1 ∈ E.
De plus les estimations suivantes (uniformes par rapport à 0 et ) sont vérifiées :
||h0,||L∞(0,T ;H)∩L2(0,T ;H1(Ω))∩H1(0,T ;V ′) ≤ C(M), (4.19)
||T ′(h0,1 − h1,D)1/2∇h0,1 )||L2(0,T ;H) ≤ C(M), (4.20)
||∂tS(h0,1 )||E ≤ C(M). (4.21)
Preuve :
Dans la suite nous allons omettre 0 et  pour simplifier les notations. La formulation variationnelle faible asso-
ciée au problème (4.16)-(4.17)-(4.18) s’écrit donc : trouver (h, h1) telle que (h−hD, h1−h1,D) ∈ (L2(0, T ;V ))2
et pour tout w ∈ L2(0, T ;V ) :∫ T
0
φ〈∂th , w〉V ′,V dt+
∫
ΩT
δφ∇h · ∇w dxdt+
∫
ΩT




KTs(h)X 0 (h1)LM (||∇h1||)∇h1 · ∇w dxdt+
∫
ΩT
QsTs(h)w dxdt = 0, (4.22)
∫ T
0
φ〈∂th1 + SfCw(h1)Tff (Tf (h)− h1)[∂t(Ψ0 ∗ S(h1),p]R,T , w〉V ′,V dt+
∫
ΩT






Tf (h− h1) + Ts(h)LM (||∇h1||)X 0 (h1)




KTs(h)X 0 (h1)LM (||∇h1||)∇h · ∇w dxdt+
∫
ΩT
(QfTf (h− h1) +QsTs(h))w dxdt = 0. (4.23)
Première étape de la stratégie de point fixe, nous fixons (h¯, h¯1) ∈ (L2(0, T ;H1(Ω)))2 telle que
S(h¯1) ∈W 1,1(Ω) +H1(0, T ;V ′), h¯1 = h1,D sur (0, T )× Γ et
||∇h¯||L2(0,T ;H) ≤Mh, ||∇h¯1||L2(0,T ;H) ≤M1,
(4.24)
||T ′(h¯1 − h1,D)1/2∇h¯1||L2(0,T ;H) ≤MS , ||∂tS(h¯1)||E ≤M ′S ,
où Mh, M1, MS et M ′S sont des nombres réels positifs qui seront spécifiés plus tard.
Afin d’alléger la preuve, nous supposons que
max(M ′S , ||∂tS(h1,D)||L1(0,T ;R2)+L2(0,T ;H1(R2)′)) = M ′S ,
qui est le cas le plus compliqué pour la preuve du point fixe. Nous définissons l’application F par
F : (L2(0, T ;H1(Ω)))2 → (L2(0, T ;H1(Ω)))2
(h¯, h¯1) 7→ F(h¯, h¯1) = (F1(h¯, h¯1) = h,F2(h¯, h¯1) = h1)
où (h, h1) est la solution de
∫ T
0
φ〈∂th , w〉V ′,V dt+
∫
ΩT
δφ∇h · ∇w dxdt+
∫
ΩT




KTs(h¯)X 0 (h¯1)LM (||∇h¯1||)∇h1 · ∇w dxdt+
∫
ΩT
QsTs(h¯)w dxdt = 0, (4.25)
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φ〈∂th1 , w〉V ′,V dt+
∫
ΩT





Tf (h− h¯1) + Ts(h)LM (||∇h¯1||)X 0 (h¯1)




〈[∂t(Ψ0 ∗ S(h¯1),p]R,T , SfCw(h¯1)Tff (Tf (h)− h¯1)w〉V ′,V dt+
∫
ΩT




(QfTf (h− h¯1) +QsTs(h))w dxdt = 0, (4.26)
pour tout w ∈ L2(0, T ;V ) et (h− hD;h1 − h1,D) ∈ L2(0, T ;V ), (h(0, ·), h1(0, ·)) = (h0(·), h1,0(·)).
Nous savons de la théorie classique des équations paraboliques (voir [48]) que le système (4.25)-(4.26) admet
une unique solution puisque ce système est parabolique et linéaire. Notons que la régularisation en espace
dans le terme [∂t(Ψ0 ∗S(h¯1),p] assure que la solution (h, h1) vit bien dans (L2(0, T ;H1(Ω))∩H1(0, T ;V ′))2.
Ce point sera d’ailleurs confirmé par les estimations ci-après.
Maintenant nous allons prouver la propriété de point fixe pour l’application F = (F1,F2). Vu le fort couplage
des équations du système, nous devons faire face à de lourds calculs pour établir des estimations tout en
évitant les constantes génériques.
Soient (h¯n, h¯n1 ) une suite de fonctions de (L2(0, T ;H1(Ω)))2 qui satisfait la condition (4.24), telle que
(h¯n, h¯n1 )→ (h¯, h¯1) dans (L2(0, T ;H))2 quand n→∞.
Au vu des estimations (4.24) et du résultat (4.6), on a quand n→∞
(h¯n, h¯n1 ) ⇀ (h¯, h¯1) faiblement dans (L2(0, T ;H1(Ω)))2,
[∂t(Ψ0 ∗ S(h¯n1 ),p]R,T → [∂t(Ψ0 ∗ S(h¯1),p]R,T dans E,
LM (||∇h¯n1 ||)→ LM (||∇h¯1||) uniformément dans ΩT .
Continuité de F1 :
On pose hn = F1(h¯n, h¯n1 ) et h = F1(h¯, h¯1). Nous cherchons à montrer que hn → h dans L2(0, T ;H). Pour
tout n ∈ N, hn satisfait l’équation (4.25). En prenant w = hn − hD dans (4.25) avec la dépendance de n, on
a :∫ T
0
φ〈∂t(hn − hD) , hn − hD〉V ′,V dt+
∫
ΩT








QsTs(h¯n)(hn − hD) dxdt−
∫ T
0
φ〈∂thD , hn − hD〉V ′,V dt. (4.27)
La fonction hn − hD appartient à L2(0, T ;L2(Ω)) ∩ H1(0, T ;V ′) et donc à C(0, T ;L2(Ω)). Ainsi grâce au
Lemme (4.1), on écrit :
∫ T
0









(δφ+KTs(h¯n)X 0 (h¯n1 )LM (||∇h¯n1 ||))∇hn · ∇hn dxdt ≥ δφ||∇hn||2L2(0,T ;H). (4.29)
En appliquant les inégalités de Cauchy-Schwarz et de Young, on obtient pour tout ε1 > 0 :∣∣∣ ∫
ΩT
(δφ+KTs(h¯n)X 0 (h¯n1 )LM (||∇h¯n1 ||))∇hn · ∇hD dxdt












KTs(h¯n)X 0 (h¯n1 )LM (||∇h¯n1 ||)∇h¯n1 · ∇hn dxdt
∣∣∣ ≤ K+||d(h¯n, h¯n1 )||L2(0,T ;H)||∇hn||L2(0,T ;H)









QsTs(h¯n)(hn − hD) dxdt
∣∣∣ ≤ ||Qs||2L2(0,T ;H)2φ h22 + φ2 ||hn − hD||2L2(0,T,H). (4.32)
Le terme suivant est estimé simplement par :∣∣∣ ∫
ΩT
KTs(h¯n)X 0 (h¯n1 )LM (||∇h¯n1 ||)∇h¯n1 · ∇hD dxdt
∣∣∣ ≤ K+||d(h¯n, h¯n1 )||L2(0,T ;H)||∇hD||L2(0,T ;H),




φ〈∂thD , hn − hD〉(H1)′,H1dt





2 ||hn − hD||
2
L2(0,T ;H). (4.34)
En utilisant les estimations de (4.28) à (4.34) dans (4.27), on obtient après simplification :
φ




























2 (1 + δ)
∫ T
0
||hn − hD||2Hdt, (4.35)
pour tout ε1 > 0. Nous choisissons ε1 tel que δφ/2−ε1 > 0 , à savoir ε1 = δφ4 . Le lemme de Gronwall appliqué
à (4.35) permet de conclure qu’il existe des nombres réels AM = AM (φ, δ,K, h0, hD, h1,D, h2,QS ,M), et
Mh,2 = Mh,2(φ, δ,K, h0, hD, h1,D, h2,QS ,M) dépendant seulement de M tels que :
||hn − hD||L∞(0,T ;H) ≤
(









































e(1+δ)T/2 + ||hD||L∞(0,T ;H),
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e(1+δ)T/2 + (||hD||2L∞(0,T ;H))1/2e(1+δ)T/2,
≤
(

















||∂thD||2L2(0,T ;(H1)′) + ||hD||2L∞(0,T ;H)
)1/2
e(1+δ)T/2,
donc on a :
||hn||L∞(0,T ;H) ≤ A1/2M e(1+δ)T/2,
||hn||L2(0,T ;H) ≤ A1/2M T 1/2e(1+δ)T/2,
||hn||L2(0,T ;H1(Ω)) ≤Mh,2 :=
(2
δ






















||∂thD||2L2(0,T ;(H1)′) + ||hD||2L∞(0,T ;H). (4.37)
Donc la suite (hn)n est uniformément bornée (par rapport à n et aussi à 0 et ) dans L2(0, T ;H1(Ω)) ∩
L∞(0, T ;H).
Remarquons que l’estimation dans L∞(0, T ;H) est bien justifiée par le fait que nous pouvons refaire les
mêmes estimations en remplaçant T par τ ≤ T dans l’intégration en temps.
Nous allons maintenant montrer que la suite (∂t(hn))n est bornée dans L2(0, T ;V ′). En raison de (4.25),
nous avons :


































(||∇h¯n1 ||)X 0 (h¯n1 ))∇hn · ∇w dxdt∣∣∣ ≤ (δφ+K+h2)||hn||L2(0,T,H1)||w||L2(0,T ;V )
≤ (δφ+K+h2)Mh,2||w||L2(0,T ;V ). (4.38)






(||∇h¯n1 ||)∇h¯n1 · ∇w dxdt∣∣∣ ≤ K+Mh2φ ||w||L2(0,T ;V ). (4.39)
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∣∣∣ ≤ ||Qs||L2(0,T ;H)h2||w||L2(0,T ;V ) ≤ ||Qs||L2(0,T ;H)h2||w||L2(0,T ;V ). (4.40)






(K+Mh,2 +K+M + ||Qs||L2(0,T ;H))
)
||w||L2(0,T ;V )
avec ||w||L2(0,T ;V ) ≤ 1 alors
||∂th||L2(0,T ;V ′) ≤ δMh,2 + h2
φ
(K+Mh,2 +K+M + ||Qs||L2(0,T ;H)) := DM . (4.41)
Nous venons de montrer que (hn)n est uniformément bornée dans L2(0, T ;H1(Ω))∩H1(0, T ;V ′). En utilisant
le Lemme d’Aubin, nous pouvons extraire une sous-suite encore notée (hn)n qui converge fortement dans
L2(ΩT ) et faiblement dans L2(0, T ;H1(Ω)) ∩ H1(0, T ;V ′) vers une limite dénommée `. En particulier, la
convergence forte dans L2(Ω) impliquant la convergence presque partout dans ΩT , nous vérifions que ` est
solution de (4.25). La solution de (4.25) étant unique, nous avons en fait ` = h.
Continuité de F2 :
On pose h1,n = F2(h¯n, h¯n1 ) et h1 = F2(h¯, h¯1). Nous cherchons à montrer que :
h1,n → h1 dans L2(0, T ;H) et ∂tS(h1,n)→ ∂tS(h1) dans E.
D’abord nous réécrivons l’équation (4.26) avec comme fonction test w = h1,n − h1,D et nous intégrons sur
(0, T )× Ω. Nous obtenons après réduction :
∫ T
0







Tf (hn − h¯n1 ) + Ts(hn)LM (||∇h¯n1 ||)X 0 (h¯n1 )







Tf (hn − h¯n1 ) + Ts(hn)LM (||∇h¯n1 ||)X 0 (h¯n1 )












(QfTf (hn − hn1 ) +QsTs(hn)) (h1,n − h1,D) dxdt−
∫ T
0
φ〈∂th1,D , (h1,n − h1,D)〉V ′,V dt. (4.42)
Les principales estimations sont obtenues grâce aux mêmes arguments que ceux utilisés dans la preuve de
la continuité de F1. Néanmoins, nous devons détailler les calculs car ces estimations seront utilisées pour
determiner et choisir une constante adéquate dans (4.24). Par ailleurs, la dépendance (ou l’indépendance...)
de ces estimations par rapport à 0 et à  sera utilisée en fin de chapitre.
Nous soulignons que nous pouvons maintenant utiliser (4.36) précédemment établie pour (hn), d’où la dé-
pendance par rapport à Mh,2 dans l’estimation qui va suivre. Nous rappelons aussi que :
Ts(h) ≥ 0, Tf (h− h1) ≥ 0 et Ts(h) + Tf (h− h1) ≤ 2h2.
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Tf (hn − h¯n1 ) + Ts(h)LM (||∇h¯n1 ||)X 0 (h¯n1 )





Tf (hn − h¯n1 ) + Ts(hn)LM (||∇h¯n1 ||)X 0 (h¯n1 )
))∇h1,n · ∇h1,D dxdt∣∣∣








KTs(hn)X 0 (h¯n1 )LM (||∇h¯n1 ||)∇hn · ∇h1,n dxdt
∣∣∣













KTs(hn)X 0 (h¯n1 )LM (||∇h¯n1 ||)∇hn · ∇h1,D dxdt
∣∣∣




(QfTf (hn − hn1 ) +QsTs(hn)) (h1,n − h1,D) dxdt
∣∣∣
≤

















φ〈∂th1,D , (h1,n − h1,D)〉V ′,V dt





2 ||h1,n − h1,D||
2
L2(0,T ;H).
La dernière estimation sera basée sur la relation (4.24). Nous garderons à l’esprit que
Cw(h¯n1 )Tff (Tf (hn) − h¯n1 )(h1,n − h1,D) appartient à priori à L∞(0, T ;H) ∩ L2(0, T ;W 1,10 (Ω)). De plus Cw,









||Cw(h¯n1 )Tff (Tf (hn)− h¯n1 )(h1,n − h1,D)||L2(0,T,H)
+||∇(Cw(h¯n1 )Tff (Tf (hn)− h¯n1 )(h1,n − h1,D))||L1(0,T,L1(Ω)))/30,
≤ SfCM ′S
(
h2||h1,n − h1,D||L2(0,T,H) + h2(||h1,n||L1(0,T,H) + ||h1,D||L1(0,T,H))






























+ h2SfCM ′S ||∇h1,D||2L2(0,T ;H),
où C représente une constance générique. Notons que nous avons utilisé le fait que par définition de Tff , Tf
et T , nous avons
si h¯n1 > h2 ou si h¯n1 < −3h2 alors ∇(Tff (Tf (hn))− h¯n1 ) = 0,
si − 3h2 < h¯n1 < h2 alors − 4h2 < h¯n1 − h1,D < h2 et T ′(h¯n1 − h1,D) 6= 0.
Les mêmes types d’arguments s’appliquent pour caractériser ici ∇Cw(h¯n1 ). D’où l’apparition de la constante
MS définie dans (4.24).
En sommant toutes les estimations précédentes, nous obtenons après simplification
φ







|∇h1,n|2 dxdt ≤ φ2 (1 + δ)
∫
ΩT
|h1,n − h1,D|2 dxdt














||Qf ||2L2(0,T ;H) + ||Qs||2L2(0,T ;H)
φ
h22














Nous choisissons ε1 telle que 2δφ−3ε1 > 0, par exemple ε1 = δφ/3. Le Lemme de Gronwall permet d’établir
l’existence de deux nombres réels A1,M > 0 et M1,2 > 0 dépendant seulement des données du problème et
de Mh,2 tels que :
||h1,n||L∞(0,T ;H) ≤ A1/21,Me(1+δ)T/2,
||h1,n||L2(0,T ;H) ≤ A1/21,MT 1/2e(1+δ)T/2,
||h1,n||L2(0,T ;H1) ≤M1,2 :=
(2
δ




A1,M = ||h1,0 − h1,D|t=0||2H +
1
δ
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Tf (hn − h¯n1 ) + Ts(h)LM (||∇h¯n1 ||)X 0 (h¯n1 )














(QfTf (hn − hn1 ) +QsTs(hn))w dxdt
∣∣∣∣∣. (4.44)







Tf (hn − h¯n1 ) + Ts(h)LM (||∇h¯n1 ||)X 0 (h¯n1 )
))∇h1,n · ∇w dxdt
∣∣∣∣∣
≤ (δφ+ 2K+h2)||h1,n||L2(0,T ;V )||w||L2(0,T ;V )
≤ (δφ+ 2K+h2)M1,2||w||L2(0,T ;V ), car (h1,n) est bornée grâce à (4.43),
≤ C(δφ+ 2K+h2)M1,2||w||E′ ,∣∣∣∣∣− 1φ
∫
ΩT
KTs(hn)X 0 (h¯n1 )LM (||∇h¯n1 ||)∇hn · ∇w dxdt
∣∣∣∣∣
≤ K+h2||hn||L2(0,T ;H)||w||L2(0,T ;V )





(QfTf (hn − hn1 ) +QsTs(hn))w dxdt
∣∣∣∣∣
≤ 2(||Qf ||L2(0,T ;H) + ||Qs||L2(0,T ;H))h2||w||L2(0,T ;V )












SfCw(h¯n1 )Tff (Tf (hn)− h¯n1 )[∂t(Ψ0 ∗ S(h¯n1 ),p]R,Tw dxdt
∣∣∣∣∣
≤ Sf ||∂tS(h¯n1 )||E ||Cw(h¯n1 )Tff (Tf (hn)− h¯n1 )w||E′
≤ SfM ′S ||Cw||C1(0,h2)
(
h2||w||L∞(ΩT ) + (Mh,2 +MS(1 + h2))||w||L∞(ΩT ) + h2||∇w||L2(0,T ;H)
)
.
En sommant les quatre estimations précédentes, nous réécrivons (4.44) et nous avons l’existence d’un nombre
réel M ′1,2 > 0 tel que
||∂th1,n||E ≤ M ′1,2, (4.45)
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(δφ+ 2K+h2)M1,2 + 2(||Qf ||L2(0,T ;H) + ||Qs||L2(0,T ;H))h2
+K+h2Mh,2 + SfM ′S ||Cw||C1(0,h2) max(h2 , (Mh,2 +MS(1 + h2)))
)
. (4.46)
A ce stade, nous venons de montrer que h1,n est uniformément bornée par rapport à n dans
L2(0, T ;H1(Ω)) ∩ (W 1,1(Ω)) + H1(0, T ;V ′) ⊂ L2(0, T ;H1(Ω)) ∩ H1(0, T ; (W 1,q)′), q > 2. En utilisant le
Lemme d’Aubin, nous pouvons extraire une sous-suite encore notée (h1,n)n qui converge fortement dans
L2(ΩT ) et faiblement dans l’espace L2(0, T ;H1(Ω))∩H1(0, T ; (W 1,q0 (Ω))′) vers une limite notée `1. En par-
ticulier la convergence forte dans L2(ΩT ) implique la convergence presque partout dans ΩT . Nous affirmons
que
LM (||∇h¯n1 ||) → LM (||∇`1||), p.p dans ΩT . (4.47)
En effet nous avons ∇[Ψ0 ∗ h¯n1,p]R,T → ∇[Ψ0 ∗`1,p]R,T parce que [Ψ0 ∗ h¯n1,p]R,T est uniformément bornée par
rapport à n (mais pas par rapport à 0 bien sûr) dans W p,q(ΩT ) pour tout p, q > 1, grâce à la régularisation
par convolution. Les mêmes arguments sont appliqués pour s’assurer que
[∂t(Ψ0 ∗ S(h¯n1 ),p]R,T → [∂t(Ψ0 ∗ S(`1),p]R,T .
En passant à la limite quand n → ∞ dans (4.26), nous vérifions que `1 est la solution de l’équation (4.26).
Cette solution étant unique, nous avons en fait `1 = h1.
Enfin il reste à préciser les estimations du type renormalisées pour T ′(h1,n−h1,D)1/2∇h1,n et ∂tS(h1,n). Les
estimations ci-après sont très importantes pour la suite. En effet ce sont les seules estimations pour h1,n qui
ne dépendent pas de 0. Elles sont aussi fondamentales pour la définition d’un sous espace convexe adéquate
dans lequel chercher le point fixe.
Premièrement, nous utilisons la fonction test T (h1,n − h1,D) dans (4.26), avec T définie dans (4.14). Nous
utiliserons la fonction T définie par
T(x) =

−4h2x− 8h22 si x < −4h2,
x2/2 si −4h2 ≤ x ≤ 4h2,
4h2x− 8h22 si x > 4h2,
qui est une primitive positive de T . Nous obtenons
∫
Ω
φT(h1,n(T, ·)− h1,D(T, ·)) dx−
∫
Ω







Tf (hn − h¯n1 ) + Ts(hn)LM (||∇h¯n1 ||)X 0 (h¯n1 )
))
T ′(h1,n − h1,D)∇(h1,n − h1,D)







Tf (hn − h¯n1 ) + Ts(hn)LM (||∇h¯n1 ||)X 0 (h¯n1 )
))








(QfTf (hn − hn1 ) +QsTs(hn))T (h1,n − h1,D) dxdt−
∫
ΩT




SfCw(h¯n1 )Tff (Tf (hn)− h¯n1 )[∂t(Ψ0 ∗ S(h¯n1 ),p]R,TT (h1,n − h1,D)dxdt. (4.48)
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Nous effectuons des estimations similaires à celles faites sur (4.42). Tout d’abord, nous avons






Tf (hn − h¯n1 ) + Ts(h)LM (||∇h¯n1 ||)X 0 (h¯n1 )
))
T ′(h1,n − h1,D)∇(h1,n − h1,D) · ∇(h1,n − h1,D) dxdt
≥ δφ||T ′(h1,n − h1,D)∇(h1,n − h1,D)||2L2(0,T ;H),





Tf (hn − h¯n1 ) + Ts(hn)LM (||∇h¯n1 ||)X 0 (h¯n1 )
))
T ′(h1,n − h1,D)∇h1,D · ∇(h1,n − h1,D) dxdt
∣∣∣
≤ (δφ+ 2K+h2)||T ′(h1,n − h1,D)1/2∇(h1,n − h1,D)||L2(0,T ;H)||T ′(h1,n − h1,D)1/2∇h1,D||L2(0,T ;H),
≤ ε14 ||T
′(h1,n − h1,D)1/2∇(h1,n − h1,D)||2L2(0,T ;H) +
(δφ+ 2K+h2)2
ε1
||T ′(h1,n − h1,D)1/2∇h1,D||2L2(0,T ;H),
≤ ε14 ||T




puisque T ′(h1,n − h1,D)1/2 ≤ 1,
∣∣∣− ∫
ΩT
KTs(hn)X 0 (h¯n1 )LM (||∇h¯n1 ||)T ′(h1,n − h1,D)∇hn · ∇(h1,n − h1,D), dxdt
∣∣∣










′(h1,n − h1,D)1/2∇(h1,n − h1,D)||2L2(0,T ;H),∣∣∣− ∫
ΩT
(QfTf (hn − hn1 ) +QsTs(hn)) T (h1,n − h1,D) dxdt
∣∣∣
≤







T (h1,n − h1,D)2 dxdt,
≤




























T(h1,n − h1,D) dxdt
À nouveau, la dernière estimation sera basée sur la relation (4.24). Nous garderons à l’esprit que
Cw(h¯n1 )Tff (Tf (hn)− h¯n1 )T (h1,n − h1,D) appartient à priori à L∞(0, T ;H) ∩ L2(0, T ;W 1,10 (Ω)). De plus Cw,









||Cw(h¯n1 )Tff (Tf (hn)− h¯n1 )T (h1,n − h1,D)||L2(0,T,H)
+||∇(Cw(h¯n1 )Tff (Tf (hn)− h¯n1 )T (h1,n − h1,D))||L1(0,T,L1(Ω)))/30,
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h2||T (h1,n − h1,D)||L2(0,T,H) + h2(||T ′(h1,n − h1,D)1/2∇hn||L2(0,T ;H)||L1(0,T,H))




























Notons que nous avons utilisé le fait que par définition de Tff , Tf et T , nous avons
si h¯n1 > h2 ou si h¯n1 < −3h2 alors ∇(Tff (Tf (hn))− h¯n1 ) = 0,
si − 3h2 < h¯n1 < h2 alors − 4h2 < h¯n1 − h1,D < h2 et T ′(h¯n1 − h1,D) 6= 0.
Les mêmes types d’arguments s’appliquent pour ∇Cw(h¯n1 ). D’où l’apparition de la constanteMS définie dans
(4.24). Alors nous déduisons de (4.48) :
∫
Ω
φT(h1,n(T, ·)− h1,D(T, ·)) dx+
∫
ΩT
δφT ′(h1,n − h1,D)|∇(h1,n − h1,D)| dxdt






























pour tout ε1 > 0. Nous choisissons ε1 = δφ/3 et nous utilisons le Lemme de Gronwall pour conclure que :
||T ′(h1,n − h1,D)1/2∇h1,n||L2(0,T ;H) ≤MS,2 := (4
δ
AS(1 + (1 + δ)Te(1+δ)T ))1/2 + ||∇h1,D||L2(0,T ;H) (4.49)
où






















Ensuite, pour l’estimation de la norme de ∂t(S(h1,n)) dans E, qui passe par
|〈∂t(S(h1,n)) , ϕ〉E,E′ | = |〈∂th1,n , S′(h1,n)ϕ〉E,E′ |
pour tout ϕ ∈ E′, nous utilisons la fonction test S′(h1,n)ϕ dans (4.26). Nous obtenons (voir les calculs avant
(4.45) et en notant que S′ = 0 en dehors du support de T ′(·,−h1,D)) :
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((δφ+ 2K+h2)M1,2 +K+h2Mh,2)MS,2 + SfM ′S ||Cw||C1(0,h2) max(MS,2h2 , (Mh,2 +MS(1 + h2)))
+(||Qf ||L2(0,T ;H) + ||Qs||L2(0,T ;H))h2
)
(4.52)
Propriété du point fixe pour F :
F est continue (pour la topologie forte de L2(0, T ;H)) et pour la topologie faible de (L2(0, T ;H1(Ω))×{g ∈
L2(0, T ;H1(Ω)); ∂tg ∈ E}) car ses deux applications composantes (F1,F2) le sont.
De plus, soient W1 et W2 les deux ensembles fermés, convexes et bornés de (L2(0, T ;H1(Ω)))2 définis par :
W1 =
{
(g, g1) ∈ (L2(0, T ;H1(Ω)))2; (g(0), g1(0) = (h0, h1,0), (g|Γ, g1|Γ) = (hD, h1,D);





(g, g1) ∈ (L2(0, T ;H1(Ω)))2; (g(0), g1(0) = (h0, h1,0), (g|Γ, g1|Γ) = (hD, h1,D);
||∇g||L2(ΩT ) ≤Mh,2, ||∇g1||L2(ΩT ) ≤M1,2, ||T ′(g1−h1,D)1/2∇g1||L2(ΩT ) ≤MS,2 et ||∂tS(g1)||E ≤M ′S,2
}
.
Nous avons montré que F(W1) ⊂ W2. De plus L2(0, T ;H1(Ω)) est un espace réflexif, F est un opérateur
compact pour la topologie faible de L2(0, T ;H1(Ω)) (d’après le théorème de Banach-Alaoglu), et compact
pour la topologie forte de L2(0, T ;H) (voir la preuve de la continuité de F).
Il reste à montrer que W2 est strictement inclus dans W1 cela grâce au bon choix de Mh,M1,MS et M ′S .
Clairement puisque la constante Mh,2 est indépendante de la constante Mh, celle-ci peut être choisie telle
que Mh > Mh,2. De même, M1 peut être choisie telle que M1 > M1,2.
Le choix de MS et M ′S assurant avec (4.49) et (4.51) que
MS,2 ≤MS et M ′S,2 ≤M ′S (4.53)
est le plus compliqué.
L’idée est d’utiliser la réelle petitesse de Sf (réalité assurée par les données physiques). Le rapportM/δ étant
potentiellement grand puisque la taille caractéristique de l’interface diffuse peut être petite par rapport aux
dimensions de l’aquifère, nous pouvons ré-écrire (4.53) (en utilisant (1 + x)1/2 ≈ 1 + x/2 et en gardant à
l’esprit (4.49)-(4.51) et (4.36))) sous la forme suivante :
C




















S + CSfM ′SMS( Cδ2 + CSfM ′S) ≤M ′S ,
(4.54)
où C est une constante dépendant seulement des données du problème, mais pas de 0, ni de .
La relation (4.54) permet de se convaincre qu’on peut choisir Ms et M ′S de telle sorte que la condition (4.53)
soit remplie si Sf est assez petit (on peut faire tendre Sf vers zéro dans (4.54) pour s’en convaincre).
Il résulte du Théorème de Schauder [[88], cor.9.7] qu’il existe un (h, h1) ∈W1 tel que F(h, h1) = (h, h1). Ce
point fixe pour F est une solution faible du problème (4.22)-(4.23). Nous rappelons que les définitions (4.49)-
(4.51) et (4.36) pour Mh,2,MS,2 et M ′S,2 ne dépendent pas de 0, ni de . Donc les estimations annoncées
dans le Lemme (4.3) sont uniformes. De plus la condition de petitesse sur Sf dans (4.54) permet à Sf de
rester à l’ordre un par rapport à 0 et .
Le lemme (4.3) est prouvé.
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4.3.2 Etape 2 : Principes du maximum pour la solution de (P2)
Lemme 4.4 Pour tout 0 > 0 et pout tout  > 0, toute solution faible (h0,, h0,1 ) du problème (4.16)-(4.17)-
(4.18) satisfait pour presque tout x ∈ Ω et pour tout t ∈ (0, T ),
0 ≤ h0,1 (t, x) ≤ h0,(t, x) ≤ h2.
Remarque 4.5 La preuve est faite pour un h2 constant mais elle se généralise à tout h2 ∈ L∞(Ω).
Preuve :
Nous allons encore omettre les paramètres 0 et  sur h et h1 dans nos équations pour des raisons de simplicité.
Par rapport au chapitre précédent, nous remarquons que rien ne change dans la preuve du principe du
maximum pour l’équation en h de notre système. Quant à l’équation en h1, nous avons le nouveau terme
SfCw(h1)Tff (Tf (h)− h1)X 0 (h1)[∂t(Ψ0 ∗ S(h1),p]R,T à gérer.
Nous allons montrer que presque partout dans (0, T )× Ω :
0 ≤ h1(t, x) ≤ h(t, x) ≤ h2.





)+ = sup(0, h(t, x)− h2) ∈ L2(0, T ;V ).
La fonction hm appartient à L2(0, T ;V ) puisque la donnée au bord satisfait (hD − h2)+ = 0. On a aussi :
∇hm = χ{h>h2}∇h et hm(t, x) 6= 0 ssi h(t, x) > h2
où χ est la fonction caractéristique.
Soit τ ∈ (0, T ). On multiplie l’équation (4.16) par w(t, x) = hm(t, x)χ(0,τ)(t) et on intègre sur (0, τ)×Ω. On
obtient : ∫ τ
0

























QsTs(h)hm(x, t)χ(0,τ) dxdt = 0.
On introduit les notations suivantes :∫ τ
0






























QsTs(h)hm(x, t) dxdt︸ ︷︷ ︸
I5
= 0. (4.55)
Calculons séparément les termes de (4.55). Pour I1 on applique le résultat de F.Mignot rappelé dans le
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avec hm(0, x) =
(
h(0, x)− h2
)+ = 0, puisque h(0, x) = h0 ≤ h2.










δφχ{h>h2}|∇hn|2 dxdt︸ ︷︷ ︸
≥0
≤ 0.
Donc hm est nulle presque partout. D’où pour tout τ ∈ (0, T ) :
h(τ, x) ≤ h2, p.p. x ∈ Ω.
• Dans le second temps, nous montrons que : 0 ≤ h1(t, x) p.p. dans (0, T )× Ω.
Posons
hm(t, x) =
(− h1(t, x))+ ∈ L2(0, T ;V ).
On a :
∇hm = χ{h1<0}∇h1 et hm(t, x) 6= 0 ssi h1(t, x) < 0
où χ est la fonction caractéristique.













































































QfTf (h− h1) +QsTs(h)
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car hm(0, x) =






























QfTf (h− h1) +QsTs(h)
)
hm dxdt ≥ 0,
car
Tf (h− h1)χ{h1<0} ≥ 0, Ts(h) ≥ 0, Qs ≤ 0 et Qf ≤ 0.



















h1(τ, x) ≥ 0, ∀τ ∈ [0, T ], p.p x ∈ Ω.
• Pour finir la démonstration du principe du maximum, nous allons montrer que :




h1(t, x)− h(t, x)
)+ ∈ L2(0, T ;V ).
On a :
∇hm = χ{h1−h>0}∇(h1 − h) et hm(t, x) 6= 0 ssi (h1 − h)(t, x) > 0
où χ est la fonction caractéristique.
Soit τ ∈ (0, T ), on multiplie par w(t, x) = hm(x, t)χ(0,τ)(t) l’équation résultant de la différence entre (4.17)
et (4.16) et on obtient :∫ τ
0





























SfCw(h1)Tff (Tf (h)− h1)X 0 (h1)[∂t(Ψ0 ∗ S(h1),p]R,Thm dxdt = 0.
Or Tf (h− h1)χ{h1−h>0} = 0 par définition du prolongement de Tf . De plus, Tff (Tf (h)− h1)χ{h1−h>0} = 0.
On a plus précisément Tff (Tf (h)− h1) = 0 si h1 ≥ h car dans ce cas h1 ≥ Tf (h). En effet,
– si h ≥ 0, alors Tf (h) = h car on a déjà montré que h ≤ h2 p.p. dans Ω× (0, T ),
– et si h < 0, Tf (h) = 0 ≤ h1 puisqu’on a aussi montré que h1 ≥ 0 p.p. dans Ω× (0, T ).
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Alors en prenant en compte ces considérations nous tirons de la dernière équation :∫ τ
0





δφ∇(h1 − h) · ∇hm dxdt = 0, (4.57)
avec ∫ τ
0

















δφχ{h1−h>0}|∇(h1 − h)|2 dxdt.










δφχ{h1−h>0}|∇(h1 − h)|2 dxdt︸ ︷︷ ︸
≥0
≤ 0.
Comme précédemment, on conclut que :
∀t ∈ (0, T ), p.p. x ∈ Ω, h1(t, x) ≤ h(t, x).
Conclusion : Sur cette partie concernant le principe du maximum, on vient de montrer que :
∀t ∈ (0, T ) p.p. x ∈ Ω, 0 ≤ h1(t, x) ≤ h(t, x) ≤ h2.
4.3.3 Etape 3 : Elimination de la première régularisation : 0 → 0
Dans ce paragraphe, nous allons faire tendre 0 → 0 dans (4.16)-(4.17)-(4.18) et nous allons exhiber une
solution au nouveau système d’équations suivant sur ΩT ,
φ∂th
 −∇ · (δφ∇h)−∇ · (KTs(h)LM(||∇h1||L2)X 0 (h1)∇h)
−∇ · (KTs(h)LM(||∇h1||L2)X 0 (h1)∇h1) = −QsTs(h), (4.58)
φ∂th





−∇ · (K(Tf (h − h1) + Ts(h))LM(||∇h1||L2)X 0 (h1)∇h1)
−∇ · (KTs(h)LM(||∇h1||L2)X 0 (h1)∇h)
= −QfTf (h − h1)−QsTs(h), (4.59)
où Ψη est une fonction régularisée par rapport au temps et à l’espace (voir la Définition (4.1)), complété par
les conditions initiales et aux bords :
h = hD, h1 = h1,D sur (0, T )× Γ,
(4.60)
h(0, x) = h0, h1(0, x) = h1,0(x) p.p dans Ω.
Lemme 4.5 Pour tout  > 0, il existe une solution faible (h, h1) au problème (4.58)-(4.59)-(4.60) telle que
(h, h1) ∈ (L∞(ΩT ) ∩ L2(0, T ;H1(Ω)))2, ∂th ∈ L2(0, T ;V ′), ∂th1 ∈ E. De plus les estimations suivantes
(uniformes par rapport à ) sont vraies :
0 ≤ h1(t, x) ≤ h(t, x) ≤ h2 p.p. dans Ω, ∀ t ∈ (0, T ), (4.61)
||h||L2(0,T ;H1(Ω))∩H1(0,T ;V ′) ≤ C(M), (4.62)
||∇h1||L2(0,T ;H) ≤ C(M), ||∂th1||E ≤ C(M). (4.63)
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Preuve :
On rappelle le principe du maximum établi au Lemme 4.4, et les estimations (4.19)-(4.20)-(4.21) qui re-
viennent à :
||h0,||L2(0,T ;H1(Ω))∩H1(0,T ;V ′) ≤ C(M),
||∇h0,1 ||L2(0,T ;H) ≤ C(M), ||∂th0,1 ||E ≤ C(M).
Toutes ces estimations sont uniformes par rapport à 0. Elles sont suffisantes (voir aussi la preuve du Lemme
4.3) pour s’assurer de l’existence d’une sous-suite, encore notée (h0,, h0,1 ) pour des raison de simplification,
et d’une fonction (h, h1 ∈ (L∞(ωT ) ∩ L2(0, T ;H1(Ω)))2, ∂th ∈ L2(0, T ;V ′), ∂th1 ∈ E telles que :
h0, −→ h dans L2(ΩT ) et p.p. dans Ω× (0, T ),
h0, ⇀ h faiblement dans L2(0, T ;H1(Ω)) ∩H1(0, T ;V ′),
h0,1 −→ h1 dans L2(ΩT ) et p.p. dans Ω× (0, T ),
h0,1 ⇀ h






1 faiblement dans E.
Remarquons que la compacité de h0,1 est obtenue ici en utilisant les inclusions
L∞(0, T ;W 1,q0 (Ω)) ⊂ E′ et W (0, T ) ⊂ L2(0, T ;H)
rappelées à la sous section 2 “Résultats Préliminaires”. D’ailleurs, un résultat similaire à (4.47) reste encore
vrai puisque la régularisation dans LM dépend de  mais pas de 0. Toutes ces convergences avec le Théorème
de Lebesgue sont suffisantes pour passer à la limite dans l’equation (4.16) et pour prouver que la limite h
est une solution faible de (4.58).
Pour étudier le comportement limite de l’équation (4.17), la difficulté majeure est de passer à la limite dans
Cw(h0,1 )Tff (Tf (h0,) − h0,1 )X 0 (h0,1 )[∂t(Ψ0 ∗ S(h0,1 ),p]R,T . C’est a priori un produit de convergences
faibles. On le ré-écrit sous la forme :
Cw(h0,1 )(h0, − h0,1 )[∂t(Ψ0 ∗ h0,1 ),p]R,T
:= f(h0,1 )[∂t(Ψ0 ∗ h0,1 ),p]R,T + g(h0,1 )h0,[∂t(Ψ0 ∗ h0,1 ),p]R,T . (4.64)
Nous savons seulement a priori que
[∂t(Ψ0 ∗ h0,1 ),p]R,T ⇀ ∂th1 faiblement dans E
(h0,ϕ , h0,1 ϕ) ⇀ (hϕ , h1ϕ) faiblement dans (E′)2, ∀ϕ ∈ E′.
Nous commençons par le premier terme du côté droit de (4.64). Pour toute fonction test admissible ϕ, on
écrit :











F(h0,1 )∂tϕdxdt+ 〈[∂t(Ψ0 ∗ h0,1 ),p]R,T − ∂th0,1 , f(h0,1 )ϕ〉E,E′ ,
où F est la primitive de f . Nous pouvons utiliser la convergence presque partout de h0,1 à h1 pour passer à
la limite dans les deux premiers termes du côté droit dans la dernière relation. Le dernier terme est égal à :
〈[∂t(Ψ0 ∗ h0,1 ),p]R,T − ∂th0,1 , f(h0,1 )ϕ〉E,E′ = 〈∂th0,1 , Ψˇ0 ∗ (f(h0,1 )ϕ),p − f(h0,1 )ϕ〉E,E′ ,
peut être rendu arbitrairement petit quand 0 → 0 puisque Ψˇ0 ∗ (f(h0,1 )ϕ),p est une 0-régularisation de
f(h0,1 )ϕ ∈ E′. Ainsi, nous pouvons résumer le comportement du premier terme du coté droit de (4.64) par :
lim
0→0
f(h0,1 )[∂t(Ψ0 ∗ h0,1 ),p]R,T = −Cw(h1)h1∂th1. (4.65)
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Nous considérons maintenant le second terme coté droit de (4.64). Nous introduisons cette fois ci la primitive
G de g. Nous vérifions simplement que le problème se réduit à passer à la limite dans le produit h0,[∂t(Ψ0 ∗
h0,1 ),p]R,T . La structure couplée du problème ne nous permet pas d’établir une compacité suffisante pour
passer à la limite 0 → 0 dans ce terme. Il va donc falloir garder une partie de la régularisation en espace
ou en en temps dans le terme [∂t(Ψ0 ∗h0,1 ),p]R,T . Plus précisément, cela signifie que nous devrions d’abord
réécrire tout le début de la preuve en remplaçant “Ψ0 ∗ ” par une notation différenciant les régularisations
en espace et en temps, puis nous ferions disparaître l’une ou l’autre de ces régularisations. Mais pas les
deux. D’où la convolution par ψη dans la Définition 4.1. Nous avons évité ces notations encombrantes,
h0,[∂t(Ψ0 ∗ ψη ∗ h0,1 ),p]R,T jusqu’à ici pour la commodité du lecteur.
Il reste à verifier que le degré de régularisation annoncé, en temps ou en espace, est suffisant pour passer à
la limite, c’est-à-dire à justifier le choix de ψ ∈ C1c (X), X = R2, X = R dans la Définition 4.1.
Supposons d’abord que nous choisissions de conserver un degré de la régularisation en temps.
Soit
A0 = (h0,, 0).
Cette quantité est uniformément bornée dans L2(ΩT ) tandis que divt,xA0 est bornée dans L2(0, T ;V ′). Soit
B0 = (∂t(Ψ0 ∗ ψη ∗ (h0,1 ),p) , ∇(Ψ0 ∗ ψη ∗ (h0,1 ),p)).
Grâce à la régularisation par ψη nous affirmons que B0 est uniformément bornée par rapport à 0 dans
L2(ΩT ). En effet
||∂t(Ψ0 ∗ ψη ∗ (h0,1 ),p)||L2 = ||Ψ0 ∗ ∂t(ψη) ∗ (h0,1 ),p||L2 ≤ ||h0,1 ||L1 ||∂t(ψη)||C
(on utilise les mêmes types de calculs que pour (4.4)). De plus curlt,xB0 = 0. Le Lemme divergence-
rotationnel ([81]) peut donc être appliqué et nous en concluons que
A0 ·B0 → A ·B faiblement au sens des distributions,
où A (resp. B) est la limite faible dans L2 de A0 (resp. B0). Cela signifie que
h0,[∂t(Ψ0 ∗ ψη ∗ h0,1 ),p]R,T ⇀ h[∂t(ψη ∗ h1),p]T faiblement dans D′(ΩT ).
Ce dernier résultat nous suffit.
Supposons maintenant que nous choisissions de conserver un degré de la régularisation en espace.
Puisque 1 ∂i,j(ψη ∗h01 ) = ∂jψη ∗∂jh01 , le gradient ∇(ψη ∗h01 ) est uniformément borné dans L2(0, T ;H1(Ω)).
De plus, en utilisant encore une fois les règles classiques de la dérivation d’un tel produit de convolution, nous
avons ∂t∇(ψη ∗ h01 ) = ∂t(∇ψη ∗ h01 ) et, puisque ψη ne dépend pas du temps, ∂t∇(ψη ∗ h01 ) = ∇ψη ∗ ∂th01 .
Cette quantité est uniformément bornée dans E. Un argument de compacité du type d’Aubin nous permet
de conclure que ∇(ψη ∗ h01 ) est séquentiellement compact dans L2(ΩT ). Pour tout ϕ ∈ L2(0, T ;V ), nous
pouvons donc calculer la limite suivante :
lim
0→0
〈∂th0, , [ψη ∗ (h0,1 ),p]R,Tϕ〉V,V ′ ⇀ 〈∂th , [ψη ∗ h1,p]Tϕ〉V,V ′ .
Nous concluons en passant à la limite dans la formulation suivante :
h0,[∂t(Ψ0 ∗ ψη ∗ h0,1 ),p]R,T = ∂t(h0,[Ψ0 ∗ ψη ∗ (h0,1 ),p]R,T − ∂th0,[Ψ0 ∗ ψη ∗ (h0,1 ),p]R,T .
4.3.4 Etape 4 : Elimination de la fonction auxiliaire LM
Au vu des estimations montrées à l’étape 2, il est maintenant inutile de faire apparaître les fonctions auxi-
liaires Tff , Tf et Ts, puisque 0 ≤ h1 ≤ h ≤ h2 (nous omettons aussi  dans les notations sur (h, h1) ).
1. Nous omettons [(·)p]T pour quelques lignes. Les propriétés énoncées ci-après se transfèrent naturellement de R à Ω et vice
versa.
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Nous allons maintenant montrer qu’il existe un nombre réel M0 > 0 ne dépendant pas de  tel que toute
solution faible (h, h1) du problème
φ∂th− div
(
δφ∇h)− div(K(h2 − h)LM(||∇h1||L2)X 0 (h1)∇h)
= div
(
K(h2 − h)X 0 (h1)LM





− div(K((h− h1 + (h2 − h))X 0 (h1)LM(||∇h1||L2))∇h1)
= div
(
K(h2 − h)X 0 (h1)LM
(||∇h1||L2)∇h)
−SfCw(h1)(h− h1)∂t(ψη ∗ h1,p)T −Qf (h− h1)−Qs(h2 − h), (4.67)
avec les conditions aux bords et conditions initiales
h = hD, et h1 = h1,D sur (0, T )× Γ = (0, T )× ∂Ω (4.68)
h(0, x) = h0(x) et h1(0, x) = h1,0(x) dans Ω (4.69)
satisfait
||∇h||L2(0,T ;H) ≤M0, et ||∇h1||L2(0,T ;H) ≤M0. (4.70)
Nous choisirons alors de poursuivre le travail sur le couple (hM0 , hM01 ) ce qui nous permettra de faire dispa-
raître la fonction auxiliaire LM0 puisque de ‖∇h1‖L2 ≤M0, on tire LM0
(||∇h1||L2) = 1.
Dans un premier temps, nous sommons (4.66) et (4.67). Nous obtenons le problème suivant, satisfait par
(h+ h1) :
φ∂t(h+ h1)− div(δφ∇(h+ h1))− 2div
(
K(h2 − h)X 0 (h1)LM
(||∇h1||L2)∇(h+ h1))




= −2Qf (h− h1)−Qs(h2 − h),
avec h+ h1 = hD + h1,D sur (0, T )× Γ et h(x, 0) + h1(x, 0) = h0(x) + h1,0(x) dans Ω.
















δφ+ 2K(h2 − h)X 0 (h1)LM
























δφ+ 2K(h2 − h)X 0 (h1)LM
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Dans un second temps, nous faisons la soustraction de (4.67) et (4.66). Nous obtenons le problème suivant,
satisfait par (h1 − h) :
φ∂t(h1 − h)− div(δφ∇(h1 − h))




= −Qf (h− h1),
avec h1 − h = h1,D − hD sur (0, T )× Γ et h(x, 0) + h1(x, 0) = h0(x) + h1,0(x) dans Ω.








h1 − h− (h1,D − hD)




















































h1 − h− (h1,D − hD)
)
dxdt. (4.72)
En sommant (4.71) et (4.72) (et en utilisant Kζ · ζ ≥ K−|ζ|2, ∀ζ ∈ R2), on obtient :∫
Ω











K−(h2 − h)X 0 (h1)LM
















h1,0(x)− h1,D(t = 0)


































K(h2 − h)X 0 (h1)LM

















h+ h1 − (hD + h1,D)
)
dxdt
Grâce à l’inégalité de Cauchy-Schwarz et à celle de Young, nous déduisons∫
Ω











K−(h2 − h)X 0 (h1)LM


























K−(h2 − h)χ0(h1)LM (|∇h1|)|∇(h+ h1)|2 dxdt (4.73)
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où ε > 0 et C(h0, hD, h1,0, h1,D, h2,Qs,Qf , ε−1) est une constante générique qui dépend des données du
problème (en effet l’intégrale contenant les termes sources peut être directement bornée par C car on a déjà
vu que h et h1 sont bornées dans L∞ ; quant aux termes impliquant hD et h1,D, ils sont traités avec les
inégalités de Cauchy-Schwarz et Young ; nous ne détaillons pas ces estimations pour nous concentrer sur






SfCw(h1)(h− h1)∂t(ψη ∗ h1,p)T (h1 − h1,D) dxdt.
On notera C1 (respectivement C2 et C3) une primitive de
x 7→ Cw(x) (respectivementx 7→ xCw(x) et x 7→ x2Cw(x)) telle que C1(0) = C2(0) = C3(0) = 0.
Le point important (pour l’étape 4) est que ces trois fonctions sont bornées dans L∞ indépendemment de .





























Cw(h1)h(h1 − h1,D)∂th1 dxdt. (4.74)
On a d’abord




Cw(h1)(h− h1)(h1 − h1,D)∂t((ψη ∗ h1,p)T − h1) dxdt
∣∣
≤ ||Cw(h1)(h− h1)(h1 − h1,D)||E′ ||(ψη ∗ ∂th1,p)T − h1||E
≤ C||(ψη ∗ ∂th1,p)T − h1||E .
Compte tenu de la définition de E, ∂th1,p appartient à L2(0, T ; (W 1,q(R2))′), q > 2. Il en résulte qu’il existe
(w1,W1) ∈ L2(0, T ;Lq′(R2)) tel que :
∂th1,p = w1 +W1.
Donc
||(ψη ∗ ∂th1,p)T − h1||L2(0,T ;(W 1,q(R2))′) ≤ ||ψη ∗ w1 − w1||L2(0,T ;Lq′ (R2)) + ||ψη ∗W1 −W1||L2(0,T ;Lq′ (R2)).
Puisque l’opérateur ψη ∗ · est une régularisation en temps ou en espace, les quantités à droite de la dernière
inégalité tendent vers zéro avec η. Cette propriété se transfère à la restriction de (ψη ∗ ∂th1,p)T − h1 dans
ΩT . Nous concluons simplement que, pour tout η suffisamment petit, nous avons




Cw(h1)(h− h1)(h1 − h1,D)∂t((ψη ∗ h1,p)T − h1) dxdt
∣∣ ≤ C. (4.75)
Ensuite en utilisant le principe du maximum établi pour h1, nous estimons le second membre du côté droit




















∣∣∣ ≤ C(h1,0, h2, Sf ). (4.76)
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h1,D(t = 0)C2(h1,0) dx
∣∣∣






pour tout ε > 0.








































































où C4 est la fonction définie par C4(x) = xC1(x)− C2(x). Cette fonction est introduite pour être sûr que(
C2(h1)− h1,DC1(h1) + C4(h1,D)
)
|∂Ω = C2(h1,D)− h1,DC1(h1,D) + C4(h1,D) = 0.
Les termes en t = 0 et t = τ peuvent être bornés par une constante grâce aux principes du maximum sur h








Ω h∂tC4(h1,D) dxdt sont de même























dxdt, on va exploiter l’équation de h (i.e. (4.66)).




























ΩK(h2 − h)LM (‖∇h1‖L2)χ0(h1)∇(h+ h1)·(
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K−(h2 − h)LM (‖∇h1‖L2)χ0(h1)2h1|∇h1|2 dxdt ≥ 0. (4.81)
La plupart des termes restant contenant h1,D sont traités de façon classique à l’aide de l’inégalité de Cauchy-

























)∇h · ∇h1,D dxdt∣∣∣
































K(h2 − h)LM (‖∇h1‖L2)χ0(h1)
(
C ′4(h1,D)− C1(h1)
)∇(h+ h1) · ∇h1,D dxdt∣∣∣
























On replace ces derniers résultats : (4.81), (4.82), (4.83), (4.84), (4.85), (4.86) dans (4.80). Puis, on utilise
































≤ C(h0, hD, h1,0, h1,D, h2,Qs,Qf , Sf , δ, φ,K−,K+, ε−1), (4.87)
pour tout ε > 0.
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Répétons ici que cette hypothèse est légitime du point de vue physique puisque Sf  1 ; essentiellement, on
peut retenir que la condition de petitesse sur Sf est de l’ordre
Sf = O(δ).
Cette hypothèse sur Sf nous permet d’utiliser le lemme de Gronwall pour déduire qu’il existe une constante
M0, indépendante de  dans la régularisation de X 0 et de M telle que :
||h||L∞(0,T ;H)∩L2(0,T ;H1(Ω)) ≤M0 et ||h1||L∞(0,T ;H)∩L2(0,T ;H1(Ω)) ≤M0.
En particulier, ||∇h1||L2(0,T ;H) ≤ M0 et cette estimation ne dépend pas du choix du nombre réel M qui
définit la fonction LM .
Donc si nous choisissons M = M0, toute solution faible du système dans ΩT
φ∂th− div
(
δφ∇h)− div(K(h2 − h)LM(||∇h1||L2)X 0 (h1)∇h)
= div
(
K(h2 − h)X 0 (h1)LM





− div(K((h− h1 + (h2 − h))X 0 (h1)LM(||∇h1||L2))∇h1)
= div
(
K(h2 − h)X 0 (h1)LM
(||∇h1||L2)X 0 (h1)∇h)
−SfCw(h1)(h− h1)∂t(ψη ∗ h1,p)T −Qf (h− h1)−Qs(h2 − h), (4.90)
avec les conditions aux bords et conditions initiales
h = hD, et h1 = h1,D sur (0, T )× Γ = (0, T )× ∂Ω (4.91)




à condition que  soit suffisamment petit (garder à l’esprit la définition de (4.11)).
Ainsi le terme LM0
(||∇h1||L2) = 1 peut être supprimé.
4.3.5 Etape 5 : Existence pour le système sans régularisation de la fonction
Heaviside
À la fin de l’étape précédente, nous avons donc prouvé l’existence d’une solution faible
(
h, h1
) ∈ (L∞(0, T ;H)∩














K(h2 − h)X 0 (h1)∇h1
)

















K(h2 − h)X 0 (h1)∇h
)
− SfCw(h1)(h − h1)∂t(ψη ∗ h1,p)T = −Qf (h − h1)−Qs(h2 − h)
avec les conditions initiales et aux bords{
h = hD, h1 = h1,D sur Γ
h(0, x) = h0, h1(0, x) = h1,0(x) p.p. dans Ω.
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COEFFICIENT D’EMMAGASINEMENT
Cette solution satisfait de plus les principes du maximum suivants dans (0, T ),
0 ≤ h1 ≤ h ≤ h2 p.p. dans Ω.
Enfin, on note que les estimations qui nous ont permis de définir l’ensemble A au niveau de l’étape 1 sont




































sont séquentiellement compactes dans L2(0, T ;H) et que




(W (0, T ))2 satisfaisant
h −→ h dans L2(0, T ;H) et p.p. dans Ω× (0, T ),
h ⇀ h faiblement dans L2(0, T ;H1(Ω)),
∂th
 ⇀ ∂th faiblement dans L2(0, T ;V ′),
h1 −→ h1 dans L2(0, T ;H) et p.p. dans Ω× (0, T ),
h1 ⇀ h1 faiblement dans L2(0, T ;H1(Ω)),
∂th

1 ⇀ ∂th1 faiblement dans E.
Ces résultats de convergence sont suffisants pour passer à la limite  tend vers 0 dans le problème (P2).
On obtient ainsi une (η, ψ)-solution faible du problème (4.58)-(4.59) au sens de la Définition 4.1 (i). Les
conditions initiales et aux bords (4.60) sont vérifiées puisque l’application f ∈ W (0, T ) 7−→ f(0) ∈ H est
continue. De plus (h, h1) satisfait le principe du maximum conforme au réalisme physique :
0 ≤ h1(x, t) ≤ h(x, t) ≤ h2(x, t), ∀t ∈ (0, T ), p.p. x ∈ Ω.
Pour exhiber une quasi-solution faible au sens de Définition 4.1 (ii), nous devons enfin faire tendre η
vers zéro. Clairement, toute la difficulté est liée au passage à la limite dans le terme contenant le coefficient
d’emmagasinement qui est :∫
ΩT
(f(hη)− f(h1))(ψη ∗ ∂t(hη1),p)w dxdt, avec w ∈ L2(0, T ;V ).
Ce passage à la limite est obtenu en utilisant le Théorème d’Egorov. Plus précisément, comme hη1 converge
presque partout vers h1, d’après Egorov, il existe un Ωµ comme dans le Théorème 4.1 (ii) tel que hη1 converge
uniformément vers h1 sur Ωµ. Pour tout ε > 0 donné, à partir d’un certain rang, on a donc −ε ≤ (f(hη)−
f(h1)) ≤ ε et





(f(hη)− f(h1))(ψη ∗ ∂t(hη1),p)w dxdt ≤ ε〈ψη ∗ ∂t(hη1),p , w〉Eµ,E′µ
où Ωµ est bien sûr défini comme E en remplaçant les Ω par Ωµ. Comme ∂thη1 est uniformément bornée dans
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5.1 Introduction
Ce chapitre marque la fin de l’étude de la nouvelle approche mixte entre l’interface abrupte et celle diffuse,
introduite dans le chapitre sur la modélisation des aquifères costaux. Cette approche est évidemment une
approximation de la réalité puisque l’on peut la considérer comme faisant partie de la famille des écoulements
à deux phases, et puisqu’elle nous a permis de ramener la dimension trois (3D) du problème initial à deux (2D)
et cela grâce à l’hypothèse de Dupuit. Or les fluides qui interviennent dans le problème de la salinisation des
aquifères, l’eau douce et l’eau salée, se mélangent i.e. sont miscibles. Le modèle correspondant d’écoulement
et de transport en milieux poreux est donc à une seule phase. Pour se convaincre de la pertinence de
notre nouvelle approche et de sa capacité à permettre un suivi efficace de l’interface purement virtuelle
entre eau douce et eau salée, nous allons la comparer (numériquement) au modèle 3D d’écoulement à une
phase adaptée au problème (tenant en particulier compte de la compressibilité du milieu, i.e. de sa capacité
d’emmagasinement).
Nous allons donc introduire dans un premier temps le modèle d’écoulement à une seule phase pour le dépla-
cement de deux fluides miscibles transportés par un écoulement compressible dans un milieu déformable. Il
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est basé sur la loi de conservation de la quantité de mouvement avec l’équation de Darcy et la loi de conser-
vation de la masse (ou équation de continuité) couplée au transport de soluté dans le milieu poreux, (voir
[14]). Cette dernière, couplée au transport, décrit le déplacement du soluté (l’eau salée) durant l’écoulement,
en prenant en compte les trois mécanismes de transport (voir [55]) :
– l’advection : c’est le déplacement du polluant dans le milieu poreux à la vitesse moyenne du fluide, (voir
la figure a-(5.1)),
– la diffusion : c’est un phénomène physique modélisé par le loi de Fick et qui traduit le transfert des
molécules d’une zone de forte concentration vers une zone à faible concentration, (voir la figure b-(5.1)),
– la dispersion : c’est un phénomène de mélange essentiellement lié à l’hétérogénéité des vitesses micro-
scopiques dans le milieu poreux, (voir la figure c-(5.1)).
Les potentielles compressibilités des fluides et de la roche sont également prises en compte.
Dans un second temps, nous présenterons les schémas numériques associés aux deux modèles puis nous les
simulerons à l’aide du logiciel FreeFem [63], basé sur la méthode de éléments finis. Enfin, nous montrerons
quelques résultats numériques illustrant le bon comportement phénoménologique de notre modèle 2D.
Nous rappelons qu’au-delà du problème de l’intrusion de l’eau de mer dans les aquifères, les applications de
ces modèles sont nombreuses et très variées, notamment dans le domaine souterrain (stockage de déchets,
pollution, ...).
5.2 Le modèle 3D d’écoulement et de transport
5.2.1 Les différentes équations du modèle
Nous allons présenter les équations qui vont nous permettre d’obtenir le modèle pour les problèmes d’écou-
lement et de transport en milieu poreux. L’équation de Darcy et celles des états seront rappelées brièvement
puisqu’elles sont détaillées dans le chapitre de modélisation. Puis nous mettrons l’accent sur l’équation de
conservation de la masse couplée au transport de soluté pour expliquer la provenance du modèle final.
Dans la suite, nous garderons les mêmes notations que dans la première partie. Par exemple, q sera la vitesse
de Darcy, P la pression et φ la porosité du milieux.
a) Equation de Darcy
La vitesse de Darcy dans un milieu poreux est donnée par
q = −k
µ
(∇P + ρg∇z), (5.1)
équation qui peut aussi s’écrire à l’aide de la charge hydraulique :
q = −K∇Φ− k
µ






+ z − href ⇔ P = ρ0g(Φ− Z), (5.3)
où k est la perméabilité du milieu poreux, g la constante de gravité, µ la viscosité du fluide, K la matrice de
conductivité hydraulique, ρ la densité du mélange, ρ0 la densité de l’eau pure et z la hauteur du fluide. Nous
posons Z = z − href qui est l’élévation au-dessus d’un niveau de référence fixe dans l’aquifère href < 0.
b) Equation d’état pour la compressibilité du fluide
La pression P est liée à la densité ρi du fluide i par l’équation d’état suivante
dρi
ρi
= zi dP ⇔ ρi = ρ0,iezi(P−P0), (5.4)
où zi ≥ 0 est le coefficient de compressibilité du fluide i résultant de la variation de la pression, P0 est la
pression de référence et ρ0,i est une densité de référence pour le fluide i.
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Remarque 5.1 Si z1 = z2 = 0, alors le fluide est incompressible.
c) Equation d’état pour la compressibilité du sol
D’après la théorie de Terzaghi (voir [55]), la porosité φ est liée à la pression P par :
dφ
dP
= (1− φ)βP ⇔ φ = 1− (1− φ0)e−βP (P−P0). (5.5)
Remarque 5.2 Si βP = 0, alors le milieu est incompressible.
d) Equation de conservation de la masse couplée au transport d’une espèce
Nous appliquons le principe de conservation de masse dans un volume élémentaire représentatif [x, x+dx]×
[y, y + dy]× [z, z + dz] (voir Figure (2.2)) qui se résume comme suit : la variation de la masse stockée dans
un VER (Volume Elémentaire Représentatif) est égale à la différence du flux de la masse entrant moins le
flux de la masse sortant et les termes sources et s’écrit comme :
I −O = dS
dt
, (5.6)
où I est le flux de masse de soluté entrant, O est le flux de masse de soluté sortant, S est la variation de
masse de soluté par unité de temps. La quantité I = Ix + Iy + Iz est le flux de masse rentrant au point de
coordonnées (x, y, z) dans toutes les directions, où
Ix = (ρJx) dydz, Iy = (ρJy) dxdz, Iz = (ρJz) dxdy,
la quantité O = Ox+Oy+Oz est le flux de masse sortant en (x+dx, y+dy, z+dz) dans toutes les directions.
A l’aide d’un développement de Taylor au premier ordre, on obtient :












où ρ est la densité du mélange, c est la concentration de l’espèce considérée et J est le flux de la masse
totale dans le VER. J prend en compte les différents flux de masse transportés selon les trois mécanismes
(advection, diffusion et dispersion) et s’écrit comme :
J = Jadv + Jdiff + Jdisp = cu− φDm∇c− φDdisp∇c, (5.7)
où Dm est le coefficient de diffusion moléculaire et Ddisp est un tenseur du second d’ordre dû à l’hétérogénéité







Dij est le coefficient qui va representer la dispersion du flux dans la direction i en raison d’une unité de
gradient de la concentration dans la direction j.

























+ div(ρJ) = 0
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car dxdydz 6= 0.
L’équation de continuité de l’écoulement d’un fluide couplée au transport de polluant de concentration c
avec un terme source Q (production ou injection) s’écrit donc :
∂t(ρφc) + div(ρcq)− div(ρφDm∇c)− div(ρφDdisp∇c) = ρcQ,
soit :
∂t(ρφc) + div(ρcq)− div(ρφD(q)∇c) = ρcQ, (5.8)
où D(q) est le tenseur qui modélise les effets de dispersion et de diffusion.
Figure 5.1 – Trois mécanismes de transport.
5.2.2 Les différentes hypothèses
Nous supposons dans un premier temps que nous avons deux fluides dans le mélange : l’eau “salée” avec une
densité ρ1, une concentration c et l’eau “douce” dont la densité est ρ2, sa concentration étant 1 − c. Nous
écrivons l’équation de le conservation de la masse (5.8) pour chaque fluide :
∂t(ρ1φc) + div(ρ1cq)− div(ρ1φD(q)∇c) = ρ1(Qi − cQs), (5.9)
∂t(ρ2φ(1− c)) + div(ρ2(1− c)u)− div(ρ2φD(q)∇(1− c)) = −ρ2(1− c)Qs, (5.10)
où le terme Qi correspond à la masse d’eau injectée et Qs correspond à la masse d’eau produite. La densité
du mélange étant alors
ρ = ρ1c+ ρ2(1− c),
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(∇P + (ρ1c+ ρ2(1− c))g∇z).
Nous réécrivons les équations (5.9)-(5.10) en les développant :
ρ1∂t(φc) + φc∂t(ρ1) + ρ1div(cq) + cq · ∇ρ1
−ρ1div(φD(q)∇c)− θD(q)∇c · ∇ρ1 = ρ1(Qi − cQs), (5.11)
ρ2∂t(φ(1− c)) + φ(1− c)∂t(ρ2) + ρ2div((1− c)q) + (1− c)q · ∇ρ2
−ρ2div(φD(q)∇(1− c))− φD(q)∇(1− c) · ∇ρ2 = −ρ2(1− c)Qs, (5.12)
Dans un second temps, nous supposons que les fluides sont faiblement compressibles (nous utiliserons l’équa-
tion (5.4) dans (5.11) et (5.12)). Puis, avec l’hypothèse de Bear qui consiste à négliger les variations de la
densité dans la direction de l’écoulement i.e. q · ∇ρi  1, D(q)∇ρi  1, nous obtenons :
ρ1∂t(φc) + φρ1cz1∂tP + ρ1div(cq)− ρ1div(φD(q)∇c) = ρ1(Qi − cQs), (5.13)
ρ2∂t(φ(1− c)) + φρ2(1− c)z2∂tP + ρ2div((1− c)q)− ρ2div(φD(q)∇(1− c)) = −ρ2(1− c)Qs.(5.14)
On simplifie par ρ1 6= 0 et ρ2 6= 0 dans (5.13)-(5.14) puis on présente les équations
(5.13)+(5.14)=(5.15) et (5.13) ce qui donne :
∂tφ(P ) + φ(P )a(c)∂tP + div(q) = Qi −Qs, (5.15)
φ(P )∂tc+ φ(P )b(c)∂tP + q · ∇c− div(φ(P )D(q)∇c) = Qi(1− c), (5.16)
où a(c) = (z1 − z2)c+ z2 et b(c) = (z1 − z2)c(1− c), c ∈ [0, 1].
En ajoutant le modèle (5.5) de la compressibilité du sol, on obtient :(
(1− φ(P ))βp + φ(P )a(c)
)
∂tP + div(q) = Qi −Qs, (5.17)
φ(P )∂tc+ φ(P )b(c)∂tP + q · ∇c− div(φ(P )D(q)∇c) = Qi(1− c), (5.18)
où Sp =
(
(1 − φ(P ))βp + φ(P )a(c)
)
est le coefficient d’emmagasinement en eau dans le milieu poreux,
(1 − φ(P ))βp représentant la compressibilité du milieu et φ(P )a(c) étant relative à la compressibilité des
fluides.
5.2.3 Cadre et Modèle mathématique
Nous considérons un domaine Ω, un ouvert borné de R3 avec un bord Γ ∈ C1, ν est le vecteur unité normal
pointant vers l’extérieur de Ω. L’intervalle de temps qui nous intéresse est (0, T ). Soit ΩT = Ω × (0, T ) le
domaine spatio-temporelle considéré.
a) Formulation en Pression (P ) en négligeant les effets de la gravité
Le modèle mathématique obtenu ci-dessus devient, si l’on néglige les effets de la gravité dans l’équation
de Darcy :
∂tφ(P ) + φ(P )a(c)∂tP +∇ · q = Qi −Qs, dans (0, T )× Ω (5.19)
q = −κ(φ(P ))∇P, dans (0, T )× Ω, (5.20)
φ(P )∂tc+ φ(P )b(c)∂tP + q · ∇c−∇ · (φ(P )D(q)∇c) = Qi(1− c), dans (0, T )× Ω, (5.21)
avec
D(q) = |q|(αLε(q) + αT (Id− ε(q))) +DmId,
a(c) = (z1 − z2)c+ z2 et b(c) = (z1 − z2)c(1− c), c ∈ [0, 1],




2 , a et b sont des fonctions définies sur [0, 1] et prolongées
continûment dans R, φ représente la porosité du milieu qui dépend de la pression P , c est la concentration
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de l’espèce transportée (le sel pour nous), Qi et Qs sont les termes sources (injection et production) et sont
des fonctions positives de L2(Ω), z1, z2 sont les coefficients de compressibilité des deux fluides du mélange,
κ est la conductivité hydraulique du milieu, q est la vitesse de Darcy, D(q) est le tenseur qui modélise les
effets de dispersion et diffusion, αL, αT sont respectivement les coefficients de dispersion longitudinale et
transversale, Dm est la diffusion moléculaire supposée strictement positive.
Un résultat d’existence a été établi pour le système (5.19)-(5.20)-(5.21), complété par des conditions aux
bords et conditions initiales. Nous allons rappeler les hypothèses ainsi que le résultat d’existence (voir [24]
pour plus de détails). On suppose que :
• il existe φ+ et κ+ des réels positifs tels que :
φ ∈ C1(R), 0 ≤ φ(x) ≤ φ+, φ′(x) ≥ 0 ∀x ∈ R, (5.22)
κ ∈ C(R+), 0 ≤ κ(x) ≤ κ+ ∀x ∈ R+. (5.23)
• le tenseur D satisfait :
D(q)ξ · ξ ≥ (Dm + αT |q|) |ξ|2, |D(q)ξ| ≤ (Dm + αL|q|) |ξ|, (5.24)
pour tout ξ ∈ R3,
• la solution doit vérifier les conditions aux bords et conditions initiales suivantes :
q · ν1 = 0 sur Γ1 × (0, T ), P|Γ2 = p2 dans (0, T ),
P (x, 0) = p0(x) dans Ω,
(5.25)
φ(P )D(q)∇c · ν1 = 0 sur Γ1 × (0, T ), c|Γ2 = C2 dans (0, T ),
c(x, 0) = c0(x) dans Ω,
(5.26)
où le bord Γ de Ω est l’union disjointe de Γ1 et Γ2, les fonctions p2 et C2 appartiennent à l’espace
H1(0, T ;H1/2(Γ)),
• les fonctions P0 ∈ H2(Ω), c0 ∈ H2(Ω) satisfont les conditions de compatibilité P0|Γ2 = p2(x, 0), c0|Γ2 = C2(x, 0),κ(φ(P0))∇P0 · ν1 = 0, φ(P0)D(−κ(φ(P0))∇P0)∇c0 · ν1 = 0,
• c0 ∈ L∞(Ω) est une concentration admissible :
0 ≤ c0(x) ≤ 1 p.p. dans Ω. (5.27)
Théorème 5.1 (Modèle de consolidation) Supposons qu’il existe deux réels φ− et κ− tels que :
φ(x) ≥ φ− > 0 ∀x ∈ R, κ(x) ≥ κ− > 0 ∀x ∈ R+. (5.28)
Supposons de plus que :
Dm > 0, αL ≥ αT > 0. (5.29)
Alors le problème (5.19)-(5.20)-(5.21), (5.25)-(5.26) admet une solution faible (P, c) qui satisfait :
i) la fonction P ∈ L∞(0, T ;H1(Ω)) ∩H1(0, T ;L2(Ω)) est la solution de (5.19)-(5.20), (5.25) ;
ii) la fonction c ∈ L∞(ΩT ) ∩ L2(0, T ;H1(Ω)) est la solution de (5.21), (5.26) étant
vérifiée dans L2(0, T ; (V )′), où V = {f ∈ L2(0, T ;W 1,4(Ω)); f|Γ2 = 0}.
Elle satisfait 0 ≤ c(x, t) ≤ 1 p.p. dans ΩT .
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b) Formulation en Pression (P ) avec les effets de la gravité
Si l’on conserve les effets de gravité, seule l’équation (5.20) change dans le système (5.19)-(5.20)-(5.21)
pour devenir (5.1).
c) Formulation en Charge Hydraulique (Φ) avec les effets de la gravité
Ici, on reprend simplement les formules (5.19)-(5.1)-(5.21) en remplaçant P par la formule (5.3) :
P = ρ0g(Φ− Z),
où Z = z − href , et en réécrivant la vitesse de Darcy sous la forme (5.2) :
q = −K∇Φ− k
µ















la flottabilité. Dans la suite, nous garderons ce terme car c’est lui qui contient les effets de différence
de densité. Ces effets, qui sont aussi présents dans le modèle d’écoulement à deux phases (modèle 2D
intégré), nous permettront de le comparer avec le modèle d’écoulements à une seule phase (modèle 3D).
Plus précisément, on a
q = −K
(




, K = kρ0g
µ
, (5.30)
où ρ est la densité du mélange :
ρ = ρ1c+ ρ2(1− c)
= ρ0,1cez1(P−P0) + ρ0,2(1− c)ez2(P−P0),
où ρ0,1 est la densité de référence de l’eau salée (parfois aussi notée ρs dans cette thèse) et ρ0,2 = ρ0 est
la densité de référence de l’eau claire (parfois aussi notée ρf dans cette thèse), soit :
ρ = ρ0,1cez1ρ0g(Φ−Z)−z1P0 + ρ0(1− c)ez2ρ0g(Φ−Z)−z2P0 . (5.31)
La définition de q de la formule (5.30) devient :
q = −K
(






∇Φ + (ρ0,1 − ρ0
ρ0
cez1ρ0g(Φ−Z)−z1P0 + (1− c)ez2ρ0g(Φ−Z)−z2P0)∇Z).
Il est établi dans le chapitre de modélisation de la première partie qu’avec l’hypothèse de continuité de la
viscosité entre eau salée et eau claire, on a :
ρ0,1
ρ0
= 1 + α⇔ ρ0,1
ρ0
− 1 = α⇔ ρ0,1 − ρ0
ρ0
= α.
Donc finalement q s’écrit :
q = −K
(
∇Φ + αez1ρ0g(Φ−Z)−z1P0c∇Z + ez2ρ0g(Φ−Z)−z2P0(1− c)∇Z
)
avec α qui décrit le contraste de densité.
Remarque 5.3
C’est très différent de ce que l’on avait au niveau de la première partie où il était question d’écoulements
à deux phases, car ici on regarde un mélange (écoulement à une seule phase), donc on ne peut plus définir
qu’une charge hydraulique Φ (définir Φf et Φs n’a plus de sens).
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Remarque 5.4
Une hypothèse courante admise pour la forme de ρ est :
ρ = ρ0,1c+ ρ0,2(1− c)
= ρ0,1c+ ρ0(1− c)






















q = −K(∇Φ + αc∇Z). (5.33)
Au final, nous obtenons le modèle suivant en fonction de la charge hydraulique et en présence du contraste
de densité α :
∂tφΦ(Φ) + ρ0gφΦ(Φ)a(c)∂tΦ +∇ · q = Qi −Qs, (5.34)
q = −K(∇Φ + αc∇Z), (5.35)
φΦ(Φ)∂tc+ ρ0gφΦ(Φ)b(c)∂tΦ + q · ∇c+∇ · (φΦ(Φ)D(q)∇c) = Qi(1− c), (5.36)






Dans nos schémas numériques, notre stratégie consiste à calculer à chaque pas de temps les couples (Φ, q) :
charge hydraulique et vitesse de Darcy, et (c, qc) : concentration et flux de concentration. Nous associons
donc aux équations précédentes la formulation mixte suivante :
∂tφΦ(Φ) + ρ0gφΦ(Φ)a(c)∂tΦ +∇ · q = Qi −Qs, (5.37)
q = −K(∇Φ + αc∇Z), (5.38)
φΦ(Φ)∂tc+ ρ0gφΦ(Φ)b(c)∂tΦ− c∇ · q +∇ · qc = Qi(1− c), (5.39)
qc = −φΦ(Φ)D(q)∇c+ qc. (5.40)
Remarque 5.5
Afin de simplifier davantage la programmation des modèles, nous allons supposer que :
– la fonction φΦ(Φ) est de façon plus générale considérée comme la teneur volumique en eau dans un
milieu partiellement saturé. Elle décrit la variation en eau en fonction de la pression. Ici, nous allons
utiliser le modèle apparenté au modèle de la conductivité hydraulique exponentielle de Gardner et de
Rijtema, voir [4]. Elle est donnée par la relation suivante :
θ − θd
θs − θd = e
α(P−Pb) si P < Pb si le milieu est non-saturé
θ = θs si P > Pb si le milieu est saturé,
où : θs est la teneur volumique en eau à saturation et sa valeur numérique est comprise dans [φ×0, 8;φ]
d’après Zammit (1999) (voir [87]) ;
θd est la teneur volumique en eau résiduelle avec une valeur arbitraire de 0, 01. Cette quantité est obte-
nue expérimentalement et est proposée par Wösten (1995) (voir [86]) ;
θe est la teneur effective qui correspond à la part de l’eau qui circule réellement dans le milieu et est
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définie comme étant : θe = θ − θd.
Les quantités Pb et (−1/α) sont des facteurs d’échelles liés à la pression d’entrée d’air à la surface
quand le sol est pratiquement saturé (θ = θs).
– Le tenseur de dispersion quant à lui, est issu du modèle de Bear (1961), Scheiddegger (1961) et est
donné par la formule suivante :
D = DmId+ (αL − αT )|q|−1q · q + αT |q|Id,
une formule qu’on réécrit comme suit :





, |q| = (∑3i=1(qi)2) 12 , Dm est le coefficient de diffusion moléculaire, Id est le
tenseur unité, αT et αL sont respectivement les coefficients de dispersion intrinsèque transversale et
longitudinale. Dans la suite, nous utiliserons les valeurs utilisées dans plusieurs références : αT = 0,
αL = 0, 2, et Dm = 10−3.
– La matrice de conductivité hydraulique (K) est considérée ici égale à une constante fois l’identité partout
dans le milieu. Dans les simulations, nous avons choisi K = km × Id, avec km = 39, 04.
– Pour finir, nous supposons que la compressibilité de l’eau douce z1 et celle de l’eau salée z2 sont les
mêmes i.e z1 = z2. Cela entraîne :
a(c) = z2, et b(c) = 0.
Le modèle final simplifié issu du système (5.37)-(5.38)-(5.39)-(5.40) est donc le suivant :
(φ′Φ(Φ) + ρ0gφΦ(Φ)z2)∂tΦ +∇ · q = Qi −Qs, (5.41)
q = −K(∇Φ + αc∇Z), (5.42)
φΦ(Φ)∂tc− c∇ · q +∇ · qc = Qi(1− c), (5.43)
qc = −φΦ(Φ)D(q)∇c+ qc, (5.44)
avec ∂tφΦ(Φ) = φ′Φ(Φ)∂tΦ. On posera dans la suite
S3Df (Φ) = φ′Φ(Φ) + ρ0gφΦ(Φ)z2 et D(Φ, q) = φΦ(Φ)D(q).
5.3 Présentation des schémas numériques
Pour les illustrations numériques, nous avons utilisé le logiciel FreeFem++ [63]. Comme son nom l’indique,
FreeFem++ est un logiciel libre, développé au Laboratoire Jacques-Louis Lions de l’Université Pierre et Ma-
rie Curie à Paris par Frédéric Hecht et al, voir [63] et [43]. Ce logiciel est basé sur la Méthode des Eléments
Finis (MEF), une méthode numérique permettant de résoudre les équations aux dérivées partielles.
5.3.1 Modèle 3D
Pour le cas 3D, nous considérons un domaine Ω3d ∈ R3, définit par :
Ω = [−5 ; 5]× [0 ; 3]× [−3 ; 0], et pour bord Γ3d = Γ3d1 ∪ Γ3d2 ,
où Γ1 = Γ3d1 ∪ Γ3d3 ∪ Γ3d4 ∪ Γ3d5 ∪ Γ3d6 et Γ2 = Γ3d2 . La discrétisation en espace est δx = δy = δz = 0, 2 et
en temps dt = 0, 1. Nous considérons aussi que le domaine est imperméable sur tous les bords sauf sur Γ2,
le bord qui est en contact avec la mer où nous supposerons des conditions de Dirichlet : ce qui revient à
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résoudre le système (5.41)-(5.42)-(5.43)-(5.44) avec des conditions aux bords dites de Neumann sur les faces
Γ3d1 ,Γ3d3 ,Γ3d4 ,Γ3d5 ,Γ3d6 , qui sont :
q · n = 0, qc · n = 0 sur Γ3d1 ,Γ3d3 ,Γ3d4 ,Γ3d5 ,Γ3d6 , (5.45)
Φ = ΦΓ2, c = cΓ2, sur Γ3d2 . (5.46)
Nous écrivons donc la formulation variationnelle du problème continu (5.41)-(5.42)-(5.43)-(5.44) comme
suit : trouver Φ ∈ L∞(0, T ;H1(Ω)) ∩ H1(0, T ;L2(Ω)), c ∈ L∞((0, T ) × Ω) ∩ L2(0, T ;H1(Ω)) et q, qc ∈
L2(0, T ;H(div; Ω)) tels que :∫
Ω
S3Df (Φ)∂tΦ w dX +
∫
Ω
w ∇ · q dX =
∫
Ω
(qi − qs) w dX, (5.47)∫
Ω
q v dX = −
∫
Ω
K(∇Φ + αc∇z) v dX, (5.48)∫
Ω
φΦ(Φ)∂tc w dX −
∫
Ω
w (c∇ · q) dX +
∫
Ω
w ∇ · qc dX =
∫
Ω
qi(1− c) w dX, (5.49)∫
Ω
D(Φ, q)−1qc v dX −
∫
Ω
D(Φ, q)−1 q c v dX = −
∫
Ω
∇c · v dX, (5.50)
pour tous w ∈ L2(Ω) et v ∈ H(div; Ω). On a noté dX = dxdydz. En appliquant la formule de Green on
obtient : ∫
Ω
S3Df (Φ)∂tΦ w dX +
∫
Ω
w ∇ · q dX =
∫
Ω
(qi − qs) w dX, (5.51)∫
Ω
q v dX +
∫
Ω
Kαc(∇z · v) dX =
∫
Ω
K Φ∇ · v dX −
∫
Γ
KΦ v · n dσ, (5.52)∫
Ω
φΦ(Φ)∂tc w dX −
∫
Ω
w c∇ · q dX +
∫
Ω
w ∇ · qc dX =
∫
Ω
qi(1− c) w dX, (5.53)∫
Ω
D(Φ, q)−1 qc v dX −
∫
Ω
D(Φ, q)−1 q c v dX =
∫
Ω
c∇ · v dX −
∫
Γ
c v · n dσ, (5.54)
pour tous w ∈ L2(Ω) et v ∈ H(div; Ω). On fait la somme de (5.51) et (5.52), puis (5.53) et (5.54). En utilisant
les conditions de Neumann Γ3d1 ,Γ3d3 ,Γ3d4 ,Γ3d5 ,Γ3d6 et de Dirichlet sur Γ3d2 ( (5.45)-(5.46)), on arrive à :
∫
Ω
S3Df (Φ)∂tΦ w dX +
∫
Ω
w ∇ · q dX +
∫
Ω
q v dX +
∫
Ω




(qi − qs) w dX +
∫
Ω
K Φ ∇ · v dX −
∫
Γ2
KΦΓ2 v · n dσ, (5.55)∫
Ω
φΦ(Φ)∂tc w dX −
∫
Ω
w c∇ · q dX +
∫
Ω
w ∇ · qc dX +
∫
Ω




D(Φ, q)−1 q c v dX =
∫
Ω
qi(1− c) w dX +
∫
Ω
c ∇ · v dX −
∫
Γ2
cΓ2 v · n dσ, (5.56)
pour tous w ∈ L2(Ω) et v ∈ V0 = {v ∈ H(div; Ω), tel que v · n = 0 surΓ1}.
Pour la discrétisation en espace, Th est une décomposition régulière de Ω ⊂ Rd en d-simplexes fermés où h
représente le diamètre des mailles. Nous supposons que Ω¯ = ∪O∈ThO. Nous définissons aussi les sous-espaces
discrets correspondant aux espaces continus, Wh ⊂ L2(Ω) et Vh ⊂ V0 donnés par :
Wh := {p ∈ L2(Ω) | p est polynomiale de degré ≤ 1 sur chaque élément O ∈ Th},
Vh := {u ∈ H(div; Ω) u|O(x) = a+ bx, a ∈ Rd, b ∈ Rpour tout O ∈ Th et u · n = 0 sur Γ1}.
En d’autres termes, Wh représente l’espace des polynomiales de degré ≤ 1 tandis que Vh est l’espace de
Raviart-Thomas d’ordre le plus faible RT0.
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La formulation variationnelle discrète associée au système (5.55)-(5.56) consistera à discrétiser en temps avec
un schéma d’Euler sémi-implicite et en espace par la méthode des éléments finis mixtes. La résolution se fera
itérativement en deux temps : sachant que Φ0h, c0h sont connues,
















(qi − qs) wh dX +
∫
Ω
KΦnh ∇ · vh dX −
∫
Γ2
KΦΓ2 vh · n dσ, (5.57)
pour tous (wh, vh) ∈Wh × Vh ;











h∇ · qnh dX +
∫
Ω
wh ∇ · qnch dX +
∫
Ω




D(Φnh, qnh)−1qnhcnh vh dX =
∫
Ω
qi(1− cnh) wh dX +
∫
Ω
cnh ∇ · vh dX −
∫
Γ2
cΓ2 vh · n dσ, (5.58)
pour tous (wh, vh) ∈Wh × Vh.
Remarque 5.6 Ce schéma est un cas particulier de celui présenté en annexe (pour lequel sont donnés les
résultats d’existence et d’unicité de la solution).
Le code FreeFem qui a donné les résultats présentés dans le paragraphe suivant, utilise les formulations
variationnelle discrètes faibles (5.63)-(5.64), les données physiques et les conditions aux bords et initiales du
problème :
1. Définition de Ωh, Wh et Vh (le domaine est uniformément discrétisé avec un pas h < 1) :
mesh3 TH = Cube(NN, BB, L);//maillage 3D de Ω,
X0 = −5; X1 = 5; Y0 = −3; Y1 = 0; Z0 = −3; Z1 = 0; Zb = −0.5; Za = −2.5; Zc = Z1;
Xa = −5; Xb = 5; a = (Zb− Za)/(Xb− Xa); b = Za− a ∗ Xa;
fespace Vh(TH, RT03d);// espace d’élément fini 3D de Raviart-Thomas,
fespace Rh(TH, P1);//espace d’élément fini P1 en 3D.
2. Les données physiques : K = 39.04, Dm = 10e− 3, δ = delta = 0.2, φ = 0.3 et dt = 0.1.
3. Les conditions initiales :
Φ0h = P/(g ∗ ρ) + z;
c0h = +0.2 ∗ (Xa <= x <= Xb)× (Y0 <= y <= Y1)× (Z0 <= z <= a ∗ x + b− delta/2)
+0.1 ∗ (Xa <= x <= Xb)× (Y0 <= y <= Y1)× (a ∗ x + b− delta/2 < z <= a ∗ x + b + delta/2)
+0.0 ∗ (Xa <= x <= Xb)× (Y0 <= y <= Y1)× (a ∗ x + b + delta/2 < z <= Zc)
5.3.2 Modèle 2D
Ici pour le cas 2D, nous considérons un domaine Ω2d ∈ R2, défini par :
Ω2d = [−5 ; 5]× [0 ; 3], avec pour bord Γ2d = Γ2d1 ∪ Γ2d2 ∪ Γ2d3 ∪ Γ2d4 .
Le pas de discrétisation en espace est : δx = δy = 0.05 et celui en temps est : dt = 0.1 . Nous rappelons que,
dans notre modèle 2D, l’évolution du front de l’eau salée de profondeur (h) et celle du front de saturation
en eau douce de profondeur (h1) sont décrites par :




Tf (h− h1) + Ts(h)
)∇h1)




)−∇ · (δφ∇h)−∇ · (KTs(h)∇h1) = −QsTs(h), (5.60)
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équations complétées par des conditions aux bords dites de Neumann homogènes sur les faces Γ2d1 ,Γ2d3 ,Γ2d4





= 0 sur Γ2d1 ,Γ2d3 ,Γ2d4 , (5.61)
h = hΓ2d2 , h1 = h1Γ2d2 sur Γ
2d
2 . (5.62)
On a posé S2Df (h1, h) = SfCw(h1)Tf (h− h1) + φ.
La formulation variationnelle du problème continu (5.59)-(5.60)-(5.61)-(5.62) est de trouver (h1, h) ∈ (H1(Ω))2
tels que :∫
Ω
S2Df (h1, h)∂th1w dxdy −
∫
Ω
∇ · (K(Tf (h− h1) + Ts(h))∇h1)w dxdy − ∫
Ω




∇ · (αKTs(h)X0(h1)∇h)w dxdy = −∫
Ω








∇ · (αKTs(h)∇h)w dxdy − ∫
Ω
∇ · (δφ∇h)w dxdy − ∫
Ω





pour tout w ∈ H1(Ω). En appliquant la formule de Green, puis les conditions au bords sur Γ2d, on obtient :
∫
Ω





Tf (h− h1) + Ts(h)
)∇h1 · ∇w dxdy + ∫
Ω




αKTs(h)X0(h1)∇h · ∇w dxdy = −
∫
Ω








αKTs(h)∇h · ∇w dxdy +
∫
Ω
δφ∇h · ∇w dxdy +
∫
Ω





pour tout w ∈W1 = {v ∈ H1(Ω)| v = 0 sur Γ2d2 }.
Pour la discrétisation en espace, Th est une décomposition régulière de Ω ⊂ Rd en d-simplexes fermés où h
représente le diamètre des mailles. Nous supposons que Ω¯ = ∪O∈ThO. Nous définissons aussi le sous-espace
discret correspondant à l’espaces continu, W1,h ⊂W1 donné par :
W1,h := {p ∈ H1(Ω) | p est un polynôme de degré ≤ 1 sur chaque élément O ∈ Th},
Nous utilisons une discrétisation en temps avec un schéma d’Euler sémi-implicite et en espace par la méthode
des éléments finis. La formulation variationnelle discrète de FreeFem du problème (5.59)-(5.60) complété par
les conditions (5.61)-(5.62) est : sachant que le couple (hn−11 , hn−1) est connu, trouver (hn1 , hn) ∈W1,h×W1,h
tel que :∫
Ω








Tf (hn−1 − hn−11 ) + Ts(hn−1)




δφ∇hn1 · ∇wh dX +
∫
Ω




QfTf (hn − hn1 )wh dX +
∫
Ω
QsTs(hn)wh dX + on(2, h = hΓ2d2 ) = 0, (5.63)
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αKTs(hn−1)∇hn · ∇wh dX +
∫
Ω




KTs(hn−1)∇hn1 · ∇wh dX +
∫
Ω
QsTs(hn)wh dX + on(2, h1 = h1Γ2d2 ) = 0, (5.64)
pour tout wh ∈W1,h.
Remarque 5.7 Lorsqu’on considère un aquifère confiné ce qui est le cas dans la section suivante (donc
seulement l’interface eau salée - eau douce), le modèle à utiliser est tout à fait similaire à (1.59) − (1.60)
(voir [54]) ; la variable h1 représente alors la charge en eau douce qui sera notée f1 tandis que h1 représente
la surface imperméable supérieure de l’aquifère.
5.4 Comparaison des modèles 3D et 2D
La comparaison 2D-3D se fera au niveau de trois coupes verticales par rapport à l’axe (0, y) : en y = 0.5,
y = 1.5 et y = 2, 5. Cette comparaison portera surtout sur les expérimentations de Keulegan, pompage et
remplissage. De façon générale un programme 3D, avec un pas de temps dt = 0, 1 à 25 itérations mettra plus
de temps à s’exécuter par rapport au programme 2D. La coupe y = 1.5 correspond à la coupe qui passe par
le milieu du domaine 2D et 3D, et qui traverse aussi le puits de pompage ou de remplissage.
Figure 5.2 – Aquifère en 3D avec l’interface initiale.
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Figure 5.3 – Coupe à y=1,5 de la concentration initiale avec “interface” diffuse du modèle 3D à gauche, et
interface h entre l’eau douce et l’eau salée du modèle 2D à droite.
Dans les cas où nous pratiquerons un test de pompage ou de remplissage en eau douce, c’est sur la coupe en
y = 1.5 que nous constaterons une forte dépression de l’interface car c’est à ce niveau que nous placerons le
puits d’extraction ou d’injection.
Figure 5.4 – Coupe à y=1,5 de la condition initiale 3D à gauche et à la droite la légende des couleurs : on
considère que 1 correspond à la zone d’eau douce, 2 correspond à la zone de mélange et enfin 3 correspond
à la zone d’eau salée.
La condition initiale utilisée sans tout ce paragraphe est représentée sur la figure 5.4. Il faut noter que l’on
ne part pas d’une interface quasiment horizontale et que donc on ne teste pas notre modèle dans la zone de
confort où l’approximation de Dupuit par interface nette est reconnue valable.
Les comparaisons des modèles 3D et 2D seront présentées comme dans la figure 5.3. Le modèle 3D est un
modèle à une phase et ne différencie donc pas l’eau claire et l’eau salée, mais donne la concentration en sel.
Pour la série de tests qui suit, on a choisi de définir l’eau salée dans la zone de concentration en sel [0, 11; 0, 2]
et la zone de transition, "l’interface diffuse", dans la zone [0, 05; 0, 11[ (voir la figure 5.3). L’interface nette
calculée par notre modèle 2D se doit d’être dans cette interface diffuse. La concentration maximale en sel
(0, 2) correspond à celle de l’eau de mer envisagée.
Dans tous les autres cas sauf l’expérience de Keulegan, nous avons utilisé des conditions aux bords de type
Dirichlet à droite du domaine ("hauteur de l’eau salée" fixé par les entrées depuis la mer) et des conditions
aux bords de Neumann homogène à gauche du domaine pour que les interfaces, qu’elles soient nette (2D)
ou diffuse (3D), évoluent librement.
Les tests on été réalisés avec la valeur de α réaliste (α = 0, 025). Nous noterons par T le nombre d’itérations
et t le temps d’exécution d’un programme FreeFem.
5.4.1 Expérience de Keulegan
Pour vérifier et comparer les modèles 2D et 3D, nous commençons par vérifier numériquement le compor-
tement de nos modèles sur un problème classique, pour lequel une solution analytique a été proposée par
Keulegan, voir [46]. Il considère un aquifère confiné avec une interface verticale à x = 0, avec l’eau salée
dans la partie x < 0 et l’eau douce dans x > 0. Au temps t = 0, le portail représentant l’interface est retiré,
l’interface se déplace alors du côté du fluide qui a la plus grande densité i.e l’eau salée. Cette interface est
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décrite par un profil linéaire pivotant autour d’un point fixe (dans notre cas c’est le point (0, L/2), où L est
la hauteur de l’aquifère).
Si la description de l’expérience paraît simple, le problème est connu pour être complexe car il y a un choc
au temps initial suivi d’un mouvement rapide de l’interface, voir [74]. Il a été vérifié que l’approximation de
Ghyben-Herzberg (Herzberg, 1901, voir [41]) ne s’applique pas : les amplitudes de variations de la hauteur
de l’interface sont largement supérieures aux amplitudes de variations de la charge hydraulique multipliée
par 40, voir [85].
Les données : qf = 0, qs = 0 et Sf = S2df = S3df = 0.
Figure 5.5 – Effets Keulegan pour le modèle 2D intégré quand on fixe α = 0.025 et on fait varier T, à
y = 1.5
Figure 5.6 – Effets Keulegan pour le modèle 2D intégré quand on fixe T=5 et on fait varier le contraste α,
à y = 1, 5.
Au delà des interfaces h1 et h2 qui sont respectivement la couche supérieure et inférieure de l’aquifère
confiné, nous allons simuler l’interface h eau douce/eau salée en faisant varier les paramètres α (le contraste
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de densité) et le temps T .
Nous rappelons que l’expérience de Keulegan consiste à observer l’interface en absence de puits de production
et d’injection i.e : qf = qs = 0.
Commençons par observer les figures 5.5 et 5.6, correspondant aux simulations effectuées sur notre modèle
2D. Pour souligner l’effet des différences de densité, on oublie ici le contexte de l’intrusion saline pour faire
des tests avec des valeurs de α variant de plusieurs ordres de grandeurs (la valeur réaliste de α dans le
contexte d’intrusion saline est plutôt α = 0, 025 ce qui correspond aux simulations à la figure 5.5 aux temps
T = 5, 10, 20). Les résultas sont présentés dans la figure 5.6 au temps T = 5.
• À T = 0, nous partons avec une interface ayant le profil linéaire comme sur la figure 5.3. Puis à T = 5,
nous constatons le faible mouvement de l’interface initiale à l’interface hα=0,00025 ; puis à l’interface
hα=0,0025 et enfin à celle hα=0,025 (voir figure 5.6).
En conclusion, on observe le comportement attendu : l’interface tend vers l’horizontale à cause de l’effet du
contraste des densités, le phénomène étant d’autant plus rapide que ce contraste est grand (voir figure 5.5).
Nous avons aussi remarque que le temps d’exécution t d’un programme 2D est 25 fois plus rapide qu’un
programme 3D, cela pour une machine standard.
a) coupe verticale à y=0.5,
b) coupe verticale à y=1.5 :
c) coupe verticale à y=2.5 :
Figure 5.7 – Comportement du modèle 3D : On fixe α = 0.025 et à gauche l’expérience de Keulegan avec
à T = 5 et à droite à T = 10.
page 114
CHAPITRE 5. SIMULATIONS ET ILLUSTRATIONS 2D ET 3D
coupe verticale à y=1.5 :
Figure 5.8 – Comparaison des modèles 3D et 2D : expérience de Keulegan avec α = 0.025 et T = 10
a) coupe verticale à y=0.5,
b) coupe verticale à y=1.5 :
c) coupe verticale à y=2.5 :
Figure 5.9 – Comportement du modèle 3D : On fixe T = 10 et à gauche l’expérience de Keulegan avec à
α = 0.0025 et à droite à α = 0.025.
Les figure 5.9 donnent une validation phénoménologique du bon comportement du schéma numérique 3D :
nous constatons que l’interface pivote effectivement vers l’horizontale et cela plus vite si le contraste de
page 115
CHAPITRE 5. SIMULATIONS ET ILLUSTRATIONS 2D ET 3D
densité est plus élevé.
Mais la comparaison des images de gauche et droite de la figure 5.8 valide surtout le modèle approché 2D
par rapport au modèle exact 3D pour le problème de l’intrusion saline. Nous voyons que l’interface nette
définissant le front d’eau salée dans le modèle 2D est effectivement au coeur de la zone de mélange apparais-
sant dans les simulations 3D . Nous ne sommes pourtant pas ici dans le cadre optimal d’application de notre
modèle 2D (à cause en particulier d’une interface initialement loin d’être quasi-horizontale, contrairement
aux hypothèses classiques de Dupuit).
5.4.2 Effet du pompage
Pour répondre au besoin en consommation, les populations exploitent l’eau douce située dans les aquifères
à travers des puits de pompage (voir illustration figure 5.12 : coupe initiale 3D). Dans ce cas précis, nous
constatons l’apparition d’un cône d’eau salée. La progression de cette dépression dépend bien sûr du contraste
de densité et du temps de pompage.
Figure 5.10 – Effets de pompage pour le modèle 2D intégré, avec α = 0.025 et T qui varie
Figure 5.11 – Effets de pompage pour le modèle 2D intégré, T=5 et α qui varie
Sur les figure 5.10-5.14, nous observons le mouvement de l’interface avec un puits de production i.e :
qf = 0, 6 ∗ (−3. <= x <= −2.) ∗ (1. <= y <= 2.) et qs = 0 et Sf = 0.
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coupe verticale initiale 3D-2D à y = 1, 5
a) coupe verticale 3D-2D à y = 0, 5
b) coupe verticale 3D-2D à y = 1, 5
c) coupe verticale 3D-2D à y = 2, 5
Figure 5.12 – Effets de pompage sur le modèle 3D et 2D avec α = 0.025 et T = 2.5
• Sur la figure 5.10, nous voyons que l’effet Keulegan (c’est-à-dire l’effet de la gravité et des différences de
densité) prend le dessus sur l’effet de pompage, quand α = 0.025, ce que montre l’interface hT=2,5
puis hT=5 : on tend vers l’horizontale, il n’y a pas d’apparition de cône d’eau salée (dangereux pour
l’exploitant), mais globalement l’interface salée remonte.
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• La figure 5.11 : Ici on fait varier α (on aurait aussi pu faire varier la force de pompage) et on observe
l’apparition d’un cône d’eau salée.
• La figure 5.12 : Du point de vue phénoménologique, on observe l’apparition du cône d’eau salée dans la
zone de pompage dans le modèle 3D (attention plus faible que dans la figure 5.11 car on est revenu
àα = 0, 025).
On voit sur les simulations du modèle 3D la structure “laminaire” de l’écoulement et la faible épaisseur de
la zone de mélange entre eaux claire et salée (épaisseur qui est effectivement de l’ordre du δ servant à la
modéliser dans notre modèle mixte 2D).
De plus, on peut vérifier que l’interface nette virtuelle h séparant l’eau claire et l’eau salée du modèle 2D est
bien au coeur de la zone de mélange du modèle 3D, et ce y compris dans la zone du cône.
a) coupe verticale 3D-2D à y = 0, 5
b) coupe verticale 3D-2D à y = 1, 5
c) coupe verticale 3D-2D à y = 2, 5
Figure 5.13 – Effets pompage sur le modèle 3D et 2D avec α = 0.025 et T = 5.
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coupe verticale initiale 3D-2D à y = 1, 5
a) coupe verticale 3D-2D à y = 0, 5
b) coupe verticale 3D-2D à y = 1, 5
c) coupe verticale 3D-2D à y = 2, 5
Figure 5.14 – Effets de pompage sur le modèle 3D et 2D avec α = 0.0025 et T = 5.
Nous constatons sur la figure 5.14 l’aggravation du cône d’eau salée cela du fait que l’on a pris un α plus
petit. Cependant, lorsqu’on compare les simulations 3D et 2D pour cette nouvelle valeur de α, on constate
qu’elles présentent une meilleure adéquation (voir la convexité des interfaces par exemple). Cela pourrait
paraître étonnant alors que la valeur de α réaliste pour mesurer la différence de densité est de 0.025 et
qu’ici on prend une valeur dix fois plus petite. Mais autour de l’interface, on a une zone de mélange où les
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différence de concentration sont moins accentuées. Si on regarde les tables de densité pour de telles différences
de concentration, on voit que α doit être pris dans l’intervalle [0.0015; 0.005] (voir [51]). Prendre α = 0.025
fausse donc les résultats en niant l’existence de la zone de mélange.
5.4.3 Effet du remplissage
Le renouvellement des nappes phréatiques se fait grâce à la pluie avec les phénomènes de ruissellement, de
drainage et d’infiltration. Ici, nous choisissons un puits où, nous injectons une quantité d’eau douce afin de
pouvoir constater la descente de l’interface au niveau de la zone d’injection (voir illustration figure (5.17)
coupe initiale). Cette méthode est d’ailleurs utilisée par les exploitants pour limiter les effets de l’intrusion
saline.
Figure 5.15 – Effets de remplissage pour le modèle 2D intégré, quand on fixe α = 0.025 et T varie
Figure 5.16 – Effets de remplissage pour le modèle 2D intégré, quand on fixe T=5 et α varie
Dans la série de figures dans ce sou-paragraphe, nous observons le mouvement de l’interface avec un puits
d’injection i.e :
qf = −0.7 ∗ (0. <= x <= 1.) ∗ (1. <= y <= 2.) et qs = 0, et Sf = 0.
À l’inverse du paragraphe précédent, nous observons les effets d’un remplissage en eau claire avec une baisse
de la profondeur de la transition entre eau douce et salée. Les commentaires du paragraphe précédent sur
l’adéquation des modèles 2D et 3D restent vrais. Les tests présentés ici étant les exacts équivalents de ceux
réalisés pour le test de pompage, nous ne les commentons pas plus.
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coupe verticale initiale 3D-2D à y = 1, 5
a) coupe verticale 3D-2D à y = 0, 5
b) coupe verticale 3D-2D à y = 1, 5
c) coupe verticale 3D-2D à y = 2, 5
Figure 5.17 – Effets de remplissage sur le modèle 3D et 2D avec α = 0.025 et T = 2.5
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coupe verticale initiale 3D-2D à y = 1, 5
a) coupe verticale 3D-2D à y = 0, 5
b) coupe verticale 3D-2D à y = 1, 5
c) coupe verticale 3D-2D à y = 2, 5
Figure 5.18 – Effets du remplissage sur le modèle 3D et 2D avec α = 0.025 et T = 5
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coupe verticale initiale 3D-2D à y = 1, 5
a) coupe verticale 3D-2D à y = 0, 5
b) coupe verticale 3D-2D à y = 1, 5
c) coupe verticale 3D-2D à y = 2, 5
Figure 5.19 – Effets remplissage sur le modèle 3D et 2D avec α = 0.00025 et T = 5
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5.4.4 Effet de l’emmagasinement
L’importance de la capacité d’emmagasinement du sous-sol (dû à la compressibilité du milieu poreux) sera
à nouveau soulignée au paragraphe 5.5.2 ci-après, avec des illustrations effectuées sur le modèle 2D. Nous
présentons ici simplement une illustration de la réalité de cet effet avec le modèle 3D, en comparant les
résultats à porosité φΦ constante avec les résultats à porosité φΦ dépendant de la charge hydraulique, ici sur
un test de Keulegan dans le cas (a) (ou de pompage dans le cas (b) ou de remplissage dans le cas (c)). On
observe que la déformabilité du milieu fait que l’interface monte en cas de pompage (ou descend en cas de
remplissage) moins vite. L’explication intuitive de la raison de ce phénomène est la suivante, par exemple
dans le cas du remplissage : la pression supplémentaire due à l’eau injectée conduit à la déformation de
chaque pore qui va pouvoir contenir plus d’eau qu’avant sans déformation) ; son remplissage va donc être
plus long.
a) Cas Keulegan
qf = 0; qs = 0; α = 0, 0025 et Sf = 0, 5.
coupe verticale initiale à y=1.5 :
coupe verticale 3D-2D à y = 1, 5 ; sans Sf
coupe verticale 3D-2D à y = 1, 5 ; avec Sf
Figure 5.20 – Effets du coefficient d’emmagasinement en cas Keulegan, T=2,5
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b) Cas pompage
qf = 0, 6 ∗ (−3. <= x <= −2.) ∗ (1. <= y <= 2.) ; qs = 0 ; α = 0, 0025 et Sf = 0, 5.
coupe verticale initiale à y=1.5 :
coupe verticale 3D-2D à y = 1, 5 ; sans Sf
coupe verticale 3D-2D à y = 1, 5 ; avec Sf
Figure 5.21 – Effets du coefficient d’emmagasinement en cas de pompage, T=2,5
c) Cas remplissage
qf = −0, 6 ∗ (−3. <= x <= −2.) ∗ (1. <= y <= 2.) ; qs = 0 ; α = 0, 0025 et Sf = 0, 5.
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coupe verticale 3D-2D à y = 1, 5 ; sans Sf
coupe verticale 3D-2D à y = 1, 5 ; avec Sf
Figure 5.22 – Effets du coefficient d’emmagasinement en cas de remplissage, T=2,5
5.4.5 Effet CUSP
Ce test consiste à pomper très fort de l’eau douce.
qf = −4 ∗ (−3. <= x <= −2.) ∗ (1. <= y <= 2.) ; qs = 0 ; α = 0, 025, T = 0, 5 et Sf = 0.
coupe verticale à y=1.5
Figure 5.23 – Effets CUSP pour le modèle 2D à gauche et le modèle 3D à droite
Le cône d’eau salée se rapproche alors d’un cups (un point de rebroussement : une rupture dans la régularité
de l’interface "diffuse"). Il est connu que ce phénomène apparaît dès lors qu’on a un taux critique de pompage
et invalide alors l’approche par interface nette classique (voir [8]). Notre modèle lui continue à fournir des
résultats : une interface qui certes ne présente pas de cusp mais reste au coeur de la zone de transition et
continue à évoluer.
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5.4.6 Une remarque sur la taille du domaine d’illustration
Le domaine choisi pour les tests précédents est évidemment petit par rapport à la taille des grands aquifères
naturels, et ce simplement pour réaliser rapidement les simulations sur une machine standard. Un outil de
raffinement de maillage (par exemple "mmg3d" ou "tetgen" présent dans FreeFEM) utilisé dans la zone de
mélange permet cependant facilement de considérer des domaines plus grands avec les mêmes contraintes
techniques pour un temps de calcul identique. Dans l’exemple ci-dessous, le même temps de calcul avec
raffinement standard permet de traiter un domaine quatre fois plus grand (Ω = [−20 ; 20]×[0 ; 12]×[−12 ; 0]).
Figure 5.24 – Test avec raffinement
Remarque 5.8
Nous pouvons remarquer que l’interface n’est pas très lisse par rapport aux images précédentes du scénario de
pompage dans le cas d’une boîte plus petite. Cela est dû au fait que nous partons avec un maillage grossier au
départ et qu’un raffinement est appliqué toutes les 30 itérations, puisque l’interface bouge avec le temps. Ce
n’est pas optimal, les résultats seraient meilleurs avec un raffinement plus fréquent (mais avec une machine
plus puissante !).
5.5 Quelques tests phénoménologiques sur le modèle 2D
Cette section est dédiée à illustrer numériquement le comportement de notre modèle 2D intégré. Sa discré-
tisation est basée sur les Elements Finis (P1) en espace et en temps sur la méthode d’Euler semi-implicite.
Une condition type CFL doit être imposée sur les pas de temps δt et d’espace δx. Cette condition reste
raisonnable, puisqu’on a utilisé des valeurs de δt d’ordre compris dans (0.5; 0.01) et des valeurs de δx d’ordre
1.
L’aquifère considéré ici est un parallélépipède défini par
{
x, y, z ∈ [−50; 50]× [−20; 20]× [−10; 0]
}
.
Les paramètres physiques sont choisis en adéquation avec [14]. Dans toute la suite, nous résolvons numé-
riquement le problème bi-dimensionnel et nous afficherons la coupe verticale (à y = 0), la hauteur de h1
(l’interface entre le milieu saturé et non-saturé en eau) et celle de h (l’interface entre l’eau douce et celle salée).
En effet, contrairement au paragraphe précédent, nous profitons de l’efficacité du modèle 2D pour prendre
en compte et repérer une zone non-saturée en haut de l’aquifère. Une telle étude dans le cas du modèle 3D
aurait nécessité d’utiliser la variante de type Richards du modèle 3D décrit précédemment (autrement dit
des équations qui dégénèrent au passage dans la zone désaturée).
5.5.1 Validation du modèle 2D
Dans un premier temps, nous allons comparer les résultats obtenus par notre modèle issu de l’approche mixte
à ceux obtenus par l’approche classique d’interface nette ou abrupte (voir [54]), cette référence contenant
des tests de comparaison bien connus et déjà publiés, valables dans le cas d’une zone de mélange fine. La
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similarité complète avec nos résultats valide notre modèle (voir figure (5.25)). Nous mentionnons de plus que
notre modèle prend en compte la zone de transition ou de mélange d’une épaisseur δ même si cette dernière
est petite. Nous insistons aussi sur le fait que nous bénéficions d’un principe du maximum satisfait par les
solutions de notre modèle, cela grâce à la prise en compte de la zone de transition. Nous avons montré au
cours de cette thèse que ces solutions sont telles que h2 ≤ h ≤ h1 ≤ 0 p.p dans le domaine. Il en résulte que
nous n’avons plus besoin de tronquer les résultats numériques comme dans [54].
Figure 5.25 – Comparaison entre notre modèle (‘dif ’) et le celui de l’approche classique d’interface nette
inspiré de [54]. Une grande quantité d’eau douce est injectée durant un temps court de (0.8 jours). Les
interfaces (‘h’ entre l’eau douce et celle salée et ‘h1’ entre les milieux saturé et non-saturé ‘s’). Données du
modèle : Sf = 0., φ = 0.3 ; Kf = 39.024m/jour et δ = 0.1m
5.5.2 Effets du coefficient d’emmagasinement
Ici, nous faisons apparaître le phénomène de compressibilité potentiel du sol et du fluide. Le coefficient d’em-
magasinement est caractérisé par le paramètre Sf . Intuitivement, plus Sf est grand, plus la quantité d’eau
qui peut être contenue dans le sol est importante.
La figure (5.26) correspond à un scénario d’injection ou de remplissage. Nous observons bien une surestima-
tion de la hauteur de l’interface de la nappe phréatique h1 et une sous-estimation de la hauteur de l’interface
du front de l’eau salée quand Sf est considéré nul.
Ces erreurs d’estimations subsistent plus de trois jours après la fin de l’injection. Un tel processus d’injec-
tion est classiquement utilisé pour ramener vers le bas le cône du biseau salé. On voit ici que négliger Sf
produit une sur-estimation de l’impact du processus, spécialement dans la zone d’injection, ce qui peut être
particulièrement gênant pour l’exploitant.
Quant à la figure (5.27), nous observons le phénomène opposé durant le scénario de pompage.
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Figure 5.26 – Comparaison des interfaces h et h1 dans le cas où l’on considère la compressibilité du sol
(Sf = 0.25, ‘Sf ’) et dans le cas où on a un milieu incompressible (Sf = 0.) : scénario de remplissage (φ = 0.3 ;
Kf = 39.024m/jour et δ = 0.1m).
Figure 5.27 – Comparaison des interfaces h et h1 dans le cas où l’on considère la compressibilité du sol
(Sf = 0.25, ‘Sf ’) et dans le cas où on a un milieu incompressible (Sf = 0.) : scénario de pompage (le pompage
est constant à travers un puits de rayon 1m centré à (15; 50) ; φ = 0.3 ; Kf = 39.024m/jour et δ = 0.1m).
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5.5.3 Effets de la zone de transition
Dans ce test, nous montrons l’importance et l’intérêt de la zone de mélange ou de diffusion. Comme remarqué
par exemple dans [27], si l’épaisseur de la zone de mélange est trop importante, la dispersion produit des
effets non négligeables : elle crée des pertes de charges qui réduisent la zone de l’aquifère occupée par l’eau
salée. L’épaisseur de cette zone est caractérisée par le paramètre δ dans notre modèle. Nous allons donc
maintenant examiner des valeurs plus élevées pour δ. En outre, nous avons testé la possibilité de faire varier
δ dans le domaine, avec une zone de mélange plus épaisse du côté de la rive. Sur la figure (5.28), la rive est
du côté gauche du rectangle représenté. Nous imposons des conditions aux limites de Neumann homogènes
sur la gauche du domaine et cela dans le but d’observer la libre évolution des interfaces. Conformément à
[27], nous observons que l’interface salée obtenue est moins élevée dans le cas d’une plus grande valeur de δ.
Si max δ = O(1) (qui n’est pas une valeur drastique), on observe une différence de 2% dans l’élévation. Cet
effet augmente au fil du temps.
Figure 5.28 – Effets de l’épaisseur δ de la zone de mélange. h représente l’interface entre eau douce et eau
salée. Le paramètre δ décroit de δ = 1m pour ’hd’ (de δ = 0.1m pour ’h’) à gauche du domaine vers 0 à
droite. Les paramètres sont ceux de [27].
5.5.4 Effets de la marée
Enfin, nous couplons le phénomène précédent (celui de la zone de transition) avec les effets de la marée. Les
fluctuations des marées dans la mer produit progressivement des vagues ou ondes de pression adjacentes à
l’aquifère.
Les prélèvements et mesures des paramètres physiques influançant les écoulements dans le sous-sol sont
évidemment très difficiles. Une méthode classique consiste à mesurer simplement les variations du niveau
maximal de l’eau dans l’aquifère en fonction des marées, puis de travailler par résolution de problèmes inverses
pour retrouver les paramètres (i.e. [73]). Bien sûr, ce processus inverse doit être basé sur des modèles adaptés.
Pour les simulations suivantes, nous utilisons les paramètres se trouvant dans [27] après une mise à échelle
de notre aquifère. Nous imposons des conditions aux bords du type Dirichlet sur le côté gauche {x = −50}
pour l’interface h (hauteur de l’eau salée) ; la valeur de la condition de Dirichlet est calculée via un modèle
analytique classique d’effet de la marée pour les puits artésiens (voir dans [37]). Le paramètre δ est calibré
en utilisant la formule évaluant l’épaisseur de la zone de dispersion eq(2) dans [27]. Il est d’ordre un.
Dans les figures suivantes, nous observons les effets des fluctuations dues à la marée dans les eaux souterraines.
La figure (5.29) tout d’abord représente deux artéfacts d’hydrographe montrant la variation de l’interface
entre eau douce et eau salée au fil du temps. Les oscillations de la mer produisent des oscillations sur
la condition au bord gauche de la hauteur d’eau salée dans l’aquifère, oscillations qui se propagent dans
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l’aquifère, qu’on utilise le modèle avec δ = 0 (sur la gauche de la figure) ou le modèle avec δ = O(1) (sur la
droite de la figure).
Dans le but de comparer les résultats entre les deux modèles, nous affichons aussi la solution de référence
calculée par la formule analytique de [37]. La courbe obtenue par le modèle avec δ 6= 0 est plus adaptée à la
solution analytique. Ces observations sont aussi confirmées à d’autres échelles par les figures (5.31) et (5.32)
(la courbe ’acdeltah’ correspond mieux à la solution de Ferris que la courbe ’ssdeltah’).
Pour la figure (5.30), nous nous concentrons sur le niveau de la nappe phréatique h1. Sur la sous-figure de
gauche, nous voyons que les oscillations imposées sur le côté gauche de l’aquifère sur le front d’eau salée
h induisent des comportements oscillants sur h1. En outre, comme présenté sur la sous-figure de droite, la
marée fait augmenter la hauteur moyenne de la nappe phréatique (effets connus dans les aquifères libres
côtiers, voir [50]).
Figure 5.29 – Effets de la marée dans un aquifère. Ici nous nous concentrons sur le front d’eau salée h. Une
condition aux bords de Dirichlet oscillante calculée avec le modèle de Ferris est imposée sur le coté gauche
du domaine pour h (tandis que h1 evolue librement avec les conditions aux bords de Neumann homogènes
sur la gauche). Les autres paramètres sont issus de [27]. L’hydrographe virtuel donnant ces résultats est situé
en {x = −35}. La figure sur la gauche (resp. sur la droite) correspond aux simulations avec δ = 0 (resp. avec
δ = O(1)) comparée à la solution analytique de Ferris.
Figure 5.30 – Effets de marrées dans un aquifère. Ici nous nous concentrons sur le front d’eau douce h1.
Mêmes données et conditions aux bords que dans la figure (5.30). La figure sur la gauche (resp. sur la
droite) montre les simulations avec δ = 0 ‘ssdeltadirh1t4’ et avec δ = O(1) ‘acdeltadirh1t4’ (resp. un zoom
comparant les simulations avec ‘dirh’ ou sans ‘dirch’ conditions aux bords de Dirichlet oscillantes).
Les figures (5.31) et (5.32) présentent des simulations où au contraire nous illustrons les effets des conditions
aux bords choisies pour h1. Le choix des conditions aux bords, ou bien Dirichlet oscillantes ou bien Neumann
(sachant que les oscillations sont induites sur h1 par les conditions de Dirichlet oscillantes sur h) n’a pas
page 131
CHAPITRE 5. SIMULATIONS ET ILLUSTRATIONS 2D ET 3D
d’impact direct sur le comportement de h. Mais, il crée un écart important sur la profondeur du front d’eau
salée h. Plus précisément, imposer des conditions de Dirichlet pour h peut produire une sur-estimation de h.
Figure 5.31 – Impact de conditions aux bords de Dirichlet oscillantes sur h1. La simulation est faite avec
δ = 0. Les courbes ‘ssdeltah1’ et ‘ssdeltah’ correspondent aux calculs faits avec des conditions aux bords de
type Neumann homogène sur h1 (et une condition aux bords de type Dirichlet oscillante sur h sur la gauche
du domaine) alors que les courbes ‘ssdeltadirh1’ et ‘ssdeltadireh’ sont calculés avec des conditions aux bords
de Dirichlet oscillantes sur h1. La courbe ‘Ferrish’ est la solution de référence pour h calculée avec le modèle
de Ferris. Artefact pour un hydrographe à {x = −35}.
Figure 5.32 – Impact des conditions aux bords de Dirichlet oscillantes sur h1. La simulation est faire avec
δ = O(1). Même données et notations que la figure (5.31).
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Chapitre 6
Annexe : Éléments finis mixtes pour
un système d’EDPs paraboliques
couplées
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6.1 Introduction
Le but dans ce chapitre est de construire un schéma basé sur la méthode des éléments finis mixtes et d’établir
un résultat d’existence, d’unicité et de stabilité pour le problème discret issu du modèle d’écoulement et de
transport en milieux poreux présenté au chapitre précédent. Nous prouverons aussi que l’erreur entre la
solution des problèmes continu et discret tend vers zéro avec les pas de discrétisation.
Dans la littérature, de telles études ont été faites par exemple par Radu et al sur l’équation de Richards
couplée avec une équation de transport de soluté. Leur travail constitue en fait le pendant de celui réalisé
ici, mais dans un cadre incompressible (i.e. z1 = z2 = 0 ci-après). Celà supprime des couplages dans le
système et permet d’exploiter la transformée de Kirchhoff pour linéariser une partie des opérateurs et ainsi
de profiter de résultats classiques pour la vitesse (voir [68]).
• Le modèle mathématique :
Nous rappelons que le modèle mathématique pour un processus de consolidation en milieu poreux présenté
au chapitre précédent est décrit dans [24] par :
∂tθ(p) + θ(p)a(c)∂tp+∇ · u = qi − qs, u = −κ(θ(p))∇p, dans (0, T )× Ω, (6.1)
θ(p)∂tc+ θ(p)b(c)∂tp+ u · ∇c−∇ · (θ(p)D(u)∇c) = qi(1− c), dans (0, T )× Ω, (6.2)
p|t=0 = pI , c|t=0 = cI dans Ω et p = c = 0 sur (0, T )× Γ, (6.3)
avec a(c) = (z1 − z2)c+ z2 et b(c) = (z1 − z2)c(1− c), c ∈ [0, 1].
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où a et b sont des fonctions définies sur [0, 1] (qu’on pourra considérer comme prolongées continûment dans
R), θ représente la porosité du milieu qui dépend de la pression p, c la concentration, qi et qs sont les termes
sources (injection et production), z1, z2 sont les coefficients de compressibilité des deux fluides du mélange,
κ est la conductivité hydraulique du milieu, u est la vitesse de Darcy, D(u) est le tenseur qui modélise les
effets de dispersion et diffusion, T est un temps fixé.
• Les hypothèses :
Nous rappelons aussi les hypothèses utilisées dans [24] pour établir l’existence du problème continu :
on suppose l’existence des réels positifs θ−, θ+, θ′−, κ− et κ+ tels que
(A1) θ ∈ C1(R), 0 < θ− ≤ θ(x) ≤ θ+, θ′(x) ≥ θ′− ≥ 0 ∀x ∈ R,
(A2) κ ∈ C(R+), 0 < κ− ≤ κ(x) ≤ κ+ ∀x ∈ R+,
(A3) D(u)ξ · ξ ≥ (Dm + αT |u|)|ξ|2, |D(u)ξ| ≤ (Dm + αL|u|)|ξ|, ∀ξ ∈ R3,
(A4) pI ∈ L2(Ω) et 0 ≤ cI ≤ 1.
Notons que l’hypothèse (A3) correspond aux propriétés vérifiées par le tenseur classiquement utilisé pour
décrire la dispersion :
D(u) = |u|(αLε(u) + αT (Id− ε(u))) +DmId, ε(u)i,j = uiuj/|u|2,
où αL, αT et Dm sont respectivement les coefficients de dispersion longitudinale et transversale, et de
diffusion moléculaire (supposé strictement positif pour éviter la dégénérescence de l’équation de transport),
|u| =
√∑3
i=1 |ui|2. Au vu de la formulation que nous allons utiliser par la suite nous allons plutôt traduire
les propriétés vérifiées par le tenseur de dispersion comme suit : D(u) est symétrique, défini positif tel que
(A5) D(u)−1ξ · ξ ≥ 1
Dm + αT |u|
(
1− (αL − αT )|u|
Dm + αT |u|
)
|ξ|2 ≥M−|ξ|2, M− > 0,
|D(u)−1/2ξ| ≤ 1
Dm + αT |u|1/2 |ξ|,
pour tout ξ ∈ Rd, d = 2 ou 3 étant la dimension du domaine considéré.
Remarque 6.1 Vérifions que (A5) correspond bien aux propriétés vérifiées par le modèle classique de dis-
persion. On a
D(u) = (Dm + αT |u|)(Id+ E), E = (αL − αT )|u|
Dm + αT |u| ε(u),
avec l’inverse (Id+ E)−1 = Id− E(Id+ E)−1 bien défini puisque l’identité Id et E sont définies positives.
Grâce à la symétrie et à la positivité de (Id+ E), on peut définir (Id+ E)1/2 et (Id+ E)−1/2 et on écrit
(Id+ E)−1ξ · ξ = |ξ|2 − E(Id+ E)−1/2ξ · (Id+ E)−1/2ξ
où E est tel que −Eη · η ≥ − (αL−αT )|u|Dm+αT |u| |η|2 pour tout η ∈ Rd. On applique ce dernier résultat à η =
(Id+ E)−1/2ξ qui est tel que |η| ≤ ξ et on conclut que
(Id+ E)−1ξ · ξ ≥
(
1− (αL − αT )|u|
Dm + αT |u|
)
|ξ|2.
Pour prouver la deuxième estimation de (A5), on pose µ = D(u)−1ξ. On a d’après (A3), D(u)µ ·µ = ξ ·µ ≥
(Dm +αT |u|)|µ|2 où ξ ·µ ≤ |ξ||µ|. On tire de ces deux dernières inégalités que |ξ| ≥ (Dm +αT |u|)|µ| et donc
|µ| ≤ |ξ|
Dm + αT |u| ⇐⇒ |D(u)
−1ξ| ≤ 1
Dm + αT |u| |ξ|.
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6.2 Méthode des éléments finis mixtes
6.2.1 Discrétisation des espaces
Nous allons introduire des notations communes que nous utiliserons dans la suite de l’analyse mathématique
du problème discret associé au problème continu (6.1)-(6.2)-(6.3). Soit Ω un polygone régulier, le produit
scalaire dans L2(Ω) sera noté 〈·, ·〉. L’espace H(div; Ω) est l’ensemble des fonctions à valeurs vectorielles (dans
Rd) et à divergence dans L2(Ω). L’espace H(div; Ω) est introduit pour traiter le flux de la concentration et
le gradient de la pression dans le modèle mixte alors que la pression et la concentration sont dans L2(Ω).
La discrétisation sera définie comme suit : soit N ∈ N et strictement positif, on définit le pas de temps τ1
par :
τ1 = T/N et tn = nτ1 (n ∈ {1, 2, · · · , N}),
Pour la discrétisation en espace, Th est une décomposition régulière de Ω ⊂ Rd en d-simplexes fermés où h
représente le diamètre des mailles. Nous supposons que Ω¯ = ∪O∈ThO. Nous définissons aussi les sous-espaces
discrets correspondant aux espaces continus, Wh ⊂ L2(Ω) et Vh ⊂ H(div; Ω) donnés par :
Wh := {p ∈ L2(Ω) | p est constante sur chaque élément O ∈ Th},
Vh := {u ∈ H(div; Ω) | u est polynomiale de degré un sur chaque élément O ∈ Th}.
En d’autres termes, Wh représente l’espace des fonctions constantes par morceaux tandis que Vh est l’espace
de Raviart-Thomas d’ordre le plus faible RT0. La projection L2(Ω) est définie par :
Ph : L2(Ω)→Wh, < Phw − w,wh >= 0, (6.4)
pour tout wh ∈Wh. Par ailleurs, une projection Πh peut être définie sur (H(div; Ω))d (voir [66]) telle que
Πh : (H1(Ω))d → Vh, < ∇ · (Πhv − v), wh >= 0, (6.5)
pour tout wh ∈Wh. Pour ces opérateurs, nous avons le résultat suivant :
||w − Phw||L2(Ω) ≤ Ch||w||H1(Ω) et ||v −Πhv||L2(Ω) ≤ Ch||v||H1(Ω), (6.6)
pour tout w ∈ H1(Ω), v ∈ (H1(Ω))d, C étant une constante positive ne dépendant pas des inconnues ou des
paramètres de discrétisation.
Nous allons maintenant associer une formulation variationnelle mixte à notre système, rappelé ci-après :
∂tθ(p) + θ(p)a(c)∂tp+∇ · u = qi − qs, (6.7)
u = −κ(θ(p))∇p, (6.8)
θ(p)∂tc+ θ(p)b(c)∂tp+ u · ∇c−∇ · (θ(p)D(u)∇c) = qi(1− c), (6.9)
p|t=0 = pI , c|t=0 = cI dans Ω et p = c = 0 sur (0, T )× Γ, (6.10)
avec
a(c) = (z1 − z2)c+ z2 et b(c) = (z1 − z2)c(1− c). (6.11)
Nous introduisons un flux de concentration (uc), en ré-écrivant l’équation (6.9). De l’équation (6.9), on tire
∂t(θ(p)c)− c∂tθ(p) + θ(p)b(c)∂tp+ u · ∇c−∇ · (θ(p)D(u)∇c) = qi(1− c).
On utilise (6.7) dans l’équation précédente. On obtient :
∂t(θ(p)c) + θ(p)(b(c) + a(c)c)∂tp+∇ · uc = qi − qsc,
uc = −θ(p)D(u)∇c+ uc.
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En résumant, nous obtenons le problème continu sous la forme suivante :
∂tθ(p) + θ(p)a(c)∂tp+∇ · u = qi − qs, (6.12)
u = −κ(θ(p))∇p, (6.13)
∂t(θ(p)c) + θ(p)(b(c) + a(c)c)∂tp+∇ · uc = qi − qsc, (6.14)
uc = −θ(p)D(u)∇c+ uc, (6.15)
p|t=0 = pI , c|t=0 = cI dans Ω et p = c = 0 sur (0, T )× Γ. (6.16)
Remarque 6.2
1. Nous avons b(c) + a(c)c = cz1 en utilisant (6.11) et si z1 = z2 = 0 dans (6.12)-(6.13), nous retrouvons
l’équation de Richards dans le cas des fluides incompressibles.
2. On pose dans la suite f(c) = b(c) + a(c)c = cz1. Les fonctions a, b et f sont prolongées par continuité
par des constantes en dehors de [0, 1] si bien que,
0 < z2 ≤ a(c) ≤ z1, 0 ≤ b(c) ≤ (z1 − z2)/4 = b+, 0 ≤ f(c) ≤ z1.
3. On prend dans la suite
qi = qs
pour alléger les notations.
6.2.2 Formulation variationnelle du modèle
Le problème variationnel associé au problème (6.12)-(6.16) est : trouver p ∈ H1(0, T ;L2(Ω)), c ∈ L2(0, T ;L2(Ω)
et u, uc ∈ L2(0, T ;H(div; Ω)), avec p|t=0 = pI et c|t=0 = cI tels que :
〈∂tθ(p) , w〉+ 〈θ(p)a(c)∂tp , w〉+ 〈∇ · u , w〉 = 0 (6.17)
〈κ(θ(p))−1u , v〉 − 〈p , ∇ · v〉 = 0 (6.18)
〈∂t(θ(p)c) , w〉+ 〈θ(p)f(c)∂tp , w〉+ 〈∇ · uc , w〉 = 〈qs(1− c) , w〉 (6.19)
〈θ(p)−1D(u)−1uc , v〉 − 〈c , ∇ · v〉 − 〈θ(p)−1D(u)−1uc , v〉 = 0 (6.20)
pour tout w ∈ L2(0, T ;L2(Ω)) et v ∈ L2(0, T ;H(div; Ω)).
Remarque 6.3 Le symbôle 〈·, ·〉 désigne ci-dessus le produit scalaire dans L2(0, T ;L2(Ω)). Nous utiliserons
dans la suite le même symbôle pour le produit scalaire dans L2(Ω), le contexte étant suffisant pour différencier
les notations.
6.3 Analyse d’un schéma semi-implicite
On construit ici un schéma semi-implicite en temps et basé sur la méthode des éléments finis mixtes en espace.
Nous obtenons une formulation variationnelle discrète que nous séparons en deux problèmes variationnels
discrets, le premier en pression/vitesse, le second en concentration.
6.3.1 Problème discret en pression/vitesse : existence et unicité
Contrairement à ce qui est fait par exemple dans [68], nous n’utiliserons pas une formulation avec changement
de variable par la transformée de Kirchhoff. Nous allons conserver les variables “physiques”, pression et vitesse
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Problème variationnel discret 1 :
Soient n ∈ {1, · · · , N} et pn−1h , cn−1h donnés dans Wh. Le problème est de trouver (pnh, unh) ∈ Wh × Vh tel
que :
〈θ(pnh)− θ(pn−1h ) , wh〉+ 〈θ(pn−1h )a(cn−1h )(pnh − pn−1h ), wh〉+ τ1〈∇ · unh , wh〉 = 0 (6.21)
〈unh , vh〉 − 〈F (pnh) , ∇ · vh〉 = 0 (6.22)
pour tous wh ∈Wh et vh ∈ Vh. Le schéma est initialisé par p0h = PhpI , c0h = chpI .
Théorème 6.1
On suppose que les hypothèses A1, A2 et A4 sont vraies. Alors le problème (6.21)-(6.22) admet une unique
solution.
Preuve 6.1
• Existence de (pnh, unh)
Nous allons commencer par montrer l’existence de la solution (pnh, unh). Nous allons utiliser la bijectivité de
la fonction F pour revenir à un raisonnement similaire à celui de [68]. Soit
{w1, · · · , wn1} ∪ {v1, · · · , vn2} une base orthonormée de Wh × Vh. (6.23)
Notons que si αˆ = (αˆ1, · · · , αˆn1), α = (α1, · · · , αn1) appartiennent à Rn1 et βˆ = (βˆ1, · · · , βˆn2), β =
(β1, · · · , βn2) à Rn2 alors on pose ξˆ = (αˆ, βˆ) ∈ Rn1+n2 , ξ = (α, β) ∈ Rn1+n2 . Nous considérons le produit
scalaire et la norme sur Rn1+n2 défini par :






βˆiβi, et |||ξ||| := ((ξ, ξ))1/2, (6.24)
où (·, ·)p est le produit scalaire euclidien dans Rp. De plus, pour tout ξ = (α, β) ∈ Rn1+n2 , nous avons un






















β2k, car ||vk||2L2(Ω) = ||wk||2L2(Ω) = 1 à cause de (6.23),
= (α, α)n1 + τ1(β, β)n2 = ((ξ, ξ)) = |||ξ|||2. (6.26)
La présence de F dans le Problème variationnel discret 1 interdit l’utilisation directe du produit scalaire
((·, ·)). On remarque cependant que (pnh, unh) est solution du problème variationnel discret 1 si et seulement
si (pinh = F (pnh), unh) est solution de
〈θ ◦ F−1(pinh)− θ(pn−1h ) , wh〉+ 〈θ(pn−1h )a(cn−1h )(F−1(pinh)− pn−1h ), wh〉+ τ1〈∇ · unh , wh〉 = 0 (6.27)
〈unh , vh〉 − 〈pinh , ∇ · vh〉 = 0 (6.28)
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pour tous wh ∈Wh et vh ∈ Vh.
À partir de ce problème équivalent au Problème variationnel discret 1, nous allons introduire une
application P : Rn1+n2 → Rn1+n2 qui sera définie en (6.33).
Pour ξ donné, et donc (w¯, v¯) définis par (6.25), les composantes de ξˆ = (αˆ, βˆ) ∈ Rn1+n2 sont définies en
utilisant les équations (6.27) et (6.28) :
αˆk = 〈θ ◦ F−1(w¯)− θ(pn−1h ), wk〉+ 〈θ(pn−1h )a(cn−1h )(F−1(w¯)− pn−1h ), wk〉+ τ1〈∇ · v¯, wk〉, (6.29)
pour tout k = 1, · · · , n1, respectivement
βˆk = 〈v¯, vk〉 − 〈w¯,∇ · vk〉, (6.30)
pour tout k = 1, · · · , n2. On définit ainsi l’application P : Rn1+n2 → Rn1+n2 par
P(ξ) = ξˆ
et la solution à notre problème (6.27)-(6.28) est la solution du problème
P(ξ) = 0.
L’application P est continue par construction.
On calcule le produit scalaire euclidien dans Rn1 suivant
(αˆ, α)n1 = 〈θ ◦ F−1(w¯)− θ(pn−1h ), w¯〉+ 〈θ(pn−1h )a(cn−1h )(F−1(w¯)− pn−1h ), w¯〉+ τ1〈∇ · v¯, w¯〉, (6.31)
puis le produit scalaire euclidien dans Rn2 suivant
τ1(βˆ, β)n2 = τ1〈v¯, v¯〉 − τ1〈w¯,∇ · v¯〉. (6.32)
Nous faisons la somme de (6.31) et (6.32) et nous obtenons :
((ξˆ, ξ)) = ((P(ξ), ξ)) = 〈θ ◦ F−1(w¯), w¯〉+ 〈θ(pn−1h )a(cn−1h )F−1(w¯), w¯〉+ τ1〈v¯, v¯〉
−〈θ(pn−1h ), w¯〉 − 〈θ(pn−1h )a(cn−1h )pn−1h , w¯〉. (6.33)
Nous allons estimer les termes de (6.33) en utilisant les hypothèses A1, A2, A4, l’inégalité de Cauchy-Schwarz
et l’inégalité de Young. Nous obtenons :













(θ ◦ F−1)′(sw¯)w¯ dsdx ≥ 1
κ+
θ′−||w¯||2L2(Ω) ≥ 0,
et le second ∣∣∣∫
Ω
θ(0)w¯ dx













(F−1)′(sw¯)|w|2 dsdx ≥ z2θ−
κ+
||w¯||2L2(Ω),
I3 = τ1〈v¯, v¯〉 ≥ τ1||v¯||2L2(Ω),
|I4| = |〈θ(pn−1h ), w¯〉| ≤ θ+
√
|Ω|||w¯||L2(Ω) ≤ z2θ−4κ+ ||w¯||
2
L2(Ω) + c1,
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Ainsi, nous tirons de (6.33) en sommant les termes minorés :



















((P(ξ), ξ)) ≥ z2θ−4κ+ ||w¯||
2
L2(Ω) + τ1||v¯||2L2(Ω) −Kn−1, (6.34)
où Kn−1 = 2c1 + (θ+z1)
2κ+
z2θ−
||pn−1h ||2L2(Ω) est une constante strictement positive dépendant des termes sources




> 0 et en utilisant la définition
(6.26) dans (6.34), on a :
((P(ξ), ξ)) ≥ m|||ξ|||2 −Kn−1.
On démontre donc que ((P(ξ), ξ)) ≥ Kn−1 > 0 pour tout ξ ∈ Rn1+n2 satisfaisant |||ξ|||2 = 2Kn−1/m.
D’après le Lemme 1.4. p164 de Temam [84], nous en déduisons l’existence de (pinh , unh), solution du problème
(6.27)-(6.28) avec





Le résultat d’existence énoncé au Théorème 6.1 s’en suit avec
pnh = F−1(pinh).
• Unicité de (pnh, unh)
Pour l’unicité, nous allons supposer que (pn,1h , u
n,1




h ) ∈Wh×Vh sont deux solutions du problème
(6.21)-(6.22) issues de la même donnée (pn−1h , u
n−1




h ) est solution de (6.21)-(6.22) donc
vérifie le système suivant :
〈θ(pn,1h ) , wh〉+ 〈θ(pn−1h )a(cn−1h )pn,1h , wh〉+ τ1〈∇ · un,1h , wh〉
= 〈θ(pn−1h ) , wh〉+ 〈θ(pn−1h )a(cn−1h )pn−1h , wh〉, (6.35)
〈un,1h , vh〉 − 〈F (pn,1h ) , ∇ · vh〉 = 0, (6.36)
De même le couple (pn,2h , u
n,2
h ) est solution de (6.21)-(6.22) donc vérifie le système suivant :
〈θ(pn,2h ) , wh〉+ 〈θ(pn−1h )a(cn−1h )pn,2h , wh〉+ τ1 < ∇ · un,2h , wh〉
= 〈θ(pn−1h ) , wh〉+ 〈θ(pn−1h )a(cn−1h )pn−1h , wh〉, (6.37)
〈un,2h , vh〉 − 〈F (pn,2h ) , ∇ · vh〉 = 0. (6.38)
Nous faisons la différence de (6.35) et (6.37) puis celle de (6.36) et (6.38) en posant P = pn,1h − pn,2h ,
U = un,1h − un,2h . Nous obtenons le nouveau système :
〈θ(pn,1h )− θ(pn,2h ) , wh〉+ 〈θ(pn−1h )a(cn−1h )P , wh〉+ τ1〈∇ · U , wh〉 = 0, (6.39)
〈U , vh〉 − 〈F (pn,1h )− F (pn,2h ) , ∇ · vh〉 = 0. (6.40)
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Nous prenons ensuite wh = F (pn,1h )− F (pn,2h ) dans (6.39) et vh = τ1U dans (6.40). Nous obtenons alors en
sommant (6.39) et (6.40) :
〈θ(pn,1h )− θ(pn,2h ) , F (pn,1h )− F (pn,2h )〉+ 〈θ(pn−1h )a(cn−1h )P , F (pn,1h )− F (pn,2h )〉
+τ1〈U , U〉 = 0. (6.41)
Les trois termes de l’équation (6.41) peuvent s’écrire :















||F (pn,1h )− F (pn,2h )||2L2(Ω) ≥ 0 (où θ′− = infx∈R θ
′(x)),









F ′(spn,1h + (1− s)pn,2h )P 2 dsdx
≥ z2θ− infR F
′ ||P ||2L2(Ω) = z2θ−κ− ||P ||2L2(Ω),
I3 = τ1〈U , U〉 = τ1||U ||2L2(Ω).
En utilisant les minorants ci-dessus de I1, I2 et I3, l’équation (6.41) donne :
θ′−
κ+
||F (pn,1h )− F (pn,2h )||2L2(Ω) + z2θ−κ−||P ||2L2(Ω) + τ1||U ||2L2(Ω) ≤ 0
⇒ z2θ−κ−||P ||2L2(Ω) + τ1||U ||2L2(Ω) ≤ 0
⇒ ||P ||2L2(Ω) = 0 et ||U ||2L2(Ω) = 0,
⇔ pn,1h = pn,2h et un,1h = un,2h p.p. dans Ω.
D’où l’unicité de (pnh, unh) solution au problème (6.21)-(6.22).
Le Théorème 6.1 est prouvé.
6.3.2 Problème discret en pression/vitesse : stabilité
Lemme 6.1 On suppose que les hypothèses A1, A2 sont vraies et que le couple (pnh, unh) est solution du
problème (6.21)-(6.22). On a l’estimation suivante
N∑
n=1





||unh − un−1h ||2L2(Ω) ≤ Cτ1
où C est une constante ne dépendant que des données du problème.
Démonstration
On réécrit (6.22) aux temps tn et tn−1 puis on fait la différence des deux et on obtient :
〈unh − un−1h , vh〉 − 〈F (pnh)− F (pn−1h ) , ∇ · vh〉 = 0. (6.42)
On prend les fonctions tests wh = F (pnh)− F (pn−1h ) dans (6.21) et vh = τ1unh dans (6.42) et on obtient :
〈θ(pnh)− θ(pn−1h ) , F (pnh)− F (pn−1h )〉+ 〈θ(pn−1h )a(cn−1h )(pnh − pn−1h ) , F (pnh)− F (pn−1h )〉
+τ1〈∇ · unh , F (pnh)− F (pn−1h )〉 = 0, (6.43)
τ1〈unh − un−1h , unh〉 − τ1〈F (pnh)− F (pn−1h ) , ∇ · unh〉 = 0. (6.44)
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La somme de (6.43) et (6.44) donne :
〈θ(pnh)− θ(pn−1h ) , F (pnh)− F (pn−1h )〉+ 〈θ(pn−1h )a(cn−1h )(pnh − pn−1h ) , F (pnh)− F (pn−1h )〉
+τ1〈unh − un−1h , unh〉 = 0⇔
3∑
i=1
Ii = 0. (6.45)
Estimations des termes Ii de (6.45) :















||F (pnh)− F (pn−1h )||2L2(Ω) ≥ 0,
I2 = 〈θ(pn−1h )a(cn−1h )(pnh − pn−1h ) , F (pnh)− F (pn−1h )〉 ≥ z2θ−κ−||pnh − pn−1h ||2L2(Ω) (car infR F
′ ≥ κ−),




















L’équation (6.45) devient donc :
θ′−
κ+


























Nous en déduisons en particulier en sommant les inégalités précédentes jusqu’à un rang m ≤ N :
m∑
n=1
||pnh − pn−1h ||2L2(Ω) + τ1||umh ||2L2(Ω) + τ1
m∑
n=1
||unh − un−1h ||2L2(Ω) ≤ Cτ1 ∀m ≤ N
où C est une constante ne dépendant que des données du problème. On en déduit le résultat annoncé au
lemme 6.1.
Conclusion : On a stabilité du schéma (6.21)-(6.22) définissant le couple (pnh, unh).
6.3.3 Problème discret en concentration : existence et unicité
Nous proposons le schéma suivant pour l’équation de concentration.
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Problème variationnel discret 2 :
Soient n ∈ {1, · · · , N}, pn−1h , cn−1h donnés dans Wh et unh donné dans Vh. Le problème est de trouver
(cnh, unch) ∈Wh × Vh tel que :





, wh〉+ τ1〈qscnh, wh〉 = τ1〈qs, wh〉, (6.47)
〈θ(pnh)−1D(unh)−1/2unch , vh〉 − 〈cnh , ∇ · vh〉 − 〈θ(pnh)−1D(unh)−1unhcnh , vh〉 = 0, (6.48)
pour tout wh ∈Wh et vh ∈ Vh. Le schéma est initialisé par p0h = PhpI , c0h = chpI .
La racine carrée D(u)1/2 est définie grâce à la symétrie et à la positivité de D(u).
Théorème 6.2
On suppose que les hypothèses A1, A4, A5 sont vraies et τ1 suffisamment petit. Si le tenseur de dispersion
D(·) dépend effectivement de la vitesse u, on suppose de plus que le maillage est quasi-uniforme et que la
condition suivante est satisfaite par les pas de temps et d’espace :





Alors le problème (6.47)-(6.48) admet une unique solution.
Preuve 6.2
• Existence de (cnh, unch)
La demonstration de ce théorème est similaire à la précédente. Ainsi, nous garderons la même définition des
espaces et des bases. Le produit scalaire et la norme sont définis de même :
((ξˆ, ξ)) := (αˆ, α)n1 + τ1(βˆ, β)n2 , et |||ξ||| := ((ξ, ξ))1/2. (6.49)
L’application P associée au système (6.47)-(6.48) sera définie en (6.54). Pour ξ donné, et donc (w¯, v¯) définis
par (6.25), les composantes de ξˆ = (αˆ, βˆ) ∈ Rn1+n2 sont définies en utilisant les équations (6.47) et (6.48) :





, wk〉+ τ1〈qsw¯, wk〉 − τ2〈qs, wk〉 (6.50)
pour tout k = 1, · · · , n1, respectivement
βˆk = 〈θ(pnh)−1D(unh)−1/2v¯ , vk〉 − 〈w¯ , ∇ · vk〉 − 〈θ(pnh)−1D(unh)−1unhw¯ , vk〉 (6.51)
pour tout k = 1, · · · , n2.
Ainsi, l’application P définie par P(ξ) = ξˆ est continue par construction et la solution à notre problème
(6.47)-(6.48) est la solution du problème P(ξ) = 0. Nous construisons ((P(ξ), ξ)) = ((ξˆ, ξ)) comme défini
dans (6.49). Ainsi on fait le produit scalaire euclidien dans Rn1 :





, w¯〉+ τ1〈qsw¯, w¯〉 − τ1〈qs, w¯〉, (6.52)
puis le produit scalaire euclidien dans Rn2 :




−τ1〈θ(pnh)−1D(unh)−1unhw¯ , D(unh)1/2v¯〉. (6.53)
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Nous faisons la somme de (6.52) et (6.53) et nous obtenons :
((P(ξ), ξ)) = 〈θ(pnh)w¯, w¯〉+ 〈θ(pnh)f(cn−1h )(pnh − pn−1h ), w¯〉+ τ1〈qsw¯, w¯〉 − τ1〈qs, w¯〉
−〈θ(pn−1h )cn−1h , w¯〉+ τ1〈θ(pnh)−1D(unh)−1/2v¯ , D(unh)1/2v¯〉 − τ1〈θ(pnh)−1D(unh)−1unhw¯ , D(unh)1/2v¯〉. (6.54)
Nous allons minorer les termes de (6.54) en utilisant les hypothèses A1, A4, A5, l’inégalité de Cauchy-Schwarz
et l’inégalité de Young. Nous obtenons :
I1 = |〈θ(pnh)w¯, w¯〉| ≥ θ−||w¯||2L2(Ω),
|I2| = |〈θ(pnh)f(cn−1h )(pnh − pn−1h ), w¯〉|






||pnh − pn−1h ||2L2(Ω),
|I3| = |τ1〈qsw¯, w¯〉| ≤ τ1||qs||L∞(Ω)||w¯||2L2(Ω),














Par ailleurs, comme D(unh) est symétrique,




|I7| = |τ1〈θ(pnh)−1D(unh)−1unhw¯ , D(unh)1/2v¯〉| = |τ1〈θ(pnh)−1D(unh)−1/2unhw¯ , v¯〉|
≤ τ1θ+
αT







































)1/2) (d’après le Lemme 6.1).
On utilise maintenant le fait que w¯h est constant par maille (la démonstration s’adapterait à d’autres types
d’éléments finis via les inégalités inverses en supposant toujours le maillage quasi-uniforme (voir le théorème
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(par l’inégalité de Cauchy-Schwarz discrète)
= Cτ1θ+
hd/4αT
‖w¯‖L2(Ω)‖v¯‖L2(Ω) ≤ θ−8 ||w¯||
2






On remarque que c3 est d’ordre 1 si la condition de type CFL liant les ordres de τ1 et h est vérifiée. Ainsi,
en utilisant respectivement les résultats de l’estimation de I1, I2, I3, I4, I5, I6 et I7, nous tirons de (6.54) :

















































est une constante strictement positive dépendant des termes sources et des données du problème. En prenant




, on a :
((P(ξ), ξ)) ≥ m|||ξ|||2 −K.
On démontre que ((P(ξ), ξ)) ≥ K > 0 pour tout ξ ∈ Rn1+n2 satisfaisant |||ξ|||2 = 2K/m. D’après le Lemme
1.4. p164 de Temam [84], nous avons l’existence de (cnh, unch), solution du problème (6.47)-(6.48) (on remarque
que la présence du terme donné D(unh)1/2 dans le produit scalaire (6.53) ne perturbe pas le raisonnement
car D(·)1/2 est inversible : prouver l’existence de D(unh)1/2unch donne donc l’existence de unch).
• Unicité de (cnh, unch)
Pour l’unicité, nous allons introduire une nouvelle notation en omettant “h”, le pas de discrétisation en
espace (d’autant qu’il ne change pas) et supposer que (cn1 , unc,1), (cn2 , unc,2) ∈Wh × Vh sont deux solutions de
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(6.47)-(6.48) issues de la même solution (cn−1h , u
n−1
ch ). Le couple (cn1 , unc,1) est solution de (6.47)-(6.48) donc
vérifie le système suivant :





, wh〉+ τ1〈qscn1 , wh〉 = τ1〈qs, wh〉, (6.55)
〈θ(pnh)−1D(unh)−1/2unc,1, vh〉 − 〈cn1 ,∇ · vh〉 − 〈θ(pnh)−1D(unh)−1unhcn1 , vh〉 = 0, (6.56)
pour tous wh ∈ Wh et vh ∈ Vh. Le couple (cn2 , unc,2) est solution de (6.47)-(6.48) donc vérifie le système
suivant :





, wh〉+ τ1〈qscn2 , wh〉 = τ1〈qs, wh〉, (6.57)
〈θ(pnh)−1D(unh)−1/2unc,2, vh〉 − 〈cn2 ,∇ · vh〉 − 〈θ(pnh)−1D(unh)−1unhcn2 , vh〉 = 0, (6.58)
pour tous wh ∈ Wh et vh ∈ Vh. Nous faisons la différence de (6.55) et (6.57) puis celle de (6.56) et (6.58).
Nous posons
C = cn1 − cn2 , Uc = unc,1 − unc,2,





, wh〉+ τ1〈qs C,wh〉 = 0, (6.59)
〈θ(pnh)−1D(unh)−1/2Uc , vh〉 − 〈C , ∇ · vh〉
−〈θ(pnh)−1D(unh)−1unhC , vh〉 = 0. (6.60)
Nous prenons wh = C dans (6.59) et vh = τ1D(unh)1/2Uc dans (6.60), nous sommons (6.59) et (6.60) et
obtenons :
〈θ(pnh)C , C〉+ τ1〈qs C , C〉+ τ1〈θ(pnh)−1Uc , Uc〉
−τ1〈θ(pnh)−1D(unh)−1/2unhC , Uc〉 = 0. (6.61)
Nous estimons les quatre termes de l’équation (6.61) comme suit :
I1 = 〈θ(pnh)C , C〉 ≥ θ−||C||2L2(Ω),
|I2| = τ1|〈qs C , C〉| ≤ τ1||qs||L∞(Ω)||C||2L2(Ω),




|I4| = τ1|〈θ(pnh)−1D(unh)−1/2unhC , Uc〉|
≤ θ−2 ||C||
2
L2(Ω) + τ1+1 c4||Uc||2L2(Ω)
où c4 est une constante construite comme c3 apparaissant dans l’estimation de I7 dans la preuve d’existence
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pour un τ1 assez petit de sorte que (i) > 0 et (ii) > 0, on a :
||C||2L2(Ω) = 0 et ||Uc||2L2(Ω) = 0 ⇒ cn1 = cn2 et unc,1 = unc,2 p.p. dans Ω.
D’où l’unicité de (cnh, unch) solution au problème (6.47)-(6.48).
Le Théorème 6.2 est prouvé.
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Rappels
Nous rappelons ici certains résultats utilisés dans ce document.
Lemme 6.2 (Formule de Leibniz)
































Soit X un espace de banach, on suppose que K ⊂ X est un convexe compact et de plus
T : K −→ K
est une application continue. Alors T a un point fixe dans K (cf. [36]).
Théorème 6.4 (Injections continues de Sobolev N≥ 2)
Soient N ≥ 1, Ω un ouvert et régulier de RN , N ≥ 2 et q tel que 1p + 1q = 1 on a :
1 ≤ p < N =⇒ W 1,p(Ω) ↪→ Lp∗(Ω), p∗ = Np
N − p ,
p = N =⇒ W 1,p(Ω) ↪→ Lr(Ω), r ∈ [p,+∞[
p > N =⇒ W 1,p(Ω) ↪→ C0,1−Np (Ω¯)
Si p > N, on a :∀ u ∈W 1,p(Ω), alors |u(x)−u(y)| ≤ C|x−y|1−Np ||u||W 1,p(Ω) p.p x, y ∈ Ω, doncW 1,p(Ω) ↪→ L∞Ω).
Théorème 6.5 (Injections compactes de Sobolev N≥ 2)
Supposons que Ω est de plus borné et de classe C1, on a :
1 ≤ p < N =⇒ W 1,p(Ω) ↪→↪→ Lr(Ω), r ∈ [1, p∗[ avec p∗ = Np
N − p ,
p = N =⇒ W 1,p(Ω) ↪→↪→ Lr(Ω), r ∈ [p,+∞[,
p > N =⇒ W 1,p(Ω) ↪→↪→ C0(Ω¯),
(cf. [20] pour plus de détails.)
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Lemme 6.3 (Gronwall )
Soient m, n ∈ L1(0, T ;R) telles que m, n ≥ 0 p.p. sur (0, T ). Soient a un réel positif et ϕ : [0, T ] → R une





















, ∀s ∈ [0, T ].
Lemme 6.4 (Gronwall version discrète)
Soient h > 0, L > 0 deux réels donnés et soient (ak)k∈N et (bk)k∈N deux suites de réels positifs telles que :
ak+1 ≤ (1 + hL)ak + bk, ∀k ∈ N∗.
Alors on a l’estimation sur ak, pour tout k ∈ N∗,






Si X et Y sont des espaces de Banach tels que X ⊂ L2 ⊂ Y avec injection compacte de X dans Lr, z ≥ 1 ;
si 1 < q ≤ ∞ ; si W est un ensemble de fonctions bornées de Lq(0, T ;Lr) ∪ L1(0, T ;X) ; si φ∂tv est bornée
dans L1(0, T ;Y ), pour tout v ∈W ;
alors W est relativement compact dans Lp(0, T ;Lr), pour tout 1 ≤ p < q. (cf. [39] pour plus de détails.)
page 148
Lexique
Aquifère : Formation géologique, poreuse et perméable contenant de façon permanente ou temporaire de
l’eau douce mobilisable.
Aquitard : Formations semi-perméables, qui sont des horizons de faible perméabilité dans lesquels l’eau ne
peut pas être prélevée de façon efficace par des puits, mais où un écoulement non négligeable peut se
produire, amenant de l’eau par drainance aux aquifères adjacents.
Aquiclude : Formations imperméables, qui ont une perméabilité très faible si bien qu’aucun débit de
drainance significatif ne peut y prendre naissance à petite échelle (par exemple au cours d’un essai de
débit), mais qui, cependant, ne sont pas négligeables sur une très grande surface.
Éponte : C’est une paroi délimitant une couche ou un filon.
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Résumé
Le contexte du sujet est la gestion des systèmes aquifères, en particulier le contrôle de leur exploitation et
de leur éventuelle pollution. Comme exemple d’application, nous nous focalisons sur le problème d’eau salée
dans les aquifères côtiers. Plus généralement, le travail s’applique à tout écoulement miscible et stratifié dans
un milieu poreux faiblement déformable.
Le but est d’obtenir un modèle robuste pour modéliser le déplacement des fronts de l’eau salée et de la surface
supérieure de l’aquifère. Nous avons proposé une approche mixte entre interface diffuse et interface abrupte
ce qui a l’avantage de respecter la réalité physique du problème tout en conservant l’efficacité numérique.
De plus, nous réussissons à modéliser ce problème 3D par un modèle dynamique 2D où la 3ème dimension
est traitée via l’évolution des fronts d’eau salée et de la surface libre supérieure de l’aquifère en prenant
en compte l’épaisseur des zones de transition (transition entre eau salée et eau claire, transition entre zone
saturée et zone insaturée).
Le modèle est basé sur les lois de conservation dans le domaine de l’eau salée et dans celui de l’eau douce,
les deux domaines (à frontière libre) étant couplés par un modèle intermédiaire de changement de phase.
De plus, nous avons effectué des simulations numériques pour comparer notre modèle 2D issu de l’approche
mixte avec un modèle 3D d’écoulement de deux fluides miscibles en milieu compressible saturé. Puis, des
simulations sont faites sur notre modèle 2D pour illustrer sont efficacité (cette fois dans le cas insaturé).
Mots clés : Modélisation. Analyse mathématique des systèmes nonlineaires couplés d’edp.
Analyse numériques. Simulations.
Abstract
Subject : Mixed sharp/diffuse interface approach for the modeling of saltwater intrusion in
a free aquifer.
The context of the subject is the management of aquifers, especially the control of their operations and their
possible pollution. A critical case is the saltwater intrusion problem in costal aquifers. The goal is to obtain
efficient and accurate models to simulate the displacement of fresh and salt water fronts for the optimal
exploitation of groundwater. More generally, the work applies for miscible and stratified displacements in
slightly deformable porous media.
In this work we propose an original model mixing abrupt interfaces/diffuse interfaces approaches. The ad-
vantage is to adopt the (numerical) simplicity of a sharp interface approach, and to take into account the
existence of diffuse interfaces.
The model is based on the conservation laws written in the saltwater zone and in the freshwater zone, these
two free boundary problems being coupled through an intermediate phase field model. An upscaling proce-
dure let us reduce the problem to a two-dimensional setting. The theoretical analysis of the new model is
performed. We also present numerical simulations comparing our 2D model with the classical 3D model for
miscible displacement in a confined aquifer. Physical predictions from our new model are also given for an
unconfined setting.
Keywords : Modeling. Mathematical analysis of systems of coupled nonlinear. PDE.
Numeriacal analysis. Simulations.
