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Resumen 
En este trabajo exponemos un método interacti-vo cuyo 
objetivo es extraer de los expertos un número difuso 
que indique la probabilidad sub-jetiva de un suceso. Este 
método, basado en los clásicos métodos de apuestas y 
loterías para la elicitación de probabilidades, evita el uso 
de es-calas de términos lingüísticos representados por 
números difusos con amplitud de soporte y sime-tría 
previamente establecidos, permitiendo a cada experto una 
mayor o menor precisión y libertad en el establecimiento 
de sus juicios probabilísti-cos. Además, establecemos una 
función que mi-de la calidad del juicio probabilístico 
expresado mediante la agregación de dos componentes 
que miden la coherencia y la precisión mostrada por el 
experto durante el proceso de educción. 
1 INTRODUCCIÓN. 
En multitud de situaciones el enfoque subjetivo es el único 
posible para la asignación de probabilidades de ocurrencia 
de sucesos para los cuales no se tiene experiencia ni datos 
previos, ni existe la posibilidad de poner en práctica me-
canismos empíricos para la obtención de datos. Abbas et 
al [1], Morgan y Henrion [5] y Von Holstein y Matheson 
[12], entre otros autores, han detallado algunos de los mé-
todos de asignación de probabilidades subjetivas. 
El Protocolo SRI (Standford Research Institute) [12, 7, 9] 
es un procedimiento recomendable para la elicitación de 
probabilidades subjetivas que trata de evitar la aparición de 
sesgos en los juicios probabilísticos de los expertos [8]. Sin 
embargo, en multitud de ocasiones el ambiente en el que se 
desarrolla un sistema de ayuda a la decisión es de impreci-
sión y vaguedad, de modo que los expertos son incapaces 
de dar valores concretos a las probabilidades de ocurrencia 
de los distintos escenarios y la forma más sencilla de proce-
der en estos casos consiste en asignar intervalos numéricos. 
En los últimos años, se están introduciendo razonamientos 
de lógica difusa que constituye el paradigma ideal cuan-
do se necesitan modelizar conceptos vagos o imprecisos 
[2, 4, 10, 11], ya que los números difusos constituyen una 
generalización de los intervalos numéricos. 
Cuando los expertos son incapaces de decidirse por un va-
lor concreto al asignar probabilidades a un suceso, puede 
ser útil, y de hecho es muy común, establecer escalas de tér-
minos lingüísticos como “improbable”< “poco probable”< 
“probabilidad media”< “probable”< “seguro” para asignar 
probabilidades sin exigir un compromiso excesivo del ex-
perto en cuanto a la precisión de sus juicios. Estos términos 
lingüísticos se pueden asociar a números difusos trapezoi-
dales normalizados con soporte en [0,1] para poder operar 
con ellos dentro de una aritmética adecuada. 
Sin embargo, esta manera de proceder simplifica dema-
siado el proceso de asignación de probabilidades, ya que 
transforma el intervalo [0,1] en un conjunto discreto. Los 
expertos pueden tener dificultades para elegir entre dos tér-
minos lingüísticos consecutivos, y los resultados de elegir 
uno u otro pueden ser significativamente diferentes. Ade-
más, el uso de una escala rígida de términos lingüísticos 
mediante números difusos con una amplitud fija lleva a 
una pérdida de información muy valiosa, como es la ma-
yor o menor precisión en los juicios de los expertos a la 
hora de asignar probabilidades, por otro lado la simetría de 
los números utilizados en la escala tampoco tiene por qué 
ser adecuada en todos los casos ni para todos los expertos. 
Entonces, en lugar de pedirle al experto que asigne un va-
lor lingüístico de una escala, desarrollaremos un proceso 
interactivo para asignar un número difuso a una probabili-
dad subjetiva, de modo que dicho número represente fiel-
mente el valor preferencial de la probabilidad a asignar y la 
precisión que el experto tiene en tal afirmación. 
En la Sección 2 desarrollamos la Teoría de la Probabilidad 
Lingüística extendiendo a la Teoría Clásica de la Proba-
bilidad y adaptamos este marco de trabajo a los números 
difusos trapezoidales. 
En la Sección 3 describimos los métodos clásicos de asig-
nación de probabilidades subjetivas para variables discretas 
basados en apuestas y loterías y adaptamos dichos métodos 
al ambiente difuso mediante el uso de números difusos tra-
pezoidales. 
Finalmente, en la Sección 4, construimos una función de 
evaluación de la calidad del juicio probabilístico expresado 
por el experto. 
2 TEORÍA DE LA PROBABILIDAD 
LINGÜÍSTICA. 
Toda la Teoría Clásica de la Probabilidad se puede cons-
truir a partir de los bien conocidos axiomas de Kolmogo-
rov. Nuestro objetivo en esta Sección es extender la teoría 
clásica al paradigma difuso, de modo que podamos definir 
una variable aleatoria lingüística. 
Un número difuso trapezoidal normalizado con sopor-
te en el intervalo [a1a4] de la recta real es una tupla 
(a1,a2,«3,«4) con a1 < a2 < a3 < a4 junto con una fun-




s i x < a1 
si a1 < x < a2 




 , si a3 < x < Ü4 
0, s i a 4 < x 
que indica el grado de pertenencia de cada valor x G R al 
número A. Denotaremos por R - ^ al conjunto formado por 
todos estos números. Si Además, a2 = a3 el número se de-
nomina “triangular”. 
Denotaremos por e,<g>,e y 0 a las operaciones aritméti-
cas usuales entre números difusos trapezoidales descritas 
en [4]. 
Dado un número difuso normalizado trapezoidal ˜ G R ^ ^ 
y a G [0,1] se define el a - corte de Á como : 
{xeR:i¿Á(x)>a}, si a G (0,1] 
{ X G R : ^ ( X ) > 0 } , s i a = 0 
donde X representa la clausura de un conjunto X C I . 
Nótese que los números difusos extienden de modo natural 
a los números reales: El número a G R se puede representar 
mediante la función de pertenencia /z3 = I{a} donde / es el 
indicador de un conjunto. 
También los intervalos de números reales se pueden repre-
sentar por medio de números difusos, de modo que el in-
tervalo A = [a,b] corresponde a la función de pertenencia 
µA˜ = I A . 
En particular, un número real a se puede escribir como nú-
mero difuso trapezoidal normalizado como a˜  = (a,a,a,a), 
y el intervalo [a,b] de números reales se puede escribir co-
mo A˜  = (a,a,b,b). 
El conjunto R F de los números difusos con soporte en R 
es un espacio métrico completo con la siguiente distancia 
[4] : 
de»: R ^ x R-^ ->• R, 
d„(Á,B B 
ce €[0,1] d"(A^B^ 
con dH{X,Y) la distancia de Hausdorff en el espacio mé-
trico completo de los intervalos cerrados y acotados de la 
recta real. 
Esta estructura permite definir la convergencia de una suce-
sión de números difusos o el concepto de serie convergente, 
fundamental para poder extender el tercer axioma de Kol-
mogorov a los números difusos. 
Los tres axiomas de Kolmogorov se pueden extender a los 
números difusos normalizados de la siguiente forma [4]: 
Un espacio probabilístico difuso es una terna (Q.,^f,p^) 
formada por el espacio de eventos Q. de un experimento 
aleatorio, una <7-álgebra Jf sobre el espacio de eventos y 
una función p& : ,^f^ R ^ verificando: 
• Axioma 1: 0 < p^{E) <˜VEeJe. 
• Axioma 2: p ^ ( í l ) = 1. 
• Axioma 3: Dada una familia de eventos disjuntos dos 
a dos Ei G J f , con i G N, se tiene que p^ i (J E¡) C 
I p& (E¡). donde C denota la operación de subsum-
c iónenR^. 
La aritmética usual de números difusos normalizados ca-
rece de elementos inversos respecto a las operaciones e y 
<g). Esto impide calcular la probabilidad del evento comple-
mentario a partir del evento natural mediante la resolución 
de una sencilla ecuación. Por tanto, es necesario incluir un 
cuarto axioma en la Teoría de la Probabilidad Lingüística 
para que ésta pueda extender a la teoría clásica: 
• Axioma4:/r*(A c ) = ˜ e / ^ ( A ) . 
Con estos cuatro axiomas se verifican las siguientes propie-
dades: 
1. p^(0) = 0, siendo 0 un suceso imposible. Basta apli-
car los axiomas 4 y 2. 
2. E C F => p^(E) < p^(F). La demostración puede 
verseen [4]. 
3. p(E\jF) =p(E)®p(F)ep(Ef]F). La demostra-
ción es similar al caso real. 
Definido el espacio probabilístico difuso, podemos definir 
conceptos como el de variable aleatoria lingüística: 
Una variable aleatoria lingüística es una función X : 
(Q.,^f,p^) ->• Dx de un espacio de probabilidad di fu-
so 1 C l , J í f , p ^ ) en un universo de discurso Dx tal que 
X-{x) G ^ T , Vx G Dx. En particular, si la imagen de X 
es un conjunto numerable entonces, se dice que la variable 
es discreta. 
La función de masa de una variable aleatoria discre-
ta es una función / : X ->• [0,1] ^  definida por f(x) = 
P^{weQ.:X{w)=x). 
En la Teoría Clásica de la Probabilidad es conocido que un 
conjunto de valores n¡ G [0,1] numerable, tal que £ n¡ = 
íeN 
1, es la función de probabilidad de una variable aleatoria 
discreta % que tiene un conjunto numerable de estados d¡ 
con probabilidad Px(d¡) = 7t¡. E l equivalente difuso de este 
teorema es el siguiente: 
Teorema de representación [4 ] : Si D = {di : / G / } es 
un conjunto finito no vacío y {ñ¡: / G / } es un conjunto de 
números difusos tales que Mi G / 0˜  < % < 1˜  y ñ¡ C 1˜  e 
G R ^ , entonces existe un espacio probabilístico 
difuso Q., Jf, pJ? y una variable aleatoria difusa discreta 
X sobre este espacio probabilístico tal que su función de 
masa es 
ñ¡, si d = d¡ para a lgún/ el 
f(d)= 
0 ,˜ en otro caso 
3 ELICITACIÓN DE PROBABILIDADES 
DIFUSAS MEDIANTE APUESTAS Y 
LOTERÍAS. 
contrar un sistema completo de sucesos disjuntos dos a dos, 
y preguntar directamente al experto por la probabilidad de 
cada uno de los sucesos que forman dicho sistema. Es ne-
cesario garantizar los axiomas de Kolmogorov, ya que, de 
lo contrario, el experto no es coherente en sus juicios pro-
babilísticos. 
Estos métodos directos son muy rápidos y fáciles de im-
plementar, sin embargo tienen el inconveniente de que no 
evitan los sesgos que se pueden producir durante el proceso 
de elicitación. 
Los métodos indirectos [3, 6, 13], en el caso discreto, con-
sisten en presentarle al experto la posibil idad de participar 
en dos juegos diferentes en los cuales se ganan o se pierden 
determinadas cantidades monetarias con ciertas probabil i-
dades, comparadas con las probabilidades del suceso bajo 
estudio. E l experto debe elegir en qué juego desea partici-
par, y si es coherente elegirá siempre aquella alternativa que 
le resulte más favorable. E l analista cambiará iterativamen-
te las condiciones de los juegos propuestos y aprovechará 
las respuestas del decisor en cada iteración para inferir la 
probabilidad de A. Se desarrolla así un proceso que culmina 
con un par de juegos entre los que el experto es indiferente, 
y en este momento resulta fáci l dar un valor para la proba-
bi l idad de A. 
E l analista puede cambiar las condiciones de los juegos mo-
dificando cantidades monetarias o probabilidades. Si cam-
bia cantidades monetarias, el método se denomina de elici-
tación mediante apuestas. Si se modifican las probabilida-
des, se denomina de elicitación mediante loterías. 
Asignación basada en apuestas. Para asignar las proba-
bilidades de un suceso S mediante este método tomamos 
dos cantidades monetarias, x e y, y presentamos al experto 
las siguientes dos apuestas: 
• A1: Si ocurre el suceso S, usted ganax. Si no ocurre S, 
usted pierde y (gana -y). 
• A2: Si ocurre S, usted pierde x (gana -x). Si no ocurre 
5, usted gana y. 
Una vez descrito el marco de la Teoría de la Probabilidad 
Lingüística, nuestro propósito en esta Sección consiste en 
desarrollar un método interactivo analista-experto que per-
mita extraer el juicio probabilístico del segundo mediante 
un número difuso. 
Mediante la asignación de probabilidades subjetivas, se tra-
ta de establecer la función de probabilidad en el caso de una 
variable discreta y la función de distribución en el caso de 
que la variable aleatoria sea continua. En ambos casos se 
pueden desarrollar métodos directos o indirectos. 
Los métodos directos para la derterminación de una fun-
ción de probabilidad, en el caso discreto, consisten en en-
Ahora se le pregunta qué apuesta prefiere. Si ambas apues-
tas son indiferentes para el decisor entonces la ganancia 
esperada en ambas es igual: 
de donde 
xP(S) -yP(Sc) = -xP(S)+yP(Sc) 
P(S) 
x+y 
En caso contrario, el analista debe reajustar progresivamen-
te los valores x e y hasta obtener la indiferencia del exper-
to. Es decir, si A1 h A2 se reduce x y/o se incrementa y, 
y se vuelven a presentar las dos apuestas (y viceversa si 
A2 h A1) hasta encontrar dos apuestas indiferentes para el 
experto. 
En multitud de ocasiones el experto tiene dificultades para 
identificar un único valor de indiferencia, de modo que el 
resultado de este método será en general un intervalo nu-
mérico de [0,1] 
Asignación basada en loterías. Si en lugar de cambiar 
los valores monetarios, modificamos las probabilidades ob-
tenemos el método basado en loterías, que consiste en lo 
siguiente: 
Se consideran un premio muy bueno, que denotaremos por 
T, y un premio muy malo que denotaremos por W. 
Se presentan al experto las siguientes loterías: 
• L1: Si ocurre el suceso S, usted gana el premio T. Si 
no ocurre el suceso S, usted gana el premio W. 
• L2: Con probabilidad p usted gana el premio T. Con 
probabilidad 1 - p usted gana el premio W. 
Si el experto es indiferente a ambas loterías, entonces 
P(S) = p, en caso contrario, el analista debe reajustar pro-
gresivamente el valor de p hasta obtener la indiferencia del 
experto. Es decir, si L1 h L2 entonces el analista debe re-
ducir el valor de p y volver a presentar ambas loterías al 
experto (y viceversa si L2 h ¿1), hasta encontrar dos lote-
rías indiferentes. En este método también resulta más fácil 
proporcionar un intervalo numérico en lugar de un único 
valor real. 
Supongamos que del método de las loterías obtenemos el 
intervalo [a,c] y del método de las apuestas obtenemos 
[b,d\. 
• Si [a, c] f][b, d] = 0 , entonces el experto es incoheren-
te. 
• Si [a, c] f][b,d] ^ 0 , entonces: 
- Si ninguno de los intervalos está contenido en el 
otro, podemos suponer sin pérdida de genarali-
dad que a < b < c < d. Entonces, el experto pien-
sa que la probabilidad del suceso es el número 
difuso trapezoidal % = (a, b, c, d). 
- Si uno de los intervalos está contenido en otro, 
podemos suponer sin pérdida de genaralidad que 
[a,c] C [b,d]. Entonces el experto piensa que la 
probabilidad del suceso es el número difuso tra-
pezoidal % = (b, a, c, d). 
Una vez que el experto ha asignado la probabilidad a un 
suceso, se le pide la probabilidad de otro suceso disjunto 
con el anterior, para lo cual se vuelven a desarrollar los dos 
métodos anteriores. Ahora bien, al igual que en el caso real 
exigíamos que la suma de las probabilidades de los suce-
sos (disjuntos dos a dos) fuera 1 , en el paradigma difuso 
hemos de exigir que se verifiquen las condiciones del teo-
rema de representación dado en la Sección 2, es decir que: 
7˜¡ c1˜e 
siendo π˜i las probabilidades asignadas 
sucesivamente a los eventos (recordemos que la aritmética 
usual de números difusos impide la resolución de ecuacio-
nes sencillas ya que no existe elemento inverso respecto de 
las operaciones e y <g>). De esta manera, en virtud del cita-
do teorema, definimos una variable aleatoria discreta difu-
sa. 
4 CALIDAD DE LA INFORMACIÓN. 
MEDIDAS DE PRECISIÓN Y 
COHERENCIA. 
La razón de utilizar los métodos indirectos de elicitación 
de probabilidades se encuentra precisamente, en reducir la 
influencia de las heurísticas utilizadas por el experto, que 
le llevan a incluir sesgos en sus juicios probabilísticos [8]. 
Además„ los protocolos de elicitación usuales [12] reco-
miendan el uso de varios métodos con objeto de poder con-
trastar la información suministrada con cada uno de ellos 
y poder discutir los resultados con el experto, o valorar 
la calidad de la información suministrada. De este modo, 
el método propuesto en la Sección 3 para la obtención de 
un número difuso que indique el juicio probabilístico del 
experto cumple con dichas recomendaciones. Además, la 
construcción de dicho número difuso permite valorar cuan-
titativamente la calidad de la información aportada. 
En esta Sección vamos a dar dos medidas que informan 
sobre la coherencia y la precisión del experto en su juicio 
probabilístico. Finalmente, agregaremos ambas medidas en 
una función que indique la calidad de la información apor-
tada. 
Coherencia del Experto. Como decíamos en la Sección 
3, el experto es incoherente si [a,c]f][b,d] = 0 , pero si 
[a,c}f][b,d] = {%} entonces el número difuso que desig-
na el juicio probabilístico dado por el experto es un nú-
mero difuso triangular (a,%,d), ya que \ = b = c. Sin 
embargo ¿podemos decir que el experto es incoherente si 
M f l M ] = 0 , y no lo es si [a,c]f][b,d] = {£,}? Ob-
viamente no, ya que ambas situaciones son prácticamente 
iguales, de modo que los números difusos triangulares (que 
no sean reales) también representan situaciones de incohe-
rencia, ya que la intersección de los intervalos es un único 
número real. De hecho, podemos afirmar que el número 
triangular no real representa el límite entre la coherencia y 
la incoherencia en los juicios probabilísticos dados por los 
métodos de apuestas y loterías. 
En caso contrario, si [a,c] = [b,d] el experto ha sido com-
pletamente coherente, y el número difuso que designa su 
juicio probabilístico es un número rectangular (un interva-
lo nítido). Entonces, la forma del número difuso (rectan-
gular, trapezoidal propiamente dicho, o triangular) indica 
la coherencia del juicio proporcionado por el experto, y de 
este modo, podemos medir la coherencia mediante la si-
guiente función: 
Dado un número difuso trapezoidal normalizado A = 
(a,b,c,d)e [0,1] '9 * que denota el juicio probabilístico de 
un experto para un evento determinado, llamaremos cohe-
rencia de A a 
l(Y0) = 0entonces max{(d-a), (c-b)} = 0, yC(X„) -+ 
( c-b 
C{Á) = \ Y ' úd-a^0 en otro caso 
Propiedades: 
1. C(A) € [0,1] VA € [ 0 , 1 ] ^ . 
2. C(Á) = 1 si y sólo si A es un número nítido. En par-
ticular la coherencia de cualquier intervalo real (visto 
como número difuso) contenido en [0,1] es 1. 
3. C{Á) = 0 si y sólo si A es un número triangular. 
4. C es una función continua en [0, Vf&. 
Demostración. Las tres primeras propiedades son trivia-
les, ya que 0 < a < b < c < d < 1. Veamos la cuarta: 
Sea {X„}nen C [0, Vf& una sucesión convergente: 
Xn _> Ye[0,l]^^dm(Xnj) -+ 0 
Por tanto SU^ -, {dH (XnaJa)} -> 0 y, en particu-
lar para a = 1 se tiene du (x„ i ,7 i ) -> 0, y para a = 0, 
dH(Xn0J0) ->• 0. 
Luego: 
dH{Xni,Yi) = infr>0: Xnl C |J B{x,r) A 
- ^ 
A ? iC U B{x,r)\ 1 - • 0^Xni -+ ?i 
xeXnl 
y 
dH(X„o,Y0) = inf \ r > 0 : Xn0 C U #(*,r) A 
AY0C U 5(x,r) l - • 0 ^ 1 n 0 - • ?o 
-^fc^nO 
Para concluir, basta tener en cuenta que, por definición, 
C{Xn) = ^ 4 Y C(Y) = lj^\, donde / denota la longi-
tud del intervalo. Por tanto, C(Xn) ->• C(Y). Nótese que si 
1. 
Precisión del Experto. Por otro lado, también puede in-
teresarnos la precisión con la que el experto ha expresado 
su juicio probabilístico: 
Dado un número difuso trapezoidal normalizado A = 
(a,b,c,d) £ [0, Vf que denota el juicio probabilístico de 
un experto para un evento determinado. Llamaremos preci-
sión de A a 
s(Á)= i - d~a^c~b . 
Propiedades: 
1. S(Á) e [0,1] VA G [0, \ f . 
2. S(Á) = 1 si y sólo si A es un número real. 
3. S(Á) = 0 si y sólo si A es el intervalo [0,1]. 
4. S es una función continua en [ 0 , 1 ] ^ . 
5. A C B => 5(A) > 5(B) donde C es la relación de sub-
sumción dada en la Sección 2. 
Demostración: Las tres primeras propiedades son trivia-
les. La demostración de la cuarta propiedad es similar a 
la demostración de la continuidad de la coherencia ya que, 
por definición, S(Á) = 1 - d-a+c-b = 1 - l(Al)+l(A°); sien¬ 
do Áa el a - corte de A para a = 0,1. 
Veamos la quinta propiedad: 
Sean A = (a i ,¿ i ,c i ,á i ) y B = (a2,b2,c2,d2). Si Á C B 
entonces «i < a2, b\ < b2, c\ > c2 y di > d2, por tanto 
di-ai>d2-a2ya-bi>c2-b2. Luego, S(Á) > S(B). 
Calidad del juicio probabilístico asignado por el exper-
to. Podemos medir la calidad del juicio probabilístico da-
do por el experto mediante: 
y(Á) = C(Á)xS(Á). 
Propiedades: 
1. \¡r(Á)€[0,l]. 
2. ^(A) = l - » A = ( f l , f l , f l , f l )eR. 
3. \¡r(Á) = 0 ^ A es triangular, o A = (0,0,1,1) = [0,1]. 
4. Y es una función continua en [ 0 , V f & . 
Demostración. 
1. Trivial si se consideran las propiedades de las medidas 
de coherencia y precisión indicadas anteriormente. 
2.
 ¥(Á) = 1^C(Á) = 1yS(Á) = 1^d 
0, gfk = 
a—a 
1^d-a = b-cyc-b = d 
= d — a<=$b — c = d — a = 0<=$a = b 
a + c - b = 
a por tanto, 
u — c = c — u 
c = d, ya que 0 < a < b < c < d < 1. 
3. y(Á)= 0 ^  C(A)= 0 o S(A)= 0. Por un lado, C(A)= 
0 <^> c-b = 0 (A es triangular). Y, por otro lado, 
S(Á) = 0 <^> d - a + c - b = 2 <^> d - a - 1 = 1 - c + b 
y, puesto que 0 < a < b < c < d < 1, se tiene que 
¿ - a - 1 0 y 1 - c + b 0, luego d a 1 
1-c + b 
i = (0,0,1,1). 
 < 0 y 1-    >0, l  d-a-
0, y por tanto, d-a = c-b=1, luego 
4. ψ es una función continua por ser el producto de dos 
funciones continuas en un espacio métrico completo. 
La utilidad de la función de calidad dada es obvia: En un 
proceso de elicitación interactivo, si el experto ha dado un 
número difuso con una calidad por debajo de un cierto 
umbral determinado previamente por el analista, teniendo 
en cuenta las condiciones del problema, se puede discutir 
el resultado con el experto e incluso, se podría optar por 
desechar la información de este experto y consultar a otros. 
5 CONCLUSIONES 
Se ha desarrollado un método de elicitación de probabilida-
des difusas que consiste en extraer el juicio probabilístico 
de un experto en forma difusa, en el marco de la Teoría 
de la Probabilidad Lingüística. Además, se ha definido una 
función de calidad de la información obtenida, útil en un 
proceso de filtrado y mejora de la información 
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