MALDI mass spectrometry imaging (MALDI MSI) is a spatially resolved analytical tool for biological tissue analysis by measuring mass-to-charge ratios of ionized molecules. With increasing spatial and mass resolution of MALDI MSI data, appropriate data analysis and interpretation is getting more and more challenging. A reliable separation of important peaks from noise (aka peak detection) is a prerequisite for many subsequent processing steps and should be as accurate as possible. We propose a novel peak detection algorithm based on sparse frame multipliers, which can be applied to raw MALDI MSI data without prior preprocessing. The accuracy is evaluated on a simulated data set in comparison with a state-of-the-art algorithm. These results also show the proposed method's robustness to baseline and noise effects. In addition, the method is evaluated on two real MALDI-TOF data sets, whereby spatial information can be included in the peak picking process.
: Typical MALDI MSI processing pipeline (adapted from [3] ).
peaks in the spectra and separate them from the noise background. This noise may arise from residual matrix clusters or chemical background molecules, ion suppression artifacts, or from electronic detector noise [17] .
The variance of the noise is larger in lower mass regions and decreases with increasing m/z values. Signal to noise is often low, making accurate peak picking quite challenging [33] . Any further analysis like spatial segmentation or clustering groups of similar spectra, however, are based upon accurately detected peaks.
Many peak picking algorithms have already been suggested: Early peak picking approaches are based on simple local maxima [13] or fitting Gaussian distributions to mass peaks [23] . More advanced algorithms make use of the continuous wavelet transform (CWT) [8, 19, 25] or the discrete wavelet transform [5, 15, 24] .
In particular the CWT approach based on ridges and zero-crossings of wavelet coefficients has shown good performance [8, 19, 39] . Two independent comparisons of MALDI MSI peak picking algorithms also favor wavelet approaches [10, 38] . A recently introduced peak detection algorithm is based on a dual-tree complex wavelet transform [35] . This approach has shown superior performance compared to the ridge line wavelet approach in [19] , the discrete wavelet transform based algorithm from [15] and a Bayesian approach based on adaptive regression kernels [22] . The peak picking algorithms described above are all based on spectra wise peak picking. Spatial information, however, potentially improves the peak picking process. Large peaks which are spatially surrounded by small peaks might be more likely to be ignored, whereas a relatively small peak in a neighborhood of larger peaks might be relevant. Algorithms detecting peaks not spectra wise but in regard of corresponding m/z images evidently improve the sensitivity compared to other spectra wise methods [4] . Algorithms which base the peak picking solely on spatial structures, however, have difficulties separating noisy peaks from actual tissue peaks and need further processing steps [20] . A true hybrid peak picking algorithm which combines a spatial-and spectral-wise approach is still missing.
In this manuscript, we propose a novel spectra wise peak detection algorithm based on sparse approximations of frame multipliers with an option to include spatial information in the peak picking process. The spectra wise approach is shown to be robust against baseline and noise effects on the basis of simulated MALDI-TOF data. In addition, the spatially aware extension smooths m/z images in an edge-preserving manner, as demonstrated on two different real MALDI-TOF data sets. This incorporates the first three processing steps in the MALDI MSI pipeline in Fig. 1 into a single step, significantly reducing computational complexity. Additionally, the parameter choice is simplified, as there are no longer separate values for baseline removal, normalization, smoothing and peak picking.
Methods
Before we can outline our peak picking algorithm, we recall some basic definitions and fix notation. In order to simplify notation we use square integrable functions in L 2 (R) with norm · 2 induced by f, g = R f (t)g(t)dt for f, g ∈ L 2 (R). We define the following operators for f ∈ L 2 (R): the time shift operator T ak f (t) = f (t−ak), the frequency shift operator M bl f (t) = e 2πitbl f (t) and the dilation operator
The collection G of all doubly indexed functions g k,l is given by G(g) = {g k,l } k,l∈Z . Setting g k,l = M bl T ak g, the resulting G(g) consists of time-frequency shifted versions of g ∈ L 2 (R) [21] . On the other hand, defining g k,l = T ak D d l g results in time-scaled versions of g ∈ L 2 (R) [28] . G(g) is called a frame for L 2 (R) whenever the frame operator S g,g
is bounded and invertible on L 2 (R). Note that in case of time frequency shifted atoms g k,l , the analysis operator Φ g is the Gabor transform [21] c
and in case of shifted and dilated atoms, Φ g is the wavelet transform [28] 
whenever g satisfies the admissibility condition.
Frame Multiplier
The mathematical concept of frame multipliers are introduced in [9] . With g k,l being chosen such that
is called a frame multiplier. Here, I m is a diagonal operator where the diagonal m k,l ∈ L ∞ R 2 is denoted frame mask. Essentially, the frame multiplier acts in the transform domain of frame G by a pointwise multiplication with mask m and a subsequent inverse transform. In case of Gabor frames such operators are frequently used to mask unwanted time-frequency coefficients [21] . In a different approach, however, frame multipliers can be used to measure similarity between two signals f 1 , f 2 ∈ L 2 (R). Assuming that f 1 , g k,l is non-zero and setting
the frame mask m describes the transition from f 1 to f 2 . Obviously, if f 1 = f 2 then m = 1 for all k, l ∈ Z. Otherwise, the mask m indicates how much, and, in particular, at which locations both signals differ. In general, however, coefficients f 1 , g k,l are not necessarily non-trivial, which leads to the following regularization of the frame multiplier.
Sparse Frame Multiplier Estimation
The similarity of two signals f 1 and f 2 can be estimated by considering the following regularized minimization problem min
with regularization parameter λ > 0 [18] . The regularization term |m| − 1 1 imposes a sparsity constraint on the mask m such that |m| − 1 is sparse. This implies that for small values of λ any difference between the transform coefficients of f 1 and f 2 is captured by the mask m. With increasing λ small deviations between transform coefficients are ignored by setting the resulting mask to 1. This way, only the most prominent differences between f 1 and f 2 lead to coefficients in m with values different than 1.
Unfortunately, the inverse problem in (6) does not admit a closed form solution as the operator Φ * g is not injective. It is sufficient, however, to formulate this problem in the transform domain. For notational convenience let the transform coefficients of f 1 and f 2 be denoted by
where the dependence on k and l is implicit from now on. The following theorem (a proof can be found in the appendix) derives the closed form solution of the simplified inverse problem stated in (6) .
Theorem 1.
Let c 1 and c 2 be defined as in (7) . The simplified minimization problem of (6) m = arg min
has the following closed form solution
where (·) + = max(0, ·) denotes the maximum with zero.
Algorithm

Spectra-wise Approach
The proposed peak picking algorithm can now be defined in a finite dimensional setting as follows. Let f ∈ R L be a single raw MALDI MSI spectrum of length L. This signal is divided into overlapping slices f i of length M and overlap O ∈ (0, 1). An overlap between slices is required, otherwise peaks might be unintentionally separated into two consecutive slices. For both slices the transform coefficients based on Algorithm 1: MALDI Peak Picking Algorithm
the given frame {g k,l } are computed in the next step and the mask m can be estimated using (9) for a given regularization parameter λ. Now, this mask indicates the most prominent differences between the two consecutive and overlapping transform coefficients c i and c i+1 for corresponding f i and f i+1 . If both slices are similar with respect to the chosen λ, the mask is a constant one and supposedly no peak is present. On the other hand, peaks are present whenever the mask takes values different from 1.
In the next step, the coefficients of the mask m, or more precisely m−1, are analyzed. If no peak is present With (·) − = min(0, ·), computing
for all slices of f i leads to an indicator signal of length L comprising the detected peaks within the spectrum f . A summary of the proposed peak picking approach can be found in Algorithm 1. Note that the inner products in line 3 and 4 are finite dimensional with respect to the frame length M . Additionally, the computation for N spectra can be done using a loop or, as implicitly indicated in Algorithm 1, a vectorized approach.
Slicing spectra into smaller parts has several advantages. First, raw spectra can be analyzed without preprocessing the baseline. If the slice length M is chosen small enough, the influence of baseline effects of two consecutive slices is negligible. Additionally, the algorithm's sensitivity can be adjusted to the noise level.
Based on time-frequency or time-scale coefficients for both slices, the variance of the noise in these slices can be estimated byσ = median { f 1,2 , g k,l } k,l⊂Ẑ /0.6745 [28] . Here,Ẑ ⊂ Z such that the corresponding time-frequency/time-scale representation does not contain peak information. The regularization parameter λ can then be weighted according to this noise level. Hence, the sensitivity increases whenever the noise variance decreases within a single spectrum.
Spatially-aware Approach
Algorithm 1 can be modified to include information of surrounding spectra. As mentioned before, the possibility of a peak being detected is larger if the spectra of neighboring spots also contain peaks at approximately the same m/z ratio, whereas a peak surrounded by noise in the spatial neighborhood might be more likely to be ignored.
To formulate the spatial awareness mathematically, let for every spectrum f the set N be its neighboring spectra, including the actual spectrum itself. Further, denote by w j , j ∈ N , a weight corresponding to each neighbor such that j∈N w j = 1. Defining
weighs coefficients c 1 and c 2 at the current spot with their neighboring coefficients c 1,j and c 2,j . The estimation of the mask m in (9) can then be reformulated as
This scales the regularization parameter λ for each coefficient depending on the characteristics of neighboring spectra. The weights w can, for example, be a simple average kernel, where each element is defined by w j = 1 |N | ∀j ∈ N and |N | denotes the cardinality of N . Other choices of weights could include Gaussian kernels with different variances or circular average filters. Even non-linear approaches, e.g., a median filter, can be used to computeỹ andc 1 .
Results and discussion
Simulated MALDI-TOF Data
Data Sets
The performance of our proposed peak picking algorithm is evaluated based on the data set, which has been used by [35] . This data set is introduced in [16] and is based on the physical principles of time-of-flight mass spectrometry, emulating characteristics of real MALDI-TOF data. In total, the data set consists of 2500 individual spectra with annotated peak locations each having a length of 15,000 up to 30,000 samples.
Each spectrum is independent, which implies that the spatial awareness approach can not be utilized in this simulated data set. In order to evaluate the incorporation of spatial information in the peak picking algorithm, an entire MSI dataset has been simulated using the Cardinal toolbox [11] .
Performance Measures
In order to be consistent with the performance measures in [35, 38] , the sensitivity is defined as Sensitivity = Number of correctly identified peaks Number of reference peaks . 
Ideally, an optimal peak picking algorithm has sensitivity of 1 and a FDR of 0. The larger the sensitivity and at the same time the lower the FDR, the better the performance of the algorithm. Both values can be combined into a single performance measure, denoted by F1-score, defined by
This gives a single performance value, taking the sensitivity as well as the FDR into account. In the following numerical evaluation, a peak is classified as correctly identified if it is within 1% of the expected m/z value as proposed in [35, 38] .
Parameter Settings
Each spectrum is divided into slices of length 60 samples with an overlap of 0.5. The frame is set to be either a Gabor or a wavelet frame. The Gabor frame is based on a Hann window with a width of 20 (60 for the samples and a time-and frequency-sampling step size of 1 each, i.e., a = 1 and b = 1. Parameters for the wavelet frame are based on algorithms implemented in [32] . The parameters f min and bw are set to 1000 Hz each and the number of bins is set to 30. The generating wavelet is the uncertainty equalizer derived in [26] . The regularization parameter λ then controls the number of detected peaks and is chosen such that the number of detected peaks equals the number of peaks inserted.
Results for the Simulated Data Sets
The performance of our proposed algorithm using Gabor frames as well as wavelet frames based on [27] is compared to the peak picking algorithm introduced in [35] . Note that Wijetunge et al.'s algorithm is different from the one proposed in [36] . As Wijetunge et al.'s EXIMS algorithm [36] only measures how well an m/z-image is structured, it is not appropriate to use in this context. The algorithms are applied to all 2500 spectra. The resulting mean sensitivity, FDR and F1-score can be seen in Table 1 . The proposed algorithm is evaluated without and with baseline correction using the Matlab routine msbackadj [7] . The CWT as well as the Wijetunge results in the first two rows of Table 1 Table 3 ]. However, our approach has a higher sensitivity at a lower FDR even with no baseline (a) (b) (c) (d) Figure 2 : Performance of the spatially-aware approach based on simulated data: Ground truth with four regions corresponding to four different m/z values (a), the noisy simulated data set (b), regions after peak picking (c) and after spatially-aware peak picking (d).
removed. Using wavelet frames, the results in Table 1 demonstrates that the baseline does not influence the accuracy of the peak picking method. The sensitivity of the proposed algorithm yields the best performance at the lowest FDR for Gabor frames and a prior baseline removal.
The run time of Wijetunge's algorithm is approximately 60 seconds for a single spectrum on a 2.9 GHz i7 QuadCore processor, resulting in a computation time of more than 41 hours for all 2500 spectra. The proposed algorithm, however, takes roughly 5 minutes to process all 2500 spectra in a vectorized implementation of Algorithm 1. In comparison, the CWT approach in [35] takes 14 minutes, and a simple orthogonal matching pursuit (OMP) approach from [3] takes just under 2 minutes in SCiLS Lab. Note that the CWT approach outperforms template based approaches like OMP as shown in [10, 38] .
The results with a spatially structured MALDI MSI data set are visualized in Fig. 2 . Four regions corresponding to four different m/z values have been generated (cf. Fig. 2(a)-(b) ). Each of the four m/z values corresponds to one shape (square, triangle, circle and cross). Note that the displayed figures are a combination of the four separate m/z images. The proposed peak picking algorithm has then been applied to this dataset without and with including spatial information (using Gaussian weights w j with a standard deviation of 0.5) leading to Fig. 2 (c) and Fig. 2(d) respectively. While the spectra wise approach leads to regions with missing peaks, the spatially-aware approach introduces smoother regions.
Real MALDI-TOF Data
It is rather difficult to verify the performance of the proposed peak picking algorithm on real MALDI MSI data, since peak locations are generally not known. Nonetheless, it is possible to apply the peak picking approach to MALDI MSI data sets resulting in two possible applications: peak picking and denoising.
Treating the output z primarily as an indicator variable for possible peak locations leads to a classical peak picking application. Considering the output z, on the other hand, as actual 'spectra' itself results in a strongly denoised MALDI spectrum. It is important to note, that in this case, peak intensities in z do not have any relation to peak intensities in the original spectrum and the term 'spectra' is only used to indicate the intended usage. Despite this drawback, it might be beneficial for revealing certain structures in m/z images, which might be challenging to detect otherwise. Additionally, the denoised data can give an initial overview of interesting features of the data set.
In the following we are going to consider two different MALDI MSI data sets: a linear TOF data set which has been used quite frequently in the literature and a reflector TOF data set.
Data Sets
Linear TOF -Coronal Rat Brain Data Set. This data set is introduced in [3] . A 10 µm frozen tissue section of a rat brain was prepared for MALDI MSI using sinapinic acid as a matrix. With a lateral resolution of 80 µm 20,185 spectra were acquired, each containing 6,618 m/z bins ranging from 2.5 -25 kDa.
The spectra are preprocessed by removing the baseline using a top hat filter as well as a TIC normalization before applying the proposed peak picking algorithm. No spectra smoothing has been applied. In [3, Fig. 5C ], the anatomical annotation of this section is given.
Reflector TOF -FFPE Lung Data Set. MALDI MSI based on formalin-fixed and paraffin-embedded (FFPE) tissue samples is gaining increased interest in pathological applications [1] . Sample preparation and acquisition of the following FFPE data set is similar as described in more detail in [12] . MALDI MSI data of a human lung FFPE tissue sample was obtained in positive ion reflector mode on a MALDI-TOF instrument by Bruker Daltonics (Autoflex Speed). The data set consists of 3,567 spectra, each containing 20,992 samples in the mass range of 700 -4,000 m/z. The baseline has been removed prior to TIC normalization. Unfortunately, the lung data set is not annotated.
Results for the Coronal Rat Brain Data Set
The peak picking approach based on Algorithm 1 is applied to the entire rat brain data set with the following input parameters: the slice length and overlap remain as previously defined (M = 60 and O = 0.5). The
Gabor frame is based on a Hann window of width 15 samples. The regularization parameter is fixed to λ = 1.5e−3 for all spectra. The mean spectrum z over all spots is depicted in Fig. 3a (bottom) in contrast to the mean spectrum of the raw data (top). It shows the same prominent features as the original data set.
However, only 48% of all m/z images contain non-trivial coefficients. This means, that for the remaining 52% of m/z values no peak is detected in any of the 20,185 spots. Clearly, this procedure is sensitive to the choice of the regularization parameter λ. Smaller values increase the sensitivity, resulting in more detected peaks per single spectrum. Larger values, on the other hand, increase the denoising effect by choosing less peaks. Recall from (10) that z, and hence the mean spectrum of z, does not reflect original intensities any more, but rather significant changes between Gabor coefficients of two consecutive slices.
In the following, the modified approach proposed in (12) is based on an average filter for a 3 × 3 neighborhood N . Hence, the filter coefficients are w j = 1 9 for all j ∈ N . At the edges the neighborhood size reduces to the number of available spectra. Four selected m/z images are illustrated in Figure 3c , showing the differences between the original data, the basic approach based on (9) and the average approach. Corresponding m/z-values are indicated with a triangle in the mean spectrum of Fig. 3a . The denoising effect of the proposed algorithm is clearly visible when comparing raw data with the basic or average approach.
Additionally, the neighborhood based approach smooths peak areas in m/z images, while preserving edges. The sensitivity of the proposed peak picking approach is large enough to also detect low intensity peaks.
Alexandrov and Bartels (2013) showed that the low intensity peak at m/z = 4385.9, depicted in Fig. 3c (A) , is not detected by other spectrum-wise peak picking approaches. Figure 3 : Results for the coronal ratbrain data set: (a) mean spectra of the original data (top) and after peak picking (bottom), (b) an example spectrum containing overlapping peaks before and after peak picking and (c) selected m/z images of the raw data, after peak picking without spatial information (basic) and including spatial information based on a 3 × 3 average filter (average). Triangles indicate the selected m/z values in the mean spectrum.
The detection of overlapping peaks is crucial whenever the sampling rate is low and isotopes are not clearly separated. Figure 3b shows part of the rat brain spectrum with overlapping peaks and the output of the proposed peak picking algorithm z. Local maxima in z indicate the positions of overlapping peaks in the original spectrum.
Results for the FFPE Lung Data Set
The proposed peak picking approach is applied to the lung data set with similar parameter settings as The mean spectrum of the resulting denoised data z retains only 15% all 20992 m/z images with non-zero information. A section of the resulting mean spectrum is depicted in Figure 4a , showing the similarity of the data set after peak picking with the original one. Again, note that peak intensities of both spectra are not correlated any more. Nonetheless, considering m/z images based on denoised data may reveal structures which would remain hidden in the original data set.
In order to show this, m/z images after basic and average peak picking are visualized in Figure 4c .
Corresponding mass-to-charge values are indicated in the mean spectrum in Fig. 4a readily visible in the original data, even with hotspot removal applied. So-called hotspots are removed by setting a certain percentage of the largest peak intensities to the lowest intensity among them. In particular, the band structure of localized dots on the left hand side of the lung tissue in Fig. 4c (B) becomes visible only when using the spatially aware approach.
With the increased mass resolution of the reflector mode TOF isotope patterns are well separated. The proposed approach based on Gabor frames with short windows is capable of detecting each isotopic peak separately. This is crucial for accurate protein identification [29] . On the other hand, wider window functions can be used to find entire isotope patterns without resolving isotopic distributions, which may help to detect isotopic envelopes [37] . Both approaches are illustrated in Fig. 4b by showing part of an original spectrum and the same spectrum after applying the peak picking algorithm with a narrow and a wide window. It can be seen that even the isotope pattern which is buried in noise (m/z ≈ 1586) can be reliably detected.
Conclusion
A novel spatially aware peak picking algorithm for MALDI MSI data has been introduced. It is based on sparse estimations of frame multiplier masks, measuring similarities between overlapping parts of a spectrum. A slight modification of the algorithm also allows for incorporating spatial information into the peak picking process. This combines the usual three preprocessing steps in Figure 1 into a single step, reducing computational complexity and simplifying parameter choices.
On simulated data the accuracy of the peak picking algorithm shows a significant increase, while at the same time reducing false discovery rates by more than 50% compared to a state-of-the-art algorithm. The numerical results verify that baseline effects can be ignored when using wavelet frames. Furthermore, the proposed algorithm is applied to two real MALDI-TOF data sets highlighting the advantages of including spatial information in the peak picking process. Although the denoised data does not correspond to original intensities any more, its visualization has been shown to detect spatial patterns which might otherwise remain unnoticed. Hence, the algorithm can either be used as an actual peak picking approach indicating peak locations, or as a denoising approach exposing hidden peptide structures. The latter might be advantageous as a preprocessing step prior to segmentation or clustering algorithms [2, 6] .
As the sampling of the m/z axis is not equidistant over the mass range, the peak width changes with increasing mass-to-charge ratio. To overcome this problem, the proposed peak picking approach can be utilized with Gabor frames where the window size increases with corresponding m/z sampling distance. For wavelet frames, a similar behavior can be realized by adapting discrete scales of the frame to corresponding m/z values. Estimating peak parameters such as peak area or peak width has not been addressed so far. In [35] it is stated, that the peak area is more important than actual peak intensity when estimating molecular abundances. As demonstrated in [39] these parameters can be easily extracted from corresponding wavelet coefficients. For Gabor frames such a quantization of peaks is still an open topic and leaves room for further improvement.
In real data sets the number of peaks present is generally unknown, which makes a proper choice of the regularization parameter λ quite challenging. The regularization parameters used for peak picking in the previous section have been chosen empirically based on the performance of the algorithm applied to the mean spectrum. This means, for example, that λ can be chosen such that a certain number of peaks are detected, or such that a certain percentage of m/z values in the mean spectrum contain peaks. Other possible choices are still subject of current research.
With increasing mass resolution, for example using MALDI-Fourier transform ion cyclotron resonance (FT-ICR), the reliability to discriminate metabolites significantly improves to the range of millidaltons [31] .
However, FT-ICR spectroscopy with high spectral resolution also results in larger noise as well as a larger data set size of up to 500 GB [14] . The proposed algorithm is capable of reliably detecting spectral patterns in noisy data while at the same time reducing the size of large data sets, making it also a good approach for analyzing MALDI-FT-ICR data.
The subdifferential of the 1 -norm consists of the following subgradients, which can be evaluated for each coefficient separately
Considering all three cases in (16) leads to the closed form solution
With y = |c 2 | |c 1 | −1 , the equivalence of (18) and Eq. (9) in the main manuscript follows directly: assuming 1− λ |c 1 | −2 |y − 1| −1 ≤ 0 in (9) is equivalent to the third row in (18) . On the other hand, 1−λ |c 1 | −2 |y − 1| −1 > 0 leads to the first and second row of (18) by considering the cases y − 1 > 0 and y − 1 < 0, respectively.
Supplemental
The source code of our algorithm can be found online under https://github.com/flieb/MALDIPeakDetection.
