This paper asks whether startups react more to changing investment opportunities than more mature firms do. We use the fact that a region's pre-existing industrial structure creates exogenous variation in the severity of its exposure to nation-wide manufacturing shocks to develop an instrument for changing investment opportunities, and examine employment creation in the non-tradable sector as a response to those opportunities. Startups are much more responsive to changing local economic conditions than older firms. Moreover, their responsiveness doubles in areas with better access to small business finance, suggesting that financing constraints are an important brake on job creation in the startup sector. Although we focus mostly on the non-tradable sector for empirical identification, our results extend to other sectors of the economy, indicating that the mechanisms we uncover are economically pervasive. This suggests that factors like organizational flexibility and innovativeness may be important drivers of job creation among startups.
Introduction
Understanding how firms respond to changing investment opportunities is one of the central themes of financial economics. In the absence of frictions, classical Q-theory says that firms should invest in all projects with positive net present value. However, recent work by Haltiwanger, Jarmin and Miranda (2013) shows that young firms are responsible for almost all the net creation of jobs in the economy, suggesting that firm age is likely to play an important role in how firms respond to investment opportunities. The existing literature has generally focused on the differential response by small and large firms to shocks (Gertler and Gilchrist, 1994; Chari et al., 2008; Moscarini and Postel-Vinay, 2012) , but the role of firm age, as opposed to size, has received much less attention. This issue has taken on special importance in the wake of the pronounced economic dislocations of the 2007-2009 recession, as entrepreneurial firms were especially hard hit in the downturn (Fort, Haltiwanger, Jarmin and Miranda, 2013) .
In this paper we ask whether young firms are more responsive to shocks to investment opportunities than older firms. The fact that job creation is more pronounced among young businesses could be driven by a number of different mechanisms. The first is that underlying economic forces stimulate both job creation and firm creation simultaneously. The second is that the process of firm creation itself stimulates the economy. The third is that startups are more sensitive to changing business conditions than older firms. Distinguishing between these alternative hypotheses is important not only for economic policy, but for our understanding of job creation in the economy more generally.
The endogeneity of firm creation, employment growth and business conditions poses empirical challenges that make identifying the specific channel of firm responsiveness to changing investment oportunities especially difficult. To overcome these challenges, we follow Bartik (1991) and Blanchard and Katz (1992) and employ an identification strategy that takes advantage of exogenous shocks to local investment opportunities. We begin by interacting changes in nationwide employment in the manufacturing sector with the preexisting 1 sectoral composition of manufacturing in a local region.
1 We use these exogenous changes in manufacturing employment in a region as an instrument for local income shocks. 2 Then we examine how employment growth across different firm-age categories in the non-tradable sector responds to these exogenous shocks to local income. The underlying assumption is that higher local income creates investment opportunities for firms that depend primarily on local demand, either through higher income per capita, or through inward migration.
Our goal is then to contrast two competing hypotheses. One is that young firms, by virtue of being more nimble and facing fewer bureaucratic constraints, are better able to seize upon new opportunities in the marketplace. The contrasting hypothesis is that older firms, because they have more resources, are potentially less opaque, and therefore have readier access to outside capital, are more responsive.
We offer a number of findings that relate job creation, business creation and financing constraints. First, in keeping with previous work, we find that young firms are responsible for the bulk of net job creation in the non-tradable sector. This is clear from summary statistics on net job creation in the sector: between 1999 and 2007, firms less than two years old created more than 2,365 jobs per region/year, while older firms mostly shed jobs. On balance, young firms account for 1.5 to 3 times the total net job creation in the sector across the firm-age distribution. These facts about firm age and job creation are especially striking in light of the overall firm-age distribution of jobs: Employment in 0 to 1 year-old firms on average accounts for 6 percent of the total regional employment. Firms over six years old account for more than 84 percent on average in each commuting zone. This enriches the distinction between small firms and young firms first offered in Haltiwanger et al. (2013) .
More importantly, we also find that young firms are much more sensitive to changes in investment opportunities than any other firm age group. A one percentage point increase in regional income raises new firm job creation by more than 0.2 percent of the total employment in the non-tradable sector in the region in 2000; firms aged six years or older show significantly lower sensitivities, and the point estimate is much more sensitive to the sample period we use. Firms two to six years of age show no responsiveness to changing investment conditions.
The magnitude of this effect is especially striking given the distribution of jobs by firm age discussed above. These results are mostly driven by positive shocks to local income (meaning that young firms create jobs when times are good, and are not as sensitive to local downturns) and they are robust to using the changes in the imports from China as the nationwide shock to manufacturing, to using counties or Metropolitan Statistical Areas as our unit of observation, and to including regional random effects as well as regional demographic covariates.
Our focus on the non-tradable sector is important for several reasons. The inherently local nature of the output supplied by non-tradables provides us with greater precision to identify the geographic shocks we exploit. This is the same logic that drives Mian and Sufi (2012) to focus on the non-tradables sector. For us, it means that our results do not merely point to a correlation between economic conditions and young firm job creation: they show how firms across the age distribution respond differently to exogenous shocks to their local investment opportunities. Also, the product and technological innovation advantage, which is often thought to accrue to startups, is not likely to be as important in the non-tradable sector (although it may still play a role). Instead, organizational form, incentives, and the degree of internal bureaucracy are all likely to contribute to the ability of young start-ups to respond to shocks more sizably than older firms. Our data does not allow us to identify the mechanism by which young start-ups respond to local investment opportunities, but it raises the possibility that mechanisms other than narrowly-defined technological innovation are likely to play a role. Finally, focusing on the non-tradable sector and on (instrumented) shocks to local income allows us to distinguish this channel from the collateral channel. In general, our instrument could affect both income and demand for housing in an area, but the non-tradable sector is the one where the relative importance of income shocks is likely to be largest. As we show in the robustness section, the effect we uncover is almost unchanged in areas with high and low house price appreciation.
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In light of the fact that a simple technological advantage is unlikely to fully explain the effect we find for non-tradable firms, the heightened responsiveness of young firms is somewhat puzzling: startups are widely thought to face financing constraints that impede their ability to respond to changing economic conditions. Is there evidence that financial constraints prevent startups from exploiting local economic shocks more fully? Are financing constraints economically important?
To explore this idea we build on recent work by Robb and Robinson (2012) illustrating the importance of bank debt for startup activity and develop geographic variation in deposit concentration held by local banks as a proxy for access to capital. The idea here is that because large (non-local) banks are less likely to lend to startups than smaller, local banks, areas with retail bank deposits more heavily concentrated among local banks are areas in which startups face milder fund-raising constraints (Petersen and Rajan, 1994, 2002; Craig and Hardee, 2007) . Consistent with this idea, we find that a higher market share of local banks is associated with a larger fraction of employment in start-ups, and an increased responsiveness of young firms to changing conditions. Moving from an area with low local bank concentration to an area where local bank concentration is high, the responsiveness of young firms essentially doubles. We find the reverse effect for firms over 6 years of age, where more local banks mutes the response to changing local income.
Given the focus of the existing literature on the role of firm size (instead of age), in the final section of the paper we offer results based on a Census dataset that breaks down employment in firms in different age categories into size bins (measured by the number of employees). While this analysis is no longer restricted to employment in the non-tradable sector due to lack of data availability, we use a similar setup as in our main analysis to look at which firms across the size distribution respond more to exogenous shocks to local income. 4 The results point to the responsiveness of young firms coming mostly from young small firms (less than 20 employees), whereas the responsivenes of older firms comes almost exclusively from firms with more than 100 employees. These results indicate that our results
are not limited to the non-tradable sector, but extend to other sectors of the economy where innovation and job creation are perhaps more important.
This paper is related to a number of recent papers exploring the mechanics of job creation.
Mian and Sufi (2012) argue that much of the employment decline in the 2007-2009 recession is attributable to a drop in aggregate demand stemming from household balance sheets.
These authors look at the effect of the drop in consumption on the local non-tradable sector, but they do not consider how firm age interacts with this effect. Likewise, our work is related to recent papers exploring the distinction between firm age and firm size (Haltiwanger et al., 2013; Fort et al., 2013; Hurst and Pugsley, 2011) , as well as the literature on the impact of the recent crisis on young and small businesses (Fort et al., 2013; Duygan-Bump et al., 2010; Fairlie, 2013) .
The remainder of the paper proceeds as follows. We begin in Section 2 by describing the data, our strategy for identifying localized economic regions, and our estimation strategy. In
Section 3 we present our main findings on the link between firm age and the responsiveness to economic shocks. Because startups are widely thought to face financial constraints on their scale and scope, Section 4 examines the impact of local banking conditions on the employment responsiveness of startups. Section 7 concludes.
Data and Empirical Methodology

Firm Age and Employment Creation
We use the publicly-available Quarterly Workforce Indicators (QWI) data published by the Longitudinal Employer-Household Dynamics (LEHD) program of the U.S. Census Bureau to compute total employment by firm age. There are advantages and disadvantages to publicuse data. Although they do not provide the same level of granularity that confidential (establishment-level) data allow, that granularity is not necessary for the purposes of this paper. Moreover, using publicly available data has the advantage that the results are easily replicable. In the online appendix to this paper we detail the process by which the data were 5 assembled and coded.
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This dataset provides total employment in the private sector tabulated for 5 firm age categories-start-ups (0-1 year-olds), 2-3 year-olds, 4-5 year-olds, 6-10 year-olds, and firms 11 years old or older. The totals are provided by county, quarter and industry, where industry is defined at the 2-digit National American Industry Classification System (NAICS) level. We aggregate the county-level observations in each age category to the Commuting-Zone (CZ)
level.
6 As we discuss in more detail in Section 6, an alternative data source for employment by firm age is the Census Business Dynamics Statistics (BDS). The BDS has a couple of drawbacks for the purposes of our main analysis-first, and most importantly, it only provides a breakdown of employment by firm age and sector for the country as a whole, it does not report age by sector employment at a finer geographic level. Second, the finest level of geographic detail for employment by firm age is the Metropolitan Statistical Area (MSA).
While we could use MSAs as our unit of observation, we prefer to use commuting zones given their cleaner economic motivation. The BDS data does have one advantage over the QWI-it provides employment by firm age and by firm size at the MSA level (without sector detail).
We make use of this data in the last section of the paper.
The coverage of the LEHD data increases through time. The online appendix is available from the contact author's website. 6 The details of how CZs are defined are provided in the next section. 7 We do not have full coverage of each CZ in the data. On average, the counties in the LEHD cover about 62% of the population of the CZs included in the dataset. Once a CZ enters the regression sample, we do not add counties to the CZ, even if they become available in the LEHD in later years. This avoids inflating the net employment growth from one year to the next by including new counties in a CZ that were not present before. For more detailed explanation of our procedures to clean the QWI data, please refer to the data appendix of the paper.
6
The analysis focuses on firms in the non-tradable sector, namely Retail Trade (2-digit NAICS 44-45), and Accommodation and Food Services (2-digit NAICS 72). This definition matches the definition of non-tradable industries in Mian and Sufi (2012) as closely as possible given that the LEHD data is not broken down by 4-digit NAICS industries.
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Net job creation data is constructed from the raw LEHD dataset by exploiting the mechanical transition of firms across firm age categories. Specifically, the firms in the "start-up" category (0-1 year-olds) in year t − 2 are the same firms in the 2-3 year-old category at t, conditional on having survived that far. The difference in the total number of jobs in these categories at t − 2 and t represents the net job creation by these firms over the two years (including the effect of firms that disappear). Firms in the "2-3 year-old" category at t−2 move into the "4-5 year-old" category at t. Finally, firms in the "4-5 year-old", "6-10 year-old"
and "11+ year-old" categories combined at t − 2 will be the firms in the "6-10 year-old" and "11+ year-old" categories at t. The category "0-1 year olds" at time t includes firms that did not exist as of t − 2 and this is our measure of job creation by newly formed firms over the 2 year period.
9 By exploiting these transitions of firms across age bins, we can calculate the net job creation over each 2-year period in each CZ in the non-tradable sector for 4 firm age categories-start-ups (0-1 year-olds), 2-3 year-olds, 4-5 year-olds and 6+ year-olds. Given the age bins provided in the QWI, the shortest time window we can use is two years, and the longest is 6 years (which we use in Section 3.3). Table A6 we perform our analysis on the age-sorted commuting zone-level employment for all industries in the LEHD and get qualitatively similar and quantitatively close results.
9 There is some room for debate about what constitutes a "new firm" or a "start-up". First, the data classifies subsidiaries of existing firms as start-ups, as long as they are separate legal entities. Second, a new McDonald's franchisee opening her first McDonald's location is also classified as a startup. Ideally, we would like to run our tests excluding these firms, but we are constrained by what the Census makes available. We are not aware of any dataset that would allow researchers to fully capture these sources of potential misclassification in the setting of young private firms (including the confidential version of the LEHD, or even confidential IRS data).
on average, and they were hit particularly hard in the recession in the early 2000's. Panel B reports the population-weighted 2-year job creation by commuting zone and year and shows similar patterns.
Commuting Zones
In order to understand how young and old firms increase employment in response to exogenous shocks to local investment opportunities, we have to define a geographic unit of observation in a way that appropriately reflects the relevant constraints on labor mobility.
Although county-level data are often used in analyses like ours, there is no obvious reason to believe that county lines constrain labor mobility. As Tolbert and Sizer (1996) point out:
"A local economy and its labor market are bounded not by the nearest county line, but by interrelationships between buyers and sellers of labor."
A unit of observation in our analysis is, therefore, a commuting zone (CZ), developed by the Department of Agriculture for the purposes of delineating the local labor market and economy.
10 Recent labor market research uses CZs widely as the unit of observation (e.g., Autor et al. (2013) ). There are 709 commuting zones covering the entire United States.
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Each CZ aggregates an average of five counties or county equivalents, and is defined by the ability of a worker living in that region to transit easily somewhere else in that region for employment.
Commuting zones even span state boundaries in some cases. For example, consider the commuting zone for Charlotte, NC. This city sits on the boundary between North and South Carolina. The CZ for Charlotte includes adjoining counties in South Carolina (like York County) that are conveniently connected by major highways and are important suburban areas for the city, but does not include certain adjacent counties in North Carolina (like Gaston County) which are less economically connected to the regional hub. Thus, CZs are designed to account for meaningful economic boundaries, regardless of the municipal and 10 For a comprehensive introduction to commuting zones, please refer to Tolbert and Sizer (1996) . 11 Indeed, one major advantage of using CZs is that, in contrast to MSAs, CZs cover all the counties in the United States. 8 regional political boundaries involved. Table 2 reports summary statistics for commuting zone classifications. We include only the 507 CZs covered by our main job creation data (described below) in the summary. As of the 2000 Census, about 460,000 residents lived in a CZ on average (the median was 161,132 residents). The two-year growth rate in income (a key measure of demand/investment opportunities that we use below) ranges from 0% at the 25th percentile to 5% for the 75th percentile.
Using commuting zones is important for the interpretation of our findings because it allows us to control for economically meaningful substitution across alternative employment classifications. For example, one concern with county data might be that a person who loses a job in county X takes up a job requiring similar skills in an adjacent county, thereby smearing the county-level measures of net job creation. This is much less likely to be a concern at the CZ level, because it is explicitly defined in a way that encompasses relevant spans of labor market substitution.
12 This helps us guard against alternative explanations for our results.
Empirical Strategy
The question we are interested in is how changes in investment opportunities affect employment growth for firms in different age categories. We use the 2-year growth rate of total income in a commuting zone as our measure of changes in investment opportunities for the local non-tradable sector. Given that firms in this sector depend primarily on local demand, higher local income creates more opportunities for those businesses. We use a 2-year growth rate to be consistent with the 2-year net job creation data described above.
We instrument for changes in local (CZ) income following Bartik (1991) Formally, the instrumental variable (IV) we use is given by:
where the magnitude of the shock for CZ i is the national change in employment in sector j, denoted e j , weighted by region i's ratio of jobs in that manufacturing sub-sector to overall employment, ω ij . As shown in Table 2 , this instrument ranges from 2% in the 25th percentile to 0 in the 75th percentile, this is reasonable considering the overall downward trend in the manufacturing sector in the U.S. The degree of CZ income growth explained by the CZspecific sector composition of manufacturing employment is our instrument for the income growth in a CZ. Specifically,
The controls (2013) . Imai and Takarabe (2011) , use this approach on Japanese data.) The exclusion restriction rests on the fact that the composition of the manufacturing sector is predetermined at the time of the income shock, and that nationwide shocks are exogenous to each individual CZ or county. In terms of relevance, we show below that this instrument is strongly related to local income shocks. In a separate set of regressions, we use the change in import penetration from China by industry (e j in Equation (1)) as the aggregate shock to each region. The results, shown in the Appendix, are very similar to our main regressions.
In a 2-period setting and without the county-level controls, the above empirical strategy is the same as running a regression of scaled non-tradable employment on the logarithm of income with CZ fixed effects to control for all time invariant characteristics at the CZ level. This is precisely the setup in Autor et al. (2013) , and we also use a 2-period setup (growth between 2001 and 2007) when we consider long term effects (Section 3.3 below).
In the presence of multiple two-year periods as in our main specification, this regression is equivalent to flexibly controlling for CZ level effects.
We perform the above empirical strategy on both the totals by CZ and separately for the subsamples of start-ups (0-1 year-olds), 2-3 year-olds, 4-5 year-olds and 6+ year-olds (age measured at the end of year t). Our main findings rely on comparing the β estimates from these age-sorted subsamples. A higher β indicates a higher sensitivity to the shocks to investment opportunities. In the Appendix, we also show a "stacked" version of this equation, where we include indicator variables for each age category, as well as interactions of the income growth variable with the age dummies.
We focus on the sample period between 2000 and 2007. The reason for ending in 2007 is to avoid having our estimates confounded by the financial crisis. We start in 2000 because of the limited geographic coverage of the LEHD dataset before that (as discussed above).
Given that both our dependent and independent variables are measured over 2-year periods, our main sample is a "non-overlapping" sample, i.e. we only keep observations every two years (2001, 2003, 2005 and 2007) . This ensures that we minimize the potential correlation within a region in consecutive years. As robustness checks, we also perform the analysis on an "overlapping" sample, where all years between 2000 and 2007 are kept in the sample. All standard errors are clustered at the CZ level.
3 Main Results
Firm age, investment opportunities and job creation
The main test of the response of firms in different age categories to shocks to investment opportunities is shown in Table 3 , where we run a 2SLS regression (Equation (3)) of the scaled 2-year job creation on 2-year regional income growth and demographic characteristics as of 2000, the first year of the sample. The instrument for local income growth, as defined in Equation (1), is the nationwide growth of employment in each 4-digit manufacturing industry weighted by the preexisting regional composition of the manufacturing sector. Panel A reports results from our main regression sample (2001, 2003, 2005 and 2007 , the "nonoverlapping" sample described above). Column (1) of Table 3 shows the first stage result (specified in Equation (2)), where regress the regional income growth on the Bartik instrument. The coefficient of 1.038 means that one standard deviation increase in the instrument is associated with an 6.23% increase in 2-year income growth (this is 200% of the average 2-year income growth as reported in Table 2 ). The F -statistic of this first stage regression is 45.88, well above the conventional threshold of 10 for weak instruments (Stock and Yogo, 2005) . This first stage result is consistent with earlier literature that shows that the nationwide manufacturing shock is transferred to the regional level and in turn can affect the local economy.
In Column (2), we run an OLS regression of job creation on income growth. The dependent variable is the 2-year job creation for all firms in the non-tradable sector, scaled by the total non-tradable sector employment of 2000. The main explanatory variable is the 2-year local income growth in the same period, without instrumenting. The OLS regression
shows that the raw correlation between net employment growth and local income is, as one would expect, very strong. This regression suffers from significant reverse causality problems, however, as employment growth mechanically makes total income of an area go up.
Column (3) is the 2SLS version of Column (2), where income growth is instrumented using the Bartik IV for the same period. The causal effect of income growth on job creation in the non-tradable sector is strongly positive and 31% larger (0.339/0.259) than the OLS estimate.
The remaining columns identify the firms that are mostly responsible for this strong positive relation between jobs in the non-tradable sector and local income growth.
Columns (4) and (5) estimate the same regressions as (2) and (3), but only examine job creation from the youngest firms (0-1 year-olds). The coefficient of 0.222 in column (5) means that a one standard deviation change in the local income growth leads to 497 more jobs created in the youngest firms (or about 21% more jobs created in the non-tradable sector in the CZ, compared to the average net employment growth of 2,365). Comparing 0.222 with the point estimate in column (3) of 0.339 tells us that young firms are responsible for 65.4% of the net employment growth in response to changing investment opportunities at a CZ level, even though young firms represent only 6% of the total sectoral employment (as reported in Table 2 ).
Columns (6) through (11) consider the response of 2-3 year-old, 4-5 year-old and 6+
year-old firms to total CZ income shocks. Columns (6) through (9) show that middle-aged firms (2-5 year-olds) in the non-tradable sector are fairly unresponsive to shocks to local income. The point estimates show an economically small negative coefficient (a one standard deviation change in income leads to a drop in employment of 166 and 16 employees for 2-3 year-old and 4-5 year-old firms, respectively). Columns (10) and (11) complete the picture by showing the positive response of old firms (6+ year-olds) to local economic conditions.
The marginal significant coefficient of 0.197 translates to the creation of 441 jobs (88% of the responsiveness of the youngest firms). The effect for firms over 6 years old is generally smaller than that of new firms, and we should note that, on average, the oldest firms represent over 80 percent of employment in a CZ (see Table 2 ).
In terms of our control variables, our proxy of the potential number of workers, measured as the logarithm of the total number of individuals in the labor force, is positively related to the job creation in the youngest firms. The regional income level as of 2000 is also negatively related to the activities of the youngest firms. We observe opposite effects for the oldest firm category.
Panel B of Table 3 repeats the analysis in Panel A using the overlapping sample (2000 to 2007). 13 The results produced from this bigger sample are similar to those using the non-overlapping sample, with a larger difference between the coefficients of the youngest and oldest firms. The coefficient of local income growth on young firm job creation, estimated in column (5) of Panel B, is 0.259, which implies that a one standard deviation increase in the income growth will bring 580 new jobs in start-ups in the non-tradable section per CZ. The effect for firms over 6 years old is indistinguishable from 0.
High and Low Investment Opportunities
One question that arises from the results above is whether the responsiveness of young and old firms is symmetric for positive and negative local income shocks. In particular, the results could be showing that young firms destroy more jobs in bad times, rather than creating more jobs in good times, or vice versa. This section shows that young firms are responsible for most of the job creation when investment opportunities are higher, and that they are less sensitive to local downturns.
To explore this idea, we first split the sample into "good times" and "bad times" based on the level of two-year real income growth. We label "good times" as those periods in which income growth is at the top tercile in the sample, and "bad times" as those periods in the bottom income growth tercile. Then we explore the differential responsiveness of young and old firms across different growth regimes. 
Medium Term Effects
One concern with the analysis above is that the Bartik instrument may be more suited for longer term analysis, given that local manufacturing employment may take longer than 2 years to fully adjust to nationwide shocks to manufacturing. To address this issue, in this section we use a longer time window of six years and compare the responsiveness of all firms created over a six year period to that of all other firms that already existed in a CZ. One of the additional advantages of the longer 6 year time window is that this coincides with the accession of China to the WTO and the significant shock to US manufacturing caused by this event. As Autor et al. (2013) show, rising Chinese import competition led to higher unemployment and lower labor force participation in CZs that were most affected by this shock. Consistent with this intuition, in the appendix we show that the results are unchanged qualitatively and quantitatively if we replace the Bartik shock with the change in Chinese import penetration by 4-digit NAICS industry. Table 5 shows a very similar pattern to what we observe in Table 3 . We again see a very strong response from the youngest firm category (in this case, those 5 years of age or younger), and a response from the older firms that is statistically indistinguishable from zero. Based on Table 5 , over a long period of time, new jobs are created and accumulated in the younger firms while older firms are relatively unresponsive to the shocks.
Financing Constraints And Startup Job Creation
The evidence thus far clearly favors the hypothesis that young firms are more responsive to local income shocks. However, it is far from obvious that this should be the case in the non-tradable sector, where technological advantage is less important and young firms are likely to face more severe financing constraints than older, more established firms (Evans and Jovanovic, 1989; Cagetti and De Nardi, 2006; Lelarge et al., 2010; Adelino et al., 2013; Schmalz et al., 2013) . Even though startups are more responsive, it could still be the case that financing constraints create economically meaningful barriers preventing them from taking advantage of changing opportunities. In this section we explore this in greater detail.
To study how access to finance interacts with firms' ability to pursue investment opportunities, we use the share of local banks in a CZ as a measure of local access to finance. We use the Summary of Deposits (SoD) data from the Federal Deposit Insurance Corporation (FDIC) to compute the share of a bank's deposits that are located in a CZ. A "local" bank is defined as one that has 75% or more deposits concentrated in one CZ (following Cortes (2013)). We then construct the local bank share of a CZ, defined as the share of all deposits in a CZ that are held by local banks. The identifying assumption is that, as shown by Petersen and Rajan (1994, 2002) , small (local) banks are more likely to be able to lend to small firms, and especially so to more opaque firms. Lending to old (established) firms is likely to require less screening and monitoring than lending to new firms in an area, so young firms in
CZs with a higher proportion of local banks are likely to have better access to financing. In order to mitigate the effect of labor market dynamics on the evolution of the local banking sector, we use a time-invariant CZ-level measure by calculating the time-series median of the deposit concentration in local banks for each CZ. As shown in Table 2 , the share of deposits held by local banks account, on average, for 31% of all CZ deposits.
In order to confirm that local banking is important to startups, Table 6 performs a simple OLS regression to correlate the employment in young and old firms with the share of local banks. The dependent variable is the time-series median of the share of CZ employment in 0-1 year-old firms (column (1)) and in 6+ year-old firms (column (2)). The independent variables are the time-series median of the local bank share and demographic covariates. Consistent with the literature (e.g., Guiso et al., 2004) , we find that the strength of local banks in an area is positively correlated with the share of employment in young firms (parameter estimate is 0.017) and negatively correlated with the share of employment in old firms (estimate is -0.037). This is consistent with the share of deposits held by local banks indeed capturing the ease of access to finance by young firms.
To identify the effect of access to bank financing on firms' ability to capture local investment opportunities, we introduce the local bank share into the specifications by adding the main effect of this measure and its interaction with the instrumented income growth. For interpretation purposes, we incorporate this measure as an indicator variable, where I High LB,i is equal to 1 if commuting zone i's long-term median of the share of local banks is higher than the median share of all CZs. Specifically, in the second stage of the 2SLS regressions, we modify (3) to
β is the coefficient of interest in this section, and it can be interpreted as the "additional" responsiveness to local investment opportunities of firms in areas with easier access to finance relative to those in areas with worse access to bank finance. Table 7 reports the estimation results of Equation (4) 
Are Collateral Effects Driving Our Results?
One of the prominent features of the time period we consider is the nation-wide increase in house prices in the US between 2000 and 2007. Given that our instrument may also affect demand for housing (through migration, for example), it is important to explore the implications of changing house prices for our results. There are two possible channels through which a shock to demand for housing (and higher prices) could impact our analysis. First, previous work has argued that the increase in house prices had implications for demand in the non-tradable sector (Mian and Sufi, 2011, 2012) . This mechanism by itself would, however, have no significant implications for our analysis, as it would simply amplify the fact that non-tradable businesses faced higher demand in places with higher values of the Bartik instrument. The second channel by which housing could affect our results is emphasized in recent work by Adelino et al. (2013) who argue that the increase in house prices also led to easier access to collateral for entrepreneurs, and this led to an increase in employment in firms under 20 employees. This implies that our results could reflect easier financing on the part of firms, and not differential ability to pursue investment opportunities.
We should first note that, by looking at the non-tradable sector, our empirical design minimizes the relative contribution of the collateral channel. There are several mechanisms at work here. First, in the tradable sector, demand is much more highly impacted by nonlocal shocks, thus the impact of housing prices on output in the tradable sector is much more likely to be coming from a collateral channel. In contrast the non-tradable sector faces demand shocks that only stem from changing local conditions. Thus, the relative contribution of the collateral channel is minimized in this sector. Second, the startup capital requirements in restaurants and retail establishments are large (Adelino et al, 2013) : the inventory requirements in retail and the kitchen up-fit costs associated with starting a restaurant place the non-tradable sector above the median in Adelino et al (2013) in terms of the startup capital requirements. Nevertheless, in spite of these two mechanisms, it is possible that the response we observe on the part of young firms might be significantly affected by the value of residential or commercial real estate collateral, and that removig this effect would alter our conclusions.
In order to directly test the impact of changing house prices on the responsiveness of firms to the Bartik shock we split the sample of CZs into areas that experience high and low house price appreciation during the sample period. Consistent with our interpretation of the main results, the responsiveness of young firms to shocks to investment opportunities is very similar across the two subsamples. This suggests that our instrument affects employment creation in firms of this age through shocks to local income, and not due to shocks to housing demand. Because house prices could themselves be endogenous to employment creation at young and old firms, we also split the sample into high and low elasticity areas as defined by the Saiz (2010) housing elasticity measure. 15 We again find that the results for young firm responsiveness are large, statistically significant, and unchanged in the two subsamples.
Old firms have smaller point estimates in both subsamples than startups and, as in the main regressions, the estimates for these firms are more noisily measured.
In sum, there are strong reasons a priori to expect that the collateral channel is weak in the empirical setting we have constructed. In line with these expectations, we find equally strong effects in regions with high and low exposure to the collateral channel. This indicates that our results are being driven by demand-side considerations rather than through a collateral channel.
6 Firm Age, Firm Size, and Job Creation
The empirical strategy in the preceding sections establishes a causal link between economic shocks and job creation by instrumenting for local economic shocks with pre-existing manufacturing industrial structures and focusing specifically on the non-tradables sector to isolate the resulting job creation to that which can plausibly be attributed back to the local economic shock. While this strategy has the advantage of offering a clean causal linkage between economic shocks and job creation across the firm age distribution, it leaves a number of questions unanswered. For one, startups are often thought to be nimbler than older firms, especially in terms of their ability to seize on disruptive innovations-the non-tradables sector is not typically thought of as one characterized by rapid technological disruption, nor is it one in which highly skilled labor plays a critical role. Also, at an empirical level, the QWI data we have used thus far does not allow us to compare firms of different sizes, and much of the previous literature has emphasized the role of firm size in employment creation.
In this section we attempt bridge this gap by extending our analysis to firms of different sizes as well as ages. To do this, we depart from the preceding analysis and turn to data from the US Census Business Dynamics Statistics. This dataset differs in some important ways from the one constructed for the previous analysis. The results are reported in Table 9 . For brevity, we have reported only the point estimates from the second stage regression on the main variable of interest, instrumented income growth. The table shows the results of the breakdown of the age categories into three size bins: firms with fewer than 20 employees, those with more than 20 and fewer than 100 employees, and those with more than 100 employees.
We find that the responsiveness of young firms comes almost exclusively from small firms (with fewer than 20 employees), whereas the responsiveness of older firms comes from those with more than 100 employees. The lack of responsiveness of firms aged 2 to 5 years is present across all size categories. Interestingly, small firms aged 2 years or more all seem to lose jobs when income rises, potentially pointing to a crowding out effect of young firms relative to older ones.
Although the point estimates are not immediately comparable to those from the preceding sections, the results of this section reinforce and amplify our previous results. In particular, the findings in this table support the notion that some unobserved firm characteristics that are proxied by firm age correlate with job creation: young firms that possess 10-19, 20-49, 50-99,100-249, 250-499 , 500-999, 1,000-2,499, 2,500-4,999, 5,000-9,999, and 10,000+ employees.
For consistency with our analysis using QWI data, we aggregate the data into the four age categories 0-1, 2-3, 4-5 and 6+; we aggregate size categories into firms with fewer than 20 employees, 20-100 employees and more than 100 employees. 17 We should emphasize that, by construction, our experiment is most applicable to the "purely" nontradable industries (NAICS sectors 44-45 and 72), but the other sectors in the economy should also respond to changes in local income (in particular firms that are in any of the services sectors). Table A6 in the appendix shows that the results are very consistent when we perform our analysis using the QWI data for all sectors (rather than just the non-tradable industries) and the BDS data.
these characteristics grow and thrive, becoming larger, older firms that continue to respond to changing economic conditions. Firms that lack these characteristics languish. This perspective is consistent both with Puri and Zarutskie (2012), whose focus is on venture-versus non-venture-backed firms but who show that a tiny fraction of new firm starts are responsible for a large fraction of overall employment, and Hurst and Pugsley (2011), who conversely show that a large number of small businesses simply have no desire to grow.
Conclusion
Understanding the mechanics of job creation has become a central objective for academic researchers, politicians and policy makers alike, especially in the wake of the financial crisis and ensuing economic recession of 2007-2009. This paper adds to this important discussion by studying how firm age impacts the responsiveness of firms to economic shocks.
The deep interconnections between job creation and economic growth make it empirically challenging to identify causal linkages between economic shocks, startup activity and net job creation. In this paper we identify the link between economic shocks and job creation by focusing primarily on firms in the non-tradable sector, and asking how net job growth in this sector responds to exogenous shocks to the local manufacturing sector. This empirical design allows us to test a geographically segmented version of q-theory. The thought experiment is as follows: when income from the local manufacturing sector changes unexpectedly, this ripples through the local economy, causing retail stores, restaurants, and local service organizations to expand or contract in response to the shock.
The central question is who responds more: young firms or old firms? This question pits two competing hypotheses about job creation against one another. The first is that young firms, for a variety of reasons related to organizational flexibility, incentives and scale find it easier to identify and exploit economic opportunities that arise in their local environment.
The opposing hypothesis is that older organizations, because they can more readily access capital markets or because they understand local markets better, respond more quickly to economic shocks.
Our results favor the first hypothesis: young firms respond more. Young firms not only create more jobs on average in the non-tradables sector, they are also more responsive to economic shocks than more mature firms. Of course, being more responsive means that they create more jobs in good times, but they create much less in bad times. At the same time, their responsiveness is weaker in areas in which the local banking sector is less favorable towards small business lending. This indicates that indeed, access to capital impedes the responsiveness of young firms to changes in business conditions. These findings open the door to many fruitful questions. They speak directly to current policy proposals aimed at stimulating job creation by stimulating access to capital in the small business center. Here, our results would offer guarded support for such policies. On the one hand, the fact that startups in regions with easier access to credit are about twice as responsive to economic shocks as ones in other regions suggests that alleviating financing constraints is indeed important for job creation. At the same time, our results highlight the distinction between young firms and small firms: most young firms are small, but most small firms are old, and our results illustrate that the responsiveness is concentrated in young businesses, not small ones. Our emphasis on young, as opposed to small firms, suggests that policies aimed at alleviating constraints to startup activity is likely to be more effective as a tool for job creation than broader policies targeted at the small business sector.
Why are startups so much more responsive to local economic shocks than older firms, especially in the non-tradable sector, where the widely touted technological and innovative advantages of startups are probably unlikely to be important? Ultimately this question is beyond the scope of this paper, but the question suggests that factors such as bureaucratic inflexibility and the strength of incentives play an important role even in less technologically sophisticated sectors. This is an important and ongoing research question in the economics of productivity, organizations and management (see (Bloom et al., 2013; Bloom and Van Reenen, 2007) ). Clearly, understanding the organizational advantages that young firms inherently have over older firms is essential for understanding the micro foundations of their increased sensitivity to changing economic conditions. In a similar vein, it is natural to ask how our results extend beyond the non-tradable sector. Although we have taken first steps in this direction, much more work needs to be done. How does the level of human capital in a sector correlate with the responsiveness of startups to economic conditions? Or to put it more simply, do startups create good jobs or just ordinary jobs? Moreover, how do the relative importance of different factors such as organizational flexibility, innovation, and incentives contribute to different levels of responsiveness in different industry contexts? We leave these questions for future research. This table shows regressions of net employment creation at the commuting zone (CZ) level on local income growth. We run regressions for the aggregate change in employment and for the change in employment in each of the 4 age categories. Observations are at the CZ-year-firm age level. The dependent variable is the net change in employment in the non-tradable sector (NAICS2= 44, 45 and 72) over the previous two years created in firms of each age category, and this variable is scaled by the total non-tradable employment in the CZ as of 2000. Income growth is the 2-year growth of total wages and salaries in the CZ. We instrument for this variable using the Bartik manufacturing shock, which interacts changes in nationwide employment in the manufacturing sector with the preexisting manufacturing composition in a CZ. Panel A performs the analysis on a "non-overlapping" sample of years 2001, 2003, 2005 and 2007 . Column (1) reports the first stage regression of income growth on the Bartik instrument. Column (2) is the OLS regression of net employment change in the CZ on local income growth, and column (3) is the 2SLS regression with instrumented income growth. Columns (4) to (11) perform similar regressions as columns (2) This table shows regressions of net employment creation at the commuting zone (CZ) level on both "good" and "bad" local income growth. Observations are at the CZ-year-firm age level. The dependent variable is the net change in employment in the non-tradable sector (NAICS2= 44, 45 and 72) over the previous two years created in firms of each age category, and this variable is scaled by the total non-tradable employment in the CZ as of 2000. Income growth is the 2-year growth of total wages and salaries in the CZ. "Good shocks" are shocks in the top tercile of real income growth, "bad" shocks are those in the bottom tercile of income growth. We instrument for this variable using the Bartik manufacturing shock, which interacts changes in nationwide employment in the manufacturing sector with the preexisting manufacturing composition in a CZ. This analysis uses a "non-overlapping" sample of years 2001, 2003, 2005 and 2007 . Panel A reports the results for CZ-year observations with a "good shock." Column (1) reports the first stage regression of income growth on the Bartik instrument. Column (2) is the OLS regression of net employment change in the CZ on local income growth, and column (3) is the 2SLS regression with instrumented income growth. Columns (4) to (11) perform similar regressions as columns (2) We instrument for this variable using the Bartik manufacturing shock, which interacts changes in nationwide employment in the manufacturing sector with the preexisting manufacturing composition in a CZ. Column (1) reports the first stage regression of income growth on the Bartik instrument. Column (2) is the OLS regression of net employment change in the CZ on local income growth, and column (3) is the 2SLS regression with instrumented income growth. Columns (4) to (7) perform similar regressions as columns (2) and (3) This table analyzes the relationship between the share of deposits held by "local banks" and the employment distribution across young and old firms. If 75% or more of a bank's deposits are concentrated in one CZ we define this bank as "local". The local bank share is the percentage of total deposits in a CZ held by "local" banks. In order to mitigate the effect of labor market dynamics on the evolution of the local banking sector, we calculate a time-invariant CZ-level measure-Local Bank Share-by calculating the time-series median of the share of local banks in the CZ. In column (1), the dependent variable is the time-series median level of the share of employment in firms < 1 year old in the CZ, and in column (2) the dependent variable is the time-series median level of employment share in firms > 6 years old. Control variables are extracted from the 2000 Census and BLS. Both regressions include state fixed-effects. Heteroskedasticity-robust t-statistics are in parenthesis. *, **, *** denote statistical significance at the 10, 5 and 1% levels, respectively.
(1) This table shows regressions of net employment creation at the commuting zone (CZ) level on local income growth, an indicator for above median share of deposits held by local banks, and the interaction of the two variables. Local banks are defined as those with 75% or more of its deposits in one CZ. I (High LB) is a dummy variable equal to 1 if the CZ's local bank share is higher than the median of all CZs. Observations are at the CZ-year-firm age level. The dependent variable is the net change in employment in the non-tradable sector (NAICS2= 44, 45 and 72) over the previous two years created in firms of each age category, and this variable is scaled by the total non-tradable employment in the CZ as of 2000. Income growth is the 2-year growth of total wages and salaries in the CZ. We instrument for this variable using the Bartik manufacturing shock, which interacts changes in nationwide employment in the manufacturing sector with the preexisting manufacturing composition in a CZ. The interaction term Income Growth × I (High LB) captures the role of local bank shares on the responsiveness of firms in creating jobs. Analysis is performed on a "non-overlapping" sample of years 2001, 2003, 2005 and 2007 . Column (1) reports the first stage regression of income growth on the Bartik instrument. Column (2) to (6) This table shows regressions of net employment creation at the commuting zone (CZ) level on local income growth. Observations are at the CZ-year-firm age level. The analysis is performed in different subsamples with different local housing market condition during this period. The dependent variable is the net change in employment in the non-tradable sector (NAICS2= 44, 45 and 72) over the previous two years created in firms of each age category, and this variable is scaled by the total non-tradable employment in the CZ as of 2000. Income growth is the 2-year growth of total wages and salaries in the CZ. We include the dummies for different firm ages and the interaction terms of age dummies with income growth, in order to capture the difference in responsiveness across different age categories. We instrument for income growth using the Bartik manufacturing shock, which interacts changes in nationwide employment in the manufacturing sector with the preexisting manufacturing composition in a CZ. We perform the analysis on a "non-overlapping" sample of years 2001, 2003, 2005 and 2007 . Local house price growth is the two-year house price index growth provided by Federal Housing Finance Agency; Saiz elasticity is provided by Saiz (2010) and it measures the geographic and regulatory constraints to the supply of housing in an area. The sample is categorized into "high" and "low" by the median of each variable. Control variables are extracted from the 2000 Census and the Bureau of Labor Statistics but omitted here for brevity. All regressions include year fixed effects. T-statistics are shown in parenthesis. Standard errors are clustered by CZ. *, **, *** denote statistical significance at the 10, 5 and 1% levels, respectively.
(1) This table summarizes the regressions of net employment creation by firm age and firm size at the MSA level using data from the Census Business Dynamics Statistics. The reported coefficients are from instrumental variables regressions of the change in employment in each of the 4 different age categories and 3 firm size categories on local income growth. Observations are at the MSA-year-firm age-firm size level. For each age-size pair, the dependent variable is the net change in employment in all the industries over the previous two years created in firms in each age-size bin, and this variable is scaled by the total employment in the MSA as of 2000. Income growth is the 2-year growth of total wages and salaries in the MSA. We instrument for this variable using the Bartik manufacturing shock, which interacts changes in nationwide employment in the manufacturing sector with the preexisting manufacturing composition in the MSA. The analysis is performed on a "non-overlapping" sample of years 2001, 2003, 2005 and 2007 . Control variables are extracted from the 2000 Census and the Bureau of Labor Statistics (please see Table A7 for detailed coefficients). All regressions include year fixed effects. T-statistics are shown in parenthesis and standard errors are clustered by MSA. *, **, *** denote statistical significance at the 10, 5 and 1% levels, respectively. This table shows regressions of net employment creation at the county level on local income growth. Regressions are run for aggregate change in employment and for the change in employment in each of the 4 different age categories. Observations are at the county-year-firm age level. The dependent variable is the net change in employment in the non-tradable sector (NAICS2= 44, 45 and 72) over the previous two years created in firms of each age category, and this variable is scaled by the total non-tradable employment in the county as of 2000. Income growth is the 2-year growth of total wages and salaries in the county. We instrument for this variable using the Bartik manufacturing shock, which interacts changes in nationwide employment in the manufacturing sector with the preexisting manufacturing composition in a county. Panel A performs the analysis on a "non-overlapping" sample of years 2001, 2003, 2005 and 2007 . Column (1) reports the first stage regression of income growth on the Bartik instrument. Column (2) is the OLS regression of net employment change in the county on local income growth, and column (3) is the 2SLS regression with instrumented income growth. Columns (4) to (11) perform similar regressions as column (2) and (3) 
Age
(8)
(10) 
(10) This table shows regressions of net employment creation at the commuting zone (CZ) level on local income growth. Observations are at the CZ-year-firm age level. The dependent variable is the net change in employment in the non-tradable sector (NAICS2= 44, 45 and 72) over the previous two years created in firms of each age category, and this variable is scaled by the total nontradable employment in the CZ as of 2000. Income growth is the 2-year growth of total wages and salaries in the CZ. We include the dummies for different firm ages and the interaction terms of age dummies with income growth, in order to capture the difference in responsiveness across different age categories. We instrument for income growth using the Bartik manufacturing shock, which interacts changes in nationwide employment in the manufacturing sector with the preexisting manufacturing composition in a CZ. We perform the analysis on a "non-overlapping" sample of years 2001, 2003, 2005 and 2007 . Column (1) reports the first stage regression of income growth on the Bartik instrument. Column (2) is the OLS regression of net employment change in the CZ on local income growth, and column (3) This table performs the same analysis as Table 3 except using a different IV-the China Bartik-for income growth. This table shows regressions of net employment creation at the commuting zone (CZ) level on local income growth. Regressions are run for aggregate change in employment and for the change in employment in each of the 4 different age categories. Observations are at the CZ-year-firm age level. The dependent variable is the net change in employment in the non-tradable sector (NAICS2= 44, 45 and 72) over the previous two years created in firms of each age category, and this variable is scaled by the total non-tradable employment in the CZ as of 2000. Income growth is the 2-year growth of total wages and salaries in the CZ. We instrument for this variable using the Bartik manufacturing shock, which interacts changes in nationwide import penetration from China in the manufacturing sector with the preexisting manufacturing composition in a CZ. Panel A performs the analysis on a "non-overlapping" sample of years 2001, 2003, 2005 and 2007 . Column (1) reports the first stage regression of income growth on the Bartik instrument. Column (2) is the OLS regression of net employment change in the CZ on local income growth, and column (3) is the 2SLS regression with instrumented income growth. Columns (4) to (11) perform similar regressions as column (2) and (3) 
(8) This table performs the same analysis as Table 3 except using a different measure for investment opportunity-the per capita income growth. This table shows regressions of net employment creation at the commuting zone (CZ) level on local income growth. Regressions are run for aggregate change in employment and for the change in employment in each of the 4 different age categories. Observations are at the CZ-year-firm age level. The dependent variable is the net change in employment in the non-tradable sector (NAICS2= 44, 45 and 72) over the previous two years created in firms of each age category, and this variable is scaled by the total non-tradable employment in the CZ as of 2000. Income growth is the 2-year growth of per capita income in the CZ. We instrument for this variable using the Bartik manufacturing shock, which interacts changes in nationwide employment in the manufacturing sector with the preexisting manufacturing composition in a CZ. Panel A performs the analysis on a "non-overlapping" sample of years 2001, 2003, 2005 and 2007 . Column (1) reports the first stage regression of income growth on the Bartik instrument. Column (2) is the OLS regression of net employment change in the CZ on local income growth, and column (3) is the 2SLS regression with instrumented income growth. Columns (4) to (11) perform similar regressions as column (2) and (3) 
(10) This table performs the same analysis as Table 3 but includes CZ random effect in the analysis. This table shows regressions of net employment creation at the commuting zone (CZ) level on local income growth. Regressions are run for aggregate change in employment and for the change in employment in each of the 4 different age categories. Observations are at the CZ-year-firm age level. The dependent variable is the net change in employment in the non-tradable sector (NAICS2= 44, 45 and 72) over the previous two years created in firms of each age category, and this variable is scaled by the total non-tradable employment in the CZ as of 2000. Income growth is the 2-year growth of total wages and salaries in the CZ. We instrument for this variable using the Bartik manufacturing shock, which interacts changes in nationwide employment in the manufacturing sector with the preexisting manufacturing composition in a CZ. The table performs the analysis on a "non-overlapping" sample of years 2001, 2003, 2005 and 2007 . Column (1) reports the first stage regression of income growth on the Bartik instrument. Column (2) is the OLS regression of net employment change in the CZ on local income growth, and column (3) is the 2SLS regression with instrumented income growth. Columns (4) to (11) perform similar regressions as column (2) 
(8) The dependent variable is the net change in employment in all sectors over the previous two years in firms of each age category. This variable is scaled by the total non-tradable employment in the region (CZ in Panel A, MSA in Panels B and C) as of 2000. Income growth is the 2-year growth of total wages and salaries in the region (CZ in Panel A, MSA in Panels B and C). We instrument for this variable using the Bartik manufacturing shock, which interacts changes in nationwide employment in the manufacturing sector with the preexisting manufacturing composition in an area. All panels use a "nonoverlapping" sample of years 2001, 2003, 2005 and 2007 . Column (1) reports the first stage regression of income growth on the manufacturing employment instrument. Column (2) is the OLS regression of net employment change on local income growth, and column (3) is the 2SLS regression with instrumented income growth. Columns (4) to (11) perform similar regressions as columns (2) and (3) 
(8) 
(8) Table 9 ). Regressions are run for the aggregate change in employment in each of the 4 different age categories and 3 size categories. Panel A focuses on the firms with less than 20 employees, Panel B analyzes the firms with 20-100 employees while Panel C focuses on larger firms with more than 100 employees. The dependent variable is the net change in employment in all sectors over the previous two years created in firms of each age-size category, and this variable is scaled by the total non-tradable employment in the MSA as of 2000. Income growth is the 2-year growth of total wages and salaries in the MSA. We instrument for this variable using the Bartik manufacturing shock, which interacts changes in nationwide employment in the manufacturing sector with the preexisting manufacturing composition in the MSA. The analysis is performed on a "non-overlapping" sample of years 2001, 2003, 2005 and 2007. In each panel, Column (1) reports the first stage regression of income growth on the Bartik instrument. Column (2) is the OLS regression of net employment change in the MSA on local income growth, and column (3) is the 2SLS regression with instrumented income growth. Columns (4) to (11) perform similar regressions as columns (2) 
