Transform-domain adaptive lters refer to LMS lters whose inputs are preprocessed with a unitary dataindependent transformation followed by a power normalization stage. The transformation is typically chosen to be the discrete Fourier transform (DFT), although other transformations such as the cosine transform (DCT), the Hartley transform (DHT), or the Walsh-Hadamard transform, have also been proposed in the literature. The resulting algorithms are generally called DFT-LMS, DCT-LMS, etc. This preprocessing improves the eigenvalue distribution of the input autocorrelation matrix of the LMS lter, and, as a consequence, ameliorates its convergence speed.
I. Introduction
The LMS algorithm rst introduced by Widrow and Ho in 1959 1], 2] is simple, robust, and is one of the most widely used algorithms for adaptive ltering. Unfortunately, its convergence rate is highly dependent upon the conditioning of the autocorrelation matrix of its inputs. The theory of LMS 3] shows that the mean square error (MSE) of an adaptive lter trained with LMS decreases over time as a sum of exponentials whose time constants are inversely proportional to the eigenvalues of the autocorrelation matrix of the lter inputs. This means that small eigenvalues create slow convergence modes in the MSE function. Large eigenvalues, on the other hand, put a limit on the maximum learning rate that can be chosen without encountering stability problems 3]. It results from these two counteracting factors that the best convergence properties are obtained when all the eigenvalues are equal, that is when the input autocorrelation matrix is proportional to the identity matrix. In that case, the inputs are perfectly uncorrelated and have equal power. As the eigenvalue spread 1 of the input autocorrelation matrix increases, the convergence speed of LMS deteriorates.
Transform-domain (also called frequency-domain) LMS algorithms o er two types of solutions to this problem 4]. In block frequency-domain algorithms, a block of several input data is Fourier transformed and inputted in an LMS lter. Each adaptive weight in the lter is responsible for a given frequency band, and is updated independently from the other weights as if there were many one-weight LMS lters. In real-time (or non-block) algorithms, the ow of input samples is continuously transformed by a xed dataindependent transform that is meant to decorrelate the input signals. This preprocessing, followed by a power normalization stage, causes the eigenvalues of the LMS lter inputs to cluster around one, and speeds up the convergence of the adaptive weights. This technique is to be contrasted with recursive least squares algorithms (see e.g. 5] , 6]), where an iteratively-updated estimate of the inverse input autocorrelation matrix is used to decorrelate the input signals. In this paper, we will restrict our analysis to real-time transformdomain algorithms which, because of their very similarity with LMS, are robust and have good tracking capabilities in nonstationary environments.
The performance of these algorithms clearly depends on the orthogonalizing capabilities of the dataindependent transform used to preprocess the inputs. No general proof exists that demonstrates the su-II. Intuitive approaches A. Introduction Transform-domain algorithms such as DFT-LMS and DCT-LMS are composed of three simple stages (see Fig. 1 ). First the tap-delayed inputs, x k ; x k?1 ; :::; x k?n+1 , are processed by a discrete Fourier or cosine transform. The transformed signals, u k (i), are then normalized by the square root of their power, P k (i). The powers P k (i) can be estimated, for example, by ltering the u 
where the n n transform matrix T n is de ned as:
T where the small constant was introduced to avoid numerical instabilities when P k (i) is close to zero. LMS ltering:
w k+1 (i) = w k (i) + e k v k (i) for i = 0; :::; n ? 1;
where v k denotes the complex conjugate of v k . In the case of DCT-LMS, v k v k is real.
This description of real-time frequency-domain algorithms di ers slightly from the one often found in the literature (see e.g. 4] ). In general, power normalization is included in the LMS algorithm instead of being performed on its inputs. The signals v k (i) are equal to the DFT/DCT outputs, u k (i), but the learning constant in Eq. 6 is replaced by a diagonal matrix whose elements are proportional to the inverse of the powers P k (i). This form of LMS is sometimes refered to as power-normalized LMS. It is easy to verify that in stationary and mildly nonstationary environments the two descriptions are equivalent. We dissociated the power normalization from the actual adaptive ltering to allow a more direct comparison between DFT/DCT-LMS and pure LMS.
Two approaches can be envisaged to explain intuitively the mechanism of transform-domain LMS algorithms: one is based on lter theory, the other is based on geometrical considerations.
B. A ltering approach
The n-point discrete Fourier/cosine transform can be seen as a n n linear transformation from the inputs x k = (x k ; x k?1 ; :::; x k?n+1 ) t to the outputs u k = (u k (0); u k (1); :::; u k (n?1)) t (see Fig. 1 ). Each output u k (i) can be expressed as the convolution of x k with some discrete impulse response h i (l). For the DFT, h i (l) is given by h i (l) = r 1 n e j 2 il n for i; l = 0; :::; n? 1:
The associated transfer function, 
represents a bandpass lter of central frequency 2 i=n. The DFT can thus be seen as a bank of bandpass lters whose central frequencies span the interval 0; 2 ] 8]. Figure 2 shows the magnitude of a sample transfer function for a 32 32 DFT.
At each time k, the input signal x k is decomposed into n signals lying in di erent frequency bins. If the bandpass lters were perfect, the outputs of the DFT would be perfectly uncorrelated, but due to the presence of side lobes (see Fig. 2 ) there is some leakage from each frequency bin to the others, and thus some correlation between the output signals. As the dimension n of the DFT increases, the amplitudes of the side lobes decrease.
In the case of the DCT, the i th impulse response h i (l) is given by 
and the corresponding transfer function is equal to 
The H i (!)'s still represent a bank of bandpass lters but with di erent central frequencies, di erent main lobes and side lobes, and di erent leakage properties. Figure 3 shows the magnitude of a sample transfer function for a 32 32 DCT. The DCT lter looks very di erent from the DFT one. In particular, the presence of two symmetrical peaks (instead of a single main lobe as in the DFT) comes from the cancellation of the two zeros of the denominator in Eq. 10 with two zeros in its numerator. More fundamentally, it is a direct consequence of the cosinusoidal nature of the transform. Although the DCT does not separate frequencies the way the DFT does, it is a powerful signal decorrelator as will be demonstrated in the next sections.
C. A geometrical approach
The DFT-LMS and DCT-LMS algorithms can also be illustrated geometrically 13]. The DFT and DCT matrices, F n and C n , de ned in Eqs. 2 are unitary matrices (i.e. their rows are orthogonal to one another and have euclidian norm one). Unitary transformations perform only rotations and symmetries, they do not modify the shape of the object they transform.
The mean square error of an LMS lter is a quadratic function of its weight vector 3]. Writing the MSE as a function of the weights and xing it to some constant level, one gets an implicit quadratic function that represents a hyperellipsoid in the n-dimensional weight space. A unitary transformation of the inputs rotates the hyperellipsoid and brings it into approximate alignment with the coordinate axes. The slight imperfection in alignment is primarily due to leakage in the transform, DCT or DFT. The idea is illustrated for a simple 2-weight case in Fig. 4 . Figure 4(a) shows the original MSE ellipse, Fig. 4(b) shows the ellipse after transformation by a 2 2 DCT matrix. The shape of the ellipse is unchanged and so are the eigenvalues of the corresponding autocorrelation matrix.
The power normalization stage (cf. Fig. 1 ) can be viewed geometrically as a transformation that, while preserving the elliptical nature of the MSE, forces it to cross all the coordinate axes at the same distance from the center. This operation is not unitary and it does modify the eigenvalue spread. It almost always improves it. The better the alignment of the hyperellipsoid with the coordinate axes, the more e cient the power normalization will be (a hyperellipsoid perfectly aligned being transformed into a hypersphere). Figure 4 (c) shows the result of power normalization for our example. The new ellipse is more round-shaped and has lower eigenvalue spread.
III. An analytical approach
To determine how well a given transform decorrelates certain classes of input signals, one must set the problem in a more mathematical framework. Transforming a signal x k = (x k ; x k?1 ; :::; x k?n+1 ) t by a matrix T n (the DFT or the DCT matrix), transforms its Toeplitz autocorrelation matrix R n = E x k x H k ] into a non-Toeplitz matrix B n 4 = E T n x k x H k T H n ] = T n R n T H n (the superscript H denotes the transpose conjugate). Power normalizing T n x k transforms its elements (T n x k )(i) into (T n x k )(i)= p Power of (T n x k )(i) , where the power of (T n x k )(i) can be found on the main diagonal of B n . The autocorrelation matrix after transformation and power normalization is thus:
If T n decorrelated x k exactly, B n would be diagonal, S n would be the identity matrix I n , and all the eigenvalues of S n would be equal to one; but since the DFT and the DCT are not perfect decorrelators, this does not work out exactly. Theory has been developed in the past about the decorrelating ability of the DFT and the DCT (see e.g. 14], 15], 16]). For example, it has been proven that, since R n is Toeplitz, the autocorrelation matrix B n obtained after processing with the DFT or the DCT is asymptotically equivalent to a diagonal matrix, where the concept of asymptotic equivalence is de ned as follows.
De nition 1: Let fAg = fA 0 ; A 1 ; :::; A n ; :::g and fBg = fB 0 ; B 1 ; :::; B n ; :::g be two sequences of matrices.
The two sequences are said to be asymptotically equivalent i lim n!1 jA n j = lim n!1 jB n j; (12) where jA n j is the weak norm of A n , that is the square root of the arithmetic average of the eigenvalues of A H n A n . Adopting the notation used by Gray in 15], we will simply write A n B n to refer to the asymptotic equivalence of fAg and fBg. If B n is asymptotically equivalent to a diagonal matrix, Eq. 11 implies that S n is asymptotically equivalent to the identity matrix, S n I n , and that, by virtue of Theorem 1, the arithmetic average of the eigenvalues of S n and I n are equal. This result, which is very general since it applies indi erently to any matrix S n issued from any Toeplitz matrix R n , is also rather weak in the sense that it does not allow us to infer anything about the potential convergence of the individual eigenvalues of S n to one, which is our main interest. In the best case, it would imply that \most" of the eigenvalues of S n (i.e. n ? o(n) of them) converge to one. Yet some very high or very low eigenvalues could subsist in S n that would keep its eigenvalue spread high. To obtain stronger results, further assumptions are necessary, for example regarding the class of input signals to be considered.
At this point, we would like to introduce a stronger type of asymptotic equivalence that will be used later in proving the main results of the paper.
De nition 2: Let p n ( ) and q n ( ) be the eigenvalue distributions of the matrices A n and B n belonging to the sequences fAg and fBg. The two sequences are said to be asymptotically equivalent in the strong sense i lim
By similarity with the previous notation, we will write in this case A n B n . Theorem 2: Let E n = A n ? B n .
If lim n!1 rank(E n ) = 0; then A n B n :
The proof of this theorem follows immediately from De nition 2. If the rank of E n tends to zero as the matrix size, n, tends to in nity, the eigenvalues of E n all converge to zero, and the two matrices A n and B n have the same asymptotic eigenvalue distribution. Such a matrix E n will later be refered to as a rank zero perturbation.
With this in mind, let us focus on the particular case of rst-order Markov inputs.
IV. Eigenvalues and eigenvalue spread for Markov-1 inputs For n large (theoretically for n tending to in nity), the eigenvalues of the autocorrelation matrix R n of a signal x k are values of the power spectrum of x k evaluated at uniformly distributed points on the frequency axis 14], 15]. In particular, the minimum and maximum eigenvalues of R n are given by the minimum and maximum of the power spectrum of x k . This result is a direct consequence of the fact that R n is Toeplitz.
In the present case, the power spectrum of x k is given by
Its maximum and minimum are respectively 1=(1 ? ) 2 and 1=(1 + ) 2 . The asymptotic eigenvalue spread of R n is thus given by 
This eigenvalue spread can be extremely large for highly correlated signals ( close to 1).
The autocorrelation S n of the signals obtained after transformation by the DFT or the DCT and after power normalization is not Toeplitz anymore, and the previous theory can not be applied. The analysis is further complicated by the fact that only asymptotically do the eigenvalues stabilize to xed magnitudes independent of n, and that power normalization is a nonlinear operation.
In this paper, we will rst derive the asymptotic distribution of the eigenvalues of S n when the transform T n is the DFT. We will then use this derivation to establish similar results for the more complicated case of the DCT. The body of the paper contains only the main line of the proofs, details are given in appendices A and B. 
Notice that the Toeplitz matrix e D n de ned by its rst row, e D n (0; l) = R n (0; l) + l n R n (0; n ? l)
= l + l n n?l for l = 0; :::; n? 1;
is asymptotically equivalent to D n in the strong sense. The proof of this assertion (given in appendix A, section A.2) is based on the fact that E n 4 = e D n ? D n is Toeplitz, and that the power spectrum associated with E n converges to zero for all frequencies as n tends to in nity. Therefore, E n behaves asymptotically as a rank zero perturbation and, by virtue of Theorem 2, e D n D n . Substituting e D n for D n in Eq. 22, we get:
We know from matrix theory that det(R n ? e D n ) = 0 has the same solutions as det( e D ?1 n R n ? I n ) = 0.
For algebraic simplicity though, we will rather solve the inverse problem: lim The (n ? 2) eigenvalues of e X n corresponding to the (n ? 2) (n ? 2) central submatrix are equal to 1. On the other hand, the determinant of e X n is equal to 1 ? 2 and its trace is equal to n. The two remaining eigenvalues are thus equal to 1 + and 1 ? . Going back to the original problem de ned in Eq. 18, and remembering that the whole derivation was based on strong asymptotic equivalences, we deduce that all the eigenvalues of S n converge to 1, besides two of them that converge respectively to 1=(1+ ) and 1=(1? ) as n tends to in nity. Note that this is in accord with the earlier theories showing that S n I n (see section III).
From this new result, we can conclude that the eigenvalue spread of the autocorrelation matrix obtained after DFT and power normalization is such that 
Note that through these manipulations the original problem concerned with the asymptotic behaviour of an in nite matrix, S n!1 , was replaced with a nite and exact eigenvalue problem: the eigenvalues of e X n are exactly equal to f1=(1 + ); 1; :::; 1; 1=(1 ? )g for any nite n 3. This helps understanding that for the DFT preprocessing to reduce the eigenvalue spread of the LMS lter inputs, the number of weights n need not be extremely large as the ltering approach described in section 2.2 might have suggested. The value given in Eq. 30 is a good approximation of the eigenvalue spread of any nite size S n whenever n is large enough to satisfy the strong equivalence criterion.
To give one an idea of the orders of magnitude, we plotted in Fig. 5 the eigenvalue spread of S n for increasing values of n, and for di erent values of the parameter . When n increases, the curves \eigenvalue spread vs. n" saturate at the levels indicated in Eq. 30. The values of n for which these saturation levels are reached increase with ; this is due to the fact that most of the strong asymptotic equivalences used in the previous derivation are related to the decay of n as n tends to in nity. As can be observed from the gure, Eq. 30 actually gives an upper bound to the eigenvalue spread of DFT-LMS with Markov-1 inputs. Fig. 6 shows 3-D plots of the di erent matrices involved in the above derivation. R n has the typical aspect of a Markov-1 autocorrelation matrix, with an exponential decay of rate from the main diagonal.
For the values of n and chosen, n = 30 and = 0:7, the eigenvalue spread of R n is equal to 30.2. S n , the autocorrelation matrix after DFT and power normalization, is close to the identity matrix. Its slight di erence from I n causes two of its eigenvalues not to tend to one as n increases. For n = 30, the eigenvalue spread of S n equals 5.2. If solving Eq. 18 consists of \comparing" S n and I n , solving the equivalent problem of Eq. 22 consists of \comparing" R n and D n or R n and e D n . The pair (R n ; e D n ) makes the existence of non-unity eigenvalues more apparent than the original pair (S n ; I n ). The geometrically increasing elements far o -diagonal in e D n can also be interpreted as an e ect of aliasing. Finally, e X n is the matrix whose eigenvalues were computed analytically. Its inverse, e X ?1 n , has asymptotically the same eigenvalues as S n .
As underlined by Eq. 30, the eigenvalue spread after DFT and after power normalization can still be high if the input signals are strongly correlated ( close to 1). In the next section, we will see that the DCT yields much better results than the DFT.
C. Eigenvalue distribution of DCT-LMS for Markov-1 inputs
A derivation similar to the one performed for DFT-LMS would be hard to develop for DCT-LMS: the DCT matrix C n (Eq. 2) is not symmetric, it does not have the simple exponential structure of the DFT, and the arguments of the cosine functions are not integer multiples of 2 =n. For this reason, instead of building a constructive proof as for DFT-LMS where the original problem, det(S n ? I n ) = 0, was progressively simpli ed into the more tractable problem, det( e X n ? I n ) = 0, we will use computer simulations to \guess" a simple analytical expression for e X n . We will then solve the eigenvalue problem det( e X n ? I n ) = 0, and we will prove that the eigenvalue distribution of e X ?1 n converges to the eigenvalue distribution of S n as n tends to in nity.
In the DFT case, we had (see section IV-B): e X n X n = R ?1 n e D n R ?1 n D n ; (31) with (Eq. 23 and Eq. 20) D n = F H n diagB n F n , and B n = F n R n F H n . By analogy, let us form the matrix X n 4 = R ?1 n D n = R ?1 n C t n diagB n C n ;
with B n = C n R n C t n :
We computed and plotted X n for di erent values of n and (a sample plot is given at the end of the section), and found the following candidate for e X n : The asymptotic eigenvalue spread of DCT-LMS for Markov-1 inputs is thus never higher than two, no matter how correlated the input signals are. Fig. 7 shows the eigenvalue spread of S n as a function of n for DCT-LMS. The \eigenvalue spread vs. n" curves for DCT-LMS have the same overall shape as the one obtained for DFT-LMS. However, for DCT-LMS, an \overshoot" appears for small values of n (better noticeable for large 's). This implies that the asymptotic eigenvalue spread of Eq. 34 is not an upper bound anymore. Nevertheless, the overshoot is of small amplitude and Eq. 34 remains an excellent approximation of the eigenvalue spread of any (not too small) nite size matrix S n .
For these conclusions to be valid, it must shown that indeed e X n R ?1 n D n . This is equivalent to proving that R n e X n D n ;
with D n = C t n diagB n C n ;
or that (introducing Eq. 36 in Eq. 35, and multiplying the result left by C n and right by C t n ) C n R n e X n C t n diagB n :
It is shown in appendix B that the matrix Y n 4 = R n e X n can be replaced by a simpler matrix e Y n Y n (see section B.1) such that C n e Y n C t n diagB n (see section B.2).
As a conclusion to this section, we plotted in Fig. 8 the main matrices used in the DCT-LMS eigenvalue spread derivation. As in the DFT case, we chose n = 30 and = 0:7. R n is the same as in Fig. 6 , with an eigenvalue spread equal to 30.2. S n , the autocorrelation matrix after DCT and power normalization, is close to identity and slightly less \distorted" than in the DFT case. Its eigenvalue spread is equal to 1.8 (vs. 5.2 with the DFT). Again, studying the eigenvalues of the pair (S n , I n ) is equivalent to studying those of (R n , e D n ). e X n is the matrix whose eigenvalues were computed analytically, and its inverse, e X ?1 n , has asymptotically the same eigenvalues as S n .
V. Conclusion
The previous results are summarized as follows.
The eigenvalue spread of the autocorrelation matrix of a rst-order Markov signal of parameter 2 0; 1] tends to (1 + ) 2 =(1 ? ) 2 as the size n of the matrix increases. The eigenvalue spread of the autocorrelation matrix of the same signal after DFT and after power normalization tends to (1 + )=(1 ? ) as the size n of the matrix increases. For nite values of n, the eigenvalue spread is always less than (1 + )=(1 ? ).
The eigenvalue spread of the autocorrelation matrix of a rst-order Markov signal transformed by a DCT with power normalization tends to (1 + ) as the size n of the matrix increases. For nite values of n, the eigenvalue spread might be slightly greater than (1 + ), but not much greater. As an example, let = 0:99. The asymptotic eigenvalue spread before transformation is 39601, after DFT and power normalization 199, and after DCT and power normalization 1:99. Using DCT-LMS instead of pure LMS in this case would speed up the convergence of the lter weights by a factor roughly equal to 20000. These results con rm, for a simple but very practical class of input signals, the high quality of the DCT as a signal decorrelator and as a preprocessor for LMS ltering. n (e j!l + e ?j!l ) = ?n( e j! ) n + n( e j! ) n+1 + e j! ? ( e j! ) n+1 n (1 ? e j! ) 2 :
The limit of P n (!) for n tending to in nity is equal to zero for all frequencies ! 2 0; 2 ]. Therefore, E n is a rank zero perturbation and, by virtue of =R n e X n ? e D n is asymptotically a rank zero matrix. The elements of Z n can be expressed as Z n (k; 0) = n ? k 
Let E n be de ned as E n (k; l) 4 = n?l+k + n?k+l ? jk ? lj n n?jk?lj :
E n is Toeplitz and has rst row E n (0; l) = n ? l n n?l + n+l :
The rank of E n is asymptotically zero for reasons similar to those advocated in section A.2. Furthermore, E n Z n since the elements of the two matrices di er only by O( n ) terms. Therefore, Z n is asymptotically a rank zero matrix and, by virtue of Theorem 2, e X n R ?1 n e D n . QED. 
Appendix B (DCT-LMS for
The elements of e Y n and Y n di er only by O( n ) terms. Therefore, the two matrices are asymptotically equivalent. QED.
B.2 Asymptotic equivalence, C n e Y n C t n diagB n . The matrix e Y n de ned in Eq. 54 can be decomposed into e Y n = G n + 2n?1
where the matrix G n is de ned as G n (m; k) 4
and the matrix G 1= n is obtained by replacing by 1= in Eq. 56. Let the matrix A n be de ned as A n 4 = C n e Y n C t n : This matrix can be written as the sum of three matrices, L n ; M n ; andB n , where L n = C n G n C t n (57)
B n = C n R n C t n :
We wish to prove that A n = L n + M n + B n diagB n . We will give an analytical expression for the elements of each of the three matrices L n ; M n ; B n , and we will deduce from these expressions, rstly that diagA n diagB n , and secondly that the non-diagonal terms of (A n ?diagB n ) are O( n ). These two results warrant the asymptotic equivalence, A n diagB n .
Let us rst evaluate the elements of the matrix L n . 
The expression for L n (p; q) follows immediately: L n (p; q) = (1 ? ) 2 
Proceeding the same way as we did for L n and M n , we nd that B n (p; q) = ?2 L n (p; q) + O( n ) for p + q even and p 6 = q The diagonal elements of L n and M n decrease as 1=n as n increases (see Eq. 65 and 71 for p = q). This guarantees the asymptotic equivalence diag(L n + M n ) 0, and thus diagA n = diag(L n + M n + B n ) diagB n . As for non-diagonal elements, L n (p; q) + M n (p; q) + B n (p; q) cancel out asymptotically when p + q is even (see Eq. 72, 74), and exactly when p + q is odd (see Eq. 72, 76). As a result, A n diagB n , which is the desired result. QED. 
