Improving Then Rotting Bandit by 谷本 悠斗 & Yuto Tanimoto
Improving Then Rotting Bandit
























が得られる利得𝑟𝑖 𝑡 ,𝑡は、引く回数に依存する平均(𝜇𝑖 𝑡 𝑁𝑖 𝑡 ,𝑡 ∈ [0, 1]（ 𝑁𝑖 𝑡 ,𝑡 ∶ラウンド
tまでにアームiを引いた回数）と𝜎2-subGaussian であるノイズ𝜖𝑡 からなる。ここで、ラウンドt-1
までのアームの選択と報酬の歴史𝐻𝑡−1で条件付けた時のノイズ𝜖𝑡の期待値は０とする。さらに
図２のような報酬の推移を考えるために、(𝜇𝑖 𝑡 (𝑁𝑖 𝑡 ,𝑡)は𝑁𝑖 𝑡 ,𝑡 < 𝑁𝑖
∗の時、単調増加であるが





の累積報酬(即ち、 𝑓𝑖 𝑛 = σ𝑘=0
𝑛 𝜇𝑖 𝑡 𝑘 ただし、 𝑓𝑖 0 = 0)、 𝐹𝑖 𝑡 をアーム１からアームkの
みを用いた時のラウンドtにおける累積報酬の最大値(即ち、𝐹𝑘 𝑡 = max{σ𝑖=1
𝑘 𝑓𝑖 𝑁𝑖,𝑡
: σ𝑖=1
𝑘 𝑁𝑖,𝑡 = 𝑡})とする。この時𝐹1 𝑡 , 𝐹2 𝑡 ,⋯ , 𝐹𝐾(𝑡)を順番に計算することで最適解を導出でき
る（図４）。まず、各tに対して 𝐹1 𝑡 を計算する。これはアーム１のみをt回引いた時の累積報酬
に等しい。次に𝐹2 𝑡 を計算するためにt回のうち、何回アーム2に割当てを行えば累積報酬を最
大化すればよいかを考える。 𝐹3 𝑡 以降に関しても𝐹3 𝑡 以降に関しても同様に解くことで逐次的
に最適解を導くことができる。
【今後の課題】
報酬が未知の時にオラクル政策との誤差が理論的に小さくなるようなアルゴリズムを作ることが今後の目標である。また、実際に数
値実験を行い、既存のアルゴリズムより優れていることも示したい。
