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Abstract 
Data now becoming available from prototype low energy residences confirm that peak heating and cooling 
loads can be reduced by factors of 3 to 5, using currently available technologies.  This paper explores the range of 
candidate HVAC systems capable of dealing with such fundamentally different load profiles as 8°C balance points, 
spatially non-uniform loads, and non-negligible thermal capacitance.  Results reveal surprisingly small differences 
in overall efficiency among well-designed centralized (ducted) and decentralized systems providing either 
mechanical or desiccant dehumidification.   Centralized systems offer opportunities for integration of domestic hot 
water heating, and some types of decentralized systems offer the long-term possibility of being integrated into wall 
panels or other structural elements.  Since efficiencies are comparable, system selection is therefore likely to be 
driven by such factors as initial costs, complexity and reliability.   
 iv
Table of Contents 
Page 
Abstract......................................................................................................................... iii 
List of Figures ............................................................................................................. vii 
List of Tables ................................................................................................................ ix 
Nomenclature ................................................................................................................ x 
Chapter 1- Introduction................................................................................................. 1 
1.1- Background.................................................................................................................................... 1 
1.2- Literature review............................................................................................................................ 2 
Chapter 2- Baseline Calculations................................................................................. 4 
2.1- Introduction.................................................................................................................................... 4 
2.2- Assumptions.................................................................................................................................. 4 
2.3- Peak load reductions .................................................................................................................... 5 
Chapter 3- Centralized Systems................................................................................... 8 
3.1- Introduction.................................................................................................................................... 8 
3.2- Necessity of ductwork .................................................................................................................. 8 
3.2.1. Winter design day..................................................................................................................................8 
3.2.2. Off-design days ...................................................................................................................................11 
3.2.3. Summer design day .............................................................................................................................14 
3.3- Decoupling of sensible and latent loads .................................................................................. 15 
3.3.1. Solid desiccant dehumidifier ...............................................................................................................15 
3.3.2. Equations.............................................................................................................................................16 
3.3.3. Results .................................................................................................................................................17 
3.4- Role of building thermal mass................................................................................................... 18 
3.4.1. Introduction .........................................................................................................................................18 
3.4.2. Assumptions and equations .................................................................................................................18 
3.4.3. Results .................................................................................................................................................20 
3.5- Summary of centralized system ................................................................................................ 23 
Chapter 4- Decentralized Systems............................................................................. 24 
4.1- Ductless split systems................................................................................................................ 24 
4.1.1. Mechanical dehumidification ..............................................................................................................24 
4.1.2. Desiccant dehumidification .................................................................................................................25 
4.2- Wall panel cooling and secondary loop systems .................................................................... 27 
Chapter 5- Discussion ................................................................................................ 30 
Chapter 6- Conclusions .............................................................................................. 33 
Appendix A- Review of Literature.............................................................................. 34 
A.1- Energy efficient buildings.......................................................................................................... 34 
A.2- Thermal storage.......................................................................................................................... 35 
A.3- Panel heating and cooling ......................................................................................................... 37 
A.4- Air conditioning .......................................................................................................................... 39 
 v
A.5- Heat recovery .............................................................................................................................. 40 
A.6- Sensible and latent load decoupling ........................................................................................ 40 
A.7- Natural ventilation ...................................................................................................................... 41 
Appendix B- Baseline Load Calculations.................................................................. 42 
B.1- Introduction................................................................................................................................. 42 
B.2-Modeling assumptions................................................................................................................ 43 
B.3-Modeling equations ..................................................................................................................... 43 
B.3.1. Ventilation and infiltration..................................................................................................................43 
B.3.2. Sensible loads .....................................................................................................................................44 
B.3.3. Latent loads.........................................................................................................................................47 
B.4- Results ......................................................................................................................................... 47 
Appendix C- Central System Ventilation Requirements .......................................... 50 
C.1- Introduction................................................................................................................................. 50 
C.2- Assumptions ............................................................................................................................... 50 
C.3- Modeling equations .................................................................................................................... 51 
C.3.1. Energy balances-Whole building ventilation......................................................................................52 
C.3.2. Energy balances-Hot room ventilation, open doors............................................................................53 
C.4- Results ......................................................................................................................................... 54 
C.4.1. Uniform internal loading ....................................................................................................................57 
C.4.2. Uneven internal loads .........................................................................................................................62 
C.4.3. Temperature distribution on a cold night............................................................................................64 
C.4.4. Temperature distribution on a warm day ............................................................................................68 
C.5- Conclusions ................................................................................................................................ 72 
Appendix D- Dedicated Outdoor Air System (Cooling)............................................ 73 
D.1- System ......................................................................................................................................... 73 
D.2- Assumptions ............................................................................................................................... 74 
D.3- Modeling equations .................................................................................................................... 74 
D.3.1. Energy recovery device ......................................................................................................................74 
D.3.2. Mixing point .......................................................................................................................................75 
D.3.3. Central system ....................................................................................................................................76 
D.4- Results ......................................................................................................................................... 81 
Appendix E- Calculation of Active Thermal Depth................................................... 83 
E.1- Problem description ................................................................................................................... 83 
E.2- Assumptions ............................................................................................................................... 83 
E.3- Modeling equations .................................................................................................................... 84 
E.4- Results ......................................................................................................................................... 85 
Appendix F- Ductless Split Systems ......................................................................... 87 
F.1- Introduction ................................................................................................................................. 87 
F.2- Concentrated solar loading........................................................................................................ 87 
F.3- Sensible/latent load decoupling ................................................................................................ 90 
Appendix G- Decentralized System- Wall Panels ..................................................... 92 
 vi
G.1- Cooling mode.............................................................................................................................. 92 
G.2- Heating mode.............................................................................................................................. 96 
Appendix H- Heating Season ..................................................................................... 97 
Appendix I- Integrated Domestic Hot Water ............................................................. 99 
I.1- Introduction................................................................................................................................... 99 
I.2- Cooling season............................................................................................................................. 99 
I.3- Heating season........................................................................................................................... 100 
Appendix J- Maximum Achievable Heat Pump Operating Efficiencies ................ 101 
J.1-Thermodynamic Cycles ............................................................................................................. 101 
J.2- Simulation Analysis .................................................................................................................. 102 
J.3- R410A Crossflow....................................................................................................................... 102 
J.4- Counterflow Configurations..................................................................................................... 103 
J.5- Crossflow Comparison ............................................................................................................. 105 
J.6- Summary and Conclusions...................................................................................................... 106 
Works Cited ............................................................................................................... 108 
 vii
List of Figures 
Page 
Figure 1.1- Schematic of possible HVAC configurations .............................................................................................2 
Figure 2.1- Comparison of peak heating and cooling loads ..........................................................................................5 
Figure 2.2- Peak sensible loads by component..............................................................................................................6 
Figure 2.3- Peak latent loads by component..................................................................................................................7 
Figure 3.1- A standard centralized system.....................................................................................................................8 
Figure 3.2- Three room network heating model ............................................................................................................9 
Figure 3.3- Room temperatures versus supply temperature for closed interior doors .................................................10 
Figure 3.4- Room temperatures versus supply temperature for open interior doors....................................................10 
Figure 3.5-Room to room temperature differences versus ventilation flowrate (closed interior doors) ......................11 
Figure 3.6- Plot of room temperatures versus concentrated load.................................................................................12 
Figure 3.7- Effect of opening a window on room temperatures ..................................................................................12 
Figure 3.8- Room temperatures vs. ventilation flowrate for 20°C day (closed interior doors)....................................13 
Figure 3.9- Effect of moderating solar load on room temperatures (closed interior doors).........................................14 
Figure 3.10-Possible desiccant dehumidifier locations................................................................................................15 
Figure 3.11-Control volume on ventilation air stream moving through dehumidifier.................................................16 
Figure 3.12- Building model including interior walls..................................................................................................18 
Figure 3.13- Mild day temperature history..................................................................................................................21 
Figure 3.14- Plot of mild day sensible loads................................................................................................................21 
Figure 4.1- Schematic of a ductless split system .........................................................................................................24 
Figure 4.2- Schematic of a ductless split system with desiccant dehumidification .....................................................26 
Figure 4.3- Required compressor power versus wall surface/evaporator temperature difference ...............................28 
Figure B.1-Size and orientation of building ................................................................................................................42 
Figure B.2-Peak heating and cooling loads .................................................................................................................48 
Figure B.3-Components of peak sensible loads...........................................................................................................48 
Figure B.4-Components of peak latent loads...............................................................................................................49 
Figure C.1-Schematic of model building.....................................................................................................................50 
Figure C.2-Schematic of whole building ventilation ...................................................................................................52 
Figure C.3-Schematic of hot room ventilation ............................................................................................................53 
Figure C.4-Temperature differences between rooms for the whole building ventilation with all interior doors 
open. ....................................................................................................................................................................54 
Figure C.5-Temperature differences between rooms with hot room ventilation and all interior doors open ..............55 
Figure C.6-The components of building heat transfer for hot room ventilation ..........................................................56 
Figure C.7-Room to room temperature differences for whole building ventilation with all interior doors closed......56 
Figure C.8-Temperature differences for hot room ventilation with closed interior doors ...........................................57 
Figure C.9-Plot of room temperatures vs. ventilation flow rate ..................................................................................58 
Figure C.10-Effect of ventilation flow rate on room to room temperature differences ...............................................59 
Figure C.11-Room temperature differences versus outdoor temperature ....................................................................60 
Figure C.12- Room temperatures versus internal heat generation...............................................................................61 
Figure C.13- Room to room temperature differences versus internal heat generation ................................................62 
Figure C.14-Room temperatures versus additional loading of room 3 ........................................................................63 
 viii
Figure C.15-Effect of opening windows on room temperatures..................................................................................64 
Figure C.16-Model of heated building ........................................................................................................................65 
Figure C.17-Temperature difference between room 1 and room 2 versus supply temperature (closed interior 
doors)...................................................................................................................................................................65 
Figure C.18- Temperature difference between room 2 and room 3 versus supply temperature (closed interior 
doors)...................................................................................................................................................................66 
Figure C.19-Room temperatures versus supply temperature (closed interior doors)...................................................67 
Figure C.20-Room temperatures versus supply temperature with open interior doors................................................67 
Figure C.21-Room temperatures versus ventilation flow rate (closed interior doors) .................................................68 
Figure C.22-Room to room temperature differences versus ventilation flow rate (closed interior doors) ..................69 
Figure C.23-Effect of solar load on room temperatures (closed interior doors) ..........................................................69 
Figure C.24- Effect of solar load on room temperatures (open interior doors)............................................................70 
Figure C.25-The ventilation return is between the ventilation supply and the sun-room, thus removing the sun 
from the ventilation loop. ....................................................................................................................................70 
Figure C.26-Room temperatures for an isolated sun room (closed interior doors)......................................................71 
Figure C.27- Room temperatures for isolated sun room (open interior doors)............................................................71 
Figure D.1-Schematic of a DOAS ...............................................................................................................................73 
Figure D.2- Schematic of a recirculation system.........................................................................................................74 
Figure D.3- Definition of variable suffixes used in modeling of energy recovery device...........................................75 
Figure D.4- Definition of variable suffixes used in modeling of the mixing point......................................................76 
Figure D.5- Definition of variable suffixes used in modeling of the evaporator coil ..................................................77 
Figure D.6-  Finite element of evaporator surface area ...............................................................................................78 
Figure D.7- Refrigeration cycle ...................................................................................................................................79 
Figure D.8-  Ductwork schematic................................................................................................................................79 
Figure D.9- Definition of variable suffixes used in modeling of the house.................................................................81 
Figure E.1- Interior wall schematic .............................................................................................................................83 
Figure E.2- Plot of active thermal depth versus time for gypsum-air-gypsum wall ....................................................85 
Figure E.3- Active depth vs. time for gypsum-wood-gypsum wall .............................................................................86 
Figure F.1- Schematic of a decentralized mini-split system........................................................................................87 
Figure F.2- Schematic of summer design day with concentrated solar load on R1 .....................................................88 
Figure F.3- Alternative solar loading scheme..............................................................................................................90 
Figure F.4- Schematic of decentralized system with desiccant dehumidification .......................................................91 
Figure G.1- How indoor dew point determines wall surface temperature ...................................................................92 
Figure G.2- Required panel width versus wall surface temperature ............................................................................94 
Figure G.3- Compressor work as a function of the wall surface-evaporator temperature difference ..........................95 
Figure J.1- Effect of UA on R410A system efficiency..............................................................................................101 
Figure J.2- Effect of subcooling on crossflow temperature profile ...........................................................................103 
Figure J.3- Effect of gas cooler size ..........................................................................................................................104 
Figure J.4- Effect of UA in counterflow heat exchangers .........................................................................................104 
Figure J.5- Effect of counterflow condenser or gas cooler UA on cycle efficiency ..................................................105 
Figure J.6- Comparison of crossflow configurations.................................................................................................106 
 ix
List of Tables 
Page 
Table 2.1- Assumptions applied to both the ASHRAE and low energy house..............................................................4 
Table 2.2- Window assumptions ...................................................................................................................................4 
Table 2.3- Differences between the ASHRAE and low energy house...........................................................................5 
Table 3.1- Central system requirements for summer design day.................................................................................14 
Table 3.2-Comparison of results for the possible desiccant locations .........................................................................17 
Table 3.3-Building assumptions ..................................................................................................................................19 
Table 3.4- Contents assumptions.................................................................................................................................19 
Table 3.5-Storage and discharge capabilities of building and content thermal mass...................................................20 
Table 3.6- Storage and discharge capabilities of all wood and all HDPE contents .....................................................22 
Table 4.1- Ductless split system requirements ............................................................................................................25 
Table 4.2- Temperature/humidity distribution.............................................................................................................25 
Table 4.3- Ductless split system with desiccant dehumidification performance .........................................................26 
Table 5.1- Summary of cooling system performance (Tamb=33.9°C) ..........................................................................30 
Table 5.2- Breakdown of blower power ......................................................................................................................31 
Table 5.3- Heat pump indoor coil on heating and cooling design days .......................................................................32 
Table B.1-Assumptions made as to basic building design...........................................................................................42 
Table B.2-Comparison of characteristics of ASHRAE and low energy house............................................................43 
Table B.3-Design conditions for St. Louis, MO..........................................................................................................43 
Table B.4-Constants used in determining infiltration rate...........................................................................................44 
Table B.5-Constants used in determining solar component of window heat transfer taken from 2005 ASHRAE 
Fundamentals Handbook .....................................................................................................................................46 
Table C.1-Surroundings and building component values............................................................................................50 
Table D.1- Assumptions made ....................................................................................................................................74 
Table D.2 Summary of design cooling day requirements............................................................................................81 
Table E.1- Modeling assumptions ...............................................................................................................................84 
Table F.1- Scenario #1 results for decentralized system .............................................................................................88 
Table F.2- Central system with recirculation requirements .........................................................................................88 
Table F.3- Temperature and humidity distribution from decentralized system...........................................................89 
Table F.4- Temperature and humidity distribution with solar load concentrated on R2 .............................................90 
Table F.5- Results for decentralized system utilizing desiccant dehumidification......................................................91 
Table G.1- Panel Assumptions ....................................................................................................................................94 
Table H.1- Heating assumptions..................................................................................................................................97 
Table H.2- Heat pump coils on heating and cooling design days................................................................................97 
Table H.3- CO2 heat pump ..........................................................................................................................................98 
Table J.1- Summary of maximum efficiencies: COPcyc.............................................................................................106 
Table J.2- Heat exchanger size comparison: UA [kW/K] .........................................................................................106 
 
 x
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Symbols Meaning 
A area 
AES area of building envelope 
ALflue flue leakage area 
AUL unit leakage area 
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D duct diameter 
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Chapter 1- Introduction  
1.1- Background 
Over the last thirty years, many forecasts of rapidly escalating energy prices have proven groundless.  The 
U.S. Department of Energy statistics for 1985-2004, adjusted for inflation, show that the retail price for electricity 
actually fell 25%, gasoline prices fluctuated but increased overall while the price of natural gas increased a modest 
15%.  After adjusting for inflation, it is clear that energy prices in the U.S. have remained fairly stable over the last 
twenty years (United States Department of Energy 2006.). 
There are, however, factors today which may indicate that the energy price stability enjoyed over the last 
twenty years may not continue.  One such factor is possible physical scarcity of oil.  Given current global demand, 
this factor is fairly unlikely, but rapid growth in China and India is already playing a significant role. 
Another factor which may affect energy prices is the geopolitical scarcity of oil.  It is inherently less 
predictable than physical scarcity, and therefore accounts for the wide range of projections of future energy prices.  
In 2005, approximately 1.8% of the proven global oil reserves is in the U.S., while 64% lies in Middle East 
countries.  Stated differently, 78% of proven global oil reserves are controlled by OPEC member nations, of the 
OPEC controlled reserves, 79% is controlled by Saudi Arabia, Iran, Iraq, Kuwait, and the UAE (OPEC 2006).   
Global environmental concerns may also impact energy prices.  In order to stabilize CO2 levels at 450 
ppmv, global per capita carbon emissions must be reduced from 1.1 tons of carbon per year to 0.5 tons per year by 
2050 (Bolin and Kheshgi, 2001).  While this 55% reduction is sizable, it may need to be even greater in the U.S. 
where per capita energy consumption is the highest.  When the inevitable population growth is accounted for, global 
average emission reductions must actually be greater than 60% per capita. 
Any one or combination of these factors could lead to a significant increase in the cost of energy.  Such a 
rise in energy costs would lead to an increased demand for low energy residences and, consequently, efficient 
HVAC systems appropriate for such buildings.  However, the number of efficient HVAC technologies currently 
available is sizable.  For example, consider the baseline blower power requirement of 51 W/kW a/c capacity 
reported in Bullard et al. (2006) for a typical SEER 12 split system.  Current highly efficient blowers available today 
have a requirement of only 23 W/kW a/c capacity!  This study is motivated by the industry’s interest in sharing the 
cost of preliminary investigations to determine how to most efficiently heat and cool a low energy residence.   
There are a number of possible combinations of technologies.  Options include:  centralized or 
decentralized systems, ducted or ductless systems, coupled or decoupled sensible and latent loads, thermal mass 
and/or thermal storage (ie. phase-change wallboard), radiant wall panels, and ductless split systems.  These options 
are presented schematically in Figure 1.1. 
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Figure 1.1- Schematic of possible HVAC configurations 
The purpose of this report, then, is to identify the most promising combinations of HVAC technologies to help 
establish priorities for research and product development efforts.   
In Chapter 2, a residence representing current, new construction technology in the U.S. will be subjected to 
design heating and cooling conditions along with a low energy residence in order to quantify peak load reductions 
that accompany low energy construction.  Chapter 3 will investigate centralized system performance on both design 
and off-design days.  Chapter 4 will investigate decentralized system performance.  Chapter 5 will discuss the results 
obtained and Chapter 6 will conclude and present the most promising technologies for future research and 
development. 
1.2- Literature review 
A sizable amount of work has been done on energy efficient buildings as well as energy efficient HVAC 
systems and technologies.  Here, a brief overview of previous works will be presented.  For a more detailed review 
of literature, the reader is referred to Appendix A. 
There are a number of low energy buildings currently in use around the world.  The performance of these 
buildings has been the subject of much investigation.  Branco et al. (2004) evaluated the performance of a low 
energy building located near Geneva, Switzerland.  His work illustrated the importance of a well-controlled and 
insulated building envelope.  He also found that the complexity of technical systems and installation must be 
carefully controlled.  He also determined that the building actually consumed 54% more energy per year than 
originally predicted.  Reasons for the building’s underperformance included unrealistic initial assumptions regarding 
operating conditions, component performance, and weather conditions.  Wall (2006) investigated the performance of 
low energy row houses near Gothenburg, Sweden.  She found that the low energy building realized a 40% reduction 
in purchased energy when compared to a home built to normal Swedish standards.  She partially attributed these 
gains to tightness of the construction.  The infiltration rate was measured to be 0.05 air changes per hour (ach) 
Decentralized System 
Radiant wall panels with small, 
central dehumidification? 
Recirculation? 
 
Active Thermal Mass? 
Centralized System 
Mini-splits? 
Desiccant dehumidification? 
Ductwork 
Necessary? 
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compared to 0.13 ach for standard Swedish construction.  She also cited efficient windows which balanced 
conduction losses with solar gains. 
Most data from low-energy buildings is from relatively dry climates dominated by heating loads, but this 
report addresses humid climates as well.  Desiccant dehumidification has also been around for a number of years.  
Desiccants are traditionally used in applications which require very low humidity and/or very precise humidity 
control.  The use of desiccants has often been avoided in residential applications due to the sizable energy costs 
required to recharge the desiccant.   
Tsay et al.(2006) addressed this issue experimentally by pairing a desiccant dehumidifier with a CO2 heat 
pump and using the condenser waste heat to regenerate the desiccant dehumidifier.  He found that desiccant 
performance was related to the temperature used for regeneration.  He also found that condenser waste heat from a 
CO2 system delivered at 63°C was able to adequately regenerate the desiccant in a relatively hot and humid climate 
(~32°C at 65% relative humidity).  By recharging the desiccant using condenser waste heat rather than a resistance 
heater, desiccant efficiency can be increased by a factor of 3.8. 
Thermal storage is another topic well-researched topic.  Perhaps the most cost-effective approach involves 
the intelligent use of building thermal mass.  Keeney and Braun (1997) investigated building precooling as a way to 
reducing peak loads.  By precooling a 1.4 million ft2 office building to 68°F, they were able to reduce peak cooling 
loads by increasing electricity consumption during the off-peak nighttime hours.   
Less work has been done regarding the effect of thermal mass on single family residences.  However, 
Reddy et al. (1991) modeled a residence as a one resistor, one capacitor network and used experimentally 
determined building data to model building temperature as a function of time.  Specific building data was in the 
form of a time constant, defined as a ratio of building heat capacity divided by the UA value of the building.  He 
found that buildings with a time constant of 35 hours required approximately six hours to experience a temperature 
increase of 2°C.  He found that this simple model was able to predict energy savings to within 10% of measured 
values. 
The idea of heating and cooling through the use of wall panels has been around for quite some time, 
however it still remains an active research topic.  Kilkis (2006) analytically optimized a hybrid wall panel system.  
These hybrid panels could handle sensible loads through the use of a radiant component and latent loads through the 
use of a convective system utilizing liquid desiccant dehumidification.  His calculations suggested that all traditional 
HVAC equipment could be replaced by these hybrid wall panels which would require approximately 30% of a 
room’s total wall area.   
Imanari et al. (1999) investigated more traditional chilled water radiant ceiling panels and found some 
interesting results.  First, he found that convection currents generated by the cool ceiling panels led to a room 
temperature distribution with slightly cooler air at eye level and slightly warmer air near the floor.  His test subjects 
found this “cool head, warm feet” distribution to be more comfortable than that of a traditional HVAC system.  Of 
course, a system with radiant ceiling panels still needs a central ventilation system, circulating the necessary 
minimum amount of air.  He found that his radiant system uses approximately 10% less energy than a traditional 
system, due almost entirely to the reduction in ventilation flow rate. 
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Chapter 2- Baseline Calculations 
2.1- Introduction 
Before various HVAC systems can be modeled in a low energy residence, it is important to quantify the 
peak load reductions gained through the use of low energy construction.  To that end, two residences were modeled.  
Both residences had basic characteristics in common such as length, width, height, number of occupants, etc.  The 
difference between the two was in the U-values used.  One house, henceforth referred to as the ASHRAE house, had 
U-values taken from the 2005 ASHRAE Fundamentals handbook and was representative of new construction in the 
U.S.  The other house, henceforth referred to as the low energy house, used U-values reported in Wall (2006) on 
energy efficient row houses in Sweden.  Peak heating and cooling loads were then calculated for both houses for 
comparison. 
2.2- Assumptions 
A number of assumptions were necessary to model these two residences.  The general building assumptions 
which were applied to both the ASHRAE house and the low energy house appear in Table 2.1 and window 
assumptions appear in Table 2.2. 
Table 2.1- Assumptions applied to both the ASHRAE and low energy house 
General Building Assumptions  
Length  20 m 
Width 10 m 
Height 2.5m 
roof pitch 0 
Number of doors 2 
door area 2.2 m2 
Flue Area 0.0 m2 
Number of Occupants 4 
Number of Bedrooms 3 
% of time house is occupied 100% 
Construction Slab, No basement or crawlspace 
Table 2.2- Window assumptions 
% Wall area occupied by windows 15% 
Window height 1 m 
% Fixed  50% 
% Operable 50% 
 
As mentioned previously, the difference between the two houses comes from the U-values and infiltration 
rates.  The specific values used for each house are displayed in Table 2.3. 
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Table 2.3- Differences between the ASHRAE and low energy house 
  ASHRAE House Low-energy House 
  U-Factors [W/m^2-K] 
Roof/Ceiling 0.18 0.08 
Exterior Walls 0.51 0.1 
Doors 2.3 0.8 
Floor 0.21 0.11 
Windows 2.84 0.85 
  Other  
SHGC 0.67 0.50 
Infiltration [ach] 0.28 0.05 
Energy Wheel  no yes 
 
Peak heating and cooling loads were determined using 99% ASHRAE climate data for St. Louis, MO.  St. Louis was 
chosen because that region experiences seasonal extremes which are fairly common in locations throughout the 
Midwest U.S.  Steady-state energy balances were performed on each house to quantify peak loads.  Specific 
equations and methodologies used are detailed in Appendix B. 
2.3- Peak load reductions 
Both buildings were subjected to design heating and cooling conditions and peak loads were calculated.  
Figure 2.1 is a comparison of total peak heating and cooling loads. 
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Figure 2.1- Comparison of peak heating and cooling loads 
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Figure 2.1 shows a sizeable reduction in peak heating and cooling loads resulting from low energy 
construction.  The low energy house’s peak heating load is just 20% the peak heating load of the ASHRAE house.  
The peak cooling load of the low energy house is 50% of the peak ASHRAE house cooling load.  It is important to 
note that values for the low energy house were taken from a building in Sweden.  Summers are mild in Sweden, so 
applying low energy house values from a Swedish building will likely result in the most sizable load reductions 
occurring during the heating season.  It is also noteworthy that the low energy house heating load has a miniscule 
latent component.  This is a result of the energy wheel present on the low energy house effectively recovering much 
of the latent load. 
It is also informative to examine the components of the sensible and latent loads.  The components of the 
sensible portion of the peak loads are plotted in Figure 2.2. 
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Figure 2.2- Peak sensible loads by component 
Figure 2.2 shows that each component of the peak sensible load is reduced through use of low energy 
construction.  A notable exception occurs with the windows cooling load.  There is a reduction between the 
ASHRAE house and the low energy house, but it is not as great as the reduction between other components.  This is 
due to the solar heat gain coefficient (SHGC) of the windows.  The cooling window load is dominated by solar 
loading.  The SHGC of the ASHRAE windows was 0.67 while the SHGC of the low energy windows was 0.5.  The 
low energy house values were taken from an existing structure in Sweden.  Cooling loads are of little or no issue in 
Sweden and solar gains reduce heating loads.  Thus, the SHGC of the windows was a relatively high 0.5.  If this low 
energy residence were built in the Midwest U.S., windows with a lower SHGC (~0.30) could be utilized, reducing 
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peak sensible cooling loads by an additional 0.34 kW.   However, choosing a SHGC can be difficult.  Selection of a 
low SHGC will reduce the solar contribution to cooling loads.  It will also reduce the amount of heating load that 
can be offset by solar gains.  Arasteh et al. (2006) was able to show that, with knowledge of building location and 
window distribution, the selection of U-value and SHGC can be optimized such that the energy savings resulting 
from reduced cooling loads balance the energy expended to meet slightly higher heating loads. 
Peak latent loads were also broken down into components.  These components are presented in Figure 2.3. 
-1200
-1000
-800
-600
-400
-200
0
200
400
600
800
1000
1
Lo
ad
 [W
at
ts
]
Occupants
Ventilation
Infiltration
ASHRAE 
ASHRAE Low-Energy 
Low-Energy 
Heating 
Cooling 
  
Figure 2.3- Peak latent loads by component 
Latent loads come from three major sources.  None of the technologies examined here reduce the occupant 
component, which includes such things as: bathing, laundry, dishwashing, etc.  Figure 2.3 shows sizable reduction 
of the ventilation component which is a result of the energy wheel present in the low energy house.  Infiltration is 
the third component and is greatly reduced in the low energy house due to the tight construction techniques.  
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Chapter 3- Centralized Systems 
3.1- Introduction 
A centralized ducted split system is the most common HVAC solution in the United States.  Central 
systems generally consist of a central unit which conditions all of the outdoor air necessary to handle building loads.  
This conditioned air is then distributed throughout the building by a system of ductwork.  An example of a central 
system is shown in Figure 3.1. 
 
Figure 3.1- A standard centralized system 
This chapter will determine how effective a central system would perform on a low energy residence.  First, 
the question of ductwork will be addressed.  The loads on typical new construction require HVAC systems to move 
32 cmm, which certainly requires an interior ductwork system.  A low energy residence would be under less loading.  
Smaller loads may lead to ventilation flowrates small enough that they would not require ductwork.  In order to 
determine the relevant design condition, required ventilation flowrates will be determined for:  a winter design day, 
a number of off-design conditions, and a summer design day.  Then, the possibility of decoupling the sensible and 
latent loads in a central system will be analyzed by simulating a solid desiccant dehumidifier at a variety of locations 
in the system.  Finally, the role of building thermal mass in moderating building loads will be examined. 
3.2- Necessity of ductwork 
3.2.1. Winter design day 
In order to asses the need for ductwork, the ventilation requirements for the winter design day must be 
determined.  The same ambient conditions and indoor setpoint used in the baseline calculations were applied.  The 
model used was a three-room network possessing the U-values of the low energy residence.  In the simplest case 
heat was supplied into one room and returned through another duct at the opposite end of the building.  The model is 
illustrated in Figure 3.2. 
Energy 
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Figure 3.2- Three room network heating model 
The amount of ventilation necessary is not only a function of the ambient temperature and the desired 
indoor temperature, but also of the acceptable indoor temperature distribution.  Desired knowledge of this 
temperature distribution was the motivation behind modeling the low energy residence as this three room network.  
Would a minimal ventilation flowrate lead to localized heating and unacceptable room to room temperature 
differences? 
Of course, most 200m2 residences consist of more than three rooms.  The decision to use three rooms came 
from a desire to stay a general as possible.  There is really no such thing as a “typical” floor plan and a three room 
network avoided capturing any phenomena unique to a specific floor plan.  The logic behind selecting three rooms 
came from the basic assumption that, in a 200m2 residence, an individual is probably never more than two closed 
doors away from any room in the building.  Thus, the rooms may be thought of more like zones of the residence. 
The U-values of the low energy residence were applied to the building and a steady-state energy balance 
was applied to each room.  A more detailed description of the modeling equations and energy balances appear in 
Appendix A.2.  Room temperatures were calculated for ventilation flowrates of 1.5 cmm and 10 cmm over a range 
of supply temperatures.  The ASHRAE minimum recommended ventilation flowrate for a 200m2 residence with 
four occupants is 1.5 cmm.  A plot of room temperatures versus supply temperature, assuming all interior doors are 
closed, appears as Figure 3.3. 
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Figure 3.3- Room temperatures versus supply temperature for closed interior doors 
Figure 3.3 indicates that a minimum ventilation flowrate will lead to an unacceptable indoor temperature 
distribution.  It is assumed that if the temperature varies by more than 2°C between rooms, the occupants will 
experience discomfort.  Higher ventilation flowrates, on the order of 10 cmm however, are capable of generating 
acceptable temperature distributions.  It is important to note, though, that a ventilation flowrate on the order of 10 
cmm will likely require ductwork to facilitate distribution throughout the residence.  A “common-sense” solution to 
this distribution problem would be to simply open the interior doors on these excessively cold nights.  Figure 3.4 
plots room temperatures versus supply temperature assuming open interior doors. 
 
Figure 3.4- Room temperatures versus supply temperature for open interior doors 
Figure 3.4 shows expected results.  Opening the interior doors drastically reduces the temperature 
differences between rooms.  Also, a supply temperature of 60°C, which could be supplied by a transcritical CO2 heat 
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pump, requires only the minimum ventilation flowrate.  Even a subcritical heat pump with a supply temperature of 
40°C would require significantly less than 10 cmm to maintain comfort.  Although it is common to close interior 
doors at night, these design conditions correspond to the ASHRAE 99% frequency of occurrence data.  Thus, it is 
not unreasonable to assume that the occupants would make an exception on the 3-4 nights per year where such an 
extreme nighttime low temperature would occur.  Therefore, winter design conditions do not necessitate ventilation 
flowrates large enough to require extensive ductwork. 
3.2.2. Off-design days 
When attempting to determine a minimum ventilation flowrate for a low energy residence, it is important to 
consider some off-design day scenarios.  For example, consider concentrated solar loading on the east face of the 
building (i.e. a rising sun) and an outdoor temperature near the building’s balance point.  The building’s balance 
point temperature is defined as the outdoor temperature such that, with indoor temperatures approximately at 20°C, 
conduction losses to the ambient are balanced by the building’s internal loads.  The low energy building assumed for 
this analysis happens to have a balance point temperature of approximately 8°C.  Figure 3.5 is a plot of the room to 
room temperature differences versus ventilation flowrate for a non-uniform solar load on the building while the 
ambient temperature is equal to the building’s balance point. 
 
Figure 3.5-Room to room temperature differences versus ventilation flowrate (closed interior doors) 
It is evident from Figure 3.5 that even the minimum ventilation flowrate of 1.5 cmm is capable of maintaining 
comfortable room to room temperature differences under these conditions.   
Now consider a situation similar to what was just presented.  The ambient temperature is at the building’s 
balance point and there is a concentrated solar load on the building’s east face.  But add a concentrated, internal load 
in room 3, opposite the “sun-room”.  Figure 3.6 is a plot of the room temperatures versus the magnitude of the 
concentrated load in room 3, assuming a minimum ventilation flowrate of 1.5 cmm.  It is clear that the temperature 
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in room 3 quickly becomes unacceptable.  At a concentrated load of 2 kW, analogous to an operating kitchen oven, 
the temperature becomes almost hazardous. 
 
Figure 3.6- Plot of room temperatures versus concentrated load 
Figure 3.6 would seem to indicate that ventilation flowrates significantly larger than 1.5 cmm are necessary 
to maintain comfort.  However, a simpler solution is already commonly in use today.  If it is assumed that a 0.6 m2 
operable window exists in room 3, then simply opening the window when the temperature becomes too high can 
maintain comfortable room temperatures while using the minimal ventilation flowrate of 1.5 cmm.  This is 
illustrated in Figure 3.7. 
 
Figure 3.7- Effect of opening a window on room temperatures 
Figure 3.7 was generated by simulating a window being opened when the temperature in room 3 rose to 
25°C.  The flow through the window was modeled using the coefficients obtained in Favarolo and Manz (2005).  
The reason for the large “step” is that their work dealt only with fully open or fully closed doors or windows.  Of 
0 400 800 1200 1600 2000
14
16
18
20
22
24
26
28
Qadd  [W]
T 
[C
] TR1
TR2
TR3
Toutdoor=8 [C]
Vdot,vent,cmm=1.5 [cmm]
0 400 800 1200 1600 2000
15
20
25
30
35
40
45
50
55
Qadd  [W]
T 
[C
]
TR1
TR2
TR3
Toutdoor=8 [C]
Vdot,vent,cmm=1.5 [cmm]
 13
course, in application, the window would only be slightly opened at first, then gradually opened as the additional 
load was increased.  Figure 3.7 does indicate, however, that an operable window is capable of maintaining 
comfortable room temperatures with the minimum ventilation flowrate.  Favarolo and Manz’s work and its 
application in this work is discussed in greater detail in Appendix A.2. 
The final off-design scenario investigated is similar to the first off-design scenario presented.  Once again, 
a solar load is applied to the east face of the building.  This time, however, the ambient temperature is 20°C, well 
above the building’s balance point.  This scenario may present an awkward situation.  It is assumed that the indoor 
set point for heating is 20°C and the indoor set point for cooling is 24°C.  The solar load may require a large 
ventilation flowrate in order to maintain comfort without turning on the air conditioner.  After all, it seems foolish to 
use an air conditioner to cool ambient air at 20°C so as to maintain indoor temperatures at 24°C.  Figure 3.8 is a plot 
of room temperatures versus ventilation flowrate. 
 
Figure 3.8- Room temperatures vs. ventilation flowrate for 20°C day (closed interior doors) 
Figure 3.8 indicates that at least 10 cmm will be necessary to maintain comfortable room temperatures 
when the outdoor temperature is significantly above the building’s balance point.  One alternative to increasing 
ventilation is to moderate the solar load.  This could be accomplished automatically through the use of “smart” 
blinds or by using electrochromic or photochromic windows.  Figure 3.9 shows the effect of moderating the solar 
load on room temperatures. 
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Figure 3.9- Effect of moderating solar load on room temperatures (closed interior doors) 
Figure 3.9 shows that moderating the solar load can reduce ventilation requirements to 10 cmm or less.  
Thus, even on this warm off-design day, ventilation requirements can be kept low enough to not require ductwork 
while still maintaining comfort. 
3.2.3. Summer design day 
The final consideration in determining the ventilation flowrate, and consequently the need for ductwork, is 
the summer design day.  For the summer design day, two systems were modeled and applied to the low energy 
residence.  The first was a Dedicated Outdoor Air System (DOAS) which cooled only the outdoor air.  The second 
was a Recirculation System which was similar to the DOAS, but used only a minimum 1.6 cmm of fresh air and 
used recirculated air for the remainder of the ventilation requirement.  A detailed description of both systems as well 
as the assumptions and equations used in modeling appears in Appendix A.3.  Table 3.1 presents the calculated 
requirements of both systems. 
Table 3.1- Central system requirements for summer design day 
  Pure DOAS Central system w/recirculation units
A_a_evap 11 10.4 [m^2]
COP_cyc 5.4 5.5 [-] 
COP_sys 4.1 4.5 [-] 
Q_dot_sens 2.5 2.1 [kW] 
Q_dot_lat 1.3 0.43 [kW] 
V_dot_fresh 13 1.6 [cmm]
V_dot_recirc 0 11 [cmm]
V_dot_total 13 12.6 [cmm]
W_dot_blower 0.144 0.057 [kW] 
W_dot_fan 0.048 0.033 [kW] 
W_dot_comp 0.692 0.464 [kW] 
W_dot_total 0.919 0.566 [kW] 
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Table 3.1 presents some interesting results.  First, the total ventilation requirement for both systems is 
approximately 13 cmm.  This makes sense since the ventilation requirement does not depend on whether or not a 
recirculation loop is present and is only a function of the sensible and latent loads on the residence.  Also, while 13 
cmm would require ductwork for adequate distribution throughout the residence, 13 cmm is less than half the 34 
cmm (~1200 cfm) ventilation flowrate commonly used today.  Another noteworthy result is that by adding 
recirculation, the central system work requirement decreases by 30%.  This is not a surprising result since the 
recirculation loop effectively preconditions the airstream before it enters the evaporator.  This reduces the total load 
on the evaporator by 1.2 kW, or 30%.  This 30% reduction in load corresponds to a 38% reduction in total central 
system work.  The additional savings is a result of the reduced blower work required to move only 1.6 cmm through 
the energy wheel in the recirculation system as opposed to the work required to move 13 cmm through the energy 
wheel, as in the DOAS. 
3.3- Decoupling of sensible and latent loads 
3.3.1. Solid desiccant dehumidifier 
When utilizing a central system with a vapor-compression cycle, the higher the evaporating temperature, 
the greater the system’s COP.  When the central system is responsible for both sensible and latent loads, however, a 
coil temperature at or below 12-13°C is required to remove sufficient amounts of water from the ventilation air.  If 
the sensible and latent loads can be decoupled, however, higher coil temperatures and higher system COP are 
possible.  If the latent load can be handled independently, the remaining sensible load can be handled by the central 
system or even by decentralized systems.   
One approach to sensible and latent load decoupling is by the use of a solid desiccant dehumidifier.  Such a 
solution, however, also introduces another problem.  Where is the optimal point in the system to place the 
dehumidifier?  Since the answer to the placement question is not intuitive, four separate systems were evaluated, 
each with the desiccant at a different location (A,B,C, or D).  These configurations are illustrated in Figure 3.10. 
 
Figure 3.10-Possible desiccant dehumidifier locations 
Traditionally, desiccant dehumidifiers have only been used in situations with very sizable latent loads or 
when very precise humidity control is required.  As the ventilation air moves through the dehumidifier, it gains the 
heat of condensation liberated by the condensing water vapor.  Also, the desiccant will require regeneration heat to 
continue operation.  The presence of a desiccant dehumidifier also adds an additional pressure drop to the system, 
requiring more work of the blower.  Often, these additional factors outweigh the benefit of operating the central 
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system coil at a higher temperature.  The following analysis explores, for a low-energy house, whether or not these 
additional factors will offset the increase in central system COP. 
3.3.2. Equations 
In modeling the desiccant dehumidifier, the goal was to remain as general as possible.  Therefore, rather 
than modeling a specific dehumidifier unit, modeling was done by appealing to the physics of the process.  To do 
this, the conservation equations were written on the ventilation stream itself.  This is illustrated in Figure 3.11.  It 
should be noted that waterm  represents the mass flow rate of the water being condensed from the air.  It is 
determined from the ambient conditions and the desired indoor relative humidity. 
 
Figure 3.11-Control volume on ventilation air stream moving through dehumidifier 
Equation [3.1] is an energy balance on the ventilation air stream moving through the dehumidifier. 
air in water fg water water air outm h m h m h m h+ = +     [3.1] 
Equation [3.2] is a moisture balance on the ventilation stream. 
air in water air outm m mω = + ω    [3.2] 
Of course, the desiccant dehumidifier will also introduce a pressure drop into the system.  In order to model 
this pressure drop, a curve fit was performed on pressure drop versus flow rate data.  Specifically, data for the model 
250, series G3-MH desiccant rotor from Eco-Dry was used (Desiccant Rotors International 2002).  Desiccant 
dehumidifiers also require regeneration heat.  For purposes of this analysis, it was assumed that the desiccant could 
be fully recharged using condenser waste heat.  Therefore, this represents a best case performance of the desiccant.  
Utilizing condenser waste heat to recharge a desiccant dehumidifier is investigated in Dhar and Singh (2001) and 
Tsay et al. (2006). 
The other system components are modeled exactly as they were in the DOAS and Recirculation System 
model presented in Appendix A.3, with one small exception.  When using desiccant dehumidification upstream of the 
energy recovery device, the energy recovery device should be designed to exchange only sensible heat and not 
moisture.  If moisture is exchanged, the dehumidifier and the ERD will conflict with each other, with the latter adding 
moisture to the supply air stream.  Therefore, the latent effectiveness of the ERD was simply set to equal zero.   
Tin  
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Tout  
ωout 
Qcondensation 
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3.3.3. Results 
The model was run using the desiccant dehumidifier and the results for the desiccant placed in each of the 
four possible locations are shown in Table 3.2.  
Table 3.2-Comparison of results for the possible desiccant locations 
 A B C D units 
A_a_evap 11 11.5 11.5 10.8 [m^2] 
COP_sys 4.4 4.4 3.1 3.2 [-] 
COP_cyc 5.5 5.5 5.5 5.5 [-] 
m_dot_water_removed 1.3 0.7 0.7 0.07 [kg/hr] 
V_dot_fresh 1.6 1.6 1.6 1.6 [cmm] 
V_dot_recirc 11.6 11.6 11.6 11.7 [cmm] 
V_dot_total 13.2 13.2 13.2 13.3 [cmm] 
W_dot_blower 0.065 0.064 0.240 0.23 [kW] 
W_dot_comp 0.402 0.456 0.458 0.461 [kW] 
W_dot_fan 0.029 0.032 0.033 0.033 [kW] 
W_dot_total 0.510 0.567 0.806 0.797 [kW] 
 
It should be noted that regardless of where the desiccant is placed, the required blower power includes the 
power necessary to overcome the pressure drop introduced by the desiccant. 
Table 3.2 presents some interesting results.  First, placing the desiccant immediately upstream or 
immediately downstream of the energy recovery device, points A and B, respectively, require similar amounts of 
central system work with point A seeing about a 10% savings over point B.  This is likely due to the fact that, with 
the desiccant at point A, the air entering the energy wheel from the desiccant is significantly warmer than the 
ambient air entering the wheel when the desiccant is at point B.  This warmer air allows the energy wheel to recover 
more of the sensible load, thus slightly reducing the total system work.  The primary difference between the two 
locations comes from the amount of water removed by the desiccant.  When the desiccant is placed at point A, it 
removes almost twice as much water as when it is placed at point B.  This is a result of the energy wheel recovering 
some of the latent load before it can reach the desiccant at point B.  When the desiccant is placed downstream of the 
mixing point (point C) or downstream of the central system (point D), the central system work increases by 
approximately 48%.  When placed at point C or point D, the desiccant sees the full 13 cmm ventilation flowrate as 
opposed to seeing only the minimum fresh air 1.6 cmm at points A and B.  Moving eight times more air through the 
desiccant results in a significantly higher pressure drop across the desiccant, this leads to significantly more work for 
the blower.  A particularly bad idea would be putting the desiccant at point D.  When the dehumidifier is put 
downstream of the central system, it removes very little water.  This is because the central system coil, although 
operating at a somewhat higher temperature, is still operating below the dew point of the ventilation airstream.  
Thus, the evaporator coil is removing most of the excess moisture from the airstream before it ever gets to the 
desiccant dehumidifier. 
It is evident from comparing Tables 3.1 and 3.2 that adding a desiccant dehumidifier does very little to 
improve the system.  Any gains from increasing the evaporator coil temperature are offset by the added pressure 
drop and the addition of the heat of condensation to the ventilation airstream.  It is also important to note that this 
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analysis assumed that waste heat from the condenser would be sufficient to recharge the desiccant.  If that were not 
the case, the central system would require even more work.  In closing, the best case scenario resulting from adding 
a desiccant dehumidifier would be total system work comparable to that of a Recirculation System, and the 
additional component would add complexity to the system.  The worst case scenario would be a system which 
drastically underperforms the simpler Recirculation System.  
3.4- Role of building thermal mass 
3.4.1. Introduction 
All real buildings contain thermal mass.  Furniture, appliances, and building materials are all capable of 
holding and releasing energy, thereby shifting and often reducing peak building loads.  It is very common today, 
however, to neglect thermal mass effects when calculating loads on residential buildings.  The approximation is 
quite justified when dealing with modern buildings in the United States.  Recall that the peak sensible heating and 
cooling loads for the ASHRAE house were on the order of about 9 kW and 5 kW, respectively.  With peak loads of 
this magnitude, residential buildings simply are not massive enough to store or discharge sufficient amounts of 
power to make a noticeable difference.  This, however, may not be the case with a low-energy house.  A low-energy 
house, with peak sensible loads on the order of 2 kW, may posses enough thermal mass to store and discharge 
significant amounts of energy on a diurnal basis, relative to daily peak loads. 
3.4.2. Assumptions and equations 
In order to model the thermal mass of the building, a number of assumptions must be made.  Given that this 
is a residential building, it was assumed that the thermal mass will come from walls or furniture.  It was also 
assumed that the building had two “north-south” interior walls and two “east-west” interior walls.  Figure 3.12 
illustrates the building layout. 
 
Figure 3.12- Building model including interior walls 
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A number of additional building assumptions were also made.  They are summarized in Table 3.3. 
Table 3.3-Building assumptions 
Variable  Value Assumption 
Length (L) 20 m Baseline Building 
Width (W) 10 m Baseline Building 
Height (H) 2.5 m Baseline Building 
wall density 1200 kg/m3 Gypsum Wallboards 
wall specific heat 1.08 kJ/kg-K Gypsum Wallboards 
Exterior wall window area 15%  Baseline Building 
hwall,avg 2 W/m2-K Vertical, 2.5 m flat plate 
 
The other source of thermal mass comes from the furniture and other contents.  A number of contents-
related assumptions were also necessary.  These assumptions are summarized in Table 3.4. 
Table 3.4- Contents assumptions 
Variable  Value Assumption 
Surface to Volume ratio 12-40 m-1 Range between book and 0.5 m cube 
Contents height 1.0 m Approximation  
Content mass 7000 kg Military moving allowance  
Contents density 720 to 1400 kg/m3 Range wood to HDPE 
Contents specific heat 1.3 to 2.2 kJ/kg-K Range wood to HDPE 
hcontents,avg 1.56 W/m2-K 1.0 m @ 1.0°C 
 
Determining the active thermal mass contributed by the walls is fairly straightforward and given as 
equation [3.1] 
wallswallswalls Vm ρ=   [3.1] 
Here, ρwalls is the density of the wallboard and Vwalls is the active thermal volume of the walls.  The active thermal 
volume of the interior walls is given by equation [3.2]. 
_walls wall surface activeV A δ=  [3.2] 
Awall_surface represents the interior wall surface area.  It is very important to note that δactive does not represent the wall 
thickness, but rather represents the depth of the active thermal mass.  A simple finite element calculation was 
performed to determine the active depth for gypsum wallboard.  Calculations generated a value for δactive of 8mm.  
The details of this calculation are presented in Appendix E.  Wall surface area is computed quite simply from 
equation [3.3]. 
( ) ( )_ 6 6 0.15 2 2wall surfaceA LH WH LW LH WH= + + − +  [3.3] 
A similar procedure was used to determine the active thermal mass of the building contents.  The only 
noteworthy difference came in calculating the surface area of the contents, given in equation [3.4]. 
_ 2 2 2cont surface cont cont cont cont cont contA L H L W W H= + +  [3.4] 
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Rather than assuming content dimensions Lcont, Hcont, and Wcont, a more general approach of assuming: the total 
content mass, content density, the content surface to volume ratio, and Hcont was used.  Thus, simultaneously solving 
equations [3.5] and [3.6] yielded Lcont and Wcont. 
( )cont cont cont cont contm L W Hρ=  [3.5] 
2 2 2_ _ cont cont cont cont cont contcont
cont cont cont
L H L W W HSurf Vol Ratio
L W H
+ +=  [3.6] 
Equation [3.7] and [3.8] can then be used to calculate the amount of heating or cooling the thermal mass can store 
and discharge. 
t
TmcQStore Δ
Δ=  [3.7] 
( )argDisch e ave surface ambientQ h A T T= −  [3.8] 
3.4.3. Results 
Storage and discharge capabilities were computed for the thermal mass of both the wall and the contents.  
Using mean values from Table 3.4, results for a 3.0°C temperature swing are summarized in Table 3.5. 
Table 3.5-Storage and discharge capabilities of building and content thermal mass 
 Walls Contents 
mactive thermal 6024 kg 1400 kg 
c 1.08 kJ/kg-K 1.75 kJ/kg-K 
∆Tswing 3°C 3°C 
Qstore 5.4 kWh 2.0 kWh 
have 2.0 W/m2-K 1.56 W/m2-K 
Asurface 628 m2 172 m2 
T-Tindoor 1.5°C 1.5°C 
Qdisc  1.3 kW 0.41 kW 
 
The storage and discharge values in Table 3.5 indicate that, in low-energy buildings, thermal mass of the walls plays 
a significant role.  For example, the walls alone are capable of storing 5.4 kWh.  Consider the temperature history 
presented in Figure 3.13 for a hypothetical “mild” day when the outdoor temperature reaches 27°C. 
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Figure 3.13- Mild day temperature history 
For approximately the first eleven hours of the day and for the final four hours, the ambient temperature is below the 
desired indoor temperature.  Thus, during those periods sensible loads on the residence can be handled by simply 
opening windows or utilizing some other form of natural ventilation.  Figure 3.14 is a plot of building sensible load 
versus time. 
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Figure 3.14- Plot of mild day sensible loads 
Building loads were determined as a function of time using the same modeling equations presented in Appendix B 
and used for the design day analysis.  The total sensible energy demand on the low energy building for this mild day 
can be calculated as 14 kWh since the load must only be integrated over the hours when the ambient temperature is 
above the desired indoor temperature.  On this mild day, the walls alone are capable of storing nearly 39% of this 
mild day demand.  The contents and walls together can store 7.4 kWh or 52% of day’s demand!  
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It should also be noted that the walls are capable of discharging all the energy they store in just over four 
hours, given an average wall surface to room air temperature difference of 1.5°C and an average wall heat transfer 
coefficient of 2 W/m2-K.  A 1.5°C temperature difference is reasonable and the wall heat transfer coefficient is 
calculated using empirical correlations for a vertical, flat plate, which is an appropriate approximation for an interior 
building wall.  The furniture, however, is a slightly more complicated matter.  Since the values calculated in Table 
3.5 utilized an average material density and average specific heat, it may be useful to calculate values using the 
extremes of the ranges listed in Table 3.4.  Table 3.6 shows the effect of changing these furniture values to the 
extremes listed in Table 3.4. 
Table 3.6- Storage and discharge capabilities of all wood and all HDPE contents 
 All Wood All HDPE 
Surface to Volume Ratio 12 m-1 40 m-1 12 m-1 40 m-1 
mactive thermal 616 kg 2184 kg 616 kg 2184 kg 
∆T 3°C 3°C 3°C 3°C 
Qstore 0.66 kWh 2.4 kWh 1.13 kWh 4.0 kWh 
have 1.56 W/m2-K 1.56 W/m2-K 1.56 W/m2-K 1.56 W/m2-K 
Asurface 116.7 m2 388.9 m2 60 m2 200 m2 
T-Tindoor 1.5°C 1.5°C 1.5°C 1.5°C 
Qdisc  0.27 kW 0.91 kW 0.14 kW 0.47 kW 
 
Table 3.6 illustrates how sensitive the contents thermal mass calculations are to material assumptions and 
surface to volume ratio assumptions.  Storage and discharge values change greatly with changing material and 
surface to volume assumptions.  At one end of the spectrum, the contents storage capacity is less than 5% of the 
mild day demand.  At the opposite end, the storage capacity is 28% of the mild day sensible demand.  In any case, 
the contents are capable of fully discharging their stored energy in less than 8.5 hours.  Thus, it is reasonable to 
assume that the contents will be able to completely discharge all of their stored energy.  It is also reasonable to 
assume that actual storage values will be more toward the larger values in Table 3.6since most building contents 
tend to have fairly large surface to volume ratios.  Therefore, the thermal mass of the building contents, when 
coupled with the mass of the building walls will store and discharge a significant percentage of a mild day energy 
demand.  . 
It has been shown that thermal mass contributions from the building walls and contents are significant 
relative to mild day sensible cooling demands.  It is quite reasonable to assume that these contributions would only 
increase in significance on even milder days.  Recall that building peak loads were calculated using 99% frequency 
of occurrence climate data from ASHRAE.  Thus, there are only 3-4 peak heating days and 3-4 peak cooling days 
per year.  That leaves over 350 days per year where the building is operating at less than peak loading.  Loads on 
off-design heating days are greatly reduced due to smaller indoor to outdoor temperature differences reducing 
conduction losses.  Off-design cooling days see a somewhat more modest load reduction due to the solar dominance 
of the total cooling load.  Conduction loads are smaller during cooling due to the smaller indoor to outdoor 
temperature difference.  Therefore, in low-energy building calculations, building thermal mass should not be 
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neglected.  This mass is capable of storing and discharging significant amounts of energy, relative to the building 
loads, and is able to noticeably shift or reduce both peak and off-design heating and cooling loads. 
3.5- Summary of centralized system 
Through simulation and modeling of a low energy residence with a centralized HVAC system, a number of 
things were learned.  It was determined that ductwork is not needed on a winter design day because peak loads can 
be met by simply heating the minimum ventilation air to 60C.  However ductwork is a necessity due to ventilation 
requirements of a summer design day.  Although ductwork is required, the maximum ventilation flowrate needed is 
on the order of 16 cmm, which is less than half today’s typical ventilation flowrate of 34 cmm (~1200 cfm).   
It was also learned that decoupling of sensible and latent loads through the use of a solid desiccant 
dehumidifier is probably not worth pursuing.  The additional heat of condensation added to the airstream along with 
the additional pressure drop introduced by the dehumidifier appear to offset any gains made by operating the 
evaporator coil at a higher temperature.  In decoupling the loads, the central system does nearly the same amount of 
work as it does when both sensible and latent loads are handled at the evaporator coil.  This analysis assumed that 
the desiccant would be able to be completely recharged using condenser waste heat.  If this were not the case, the 
system including the desiccant dehumidifier would certainly under-perform the simpler system treating both sensible 
and latent loads at the evaporator coil. 
Finally, the effect of building thermal mass was investigated.  It was determined that, in a low energy 
residence, the building posses enough mass to appreciably impact thermal performance.  The storage capability of 
building walls and contents is quite significant, especially when compared to mild day loads.  In fact, the building 
walls and contents were shown to be able to store up to 52% of the sensible cooling demand on a sample mild day.  
It was also shown that building thermal mass is capable of fully discharging that stored energy in less than five 
hours.   
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Chapter 4- Decentralized Systems 
4.1- Ductless split systems 
4.1.1. Mechanical dehumidification 
One type of decentralized system uses ductless split systems throughout the building to perform sensible 
zone cooling.  These split systems are paired with a small central dehumidifier which handles the entire latent load 
on the building by dehumidifying the ventilation stream.  This allows the central system to act only on the minimum 
fresh air requirement (~1.6 cmm).  Such a system is represented schematically in Figure 4.1. 
 
Figure 4.1- Schematic of a ductless split system  
In order to size the system, a design cooling day will be simulated.  St. Louis conditions will be used again and a 
concentrated solar load of 530 W will be applied to room one.  The sensible units in room one and room two allow 
for those room temperatures to be preset to the previously used setpoint of 24°C.  The indoor relative humidity will 
be set to 60% in room one, the location of the ventilation return.  Infiltration and internal loads were both assumed to 
be evenly distributed between the three rooms.  The room energy balances are the same as those detailed in 
Appendix C. 
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The requirements for each component of the system are summarized in Table 4.1. 
Table 4.1- Ductless split system requirements 
  Unit     
  Mini-1 Mini-2 Central ventilation Total System units 
A_a_evap 7.6 4.0 1.7 13.3 [m^2] 
COP_cyc 6.4 6.9 4.3 5.5 [-] 
COP_sys 5.1 5.1 3.9 4.6 [-] 
Q_dot_sens 1.05 0.47 0.52 2.03 [kW] 
Q_dot_lat 0.00 0.00 0.41 0.41 [kW] 
V_dot 11.8 7.3 1.7 20.7 [cmm] 
W_dot_blower 0.024 0.015 0.007 0.045 [kW] 
W_dot_fan 0.013 0.006 0.012 0.031 [kW] 
W_dot_comp 0.162 0.068 0.215 0.445 [kW] 
W_dot_unit 0.204 0.092 0.236 0.531 [kW] 
 
It is evident in Table 4.1 that the least efficient component of the system is the central unit.  The COP of the central 
unit is 23% less than the COP of either of the two sensible units.  This is not altogether surprising.  Since the central 
unit must handle the entire latent load, the central coil must operate at a fairly low temperature.  This requires more 
compressor power.  In fact, the central unit requires 33% more compressor power than its nearest sensible unit 
competitor.  The central unit compressor power accounts for 48% of the total compressor power requirement for the 
entire system. 
The sensible units do require more blower power, however.  This is a consequence of the pressure drop 
associated with blowing more air over warmer coils.  The sensible units require 87% of the total blower power for 
the whole system.  This penalty for moving more air is a fairly minor one, however, since the total blower power of 
45 W for the entire system only represents 8% of the total power requirements. 
Table 4.2 lists the temperature and humidity distribution throughout the building.  It is evident that the 
temperature and humidity levels lie within the ASHRAE comfort zone at any location in the building.  In fact, the 
calculated temperature in room 3 is the desired setpoint of 24°C.  This coincidence is likely due in part to the fact 
that the central unit, which discharges into room three, handles 0.52 kW or 25% of the total sensible load in addition 
to the entire latent load. 
Table 4.2- Temperature/humidity distribution 
Room Temperature Relative Humidity 
R1 24°C (set) 0.60 (set) 
R2 24°C (set) 0.54 (calculated) 
R3 24°C (calculated) 0.48 (calculated) 
4.1.2. Desiccant dehumidification 
Table 4.1 indicates that the mechanical dehumidifier is the “weakest link” in the system diagramed in 
Figure 4.1.  Thus, it may prove beneficial to replace the mechanical dehumidifier with a desiccant dehumidifier.  
This system is represented schematically in Figure 4.2. 
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Figure 4.2- Schematic of a ductless split system with desiccant dehumidification 
The same analysis which was run using the mechanical dehumidifier was run again using a desiccant 
dehumidifier.  The only difference is the use of one additional ductless split unit in room three.  This is necessary to 
maintain comfort since the desiccant dehumidifier essentially converts latent load into sensible load.  The presence 
of the additional ductless split unit ensures that room three will not overheat, since the additional sensible load 
released by the desiccant is being exhausted directly into room three.  The performance of the system shown in 
Figure 4.2 is summarized in Table 4.3. 
Table 4.3- Ductless split system with desiccant dehumidification performance 
 Unit    
  Mini-1 Mini-2 Mini-3 desiccant  Total system units 
A_a_evap 8.1 4.5 7.6 NA 20.1 [m^2] 
COP_cyc 6.6 7.1 6.6 NA 7.7 [-] 
COP_sys 5.1 5.0 5.1 NA 5.9 [-] 
Q_dot_sens 1.05 0.47 0.98 0.00 2.49 [kW] 
Q_dot_lat 0.00 0.00 0.00 0.39 0.39 [kW] 
V_dot 13.0 9.2 12.1 1.6 35.8 [cmm] 
W_dot_blower 0.026 0.019 0.025 0.006 0.076 [kW] 
W_dot_fan 0.013 0.006 0.013 0.000 0.032 [kW] 
W_dot_comp 0.159 0.066 0.148 0.000 0.372 [kW] 
W_dot_unit 0.204 0.094 0.190 0.000 0.488 [kW] 
 
Comparing Tables 4.1 and 3 shows a reduction in total system power of approximately 8%, in spite of the 
fact that the system moves 73% more air than the system using mechanical dehumidification.  This is reflected 
mainly in the 69% increase in required blower power.  Although the desiccant ultimately requires more air 
movement, the increase in blower power is offset by the 16% decrease total compressor power.  The desiccant 
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Toutdoor=33.9°C 
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replaces the rather inefficient mechanical dehumidifier and, although another ductless split unit is required, the 
additional unit is able to operate rather efficiently.    
It is very important to note that the numbers presented in Table 4.3 inherently assume a physical set-up 
similar to that presented in Tsay et al. (2006) and Dhar and Singh (2001).  That is, condenser waste heat may be 
successfully harvested to regenerate the desiccant dehumidifier.  However, it may be rather difficult to accomplish 
this task with multiple condensers distributed around the building.  The desiccant system saves a total of 43 W if 
there is no energy required to regenerate the desiccant.  The desiccant will require at least the heat of condensation it 
added to the ventilation stream for regeneration.  In this analysis, that heat of condensation is 390 W.  Thus, if 
additional energy is required to regenerate the desiccant, the 43 W of savings will be consumed rather quickly. 
4.2- Wall panel cooling and secondary loop systems 
Another type of decentralized system handles sensible cooling loads through chilled wall or ceiling panels.  
In this type of system, latent loads are still handled by a central dehumidifier.  Wall panel cooling transfers heat via 
convection and radiation, so there is no need for fans or blowers.  The drawback, however, is the need to maintain 
the panel surface temperature above the room’s dew point temperature.   
For a room maintained at 24°C and 60%, the dew point temperature is 16°C.  In order to ensure condensate 
does not form on the wall panels, a wall surface temperature of 18°C was assumed.  In order to account for heat 
transfer disruption due to furniture placement, a panel height of 1.5 m was assumed.  It was further assumed that a 
central mechanical dehumidifier would be used rather than a desiccant, since effectively using condenser waste heat 
to recharge the desiccant would be extraordinarily difficult due to the distributed nature of a wall panel system.  
Recall from Table 4.1 that a mechanical dehumidifier handles 0.5 kW of sensible load along with the entire latent 
load.  Thus, the peak sensible load on the wall panels will only be approximately 1.5 kW.  Knowing the wall surface 
temperature, the panel height, and the peak load, a total panel area of 32 m2 can be calculated, using the convection 
correlation found in Incropera (2002) and a simple energy balance.  The details of this calculation may be found in 
Appendix G. 
A panel area of 32 m2 along with a panel height of 1.5 m results in an aggregate panel width of 21 m.  
Recall from Appendix B that it was assumed that 15% of the building wall area was occupied by windows 1.0 m in 
height.  This implies an aggregate window width of 23 m.  It was also assumed the building had two doors, 1 m 
wide each.  Therefore, the panel width, the aggregate window width, and the door with total to 44 m, which is less 
than the total building perimeter of 60 m. 
Wall panels transfer heat via radiation and convection and therefore require neither fans nor blowers.  The 
input power required of a wall panel comes in the form of compressor power.  The amount of required compressor 
power depends on the temperature difference between the wall surface and the evaporator.  This relationship is 
presented in Figure 4.3. 
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Figure 4.3- Required compressor power versus wall surface/evaporator temperature difference 
Assuming optimistically that the evaporating temperature is only 1°C colder than the 18°C wall surface temperature 
yields 0.207 kW of compressor power.  This represents a savings of 10% of the 0.230 kW compressor power 
requirement of the ductless split units listed in Table 4.1.  This is a very optimistic value, however, since a 
compressor efficiency of 0.7 was assumed.  In all likelihood, since the wall panel system is distributed around the 
building, a number of smaller compressors would probably have to be used, rather than one large compressor.  
These smaller compressors would almost certainly be less efficient.   
Results from the wall panel analysis imply that a secondary loop system would also probably fail to yield 
significant energy savings.  A chilled ceiling panel system has the advantage of utilizing ceiling area, so its 
performance is not affected by furniture placement.  However, a chilled ceiling panel system also has an additional 
temperature difference between the wall surface and the refrigerant temperature.  There is a temperature difference 
between the refrigerant and the water and a temperature difference between the water and the wall surface.  If that 
additional temperature difference adds another 1°C to the difference between refrigerant and wall surface, Figure 4.3 
indicates a minimum compressor power requirement of 0.217 kW, or a mere 6% savings compared to the ductless 
split system.  A secondary loop system, however, has a pumping power requirement to move the water through the 
circuit.  If the total power requirement of the secondary loop system is to be less than the requirement of the ductless 
split system, then the pressure drop in the water circuit must be less than 200 kPa, assuming a 1°C temperature 
change in the water and a pump efficiency of 100%!  It is almost certain that the water side will experience a greater 
pressure drop than 200 kPa and it is very unlikely that such a system would realize significant energy savings over a 
ductless split system. 
In climates where heating loads dominate and (particularly the latent) cooling loads are less than St. Louis 
factor, wall panels may offer an efficiency advantage.  Consider the 32 m2 of wall panel area calculated above.  In 
order to supply the 2.2 kW of peak sensible heating load, a surface temperature of 28°C is required to maintain a 
room temperature of 20°C.  If a 1°C temperature difference across the cosmetic panel covering is still assumed, that 
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corresponds to a 29°C condenser temperature.  A traditional heat pump heating air to 40°C requires a condenser 
temperature of approximately 42°C and compressor power of 1.07 kW.  If condenser temperature is reduced to 
29°C, that reduces compressor power by 30% to 0.75 kW.  The major unknown is whether exterior wall panels can 
be defrosted as easily as conventional outdoor coils.  
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Chapter 5- Discussion 
The thermal behavior of a low energy residence has been thoroughly investigated.  It has been found that 
low energy buildings are no more likely to experience unacceptable temperature variations within the building than 
buildings of traditional construction.  Load non-uniformities such as solar loading concentrated on a single face of 
the building and concentrated zone loads such as a 2 kW oven have been simulated.  Above the 8°C balance point, 
even with these concentrated loads, temperatures throughout the building may be kept in the comfort zone by 
increasing internal air circulation (e.g. increasing blower speed in a central a/c system) or through simple window 
management.  
Four types of cooling systems have been evaluated by simulating performance on a design cooling day in 
St. Louis, MO.  These include centralized and decentralized systems with mechanical and desiccant 
dehumidification.  The cooling design day performance of each system is summarized in Table 5.1. 
Table 5.1- Summary of cooling system performance (Tamb=33.9°C)  
 Mechanical Dehumidification Desiccant Dehumidification  
 
Centralized 
System 
Decentralized 
System 
Centralized 
System 
Decentralized 
System units 
A_a_evap 10.4 13.3 11 20.1 [m^2] 
COP_cyc 5.5 5.5 4.4 7.7 [-] 
COP_sys 4.5 4.6 5.5 5.9 [-] 
Q_dot_sens 2.1 2.03 2.5 2.5 [kW] 
Q_dot_lat 0.43 0.41 0.43 0.39 [kW] 
V_dot 13 20.7 13 36 [cmm] 
W_dot_blower 0.057 0.045 0.065 0.076 [kW] 
W_dot_fan 0.033 0.031 0.029 0.032 [kW] 
W_dot_comp 0.464 0.445 0.402 0.372 [kW] 
W_dot_unit 0.566 0.531 0.510 0.488 [kW] 
 
Table 5.1 shows that all four configurations require similar amounts of total power.  This is not surprising since all 
sensible cooling, regardless of dehumidification method, is accomplished using a vapor-compression cycle.  The 
results presented for the desiccant-based systems are based on the optimistic assumption that desiccant regeneration 
can be accomplished by recovering at least 39 W of waste heat from the outdoor units.  In practice, the differences 
between the two dehumidification approaches may be much smaller. 
Given a particular method of dehumidification, decentralized systems perform somewhat better than well-
designed centralized counterparts, although total energy savings are on the order of 4-6%.  Using mechanical 
dehumidification, this savings comes from the blower, due to the absence of interior ductwork, and from the 
compressors in the room a/c units, because they can operates at a higher suction pressure when performing sensible-
only cooling.  Desiccant dehumidification also requires even less power from a decentralized system, mainly 
because all the compressors are operating in sensible-only mode because the desiccant has converted 0.39 kW of 
latent load into sensible load.  Total blower power actually increases slightly to provide the additional air flow rate 
needed to enable the room units to operate above the dew point.  In this latter case there is no reduction in blower 
power, due to the increased air flow rate needed to handle the additional 0.39 kW of sensible load introduced by the 
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desiccant converting latent load to sensible load.  The real power savings comes from the compressors, due to the 
higher suction pressures in evaporators operating above the dew point. 
Variations in blower power also impact the total.  The components of blower power for the four systems 
are summarized in Table 5.2. 
Table 5.2- Breakdown of blower power 
 Mechanical Dehumidification Desiccant Dehumidification   
 
Centralized 
system  
Decentralized 
system  
Centralized 
system 
Decentralized 
system  units 
Evaporator coils 0.025 0.041 0.026 0.070 [kW] 
Energy Wheel 0.004 0.004 0.004 0.004 [kW] 
Ducts 0.028 0.000 0.032 0.000 [kW] 
Desiccant 0.000 0.000 0.003 0.003 [kW] 
Total Blower power 0.057 0.045 0.065 0.076 [kW] 
 
The decentralized system must always move more air than its centralized counterpart, so pressure drop across the 
evaporator coils is always greater for the decentralized system.  However, this increase is offset by the benefit of 
having no duct pressure drop as in the case of mechanical dehumidification.  Desiccant dehumidification reveals the 
opposite trend.  The additional 0.39 kW of sensible load requires much more air movement from the decentralized 
system, increasing the power required for moving that air over the evaporator coils.  This additional power is not 
offset by the loss of the duct pressure drop and the central system blower. 
Wall panel and secondary loop systems were other types of decentralized system investigated.  Wall panels 
presented the possibility for a 10% savings in compressor power.  This savings, however, was very much dependent 
on some rather optimistic assumptions.  Namely, that the evaporating temperature only needed to be 1°C below the 
wall surface temperature of 18°C and that the compressor operated at a rather high efficiency of 0.7.  In practice, the 
1°C temperature difference may be difficult to maintain due to aesthetic reasons.  Also, due to the distributed nature 
of a wall panel system, a number of small compressors may be used rather than one large compressor.  It may be 
difficult to obtain small compressors having such high efficiency.   
Wall panel results also indicate that a secondary loop system would also probably fail to yield significant 
energy savings.  Introduction of a water loop also introduces an additional temperature difference between the 
evaporator and the wall surface.  An additional 1°C reduces compressor savings to 6% compared to the ductless split 
system.  However, a secondary loop system also requires a pump to circulate the chilled water through the circuit.  
Given the necessary water flow rates and pressure drop, the pump power requirement will at least negate the 
aforementioned energy savings.   
The heating season was also investigated.  It was found that, for the St. Louis climate, the indoor coil must 
be sized for the cooling load while the outdoor coil must be sized for the heating load.  A 410A heat pump and a 
410A a/c are compared in Table 5.3. 
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Table 5.3- Heat pump indoor coil on heating and cooling design days 
 410A heat pump 410A AC units 
 Indoor coil Outdoor coil Indoor coil Outdoor coil   
UA 0.28 0.90 0.52 0.77 [kW/K] 
LMTD 8.0 1.8 4.5 3.9 [K] 
inlet delta T 22 4.0 10.8 8.8 [C] 
COP_cyc 3.5 5.5 [-] 
V_dot_indoor 5.6 12.6 [cmm] 
W_dot_comp 0.643 0.464 [kW] 
T_supply 40 16 [C] 
 
The inlet temperature difference (Tair-Trefrigerant) at the indoor coil is over twice as large in the heating season than in 
the cooling season, due to the requirement for high-temperature supply air.  The larger LMTD requires a smaller 
UA, so the indoor coil must be sized from the cooling season.  The opposite is true of the outdoor coil.  The load on 
the outdoor coil is twice as large during the cooling season than during the heating season, requiring a large increase 
in air temperature across the coil.  This larger LMTD on the outdoor coil requires a smaller UA during the cooling 
season .  Thus, the outdoor coil must be sized from the heating season when the required air temperature change is 
small For a central system it was found that integrating the domestic hot water system will require oversizing the 
compressor, but it is still a viable option.  In cooling mode, a central system condenser must reject about 3 kW of 
heat.  Given daily domestic hot water demand of 12.1 kWh/day, the hot water tank will recharge in just over four 
hours.  It’s not completely free, however, since the 410A system will need to reject heat at an elevated temperature 
in order to heat water to the desired temperature of 60°C.  Another way to characterize the system would be as a 
water heater that provides free air conditioning for 4 hours per day. 
In heating mode, the heat pump and the hot water tank must operate simultaneously if comfort is to be 
maintained.  This is not problematic, however, if the heat pump compressor is oversized to 4 kW, as illustrated by 
the following conservative example (design day, storage depleted and must be fully recharged).  If the building walls 
are warmed 3°C above the setpoint, they are capable of storing 5.4 kWh and can discharge that energy at a rate of 
1.3 kW.  So, the walls can handle 1.3 kW of the 2.2 kW of sensible load.  The walls can do this for four hours and, 
during those four hours, the central system must only supply 0.9 kW.  The remaining 3.1 kW can be used to 
recharge the hot water tank.  At 3.1 kW, the hot water tank will be fully recharged before the walls completely 
discharge their stored energy.  More typical off-design operation would recharge the tank for shorter intervals 
throughout the day, requiring only minimal reliance on thermal storage. 
The transcritical cycle using carbon dioxide (R744) as a refrigerant is already in commercial use for 
domestic water heating, primarily in Japan.  Since it rejects heat at a higher temperature than R410A, it may also be 
considered a candidate for space heating applications, especially when high supply air temperatures are desired.  
Appendix J explores the potential for using carbon dioxide systems. 
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Chapter 6- Conclusions 
The most promising HVAC technologies for use in low energy residences have been identified.  
Decentralized systems can offer a 4-6% energy savings over their centralized counterparts.  A centralized system, 
however, may be easily integrated with the domestic hot water system.  Unless future hot water demands are 
reduced through conservation, the compressor must be oversized to 4 kW to meet the 3-hr recharge constraint, and 
must operate in tandem with space heating during winter.  However it appears that the building’s thermal mass will 
be sufficient to permit tandem operation without further oversizing of the compressor.   
Pairing a vapor compression cycle with a desiccant dehumidifier was also investigated.  It was found that 
the use of desiccant dehumidification resulted in a reduction in total system power of 8-10% over the same system 
utilizing mechanical dehumidification.  However, this energy savings relies on the optimistic assumption that 
condenser waste heat may be used to accomplish desiccant regeneration.  This may be difficult to accomplish in 
practice, especially on off-design days when condensers reject heat at cooler temperatures.  If that is the case, the 
efficiencies of mechanical and desiccant dehumidification may be comparable, with the mechanical option favored 
on the basis of minimal maintenance cost. 
Wall panel and secondary loop systems were also investigated.  It was found that both systems can offer 
modest energy savings, 10% and 6% respectively, over a ductless split system.  These savings, however, are very 
sensitive to optimistic assumptions (regarding compressor efficiency and pumping power) made in the analysis.  In 
practice, a wall panel system would not likely yield significant energy savings unless the small compressors 
necessary for such a distributed system can achieve the same isentropic efficiency as large ones.  Secondary loop 
systems would also likely fail to yield significant energy savings due to required pump power to circulate the water 
through the circuit. 
It was found that sizing of the indoor heat exchanger should be done under cooling conditions.  This is a 
result of the smaller inlet temperature difference between the incoming air and refrigerant during the cooling season.  
This resulted in a smaller LMTD and a larger UA.  The opposite is true of the outdoor heat exchanger, which must 
be sized for heating.  The inlet temperature difference on the outdoor coil is smaller during the heating season, 
resulting in a smaller LMTD and a larger UA.   
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Appendix A- Review of Literature 
There has been a great deal of work done in evaluating and analyzing HVAC systems designed for energy 
efficiency.  Efficient systems ranging from conventional systems operating with high system COP to systems 
utilizing building thermal mass, load decoupling, radiant panels and other technologies have been the subject of 
much investigation.  This review represents a brief summary of recent work examining both energy efficient 
buildings and energy efficient HVAC systems. 
A.1- Energy efficient buildings 
Torcellini et al. (2004) discussed a U.S. Department of Energy report which documented the performance 
of six commercial buildings that were all designed and built with the initial goal of reducing energy consumption 
and costs.  Each building met with a degree of success, but the gains in energy efficiency were dependent on the 
initial goals specific to each building.  The biggest gains were seen in the optimized parameter for the individual 
building.  For example, four of the six buildings set energy cost savings goals.  One strived for, and achieved a 
LEED 1.0 Platinum Rating.  The last building strove for a net-zero energy performance.   
All of the buildings realized some energy cost savings with the largest savings going to the buildings that 
were optimized on that parameter.  Savings ranged from 12% to 67%, but these values were below the target value 
set by the designers.  They suggested possible causes.  They cite design team optimism of the behavior of building 
occupants and their acceptance of building systems.  They also cite over predictions made regarding daylight 
contribution and insulation values.  Specifically regarding HVAC systems, he suggests using traditional dampers 
rather than automated windows to provide natural ventilation because of the difficulty in the control logic required 
and the integration of it with the rest of the HVAC system.  He also mentions the response times for components 
such as underfloor air distribution systems must be taken into account. 
Branco et al. (2004) experimentally evaluated the performance of the “Solar Complex of Plan-les-Ouates”, 
located near Geneva, Switzerland, over the course of one year.  This complex was initially designed to consume a 
minimum amount of energy through the use of renewable energy resources such as:  a solar roof, buried ventilation 
pipes, and exhausted air heat exchangers.  The structure was evaluated in terms of a gas-energy use index.  The 
measured index was 246 MJ/m2 per year compared to the predicted value of 160 MJ/m2 per year. 
They specifically cited some of the possible causes of the building’s underperformance.  First, the buried 
ventilation pipes saved very little energy, reduced heat exchanger efficiency since they were in concurrence, and 
added additional installation and maintenance cost and complexity to the system.  Also, the initial design team did 
not take into account the real operating conditions, real component performance and real weather conditions.  And, 
although the solar roof is of very high quality, it was not well adapted to the rest of the technical system.   
They stated the lessons learned by this study.  When designing an energy efficient building, a well-
controlled and insulated envelope is of primary importance.  Secondly, the overall energy concept must be both 
simple and consistent.  Also, complexity of technical systems and installation must be carefully controlled.  Finally, 
when utilizing innovative systems, steps must be taken to evaluate and monitor their performance, as they will most 
likely not perform completely as expected. 
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Karlsson and Moshfegh (2006) investigated the effect of changing boundary conditions and control 
strategies on indoor climate and energy demand in a low energy residence located on the west coast of Sweden.  A 
low energy house uses minimal amounts of energy for heating and does not have conventional heating systems.  
This is often achieved using thick insulation, air-tight construction, heat recovery in ventilation, and high 
performance windows.  The specific house investigated had no need for a cooling system given its Nordic location.  
A numerical simulation was favorably compared to experimental data taken over the course of one year.  The 
simulation was then run under various different conditions.  For example, they found that changing the insulation 
thickness had a marked effect on energy demand.  They found a change in U-value of 0.1 W/m2 K resulted in an 
increased energy demand of about 625 kWh annually.  He also found that increasing the indoor set point from 21 to 
23°C increased the demand on the electrical resistance heater by 355 kWh annually.  Windows also played an 
important role in energy demand.  The windows used on the house were high-performance triple glazed windows.  
Switching to ordinary triple glazed windows increased the heating demand by 100 kWh annually.  Switching to 
double glazed windows increased heating demand by 615 kWh.  It should be noted that the Nordic location of this 
house also played a large role in overall performance.  Common instances of overheating were noticed when the 
climates of Brussels and Lisbon were simulated. 
Wall (2006) monitored energy performance and differences in predicted and actual performance of energy-
efficient terrace homes near Gothenburg, Sweden.  She was able to identify parameters essential in successfully 
reducing space heating demand and maximum peak load.  First, the air tightness of the building is of critical 
importance.  The average air tightness of the homes was measured at 0.05 air changes per hour (ach), which is 
37.5% of the minimum air tightness of 0.13 ach required by Swedish building codes.  She also identified energy-
efficient windows as critical in limiting thermal losses to the same order as the solar gains through the windows.  
The number of occupant and their behavior can drastically impact building performance, specifically with respect to 
the temperature set-point.  Wall found that increasing the set-point from 20°C to 26°C resulted in a threefold 
increase in space heating demand.  The occupants’ acceptance of temperature fluctuation is also important.  If the 
temperature is to be maintained constant, then the building thermal mass cannot be used to store excess energy.  But, 
an allowable temperature fluctuation between 20°C and 23°C was found sufficient to utilize the thermal mass’s 
storage of solar and internal gains.  Wall also identified losses associated with a poorly insulated and oversized 
domestic hot water system.  Although the homes examined did not perform quite as well as predicted in the design 
stage, they were able to realize a 40% reduction in purchased energy when compared to a home built to normal 
Swedish standards. 
A.2- Thermal storage 
Darkwa et al. (2006) assessed the thermal effectiveness of incorporating phase-change materials (PCMs) 
into building drywall.  Specifically, they investigated randomly mixed and laminated PCMs.  They also looked at 
the effects of three different phase-change zones (narrow, intermediate, and wide).  Incorporating PCMs into 
building walls allows for the use of the latent heat of the PCM in moderating and stabilizing a room’s temperature.  
They found that the laminated PCM with the narrow phase-change zones would be the most effective in moderating 
the nighttime temperature in a passively-designed room; outperforming the randomly mixed PCM board by 17%.  
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Kim and Darkwa (2003) numerically simulated and compared the performance of randomly mixed and 
laminated PCM wallboard systems.  They used a finite-differencing method to solve for the temporal temperature 
distribution in the wall.  Three distinct temperature regions were identified corresponding to a sensible heat release, 
a latent heat release, and another sensible heat release.  They found that, by laminating the PCM material, the spatial 
temperature variation was reduced to one dimension.  Also, the laminated system had a latent heat release which 
occurred at a constant temperature.  The randomly mixed system displayed a temperature gradient during the latent 
heat release period.  This was attributed to multi-dimensional effects not present in the laminated system.  The 
presence of this gradient indicated that the laminated system has a better response with respect to storing and 
recovering heat at a particular temperature.  Kim and Darkwa also found that the laminated system resulted in a 20-
50% enhancement in heat flux and a 7-18% enhancement in heat transfer rate. 
Scalat et al. (1996) experimentally investigated the behavior of randomly mixed PCM wallboards 
compared to conventional wallboards.  They specifically wanted to asses the capability of the PCM wallboards in 
peak load shifting.  For a cold climate, a solar-powered storage system should be capable of attaining full charge in 
no longer than seven hours (during the warm and short winter day).  For a warm climate, the system must be able to 
completely discharge in no more than seven hours (during the cool summer night).  They found that, over an 8°C 
temperature change, the PCM wallboard charge/discharge time was less than seven hours.  As a result, they 
concluded that randomly mixed PCM wallboards could be used to effectively shift peak load times.  However, the 
necessary diurnal 8°C temperature swing may render these particular wallboards inappropriate for a residence 
occupied 16-24 hours per day.  Such a large temperature swing may only have practical applications in commercial 
buildings occupied 8-12 hours per day.  
Neeper (2000) investigated the amount of energy stored in randomly mixed PCM wallboard.  He found that 
daily energy stored depended strongly on:  melting temperature of the PCM, the temperature range over which 
melting occurs, and the latent capacity of the wallboard.  He specifically observed that the maximum energy storage 
occurs when the time-averaged wallboard temperature is equal to the PCM melting temperature and the PCM has a 
narrow phase-transition width of ±0.5°C.  Optimal PCM melting temperature depends on the average room 
temperature and, in the case of an exterior wall, on the average outdoor temperature along with the thermal 
resistance of the wall.  He also noted that use of PCM wallboards on an exterior wall has almost no effect on the 
amount of heat conducted through the envelope.  
Phase-change materials, however, are not the only possible source for thermal mass.  Building materials 
and furniture are also a significant source of thermal mass.  Keeney and Braun (1997) examined the effect of 
building precooling on peak cooling requirements.  The building under investigation was a 1.4 million ft2 office 
building located 15 miles west of Chicago.  The base for comparison came from the building’s night control set-up.  
The night control set-up used the chillers to maintain the desired occupied temperature during the day while the 
temperature setpoint is increased overnight, while the building is unoccupied.  Their goal was to develop a 
precooling strategy that would reduce peak cooling loads by 25%.  This would serve as an emergency strategy in the 
event one of the building’s four chillers was to become disabled.  They were able to meet their goal by using precool 
and occupied temperature setpoints of 68°F and 71°F, respectively.  However, total electricity use did increase, as 
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peak load reduction was the primary target.  They found though, that additional electrical use charge was almost 
completely offset by the savings from the reduction in demand.  They also applied their optimization program to the 
problem of minimizing costs over the course of a sample day.  This optimization implied possible monthly savings 
from precooling of more than $25,000.  This number is just and estimate though, and it should be noted that a 
practical cost minimization strategy must also account for changing weather conditions and days of the week.   
Rudd et al. (1990) investigated the effect of precooling in offsetting daytime demand in a commercial 
building.  The specific building, located in Jacksonville, Florida, was thirty-seven stories tall with approximately one 
million square feet of floor area.  The entire building, however, was not subject to experiment.  The ninth story was 
the test story and was precooled from 5 pm to 5 am, along with the eighth and tenth stories.  The fifteenth story was 
the control story.  They found an 18% reduction in daytime cooling load with no reduction in peak demand for the 
test story.  They also found that the ninth story received approximately twice the total cooling energy supplied to the 
fifteenth floor.  They did acquiesce to some extraneous factors in their work.  Since there were no seals between 
floors, infiltration from the warmer, surrounding floors was possible.  Also, the building’s envelope is comprised 
primarily of glass with relatively high thermal conductivity.  Due to the humid climate, the nighttime precooling air 
required conditioning, thus increasing evening energy costs.  It was further determined that the building mass energy 
storage effectiveness was only 19.8%, implying that the particular building examined may not have possessed 
sufficient thermal mass to enable effective precooling. 
Reddy et al. (1991) investigated whether single family residences contain sufficient thermal mass to 
effectively shave peak demand.  By neglecting latent loads, they modeled the residence as a 1R1C electrical network 
(one resistor, one capacitor).  The governing ODE was expressed in terms of a time constant and a ratio of solar load 
and internal generation to an effective U-value of the building.  The time constant was defined as the building heat 
capacity divided by the UA-value of the building.  They found experimentally determined time constants in the 
literature for nine different residences in dry climates.  They then solved the governing equation with the 
experimental time constants and assuming that a total internal change in temperature of 2°C was acceptable.  They 
found that for buildings with time constants greater than 35 hours, about six hours, which is approximately the 
length of the peak period, were required for the internal temperature to rise the 2°C.  For these buildings, one can 
simply turn the air-conditioner off during peak hours and still be within the 2°C comfort zone.   
This simple model can also be used to predict energy savings.  They took measurements at a residence with 
a previously determined time constant and building UA.  They found that their predictions were within about 10% of 
measured energy savings.  Although their model did neglect latent loads, the results do indicate that single family 
residences can posses thermal mass necessary to shift demand to off peak hours. 
A.3- Panel heating and cooling 
The use of radiant wall panels is far from a new idea, however, Kilkis (2006) optimized a hybrid HVAC 
system using composite radiant wall panels which could handle both sensible and latent loads.  Stand alone radiant 
wall panels, which can operate at moderate supply temperatures, are not capable of handling latent loads.  
Composite panels consist of two heat transfer components.  The first is a porous, radiant panel which handles the 
sensible load.  The second is a convective system that utilizes liquid desiccant cooling to handle the latent load and a 
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portion of the sensible load.  Ideally, the composite radiant wall panels would completely replace boilers, chillers, 
furnaces, air conditioning ducts and conventional HVAC units.  Kilkis calculated that for a typical house, the 
required panel area for a composite radiant wall panel system is about 30% of the floor area, for a room with 
outdoor exposure. 
Dieckmann et al. (2004) discusses the use of more traditional chilled ceiling panels to handle sensible heat 
loads while latent loads are handled via a small central system.  The panels are chilled by pipes running through 
them carrying chilled water.  This cools a room by a combination of radiation heat transfer and natural convection.  
This technology has been around for about fifty years and has had problems in the past.  Historically, the major issue 
has been with moisture condensing on the cooled ceiling surface.  This moisture can damage ceiling materials as 
well create conditions favorable to mold growth.  Modern systems avoid this by using a separate system to control 
the room’s humidity.  Radiant ceiling systems deliver cooling directly to spaces, thus decoupling the maximum air 
delivery from the cooling load.  Since radiation accounts for about half of the total sensible heat transfer into the 
room, the occupants are cooled more directly.  By directly cooling the occupants, the same comfort level may be 
realized at slightly higher building air temperatures, thus decreasing the cooling load. 
Imanari et al. (1999) performed a direct comparison between radiant ceiling panels with a ventilation 
source against a conventional all-air HVAC system.  They found some interesting results.  For instance, they found 
that the sensible load handled by the ceiling panels reduced the necessary volume of supplied air.  This had the 
double benefit of reducing drafts and reducing energy consumption for air transport.  A secondary advantage of 
reducing drafts is that the radiant system creates a smaller vertical temperature difference in the room.  They also 
found that, when cooling, the natural convection flows generated by the ceiling panels resulted in a cooled room 
with temperatures slightly warmer near the floor than at eye level.  This “warm feet, cool head” temperature 
distribution was found to be much more physically comfortable by the test subjects.  In addition to increased 
physical comfort, they also found that the radiant system required approximately 10% less energy (mainly from the 
air transport system) than the conventional system.  Their findings did also seem to indicate that ceiling-conduction 
losses were greater in the radiant system than in the conventional system.   
Ameen and Mahmud (2005) experimentally investigated the effectiveness of desiccant dehumidification 
and radiant ceiling panels.  Theyt found that, by decoupling the sensible and latent loads, chiller downsizing was 
possible.  For a ventilation rate of 10%, the chiller could be downsized by 13.3%, compared to the required chiller 
for a conventional all air system.  For a ventilation rate of 24.4% (ASHRAE Standard 62), the chiller could be 
downsized by 29%.  For a ventilation rate of 100%, such as in hospital operating rooms, the chiller could be 
downsized by 64.7%.   
Ameen and Mahmud found that the primary disadvantage of the hybrid system is the regeneration energy 
for the desiccant and the temperature rise of the desiccated air.  However, the use of waste heat or solar energy in 
desiccant regeneration does offer the possibility of additional energy savings, although these alternatives were not 
explored in the paper.  It was also noted that, the ventilation air was sufficiently conditioned by the desiccant, and 
that even in humid, tropical climates, condensation on the ceiling panels can be avoided.  They were able to 
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conclude that such a hybrid system is practically feasible and, under certain operating conditions, more economical 
than conventional systems.    
A.4- Air conditioning 
Before addressing the problem of air conditioning, it would be desirable to understand the relative 
contributions of sensible and latent loads to the total load.  Harriman et al. (1997) developed an indexing system 
which uses averaged, hourly temperature and humidity data in order to separate and directly compare sensible and 
latent cooling loads.  Ventilation Load Indexes (VLI) were calculated for 239 locations within the United States.  
They found that, except for desert climates, the latent loads are always larger than the sensible loads in the 
ventilation air stream.  This is true even in places such as San Antonio and Oklahoma City, which are commonly 
thought of as dry climates.  In fact, the latent loads usually exceed the sensible loads by a ratio of at least 3:1 and 
sometimes by as much as 8:1.   
One possible method of dehumidification is the use of either solid or liquid desiccants.  Dieckmann et al. 
(2004) discussed the use of liquid desiccant air conditioners in humidity control.  Currently, most of the liquid 
desiccant air conditioning market consists of applications which demand very precise humidity control.  They cite 
three main factors which reduce the efficiency of most units below practical levels.  These include:  accumulation of 
the latent heat of vaporization of the absorbed moisture in the absorber, low liquid desiccant concentration gradients 
which result in increased energy consumption from the fan and pump, and the use of the regeneration heat only 
once.  Modifications have been proposed though that would increase liquid desiccant cycle efficiency such as 
evaporatively cooled absorbers, use of high desiccant concentrations and the incorporation of multiple effect 
regenerators.  The real benefits of a liquid desiccant system seem to depend on the climate.  For example, in humid 
regions, liquid desiccant systems can provide dedicated ventilation air precooling and dehumidification.  By 
removing the latent load from the main air conditioning system, the system may operate at a higher evaporating 
temperature and increases in COP, relative to vapor compression equipment, of up to 20% can be realized. 
Dhar and Singh (2001) investigated the performance of four hybrid solid desiccant-vapor compression 
systems; a ventilation-condenser cycle, a recirculation-condenser cycle, a ventilation-heat exchanger cycle, and a 
modified ventilation-heat exchanger cycle.  Three of these four cycles had been analyzed in previous works by other 
investigators.  Each work came to different conclusions as to the effectiveness of the hybrid system as compared to a 
conventional vapor-compression system.  They compared these systems using a weighted energy consumption, 
where electrical energy was weighted by a factor of three to thermal energy.  For hot-dry ambient conditions, they 
found the ventilation-condenser cycle to have the lowest weighted energy consumption.  For hot-humid ambient 
conditions with high latent loads, they found the recirculation-condenser cycle to have the lowest weighted energy 
consumption.  For hot-humid conditions with low latent loads, they found that the conventional system 
outperformed all of the hybrid systems.  They also found that the operating parameters for the desiccant wheels 
strongly influenced the performance of the hybrid systems.  Most desiccant wheels have been optimized to achieve 
very low exit moisture content, and as a result, these operating parameters may not be the most desirable for a 
hybrid air-conditioning application.  They suggest optimizing the wheel’s operating parameters specifically for an 
air-conditioning application.   
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A.5- Heat recovery 
One element which is present in nearly all low energy residences is some type of heat recovery.  Besant and 
Simonson (2000) compare methods of energy recovery.  In particular, they discuss sensible heat exchangers and 
energy wheels (also called enthalpy wheels).  They found that often, the air-to-air heat and moisture exchanger net 
capital cost is the least first-cost design.  As such, the energy savings that result occur without any additional 
investment.  Additionally, since most HVAC designs are functional rather than optimal, air-to-air recovery devices 
are often undersized, which result in larger operating costs.  When integrated over the system life, these lost savings 
can exceed the initial cost of the exchanger by an order of magnitude. 
The choice between a sensible heat exchanger and an energy wheel comes down to a question of 
environment.  Sensible heat exchangers recover more energy in colder, dryer climates while energy wheels perform 
better in warmer, more humid climates.  This is partially a result of the energy wheel’s ability to simultaneously 
exchange heat and moisture with the exhaust stream. 
Dieckmann et al. (2003) also discuss sensible heat exchangers and energy wheels.  They mentions two key 
requirements which must be met if either energy recovery device is to operate effectively.  First, the flow rate must 
be at least 75% of the makeup flow rate.  Second, the heat gained by the exhaust air in the return and ductwork must 
be small.  If these requirements are met, cooling and heating energy, in a reasonably tight building, can be reduced 
by up to one third. 
Zhang (2006) compares four different systems which utilize independent dehumidification methods and 
energy recovery against a mechanical dehumidification system with no energy recovery.  The four systems under 
investigation included:  mechanical dehumidification with a heat pump, mechanical dehumidification with a sensible 
heat exchanger, mechanical dehumidification with a membrane-based total heat exchanger, and a heat pump 
incorporating a desiccant wheel and evaporative cooler.  Each system was applied to a 20m2 office with five 
occupants.  Zhang found that the mechanical dehumidification with a membrane-based total heat exchanger 
generated the lowest primary energy requirements per person.  It is noteworthy, however, that all four systems that 
included some form of energy recovery had primary energy requirements on the same order of magnitude (about 
4x106 kJ/person) which represents about a 33% savings over the baseline system with no energy recovery. 
A.6- Sensible and latent load decoupling 
Decoupling the sensible and latent loads may allow for the minimization of the total latent load along with 
maximization of the sensible system’s COP.  Mumma (2001) suggests a system comprised of outdoor air 
dehumidified by cooling coils and a sensible heat recovery wheel, to handle the entire latent load associated with the 
ventilation air, and radiant ceiling panels to handle the sensible load.  He found a number of possible advantages to 
this arrangement.  With the sensible load handled by the ceiling panels, the total outdoor air supply quantities are 
reduced, which reduces fan power and duct cost.  The ceiling panel cooling system can be incorporated into the 
building’s mandatory fire suppression system.  Finally, with more precise control over ventilation and cooling, 
zoning is achieved more easily.  
Coad (1999) has compared two methods of conditioning ventilation air.  The traditional single system 
utilizes a mixing chamber to mix outdoor air with return air.  An alternative system separates the temperature control 
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and the humidity and ventilation control into two separate systems.  He identifies several advantages to the 
alternative system.  First, condensation often accumulates in mixing chambers leading to conditions favorable to 
microbe growth.  By using a separate ventilation air conditioning (VAC) unit, humidity and condensate formation 
could be more tightly controlled.  Also, separating the sensible and latent loads allows for the space temperature 
control (STC) unit to be sized only for the sensible load while the VAC need only be sized for the ventilation 
requirements.  Finally, VAC units can easily incorporate energy conservation cycles such as heat recovery and 
desiccant cooling. 
A.7- Natural ventilation 
Natural ventilation utilizing buoyancy-driven flow has been around in some form for thousands of years.  
Howell and Potts (2001) experimentally investigated temperature stratification in a full-scale enclosure resulting 
from buoyancy-driven ventilation.  The test enclosure was constructed inside a large chamber and a 0.08m2, 225 W 
plate heater was placed on the center of the enclosure floor.  Resistance thermometers were placed throughout the 
room to gather temperature data.  Adjustable openings were placed on two opposite endwalls in order to quantify the 
effect of relative open area on the room temperature distribution.  They found typical floor to ceiling temperature 
differences on the order of 1.5-2K, with the temperature differences decreasing with increasing open area.  Upon 
comparing their results with numerical models they found mixed agreement.  Numerical models which included heat 
diffusion and wall-water vapor radiation exchange showed strong qualitative and quantitative agreement with his 
experimental results.  Simpler models put forth in the early 90’s which neglected these effects showed very poor 
agreement.  
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Appendix B- Baseline Load Calculations 
B.1- Introduction 
In order to quantify the sensible and latent loads imposed on a building during a design heating and a 
design cooling day, two detached single-family residences of the same basic design were simulated.  Before any 
analysis could be performed, certain assumptions had to be made about the basic building design.  Table B.1 
summarizes the assumed dimensions and characteristics of the simulated structure. 
Table B.1-Assumptions made as to basic building design 
General Building Assumptions  
Length  20 m 
Width 10 m 
Height 2.5m 
roof pitch 0 
Number of doors 2 
door area 2.1675 m2 
Flue Area 0.0 m2 
Number of Occupants 4 
Number of Bedrooms 3 
% of time house is occupied 100% 
Construction Slab, No basement or crawlspace 
Windows  
% Wall area occupied by windows 15% 
Window height 1 m 
% Fixed  50% 
% Operable 50% 
 
Figure B.1 illustrates the orientation of the general structure. 
North
Back Door
Front Door
20 m
10 m
 
Figure B.1-Size and orientation of building 
Although the dimensions of the building envelope and windows were held constant, the construction and 
components affecting thermal performance of the two residences varied.  U-factors and infiltration rates for the first 
building, henceforth referred to as the ASHRAE house, represent a typical, newly constructed residence in the 
United States and are taken from the 2005 ASHRAE Fundamentals Handbook.  The second house, henceforth 
referred to as the low energy house, used values reported in Wall (2006).  Wall investigated the performance of 
energy efficient row houses built outside Gothenburg, Sweden.  Table B.2 compares the two buildings. 
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Table B.2-Comparison of characteristics of ASHRAE and low energy house 
 ASHRAE House Low Energy House 
 U-Factors [W/m^2-K] 
Roof/Celing 0.18 0.08 
Exterior Walls 0.51 0.1 
Doors 2.3 0.8 
Floor 0.21 0.11 
Windows 2.84 0.85 
Other     
SHGC 0.67 0.50 
infiltration [ach]  0.28  0.05 
B.2-Modeling assumptions 
In order to simulate the loads on the buildings, a number of assumptions were made.  A steady-state energy 
balance was performed, thus neglecting effects from the building’s thermal mass.  Also, all building properties and 
component U-values were assumed constant.  It was further assumed that the indoor set-point temperature was a 
constant 20°C for the winter design day and 24°C for the summer design day, as per the 2005 ASHRAE 
Fundamentals Handbook.  The indoor relative humidity was assumed to be set to 50% for the summer design day 
and 30% for the winter design day, also as stated in the Fundamentals Handbook. 
The solar flux through the windows was treated as a step function which was zero during the nighttime 
hours and 1082 W during the daylight hours.   
The building was assumed to be located in St. Louis, MO (38.75° N Lat, 90.38° W Long).  The summer 
and winter design conditions for this location can be found in Table B.3.  
Table B.3-Design conditions for St. Louis, MO 
 Summer Winter 
Ambient Dry Bulb Temperature 33.9°C -13.3°C 
Ambient Dew Point 23.9°C -18.3°C 
Daily Temperature Range 9.9°C 8.5°C 
 
St. Louis was chosen as a result of its standing as the population centroid of the country.  The outdoor temperature 
was assumed to be a sinusoidal function of time, with the maximum ambient dry bulb temperature occurring at 
15:00 and the low occurring at 3:00.  During the day, the outdoor dew point temperature was assumed to remain 
constant.  The mean ambient dry bulb temperatures, temperature ranges, and dew point temperatures were all taken 
from the 2005 ASHRAE climate data for St. Louis.  Values used for ambient dry bulb temperatures and ambient 
dew point temperatures correspond to a 99.0% annual cumulative frequency of occurrence.  
B.3-Modeling equations 
B.3.1. Ventilation and infiltration 
A number of equations were necessary in order to model the two residences.  To begin, the infiltration and 
ventilation of the ASHRAE house had to be determined.  The ventilation requirement was determined using 
Equation [B.1], which is taken from page 29.7 of the 2005 ASHRAE Handbook. 
Occupantsfloorvent NAV 5.305.0 +=  [B.1] 
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where Afloor is the floor area and NOccupants is the total number of occupants. 
The infiltration rate was determined using Equations [B.2] and [B.3], which were taken from page 29.5 and 
29.6 of the handbook. 
IDFAAV ULES=inf   [B.2] 
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Here, L, W, and H are the length, width and height, respectively, of the house.  AUL is a constant which depends on 
the tightness of the house construction.  ALFlue represents the leakage area of the flue, which was assumed zero.  AES 
is the area of the building envelope.  IDF is the infiltration driving force.  I0, I1, and I2 were all constants which 
depended on whether the building was being heated or cooled.  The values used for I0, I1, and I2 along with the value 
of AUL corresponding to tight construction can be found in Table B.4. 
Table B.4-Constants used in determining infiltration rate 
Constant Heating Cooling 
AUL 1.4 cm^2/m^2 1.4 cm^2/m^2 
I0 51 m/s 25 m/s 
I1 0.35 m/s 0.38 m/s 
I2 0.23 m/s 0.12 m/s 
 
Due to different construction techniques, the low energy house was much tighter than the ASHRAE house.  
Therefore, the constants presented in Table B.4 do not apply to the low energy house.  Following the Swedish 
Building Code, Wall (2006) measured the average air tightness of the Swedish low energy house at 50 Pa.  From 
that, she was able to estimate infiltration rates in air changes per hour (ach).  The simple relationship in Equation 
[B.4] converts infiltration rate from ach to m3/s.   
3600
))()()((
inf
HWLachV =  [B.4] 
B.3.2. Sensible loads 
A number of different sources contributed to the sensible load on the building.  The 2001 ASHRAE 
Fundamentals Handbook recommends approximating the sensible load generated by household appliances to be 470 
W (page 28.4).  Equation [B.5] was used to determine the occupant’s contribution to the sensible load, in Watts, and 
is taken from the 2001 ASHRAE Fundamentals Handbook, page 28.5.  
)(67, OccupantssensibleOccupant NQ =  [B.5] 
Sensible loading from the floor, walls, doors and roof were all determined using the linearized relationships 
seen in Equations [B.6], [B.7], [B.8], and [B.9] along with the known U-values. 
)( indooroutdoorfloorfloorfloor TTAUQ −=  [B.6] 
)( indooroutdoorwallswallswalls TTAUQ −=  [B.7] 
)(2 indooroutdoordoordoordoors TTAUQ −=  [B.8] 
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)( indooroutdoorroofroofroof TTAUQ −=  [B.9] 
Infiltration and ventilation sensible loads are determined from Equations [B.10] and [B.11], which are the result of a 
simple 1st law analysis. 
( ) )(1, indooroutdoorventsensiblesensiblevent TTVQ −−=  ρε  [B.10] 
)(infinf, indooroutdoorsensible TTVQ −=  ρ  [B.11] 
Here, εsensible is the sensible effectiveness of the energy wheel.  It was assumed that the ASHRAE house had no 
energy wheel (εsensible=0) and that the energy wheel in use in the low energy house had an effectiveness of 
εsensible=0.8, which corresponds to the 80% heat recovery reported by Wall (2006).   
The windows were an additional source of sensible loading.  The total heat transfer through the windows is 
given in Equation [B.12]. 
westwineastwinsouthwinnorthwinwindows QQQQQ ,,,,  +++=   [B.12] 
Equation [B.12] is a result of the fact that the solar gains through a window are dependent on the direction the 
window faces. 
The heat transfer through the windows on a given side of the house is broken up into two components; a 
conduction/convection component and a solar radiation component, as seen in Equation [B.13]. 
isolarconiwin QQQ ,,  +=  [B.13] 
Here, the subscript i represents the particular direction (north, south, east or west) the window is facing. 
The convection and conduction component is given in the same linearized form as Equations [B.6-B.9]. 
( )indooroutdoorwinwincon TTAUQ −=   [B.14] 
isolarQ ,  was evaluated by the method given in the 2005 ASHRAE Fundamentals Handbook in pages 29.9-29.10.  
This method is used for determining peak loads for equipment sizing purposes.  It essentially weights the 
contributions of the peak irradiances of all four walls to the peak load.  For example, one would expect the east side 
of the house to experience its peak irradiance sometime near sunrise, when the east side is most directly exposed to 
the rising sun’s rays.  However, the house as a whole will most likely not experience its peak load until sometime in 
the mid-afternoon.  Therefore, the peak irradiance experienced by the east side windows will most likely contribute 
less to the peak load on the structure than, say, the peak irradiance seen by the west side windows since the west side 
will see its peak much closer to the mid-afternoon peak of the entire building. 
The equation for the solar gain for a window facing a given direction is given as Equation [B.15]. 
))()()((, swinisolar FFIACSHGCPXIAQ =  [B.15] 
Here, PXI is the peak external irradiance, SHGC is the solar heat gain coefficient and a property of the window 
itself, IAC is the internal attenuation coefficient of fenestration and FFs is the fenestration solar load factor, which 
depends on the direction the window faces and serves as the weighting term spoken of above. 
The internal attenuation coefficient of fenestration is given by Equation [B.16]. 
( )11 −+= clcl IACFIAC  [B.16]   
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Fcl is the shade fraction and represents whether or not the interior shading devices are open or closed.  IACcl is the 
interior attenuation coefficient and depends on the internal shading devices, ie blinds, drapes, etc.   
The peak exterior irradiance is given in Equation [B.17]. 
( )[ ]Dshddx EFETPXI −+= 1  [B.17] 
Tx is the transmission of the exterior attachment.  Ed and ED are the diffuse and direct irradiance, respectively.  They 
are available in tables and depend on latitude and direction of exposure.  Fshd is the shaded fraction and is given by 
Equation [B.18]. 
⎥⎦
⎤⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛ −=
h
XDSLF
F OHOHshd
))((
,0max,1min  [B.18] 
Here, SLF is the shade line factor, which depends on latitude and direction of exposure.  DOH is the depth of the 
overhang.  XOH is the vertical distance from the top of the window to the overhang 
All of the constants used in calculating the solar component of the window heat transfer can be found in 
Table B.5.   
Table B.5-Constants used in determining solar component of window heat transfer taken from 2005 ASHRAE 
Fundamentals Handbook 
 Constant Value Underlying Assumption 
 ASHRAE SHGC (fixed window) 0.67 Clear, double pane glass 
 ASHRAE SHGC (operable window) 0.57 Clear, double pane glass 
 Low energy SHGC (all windows) 0.50 As reported in Wall (2006) 
 Tx (fixed window) 1.0 No exterior insect screen 
 Tx (operable window) 0.6 Insect screen present 
 DOH (for North, East, West faces) 0.6m Assumed overhang distance 
 DOH (for South faces) 0.0m Assumed overhang distance 
 XOH 0.0m Length from top of window to overhang 
 h (window height) 1.0m Assumed window height 
 IACCL 0.6 Presence of interior drapes 
 FCL 0.5 Drapes are half closed 
ED 103 W/m2 Located at 40°N latitude 
Ed 88 W/m2 Located at 40°N latitude 
SLF 1.7 Located at 40°N latitude 
North 
Face 
FFS 0.17 Single family, detached dwelling 
ED 297 W/m2 Located at 40°N latitude 
Ed 186 W/m2 Located at 40°N latitude 
SLF 3.3 Located at 40°N latitude 
South 
Face 
FFS 0.45 Single family, detached dwelling 
ED 662 W/m2 Located at 40°N latitude 
Ed 162 W/m2 Located at 40°N latitude 
SLF 1.0 Located at 40°N latitude 
East 
Face 
FFS 0.17 Single family, detached dwelling 
ED 662 W/m2 Located at 40°N latitude 
Ed 162 W/m2 Located at 40°N latitude 
SLF 1.0 Located at 40°N latitude 
West 
Face 
FFS 0.48 Single family, detached dwelling 
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These equations quantified the magnitude of the solar load step function.  During the daylight hours, the 
total solar load over all the windows was calculated: 1082 W at the peak hour (15:00) for the ASHRAE house and 
856 W for the low energy house.  The difference between the two values is a result of the lower solar heat gain 
coefficient on the low energy house windows.  During the nighttime hours, of course, the solar load was zero.    At 
sunrise when the east face receives all the solar gains, the solar load on the ASHRAE house is actually only about 
618 W. When the south and west faces are the only ones radiated, the corresponding loads on the ASHRAE house 
are 705 and 620 W. The peak occurs when the sun radiates two sides at an angle, and depends on the particular 
building design.  It is important to note that for all times except the peak hour, this treatment of solar loads 
overestimates actual solar loads.  Of course the magnitude of this overestimation decreases to zero when one 
approaches the peak hour.  Although this error is noteworthy, it is not of particular importance.  The purpose of the 
simulation results is to quantify peak loads for equipment sizing purposes, not to generate an accurate minute by 
minute load curve for control system design.  The decision was therefore made to simulate peak solar gains as stated 
above. 
Equation [B.19] is the result of a steady-state, whole system energy balance used to determine the total 
sensible load on the house. 
0,,
,inf,
=+++
++++++
sensibletotalsensibleOccupantAppliancesfloor
wallsdoorsroofsensibleventsensiblewindows
QQQQ
QQQQQQ


 [B.19] 
B.3.3. Latent loads 
The latent loads were calculated in much the same way.  Equation [B.20] is taken from page 29.10 of the 
2005 ASHRAE Handbook and is used to determine the occupant’s contribution to latent load.  Equation [B.21] 
includes loads from breathing, laundry, bathing, cooking and other small, miscellaneous sources. 
OccupantsfloorlatentOccupant NAQ 1222.020, ++=  [B.20]  
Equations [B.21] and [B.22] are the result of a simple 1st law analysis for an air-water mixture and give the latent 
load contribution of ventilation and infiltration. 
( ) fgindooroutdoorventlatentlatentvent hVQ )(1, ωωρε −−=   [B.21] 
fgindooroutdoorlatent hVQ )(infinf, ωωρ −=   [B.22] 
Similar to Equation [B.10], here εlatent refers to the latent effectiveness of the energy wheel.  The ASHRAE house, 
therefore, had εlatent=0 while it was assumed that the low energy house had εlatent=0.8. 
Equation [B.23] is the result of a steady-state, whole system energy balance on the latent loads. 
0,inf,,, =+++ latenttotallatentlatentventlatentOccupant QQQQ   [B.23] 
B.4- Results 
Figure B.2 is a presentation of the peak heating and cooling loads experienced by both the ASHRAE and 
low energy house.   
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Figure B.2-Peak heating and cooling loads 
The peak loads are shown in terms of the total sensible and total latent components.  It should be noted that Figure 
B.2, Figure B.3 and Figure B.4 were all generated using the sign convention which represents heat into the building 
as a positive quantity and heat removed from the building as a negative quantity.  Therefore, heating loads are 
represented as positive values while cooling loads are shown as negative values. 
Figure B.3 shows the components which comprise the peak sensible loads.  This graph clearly illustrates 
the effect of the energy conscious building components and construction techniques used in the low energy house.  It 
is important to note that the same ventilation requirement was applied to both houses.  The presence of the energy 
wheel in the low energy house resulted in an 80% reduction of sensible ventilation load.  
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Figure B.3-Components of peak sensible loads 
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Figure B.4 illustrates the components of peak latent load.  It is evident that significantly tighter low energy 
construction and use of an energy wheel resulted in sizeable reductions in infiltration and ventilation latent loads.  
The ventilation latent load is reduced by 80% (the effectiveness of the energy recovery device).  Infiltration latent 
loads for the low energy house are 83% lower for heating and 59% lower for cooling loads, compared to the 
ASHRAE house. 
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Figure B.4-Components of peak latent loads 
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Appendix C- Central System Ventilation Requirements 
C.1- Introduction 
If a ventilation system utilizing only outdoor air is to be used, then it is important to determine what effect, 
if any, the layout of the ductwork will have on the temperature differences between rooms of the building.  In order 
to address this, a simple, three-room building was modeled.  This building was subjected to peak solar loading on its 
eastern face along with an ambient temperature exceeding the building’s balance point.  A representative schematic 
can be seen in Figure C.1. 
 
Figure C.1-Schematic of model building 
C.2- Assumptions  
A number of assumptions regarding the surroundings and building component values were made in order to 
model the thermal behavior.  These values along with their corresponding assumptions can be found in Table C.1. 
Table C.1-Surroundings and building component values 
Component Value Assumption 
Outdoor Temperature 8°C Ambient is near building balance point 
Peak Irradiance 824 W/m2 Peak Solar Irradiance in St. Louis 
% Windows 0.15 Windows occupy 15% of external wall area 
U_window 0.85 W/m2-K Swedish Window U-value 
SHGC 0.27 [-] Low e, Low solar, triple glazed window 
U_wall_exterior 0.1 W/m2-K Swedish external wall 
U_floor 0.11 W/m2-K Swedish floor 
U_roof 0.08 W/m2-K Swedish roof 
U_wall_interior 2.33 W/m2-K Two gypsum wallboards, wooden studs, air gap 
Interior door openings 1.8 m X 0.8 m Door is partially open 
Building Width 10 m Consistent with baseline buildings 
Building Length 20 m Consistent with baseline buildings 
Building Height 2.5 m Consistent with baseline buildings 
 
It was also assumed that the length of each room was one third of the total length of the building.  The 
doors were assumed staggered such that the flow through the door, driven by the temperature difference between 
L
W 
L/3 L/3 L/3 
N 
Qsolar 
R3 R2 R1 
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room one and room two, did not affect the temperature driven flow between room 2 and room 3.  The rooms are also 
assumed to be of adequate size such that the discharge coefficients presented in Favarolo and Manz (2005) are 
applicable.   
The assumption of an 8°C outdoor temperature warrants some further explanation.  An outdoor temperature 
of 8°C is very close to the calculated balance point of the simple model building.  For purposes of this work, the 
balance point is the outdoor temperature where the solar and internal loads on the building are balanced by the 
conduction losses to the ambient.  Thus, 8°C represents an “awkward” outdoor temperature where it is not warm 
enough to justify use of the air conditioner, but overheating may result from additional loads imposed on the 
building. 
While most of the modeling of this simple building involves fairly basic heat transfer and thermodynamics, 
the temperature driven flow between rooms through interior doors is a notable exception.  These flows involve very 
complicated fluid mechanics.  Such flows were modeled in this simple building using the equations and discharge 
coefficients presented in Favarolo and Manz (2005).  Therefore, a brief discussion of this work is warranted. 
Favarolo and Manz experimentally investigated temperature driven, single sided flow through rectangular 
openings and compared his results to those obtained through a CFD simulation.  The experimental set-up consisted 
of a large room divided by a wall.  Half of the room was kept warm while the other half was kept cold.  The wall 
contained a rectangular opening and flow through this opening was measured for various aspect ratios and positions 
of openings.  This set-up was intended to model the effect of opening the window of a warm room on a cool night.  
This warm room would have only one window open and all interior doors closed. 
Although different from Favarolo and Manz’s set-up, the three room building is not an inappropriate 
application of their work.  One of the rectangular openings Favarolo and Manz investigated was 1.8 m x 0.8 m 
rectangular opening with the bottom of the opening coincident to the floor of the room.  This could serve as a 
reasonable approximation to a door partially open.  Their work specifically neglects any cross-breeze effects.  This 
is likely not the best approximation for this simple building. Cross-breezes tend to aid heat transfer and reduce room 
to room temperature differences and would likely be present in a building of such simple geometry.  Thus, these 
calculations represent slightly higher temperature differences than would likely be observed experimentally.  
However, most buildings, particularly residences, have a far more complicated geometry.  By forcing air through the 
circuitous twists and turns of hallways and in and out of more rooms, the cross-breeze benefit would likely be 
minimal in the absence of forced ventilation. 
C.3- Modeling equations 
A number of equations were employed in the steady state modeling of the three-room structure.  Equation 
[C.1] was used to determine the solar load imposed on the building. 
( )( )( )winsolar ASHGCIrradQ =  [C.1] 
Here, Irrad is the peak irradiance, SHGC is the solar heat gain coefficient of the window, and Awin is the total 
window area on the east face of the building. 
Using the discharge coefficients in Favarolo and Manz (2005), the temperature driven flow between any 
two adjoining rooms is given by Equation [C.2]. 
 52
Ri
RjRi
dji T
TT
gHACV
−=− 3
1  [C.2] 
Here, Cd is the discharge coefficient, A is the open door area, H is the door height, and g is gravitational 
acceleration.  The placeholders i and j represent two adjoining rooms.  The warmer of the two rooms is represented 
with i and the cooler is represented by j. 
The rooms were also able to thermally communicate with each other and the ambient through conduction.  
The heat transfer due to conduction in room 1 is given by Equation [C.3]. 
( )( ) ( )
( ) ( )( )1121_int_int_
11___1, 1
RoutdoorroofrooffloorfloorRReriorwalleriorwall
RoutdoorexteriorwallwinwindowwinexteriorwallRcond
TTAUAUTTAU
TTAfUfUQ
−++−+
−+−=
 
 [C.3] 
Awall_exterior_1 denotes the total exterior wall area in room 1 while Awall_interior_1 denotes the total interior wall area in 
room 1.  fwin represents the percentage of wall area occupied by windows.  The conduction through room 2 and room 
3 follow similar formulas and are given in Equations [C.4] and [C.5]. 
( )( ) ( )
( ) ( )( )223212_int_int_
22___2, 1
RoutdoorroofrooffloorfloorRRRReriorwalleriorwall
RoutdoorexteriorwallwinwindowwinexteriorwallRcond
TTAUAUTTTTAU
TTAfUfUQ
−++−+−+
−+−=
 [C.4] 
 
( )( ) ( )
( ) ( )( )3323_int_int_
33___3, 1
RoutdoorroofrooffloorfloorRReriorwalleriorwall
RoutdoorexteriorwallwinwindowwinexteriorwallRcond
TTAUAUTTAU
TTAfUfUQ
−++−+
−+−=
 [C.5] 
C.3.1. Energy balances-Whole building ventilation 
In order to determine the effects of ductwork on temperature distribution, two ventilation options were 
modeled.  The first option will be referred to as whole building ventilation.  This is schematically represented in 
Figure C.2. 
 
Figure C.2-Schematic of whole building ventilation 
In this setup, ventilation airflow is moving energy into and out of each room.  The heat transfer into room 1 from the 
outdoor ventilation air is given in Equation [C.6]. 
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( ) ( )
2
11
1__
RambventRamb
ambvent
hhVQ −+= ρρ   [C.6] 
The ventilation heat transfer from room 1 to room 2 and the ventilation heat transfer from room 2 to room 3 are 
given by Equations [C.7] and [C.8], respectively. 
( ) ( )
2
2121
2_1_
RRventRR
vent
hhVQ −+= ρρ   [C.7] 
( ) ( )
2
3232
3_2_
RRventRR
vent
hhVQ −+= ρρ   [C.8] 
A steady-state energy balance was performed on each individual room separately.  The energy balance on 
room 1 is shown as Equation [C.9]. 
( ) ( )
0
2 2_1_1__1,
122_112 =++++−+ ventambventRcondsolarRRRR QQQQ
hhVρρ
 [C.9] 
Equation [C.10] shows the energy balance on room 2.  
( ) ( ) ( ) ( )
0
22
3_2_2_1_2,
233223212121
=−−
+−++−+ −−
ventventRcond
RRRRRRRR
QQQ
hhVhhV  ρρρρ
 [C.10] 
Equation [C.11] shows the energy balance on room 3. 
( ) ( )
0
2 3_2_3,
323_232 =++−+ ventRcondRRRR QQ
hhVρρ
 [C.11] 
C.3.2. Energy balances-Hot room ventilation, open doors 
The second ventilation option explored will be referred to as hot room ventilation.  In this scheme, only the 
room directly affected by the solar load is ventilated with outdoor air.  The other two rooms are still in thermal 
communication via conduction and the minor energy exchange resulting from the temperature driven flow through 
the doors.   
This option is show schematically in Figure C.3. 
 
Figure C.3-Schematic of hot room ventilation 
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There is now only one ventilation heat transfer term, which is given as Equation [C.12]. 
( ) ( )
2
11
1__
RambventRamb
ambvent
hhVQ −+= ρρ   [C.12] 
The energy balances on the three rooms is also simplified.  Equations [C.13], [C.14], and [C.15] are the steady state 
energy balances on room 1, 2, and 3, respectively. 
( ) ( )
0
2 1__1,
122_112 =+++−+ ambventRcondsolarRRRR QQQ
hhVρρ
  [C.13] 
( ) ( ) ( ) ( )
0
22 2,
233223212121 =+−++−+ −− RcondRRRRRRRR QhhVhhV
 ρρρρ
 [C.14] 
( ) ( )
0
2 3,
323_232 =+−+ RcondRRRR Q
hhVρρ
 [C.15] 
C.4- Results 
Simulations were run for four different scenarios.  These scenarios were:  whole building ventilation with 
all interior doors open, hot room ventilation with all doors open, whole building ventilation with all doors closed, 
and hot room ventilation with all doors closed. 
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Figure C.4-Temperature differences between rooms for the whole building ventilation with all interior doors 
open. 
Figure C.4 is a plot of the temperature difference between rooms as a function of ventilation flow rate for the whole 
building ventilation scheme with all interior doors open.  This figure demonstrates expected trends.  As ventilation 
increases, the temperature differences between rooms tend to zero.  It is also interesting to note that on this off-
design day, with the ambient temperature below the desired indoor temperature and above the building’s balance 
point, ventilation flow rates of as little as 1.5 cmm are adequate to keep the temperature difference between adjacent 
rooms less than 1°C. 
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The same analysis was run again, this time only directly ventilating the hot room.  Figure C.5 shows the 
resulting temperature differences with this ventilation scheme. 
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Figure C.5-Temperature differences between rooms with hot room ventilation and all interior doors open 
Figure C.4 and Figure C.5 illustrate that both ventilation schemes are quite comparable to each other.  The choice 
between hot room ventilation and whole building ventilation seems to have little effect on the temperature 
differences between rooms.   
This result is not altogether surprising.  First, if a first law energy balance on the entire building is 
performed, both ventilation systems are equivalent.  Secondly, with the interior doors open, the building becomes 
essentially one big room.  This is evident when heat transfer through the doors is compared to total heat transfer 
between the rooms.  The results from an example calculation shown in Figure C.6 illustrate the dominance heat 
transfer through the open doors.  The convective heat transfer through the open door between room 1 and 2 
represents 89% of the total heat transferred between those two rooms!  This indicates that a “closed door” analysis 
would better model a “worst-case” scenario and would yield better approximations to maximum building 
temperature differences.  Thus, all further plots will assume that all interior doors to be closed unless otherwise 
noted.  
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Figure C.6-The components of building heat transfer for hot room ventilation 
Both ventilation schemes were run again, this time assuming the doors between rooms were all closed.  
Figure C.7 shows the results for the whole building ventilation. 
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Figure C.7-Room to room temperature differences for whole building ventilation with all interior doors closed 
Here, we see significantly larger temperature differences for the same ventilation flow rates.  Closing 
interior doors represents a worst-case interior layout.  Although these temperature differences are larger than for the 
open door case, the magnitudes are not too excessive.  A ventilation flow rate of only 4 cmm is sufficient to limit the 
maximum temperature difference within the building to less than 2°C.   
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Figure C.8 shows the effect of closing the doors on the hot room ventilation system.  The increase in 
temperature differences is comparable to the increase seen in the whole building ventilation. Both systems are quite 
comparable to each other and since whole house ventilation would be far more common, the whole house ventilation 
scheme will be the subject of further investigation. 
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Figure C.8-Temperature differences for hot room ventilation with closed interior doors 
C.4.1. Uniform internal loading 
Real buildings usually have some form of internal loading.  These loads can result from the presence of 
occupants, appliances, lighting, hot water tank losses or a number of other miscellaneous sources.  In order to 
simulate these additional loads, a uniform heat generation term of 3.69 W/m2 was applied to each room of the 
building.  Room 1 is still being subjected to solar loading in addition to internal loading.  The presence of the 
internal load has an interesting effect on final room temperatures as well as final room to room temperature 
differences.  For example, Figure C.9 is a plot of room temperatures versus ventilation flow rate. 
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Figure C.9-Plot of room temperatures vs. ventilation flow rate 
Figure C.9 illustrates some interesting trends.  First of all, the most obvious and expected trend is that room 
temperatures fall below the 20°C set-point as ventilation flow rate increases.  This is intuitive.  One would expect 
more cool air pumped into the building would result in lower room temperatures.  The unexpected behavior is how 
the three rooms compare with each other.  At low ventilation flow rates, room 1 is the hottest followed by room 2 
and room 3 is the coldest.  This is the expected behavior.  Room 1 is subjected to the additional solar load which 
rooms 2 and 3 are not.  It is natural to expect the room with the additional loading to be the hottest.  However, at a 
ventilation flow rate of approximately 1.8 cmm, room 2 becomes the hottest room.  It is at this flow rate that room 1 
begins to act as a heat sink.  Of the three rooms, room 1 loses the most heat through ventilation.  The temperature 
difference between room 1 and the outside is far greater than any of the room to room temperature differences.  At a 
ventilation flow rate of 2 cmm, room 1 is able to transfer more heat to the outside through conduction and 
ventilation than room 1 receives through solar and internal loading.  Therefore, room 1 can accept heat conducted 
into it from room 2.  Room 2 remains the hottest until a ventilation flow rate of approximately 3 cmm.  At this point, 
room 1 becomes a strong enough sink to pull the temperature of room 2 below the temperature of room 3 and now 
room 1 has become a heat sink large enough to affect the entire building.  Thus, at higher ventilation flow rates, 
room 1, the only room with additional loading, actually becomes the coldest room in the building while room 3 
becomes the warmest. 
Room temperatures are important, but of equal if not greater importance are the room to room temperature 
differences.  These temperature differences give a measure to the degree of “unevenness” in the building.  They also 
provide a sense of the internal conduction occurring between rooms in the building.  Figure C.10 is a plot of the 
room to room temperature differences against ventilation flow rate. 
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Figure C.10-Effect of ventilation flow rate on room to room temperature differences  
This figure shows an interesting trend.  As ventilation flow rate increases, both room to room temperature 
differences undergo a sign change.  This is consistent with room 1 beginning to act as a heat sink, as seen in Figure 
C.9.  However, the magnitudes of the temperature differences change relatively little between ventilation flow rates 
of 1.5 cmm and 4.5 cmm.  This is another important result.  The room to room temperature differences are directly 
related to the heat that can be conducted within the building between rooms.  The building must transfer its solar 
load and its internal load to the environment.  In order to do this, the “hot room” must transfer a certain amount of 
heat to the cooler rooms.  The amount of inter-room heat transfer exhibits a rather weak dependence on ventilation 
flow rate.  Ventilation flow rate, however, does determine which room will be the “hot room”.  Thus, ventilation 
really affects the “direction” of inter-room heat transfer much more than its magnitude.  
The effect of conduction loads can be quantified by varying the outdoor temperature.  Figure C.11 is a plot 
of room temperature differences versus the outdoor temperature.   
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Figure C.11-Room temperature differences versus outdoor temperature 
Figure C.11 demonstrates that room to room temperature differences are only weakly affected by the 
outdoor temperature.  Of course the room temperatures are changing, but the room to room temperature differences 
remain nearly constant.  This is because, whether by conduction or convection through an open door, heat transfer 
within the building is driven solely by room to room temperature differences.  Increased conduction losses will 
result in lower room temperatures, but the constant external loads, in this case the solar load, will result in nearly the 
same room to room temperature differences regardless of the outdoor temperature. 
The amount of internal loading in a building is dependent on the number of occupants as well as the 
number and efficiencies of appliances.  Internal loading may also have a notable effect on temperature distribution 
within a building.  Figure C.12 plots room temperatures against internal loadings ranging from 3.7 W/m2, 
corresponding to four occupants with modern, energy efficient appliances, to 8 W/m2 which corresponds to four 
occupants along with appliance energy usage as reported in Wall (2005). 
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Figure C.12- Room temperatures versus internal heat generation 
This plot reveals some interesting trends.  At low internal heat generation, the expected distribution of 
room 1 being the hottest followed by room 2 and room 3 is observed.  As internal generation is increased to 
approximately 4.25 W/m2, room 2 becomes the warmest.  This results from room 2 having significantly less exterior 
wall area than room 1 or 3.  Although the temperature in room 2 is increasing comparable to the temperatures in 
room 1 and 3, room 2 with less exterior wall area is less able to lose the additional generated heat to the environment 
through conduction than room 1 or 3.  Around 5.75 W/m2, room 3 becomes warmer than room 1.  This results from 
the ventilation coming into room 1.  As the temperature in room 1 rises, it is able to dump off more of the additional 
internal load through the larger temperature difference with the outdoor ventilation air.  Rooms 2 and 3 do not have 
such an advantage, so room 1 acts as a heat sink for the rest of the building. 
These trends are further illustrated in a plot of the room to room temperature differences against increasing 
internal loading.  This is presented in Figure C.13. 
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Figure C.13- Room to room temperature differences versus internal heat generation 
Here, the temperature difference between rooms 2 and 3 gradually approach zero with increasing internal load.  As 
room 2 and room 3 begin to equilibrate, the temperature difference between room 1 and room 2 sharply becomes 
more and more negative.  This is illustrative of the fact that the ventilation in room 1 is effectively removing more 
and more heat as the temperature difference between room 1 and the environment increases.  Thus, as internal 
loading increases, room 1 becomes a heat sink for the building. 
C.4.2. Uneven internal loads 
Often, internal loads are not evenly distributed throughout a building.  It is not at all uncommon for the 
internal loading of one room to far exceed that of the other rooms.  Such additional loading could be as small as 100-
200 W from turning on a couple of extra lamps, to as much as and extra 2 kW from an electric oven or un-vented 
clothes dryer.  The presence of uneven internal loads can greatly affect room temperatures and room to room 
temperature differences.  For purposes of this analysis, it was assumed that room 3 was subject to the additional 
internal load.  Figure C.14 shows the affect of additional loading on room 3 on the room temperatures. 
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Figure C.14-Room temperatures versus additional loading of room 3 
This plot shows how detrimental additional loading can be to comfort.  All three room temperatures drastically 
increase along with room to room temperature differences.  Physically this makes sense.  Additional loading in room 
3 quickly makes it the hottest room.  The portion of the additional load that room 3 cannot conduct to the 
environment gets passed on to room 2, which passes it on to room 1.  Again, room 1 acts as a sink for the building.   
The room temperatures calculated for additional loads greater than approximately 400 W seem very 
uncomfortable.  In fact, at an additional load of 2000 W, comparable to operating an oven in room 3, room 1 and 
room 2 both remain fairly comfortable.  The temperature in room 3, however, reaches nearly 50°C!  At a glance, it 
would seem that a 1.5 cmm ventilation flow rate would be woefully inadequate.  This analysis, however, neglects 
the operational windows present in the kitchen.  An open window would provide ventilation directly to the room 
under additional loading.  Figure C.15 shows the effect of additional loading on room temperatures when a 1.4m x 
0.6m window is opened when the room 3 temperature reaches 25 °C. 
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Figure C.15-Effect of opening windows on room temperatures 
The large step in Figure C.15 is a bit of an exaggeration.  Empirical data was only available to model flow through a 
fully open 1.6m x 0.4m window.  Of course, actual occupant behavior would likely be to partially open the window 
proportional to the additional heat load in the room.  The noteworthy trend seen in this plot is that even with a 
modest 1.5 cmm ventilation flow rate, windows may be utilized not only to offset temperature spikes from uneven 
loads, but also to even out room temperatures throughout the building.  It should also be noted that there is no 
significance to the apparent equalization of temperatures at the additional loading of 2000 W.  That is purely 
coincidence and if the plot were extended beyond 2000 W, the temperature in room 3 would continue rising. 
C.4.3. Temperature distribution on a cold night 
It is also important to examine temperature distributions resulting from outdoor temperatures far below the 
balance point.  Here, the effect of a cold night will be investigated.  An outdoor temperature of -13.3 °C will be 
assumed.  As a worst case scenario, it will further be assumed that this low temperature occurs at night, so Qsolar=0.  
Of course, under such conditions heating will be necessary.  Figure C.16 illustrates the new building model. 
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Figure C.16-Model of heated building 
Here, heat is simply added to the incoming ventilation air.  The warmed ventilation air, along with the internal load, 
is responsible for maintaining desirable indoor temperatures.   
Figure C.17 illustrates the effect of supply temperature on the room 1-2 temperature difference for two 
different ventilation flow rates.  Increasing supply temperature is accompanied by an increased temperature 
difference between rooms 1 and 2.  Physically, this result makes sense.  Increasing the supply temperature also 
increases the amount of heat added to room 1.  Transferring more heat from room 1 into room 2 requires a larger 
temperature difference between the rooms.  Although, even at a supply temperature as low as 30°C, the temperature 
difference is still above 3°C for a ventilation flowrate of 1.5 cmm. 
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Figure C.17-Temperature difference between room 1 and room 2 versus supply temperature (closed interior 
doors) 
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Figure C.18 shows the effect of supply temperature on the temperature difference between room 2 and 
room 3.  Here, a trend similar to the one present in Figure C.17 is evident.  Room 2 has significantly less exterior 
wall area through which it can lose the additional heat which accompanies increased ventilation airflow.  Therefore, 
room 2 must transfer more heat to room 3, which is accomplished with an increased temperature difference. 
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Figure C.18- Temperature difference between room 2 and room 3 versus supply temperature (closed interior 
doors) 
Figure C.19 is a plot of the room temperatures as a function of supply temperature for the two ventilation 
flow rates examined.  Although Figure C.17 and Figure C.18 indicate that lower supply temperatures and lower 
ventilation rates yield smaller room to room temperature differences, Figure C.19 shows that these configurations 
lead to uncomfortably cold indoor room temperatures.  Given this ventilation/building configuration, it would seem 
as though a tradeoff exists between absolute room temperature and temperature distribution within the building. 
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Figure C.19-Room temperatures versus supply temperature (closed interior doors) 
Figure C.19 seems to indicate that the whole building ventilation system is incapable of maintaining 
comfortable room to room temperature differences throughout the building during this design night.  Extrapolation 
of the plot’s results would also indicate that increasing ventilation flow rate, while increasing room temperatures, 
would likely result in unacceptable room to room temperature differences.  It should be noted here that the design 
temperature of -13.3°C corresponds to an annual cumulative frequency of occurrence of 99% for the St. Louis 
climate.  If interior doors are opened during these three or four nights per year, acceptable comfort levels can be 
maintained.  Figure C.20 is a plot of room temperatures versus supply temperatures in a building with open interior 
doors. 
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Figure C.20-Room temperatures versus supply temperature with open interior doors 
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Figure C.20 shows that modest ventilation flow rates of less than 10 cmm are capable of maintaining 
comfortable indoor temperatures and acceptable room to room temperature differences at the coldest nighttime 
conditions if the interior doors of the building are opened.  The selection of ventilation flow rate depends on the 
desired supply temperature.  Of course, the optimum combination of ventilation flow rate and supply temperature 
will depend on the particular heating system utilized. 
C.4.4. Temperature distribution on a warm day 
Warm outdoor temperatures, along with a solar load and internal loads, may result in excessively warm 
indoor temperatures.  For example, consider an outdoor temperature of 20°C along with a desire to keep the warmest 
temperature in the building under 25°C.  A fairly obvious solution to this problem is to simply increase the 
ventilation flow rate until this temperature constraint is satisfied. Figure C.21 is a plot of how room temperatures 
decrease with increasing ventilation flow rate. 
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Figure C.21-Room temperatures versus ventilation flow rate (closed interior doors) 
From this figure, it appears that increasing the ventilation flow rate to approximately 10 cmm will be sufficient to 
limit the warmest temperature in the building to less than 25°C.  Increasing the ventilation flow rate also does not 
seem to have a deleterious effect on the room to room temperature differences.  Increased ventilation does increase 
room to room temperature differences, but, for Vvent≈10 cmm, the largest room to room difference is just over 
1.25°C.   Figure C.22 illustrates the effect of ventilation on building temperature distribution. 
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Figure C.22-Room to room temperature differences versus ventilation flow rate (closed interior doors) 
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Figure C.23-Effect of solar load on room temperatures (closed interior doors) 
One possible alternative to increasing ventilation flow rate would be to moderate the solar load through the 
use of so-called “smart” blinds.  The most effective blinds would be located between window panes.  They can be 
incorporated into a control system that opens or closes the blinds to limit solar load while allowing for some natural 
light to enter the room.  Figure C.23 shows the effect of moderating the solar load on room temperatures. 
This plot indicates that 10 cmm of ventilation is adequate to limit room temperatures to 23°C, provided that the solar 
load can be completely eliminated.   However, this model may be unnecessarily conservative.  Recall that this model 
assumes all the interior doors closed.  Since most occupants don’t close all the doors in the dwelling during the day, 
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an open door model may be more realistic.  Figure C.24 shows room temperatures versus solar load with the interior 
doors all open.   
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Figure C.24- Effect of solar load on room temperatures (open interior doors) 
Opening the interior doors has some notable effects.  First, it equalizes the temperatures of room 2 and 3 to 
within graphical precision.  Secondly, it allows more heat to move within the building, thus reducing final room 
temperatures.  From Figure C.24, it can be seen that using a ventilation flow rate of 1.5 cmm and reducing the solar 
load to 350 W, maximum room temperature can be kept below 25°C.  Of course by opening windows the 
temperature differences could be easily eliminated, but at the cost of increasing latent loads.  Any moisture absorbed 
by the building or its contents during open-window periods must be removed by the air conditioning system at a 
later time. 
A worst case scenario of this ventilation scheme may be imagined by placing the ventilation air return 
between the room under solar loading and the ventilation supply.  Such a scenario is visualized in Figure C,25. 
 
Figure C.25-The ventilation return is between the ventilation supply and the sun-room, thus removing the sun 
from the ventilation loop. 
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Figure C.26-Room temperatures for an isolated sun room (closed interior doors) 
Figure C.26 shows how isolating the sun room effects building temperatures as a function of ventilation 
flow rate.  It is clear that the sun room is uncomfortable for ventilation flow rates of 10 cmm or less.  Room to room 
temperature differences are also unacceptably large 
However, the simple act of opening the interior doors can virtually negate the unpleasant effects of this 
unfortunate design.  Figure C.27 shows the effect of opening interior doors.  Opening the doors puts room 1 in better 
thermal contact with room two.  Room temperatures are evened out and a very modest ventilation flow rate of 3 
cmm is adequate to keep room temperatures below 25°C. 
1.5 3 4.5 6 7.5 9
21
22
23
24
25
26
27
100 150 200 250 300 350
Vvent  [cmm]
T 
[C
]
Vvent,cfm  [cfm]
TR1
TR2 
TR3
Toutdoor=20 [C]
Qdot,solar=525.6 [W]
 
Figure C.27- Room temperatures for isolated sun room (open interior doors) 
 72
C.5- Conclusions 
This analysis has simulated the behavior of a simple, three room building subjected to uneven loads with an 
ambient temperature near or above its balance point and uniform internal loading on a -13°C night.  The building 
examined was very tightly constructed with very low wall and window U-values.  It was shown that modest 
ventilation flow rates of outdoor air were sufficient to limit room temperatures and room to room temperature 
differences to comfortable values under most circumstances.  Exceptions occurred during the more extreme uneven 
loading and extreme outdoor conditions.  Under those circumstances, it was found that simple actions such as 
opening interior doors, opening windows, or closing blinds to moderate the solar load were capable of sufficiently 
reducing temperatures and temperature differences to acceptable levels.  Therefore, relatively small ventilation flow 
rates may be investigated for use in tightly constructed buildings without concern for unacceptable temperature 
distribution within the building.   
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Appendix D- Dedicated Outdoor Air System (Cooling) 
D.1- System 
A Dedicated Outdoor Air System (DOAS) conditions ventilation air to handle all the latent and sensible 
loads on the building.  This necessarily results in ventilation flow rates significantly larger than the ASHRAE 
recommended minimum.  Larger ventilation flow rates are accompanied by larger ventilation sensible and latent 
loads.  An energy wheel or other energy recovery device is often utilized to at least partially offset these increased 
loads.  A DOAS is schematically represented in Figure D.1.   
 
Figure D.1-Schematic of a DOAS 
A DOAS was modeled and then applied to the low energy building on a design cooling day.  Additional 
sensible and latent loads from solar heating, occupants and envelope conduction were included in the sensible and 
latent energy balances.  These additional loads were previously determined from the baseline calculations of the low 
energy building. 
A common alternative to a DOAS is one with an added recirculation loop.  In this scenario, conditioned, 
exhaust air from the house is mixed with a minimum fresh air ventilation requirement and sent through the central 
system.  A schematic of this system appears in Figure D.2.  This system, henceforth referred to as the Recirculation 
System, was also applied to the low energy building on the design cooling day.  The two systems were then 
compared to determine the most desirable central system configuration.  
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Figure D.2- Schematic of a recirculation system 
D.2- Assumptions 
In order to model the systems presented in Figures D.1 and D.2, a number of assumptions were necessary.  
These assumptions are organized and presented in the form of Table D.1. 
Table D.1- Assumptions made 
Component Value Assumption 
Ambient temperature 33.9°C 99% design data for St. Louis 
Ambient dew point 23.9°C 99% design data for St. Louis 
Indoor temperature 24°C Consistent with baseline 
Indoor relative humidity 60% Consistent with baseline 
sens,houseQ  2.01 kW design sensible loads (from baseline calc) 
lat,houseQ  0.363 kW design latent loads (from baseline calc) 
energy wheel sensible effectiveness 0.8 [-] Consistent with baseline 
energy wheel latent effectiveness 0.8 [-] Consistent with baseline 
compressor efficiency 0.7 [-] efficient compressor 
blower efficiency 0.3 [-] efficient blower 
duct roughness 0.045 mm roughness for commercial steel 
Duct diameter 0.2 m Minimal pressure drop for 13 cmm system 
fan coefficient 1.5 W/cmm performance data for Daikin RXS12DVJU 
blower coefficient 2 W/cmm performance data for LG mini-split 
D.3- Modeling equations 
D.3.1. Energy recovery device 
The function of the energy recovery device is to exchange both heat and moisture between the incoming 
fresh airstream and the exhaust airstream from the house.  The variable suffixes used in the modeling equations are 
defined in Figure D.3 
Energy 
Recovery 
Device 
Central System House 
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Figure D.3- Definition of variable suffixes used in modeling of energy recovery device 
The pressure drop across the energy recovery device was determined using a curve fit to the pressure drop versus 
flowrate data given by Desiccant Rotors International for their enthalpy recovery wheel model HRW 500.  This is 
given as Equation [D.1] 
( ),7.696 30.103wheel erd indP V= +  [D.1] 
This model is 0.7m x 0.7m, a reasonable size for residential applications.  Here, the curve fit constants of 7.696 and 
30.103 have units of Pa/cmm and ,erd inV  is the ventilation flowrate through the energy recovery device in cmm. 
Both the sensible and latent effectiveness are taken as a constant value of 0.8.  This corresponds to a very 
efficient energy wheel, as reported by Dieckmann (2003) and these values are consistent with effectiveness values 
recorded for the HRW 500.  Equations [D.2] and [D.3] are the definitions of sensible and latent effectiveness. 
erd,out erd,in
erd,sens
indoor erd,in
T T
T T
−ε = −   [D.2] 
erd,in erd,out
erd,lat
erd,in indoor
ω −ωε = ω −ω  [D.3] 
Here, ω is the humidity ratio at the denoted location. 
Assuming both streams have an equal heat capacity, the sensible energy balance on the energy recovery 
device appears as Equation [D.4]. 
erd,out erd,in indoor exhaustT T T T− = −  [D.4] 
Balancing the moisture coming into and going out of the energy recovery device yields Equation [D.5]. 
erd,in erd,out exhaust indoorω −ω = ω −ω   [D.5] 
D.3.2. Mixing point 
The variable suffixes used in modeling the mixing point are defined in Figure D.4. 
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Figure D.4- Definition of variable suffixes used in modeling of the mixing point 
A conservation of mass on the mixing point generates Equation [D.6] 
, ,mix out recirc mix inm m m= +    [D.6]  
Here, m  is the mass flow rate of the denoted location. 
Assuming adiabatic mixing, the conservation of energy on the mixing point yields Equation [D.7]. 
,mix,in mix,in recirc recirc mix out mix,outm h m h m h+ =     [D.7] 
Here, it should be noted that h  is the enthalpy of moist air at the denoted location.  
Conserving water on the mixing point gives Equation [D.8] 
,mix,in mix,in recirc recirc mix out mix,outm m mω + ω = ω    [D.8] 
It should be noted that Equations [D.6] through [D.8] can all be applied to the DOAS as well as the Recirculation 
System, however, in the DOAS, recircm  will necessarily be set to zero. 
D.3.3. Central system 
Air side-Evaporator and Condenser  
The central system evaporator coil handles the sensible and latent loads simultaneously.  This is done 
simply by cooling the airstream to a temperature just below the desired indoor dew point.  This sensibly cools the 
airstream while removing excess moisture brought in by the ambient.  Figure D.5 illustrates the suffixes used in 
modeling the evaporator coil. 
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Figure D.5- Definition of variable suffixes used in modeling of the evaporator coil 
The sensible heat removed from the airstream can be expressed in terms of the sensible heat removed from the dry 
airstream and the sensible heat removed from the moisture in the airstream as shown in Equation [D.9]. 
sens sens,dryair sens,watervaporQ Q Q= +    [D.9] 
The dry air contribution to the sensible heat transfer is given in Equation [D.10] as a result of the dry air enthalpy 
difference. 
( ), , , , ,sens,dryair a evap a evap in a evap outQ m h h= −   [D.10]  
The sensible heat removed from the moisture can be expressed in two parts; the heat removed in cooling some of the 
moisture down to the evaporator exit temperature and the heat required in cooling down the rest of the moisture all 
the way to the coil surface temperature.  This is shown in Equation [D.11] 
( )
( )( )
, , , ,
, , ,
sens,watervapor a,evap evap,out a evap in a evap out
a,evap evap,in evap,out a evap in surf evap
Q m h h
m h h
= ω −
+ ω −ω −
 

 [D.11] 
The latent heat removed is simply the heat of condensation of the removed moisture and is given by Equation [D.12] 
( )lat a,evap evap,in evap,out fgQ m h= ω −ω   [D.12] 
At this point, however, the necessary surface area of the evaporator is not known.  In order to determine 
this, a simple finite element scheme was implemented.  Figure D.6 illustrates how the total area was divided into 
sub-areas. 
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Figure D.6-  Finite element of evaporator surface area 
The heat lost by the water vapor traveling through this control volume can be expressed in two ways, as shown in 
Equation [D.13]. 
( ) ( )_ , , _ wvwater vapor a evap a evap in surf water vapor p in surfq htc dA T T m c T T= − = −   [D.13] 
Here,  a,evaphtc  is the air side heat transfer coefficient of the evaporator, _water vaporm  is the mass flow rate of water 
vapor over the area, and 
wvp
c  is the constant pressure specific heat of the water vapor.  From Equation [D.13], the 
mass flow rate of the water vapor can be expressed as it is in Equation [D.14]. 
, ,
_
wv
a evap a evap
water vapor
p
htc dA
m
c
=  [D.14] 
The amount of water condensing and leaving the control volume can be determined using Equation [D.15]. 
( )_water vapor in surfwater mδ = ω −ω  [D.15] 
Finally, the humidity ratio of the air leaving the control volume is expressed in Equation [D.16]. 
out in
a
water
m
δω = ω −    [D.16] 
The sensible heat transfer may be determined in much the same way.  Equation [D.17] is an expression of 
the sensible heat transfer to the dry air moving through the control volume. 
( ),sens a,evap a evap in surfq htc dA T Tδ = ⋅ ⋅ −  [D.17] 
Also, the air exit temperature may be similarly determined, resulting in Equation [D.18]. 
airc   
sens
out in
a
qT T
m
δ= − ⋅

  [D.18] 
Evaporator surface 
Airstream 
dA
dA
Tin, ωin Tout, ωout 
Tsurf, 
ωsurf 
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The condenser is a somewhat simpler matter.  Assuming a uniform condenser outlet temperature, the heat 
rejected by the condenser to the ambient is the expression shown as Equation [D.19] 
( ), , ,cond a cond a cond out ambQ m h h= −   [D.19] 
Refrigerant side 
For refrigerant side calculations, a standard vapor-compression refrigeration cycle was considered.  This 
cycle is illustrated in Figure D.7 
 
Figure D.7- Refrigeration cycle 
Both heat transfer into the evaporator and out of the condenser can be expressed in terms of refrigerant enthalpy 
differences.  These differences are given as Equation [D.20] and [D.21]. 
( )1 4evap rQ m h h= ⋅ −   [D.20] 
( )2 3cond rQ m h h= ⋅ −   [D.21] 
Similarly, compressor work may be determined and expressed as Equation [D.22]. 
( )2 1r
comp
comp
m h h
W
−= η
  [D.22] 
Ductwork 
In order to accurately determine system performance, ductwork pressure drops must be determined.  In an 
attempt to minimize losses, a rather simple ductwork scheme was considered.  This is illustrated in Figure D.8. 
 
Figure D.8-  Ductwork schematic 
House 
Ducts 
10 m 10 m 
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The total duct pressure loss is the sum of the frictional pressure loss and the pressure drop associated with the Tee-
branch.  The pressure loss associated with the Tee-branch is easily evaluated using known loss coefficients.  This is 
shown in Equation [D.23], where KL=1.0. 
( )22
2
L ave
Tee
K V
P
ρ ⋅Δ =  [D.23] 
Note in Equation [D.23], the average velocity is doubled.  This is simply a result of the inlet flow area of the Tee-
branch being half of the total flow area of the two duct branches.  The frictional pressure is also a straightforward 
matter and is evaluated using Equation [D.24]. 
2
2
ave
friction
VLP f
D
ρ⋅⎛ ⎞Δ = ⎜ ⎟⎝ ⎠  [D.24] 
The friction factor is evaluated using the Colebrook Equation, given as Equation [D.25]. 
1 2 512.0log
3 7 D
e .
. Df Re f
⎛ ⎞⎛ ⎞= − +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
  [D.25] 
In Equation [D.25], ε represents the average roughness of the ducts. 
Combining Equations [D.23] and [D.24], the total ductwork pressure drop may be evaluated using Equation 
[D.26]. 
duct friction TeedP P P= Δ + Δ   [D.26] 
Fan/blower power inputs and system performance 
The required power input for the fan depends on the fan efficiency and the pressure drop over the 
condenser coil.  Both of these are combined into a fan-coefficient value (expressed in kW/cmm) obtained from 
published specifications for a Daikin System (RXS12DVJU) ductless split system.  The fan work was thus 
determined using Equation [D.27]. 
( )_fan cond,cmmW fan coefficient V=   [D.27] 
The blower work is determined in much the same way.  A blower-coefficient is used to account for the blower 
efficiency and the pressure drop across the evaporator.  The blower coefficient (also expressed in kW/cmm) is 
typical of a ductless split system with a blower powered by a DC motor.  However, the blower work must also 
include the pressure drop across the energy wheel as well as the pressure drop resulting from the ductwork.  This is 
done using Equation [D.28]. 
( )_ duct wheelblower evap,cmm evap
blower
dP dPW blower coefficient V V
⎛ ⎞+= + ⎜ ⎟η⎝ ⎠
     [D.28] 
By combining Equations [D.20], [D.22], [D.27], and [D.28], the system Coefficient of Performance may be 
determined.  This is done in Equation [D.29]. 
evap blower
sys
comp blower fan
Q W
COP
W W W
−= + +
 
     [D.29] 
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House 
The final component of the system is the house itself.  The suffixes used in the energy balances on the 
house are defined in Figure D.9. 
 
Figure D.9- Definition of variable suffixes used in modeling of the house 
The total load on the house is simply the sum of the sensible and latent loads, as shown in Equation [D.30]. 
house sens,house lat,houseQ Q Q= +    [D.30] 
The total load on the house can also be represented by an enthalpy difference, as in Equation [D.31]. 
( )house supply indoor supplyQ m h h= −   [D.31] 
It should be noted that the enthalpies in Equation [D.31] are the wet-air enthalpies of the supply and indoor air.  The 
latent load on the house is obtained by a simple moisture balance on house and is shown in Equation [D.32]. 
( )lat,house supply indoor supply fgQ m h= ω −ω    [D.32] 
It should also be noted that the value of sens,houseQ  and lat,houseQ  are known from the baseline load calculations 
performed on the low energy house. 
D.4- Results 
Both the DOAS and the Recirculation System were applied to the low energy house on a design cooling 
day.  The primary goals of this simulation were to determine total ventilation flowrates necessary on the design 
cooling day and the amount of central system work required of each system.  The results are summarized in Table 
D.2. 
Table D.2 Summary of design cooling day requirements 
  Pure DOASCentral system w/recirculation units
A_a_evap 11 10.4 [m^2]
COP_cyc 5.4 5.5 [-] 
COP_sys 4.1 4.5 [-] 
Q_dot_sens 2.5 2.1 [kW]
Q_dot_lat 1.3 0.43 [kW]
V_dot_fresh 13 1.6 [cmm]
V_dot_recirc 0 11 [cmm]
V_dot_total 13 12.6 [cmm]
W_dot_blower 0.144 0.057 [kW]
W_dot_fan 0.048 0.033 [kW]
W_dot_comp 0.692 0.464 [kW]
W_dot_total 0.919 0.566 [kW]
House 
indoor 
supply 
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Table D.2 shows both systems operation with similar evaporator areas and system COPs.  The addition of 
the recirculation loop was able to reduce latent ventilation loads by over 60%!  Sensible ventilation loads also saw a 
reduction, albeit a more modest 16% reduction.  This is due to the dominance of the solar load on the total sensible 
load.  Solar loading is, of course, not affected by a recirculation loop. 
It is interesting to note that both systems require a total air flowrate over the evaporator coil of 
approximately 13 cmm.  While this is about half the air flow requirement of many current systems, it is still 
significant enough to warrant the use of ductwork throughout the house.  However, use of standard ductwork on a 13 
cmm ventilation flow will result in reduced frictional pressure losses from the ducts. 
The major difference between the two systems can be seen in the central system work.  The addition of a 
recirculation loop reduces the total system work by 38%.  This is not a surprising result.  Mixing a minimum of fresh 
air with recirculated indoor air effectively preconditions the fresh air before it reaches the central system resulting in 
a decrease in ventilation load of 1.2 kW.  This 30% reduction in total ventilation load corresponds to a 38% 
reduction in central system work, as is evidenced in Table D.2.  The additional 8% reduction in central system work 
is a result of reduced blower work.  The blower in the DOAS system must do more work to overcome the pressure 
drop resulting from moving 13 cmm through the energy wheel.  The blower in the recirculation system needs only 
move the minimum 1.6 cmm through the energy wheel. 
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Appendix E- Calculation of Active Thermal Depth 
E.1- Problem description 
It is known that not all of a building’s mass is active on a diurnal basis.  Thus, for purposes of thermal mass 
calculations, a so-called active thermal depth was estimated in order to approximate a building thermal capacitance.  
The problem under investigation is unsteady, one-dimensional conduction through an interior building wall.  This is 
illustrated in Figure E.1. 
 
Figure E.1- Interior wall schematic 
Once the unsteady temperature profiles are known, it becomes a relatively simple matter to determine the active 
thermal depth. 
E.2- Assumptions 
In order to determine the unsteady profiles, a number of assumptions were employed.  Most notably, the 
entire wall is approximated as one dimensional.  This assumes the entire wall surface is at a single temperature.  
This assumption also neglects the presence of wooden wall studs, which account for approximately 12% of the wall 
surface.  This will introduce a very small underestimation of the active thermal depth since, at these small 
temperature differences (ΔT<2°C), the heat transfer resistance from the air gap is at least six times greater than the 
heat transfer resistance of wood.  A number of other assumptions were also made and are summarized in Table E.1. 
TR_1 TR_2 
h_1, 
T_1 
h_2 
T_2 
h_int 
Room 1 Room 2
Air gap 
L 
Wallboards
x 
T_3     T_4 
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Table E.1- Modeling assumptions 
  Value Assumption 
wallboard material gypsum standard wallboards 
L 19.05 mm thickness of two standard 3/8" wallboards 
thickness of air gap 100 mm standard stud thickness 
T_R1 24°C upper comfort level 
T_R2 22°C 2°C room to room temperature variation 
E.3- Modeling equations 
A simple energy balance will yield the governing equation for an unsteady, one dimensional heat 
conduction problem.  The equation is listed as Equation [E.1]. 
2
2
T dT
x dt
∂ = α∂  [E.1] 
Equation [E.1] was discretized using a second-order accurate centered-difference approximations of the spatial 
derivative.  The solution method employed was a Crank-Nicolson method, which yielded second-order temporal 
accuracy as well.   
The heat transfer coefficients in this problem make the boundary conditions nonlinear.  However, given the 
temperature differences in this problem, the nonlinearity is fairly weak.  The heat transfer coefficients were modeled 
using correlations.  Coefficients h_1 and h_2 were modeled using natural convection correlations from Incropera 
(2002) for a vertical flat plate.  This correlation appears as Equation [E.2]. 
( )
( )( )
2
1 6
1,21,2
1,2 8 279 16
0 387
0 825
1 0 492
/
//
air
. Rah H
Nu .
k . /Pr
⎛ ⎞⋅⎜ ⎟= = +⎜ ⎟⎜ ⎟+⎝ ⎠
 [E.2] 
Here, Pr is the Prandtl number of air and Ra1,2 is the Rayleigh number based on wall height.  The Rayleigh number 
is given in Equation [E.2] 
( ) 3
1,2
g T H
Ra
⋅β ⋅ Δ ⋅= ν ⋅α  [E.3] 
In Equation [E.3], g is gravity, β is the thermal expansion coefficient of air, ∆T is the temperature difference 
between the wall surface and the room temperature, ν is the kinematic viscosity of air, α is the thermal diffusivity of 
air, and H is the wall height which was assumed to be 2.5 m. 
The convection coefficient for the air gap between the two wallboards was determined using correlations 
from Mills (1999) for a vertical channel with heated sidewalls.  Equations [E.4a], [E.4b], [E.4c], and [E.4d] 
comprise the correlation used for the interior air gap. 
( )1 3int0 0605 /aNu . Ra=  [E.4a] 
( )
( )
1 330 293
int
1 36
int
0 104
1
1 6310
/
.
b .
. Ra
Nu
/Ra
⎛ ⎞⎛ ⎞⎜ ⎟= + ⎜ ⎟⎜ ⎟⎜ ⎟+⎝ ⎠⎝ ⎠
 [E.4b] 
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⎛ ⎞= ⎜ ⎟⎝ ⎠
  [E.4c] 
( )int _ int maxair gap a b c
air
h L
Nu Nu ,  Nu ,  Nu
k
= =  [E.4d] 
In Equations [E.4a], [E.4b], and [E.4c], Raint is the Rayleigh number of the air gap between the wallboards.  It is 
based on the temperature difference between the two interior wallboard surfaces (T_3-T_4) and the length between 
them. 
Once the time history of the temperature profile is determined, an active depth may be calculated for any 
given amount of elapsed time ttotal.  The method used includes Equations [E.5] and [E.6] and is detailed in Eicker 
(2003).  The total amount of heat stored in a wallboard over a given time, ttotal is given in Equation [E.5]. 
( ) ( )1 1 1 int 3 4
0 0
total totalt t
stored R
t t
q h t T T h t T T
= =
= Δ − − Δ −⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦∑ ∑  [E.5] 
Equation [E.6] is an equivalent way of expressing qstored. 
stored wall wall activeq c T= ρ δ Δ  [E.6] 
Here, ρwall is the wallboard density, cwall is the specific heat of the wallboard, δactive is the active thermal depth and ∆T 
is the average temperature increase within the wallboard.  Since qstored can be determined using Equation [E.5], ∆T is 
known from the temperature history and ρwall and cwall are both constants, the active thermal depth may be 
determined using Equation [E.6]. 
E.4- Results 
The active thermal depth was calculated for a number of total elapsed times.  A plot of active thermal depth 
versus time is presented in Figure E.2. 
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Figure E.2- Plot of active thermal depth versus time for gypsum-air-gypsum wall 
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From Figure E.2 it is evident that most of the wall mass is active after a fairly short elapsed time of twenty minutes.  
At twenty minutes, 9 mm out of the total 9.5 mm wallboard thickness is active.  As time continues to increase, the 
active depth approaches the total depth as the wall moves toward steady state.  Of course, at steady state, the active 
depth will equal the actual wallboard thickness.  Figure E.2 also shows that the original assumption of an 8 mm 
active depth is not only reasonable, but really rather conservative for elapsed times longer than 10 minutes. 
As mentioned previously, neglecting the presence of the wooden wall studs would introduce some error.  
Specifically, the active depth would be underestimated since the conduction path through the wooden stud would 
offer less thermal resistance than convection heat transfer through the air gap in the wall.  In an effort to understand 
the relative magnitude of this error, the opposite extreme of wall composition was modeled.  Figure E.3 shows the 
behavior of wall active depth if wood 100 mm thick was between the two gypsum boards instead of the air gap in 
the previous analysis. 
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Figure E.3- Active depth vs. time for gypsum-wood-gypsum wall 
Figure E.2 and Figure E.3 are seen to be quite similar.  This is not unexpected.  Filling the air gap with wood did 
reduce resistance to heat transfer in the middle section of the wall, but the basic behavior of the active depth plot 
remained unchanged.  The active depth of the gypsum-wood-gypsum wall increases slightly faster than the active 
depth of the gypsum-air-gypsum wall, but the difference is only a matter of minutes.  Both models indicate that an 
assumption of an active depth of 8 mm is a conservative one, in general, and is certainly valid when assuming 
timeframes longer than ten minutes.  
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Appendix F- Ductless Split Systems 
F.1- Introduction 
One example of a decentralized system involves the use of ductless split systems.  In this scenario, a small 
central unit conditions the minimum fresh air ventilation requirement while handling all of the latent loads.  Sensible 
loads are then handled by ductless split system systems sized for each particular zone of the building.  Such a system 
is represented schematically in Figure F.1. 
 
Figure F.1- Schematic of a decentralized mini-split system 
It should be noted that the three room network appearing in Figure F.1 is identical to the network used in 
determining the necessity of ductwork for the central system.  As such, the equations and energy balances for the 
three room network used here are identical to those equations presented in Appendix C- Central System Ventilation 
Requirements.  Also, the dehumidifier, the two sensible ductless split system systems, and the energy wheel are 
modeled using the equations presented in Appendix D- Dedicated Outdoor Air System. 
F.2- Concentrated solar loading  
For sizing purposes, the simulation is run with a concentrated solar load applied to R1 under summer 
design day conditions.  All interior doors are assumed open.  Since the central system will only handle the minimum 
fresh air requirement of 1.6 cmm, the model allows the user to set one room relative humidity and two room 
temperatures.  The scenario is represented schematically in Figure F.2. 
R3 R2 R1 
Energy Recovery Wheel 
Central 
Dehumidification 
system 
Sensible ductless split systems 
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Figure F.2- Schematic of summer design day with concentrated solar load on R1 
The results of the analysis of this scenario are summarized in Table F.1. 
Table F.1- Scenario #1 results for decentralized system 
  Unit     
  Mini-1 Mini-2 Central ventilation Total System units 
A_a_evap 7.6 4.0 1.7 13.3 [m^2] 
COP_cyc 6.4 6.9 4.3 5.5 [-] 
COP_sys 5.1 5.1 3.9 4.6 [-] 
Q_dot_sens 1.05 0.47 0.52 2.03 [kW] 
Q_dot_lat 0.00 0.00 0.41 0.41 [kW] 
V_dot 11.8 7.3 1.7 20.7 [cmm] 
W_dot_blower 0.024 0.015 0.007 0.045 [kW] 
W_dot_fan 0.013 0.006 0.012 0.031 [kW] 
W_dot_comp 0.162 0.068 0.215 0.445 [kW] 
W_dot_unit 0.204 0.092 0.236 0.531 [kW] 
 
For purposes of comparison, the values calculated for the centralized system with recirculation are presented again 
in Table F.2. 
Table F.2- Central system with recirculation requirements 
  Central system w/recirculation units 
A_a_evap 10.4 [m^2] 
COP_cyc 5.5 [-] 
COP_sys 4.5 [-] 
Q_dot_sens 2.1 [kW] 
Q_dot_lat 0.43 [kW] 
V_dot 12.6 [cmm]
W_dot_blower 0.057 [kW] 
W_dot_fan 0.033 [kW] 
W_dot_comp 0.464 [kW] 
W_dot_unit 0.566 [kW] 
W_dot_total 0.566 [kW] 
 
TR2=24 TR1=24°C 
RHR1=0.60 
Toutdoor=33.9°C 
Tdp_outdoor=23.9°C 
Qsolar 
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Comparing Table F.1 and Table F.2 brings to light some interesting results.  First of all, in the ductless split 
system system, since the entire latent load is handled by the small central unit, both ductless split systems are only 
responsible for sensible loads and as such, both may operate above the room’s dewpoint temperature.  Operating at a 
higher system temperature results in higher cycle and system COPs for both ductless split system units when 
compared to the cycle and system COP of the central system with recirculation.  It is natural to assume that higher 
COPs would result in less work since both the centralized and the decentralized systems must handle the same total 
load.  This is reflected in the modest 6% drop in total work required of the ductless system. 
It is rather remarkable that a decentralized system performance is within 6% of a centralized system 
performance.  However, this is not altogether surprising.  Both systems were applied to the same house under the 
same conditions.  Both systems also operate using a vapor-compression cycle.  So, if a control volume were drawn 
about the entire system (residence+A/C), the two systems would be nearly identical, thermodynamically speaking. 
The gain in COPs seen by the sensible units is almost entirely offset by the reduction in COP of the central 
dehumidification unit.  In assigning the entire latent load of the building to the small central unit operating on the 
minimum fresh air ventilation stream, the central unit is forced to operate at a rather low evaporator temperature in 
order to remove enough moisture to maintain comfortable indoor humidity levels.  This results in a low cycle COP 
of 4.3 and a low system COP of 3.9.  The low COP of the central unit nearly offsets the higher COPs of the two 
sensible-only ductless split systems.  There is a small benefit to the vapor-compression dehumidifier in that it 
handles some of the sensible load along with the latent load.  In fact, the dehumidifier handles approximately 25% of 
the entire sensible load.  Unfortunately, the low COP of the dehumidifier means that 25% of the sensible load will 
be handled rather inefficiently. 
Since the decentralized system was applied to the three room network, it may be beneficial to examine the 
temperature and humidity distributions within the residence.  These conditions are summarized in Table F.3. 
Table F.3- Temperature and humidity distribution from decentralized system 
Room Temperature Relative Humidity 
R1 24°C 0.60 
R2 24°C 0.54 
R3 24°C 0.48 
 
Table F.3 shows that a constant temperature may be easily maintained throughout the structure.  In order to 
limit the maximum room humidity to less than 60%, an amount of over-drying is necessary.  This over-drying is not 
excessive and the minimum room humidity of 48% is still within ASHRAE comfort guidelines.   
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Figure F.3- Alternative solar loading scheme 
Of course, sizing ductless split system units based on a concentrated solar load assumes knowledge of 
where the solar load will be concentrated.  The question then becomes: can the system sized for a concentrated solar 
load in R1 maintain comfort if the concentrated solar load is applied to R2 instead?  This scenario is schematically 
represented in Figure F.3. 
Utilizing the same three units presented in Table F.1, the temperature and humidity distribution was 
calculated assuming that the solar load was concentrated in R2.  As is evidenced in Table F.4, the properly sized 
units have no difficulty maintaining comfort if the solar load is concentrated in a different room. 
Table F.4- Temperature and humidity distribution with solar load concentrated on R2 
Room Temperature Relative Humidity 
R1 23.2°C 0.60 
R2 24.7°C 0.53 
R3 24.7°C 0.45 
F.3- Sensible/latent load decoupling 
In the previous section, although the latent load was handled entirely by the central mechanical 
dehumidification unit, this central unit also accomplished some sensible cooling.  If this central mechanical 
dehumidifier were replaced by a desiccant dehumidifier, the sensible and latent loads may be completely decoupled 
in the decentralized system.  Such a system is represented schematically in Figure F.4. 
Toutdoor=33.9°C 
Tdp_outdoor=23.9°C 
Qsolar 
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Figure F.4- Schematic of decentralized system with desiccant dehumidification 
The analysis for this design cooling day with a concentrated solar load was run for the decentralized system utilizing 
a desiccant dehumidifier.  These results are summarized in Table F.5. 
Table F.5- Results for decentralized system utilizing desiccant dehumidification 
 Unit    
  Mini-1 Mini-2 Mini-3 desiccant Total system units 
A_a_evap 8.1 4.5 7.6 NA 20.1 [m^2] 
COP_cyc 6.6 7.1 6.6 NA 7.7 [-] 
COP_sys 5.1 5.0 5.1 NA 5.9 [-] 
Q_dot_sens 1.05 0.47 0.98 0.00 2.49 [kW] 
Q_dot_lat 0.00 0.00 0.00 0.39 0.39 [kW] 
V_dot 13.0 9.2 12.1 1.6 35.8 [cmm] 
W_dot_blower 0.026 0.019 0.025 0.006 0.076 [kW] 
W_dot_fan 0.013 0.006 0.013 0.000 0.032 [kW] 
W_dot_comp 0.159 0.066 0.148 0.000 0.372 [kW] 
W_dot_unit 0.204 0.094 0.190 0.000 0.488 [kW] 
 
Table F.5 indicates that the desiccant system requires approximately 8% less work than the system with the 
mechanical dehumidifier.  This is because the desiccant replaces the “weak link” of the mechanical dehumidifier.  
Although the mechanical dehumidifier does handle some sensible load along with the entire latent load, it must 
operate with a fairly low coil temperature, and thus, a fairly low COP.   
By utilizing a desiccant dehumidifier, the latent load is essentially converted into sensible load.  The 
ductless split systems must handle 390 more Watts of sensible load than their counterparts with the mechanical 
dehumidifier.  This can be accomplished quite efficiently, however, because they can all operate at fairly high COPs 
(~5).  So, the sensible units may all operate efficiently while the desiccant replaces in inefficient mechanical 
dehumidifier.  Recall, however, from Section 3.3 that this assumes best-case performance of the desiccant – that it 
can be regenerated using heat rejected from the condenser[s].  Given the potential complexity of collecting this heat 
from whichever mini-split systems happens to be operating, it would be quite difficult to achieve the full benefit of 
this desiccant-based system in practice.   
TR2=24 TR1=24°C 
RHR1=0.60 
Toutdoor=33.9°C 
Tdp outdoor=23.9°C 
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Appendix G- Decentralized System- Wall Panels 
G.1- Cooling mode 
Another decentralized system involves integrating a vapor-compression unit into an exterior wall.  Here, 
the evaporator coils are positioned just beneath the interior surface of the wall while the condenser is positioned just 
beneath the exterior skin of the building.  Conceptually, this is nearly identical to a standard vapor-compression 
system minus a blower to blow air over the evaporator coils and a fan to move air over the condenser coils.  Wall 
panel cooling relies on natural convection as the primary mode of heat transfer, making dual use of existing wall 
surfaces for heat transfer.  While this does present an obvious savings with regard to blower and fan power, this also 
requires fairly large heat transfer surface areas, because of the low convective heat transfer coefficient.   Moreover 
the interior wall panel surface must be warmer than the room’s dew point temperature, thus reducing the 
temperature difference between the wall surface and the room air temperature.  
The following calculations estimate the wall area that would be required to implement this option.  The 
analysis focuses first on air conditioning, because the wall surface temperature constraint will limit capacity in 
cooling mode.  The first step is to determine whether there is enough wall surface area to provide the needed 
capacity.  If that is sufficient, the next step is to compare its energy efficiency to that of other systems. 
A 1°C saturation temperature drop within the evaporator has been previously assumed.  Also, humidity 
variation throughout the residence may result in slightly higher dew point temperatures in some areas.  To ensure 
that condensate does not form on the walls, a mean wall surface temperature of 2°C higher than the desired dew 
point will be assumed.  This is illustrated in Figure G.1. 
 
Figure G.1- How indoor dew point determines wall surface temperature 
In order to determine the area necessary for wall panel cooling, a heat transfer coefficient for the wall panel 
must first be determined.  A wall Rayleigh number is determined using Equation [G.1] 
( )3 1panel R wall,surf
panel
g H T T
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Here, g represents gravitational acceleration, β is the thermal expansion coefficient of air, α is the thermal diffusivity 
of air and ν is the kinematic viscosity of air.  Hpanel is the height of the wall panel and is assumed to be 1.5 m.  The 
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total wall height is 2.5 m, but a panel height of 1.5 m [rather optimistically] accounts for the disruption of heat 
transfer due to placement of furniture or other obstructions directly in front of the wall.  Once the panel Rayleigh 
number is known, the heat transfer coefficient of the wall may be determined using the vertical flat plate correlation 
found in Incropera (2002).  This correlation appears as Equation [G.2]. 
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0 825
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 [G.2] 
Here, kair is the thermal conductivity of air and Pr is the Prandtl number. 
Recall that the peak sensible cooling load on the residence is approximately 2 kW.  With knowledge of the 
cooling load, the minimum wall surface temperature, the radiation component, and the heat transfer coefficient of 
the wall panels, the required panel area may be determined using Equation [G.3]. 
( )1
panels
panel
panel R wall,surf rad
Q
A
h T T q
= ′′− +   [G.3] 
The radiation component of heat transfer may be determined by making some assumptions.  If blackbody 
radiation is assumed and if it is assumed that the panels have a thin outer covering of paper (such as wallpaper), then 
the radiative flux may be determined using Equation [G.4]. 
 ( )4 4 _rad paper room wall surfaceq T Tγ σ′′ = −  [G.4] 
Here, γpaper is the emissivity of paper, taken as 0.92 from Incropera (2002) and σ is the Stefan-Boltzmann constant of 
5.67e-8. 
Utilizing assumptions regarding panel height and wall surface temperature, Equation [G.1] and [G.2] may 
be used to determine the wall heat transfer coefficient.  The previous assumptions result in a wall heat transfer 
coefficient of 2.6 W/m2-K on the indoor wall surface.  This is also a minimum value for the outdoor wall surface.  
The heat transfer coefficient on the outdoor surface is conservative; it will likely be greater due to outdoor wind.  A 
2.6 W/m2-K heat transfer coefficient generates a convection heat transfer of 15.6 W/m2 for a wall surface 
temperature of 18°C in a 24°C room.  Plugging assumed values into Equation [G.4] gives the radiative component 
of panel heat transfer as approximately 32 W/m2.  This is a rather optimistic value for the radiation component as it 
assumes that the wall panel will only see objects at 24°C.  In reality, the wall panels would likely also see some of 
the other wall panels at 18°C.   
Although the peak sensible cooling load is 2 kW, recall from Appendix F that if a mechanical dehumidifier 
is used, the dehumidifier can handle approximately 0.5 kW of sensible load in addition to the latent load.  It is 
logical to assume mechanical dehumidification in this case since it would be extremely unlikely that waste heat 
could be adequately recovered to regenerate a desiccant dehumidifier given the distributed nature of the wall panels.  
So, assuming a peak sensible cooling load of 1.5 kW and knowing the convective and radiative components of panel 
heat transfer, Equation [G.3] may be used to determine a required panel area of approximately 32 m2.  If a panel 
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height of 1.5 m is assumed, this results in a total panel length of 21 m.  Recall from Appendix B, the baseline 
calculations assumed 15% of the total external wall area was occupied by windows with a height of 1 m.  This 
results in an aggregate window width of 23 m, which must be added to 2 m for door widths.  Thus, the panel width 
plus window width plus door width can be accommodated by the 60 m perimeter of the building. 
The choice of wall surface temperature has a sizable impact on the required panel area, and consequently, 
the required panel width.  Allowing for doors and windows, 35 m of the 60 m building perimeter is available to 
panels.  Figure G.2 is a plot of required panel width vs. wall surface temperature.  It is clear that there is only about a 
2°C window where the panels are warm enough to prohibit condensate formation yet cool enough to handle the 
sensible load using the available wall space.  
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Figure G.2- Required panel width versus wall surface temperature 
Since wall panels seem physically plausible, it would be beneficial to quantify any efficiency benefits of 
wall panels.  For example, wall panels require neither blowers nor fans.  Therefore, it only necessary to determine 
the compressor work required of a wall panel cooling system.  A few simple assumptions were made in order to 
determine wall panel compressor work.  These are summarized in Table G.1. 
Table G.1- Panel Assumptions 
Assumption value reason 
refrigerant temp glide (condenser) 1°C consistent with ductless split system analysis 
refrigerant temp glide (evaporator) 1°C consistent with ductless split system analysis 
∆ T across cosmetic panel covering 1°C Easily done with proper conductivity/thickness 
compressor efficiency 0.7 consistent with ductless split system analysis 
Wall surface temperature 18°C Two degrees above room dew point  
 
Really, the only new assumption in Table G.1 is that of the temperature difference across the cosmetic 
covering of the wall panel.  A 1°C temperature difference across this covering is easily achieved with a relatively 
thin sheet of a material with a high thermal conductivity.  While this is easily done, it may cause some aesthetic 
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problems.  Therefore, this assumption represents a pretty optimistic, best case scenario.  Of course a larger the 
temperature difference requires a colder refrigerant and more compressor work.  
Using the assumptions in Table G.1, the wall panel compressor power can be found to be 0.207 kW.  Recall 
from Appendix F, that the compressor power for the two sensible ductless split systems totaled to 0.230 kW.  So, a 
modest 10% savings in compressor work may be realized in the wall panel system.  However, this is a best case 
scenario.  In all likelihood, a wall panel system would have multiple, smaller and possibly less efficient compressors 
rather than one large compressor.  Appendix F also shows that the fan and blower powers of the sensible ductless 
split systems total 0.058 kW.  More detailed analysis is needed to determine whether reduced compressor efficiency 
would offset this modest savings of fan and blower work. 
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Figure G.3- Compressor work as a function of the wall surface-evaporator temperature difference 
Compressor power is fairly sensitive to the temperature difference between the wall surface and the 
evaporator.  This behavior is illustrated in Figure G.3. 
Figure G.3 indicates that if there is to be any savings of compressor work then the temperature difference 
between the wall surface and the evaporator must be less than 3°C, assuming an 18°C wall surface temperature. 
The foregoing analysis implies that secondary loop systems (e.g. panels cooled with hot or chilled water) 
may also have severe limitations in hot humid climates.  An advantage of secondary chilled water loops is that they 
can utilize the ceiling surface.  This is a rather small advantage since there is significant wall area available to 
accommodate the required wall panels.  However, ceiling panel performance will not be affected by furniture 
placement or decorations.  Their disadvantage, however, is the COP penalty imposed by the additional refrigerant-
to-water temperature difference at the evaporator and condenser.  This will add at least another degree to the 
temperature difference between the indoor surface and the refrigerant in the evaporator, further reducing gains in 
compressor work.  Figure G.3 shows that if the wall surface-evaporator temperature difference is increased to 2°C, 
then compressor work increases to 0.217 kW.  Ceiling panels would therefore only reduce compressor work by 
approximately 13 W.  There is still the 58 W savings from the absence of fans and blowers.  So total savings over 
ductless split systems totals 71 W, or about a 13% reduction in total system power.   
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However, it is important to note that secondary loop systems also require a pump to move the water 
through the water loop.  If the assumption of a 1°C water temperature change is employed, it can be determined 
through a simple first law analysis that the water flow rate necessary to remove 1.5 kW is 3.6e-4 m3/s.  In order to 
realize any benefit over the ductless split system, total pumping power must be limited to less than 71 W.  The 
maximum allowable pressure drop can be determined using the simplified mechanical energy equation shown as 
Equation [G.5]. 
pump water waterW V dP=   [G.5] 
Equation [G.5] indicates that the total water loop pressure drop must be less than 197 kPa if pump power is to be 
less than 71 W, provided the pump is 100% efficient.   Therefore the potential savings of an actual ceiling panel 
system are quite limited, compared to a ductless split system.   
G.2- Heating mode 
Wall panels could provide a noticeable benefit in heating mode due to their sizable areas, which are 
required to meet cooling loads.  For example, consider the 32 m2 of wall panel area calculated for the cooling case.  
In heat pump mode, the wall surface temperature required to remove the 2.2 kW of peak sensible heating load is 
only 28°C for a 20°C indoor temperature.  This eight degree temperature difference between the wall surface and the 
room temperature results in a convective heat transfer of 24 W/m2 and a radiative heat transfer component of 45 
W/m2.  The convective component increased 54% over the cooling scenario and the radiative component increased 
by 40%.   If a 1°C temperature difference across the panel covering is still assumed, then a 29°C condenser 
temperature is required.  This is a sizeable reduction in condenser temperature compared to a system heating supply 
air up to 40°C.  This savings is realized in compressor work.  Required wall panel compressor power is 0.75 kW.  
Heating supply air to 40°C requires a condenser temperature of approximately 42°C and compressor power of 1.07 
kW.  Thus, wall panels generate nearly a 30% savings in compressor power, in addition to eliminating 25 W of fan 
power and 19 W of blower power during the heating season.  The major drawback in the heating season comes from 
the low evaporator temperatures.  These low temperatures could lead to frosting, which may prove problematic on a 
cold wall surface distributed around the entire building.  Defrosting strategies for such systems have not been 
explored. 
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Appendix H- Heating Season 
For sizing purposes, it is important to determine system requirements for the heating season.  Design 
heating and cooling conditions for St. Louis generate very comparable peak heating and cooling loads, both on the 
order of 2 kW.  Thus, simply looking at peak load magnitudes will give no indication as to which design condition 
will size the system.  Therefore, a simple centralized heat pump was simulated under peak heating loads in order to 
determine system requirements for heating and to compare the required system to the cooling system described 
earlier. 
The heat pump was modeled the same way as the DOAS central system, detailed in Appendix D.  The 
notable exception is that the heat pump’s condenser (rather than the evaporator) was modeled using finite elements.  
Specific heat pump-related assumptions are listed in Table H.1 
Table H.1- Heating assumptions 
Variable Value Reason 
T_outdoor -13.3°C Design temp for St. Louis 
Q_cond 2.23 kW peak heating load (sensible+latent) for low-energy residence 
T_indoor 20°C consistent with baseline 
 
A subcritical heat pump using R410A as a refrigerant in crossflow heat exchangers was simulated.  Table 
H.2 compares this heat pump system with the 410A cooling system with internal air recirculation. 
Table H.2- Heat pump coils on heating and cooling design days 
 410A heat pump 410A AC units 
 Indoor coil Outdoor coil Indoor coil Outdoor coil   
UA 0.28 0.90 0.52 0.77 [kW/K] 
LMTD 8.0 1.8 4.5 3.9 [K] 
inlet delta T 22 4.0 10.8 8.8 [C] 
COP_cyc 3.5 5.5 [-] 
V_dot_indoor 5.6 12.6 [cmm] 
W_dot_comp 0.643 0.464 [kW] 
T_supply 40 16 [C] 
 
It is evident from Table H.2 that the indoor heat exchanger area must be sized based on cooling requirements while 
the outdoor heat exchanger must be sized based on heating requirements.  Due to the high supply air temperature 
required, the inlet temperature difference (Tair –Trefrigerant) on the indoor coil during the heating season is more than 
twice that on the indoor coil during the cooling season.  This larger inlet temperature difference leads to a larger 
LMTD and results in a smaller indoor coil UA for the heating season.  Thus, the indoor coil must be sized for the 
cooling season.  The opposite situation occurs for the outdoor coil, which is less heavily loaded in heating mode.  
During the cooling season, the inlet ∆T on the outdoor coil is greater than the inlet ∆T on the outdoor coil in the 
heating season.  Thus, the LMTD on the outdoor coil is greater in cooling season and the UA needed for the outdoor 
coil is less than what is needed in the heating season.  Thus, the outdoor coil must be sized for the heating season.   
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An alternative to a subcritical 410A heat pump delivering is a supercritical CO2 heat pump.  A supercritical 
CO2 heat pump was simulated, again with crossflow heat exchangers, and is presented in Table H.3. 
Table H.3- CO2 heat pump 
 CO2 heat pump units 
 Indoor coil Outdoor coil   
UA 0.50 0.81 [kW/K] 
COP_cyc 3.4 [-] 
V_dot_indoor 5.6 [cmm] 
W_dot_comp 0.663 [kW] 
T_supply 40 [C] 
 
The CO2 heat pump requires a smaller outdoor heat exchanger and a larger indoor heat exchanger than the 
410A system.  The outdoor coil requirement is 10% less than the requirement of the 410A system.  At this supply air 
temperature of 40°C, the 410A has a cycle COP approximately 3% higher than the CO2 system.  However, as supply 
air temperature is increased, the COP of the CO2 system will approach the COP of the 410A system. Such a scenario 
could be encountered, for example, if the system were integrated with the hot water heater and was required to heat 
water to 60°C.  Also if supply air were heated to 60°C, this would require a redesign of the refrigerant-to-air heat 
exchangers since the elevated supply air temperature would result in less indoor airflow to meet sensible heating 
loads.  
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Appendix I- Integrated Domestic Hot Water 
I.1- Introduction 
The idea of integrating space heating and cooling with domestic water heating has existed for over fifty 
years (Ji et al. 2003).  This involves using waste heat from the condenser coil to heat water for domestic use.  This 
can be accomplished either through the use of a condenser coil completely submerged into the hot water tank itself, 
as presented in Ji et al. (2003) and Jiang et al. (2006), or through the use of a counterflow refrigerant/water heat 
exchanger as suggested in Rajan andBullard (2004).  The condenser coil for water heating is then put in series with 
an air-side condenser to facilitate system operation during periods where water heating is not required. 
Naturally, the feasibility of this idea is dependent on the magnitude of building loads, as the magnitude of 
building loads determines how much heat must be rejected by the condenser coil.  The amount of heat rejected by 
the condenser coil will determine the length of time required to recharge the hot water tank after use.  For example, 
Rajan and Bullard (2004) cite that the average U.S. domestic hot water demand is approximately 12.1 kWh/day.  
Thus, if the hot water tank is to be recharged in three hours, the total heat input required would be 4 kW. 
I.2- Cooling season 
Integrating hot water with space cooling would be accomplished in a straightforward manner with a 
centralized cooling system.  During peak cooling periods, water may be heated in a counterflow condenser or gas 
cooler at little to no cost by using the ~3 kW waste heat available from the condenser coil at a temperature near the 
desired (~60C) temperature.  When a/c loads are lower during mild weather, a subcritical R410A system would need 
to reject heat at an elevated temperature, incurring some energy cost.  An R744 gas cooler, however, could supply 
water at the desired temperature, as shown by Rajan and Bullard (2004) for a 10.5 kW air conditioning system.  
However the required heat rejection rate would not be achievable during mild weather from a smaller system in a 
low-energy house. Therefore an energy penalty would be incurred because the R744 system would also need to be 
operated at an artificially high compressor discharge pressure.   
Returning now to the centralized cooling system detailed in Appendix D, this system must reject 
approximately 3 kW of waste heat.  If an average hot water demand of 12.1 kWh/day is assumed, then the central 
system would be capable of recharging the hot water tank in approximately four hours.  If a faster recharge time is 
required, the integrated system could easily be augmented with an electric resistance heater. 
The decentralized system detailed in Appendix F makes for a more complicated situation. Since each small 
unit handles only a portion of the total building loads, the condenser heat rejection on an individual unit is less than 
that of a centralized system.  For instance, the three units analyzed in Appendix F had condenser heat rejections of 
1.1 kW, 0.67 kW, and 1.2 kW at the maximum load condition.  The waste heat from these units could contribute to 
water heating, but it is unlikely waste heat alone would recharge the hot water tank in an acceptable timeframe.  A 
resistance heater with a capacity of 2-3 kW would be required to augment the integrated system.  However, in the 
heating season, the oversizing necessary in order to heat the indoor space and meet hot water demand would make 
such an integration of domestic hot water heating with a decentralized system impractical. 
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I.3- Heating season 
The heating season can prove problematic for this integrated approach.  In fact both Ji et al. (2003) and 
Jiang et al. (2006) recommend that their systems not be employed for ambient temperatures below 0°C due to the 
sizable reduction in system COP.  Essentially, when the unit is operating in heat pump mode, the rejected heat is no 
longer waste.  During this season, water requires heat that would otherwise go into heating the conditioned space.  
Therefore, the integrated system requires an oversized heat pump.   
The degree of over sizing required can be somewhat offset through building thermal mass.  For example, 
consider the peak heating load of a low-energy building as 2.2 kW, as calculated in Appendix B.  If the central 
heating unit is over sized to 4 kW, both space heating and water heating may be accomplished without detriment to 
comfort, provided the building and its contents are “overheated” by 3°C before the hot water tank is recharged.  
From the results in Section 3.3, for a 3°C temperature swing, the building walls are capable of storing 5.4 kWh and 
are capable of discharging that stored energy at a rate of 1.3 kW.  So in this scenario, the walls are capable of 
handling 1.3 kW of the total 2.2 kW heating load.  Of course, the walls can only do this for just over four hours.  
Thus, while the walls are discharging, the central unit needs only contribute 0.9 kW to heat the indoor space.  That 
leaves 3.1 kW of capacity to recharge the hot water tank.  At that rate, the tank may be completely recharged in less 
than three hours.  Thus, the heat pump will be able to return to space heating mode before the walls are completely 
drained of their additional stored energy. 
Although the central unit must be oversized, it is important to note that the 4 kW system is still 60% 
smaller than the 10 kW system required for the typical residence.  The 4 kW unit in a low energy residence would be 
capable of space and water heating even under peak loading conditions.  The 10 kW system in a typical residence is 
necessary for space heating, while an additional unit is required for water heating. 
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Appendix J- Maximum Achievable Heat Pump Operating Efficiencies 
This Appendix summarizes results of simplified calculations comparing heating efficiencies for R410A and 
R744 air-source heat pumps, and the effect of configuring the indoor coil with crossflow or counterflow circuiting.  
Cycle COP’s for a hypothetical 1 kW heating capacity are compared assuming an outdoor temperature of 8.3C at the 
rating condition. 
The results of such a comparison will depend to some extent on how the systems and components were 
sized.  Therefore the first step is to perform a thermodynamic cycle analysis, while specifying a few performance 
parameters, to determine how a system sized for the maximum cooling load will perform at the heating capacity 
rating condition. 
J.1-Thermodynamic Cycles 
Figure J.1 shows the cooling cycle (solid line) at the ARI-A rating condition, approximately 27/19/35C, for 
a relatively efficient system, allowing for 1C saturation temperature losses and 2C approach temperature differences 
in both the indoor and outdoor heat exchangers.  These assumptions, plus a cooling capacity requirement of 1 kW, 
defined the compressor displacement rate (0.16 liter/s), outdoor (8.6 cmm) and indoor (2.8 cmm) air flow rates 
required to produce a sensible heat ratio of 0.75.    
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Figure J.1- Effect of UA on R410A system efficiency 
The same system operating in heat pump mode at the ARI heating capacity rating condition, approximately 
21/8.3/6.1C, yields a cycle (dashed line) having slightly larger pressure lift and about 25% lower suction gas density 
– both of which increase specific work.  However in heating mode, the useful heat output from the condenser 
includes specific compressor work, resulting in a nearly identical cycle efficiency (COPh ≈ COPc).   Because the 
compressor work is rejected through the condenser as useful heat, it offsets the increase in specific work caused by 
the lower suction gas density and higher pressure lift.   
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At the heating test condition the outdoor coil is loaded less heavily than at the cooling design condition – 
about 40% lower due mainly to the lower suction gas density.  Therefore the heat source provided by the constant-
speed outdoor fan keeps the evaporating temperature between 1-2C because it needs to cool the air only 4C (vs. 
7.5C at cooling rating point).  
J.2- Simulation Analysis 
Since the purpose of this document is simply to ascertain whether large differences in performance exist 
between R410A and R744 systems, several simplifying assumptions are made.  A 30-element finite volume model is 
used to calculate heat exchanger performance, under the simple assumption that the overall heat transfer coefficient 
U is constant from inlet to exit.  Since heat transfer resistance is air-side dominated, the comparisons should not be 
too sensitive to this assumption.  The second assumption reduces all other components to simple thermodynamic 
state points, by holding evaporating temperature constant and assuming a compressor isentropic efficiency of 0.7 for 
both refrigerants. 
J.3- R410A Crossflow 
Figure J.1 shows results for the most familiar refrigerant and heat exchanger configuration, delivering 
supply air at 50C, comparable to that delivered by a gas furnace or R744 system.  The large temperature glide (to 
50C from 20C return air temperature) allows for large subcooling, so the system operates far away from the ideal 
vapor compression cycle that would be appropriate only for a system having infinite heat sink at the indoor room 
temperature.  The upper two curves show the cycles corresponding to a near-maximum subcooling condition in 
which refrigerant leaves the condenser at 0.5C above the return air temperature.1  Condenser UA for the solid line is 
0.08 kW/K; the dashed line for UA=0.20 illustrates the limiting condition where the condenser is large enough to 
pinch the exit air temperature in the two-phase region of the condenser, increasing COP by about 5%.   
The two lower cycles depict the counterintuitive result that lower subcooling (and lower condensing 
temperature) actually reduces cycle efficiency at this operating condition.  Recall that the ideal cycle is only ideal 
when heat exchangers and sources and sinks are infinite, and therefore the potential for superheat and subcooling is 
nonexistent.  
Figure J.2 elaborates on this counterintuitive result.  The solid lines show refrigerant and exit air 
temperatures for a “near-ideal” cycle having little subcooling.  The dashed lines are for the case of maximum 
subcooling (refrigerant exit approaches air inlet temperature).  In both cases note that the condenser UA=0.8 kW/K 
is sufficient to raise air temperatures within 3-5C of the refrigerant.  It is also interesting to note that the can air exit 
the two-phase region of the condenser at a temperature slightly colder than 40C, because the shortfall is offset by the 
warmer air exiting the superheated region. 
                                                          
1 The desired subcooling is usually achieved by adjusting charge at the design condition in a critically charged 
system equipped with a single-speed compressor.  In more systems with more sophisticated controls (e.g. variable 
speed compressor, subcooling controlled by expansion valve, etc.) it is possible to control subcooling over a wider 
range of operating conditions. 
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Figure J.2- Effect of subcooling on crossflow temperature profile 
J.4- Counterflow Configurations 
Since R410A rejects heat near its critical point and R744 above it, counterflow circuiting was examined for 
both refrigerants.  In both cases the desired supply air temperature dictates the air flow rate, which in turn defines 
the minimum pressure at which heat can be rejected.  Figure J.3 illustrates the situation for the gas cooler in a 
transcritical R744 system.  The curved lines depict the refrigerant temperature profiles for two heat exchangers 
having different UA values.  The high-side pressure in both cases cannot be lowered below the point where pinching 
occurs (arbitrarily defined as 1.5C in this example) in the interior of the gas cooler.  At that pressure the smaller gas 
cooler produces a large 10C approach temperature difference at the refrigerant exit, and a heating cycle COP=4.2.  
The larger UA yields COP=4.8, which is the highest attainable for the given supply air temperature, because both 
points are pinched.  Interestingly, the effect of diminishing returns is quite pronounced: COP=4.7 can be attained 
with a UA of only 0.25 kW/K and an approach temperature difference of 3C.  Note that these results assume a 
perfect counterflow configuration.  For reasons of cost and manufacturability, cross-counterflow configurations are 
far more common in refrigerant-to-air heat exchangers. 
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Figure J.3- Effect of gas cooler size 
Figure J.4 illustrates the same phenomenon for the subcritical cycle using R410A.  Again the high-side 
pressure is set to produce a 1.5C temperature difference at the interior pinch point, and UA is increased until the exit 
condition is essentially pinched.  As in the crossflow case for R410A, the maximum COP=4.9 is achieved when the 
refrigerant outlet is pinched (ΔTapp=1C at UA=0.17).  This exit condition is not critical, however, as COP remains 
above 4.8 until UA drops to 0.14 with ΔTapp=15C.  For slightly smaller UA’s, however, efficiency drops sharply as 
the temperature glide mismatch is exacerbated and the exit enthalpy rises rapidly. 
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Figure J.4- Effect of UA in counterflow heat exchangers 
Also shown in Figure J.4 is the most efficient R744 temperature profile.  Recall that UA=0.29 kW/K was 
required in that case, because the air and refrigerant temperature glides were better matched.  In the subcritical 
R410A condenser the ΔT’s are much larger, so a correspondingly smaller heat exchanger can be used to achieve the 
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same COP.  If the R744 system were fitted with a smaller heat exchanger (UA=0.17 kW/K) it would need to operate 
at a much higher discharge pressure to achieve the necessary ΔT, and its COP would drop to 4.5.  As in the case 
shown previously in Figure J.3, the most efficient operation at this high-pressure condition occurs when the 
refrigerant exit is almost pinched.   
The preceding graphs have revealed similar behavior of both refrigerants in counterflow heat exchangers 
operating far above the inlet air temperature; i.e. far away from the Carnot ideal of an infinite heat sink.  In cases 
like these where the air temperature glide is large, whether above or below the critical point, heating COP is 
maximized at the double-pinched condition. At that condition, cycle efficiency cannot be increased further by 
increasing UA. For any smaller UA, COP is maximized at a near-zero approach temperature difference but a greater 
high-side pressure, thus eliminating the interior pinch point.  To achieve maximum COP for the given UA, the high-
side pressure must be raised, for example by increasing charge or adjusting a backpressure valve. Figure J.5 shows 
the tradeoff between UA and maximum cycle COP’s.  The two curves at the left (for R410A) show that higher 
efficiencies are possible with smaller heat exchangers, compared to R744.  Note that the cycle COP’s for the two 
systems are nearly equal when a 50C supply air temperature is desired, although the R744 system requires much 
larger heat exchanger.  However if 40C supply air is acceptable from a comfort standpoint, R410A has a clear 
efficiency advantage. 
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Figure J.5- Effect of counterflow condenser or gas cooler UA on cycle efficiency 
J.5- Crossflow Comparison 
The tradeoff between UA and cycle COP is summarized in Figure J.6 for the case of crossflow heat 
exchangers.  As in Figure J.5, the dashed lines are for 40C supply air and the solid lines denote systems sized for 
50C operation.  Since there is no glide matching with crossflow heat exchangers, their size is not very sensitive to 
the refrigerant type.  When ΔT is large for 50C supply air, the heat exchangers can be quite small.  The lines shown 
in this Figure J.6 span the same range of pinch point ΔT’s as in Figure J.5.   
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Figure J.6- Comparison of crossflow configurations 
J.6- Summary and Conclusions 
Given the crude assumptions underlying this analysis, it appears that R410A has distinct advantages, at 
least in the case of 40C supply air.   Of course it is also worth noting that it might be very difficult to manufacture an 
adequately counterflow refrigerant/air heat exchanger for R410A.  To approximate the “perfect counterflow” 
circuiting assumption underlying the analysis may require a multi-layer cross-counterflow arrangement having 4 or 
5 layers or more.  On the other hand due to the relatively good glide matching obtained with R744 it is likely that 3 
layers will be sufficient, as University of Illinois researchers have shown experimentally.  If so, it would be 
appropriate to compare R410A crossflow designs with R744 counterflow.  In that case, Table J.1 suggests that the 
two systems should be able to achieve approximately the same maximum cycle efficiencies.   
Table J.1- Summary of maximum efficiencies: COPcyc 
 50°C 40°C 
 Crossflow Counterflow Crossflow Counterflow 
R410A 4.5 4.9 5.3 5.5 
R744 4.0 4.7 4.7 5.2 
Note: ΔT = 2C at refrigerant exit; 1.5C at interior pinch point 
 
Table J.2 summarizes the comparison of heat exchanger sizes (UA) required, given the relatively easy-to-
achieve conditions at the pinch points.  It shows how R744 must exploit its glide-matching capability (at the cost of 
doubling heat exchanger size) in order to compete with R410A’s inherently greater thermodynamic cycle efficiency.   
Table J.2- Heat exchanger size comparison: UA [kW/K] 
 50°C 40°C 
 Crossflow Counterflow Crossflow Counterflow 
R410A 0.10 0.15 0.13 0.17 
R744 0.10 0.26 0.12 0.27 
Note: ΔT = 2C at refrigerant exit; 1.5C at interior pinch point 
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Similar calculations were performed for Tsupply=60C to compare the refrigerants’ suitability for a system 
that also supplied domestic hot water, either exclusively or in addition to hot air for heating.  For the counterflow 
configuration the maximum achievable cycle COP’s were 4.4 for both refrigerants. With water, a perfectly 
counterflow configuration would be easy to fabricate.  Again, the UA’s differ by nearly a factor of 2 (0.15 for 
R410A vs. 0.27 for R744) because the transcritical system relies heavily on glide matching to rival the intrinsically 
superior thermodynamic properties of R410A.  With crossflow heat exchangers the performance was significantly 
worse for both R410A and R744; cycle COP’s were 3.9 and 3.5, respectively.  
The foregoing observations were intentionally simplified, in the interest of being able to focus on the 
fundamental advantages and disadvantages of each refrigerant, minimizing “interference” from system-specific 
geometric assumptions.  The purpose stated at the outset was to determine whether additional analyses were 
warranted, and if so, what kind?  Since the results demonstrated that both refrigerants might be able to reach similar 
efficiencies and that R410A had some clear “fundamental thermodynamic cycle” advantages over R744 for space 
heating applications, it is appropriate to re-visit the simplifying assumptions and to ask whether other properties of 
R744 might be cost-effectively exploited to reverse this tentative conclusion.   
The first and simplest assumption to re-visit would be that of constant U.  However considering the 
potential for flat multiport tubes to substantially reduce refrigerant-side heat transfer resistance, it is not likely to 
have a large influence on the results. 
Second, it is well-known that the R744 a/c cycle efficiency can be increased substantially by transferring 
heat from the gas cooler outlet into the suction gas, while the R410A cycle cannot.  Unfortunately, adding an 
internal heat exchanger to an R744 cycle in space heating mode results in extremely high discharge temperatures, 
which could lead to oil breakdown.   
Third, the R744 cycle sustains most of its thermodynamic (second law) losses in the expansion device.  
There are several options for improvement, and ongoing research at the University of Illinois ACRC suggests that 
ejectors may provide the best way to reduce this entropy generation – more promising than internal heat exchange or 
work recovery using expanders. 
Fourth, the “superheat horn” is another source of second law losses, apparently larger for R410A than for 
R22, and greater for R744 than R410A.  Multistage compression with intercooling may therefore be worth 
investigating for both, and most promising for R744. 
Finally the results presented here dealt only with design conditions, not off-design operation.  Currently 
R410A systems are critically charged, and therefore suffer greater inefficiencies at off-design conditions, compared 
to R744 systems that are typically equipped with low-side receivers to deliver efficient charge management across 
the entire operating range.   
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