ABSTRACT: As handwriting is influenced by physiology, training, and other behavioral factors, a study of the handwriting of twins can shed light on the individuality of handwriting. This paper describes the methodology and results of such a study where handwriting samples of twins were compared by an automatic handwriting verification system. The results complement that of a previous study where a diverse population was used. The present study involves samples of 206 pairs of twins, where each sample consisted of a page of handwriting. The verification task was to determine whether two half-page documents (where the original samples were divided into upper and lower halves) were written by the same individual. For twins there were 1236 verification cases-including 824 tests where the textual content of writing was different, and 412 tests where it was the same. An additional set of 1648 test cases were obtained from handwriting samples of nontwins (general population). To make the handwriting comparison, the system computed macro features (overall pictorial attributes), micro features (characteristics of individual letters), and style features (characteristics of whole-word shapes and letter pairs). Four testing scenarios were evaluated: twins and nontwins writing the same text and writing different texts. Results of the verification tests show that the handwriting of twins is less discriminable than that of nontwins: an overall error rate of 12.91% for twins and 3.7% for nontwins. Error rates with identical twins were higher than with fraternal twins. Error rates in all cases can be arbitrarily reduced by rejecting (not making a decision on) borderline cases. A level of confidence in the results obtained is given by the fact that system error rates are comparable to that of humans (lower than that of lay persons and higher than that of questioned document examiners [QDEs]).
On the Discriminability of the Handwriting of Twins
ABSTRACT: As handwriting is influenced by physiology, training, and other behavioral factors, a study of the handwriting of twins can shed light on the individuality of handwriting. This paper describes the methodology and results of such a study where handwriting samples of twins were compared by an automatic handwriting verification system. The results complement that of a previous study where a diverse population was used. The present study involves samples of 206 pairs of twins, where each sample consisted of a page of handwriting. The verification task was to determine whether two half-page documents (where the original samples were divided into upper and lower halves) were written by the same individual. For twins there were 1236 verification cases-including 824 tests where the textual content of writing was different, and 412 tests where it was the same. An additional set of 1648 test cases were obtained from handwriting samples of nontwins (general population). To make the handwriting comparison, the system computed macro features (overall pictorial attributes), micro features (characteristics of individual letters), and style features (characteristics of whole-word shapes and letter pairs). Four testing scenarios were evaluated: twins and nontwins writing the same text and writing different texts. Results of the verification tests show that the handwriting of twins is less discriminable than that of nontwins: an overall error rate of 12.91% for twins and 3.7% for nontwins. Error rates with identical twins were higher than with fraternal twins. Error rates in all cases can be arbitrarily reduced by rejecting (not making a decision on) borderline cases. A level of confidence in the results obtained is given by the fact that system error rates are comparable to that of humans (lower than that of lay persons and higher than that of questioned document examiners [QDEs] ).
KEYWORDS: forensic science, questioned document examination, handwriting processing, document analysis, writer verification, twins study
The distinctiveness of each person's handwriting has long been intuitively observed. Methods have been developed for a human expertise of handwriting matching over many decades (1) (2) (3) (4) (5) . Yet there is a need for studies in the quantitative assessment of the discriminative power of handwriting particularly for the acceptance by the courts of evidence provided by questioned document examiners (QDE). In a previous study of handwriting individuality (6), we reported on the discriminability of handwriting of a diverse population from across the United States. The present paper reports on a complementary study of the discriminatory power of handwriting when the population consists of a cohort group consisting of twins. Both the previous study and the current study are based on automated methods for handwriting comparison. The current study uses algorithms that are updated with respect to the types of handwriting features that are computed.
The necessity of studying cohort groups such as twins has been considered to be important in various medical (7) , social (8) , biometric, and forensic fields. The similarities of genetic and environmental influences of twins allow the importance of the characteristic to be studied in its limiting conditions where extraneous factors are minimized. Any methodology needs to be tested for boundary conditions where the possibility of error is maximum. Satisfactory performance with twins strengthens the reliability of the method. Research has been done on twins for biometrics such as fingerprints (9) and DNA (10) , which are physiological in nature, i.e., they do not change after birth. On the other hand, handwriting is more of a behavioral characteristic with a significant psychological component associated with it, which makes the study of the handwriting of twins to be meaningful (11) .
Computational methods for handwriting analysis have been more recently developed (6, (12) (13) (14) . When designed as a system they allow conducting large scale and statistically meaningful tests. They provide accuracy rates for verification (which is the task of determining whether two handwriting samples were written by the same person) and for identification (which is the task of determining the writer of a questioned document from a set of known writers). They provide a base-line result for human and automated questioned handwriting examination. Subjecting automatic methods to the handwriting of twins will throw some light on the effect of genetic and environmental factors.
Specific goals of the present study are to extend a previous study (6) on automated handwriting analysis by (1) comparing performance on handwriting of twins with those of the general population, (2) determining performance when the textual content of the questioned and known writing is different, (3) comparing performance on fraternal and identical twins, and (4) comparing system performance with that of humans. The evaluation was performed using an automatic method of writer verification, which provides a quantitative measure of the degree of match between a pair of handwriting samples, known and questioned, based on the shapes of characters, bi-grams and words, and the global structure of the composition, e.g., slant, word spacing, etc.
The rest of the paper is organized as follows. We first describe the verification system including the features, similarity computation, and decision algorithm. Then, we present the twins test-bed, i.e., the way in which the test cases were obtained and grouped. After that we give the results of the experiments performed, followed by comparison between human performance and system performance on the same testing scenarios, and comparison of the current results with those that were reported previously with samples not specialized to twins. The last section contains concluding remarks.
Automatic Writer Verification Method
To begin, it is useful to define the terms verification, identification, and recognition. Verification is the task of determining whether a pair of handwriting samples was written by the same individual. Identification is to find the writer having the closest match with the questioned document out of a pool of writers. Recognition is to convert images to text. The CEDAR-FOX system was used to perform these functions (15) . The system has interfaces to scan handwritten document images, obtain line and word segments, and automatically extract features for handwriting matching after performing character recognition and ⁄ or word recognition (with or without interactive human assistance in the recognition process, e.g., by providing word truth).
Statistical parameters for writer verification are built into CEDAR-FOX, which were obtained using several pairs of documents, which were either written by the same writer or by different writers. Writer verification consists of four steps: (1) writing element extraction, (2) similarity computation, (3) estimating conditional probability density estimates for the difference being from the same writer or from different writers (as Gaussian or Gamma).
Given a new pair of documents, verification is performed as follows: (1) writing element extraction, (2) similarity computation, (3) determining the log-likelihood ratio (LLR) from the estimated conditional probability density estimates.
Features and Similarity
The system computes three types of features-macro features at the document level, micro features at the character level, and style features from bi-grams and words. Each of these features contributes to the final result to provide a confidence measure of whether two documents under consideration are from the same or different writers.
Macro features capture the global characteristics of the writer's individual writing habit and style. They are extracted from the entire document. Totally, there are 13 macro features including the initial eleven features reported in the previous study (6) and two new ones-stroke width and average word gap. The initial 11 features are entropy of gray values, binarization threshold, number of black pixels, number of interior contours, number of exterior contours, contour slope components consisting of horizontal (0°or flat stroke), positive (45°or 225°), vertical (90°or 270°), and negative (135°or 315°), average height, and average slant per line. In our current system, 11 of 13 macro features (except entropy and number of black pixels) are set to be the default features and were used in the experiments.
Micro features are designed to capture the finer details at the character level. Each micro feature is a gradient-based binary feature vector, which consists of 512 bits corresponding to gradient (192 bits), structural (192 bits), and concavity (128 bits) features, known as GSC features (6) . Figure 1 shows three examples of the letter ''e'', the first two of which were written by the same person and the third was written by a different person. The pairwise score is positive for the first pair (indicating same writer) and negative for the other pairs (indicating different writers).
The use of micro features depends on the availability of recognized characters, i.e., character images associated with truth. Four possible methods are available in CEDAR-FOX to get recognized characters: (1) manually crop characters and label each with its truth; this labor-intensive method has the highest accuracy, (2) automatically recognize characters by using a built-in character recognizer; the method is error prone for cursive handwriting where there are few isolated characters, (3) automatically recognize words using a word-lexicon from which segmented and recognized characters are obtained; error rates depend on the size of lexicon which can be as high as 40% for a page, and (4) use transcript mapping to associate typed words in a transcript of the entire page with word images (16) ; it involves typing the document content once which can then be reused with each scanned document. As the full-page documents have the same content (CEDAR letter), the transcript mapping approach was used as shown in Fig. 2 . This method has about 85% accuracy among words recognized. As most words are recognized, they are also useful for extracting features of letter pairs and whole words, as discussed next.
Style features are features based on the shapes of whole words and shapes of letter pairs, known as bi-grams. They are similar to micro features of characters as described below. Figure 3 shows three examples of word images, where (a) and (b) were written by the same writer and (c) was from a different writer. A bi-gram is a partial word that contains two connected characters, such as th, ed, and so on, as shown in Figs. 4a-c, where (a) and (b) were written by the same writer while (c) was from a different writer.
Style features are similar to micro features (i.e., GSC features) where a binary feature vector is computed from the bi-gram or word image. While the bi-gram feature has the same size as the micro feature (with 512 binary values), the word feature has 1024 bits corresponding to gradient (384 bits), structural (384 bits), and concavity (256 bits). As with micro features, to use these two style features, word recognition needs to be done first. As mentioned above when describing micro features, a transcript-mapping algorithm was used to do the word recognition automatically. The words being recognized are saved and used to compute the word-GSC features. Then characters are segmented from these words and the two consecutive segmented characters both being confirmed by a character recognizer are combined as one bi-gram component.
Similarity Computation-Given two handwritten documents, questioned and known, the system first extracts all the features mentioned above; therefore three types of feature vectors are generated for each document: macro, micro, and style features. To determine whether they are written by the same or different writers, the system computes the distance between all the feature vectors. For macro features, as they are all real-valued features, the distance is just the absolute value of their difference. For micro and style features, several methods have been recently evaluated (17) , which has led to the choice of a so-called ''Correlation'' measure as being used to compute the dissimilarity between two binary feature vectors. It is defined as follows. Let S ij ði; j 2 f0; 1gÞ be the number of occurrences of matches with i in the first vector and j in the second vector at the corresponding positions, the dissimilarity, or distance, D between the two feature vectors X and Y is given by the formula: 
Statistical Model of Similarity
The distributions of dissimilarities, or distances, conditioned on being from the same or different writer are used to compute likelihood functions for a given pair of samples. The distributions can be learned from a training dataset and represented either as probability tables or as probability density functions. Probability distributions for discrete valued distances are represented as probability tables. In the case of continuous-valued distances, parametric methods are used to represent probability density functions. Parametric methods are more compact representations than nonparametric methods. For example, with the k-nearest-neighbor algorithm, a well-known nonparametric method, we need to store some or all training samples. This compactness results in a faster run-time algorithm. Also parametric methods are more robust in a sense that nonparametric methods are more likely to over-fit and therefore generalize less accurately. Of course the challenge is to find the right parametric model for the problem at hand. While the Gaussian density is appropriate for mean distance values that are high relative to the standard deviation, the Gamma density is more appropriate than the Gaussian when the distances are low relative to the standard deviation as it will not overlap with the negative part of the real line.
Assuming that the dissimilarity data can be acceptably represented by Gaussian or Gamma distributions, the probability density functions of distances conditioned upon the same-writer and different-writer categories for a single feature x have the parametric forms p s (x)$p(a same , b same ) and p d (x)$p(a diff , b diff ). For macro features, we model both categories by Gamma distribution as 
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style features, while the ''same-writer'' category is modeled as
Dissimilarity histograms corresponding to the same writer and different writer distributions for ''slant'' (macro feature) and for the letter ''e'' (micro feature) are shown in Figs. 5a and 5b, respectively. Conditional parametric parametric probability density functions for ''slant'' and for ''e'' are shown in Figs. 5c and 5d.
The Gaussian and Gamma probability density functions are as follows:
GaussianðxÞ ¼ 1
Here l and r > 0 are the mean and the standard deviation of the Gaussian distribution. The parameters of the gamma distribution, a > 0 and b > 0 can be evaluated from the sample meanl and sample variancer 2 as follows a ¼l 2 =r 2 and b ¼r 2 =l. ''a'' is called the shape parameter and ''b'' is the scale parameter.
The current system has both micro and style features modeled as Gamma (for same-writer) and Gaussian (for different-writer) distribution. Macro features that have discrete values are modeled with a probability table and those that have continuous values are modeled as Gamma distributions. The features and the distributions by which they are modeled are summarized in Table 1 .
Parameter Estimation
All statistical parameters for each of the features used by CEDAR-FOX were estimated by using maximum likelihood estimation. The training data are a set of learning, or design, samples provided by 1000 nontwin writers who provided three samples each. Each document is a handwritten copy of a source document in English, known as the CEDAR letter (6) . The source document is concise and complete in that it captures all characters (all numerals, small case and upper case English letters), punctuations and distinctive letter and numeral combinations (ff, tt, oo, 00). The learning set provided by 1000 writers is a subset of samples provided by 1568 nontwin writers. The remainder of the samples was kept aside for testing as nontwins data.
The list of macro features modeled as Gamma distribution and their estimated parameters are given in Table 2 . The parameters were estimated by using 3000 pairs of half-page documents including 1500 from the same writer and 1500 from different writers.
Likelihood Ratio Computation
When two handwritten document images, which are labeled as known and questioned, are presented to the CEDAR-FOX verification subsystem, the system segments each document into lines and words. A set of macro, micro, and style features are extracted that capture both global characteristics from the entire document and local characteristics from individual characters, bi-grams, and words. The system has available to it a set of statistical parameters for each of the macro, micro, and style features. These parameters are used to determine the probabilities of the differences observed in the value of the feature for each of the two documents, if they are from the same writer distribution or different writer distributions.
In proceeding further, it is noted that the probability of a given pair of documents belonging to the same or different writer is modeled as the joint probability of the feature distances between the two documents. When more than one feature is used, we make the assumption that feature distances are statistically independent, although there do exist correlations between some pairs of feature distances as can be seen from the scatter plots for the first 12 macro features in Fig. 6 . A more complex model to account for correlations, i.e., a Bayesian neural network, got an accuracy improvement of 1-2% on a particular dataset, which was not significant. There are several other reasons for making the independence assumption for an interactive system for the comparison of handwriting: first, the features used can be modified interactively, e.g., because LLR are additive, it allows us to observe the effects of adding and removing features on system performance; on the other hand a neural network would have to be retrained for each feature combination which is infeasible when there are a large number of features. Second, as has been observed in other machine learning tasks, more complex models tend to overfit to the data, which can lead to poorer performance on large amounts of unseen data. Third, its simplicity goes back to not only Occam's razor but also to traditional QDE literature suggesting the multiplying of probabilities of handwriting elements (1) .
Each of the two likelihoods that the given pair of documents was either written by the same individual or by different individuals can be expressed, assuming statistical independence of the distances of features, as follows. For each writing element e i , i = 1,..., c, where c is the number of writing elements considered, we compute the distance d i (j, k) between the jth occurrence of e i in the first document and the kth occurrence of e i in the second document for that writing element. The likelihood is extracted as
The LLR in this case has the form
That is, the final LLR value is computed using all the features, considering each occurrence of each element in each document. The CEDAR-FOX verification system outputs the LLR of two documents being tested. When the likelihood ratio (LR) is above 1, the LLR value is positive and when the LR is below 1, the LLR value is negative. Hence, if the final score obtained is positive, the system concludes that the two documents were written by the same writer. Similarly, if the final LLR score is negative, the system concludes that the two documents were written by different writers.
Correction to Tails
Finally, it is necessary to introduce a correction to the computed LLR at the extremely unlikely tail regions of the distributions. For a given feature, when the distance between two elements being matched decreases we expect the score to be a positive value that is increasing. Similarly when the distance increases, we expect the LLR to be a negative value that decreases. However, for very small distance values and very large distance values, which lie at the tails of the Gamma and Gaussian distributions, the asymptotic behavior can be anomalous. Figure 7a shows an example of the original relationship between LLR score and the distance for letter ''e'' based on the model as shown in Fig. 5d . From the figure, it can be observed that for small values of distance (<0.17 in this case) when decreasing the distance the LLR value also drops, while for large value of distance (>0.49 in this case) when increasing the distance the LLR value starts to increase monotonically. This is because we use a parametric method (Gaussian or Gamma) to model the data. The probability density functions learned from the training set are approximations whose interactions in the tail region are not modeled accurately. This phenomenon is a consequence of distributions and parametric models that assign nonzero values to the distribution asymptotically. Therefore, it is necessary to correct the LLR value in the boundary cases so that we have only one decision boundary.
The adjusted model has a distance-LLR relationship as shown in Fig. 7b . For small values of distance, we assign a fixed LLR value that is the maximum value in the region. Similarly for large value of distance we assign the minimum value in that region. Lacking a closed form solution for the distance value at which the maximum and minimum values of the LLR are reached, we obtain them from the LLR-distance curve. If the maximum value of LLR, i.e., LLR max , occurs at d max and the minimum value LLR min at d min , then for any d < d max LLR = LLR max and for any d > d min LLR = LLR min .
Twins Test-bed
The purpose of this study was to determine the performance of CEDAR-FOX on handwriting samples provided by twins. Handwritten documents from 206 pairs of twins and nontwins were collected. None of the twins' handwriting was used in the design of the CEDAR-FOX system and hence the results on twins provide an objective evaluation of the system.
Demographic Distribution of Twins
The demographic data for the individuals who contributed to the twins' dataset are as follows:
1. Location: Samples were obtained from people coming from at least 150 different cities and seven different countries. 2. Age: The age distribution of the sample pairs is as shown in Fig. 8 . Here age is divided into intervals with the first interval representing age from 0-10, second from 10-20 and so on. As seen from the graph, age from 20-30 is the interval with the most twin pairs. 3. Schooling: All the twins attended the same school as their twin pair. Sixteen percent had private schooling while the rest (84%) had public schooling. 
Writing Styles
The handwriting samples were divided into three different categories based on the style of writing: both twins used printing (including upper case printing), both used cursive, one used printing and the other used cursive (mixed). Table 3 shows the number of twin pairs for each category. 
Document Content
As in the case of the design samples, each twin participant was required to copy the CEDAR letter once in his ⁄ her most natural handwriting using plain unlined sheets, and a medium black ballpoint pen. Portions of the CEDAR letter for two pairs of twins having similar and dissimilar handwriting are shown in Figs. 9 and 10. They are also examples of Different-writer Same-content (DS) test (see details discussed in next section). The similarity scores of these two pairs of documents are shown in Tables 4 and 5 .
Verification Test Cases
Two hundred and six pairs of twins provided one sample each. Thus a total of 412 (206 · 2) documents were obtained. Each of the document images was cut into two roughly, logically equal size images-the upper and lower parts-and these half page images were used for testing same and different document content. Two documents images, corresponding to the upper and lower parts from the same writer, which is one test case of ''Same-writer Different-content'' (SD) are shown in Fig. 11 . The similarity scores of these two documents are shown in Table 6 . Figure 12 shows the schematics of the method by which the test cases were generated. Verification test scenarios are therefore divided into the following four classes: 1. Same-writer, Same-content (SS): The two samples are from the same writer having the same textual content. 2. SD: The two samples are from the same writer having different textual content. 3. DS: The two samples are from different writers having the same textual content. 4. Different-writer, Different-content (DD): The two samples are from different writers having different textual content.
Note that SD and DD are complementary in that both involve different content data. The average of the SD and DD cases gives the overall accuracy on different content data. The DS does not have a complementary SS case as there was only one sample provided by each twin writer. For nontwins, as we have three samples from each writer, we generated another set of 412 half-page documents from the original dataset to form the SS test cases, as shown in Fig. 12b . The numbers of test cases for each of the four scenarios are given in Table 7 .
Thus, from 824 half-page documents of the twins, we generated a total of 1236 (412 + 412 + 412) test cases for the experiments. A total of 1648 test cases were obtained from a different set of 412 writers taken from the general population samples.
Testing Process
CEDAR-FOX version 0.53 was used for all testing. The verification process was run with all the test cases specified. The results of these test cases were in the LLR format as explained above. Scatter plot graphs were made of the final LLR score to show the 
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distribution. The accuracy of each individual feature in discriminating among writers as well as the accuracy of the system, when all the features are considered simultaneously, is calculated.
Verification Results
The outcome of a writer verification experiment can be one of four possibilities: (1) true positive: documents written by the same writers and it is confirmed by the results; (2) true negative: documents written by different writers and it is confirmed by the results; (3) false positive: documents written by different writers but the results concluding them to be written by the same writer; and (4) false negative: documents written by the same writers but the results concluding that they are written by different writers. True positive and true negative are correct results while false positive and false negative are erroneous results. In CEDAR-FOX same ⁄ different decision is based on computing the LLR value.
Scatter Plots
The test results for the data were plotted as a scatter plot graph where the x-axis represents the number of test cases and the y-axis represents the LLR values obtained. LLR values indicate the extent of similarity between the writers. The higher the LLR, the greater is the similarity between the writers, while low LLR indicates dissimilarity within the writers.
Different Content (SD + DD)-For different content tests, when using 11 macro features plus micro and style features (which gives the best performance, as we will see in the next section), the LLR values range from )39.25 to 197.95 for SD data with the majority of them lying in the 0-50 range (as shown in Fig. 13 
Verification Error Rates with Twins and Nontwins
The error rates of verification using different content data are given in Table 8 . This is the case when there is no rejection, i.e., in each case a hard decision is made whether the writers are the same or different. As shown in the table, using the combination of all the features together shows an overall improvement over any of the individual features. The overall error rate for twins is 12.6%. In comparison the overall error rate for nontwins is 3.15%.
Error rates using same content data are shown in Table 9 . Because only a single document per twin was available, the SS testing was performed only on nontwins as shown in Fig. 12b . However, as the same writer testing is independent of twins, we used the same values (column 4) for both twins and nontwins to compute overall error rates (columns 5 and 6).
The overall error rates for twins versus nontwins can be observed by combining the results of same content (Table 8 ) and different content (Table 9 ). When using all features the average overall error rate for twins is 12.91% (average of 12.6% and 13.22%) and the overall error rate for nontwins is 3.7% (average of 3.15% and 4.24%). This attests to the fact that twins' handwriting is indeed more similar than that of nontwins.
The error rate of the system can be decreased by rejecting test cases that lie in a region of LLR ambiguity. In this experiment, the rejection intervals are chosen symmetrically around LLR = 0. A bigger interval will lead to a higher rejection rate and a lower error rate. As the final LLR value is the summation of all the features considered, the upper and lower thresholds of LLR values for rejection depend on how many features are used. In the current system, the default features setting is the combination of all three types of features, i.e., macro, micro, and style features. There are another two factors that could affect the selection of rejection intervals. The first one is whether the compared documents have same (or different) content. Because same content documents have more common elements to be compared, generally they have a larger range of the final LLR values. Therefore, to having a same rejection rate (for example 20%), one needs to choose a bigger interval for same content cases ()20 to 20 in this case) and a smaller interval for different content cases ()10 to 10 in this case). The second factor is how difficult the testing cases are. For example, in our experiments, it can be observed that, with a same rejection interval twin cases have a much higher rejection rate, which also means that handwriting of twins are more similar than that of nontwins. 
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In this experiment, for different content testing, the rejection range was set to be from )20 to 20. For each rejection interval, the error and reject rates were calculated as shown in Table 10 . Figure 15 shows the error rates with the increasing reject rates for twins as well as nontwins. Error rate for twins can be reduced from 12.6% to 3.73% by rejecting 40% of the cases. Similarly, the 
FIG. 13-Scatter plot for twins with different content (SD and DD). Same writer (SD) has a lower error rate than different writer (DD).
FIG. 14-Scatter plot for different writers with same and different content (DS and DD). Same content data (DS) has a slightly higher error rate than different content data (DD).
error rate for nontwins can be reduced from 3.15% to 0.14% by rejecting about 25% of the test cases.
For same content testing, the rejection range was set to be from )45 to 45. For each rejection interval, the error and reject rates were shown in Table 11 . Error rate for twins can be reduced from 13.22% to 6.23% by rejecting 38% of the cases. Similarly, the error rate for nontwins can be reduced from 4.24% to 1.04% by rejecting about 18% of the test cases. The error rate can be further reduced but at the expense of rejecting a higher number of cases.
Verification Accuracy for Different Writing Styles
Each handwriting sample was assigned one of three styles: cursive, handprint, or mixed. The following three categories were evaluated separately: cursive (both twins used cursive handwriting), hand-print (both used hand-print), and mixed (twins used two different styles). The distribution of writing styles among the twin data was shown in Table 3 . Table 12 gives verification results based on writing style. The overall error rates of verifying cursive, hand-print, and mixed handwriting using different content are 15.82%, 15.13%, and 2.5%, respectively. As seen in the table, the performance of hand-print is roughly the same (marginally better) than that of cursive. In DD testing, the error rate is zero for mixed style because the system always prefers a ''different writer'' answer when the styles of two documents are different. Such cases are usually rejected (offer no opinion) by QDE in practice. An automatic reject option can be put into CEDAR-FOX to reject cases where there are mixed types of writing styles, particularly as it is already able to make an assignment on the print-cursive scale.
Verification Accuracy for Identical and Fraternal Twins
Identical and fraternal twins were tested separately to determine verification accuracy. The distribution of different types of twins was given in the previous section (31 identical, 169 fraternal, and six unsure). Verification error rates for each test category are shown in Table 13 .
The average error rate for identical twins is 20.43% and the average for fraternal twins is 11.29%. This is a statistically 
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• DISCRIMINABILITY OF THE HANDWRITING OF TWINS 443 significant difference as can be discerned from plots of confidence interval curves for error rates in comparing classifiers (18) . Thus the handwriting of identical twins is twice as likely to be similar than that of fraternal twins. An earlier study on twin handwriting on a much smaller sample set and human examination concluded that there was no significant difference between identical and fraternal twins (19) . Our study indicates that there does exist a significant difference, with the caveats that we used an automatic method and the sample of identical twins considered was small.
Strength of Evidence
It is useful to look at the distribution of LLR values to determine the strength of evidence when we are comparing the handwriting of twins and nontwins. The representation in Fig. 16 , called the Tippett plot, was proposed by Evett and Buckleton in the field of interpretation of the forensic DNA analysis (20) . The Tippett plot, first used in forensic analysis of paints (21) , refers to ''within-source comparison'' and ''between-sources comparison.'' The functions in the Tippett plot represent the inverse cumulative distribution functions, and are also known as reliability functions.
The Tippett plot of Fig. 16 , whose x-axis consists of LLR values and y-axis the proportion of cases where the LLR values exceeds the x value, has two sets of two curves: one set for nontwins and another for twins. The two curves in each set correspond to same and different writer cases. In interpreting the plot, it has to be kept in mind that an LLR value greater than zero implies a decision of same-writer and a value less than zero implies different-writer. For any given LLR reading, the Tippett plot informs us as to the strength of that evidence, i.e., for a given positive (negative) value, the proportion of the positive (negative) cases that had a higher (lower) value than the current reading.
For the same-writer case, the proportion of cases where the LLR value exceeds zero is about 96% and 95% for nontwins and twins respectively, which follows from the observation that a vertical line at 0 on the x-axis intersects the twins and nontwins curves at 0.96 and 0.95. The error rates are the complementary values of 4% for nontwins and 5% for twins. For the different-writer case, the proportion of cases above zero is about 3% for nontwins and 18% for twins, which are the error rates. Thus, it becomes clear that the error rates for twins are higher than that for nontwins.
Another significant observation from the Tippet plot is that the separation between same and different writer curves is more for nontwin data than for twin data, i.e., the positive scores are more positive and the negative scores are more negative for nontwins than for twins. This is another indication that twin handwriting is more similar than nontwin handwriting.
Comparison with Human Performance
It is useful to compare performance of the system to that of the human examiners on the same set of data. As document examination involves cognitive skills, human performance can be considered to be a goal of automation. Such a comparison is also useful Number of comparisons shown in parentheses. to calibrate system performance with respect to human performance.
A test consisting of 824 cases was set up with an online interface. This test is available at http://www.cedar.buffalo.edu/NIJ/ test2/verifier2.php.
The system gives a score obtained at the time the user exits from the test. The tests were randomly generated where the two documents were the top and bottom half page images. The user has three options in each test case: same writer, different writer, and reject. Table 14 gives the performance of twelve humans taking the test. Examiners A, B, and C were interns studying to become QDEs. Examiners D to L were lay persons (graduate students in computer science and engineering). As humans tend to reject borderline cases, the CEDAR-FOX system was also evaluated at the same rejection rates as those of human examiners and the results are shown in the rightmost column.
It is seen that examiners A-C had an average overall error rate of 4.69%, which is better than that of the system error rate of 9.02% at the same rejection rates (error rates of 2.31%, 7.4%, and 4.37% compared to 6.81%, 9.93%, and 10.31%, respectively). The average overall error rate of the nine laypersons (examiners D-L) was 16.51%, which was 4.49% higher than that of the system. Individually only layperson F had a 1.5% lower error rate than the system. Thus, system performance is better than that of lay persons but worse than that of QDEs.
As professional QDEs have been shown to perform better than lay persons (22) , we can also conclude that their performance would be superior to that of the current system. One caveat in our results comparing the performance of humans and machines is that the present testing was on a small set of 12 individuals; a larger scale testing would be needed to compare the absolute performances of QDEs, lay persons, and the machine.
Although accuracy is not as high as that of QDEs, one advantage of using the system over human comparison is the speed in performing the tests. While the system takes a few minutes to compare the 812 sample pairs, human comparison can take several hours depending on the examiner. Another aspect of using an automated system is the objectivity of the result in that it will provide the same result with the same input data each time.
Comparison with Previous Study

Previous Study
In the earlier study on handwriting individuality, the size of the combined training and testing set consisted of 1500 writers providing three samples each (6) . The handwriting sample consisted of a full page of text and matching was based on the same textual context in questioned and known documents. Writers in the previous study were not twins.
In the previous study, verification was performed by a neural network classifier. This matching was done on same content writing. The verification accuracy was about 96% using macro features based on whole documents and 10 manually cropped characters. When lesser content was used (a paragraph of text), verification performance, using macro features, reduces from 95% to 88%. As character cropping was manual, a perfect match between corresponding characters in the two documents was possible.
Current Study
In the current study, verification is done by the CEDAR-FOX system that uses a naive Bayes classifier, where each of the features was modeled either as Gamma-Gamma or Gamma-Gaussian distribution or using a probability table. The testing was done using both different content data and same content data, and the length of the content became shorter because we only used half page documents. The characters for micro features were obtained by using an automatic transcript-mapping based truthing, which can introduce some errors into the process. For different content testing, the verification correct rates were 87.4% for twins and 96.85% for nontwins. For same content testing, the resulting correct rates were 86.78% for twins and 95.76% for nontwins.
The current study uses a naive Bayes classifier, which is generally not as accurate as a neural network classifier that was used in the previous study. However, it was chosen as the method of comparison in the CEDAR-FOX system because the features can be dynamically selected and each of their contributions to classification can be individually listed, which is not possible for the neural network classifier. Yet, the results of both systems are comparable, as the current study shows an accuracy of about 96% for nontwins, which is about the same as that of the previous study.
Summary and Discussion
The discriminability of the handwriting of twins is a useful measure of the individuality of handwriting. Results of automated handwriting verification using handwriting specimens from twins and nontwins have been presented. When no rejection is allowed, the verification error rate using different content, half page writing is 12.6% for twins and 3.15% for nontwins. By allowing rejection, the verification error rate can be reduced to less than 4% and less than 0.5%, respectively. When comparing identical twins with fraternal twins with different writer testing cases, the difference of error rates shows that handwriting of identical twins is more similar than that of fraternal twins. The fact that error rate with twins is higher than with nontwins is probably consistent with biometrics that is based purely on physiological factors such as fingerprints and DNA. Distinguishing between the handwriting of twins is harder than that of nontwins because twins are more likely to have the same genetic and environmental influences than others. The results for nontwins are also consistent with the results of a previous study of the general population. The error rate for nontwins was about the same as that of the previous study, although the textual content of the pair of documents used in verification was different, the textual passages were smaller (half pages), and the characters used in the matching process were automatically determined (rather than manually, thus introducing some errors).
Comparison with human performance, on half-page of writing tests, shows that system performance is better than that of nonexpert humans. From a system design point of view, this is encouraging in that reaching human performance has been the goal of most work in artificial intelligence. With further system improvements, system performance can hope to reach the performance of QDEs. The current system is based on a set of simple features. The use of better features, e.g., those with a cognitive basis such as the ones used by QDEs, and higher accuracy classification algorithms should further decrease the error rates. As expert human performance has been shown to be significantly better than that of lay persons, many sophisticated improvements are likely to be needed to reach the higher goal.
