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Introduction 
The Department of Defense (DoD) routinely uses simulations to support 
decision making. The simulations 
are primarily high-resolution and are often 
extremely complex and resource intensive. 
The scenario generation process for our 
high-resolution simulations is man-hour 
intensive and requires detailed knowledge of 
the simulation's underlying data and operat-
ing assumptions. Often times, the analyst is 
limited to a small set of simulation runs due 
to the simulation's complexity, scenario 
development constraints, and the decision 
maker' s timeline. Consequently, they may 
only obtain a limited view of the possible 
outcomes. This can be problematic due to 
the vast number of uncertainties associated 
· with the spectrum of potential future con-
flicts. Ultimately, less than optimal recom-
mendations may be presented to the senior 
decision maker. 
In contrast to DoD's traditional simula-
tions, a new class of simulation, known as 
Agent-Based Simulation (ABS), has recently 
emerged. The initial motivation behind their 
development was to study emergent behav-
ior in complex adaptive systems (Ilachinski, 
1997). Broadly, an ABS is composed of 
interacting software objects (agents) that 
behave autonomously. The agents obtain an 
awareness of their environment through their 
organic sensing capabilities and any commu-
nication reports they receive. Based on their 
perceptions, the agents make decisions to act 
(e.g., move, shoot, communicate) through 
relatively simple rules aimed at achieving 
certain goals (e.g., reach a position, avoid 
enemy agents, or follow an order). These 
simulations tend to model many of the phys-
ical effects (such as detection and lethality) 
with low-resolution. However, analysts can 
quickly construct new scenarios, the simula-
tions are fast-running, and the results can be 
transparent to the user. Furthermore, the 
adaptive nature of the agents make ABSs 
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more amenable to exploration than models 
involving scripting or with rule sets tightly 
linked to a baseline scenario. 
This article discusses two examples of 
using ABS in an exploratory role prior to the 
execution of high-resolution simulation runs. 
The authors do not suggest replacing high-
resolution simulations with ABS, but instead 
to use ABS as a companion tool to assist in 
analysis. The article is intentionally not 
mathematically intensive, but serves to high-
light the potential of this exploratory 
methodology. 
Exploratory Analysis Approach 
The analyst needs a methodology to 
explore a greater range of possible outcomes 
before committing to an approach that will 
produce only a narrow set of results . 
Exploratory analysis is an analytical tool that 
can provide the analyst a means of concept 
exploration and offer a broader range of 
potential insights. The exploratory approach 
can be utilized prior to the decision to focus 
resources on a high-resolution simulation 
model and to guide the overall effort. ABS, 
coupled with robust efficient experimental 
designs, can provide a simulation medium to 
utilize the exploratory analysis concept. 
The focus of the exploratory approach is 
to explore the issues in a structured way to 
uncover new insights and reveal surprising 
characteristics. The goal then is to develop a 
design that can organize debates, efficiently 
uncover new insights, and effectively com-
municate our findings to decision makers 
(Hughes, 1997). This leads to a process of 
identifying regions, ranges, and thresholds 
where interesting things happen rather than 
predicting, optimizing, or tuning (Lucas et 
al., 2002). The exploratory approach can 
identify from the many factors examined the 
half-dozen or so factors that have the great-
est impact on responses for further examina-
tion. The exploratory approach offers the 
analyst the ability to learn from the model 
and can provide guidance in discovering 
· regions of interest for further study. 
Exploratory ABS Experiment 
In early 2003, the authors conducted a 
proof-of-principle use of ABS in support of 
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the US Army Soldier Lab (formerly known 
as the Dismounted Battlespace Battle Lab) 
located in Ft Benning, Georgia. The study 
questions focused on examining the appro-
priate squad size and number of squads in 
the Future Force's infantry organizations and 
the operational employment concept of the 
Armed Robotic Vehicle (ARV). The prima-
ry ABS tools utilized were provided by the 
Marine Corps Warfighting Lab's Project 
Albert, see http://www.mcwl.quantico. 
usmc .mil/ di visions/ albert/index. asp. An 
urban scenario was created and migrated 
across the ABSs Map Awareness Non-Uni-
form Automata (MANA) and Pythagoras 
(for details on these simulations, see Galli-
gan et al., 2004 and Bitinias, 2002). Nearly 
orthogonal experimental designs were creat-
ed and over 10,000 simulation runs were 
completed for this experiment. 
As an example, the MANA simulation 
was run exploring two and three squads with 
seven, nine, and 12 agents per squad. A 16 
factor, 65 level, nearly orthogonal design 
was used (Cioppa, 2003). The factor levels 
were chosen by using military experience 
and judgment and from hundreds of small 
interactive experiments. The factors used 
primarily focused on (a) number of squads, 
(b) squad size, (c) ARV maximum weapon 
range, (d) ARV armor thickness, (e) ARV 
sensor range, (f) ARV communication 
range, (g) ARV speed, (h) squad weapon 
ranges, (i) targets engaged per time step, and 
(j) squad communication range. The prima-
ry Measure of Effectiveness (MOE), or out-
put response, was the Force Exchange Ratio 
(FER), which is calculated as: 
FER= (red casualties/total red forces) 
-;- (blue casualties/total blue forces). 
A larger FER can be interpreted as a greater 
survivability of the blue forces relative to red 
force survivability. 
For each of the 65 input combinations, 
due to the high variability of the response, 50 
replications were conducted with different 
random seeds. This resulted in 3,250 indi-
vidual MANA runs. A regression equation 
was found through forward and backward 
stepwise selection and using the dominant 
(See SIMUIATIONS, p. 30) 
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main effect variables and first order interac-
tions. In JMP™, a statistics software prod-
uct of SAS®, interaction effects are con-
structed by talcing the direct product over 
the rows of the design columns of the fac-
tors. The resulting model, shown below, is 
the 12 term fitted FER as a function of the 
significant factors and the interactions. 
While this may seem complicated, it is quite 
a reduction in complexity when one consid-
ers the 16 linear main effects and 120 two-
factor interactions that could have appeared 
in the model. 
FER = -0.2423 - 0.02624*(squad size) + 
0.00011 *(ARV max effective range : ARV 
weapon squad targets engaged per time 
step)+ 0.11905*(armor thickness) + 
0.00609*(ARV sensor range) + 
0.0045*(ARV speed) - 0.00216*(line squad 
targets engaged per time step) + 
0.00219*(ARV sensor range : weapon 
squad fire power) + 0.00087*(weapon 
squad targets engaged per time step) -
0.00002*(ARV weapon squad targets 
engaged per time step : weapon squad tar-
gets engaged per time step)+ 0.00004*(line 
squad max effective range : weapon squad 
targets engaged per time step) + 
0.00314*(ARV max effective range : line 
squad fire power) - 0.00373*(ARV max 
effective range : line squad fire power) 
Figure 1 is a plot of the fitted model 
based on the regression equation. The plot 
is of the predicted FER versus the actual 
FER (mean of 50 replications) for the 
MANA simulation runs. Ideally, the data 
points would fall along the centerline or line 
of fit. The distance from each point to the 
line of fit is the error or residual for that 
point. The distance from each point to the 
horizontal reference line is what the error 
would be if you took out the effects in the 
model (i.e., use only the mean response). 
Thus, the strength of the effect is shown by 
the slope of the line of fit and how close the 
points are to it. The confidence curves 
(dashed lines) allow one to see at a glance 
whether an effect is statistically significant. 
In each plot, if the 95 percent confidence 
curves cross the horizontal reference line, 
then the effect is significant. (JMP™, 2002) 
The significant main effects and first 
order interactions that have the largest 
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Figure 1. MANA plot of the fitted model-predicted FER vs. actual FER 
ARV speed, (b) armor thickness of the 
ARV, (c) combined effect of the ARV's 
primary weapon and the firepower of the 
line squad, and ( d) combined effect of the 
M240 range and the line squad's firepower. 
These effects explain a considerable amount 
of the model variation with a R-square 
value of. 72. 
A similar analysis methodology was 
used to examine the scenario that was 
migrated to Pythagoras. The insights were 
captured and compared to the MAN A 
results. Although some of the effects had 
varying degrees of significance in the two 
simulations, the outcomes were generally 
consistent across the two ABS (Brown and 
Cioppa, 2003). Of course, whenever an 
analyst uses low-resolution models they 
would like some quantitative assurance that 
a more detailed model would yield qualita-
tively similar conclusions. Thus, the sce-
nario was then migrated as closely as possi-
ble to the high-resolution simulation 
JANUS. 
The significant factors and insights 
gleaned from the ABS analysis were used to 
craft a smaller, 7 factor, 17 level, experi-
mental design to compare the results with 
JANUS. Analysis indicated that results 
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were consistent across the ABS and JANUS 
(Brown and Cioppa, 2003). 
Based on the potential of ABS in assist-
ing analysis, the subsequent and current 
effort involves using MANA in support of 
the Future Combat System (FCS) Key Per-
formance Parameters study. TRAC White 
Sands Missile Range (WSMR) identified an 
initial set of systems for further analysis. 
The intent is to examine the impact should 
these systems experience a compromise in 
performance. MANA is being used in an 
exploratory role as a screening tool in order 
to provide insights and assist in reducing the 
initial design matrix of 64+ potential excur-
sions to a viable, focused set of 5-to-8 
excursioo.s for execution in the high-resolu-
tion simulation CASTFOREM. 
The scenario created was developed to 
reflect, as closely as possible, the scenario 
used in earlier FCS analysis efforts. It 
involves approximately 350 entities operat-
ing in a mixture of dense and light vegeta-
tion with several high-speed roads available 
for use. The red forces represent a rein-
forced company in prepared and fortified 
positions, while the blue forces represent a 
reinforced Unit of Action. 
An initial experiment was conducted 
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using three Simulation Experiment Sets 
(SES) established in a blocking design, each 
using 16 factors at 65 levels with 50 replica-
tions. A total 9,750 simulation runs were 
performed. Each SES focused on different 
areas of the scenario. SES #1 examined the 
local and global Common Operational Pic-
ture (COP), with the focus being the allow-
able age of information on the COP. SES 
#2 looked at the "minimum" capability of 
key systems. "Minimum" was defined as 
degraded communication reliability, 
degraded sensor ranges, and degraded sys-
tem movement speeds. SES #3 was an 
extension of SES #2, with a focus on the 
key systems with degraded weapon ranges 
and accuracy. The analysis methodology 
focused on main effects and first order 
interactions by fitting various regression 
models and constructing a regression equa-
tion for each SES. The regression analysis 
identified the significant and dominant fac-
tors. Further analysis provided insights into 
which regions and conditions contributed to 
a potential increase in the variability in mis-
sion outcomes and loss exchange ratios. 
IBtimately, recommendations were provid-
ed to TRAC-WSMR for a set of eight 
excursions that indicated a potential of the 
greatest return of investment. 
An example using the SES #2 minimum 
capabilities is illustrated. The systems of 
focus included the use of a National Over-
head Asset, Unmanned Aerial Vehicles 
(UAVs), the Reconnaissance Surveillance 
Vehicle (RSV), the Mounted Combat Sys-
tem (MCS), and the Infantry Carrier Vehi-
cle (ICY). The factors examined in the 
experimental design were UA V communi-
cations reliability, key system speeds, key 
system sensor ranges, and National Over-
head Asset COP information age. 
Again, FER was the primary MOE. A 
similar run design, with replications, again 
resulted in 3,250 individual runs. A regres-
sion equation was found using the dominant 
main effect variables and first order interac-
tions. The resulting model, shown below, is 
the fitted FER as a function of the signifi-
cant factors and the interactions. 
FER = 0.5252 + 0.0715*(RSV1 sensor 
range) + 0.00221 * (UA V comms reliabili-
ty29 RSVl sensor range) + 
0.1419*(RSV2 sensor range) + 
0.0035*(NAU info age : UA V sensor 
range) - 0.00078*(RSV2 sensor range : 
RSVl speed) - 0.0163*(RSV2 speed) + 
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Figure 2. MANA plot of the fitted model-predicted FER vs. actual FER 
RSV2 speed) + 0.00038*(RSV2 sensor 
range : RSV2 speed)+ 0.0117*(MCSA2 
speed) + 0.0298* (MCSAl speed) -
0.0067*(1CV1 speed) + 0.00046*(RSV1 
sensor range ICV2 speed) + 
0.0038*(UA V speed) + 0.00015*(RSV1 
speed : UA V speed) 
Figure 2 is a plot of the fitted model 
based on the regression equation. The plot 
is of the predicted FER versus the actual 
FER for the MANA simulation runs. The 
significant factors (main effects) that have 
the largest effects in the regression analysis 
are (a) MCS movement speed, (b) RSV 
movement speed, ( c) RSV sensor range, ( d) 
UAV speed, and (e) ICY speed. The eight 
main effects explain 70 percent of the 
model variation. The significant first order 
interactions include (a) RSV sensor range 
with RSV speed, (b) UAV communications 
reliability with RSV Speed, (c) UAV com-
munications reliability with RSV sensor 
range, (d) RSV sensor range with ICY 
speed, (e) RSV sensor range with UAV 
speed, and (f) National Overhead Asset 
COP information age with UA V sensor 
range. The addition of the interaction terms 
allow for the explanation of 84 percent of 
the model variation. 
Following the screening analysis runs, 
results from initial MANA base case runs 
were benchmarked against CASTFOREM 
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results from a similar scenario. The results 
and trends were consistent, as in the previ-
ous urban experiment. For the next phase, 
the intent is to test to see if the "knee-in-the-
curve" areas in MANA translate into similar 
"knee-in-the-curve" areas for CAST-
FOREM. If so, this combination could be 
beneficial to materiel developers as a 
method to quickly establish requirements 
for their program. 
Summary 
To the best of the authors' knowledge, 
these efforts are among the earliest practical 
uses of ABS in combination with high-reso-
lution simulations to address relevant mili-
tary study issues. In the authors' view, the 
best role of ABS appears to be in concept 
exploration and scoping potential high-reso-
lution runs by identifying important factors, 
interactions, and the regions of input space 
where interesting things happen. In the 
concept exploration phase, analysts look at 
notional concepts under a broad range of 
operational factors in a competitive context. 
The ability to examine many potential fac-
tor settings provides a mechanism so that 
the analyst is not forced to over-constrain 
the inputs to the model, thereby missing 
possible interesting outcomes. This concept 
(See SIMULATIONS, p. 32) 
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exploration often generates counterintuitive 
results or extreme cases that identify poten-
tial alternatives that previously may not 
have been recognized as possible outcomes. 
In essence, ABS can assist in the analyti-
cal process by being a precursor to high-res-
olution runs. Since these simulations can 
search a broader range of alternatives, they 
might also provide insights that would not 
have been realized if only a small number 
of narrowly defined high-resolution runs are 
done. If the analyst desires, the insights 
obtained from ABS could then be verified 
using the high-resolution runs. 
In the authors' experience, although 
ABSs are greater abstractions than high-res-
olution simulations, they provide a means to 
focus on the essence of the question and to 
glean potential insights worthy of further 
analysis. The authors do not suggest replac-
ing high-resolution constructive simulations 
with ABS. Instead, ABS can be used as a 
companion tool with high-resolution con-
structive simulations. 
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