Summary
Much modern macroeconomic research and policy analysis is predicated on the idea that the model is 'stable over time'. What we mean by this is that the structural parameters (ie, 'deep' determinants such as households and firms' preferences, the nature of production functions, how prices are set and properties of the random shocks that constantly buffet the economy) are constant over time. Models are estimated invoking this assumption and then used to explain past macroeconomic data or to forecast the future.
However, this assumption of `constancy' is just that: an assumption. A literature has grown up that looks into this parameter constancy, and often finds that empirically it appears not to hold. This paper contributes to this effort. A standard empirical time-series model is estimated on US data where every variable in the system is a function of all lagged variables in the system (known as a vector autoregressive model) but where the theory-free non-structural parameters of this empirical model are allowed to vary with time. The next step is to estimate a popular theoretical model, spelling out the economic theory with a specific structural parameterisation used by many academic researchers and central banks by choosing its parameters so the theoretical model displays dynamic responses to shocks that match those predicted by the empirical model as closely as possible. This is done for every period in the sample, as the time-varying parameters of the time-series model define responses that are different for every period in the sample.
It emerges that there is substantial variation in key parts of the model. These include the 'stickiness' that determines the speed of adjustment of prices and wages; the speed with which investment responds to changes in the user cost of capital; and changes in the determinants of how swiftly consumption responds to shocks.
These parameters have been the focus of criticism before, from economists that associate themselves with the view that macroeconomies are relatively frictionless, and argue they lack independent empirical evidence that justify their existence in the theoretical model. So the fact that they move around a lot over time might be taken as evidence to reinforce their scepticism. Furthermore, models that change markedly over time could simply be mis-specified. In which case, our results suggest, echoing findings from previous papers, that there is work to do to dig deeper in those aspects of the macroeconomy that give rise to this apparent time variation in the parameters.
On the other hand, if one is prepared to accept the notion of time-varying theoretical models, they can be put to work to see whether they change the answers to questions that were previously only posed in the context of fixed-parameter models. For example, the parameters that define monetary policy behaviour moved less than has previously been suggested. There is no dramatic difference in the estimates between pre and post-Volcker monetary policy; the dramatic difference in performance is explained as a difference between the variance of supply shocks over the two periods. As another example, there are substantial fluctuations in the contributions of different shocks at different time periods to the business cycle. This might explain some of the controversy in the fixed-coefficient literature that has looked at the same explain the boom of the early 2000's and the post-2008 crisis slump in investment. Those familiar with how small changes in these parameters affects the propagation of shocks in this DSGE model will recognise that our estimated fluctuations are very large indeed.
Monetary policy parameters vary too, though not in a way that corroborates the received view of regime changes during the period. That view suggests that monetary policy was insufficiently responsive to inflation in the 70s, but in the 80s policy was much more responsive to inflation, and much less responsive to real quantities. 1 Our monetary policy parameter estimates suggest that authorities tried to deliver low and stable inflation from 1975 onwards, however, the severe and adverse supply shocks in the 70s could have caused these policies to fail.
One way to draw out the implications of our time-varying DSGE estimates is to study changes in the corresponding forecast variance decomposition of real output growth, parrallelling the interest in this construct in the fixed-coefficient DSGE literature. Different papers in that literature have stressed different shocks as the key driver. For example, the wage-markup shock is emphasised by Smets and Wouters (2007) ; the investment shock by Justiniano and Preston (2010) and the financial-risk shock by Christiano, Motto, and Rostagno (2014) . Our time-varying FEVD reveals that there are periods when each one gets to play the role of key driver. Moreover, during the 'Great Recession', the estimated government spending shock takes over as key driver, reflecting the role of the extraordinary fiscal stimulus in the US.
The rest of the paper is structured as follows: Section 2 provides a detailed account of the existing literature. Section 3 provides our theoretical approach while Section 4 presents our empirical results.
Finally, Section 5 concludes. Computational details of the empirical work and a review of the SW DSGE model are given in Appendices.
Connections to existing work
Besides connections already made, to the fixed-coefficient DSGE literature, we make connections to two strands of prior work on time-varying parameters that can be seen as giving rise to our paper.
On the methodological side, this paper is an application of a method suggested previously by three of this paper's coauthors to estimate time-variation in VARs. 2 This kernel-based method was suggested as an alternative to what became the industry standard in empirical macroeconomics, through the work of Cogley and Sargent (2005) , Cogley, Primiceri, and Sargent (2010) . 3 The industry-standard method estimates the paths of VAR parameters and volatilities by casting the VAR as a state-space model and using Markov chain Monte Carlo (MCMC) techniques to characterise the joint posterior density.
This method struggles to estimate VARs with large dimensions. This is because most applications use the Carter and Kohn (1994) algorithm, or algorithms similar to that, which draw an entire sequence of parameters in the transition equation of the state-space model, and wish to enforce
1 For examples of this previous work, see Lubik and Schorfheide (2004) and Clarida, Gal, and Gertler (2000) ).
2 Our method was developed in Kapetanios and Yates (2014) , (which reworked the analysis of evolving inflation persistence in Cogley and Sargent (2005) using kernel methods), in Giraitis, Kapetanios, and Yates (2014b) (which derives the theoretical results on consistency and asymptotic normality of the kernel estimator for an AR(1) model where the coefficients follow a bounded random walk), and latterly in Giraitis, Kapetanios, and Yates (2014a) (which extends consistency results to a VAR(1) with persistent stochastic volatility).
3 This method was further developed and applied by Benati and Surico (2008) , Gali and Gambetti (2009) , Benati and Mumtaz (2007) and Mumtaz and Surico (2009) . the restriction that for any time period, the hypothetical VAR is instantaneously stationary (on the grounds that instances that breach this restriction condition are not economically meaningful). This method can quickly become very slow, or entirely intractable in macroeconomic applications with persistent data, due to a failure to obtain enough, or even any, draws, satisfying the restriction, when the VAR model has a dimension of 5 or more. 4 The kernel-based method we use here is not subject to this problem and can handle large VARs easily. It delivers point estimates of the VAR parameter path (and confidence intervals) directly, and not by deriving a posterior distribution. The stationarity problem is not eliminated, of course. The frequentist user of the kernel method might find that for some time periods point estimates of the path of VAR parameter violate the stationarity condition.
If the research question is not meaningful for cases where the stationarity condition is breached, one would either proceed by either missing out the periods in question, or invoking prior information to eliminate probability mass on the event that the VAR is explosive in a Bayesian procedure. (In our empirical work the condition was always satisfied). In addition, our kernel estimator has good theoretical properties such as consistency in the presence of persistent but stochastic time-varying coefficients. Analogous results are not available for likelihood estimates using the MCMC approach. 5
The second line of previous work we draw attention to is substantive work concerning the findings of this paper on time-variation in DSGE parameters. The closest paper in this vein to ours in execution is Hofmann, Peersman, and Straub (2010) (HPS). They estimate a 4 variable time-varying VAR using Bayesian methods and identify technology and demand shocks using sign restrictions. Then, they take three snapshots of the implied estimated impulse responses (at the beginning, middle and end of their sample) and fit a New Keynesian model with sticky prices, sticky wages and habits in consumption.
The model could be described as a SW model without capital formation. Their three point estimates show changes in DSGE parameters that are of the same order of magnitude as those we uncover. For example, the HPS median estimates of the price indexation parameter are 0.15 for 1960, 0.8 for 1974 and 0.17 for 2000. For wages, the analogous figures are 0.3, 0.91 and 0.17. Our paper departs from HPS along two dimensions. First, we use the kernel estimator to generate the paths of reduced form VAR coefficients. As a consequence this allows us to estimate a larger, 7-variable VAR on an updated SW dataset. The hope is that by using more data we can improve identification. 6 Second, we estimate DSGE parameters using indirect inference. The impulse response functions we match are binding functions that connect the DSGE parameters to objects we can estimate on the data. HPS fit their model by computing impulse response functions to technology shocks identified using sign restrictions. Partial information techniques like theirs have some advantages, but they have been shown to aggravate identification problems.
Our paper also differs on a number of details. First, we allow all the parameters of the SW model to change over time, whereas HPS, using a smaller-scale model, (essentially SW without capital), fix some of their parameters at calibrated values. In particular, they fix the discount rate, the elasticity of 4 This problem is discussed in Koop and Potter (2011) . They present an alternative set of 'single move' algorithms that draw states (VAR parameters) one period at a time, easing this problem substantially, but at the computational cost of the chain mixing more slowly.
5 Of course, the debate about how best to characterise structural change is broader than simply a choice between kernel versus Bayesian coefficient estimation methods. It should be seen in the context of the larger literature spanning other methods for describing structural change, including i) the literature on smooth, deterministic change, exemplified by Priestley (1965) , Dahlhaus (1996) and Robinson (1991) , ii) on estimating VARs with parameters that follow a Markov process (see, e.g. Sims and Zha (2006) ), and iii) on identifying infrequent and abrupt, structural change, (see, e.g. Chow (1960) , Brown, Durbin, and Evans (1974) and Ploberger and Kramer (1992) ). 6 We speculate that this is actually the case because HPS has to calibrate several parameters in a smaller model. labour supply, and the mark-ups in product and labour markets. Our results provide more support for fixing the discount rate than the elasticity of labour supply, which does show considerable movement across the sample as we previewed in the introduction.
Other papers that draw connections between TVP-VAR estimates and shifting DSGE parameters are Cogley and Sargent (2005) (3 variable TVP-VAR, connected later in joint work with Primiceri to changes in a small DSGE model 7 ); and Gali and Gambetti (2009) , who make informal connections between time-variation in effects of identified technology shock on hours worked to changes in how RBC-like the economy is.
Other work estimates changes in DSGE parameters more directly. One tactic has been to embed time-variation into the DSGE model itself. 3 Econometric framework for estimating the time-varying VAR and
DSGE parameters
In this section we set out our econometric strategy, and explain the components of the analytical toolkit used to derive the time-varying DSGE coefficient estimates. Before setting out the details, we briefly sketch the approach.
The first step involves using a kernel estimator to produce estimates of the time-varying VAR and the associated paths of instantaneous fixed-coefficient VARs. The second step is to identify a 'monetary policy shock' within each of these instantaneous VARs by applying a recursive identification procedure based on the Choleski factor of the variance-covariance matrix of the reduced form VAR residuals. We compute a time series of the associated impulse response functions (IRF) to these shocks, and, using bootstrapping, associated distributions at each point. We plot these impulse response functions for two reasons. Some readers will be convinced by the recursive identification procedure. Others will not, but 7 Cogley, Primiceri, and Sargent (2010).
nevertheless the IRFs constitute convenient binding functions to be used in our final step, an indirect inference procedure for estimating the time-varying DSGE parameters. Our estimation algorithm proceeds by computing the distance between model and data versions of the impulse responses, and finding the DSGE parameter vector that minimises this distance, a procedure which we carry out for each quarter of our 1955-2010 sample period. The next sections serve to clarify notation and make the paper self contained for readers not familiar with all the above components.
Time-Varying Estimation of Reduced Form VAR Models
In this subsection we discuss the time-varying estimation of the VAR model. The material is a selfcontained summary of the theory in Giraitis, Kapetanios, and Yates (2014a) . More details and proofs can be found in that paper. We start by considering the multivariate dynamic autoregressive model given by
where y t = (y 1t , ..., y mt ) , the noise u t = (u 1t , ..., u mt ) and α t = (α 1t , ..., α mt ) are m−dimensional vectors, and Ψ t = [ψ t,ij ] is m × m matrix of (random) coefficient processes while Eu t u s = 0, t = s.
To assure that this dynamic model generates a bounded process y t and to enable estimation of the model, it is important to bound the eigenvalues of Ψ t to lie in the interval (−1, 1). There are a variety of ways to implement such a bounding. This restriction ensures that the spectral norm ||Ψ t || sp or the maximum absolute eigenvalue of Ψ t is bounded above by one. We assume the following.
Assumption 3.1 The random coefficients Ψ t are such that ||Ψ t || sp ≤ r < 1, t ≥ 0 for some r < 1.
Note that this assumption is not imposed in estimation, but simply to allow us to establish theoretical properties of the kernel. Note too that this assumption very common in empirical macro, invoked, we suggest, by RBC/DSGE researchers, in order to render their research questions meaningful and/or simply implementable.
Next, we allow for a martingale difference noise given by
the conditional variance-covariance matrix. We assume the following.
The above assumption indicates that volatility processes are persistent and does not cover cases such as ARCH or GARCH volatilities which cannot be estimated consistently. We decompose y t = µ t + (y t − µ t ) into a persistent attractor µ t , and a VAR(1) process with no intercept:
Although the attractor µ t can be estimated, in general, it cannot be interpreted as the mean Ey t . In Giraitis, Kapetanios, and Yates (2014a) it is shown that
We estimate µ t , Ψ t and α t by
K is not required to be an even function. It is a non-negative function with a bounded deriva-
To estimate Σ t = H t H t , we use the kernel estimatê
is another bandwidth parameter, and the kernel function L obeys the same restrictions as K. Below we setH ψ = H ψ log 1/2 H ψ and defineH h similarly. Further, denote K t = n j=1 k tj , K 2,t = n j=1 k 2 tj , L t := n j=1 l tj , and L 2,t = n j=1 l 2 tj . Let ||A|| = ( i,j a 2 ij ) 1/2 denote the Euclidean norm of a matrix A = {a ij }.
The following assumption describes a class of permissible intercepts α t .
The next theorem establishes consistency, convergence rates and asymptotic normality for the estimates, see Giraitis, Kapetanios, and Yates (2014a) .
Theorem 3.1 Let y 1 , · · · , y n be a sample of a VAR(1) model with an intercept, α t , and t = [nτ ], where 0 < τ < 1 is fixed. Assume that K and L satisfy (3.2), and Assumptions 3.1-3.3 hold.
Let κ n,ψ := (H ψ /n) 1/2 + H −1/2 ψ and κ n,h := (H h /n) 1/2 + H −1/2 h , (i) Then, for H ψ = o(n/ log n),
(ii) In addition, if H ψHψ = o(n), then for any real m × 1-vector a such that ||a|| = 1,
has m-variate standard normal limit distribution.
In setting the model for the VAR parameter Ψ t = {ψ ij,t }, one can use the restriction that mirrors the bounding of Giraitis, Kapetanios, and Yates (2014b) for univariate processes:
for some r ij > 0, r i1 + · · · + r im ≤ r < 1 and some persistent processes a ij,t . It satisfies the requirement ||Ψ t || ≤ r < 1 of Assumption 3.1. The popular empirical chose of a ij,t in macroeconomic literature is a random walk
where the stationary process {v ij,t } has the same properties as {v it }, and c ij ≥ 0 are non-random.
It is clear that Theorem 3.1 suggests the use of H ψ = n 1/2 as an optimal setting for the bandwidth for coefficient estimation since this choice provides the fastest rate of convergence. The results are more complex for the variance estimator. The ability to have a clear choice for this tuning parameter is crucial and provides further motivation for the use of kernel estimation in this context. However, in some instances the asymptotic nature of the above results is called into question by the fact that available samples may be small as is the case with macroeconomic datasets. For example, the dataset we use in our empirical application has around 200 observations leading to an effective sample size of about 15 observations when H ψ = n 1/2 . This may be considered to be too small. As a result, alternative strategies for determining the bandwidth may be of interest. One such follows from the work of Giraitis, Kapetanios, and Price (2013) who determine the rate at which older data should be discounted when used for forecasting by minimising an objective function based on out-of-sample forecasts. Usually this is the root mean squared forecast error. We use this approach in our empirical application and give more details on its exact implementation in the Appendix.
The above articulates how we estimate the time-varying VAR, and refers to our previous work on setting and estimation of VAR models whose coefficients follow stochastic processes. It is worth noting that the kernel methods deliver consistent estimates also in the case of a VAR model with deterministic coefficients. For the purposes of this paper it seems attractive to remain agnostic about what kind of process is driving parameter change in the VAR. Substantial Monte Carlo studies in the GKY papers referenced above and Kapetanios and Yates (2014) show that the theoretical properties of VAR estimators obtained in both the stochastic and deterministic coefficient case translate into good small sample properties.
Moment selection for the indirect inference procedure
Given an estimated reduced form impulse response function researchers frequently wish to provide a structural interpretation to the VAR. The aim in such cases is to factorise the conditional covariance matrix Σ t of the m-dimensional reduced form error u t , at time t, as
where P t is a column-matrix of the eigenvectors and D t is a diagonal matrix of the eigenvalues of Σ t .
Such a factorisation is not unique since for any nonsingular orthogonal matrix Q t ,
As is well known, n(n − 1)/2 restrictions are sufficient to fully specify a unique Q t , and a number of schemes deriving from insights from theoretical models have been proposed to specify these restrictions.
A popular sign restriction approach, rather than seeking to identify a unique Q t , aims to identify a set of Q t 's that satisfy particular sign restrictions for the impulse responses which are computed as:
However, this approach poses serious problems for inference. While Bayesian techniques can be used to construct confidence intervals, frequentist inference is not straightforward. The only available method seems to be that of Granziera, Lee, Moon, and Schorfheide (2013) , which is prohibitively computationally intensive for the estimation of our time-varying large VAR model. As a result, we use a Choleski identification of B t , that yields a lower diagonal B t (which involves n(n−1)/2 restrictions).
Such B t is unique and we will denote it by Σ 1/2 t . In addition, the policy rate is ordered last in our VAR model. In some contexts, one can identify the monetary policy shock in this way, and indeed this scheme has been used in a large number of studies. Indicatively, we note the work of Rotemberg and Woodford (1998) , Christiano, Eichenbaum, and Evans (2005), Altig, Christiano, Eichenbaum, and Linde (2011) and Haan and Sterk (2011) . In our context, one cannot identify a monetary policy shock in this way as the restrictions implied are not consistent with the DSGE model (explained below). So the factorisation for us serves two purposes. For those interested in contexts where this shock has a genuine structural interpretation, the time variation we compute will be interesting in its own right.
For our ultimate purpose of estimating time variation in the SW model, the factorisation produces a moment of the data, a binding function, as an input to an indirect inference procedure that we describe below.
Minimum Distance Estimation of the DSGE parameters by indirect inference
In this section, we describe formally the minimum distance estimation (MDE) procedure we use to map from the estimates of time-varying structural impulse response functions to the set of DSGE parameters, which will be familiar to readers from the work of Rotemberg and Woodford (1998) , Christiano, Eichenbaum, and Evans (2005) and many others. A detailed account of the procedure and results can be found in Theodoridis (2011) .
We depart from the above studies by minimising the distance between the identified VAR impulse responses in (3.6) and their counterparts implied by the DSGE model, instead of directly matching the responses between the structural SW model and the VAR model. The reason of taking that route is due to the fact that the Choleski identification scheme discussed earlier (or any other point identification scheme for the SW model and a monetary policy shock) is not consistent with the structural SW model, discussed below. More specifically, all the endogenous variables in the structural model will respond instantaneously to changes to the non-systematic part of the policy rule. This type of inference is known as 'indirect inference' and is commonly used when the objective function of the estimated model does not have closed form solution (for instance, see Smith (1993) , Gourieroux, Monfort, and Renault (1993) , Gourieroux and Monfort (1995) ). In a Bayesian framework, Del Negro and Schorfheide (2004) and Filippeli, Harrison, and Theodoridis (2013) minimise the distance between the estimates of VAR parameters and the VAR parameter vector implied by the DSGE model to derive the quasi-Bayesian posterior distribution of the structural parameter vector.
There are other ways we could have attempted to map the time-varying VAR estimation results to DSGE models. One is to identify shocks using sign restrictions, but this has disadvantages as discussed in the previous section: its impulse responses are only set identified, which causes difficulties with establishing consistency of the minimum distance estimates and in computing measures of uncertainty surrounding the DSGE parameter estimates. Another alternative would be to estimate a model similar to that of CEE with which the recursively identified monetary policy shock is consistent. This would enable estimation, via 'direct inference' of a time-varying version of CEE or Rotemberg and Woodford (1998) . However, we opt to estimate the SW model given how much work was subsequently carried out using this model, and the connection it allows us to make with the literature that has used SW and similar models to assess the contribution of its many shocks to business cycle fluctuations.
This section illustrates how we estimate the DSGE model using 'indirect inference'. The starting point of our analysis is writing down the solution of the linearised DSGE model, like the one described in Section A.2, in the following state-space format
(3.7) First, we fit to the sample y 1 , · · · , y n the time-varying VAR(1) model (3.1). Our objective is to estimate the parameters Ψ t and Σ t at period t. We assume that the data is demeaned byȳ t . According to (3.1), these parameters can be estimated by the OLS estimates:
where ρ Y,t;0 = A −1 n,t n j=2 k tj y j y j and ρ Y,t;1 = A −1 n,t n j=2 k tj y j y j−1 , A n,t := n j=2 k tj are kernel versions of sample variance and sample correlation at lag 1 based on y j 's. This implies
are square roots of Σ t and Σ t obtained using Choleski identification.
Using the alternative parametric expression of y j summarised by the DSGE equations (3.7) and (3.8),
we express the sample moments ρ Y,t;1 and ρ Y,t;0 of observables y j as functions of the structural parameter vector θ plus an asymptotically negligible error, by relating them to the sample covariance ρ x,t;0 of the latent variables x j 8 :
vec
Property (3.10), vec ρ x,t;0 =: vec ρ x,t;0 + o p (1), allows the construction of a deterministic function ρ x,t;0 (θ) such that ρ x,t;0 (θ) = ρ x,t;0 (θ) + o p (1). The above relations allow us to obtain a parametric version of VAR(1) parameters Ψ t and Σ t as known functions of θ: 
where the matrix Σ 1/2 (θ) is the square root of Σ (θ) obtained using Choleski identification.
Before proceeding to explain the minimisation procedure for the extraction θ, it is important to keep in mind that expressions (3.11) can only exist if the dimension of the vector of the observables y t coincides with the number of the structural shocks ε t , otherwise the system is singular.
By Theorem 3.1 and (3.9) we have that for any fixed j ≥ 0 and t ≥ 1, as n → ∞,
For a given t, we estimate the structural parameter θ t byθ t , using the following minimization procedure, based on J ≥ 1 impulse responses and some positive definite matrix W. We assume for any t,
||R(j, t, θ)|| sp is bounded in j and θ, and the function
is bounded and continuous in θ and achieves its unique minimum at some θ t . We definê
This, together with (3.12), by standard arguments (see, e.g., Theorem 2.1 of Newey and McFadden (1994) ), implies
Our MDE procedure and the assumptions underpinning its consistency are similar to those used in fixed coefficient VAR and DSGE analyses, with the exception that it is carried out for each of the 'instantaneous VARs' which the kernel estimator produces. This procedure mirrors what HPS did, except that they were: (i) using VAR and DSGE models of smaller dimension, (ii) using more familiar Bayesian methods to estimate the time-varying VAR, (iii) calibrating some of the parameters, and (iv)
considering just a subset of the instantaneous VARs articulated by their time-varying VAR estimation.
The standard costs and benefits of using MDE or related procedures also apply in our time-varying context. This concludes the theoretical discussion of our estimation method.
Of course many choices have to be made to operationalise the above approach. These include the choice of the variables in the VAR model, the identification restrictions and the DSGE model used.
Empirical Results
We use the 7 variable quarterly dataset for the US compiled by SW, comprising: quarterly growth in GDP, CPI inflation, hours worked, quarterly growth in investment, quarterly growth in consumption, quarterly growth in real wages and the Fed Funds rate. The dataset in the 2007 AER depository is updated to 2010Q2. Data are detrended as in SW; not also that the VAR has a constant which can potentially be time-varying.
Fixed Parameter DSGE Model Estimation
A natural starting point is to estimate the DSGE model assuming that its coefficients are constant (fixed). Our fixed coefficient estimates of DSGE parameter, obtained using indirect inference from the fixed coefficient VAR estimates, provide a bridge between time-varying estimates, the estimate of DSGE model by SW and others based on the use of Bayesian methods. It is important to show that our methods generates reasonable estimates in the fixed-coefficient case. Fixed coefficient estimation also provides a benchmark allowing the evaluation of the importance of the presence of the time variation we uncover. There is also an important practical reason for doing this, since computational burden of performing the time-varying coefficient estimation is considerable.
Our fixed-coefficient DSGE estimates are derived using minimum distance methods from the fixedcoefficient VAR estimates. Following the work of SW, we set the lag length of the VAR model equal to three. Figure 3 plots the medians of simulated impulse responses at lags 1 to 12. It includes the pointwise VAR median (black line), the range of VAR impulse responses between the 16th and 84th
percentiles computed using a bootstrap procedure, 9 and medians of impulse responses obtains using minimum distance methods with three standard weighting matrices.
With the exception of inflation, all the responses of the observable variables to a policy shock appear to follow standard patterns discussed in the literature. Briefly, as the policy rate increases, households substitute current with future consumption, Tobin's Q decreases and induces firms to cut back investment. Lower demand is translated to weak labour demand and this causes wage inflation to decrease. In contrast to the theory, where, after an increase in the interest rates, inflation falls due to weak demand/marginal cost, this only takes places in the data 1.5 years after the occurrence of the shock. This counterfactual phenomenon, known as 'price puzzle', was first noted by Sims (1992) , and dubbed the 'price puzzle' by Eichenbaum in his comment on Sims (1992) . If the Choleski factor of the reduced form VAR residuals is to be used to identify formally a policy shock, the price puzzle may be problematic. But for our purposes, Choleski identification is simply a convenient tool for our indirect inference procedure.
We estimate the structural DSGE model by minimum distance estimation with three different choices of the weighting matrices W: 10
• Optimal W (blue dashed line): It is the inverse of the variance-covariance of the entire impulse response matrix. Although it delivers the estimates with the smallest standard errors in the MDE class, it is not frequently used in the literature of estimating DSGE models. Altonji and Segal (1996) and Clark (1996) show that this 'optimal' weighting scheme can induce biases in small samples.
• Diagonal W (red dashed-dotted line): It contains the diagonal matrix of the Optimal weighting matrix. It is frequently used in the studies of estimating DSGE models (see Christiano, Eichenbaum, and Evans (2005) , Altig, Christiano, Eichenbaum, and Linde (2011)).
• Identity W (red solid-circle line): MD estimate with identity matrix as argued by Jorda (2005) and Jorda and Kozicki (2011) has very good properties in small samples. Figure 3 suggests that this choice is acceptable from the point of view of the fixed coefficient exercise. Table 1 reports the estimated DSGE parameter values (at the median) that correspond to the 'Identity'
weighting matrix. These estimates are very similar to those reported by Smets and Wouters (2007) and
Justiniano, Primiceri, and Tambalotti (2010), even though we have employed a different estimation procedure.
Time-varying parameter DSGE model estimation

Time-varying impulse response functions
The time-varying DSGE parameters are estimated by the minimum distance method from the timevarying impulse response functions to the 'monetary policy shock', in turn derived from the estimated time-varying VAR. The VAR model is estimated using H ψ = H h = n 0.7 , where according to Table 2 this choice minimises the one step ahead mean square variance weighted multivariate forecast error.
More details on the results presented in this Table are given in the Appendix. It is important to emphasize this superior forecasting performance is consistent across a large set of variable combinations. Figures 1-2 Many of them change sign, or show very different degrees of persistence across the sample period. For example, the price puzzle that characterises the variation of fixed-coefficient responses, is shown to be more pronounced for the years 1955-1980 than in the second half of the sample. The responses of real variables to this shock also move considerably, such as, e.g., the response of output growth and hours.
These time-varying IRFs may be of interest in themselves, for those prepared to interpret the considered identification scheme as successfully recovering a monetary policy shock, but also as comparators with the prior results on IRFs based on fixed-coefficient VAR estimation, and on the time-varying VAR monetary policy shock identification in smaller systems. For the purposes of this paper, the time variation is the necessary ingredient to give time variation in the DSGE estimates, to which we now turn.
Time-varying DSGE estimates
Our benchmark estimation results are presented in figures 4-7. The figures plot the median and 68% confidence intervals (computational details are given in the appendix). The fixed coefficient estimates are marked as a pink solid line. The SW estimates produced from their full information Bayesian Maximum Likelihood procedure, which we report as a comparison, are marked as blue dashed lines.
They very often are different from the average of our "time-varying"estimates. This is to be expected.
Our estimates differ not only because they are sub-sample estimates, but because SW used Bayesian techniques with informative priors. In the rest of this section we comment on particular groups of parameters.
Nominal rigidities We estimate very pronounced changes in the parameters defining nominal wage and price rigidity. The 'Calvo parameter' for prices (ξ p ), which encodes the probability of not re-setting prices, is estimated to be about 0.90 in 1955, falls steadily to a low point of 0.75 in 1985 (a period which, roughly speaking, captures the 'Great Inflation'), and then fall even to 0.5, by 2005 (a period which brackets the 'Great Moderation'), before increasing back sharply to 0.7 by 2010. 12 There is strong circumstantial evidence, as also pointed out by Fernandez-Villaverde and Rubio-Ramirez (2008) and HPS, that this parameter is a reduced form for some underlying state-dependent model of prices in which the frequency of price changes is inversely related to inflation itself. The equivalent parameter for wages, ξ w follows a very similar path indeed, as we would expect if this speculation about the underlying state-dependent pricing model is correct, since wage inflation has followed a similar path to price inflation.
The indexation parameter is perhaps the most controversial aspect of the DSGE model: micro evidence on prices strongly suggests that there is no indexation; yet indexation in prices and wages greatly improves the fit of the DSGE model to macro time series. i p records the coefficient in the one argument linear rule that firms use to multiply with last period's inflation to index prices. We estimate that (2008) showed, where it is the case that indexation-induced persistence is greater pre than post-Volcker. This is also true for the equivalent parameter for wages, i w follows a very similar path, however, wage indexation always exceeds price indexation. This seems consistent with the fact that wages are more persistent than prices or the idea the labour supply schedule is 'flatter' than the price Phillips curve.
These parameter fluctuations echo those found in Fernandez-Villaverde and Rubio-Ramirez (2008) and HPS. Relative to the latter, which is the closest paper to ours in execution, we find slightly smaller fluctuations in the parameters defining nominal rigidity. There are still quite a few differences between their method and ours to account for the mildly contrasting results: we use kernel methods to estimate the reduced form VAR, they use a Bayesian random coefficient model; we use a 7 variable VAR and they use 4 variables; we allow all parameters to vary over time, they fix many at calibrated values; our identification scheme differs from their in some details; and we fit only to a monetary policy shock.
Our results emphasise that more research may be needed to refine the nominal rigidities in the canonical DSGE model, echoing many previous papers. It is well known that the details of optimal monetary policy depend a lot on the nature of nominal rigidities. Examples include: the stickier wages are relative to prices, the more weight the authorities should place on nominal wage stabilisation relative to price stabilisation (Erceg, Henderson, and Levin (2000) ); the presence of indexation implies the authorities should stabilise a quasi-difference of inflation involving the indexation parameter itself (Woodford (2003) ). Finding such a large amount of variation in the nominal rigidity parameters is disquieting since they are important for optimal policy.
Real economy parameters There are several points worth noting on real economy parameters.
First, we comment on h, the parameter that encodes habits in consumption. This parameter is The parameter governing the costs of adjusting investment (φ) is pretty flat for most of the sample, but then shows a large rise from a trough of around 2 to an average of about 5 after 1990. The greater this parameter, the more detached is investment from the traditional cost of finance manifest in Tobin's Q. This suggests that the DSGE model had a hard time to explain the boom investment during the 1990s, and the subsequent 'post Y2K' bust in the 2000s. The degree of capital utilisation raises dramatically from 0.3 around 1990 to almost 1 (the cost of adjusting capital becomes so high that agents do not alter its quantity) before the crisis and it returns to 0.4 by the end of the sample.
Monetary policy parameters. Monetary policy is assumed to have been characterised by an interest rate rule such that the interest rate responds to its own lag, a term in the inflation rate, the output gap and the change in the output gap (sometimes known as the 'speed limit'). We estimate quite large ranges that bracket the minimum and maximum values of these parameters in our sample periods: the responsiveness of interest rates to inflation, r π (1-2.5); the response to the output gap, r y (0-0.5); the speed limit term r ∆y (0-0.25) and the coefficient on lagged interest rates ρ (0.6-0.95). These are large enough to generate meaningful welfare differences arising from monetary policy, other things being equal, and large enough to be statistically significant (which we judge informally by comparing the size of the movements with the confidence band around any of the point estimates). However, the picture that emerges does not corroborate the received view of monetary policy changes. The crude characterisation of the post WW2 period monetary regimes is that there was a clear difference between the pre-and post-Volcker periods (i.e. pre-and post-1984) . Before, monetary policy was insufficiently responsive to inflation, perhaps to such an extent as to generate indeterminacy. After, monetary policy was more responsive to inflation and correspondingly less responsive to real fluctuations and less autocorrelated. This picture does not exactly emerge from our time-varying estimates. The responsiveness of policy rate to inflation is very weak prior to 1975 (the estimates hit the lower bound used to ensure the determinacy of the system), however, it raises dramatically when Paul Volcker becomes the chairman of FED. 13 Although, it is clear from figure 5 r π raises even further (from 2 to 2.5) when Alan Greenspan becomes the chairman of FED, our estimates suggest that policymakers attempted to reduce inflation well before the arrival of Alan Greenspan.
So the question is why they did not succeed to deliver an environment of low inflation. The two 'oil' crises in 1973 and 1979 could be a possible explanation as it becomes harder for policymakers to communicate a low and stable inflation when the economy is 'hit' by severe adverse supply shocks.
As was mentioned earlier, r π increases from 2 to 2.5 after 1989 and falls dramatically to almost 1.05
around the end of 2003 reflecting the Federal Reserve's response to the 2000s recession and stockmarket crash. 14 r π increases again after the 2003 'zero lower bound' event before it declines again during the 'Great Recession'.
Parameters governing shock processes The paths of estimated parameters governing the shock processes exhibit time variation. We should expect this, as, broadly, to match the dynamics in the data, a DSGE model offers a choice between the variance and persistence of shocks on the one hand, and the persistence encoded in the internal propagation of the DSGE model on the other. As we have recorded quite dramatic changes in certain important components of the internal propagation, (habits, indexation, investment adjustment costs, for example), we might expect, other things being equal, to record correspondingly large changes in the shock processes.
The movements in these parameters are generally much smaller relative to the typical confidence band around any single period's estimate; and these movements are largest when the estimate is itself most certain. Such movements seem more plausibly explained by poor identification than genuinely meaningful evidence of structural change.
Interesting observations here include the fact that the volatility of the government spending shock σ g is greater in the final 10 years of the sample than earlier (consistent with concerns about the 'sustainability' of the government debt see Davig and Leeper (2011b) and Davig and Leeper (2011a) ) and the fact that the volatility and persistence of monetary policy shocks is relatively constant throughout the sample, confounding the hypothesis that Great Moderation was the result of more effective monetary policy.
13 To be precise, our estimates suggest rπ rises from 1.05 to 2 around 1975 few years before Volcker becomes the chairman of FED.
14 The Federal Reserve cut the interest rate from 5.59% in 2001Q1 to 1% by 2003Q4.
Time-varying Forecast Variance Decomposition
So far the discussion has focused on parameters' individual time profiles. There is no doubt that this is an interesting exercise as it allows us to assess whether these profiles are intuitive and/or consistent with other empirical studies. However, this type of analysis remains abstract as it does not tell us much about what all these different profiles imply for the whole economy. In this section, we undertake a different exercise and we investigate how these structural parameter changes alter our view about the main driver of the business cycle fluctuations. It is worth reminding the reader that this is an unresolved and controversial issue in modern macroeconomics. To be precise, the estimates of Smets and Wouters (2007) suggest that a wage-markup shock is the main driver of output, while the studies of Fisher (2006) and Justiniano, Primiceri, and Tambalotti (2010) point to the 'investment' shock as the 'key' driver. More recently, Christiano, Motto, and Rostagno (2014) suggest that a financial disturbance known as a 'risk shock' is what 'explains' output forecast variance. 
Kernel Bandwidth Sensitivity
In this section we investigate the sensitivity of the structural parameter estimates to different kernel bandwidth choices. Since this is an extremely costly computational exercise we cannot deliver estimates for all bandwidth choices reported in Table 2 in a feasible period of time. We do this only for the bandwidth that achieves the second best forecasting performance, H h = n 0.8 . Figure 9 plots the benchmark estimates (H h = n 0.7 , blue solid line) against those obtained using the second best choice (H h = n 0.8 , red dashed line). Although there are some differences between the two sets of parameters, it seems fair to conclude that their time profiles look very similar. As expected, the second set of estimates appear less volatile than the benchmark estimates. So there is a trade-off between time-variation and volatility and the bandwidth selection needs to 'strike a balance' between the two conflicting features. We believe that our data driven procedure of selecting H serves that principle.
Conclusions
In this paper, we have discussed a minimum-distance estimation approach for time-varying DSGE models based on estimates of time-varying VAR impulse responses, using the dataset that SW used to estimate their fixed-coefficient, medium-scale DSGE model. Estimation of large-dimension, stochastic time-varying coefficient models using MCMC algorithms is currently impractical, given the need to impose stationarity conditions on VARs at each time period. In order to proceed, we estimate instantaneous VAR models using a kernel method (Kapetanios and Yates (2014) , and Giraitis, Kapetanios, and Yates (2014b) ) that, aside from being tractable in our context, is also known to deliver consistent not in a way that corroborates explanations of the Great Inflation and subsequent Moderation. We find that policymakers prior to Alan Greenspan also tried to deliver stable and low inflation but the economy was at the same time subject to severe adverse supply shocks that impeded the central bank from delivering stable inflation. In general while parameters governing the shock processes do vary, the movements tend to be smaller, and to occur when the parameters are most uncertain. Fixedcoefficient work has sought to use DSGE models to adjudicat on the causes of business cycles, stressing wage markup shocks, investment shocks, or risk shocks. Our exercise produces a time-varying forecast error variance decomposition that shows that at different points in time all three of these shocks played the role of key driver. In addition, we find that since the Great Recession, the government spending shock has been key.
parameter estimates and one-step-ahead forecasts for the whole sample. Lutkepohl (2007, section 3.5 .2) derives the closed-form expression of the VAR forecast variance-covariance matrix. This is a function of the estimated VAR coefficient and residual variance-covariance matrices. In our exercise, we replace these quantities with those that results from the TV-VAR estimation. This makes the forecast variance-covariance matrix time-varying. We use it to weight the forecast errors at each point in time. Forecast MSE results are reported in Table 2. A.2 Review of the Smets-Wouters (2007) model
In this appendix we discuss briefly some of the key linearized equilibrium conditions of Smets and Wouters (2007) model. Readers who are interested in how these are derived from solving the consumer and firms' decision problems are recommended to consult SW directly. All the variables are expressed as log deviations from their steady-state values; E t denotes expectation formed at time t; a '−' above a variable denotes its steady state value; and all the shocks (η i t ) are assumed to be normally distributed with zero mean and unit standard deviation.
The demand side of the economy consists of consumption (c t ), investment (i t ), capital utilisation (z t ) and government spending ε g t = ρ g ε g t−1 + σ g η g t which is assumed to be exogenous. The market clearing condition is given by
where y t denotes the total output and Table ( 1) provides a full description of the model's parameters.
The consumption Euler equation is given by
where l t is the hours worked, r t is the nominal interest rate, π t is the rate of inflation and ε b t
t is the risk premium/net worth shock. If the degree of habits is zero (h = 0), equation (A.2) reduces to the standard forward looking consumption Euler equation. The linearised investment equation is given by
where i t denotes the investment, q t is the real value of existing capital stock (Tobin's Q) and ε i t ε i t = ρ i ε i t−1 + σ i η i t is the investment specific shock. The sensitivity of investment to real value of the existing capital stock depends on the parameter ϕ (see, Christiano, Eichenbaum, and Evans, 2005) .
The corresponding arbitrage equation for the value of capital is given by
where r k t = − (k t − l t ) + w t denotes the real rental rate of capital which is negatively related to the capital-labour ratio and positively to the real wage. 
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