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Abstract
Recently, the deep neural network (derived from the ar-
tificial neural network) has attracted many researchers’ at-
tention by its outstanding performance. However, since this
network requires high-performance GPUs and large stor-
age, it is very hard to use it on individual devices. In order
to improve the deep neural network, many trials have been
made by refining the network structure or training strategy.
Unlike those trials, in this paper, we focused on the basic
propagation function of the artificial neural network and
proposed the binarized deep neural network. This network
is a pure binary system, in which all the values and calcula-
tions are binarized. As a result, our network can save a lot
of computational resource and storage. Therefore, it is pos-
sible to use it on various devices. Moreover, the experimen-
tal results proved the feasibility of the proposed network.
1. Introduction
The research of artificial neural networks (ANN) began
more than 70 years ago, proposed by Warren McCulloch
and Walter Pitts [22], Donald Hebb [12] and Frank Rosen-
blatt [25]. Especially in [25], a two-layer network is in-
troduced for pattern recognition. Figure 1 shows the basic
function of ANN, that is, the neuron of higher layer is cal-
culated by the neurons of prior layer with the connecting
weights. However, there was no solution for the network
training until backpropagation (gradient descent) algorithm
was created by Paul Werbos [30]. After James McClel-
land [26] introduced the ANN as simulation of natural neu-
ral process and its usage in artificial intelligence (AI), the
research of ANN became popular. Since then, ANN was
successfully applied to image classification [1, 2, 5], char-
acter recognition [24], face recognition [20], speech recog-
nition [28] and so on. Moreover, a theoretical explanation
of ANN’s success was also given by Kurt Hornik [18].
Because of the limitation of computers, the ANN re-
search stagnated until the new century came. With the de-
velopment of computers, the training of large-scale neural
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Figure 1. The basic function of ANN.
network became possible. As a result, the research of deep
neural networks (DNN) emerged and attracted more and
more attention. For example, Geoff Hinton’s deep belief
nets [13], Yann LeCun and Dan Ciresan’s study on deep
convolutional neural networks [21, 4], and Alex Graves’s
deep recurrent neural networks [9]. The features of DNN
can be summarized as follows.
• Large-scale network: the DNN model usually has very
large structure (with many layers), including millions
of neurons and connections. Consequently, the com-
putational cost of DNN is extremely high, thus most
of the DNN experiments are done with GPUs.
• Better performance: DNN archived the state-of-the-
art results on various tasks and competitions, and
brought breakthroughs to those fields, such as hand-
written character recognition [7, 10], image classifica-
tion [4, 3], speech recognition [8] and so on.
• Lack of theoretical explanation: although the DNN
achieved much better performance than conventional
methods, there is no convincing explanation for such
success. For example, it is well known that some trick
in training could improve the performance of DNN sig-
nificantly, but it was hard to explain such effect theo-
retically.
Obviously, although the performance of DNN is promis-
ing, it still needs to be improved in different ways. On
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one hand, in order to pursue higher recognition rate, sev-
eral optimization methods for training were proposed, such
as dropout [14] and dropconnect [29]. Those methods can
reduce the overfitting problem significantly. On the other
hand, new understanding of the neural network emerges
and may extend the ability of DNN. For example, in Ian
Goodfellow’s recent work [6] for digit string recognition,
the output layer is trained to show both the digit number
and the recognition result of each digit. By doing this, their
DNN model is able to recognize the digit string directly,
without any segmentation process. This work extended the
DNN from single character recognition to character string
recognition. Inspired by this work, we may change the basic
framework of DNN to find more possibilities.
In this paper, we focus on the basic function of ANN
and try to make it more suitable for computers. Usually, the
ANN is seen as simulation of natural neural process, thus
its neurons and weights are all real number. Such values
can represent the electric signal generated by neural cells.
However, the ANN models are often realized by computers.
As we all know, the computer process data based on binary
value, like “0” and “1”. In other words, we can say that the
basic “neural cell” of computer generates binary signals. In-
spired by this observation, we proposed a new type of neural
network — the binarized deep neural network (BDNN). In
BDNN, all the neurons and weights are binary value; at the
same time, the calculation of the basic function of BDNN is
also Boolean.
Actually, there were researches of binary neural network
(Hopfield neural network) [15, 16, 17, 23, 27] and corre-
sponding training algorithms [11, 19]. Nevertheless, this
kind of neural network is quite different from BDNN. Al-
though the input and output of the binary neural network are
binary values, the weights of which are real number. There-
fore, the calculation of binary neural network is not differ-
ent from the conventional neural network. In contrast, the
BDNN is a pure binary system, in which all the variables
and operations are all binarized (Boolean).
Compared with conventional deep neural network, the
BDNN is expected to have several promising merits, which
are shown as follows.
• Less storage request: since all the weights in BDNN
are binary value, thus we can use only 1 bit to store
one weight. As a result, we can save a large network
with small storage. In contrast, we must use at least 16
bits to store one real number weight of conventional
neural network.
• Higher speed on CPU: the basic calculation of CPU is
the Boolean calculation. For CPU, this calculation is
the most efficient. Since the BDNN only uses Boolean
calculation, thus the processing speed of which can be
easily optimized on CPU. Consequently, it is possi-
ble to run BDNN of high speed on devices with only
CPUs. In contrast, conventional DNN can only run fast
with GPUs.
• Clear network response: in BDNN, it is quite easy to
observe the response of neurons and weights in the
propagation process. This is because each neuron or
weight only has two different kinds of status. This may
be helpful for us to design proper learning strategy for
BDNN.
In summary, with binary variables and Boolean opera-
tions, the BDNN is able to run with reasonable computa-
tional resource and storage. Although now the performance
of BDNN may not be comparable with the conventional
deep neural network of the same scale, it has the potential
to be improved in the future.
This paper is organized as follows. In Section 2, the prin-
ciples of the BDNN is introduced as well as the hybrid bina-
rized deep neural network (hybrid-BDNN) for non-binary
input data. In Section 3, a training method is proposed for
BDNN and hybrid-BDNN. In Section 4, comparison exper-
iments of BDNN and conventional DNN are analyzed. The
last section is the conclusion part.
2. The binarized deep neural network
In this section, the recognition process (forward propa-
gation) of BDNN is introduced. As mentioned above, only
binary variables and Boolean operations are used in this
process. Moreover, in order to use BDNN on non-binary in-
put data, we also introduced the hybrid-BDNN, which con-
tained both conventional neural network part and BDNN
part.
2.1. The basic function for BDNN
As shown in Fig. 1, with this basic function, we can
build network of any complicated structure. Therefore, the
BDNN is actually a new definition of the basic function.
Just like the conventional DNN, with the basic function of
BDNN, any neural network structure can be built.
Usually, a basic function of neural network should con-
tain two different types of calculation: the linear and non-
linear calculations. For example, as shown in Fig. 1, in
conventional neural network, the linear calculation is an
inner product of the input neurons ~x and the correspond-
ing weights ~w, that is, the ~x · ~w; the nonlinear calculation
of conventional neural network is activation function (sig-
moid, hyperbolic tangent, etc.) or pooling (often used in
DNN). Consequently, in the definition of the basic function
of BDNN, we also defined both the linear and nonlinear cal-
culations.
First, since the BDNN is created by binary values, the
basic calculation should be chosen from Boolean algebra.
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Table 1. Truth table of Boolean operations.
a b a ∧ b a ∨ b a⊕ b a ≡ b a→ b
0 0 0 0 0 1 1
1 0 0 1 1 0 0
0 1 0 1 1 0 1
1 1 1 1 0 1 1
The Boolean binary operations are “and ∧”, “or ∨” and sev-
eral derived operations (“exclusive or ⊕”, “equivalence≡”,
“material implication →”). The truth table of those oper-
ations is shown in Table 1. Obviously, the “exclusive or”
and “equivalence” should be chosen because their results
are balanced between “0” and “1”. In BDNN, we chose the
“equivalence” as the linear calculation. If we use−1 to rep-
resent “0” and 1 to represent “1”, then the result of “equiv-
alence” is equal to the multiplication of real number. For
convenience, from here we will treat the binary values as
real numbers and use the corresponding real number opera-
tion instead of the Boolean operation (just like the “equiv-
alence” to multiplication). As shown in Fig. 1, assume that
~x = (x1, x2, ..., xn) are the input neurons of BDNN and
~w = (w1, w2, ..., wn) are the corresponding weights, y is
the output neuron, then we have xi, wi, y ∈ {−1, 1}. As
mentioned above, the linear calculation of BDNN is
~x× ~wT = (x1w1, x2w2, ..., xnwn).
Second, the nonlinear calculation of BDNN is defined
as follows: we count the number of “−1” and “1” in
(x1w1, x2w2, ..., xnwn) and let the calculation return the
one with larger number. Assume f is the basic function
of BDNN, with the linear and nonlinear calculation defined
above, then we have
y = f(~x, ~w) =
{
1, if
∑n
i=1 xiwi ≥ 0
−1, if
∑n
i=1 xiwi < 0.
(2.1)
Figure 2 shows an example of the calculation of (2.1).
The inputs ~x are (1,−1,−1) and the corresponding weights
~w are (1, 1,−1). Then, we use Boolean operation as linear
calculation and the results (1,−1, 1) are obtained. Finally,
since in the results, there are two “1” and one “−1”, thus
the value of output y is “1”. Please note that although (2.1)
is written as real number function, it denotes the Boolean
operation of “equivalence” and a counting operation. With
(2.1), the forward propagation of BDNN can be realized.
For a certain set of input binary data, the BDNN can calcu-
late its corresponding output, which is also binary.
2.2. The hybrid-BDNN
Clearly, the BDNN introduced above is only able to pro-
cess binary input data. If the input data is non-binary, such
as grayscale image, the BDNN can not be used directly.
1
1
1
1
1
1
1
1
1 1
 

Figure 2. The calculation of BDNN basic function f .
Therefore, we should first convert the non-binary data into
binary before the BDNN is used. For such situation, we
proposed the hybrid-BDNN, which is a combination of con-
ventional neural network and BDNN.
As shown in Fig. 3, the Hybrid-BDNN contains three
parts: the normal neural network part, the transition part
and the BDNN part. The lower layers of hybrid-BDNN are
normal neural network part, which is connected to the input
data (binary or non-binary); the higher layers are the BDNN
part, which generates the result. The transition part is a
single layer between the normal neural network part and
BDNN part, by which the two different neural networks are
combined.
The basic function of the normal neural network part is
the same with the conventional networks (inner product and
activation function); the basic funtion of BDNN is just in-
troduced above. Consequently, the forward propagation can
be conducted in both the normal neural network and the
BDNN part. The remaining problem is the transition part.
If we define the basic function of the transition part, then we
can conduct the forward propagation of the whole hybrid-
BDNN.
As shown in Fig.3, assume that ~g = (g1, g2, ..., gn)
are the input neurons of the transition part and the
(x1, x2, x3...) are the output neurons. As mentioned above,
~g belongs to the normal neural network part, thus it is
all real number. The (x1, x2, x3...) belongs to the BDNN
part, so they are all binary values. Let t denote the basic
function of transition part, if we take x1 as example and
~w = (w1, w2, ..., wn) are the corresponding weights, then
we obtain
t(~g, ~w) = x1.
Obviously, in order to calculate with ~g, the ~w is also real
number. Then we define t as follows:
x1 = t(~g, ~w) =
{
1, if A(
∑n
i=1 giwi) ≥ T
−1, if A(
∑n
i=1 giwi) < T,
(2.2)
where A is activation function and T is a fixed threshold. In
fact, the calculation A(
∑n
i=1 giwi) is just the basic function
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Figure 3. The structure of hyrbid-BDNN.
of the normal neural network part. The (2.2) means that we
use a threshold T to convert the output real number of the
normal neural network part into binary value.
With (2.2), the forward propagation of the whole hybrid-
BDNN can be realized. This network can be used for any
input data. By the way, if the range of activation function
A is (−1, 1), then we can set the threshold T = 0. This is
convenient for the training.
In summary, the BDNN is very suitable for binary input
data classification, such as binary image of characters. If
the input data is non-binary, the hybrid-BDNN can be used.
Please note that it is better not to use too many layers in nor-
mal neural network part, otherwise the computation speed
of hybrid-BDNN may be slowed much. In the experiments,
we only used one layer (including the input data) as the nor-
mal neural network part.
3. Training method for BDNN and hybrid-
BDNN
Usually, the gradient descent algorithm is seen as the
training method for neural networks. For the training of
BDNN and hybrid-BDNN, we also used this algorithm.
However, compared with the conventional neural network,
the BDNN has obviously different properties, thus we can
not directly use this algorithm on BDNN training. In order
to solve this problem, some approximation and conversion
are applied to BDNN to make it suitable for gradient de-
scent training.
3.1. Gradient descent training for BDNN
In the conventional gradient descent training, in each it-
eration, the weights are adjusted by a small value (depends
on the error propagation and learning rate). Nevertheless,
since the weights in BDNN are binarized, thus it is hard to
adjust the weights in the same way. Hence, in order to apply
the gradient descent algorithm, in the training of BDNN, the
real numbers are used instead of the binary values. A con-
version function C is defined to convert the real numbers to
corresponding binary values, which is
C(x) =
{
1, if x ≥ 0
−1, if x < 0.
(3.1)
With function (3.1), we can convert the trained weights of
real number to binary value.
However, the key point of using real number is that we
must keep the forward propagation result the same with the
binarized network; otherwise, the training is meaningless.
Therefore, in order to satisfy this request, a basic function f ′
for training is defined. First, assume ~x = (x1, x2, ..., xn),
~w = (w1, w2, ..., wn) and y are the input neurons, weights
and output of the BDNN; ~x′ = (x′
1
, x′
2
, ..., x′n), ~w
′ =
(w′
1
, w′
2
, ..., w′n) and y′ are the corresponding real numbers
of training. Second, assume
C(x′i) = xi, C(w
′
i) = wi. (3.2)
Then, the basic function f ′ of training is given by
y′ = f ′(~x′, ~w′) =
∑n
i=1
x′iw
′
i
|x′iw
′
i|
n
. (3.3)
As mentioned above, in (2.1), the basic function f
of BDNN counts the number of “1” and “-1” in
(x1w1, x2w2, ..., xnwn) and returns the one with larger
number. Accordingly, in (3.3), for the basic function f ′,
if in (x′
1
w′
1
, x′
2
w′
2
, ..., x′nw
′
n) the positive values are more
than negative ones, then y′ is a positive value; otherwise, y′
is negative. Consequently, because of (3.2), we obtain
C(f(~x′, ~w′)) = f(~x, ~w)
and
C(y′) = y.
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Figure 4. The curve of output neuron by a certain input neuron and its approximation.
Clearly, with (3.3), if the inputs of training are the same
with BDNN, then after forward propagation, each real num-
ber neuron of training equals to the corresponding binary
neuron of BDNN (by using conversion function C), includ-
ing the output neurons. As a result, we can train the BDNN
with real numbers. After training, we just need to con-
vert the real number weights into binary values and then
a trained BDNN is obtained.
After the forward propagation of training is solved, the
next problem is the backpropagation. In order to use gra-
dient descent algorithm, we must define two partial deriva-
tives: the ∂y
′
∂x′i
and ∂y
′
∂w′i
. With such two partial derivatives,
the backpropagation can be conducted.
Assume x′k is a certain neuron from ~x′ and w′k (let w′k >
0) is its corresponding weight. Let l take the form
l =
∑n
i=1,i6=k
x′iw
′
i
|x′iw
′
i|
n
.
Then, we have
y′ = l +
x′kw
′
k
n |x′kw
′
k|
.
It is obvious that l and w′k are independent. Thus we can
draw a curve of y′ by w′k, which is shown in Fig. 4 (a). This
curve is not continuous. We can see that the ∂y
′
∂x′k
is +∞
at x′k = 0 and 0 at the rest of the positions. Clearly, we
can not use such partial derivative for gradient descent al-
gorithm. Therefore, an approximation of this curve (shown
in Fig. 4 (b)) is used to calculate the ∂y
′
∂x′k
. The new curve is
a strait line, go through the point (−1, l− 1
n
) and (1, l+ 1
n
).
Here, we assume that w′k > 0. If w′k < 0, the slope of the
approximation line will be reversed. Consequently, by us-
ing the approximation, we obtain
∂y′
∂x′k
=
2w′k
n |w′k|
. (3.4)
Similarly, since in function f ′, the x′k and w′k are symmet-
ric, so that
∂y′
∂w′k
=
2x′k
n |x′k|
. (3.5)
Here, in (3.4) and (3.5), the 2
n
is the value of the slope; the
w′k
|w′k|
or
x′k
|x′k|
determines the sign of the slope. Please note
that the slope value can be set to not only 2
n
but also other
proper values.
With (3.4) and (3.5), the gradient descent algorithm can
be applied to train the BDNN. Although an approximation
was used, the following experimental results showed that,
the BDNN could be trained well with such method.
3.2. The training of transition part of hybrid-BDNN
As shown in Fig. 3, now the backpropagation can be ap-
plied to the normal neural network part and the BDNN part.
However, in order to apply the backpropagation on hybrid-
BDNN, we still need to consider about the backpropagation
of the transition part.
First, the same with the BDNN training, in the training
of the transition part, the real numbers are used instead of
the binary values. Assume that x′
1
is the corresponding real
number of x1 and function t′ is the real number version of
function t. Then, the same with f ′, in order to keep the same
forward propagation result, t′ should satisfy the following
equation
C(t′(~g, ~w)) = C(~g, ~w).
Therefore, we define t′ as
t′(~g, ~w) = A(
n∑
i=1
giwi)− T. (3.6)
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Obviously, the t′ of (3.6) satisfies the request. If we set
T = 0, then t′ is just the activation function. Naturally, for
a certain neuron gk and its weight wk, the two derivatives
of the transition part are given by
∂x′
1
∂gk
=
∂A
∂gk
,
∂x′
1
∂wk
=
∂A
∂wk
. (3.7)
In (3.7), the two partial derivatives are just the same with
the normal neural network. With (3.7), the backpropagation
of the transition part becomes possible.
Consequently, by using the above method, the backprop-
agation can be applied to the whole hybrid-BDNN. Now we
can train the hybrid-BDNN by using the gradient descent
algorithm.
3.3. Special training technique for BDNN
Clearly, the training method for BDNN proposed in this
paper is very close to the conventional training method.
Thus it is possible to borrow the training techniques of con-
ventional neural networks to BDNN, such as dropout and
dropconnect. Besides, there are several special training
techniques, which are necessary for BDNN.
First, in the training, we must keep the n of (3.3) an odd
number all the time. This is because the output 0 of f ′ is not
defined. The result of f ′ should be either a positive number
or a negative number. Consequently, in the following exper-
iments, in the BDNN, the neuron number n was always an
odd number.
Second, in the training of conventional neural network,
the error of the output is determined by the difference be-
tween the output neuron and its ground truth. However, in
the training of BDNN, the error is determined by not only
the difference but also the sign of each value. Assume the
error of a certain output neuron y is e and the corresponding
ground truth is yT , then the error calculation is given by
e =
{
0, if yyT > 0
1
2
(y − yT ), if yyT < 0.
(3.8)
The(3.8) means that if the output neuron and its ground truth
are both positive or negative, then the error of this output is
0; otherwise, the error is calculated as conventional neural
network. Actually, according to (3.1), if the output neuron
has the same sign with its ground truth, then the output is
seen as correct. This technique is essential for the BDNN
training, without which the training can not converge.
4. Experiments
In the experiments, two different network structures
were studied — the classical three-layer network and the
convolutional neural network (CNN). Besides the BDNN
and hybrid-BDNN, the conventional neural networks of the
Input layer
… … …
Hidden layer Output layer
Input data Results
Figure 5. The structure of three-layer network.
same structures were also tested for comparison. Since now
we only have the basic training method for BDNN, so in or-
der to make fair comparison, most of the training optimiza-
tion techniques of the conventional neural network were not
used. For example, in the experiments, the learning rate was
fixed and the simple hyperbolic tangent function was used
as activation function.
Moreover, two datasets, MNIST and CIFAR10 were
used for the experiments. As we know, MNIST is a dataset
of handwritten digits, thus it is suitable for binary data clas-
sification test. In contrast, the CIFAR10 was used as non-
binary data, on which the hybrid-BDNN was tested. In each
dataset, the training data was used to train the networks; the
test data was used as validation data. After the training was
finished, the iteration with the lowest error rate on test data
was seen as the final result.
4.1. The classical three-layer network
In the early stages of ANN, before the DNN was intro-
duced, the three-layer network was widely used for classi-
fication tasks. As shown in Fig. 5, in such network, there
are three different layers: the input layer, the hidden layer
and the output layer. The input layer contains the input data
while the output layer generates the classification results.
Besides, all the layers are fully connected. Since this net-
work structure was very classic, so the BDNN of this struc-
ture was first tested.
For the experiments of three-layer BDNN, the binary
data of MNIST was used. Because the original images of
MNIST were grayscale, so we used a simple binarization
method (fixed threshold) to convert the grayscale images
into binary. All the training data of MNIST was used to
train the network and the test data of MNIST was used as
validation data.
In MNIST, the image size is 28× 28, thus there are 784
pixels, which are used as input neurons. As mentioned
above, in order to make the neurons of the input layer an
odd number, one neuron was simply added to the input layer
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Figure 6. The network structure of CNN.
Table 2. Error rates (%) of the three-layer networks on MNIST.
BDNN Normal ANN
Train Test Train Test
Struct. A 20.73 16.74 1.07 1.64
Struct. B 16.89 14.50
and set to 1. Consequently, the input layer contains 785
neurons. Moreover, since the digits have 10 classes, so the
output layer is set to 10 neurons.
For the hidden layer, we used two different numbers, one
is 1571 (double of the input neuron number) and the other
is 2355 (three times of the input neuron number). Then, two
different network structures are obtained as follows.
• Structure A: the input layer contains 785 neurons, fol-
lowed by a hidden layer of 1571 neurons, then an out-
put layer of 10 neurons (one neuron stands for one digit
class).
• Structure B: the input layer contains 785 neurons, fol-
lowed by a hidden layer of 2355 neurons, then an out-
put layer of 10 neurons (one neuron stands for one digit
class).
In the experiments, the BDNN of both structures were
tested. Meanwhile, the conventional ANN of Structure A
was also tested for comparison.
The experimental results are shown in Table 2. On one
hand, by using the proposed training method, finally, the
BDNN converged on the training dataset and on the test
dataset, the classification rate was around 15%. By this re-
sult, the feasibility of BDNN is proved. On the other hand,
it can be seen that the conventional ANN of Structure A has
much lower error rate than the BDNN of same structure.
This is may be because the BDNN was not fully trained by
the proposed method (borrowed from the conventional net-
work training). If we can design specific training method
for BDNN, the performance of which may be improved a
lot. Another possible reason may be the complexity of the
network. Since the binary neurons are used in BDNN, the
complexity of which is lower than the conventional ANN,
though they have the same structure. The result of BDNN
of Structure B indicates that, when the scale of BDNN is in-
creased (higher complexity), the performance becomes bet-
ter.
4.2. The convolutional neural network
In deep learning research, the structure of CNN is widely
used for image classification. Therefore, in the experiments,
we also tested the CNN structure. As shown in Fig. 6, we
used a CNN structure of five layers. The first layer is the in-
put data, followed by two layers of feature maps (calculated
by the convolutional kernels). The last two layers are the
fully connected neurons and one of them is used as output
layer. In most of the CNNs, after convolutional operation,
the feature map size is then decreased by pooling. Nev-
ertheless, since it is hard to realize the pooling operation
on binary values, thus the feature map size is controlled by
skipping every other pixel in the convolutional operation.
With different sizes of the feature maps and kernels,
three different CNN structures are obtained as follows.
• Structure C: Layer 1 is the input image, the size is
29 × 29; Layer 2 contains 7 feature maps of size
13 × 13, obtained by using 7 kernels of size 5 × 5;
Layer 3 contains 51 feature maps of size 5 × 5, ob-
tained by using 357 kernels of size 5× 5; Layer 4 con-
tains 201 neurons, obtained by using 10, 251 kernels
of size 5× 5; Layer 5 contains 10 neurons for output.
4327
Table 3. Error rates (%) of the CNN structures on MNIST.
BDNN Normal CNN
Train Test Train Test
Struct. C 11.78 9.98 0.26 1.10
Struct. D 7.11 6.54
Table 4. Error rates (%) of the CNN structures on CIFAR10.
Hybrid-BDNN Normal CNN
Train Test Train Test
Struct. E 89.84 87.48 41.71 88.37
• Structure D: Layer 1 is the input image, the size is 29×
29; Layer 2 contains 17 feature maps of size 13 × 13,
obtained by using 17 kernels of size 5 × 5; Layer 3
contains 71 feature maps of size 5 × 5, obtained by
using 1, 207 kernels of size 5 × 5; Layer 4 contains
201 neurons, obtained by using 14, 271 kernels of size
5× 5; Layer 5 contains 10 neurons for output.
• Structure E: Layer 1 is the input image, the size is 33×
33; Layer 2 contains 17 feature maps of size 5 × 5,
obtained by using 17 kernels of size 9 × 9; Layer 3
contains 71 feature maps of size 5 × 5, obtained by
using 1, 207 kernels of size 5 × 5; Layer 4 contains
201 neurons, obtained by using 14, 271 kernels of size
5× 5; Layer 5 contains 10 neurons for output.
The Structure C and D were used by BDNN and tested on
MNIST. Structure E was used by the hybrid-BDNN and
tested on CIFAR10 (non-binary data). Therefore, for Struc-
ture E of hybrid-BDNN, the input layer and the following
kernels were real numbers (normal neural network part) and
the rest of the network was the BDNN part.
First, the error rates of MNIST are shown in Table 3.
Clearly, by using deeper structure (more layers), the per-
formance of BDNN was improved. Meanwhile, the normal
CNN of the same structure still had much better result. In
Structure D, when more feature maps were used, the result
of BDNN became better. This also shows the potential of
BDNN of larger scales.
Second, the error rates of CIFAR10 are shown in Table 4.
CIFAR10 is a database of color images of 10 different kinds
of objects. In the experiment, the color images were con-
verted into grayscale and then used. Since this database
was very difficult, the error rates of both networks were very
high, though the largest network structure were used.
Another observation is that although the training error
rate of hybrid-BDNN was much lower than CNN, its test
error rate was lower. This indicates that (i) it is possible to
use hybrid-BDNN for non-binary data classification and (ii)
larger network structure of high complexity is necessary for
reducing the training error of hybrid-BDNN.
5. Conclusion and future work
In BDNN, we first tried the brand new binarized prop-
agation function for neural networks. Moreover, a spe-
cial gradient descent training method is also proposed for
BDNN. The experimental results proved that it is able to
use BDNN just like the conventional DNN. Besides chang-
ing the network structure and training strategy, our trial may
provide new thought of improving the DNN and extend its
usage.
Because of the computational limitation, we didn’t test
the BDNN of large scale in this paper. Therefore, the per-
formance of BDNN may not be comparable with the state-
of-the-art results. In the future, we will develop GPU based
training program to train the BDNN of larger scale. Var-
ious network structures will also be studied, such as the
deep fully connected neural network, the recurrent neural
network and so on. Moreover, the optimization of the for-
ward propagation of the BDNN on CPU will be studied.
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