In this paper we consider the scheduling problem of minimizing the sum of the weights of the late jobs on a single machine (1 | r j | w j U j ). A branch-and-check algorithm is proposed, where a relaxed integer programming formulation is solved by branch-and-bound and infeasible solutions are cut off using infeasibility cuts. We suggest two ways to generate cuts. First we show how the algorithm by Carlier [7] can be modified to produce tightened "no-good" cuts. We then demonstrate how to create cuts by using constraint propagation. The branch-and-check algorithm proposed is implemented in the Mosel modelling and optimization language. Computational experiments show that our algorithm outperforms the exact approach of Péridy at al. [22] , which, to our knowledge, is the best reported in the literature.
Introduction
In this paper we study the following scheduling problem. A set of jobs N = {1, . . . , n} has to be processed on a single machine. Only one job can be processed at a time and preemptions are not allowed. Each job j ∈ N has a release date r j , a processing time p j , a due date d j and a weight w j . For a given schedule π, let c j (π) denote the completion time of j. If c j (π) ≤ d j then job j is on time in schedule π. Otherwise j is late. Let Π(N ) denote the set of all schedules of the jobs from set N . The objective is to find a schedule π ∈ Π(N ) that minimizes the sum of the weights of the late jobs. The problem is denoted 1 | r j | w j U j in the standard scheduling notation.
The problem is N P-hard in the strong sense even when all weights are the same (1 | r j | U j ). This was shown by Lenstra et al. [20] . The special case without release dates (1 || w j U j ) is N P-hard in the ordinary sense. A pseudopolynomial algorithm for this case has been proposed by Lawler and Moore [18] . Later Lawler et al. [19] developed a pseudopolynomial algorithm for the case of a fixed number of identical machines (P m || w j U j ). Some special cases can be solved in polynomial time. Moore [21] showed that the problem without release dates and identical weights (1 || U j ) can be solved in O(n log n). Kise et al. [15] showed that the problem is polynomial when the weights are identical, and release and due dates are ordered in the same way (r i < r j ⇒ d i ≤ d j ). An O(n log n) algorithm for this case was given by Lawler in [17] . Another polynomial algorithm by Lawler [16] solves the weighted case without release times when processing times and due dates are ordered in the opposite way.
For the 1 | r j | U j problem Baptiste et al. [3] provided an exact algorithm that solved 99% of a set of test instances with 100 jobs and 80% of a set of instances with 160 jobs within one hour.
Recently several approaches for solving the general problem with release dates and unequal weights 1 | r j | w j U j have appeared in the literature. Baptiste et al. [1] proposed a constraint programming approach, which can also be applied when there are several identical parallel machines (P | r j | w j U j ). A method based on a mixed-integer linear programming formulation was suggested by Dauzère-Pérès and Sevaux [9] . They used Lagrangean relaxation to solve the problem. Another exact approach based on a time-indexed formulation and Lagrangean relaxation was proposed by Péridy, Pinson and Rivreau [22] . This method is the most efficient algorithm available to the best of our knowledge. Their algorithm was able to solve 84.4% of the instances in a set of 100-job test instances within one hour. To tackle larger instances, some genetic algorithms were proposed by Sevaux and Dauzère-Pérès [26] .
The main contribution of this work if another approach for solving the general problem. A branch-and-check algorithm is proposed, where a relaxed integer programming formulation is solved by branch-and-bound. Infeasible solutions are cut off using infeasibility cuts. We emphasis two main components of the algorithm. We first discuss how to make a suitable relaxation of the standard formulation of the problem. We then consider in detail the question of generating strong infeasibility cuts. Two algorithms for generating two types of cuts are presented. The performance of the branch-and-check algorithm proposed here improves on the performance of the algorithm suggested by Péridy et al. The computational results demonstrate the importance of using strong cuts. An extended abstract of this work appeared in [23] .
The paper is organized as follows. In Section 2 we describe the branch-andcheck method in general and show how it can be used to solve the problem 1 | r j | w j U j . In Sections 3 and 4 we present two approaches for generating strong infeasibility cuts. An algorithm for constructing "no-good" cuts based on "small" subsets of jobs is suggested in Section 3. Section 4 presents an approach for generating another class of cuts. This approach is based on the "edgefinding" technique from constraint programming [2] . We test several variants of the branch-and-check algorithm computationally in Section 5. Section 6 contains our conclusions and a discussion of potential future research.
The hybrid Branch-and-Check method
Recently several hybrid methods have been introduced in the literature. These methods solve a problem by using different techniques simultaneously. A standard approach is to decompose the problem into subproblems, where some subproblems are solved using mixed integer programming (MIP) while others are solved using constraint programming (CP). A survey on hybrid methods can be found in [13] . One possible method is the logic-based Benders decomposition. We now give a brief description of this method. For details see [10, 14] .
Suppose we are given an optimization problem with two sets of variables x and y, where only the x variables appear in the objective function:
First, the problem obtained by relaxing the constraints (3) is solved. This gives an optimal solutionx to the master problem (1)- (2) . It is then checked ifx is feasible with respect to the constraints (3), i.e., the following feasibility subproblem is solved:
If the subproblem (4)-(5) has a solutionȳ, then an optimal solution (x,ȳ) for the problem (1)- (3) is available. Otherwise a cut b(x) ≤ b 0 is generated that cuts offx and is valid for all feasible solutions. The cut is then added to the master problem. This process is repeated until either the subproblem is feasible, or the master problem is infeasible. The latter case implies that the problem (1)- (3) is infeasible.
A disadvantage of this approach is that no general procedure for generating infeasibility cuts is known which guarantees the convergence. It is therefore necessary to develop such a procedure for every problem class. The classical Benders [4] and the generalized Benders decomposition [11] are special cases of this decomposition approach. In both these cases the subproblems are solved by linear programming.
Recently Jain and Grossmann [12] proposed algorithms based on the logicbased Benders decomposition approach to solve a class of mixed 0-1 programming problems. The master problem was solved as a MIP and the subproblems were solved with CP techniques. "No-good" cuts were used to cut off infeasible integer solutions. One of the algorithms was tested on the multi-machine assignment scheduling problem (MMASP), which is a multi-machine variant of the 1 | r j | w j U j problem, and promising results were reported. Later Bockmayr and Pisaruk [6] implemented a more sophisticated algorithm that only solves the IP master problem once with branch-and-bound. Every integer solution produced was checked with CP techniques. In their approach, infeasibility cuts are global, i.e. they are valid throughout the search tree. This approach was named "branch-and-check" by Thorsteinsson [27] . There are now modelling languages available, such as Mosel [8] , that allows algorithms based on the branch-and-check approach to be implemented rapidly. A branch-andcheck algorithm for the MMASP was tested by Bockmayr and Pisaruk. Their results significantly improved on the results of Jain and Grossmann. Also, it was pointed out in [6, 27] that adding a relaxation of the constraints (3) can play a key role in the efficiency of the algorithm. Such a relaxation was proposed by Sadykov and Wolsey [24] for the disjunctive scheduling constraint. Using this relaxation in a branch-and-check algorithm improved on the results obtained by Bockmayr and Pisaruk on the MMASP.
We now give a compact formulation of the 1 | r j | w j U j problem. Let the binary variable x j , j ∈ N , take the value 1 if job j is on time, and the value 0 otherwise. Then the problem can be formulated as follows.
The vector x satisfies the scheduling constraint (7) if and only if the set of jobs J = {j ∈ N : x j = 1} can be processed on the machine without violating the release dates and the due dates. In this paper we solve the problem (6)- (8) by a branch-and-check algorithm. The constraint disjunctive is not included in the master problem, since its formulation in linear form requires a larger number of extra variables and constraints. Instead we use the fact that there exist efficient methods to check if the constraint disjunctive is satisfied. These techniques are either from CP or specialized combinatorial algorithms. The constraint (7) corresponds to the constraint (3) in the general framework. As pointed out earlier, it might be important to include a relaxation of the constraint (3) in the master problem. Otherwise the master problem might have many infeasible integer solutions, i.e., it is likely that many infeasibility cuts would be needed. For the disjunctive constraint, Sadykov and Wolsey [24] suggested the following relaxation. For jobs i, j, l ∈ N , let α li := (r i − r l ) + and β jl :
are valid for the formulation (7)- (8) . A constraint of type (9) (9) are discussed in more detail in Section 4. In the initial master problem we include the objective function (6), the relaxation (9) and the binary constraints (8) .
One of the main components of the branch-and-check approach is a procedure that generates infeasibility cuts. The following "no-good" cuts have been used earlier in the literature [6, 12, 27] . If the solutionx is not feasible and J = {j ∈ N :x j = 1}, the inequality
cuts offx and is valid for (7)- (8) . These cuts can be used to solve small instances with up to 50 jobs. However, our experience shows that a very large number of cuts are needed to solve bigger instances. In the next two sections we therefore suggest methods that attempt to generate stronger cuts. The computational study in Section 5 demonstrates that stronger cuts help in solving bigger instances faster.
The modified Carlier algorithm
The standard method for checking feasibility of a solutionx is to solve a constraint satisfaction problem (CSP) for the setJ of jobs with one global constraint disjunctive. To achieve this, CP algorithms are applied (see, for example, [2] for details). If CSP does not receive a feasible solution, a "no-good" cut (10) is derived. We now present a new algorithm for checking feasibility of a solution x. The particularity if this algorithm is that it typically outputs more information than just "feasible" or "not feasible". This additional information allows to strengthen "no-good" cuts.
The idea of the strengthening is the following. In many cases when the set J of jobs is infeasible, there exists a subset S ⊂J which is also infeasible. If it is possible to find such a subset S, the "no-good" cut j∈S x j ≤| S | −1 is stronger than the standard "no-good" cut (10) .
However, finding a minimum, or even a minimal infeasible subset of jobs seems to be a very difficult problem. Even checking feasibility is N P-hard in the strong sense. In addition only a limited amount of time can be spent on finding a small set S of jobs, since this computation is a subroutine, which can be called many times. We therefore turn to a heuristic approach.
We first introduce some notation. Let L j (π) denote the lateness of job j in a schedule π. L j (π) is the difference between the completion time c j (π) of job j and its due date
For a set S of jobs, let r S = min j∈S r j , p S = j∈S p j and d S = max j∈S d j . Also, let s j (π) denote the starting time of job j in the schedule π. The set Π(S) denotes the set of all possible schedules that can be constructed from the set S of jobs. We call a schedule π ∈ Π(S) feasible with respect to a constant L if the maximum lateness of π is less than or equal to L , i.e., if max j∈S L j (π) ≤ L . A set S of jobs is feasible with respect to L if and only if there exists a feasible schedule π ∈ Π(S). Otherwise S is infeasible.
A solutionx is feasible for the problem (6)- (8) if and only if the setJ of jobs is feasible with respect to the value 0. Feasibility of the setJ can be verified by solving the problem of minimizing maximum lateness with release dates on a single machine 1 | r j | L max , i.e., by finding a schedule π * ∈ Π(J) that minimizes the maximum lateness L * and checking if L * ≤ 0. To solve such a problem one can use the algorithm by Carlier [7] which performs well in practice.
The Carlier algorithm uses a very efficient branching rule. This rule stays suitable for the following problem, we need to solve. Given a set N of jobs with release dates, processing times, due dates and a constant L , the aim is to find a feasible schedule π * ∈ Π(N ), or, if this is not possible, an infeasible subset S ⊆ N of jobs. For solving this problem, here we present an algorithm based on the branching rule suggested by Carler.
The algorithm is of the branch-and-bound type. Triples of job parameters {r
are associated with each node ν of the search tree. Release dates and due dates of jobs can differ from one node to another. The parameters for the the top node are the initial data.
At each node of the search tree, a Schrage schedule [25] π σ is constructed using the following procedure. Jobs are scheduled one by one. Suppose the jobs from the subset N ⊆ N are already assigned to the first | N | positions of the schedule. Let t = max j∈N c j (π σ ) be the maximum completion time of the jobs that are assigned. In the next position in π σ we place a job that is unscheduled, available (with release date less or equal to t) and with the smallest possible due date. If there are no available jobs, a job with smallest possible release date is chosen. If there are several possibilities, a job with smallest possible due date is chosen among them. If the Schrage schedule is feasible, the algorithm is stopped and the set N is feasible.
Theorem 1 establishes some properties of infeasible Schrage schedules. The branching rule is based on these properties. Theorem 1 uses the following lemma from [7] .
Lemma 1 For any subset
is a lower bound on the maximum lateness of any schedule π ∈ Π(N ).
This lower bound is also used in the algorithm itself.
Theorem 1 is a modified version of the main theorem from [7] . The modification is caused by the presence of a constant L and, as a consequence, the different choice of the job a. In the theorem, jobs are renumbered in the order in which they are scheduled in the Schrage schedule. Two cases considered in the theorem are illustrated in Figures 1 and 2 . 
Let S = {a, . . . , b}, then: Proof. 1. Observe that there is no idle time between jobs in S in the schedule π σ . If there was idle time, this would imply the existence of job a , a > a, which is scheduled immediately after the idle time in π σ and satisfies condition (11) , because the following would hold: s a (π σ ) = r a = min j∈S r j (by the rules for constructing the Schrage schedule π σ ). This would contradict the condition that a is the last such job in schedule π σ . We therefore have
if there is no job c ∈ S with d c > d b then the set S of jobs is infeasible with respect to constant L ;

otherwise, let c be the last job in S with d c > d b . If there exists a feasible schedule π ∈ Π(N ), then job c is processed in π either before all the jobs in J or after, where
Since there is no job c ∈ S that satisfies
Using this fact with (11) and (12) gives:
By Lemma 1 the left-hand side of (13) is a lower bound on the maximum lateness for any schedule in Π(S). It follows that there is no schedule π ∈ Π(S) that satisfies such that max j∈S L j (π) ≤ L , and therefore S is infeasible. Notice that job a always exists, since the first job in a schedule π σ satisfies (11) . 
Since c ∈ S is the last job in S satisfying
Since there is no idle time between the jobs in S in the schedule 
Therefore, in a feasible schedule π , job c is processed either before all the jobs in J or after. Theorem 1 shows that, if at a node of the search tree the Schrage schedule is infeasible, and case 2 of Theorem 1 holds, two child nodes can be created. At the first node, job c is processed before J, and at the second node, job c is processed after all jobs in J. Notice that, because of the way the Schrage schedule is constructed, it suffices to change the due date of job c to d c = d b −p J in the former case, and to change the release date of job c to r c := r J + p J in the latter case.
If case 1 of Theorem 1 holds, we have an infeasible subset S of jobs, and the node is closed. We now consider a node of the search tree which is not a leaf node. From its child nodes it receives two infeasible subsets of jobs. Theorem 2 below shows how an infeasible subset of jobs can be constructed at a non-leaf node. In the theorem we assume the constant L as given. Proof. 1. If c ∈ S a , then the parameters of the jobs in S a are the same at nodes ν and ν a . Since at the node ν a set S a is infeasible, it is also infeasible at the node ν.
2. The proof is similar to case 1.
3. The proof is by contradiction. Let π ∈ Π(S) be a feasible schedule. Since c ∈ S and J ⊂ S, there are three possible ways of scheduling job c in π. First, c can be scheduled before J in π, but in this case S a ⊂ S is infeasible. Second, c can be scheduled after J in π, but in this case subset S b ⊂ S is infeasible. Therefore, c should be scheduled inside J in π, but this contradicts with the case 2 of Theorem 1. Thus, there is no feasible schedule π ∈ Π(S) and the set S of jobs is infeasible at the node ν.
Remark. Suppose a node ν of the search tree received subset S a from its first child node and c ∈ S a . Then it is not necessary to explore the other child node. This follows from Theorem 2, since it is already known that S a , and thus N , is infeasible at the node ν.
From the last two theorems it follows that, at all nodes of the search tree, we are able to determine an infeasible subset of jobs. Therefore, the top node gives an infeasible subset of jobs for the given instance.
The proposed algorithm uses a backtrack search strategy and can be implemented recursively. To find lower bounds, Lemma 1 is used. Notice that, if h(S) > L , then S is infeasible with respect to constant L . The modified Carlier algorithm is presented in Algorithm 1. It returns either a feasible schedule π * , or an infeasible subset S of jobs.
Example. We now apply the modified Carlier algorithm to a 9-job instance. The parameters of the jobs are shown in Table 1 . Constant L is equal to 0. For each node ν we show an illustration of the Schrage schedule π σ . Job numbers are given inside the rectangles. For each job j the two numbers shown above are the release date r 
return π σ ; end algorithm; 
S := J; 17 : Since the top node returned the subset S = {4, . . . , 8}, the set S is infeasible. In this case set S is also a minimal infeasible subset. In other words, removing any job from S makes it feasible. The search tree of the algorithm is depicted in Figure 3 .
Top node not explored Figure 3 : The search tree of the algorithm for the 9-job instance
Generalized tightening inequalities
In this section we present an alternative method for generating infeasibility cuts. The inequalities that form the relaxation (9) can be generalized as follows. The constraints (9) are stated for pairs of release and due dates. By means of constraint programming filtering algorithms, we can tighten the time windows of the jobs and obtain new values for release and due dates. The idea is to use the constraints (9) that can be obtained from these new values. However, we can only tighten the time windows of jobs when other jobs are scheduled on-time. We now consider the case when the release date r k of a job k can be increased to r Ω k if all the jobs in some set Ω are scheduled on-time. The case of decreasing a due date d k is completely symmetric and is not considered. We do also not consider the case when both release and due dates can be adjusted.
To give some intuition, an example of a generalized tightening inequality is illustrated in Figure 4 . The inequality is associated with a set Ω ⊆ N of jobs and two jobs k ∈ N \ Ω and j ∈ N . Let α Proposition 1 gives the general result for a generalized tightening inequality. Let a l (E), l ∈ N , and b(E) be the coefficient on variable x l and the value of the right-hand side in inequality E, respectively. Then inequality E can be written 
(E).
Let also A x (E) be the value of the left-hand side in inequality E for solution x, i.e., 
Proposition 1 Consider a subset Ω ⊂ N of jobs and a job
is valid for (7)- (8) 
Proof. Consider the inequality E of type (15) 
Suppose now that o∈Ω x o =| Ω |. Then the release date of job k can be set to r Ω k . Let E be the inequality of type (9), associated with the interval [r
The idea of the proof is the same as in the previous case.
We have
Since the number of inequalities (15) can be exponential, we do not include them in the initial formulation of the master problem. We propose to use these constraints as infeasibility cuts. Given an integer solutionx, the aim is to find an inequality (15) , which is violated byx. In other words, a separation algorithm is needed.
The idea of the separation algorithm for a given integer solutionx is the following. We use a propagation algorithm, which performs adjustments of release dates of the jobs. Whenever the propagation algorithm adjusts the release date of some job k ∈ N due to the presence of some set Ω ⊂ N , we check whetherx violates an inequality (15) , which is associated with Ω, k, and some job j ∈ N \ Ω. This examination takes O(n 2 ) operations, since all jobs j ∈ N \ Ω need to be considered.
There are several propagation techniques in constraint programming for adjusting release dates of jobs. We concentrate on the technique called "EdgeFinding", which has the following propagation rule [2] :
Again there are several propagation algorithms, which perform all possible adjustments of release dates according to the rule (16)- (17) . We use the algorithm presented in [2, p. 24], which can be easily implemented. The complexity of this algorithm is O(n 2 ). Therefore, the straightforward separation algorithm based on this propagation algorithm has complexity O(n 4 ). However, if the given integer solutionx satisfies all the constraints (9), it is possible to decrease the complexity of the separation algorithm to O(n 3 ). Details of the improved algorithm are presented in the Appendix.
Notice that there exist other methods to adjust release dates of jobs, for example, the "Not-First" propagation technique [2] . Therefore, the separation algorithm presented in the Appendix does not guarantee that, if a violated inequality of type (15) exists, it will be necessarily found.
Computational experiments
In this section we report the results of a computational study of the proposed branch-and-check algorithm. We studied five variants of the algorithm. Each variant uses a different strategy to generate infeasibility cuts. Otherwise the algorithms are the same.
Remember that we have three ways to generate infeasibility cuts. The first approach is to use standard "no-good" cuts. To generate these cuts we only need to know whether solutionx is feasible or not. In the experiments, to check feasibility, the instance of the problem 1 | r j | L max with jobs inJ was solved by Carlier algorithm [7] . We denote this standard approach "ng" ("no-good" cuts).
The second approach was suggested in Section 3. Here we tighten the "nogood" cuts with the modified Carlier algorithm. Unfortunately, this algorithm is sometimes time consuming. Therefore, in our experiments, the algorithm is interrupted when the number of created nodes reaches 1000. The second approach is denoted as "tng" (tightened "no-good" cuts).
The next approach was discussed in Section 4. Here generalized tightening inequalities are used as infeasibility cuts. To generate them, we apply the separation algorithm. We denote this approach "gti" (generalized tightening inequalities).
Notice that the separation algorithm does not tell us anything about the feasibility of a solution, if a violated inequality (15) is not found. Also, the modified Carlier algorithm cannot determine whether a solution is feasible or not, if it is interrupted after reaching the node limit. Therefore, in all variants of the algorithm, we use the first approach to test infeasibility when the other approaches are unsuccessful.
We consider the following five variants of the algorithm: "ng", "gti+ng", "gti+tng+ng", "tng+ng", "tng+gti+ng". For example, the last variant "tng+ gti+ ng" signifies that first the modified Carlier algorithm is applied. If it is interrupted, we use the separation algorithm. If the latter also does not find a violated inequality (15) , the usual Carlier algorithm is used.
For the experiments we used three test sets. The first test set is from [1] . The data for these instances were derived based on four parameters:
• processing times were uniformly generated in the interval [p min , p max ];
• weights were uniformly generated in the interval [1, w max ];
• release dates were generated from the normal distribution with parameters (0, σ), where σ depends on the load of the machine, see [1] for more details; the load is equal to ratio of the sum of all processing times and the difference between the maximum due date and minimum release date For each quadruple of the parameters and for each n ∈ {10, 20, . . . , 100}, there is one instance in the test set. In total there are 90 instances for each dimension.
We denote this test set by "b". Instances from this test set of a particular dimension n are denoted by "bn". The second test set is from [9] . For these instances processing times were uniformly generated in the interval [0, 100]. Given the number of jobs n, the remaining data is derived based on the following three parameters:
• release dates were uniformly generated in the interval [0, K 1 n];
• due dates were uniformly generated in the interval [r j + p j , r j + p j + K 2 n].
The parameters used were:
For each triple of parameters and for each n ∈ {20, 40, . . . , 140}, there are ten instances in the test set. In total there are 320 instances for each dimension. We denote this test set by "s". Instances from this test set of a particular dimension n are denoted by "sn". The third set of instances have been generated in a similar manner as the second test set. The only difference is that the weights are dependent on the processing times. Each w j , j ∈ N , was generated uniformly in the interval [max{1, p j − δ}, min{99, p j + δ}], where δ denotes a degree of dependence. We used two values for the parameter δ: 10 and 25. For the parameters K 1 and K 2 the same values as in the previous test set were used: 1, 5, 10, 20. For each triple of parameters and for each n ∈ {80, 100, 120} there are ten instances in the test set. In total there are 160 instances for each dimension and each value of δ. We denote this test set by "d". Instances from this test set of a particular dimension n and δ are denoted by "dδ-n".
In the experiments we were interested in the following statistics.
P 1h , P 1000s -the percentage of instances solved to optimality within one hour and within 1000 seconds.
The following statistics were evaluated only for the instances that were solved within the time limit.
T av , T max -average and maximum time needed to solve an instance to optimality (in seconds).
N av , C av -average number of nodes and average number of infeasibility cuts in the IP search tree.
P M CE av -average efficiency of the modified Carlier algorithm, i.e. the average difference in percents between the cardinality of the input setJ of jobs and the cardinality of the found infeasible subset S ⊆J:
We took into account only the cases when the modified Carlier algorithm found an infeasible subset within the node limit.
P M CL -percentage of cases in which the modified Carlier algorithm reached the node limit.
Computational experiments were performed on a computer with a 2 GHz Pentium IV processor and 512 Mb RAM. The algorithm have been implemented in the Mosel modelling and optimization language [8] , using XPress-MP as the IP solver. Table 2 : Results for the five variants of the algorithm "ng" "gti+ng" "gti+tng+ng" "tng+ng" "tng+gti+ng" Table 2 we present results for the five variants of the algorithm. "-" means, that the corresponding experiment has not been performed. We did not test the variant "tng+gti+ng" for the "b" instances because, when solving these instances by the variant "tng+ng", the modified Carlier algorithm very rarely reached the node limit. This fact implies that we would have the same results for the "tng+gti+ng" variant. Based on this, we conclude that the variant "tng+gti+ng" is the best on average for the test instances "s" and "b". The only exception is one of the "b80" instances, which is solved much faster by the "gti+tng+ng" variant. Because of this instance, the average statistics for the "b80" test set and the variants "tng+ng" and "tng+gti+ng" are worse.
If we consider the efficiency of the tightened "no-good" cuts and generalized tightening inequalities separately, the results in Table 2 indicate that the former are more efficient.
In the next experiment, we compared the results for the best variant "tng+ gti+ng" of the algorithm with the best previous results. These were presented in the paper by Péridy et al. [22] . Notice that in that paper the experiments were performed on a 450 MHz computer. We therefore re-set the time limit for our algorithm to 1000 seconds. Exactly the same test instances were used to run both algorithms. The comparison is shown in Table 3 . The results reveal that our algorithm is faster and solves more instances within the time limit, even even taking into account the difference in speed of the computers used. In Table 4 we present additional parameters for the variants "ng" and "tng+gti+ng" of the algorithm. It appears that in comparison with "ng", the average number of nodes in "tng+gti+ng" is significantly lower. Moreover, the number of the stronger cuts generated in "tng+gti+ng" is on average an order of magnitude less, than the number of "no-good" cuts used in "ng". This suggests that the efficiency of the cuts proposed here is quite high. Statistics for the parameter P M CE av partly explains the difference. Tightened "no-good" cuts are based on infeasible subsets of jobs that are of cardinality of roughly 40-50% the cardinality of the initial infeasible sets. Notice that the algorithm used to derive tightened "no-good" cuts is sufficiently fast. Difficulties only occur with the biggest "s" instances. On these instances the algorithm did not terminate before the node limit in roughly 10% of cases. In these cases we can sometimes still add generalized tightening inequalities in the variant "tng+gti+ng" in contrast to the variant "tng+ng". This seems to be the reason why the former variant is superior to the latter.
Results for the test set "d" are shown in Table 5 . As expected, instances in which the weights and processing times are dependent are harder to solve. The stronger the dependence, the smaller the percentage of instances solved within the time limit.
Finally, we divided the test instances "s" into subsets that depend on parameter K 2 . The larger this parameter, the larger the average margin between the due date d j and the earliest completion time r j + p j . Larger margins give larger average time windows of the jobs. Looking at the results in Table 6 , the efficiency of the algorithm appears to be highly dependent on the type of instances. The instances with small time windows are harder to solve. Many more nodes and cuts are needed to solve such instances. However, the P M CE av statistics show that for these instances, the modified Carlier algorithm finds in- feasible subsets which are two times smaller than for other instances. Moreover, the algorithm never reaches the node limit. So the stronger cuts are especially useful for instances with small time windows.
Conclusions
In this paper we presented a branch-and-check algorithm for the 1 | r j | w j U j scheduling problem. Two approaches were suggested to generate stronger infeasibility cuts. First we suggested an approach for tightening the standard "no-good" cuts. Then a constraint propagation based approach was proposed for generating another type of infeasibility cuts. Experiments showed that the tightened "no-good" cuts are typically more efficient than the generalized tightened inequalities used in the algorithm. However the CP based cuts have some complementary strengths: they are useful in cases when the tightened "no-good" cuts cannot always be generated because of insufficient speed of the modified Comparison with the algorithm by Péridy et al. [22] showed that the variant "tng+gni+ng" of the branch-and-check algorithm works faster and solves more instances from both test sets within the time limit. From our experiments we also learned that the efficiency of the algorithm is highly dependent on the type of instance. Instances with either small time windows, or with weights that dependent on processing times, are harder to solve.
We believe that the branch-and-check method can be successfully applied to solve other scheduling problems with disjunctive constraint(s). The difficult question which usually arises, when trying to apply this method to such a problem, is how to generate strong infeasibility cuts. We hope that the ideas presented here will help overcome this difficulty. One future research direction would be to develop infeasibility cuts based on more complex constraint propagation. (15) , associated with Ω ⊂ N , k, j ∈ N \ Ω, and d j ≤ d k − p k , thenx also violates at least one inequality (9) .
Proposition 3 If an integer solutionx violates inequality E of type
Proof. If
o∈Ωx o <| Ω |, the proof follows from Proposition 2. Let o∈Ωx o =| Ω |. We consider three cases.
1. There exists a job i ∈ N \ Ω, with r i < r
, and x i = 1. Let E be the inequality of type (9), associated with the interval
2. Case 1 does not hold and there exists at most one job i ∈ N \ Ω, with
Such a job should exist, otherwise E is not be violated byx, since at most one job i withx i = 1 would have nonzero coefficient in E (no coefficient can be bigger than b(E)). Let E be the inequality of type (9), associated with the
3. Case 1 does not hold and there exist at least two jobs i 1 
To prove case 3 we will show that Ax(E * ) is bigger than Ax(E) by at least (r
Proposition 4 shows that if an inequality E of the type (15) violatesx, then E can be associated only with jobs k, j ∈ N \ Ω, such that there is no subset
, and e J ≤ e J , ∀J ⊂ J . Let for any set S of jobs e S = r S + p S . (15) associated with Ω ⊂ N , k, j ∈ N \ Ω, and there exists a subset J ⊆J such that 
Proposition 4 If an integer solutionx violates inequality E of type
Let E be the inequality of type (9) − d j ) . To prove the proposition we show that Ax(E ) is bigger than Ax(E) by at least r
. Therefore, it suffices to show that
The proof is by contradiction. Let J = {l ∈ J : p l − α Ω lk ≥ 0} and r l = r J . Assume that (18) does not hold. Then
contradicting the assumption of the proposition. The separation algorithm is presented in Algorithm 2. For the algorithm we assume that the input setJ of jobs is ordered by nondecreasing release dates.
In the l-th outer iteration we consider two subsets Ω ≤ = {i ∈J :
Set Ω will be sought among the sets Ω ≤,i = {j ∈ Ω ≤ : r j ≥ r i }. For each job k ∈ Ω > , we will check whether its release date r k can be adjusted to C. r k cannot be adjusted to a value more than C because of the definition of C (line 4) and the rule (17) . We will show later why we do not consider values less than C.
In the beginning of the k-th iteration of the inner loop on the line 15, if d k > d l , we have: In line 15, we check the condition (16), which is r k + p k + P > d l for pair (Ω ≤,k , k) and H + p k > d l for pair (Ω ≤,h , k). If one of these two condition holds, we obtain the set Ω in lines 17 or 19. As H < C, the value C = max Ω ⊆Ω ≤ {e Ω } is achieved on some set Ω ≤,i , i > k. Thus Ω ≤,i ⊆ Ω ≤,k ⊆ Ω ≤,h and in both cases r Ω k = C. Having the pair (Ω, k) we need to check if there exists a violated inequality of type (15) , associated with Ω, k and some job j ∈ N . Now we show how to do this in linear time.
We know before the inner loop in lines 8-26 that, if the "Edge-Finding" condition holds, then r Ω k = C, ∀k ∈ Ω > . Thus, in any violated inequality E of type (15) Using arrayd, the procedure CHECK can check whether there exists a violated inequality in linear time. It just decreases the right border of the interval and adjusts properly the sum s of coefficients of variables from Ω > . If for some right border d j , the sum s is greater than the length of the interval [C, d j ] then the desired inequality is found.
As the complexity of the procedure CHECK is O(n), the overall complexity of the separation algorithm is O(n 3 ).
