Abstract. Given a code from a shift space to an irreducible sofic shift, any two of the following three conditions -open, constant-to-one, (right or left) closing -imply the third. If the range is not sofic, then the same result holds when bi-closingness replaces closingness. Properties of open mappings between shift spaces are investigated in detail. In particular, we show that a closing open (or constant-to-one) extension preserves the structure of a sofic shift.
Introduction and Preliminaries

A map between topological spaces is open if images of open sets are open.
In symbolic dynamics, the openness of a sliding block code was first considered in [7] and has been proved useful, especially in cellular automata [9] . Hedlund showed that an endomorphism of a full shift is open if and only if it is constant-to-one, i.e., the cardinality of the preimage of every point is same. In [11] , Nasu extended this result to the finite-to-one codes between irreducible shifts of finite type and showed further that in that category, these conditions are also equivalent to the bi-closingness of a code. In the sofic cases, the situation is different and any single condition does not imply the others in general. So far, the structure of open codes between sofic shifts are not well understood. In this paper, we investigate the properties of such codes and extend the result of Nasu to the class of sofic shifts. The main result is stated as follows. Theorem 1.1. Let φ be a code from a shift space X to an irreducible sofic shift Y . Then any two of the following conditions imply the third:
(1) φ is open.
(2) φ is constant-to-one. (3) φ is right closing (or left closing). In the case where any two (hence all) of the above conditions hold, X is a nonwandering sofic shift.
In the early of 1990's, Blanchard and Hansel proved that an irreducible sofic constant-to-one extension of an irreducible shift of finite type is also of finite type [1] . If either soficity or irreducibility is not assumed, then the statement is false [6] . It turns out, however, that we need not assume the extension to be sofic and irreducible if the extension map is closing, i.e., right closing or left closing. We will prove that a constant-to-one closing extension of an irreducible shift of finite type is also of finite type (see Corollary 4.3) . This result can be viewed as a generalization of [1] , since the proof in [1] is essentially showing that the extension map is closing. We give an analogue of the above result for right closing open extensions. Indeed, assumed to be closing, an open code and a constant-to-one code have similar properties. Some other interesting properties of open codes are provided.
We assume that the reader is familiar with elementary symbolic dynamics. For an introduction, see [8] or [10] . For a general theory of topological dynamics, see [9] or [12] .
Let A be a finite set with discrete topology and consider the set A Z with the product topology. It is compact and metrizable, and a typical element is x = (x i ) i∈Z , with x i ∈ A. Together with a homeomorphism σ, called a shift map, defined by σ(x) i = x i+1 , it becomes a topological dynamical system called a full shift. A shift space or subshift is a σ-invariant closed subset X of a full shift, together with a restriction of σ to X. We may also refer to X as a shift space.
If X is a shift space, then denote by B n (X) the set of all words of length n appearing in the points of X and B(X) = n B n (X). A shift space X is called nonwandering if for all u ∈ B(X), we can find a word w such that uwu ∈ B(X). It is called irreducible if for all u, v ∈ B(X), there is a word w with uwv ∈ B(X). So X is irreducible if and only if there is a point in X in which every word in B(X) occurs infinitely often to the left and to the right. We call such a point doubly transitive. Indeed, if X is irreducible, then such points are dense in X and (X, σ) is topologically transitive.
For u ∈ B(X), let l [u] denote the open and closed set {x ∈ X : x [l,l+|u|−1] = u}, which we call a cylinder. If l ≥ 0 and |u| = 2l + 1, then −l [u] is called a central 2l + 1 cylinder. When u ∈ B 1 (X) and l = 0, we usually discard the subscript 0.
A code φ : X → Y is a continuous σ-commuting map between shift spaces. Any code can be recoded to a 1-block code. A code φ is called a factor (conjugacy, resp.) if it is onto (bijective, resp.) If φ is a conjugacy, then X and Y are called conjugate.
Let d be the metric on X by letting d(x, y) = 2 −k , where k is the maximal number with
A code φ is called right closing if it never collapses two distinct left asymptotic points. A 1-block code φ is called right resolving if whenever ab, ac are in B 2 (X) and φ(ab) = φ(ac), then we have b = c. A right closing code can be recoded to a right resolving code. Right asymptotic points, and left closing (resolving, resp.) properties are defined similarly. We call φ closing if it is left or right closing. If φ is both left and right closing (resolving, resp.), then it is called bi-closing (bi-resolving, resp.) We call φ finite-to-one if φ −1 (y) is a finite set for all y ∈ Y . Closing codes are finite-to-one. A finite-to-one code is called constant-to-one if |φ −1 (y)| is independent of y. Note that a constant-to-one code is a factor code.
A subshift X is called a shift of finite type if there is a finite set F of words such that X consists of all points in which there's no occurrence of words in F. If A is a nonnegative integral matrix, then a directed graph G A (with the vertex set V and the edge set E) and a shift space X A whose elements are the set of all bi-infinite trips in G A ⊂ E Z are naturally associated to A. We call X A an edge shift. It is well known that any shift of finite type is conjugate to an edge shift. On the vertex set V of a graph G A , define an equivalence relation by setting v ∼ w if there is a path from v to w and vice versa. The vertices in each equivalence class, together with all edges whose endpoints are in this equivalence class, form a natural subgraph of G A , called an (irreducible) component of G A . For each component of G A , a subshift of X A is naturally defined. If it is not empty, we call this subshift an (irreducible) component of X A . It is irreducible and there is no subshift of X A which is irreducible and contains a component of X A properly. A component X 0 of X A is called a sink component if every point left asymptotic to X 0 is also in X 0 . A source component is defined similarly. All concepts defined on edge shifts naturally extend to the shifts of finite type by conjugacies. In general, an irreducible subshift X 0 of X is an (irreducible) component of X if there is no irreducible subshift of X which properly contains X 0 .
A shift space is called sofic if it is a factor of a shift of finite type. If X is an irreducible sofic shift, then there exist an irreducible shift of finite type X A and a right resolving factor code π : X A → X with the condition that any right closing factor code from an irreducible shift of finite type to X factors through π. This pair is unique up to conjugacy. We call (X A , π) the canonical cover of X.
Let h(X) denote the topological entropy of a topological dynamical system (X, σ). By the Perron-Frobenius theory, if X is irreducible sofic and Z is a proper subshift of X, then h(Z) < h(X). For a shift space X, let Ω(X) be a (unique) maximal nonwandering subshift of X. If X is of finite type, then Ω(X) is equal to the (disjoint) union of its components. By the variational principle in ergodic theory, if Z is a subshift of X and Ω(X) = Ω(Z), then h(X) = h(Z) = h(Ω(X)). Finite-toone codes preserve entropy in the sense that h(X) = h(φ(X)). A component X 0 of a shift space X is called maximal if h(X 0 ) = h(X).
In 
So if φ is open, then for any l ∈ N we can find k ∈ N such that the image of a central (2l + 1) cylinder in X consists of central (2k + 1) cylinders in Y . In the following we will often use these observations.
Properties of open codes
In this section, we give some properties of open codes which are used in subsequent sections. We show that the image of a shift of finite type by an open code is also of finite type. Openness of a code is preserved by the fiber product. If combined with constant-to-one property, an open code separates fibers and becomes a local homeomorphism. Proof. By recoding, we can assume that X is an edge shift and φ is 1-block. Choose l ≥ 0 so that for each a ∈ B 1 (X), φ([a]) consists of central 2l + 1 cylinders.
Let uw and wv be in B(Y ) with |w| = 2l + 1. Then there are points y (1) and y (2) such that y
[−l−|u|,l] = uw and y (2) [−l,l+|v|] = wv. Take x ∈ φ −1 (y (1) ) and consider
Let X, Y , and Z be shift spaces and φ 1 : X → Z, φ 2 : Y → Z the codes. Then the fiber product of (φ 1 , φ 2 ) is the triple (Σ, ψ 1 , ψ 2 ) where
Fiber product construction is useful since it lifts over or pulls down the properties of given codes to the opposite codes. More specifically, if φ 1 is one-to-one, onto, right closing, right resolving, or finite-to-one, then ψ 2 also satisfies the corresponding condition. In the case φ 2 is assumed to be onto, if ψ 2 has any of the properties mentioned above, then so does φ 1 [10] . It can be easily shown that constant-to-one property is also preserved in this way. Now we show that openness is also preserved by the fiber product.
Lemma 2.4. Let (Σ, ψ 1 , ψ 2 ) be the fiber product of φ 1 : X → Z and φ 2 : Y → Z.
(
Proof.
(1) Suppose φ 1 is open. Let C be the central 2l + 1 cylinder in Σ, containing a point (x, y) with x ∈ X and y ∈ Y . To show ψ 2 is open, it suffices to find an open neighborhood of y, contained in ψ 2 (C). Let m be a coding length of φ 2 . Choose n ≥ l so that
contains φ 2 (y) and the central 2n + 1 blocks of y andȳ are equal, it follows that
is not open. Hence we can find an x ∈ U and a sequence z
By taking a subsequence, we may assume
Thus
Lemma 2.5. Let φ be a finite-to-one open code from a shift space X to an irreducible shift space Y . Then there is d > 0 such that |φ
Proof. Take a doubly transitive point z of Y and let
Since X is a compact metric space, we can take disjoint neighborhoods
By taking a subsequence of i such that j(i) is constant, without loss of generality we may assume that there exist a sequence {y
and j such that y (i) → y and We will use the following lemma to prove that any bi-closing factor code also has a well-defined degree. Lemma 2.6. Let φ : X → Y be a code between shift spaces. Then φ is bi-closing if and only if there is an > 0 such that whenever y ∈ Y and x,x ∈ φ −1 (y) with x =x, we have d(x,x) ≥ .
Proof. First, if φ is not right closing, then there are two left asymptotic points x and z in X such that x = z and φ(x) = φ(z) = y ∈ Y . Consider σ −n (y) for large n. Since d(σ −n (x), σ −n (z)) → 0 as n → ∞, we cannot find an > 0 satisfying the latter condition in the statement of the lemma. A similar argument applies when φ is not left closing.
Next, suppose that φ is bi-closing. Since φ is right closing, there is an N 1 > 0 with the following property: If x, y ∈ X, φ(x) = φ(y) and
, then x 1 = y 1 (by an easy compactness argument.) Since φ is left closing, there is an N 2 > 0 with similar property. Let N = max{N 1 , N 2 }. It is easy to see that = 2 −N satisfies the condition in the statement.
Remark 2.1. Let φ : X → Y be an open code between shift spaces. If φ is bi-closing, then it is a local homeomorphism. For, let > 0 be given as in Lemma 2.6. Given x ∈ X, let U be the ball of radius /2 centered at x. Then φ| U is a homeomorphism onto its image.
Lemma 2.7. Let φ be a bi-closing factor code from a shift space X to an irreducible shift space Y . Then there is a d > 0 such that |φ
Proof. Let z be a doubly transitive point of Y and y ∈ Y . Then there is a sequence
By compactness, there exist subsequence {n k j } ⊂ {n k } and points
is -separated for each j ∈ N. It follows that x (i) 's are distinct and hence |φ −1 (y)| ≥ |φ −1 (z)| = d. If y is also doubly transitive, then by the symmetric argument we get |φ Proof. Let φ be constant-to-one and d the number of preimages. If φ is not biclosing, then by Lemma 2.6 for each n ∈ N, there is a point
[−n,n] . By choosing a subsequence, we can assume that y (n) → y, x n,1 → x (2) , and x n,i → x (i) for i = 2, · · · , d. Since φ is d-to-1, there is z ∈ X such that φ(z) = y and z = x (i) for any i = 2, · · · , d. Also there is a neighborhood U of z such that x n,i / ∈ U for any i = 1, · · · , d and for any n ∈ N. Note that y (n) → y ∈ φ(U ) but y (n) is not in φ(U ) for any n. Hence φ(U ) is not open, which is a contradiction. So φ is bi-closing.
Extension by open codes
In [11] , Nasu considered the constant-to-one extensions of irreducible shifts of finite type for the case when the extension is assumed to be of finite type, and obtained the following result.
Proposition 3.1.
[11] Let X be a shift of finite type, Y an irreducible shift of finite type, and φ : X → Y a constant-to-one code. Then X is nonwandering, all components are maximal, and the restriction of φ to any component is constant-toone.
We will show a similar structural result for the finite-to-one open extensions of irreducible sofic shifts. First we recall some definitions.
Let φ be a finite-to-one 1-block factor code from an irreducible shift of finite type X to a shift space Y . Given a word w ∈ B(Y ), define In this case, a coordinate t where the minimum occurs is called a magic coordinate. For the properties of magic words, see [8] or [10] . A word v ∈ B(X) is intrinsically synchronizing if whenever uv and vw are in B(X), we have uvw ∈ B(X). Every irreducible sofic shift has an intrinsically synchronizing word. In [11] , Nasu proved the following result for the case of shifts of finite type by using the notions of compatible and complete sets. We generalize this to sofic shifts. Lemma 3.2. Let X be a sofic shift, Y an irreducible sofic shift, and φ : X → Y a finite-to-one factor code. If y is a doubly transitive point in Y , then φ −1 (y) ⊂ Ω(X).
Proof. First, we prove the case where X is of finite type. Without loss of generality, we can assume X is an edge shift and φ is 1-block. Suppose there is a point x in X \ Ω(X) with φ(x) = y. Then there are components X 1 , X 2 of X such that x is left asymptotic to X 1 and right asymptotic to X 2 . Hence there are k, l ∈ Z, k < l, such that x i ∈ B 1 (X 1 ) for all i ≤ k and x i ∈ B 1 (X 2 ) for all i ≥ l. Since y is doubly transitive and φ is finite-to-one, it follows that x is left transitive in X 1 and right transitive in X 2 . Hence φ| X 1 and φ| X 2 are onto. Note that there is an intrinsically synchronizing word w ∈ B(Y ) which is a magic word for both φ| X 1 , φ| X 2 . (Just find three words satisfying each condition and glue them using the irreducibility of Y .) Since y is doubly transitive, there are i 1 , i 2 , j 1 , j 2 ∈ Z such that i 1 < i 2 < k < l < j 1 < j 2 and
∞ . Thenȳ ∈ Y , since w is intrinsically synchronizing. Note that φ(
Let m and n denote magic coordinates of w for φ| X 1 and φ| X 2 , respectively. Then there is a unique point x (1) ∈ X 1 such that φ(x (1) ) =ȳ and x
(1)
there is a unique point x (2) ∈ X 2 such that φ(x (2) ) =ȳ and x (2)
Note thatx is well defined and φ(x) =ȳ. Alsox is not periodic. Sinceȳ is periodic, it follows that φ is not finite-to-one, which is a contradiction. Thus φ −1 (y) ⊂ Ω(X). Next, we prove the case where X is sofic. Let y be a doubly transitive point in Y . Take the canonical cover π : X A → X. By applying the previous result to φ • π, we get x ∈ Ω(X A ) for all x ∈ π −1 (φ −1 (y)). Since the factor code preserves nonwandering points, it follows that π(x) ∈ Ω(X). Thus φ −1 (y) ⊂ Ω(X). Proof. We can assume X = X A is an edge shift and φ is a 1-block code. Then we can write Ω(X) =˙ X A i , where X A i 's are components of X A . Let X A i be a sink component. We claim that φ| X A i is onto. Since Y is irreducible, there is a word w with uwv ∈ B(Y ). Take a point y ∈ Y with y [−l,l+|w|+|v|] = uwv. Then y ∈ −l [u]. But if x ∈ B(X A ) with x 0 = e, then x k ∈ B(X A i ) for all k > 0 and hence v cannot occur in φ(x) [1,∞) . It follows that y / ∈ φ([e]), which is a contradiction. Hence φ| X A i is onto for each sink component. Similarly φ| X A j is onto for each source component X A j .
If not, then there is a word v ∈ B(Y )\B(φ(X A i )). If there is no transition edge to X
Suppose that Ω(X A ) = X A . Then there is a point x ∈ X A \Ω(X A ) such that x is left asymptotic to some source component and right asymptotic to some sink component. Furthermore, we can assume that x is left transitive in the source component, and right transitive in the sink component. Then φ(x) is a doubly transitive point in Y , which contradicts Lemma 3.2. Hence X A is nonwandering. Now, since each component X A i is open and closed, the restriction φ| X A i must be open, hence onto by Lemma 2.1. Consequently, all components are maximal.
We are now ready to prove the main part of Theorem 1.1. The heart of the proof lies in the next two propositions. For a 0-1 matrix A, denoteX A by the shift space consisting of (x i ) i∈Z with A x i x i+1 = 1. There is a natural conjugacy π : X A →X A [10] . Proof. By recoding, we can assume that Y is an edge shift and φ is a 1-block right resolving code. Define a 0-1 matrix A, indexed by symbols of Σ, by A ij = 1 if ij ∈ B(Σ) and A ij = 0 otherwise. We can extend φ to a right resolving codē φ :X A → Y by lettingφ(x) i = φ(x i ) for i ∈ Z. Since Y is an edge shift,φ is well defined [4, Theorem 4.12] . The existence ofφ implies that every maximal component ofX A , hence of X A , is a sink component [8, Lemma 5.1.4] . By precomposing the conjugacy π : X A →X A , we can assume thatφ is a code from X A to Y which is an extension of φ.
Let
) and e ∈ B 1 (X A i ). As in the proof of Proposition 3. Proof. By proceeding as in the proof of Proposition 3.4, we obtain a shift of finite type X A andφ : X A → Y where each maximal component of X A is a sink andφ is a right resolving extension code of φ.
Write
where XĀ is described as in the proof of Proposition 3.4 and S is the set of all points which are left asymptotic to XĀ and right asymptotic to some maximal component
Let p be the number of maximal components in X A . Since φ is onto, there is at least one i satisfying Σ i = X A i . For, if there is no such i, then sinceS ⊂ Σ \ Ω(Σ) and the topological entropy is concentrated on the nonwandering set, we have
which is a contradiction. Without loss of generality, we can assume the set of such i's are {1, 2, · · · , q} with q ≤ p. Since h(XĀ) < h(Y ),φ| XĀ is not onto. Hence there exists a doubly transitive point y in Y \φ(XĀ).
For each i = 1, · · · , q, φ| Σ i is a finite-to-one factor code between irreducible shifts of finite type. Let d i be the degree for φ|
so that Σ is a nonwandering shift of finite type.
Remark 3.1. If φ is assumed to be bi-closing in the above propositions, then the proofs can be organized to be simpler. First, in the proof of Proposition 3.4, if we assume φ is bi-resolving by recoding, thenφ is bi-resolving. Hence each maximal component X A i is a sink and a source, so an open and closed set in X A . Hence
is open, we get XĀ = ∅, so that Σ = X A i . Next, in the proof of Proposition 3.5, we have a representation X A = (˙ p i=1 X A i )∪XĀ, where X A i 's are maximal components and h(XĀ) < h(X). Let Σ = (˙ p i=1 Σ i )∪Σ as in the proof. Since φ is onto, Σ i = X A i for some i. By reordering, we can assume i = 1. Now take Σ
is empty, we are done. Otherwise, φ| Σ 1 is constant-to-one, since it is a bi-closing code between two irreducible shifts of finite type. It follows that φ| Σ (1) is also constant-to-one, so it is onto and Σ i = X A i for some i ≥ 2, which we can assume to be 2. Now consider Σ (2) = ( p i=3 Σ i ) ∪Σ, and so on. By processing, we terminate after at most p steps and get Σ = q i=1 X A i for some q ≤ p.
Main Theorems
As we have seen, there are relations among open, constant-to-one, and bi-closing codes. Some of such relations have been considered in [5, 7, 11] . Especially, in the category of irreducible shifts of finite type, they are all equivalent. As we shall see, in the case of general shift spaces, any two of the above properties imply the third. When the range is sofic, the code forces the domain to be sofic and nonwandering. It turns out that the existence of a cross section of a code is useful.
We first give the well-known result of Nasu. These conditions do not coincide when we are in the sofic category. For the case when Y is sofic, the following theorem holds. For the case when X is irreducible, the result appears in [5] without proof. Proof. First, suppose that φ is constant-to-one and let π : X B → Y be the canonical cover so that X B is irreducible. Consider the fiber product (Σ, ψ 1 , ψ 2 ) of (X, φ) and (X B , π). Then ψ 2 is constant-to-one. Since X and X B are of finite type, Σ is also of finite type. Now by Proposition 3.1, the restriction of We prove the main theorem of this paper.
Proof of Theorem 1.1. First, suppose φ is open and right closing. Let π : X B → Y be the canonical cover of Y so that X B is irreducible. Consider the fiber product of (Σ, ψ 1 , ψ 2 ) of (X, φ) and (X B , π).
By Lemma 2.4, ψ 2 is open and right closing, and by Proposition 3.4, Σ is indeed a shift of finite type. Now by Proposition 3.3, Σ is nonwandering, and the restriction of ψ 2 to each component is open, hence constant-to-one and bi-closing by Theorem 4.1. So ψ 2 itself is constant-to-one and bi-closing. Hence φ is also constant-to-one and bi-closing.
Next, if φ is constant-to-one and right closing, then the proof is similarly established, by using Propositions 3.5, 3.1, and Lemma 2.4.
The case where φ is open and constant-to-one holds by Proposition 2.9. Finally, note that ψ 1 is onto, since π is onto. Hence if all of these conditions hold, then X is a factor of a nonwandering shift of finite type Σ, so it is nonwandering sofic.
A shift space X is called almost Markov if it is a bi-closing factor of a shift of finite type. We call X a strictly almost Markov shift if it is almost Markov but not of finite type. An almost of finite type shift (AFT) is an irreducible almost Markov shift [3] . It is known that an irreducible sofic shift is an AFT if and only if its canonical cover is also left closing [2] . (2) If φ : X → Y is a right closing open code from a shift space to an AFT, then π in the proof of Theorem 1.1 is bi-closing. Hence ψ 1 is bi-closing, so that X = ψ 1 (Σ) is an almost Markov shift. Next, if X is of finite type, then Y is also of finite type by Proposition 2.3, which is a contradiction. So X is strictly sofic.
(3) Let φ : X → Y is a right closing open code from a shift space to an irreducible non-AFT sofic shift. Note that the extension shift is sofic and φ is bi-closing by Theorem 1.1. If X is almost Markov, then Y has a bi-closing cover, namely, the bi-closing cover of X followed by φ, which is a contradiction. Hence X is not almost Markov.
The remainder of the statement follows from Theorem 1.1.
As stated in the introduction, the above result can be viewed as a generalization of [1] . In a sense, right closing open (or constant-to-one) extension preserves the structure of a shift space.
Remark 4.1. The code constructed in [6] is a constant-to-one code from a nonsofic coded system to an irreducible shift of finite type. By Corollary 4.3 it is not closing. Applying Theorem 1.1 it is not open. Now we consider codes between general shift spaces. If we weaken the condition (3) in Theorem 1.1, then the following generalization holds. In contrast to the sofic case, we cannot use the theorem of Nasu, since there is no way to reduce to the finite type situation. Theorem 4.4. Let φ be a code from a shift space X to an irreducible shift space Y . Then any two of the following conditions imply the third:
Proof. The theorem follows from Corollary 2.8, Proposition 2.9, and the following proposition 4.5.
Let φ : X → Y be a continuous map between topological spaces. A continuous map f : Y → X is called a cross section of φ if φ(f (y)) = y for all y in Y . Any open factor code between shift spaces has a cross section [7] . We say φ has d disjoint cross sections if there exist d cross sections
We adopt the ideas from [9] to prove the following result. In contrast to the finite type case, where any constant-to-one code has a cross section, this example shows that a constant-to-one code may have no cross section in general. Indeed, if f : Y → X is a cross section, we can assume that
∞ , it cannot be continuous, which is a contradiction.
