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SUMMARY
Full waveform inversion (FWI) is a powerful yet computation-
ally expensive technique that can yield subsurface models at
high resolution. Randomly selected shots (“mini-batches”) can
be used to approximate the misfit and the gradient of FWI,
thereby reducing its computational cost. Here, we present a
methodology to perform mini-batch FWI using the Adam al-
gorithm, an adaptive optimization scheme based on stochas-
tic gradient descent. It provides for stable model updates by
smoothing the gradient across iterations and can also account
for the curvature of the optimization landscape. We describe
empirical criteria to choose the hyperparameters of the Adam
algorithm and the optimal mini-batch size. The performance
of the outlined scheme is illustrated on synthetic data from the
Marmousi model.
INTRODUCTION
Full waveform inversion (FWI) is a computationally intensive
technique partly due to its requirement of repeated wave simu-
lations (Virieux et al., 2017; Virieux and Operto, 2009). Source
encoding and random shot selection are two commonly em-
ployed starategies to decrease the computational cost of FWI.
Source encoding can be implemented either during acquisi-
tion (Neelamani and Krohn, 2008) by simultaneously injecting
multiple sources with varying source signatures or during mi-
gration (Romero et al., 2000; Perrone and Sava, 2009; Tu and
Herrmann, 2012) and FWI (Krebs et al., 2009; van Leeuwen
et al., 2011; Matharu and Sachhi, 2018; Rao and Wang, 2017)
by convolving sequentially fired sources with randomly gener-
ated encoding sequences. The encoded sources act as a single
effective spatially extended source, thereby reducing the num-
ber of per-source wavefield iterations.
Random shot selection involves approximating the misfit and
the gradient by a randomly chosen subset of shots at each it-
eration (Dı´az and Guitton, 2011; van Leeuwen and Herrmann,
2013; Fabien-Ouellet et al., 2017; Yang et al., 2018). The sub-
set of selected shots constitutes a “mini-batch” (Yang et al.,
2018), borrowing from machine learning terminology. As pre-
scribed by the theory of stochastic optimization (Robbins and
Monro, 1951), the gradients are averaged over a certain itera-
tion history to build the search direction. Although stochastic
optimization algorithms exhibit rapid reduction in the misfit
function in the initial iterations, gradient averaging leads to
slower convergence in the later iterations. Yang et al. (2018)
hasten the convergence by preconditioning the gradient by struc-
ture oriented filters (Hale, 2011) computed using migrated im-
ages. van Leeuwen and Herrmann (2013) prescribe a grad-
ual increase in the mini-batch size to benefit from the fast
convergence associated with stochastic and conventional opti-
mization algorithms in the initial and later iterations, respec-
tively. They calculate the model updates using an l-BFGS
(Nocedal and Wright, 1999) based optimization scheme in-
troduced by Friedlander and Schmidt (2012). However, the
l-BFGS method needs to be suitably modfied for application
in the stochastic setting. The proposed modifications involve
uncoupling the curvature and gradient estimates by updating
the inverse Hessian on a different schedule than the gradi-
ents (Byrd et al., 2014) or by updating the inverse Hessian us-
ing gradients from same set of sources in successive iterations
(Fabien-Ouellet et al., 2017). Matharu and Sachhi (2019) in-
troduce a stochastic truncated Newton algorithm, wherein the
Hessian-vector product is formed using a non uniformly sam-
pled set of sources and the second order adjoint-state method
(Fichtner and Trampert, 2011; Me´tivier et al., 2012).
The deep learning era has spawned the development of a va-
riety of algorithmic extensions to stochastic gradient descent
methods (Goodfellow et al., 2016). Richardson (2018) and
Sun et al. (2020) show that acoustic wave propagation can be
simulated using a recurrent neural network (RNN), leading to
the formulation of FWI as that of training the RNN. They com-
pare several optimization algorithms in training the RNN and
find that Adam (Kingma and Ba, 2014), a stochastic gradient
based algorithm with adaptive moment estimation converges
rapidly and yields stable results. Here, we apply the Adam
optimization algorithm to FWI with random shot selection, al-
beit without the need to simulate wave propagation as an RNN.
We first review the methodology of stochastic FWI with mini-
batches, and then discuss certain empirical criteria for the se-
lection of hyperparameters with the aid of numerical examples.
Finally, we illustrate the performance of the algorithm on syn-
thetic data generated from the Marmousi model.
STOCHASTIC FULL WAVEFORM INVERSION WITH
MINI-BATCHES
The data-misfit function for full waveform inversion with ran-
dom shot selection can be defined as :
JB(θ)=
1
2B
∑
i∈ΩB
Nr∑
j=1
∫ T
0
||dobs(xis,x jr , t)−dsim(xis,x jr , t,θ)||22 dt,
(1)
where θ represents a suitably discretized subsurface model,
dobs and dsim denote the observed and simulated data in the
time domain and T denotes the total recording time. The coor-
dinate of the ith source in a randomly chosen subset of sources
ΩB is denoted by xis. The number of sources in the subset is
denoted by B, and it may be chosen to be less than or equal to
the total number of sources, denoted by Ns. The coordinates
of the jth receiver is denoted by x jr , and a fixed receiver spread
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of Nr receivers is assumed for all the shots. A fixed receiver
spread is not a necessary condition and it is used here for the
sake of convenience. Additionally, we assume a constant den-
sity acoustic wave equation to model and invert seismic data.
Henceforth, the model parameter θ will refer to the P-wave
velocity model.
Full waveform inversion with mini-batches proceeds by suc-
cessively updating the model along a search direction:
θk+1 = θk+αk sk, (2)
where αk is a suitable step-length and sk is the search direc-
tion. The subscripts in equation 2 denote the iteration num-
ber. In the stochastic gradient descent scheme, the search di-
rection is chosen as the negative of the gradient, i.e., sk =
−∂JB/∂θk. The subset of shots chosen to form the mis-
fit function JB and the gradient varies with each iteration.
Hence, the gradient at each iteration is a noisy estimate of the
true gradient and needs to be smoothed across iterations (van
Leeuwen and Herrmann, 2013). The gradient may also be suit-
ably preconditioned, for instance, by structure oriented filters
(Hale, 2011) computed using migrated images (Yang et al.,
2018). Alternatively, second-order optimization methods suit-
ably modified for the stochastic optimisation setting can also
be used to scale the gradient by an estimate of the inverse Hes-
sian (van Leeuwen and Herrmann, 2013; Fabien-Ouellet et al.,
2017).
Here, we use the Adam (Kingma and Ba, 2014) optimization
algorithm to compute the updates to the velocity model. The
algorithm builds the search direction by computing the first
and second-order moments of gradient vectors weighted expo-
nentially over the history of iterations to stabilize the direction
of update and correct for the curvature of the loss function,
respectively.
NUMERICAL EXAMPLES
We illustrate stochastic optimisation strategies on a constant-
density acoustic model modified from the Marmousi model
(Versteeg, 1994). Figure 1 displays the true and initial P-wave
velocity models used in the experiments. The data are mod-
eled with 32 evenly spaced sources each with the source sig-
nature as a Ricker wavelet with a peak frequency of 10 Hz.
The receivers placed 30 m below the surface with an interval
of 15 m in the x direction span the lateral extent of the model.
The receiver spread is fixed for all the sources, although it is
not a necessary condition for FWI with random shot selec-
tion. Acoustic wave propagation is simulated with the finite-
difference method with absorbing boundaries (including the
top) using “Devito”, a domain-specific language (DSL) and
code generation framework (Luporini et al., 2018; Louboutin
et al., 2019). The gradients are computed using the adjoint-
state method (Plessix, 2006) implemented within the Devito
package and the updates to the velocity model according to
the Adam optimization algorithm (Kingma and Ba, 2014) are
calculated using the Tensorflow package (Abadi et al., 2015).
Selection of hyperparameters
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Figure 1: P-wave velcoity models modified from the Mar-
mousi model: (a) True and (b) initial velocity model.
The hyperparameters in the Adam optimization algorithm namely
the learning rate α , batch size, β1, β2, need to be set to val-
ues suitable for FWI. The symbols for the various hyperpa-
rameters are consistent with the notation used in Kingma and
Ba (2014), to aid easy reference. The parameters β1 and β2
control the exponential weights in the smoothed estimates of
first- and second-order moments of the gradient vector com-
puted over past iterations. The smoothing weights approxi-
mately decrease by a factor of e in 1/(1−β1) iterations. Thus,
the suggested value β1 = 0.9 and β2 = 0.999 (Kingma and
Ba, 2014) lead to an effective smoothing window of approxi-
mately 10 and 1000 iterations, respectively. A larger window
is required for the second-order moment estimate in sparse set-
tings (Kingma and Ba, 2014). Most FWI applications do not
involve a large number of iterations, furthermore, the FWI gra-
dient is typically not sparse. Therefore, we set β1, β2 = 0.9,
effectively averaging over 10 iterations to estimate the first-
and second-order gradient moments. We found that the results
were fairly robust to a range of values for β1 and β2 between
0.8 and 0.95. The parameter ε stabilizes the division in the
model update (Kingma and Ba, 2014) and it is allowed to re-
main at the default value of 10−8.
Learning rate
The performance of the Adam optimization algorithm is sensi-
tive to the value of the learning rate α . The learning rate is usu-
ally found by performing a grid search with cross-validation
over a range of possible values (Goodfellow et al., 2016; Richard-
son, 2018). We choose to optimize with a constant learning
rate, although learning rate decay may be used in stochastic
gradient descent methods to improve convergence (Goodfel-
low et al., 2016). Sun et al. (2020) adapt the value of the learn-
ing rate by requiring the velocity model updates to be of the
order of 10 m/s, since the magnitude of difference between
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the initial and true velocity models may be of the order 0 to
1000 m/s. Hence, they search for optimal learning rate in the
interval [10, 100]. Here, the interval for the optimal learn-
ing rate is fixed between 0.01 and 1.0, since we use km/s for
the units of the velocity models. We follow the strategy de-
scribed in Smith (2017) to choose the learning rate for algo-
rithms based on stochastic gradient descent. Although empiri-
cal, the criterion presented by Smith (2017) has proven effec-
tive in finding optimal values of learning rates in a variety of
deep learning applications (Howard and Gugger, 2020). It re-
quires training the model for a few iterations with variable and
exponentially increasing learning rate values. Figure 2 dis-
plays the data-misfit value (equation 1) for varying mini-batch
sizes as a function of variable learning rate over 20 iterations
of the optimization algorithm. The mini-batches are formed by
sampling randomly from the 32 shots with replacement. The
heuristic for the optimal learning rate (Smith, 2017; Howard
and Gugger, 2020) involves choosing a value smaller than that
at the minimum and wherein a significant rate of change of
data-misfit value is observed. For the mini-batch size of 4, the
hence chosen learning rate is 0.02, and the value is 0.04 for
mini-batch sizes 8, 16, and 32.
10−2 10−1 100
α
106
J B
4
8
16
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Figure 2: Data-misfit values for varying mini-batch sizes as
a function of exponentially increasing learning rate plotted in
the log-log scale. The selected learning rate values are marked
by stars.
Mini-batch size
Friedlander and Schmidt (2012) and van Leeuwen and Her-
rmann (2013) consider the error in the expected value of gra-
dient computed from mini-batches to that from the full dataset.
They find that the error in gradient is smaller for the case
of random sampling without replacement than with replace-
ment. Here, we follow the common practice in machine learn-
ing (Goodfellow et al., 2016) and form mini-batches with uni-
form random sampling without replacement. All the shots are
made available for sampling after an “epoch”, i.e., a single pass
over all the 32 sources. The computation of gradient by the
adjoint-state method lends itself to data parallelism over shots.
Hence, a single iteration over a batch may assumed to take ap-
proximately equal computational time regardless of the mini-
batch size, provided that sufficient number of threads are avail-
able. Furthermore, an iteration over an epoch can be assumed
to be proportional to the overall computational cost, defined
empirically as the product of runtime and number of threads.
Figure 3 plots the data misfit in the logarithmic scale plot-
ted as a function of the number of batches and epochs. In-
version with smaller mini-batch size requires a larger number
of batches for the data misfit value to saturate (Figure 3a) in-
dicating longer computational times. In Figure 3b, the misfit
value for an epoch is found by summing across its constituent
batches. The reduction in data misfit is faster for smaller mini-
batches as a function of epochs, indicating that FWI is com-
putationally cheaper for smaller sized mini-batches. Interest-
ingly, the data misfit for the mini-batch with 8 shots saturates
quicker (as measured by the number of epochs) than the mini-
batch with 4 shots. This behavior can be explained by the fact
that the optimal learning rate value is 0.02 for the mini-batch
size of 4, and the value is 0.04 for mini-batch sizes 8, 16, and
32. Hence, the model updates are larger and the gradient is
less noisier for the mini-batch with 8 shots than the one with 4
shots. However, similar computational gains are not observed
for the mini-batch with 16 shots and the full batch with 32
shots since the learning rate is equal to 0.04 for both the in-
stances. Indeed, McCandlish et al. (2018) argue that the trade-
off between computational time and cost in training deep neu-
ral networks to achieve a specified level of performance takes
the form of a Pareto frontier. Thus, a mini-batch size of 8 is an
optimal choice for the numerical experiment considered here.
Figures 4a, b, and c display the velocity model retrieved after
64 epochs on mini-batches with batch sizes of 4, 8, and 16,
respectively. The full-batch with 32 shots required 128 epochs
to retrieve a velocity model similar to that of inversion with
mini-batches (Figure 4d). The difference between the true and
inverted velocity models are plotted in Figure 5. While all the
inverted models are sufficiently close to the true models, the
velocity model corresponding to a mini-batch size of 8 exhibits
superior resolution and is closest to the true model. The largest
deviations are observed close to the edges of the model due to
low data foldage. The numerical examples demonstrate that
mini-batch FWI with Adam optimization algorithm can reduce
the computational cost and yield accurate results.
DISCUSSION
The numerical experiments outlined in the previous section
illustrate the efficacy of the Adam optimization algorithm in
FWI with random shot selection. We found (results not shown
here) that FWI with l-BFGS method with the full-batch of
32 shots required a larger number of iterations to converge
than the Adam optimization algorithm. Moreover, the veloc-
ity model was less resolved and required simulated data from
around 100 shots to produce results with the resolution com-
parable to the Adam algorithm. Second-order methods are not
regularly employed in training deep neural networks as they
have been found to terminate near saddle points (Goodfellow
et al., 2016). However, accounting for the Hessian matrix is
crucial in FWI to resolve trade-off between different param-
eters encountered in for instance, elastic FWI (Virieux et al.,
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Figure 3: Data misfit plotted in the logarithmic scale for vary-
ing mini-batch sizes as a function of the number of (a) batches
and (b) epochs.
2017). We plan to test the suitability of first order stochas-
tic gradient-descent algorithms like Adam in multi-parameter
FWI problems.
CONCLUSIONS
We presented a strategy for full waveform inversion with ran-
dom shot selection based on Adam, a first order stochastic gra-
dient descent algorithm. The algorithm builds the search direc-
tion for model updates based on exponentially weighted first-
and second-order moment estimates of the gradients from suc-
cessive iterations. We outline an empirical strategy to select
the hyperparameters of the Adam algorithm, particularly the
learning rate, and the optimal mini-batch size for random shot
selection. The algorithm is tested on synthetic data from the
Marmousi model. We found that full waveform inversion with
random shot selection can yield accurate results while leading
to savings in computational time and resources.
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Figure 4: Velocity model retrieved after 64 epochs and a mini-
batch size of (a) 4, (b) 8, and (c) 16. The velocity model in
(d) is retrieved after 128 epochs with the full-batch of data (32
shots).
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Figure 5: The difference between the true and retrieved veloc-
ity model after 64 epochs and a mini-batch size of (a) 4, (b) 8,
(c) 16. The velocity perturbation model in (d) is retrieved after
128 epochs with the full-batch of data (32 shots).
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