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Abstract
We address the problem of performing complex tasks for a robot operating in changing
environments. We propose two approaches to the following problem: 1) define task-
specific cost functions for motion planning that represent path quality by learning from
an expert’s preferences and 2) using constraint-based representation of the task inside
learning from demonstration paradigm.
In the first approach, we generate a set of paths for a given task using a motion planner
and collect data about their features (path length, distance from obstacles, etc.). We
provide these paths to an expert as a set of pairwise comparisons. We then form a ranking
of the paths from the expert’s comparisons. This ranking is used as training data for
learning algorithms, which attempt to produce a cost function that maps path feature
values to a cost that is consistent with the expert’s ranking. We test our method on two
simulated car-maintenance tasks with the PR2 robot: removing a tire and extracting an
oil filter. We found that learning methods which produce non-linear combinations of the
features are better able to capture expert preferences for the tasks than methods which
produce linear combinations. This result suggests that the linear combinations used in
previous work on this topic may be too simple to capture the preferences of experts for
complex tasks.
In the second approach, we propose to introduce a constraint-based description of the
task that can be used together with the motion planner to produce the trajectories. The
description is automatically created from the demonstration by performing segmenta-
tion and extracting constraints from the motion. The constraints are represented with
the Task Space Regions (TSR) that are extracted from the demonstration and used to
produce a desired motion. To account for the parts of the motion where constraints are
different a segmentation of the demonstrated motion is performed using TSRs. The pro-
posed approach allows performing tasks on robot from human demonstration in changing
environments, where obstacle distribution or poses of the objects could change between
demonstration and execution. The experimental evaluation on two example motions
was performed to estimate the ability of our approach to produce the desired motion
and recover a demonstrated trajectory.
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Chapter 1
Introduction
Making robots perform large and complex tasks in changing environments is not a trivial
problem. One of the popular approaches to this problem is learning from demonstration
or imitation learning. Contemporary approaches on learning from demonstrations [1–5]
does not always perform well when the environment changes rapidly or when a human
is a part of the environment. So, the main goal of the thesis is to be able to teach robots
to perform the task in a new or changed environment.
In this work we propose two methods to address sub-problems in this domain. For the
first case, we will consider the problem when neither a human motion, nor a robot mo-
tion demonstration are available, which is a common issue for many complex tasks. In
this scenario we propose to learn the cost function for robot motion from the human
preference feedback. The learned cost function can be used to produce a high-quality
motion. In the second scenario, we investigate the case when we have a human demon-
stration of the task. We are not able to reuse the cost function-learning method here, as
we can not expect a cost function to generalize from a human to a robot. We propose
using the constraint-based representation of motion and integrate motion planning with
learning from demonstration. We discuss the motivation and overview for each of the
proposed approaches in detail below.
1
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1.1 Learning Cost Functions from Expert Preferences
The problem we address in this part of the work is how to evaluate the quality of paths
in complex industrial and household environments with high-DOF robots. While many
methods can be used to produce feasible paths in such scenarios, planning high-quality
paths (with respect to some cost function) for high-DOF robots has only recently become
tractable. Methods that seek to optimize the quality of a planned path have emerged
from the sampling-based motion planning community [6, 7] and from path optimization
[8–10]. However, how to define the cost function which is used to gauge the quality of a
path is unclear in many applications. In practice, these cost functions typically consider
only path length [7, 11] or include a manually-defined trade-off between path length and
distance to obstacles [8–10].
Rather than defining a cost function for general use, we believe a task-specific approach
is most appropriate. For example, if you are moving a mattress through a house you
may not pay attention to the distance between the mattress and the walls because the
mattress is deformable, but you probably care about the execution time of the path
as the mattress is heavy. On the other hand, when you manipulate a light and fragile
object like a vase you may consider the distance to obstacles more important than the
execution time. While it may be intuitive to define cost functions for the mattress and
the vase, doing so for an arbitrary task may be more difficult. E.g. it is not apparent
what the cost function should be for changing a tire or an oil filter in a car.
A common approach to learning task-specific cost functions is based on learning-from-
demonstration, where an expert demonstrates how to do a path with the robot and
the cost function can be inferred using Inverse Optimal Control (IOC) [12] or Inverse
Reinforcement Learning (IRL) [13] techniques. While these methods can be effective,
they require the expert to not only be a domain expert in terms of the task, but to
also be able to specify a path for a robot to do the task. Providing a demonstration
can be highly non-trivial for tasks with complex constraints: e.g. taking a tire off of
a car with the PR2 robot requires it to obey closed-chain kinematic constraints while
operating at the border of its reachability (Fig.1.1a). These constraints, along with
the non-anthropomorphic kinematics and joint limits of the PR2 make demonstrating a
feasible (much less optimal) path quite difficult. However, though the expert may not
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Figure 1.1: (a) The PR2 robot unhanging a wheel from a hub in the OpenRave
simulator; (b) GUI used for pairwise path comparisons.
be able to generate a demonstration, we do assume that the expert can judge whether
one path is better than another simply by watching its execution.
This work proposes to define task-specific cost functions that represent path quality by
learning from an expert’s preferences. In our approach, we generate a set of paths for
a given task using a motion planner and collect data about their features (path length,
distance from obstacles, etc.). We provide these paths to an expert as a carefully-
managed set of pairwise comparisons. Which comparisons are performed is defined by
the mergesort algorithm. For each comparison, the expert evaluates two paths in a
GUI and selects which of the two they prefer (Fig.1.1b). These comparisons are then
aggregated to generate a ranking of the paths. This ranking is then used as training
data for learning algorithms, which attempt to produce a cost function that maps feature
values to a cost that is consistent with the expert’s ranking.
In our experiments we evaluate the efficacy of our method when using several different
learning algorithms. We find that methods which produce non-linear functions of the
path features outperform methods that produce linear ones. This result suggests that
the linear cost functions used in IOC [12] and previous work on learning from human
preferences [14] may be too simple to capture appropriate cost functions for complex
tasks.
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1.2 Constraint-Based Task Representation in Imitation
Learning
For complex tasks in changing environments directly applying results of imitation learn-
ing does not always lead to satisfying results because of the uncertainty that is deployed
on the motion planning and manipulation levels. This uncertainty consists of two parts:
1) an uncertainty in the actuation and sensing, and 2) an uncertainty that is induced
by changing environments.
In this part of the work we will focus on the second type of uncertainty that is present
in changing environments. For example, the pose of an object can be different from
the training case that requires an object to be grasped in the other way. Changing the
environment may also affect a motion trajectory. If the object was occluded from some
part of the task space, varying the pose of the object will move it relative to the obstacle
making it occluded from another part of the space. Besides that, the obstacle distribution
may change if we plan in highly dynamic cluttered space or the environment, where a
human is present. All these reasons direct us to the application of motion planning in
order to produce the desired motion rather than fully rely on the demonstration and try
to perform it directly.
The purpose of a motion planning algorithm is to produce a path from a start to a goal
configuration. The problem that arises here is that if we only use information about
the start and the goal configurations from demonstration, there is no guarantee that the
trajectory produced by a motion planning algorithm will be similar to the demonstrated
one. The reason is that planning in high dimensional spaces does not guarantee any
optimality and is performed by randomly sampling the space of robot configurations.
We propose to overcome this problem by extracting additional information about the
task from the demonstration. We want to describe the motion with some features that
make it unique and stand out from other similar motions. For example, for the task
of carrying a mug with a coffee the motion performed by human differs from the other
one-hand manipulation motions, like carrying an apple, for example. It happens because
there is a constraint in rotation of the mug in order to keep the coffee inside the mug.
So, we can extract constraints from the motion and use them with a constraint-based
motion planner (CBiRRT [15]) to produce a trajectory for this motion that is consistent
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with human demonstration. However, applying constraints to the whole motion would
not always produce desired results, as there can be some parts of the motion that are
highly constrained and some parts of unconstrained motion. That is why we propose to
segment the motion first before executing the motion planner.
The presented approach uses Task Space Regions (TSR) [15] as a constraint-based rep-
resentation of a task. We propose to extract TSR from the human demonstration by
performing Principal Component Analysis on the captured data. We perform the seg-
mentation of the motion based on the changing of the constraints along the trajectory.
The constraint-based representation of each segment is extracted and used as an input
to a CBiRRT planner that is able to produce a trajectory of the desired motion. The ex-
perimental evaluation is performed on simulated and real-world data. The performance
evaluation is done in comparison with RRT planner that does not use any information
about the task constraints in terms of success rate and execution time. The results of
the evaluation showed that the proposed approach significantly outperforms standard
methods showing great potential in combining motion planning and imitation learning.
1.3 Related work
The problem of learning the cost functions from demonstration has been investigated
using Inverse Optimal Control (IOC)[12] and Inverse Reinforcement Learning (IRL)
[13] techniques. The common idea in these methods is to learn the underlying Markov
Decision Process [13][16][17] model of the observed motion. [18] uses linearly-solvable
MDPs and performs much faster than the previous algorithms by not solving the forward
MDP optimization problem. The work in [19] is based on the Relative Entropy Policy
Search and is able to learn good policies from a small number of demonstrations without
any assumptions on an underlying dynamic model. Recent work in [12] tries to approach
the problem in a local setting assuming a local optimality of demonstrated paths. In
contrast to the above work our approach does not require a demonstration of a robot
motion that performs the task, but rather relies on expert’s preferences to recover the
underlying cost function.
Capturing human preferences for motion planning problems was studied in the field
of the human-robot interaction. [20] and [21] learn the cost function by combining
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human preferences and Reinforcement Learning. [20] learns qualitative policy models
from human feedback for reinforcement learning from pairwise comparisons of agent
actions. [21] proposes an approach to decrease the number of comparisons the expert
has to perform to learn a satisfactory policy. They use an approximation of a Bayesian
expected utility of selection criterion together with Preference-based Policy Learning
[22]. In contrast, we do not seek to learn a policy, which is not tractable for high-
dimensional motion planning with constraints, but rather generate the motion of a robot
using a motion planner.
The most closely-related work to ours is Jain et al. [14], who use preference feedback
from an expert to build a cost function that captures the expert’s preferences. Our
work differs in terms of the process of choosing which comparisons are made by an
expert and how those comparisons are aggregated into a ranking. Also, Jain et al. [14]
assume the cost function is a linear combination of features, while we find that non-linear
combinations of features outperform linear ones.
The previous work on learning constraints from demonstrations include learning task-
level constraints and motion planning constraints. A number of approaches were pro-
posed to extract constraints on the task or symbolic level [4, 5]. The problem is that
symbolic level constraints assumes preliminary knowledge of the task and segmentation.
There are other approaches that use the trajectory and motion level constraints instead.
Phillips et al. [3] use human demonstration together with an E-graph, a graph of all pre-
vious trajectories for the certain task. They add the demonstration as a new trajectory
to the original E-graph and modify the graph by adding a new dimension that accounts
for the movement of a manipulated object. They apply A* to find a solution in a graph.
The issue with this approach is that it is not robust in changing environments as it relies
on the graph structure that is not up-to-date after environment has altered. G.Ye and
R.Alterovitz [23] apply statistical analysis to learn low and high variance components
of the motion. These variances are used to define a cost metric over the configuration
space of the robot, that is utilized inside a Rapidly Exploring Roadmap algorithm to
produce a path. The main limitation of these approaches is that it requires a kinesthetic
demonstration that is extremely hard to provide for complicated constrained tasks (like
unhang the tire or unscrew the nut) that either need to obey the closed-chain kinematic
constraints or manipulate at the border of a robot reachability.
Chapter 2
Learning Task-Specific
Path-Quality Cost Functions
2.1 Method Overview
A common way to estimate the quality of a path produced by a motion planning al-
gorithm is to evaluate its cost using a function designed by the programmer. In our
case we want to learn the cost function, so we need an alternative way to evaluate the
robot motion when collecting training data. We propose to use expert preferences to
estimate the quality of a path during training. As shown in previous work [24], humans
can reliably choose between two alternative robot motions. So, we can provide an expert
with videos of two robot motions and allow him/her to pick the one that looks more
appropriate for the task. We can then aggregate the results of these pairwise compar-
isons to produce a ranking of the motions. We then seek to learn a cost function that is
consistent with the ranking.
We can formulate the problem of learning a cost function from the ranking in the fol-
lowing way. Let a set of paths for a given task be represented by a set of feature
vectors F = {f1, ..., fm}. From pairwise comparisons, we obtain a ranking of the paths
R = {r1, ..., rn} where ri is the rank of path i. We wish to build a model of the cost
function that explains the expert ranking, or in a more mathematical definition, to find
the mapping f :
7
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Figure 2.1: Proposed method overview. (a) We start from the certain robot task,
(b) then path space is sampled, (c) features of the paths are extracted, (d) expert
preferences are captured from pairwise ranking and aggregated into ranking of the
paths, (e) the model of the cost function is built by finding the mapping from features
to ranking.
f(F ) = R. (1)
Taking into account that R is an ordinal variable we consider this an ordinal regression
problem [25].
The process of learning a cost function with the proposed approach consists of 4 steps
(Fig.2.1):
Step 1. The robot receives a task to perform. We need to generate the set of feasible
and collision free paths for this specific task so that they sufficiently cover the space of
paths. Sampling path space to produce feasible (i.e. collision-free, obeying kinematic
constraints) paths is very challenging if we try to sample the space directly. That is
why we use a sampling-based planner [15] to produce feasible paths. Due to the random
nature of these planners running them multiple times will result in sufficient (for our
purpose) sampling of path space.
Step 2. We use the sampled paths to capture expert preferences for the task. We ask
an expert to perform pairwise comparisons on the paths. The ranking of the sampled
paths is created by aggregating results of the pairwise comparisons. There are multiple
approaches to aggregate a ranking from pairwise comparisons [26, 27]. These approaches
are robust and can handle some noise in comparisons, but they converge to the final
ranking very slowly. This is a very important disadvantage as these methods require a
large number of comparisons even for small sets of paths.
This is the reason why we use the merge sort intuition to determine which paths to
compare. The central idea is that the choice of the paths provided for comparisons is
made by the merge sort algorithm on the stage of sub-problem merging. This results in
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O(n log n) number of comparisons. The disadvantage of this technique is that it assumes
there is no noise in the pairwise comparisons, which is not always true. We leave it to
the learning algorithm to deal with noise in the data.
Step 3. To understand the cost function that underlies expert preferences we need to
extract features from the paths that may possibly affect expert decisions. We represent
the path as a set of feature values corresponding to these features.
Step 4. Finally, we need to find the mapping from path features to the ranking produced
based on the expert comparisons. This function (the cost function) will assign a score
to each path that represents the quality of a path in terms of expert preferences. As
we don’t have any assumptions on linearity of this cost function, we can use non-linear
machine learning methods to capture it.
2.2 Learning a Model of a Cost Function
As we discussed earlier, for each task we build a model of the cost function (Eq.1).
To build the model we need to extract features from the paths that may reflect expert
preferences. We extract 5 features from paths: 1) path duration, 2) distance from
manipulator to obstacles, 3) distance from manipulated object to obstacles, 4) length of
the path that the manipulated object traveled in terms of translation and 5) in terms
of orientation. We discuss each feature below.
1) Duration – time to execute the path. The feature encodes not only the length of the
path, but how long it would take to execute it using the robot controllers.
2) Distance from manipulators to obstacles. To calculate the distance to the obstacles
we used the Signed Distance Field in the workspace (Fig.2.2). The value of the distance
feature in a certain robot configuration in the path i is the minimal distance to the
obstacles along all the links of the robot we are interested in (usually links of the active
manipulator).
Di = min(d(L1), .., d(Lk)), (2)
where d(Lj) is the distance from the link j to the obstacles. For our purpose, we use a
thresholded distance feature that applies an inverse of a sigmoid function to the distance
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Figure 2.2: Example of the computed Signed Distance Field for the PR2 holding the
wheel.
value:
S(D) =
−1
1 + e−a∗D
+ 1, (3)
where a is a parameter that accounts for the steepness of the function (we chose it to be
90 for our experiments). The sigmoid function assigns high costs to the distance values
that are small and lower costs to the values that are large. The feature value approaches
0 quickly after the distance exceeds the threshold. This is done to prevent assigning
high feature values to configurations that are sufficiently far from the obstacles. The
value of the distance to obstacles feature FD for the path is the sum of the values of the
sigmoid thresholded distance feature at each waypoint.
FD =
∑
S(Di), (3)
3) Distance from manipulated object to obstacles. The calculation of this feature is the
same as the previous one except the minimal distance is calculated from the manipulated
object, not the robot links. This feature is important because the robot can stay in a
configuration where one of its links is very close to obstacles, but this link is not moving
or moving very slightly. In this type of task it may be important to capture not the
distance of the robot links to obstacles, but the distance of the object that may be
manipulated to obstacles.
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4) As we are mostly interested in motions where the robot manipulates an object it is
important to capture the length of the path in terms of translation of the manipulated
object. If no object manipulation is performed this feature represents the length of the
end-effector path.
5) Length of the path of the manipulated object in terms of orientation. This feature
is calculated as the sum of distances between quaternions for each pair of consecutive
waypoints.
d(q1, q2) = 1− (q1 · q2)2, (4)
where q1 and q2 are the quaternions that represent rotations of two consecutive config-
urations and q1 · q2 is their inner product. This feature may be important if the expert
favors paths that avoid unnecessary rotation of the object.
To find the mapping between features and ranking we can represent the path ranking
in two ways: as continuous values and as the class labels. In the first case we assign
each path a cost c in the range [0,1] such that 1 is the best rank and 0 is the worst. The
ranked data is uniformly distributed in this interval. Keeping in mind we have enough
path samples that cover the space of interest well this is a reasonable assumption. The
second way of representing the ranking is to assign a class label to each path based on
its rank. The problem here is that we need to define the number of classes and the
class boundaries. This could be done by providing additional set of comparisons for the
expert that will allow choosing the boundaries for the classes. So far, we decide the
number of classes and boundaries manually.
Learning the model of the cost function can be performed with any regression method.
We evaluate five different techniques: Decision Trees, Gaussian Processes, Artificial
Neural Networks, Linear Regression, and Perceptron Learning.
2.3 Experimental Analysis and Results
In this section we describe the experiments we conducted to validate our method and
gauge the performance of several learning algorithms on two tasks with the PR2 robot.
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2.3.1 Experimental Setup
We tested the proposed method in two ways: 1) using data generated from a normal
distribution of feature values and a known cost function, 2) using data from a planner
in simulation and expert comparisons. Simulation experiments were performed in the
OpenRave kinematic simulator for two tasks in a car maintenance domain: a) unhang
and put down a wheel and b) reach and remove a part from underneath a car. Expert
comparisons were performed in the GUI implemented as an RViz plugin. The GUI
displays the PR2 robot performing a task. It provides a user with two paths at a time.
The GUI allows a person to play, pause and trace paths, which makes the process of
comparisons more intuitive.
2.3.2 Evaluation of Learning Methods
The quantitative evaluation of our approach was performed as a comparison between
several machine learning methods. In our evaluation we used the following algorithms:
1) Linear Regression (LR) is a baseline linear approach based on least squares estimation.
2) Single Perceptron (SP) was used as an analogue of the learning technique proposed
in [14].
3) Decision Trees (DT) were evaluated on the classification problem (C4.5 algorithm)
[28] and the regression problem (M5P algorithm) [29]. The latter algorithm builds linear
models in the leaves of the tree.
4) Gaussian Processes (GP) using polynomial kernel [30] was used for the regression
problem.
5) Feedforward Artificial neural network (ANN) with 1 hidden layer and 3 hidden nodes
for both classification and regression problems [31] was used.
Performance was measured separately for the classification problem (ranking represented
as a set of classes) and the regression problem (ranking represented as a continuous
output). For the classification problem we use accuracy and confusion matrix as the
measures of performance. The accuracy is a standard metric in machine learning that
shows a ratio between correctly classified instances and total number of instances. The
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confusion matrix shows the frequency distribution of the data for predicted and actual
classes.
To evaluate the regression methods we produce a ranking from the output of each method
by evaluating the cost of every path with the learned cost function and ordering the paths
from lowest to highest. We compare this ranking to the expert’s ranking using three
metrics commonly used to evaluate the results of ordinal regression methods. First,
the Pearson Correlation Coefficient (PCC), which is a measure of a linear correlation
between ground-truth and predicted score vectors, is calculated as:
ρij =
cov(i, j)
σiσj
, (5)
where i and j are the vectors between those the correlation is computed and cov(i, j) is
their covariance. The second metric is Relative Absolute Error (RAE):
R =
n∑
i=1
|Pj − Tj |
n∑
i=1
|Tj − T¯ |
(6)
where Pj is the predicted value for a path i, Tj is the target value for a path based on
the ranking, T¯ is the average of target values over all paths. The third metric that is
Spearman’s Footrule Distance:
dXY =
k∑
i=1
|Xk − Yk|, (7)
where X and Y are two vectors of size k that contain rankings, Xk and Yk are cor-
responding values of these vectors. This metric may be the most meaningful for our
regression problem as it is less dependent on the assumption that ranked paths are uni-
formly distributed from 0 to 1, but rather uses the relative information of the predicted
output.
2.3.3 Experiments with Data from a Normal Distribution and a Known
Cost Function
The first set of experiments was done to show that the approach works in principal. For
this case we generated the set of paths’ features (distance to obstacles and path duration)
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Figure 2.3: (a) Distribution of the features according to the classes in the generated
model. From bottom to top: number of instances for each of the classes; distribution
of the data by time; distribution of data by distances, in color the number of instances
assigned to each class is shown; (b) paths used for simulation experiments, which are
generated for PR2 unhang and put down wheel task in OpenRave
from the normal distribution. The data were ranked with a simple cost function model
that could reflect a possible expert preference (Fig. 2.3a). In this cost function if distance
to the obstacles is very low (lower than 150mm) then the path was assigned to the worst
class and paths in this class were ranked descending by distance. On the other hand,
if the distance was bigger than some threshold (for example, 260mm) then distance is
not very important and we assign the path to another class and paths in this class are
ranked by time.
Table 2.1: Experimental results for a normal distribution of feature values and a
known cost function
DT
Regression problem
Footrule 23
PCC 0.99
RAE 1.17%
Classification problem
Accuracy 99.96%
Experiments with 10,000 samples from a normal distribution showed that decision and
model trees (as an example of non-linear methods) can reproduce the underlying model
of the cost function very reliably (Tab.2.1). This means that if our hypothesis about
expert preferences was true then our decision tree model can represent the cost function
well.
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Figure 2.4: Paths used for simulation experiments, which are generated for PR2 tasks
in OpenRave; (a) part-extraction task; (b) object-pickup task
2.3.4 Experiments with Expert-ranked Paths
To generate data for expert comparisons we made two testing simulation environments.
For the first environment the robot’s task was to unhang the wheel from the hub and put
it down. This task involves planning for a closed kinematic chain with 14 DOF of the
PR2 robot (7 DOF per arm), which is a non-trivial motion planning problem itself. 32
paths were generated with the CBiRRT planner [15] (Fig.2.3b). We evaluate the above
learning methods using 4-fold cross-validation. The results are summarized in the Table
2.3. Though for the classification problem the accuracy of cross-validation is not very
high, we can notice from the confusion matrix (Tab.2.2) that misclassified instances are
labeled with the class adjacent to the original. This could be evidence of inaccurately
chosen boundaries for the classes. It can also be caused by some noise in expert pairwise
comparisons or by the small size of the training data.
Table 2.2: Confusion matrix for unhang a wheel task (cross-validation)
classified as
a b c d
7 1 0 0 a
1 4 3 0 b
1 2 4 1 c
0 1 0 7 d
Regression problem evaluations in the tire-unhanging scenario showed that non-linear
methods slightly outperformed the linear approaches on PCC and RAE metrics. Though
linear regression achieved the lowest Footrule distance it received the worst PCC value
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Figure 2.5: Generalization results for a similar task; red — all paths sampled for the
task; green — paths chosen by the previously learned model
out of all the methods, and its RAE was high. Thus, we can say that for this experiment
the nonlinear methods showed better overall performance than the linear ones.
For the second PR2 experimental environment (Fig.2.4a), we simulated the task of
removing a part (e.g. an oil filter) from the bottom of the car. In this task the PR2 used
a single arm, which has 7 DOF. This task is difficult because of the collision constraints:
the PR2 must avoid the wheel hub while extracting the object. 32 paths were generated
with the CBiRRT planner and expert comparisons were performed on them. We did not
frame the problem as a classification for this task because of the poor results that were
Table 2.3: Cross-Validation results for the unhang-a-wheel task
DT GP ANN LR SP
Regression problem
Footrule 116 102 127 96 124
PCC 0.86 0.85 0.82 0.82 0.84
RAE 44.6% 54.6% 50.9% 53.8% 57.8%
Classification problem
Accuracy 68.8% - 59.4% - 56.3%
Table 2.4: Cross-Validation results for the part-extraction task
DT GP ANN LR SP
Regression problem
Footrule 186 203 178 224 212
PCC 0.69 0.62 0.71 0.54 0.55
RAE 57.8% 73.1% 69.4% 77.5% 85.0%
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acquired during the experiment for the first task. The non-linear methods outperformed
the linear ones significantly both in terms of all three metrics (Tab.2.4). Thus, the
nonlinear models are more expressive and can capture the cost functions that we are
interested in better than commonly-used linear models.
The last experiment was performed to analyze the generalization ability of the produced
models. For this purpose, we tried to perform a similar task as in the previous experi-
ment (part-extraction). Here the robot’s task was to extract an object from behind the
front seat (Fig.2.4b). As in the previous experiments 32 paths were generated with the
CBiRRT planner. On the next step paths were evaluated using the cost function from
the previous experiment and the top-scoring paths are depicted in Fig.2.5. The paths
that are chosen by the model are indeed good paths that are smooth and move far from
the obstacles when possible. Though this is just a preliminary result it shows that the
produced cost functions can be useful for tasks similar to those used for training.
Chapter 3
Imitation Learning Using
Constrained-Based Task
Representation
3.1 Planning Framework Overview
In this part of the work we are approaching the problem of performing complex tasks
in changing environments by combining imitation learning and motion planning. The
problem can be formulated in the following way: given a human demonstration(s) of
a task in a particular environment, or a set of environments, we want to be able to
perform this task with a robot in another changed or unseen environment. The proposed
approach uses the constraint-based representation of the human demonstration that
could be used as an input to a motion planning algorithm to produce a desired motion
in the changed environment. The framework that designed to solve the stated problem
consists of four main parts.
1) First, we introduce a constraint-based description language for a task. This language
is based on the Task Space Region representation [32] and is going to be used as an
input to the general planning framework based on the CBiRRT planner. TSRs describe
end-effector constraint sets and are very useful for representation of manipulation tasks
with end-effector or pose constraints. The advantage of this description language is that
18
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Figure 3.1: Overview of the TSR learning framework.
it can represent any pick-and-place task in a compact form and, thus, can be efficiently
applied to a wide range of planning tasks.
2) We want to be able to generate a description language automatically by extracting
constraints of the motion from a human demonstration. The simplest constraint we
want to extract is the variability in each degree of freedom of the end-effector frame. To
be able to extract this constraint, we will be using the Vicon motion capture system.
It is capable of capturing trajectories of the human joints as well as trajectories of the
objects in a scene.
3) As we discussed in earlier sections, we would like to be able to plan not for a whole
task, but to plan separately for the segments of a motion that have different constraints
or no constraints. To avoid manually segmenting the demonstrated motion we suggest
performing automatic segmentation based on the changing constraints. The advantage
of the proposed approach to segmentation compared to related work is that it performs
segmentation in an unsupervised fashion. This means we do not need to provide seg-
mented training data, which allows us to use the framework in changing environments.
4) To evaluate the performance of our approach we used two main numeric metrics:
a planning success rate and the average planning time. The other common way to
estimate the quality of a trajectory compared to a demonstrated one is the Dynamic
Time Warping [33]. We state that it is not a very good estimator of the performance as
it only estimates the geometric similarity of trajectories in the configuration space. This
metric does not capture changes of the motion due to alerting of the environment (like
a new obstacle that prevents a produced trajectory from following the demonstration).
The proposed approach consists of the following steps (Fig.3.1): 1) we get a human
demonstration of the task 2) we capture all the joint and object trajectories with a
motion capture system, 3) the segmentation based on the constraints is performed,
4) after we segmented the motion we can extract the constraints from all the motion
segments and include them into the description of the task, 5) we will use the task
Chapter 3: Imitation Learning using Task Constraints 20
Figure 3.2: Transforms used in representing the Task Space Regions.
description as an input parameter in the motion planning module based on CBiRRT
planner to produce the desired motion. The main contribution of this work is that
we can perform complex tasks in changing environments from demonstrations by using
motion planning inside the learning from demonstration paradigm.
3.2 Detailed Description of the Method
3.2.1 Task Space Regions
There are several ways to represent constraints in motion planning. We are using Task
Space Regions to represent constraints, as they were designed specifically for manipu-
lators with end-effector pose constraints and this is exactly the type of constraints we
would like to capture from demonstrations. TSR consists of three parts (Fig.3.2):
1) a transform from the origin to the TSR frame w: T 0w;
2) a transform between end-effector and the TSR frame Twe in the coordinates of w;
3) a boundary matrix Bw around the TSR frame in the coordinates of w.
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The boundary matrix encodes allowable translations and rotations in the TSR frame by
specifying a minimum and a maximum value for each of the degree of freedom. TSRs
can represent both constrained goal regions (”goal” TSR) and constraints along the path
(”path” TSR). We can also have multiple TSRs for a given task. The main advantages
of the TSR representation is that it is a) relatively easy and intuitive to specify, which
makes possible to extract TSR semi-automatically, b) fast to sample that makes planning
efficient in terms of planning time.
3.2.2 Constraint Extraction from Demonstration
Extraction of TSR parameters is the core part of the proposed approach. In the scope of
this project we make several assumptions to relax the original problem statement. First,
we will assume that the information about the active manipulator is known (this is a
strong assumption as we can easily get this information with a motion capture system).
Secondly, we will not account for a rotation when extracting TSR. This assumption
is much weaker and we need to address this problem later in the future work. Third,
we consider only one demonstration of a motion because several demonstrations will
make problem harder, as we need to consider: a) constrained goal regions as opposed
to a constraint goal configuration, b) noise in the demonstrations that could make TSR
extraction non-robust. This assumption could also be addressed in the future work when
multiple demonstrations of the same task will be presented.
We start from the discussion of the approach to extract ”path” TSRs. As we mentioned
earlier a TSR contains of three components: T 0w, T
w
e , Bw. The key part for extraction of
the representation in a TSR form is to define the TSR frame T 0w. As soon as T
0
w along
the path is correctly defined the end effector offset Twe and the boundary matrix Bw are
easier to compute. The end-effector offset Twe in this case could be calculated using any
grasp computation algorithm, which is not the focus of this work, so we don’t account
for the issues that could be a consequence of this computation (we use a precomputed
grasp and a precomputed end-effector offset in our experiments). The boundary matrix
Bw is a matrix that describes the translation variability in each TSR axes defined by
T 0w. The general idea of defining T
0
w is to use the information about directions of the
motion of an end-effector or a manipulated object. Thus, if a demonstration of a motion
is a straight line then one of the axis of the TSR frame should be aligned to this line.
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Figure 3.3: Principal Component Analysis applied to the motion represented as the
end-effector trajectory. The first principal component (red) shows the main direction of
the motion (on the right plots). The points of the motion in the new transformed space
is depicted on the left plots. On top: the major directions of the motion are aligned to
the axis of the transformed space. On bottom: the main direction of the motion is the
straight line and first principal component is aligned to this line.
The mathematical instrument that is able to compute directions of a motion is the
Principal Component Analysis (PCA). The PCA is an orthogonal linear transformation
that transforms data to a coordinate system, which axes represent the directions of
a largest variation in the original data. In other words, The PCA is an orthogonal
transform that converts data from linearly correlated variables (coordinates) into not
correlated. Applied to our problem, the PCA should be able to find directions of a motion
with highest variability in the position of an end-effector. Example of such operation is
depicted on the Figure 3.3. On top pictures the unconstrained motion is considered and
the PCA components transform the data into a coordinate system, where axis represents
the biggest variation. The plots at the bottom show a relatively constrained motion that
uses almost a straight-line path. The PCA transforms the data into a coordinate system
where the line of the motion is aligned to one of the coordinates.
So, a new coordinate system that is produced by the PCA can be used as a TSR
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Figure 3.4: Extracted TSR frame and the end-effector offset in the world frame for
the ”unscrew” task.
frame T 0w. Here we are not discussing the details of the PCA computation as this
is a well-known and well-studied method. The idea is to compute the eigenvectors
of the covariance matrix of the data. We can use either end-effector pose along the
trajectory, or the pose of the manipulated object as the data for analysis. Though we
claim that we can use the PCA to calculate the TSR frame T 0w we can’t rely only on the
coordinate system produced by the PCA to get a right definition of T 0w. The problem
is that the PCA relies on the geometrical properties of the demonstrated trajectory and
does not have any information about the environment, where the demonstration was
performed. Thus, the information provided by the PCA is not sufficient and we need to
have an additional information about a frame that is static during the demonstration
and presents in all testing environments. This static frame is going to be used as a
reference for the PCA coordinate frame. The reference frame usually stands for some
static object in the environment that is called a ”reference” object and should be used as
an input parameter to our algorithm. For example, for the task of ”unhanging” a wheel
the reference object is a hub, where the wheel sits at the beginning of the demonstration.
Combining the frame of a reference object and the extracted PCA frame would result
in a correct T 0w frame (Fig.3.4).
The next step is a construction of a boundary matrix Bw. As mentioned above, a
boundary matrix is computed as a variability along the demonstrated trajectory in each
axis of the PCA frame. Though, if we use a variability in a TSR frame to compute
a boundary matrix then the unconstrained motion will still be constrained with the
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minimum and maximum value of the demonstrated path. This can cause a problem
when trying to adapt to a new environment. Thus, we will need a threshold parameter
on the eigenvalue of each of the principal component. If the eigenvalue is smaller than
this threshold we will use the variability in this coordinate in the boundary matrix
construction, otherwise we will set the boundaries for the axis to ±∞.
Extraction of a ”goal” TSR is rather straightforward in the case of a single demonstra-
tion. In this scenario, the only information we have about the goal - is the transform
of an end-effector (or a manipulated object) in the end of a motion. Thus, we will set
a TSR frame T 0w as a transform of a reference object, same as for a ”path” TSR. T
w
e
would be a transform from T 0w to the manipulated object at the last waypoint of the
path. Boundary matrix Bw will contain all 0’s preventing any translation or rotation in
the goal configuration. Nevertheless, the problem of extracting a ”goal” TSR becomes
challenging when having multiple demonstrations or when rotation constraints are con-
sidered. In the case of multiple demonstrations we would have a goal region instead of a
goal configuration. For example, for the task of picking up an object a grasp can happen
in different goal configurations. This will make the problem of defining a goal TSR non-
trivial, as we need to find a coordinate system that will satisfy all goal configurations
in the demonstrations. When considering rotation we will collide with the problem that
the ”goal” TSR should also meet constraints of the ”path” TSR. This may not always
be true as the TSRs extracted separately. This problem could be approached in a future
work when multiple demonstrations are considered.
3.2.3 Segmentation of the Demonstration Using Constraints
One major problem of the current approach is that the provided demonstrated motion
could have a large part of a motion unconstrained, while a small part of the motion is
highly constrained (we will consider this kind of motion in our experimental section).
The problem arising here is that if we try to extract a TSR description from the whole
motion we would get some unconstrained TSR representation. Taking into account that
the planning would be performed with the extracted TSR one of the scenarios could
happen: 1) a planning time would be huge because the constrained part may represent
a narrow passage or 2) we would get an unconstrained motion that fails to correctly
represent the task. Another type of motion that could cause problems is a motion
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Figure 3.5: Steps of the motion segmentation process: a) the PCA sliding window is
used to sweep along the trajectory b) peak detection algorithm applied to the dot prod-
ucts of the consecutive 1st principal components; c) peaks discovered on the previous
step represent the segmentation point in the trajectory.
that consists of several submotions with different constraints. Again, if we will try to
analyse the whole motion we could end up with the extracted TSR that would not
induce the constraints on the motion or extracted constraints would be different from
the demonstrated ones. That is why we want to extend the proposed approach with an
instrument to detect such submotions with different constraints (Fig.3.5).
The intuition we use to tackle this problem is the following: if there are several parts of
the motion that have different constraints then these submotions should have different
TSR representations. To find the differences in TSRs we propose to use a changepoint
detection idea. We try to find changepoints in a motion that would be described by
TSRs. We propose to extract TSRs in small portions of the demonstrated motion using
a sliding window approach and then apply changepoint detection on this data. The
obvious difficulty here is the way of representing a TSR in a form of a function or a time
series that we can apply changepoint detection to. The assumption we use to come over
this problem is that changes of TSRs are highly correlated with the changes of the first
principal component (that is aligned to the Z-axis of the end-effector frame and points
out from the palm in the end-effector demonstration data).
The first step in this approach is to extract TSRs in a sliding window of a small size.
We cannot use the raw trajectory data for the TSR extraction as there could be regions
of different speed that result in sparse and frequent parts of a trajectory. Thus, we need
to uniformly resample the trajectory first. The results of the extraction are visualized
on the Figure 3.6. Due to a small size of the sliding window and the nature of the PCA
the first principal component of the consecutive windows can be oriented differently
while lying on the same line. To overcome this problem and to introduce a metric
of the similarity between two consecutive components we will use the dot product of
these components. Moreover, to make the approach even more robust we will analyze
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Figure 3.6: Extracted TSR frames from the simulated trajectory. The blue axis
depicts the first principal component and changes direction along the line occasionally.
not only the dot product of the consecutive components, but the average dot product of
components in some neighborhood of the analyzed component. A more precise definition
of the described set is the following:
D : {di =
k∑
j=−k
|zi · zj |
2k + 1
}. (1)
where di is the element of the set D; zi, zj are the elements of the set Z of the first
principal components (usually correspond to the Z-axis of the end-effector frame); k is
the neighborhood of the analyzed component zi such that each component zj in this
neighborhood dot-producted with zi. Thus, each element of the set D is the average of
dot products over the k-neighborhood. Examples of the set D for a sliding windows of
different sizes are depicted on the Figure 3.7.
Further, the changepoint detection is performed using the signal processing instruments
for detecting peaks of a function. The idea is to smooth a time series by convolving it
with the wavelets of different widths. The maximums that appear on the certain number
of length scales are defined as peaks. We apply this approach to the inverse of the set D
to find the minimums of the original function represented by D. The actual segmentation
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Figure 3.7: Effects of varying the size of the sliding window on the segmentation re-
sults. The segmentation is done for the 1st simulation experiment (unscrew). Function
in blue is the function of the average dot products of end-effector Z-axis in some neigh-
borhood. Red lines depict groundtruth segmentation. Sliding window of the size 10
shows better results.
point is detected as the point that has a minimal dot product in the neighborhood of
the peak point found with the changepoint detection algorithm.
3.3 Experiments and Results
In this section we describe the experiments that we have performed to estimate the
efficacy and the performance of the proposed approach. The experiments were done
in two settings: a) the synthetic data acquired from simulation, b) the real-world data
acquired with a motion capture system. For the synthetic data a function of a ”human
demonstration” lied on the PR2 executing the task in the OpenRave simulator, when
the parameters for the task were predefined. The proposed algorithm was extracting
constraints from the ”demonstrated” data and used them to plan a trajectory. The
”demonstrated” and the acquired paths were inspected in order to prove that the ap-
proach works in principal. A real-world experiment was performed on the physical stand
by a human and the demonstration was captured with the Vicon motion capture system.
The constraint-based description was extracted and the test experiment was performed
in the changed environment. The comparison was done with an unconstrained planner
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Figure 3.8: Segmentation results for the 2nd experiment (unhang). Function in blue
is the function of the average dot products of end-effector Z-axis in some neighborhood.
Red lines depict groundtruth segmentation.
and the proposed method outperformed it in terms of a successful rate and an average
planning time.
3.3.1 Experiments on Simulated Data
For evaluation on the syntethic data we used two simulated motions from a car main-
tenance domain as demonstrations. The goal of the experiments was to recover the
”demonstrated” motion especially in the constrained parts. The successful results pro-
vided an evidence of three parts of the approach perform well: 1) the TSR extraction,
2) the segmentation with TSRs, 3) using TSR description as a ”language” for planning.
For the first experiment we simulated the task of taking a nut off the peg of a hub
and placing it back (these actions are called ”unscrew” and ”screw” further, though no
actual screw motion is performed). The motion includes 5 submotions a) the uncon-
strained part of reaching the nut, b) the constrained part of the ”unscrew” motion, when
the nut is taken off the peg, c) the unconstrained motion of the nut manipulation, d)
the constrained motion of ”screwing” the nut, e) the unconstrained motion of the nut
leaving the peg. The segmentation results for this task as well as the analysis of the
effect of the sliding window size on segmentation are shown on the Figure 3.7. The best
results were obtained with the window of the size 10. All 4 changepoints between the
groundtruth submotions were successfully detected with the proposed approach. There
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Figure 3.9: Experimental results for the ”unscrew” motion. The demonstrated path
depicted in blue, the recovered is depicted in green. The recovered paths are similar to
the demonstrated ones in the constrained regions and different in unconstrained.
Figure 3.10: Experimental results for the ”unhang” motion. The demonstrated path
depicted in blue, the recovered is depicted in green. The recovered paths are similar to
the demonstrated ones in the constrained regions and different in unconstrained.
are were 2 segments detected that did not exist in the groundtruth of the demonstrated
motion. They account for the significant changes in the demonstrated trajectory. After
the segments were detected we extracted a TSR from each segment and used it in a
planning module to obtain the resulting path. The comparison results of the demon-
strated and recovered paths are shown on the Figure 3.9. The results shows that the
proposed approach was able to reproduce the parts of the demonstrated motion that
were constrained meeting these constraints, while for the parts of the unconstrained
motion the planner due to its random nature produced a different result.
The second experiment was the simulation of the task of unhanging and hanging back a
wheel. We used a motion from the right manipulator only. This experiment is different
from the previous one as the motion is much less smooth and more complicated. The
segmentation results are shown on the Figure 3.8. The accuracy of the segmentation
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Figure 3.11: Segmeantation results for the a) ”unscrew”, b) ”screw” motions on the
real-world data. The peaks represent the segmentation point between constrained and
unconstrained parts.
reached 80% by correctly detecting 4 out of 5 segments. The comparison results of
the demonstrated and recovered trajectories are shown on the Figure 3.10. As in the
first experiment, the constrained parts of the motion were successfully detected and
reproduced. We used these results as a proof of concept on the earlier stage to make
sure that the proposed approach works in principal.
3.3.2 Experiments on Real-World Data
Experimental evaluation of the approach on the real data was performed to analyse the
efficacy of the method in producing solutions from the real human demonstration. The
data of human demonstrations were captured using the Vicon motion capture system.
For this experiment a human was performing the unscrew and screw motions - similar
to the ones that were used for the simulation experiment. The end-effector poses as well
as the poses of the nut and stud were captured and used for the further analysis. The
TSR extraction was performed on the poins of the nut trajectory. The analysis of the
end-effector trajectory showed the limitations of this representation as the wrist pose can
vary a lot even during the straight line motion due to the nature of the human motion.
Also, this representation could not be generalized to the case of multiple demonstrations
with different people as physical parameters of a wrist and an arm would be different.
The segmentation results for the human data were more noisy than the synthetic data
from the previous experiment. Although, as we can see from the Figure 3.11 there is a
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clear peak at all the plots depicting ”unscrew” and ”screw” data. Analysis of the seg-
mentation results showed that these peaks are actually representing the changepoints
between constrained and not-constrained parts of the trajectory. In the case of a bad
segmentation, one approach to handle the noise in the demonstration is to use a smooth-
ing algorithm on the trajectory data. The conventional smoothing used in the motion
planning picks two random points on the trajectory and tries to connect them with a
collision-free line. To prevent cutting of the important parts of the demonstrated tra-
jectory we can apply a similar approach, but modify it in the way that only the points
in some small proximity to each other will be chosen for smoothing.
The TSRs extracted from the found segments were used in the CBiRRT planner to
recover the ”unscrew” and ”screw” motions (Fig.3.12). To test the idea of changing
environments we used the relative poses of physical objects (a hub and a nut) and the
robot (captured with the Vicon). The performance evaluation is reflected in the Table
3.1. For the comparison with a proposed approach we have used an unconstrained
BiRRT planner. The comparison was done on the two performance metrics: a success
rate and an average planning time. Both metrics were computed for 30 planner runs.
The success rate was calculated as the number of times when a planner was able to find
a solution within 60 seconds. An average planning time was measured based on the
cases where planner has found the solution. The comparison shows that the CBiRRT
planner that uses learned TSRs was much more efficient both is the success rate and the
average planning time. These results shows that our approach that combines imitation
learning and motion planning using human motin demonstration is promising and can
perform efficiently in changing environments.
Table 3.1: Performance evaluation
Success Rate Planning Time
Unscrew Screw Unscrew Screw
BiRRT 33.3% 46.7% 29.4s 24.4s
Our approach 80.0% 93.3% 19.6s 15.4s
Chapter 3: Imitation Learning using Task Constraints 32
Figure 3.12: Results for the recovering of the ”unscrew” and ”screw” motion. On the
right - frames from the demonstrated trajectory, on the left - from the recovered using
constraint-based planning framework.
Chapter 4
Conclusion and Future Work
In this work we have presented two approaches for performing complex tasks in changing
environments: 1) using a cost function learned from the human preferences and 2)
combining of imitation learning and motion planning. The method for learning a task-
specific cost function for a robot motion from expert preferences is based on the expert’s
ranking of a set of paths, which is constructed from pairwise comparisons. This ranking
is used as the training data for learning algorithms, which attempt to compute a cost
function. This function assigns costs to paths, so that they are consistent with the
ranking. We have tested our method on a user-defined cost-function and distribution
of paths, and found that it the approach is able to capture the kinds of cost functions
we hypothesize are useful for the tasks we discuss. We then performed tests on two
simulated scenarios for the PR2 robot where we generated paths with a motion planner
and subsequently ranked them. We found that learning methods which output a non-
linear combination of features tend to outperform algorithms which produce a linear
combination, suggesting that the linear combinations used in the previous work may be
too simple to capture the preferences of experts for complex tasks.
Though, we showed that some ideas of the proposed approach perform well there are
several problems that were revealed during the experimental evaluation. First, the weak-
ness of an assumption of having a rather small set of trajectories that represents the
trajectory space for the task. The actual trajectory space is infinite and sampling it
extensively would be too computationally expensive. The second problem is a compu-
tational complexity of the trajectory comparison process. In our case, we assumed that
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the noise in the trajectory comparison is minimized and we only need O(nlogn) number
of comparisons to rank n trajectories. The truth is, if we want to perform an actual
user study we need to outsource a trajectory comparison process to a large number of
people. This will induce a lot of noise in the trajectory comparison process and handling
this noise will increase the complexity of the approach drastically.
The second piece of the work was concentrated on combining learning from demonstra-
tion and motion planning to extend the LfD paradigm to perform better in changing
environments. The idea was to extract a constraint-based description of the task from a
human demonstration and then use this description in a motion planning algorithm to
produce a collision-free path in a changed environment such that it obeys the constraints
of the demonstration. Overall, the proposed approach showed very good and promising
results being able to recover both the synthetic and the real-world demonstrations. The
human motion demonstrations was recorded with the Vicon motion capture system and
experimental physical setting, and the planning was performed using Ros-Openrave in-
terface. The experimental evaluation was performed in comparison with the standard
planning algorithm that does not have information about the task constraints. We have
estimated such numeric metrics as an average planning time and a planning success
rate. The outcome we got during the experimental evaluation is that the proposed ap-
proach outperformed the uncostrained planner in both metrics, while the standard RRT
algorithm had difficulties in finding a feasible solution in a changed environment. This
results could be considered as a preminary work and a proof of concept for the idea
of combining motion planning and learning from human motion demonstration. The
next steps in the future work could account for: 1) extending the approach for multiple
demonstrations and 2) taking into account rotation constraints.
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