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1. INTRODUCTION {#ece36099-sec-0001}
===============

Intraindividual variability (IIV) in behavior, which may be interpreted as unpredictability in behavior, is a trait of individuals. At its simplest representation, a single individual can behave randomly, or unpredictably, under the same conditions. Precisely speaking, it is impossible to observe the same individual repeatedly under the same conditions, because some attributes of the individual, such as age and experience, will inevitably change. However, even after accounting for those changes, the behavior of an individual cannot be precisely predicted due to IIV (Stamps, Briffa, & Biro, [2012](#ece36099-bib-0023){ref-type="ref"}). IIV can be a source of within‐species variability and can influence a range of ecological dynamics (Bolnick et al., [2011](#ece36099-bib-0006){ref-type="ref"}; Des Roches et al., [2018](#ece36099-bib-0010){ref-type="ref"}; Okuyama, [2008](#ece36099-bib-0021){ref-type="ref"}). Understanding the expression of IIV is therefore important, even when IIV is not the main focus of interest.

Patterns observed in the expressions of IIV suggest that IIV has important fitness consequences. For example, some individuals consistently express greater IIV than others (Biro & Adriaenssens, [2013](#ece36099-bib-0005){ref-type="ref"}; Briffa, [2013](#ece36099-bib-0007){ref-type="ref"}; He, Pagani‐Nunez, Chevallier, & Barnett, [2017](#ece36099-bib-0012){ref-type="ref"}; Highcock & Carter, [2014](#ece36099-bib-0014){ref-type="ref"}; Stamps et al., [2012](#ece36099-bib-0023){ref-type="ref"}). The expression of IIV may not be constant within an individual (e.g., an individual may adjust the level of IIV across contexts) (Jolles, Briggs, Araya‐Ajoy, & Boogert, [2019](#ece36099-bib-0015){ref-type="ref"}; Mathot & Dingemanse, [2014](#ece36099-bib-0019){ref-type="ref"}), which implies IIV can be expressed as behavioral plasticity. When IIV is a heritable trait (Henriksen, [2019](#ece36099-bib-0013){ref-type="ref"}), these observed patterns are results of natural selection on IIV. However, optimal behavior models typically consider only the mean expression of behavior (Charnov, [1976](#ece36099-bib-0008){ref-type="ref"}; Cooper & Frederick, [2007](#ece36099-bib-0009){ref-type="ref"}), and relationships between behavioral IIV and fitness are largely unknown.

Stochasticity is a possible factor that influences the relationship between IIV and fitness. One source of stochasticity is within‐generation stochasticity that is the stochasticity realized within a generation (e.g., within the life span of individuals). Such within‐generation stochasticity and behavioral stochasticity (IIV) may interact and influence fitness. Another source of stochasticity is between‐generation stochasticity. A good behavioral strategy in the current generation may be a poor strategy in the offspring\'s generation when environmental conditions change over generations (i.e., the optimal strategy depends on environmental conditions). Previous studies examined how environmental changes influence the evolution of adaptive traits and subsequent population dynamics (Abrams, [2001](#ece36099-bib-0001){ref-type="ref"}, [2003](#ece36099-bib-0002){ref-type="ref"}; Abrams & Matsuda, [1997](#ece36099-bib-0003){ref-type="ref"}), but IIV was not considered in them.

The study used an individual‐based model to examine the effects of the two types of stochasticity on IIV. For the within‐generation and between‐generation stochasticity, predator encounters and resource availability, respectively, were considered. The behavior considered is a hiding behavior of prey. Various prey species hide in a refuge such as a burrow or shell when they encounter predators (Everett & Ruiz, [1993](#ece36099-bib-0011){ref-type="ref"}; Kramer & Bonenfant, [1997](#ece36099-bib-0016){ref-type="ref"}; Martin, Lopez, & Cooper, [2003](#ece36099-bib-0018){ref-type="ref"}; Mima, Wada, & Goshima, [2003](#ece36099-bib-0020){ref-type="ref"}). When a prey experiences multiple predator encounters, the duration of hiding may vary with each encounter, which is an expression of IIV.

2. THE MODEL {#ece36099-sec-0002}
============

The model discussed in this study is similar to exiting prey refuge models (Cooper & Frederick, [2007](#ece36099-bib-0009){ref-type="ref"}; Martin & Lopez, [1999](#ece36099-bib-0017){ref-type="ref"}) in which the optimal strategy is derived by balancing the cost and benefit of hiding (described below). The model is a discrete generation individual‐based model in which prey can live for a generation, and all the individuals in the following generation are the offspring of the current generation individuals. Reproductions take place at the end of each generation by prey that survived till that time. The model assumes IIV is a heritable trait. Because successful individuals will reproduce more offspring that share the traits of successful individuals, simulations will impose natural selection on the behavior. The effects of natural selection on both the mean and variability (IIV) of the behavior can be examined by the distributions of behavioral traits over generations.

2.1. Intraindividual variation {#ece36099-sec-0003}
------------------------------

The individual‐based model describes a situation in which prey survive predator encounters and are subsequently able to reproduce. When a prey individual encounters a predator, it hides in a refuge for a length of time which follows a gamma distribution with mean *µ~i~* and standard deviation $\sigma_{i}^{\text{IIV}}$, where *µ~i~* and $\sigma_{i}^{\text{IIV}}$ are traits unique to the individual *i* (*i* = 1, 2, ..., *K* when there are *K* individuals in the population). A gamma distribution is used because hiding duration takes non‐negative continuous values. When a prey experiences *p* predator encounters, hiding durations vary for each encounter when $\sigma_{i}^{\text{IIV}} > 0$. In other words, $\sigma_{i}^{\text{IIV}}$ represents IIV, and $\sigma_{i}^{\text{IIV}}$ $> \sigma_{j}^{\text{IIV}}$ indicates that individual *i* exhibits greater IIV than individual *j*. By convention, when $\sigma_{i}^{\text{IIV}} = 0$, individual *i* will always spend a hiding duration of *µ~i~* for each predator encounter, exhibiting no IIV. It is assumed that the strategy is fixed, and a prey does not flexibly adjust *µ~i~* and $\sigma_{i}^{\text{IIV}}$ in its lifetime. $\sigma_{i}^{\text{IIV}}$ may be interpreted as the residual variability of behavior, rather than behavioral plasticity.

2.2. Survival and reproduction {#ece36099-sec-0004}
------------------------------

Hiding has both benefits and costs. As the duration of hiding increases, the probability of survival after an encounter with a predator increases. However, hiding reduces the time available for other activities, such as forging for food or other resources. For a prey individual which has remained in a refuge for a duration *t*, its survival probability *s*(*t*) is described by.$$\text{logit}\left( {s\left( t \right)} \right) = a + bt$$in which *a* and *b* are the parameters that determine the relationship. For example, *b* \> 0 indicates that the longer a prey remains in a refuge, the greater the possibility of survival.

To reproduce, the prey must survive until the end of the season by successfully escaping *p* predators. For example, if a prey experiences three predator encounters (*p* = 3), it must survive all three encounters. The total hiding duration *t* ~tot~ of the prey is the sum of the three hiding durations, such that *t* ~tot~ = *t* ~1~ + *t* ~2~ + *t* ~3~ where *t~i~* is the hiding duration from *i*th predator encounter. For a prey that has survived all encounters with *t* ~tot~, its reproductive potential *r*(*t* ~tot~) is also modeled as the logit function.$$\text{logit}\left( {r\left( t_{\text{tot}} \right)} \right) = \alpha - \beta t_{\text{tot}}$$where *α* and *β* are the parameters that determine the relationship. In Eq. [2](#ece36099-disp-0002){ref-type="disp-formula"}, *β* \> 0 indicates the cost to reproduction of hiding. *β* is negatively correlated with resource availability, and hiding duration (*t* ~tot~) has a greater cost when resource level is low. Because *r*(*t* ~tot~) is not a probability, the use of the logit function is not necessary, but the same functional form is used for the benefit (Eq. [1](#ece36099-disp-0001){ref-type="disp-formula"}) and cost (Eq. [2](#ece36099-disp-0002){ref-type="disp-formula"}) of hiding, simply for consistency. Using different functions such as *r*(*t* ~tot~) = *αe* ^−^ *^βt^* ~tot~ can also give equivalent results, and the results are not sensitive to the functional form of *r*(*t* ~tot~). The relationship between reproductive potential *r*(*t* ~tot~) and actual reproduction is described below (Eq. [3](#ece36099-disp-0003){ref-type="disp-formula"}).

The optimal hiding duration is determined by the benefit of hiding, *s*(*t*), and the cost of hiding, 1−*r*(*t* ~tot~); both increase with hiding time. For a specific case, the optimal hiding duration can be easily derived. Figure [1](#ece36099-fig-0001){ref-type="fig"} shows the result for a situation where prey encounters three predators (*p* = 3) and no IIV (hiding duration for each encounter is *t*; *t* ~tot~ = *pt*). The optimal hiding duration is *t* that maximizes the fitness function *s*(*t*)*^p^r*(*pt*).

![Effects of hiding time on survival, reproduction, and fitness when prey encounter three predators (*p* = 3). Survival is determined by Eq. [1](#ece36099-disp-0001){ref-type="disp-formula"} (i.e., *s*(*t*)*^p^*), and reproduction is determined by Eq. [2](#ece36099-disp-0002){ref-type="disp-formula"} (i.e. *b*(*pt*)). The resulting fitness is the product of the two, *s*(*t*)*^p^b*(*pt*). Parameters: *a* = −2, *b* = 0.4, *α* = 15, β = 0.4](ECE3-10-2838-g001){#ece36099-fig-0001}

### 2.2.1. Performance of individuals {#ece36099-sec-0005}

The behavioral strategy of *i*th prey in a population is represented by (*µ~i~* and $\sigma_{i}^{\text{IIV}}$). In each generation, the following steps are taken for each prey individual to determine its reproductive potential: (1) determine the number of predator encounters, *p*; (2) generate *p* hiding durations (i.e., *t* ~1~, ..., *t~p~*) from a gamma distribution with mean *µ~i~* and standard deviation $\sigma_{i}^{\text{IIV}}$; (3) determine whether the prey survives *p* encounters in which each encounter is a Bernoulli process in which the survival probability is determined by Eq. [1](#ece36099-disp-0001){ref-type="disp-formula"}; and (4) if the prey survives, calculate its reproductive potential based on Eq. [2](#ece36099-disp-0002){ref-type="disp-formula"}. If the prey dies in a predator encounter, its reproductive potential is 0. The distributional assumption for *p*, which represents within‐generation stochasticity, is described below.

### 2.2.2. Fitness landscapes {#ece36099-sec-0006}

Because the simulation (section [2.2.1](#ece36099-sec-0005){ref-type="sec"}) is a stochastic simulation, the resulting value for the reproductive potential for the same strategy (i.e., a particular combination of *μ* and *σ* ^IIV^) is variable each time it is simulated. The expected reproductive potential for a specific trait can be obtained by running the simulation many times and taking the average (1 million simulation runs were used to compute an average). Because a behavioral strategy consists of two components (*μ* and *σ* ^IIV^), computing the expected reproductive potential for various combinations of *μ* and *σ* ^IIV^ will describe the relationship between behavioral strategies and fitness on a two‐dimensional space, which is referred as fitness landscape. Because prey lives only one generation, the optimal strategy is the strategy that results in the highest expected reproductive potential in the simulation (section [2.2.1](#ece36099-sec-0005){ref-type="sec"}). Between‐generation stochasticity does not affect the optimal strategy.

2.3. Evolution {#ece36099-sec-0007}
--------------

The model assumes that the carrying capacity of the environment is *K*, and there is *K* prey in each generation at the beginning of the simulation. For example, the combined reproduction of all members of the population is more than *K* offspring, assuming that at least one prey survives to the end of the generation, but in each generation, a random set of *K* offspring will survive to begin the next generation. The number of offspring from prey individual *i* that survives to begin the next generation is a random variable *X~i~* such that *X* ~1~ + *X* ~2~ + ... + *X~K~* = *K*. In particular, *X* = (*X* ~1~, *X* ~2~, ..., *X~K~*) follows a multinomial distribution,$$X \sim {\mspace{6mu}\text{Multinomial}}(K,\pi)$$where *π* = (*π* ~1~, *π* ~2~, ..., *π~K~*) is the probability vector, and $\pi_{i} = r_{i}/\sum\limits_{j = 1}^{K}r_{j}\left( {i = 1,\,\ldots,\, K} \right)$. Therefore, prey with higher reproductive potentials are expected to leave more offspring.

Each offspring produced by a parent prey with a strategy (*μ* and *σ* ^IIV^) will inherit the traits of the parent. An offspring\'s mean trait is *μ* + *q* ~µ~ and IIV trait is *σ* ^IIV^ + *q* ~σ~ where *q* ~µ~ and *q* ~σ~ are random numbers generated from a normal distribution with mean 0 and standard deviations *s* ~µ~ and *s* ~σ~, respectively. *s* ~µ~ and *s* ~σ~ are regarded as surrogates of heritability, although they are negatively correlated with heritability (e.g., *s* ~µ~ = 0 and *s* ~σ~ = 0 when a parent and its offspring all have the same traits, and heritability decreases as *s* ~µ~ and *s* ~σ~ increase). When a generated trait value becomes negative (e.g., *σ* ^IIV^ + *q* ~σ~ \< 0), the value is set to 0, because both the mean and standard deviation of the hiding time cannot be negative. This study assumed small values of *s* ~µ~ and *s* ~σ~ (Table [1](#ece36099-tbl-0001){ref-type="table"}), because a large value of *s* ~σ~, in particular, by definition increases variation in *σ* ^IIV^ without any other mechanisms. Because of the inheritance, traits associated with successful individuals will spread in the population. By tracking the traits of individuals in the population over generations, it is possible to examine how selection influences the combination of *μ* and *σ* ^IIV^. The traits of the individuals after 1,000 generations were examined as the outcome of evolution. Unless otherwise stated, the initial population consisted of all individuals with *μ* = 1 and σ^IIV^ = 0.

###### 

Parameter definitions and values. When a symbol represents a realization of a random variable, its distribution is shown. For example, *t* follows a gamma distribution with mean *μ* and standard deviation (SD) *σ* ^IIV^. When SD is 0, it is constant regardless of the distribution

                                            Symbol    Distribution        Mean    *SD*
  ----------------------------------------- --------- ------------------- ------- -----------
  Hiding time (per encounter)               *t*       gamma               *μ*     *σ* ^IIV^
  Survival (slope)                          *a*       constant            −2      0
  Survival (intercept)                      *b*       constant            0.4     0
  Reproduction (slope)                      *α*       constant            15      0
  Reproduction (intercept)                  β         gamma               0.4     0 or 0.3
  Number of predator encounters             *p*       negative binomial   3       0 or 4
  Surrogate of heritability for *μ*         *q* ~μ~   normal              0       0.5
  Surrogate of heritability for *σ* ^IIV^   *q* ~σ~   normal              0       0.5
  Carrying capacity                         *K*       constant            1,000   0

John Wiley & Sons, Ltd

2.4. Parameters and stochasticity {#ece36099-sec-0008}
---------------------------------

The model described above is complete when the parameter values are determined (Table [1](#ece36099-tbl-0001){ref-type="table"}). The survival parameters (*a* and *b*) were set so that when a prey does not hide (*t* = 0), the probability of survival is approximately 0.12. One unit of hiding duration increases the odds of survival by 1.5 times. The reproductive parameters (*α* and β) were set such that the reproductive potential is approximately 1 for prey that did not waste any time on hiding, given that they survive, and by setting β = *b*, the cost (β) and benefit (*b*) of hiding were on a similar scale in an average environment. The expected number of predator encounters is not independent of the survival parameters (*a* and *b*) in the model. That is, a high expected number of encounters with a high per‐encounter survival rate, and a low expected number of encounters with a low per‐encounter survival rate will give similar outcomes. For a given set of *a* and *b*, as the number of predator encounters increase, eventually no individuals can survive and reproduce and the population collapses. When the number of encounters is too few, there is very weak selection on hiding traits. The number of encounters was set to balance these factors.

To examine the effect of within‐generation stochasticity, the expected number of predator encounters was set at 3, and results from two levels of variability (i.e., standard deviation is 0 and 4) were compared. Zero standard deviation indicates a constant (i.e., all individuals encounter 3 predators), and the stochastic predator encounters were simulated by a negative binomial distribution. Between‐generation stochasticity was represented by variability in β (in Eq. [2](#ece36099-disp-0002){ref-type="disp-formula"}) among generations. In each generation, the value of β was generated from a gamma distribution with a standard deviation of 0.3 (Table [1](#ece36099-tbl-0001){ref-type="table"}). Greater stochasticity will enhance patterns that will be shown in the *Results*.

3. RESULTS {#ece36099-sec-0009}
==========

3.1. Effects of within‐generation stochasticity {#ece36099-sec-0010}
-----------------------------------------------

Stochastic predator encounter does not qualitatively change the fitness landscape (Figure [2](#ece36099-fig-0002){ref-type="fig"}). Both in the static condition (i.e., all prey encounter three predators) and in the stochastic environment (i.e., the number of predator encounters is variable), the optimal strategy is associated with a strategy with no IIV, σ^IIV^ = 0. The main difference is that the fitness landscape becomes flat (i.e., a wide range of strategies perform equivalently well with respect to the optimal strategy) in the stochastic environment.

![Fitness landscapes under a static environment and stochastic environment. In the static environment, the number of predator encounters is fixed at 3. In the stochastic environment, the average and standard deviation of the number of predator encounters, respectively, are 3 and 4 (simulated by a negative binomial distribution). The expected values of reproductive potential are scaled such that the maximum reproductive potential is 1. In each plot, the point at the center of contours corresponds with the maximum fitness: (static: *µ* = 10.66, σ^IIV^ = 0) and (stochastic: *µ* = 11.18, σ^IIV^ = 0)](ECE3-10-2838-g002){#ece36099-fig-0002}

After 1,000 generations of the evolutionary simulation (section [2.3](#ece36099-sec-0007){ref-type="sec"}), the mode of the distribution of σ^IIV^ is 0 for both cases (Figure [3](#ece36099-fig-0003){ref-type="fig"}). Movies of these simulations are provided as Supporting Information, which shows how individual traits evolve in all 1,000 generations. Due to the imperfect heritability and stochastic processes in the model, many individuals exhibit IIV (σ^IIV^ \> 0). Higher levels of IIV are maintained under the stochastic environment than in the static environment (Figure [3](#ece36099-fig-0003){ref-type="fig"}). This result directly comes from the flat fitness landscape (Figure [2](#ece36099-fig-0002){ref-type="fig"}). When predator encounter is stochastic, some prey does not encounter any predators. Consequently, those lucky prey will leave many offspring regardless of their strategies. Similarly, prey that encounters unusually many predators (by chance) are likely die and leave no offspring regardless of their strategies. Consequently, the chance events (rather than strategy) becomes a dominant factor in determining fitness, making the fitness landscape flat. In both cases, expressions of IIV (e.g., individuals with σ^IIV^ \> 0 in Figure [3](#ece36099-fig-0003){ref-type="fig"}) can be interpreted as spill‐overs from the optimal strategy (σ^IIV^ = 0) due to imperfect heritability and chance events. This study does not focus on this trivial mechanism (weak selection), and the following results will assume the static number of predator encounters to examine the evolution of IIV under an assumption selection strongly acts on hiding strategies.

![Histograms of σ^IIV^ after 1,000 generations. In the static environment, the number of predator encounters is fixed at 3. In the stochastic environment, the average and standard deviation of the number of predator encounters, respectively, are 3 and 4 (simulated by a negative binomial distribution)](ECE3-10-2838-g003){#ece36099-fig-0003}

3.2. Effects of between‐generation stochasticity {#ece36099-sec-0011}
------------------------------------------------

The fitness landscapes are shown for three values of β: 0.1, 0.4, and 0.8 (Figure [4](#ece36099-fig-0004){ref-type="fig"}). The three values approximately relate to the 10th percentile (β = 0.1), mean (β = 0.4), and 90th percentile (β = 0.8) of β in the stochastic environment. A general pattern is that as the environmental condition becomes worse and β increases, the optimal expected hiding duration *μ* decreases. This result is intuitive, because in an unfavorable environment, more activity time is needed to secure resources for reproduction. Two important results are as follows: the optimal strategy is associated with σ^IIV^ = 0 regardless of the environmental condition (β); and the effects of *μ* and σ^IIV^ on fitness are not independent so that the fitness contour is tilted. When β changes over generations, fitness landscape will also change accordingly, creating dynamic fitness landscape.

![Fitness landscapes under three different values of β. The three values approximately relate to the 10th percentile (β = 0.1), mean (β = 0.4), and 90th percentile (β = 0.8) of β in the stochastic environment. The expected values of reproductive potential are scaled such that the maximum reproductive potential is 1. In each plot, the point at the center of contours corresponds with the maximum fitness: (β = 0.1: *µ* = 26.25, σ^IIV^ = 0), (β = 0.4: *µ* = 10.5, σ^IIV^ = 0), and (β = 0.8: *µ* = 5.6, σ^IIV^ = 0)](ECE3-10-2838-g004){#ece36099-fig-0004}

After 1,000 generations, much greater levels of IIV are maintained in the population under the stochastic environment than in the static environment (Figure [5](#ece36099-fig-0005){ref-type="fig"}). The distribution of σ^IIV^ randomly fluctuates in the stochastic environment. Movies of these simulations are provided as Supporting Information, which shows how individual traits evolve in all 1,000 generations. In the absence of environmental stochasticity (β = 0.4 for all generations), the distribution of traits converges and fluctuate little. In the stochastic environment, the mode of the distribution of σ^IIV^ is not necessarily 0 (Figure [5](#ece36099-fig-0005){ref-type="fig"}), which is different from the case for within‐generation stochasticity (Figure [3](#ece36099-fig-0003){ref-type="fig"}) in which the variability comes from spill‐overs from the optimal strategy (σ^IIV^ = 0) due to weak selection. In addition, the movie (Supporting Information) show that greater σ^IIV^ is periodically selected in the presence of the between‐generation stochasticity. Because the optimal strategy is associated with σ^IIV^ = 0 in each generation (Figure [4](#ece36099-fig-0004){ref-type="fig"}), selection for greater σ^IIV^ deserves an explanation.

![Histograms of σ^IIV^ after 1,000 generations. In the static environment, β is fixed at 0.4. In the stochastic environment, β was generated from a gamma distribution with mean 0.4 and standard deviation 0.3 in each generation](ECE3-10-2838-g005){#ece36099-fig-0005}

3.3. Evolutionary trajectory {#ece36099-sec-0012}
----------------------------

When the strategies of individuals in a population are suboptimal, natural selection will eventually lead to the optimal strategy over generations. However, the average strategy of the population will not approach the optimal strategy by its shortest path. The gradient of a fitness landscape (e.g., contour in Figure [4](#ece36099-fig-0004){ref-type="fig"}) determines the direction of evolution. This can be clearly illustrated by a condition where the environmental conditions are constantly bad (e.g., β = 0.8 for all generations), and the population consists of individuals whose strategies are all far from the optimal strategy. Figure [6](#ece36099-fig-0006){ref-type="fig"} shows the evolutionary trajectories from three populations with different initial conditions: All individuals have (*µ* = 15, *σ* ^IIV^ = 0), (*µ* = 20, *σ* ^IIV^ = 0), or (*µ* = 25, *σ* ^IIV^ = 0). Regardless of the initial conditions, they all eventually reach the same strategy, but the evolutionary trajectories take long detour. Because the fitness contour is generally tilted to the right (Figure [4](#ece36099-fig-0004){ref-type="fig"}), when environmental condition becomes worse (e.g., β changes from 0.1 to 0.8), selection tends to favor individuals with greater *σ* ^IIV^. In the presence of between‐generation stochasticity, when the environmental condition is worsened, individuals with high IIV may be transiently selected even when the optimal strategy in that condition is associated with *σ* ^IIV^ = 0, which maintains individuals with high IIV in the population. Figure [6](#ece36099-fig-0006){ref-type="fig"} shows average traits over generations, and the corresponding movie that shows the traits of all individuals when the initial population is characterized by the strategy (*µ* = 25, *σ* ^IIV^ = 0) is provided as Supporting Information.

![Evolutionary trajectories of the average hiding strategy under a harsh environment (β = 0.8). The contour shows the corresponding fitness landscape that is the same as the one shown in Figure [4](#ece36099-fig-0004){ref-type="fig"}. Results of simulations using three different initial conditions are shown. The initial population consisted of individuals with $\sigma_{i}^{\text{IIV}} = 0$ for all *i*, and *µ~i~* = 15, *µ~i~* = 20, and *µ~i~* = 25 for all *i*. Average trait values were tracked for 1,000 generations. In all three cases, although the trajectories take a detour, they all eventually reached the same optimal solution](ECE3-10-2838-g006){#ece36099-fig-0006}

4. DISCUSSION {#ece36099-sec-0013}
=============

This study examined the effects of two types of stochasticity on the evolution of IIV. First, within‐generation stochasticity has little effect on the optimal strategy but still can influence the evolution of IIV by weakening selection. Second, between‐generation stochasticity can maintain high levels of IIV when two conditions are satisfied: (a) The optimal strategy depends on the environment and changes over generations; and (b) the mean and IIV of behavior influencing fitness in a nonindependent manner. Although a specific model was considered in the current study, these two conditions hold in a variety of situations.

The first condition, the dynamic optimal strategy, is commonly acknowledged, and has been intensively studied. In any optimality models, the optimal strategy will change according to the environmental variables considered in the models. For example, optimal patch residence time in the marginal value theorem can change, for example, with patch quality (Charnov, [1976](#ece36099-bib-0008){ref-type="ref"}). Optimal prey choice depends upon the density of profitable prey species (Pulliam, [1974](#ece36099-bib-0022){ref-type="ref"}). As such, this condition is rather trivial and is likely satisfied in various ecological scenarios.

The second condition, that mean behavioral expression and IIV do not independently influence fitness, is also likely to be valid in many situations. To express the idea clearly, an example of fitness contour when *µ* and *σ* ^IIV^ do not interact is shown in Figure [7](#ece36099-fig-0007){ref-type="fig"}. The reason why *µ* and *σ* ^IIV^ interact can be illustrated with a simple generic example. Suppose that the relationship between behavior *x* and fitness *w* can be represented by *w*(*x*) = −(*x*−1)^2^ + 1 (when 0 ≤ x ≤ 2) and *w*(*x*) = 0 (when *x* \> 2). A specific *w*(*x*) is used here but any unimodal functions (e.g., Figure [1](#ece36099-fig-0001){ref-type="fig"}) will work in the same way. The optimal strategy for this example is (*µ* = 1, *σ* ^IIV^ = 0), and any strategies with (*µ* \> 2, *σ* ^IIV^ = 0) have 0 fitness. However, strategies (*µ* \> 2, *σ* ^IIV^ \> 0) (e.g., *µ* = 2.1, *σ* ^IIV^ = 1) have a positive expected fitness because IIV (*σ* ^IIV^ \> 0) can produce *x* between 0 and 2 by chance. Therefore, the effect of *σ* ^IIV^ on fitness is not independent of *µ*, and the fitness contours will not be true circles as in Figure [7](#ece36099-fig-0007){ref-type="fig"}. Although unlikely, when the second condition is not satisfied, transient selection for greater *σ* ^IIV^ will not occur even when the first condition is satisfied because the selection gradient with respect to *σ* ^IIV^ is always directed toward *σ* ^IIV^ = 0.

![An example of fitness contours when μ and σ^IIV^ do not interact. For any suboptimal strategies with σ^IIV^ \> 0, the fitness gradient with respect to σ^IIV^ is negative (smaller σ^IIV^ is selected)](ECE3-10-2838-g007){#ece36099-fig-0007}

Theoretical studies that examine the evolution of traits in dynamical systems typically assume that a trait evolves to the direction of the selection gradient (e.g., Abrams, Matsuda, & Harada, [1993](#ece36099-bib-0004){ref-type="ref"}), which is the same as the result of this study in which evolution tracks the fitness gradient (Figure [6](#ece36099-fig-0006){ref-type="fig"}). However, in those studies, only the gradient with respect to mean trait $\partial w/\partial\mu$ is considered, and the gradient with respect to variability, $\partial w/\partial\sigma^{IIV}$ is not considered. This assumption (ignoring IIV) may be valid when inflexible traits (e.g., some morphological traits) are considered but may not be appropriate for traits with IIV (e.g., behavior). An important conclusion of this study is that even when the optimal strategy is associated with *σ* ^IIV^ = 0, the selection gradient with respect to IIV, $\partial w/\partial\sigma^{\text{IIV}}$, cannot be neglected.

Weak selection can have substantial influence on IIV traits of individuals in a population (Figure [3](#ece36099-fig-0003){ref-type="fig"}). When selection is weak, random effects can overrule selection. In other words, fitness is largely influenced by luck rather than strategies. Although trivial, it does not necessarily mean it is unimportant. In case of hiding duration, there may be indeed a substantial proportion of individuals that may never encounter predators in natural conditions. Or predation risk per encounter may be generally very low regardless of the strategy. When we focus on the optimal strategy, we can still find a unique optimal strategy no matter how flat a fitness landscape may be (Figure [2](#ece36099-fig-0002){ref-type="fig"}), but the strength of selection must be carefully examined in each case.

One immediate prediction of the model presented here is that higher levels of IIV are expected in populations that experience greater environmental variability regardless of within‐generation variability (i.e., weak selection) or between‐generation (i.e., transient selection). To better examine the evolutionary mechanism presented in this study, we must be able to quantify fitness landscapes. We currently know little about how IIV influences fitness, and less is known about how *µ* and *σ* ^IIV^ jointly influence fitness. Figures [2](#ece36099-fig-0002){ref-type="fig"} and [4](#ece36099-fig-0004){ref-type="fig"} show that IIV can have both positive and negative effects, depending on mean expression, and thus a particular experimental result that simply shows a positive or negative effect of IIV may be incomplete. Similarly, a study that only focused on IIV may give misleading conclusions when the mean expressions are not accounted for in the experimental design and data analysis. A simultaneous consideration of both mean and IIV may provide a better understanding of the effect of IIV on individual fitness, as well as how it is maintained in populations.
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