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We explain in a context different from that of Maraner the formalism for de-
scribing motion of a particle, under the influence of a confining potential, in a neigh-
bourhood of an n-dimensional curved manifold Mn embedded in a p-dimensional
Euclidean space Rp with p ≥ n+ 2. The effective Hamiltonian on Mn has a (gen-
erally non-Abelian) gauge structure determined by geometry of Mn. Such a gauge
term is defined in terms of the vectors normal to Mn, and its connection is called
the N -connection. This connection is nothing else but the connection induced from
the normal connection of the submanifold Mn of Rp. In order to see the global ef-
fect of this type of connections, the case of M1 embedded in R3 is examined, where
the relation of an integral of the gauge potential of the N -connection (i.e., the tor-
sion) along a path in M1 to the Berry’s phase is given through Gauss mapping of
the vector tangent to M1. Through the same mapping in the case ofM1 embedded
in Rp, where the normal and the tangent quantities are exchanged, the relation
of the N -connection to the induced gauge potential (the canonical connection of
the second kind) on the (p− 1)-dimensional sphere Sp−1 (p ≥ 3) found by Ohnuki
and Kitakado is concretely established; the former is the pull-back of the latter by
the Gauss mapping. Further, this latter which has the monopole-like structure is
also proved to be gauge-equivalent to the spin-connection of Sp−1. Thus the N -
connection is also shown to coincide with the pull-back of the spin-connection of
Sp−1. Finally, by extending formally the fundamental equations for Mn to infinite
dimensional case, the present formalism is applied to the field theory that admits
a soliton solution. The resultant expression is in some respects different from that
of Gervais and Jevicki.
2
1. Introduction
The local gauge symmetry, regarded usually as the most fundamental physical
principle, is incorporated from the outset in the starting Lagrangian, and is broken
through some mechanism such as Higgs mechanism; the effective Lagrangian at a
low-energy region becomes less symmetric, in which some gauge bosons become
massive. Contrary to this mechanism, however, there exists another logical possi-
bility, in which some gauge symmetries are generated dynamically at a low-energy
region a posteriori, and/or appear in the low-energy effective Lagrangian as a hid-
den local symmetry,1−6 although the problem how to generate the kinetic terms
for dynamical gauge fields is yet in controversy.7
In the present paper, we investigate in detail the induced gauge structure found
in the confining-potential approach (shortly, the confining approach) to the con-
strained system on the n-dimensional curved manifold Mn embedded in a higher
dimensional Euclidean space Rp. Such an induced gauge structure, which depends
on geometry of Mn, is generated from the degrees of freedom in the normal direc-
tions to Mn, on which a particle motion is confined by a steep confining potential
in Rp with p ≥ n+2. Although general feature of this induced gauge structure has
been explained in essence in Refs. 9 and 10, it seems meaningful to discuss fully
its basic formalism and to investigate its logical structures as well as extension to
field theories in a context somewhat different from Ref. 11; we expect that such
an investigation may give a new clue to exploring further the second possibility
mentioned in the preceding paragraph.
Here we give some remarks on the geometrically induced gauge structure in
the confining approach by including its short process of development. In classical
mechanics, a mechanical system constrained on Mn in Rp with (p− n) holonomic
constraints can be equivalently defined as a system in Rp with a very steep poten-
tial (with (p − n)-dimensions in the normal directions to Mn) together with the
2(p− n) initial conditions.12 As to the quantum version of the confining-potential
approach to d’Alembert’s principle,12 various authors have devoted themselves for
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these 25 years to the study of forms of the h¯2-order contributions, called the quan-
tum potential. (We will give its explicit form in the present approach in Sec. 2
together with related references.)
In the year 1992, Takagi and Tanzawa8 have considered the particle motion in
a 3-dimensional Euclidean space R3, where a particle in motion is assumed to be
confined in a thin tube along a curve M1 under the influence of some confining
potential. They showed that in the effective Hamiltonian on M1 there appears a
certain kind of U(1)-gauge potential which depends on the torsion of M1 and gives
rise to Aharonov–Bohm-like effect (called the geometry-induced AB-like effect).
Two of the present authors (K. F. and N. O.),9 and independently Maraner and
Destri10 have generalized the result obtained in Ref. 8 to the particle motion in a
p-dimensional Euclidean space Rp, where a particle in motion is confined in a thin
layer along an n-dimensional manifold Mn (with n + 2 ≤ p) due to a confining
potential. Similarly to the case M1 ⊂ R3, there appears, in the effective Hamilto-
nian on Mn, a new connection, depending on the geometry of Mn and behaving
as the gauge potential which is generally non-Abelian. The terminology thin layer
(in the case of M1, a thin tube) means that geometric properties along the man-
ifold Mn change slowly in comparison with those along directions normal to Mn.
This condition corresponds logically to the Born–Oppenheimer approximation13
(or the adiabatic one). Indeed, Maraner has pointed out11 that the embedding
formalism or the confining approach 9,10 to problems with holonomic constraints12
can well describe quantum systems such as polyatomic molecules treated in the
rigid body approximation, and then leads to Abelian or non-Abelian monopole
gauge structure as well as the Berry phase14 which is usually derived under the
Born–Oppenheimer approximation.13
In the representation with respect to the quantum algebra with (p− n) com-
ponents wave functions, the geometrically induced gauge potential, which is de-
noted by TVW ,a in this paper, is the normal fundamental form in Ref. 11. Since
(p−n) components wave functions are identified with sections of the normal bundle
T (Mn)⊥, this connection is what is called the Van der Waerden–Bortolotti connec-
4
tion or the normal connection ofMn for the embedding intoRp by mathematicians.15
As we will see in Sec. 2, since TVW ,a = −TWV ,a, this normal connection induces a
connection in the bundle of normal frames O⊥(Mn) in a natural manner. Such an
induced connection leads to a connection in a vector bundle associated with the
principal bundle O⊥(Mn). For convenience, we call the obtained connection the
N-connection. Then we can say that the geometrically induced gauge potential
is the N -connection. In the first part of this paper, after presenting the formu-
lation of the confining approach, we examine the induced gauge potential or the
N -connection in the case of M1 ⊂ R3 for the purpose of seeing the situation how
the nontrivial phase effect appears. The Gauss mapping15 of the vector ~B1, tan-
gent to M1, is shown to be useful. The case of a helical M1 is examined in detail,
which may give us a possible way of experimental test of the N -connection.
Meanwhile, the important contribution to the quantum mechanics on a coset
space G/H has been done by McMullan and Tsutsui16 on the basis of reformulation
of the Mackey’s quantization scheme17 on the coset space G/H , and they pointed
out16 that emergence of the gauge structure as well as the spin are a natural
consequence of the theory. Further, Le´vay, McMullan and Tsutsui18 showed that
the induced gauge field found by Ohnuki and Kitakado19 in the problem of n-
dimensional sphere Sn embedded in Rn+1 is none other than the H-connection,18
observed by Landsman and Linden.20 It was mentioned in Ref. 18, although the
confining-potential approach8−11 is quite different from Mackey’s approach based
on G/H , the geometrically induced gauge field found in Refs. 8− 10 also appears
to be of the type of the H-connection.
Le´vay et al.,18 however, have not given any concrete explanation on the second
point. In the confining approach, in order to obtain the induced gauge potential
on a sphere Sn embedded in Rp, it is necessary to take p ≥ n + 2, whereas the
induced gauge potential on Sn embedded in Rn+1 exists.19 It seems worthwhile to
make clear the relation between these two kinds of the gauge potentials. The key
to solve this problem lies in the Gauss mapping15 of the vector ~B1, tangent to M
1
embedded in Rp with p ≥ 3; through this mapping the tangent and the normal
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quantities are exchanged. In the following we show concretely the N -connection
leads to the induced gauge field found by Ohnuki and Kitakado.19 Further, this
latter is also proved to be gauge-equivalent to the spin-connection21 of Sp−1; the
spin-connection on Sp−1 (p ≥ 3) is seen to have the monopole-like gauge structure.
The aims of the present paper are summarized as follows: (i) To present in
an elementary way the formulation of the confining approach,9,10 (ii) in a context
somewhat different from that in Maraner’s papers,10,11, to examine the relation of
the N -connection to the monopole-like structure and the Berry phase, specifically
in the case of M1 ⊂ R3, (iii) to establish in the case of M1 ⊂ Rp (with p ≥ 3) the
relation of the N -connection to the induced gauge field on Sp−1 found in Ref. 19,
and finally (iv) to extend the formalism of the confining approach to the scalar
field theory that allows soliton solutions.
The following considerations are organized as follows. In Sec. 2, we summarize
the formulation of the confining approach in Ref. 9. In Sec. 3, detailed structures
of the N -connection are to be examined specifically in the case of M1 ⊂ R3.
We give a simple example which represents the relation of the N -connection to
the monopole field as well as the Berry phase. In Sec. 4, the relation of the N -
connection in the case of M1 ⊂ Rp (with p ≥ 3) to the induced gauge field on
Sp−1 found by Ohnuki and Kitakado19 is examined through the Gauss mapping.
In Sec. 5, the formulation given in Sec. 2 is extended, as its possible application,
to the scalar field theory allowing soliton solutions. Finally, Sec. 6 is devoted to
additional remarks and discussions.
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2. Particle Motion in a Neighbourhood of Mn Embedded in Rp
2.1. Fundamental equations of a hypersurface
In this section, we summarize the results in the preceding paper,9,22 so that the
present paper becomes selfcontained.
Rp is regarded as a p-dimensional Euclidean space in a natural manner, and
let Mn be an n-dimensional smooth manifold embedded in Rp as shown in Fig. 1.
Fig. 1
We denote the natural coordinate system on Rp by {XA ; A = 1, . . . , p}, and we
introduce a coordinate system on a neighbourhood of Mn in the following way.
Let (U, {qb ; b = 1, . . . , n}) be a local coordinate system on Mn. At each point
q ∈ U ⊂Mn, there is a linearly independent set { ~NU = (NAU (q)) ; U = n+1, . . . , p}
of p-dimensional orthogonal unit vectors that are normal to Mn at a point q. Take
a sufficiently small and appropriate neighbourhood Ξ(U) of U in Rp such that the
following condition is satisfied: for each point Q ∈ Ξ(U) there is a unique point
q ∈ U ⊂ Mn, which is denoted by Q↓Mn , such that ~X(Q) − ~X(q) = (XA(Q) −
XA(q)) is normal to Mn at q = Q↓Mn . ~X(Q) − ~X(q) is expressed as a linear
combination of ~NU(q)’s with the expansion coefficients q
U (U = n+ 1, . . . , p). The
set of {qb, qU ; b = 1, . . . , n, U = n+1, . . . , p} is thought to constitute a curvilinear
coordinate system on the neighbourhood Ξ(U) of U ⊂ Mn. Each member of
{qn+1, . . . , qp} is called the normal coordinate in the frame of the normal vectors
{ ~Nn+1, . . . , ~Np}. Put Ξ(Mn) =
⋃{Ξ(U) | U is a coordinate neighbourhood of Mn
} ⊂ Rp. Then each set {qb, qU ; b = 1, . . . , n, U = n+1, . . . , p} on Ξ(U) is a local
coordinate system of the p-dimensional submanifold Ξ(Mn) of Rp. By putting
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xA(qb) := XA(q) with q = Q↓Mn , a coordinate transformation from {qb, qU} into
{XA} is given as
XA(qb, qU) = xA(qb) +
p∑
U=n+1
qUNA
U
(qb), A = 1, . . . , p. (2.1)
Hereafter we utilize the notation of indices as follows:
1) small Latin indices a, b, . . . run from 1 to n, and are used to represent
components of curvilinear coordinates on Mn;
2) Greek indices run from 1 to p, and are used to unify two sets {qb} and {qU}
by writing the union as {qβ};
3) the final part of capital letters U , V , . . . run from n + 1 to p;
4) the first part of capital letters A, B, . . . run from 1 to p, and represent the
vector property in the Euclidean space Rp.
For simplicity, we omit symbols of summation, say
∑p
U=n+1 for a dummy index
U ; we identify each point in Ξ(Mn) with its local curvilinear-coordinates {qβ} and
write Q = (qβ) = (qb, qU), q = (qb) = Q↓Mn and so on.
We define vector fields B˜β (β = 1, . . . , p) and ~Bb (b = 1, . . . , n) on Ξ(M
n) as
B˜ Aβ (Q) :=
∂XA(Q)
∂qβ
, B Ab (q) :=
∂xA(q)
∂qb
, q = Q↓Mn (2.2)
The vectors ~Bb(q) := (B
A
b (q)) (b=1, . . . n) in R
p are tangent to Mn at a point
(xA(q)) ∈Mn ⊂ Ξ(Mn). Components of B˜β(Q) are explicitly written as
B˜ Ab (Q) = B
A
b (q) + q
W∂bN
A
W
(q), B˜ A
U
(Q) = NA
U
(q). (2.3)
The metric tensor on Ξ(Mn) ⊂ Rp for the curvilinear coordinates {qβ}, which
8
we write as G˜αβ(Q), is given by
G˜αβ(Q) = B˜
A
α (Q)η
AD
B˜ Dβ (Q), (ηAD) = diag(+1, +1, · · · , +1). (2.4)
The metric tensor on Mn for the curvilinear coordinates {qb}, which we write as
gab, is given by
gab(q) = B
A
a (q)η
AD
B Db (q). (2.5)
The fundamental equations for B Ab and N
A
V
are23
∂aB
A
b = Γ
d
abB
A
d +HWabη
WUN A
U
, (2.6)
∂aN
A
V
= −H d
V a B
A
d − TVW ,aηWUN AU , (2.7)
where Γdab is Christoffel symbol constructed in terms of gab; HWab(q) = HWba(q)
(= H d
Wb (q) gda(q) ); TVW ,a(q) = −TWV ,a(q). Equations (2.6) and (2.7) are the
extended forms of generalized Frenet–Serret equations in the case of M1 ⊂ Rp to
the present case of Mn ⊂ Rp.(See Appendix B.)
2.2. Structure of the metric G˜αβ
By substituting (2.3) into (2.4) and taking account of (2.7), concrete form of G˜αβ
is given as follows: (
G˜αβ
)
=
(
G˜ab G˜aU
G˜V b G˜V U
)
(2.8)
with
G˜ab = λab + G˜aXη
XY G˜bY ,
λab : = gab − 2HWab qW + qXqYH eXa HY eb,
G˜aU = G˜Ua = TUX,a q
X , G˜V U = η
V U
.
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Since (G˜αβ) is symmetric and G˜V U = η
V U
, the inverse (G˜αβ) is given as follows:
(
G˜αβ
)
=
(
G˜ab G˜aU
G˜V b G˜V U
)
(2.9)
with
G˜ab = λab, λabλbd = δ
a
d,
G˜aU = G˜Ua = −λadTXW ,d qWηXU ,
G˜V U = ηV U + ηVXTXW ,b q
WλbdTY Z,d q
ZηY U .
The above expressions of G˜αβ and G˜
αβ are obtained with no approximation.10,22
If we take the thin-layer approximation,9 i.e.,
ǫH :=
∑
a,b
|HUab qU | ≪ 1 and ǫT :=
∑
b,U
∣∣TUV ,b qV ∣∣≪ 1, (2.10)
we obtain
λbd = gbd + 2H bd
V
qV + 3H b
V aH
ad
W
qV qW +O[(ǫH + ǫT )3]. (2.11)
The integrability condition ∂a∂bB
A
c = ∂b∂aB
A
c leads to the curvature tensor
on Mn expressed in terms of HV ab;
Rab,cd : = gae(∂cΓ
e
db − ∂dΓecb + ΓecfΓfdb − ΓedfΓfcb)
= η
AB
(HAacH
B
bd −HAadHBbc)
(2.12)
with HAab := HV ab η
VWN A
W
(Euler–Schouten tensor23); hence, Ricci tensor and the
scalar curvature are respectively given by
Rbc = g
adRab,cd = η
AB
(HA db H
B
dc −HA dd HBbc), (2.13)
R = gbcRbc = η
AB
(HA db H
B b
d −HA bb HB dd ). (2.14)
(The sign of R for a sphere becomes negative in the present definition.)
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Similarly, the integrability condition ∂a∂bN
A
V
− ∂b∂aN AV = 0 leads to
−∂dH bV a + ∂aH bV d −H cV a Γbdc +H cV d Γbac
+H b
Xd η
XWTVW ,a −H bXa ηXWTVW ,d = 0,
(2.15)
Rda,VW :=− ∂dTVW ,a + ∂aTVW ,d + TXV ,d ηXYTYW ,a − TXV ,a ηXY TYW ,d
=−H b
V d HWba +H
b
V a HWbd.
(2.16)
We define the extrinsic mean curvature H 23,24 by
H :=
1
n
[
H b
Ub η
UVH d
V d
]1/2
, (2.17)
then the scalar curvature R, (2.14), is rewritten as
R = HA db ηABH
B b
d − n2H2. (2.18)
The meaning ofH is seen when we notice thatH is equal to the curvature appearing
in Frenet–Serret equation in the case of M1 ⊂ R3 and that H is equal to the
magnitude of the mean curvature vector
(
H
A
)
defined by
H
A
:=
1
n
n∑
f=1
HA bd v
b
(f) v
d
(f). (2.19)
Here, {∑d vd(1)(q)(∂/∂qd)q, . . . ,∑d vd(n)(q)(∂/∂qd)q} is a set of unit tangent vectors
at a point q in Mn that are orthogonal to each other, i.e.,
gbd v
b
(f) v
d
(e) = ηfe. (2.20)
In fact, since
∑
f v
b
(f)v
d
(f) = g
bd, we have
H
A
=
1
n
HA bdg
bd =
1
n
HA bb ;
consequently, [
H
A
η
AB
H
B
]1/2
= H. (2.21)
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2.3. Canonical quantization
Let us consider a particle (with its mass = 1) inRp, the motion of which is confined
in a neighbourhood of Mn in the presence of some potential V (XA). By denoting
its kinetic energy by K˜, the Lagrangian is given as
L = K˜ − V (XA). (2.22)
In order to investigate the quantum-mechanical structure of the kinetic energy
K˜ :=
1
2
X˙Aη
AB
X˙B
(
with X˙A =
dXA
dτ
)
, (2.23)
expressed in terms of the qβ-variables, we adopt the quantization procedure devel-
oped in Refs. 25, 26, which is consistent if the curvilinear coordinates {qβ} can
be transformed into the Euclidean coordinates (hence the curvature R˜ vanishes)
and the metric tensor is q˙β-independent as in the present case. By employing this
procedure which enables us to treat coordinate transformations algebraically, we
can perform all calculations in the operator formalism quantum-mechanically from
the outset without recourse to the differential operator representation of momenta,
and obtain the kinetic term (2.23) expressed in terms of operators of curvilinear co-
ordinates and their conjugate momenta. In the following, we denote a symmetrized
product of quantum-mechanical dynamical variables A and B by 〈A,B〉, i.e.,
〈A,B〉 := 1
2
(AB +BA).
We assume
[qβ, q˙δ] = ih¯fβδ(qγ), [qβ, qδ] = 0, (2.24)
where fβδ is a function of only qγ ’s and not of q˙γ ’s. The time derivative of XA(qγ)
12
is defined as25,26
X˙A(qγ) := 〈B˜Aα(qγ), q˙α〉. (2.25)
This definition ensures the hermiticity and the quantum-mechanical covariance.27
The momentum operator PA, conjugate to X
A, is given by
PA =
∂L
∂X˙A
= 〈η
AB
B˜ Bβ , q˙
β〉. (2.26)
As explained shortly in Appendix A, we see
fαβ(qγ) = G˜αβ(qγ) ⇐⇒ [XA, PB] = ih¯δAB. (2.27)
The momentum operator pβ, conjugate to q
β , is written with use of (A.3) in Ap-
pendix A as
pβ :=
∂L
∂q˙β
= 〈η
AB
B˜Aβ , 〈B˜Bα , q˙α〉〉 = 〈G˜βα, q˙α〉. (2.28)
From (2.28) we obtain due to the first relation of (2.27)
[qα, pβ] = ih¯δ
α
β . (2.29)
pα is reexpressed as
pα = 〈B˜ Aα , PA〉. (2.30)
From the explanation in Appendix A, we see
[PA, PB] = 0 ⇐⇒ [pα, pβ] = 0 ⇐⇒ Fαβ = 0 (2.31)
under the integrability condition
∂β∂αX
A − ∂α∂βXB = 0. (2.32)
Here Fαβ is defined by Eq. (A.6).27,28 (Note that in Ref. 28 the covariance under
the general coordinate transformation is not fully taken into account.) Thus we saw
that under the assumptions (2.25) and (2.24) with the choice fαβ(qγ) = G˜αβ(qγ),
the canonical commutation relations among {qβ, pβ ; β = 1, . . . , p} are equivalent
to those among {XA, PA; A = 1, . . . , p}.
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2.4. Structure of kinetic energy operator
It is easy to see the kinetic energy K˜ , Eq. (2.23), is rewritten quantum-mechanically
in the covariant form as
K˜ =
1
2
pαG˜
αβpβ − 1
2
h¯2Y˜ (qγ)
=
1
2
G˜−1/4pαG˜
1/2G˜αβpβG˜
−1/4,
(2.33)
where
Y˜ (qγ) := −1
2
∂α(G˜
αβΓ˜β)− 1
4
G˜αβΓ˜αΓ˜β; (2.34)
Γ˜α :=Γ˜
β
αβ = (∂αG˜ρλ)G˜
ρλ/2 = ∂αG˜/(2G˜);
G˜ :=
∣∣∣detG˜αβ∣∣∣ .
By noting
G˜ =
∣∣∣det(λab)det(η
UW
)
∣∣∣ = det(λab) =: λ, (2.35)
and the structure of (G˜αβ) given by (2.9), we obtain
K˜ =
1
2
λ−1/4πaλ
1/2λabπbλ
−1/4 +
1
2
λ−1/4pVλ
1/2ηVWpWλ
−1/4. (2.36)
Here, πa is defined as
πa := pa +
1
2
TVW ,aL
VW , (2.37)
LVW := qV ηWXpX − qWηVXpX . (2.38)
The operator LVW satisfies the commutation relation
[LVX , LWY ] = ih¯(ηVWLXY + ηXYLVW − ηV YLXW − ηXWLV Y ). (2.39)
In Sec. 6, in connection with the generalization to the case of Mn ⊂ Mp, we give
a simple explanation why K˜ reduces to the form (2.36).
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In the thin-layer approximation (2.10), we obtain
K˜
thin−→
layer
K∗ = K +
1
2
pV η
VWpW +∆V
∗, (2.40)
where
K :=
1
2
g−1/4πag
1/2gabπbg
−1/4, g := |det(gab)|, (2.41)
∆V ∗ =
h¯2
2
[
−1
2
H b
Ua η
UVH a
V b +
1
4
n2H2
]
=
h¯2
2
[
−R
2
− 1
4
n2H2
]
; (2.42)
H is the extrinsic mean curvature defined by (2.17). Note that we have
∆V ∗ = − h¯
2
2
(
Y˜ (q, qU)− Y (q)
)
thin layer
, (2.43)
where Y (q) is the quantity corresponding to (2.34) constructed in terms of gab and
rewritten as
Y (q) = −1
4
(
R + gabΓeadΓ
d
be − ∂a∂bgab
)
; (2.44)
K, (2.41), can be expressed as
K =
1
2
πag
abπb − h¯
2
2
Y (q). (2.45)
As to the so-called quantum potential ∆V ∗, its form in the confining approach
has been considered by many authors,24,29 and compared with the corresponding
form obtained in accordance with the Dirac approach to constrained dynamical
systems.30 An interesting view on ∆V ∗ including the extrinsic quantity together
with the intrinsic curvature is found in Maraner’s paper.11
The form of the effective kinetic term (2.41) on Mn suggests existence of a
certain gauge structure whose gauge potential is 12TVW ,aL
VW (see (2.37)), caused
by the ‘off-diagonal’ elements G˜αU and G˜
αU of the metric tensor G˜αβ and G˜
αβ . We
examine further details of such a gauge structure in the following subsection.
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2.5. Properties of TVW ,a
Utilizing the commutation relation (2.39) and the definition of Rab,VW (2.16), we
obtain22
[πa, πb] =
ih¯
2
Rab,VWL
VW . (2.46)
This is analogous to the familiar case of a charged-particle motion in R3 under the
influence of magnetic field ~H , where we have
[πj , πk] = ih¯
e
c
Fjk; (2.47)
πj = pj − ecAj , j = 1, 2, 3; Fjk = ǫjklH l. Also, in non-Abelian gauge theories, we
have
[πm, πn] = ih¯
g
2
Wmn,jkG
jk; (2.48)
πm = pm +
g
2
Ajk,mG
jk,
Wmn,jk = −∂mAjk,n + ∂nAjk,m + g
(
Aij,m η
ilAlk,n −Aij,n ηilAlk,m
)
;
Gjk’s are generators of the relevant gauge group that satisfy the same commutation
relations as (2.39). Thus we see that
TVW ,a = N
A
V
η
AB
∂aN
B
W
(2.49)
has a complete analogy to the gauge potential, and its various aspects will be
explored in the following in the context different from that of Maraner.11
We take the total Hamiltonian
H˜ = K˜ + V, (2.50)
where K˜ is defined as (2.33), and V includes a confining potential part responsible
to confining the particle motion in the neighbourhood of Mn, and assume H˜ is
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invariant under the rotation of a set of { ~Nn+1, . . . , ~Np} such as
N ′
A
V
(q) = N A
W
(q)ΛW
V
(q), ΛX
W
η
XY
ΛY
V
= η
WV
. (2.51)
Then, TWV ,b(q) is transformed under the SO(p− n) rotation as
TWV ,b = N
A
W
η
AB
∂bN
B
V
7−→ T ′WV ,b = (Λ−1) XW TXY ,bΛYV + (Λ−1) XW η
XY
∂bΛ
Y
V
. (2.52)
(For clarity, here we wrote the inverse matrix of Λ = (ΛX
Y
) as Λ−1 = ((Λ−1) X
Y
).)
Thus, we can say that the quantity TWV ,b is a gauge potential and the N -connection
emerges. In Ref. 9, we have illustrated through a simple example how the gauge
structure appears in the effective Hamiltonian in Schro¨dinger equation for the par-
ticle motion in Mn, where some degeneracy of states in the qU-space is assumed in
order to obtain a set of suitable representations of {TVW ,bLVW}. More general case,
where the full SO(p−n) symmetry does not hold, are considered by Maraner.10,11
Although TVW ,b cannot be eliminated generally over the whole range of M
n,
it is important to examine how a nontrivial global effect, called the geometry-
induced Aharonov–Bohm effect by Takagi and Tanzawa,8 is brought about.
Maraner11 has shown that, applying the present formalism to polyatomic mole-
cules with approximately rigid configurations, Abelian and non-Abelian mono-
pole-like structures are found. Here it should be noted that, in the M1 case, the
field strength Rab,VW appearing in (2.46) vanishes identically even when TVW ,a is
not equal to zero, while the nontrivial global contribution due to the N -connection,
i.e., TVW ,a, is expected to exist, as noted by Takagi and Tanzawa.
8 In the following
section we examine details of the gauge structure of M1 case to see how nontrivial
phase effects appear.
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3. Global Aspects of Geometrically Induced Gauge Structure
3.1. The Case of M1 ⊂ Rp with p ≥ 3
As will be explained in the following, TWV ,b is eliminated locally; thus it is necessary
for us to examine the global structure brought about by TWV ,b in order to see
physical effects due to the geometrically induced gauge.31 In this connection, Takagi
and Tanzawa8 pointed out, in the case of a thin tube embedded in R3, that a
nonvanishing AB type effect arises when
l∫
0
τ(q) dq 6= 0. (3.1)
Here the parameter q specifies a point on a center curve M1 of the thin tube (i.e.,
q = q1 in accordance with our present use of symbols); l is the length of this closed
curve, where 0 ≤ q ≤ l; τ is the torsion in Frenet–Serret equations ofM1 ⊂ R3 (See
Eq. (3.8).). Remembering, however, the remark given at the end of the last section,
it seems necessary for us to investigate the logical structure of (3.1). Indeed, we
will see in the following two subsections that the condition for the curve M1 to be
closed in the real space is not always necessary in order to obtain a geometrically
induced phase such as (3.1). With the aim of exploring the situation further, we
first examine the general case M1 ⊂ Rp with p ≥ 3 as follows.
The fundamental equations for M1 embedded in Rp are, from (2.6) and (2.7),
written as
d
dq1
~B1 =
p∑
W=2
hW ~NW , (3.2)
d
dq1
~NV = −hV ~B1 +
p∑
W=2
~NWTWV ,1, (3.3)
where hW :=H
1
W1 ; the arrow represents the vector property in R
p. In the present
and the following two subsections, the coordinate q1 is simply written as q which
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is taken to be the length on the curve M1, that is, ~B1 is a unit vector tangent to
M1. (3.2) and (3.3) are expressed in the form, similar to Frenet–Serret equations
(B.11) given in Appendix B, as
d
dq
( ~B1 ~N2 · · · ~Np) = ( ~B1 ~N2 · · · ~Np)

0 −h2 −h3 · · · −hp
h2
h3 T
...
hp

(3.4)
with
T :=
 TVW ,1
 , (V,W = 2, . . . , p). (3.5)
Here, at each point q ∈M1 a set of normal vectors { ~N2, . . . , ~Np} is chosen so that
it is related with another set {~n2, . . . , ~np} defined in Appendix B by an orthogonal
transformation Λ(q) ∈ SO(p− 1);
( ~N2 · · · ~Np) = (~n2 · · · ~np)Λ with ΛT = Λ−1. (3.6)
Comparing (3.4) with (B.11), we obtain
hU = κ1Λ
2
U
, U = 2, . . . , p, (3.7)
T = ΛT
◦
TΛ + ΛT
dΛ
dq
, (3.8)
From (3.7) ( or by substituting (3.2) into the definition of κ1, i.e, Eq.(B.1)), we
have
κ1 =
[
p∑
U=2
(hU)
2
]1/2
, (3.9)
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and (3.8) leads to (
T − ΛT dΛ
dq
)2
= ΛT
(
◦
T
)2
Λ. (3.10)
Taking the traces of the both sides of (3.10) and using the anti-symmetry property
of T − ΛTdΛ/dq, we obtain
p−1∑
U=2
(κU)
2 =
p∑
U,W=2
U>W
[(
T − ΛT dΛ
dq
)
UW
]2
. (3.11)
From (3.11) we see that we can eliminate the gauge potential T = (TVW ,1)
everywhere along M1 by choosing a “gauge” Λ, if and only if the “torsion” τ
defined by
τ :=
[
p−1∑
U=2
(κU)
2
]1/2
(3.12)
vanishes everywhere along M1.
In the case of M1 ⊂ R3, we obtain from (3.8)
ω = τ − dθ
dq
, (3.13)
where ω := −T23,1 and we take Λ as
Λ =
(
cos θ sin θ
− sin θ cos θ
)
for ( ~N2, ~N3) = (~n2, ~n3)Λ. (3.14)
Takagi and Tanzawa8 considered the case of a closed curve M1 in the real space
R3. Consider a classical motion of a particle, where a point ~x(q1) representing a
particle position in R3 moves along a closed smooth curve; at the initial point we
take θ(q0) = 0, i.e., ( ~N2(q0), ~N3(q0)) = (~n2(q0), ~n3(q0)). When the particle returns
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back to the initial point, in the parallel transport8,32,33 with ω taken to be equal
to 0, we obtain
θ(q0 + l) =
l∫
0
dq τ(q), (3.15)
which means that ( ~N2(q0+ l), ~N3(q0+ l)) does not always coincide with the initial
set generally and differs by the rotation angle given by (3.15). Here it is to be
remembered that, in the case of M1 ⊂ R3, τ(q) is nonnegative by definition and
the Frenet–Serret equations are consistent with the right-handed triad { ~B1, ~n2, ~n3};
~n3 = ~B1 × ~n2.(See Appendix B.)
The corresponding situation in quantum mechanics is as follows.8,9 When we
consider the Schro¨dinger equation for a particle on M1, where the effective Hamil-
tonian on M1 is the one obtained through the thin-tube approximation, the elim-
ination of the gauge term appearing in the momentum operator (2.37) (with the
expectation value of LVW with respect to the wave function of the normal coordi-
nates {qU}) causes a phase change of the Schro¨dinger wave function on M1. This
change gives rise to a nonvanishing AB-like effect when τ(q) satisfies (3.1).
Here we have to remember the remark given at the end of Sec. 2. In order
to reconcile the vanishing Rab,VW in M
1 case with the expected nonvanishing AB-
like effect (3.15), we have to notice that the condition for M1 to be closed is too
stringent. In the next section, we see that it is enough to assume a closed property
of the vector ~B1 in a parameter space in order to obtain the geometrically induced
phase (3.1). Through such a consideration, the relation to the monopole gauge
field as well as the Berry phase will be made clear.
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3.2. Monopole with a unit strength in the parameter space of
~B1(q
1)
With the aim of examining the problem mentioned above, we make the 3-dimen-
sional vector ~B(q) := ~B1(q
1) correspond to a point particle on a unit sphere S2(Gauss).
This induces the mapping ofM1 onto a curve C ~B on S
2
(Gauss)
. Such a correspondence
M1 7−→ C ~B is a kind of so-called Gauss’ spherical map.15 We use the symbolR3(Gauss)
to represent the 3-dimensional Euclidean space with the origin common to S2
(Gauss)
.
We consider a particle which moves through a distance l along a curve M1
embedded in R3 and, correspondingly, ~B is assumed to return back to the starting
point on S2
(Gauss)
after following a simple closed loop C ~B. In accordance with the
Gauss–Bonnet theorem15 explained shortly in Appendix C, the solid angle Ω ~B
spanned by C ~B is given by
|Ω ~B| ≡
l∫
0
τ(q) dq ( mod 2π). (3.16)
When the curve is smooth, Ω ~B is equal to the following surface integral over the
region S ~B on S
2
(Gauss)
enclosed by C ~B (i.e., ∂S ~B = C ~B):
Ω ~B =
∫
S~B
d~σ · ~B′ =
∫
S~B
d~σ · rot ~A with rot ~A = ~r/|~r|. (3.17)
Here, the integrand ~B′ represents a unit vector corresponding to a point on S ~B,
and ~A is the vector field expressed as
~A(~r) =
±1
r(r ± z)
−yx
0
 , (3.18)
where the negative (positive) z-axis of the space R3
(Gauss)
does not pass through
S ~B; ~r = (x, y, z) is a position vector in R
3
(Gauss)
. This ~A(~r) is the vector potential
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generated by a monopole with the unit strength situated at the origin of R3
(Gauss)
.34
Thus we see that the phase change of the Schro¨dinger wave function, when a
particle moves along M1 (with the nonvanishing torsion) over a distance l, is
intimately connected, through the relations (3.15), (3.16) and (3.17), with the
tangential line integral of the monopole vector potential ~A along C ~B drawn by
~B
in R3
(Gauss)
.
The present problem concerning the motion of the vector ~B in R3(Gauss) has the
same structure as that investigated by Kugler and Shtrikman,32 who suggested a
classical analogue to Berry’s phase.14 They considered a 2-dimensional plane P
with its normal ~B; a particle undergoes a cylindrically symmetric potential on the
plane, on which the particle motion is constrained. Those authors examined the
motion of the particle on that plane P when an external force changes ~B slowly
along a closed path, so that ~B returns back to its initial place; thus, evidently
they are lead to the same problem of the motion of ~B as ours. Indeed, they
gave Eqs.(3.15) and (3.16), and mentioned that in many cases the angle θ(q0 + l)
coincides with the Hannay angle.35,14
3.3. The case of M1 to be a helix
Let us examine a helical tube around a cylinder. This tube has a straight circular
cross section with its radius d, and has a central curve M1 which is a helix with a
constant gradient of angle β (0 < β < π2 ) around a cylinder with radius ρ. A point
on the cylinder is represented by
~x(ϕ, z) = (ρ cosϕ, ρ sinϕ, z). (3.19)
A parameter q is so chosen as to be a length of the helix, and we write
q = ρ · ϕ/ cosβ = z/ sin β. (3.20)
We are easy to write explicitly the curvature κ(q) and the torsion τ(q) appearing in
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the Frenet–Serret equations (see (C.1) in Appendix C) for the triad { ~B(q), ~n2(q), ~n3(q)};
~B(q)
~n2(q)
~n3(q)
 =
 (− cos β sinϕ, cos β cosϕ, sin β)(− cosϕ, − sinϕ, 0)
(sin β sinϕ, − sin β cosϕ, cos β)
 ; (3.21)
κ and τ are given by
κ(q) = cos2 β/ρ, τ(q) = cos β sin β/ρ. (3.22)
When a point on the helix M1, e.g., P0(q = 0), moves along M
1 to the point
P ′0(q = 2πρ/ cos β), the vector
~B draws a closed circle C ~B on the unit sphere
S2
(Gauss)
. (See Fig. 2.)
Fig. 2
The relation (C.5) on the unit sphere S2
(Gauss)
obtained from the Gauss–Bonnet
theorem15 is
Ω ~B +
∫
P0→P ′0
τ(q)dq = 2π. (3.23)
(The r. h. s. is taken to be equal to 2π, because C ~B tends continuously to a small
circle when the angle β approaches to π/2 from below.) Since
Ω ~B = 2π(1− sin β), (3.24)
∫
P0→P ′0
τ(q)dq =
2π∫
0
cos β sin β
ρ
ρ
cos β
dϕ = 2π sin β, (3.25)
we see the relation (3.23) certainly holds.
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Here a remark is given on the vector potential ~A(~x) in R3, the integral of which
along the helix leads to the integral such as (3.25). The condition to be satisfied
by ~A(~x) is
~B(q) ~A(~x(q)) = τ(q) (3.26)
with ~x(q) given by (3.19) together with (3.20). Meanwhile, the vector potential
due to an infinite solenoid along the z-axis and with radius r0 is
~Asole(~x) =

Φ
2π
(− y
r2
,
x
r2
, 0) for r > r0,
Φ
2πr20
(−y, x, 0) for r0 ≥ r ≥ 0;
(3.27)
thus, by taking Φ = 2π sin β, on the cylinder surface (with ρ > r0) we obtain
~Asole(~x(q)) =
sin β
ρ
(− sinϕ, cosϕ, 0) (3.28)
which satisfies (3.26). Therefore, the geometrically induced gauge potential leads
to an effect equivalent to that caused by the above vector potential in R3, in which
the particle path lies; in this sense, the effect due to the former gauge structure
may be called the geometrically induced AB effect.8
The kinetic part of the Hamiltonian in the thin-tube approximation K∗ is,
from (2.40), written as
K∗ =
1
2
pV η
VWpW +K(τ) +∆V
∗, (3.29)
where
K(τ) :=
1
2
(
p1 − τ(q)L23
)2
, (3.30)
∆V ∗(q) = − h¯
2
8
κ(q)2. (3.31)
When the total wave function Ψ(q, qU) for a scalar particle is assumed to be written
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as a separate form
Ψ(q, qU) = Φ(q) · f(qU) (3.32)
with f(qU) to be the eigenfunction of L23
L23f(qU) = h¯mf(qU), m ∈ Z, (3.33)
we can write K(τ) effectively as
Keff(τ) =
1
2
(p1 − h¯mτ(q))2 . (3.34)
The Schro¨dinger equation for Φ(q, t) is effectively written as
ih¯
∂Φ(q, t)
∂t
= HeffΦ(q, t),
Heff = Keff(τ) +∆V
∗ + h,
(3.35)
where h represents a term determined in accordance with the confining poten-
tial.29
We can eliminate the gauge term h¯mτ by changing the phase of the wave
function Φ(q) as
Φ(q) =
exp
im q∫
q0
τ(t)dt
Φ0(q), (3.36)
where Φ0(q) satisfies the Schro¨dinger equation (3.35) without the gauge term. In
the helix case, by taking q0 = 0 and q = 2πρ/ cos β we obtain the phase factor in
(3.36) as
∆Θ(P0 → P ′0) := m
2πρ/ cosβ∫
0
dq
cos β sin β
ρ
= 2π(sin β) m, (3.37)
which is equal to ±π for m = ±1 and β = π/6.
∆θ(P0 → P ′0) := ∆Θ(P0 → P ′0)/m ( when m 6= 0), (3.38)
is the rotation angle of the frame { ~N2, ~N3} relative to {~n2, ~n3} for the parallel
transport from the point P0 to the point P
′
0.
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The mathematical structure of the geometrically induced phase of the helix
is similar to that in rotation of photon polarization in a helically wound optical
fiber.36,14 It is a problem to reconsider the connection of this experiment and our
geometrically induced gauge structure, which is left as one of future tasks.
4. Relation of the N -Connection to
the Induced Gauge Field on a Sphere
In this section we investigate, in the case of M1 ⊂ Rp with p ≥ 3, through the
Gauss mapping of the vector ~B1(q
1) the relation of the N -connection to the induced
gauge field on Sp−1 found by Ohnuki and Kitakado19. Further we note this induced
gauge field coincides with the spin-connection on Sp−1, so that the spin-connection
has a monopole-like structure on Sp−1.
4.1. Form of the Wigner rotation in the defining representation
Let us consider the Gauss mapping of ~B1, tangent toM
1 ⊂ Rp, and express it after
mapping with the same symbol as ~B1(y). Here y is a point on S
p−1
(Gauss) (⊂ Rp(Gauss)).
Similarly, the normal vectors ~NU (U = 2, . . . p) are mapped into the vectors ~NU(y)
(U = 2, . . . p), which construct a basis for the tangent space TyS
p−1
(Gauss) at y. The
vector ~B1(y), normal to TyS
p−1
(Gauss), is written as
~B1(y) =

y1/r
y2/r
...
yp/r
 with r =
√
~y · ~y, (4.1)
and satisfies together with { ~NU(y) ; U = 2, . . . p} the orthonormality and the
completeness conditions. In (4.1) we take r 6≡ 1 for the later convenience, in other
words, every point on Sp−1(Gauss) with its radius unity is assumed to be transformed
along the radius to a corresponding point on Sp−1(Gauss) with its radius r 6≡ 1.
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With the aim of obtaining the induced gauge field on Sp−1, Ohnuki and
Kitakado19 examined the Wigner rotation,37 i.e., the representation of
λy := α
−1
y ραρ−1y for ∀ρ ∈ SO(p) and y ∈ Rp. (4.2)
Here, αy ∈ SO(p) is the “boost” transformation, satisfying
y = αy
◦
y with
◦
y =

r
0
...
0
 ∈ Rp. (4.3)
The set of λy’s (y ∈ Sp−1(r) ⊂ Rp) forms an isotropy group (or the little group37
according to the Wigner’s terminology);
H(
◦
y ) :=
{
λy
∣∣ λy ∈ SO(p), λy ◦y = ◦y} . (4.4)
In order to obtain the representation of λy, Ohnuki and Kitakado
19 set about their
consideration by employing the Clifford algebra of order p. For our present purpose,
however, it will be seen to be convenient to begin with the defining representation.
We write the matrix ρ for the infinitesimal SO(p)-transformation y 7→ y′ = ρy
as
ρ = I +
i
2
p∑
G,H=1
ωGHSGH (4.5)
with
(SGH)
A
B
= i
(
−δA
G
η
HB
+ η
GB
δA
H
)
. (4.6)
Here and in the following, the symbol
∑p
G,H=1 is omitted for dummy indices. Any
αy in the defining representation is represented by employing an arbitrary set of
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the basis vectors { ~NU(y) ; U = 2, . . . , p} of TySp−1(Gauss) as
αy = ((αy)
D
E
) =
(
~B1(y), ~N2(y), · · · , ~Np(y)
)
, (4.7)
since (4.7) satisfies the conditions for αy, i.e., (i) y = αy
◦
y ((4.3)) as well as
(ii) (αy)
D
A
η
DE
(αy)
E
B
= η
AB
, (4.8)
(iii) (αy)
D
A
ηAB (αy)
E
B
= ηDE. (4.9)
By using (4.5) and (4.7), we can obtain
λy = I +
i
2
ωGH

0 0 · · · 0
0
... ~NU(y) ·DGH(y) ~NV (y)
0
 (4.10)
with
DGH(y) := −iyE(η
EG
∂
H
− η
EH
∂
G
) + SGH . (4.11)
4.2. The gauge field induced on Sp−1 and N-connection
Following Ohnuki and Kitakado,19 we write
λy = I +
i
2
ωGHfGH(y) = I + iAB(y)(∆y)
B, (4.12)
where (∆y)B := i2ω
GH(SGH)
B
D
yD = 12ω
GH(δB
G
η
HE
−δB
H
η
GE
)yE. This AB is the induced
gauge field appearing in the combination pB −AB in the Hamiltonian operator.19.
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We obtain for ∀y in Sp−1(Gauss)
AB(y)dy
B =AB(y)
(
δB
G
− 1
r2
yBη
GE
yE
)
dyG
=
1
r2
fGH(y)y
HdyG
=
1
r2
dyG

0 0 · · · 0
0
... ~NU(y) ·DGH(y) ~NV (y)yH
0

=

0 0 · · · 0
0
... i ~NU(y) · ∂B ~NV (y)
0

(
δB
G
− 1
r2
yBη
GE
yE
)
dyG,
(4.13)
from which we have effectively
(AB(y))UV dy
B = i ~NU · ∂B ~NV (y)dyB. (U, V = 2, . . . p) (4.14)
By using a set of curvilinear coordinates {uj ; j = 2, 3, . . . , p} on Sp−1(Gauss) ⊂ Rp(Gauss),
we express yA as a function of uj ’s; yA = yA(u). Then, (4.14) leads to
(AB(y))UV dy
B = itUV ,j(u)du
j (4.15)
with
tUV ,j(u) := ~NU(y(u)) · ∂
∂uj
~NV (y(u)). (4.16)
The N -connection TUV ,1(q
1) of M1 in the original space Rp is given as a pull-back
of the H-connection (the canonical connection of the second kind) tUV ,j of S
p−1
(Gauss)
by the Gauss mapping, i.e.,
tUV ,j(u) = TUV ,1(q
1)
dq1
ds
ds
duj
, (4.17)
where the parameters q1 and sr are taken to be the lengths along M1 and C ~B (on
S
p−1
(Gauss)), respectively. When ~B1 and ~NU ’s satisfy Eq. (B.11) and we take u
1 = sr,
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we have
◦
t UV ,j(u) =
◦
T UV ,1(q
1)
1
κ1r
δj,1
=
κV
κ1r
(
η
U,V+1
− η
U+1,V
)
δj,1.
(4.18)
In the case of p = 3, we obtain
◦
t 32,j(u) =
τ
κr
δj,1 =
1
κr
◦
T 32,1(q
1)δj,1, (4.19)
leading to the equation given by (C.6).
Next we give an explicit relation of the N -connection to the monopole-like
gauge field given in Ref. 19. In order to do this, we choose the concrete forms of
~NU ’s as (
~NV (y)
)
→
(
~nV (y)
)
= (nB
V
(y))
=
(
−δB1
yV
r
+ δB
W
(δW
V
− y
WyV
rρ+
)
)
=
(
−yV /r
δU
V
− yUyVrρ+
)
, ρ+ = r + x
1.
(4.20)
By the way, the choice of (4.20) is seen to correspond to αy determined by employ-
ing the spinor representation α
(OK)
y adopted in Ref. 19;
γA (y
′)A = γB (αy)
B
A
yA = α
(OK)
y γA y
A α
(OK)†
y (4.21)
for
α
(OK)
y :=
1√
2r
[√
ρ+ +
√
ρ−
yUγU
y⊥
γ1
]
, (4.22)
where γAγB + γBγA = 2η
AB
, ρ± = r ± y1, and
y⊥ =
(
yUη
UV
yV
)1/2
=
√
ρ+ρ−.
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By using (4.20), we obtain
TWV ,B(y) = ~NW · ∂B ~NV
=
{
0 (for B = 1 )
−1
rρ+
(
η
WU
η
VX
− η
V U
η
WX
)
yX (for B = U)
(4.23)
=
{
0 (for B = 1)
−i
rρ+
(sUX)WU y
X (for B = U)
; (4.24)
here,
(sUX)WV = i
(
−η
UW
η
XV
+ η
UV
η
XW
)
. (4.25)
sUX ’s satisfy the SO(p− 1)-algebra;[
s
UX
, s
WZ
]
= i
(
η
UW
s
XZ
+ η
XZ
s
UW
− η
UZ
s
XW
− η
XW
s
UZ
)
. (4.26)
Thus, from (4.14) the induced gauge field with the general representation of sUX
is given by
(AB(y)) =
(
0
1
rρ+
sUXy
X
)
. (4.27)
In the context of Sec. 2, the operator of the induced gauge field appears in the
kinetic operator in the form
−1
2
TWV ,BL
WV . (4.28)
In the Schro¨dinger equation, when the angular momentum operator LWV operates
on the wave function belonging to some irreducible representation specified by J ,
LWV is replaced by the matrix 〈J, α|LWV |J, β〉 ≡ (l(J)WV )αβ ; thus, the gauge field
appearing in the Hamiltonian of the Schro¨dinger equation is written as
(
(AB(y))αβ
)
=
(
−1
2
TWV ,B(l
(J)WV )αβ
)
=
(
0
1
rρ+
(
l
(J)
UX
)
αβ
yX
)
,
(4.29)
which is equivalent to (4.27).
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4.3. Spin-connection on Sp−1 and the induced gauge field
By employing a set of curvilinear coordinates {uj ; j = 2, . . . , p} defined in the
subsection 4.2, we define
F Aj (u) :=
∂yA
∂uj
, j = 2, 3, . . . , p. (4.30)
We have the two set of vectors (in Rp(Gauss)), {~Fj(u) ; j = 2, . . . , p} and { ~NU(y(u))
; U = 2, . . . , p}, both of which construct two kinds of bases for the tangent space
TyS
p−1
(Gauss). With respect to the suffix j, F
A
j behaves as a covariant vector under
the general coordinate transformation of uk and with respect to the suffix U , NA
U
behaves as a vector under orthogonal transformation on TyS
p−1
(Gauss).
These two kinds of vectors are related with each other by using the vielbein21,33
hUj as
F Aj = h
U
jN
A
U
, NA
U
= h j
U
F Aj. (4.31)
The induced metric on Sp−1(Gauss), fjk, is given by
fjk = F
A
jη
AB
F Bk = h
U
jη
UV
hVk. (4.32)
Let us examine the structure of the quantity tUV ,j , (4.16). By utilizing the first
fundamental equation of surfaces, (2.6), we have
∂jF
B
k =
(f)
ΓmjkF
B
m +H1jkB
B
1 , (4.33)
where
(f)
Γmjk is the Christoffel symbol constructed in term of fjk. Then we obtain
tUV ,j =
(
h l
U
F Al
)
η
AB
∂j
(
h k
V
F Bk
)
=hUk∂kh
k
V
+ hUm
(f)
Γmjkh
k
V
.
(4.34)
In accordance with the vielbein hypothesis,21,33 the total covariant derivative of
33
the vielbein vanishes;
0 = DjhUk = ∂jhUk + ωUV ,jhVk −
(f)
Γmkjh
U
m, (4.35)
where ωU
V ,j is the spin-connection.
21,33 (4.35) leads to
ωUV ,j = R.H.S. of (4.34) = tUV ,j . (4.36)
Thus we have proved the spin-connection on Sp−1(Gauss) coincides with the induced
gauge field tUV ,j , and has the monopole-like structure.
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5. Field Theory of Extended Object
The purpose of this section is to extend the formulation given in Sec. 2 to a
field theory, which allows a classical solution. Although we have to treat infinite-
dimensional manifolds on the contrary to the case considered in Sec. 2, it is to be
pointed out that essentially the same mathematical structures as those described
in Sec. 2 appear in the simple field theory examined below.
5.1. Model Lagrangian and field-operator expansion
We take the Lagrangian density expressed as
L(φ(x), ∂µφ(x)) = −1
2
∂µφ
A(x)η
AB
∂µφB(x)− V (φ(x)), (5.1)
where (xµ) is a space-time coordinate; its metric is Minkowskian η
µν
with (η
µν
) =
diag(−1, +1 , +1, · · ·): the index A of φA denotes the internal degrees of freedom;
η
AB
is the metric tensor in the internal space and assumed not to depend on φA,
∂µφ
A as well as (xµ). The potential V (φ(x)) is chosen so that a classical solution
φA0 (~x) exists.
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The field operator φB(~x, x0) is assumed to be expanded as 39−42
φB(~x, x0) = φB0 (~x, q
b(x0)) +
∞∑
U=n+1
φB
U
(~x, qb(x0))qU(x0). (5.2)
Here, {q1, . . . , qn} denotes a set of time-dependent parameters representing the col-
lective coordinates of the classical solution, such as the center-of-mass coordinates
of the soliton, the orientation of the internal space and so on; φB0 is the classical
soliton solution, satisfying
−~∇2xφB0 (~x, q) +
∂V
∂φA0 (~x, q)
ηAB = 0; (5.3)
∂φB0 (~x, q)/∂q
b satisfies[
−~∇2xδAD +
∂2V
∂φD0 (~x, q)∂φ
B
0 (~x, q)
ηAB
]
∂bφ
D
0 (~x, q) = 0, (5.4)
or by putting
GA
D
[φ0] :=
[
−~∇2xδAD + ηAB
∂2V
∂φD0 (~x, q)∂φ
B
0 (~x, q)
]
,
we can say that ∂bφ
D
0 is a zero mode solution for GAD[φ0]; φAU(~x, q)’s are nonzero
mode solutions for GA
D
[φ0], i.e.,
GA
D
[φ0]φ
D
U
=
[
−~∇2xδAD + ηAB
∂2V
∂φD0 (~x, q)∂φ
B
0 (~x, q)
]
φD
U
(~x, q) = ω2
U
φA
U
(~x, q) (5.5)
with ω2
U
> 0. Hereafter we write {~x, q} simply as {x, q}. φB
V
’s are orthogonal to
∂bφ
A
0 , and are taken to be normalized to unity, that is,∫
d~x∂bφ
B
0 (x, q)η
BD
φD
V
(x, q) = 0, (5.6)
∫
d~xφB
U
(x, q)η
BD
φD
V
(x, q) = η
UV
. (5.7)
The expression (5.2) with these two properties is completely analogous to (2.1).
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With the aim of making the analogy clearer, we write (5.2) as
φBx(x0) = φBx0 (q(x
0)) +N Bx
U
(q(x0)) qU(x0), (5.8)
and (5.6) and (5.7) as
B Bxb (q) ηBx,DyN
Dy
V
(q) = 0, (5.9)
N Bx
U
(q) η
Bx,Dy
N Dy
V
(q) = η
UV
, (5.10)
where η
Bx,Dy
= η
BD
δ(~x− ~y); BBxb (q)=∂bφBx0 (q). Thus we can think a set of the col-
lective coordinates {q1, . . . , qn} to correspond to a point inMn, which is embedded
in infinite-dimensional Euclidean space R∞, where we consider a kind of general
coordinate transformation from {φBx} to a set of the collective and the normal
coordinates {qb, qU ; b = 1, . . . , n, U = n + 1, . . .} with a common time-parameter
x0.
5.2. Basic relations and the metric
Various relations given in Sec. 2 remain to hold if the index A which has been used
to represent the vector property in Rp is changed to Ax. Form (2.6) and (2.7), we
see the fundamental equations for B Axb and N
Ax
V
are expressed as
∂aB
Ax
b (q) = Γ
d
ab(q)B
Ax
d (q) +HWab(q) η
WUN Ax
U
(q), (5.11)
∂aN
Ax
V
(q) = −B Axb (q)H bV a (q)− TVW ,a(q) ηWUN AxU (q). (5.12)
As in Sec. 2, we use qβ to denote a member of a coordinate set {qb, qU ; b =
36
1, . . . , n, U = n+ 1, . . .}. Defining
B˜ Axβ (q
δ) := ∂φAx/∂qβ , (5.13)
we have
B˜ Axb (q
δ) = B Axb (q) + ∂bN
Ax
V
(q) qV , (5.14)
B˜ Ax
U
(qδ) = N Ax
U
(q). (5.15)
A Riemannian metric on R∞ is given by
ds2 = dφBxη
Bx,Dy
dφDy = G˜αβ(q
δ)dqαdqβ (5.16)
with
G˜αβ(q
δ) := B˜ Axα (q
δ) η
Ax,By
B˜ Byβ (q
δ), (5.17)
similarly to (2.4). Meanwhile, the metric tensor on Mn is given, like (2.5), by
gab(q) = B
Ax
a (q) η
Ax,Dy
B Dyb (q). (5.18)
5.3. Canonical quantization and Hamiltonian operator
We follow the quantization procedure described in the subsection 2.3. The mo-
mentum operator PAx conjugate to φ
Ax is expressed as (cf. (2.26))
PAx =
∂L
∂φ˙Ax
= 〈∂αφByηBy,Ax, q˙α〉 = 〈η
Ax,By
B˜Byα , q˙
α〉, (5.19)
where φ˙Ax := ∂φAx/∂x0. By expressing the Lagrangian density (5.1) in terms of
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{qβ, q˙β}, we obtain the momentum pβ , conjugate to qβ, as (cf. (2.28))
pβ :=
∂L
∂q˙β
= 〈G˜βα, q˙α〉. (5.20)
By employing (5.19) and (5.20), we obtain (cf. (2.30))
PAx = 〈B˜δAx, pδ〉 with B˜δAx := η
Ax,By
B˜ Byβ G˜
βδ, (5.21)
under the assumption that [qα, q˙β] is a function of (qδ) and not of (q˙δ) (cf. (2.24)).
Similarly to the subsection 2.3, we obtain for the fundamental equal-time commu-
tators
[φAx, PBy] = ih¯δ
Ax
By ⇐⇒ [qα, q˙β] = ih¯G˜αβ(qδ) ⇐⇒ [qα, pβ] = ih¯δαβ . (5.22)
Under the condition [∂α, ∂β ]φ
Bx = 0,
[PAx, PBy] = 0 ⇐⇒ [pα, pβ] = 0 ⇐⇒ Fαβ(qδ) = 0. (5.23)
Here, Fαβ is defined in the same way as (A.6) in Appendix A.
Next we consider the Hamiltonian, defined by
H [φ, P ] := 〈PAx, φ˙Ax〉 −
∫
d~xL, (5.24)
where L is given by (5.1). H [φ, P ] is expressed as
H [φ, P ] =
1
2
PAxη
Ax,ByPBy +
1
2
(~∇φ)Axη
Ax,By
(~∇φ)By +
∫
V [φ]d~x. (5.25)
The first term in r.h.s. of (5.25), when expressed in terms of {qα, pα}-variables,
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has the same form as (2.36) and is reexpressed as
K˜ =
1
2
πaλ
abπb +
1
2
pV η
VWpW − h¯
2
2
Y˜ (qδ)
=
(
1
2
πaλ
abπb +
1
2
pV η
VWpW
)
Weyl
− h¯
2
2
[
Y˜ (qδ)− 1
4
∂α∂βG˜
αβ
]
,
(5.26)
where ‘Weyl’ means the Weyl-ordered product.41,43 By taking into consideration
that Y˜ has the form corresponding to (2.44), the last term is expressed as
− h¯
2
2
[
Y˜ (qδ)− 1
4
∂α∂βG˜
αβ
]
=
h¯2
8
[
R˜ + Γ˜δαγG˜
αβΓ˜γβδ
]
. (5.27)
(In the present case, R˜=0.)
5.4. Separation of the momentum operators corresponding to the
collective and the normal coordinates
We will examine the correspondence between the expressions in the present formu-
lation and those derived by Gervais and others.40,42
By utilizing the equality
B Axb g
bdB Byd +N
Ax
V
ηVWN By
W
= ηAx,By, (5.28)
one can separate PBx into two parts in the following way;
PBx = P0Bx + SBx (5.29)
with
P0Bx := 〈η
Bx,Dz
B Dzb g
bdB Ayd , PAy〉, (5.30)
SBx := 〈η
Bx,Dz
N Dz
V
ηVWN Ay
W
, PAy〉. (5.31)
Note that from pV = 〈B˜ AxV , PAx〉 = 〈N AxV , PAx〉, one obtains
SBx = 〈η
Bx,Ay
N Ay
V
ηVW , pW 〉. (5.32)
By employing (5.12)–(5.15) and remembering G˜bV = G˜V b = TV U,b q
U and G˜V U =
39
η
V U
( see (2.8)), one obtains
φ˙Bx(x0) =〈B˜ Bxβ , q˙β〉
=〈(δdb −H dV b qV )B Bxd , q˙b〉
− 〈TVW ,b qV ηWXN BxX , q˙b〉+ 〈N BxX ηXWη
WV
, q˙V 〉
=〈(δdb −H dV b qV )B Bxd , q˙b〉+ 〈N BxX ηXW G˜Wβ , q˙β〉;
(5.33)
the last term = 〈N Bx
V
ηVW , pW 〉 = ηBx,AySAy. (5.34)
Thus, P0Bx is expressed as
P0Bx =η
Bx,Ay
φ˙Ay − SBx
=〈η
Bx,Ay
(δdb −H dV b qV )B Ayd , q˙b〉,
(5.35)
which can be also confirmed directly from (5.30) by utilizing PAx = 〈B˜Byα η
By,Ax
,
q˙α〉, i.e., (5.19). We see P0Bx and SBx have the following properties:
〈N Bx
V
, P0Bx〉 = 0, 〈B Bxb , P0Bx〉 = 〈B Bxb , PBx〉, (5.36)
〈N Bx
V
, SBx〉 = N BxV SBx = pV , 〈B Bxb , SBx〉 = B Bxb SBx = 0. (5.37)
When we define χBx to be the normal-coordinate part of φBx, i.e.,
φBx = φBx0 + χ
Bx with χBx := NBx
V
qV , (5.38)
we obtain due to (5.9)
∂bφ
Bx
0 η
Bx,Dy
χDy = 0. (5.39)
Note that P0Bx and SBx are different from η
Bx,Ay
φ˙Ay0 and ηBx,Ayχ˙
Ay. In fact,
η
Bx,Ay
φ˙Ay0 = 〈ηBx,AyB
Ay
b , q˙
b〉 = P0Bx +∆Bx, (5.40)
η
Bx,Ay
χ˙Ay = 〈η
Bx,Ay
∂bN
Ay
V
qV , q˙b〉+ 〈η
Bx,Ay
N Ay
V
, q˙V 〉 = −∆Bx + SBx, (5.41)
where ∆Bx := η
Bx,Ay
〈H d
V b q
VB Ayd , q˙
b〉.
40
Now we can prove the important relation for the present consideration;
〈∂bφBx, SBx〉 = 〈∂bχBx, SBx〉 = −1
2
TWV ,b L
WV , (5.42)
because
l.h.s. =〈BBxb + ∂bNBxV qV , ηBx,AyN
Ay
W
ηWUpU〉
=0− 〈TVW ,b qV , ηWUpU〉 = −〈TVW ,b, 〈qV ηWX, pX〉〉
=
−1
2
〈TVW ,b, qV ηWXpX − qWηVXpX〉
=r.h.s. (Q.E.D.).
(5.43)
Therefore, the operator πa, appearing in (5.26), is expressed as
πb = pb − 〈∂bφBx, SBx〉. (5.44)
The classical form of this operator is the same as that given by Gervais and others40
in Hamiltonian for the path integral formula, which will be considered in the next
subsection.
5.5. Path integral formula
In order to obtain the action integral, we first examine the classical form of the
operator 〈PAx, φ˙Ax〉. In the c-number theory, we have due to (5.33) and (5.35)
P0Axφ˙
Ax = q˙b(δdb −H dV b qV )B Byd ηBy,Ax(δ
e
a −H eWa qW )B Axe q˙a
=q˙b(δdb −H dV b qV )gde(δea −H eWa qW )q˙a
=(pdG˜
db + pV G˜
V b)λba q˙
a;
(5.45)
by substituting as G˜db = λdb and G˜V b = −λbeTXW ,e qWηXV , (5.45) is written as
P0Ax φ˙
Ax =
(
pd +
1
2
TWX,dL
WX
)
q˙d = πd q˙
d
= (pd − (∂dχBy)SBy) q˙d.
(5.46)
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Meanwhile, SAxφ˙
Ax is written as
SAxφ˙
Ax = SAxφ˙
Ax
0 + SAxχ˙
Ax = SAxχ˙
Ax, (5.47)
which is reexpressed as
SAxφ˙
Ax = SAx
(
(∂bχ
Ax) q˙b +N Ax
V
q˙V
)
=
−1
2
TWV ,bL
WV q˙b + pV q˙
V .
(5.48)
Thus we obtain as the c-number relations
PAxφ˙
Ax = πdq˙
d + SAxχ˙
Ax (5.49)
= pdq˙
d + pV q˙
V , (5.50)
One can write the path-integral formula for the transition amplitude by em-
ploying a set of the canonical variables {pb, qb, pV , qV ; b = 1, . . . , n, V = n+1, . . .}
as integration parameters. The Hamiltonian utilized in the path-integral formula
is obtained from the Hamiltonian operator (5.25) with (5.26) by dropping Weyl in
(5.26).43 With the aim of comparing such a path-integral formula with that given
in Ref. 40 where parameters pa, q
b, SAx, χ
By are employed as integration param-
eters, we note the following point. First, remember SBx and χ
Bx are expressed
as
SBx = η
Bx,Ay
N Ay
V
ηVWpW =: N
W
BxpW , (5.51)
χBx = N Bx
V
qV . (5.52)
We cannot regard {pa, qb, SAx, χBy} as a coordinate system on the phase space
that is specified by the coordinate system {pa, qb, pV , qW}, because BAxb SAx = 0
and BAxb ηAx,Byχ
By = 0, i.e., SAx’s and χ
By’s are not independent on the phase space
42
respectively. (Compare this with the corresponding situation in the particle case.)
Hence, introducing two sets of new variables ub and v
b, b = 1, . . . , n, we extend
the phase space, and write
SBx = pWN
W
Bx + ubB
b
Bx, (5.53)
χBx = N Bx
V
qV +B Bxb v
b. (5.54)
Here Bb
Ax is defined by
Bb
Ax := g
bdη
Ax,By
B Byd . (5.55)
The original phase space is a subset specified by conditions ub=v
b=0, (b = 1, . . . , n)
in the extended phase space. The relations (5.53) and (5.54) are thought to lead
to a coordinate transformation
(pa, q
b, pV , q
W , uc, v
d) 7→ (pa, qb, SAx, χBy) (5.56)
on the extended phase space; this transformation is not canonical as explained in
Appendix D. We can see the transformation to be volume-preserving, i.e.,
∏
b
dpbdq
b
∏
V
dpV dq
V
∏
d
duddv
d =
∏
b
dpbdq
b
∏
Bx
dSBxdχ
Bx . (5.57)
By employing (D.3) in Appendix D, we obtain
∏
b
dpbdq
b
∏
V
dpV dq
V
∏
d
duddv
d δ(ud) δ(v
d)
=
∏
b
dpbdq
b
∏
Bx
dSBxdχ
Bx
∏
d
δ(B Ayd SAy) δ(B
d
Dz χ
Dz).
(5.58)
By noting that the c-number K˜ to be used at present is, due to (5.26), expressed
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as
K˜ =
1
2
πaλ
abπb +
1
2
SAxη
Ax,BySBy − h¯
2
2
[
Y˜ (qβ)− 1
4
∂α∂βG˜
αβ
]
(5.59)
with πa = pa − (∂dχBy)SBy and by utilizing the measure relation (5.58), the path
integral formula, corresponding to that Eq. (4.11) in Ref. 40, is now written as
〈F | I〉J =
∫
[dpadq
adSAxdχAx]
∏
b
δ[∂bφ
By
0 SBy]δ[g
bd∂dφ
By
0 ηBy,Dzχ
Dz ]
× exp
[
i
h¯
∫
dt
{
(pd − (∂dχBy)SBy) q˙d + SByχ˙By −H [pa, qa, SAx, χAx]
+ JBy(φ
By
0 (q
a) + χBy(qa))
}]
,
(5.60)
where
H [pa, q
a, SAx, χ
Ax] = K˜ +
1
2
(~∇φ)Axη
Ax,By
(~∇φ)By +
∫
V [φ]d~x. (5.61)
The expression in R.H.S. of (5.60) includes (i) the argument functions in the delta
function having the definite transformation properties and (ii) P φ˙-term, different
from that in Eq. (4.11) in Ref. 40.
A few remarks on this formula are to be added as follows. Firstly, K˜ contains
the quantum potential term ∆V , i.e., (5.27);
∆V :=− h¯
2
2
[
Y˜ − 1
4
∂α∂βG˜
αβ
]
=
h¯2
8
[
2∂α
(
G˜αβΓ˜β
)
+ G˜αβΓ˜αΓ˜β + ∂α∂βG˜
αβ
]
.
(5.62)
In the case of one spatial dimension, where q1 is the only collective coordinate
included in the combination x−q1, and so (Gαβ) and its inverse are q1-independent,
it is easy to confirm (5.62) to coincide with the expression given by Gervai and
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Jevicki;40
∆V =
h¯2
8
[
− 3
A2
(ψx1 )
′η
xy
(ψy1)
′ +
2
A3
(ψx1 )
′η
xy
(φy)′′ +
1
A4
(ψx1 )
′η
xy
(φy)′
− 1
A2
∑
U,V
(
Nx
U
η
xy
(Nx
V
)′
)2]
,
(5.63)
where (ψx1 )
′ = ∂ψx1 /∂x, (φ
x
0)
′ = ∂φx0/∂x = −∂φx0/∂q1, ψx1 = (φx0)′/
√
(φy0)
′η
yz
(φz0)
′,
A = ψx1ηxy
(φy)′. g11 appearing in the delta function in (5.60) is equal to ((φx0)
′η
xy
(φy0)
′)−1,
the inverse of g11; thus the delta function part is written as
δ(ψx1 Sx) · δ(ψy1ηyzχ
z), (5.64)
coinciding with the expression in Ref. 40. By noting G˜11 = λ11, the inverse of λ11,
to be given by
λ11 =
(
ψx1ηxy(φ
y)′
)−2
, (5.65)
the first term in r.h.s. of (5.59) is written as(
p1 + (χ
x)′Sx
)2/
2
(
ψy1ηyz(φ
z)′
)2
(5.66)
in accordance with Eq. (4.12) in Ref. 40. It should be noted, however, that the
important difference exist in PAxφ˙
Ax-term; from (5.49) this term should be written
as (
p1 + (χ
x)′Sx
)
q˙1 + Sxχ˙
x; (5.67)
while, the gauge term χ′S is dropped in Eq. (4.11) of Ref. 40. The reason why we
obtain such a result exists in the point that the separation of PAx into P0Ax and
SAx with the properties (5.36) and (5.37) is definitely performed by employing the
fundamental equations for the hypersurface (5.11) and (5.12).
It is worthwhile to be remarked that, in theories with spatial-transformation
invariance, the gauge term −(∂dχBy)SBy is independent of the center-of-mass co-
ordinates as the collective ones.
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6. Final Remarks and Discussions
As stressed by Maraner,11 the formalism9,10 for describing the motion of a particle
on Mn embedded in Rp gives a general quantum-mechanical framework for de-
scribing dynamical systems with the holonomic constraint as well as those which
are treated under the Born–Oppenheimer approximation.13 Maraner11 gave some
examples of molecular systems to show how the induced-gauge field leads to the
monopole structure. In order to derive the geometrically induced gauge, the thin-
tube8 (or generally, the thin-layer9) approximation is employed; this approxima-
tion expressed as (2.10) means the condition of slow change of geometric properties
alongMn in comparison with that along the direction transverse toMn, and corre-
sponds to the adiabatic condition.13 From the viewpoint of the confining approach
to d’Alembert’s principle12 mentioned in Sec. 1, there exists in quantum theory,
apart from the quantum potential of the h¯2-order, the important contribution, that
is, the induced gauge structure coming from the compactified degrees of freedom.
In Sec. 3, we examined in detail the theoretical meaning of (3.1) or the integral
of the N -connection in the case of M1 for the purpose of reconciling the vanishing
of the field strength Rab,WV and the nonvanishing AB-like effect. It was pointed
out that the nonvanishing phase effect due to the integral of the N -connection (or
the torsion) of M1 ⊂ R3 has a direct relation to the magnetic flux caused by the
monopole with the unit strength which is situated at the origin of the parameter
space R3(Gauss) defined through the Gauss’ spherical map of the vector ~B1, tangent
to M1. Its structure in R3(Gauss) is completely analogous to the Berry phase found
in the mechanical model investigated by Kugler and Shtrikman.32
Takagi and Tanzawa8 gave some considerations concerning the experimental
proof of the geometrically induced gauge. With the same view we examined in the
subsection 3.3 the case of a helical tube, and showed that in the case of a spinless
neutral particle there are mathematical structures corresponding to those in the
case of the propagation of polarized photon in a helical optical fiber.36
In Sec. 4, the relation of the N -connection in the case of M1 ⊂ Rp to the
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induced gauge field found by Ohnuki and Kitakado19 has made clear through the
Gauss mapping of ~B1, and this gauge field on S
p−1
(Gauss) has been proved to be gauge-
equivalent to the spin-connection; the latter has the monopole-like structure. In
the process of the Gauss mapping, the tangent and the normal quantities are
exchanged. This suggests that, through such an exchange, it may be possible to
estimate the relation of the N -connection to other induced gauge fields derived on
the basis of a certain topological property. This will be investigated elsewhere.
In Sec. 5 we applied the formalism to the soliton field theory. Owing to utilizing
the fundamental equations for the hypersurface, (5.11) and (5.12), the geometrical
meaning of the gauge term has been made clear, i.e.,
∂dχ
Bx SBx = −1
2
TWV ,dL
WV , (6.1)
and we could easily give the explicit forms of each separated part of PAx, i.e., P0Ax
and SAx. The meaning of the gauge term (6.1) in the soliton field theory should
be investigated further, especially from the viewpoint mentioned in the preceding
paragraph in the finite dimensional case.
It is important in real physical situations to consider a spinor particle. Two of
the present authors (N. M. C. and K. F.) have examined the case M1 ⊂ R3 in the
context of supersymmetry.22 The general formulation for a spinor particle is left as
one of future tasks.
Finally we give a remark on a simple generalization of the formulation described
in Sec. 2 to the caseMn ⊂Mp, where the metric depends only on coordinates (and
not on their time derivatives). It is easy for us to derive the extended forms of the
fundamental equations for Mn embedded in Mp,23 which are written as Eqs. (E.6)
and (E.7) in Appendix E.
Some complication arises, however, when we examine the structure of the met-
ric G˜αβ(q, q
U ), defined by
G˜αβ(q, q
U) := B˜ Aα (q, q
U)G˜AD(X(q, q
U))B˜ Dβ (q, q
U) (6.2)
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instead of (2.4). Here, G˜AD(X) is the metric tensor on M
p. Further we have to
define gab(q), the metric tensor on M
n, as
gab(q) := B
A
a (q)GAD(q)B
D
b (q) (6.3)
with GAD(q) := G˜AD(X(q, 0)) = G˜AD(x(q)). Thus we see that, in order to examine
the gauge structure appearing in the effective Hamiltonian in Mn, we have to
expand G˜AB(X(q, q
U)) a power series of the normal coordinate qU from the outset.
This is the origin of the complication. In spite of such a situation, we can see
similar gauge structures to exist, which is explained as follows.
For our purpose, it may be helpful to remember the reason why the kinetic
energy K˜ given by (2.33) reduces to the form expressed as (2.36). We write the
metric G˜αβ , (2.8) as a matrix form
( G˜αβ ) =
(
α0 β
T
0
β0 I
)
. (6.4)
Its inverse matrix [G˜αβ ] is given by
( G˜αβ ) =
(
ξ−10 −ξ−10 βT0
−β0ξ−10 I + β0ξ−10 βT0
)
, ξ0 := α0 − βT0 β0. (6.5)
We see [ξ0ab]=[λab], so that [ξ
−1
0 ]=[λ
ab]; thus, we have
pαG˜
αβpβ =paλ
abpb − paλabβ0bUηUV pV
− pUηUV β0V aλabpb + pU
(
ηUV + ηUWβ0Waλ
abβ0bZη
ZV
)
= (pa − pUηUWβ0Wa)λab (pb − β0bZηZV pV ) + pUηUV pV
(6.6)
and
pUη
UWβ0Wa = −1
2
TUW ,aL
UW = −β0aUηUWpW , (6.7)
from which it is easy to see K˜ in the case of Mn ⊂ Rp is expressed as (2.36).
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In the case of Mn ⊂Mp, by utilizing the fundamental equation (E.7) together
with (6.3) and (E.5), we obtain
G˜bV (q
β) =G˜V b(q
β) = qX {(∂bN AX )GABN BV +B Ab N DX (∂DGAB)N BV }
+O[(qW )2]
=qX
{
TV X,b +B
A
b N
D
X
N B
V
ΓA,BD
}
+O[(qW )2],
(6.8)
G˜UV (q
β) = η
UV
+ qXN A
U
N D
X
N B
V
(ΓA,BD + ΓB,AD) +O[(qW )2]. (6.9)
We write [G˜αβ ] in the present case as
( G˜αβ ) =
(
α βT
β γ
)
. (6.10)
Its inverse is
( G˜αβ ) =
(
ξ−1 −ξ−1βTγ−1
−γ−1βξ−1 γ−1 + γ−1βξ−1βT γ−1
)
(6.11)
with ξ := α− βT γ−1β. Similarly to (6.6), we have
pαG˜
αβpβ =
(
pa − pU(γ−1β)Wa
)
(ξ−1)ab
(
pb − (βT γ−1) Vb pV
)
+ pU(γ
−1)UV pV .
(6.12)
By noting
αab = G˜ab = λab + q
XqYTUX,aη
UV TV Y ,b +O[(qW )2], (6.13)
where O[(qW )2]-term includes ΓA
BD
and ∂EΓ
A
BD
, we see (ξ−1)ab is equal to λab plus
O[(qW )2]-term. The gauge term −pU(γ−1β)Ua can be rewritten as
1
2
LUV TUV ,a − Ca +O[(qW )2] (6.14)
with
Ca := pUη
UV qXB Aa N
D
X
N B
V
ΓA,BD. (6.15)
New contributions due to the curved-space property of Mp appear as the Ca
term in (6.14) as well as the metric (γ−1)UV in the last term of (6.12). In the
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present stage of consideration it seems enough to point out the structure of the
kinetic term in the thin-layer approximation as described above.
The gauge structure investigated in the present paper is a kind of the hidden
local symmetries.2−5 We examined in Sec. 5 a field theoretical model to see how
the geometrical gauge structure appears. The important problem is to explore the
mechanism how such a gauge field becomes dynamical, that is, how the kinetic part
of the gauge field is derived. Anyhow, if the geometrically induced gauge structure
is confirmed to become dynamical, this idea will suggest an interesting view on the
unification and the origin of the force and the matter.
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APPENDIX A: Remarks on Canonical Commutation Relations
We give some remarks on equivalence of commutation relations among {qβ, pβ;
β = 1, . . . , p} to those among {XA, X˙A;A = 1, . . . , p} in the case where Lagrangian
is given by L = K˜ − V (XA) (K˜ is given in (2.23)). Before doing this, we provide
three useful formulae.
For q-numbers A, B and C, as a purely algebraic relation we have
[A, 〈B, C〉] = 〈[A, B], C〉+ 〈[A, C], B〉. (A.1)
Under the assumption (2.24), for any analytic functions A(qδ) and B(qδ) of qδ’s,
50
we have
[A(qδ), q˙α] = ih¯fβα∂βA(q
δ), (A.2)
〈A(qδ), 〈B(qδ), q˙α〉〉 = 〈A(qδ) B(qδ), q˙α〉. (A.3)
Now, let us return to the subject. From the commutation relation (2.24), the
definition of PA (2.26) and the formulae (A.1) and (A.2), we obtain
[XA, PB] = [X
A(qδ), 〈η
BD
B˜ Dβ (q
δ), q˙β〉] = ih¯η
BD
B˜ Dβ (q
δ) B˜ Aγ (q
δ) fγβ(qδ).
Then, we can see
fαβ = G˜αβ(qδ) ⇐⇒ [XA, Pβ] = ih¯δAB. (A.4)
The first relation in (A.4) is easily seen to be equivalent to (2.29), i.e.,
[qα, pβ] = ih¯δ
α
β , (A.5)
where pβ is defined by (2.28).
Next we examine commutators such as [PA, PB] and [pα, pβ]. Using formulae
(A.1) and (A.3), we obtain
[pµ, pν ] = [〈G˜µα, q˙α〉, 〈G˜νβ, q˙β〉] = ih¯〈G˜νβ, 〈G˜µα, Fαβ〉〉,
where
ih¯Fαβ := [q˙α, q˙β] + ih¯〈
(
−G˜αγG˜βδ + G˜βγG˜αδ
)
∂γG˜δρ, q˙
ρ〉. (A.6)
From Jacobi identity for [qγ , [q˙α, q˙β]] we can prove that Fαβ commutes with qδ
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(δ = 1, . . . , p).28,27 Utilizing this, we obtain
[pµ, pν ] = ih¯G˜µαG˜νβFαβ. (A.7)
Further, by (2.30) we have
[pα, pβ ] = [〈B˜ Aα , PA〉, 〈B˜ Bβ , PB〉]
= ih¯〈∂βB˜ Aα − ∂αB˜ Aβ , PA〉+ 〈B˜ Aα , 〈B˜ Bβ , [PA, PB]〉〉.
(A.8)
Noting that [PA, PB] does not contain powers of q˙
δ’s higher than the first, we see
under the condition [∂β, ∂α]X
A(qδ) = 0
[PA, PB] = 0 ⇐⇒ [pα, pβ] = 0 ⇐⇒ Fαβ = 0. (A.9)
APPENDIX B: Frenet–Serret Equations of a Curve M1 ⊂ Rp
For the purpose of seeing the situation concretely, we firstly give the Frenet–Serret
equations in the case of M1 ⊂ Rp with p ≥ 3, extended to the case of M1 ⊂ Rp
with p ≥ 3 from that of M1 ⊂ R3. Every point on the curve M1 is represented by
~x(q1), where q1 is taken to represent the length along M1; thus, ~B1(q
1) is a unit
vector, tangential to the curve M1. Define the first curvature κ1 and the first unit
vector ~n2, normal to ~B1(q
1) := d~x(q
1)
dq1 , to be
κ1 =
[
d ~B1
dq1
· d
~B1
dq1
]1/2
, (B.1)
~n2 :=
1
κ1
d ~B1
dq1
. (B.2)
Due to ~n2 ·~n2 = 1 and ~n2 · ~B1 = 0, we can define the second unit vector ~n3, normal
52
to ~B1 as well as ~n2, to be
~n3 :=
1
κ2
(
κ1 ~B1 +
d~n2
dq1
)
, (B.3)
where κ2 := |κ1 ~B1 + d~n2dq1 |, called the second curvature. (B.3) is arranged in the
form as (3.3);
d
dq1
~n2 = −κ1 ~B1 + κ2~n3. (B.4)
Due to ~n3 · ~n3 = 1 and ~n3 · ~B1 = ~n3 · ~n2 = 0, we can define the third unit vector
~n4, normal to ~B1, ~n2 as well as ~n3, to be
~n4 =
1
κ3
(
κ2~n2 +
d~n3
dq1
)
, (B.5)
where the third curvature
κ3 :=
∣∣∣∣κ2~n2 + d~n3dq1
∣∣∣∣ . (B.6)
(B.5) is rewritten as
d~n3
dq1
= −κ2~n2 + κ3~n4. (B.7)
Following the same procedure, we can define the (p− 1)-th unit vector ~np, normal
to ~B1, ~n1, . . ., as well as ~np−1, to be
~np :=
1
κp−1
(
κp−2~np−2 +
d
dq1
~np−1
)
(B.8)
with the (p− 1)-th curvature κp−1 := |κp−2~np−2 + ddq1~np−1|; (B.8) is written as
d
dq1
~np−1 = −κp−2~np−2 + κp−1~np. (B.9)
From ~np · ~np = 1 and ~np · ~B1 = ~np · ~n2 = · · · = ~np · ~np−1 = 0, we obtain that(
d~np
dq1
)
~np−1 + κp−1 = 0 and d~np/dq
1 is orthogonal to ~B1 as well as all ~n’s except
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for ~np−1; thus we have
d
dq1
~np = −κp−1~np−1, (B.10)
The Frenet–Serret equations in the case of M1 ⊂ Rp (with p ≥ 3) are com-
pactly written as
d
dq1
(
~B1 ~n2 · · · ~np
)
=
(
~B1 ~n2 · · · ~np
)

0 −κ1 0 · · · 0
κ1
0
◦
T
...
0

(B.11)
with
◦
T :=

0 −κ2 0
κ2 0 −κ3
0 κ3 0
. . .
0 −κp−1
κp−1 0

. (B.12)
Similarly, we can examine the detailed structure of the fundamental equations (2.6)
and (2.7) of the manifold M2 ⊂ Rp.
APPENDIX C: Integral of the Torsion
along a Path and Gauss–Bonnet Theorem
The Frenet–Serret equations for a curve M1 in R3 are written, in accordance with
(B.11), as
d ~B
dq
= κ~n2,
d~n2
dq
= −κ ~B + τ~n3,
d~n3
dq
= −τ~n2,
(C.1)
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where we have set ~B(q) := ~B1(q
1), κ := κ1 and τ := κ2. Note that to take κ > 0
and τ > 0 is consistent with setting the third member of the triad { ~B, ~n2, ~n3}
to be ~n3(q) = ~B(q) × ~n2(q). The parameter q is taken to be the length along
the curve M1 in R3. As explained in the subsection 3.2, we consider the Gauss’
spherical map15 M1 7−→ C ~B. We rewrite (C.1) with the use of the parameter s
which is the length along C ~B on S
2
(Gauss). Since the curve C ~B is represented by
~α(s) := ~B(q(s)) and d~α/ds is a unit vector tangent to C ~B, we obtain from (C.1),
by taking dq/ds = 1/κ, the following set of equations:
d ~B
ds
= ~n2 =
d~α
ds
d~n2
ds
= − ~B + τ
κ
~n3 =
d2~α
ds2
,
d~n3
ds
= −τ
κ
~n2.
(C.2)
The normal and the geodesic curvatures,15 written respectively as κn and κg, are
defined by
d2~α
ds2
= κn ~B + κg~n3, (C.3)
since the vector ~B(q(s)) is normal to a tangent plane to the unit sphere S2
(Gauss)
at
a point on C ~B specified by the parameter s, and ~n3(q(s)) lies in the tangent plane.
Thus we see that
κn = −1 and κg = τ/κ. (C.4)
In accordance with the Gauss–Bonnet theorem,15 we have for a differentiable
closed curve C ~B
Ω ~B +
∫
C~B
κg(s)ds = 2πn, n ∈ Z (C.5)
where Ω ~B is the solid angle of seeing C ~B, corresponding the region on the left
side with respect to the direction of integration along C ~B. The integral of κg is
55
rewritten as
∫
C~B
κg(s)ds =
l∫
0
τ(q)dq. (C.6)
When C ~B can be deformed continuously to a small circle on S
2
(Gauss), we take n = 1.
When C ~B is not differentiable but piecewise differentiable, 2π in r.h.s. of (C.5) is
necessary to be changed into
2πn−
∑
i
εi, (C.7)
where εi is the outer angle between neighbouring two paths on C ~B at a nondiffer-
entiable point.
APPENDIX D: Properties of the Transformation (5.56)
The orthonormality conditions (5.18), (5.9) and (5.10) are rewritten as
B Axb B
d
Ax = δ
d
b , B
Ax
b N
V
Ax = B
b
Ax N
Ax
V
= 0, NW
Ax N
Ax
V
= δW
V
. (D.1)
By utilizing (D.1), we can solve (5.53) and (5.54) inversely, and obtain
pW = N
Ax
W
SAx, q
W = NW
Ax χ
Ax, (D.2)
ub = B
Ax
b SAx, v
b = Bb
Ax χ
Ax. (D.3)
Thus (pa q
b SAx χ
By) is a coordinate system on the extended phase space, and
(5.56) is a coordinate transformation on the extended phase space.
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The Poisson bracket on the extended phase space is defined by
{f, g}
PB
:=
∂f
∂pα
∂g
∂qα
− ∂f
∂qα
∂g
∂pα
+
∂f
∂ub
∂g
∂vb
− ∂f
∂vb
∂g
∂ub
. (D.4)
Then
{pα, qβ}
PB
= δβα, {ub, vd}PB = δ
d
b , (D.5)
and Poisson brackets of other combinations of pα, q
α, ub and v
b vanish. We also
have
{SAx, χBy}
PB
= δBy
Ax, {SAx, SBy}PB = {χ
Ax, χBy}
PB
= 0, (D.6)
{qa, SAx}
PB
= 0, {qa, χAx}
PB
= 0, (D.7)
{pa, SAx}
PB
= pW∂aN
W
Ax + ub∂aB
b
Ax, {pa, χAx}PB = q
W∂aN
Ax
W
+ vb∂aB
Ax
b .
(D.8)
From (D.5) and (D.6), {pa, qa} and {SAx, χBy} seem to be sets of canonical
variables respectively, but because of (D.8) the whole set {pa, qa, SAx, χBy} is
not a set of canonical variables generally. Therefore the coordinate transformation
(5.56) is not canonical generally.
APPENDIX E: Fundamental Equations in the Case of Mn ⊂Mp
We can generalize the formulation in the case of Mn ⊂ Rp 23. It is needless
to mention that the main change arises from the metric tensor G˜AB(X
D) on Mp
appearing instead of η
AB
.
We use the same relations (2.1) and (2.2). The metric tensors in Mp and Mn
are, instead of (2.4) and (2.5), now given by
G˜αβ(q, q
U) := B˜ Aα (q, q
U)G˜AD(X(q, q
U))B˜ Dβ (q, q
U), (E.1)
gab(q) := B
A
a (q)GAD(q)B
D
b (q), (E.2)
where GAD(q) = G˜AD(x(q)). The quantity B
A
a (q) is assumed to have its rank equal
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to n when regarded as an n×p matrix, and behaves as the 1-contravariant (in Mp)
and 1-covariant (in Mn) tensor, i.e., under XA 7→ X ′A = X ′A(X),
BAa (q) 7→ B′ Aa (q) :=
∂X ′
A
∂qa
=
∂X ′
A
∂XB
B Ba (q); (E.3)
while, under qb 7→ q′b = q′b(q) (and XA(q) = XA(q(q′))),
B Aa (q) 7→ B′ Aa :=
∂XA
∂q′a
=
∂qb
∂q′a
B Ab (q). (E.4)
The vectors ~NU(q) := (N
A
U
(q)), U = n+1, . . . , p, normal to Mn at a point (xA(q))
satisfy
B Aa (q)GAD(q)N
D
U
(q) = 0, N A
U
(q)GAD(q)N
D
U
(q) = η
UV
. (E.5)
The fundamental equations for B Ab and N
A
V
are expressed as
∗
∇aB Ab (q) =
∑
U,V
HUab(q)η
UVN A
V
(q), (E.6)
∗
∇aN AV (q) = −H dUa (q)B Ad (q) + TWV ,a(q)ηWUN AU (q), (E.7)
where
∗
∇a represents the absolute derivative with respect to (qa) in Mn (and not
with respect to xA in Mp); the defining expressions of these absolute derivatives
are written as
∗
∇aB Ab =
∂B Ab
∂qa
+B Da Γ
A
DE
B Eb −
∗
ΓeabB
A
e , (E.8)
∗
∇aN AU =
∂N A
U
∂qa
+N D
U
ΓA
DE
B Ea . (E.9)
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FIGURE CAPTIONS
1) An illustration of the curvilinear coordinates {q1, q2, q3} in the case of n = 2
and p = 3.
2) The helix is mapped to a circle C ~B under the Gauss’ spherical map.
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