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Resumo
A detecção e caracterização de mudanças temporais são indicadores cruciais no processo
de compreensão da maneira como mecanismos complexos funcionam e evoluem. Técnicas
e imagens de sensoriamento remoto têm sido amplamente empregadas nas últimas déca-
das com objetivo de detectar e investigar mudanças temporais na superfície terrestre. Tal
detecção em dados de séries temporais é passível de ser refinada ainda mais isolando-se
as componentes aditivas de tendência e sazonalidade do ruído subjacente. Este trabalho
investiga, em particular, o método Breaks For Additive Season and Trend (BFAST) para
a análise, decomposição e detecção de pontos de quebra em séries temporais associadas
a dados de sensoriamento remoto. Os outputs do método são, então, utilizados em três
distintas — mas altamente interconectadas — linhas de pesquisa: em uma melhor com-
preensão de fenômenos climáticos; na correlação com dados de distúrbios antropológicos;
e em problemas de classificação usando funções de dissimilaridade descobertas por um
framework evolucionário baseado em Programação Genética (GP). Experimentos realiza-
dos demonstram que a decomposição e pontos de quebra produziram resultados efetivos
quando aplicados aos estudos com dados ecológicos, mas não foram capazes de melhorar
os resultados de classificação quando comparados ao uso das séries brutas. As realizações
nesses três contextos também culminaram na criação de duas ferramentas de análise de
séries temporais com código aberto baseadas na web, sendo que uma delas foi tão bem
aceita pela comunidade-alvo, que atualmente encontra-se integrada em uma plataforma
privada de computação em nuvem.
Abstract
Detecting and characterizing temporal changes are crucial indicators in the process of un-
derstanding how complex mechanisms work and evolve. The use of remote sensing images
and techniques has been broadly employed over the past decades in order to detect and
investigate temporal changes on the Earth surface. Such change detection in time series
data may be even further refined by isolating the additive long-term (trend) and cyclical
(seasonal) components from the underlying noise. This work investigates the particular
Breaks For Additive Season and Trend (BFAST) method for the analysis, decomposi-
tion, and breakpoint detection of time series associated with remote sensing data. The
derived outputs from that method are, then, used in three distinct — but highly inter-
connected — research venues: in a better comprehension of climatic phenomena; in the
correlation to human-induced disturbances data; and in data classification problems using
time series dissimilarity functions discovered by a Genetic-Programming-(GP)-based evo-
lutionary framework. Performed experiments show that decomposition and breakpoints
produced insightful and effective results when applied to the ecological data studies, but
could not further improve the classification results when compared to its raw time series
counterpart. The achievements in those three contexts also led to the creation of two
open-source web-based time series analysis tools. One of those tools was so well received
by the target community, that it is currently integrated into a private cloud computing
platform.
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The detection and characterization of temporal changes are important indicators in the
process of understanding how complex mechanisms work and evolve. Those temporal
changes carry plenty of useful information, which may be used, for example, to define pu-
blic and research policies, or support the analysis of complex ecological phenomena related
to climate change, carbon credits, and biodiversity [1, 2]. Despite the large applicability
of temporal change detection methods, several extensions have been proposed to account
for more detailed elements and further improve the breakpoint detection quality [3–5].
The use of remote sensing images and techniques has been thoroughly employed over
the past decades in order to detect and investigate temporal changes on the Earth sur-
face [6,7]. More than that, remote sensing is a broad research field of which a large set of
techniques allows the gathering and analysis of temporal information at a distance [8]. Re-
mote sensing data are acquired by sensors, which are usually attached to satellites, aerial
vehicles, and observation towers, according to the study objective [9]. Most of the time,
remote sensing techniques are used to infer properties of the Earth surface [8]. Hence, the
data are traditionally collected periodically, which results in an additional time variable,
making the use of time series techniques mostly appropriate.
In the broad sense, this research investigates the particular Breaks For Additive Season
and Trend (BFAST) method proposed in Verbesselt et al. [4] for the analysis of time series
associated with remote sensing data. That method acts by breaking down time series
into additive components (see Section 2.1.1) and, then, searching for eventual trend and
seasonal changes, also known as breakpoints (see Section 2.1.2).
In the specific context, this work proposes to further investigate the use of time series
components and breakpoints in several contexts, such as: in the support of a better com-
prehension of climatic phenomena; in the correlation of breakpoints with human-induced
disturbances; and in data classification problems using time series dissimilarity functions
discovered by a Genetic-Programming-based evolutionary algorithm. The achievements
in all those contexts also led to the creation of time series analysis tools.
Recently, several works have been using breakpoints to evaluate trend and seasonal
shifts in vegetation [10–12], while others consider the use breakpoints as a feature to vali-
date and extrapolate field data [13], or even to capture vegetation phenology patterns [14].
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Moreover, only few researches are aimed to support an improved understanding of climatic
phenomena [7].
In addition to the extension of those state-of-the-art research by incorporating Remote
Sensing, Statistics, and Ecology concepts, this work also strives to broaden classification
results from the Computer Science field by discovering new dissimilarity functions through
a Genetic-Programming-based dissimilarity function combination process.
Genetic Programming [15] is an evolutionary algorithm that heuristically and sto-
chastically works to solve optimization problems. That algorithm is strongly inspired by
biology concepts (e.g., a population of individuals), and is motivated by biological prin-
ciples, such as genetic inheritance, evolution, and survival of the fittest. Hence, better
individuals, i.e., superior solutions to a problem are eventually generated and preferably
chosen to continue the evolution process.
Lastly, the proposed methods employed in this work are definitely not specific of the
natural sciences and/or remote sensing fields, since they can be effortlessly extended and
applied to many other research fields, such as econometry, epidemiology, medicine, and
population studies [16].
1.2 Research Approach
The present work introduces three distinct, but contextually interconnected, research
directions: (1) the use of time series additive components and breakpoint detection em-
ployed in two ecological field studies, aimed to quantify long-term and seasonal behaviors,
(2) usage of a Genetic-Programming-based discovery process to combine time series dis-
similarity functions in order to improve classification results, and (3) the development
of two remote sensing time series analysis tools. In light of those topics, the following
Research Questions (RQs) were proposed and pursued throughout this thesis:
RQ1: Does the use of time series additive decomposition and breakpoint detection features
permit a satisfactory comprehension of complex ecological phenomena?
RQ2: Is Genetic Programming a solid approach when combining time series dissimilarity
functions in order to improve classification performance?
RQ3: Still in the Genetic Programming classification context, can dissimilarity functions
applied solely to time series additive components outperform the raw time series
variation?
RQ4: Can the use of time series analysis tools, based on time series components, sup-
port complex temporal change characterization and understanding in Ecology and
Remote Sensing fields?
Based on the RQs rendered above, the content of this document was organized as
follows: Chapter 2 provides background on important concepts involved in this research,
such as Time Series, Remote Sensing, and Genetic Programming; Chapter 3 introdu-
ces the use of additive time series decomposition and breakpoint detection to address
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research open issues of two ecology field studies; Chapter 4 exploits the use of a Genetic-
Programming-based approach to combine dissimilarity functions, which is further valida-
ted in two datasets; Chapter 5 presents two open-source time analysis tools developed to
permit time series retrieval tasks and remote sensing data exploration; lastly, Chapter 6
closes this work by presenting the conclusions and envisioning possible future work.
Figure 1.1 illustrates the entire research approach of this work by indicating each
chapter’s content, its relationships, and its addressed topics and RQs.
1. Introduction
▪ Motivation
▪ Research approach & 
questions
2. Background














▪ Time series trend & 
seasonal analysis




▪ GP discovery process to
combine dissimilarity
functions













Figure 1.1: Research outline indicating each chapter’s content and its relationships (adap-
ted from Murthy [17]). The colored squares below each one of the main chapters express
the presence of the respective topics introduced by Chapter 2 in the chapter’s content.
The numbered circles, in turn, indicate which RQ the chapter addresses.
Chapter 2
Background
This chapter presents the fundamental concepts related to the research topics covered
in this thesis. First, some Time Series concepts are described in Section 2.1, such as
Time Series Decomposition, Breakpoint Detection, and Dissimilarity Measures. Next,
Section 2.2 introduces the notion of Remote Sensing, which is a broad research field in
which most of our contributions were validated. Lastly, Section 2.3 presents key concepts
of the Genetic Programming technique, the strategy adopted in our work for time series
dissimilarity computation.
2.1 Time Series
One common practice in the context of periodically collected data is the forecasting of
events. In such situation, forecasting is necessary to determine when an event will occur,
so that appropriate actions can be taken. A wide variety of forecasting methods are
available, ranging from elementary methods that use the most recent observations, to
more complex approaches such as neural networks, multi-resolution analysis, and particle
swarm optimization [18–20].
Whenever sufficient available data about the past can be quantified in the form of
numerical data, and it can also be assumed that some aspects of the past pattern will
continue into the future, then a quantitative forecasting can be applied to the data. Quan-
titative forecasting methods vary considerably, being developed by diverse disciplines for
different purposes [21], each one having its particular properties, accuracies, and costs
involved. Generally speaking, quantitative forecasting techniques are divided into two
categories: time series and explanatory models. Time series models are often aimed to
predict the continuation of historical patterns, whereas explanatory models focus on un-
derstanding how predictor variables affect response variables. In this work, only time
series forecasting models were investigated. Moreover, if not explicitly stated otherwise,
the term time series will refer to the corresponding temporal data, and not the model
itself. For an overview upon exploratory models, the reader may refer to Makridakis et
al. [21].
Many time series forecasting methods are based on the concept that an underlying
pattern exists in a time series, which can be distinguished from randomness by averaging
20
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(smoothing) past values. The smoothing is a technique to mitigate randomness so the
pattern can be projected into the future and used as the forecast [21].
2.1.1 Time Series Decomposition
In many instances, the existing underlying pattern in the time series can be further
broken down (decomposed) into subpatterns that identify each component of the time
series separately. Such decomposition can frequently aid in better understanding the
behavior of the series, which facilitates improved accuracy in forecasting [21].
Decomposition methods usually try to identify two separate components of the basic
underlying pattern. Those components are the trend-cycle and the seasonal factors. The
trend-cycle factor represents long-term changes in the time series signal, and is usually
denominated simply by trend, since the distinction between the trend and cycle factors is
often negligible. The seasonal factor relates to the periodic fluctuations of constant length
(e.g., temperature, rainfall, month of the year, and holidays).
The decomposition assumes that the data are composed as follows:
data = f(trend, seasonal, error). (2.1)
Thus, in addition to the previously described components, a stochastic element of er-
ror is also assumed to be present. The error is assumed to be remainder of the difference
between the actual time series and the combined effect of its trend and seasonal compo-
nents. Therefore, it is also known as the remainder component. The general mathematical
representation of the time series decomposition approach is:
Yt = f(Tt, St, et), (2.2)
where Yt is the actual time series data at time t,
Tt is the trend component at time t,
St is the seasonal component at time t, and
et is the remainder component at time t.
The general function form of the previous equation depends on the decomposition
method used. In this work, the additive decomposition was considered, resulting in the
following formulation:
Yt = Tt + St + et, t = 1, 2, . . . , n, (2.3)
where n is the number of observations available for the time series. Other commonly em-
ployed decompositions methods are the multiplicative, logarithmic, and
pseudo-additive [21].
The classic additive decomposition method relies on the estimation of the trend factor
by smoothing the time series to reduce the random variation. Several smoothers are
available, but the simplest and oldest known are the Autoregressive (AR) and Moving
Average (MA). The AR establishes that a time series observation at a certain time is a
linear combination of the all the previous observations, plus a noise term. The MA works
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by smoothing past data to estimate the trend component, similar to how a image filter is
computed, hence the term moving.
After the trend component is estimated, the de-trended series is computed by sub-
tracting the trend factor from the time series, leaving the seasonal and remainder terms:
Yt − Tt = St + et. (2.4)
With the de-trended series, the estimation of the seasonal component is fairly simple.
First, one must estimate (or know beforehand) the periodicity of the seasonality (i.e.,
daily, monthly, or quarterly), which divides the temporal scale into periods (i.e., days,
months, or quarters). For every distinct period, the average of the de-trended series is
calculated, resulting in seasonal indexes (e.g., for a monthly periodicity, calculate the
averages for the months of January, February etc.). Finally, the seasonal component is
constructed by concatenating all the computed seasonal indexes.
The previously described procedure represents the simplest application of the classical
decomposition. In practice, there have been many variations developed and used over the
years. For instance, the AR models can be effectively coupled with MA models to form
a general and useful class of time series models called Autoregressive Moving Average
(ARMA) models. Those models, however, can only be used when the data are stationary,
that is, the following conditions must be satisfied:
• E(Yt) and Var(Yt) are constant for all t,
• Cov(Yt, Yt+τ ) is a function of (and only) τ ,
where E(·) is the expectation, Var(·) is the variance, and Cov(·, ·) is the covariance
function.
To account for the stationary limitation, the Autoregressive Integrated Moving Average
(ARIMA) model extension was popularized by Box and Jenkins [22], which allows the dif-
ferencing of time series, in order to make them stationary. Ever since, several variations of
the ARIMA model were proposed, such as its seasonal and fractional variants (SARIMA
and FARIMA), as well as the X-13ARIMA-SEATS,1 which is a complex decomposition
software developed by the United States Census Bureau. Other variations are based solely
on the AR smoother, such as the Generalized Autoregressive Conditional Heteroscedas-
ticity (GARCH) model [23].
It is also possible to extend the idea of MA to moving lines [21], i.e., instead of taking
the average, a straight line may be fitted through the points in order to estimate the trend
component, which is also known as a local linear smoother. Cleveland and Devlin [24]
proposed the implementation of the Loess local linear smoothing, shortly followed by the
the Seasonal-Trend Decomposition Procedure Based on Loess (STL) procedure [25].
The use of time series modeling in remote sensing data have already being applied in a
myriad of contexts. For instance, Gutiérrez et al. [26] studied the impacts of climate data
in some physiological characteristics from trees, in which the best (maximum likelihood)
1https://www.census.gov/srd/www/x13as/ (as of August 2017).
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ARMA models were fit to each time series and, then, the residual series were cross-
correlated. Verbesselt et al. [12], in turn, proposed the use of additive time series models
to remove the effects of trend and seasonal cycles in order to assess the relationship of
temporal autocorrelation of Normalized Difference Vegetation Index (NDVI) and some
climatic factors in South America.
2.1.2 Breakpoint Detection
The study of time series progression is closely related to the detection of breakpoints, which
characterize unusual shifts in an observed event [27]. Hence, breakpoints may be defined
as positions in time by which a significant shift in the time series values is detected.
The breakpoints characterize important time series features, given that their detection
and characterization over time is a first step toward the identification and understanding
of change drivers [4].
The foundation for estimating breakpoints in time series models was first enacted by
Bai [28], which addressed how to detect individual breakpoints. That work was exten-
ded to multiple breakpoints by Bai [29, 30] and Bai and Perron [31]. Finally, Bai and
Perron [32] proposed a simultaneous approach to estimate multiple breakpoints.
The procedures to detect breakpoints are concerned with the testing or assessing
deviations from the classic linear regression model
yi = xiβi + i, i = 1, 2, . . . , n, (2.5)
where βi denote the regression coefficients.
If a breakpoint is detected, then the regression coefficients shift from one stable re-
gression to a different one. If B breakpoints are detected in total, then there are B + 1
segments in which the regression coefficients are constant. Therefore, the regression model
can be rewritten as the piecewise linear model
yi = xiβj + i, i = ij−1 + 1, . . . , ij, j = 1, 2, . . . , B, (2.6)
where j denotes the segment index and ij are the breakpoints. The estimation of the
breakpoints is then achieved by minimizing the residual sum of squares of that modified
regression model. Usually, a minimal segment size h is also parametrized, which is further
used to limit the minimal distance between consecutive breakpoints.
The detection of breakpoints was also extended to the decomposition of time series
in additive components through the Breaks For Additive Season and Trend (BFAST)
algorithm [4], implemented in the R language. The BFAST method receives as input a
regularly-spaced time series with known periodicity, which can be modeled by the Equa-
tion 2.3. Then, the method concludes by decomposing the time series with the STL
procedure (see Section 2.1.1).
It is assumed that the trend component Tt is piecewise linear, with breakpoints
t∗1, t
∗
2, . . . , t
∗
B and t∗0 := 0, so that
Tt = αj + βjt, t
∗
j−1 < t ≤ t∗j , j = 1, 2, . . . , B. (2.7)
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The seasonal component St may be adjusted in several ways, such as using dummy
variables, a harmonic combination (sum of sines), or even a model without a seasonal
component (St = 0, ∀t). For more detailed information, the reader is referred to the
references from Verbesselt et al. [4, 33].
Finally the method concludes by performing a structural change detection separately
on the trend and seasonal components. The breakpoints are estimated as in Equation 2.6.
Eventual breakpoints specifically detected in the trend component also present an additi-
onal information about its magnitude [4], that is, a measure of how intense is the drop or
gain caused by the breakpoint. The magnitude can be derived as the difference between










As already mentioned, in order for the time series data to be processed by the BFAST
algorithm, they must be regularly spaced. Therefore, all the datasets used in this work
in which the BFAST algorithm was applied were monthly aggregated by a median sum-
marization and, then, gap-filled as necessary with linear interpolations.
Figure 2.1 illustrates a typical output of the BFAST algorithm. The actual time se-
ries is represented by the black-colored signal (Yt), whereas the additive components are
presented as red-colored series in the following order: seasonal (St), trend (Tt), and re-
mainder (et) component. The detected breakpoints are marked with black dashed vertical
lines, and its estimated confidence intervals are represented by red horizontal lines at the

































Figure 2.1: Example of a BFAST output.
The BFAST method has been thoroughly validated on different datasets and con-
texts [6, 10, 12–14, 33, 34], demonstrating its robust potential on the detection of time
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series components breakpoints.
2.1.3 Dissimilarity Measures
Throughout this entire section, X = x1, x2, . . . , xm and Y = y1, y2, . . . , yn will be conside-
red as two distinct time series with m and n observations, respectively.
Three main concepts usually arise when comparing the proximity of distinct time
series: similarity, dissimilarity, and distance [35]. The similarity between the sequences
X and Y measures how close to each other those instances are. The closer they are, the
larger is the similarity value. In contrast, the dissimilarity measures how different those
two instances are, so that the closer they are, the smaller the dissimilarity value. Lastly,
the distance (formally defined as a metric), is a special case of a dissimilarity measure,
which must obey the following conditions:
d(X, Y ) ≥ 0 non-negativity,
d(X, Y ) = 0 ⇐⇒ X = Y identity of indiscernibles,
d(X, Y ) = d(Y,X) symmetry,
d(X,Z) ≤ d(X, Y ) + d(Y, Z) triangular inequality.
In this work, only dissimilarity functions (some of which are, in fact, distances) were
used. Those functions were conceptually separated into two sets: based on (1) equal and
(2) unequal length times series. In addition, a third set is also presented with measures
constructed considering derived features from the time series decomposition. All the sets
will be better defined below, along with its respective measures. All the implementations
were based on the TSdist R package [36].
2.1.3.1 Equal Length Dissimilarities
The measures presented in this section are restricted to time series of equal length, that
is, m = n.
Complexity-invariant Distance (dCID)
Batista et al. [37] argue that pairs of time series with high levels of complexity
frequently tend to be further apart than pairs of simpler time series. In order
to mitigate this effect, the authors propose to use information about complexity
differences between time series as a correction factor to conventional distances.
Thus, the dCID is defined as
dCID(X, Y ) = CF(X, Y )d(X, Y ), (2.9)
where d(X, Y ) denotes any conventional distance. The CF(X, Y ) function represents
a complexity correction factor given by
CF(X, Y ) =
max{CE(X),CE(Y )}
min{CE(X),CE(Y )} , (2.10)
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where CE(X) is the complexity estimator of X. If all time series have the same
complexity, then dCID(X, Y ) = d(X, Y ).
The implemented version of dCID considers the Euclidean distance as d(X, Y ) and




(xt+1 − xt)2. (2.11)
Temporal Correlation and Raw Value-based Dissimilarity (dCRT)
Chouakria and Nagabhushan [38] introduce a dissimilarity index addressed to cover
both conventional measures, in terms of proximity of raw observations, and also
their temporal correlation. The proximity between the dynamic behaviors of the
time series is evaluated by means of the first order temporal correlation coefficient,
given by
CRT(X, Y ) =
∑m−1
t=1 (xt+1 − xt)(yt+1 − yt)√∑m−1
t=1 (xt+1 − xt)2
√∑m−1
t=1 (yt+1 − yt)2
, (2.12)
which domain is the interval [−1, 1]. The value 1 means that both series present a
similar dynamic behavior, i.e., their growths (positive or negative) at any instant
of time are similar in direction and rate. The value −1 implies a similar growth in
rate but in the opposite direction. Finally, the value 0 expresses no monotonicity
between X and Y , and their growth rates are stochastically linearly independent.
The proposed dissimilarity index modulates the proximity between the raw values
of the series X and Y using the coefficient CRT(X, Y ), specifically
dCRT(X, Y ) = φk
(
CRT(X, Y )d(X, Y )
)
, (2.13)
where φk(·) is an adaptive tuning function to automatically modulate any conven-
tional raw data distance d(X, Y ), according to the temporal correlation. The mo-
dulating function works by increasing (decreasing) the weight of the dissimilarity
between observations as the temporal correlation decreases from 0 to −1 (increases
from 0 to +1). In addition, dCRT(X, Y ) approaches the raw data discrepancy as the
temporal correlation equals 0.




, k ≥ 0. (2.14)
The implemented version of dCRT considers the Euclidean distance as d(X, Y ) and
k = 2.
Fourier Discrete Transform-based Distance (dFOU)
The dFOU relies on the first l (l < m) Fourier coefficients of time series X and Y [39].
The Fourier coefficients are obtained through the Discrete Fourier Transform which,
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m , f = 0, 1, . . . ,m− 1, (2.15)
where i is the imaginary unit i =
√−1.
Then, the dFOU is simply calculated by applying the Euclidean distance between the
sequences DFTfX and DFT
f













+ 1, where b·c is the floor
function, which denotes the greatest integer less than or equal to its argument.
Log-spectra Local-linear-regression-based Dissimilarity (dLLR)
Kakizawa et al. [40] proposed a general spectral dissimilarity measure between two
time series, given by









where fX and fY denote the spectral densities of X and Y , respectively, and W (·)
is an appropriate divergence function satisfying some quasi-distance properties [40].
In practice, the spectral densities functions are unknown, and need to be estimated.
Three estimation approaches were proposed by Fan and Kreutzberger [41], all based
on nonparametric estimators constructed via local linear regression.
In this work, the local linear smoothers of the periodograms, obtained via least
squares method, were employed. In addition, the divergence function is given by
W (z) = log
(
αz + (1− α))− α log(z), α ∈ [0, 1], (2.18)
where α is the importance given to the spectral densities ratio z.
As suggested by [40], the proposed divergence function should be modified by setting





, in order to create a symmetrical dissimilarity measure. By
applying all those modifications on dW (X, Y ), the dLLR equation is obtained.
The implemented version of dLLR considers α = 0.5.
Minkowski Distance (Lp-norm)
The Minkowski distance of order p ≥ 0, p ∈ Z, also known as Lp-norm, is defined
as
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which is typically used with p = 1 (Manhattan Distance (dMAN)), p = 2
(Euclidean Distance (dEUC)), and p → ∞ (Infinity Norm Distance (dINF)).
This metric is very sensitive to signal transformations, such as shifting or time
scaling. However, it is invariant to temporal permutations.
When p→∞ it can be shown that the expression above becomes
dINF(X, Y ) = max{|xt − yt| : 1, 2, . . . ,m}. (2.20)
Pearson’s Correlation-based Dissimilarity (dPEC)
The dPEC is constructed by using the well-known Pearson’s correlation factor, given
by
ρ(X, Y ) =
∑m





where x¯ and y¯ are the average values of X and Y , respectively.
Several dissimilarity measures can be derived from Pearson’s correlation factor. In
this work, the following dissimilarity, proposed by Golay et al. [42], was used:




1− ρ(X, Y )). (2.22)
Periodogram-based Dissimilarities



















The implementation of the Periodogram-based Dissimilarity (dPER) is based
on the simplest version described by Caiado et al. [43], by which the Euclidean
distance between PX and PY is computed:






(PX(wk)− PY (wk))2. (2.24)
Another approach considers the cumulative (integrated) version of periodograms,
which, as discussed by [44], presents some advantages over the non-integrated ver-





then, the Integrated Periodogram-based Dissimilarity (dINP) is given by
dINP(X, Y ) =
∫ pi
−pi
|FX(wk)− FY (wk)|dwk. (2.26)
CHAPTER 2. BACKGROUND 29
Short Time Series Distance (dSTS)
The dSTS distance [45] considers time series as linear functions between consecutive
temporal measurements. Given that the temporal sampling is equally spaced by
one time unit, then the dSTS is given by




(xt+1 − xt)− (yt+1 − yt)
)2
. (2.27)
2.1.3.2 Unequal Length Dissimilarities
This section presents a broader set of dissimilarity functions that do not necessarily expect
time series to have equal lengths, i.e., m = n is not a restriction.
Autocorrelation-based Dissimilarities
The autocorrelation is defined as the correlation of a signal with a delayed copy




t=τ+1(xt − x¯)(xt−τ − x¯)∑m
t=1(xt − x¯)2
, τ = 1, 2, . . . ,m− 1. (2.28)
The partial autocorrelation, in turn, is the autocorrelation between xt and xt+τ
after removing any linear dependence of xt on xt+1, xt+2, . . . , xt+τ−1. The partial
autocorrelation of X with lag τ is denoted by φτ,τ (X). Durbin [46] proposes the
following pseudo-algorithm to calculate the partial autocorrelations:






for j in 1, 2, . . . , τ do
φτ+1,j(X) = φτ,j(X)− φτ+1,τ+1(X)φτ,τ+1−j(X)
end
end
One approach used to calculate any autocorrelation-based dissimilarity computes
the Euclidean distance between all the first T (partial) autocorrelations. In the case
of the Autocorrelation-based Dissimilarity (dACF), it is computed by




ρˆτ (X)− ρˆτ (Y )
)2
. (2.29)
In the case of the Partial Autocorrelation-based Dissimilarity (dPCF), it is
given by




φτ,τ (X)− φτ,τ (Y )
)2
. (2.30)
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The implemented versions of dACF and dPCF consider T = 50.
Model-based Dissimilarities
The proposed model-based dissimilarities assume that the time series are generated
according to some underlying model with specific parametric structures, such as
the ARMA model or its more generalized version, the ARIMA model. Basically,
those models consist in the estimation of the AR and MA parameters, which is
usually done by using generalized least squares estimators. Moreover, let ΠˆkX =
pˆi1X , X
2, . . . , pˆikX and ΠˆkY = pˆi1Y , Y 2, . . . , pˆikY denote the vectors containing the first k
AR parameters of X and Y , by which k = max{k1, k2}, k1 and k2 being the first
AR parameters of X and Y , respectively, determined by the Akaike Information
Criterion (AIC). In addition, it must be set pˆijX = 0, ∀j > k2 and, analogously
pˆijY = 0,∀j > k1.
Maharaj [47, 48] proposed a dissimilarity measure for the class of invertible and
stationary ARMA processes. In the case of m 6= n, an intersection of the time
series is performed, resulting in both series being shortened to the same length
µ = min{m,n}. The Maharaj’s Model-based Dissimilarity (dARM) measure
is given by
dARM(X, Y ) =
√
µ(ΠˆkX − ΠˆkY )TVˆ −1(ΠˆkX − ΠˆkY ), (2.31)
where Vˆ is an estimator of V = σ2XR
−1




Y (k), with σ
2
X and σ2Y denoting
the variances of the white noise processes associated with X and Y , and RX(k) and
RY (k) its sample covariance matrices.
Similarly, Piccolo [49] proposed a dissimilarity measure for the class of invertible
ARIMA processes. The Piccolo’s Model-based Dissimilarity (dARP) takes the
form








Similar to the autocorrelation, the Cross-correlation Function (CCF) measures the
degree to which two series are correlated, as a function of their relative lag τ . In
the case of m 6= n, an intersection of the time series is performed, resulting in both
series being shortened to the same length µ = min{m,n}. The cross-correlation
CCτ (X, Y ) between X and Y with lag τ is given by
CCτ (X, Y ) =
∑µ





Notice that τ = 0⇒ CC0(X, Y ) = ρ(X, Y ), the previously defined Pearson’s corre-
lation factor.
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Thus, the dCOR [50] is calculated by
dCOR =
√
1− ρ(X, Y )∑T
τ=1
(
1− CCτ (X, Y )
) , (2.34)
where T is the maximum lag considered.
In this work, the implemented version of dCOR considers T = µ− 1.
Dynamic Time Warping (dDTW)
The dDTW [51] aims to align two time series so that their difference is minimized.
This is achieved by constructing a m × n cost matrix C, where its C(i, j) element
contains any conventional distance d(xi, yj) between the two points xi and yj of X
and Y , respectively.
A warping path, defined as
W = w1, w2, . . . , wK , max{m,n} ≤ K ≤ m+ n− 1, (2.35)
is a set of C elements that satisfies the following constraints:
w1 = C(1, 1) and wK = C(m,n) boundary condition,
wk = C(a, b) and wk−1 = C(a′, b′)⇒ a ≥ a′ and b ≥ b′ continuity,
wk = C(a, b) and wk−1 = C(a′, b′)⇒ a− a′ ≤ 1 and b− b′ ≤ 1 monotonicity.
In the end, the warping path will hold the minimum distance between the series of






Notice that, even though the dDTW is referred to as a distance, that is not really
true, as it does not satisfy the triangular inequality [52].
In this work, the implemented version of dDTW uses the Euclidean distance as the
conventional distance function.
String-based Dissimilarities
String-based dissimilarities are generally constructed in order to count the number
of edit operations ot (insert, delete, and/or replace) that are necessary to transform
one string into another. This concept can be easily extended to deal with real
sequences (e.g., time series) [53]. First, it must be defined how two time series
values are considered to be equal, with the aid of a confidence interval.
In the case of the Edit Distance for Real Sequences (dEDR), any Lp-norm (i.e.,
no matter which p is chosen) is applied between every pair of points xt and yt and, if
the distance is smaller or equal than a chosen  threshold, the points are considered
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equal (ot = 0). If the distance is greater than the given , those points are considered
to be different (ot = 1). Gaps or sequences of points that are not matched with any
other point are also permitted, resulting in ot = 1. In the case of m 6= n, a padding
of the gapped series is performed, resulting in both series being expanded to the
same length µ = G+ t∗, where G is the total number of gaps and t∗ the number of
observations present in both series at the same time. Formally,
ot =

0 if |xt − yt| ≤ 
1 if xt or yt is a gap
1 otherwise
, t = 1, 2, . . . , µ. (2.37)





In the case of the Edit Distance with Real Penalty (dERP), an arbitrary value
g is used to penalize gaps. However, instead of ot simply assuming the values 0 and
1 (as in dEDR), now a new o∗t that considers any Lp-norm is assumed. Formally,
o∗t =

|xt − yt| if xt, yt are not gaps
|xt − g| if yt is a gap
|yt − g| if xt is a gap
, t = 1, 2, . . . , µ. (2.39)





Even though the dEDR is referred to as a distance, that is not really true, as it
does not satisfy the triangular inequality [53]. However, it can be shown that the
introduction of the penalty value g on dERP will satisfy that condition and, thus,
dERP is indeed a distance function.
The implemented versions of dEDR considers  = 0.1 and dERP considers g = 0.
Symbolic Aggregate Approximation-based Dissimilarity (dSAX)
The Symbolic Aggregate Approximation (SAX) is a technique that involves the
transformation of a time series into sequences of discretized symbols. In the case
of m 6= n, an intersection of the time series is performed, resulting in both series
being shortened to the same length µ = min{m,n}. The procedure for the full
construction of the SAX representation is thoroughly described in [54].
Let Xˆα = xˆ1, xˆ2 . . . , xˆα denote the SAX representation of X with α as the alphabet
size. To define dSAX, the dissimilarity between a pair of SAX symbols xˆj and xˆk
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must be specified, that is:
dα(xˆj, xˆk) =






where zq is the corresponding q-quantile of the standard Normal distributionN (0, 1).
Then, one approach [54] is to define dSAX as









where w is number of equal sized frames that the series will be reduced to in the
SAX representation.
In this work, the values α = 4 and w = 40 were set.
Given all the presented time series dissimilarity functions, it might be difficult to
select which are the most appropriate measures to a certain study. Lhermitte et al. [55]
presented a survey comparing those measures in the context of classification and change
detection of ecosystem dynamics. They divided several measures in groups based on
their potential, such as those who: (1) quantify the difference between time series (e.g.,
dMAN, dEUC, dFOU), (2) assess the temporal correlation between series (e.g., dCOR), and (3)
quantify the specific difference of non-stationarity of variance (e.g., dARM, dARP). Conti et
al. [56], in a similar context, evaluated several time series dissimilarities to detect remote
phenology patterns. The authors concluded that dMAN and dERP yielded the best results
for classifying phenology patters at extreme hours (early in the morning and late in the
afternoon). In addition, while dCOR yielded the worst average results for all experiments,
it presented the best performance when classifying difficult species.
All other measures that were presented in this work were not evaluated by any other
study in the time series classification context.
2.1.3.3 Decomposition and Breakpoint Detection-based Dissimilarities
Even though the measures presented in this section can be applied to time series of
equal/unequal lengths, it was preferred to present them as separate section, as their
construction is exclusively based on time series additive decomposition and breakpoint
detection. Three novel dissimilarities are proposed in this work:
Trend Breakpoints Dissimilarity (dDEC1)
Let the number of detected trend breakpoints of X be denoted by BX . If no break-
points are detected, then BX = 0.
Thus the dDEC1 is given by
dDEC1(X, Y ) = |BX −BY |. (2.43)
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Trend Piecewise Linear Parameters Dissimilarity (dDEC2)
If BX breakpoints are detected in the trend component of X, there will be exactly
segX = BX + 1 linear segments composing the trend (see Section 2.1.2). Take, for




Figure 2.2: Detailed view of a trend component (blue), detected breakpoints (red), and a
simulated time series (gray).
Since those segments are simply described by linear equations, i.e., y = mx + b,
where m is the angular coefficient (slope) and b the linear coefficient (intercept),
then it is possible to compute every pair (mj, bj), j = 1, 2, . . . , segX .
Next, a weighted mean is applied, using as weights the size of the jth segment
relative to the entire time series range (i.e., longer segments have greater impacts),
resulting in m∗X and b∗X .
Finally, the dDEC2 is given by
dDEC2(X, Y ) =
√
(m∗X −m∗Y )2 + (b∗X − b∗Y )2. (2.44)
Seasonal Amplitude-Frequency Dissimilarity (dDEC3)
Let SX denote the seasonal component of X. The seasonal amplitude is defined
as SAX = max(SX) − min(SX). The seasonal frequency, SFX , is calculated via the
construction of the seasonal component periodogram. Then, the k periodogram
frequencies with the highest densities are selected, and a weighted mean is computed
with the densities themselves used as weights.
Hence, the dDEC3 is written as
dDEC3(X, Y ) =
√
(SAX − SAY )2 + (SFX − SFY )2. (2.45)
In this work, the highest k = 5 periodogram values were selected.
2.2 Remote Sensing
Remote sensing is a broad research field of which a large set of techniques allows the
gathering and analysis of information at a distance [8]. Even though the term remote
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sensing represents a vast knowledge area, it will be used in this work to refer specifically
to satellite remote sensing.
The gathering task is usually done by making use of instruments (sensors) (e.g., ca-
mera, radar, spectrometer) on board of satellites, by which the sensor data are, then,
formed by the recording of electromagnetic radiation emitted or reflected from the lands-
cape. Specifically in this work, the interest is devoted to the observation of the Earth’s
land and water surface. Thus, physical objects of interest may be vegetation, soil, wa-
ter, buildings, and the like. Temporal analyses are possible, seeing that the data are
sequentially acquired by the sensors.
Figure 2.3 gives an overview of the general satellite remote sensing process. An energy
source, usually the Sun, emits radiation through the Earth’s atmosphere before reaching
an object of interest. Then, the source radiation interacts with the target object, re-
sulting in an interaction (i.e., radiance) that passes through the atmosphere again, and
is eventually captured by the sensors on board of a satellite. The satellite’s sensor sends
the data to its processing units to be processed. Processed data can be finally interpreted















Figure 2.3: General process of satellite remote sensing (adapted from Albarracín [57]).
The remote sensing data are mostly collected in the form of an image, i.e., as a Remote
Sensing Image (RSI). RSIs are displayed in one or more regions of the electromagnetic
spectrum. Each region is encoded as a spectral band, comprising a certain wavelength
range, and are usually designated by numerical ordering (e.g., Band 1, Band 2 etc.).
The same band designation on more than one satellite do not necessarily mean an equi-
valence of the respective wavelength ranges. That happens because the nomenclature is
particular to each satellite setup, and not defined as a standard.
The existence of different spectral bands are justified by objects being distinguished
by means of its spectral signature, that is, its emitted/reflected radiation on different
wavelengths. The spectral signature aids in the detection of objects made up of different
physical and chemical compositions [8].
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Spectral bands may be further combined in order to produce a robust association that
best reflects the physical-chemical compositions of the objects involved in a particular
study. The combination of bands are known as spectral indexes, and are functions wi-
dely used in the remote sensing field that map the reflectance/emittance at one or more
wavelengths to scalars.
Popular examples of spectral indexes are the Vegetation Indexes (VIs). A VI attempts
to measure the vegetative vigor (biomass) [8], and it is assembled by combining several
spectral values designed in a way to yield a single scalar that indicates the amount of
biomass of the vegetation within a RSI pixel. High values of a VI identify pixels covered by
substantial proportions of healthy vegetation, whereas lower values indicate an unhealthy
vegetation and, sometimes, negative values are reserved to indicate non-vegetated pixels
(e.g., bare soil, urban area, and water).
Two of the most widely used VIs are the NDVI and Enhanced Vegetation Index (EVI),
which are dependent on the spectral bands that represent the Red (R), Near-infrared







NIR + 6× R− 7.5× B + 1 . (2.47)
However, given the often poor quality of the blue band (poor signal-to-noise ratio) [8],
and the fact that some satellites sensors do not capture its wavelength frequency, the
Two-band Enhanced Vegetation Index (EVI2) was further proposed. That vegetation
index is, as the name indicates, a variation of the EVI that only uses the spectral bands
corresponding to the NIR and R channels, according to the following equation:
EVI2 =
2.5× (NIR− R)
NIR + 2.4× R + 1 . (2.48)
Each spectral index has its own advantages and drawbacks, and the context usually
orientates which indexes are the most indicated. One alternative practice is to calcu-
late and analyze several VI at the same time. In this work, the analyses of time series
associated with those three vegetation indexes were exploited.
2.3 Genetic Programming
Genetic Programming (GP) [15] is an evolutionary algorithm successfully applied in dif-
ferent disciplines in optimization problems. The GP is an artificial intelligence algorithm
that belongs to the family of Evolutionary Algorithms (EAs), which represent an exten-
sive set of heuristic and stochastic search techniques based on a population of individuals,
and are motivated by biological principles of genetic inheritance and evolution.
Typically, solutions of a problem in a target EA application are modeled as individuals
of a population. The population evolves over generations so that better individuals, i.e.,
superior solutions are eventually generated. Usually, a fitness score is assigned to each
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individual based on how well it solves the target problem. Fitness scores are used to select
the best individuals of a population to reproduce, according to the survival of the fittest
principle.
A common representation of GP individuals is a syntax tree, as illustrated in Fi-
gure 2.4, by which internal nodes are math functions, and leaf (terminal) nodes represent
the input variables and/or parameters. The tree representation encodes a computer pro-
gram, i.e. a formula, which, in the example, is given by
√






Figure 2.4: Example of a GP individual syntax tree representation.
A population evolves subject to genetic operators, such as reproduction, mutation,
and crossover. The reproduction operator is usually implemented by means of selection
of individuals which will be taken to the next generation. Mutation, in turn, is usually
implemented based on the inclusion of a randomly generated subtree into a single indivi-
dual. The crossover operator often relies on exchange of subtrees belonging to different
individuals.
Figure 2.5 illustrates the crossover (Figure 2.5-a) and mutation (Figure 2.5-b) genetic
operators applied to the syntax tree representation of individuals. Both those operators
















Figure 2.5: Crossover and mutation operators for syntax trees (leaves are omitted for a
simpler illustration).
When starting a GP evolution process, it is necessary to create an initial population
of individuals. Two different initialization methods are often used: the grow and full. For
both methods, it is also common to define a maximum initial tree depth.
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The grow method consists in creating individuals from a single node, and then incre-
asing their tree depth with children nodes until either only terminal nodes are selected or
the maximum initial tree depth is reached. If the maximum initial tree depths is reached,
then the children nodes must obligatorily be composed of terminal nodes. Hence, this
method does not guarantee that the maximum tree depth will be achieved.
The full method is highly similar to the grow method, with one important exception.
In this method, terminal nodes may only be selected when the individual tree depth is
exactly equal to the maximum tree depth, and no less. Hence, this method always creates
individuals with maximum tree depth.
To increase the diversity of the initial population, with the objective to avoid local
optimums, commonly a hybrid initialization is performed, which is known as ramped
half-and-half. The ramped half-and-half initialization consists in 50% of the individuals
generated by the grow method, and the other 50% generated by the full method.
After an initial population is defined, it is desirable to appropriately define an selection
algorithm to maintain the stochastic dynamics of the algorithm. After the fitness values
of the individuals are calculated, a cumulative distribution is build, so an individual may
be sampled proportional to its fitness score [15]. If the sampling process is repeated until
the target population is attained, then the process is called roulette selection. However,
the roulette method can be inefficient for large populations, which leads to the tour-
nament selection alternative, by which a random subset of individuals is sampled with
equal probabilities, and the best of the set are selected. Several variations of the tourna-
ment selection exist, such as the Pareto Tournament [58] and the Tournament Based on
Statistical Tests [59].
Finally, the evolutionary algorithm keeps iterating (each iteration is also called a
generation) until a stop condition is reached (e.g., a specific processing time, a maximum
number of generations, a specific fitness value or its own convergence).
Chapter 3
Advances in Ecological Studies
This chapter proposes the use of breakpoint detection and characterization (see
Section 2.1.2) in RSI data analysis with the objective of addressing research open is-
sues in the context of two studies in the Ecology domain. The first study, presented in
Section 3.1, is about the use of time series trend breakpoints features to analyze how the
practice of swidden agriculture on the margins of the Tefé River (Brazil) evolved over a
specific time range. The second study, presented in Section 3.2, involves the use of both
time series additive components to evaluate the coastal fog effects on vegetation from the
Fray Jorge National Park (Chile).
3.1 Swidden Agriculture
The analysis made in this work is a direct follow up of the results produced by the
methodology proposed by Dutrieux et al. [13]. The authors proposed to reconstruct the
process of forest recovery after land abandonment by assessing their technique with a case
study in Brazil, Amazonas state, at the margins of the Tefé River.
The rest of this section is divided as follows: Section 3.1.1 introduces the main rese-
arch problem and objectives, Section 3.1.2 gives an overall description of the study region,
materials, and methods, while in Section 3.1.3 the results are presented and further dis-
cussed.
3.1.1 Research Problem
As discussed by Jakovac et al. [60], burn events play an important role in the recovery
of the vegetation within the studied swidden agriculture regime. Thus, the delineated
hypothesis of this work is: the more frequent the burns are, the slower the forest’s recovery
will be over time.
Following the research venue established by Dutrieux et al. [13], this work extends
their analysis at the same region by evaluating the impacts of cultivation cycles in the
forest recovery.
39
CHAPTER 3. ADVANCES IN ECOLOGICAL STUDIES 40
3.1.2 Material and Methods
The specific study region at the margins of the Tefé River was chosen due to its common
swidden agriculture, also known as shifting cultivation. That practice has a very par-
ticular rotation cycle, which consists of both cutting (slashing) and burning the forest,
cultivating the land for a period of one to three years and leaving the land fallow until
the next rotation, which may take five to sometimes more than 20 years [60]. That type
of agriculture is commonly observed in secondary forest sites [13], being widespread at
tropical regions, from which a large part of today’s secondary forests originate [61].
The dataset used in this work is a direct consequence of the methodology presented
in Dutrieux et al. [13], which can be summarized by the following steps:
• Acquisition of satellite imagery. In this study, Landsat 5, 7, and 8 images
from the Thematic Mapper (TM), Enhanced Thematic Mapper Plus (ETM+), and
Operational Land Imager (OLI) sensors were used. The collected images range
from 1984 to 2015, and are Level-1 terrain-corrected products (L1T). Preprocessing
procedures, such as atmospheric corrections, cloud detection, and geo-referencing
are already performed by United States Geological Survey (USGS), from where the
data were downloaded.
• Multi-temporal segmentation. The advantages of such segmentation approach
are twofold: interpretability (features being processed are assigned to regions, and
not pixels, resulting in easier interpretation of the results), and processing (the
amount of time series to be processed is significantly reduced). The outputs of
that procedure are segments (regions of pixels) constructed by the images’ spectral
resemblance and also by their temporal similarity. The Mean-shift Segmentation
algorithm [62] was used for this task, as implemented in the Orfeo Toolbox v6.0.01
The input data for the segmentation algorithm were a stack of 25 layers, each
layer corresponding to an annual Landsat 5, 7, and 8 composite. Other specific
parameters for that algorithm were set as described in [13]. Only segments that
correspond to swidden agriculture objects were kept in the dataset. Characterizing
the swidden agriculture segments was possible by defining a set of rules, such as
discarding objects larger than 15 ha [60], or by defining a threshold to the values of
the series [13].
• Defining the segments’ data. Due to the previous step, each segment (i.e., a
region of the land) must have only one corresponding time series. This can be
achieved by summarizing all the pixels that compose each segment with a reductive
function (e.g., mean or median). After the summarization, a spectral index may
be selected in order to guide the objectives of the analysis. Following the referred
work guidelines to investigate the recovery of forests, the Normalized Difference
Moisture Index (NDMI) was adopted. Similar to the NDVI (see Section 2.2), the
NDMI considers the normalized difference between the NIR and Shortwave Infrared
1https://www.orfeo-toolbox.org/ (as of August 2017).
CHAPTER 3. ADVANCES IN ECOLOGICAL STUDIES 41





When applied to shifting cultivation sites, low NDMI values are expected for bare
soils and thin regrowing forest canopies, while higher values correspond to thicker,
fully developed forest canopies [63].
• Breakpoint detection. Following the approach from Jakovac et al. [60], the land-
use intensity was defined as the number of cultivation cycles that each region has
undergone in the past [13]. Given the shifting cultivation process, each of its cultiva-
tion cycles is marked by the event of human-induced cutting and burning the forests’
vegetation. The effect of such practices can be identified on the NDMI time series by
a dramatic drop in its value. Such dramatic drops may be automatically identified
by the BFAST algorithm, specifically when observing the series trend component.
In addition to a priori knowledge of specialists, the employed regression model did
not consider the seasonal component [13]. Based on empirical experimentation and
recommendations by Bai & Perron [32], the BFAST minimal segment size parameter
was set to h = 0.07. That is, considering the study period, the minimal time span
between consecutive breakpoints must be of, at least, 27 months. Given that the
BFAST algorithm may eventually detect false positives (i.e., breakpoints not related
to slash and burns), then a characterization of such breakpoints becomes necessary.
For this purpose, a Random Decision Forest classifier [64] was used. Some charac-
teristics of the surrounding segments of each breakpoint, such as the slope, mean,
start, and end NDMI values, were provided as features to the classifier. The output
of the classifier are breakpoints labeled either as burn or not burn, referring to the
slash and burn practice. Also, from now on, the burn term will be adopted to refer,
in a simpler way, to each swidden agriculture (slash and burn) cultivation cycle.
The output of the previously described methodology is a dataset comprised of seg-
ments, their corresponding time series, and eventual breakpoints features. Figure 3.1
gives an overview of the study area whereabouts and highlight all the swidden agriculture
segments kept for the dataset. Those segments are predominantly located at the margins
of the Tefé River which, due to the easy water availability, are preferred locations of local
villagers to perform the shifting cultivation [60].
Figure 3.2 presents a single timestamp image of Landsat NDMI data comprising the
whole study site. Cloud and water pixels (e.g., those over the Tefé River) were masked.
The RSI is presented on top of Google Earth satellite imagery for reference purposes.
As can be seen, there is a predominance of moderate NDMI values across all the study
site and, in particular, regions close to the river have slightly lower values, denoting the
constant land use due to the swidden agriculture practice.
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Figure 3.1: Swidden agriculture study area (black perimeter). Detail to the segments
produced by the multi-temporal segmentation (red).
Figure 3.2: Satellite image comprising the study region at the margins of the Tefé River.
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In order to grade the impacts of the frequency of burns in the recovery speed, it was
important to only contemplate data that had not suffered any burns prior to the start of
the data collection period (i.e., before 1984). Clearly, it is a daunting task to verify such
assumption in reality, so an estimation becomes necessary. That estimation was fulfilled
by the use of a land cover map, produced by a Random Decision Forest classifier using
as input data a single Landsat 5 image from August, 1984. The ground-truth data was
produced with the aid of some of the authors from Dutrieux et al. [13], through visual
inspection of the image.
The resulting classification map can be seen Figure 3.3. The results show that most of
the region is populated by forests, and there is a concentration of agriculture and urban
classes at the margins of the river, specially in the northeastern region, where the cities
of Alvarães and Tefé are located. The prediction error estimate is 0.44%, which denotes
a good classification quality.
The produced classification map was used to further filter the dataset in order to avoid
regions that may have suffered prior burns. That was achieved by only filtering regions
labeled as forests in the classification map.
Evidently the spectral differences between old-growth forests (forest class) and secon-
dary forests (agriculture class) becomes small when the secondary forests grow old enough
(e.g., 5–6 years). However, the spatial pattern of the swidden agriculture is predictable,
since it usually expands from the river margins and village surroundings toward the old-
growth forests. That way, the limits between swiddens and old-growth forests is fairly
well defined, in a way that it is unusual to have isolated swidden patches in the middle of
old-growth forests (but there may still exist isolated old-growth forests embedded in the
swidden fields) [60]. Further improvements of that filtering procedure are left for future
work.
Furthermore, since the core interest of this work is the analysis of regions with culti-
vation cycles (i.e., regions with burn breakpoints), then only segments with such features
were kept, meaning that regions without detected burn breakpoints were discarded.
By applying the filtering procedures described above, 23,625 segments were left in the
dataset, representing about 36% of the total. Figure 3.4 shows the remaining segments
after filtering.
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Figure 3.3: Land cover classification around the Tefé River.
Figure 3.4: Remaining swidden agriculture segments after applying filtering procedures.
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3.1.3 Results and Discussion
Figure 3.5 presents the boxplot of the relationship between the burn breakpoints (groups)
and the recovery speed after each burn (response). The recovery speed was approximated
by the slope values from the fitted trend model produced by BFAST, evaluated after
each burn. Apart from the common boxplot features — such as the median and the
quartiles — the  symbol represent the mean, and the whiskers represent the minimum
and maximum values. Outliers were removed from the plot, but not from the analysis.




















Figure 3.5: Boxplot of the burn breakpoint versus recovery speed.
Table 3.1: Summary statistics from the burn breakpoint versus recovery speed boxplot
Statistic Group
1 2 3 4 5 6 7
Sample Size 7,282 7,872 5,499 2,257 609 96 10
Variance 7.74 8.14 8.29 7.66 6.48 5.45 11.18
Maximum 29.15 25.71 20.25 23.30 13.55 12.79 12.37
Q3 5.17 5.51 5.38 4.95 4.40 4.38 3.75
Mean 3.63 3.96 3.83 3.53 3.16 3.09 3.77
Median 3.26 3.63 3.43 3.15 2.75 2.52 3.10
Q1 1.65 1.95 1.86 1.64 1.54 1.77 1.68
Minimum -11.76 -23.82 -19.15 -11.25 -8.65 -6.22 1.01
Each data point from the boxplot represents a burn breakpoint, in a way that if the
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time series of a segment had suffered b burns, only its bth burn response would be con-
sidered at the bth boxplot group, and all its 1, 2, . . . , b − 1 burns would be disregarded.
The way such data was handled aimed to avoid dependency between different groups,
i.e., if all the 1, 2, . . . , b burns from a segment were included at each one of the corre-
sponding groups, there certainly would exist a temporal dependency between them. Such
dependency would be adverse to the analysis procedures presented later in this section,
by lowering the statistical power of performed tests.
There are a few interesting observations that can be made based on the boxplot pre-
sented in Figure 3.5 and summarized by Table 3.1, namely:
• Heteroscedasticity. There is clearly a difference in variability between groups,
which can be seen by the range the whiskers and further supported by the va-
riance estimates. To statistically test if the variances are, indeed, unequal, both
Bartlett’s [65] and Levene’s [66] homogeneity of variance tests were performed. The
conclusion (p-values < 0.001) is that the variances are indeed unequal among groups.
• Unbalanced design. From Group 3 onwards, there is a steep decrease of the
sample sizes. A small sample size may result in poor and unreliable estimates. For
instance, Group 7 sample size is too small when compared to other groups and,
thus, its burns may be disregarded from now on. Group 6 has a modest sample size,
but still, its results should be interpreted with caution.
• Recovery speed decrease. From Group 2 onwards, there is a gradual decrease of
the recovery speed, which can be seen specially by the mean and median estimates.
• Negative recovery speeds. Such artifact seems unlikely, since an increase of the
NDMI values is expected after each burn. Even so, the negative values only corre-
spond to 1.9% of all the data. The speculation is that these negative values arose
from breakpoint classification errors. Thus, given the relatively small percentage, it
is expected those artifacts had little to no influence on the results.
A test to evaluate the difference of group means was performed through an one-
way Analysis of Variance (ANOVA) adapted to handle heteroscedasticity and unbalanced
designs, as described by Herberich et al. [?]. The resulting conclusion (p-value < 0.001)
is a significant difference of the recovery speeds between the groups.
To investigate which are the exact groups with differences in means, the Tukey’s
range test [?] was performed. That method executes multiple comparison tests with
all the possible pairwise group combinations in order to test their difference in means.
The produced results can be seen in Table 3.2. Even though all the possible pairwise
comparisons were performed, only those related to consecutive group pairs are of interest
for this study (e.g., 1–2, 2–3, and so on). The results show that there was an increase
in mean from Group 1 to 2, and a consecutive decrease in mean for all the following
consecutive pairs, up to (including) 4–5. The non statistical significance of the difference
between the pair 5–6 estimate was probably due to the modest sample size of Group 6,
as previously stated.
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Table 3.2: Tukey’s estimates of the difference in means between pairwise groups
Group 1 2 3 4 5
2 0.33
3 0.20 -0.13
4 • -0.43 -0.30
5 -0.47 -0.80 -0.67 -0.37
6 • -0.87 -0.74 • •
Estimates not statistically significant were replaced
by •. All remaining estimates are significant to, at
least, the level α = 0.01.
Lastly, to further support the aforementioned results — especially regarding the group
means differences — a non-parametric Generalized Additive Model (GAM) was fitted to
the data. It should be noted that the GAM fit is, in this context, is only helpful in terms
of visual inference, since due to the x-axis (burn breakpoints) data being categorical, there
is the caveat of lack of interpretation, e.g., it makes little sense to consider a group of 1.7
or 5.3 burns.
The GAM fit is shown in Figure 3.6. The black average line represents the recovery
speed estimate, while the blue shaded area portrays its confidence limits. Based on
the shape of the fitting, and also by extending the previous results, it is noticeable the
evolution of the recovery speed along the groups. Moreover, it is quite notable the inverted
parabolic shape of the GAM fit curve.
The inference from all presented results is that the burn may be beneficial, up to a
point, to the recovery speed, resulting in its increase between one and two burns. After
that, the more burns a region suffers, the quicker its recovery speed is going to decre-
ase. Such observed phenomenon is very similar to the biodiversity-driven Intermediate
Disturbance Hypothesis (IDH), which states that local diversity of species is maximized
when ecological disturbances are neither too frequent or rare, that is, at an intermedi-
ate level [67]. The theory is based on the premises that moderate disturbances prevent
interspecific competition (resulting in dominance of the ecosystem), while higher levels
of disturbances increase the risk of extinction of the species [68]. Thus, at a moderate
disturbance level, species that thrive at both early and late consecutive states may, then,
coexist. However, instead of biodiversity, this work results show that the recovery speed
peaks at a moderate disturbance (frequency of swidden cultivation cycles) level.
Future work will be aimed to further improve the methodology, as previously discussed.
Additionally, the dataset should also be updated to account for more recent images and
further expand the results. Lastly, the present outcomes only show the relation between
recovery speed and the burn disturbance, which may be further expanded to also reflect
changes in the vegetation resilience.















Figure 3.6: GAM fit of the burn breakpoint versus recovery speed.
3.2 Fray Jorge
The content of this section is a direct consequence of the research activities within the
Studies on Tropical Biome Shifts (Tribes)2 interdisciplinary research group. As the name
suggests, the target of the Tribes group is to investigate the biome shifts phenomenon, es-
pecially on tropical biomes. However, instead of evaluating tropical regions, this work was
determined to assess vegetation dynamics from the Fray Jorge National Park, Coquimbo
region, Chile. Such region lies within an overall semiarid climate regime, distinguished by
its several forest oases (patches) concentrated at higher altitudes. By evaluating the pro-
posed analysis in a region with such a particular — but well-defined — shifting dynamic,
future work will rely on the expansion of the analysis to tropical biomes.
The rest of this section is divided as follows: Section 3.2.1 introduces the main rese-
arch problem and objectives, Section 3.2.2 presents a comprehensive description of the
study region, analysis, materials and methods, while in Section 3.2.3 the study results are
presented and discussed.
3.2.1 Research Problem
The Fray Jorge National Park was chosen due to its highly studied and documented type
of vegetation-climate relationship, in a way that the forest patches are greatly dependent
on the coastal fog in order to thrive, as a compensation for the semi-arid low precipitation
environment [69]. Such relationship elected the park as an adequate region to evaluate
the use of time series decomposition and breakpoint detection on RSIs, by which it was
expected that the derived time series features could capture the discussed vegetation
2http://www.e-tribes.com.br/ (as of August 2017).
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dynamics.
The main goal of this work is to use RSI data and derived features — such as additive
temporal decomposition and breakpoint detection — to evaluate the vegetation dynamics
of the region and further correlate the findings with fog and precipitation water inputs.
3.2.2 Material and Methods
Figure 3.7 gives an overview of Fray Jorge National Park spatial location, which borders
the Pacific Ocean. The park is located at the coast of Chile, lying within the Limarí
province, Coquimbo region. The park covers an area of approximately 10,000 ha.
Figure 3.7: Fray Jorge National Park limits.
In order to capture a reasonable temporal range, while still maintaining a spatial
resolution that could capture the forest patches, Landsat 5 TM images ranging from 1990
to 2011 were used to compose the dataset. There were almost no data available from
the Surface Reflectance (SR) product for this specific region, probably due to the coastal
proximity.3 The SR product considers the atmospheric effects to improve the estimation
of the ground-level reflectance. As an alternative, the Level-1 terrain-corrected (L1T)
product was used instead.
Figure 3.8-a presents a single timestamp image of Landsat NDVI inside the National
Park perimeters. Figure 3.8-b presents the Shuttle Radar Topography Mission (SRTM)
Global 1 arc second Version 3 product, which purpose is to illustrate the mountainous
elevation of the region. Higher altitudes are represented by brighter colors (such as in the
mountain barrier), whereas darker colors correspond to lower altitudes (as in the coastal
extent).
Both RSIs are presented on top of Google Earth satellite imagery for reference pur-
poses. Due to the presence of a semiarid climate regime, there is a predominance of low
(non-negative) NDVI values throughout the entire area. There are notably two large pa-
tches with slightly higher NDVI values. Those regions correspond to collections of forest
3https://landsat.usgs.gov/landsat-surface-reflectance-high-level-data-products/ (as
of August 2017).
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patches located on top of the coastal mountains (central-left) and next to the park’s his-
torical buildings (right). Individual forest patches range in size from 0.1 to 25 ha [26,70].
(a) Landsat NDVI Image (b) SRTM Altitude Map
Figure 3.8: RSIs from the Fray Jorge National Park.
Such forest patches, mainly consisting of temperate rainforest species [26], are quite
intriguing because of their behavior, in a way that they are constantly moving towards
the coastal fog [71], which is also know as chamanchaca. The fog moves inland from the
Pacific Ocean on westerly winds, being most frequent between 500 and 700 m elevation
on the coastal mountains [70]. The semiarid region suffers from low water availability,
which rarely exceeds the 150 mm annual precipitation mark [70], and often endures the
strong interannual variability driven by the El Niño Southern Oscillation (ENSO) [26].
Due to the harsh environment, it has been widely suggested that the forests use water
from frequent coastal fogs in order to account for the insufficient precipitation and, thus,
prevail in the semiarid region [26,69–71]. According to Del-Val et al. [70], the estimate is
that trees may be receiving an additional input of approximately 200 mm of water/year
due to the coastal fog.
Guided by the research problem, the time series decomposition and breakpoint de-
tection were evaluated by means of the BFAST algorithm. Based on empirical experi-
mentation and recommendations by Bai & Perron [32], the BFAST minimal segment size
parameter (h) was set to h ≈ 0.0687. Therefore, considering the collected data period,
the minimal time span between consecutive breakpoints has to be of, at least, 18 months.
Different from the multi-temporal segmentation approach used in Section 3.1.2, in this
study, each individual pixel of the RSI was kept as it is, in order to thoroughly capture
the forest patch dynamics.
The aforementioned methodology concerning the discovery of time series features is
similar to the one presented in Detsch et al. [7]. Albeit similar in context, their work
proposed the use of BFAST on 1 km Moderate Resolution Imaging Spectroradiometer
(MODIS) NDVI data with the objective of reconstructing long-term and seasonal vegeta-
tion dynamics to assess the impacts of disastrous fires on regions immediately neighboring
Mount Kilimanjaro, Tanzania. Their constructed record was able to successfully capture
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long-term dynamics, such as the expansion of bush-type vegetation around the mountain,
as well as seasonal dynamics, highly correlated with extreme events such as the ENSO or
the Indian Ocean Dipole (IOD).
Estimating the precipitation was possible by using the Climatic Research Unit (CRU)
TS 3.23 Precipitation dataset,4 covering the period 1901–2014. Such dataset comprises
the accumulated monthly precipitation with a spatial resolution of 0.5◦.
The quantification of the fog, in turn, was based on the methodology presented by
Goldsmith et al. [72]. By the lack of a fog specific product, the MODIS Level 2 MOD35
Cloud Mask was used as a proxy for the coastal fog. That product is based on consistency
and threshold tests considering the spectral bands representing the R and NIR channels,
in order to confidently conclude if the pixels are covered or not by clouds. The MODIS
product is available daily with a spatial resolution of 1 km.
To construct a monthly dataset in order to enable comparisons with the RSI time
series, a monthly cloud coverage was produced by adding up the frequency of days by
which a pixel was covered by cloud, and dividing by the total of days in each month.
The result is a proportion ranging from 0 to 1, where 0 stands for clear month with no
clouds, and 1 means that there were clouds covering the specific pixel throughout the
entire month.
3.2.3 Results and Discussion
The following analysis was performed on NDVI, EVI, and EVI2 data. Based on empirical
experimentation, only the EVI2 results, which provided the most insightful outcomes, will
be shown. Furthermore, all the resulting images were also overlaid with altitude contour
lines.
Over 100,000 time series (pixels) were processed by the BFAST algorithm. The fre-
quency of trend breakpoints is shown in Figure 3.9-a. In general, regions to the left of
the mountainous range are estimated to have suffered more breakpoints than the rest of
the park. What is intriguing is that the forest patch on top of the mountains (above 350
m) suffered more trend breakpoints than the one located at the right portion of the park
(below 200 m), which is one of the regions that least suffered changes over the observed
period. Such phenomenon may be linked to the coastal fog dependency, which can cause
the vegetation to dynamically adapt to new locations [71] and, thus, in the medium-long
term, result in trend breakpoints. That phenomenon, in turn, does not apply to the rig-
htmost forest patch, probably not affected by the coastal fog, which hardly surpasses the
left mountain range [70].
Figure 3.9-b shows the median magnitude of all the detected trend breakpoints. Ne-
gative values (brown) indicate that breakpoints are, in the long-term, resulting in NDVI
drops, in contrast to positive values (green), which indicate an increase of NDVI. Mag-
nitudes equal to zero (black) reveal regions which have not suffered any breakpoint. It
can be seen that regions with lower trend breakpoint frequencies usually exhibit negative
magnitudes, and regions with more breakpoints are characterized by positive magnitudes.
Regarding the forest patches, there is clearly a high magnitude variability throughout the
4http://badc.nerc.ac.uk/data/cru/ (as of August 2017).
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mountainous forest patch, which might be related to its long-term dynamism. As for the
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Figure 3.9: Frequency and magnitude of detected trend breakpoints.
Next, seasonality measures were used to provide some comprehension of the periodic
behavior within the park limits. Figure 3.10 presents the resulting weighted mean of
the five highest seasonal frequencies, in months. The highest frequencies were obtained
by constructing the seasonal component periodogram, and a weighted mean is computed
with the periodogram densities themselves used as weights. Thus, those results are an
estimate of the seasonal frequency, that is, the months between each consecutive seasonal
cycle. Higher (lower) values represent a slower (faster) seasonal cycle. The left side of the
park has an evidently slower seasonal cycle when compared to the right side. The coastal
shore on the leftmost park margin also has recognizable spots with fast seasonal cycles,
which might be a phenomenon caused by the proximity to the Pacific Ocean. Lastly,
across to the two forest patches (especially on the rightmost patch) there are some bright
blue spots indicating fast seasonal cycles. While such phenomenon is too weak on the
mountainous forest patch to be related to its dynamism, it is curious how strong it is next
to the forest patch to the right.
Next, Figure 3.11 presents two seasonality measures derived from the Phenology field.
Since no seasonal breakpoints were detected by the BFAST algorithm, then the seasonal
component is estimated as a continuous signal of identical seasonal cycles. Hence, the se-
asonality measures were estimated by using any complete seasonal cycle from the seasonal
component.
Figure 3.11-a presents the start of the seasonal period, calculated by measuring the
time (in months) it takes to a seasonal cycle accumulate 20% of its total variation. Notably
the vegetation from the right side of the park generally start its seasonal cycle in July,
while the one at the left side start earlier, in June. Moreover, regions next to the forest
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Figure 3.10: Weighted mean of highest seasonal frequencies in months.
patches present later seasonal periods as late as August, or even September/October on
the rightmost forest patch. Finally, Figure 3.11-b presents the seasonal amplitude, which
is calculated as the range between the minimum and maximum values of a seasonal cycle.
Similar to the original time series, the seasonal amplitude is measured in NDVI. Clearly,
higher altitudes (especially above 350 m) present a more intense seasonal cycle, while
regions with lower altitudes (both to the left and right sides of the mountain) present less
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(b) Seasonal amplitude
Figure 3.11: Common seasonality measures from the Phenology field.
In order to investigate this region’s specific hydrological system, the CCF (see
Section 2.1.3) was applied between the seasonal component and, separately, the preci-
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pitation and fog series. The employed CCF considers the Pearson’s correlation factor.
Given the coarse spatial resolution of the selected precipitation product (0.5◦), then the
whole study region must be correlated to the same precipitation time series. Figure 3.12
presents boxplots with precipitation data from all the observed period, with each group
representing a month of the year. The mean precipitation — constructed with data from
all the years — accumulates to the 20% level in June, whose boxplot is highlighted in
















Figure 3.12: Boxplot of the precipitation from 1990–2011.
Next, the CCF results are shown in Figure 3.13. Figure 3.13-a reveals the highest
correlation achieved by the CCF, which tests several lags between the two time series.
Medium-high correlation values — greater than 0.5 — were obtained for the most parts
of the park, with the exception of some areas close to the park’s perimeter (as in the
coastal shore) and also close to the rightmost forest patch, which presented correlations
lower than 0.2.
Given the overall significant correlation values, it it possible to further derive con-
clusions from the lags responsible for such correlation intensities; those are presented in
Figure 3.13-b. A lag τ represents that, after the precipitation, it takes about τ months
for the vegetation to fully benefit from the water input. Notably, regions to the left side
of the mountain generally present lags of 3 months, while regions immediately at its right
side present a faster response of 2 months. Interestingly, forest patches are estimated
to present slower responses as long as 4 months (or even 5 months for the mountainous
patch). However, given the low correlations values achieved by the rightmost forest patch,
such conclusion must be carefully taken for that specific region.
Consequently, the fog CCF results are shown in Figure 3.14. Figure 3.14-a reveals
the highest correlation achieved by the CCF. Given the 1 km spatial resolution of the
employed product, some square artifacts may be seen throughout the resulting image.
Each one of those squares represent the area covered by a distinc pixel from the employed
MODIS product. Given the chosen cloud coverage product and the proximity to the
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Figure 3.13: Cross-correlation results between the seasonal component and precipitation
series.
ocean, it can be seen that regions to the left of the mountain (especially at the north- and
south-west) present significantly lower achieved correlations. At the right of the mountain
range, however, medium-high correlations values were identified.
Regions with no significant correlation were masked from the lag map presented in
Figure 3.14-b. The lag values at the right of the mountain range are remarkably similar
to those presented in Figure 3.13-b. However, some differences arise when observing the
results from the top and the left of the mountains: regions to the left side of the mountain
generally present short lags of less than 1 month, while regions at the top of the mountain
also present fast responses of, at maximum, 2 months. What is also intriguing is that
the rightmost forest patches maintain slower lags (4-6 months), as in the precipitation
analysis, while the mountainous forest patches clearly present distinct lag responses to
each water input. Even so, given the medium-low correlation values observed on the
leftmost forest patch, such conclusion should be carefully taken.
Such results from this work meets the outcomes presented in Gutierrez et al. [26], by
which if the amount of fog intercepted by trees is sufficient (i.e., it meets or exceeds their
hydrological requirements), then the rainfall variations are expected to have more limited
influence on tree growth and regeneration. Moreover, in situ studies have already shown
the importance of the coastal fog as the primordial source of water for the forests at the
Fray Jorge National Park [69], which goes according to the findings from the previous
CCF analyses.
Future work will be focused on the creation of a model to explain the precipitation and
fog responses by using trend and seasonal variables, as well as selecting a better proxy for
the fog other than cloud coverage.
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This chapter introduces the use of a GP framework in the time series dissimilarity function
discovery problem. The proposed framework, as well as its use in RSIs classification tasks,
are further described.
The chapter’s content is organized as follows: Section 4.1 gives an overview of the
background, general objectives, and our proposed approach; Section 4.2 presents two
applications in order to verify the effectiveness of the proposed GP-based combination
functions. The first application consists in the classification of forests and savannas, from
a biome perspective. The second application aims to distinguish eucalyptus pixels from
other classes. Both applications are based on the use of remote sensing pixel time series.
Part of the content of this chapter has been included in the paper “Remote sensing
image classification using GP-based time series similarity functions”, which was accepted
for publication in the IEEE Geoscience and Remote Sensing Letters.
4.1 Background
Keeping track of land-cover changes over time is of paramount importance in several
applications, such as agriculture monitoring, ecology studies, and urban planning. In
those applications, one key demand is the identification of regions of interest. Existing
solutions for that problem are divided into two main streams: region- and pixel-based
classification approaches [73–75]. The latter relies on use of pixel values in each band as
a spectral signature to perform classification tasks. The former, in turn, exploits features
associated with groups of pixels (regions).
Typically, both research venues take advantage of the computation of dissimilarity
measures among pixels/regions to assess if they belong to same class or not. In fact,
one important criterion refers to how similar temporal patterns associated with spectral
information encoded in pixels/regions are [14, 76, 77]. Given two pixels/regions, if their
time series are similar enough, they may belong to the same class.
Several studies have been dedicated to investigate appropriate time series dissimilarity
functions [56,78], especially in the context of remote sensing applications [55,79]. In some
57
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cases, even specific representations are proposed to improve the effectiveness of time series
dissimilarity computation systems, such as recurrence plot [80] and visual rhythm [81].
Here, the use of a GP framework (see Section 2.3) will be investigated for time series
dissimilarity function discovery applied to two binary classification datasets. Instead of
relying on a single dissimilarity function, the aim is to learn, based on a labeled trai-
ning set, the best combination of dissimilarity functions that better assigns samples to
correct classes. The proposed framework follows the ideas presented in [82] to perform
a dissimilarity function search process. The use of GP in this work is motivated by its
excellent results in terms of effectiveness in several ranking-based information retrieval
problems [83–86], and its capability to find near-optimal solutions in large search spaces.
A population of individuals, which represents different combination functions, evolves
along generations, subject to genetic operations. At the end of the process, the best
combination function (individual) is selected. Figure 4.1 illustrates a typical tree repre-
sentation of a GP-based combination function used to compute the dissimilarity of time
series T1 and T2, given a set of k dissimilarity functions {d1, d2, . . . , dk}. In the example,
these dissimilarity functions are combined by the following composite function:
dGP(T1, T2) =
d1(T1, T2) + d3(T1, T2)√
d2(T1, T2)




𝑑1 𝑑2 𝑑3 … 𝑑𝑘
𝑇1 𝑇2
Figure 4.1: Example of a GP individual used to compute the dissimilarity between time
series T1 and T2.
After learning a time series dissimilarity combination function in an offline process, it
can be applied in a classification system without any extra overhead.
As far as we know, GP has never been used in time-series-based RSIs classification
tasks. The most similar approach is proposed by Dohare and Devi [87]. Different from
ours, their approach is based on Genetic Algorithm (GA) to combine time series dissimi-
larity functions. Furthermore, other differences refer to our use of: (1) both unequal and
equal length time series dissimilarity functions, (2) dataset comprised of RSIs, and (3)
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decomposition of additive time series and structural change detection features.
4.1.1 Proposed Approach
Let P = {p1, p2, . . . , pn} be a set of n pixels within a RSI and T = {T1, T2, . . . , Tn}
be a set of time series associated with different pixels pi ∈ P . Each pixel pi ∈ P is
assumed belonging to a class of interest. Let D = {d1, d2, . . . , dk} be a set of time series
dissimilarity functions, i.e., di : T × T → R. The objective of the GP-based time series
dissimilarity discovery process is to find a dissimilarity function dGP : T × T ×D → R,
based on which pixels can be correctly assigned to a class, given their time series.
Labeled time series are used to guide the GP-based discovery process, which is por-
trayed by Figure 4.2. A GP population is evolved so that suitable combination functions
are found. An individual is considered as a good combination function candidate if its
use leads to a good classification result. The balanced accuracy measure was used in or-





is the true positive rate (sensitivity/recall), and TNR = TN
TN+FN
is the
true negative rate (specificity), both calculated in terms of a binary confusion matrix.
The balanced accuracy was chosen in favor of the regular predictive accuracy, since the
latter can be a misleading performance measure in unbalanced datasets, resulting in bias
towards the most frequent class [88]. The k-Nearest Neighbors (kNN) algorithm [89] with
k = 10 neighbors was applied for the classification task. All steps described before are
depicted by the component GP Framework in Figure 4.2.
Once the best individual is found, its dissimilarity matrix is constructed, which serve
as input to a second 10NN classification phase used to label testing samples. The latter
steps are illustrated by the component Test Evaluation Phase in Figure 4.2.
The 5-fold cross validation approach was used in the performed experiments. A sche-
matic representation of this procedure is presented in Figure 4.3. Data are split into five
equally sized sets (folds), so that three were used for training, one for validation, and one
for testing. That protocol considers five rounds executed in such a way that folds are
shifted to be used for training, validation, and testing.
One common problem that may arise in the classification context is overfitting, which
can occur when a model fits the particulars of the training data overly well and conse-
quently is not capable of generalizing to new unseen examples [90]. By using a validation
set, the overfitting can be avoided.
The validation set was used to perform a further selection of individuals, as described
in [82]. The protocol consists in keeping the best m individuals from each generation
during the training phase, and evaluating them in the validatikon set. Let µi be the
average of the balanced accuracy for the training and validation sets of individual i, and
σi its standard deviation. Then, its score Si is given by:
Si = µi − σi, i = 1, 2, . . . ,m. (4.2)
Larger differences in classification results between training and validation set will even-
tually produce lower scores, whereas smaller differences might produce higher scores.
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Figure 4.2: GP-based time series dissimilarity function discovery process.
Thus, the best individual selected considering the validation protocol will be the one with
the highest score.
Results considering and not considering the validation set are be presented, by which
will be further referred in this text by GPval and GPtrain, respectively.
In this work, two variations of its proposal were explored. The first one considers
comparisons of time series as they were obtained (after preprocessing), referred to as
GPraw. The second one considers comparisons of time series dissimilarity functions defined
in terms of their trend and seasonal components, and also their breakpoints. Breakpoints
are obtained by applying the BFAST algorithm [4], and that variation was named GPdec.
Within this variation, three additional dissimilarity functions were computed, as described
in Section 2.1.3.3.
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Figure 4.3: Schematic representation of a 5-fold cross validation.
4.2 Validation
In order to investigate the proposed approach under different aspects, various experiments
were conducted on two application scenarios, whose results will be further discussed in this
section. Performed experiments intended to assess the effectiveness achieved by GP-based
combination functions when compared to the use of dissimilarity functions in isolation,
and also evaluate the impact of using dissimilarity scores defined by comparing time series
additive components and breakpoints, obtained by applying the BFAST algorithm.
4.2.1 Tropical Biomes Classification
4.2.1.1 Experimental Setup
Experiments were conducted on data collected by the MODIS sensor, on board of the
Terra and Aqua satellites. To evaluate results on different spatial resolutions, experi-
ments were also conducted on combined data from the Landsat sensors TM, ETM+, and
OLI. Preprocessing procedures, such as atmospheric corrections, cloud detection, and
geo-referencing are already performed by USGS, from where the data were downloaded.
The MODIS data in question are a combination of products MOD13Q1.005 (Terra)
and MYD13Q1.005 (Aqua), in order to permit a higher temporal resolution. Those pro-
ducts already provide the computation of NDVI and EVI. In addition, EVI2 was calculated
by using the provided bands, as described in Section 2.2.
These products are available at a 250 m spatial resolution, and are produced as a
16-day composite, that is, although data are retrieved daily, only those with the best
quality are chosen to represent the compositing period.
As for the Landsat data, a combination of SR products from Landsat 5, 7, and 8
was employed. Those products offer images composed of six (Landsat 5 and 7) or seven
(Landsat 8) spectral bands, at a 30 m spatial resolution with temporal resolution of 16
days. All the VIs had to be computed for the Landsat data by using the appropriate
available spectral bands.
Regarding data filtering on Landsat data, the fmask algorithm [91] was used for cloud
detection, and only data with clear pixels were kept. As for MODIS data, the filtering
procedure discussed in [92] was employed, so that data with the blue band greater than
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10% of its maximum value and/or the sensor view zenith angle greater than 32.5◦ were
excluded.
The geographical coordinates used as ground truth in this study are a modified subset
of the inventory data used in [93], by which regions delimited by MODIS 250m pixels
perimeters were analyzed in Google Earth1 and classified either as a forest or a savanna
biome, which are two important biomes in the South America tropical region, presenting
distinct ecological characteristics. Only pixels with the same classification labels over
the period 2000–2016 were kept. Thus, since Landsat pixels are smaller than those from
MODIS, only the closest (in spatial terms) Landsat pixels to the corresponding MODIS
pixels were chosen.
Figure 4.4 shows the spatial distribution of all samples, totalizing 294 pixels across
South America over the period of February 2000 to November 2016. Two specific samples:
forest (A) and savanna (B) are highlighted, and will be used from now on to exemplify
some characteristics of those distinct biomes.
A B
Figure 4.4: Spatial distribution of forest and savanna samples. Detail to specific forest
(A) and savanna (B) samples. Latitude and longitude scales are shown in degrees.
Figure 4.5 presents RSIs of Landsat and MODIS EVI2 data surrounding samples A
and B. Those images represent a square buffer of ± 7,500 m in all cardinal directions
from the center coordinates of both samples. Note that the RSIs are presented on top of
Google Earth satellite imagery for reference purposes. The Landsat spatial resolution is
clearly far superior than MODIS, resulting in more detailed images. Please note that those
images are presented only for example purposes, after all, only data from the indicated
central pixels were used.
While for the MODIS sensor all data from the 294 pixels are accessible, only 269 of
those pixels have available data from Landsat products, due to availability limitations.
1https://www.google.com/earth/ (as of August 2017).
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A
(a) Landsat EVI2, Sample A
B
(b) Landsat EVI2, Sample B
A
(c) MODIS EVI2, Sample A
B
(d) MODIS EVI2, Sample B
Figure 4.5: Satellite imagery surrounding samples A and B.
As the datasets are composed of various locations scattered across an entire continent, it
comprises several MODIS tiles and Landsat scenes. Different tiles and scenes do differen-
tiate from each other concerning data availability, which implies in datasets with unequal
length time series.
Experiments were performed on NDVI, EVI, and EVI2 time series associated with
each pixel. Figure 4.6 shows Landsat and MODIS time series of the three VIs employed
for both samples A and B. Notably, the forest time series achieve, in general, greater
values than the savanna. Also, the savanna time series present longer and more defined
seasonal cycles, whereas the oscillation from the forest series is faster and overall greater
in amplitude. Time series data from MODIS are also more dense (more observations per
time) than from Landsat, which is clearly observed when comparing sample A between
the distinct data sources.
The BFAST minimal segment size parameter (h) was dynamically set to each time
series as h = 18
tslength
, where tslength is the number of observations (or length) of each time
series. Therefore, the minimal time span between consecutive breakpoints has to be of,
at least, 18 months. Figure 4.7 presents examples of BFAST outputs when applied to
Landsat and MODIS data for samples A and B. For sample A, five (one) breakpoints
were detected in the trend component by using the Landsat (MODIS) dataset; for sample
B, four (two) breakpoints were detected in the same component using Landsat (MODIS).































































































Figure 4.6: Vegetation indexes time series for samples A (green) and B (orange), on two
different spatial resolutions.
Given the lower temporal density from Landsat, usually a larger number of breakpoints
will be discovered when in comparison to MODIS data.
Table 4.1 shows the set of unequal length dissimilarity functions and its acronyms —
previously defined in Section 2.1.3 — that were used in the GP-based discovery process.
Additionally, for the GPdec variation, each dissimilarity function from Table 4.1 was app-
lied twice: one for trend component, the other for seasonal component. For that reason,
a subscript “T” will be included when referring to the trend and “S” when referring to
the seasonal component dissimilarities. Lastly, the baselines are given by different clas-
sification systems implemented using all those unequal length dissimilarity functions in
isolation.
Table 4.1: Unequal Length Dissimilarity Functions
Acronym Dissimilarity Function
dACF Autocorrelation-based Dissimilarity
dARM Maharaj’s Model-based Dissimilarity
dARP Piccolo’s Model-based Dissimilarity
dCOR Cross-correlation-based Distance
dDTW Dynamic Time Warping
dEDR Edit Distance for Real Sequences
dERP Edit Distance with Real Penalty
dPCF Partial Autocorrelation-based Dissimilarity
dSAX Symbolic Aggregate Approximation-based Dissimilarity

























































































































































(d) MODIS, Sample B
Figure 4.7: Decomposition and change detection outputs of four time series samples using
BFAST.
Table 4.2 summarizes assigned values to the GP parameters. The stop condition is
exclusively based on the maximum number of generations reached, which was set to 100.
Each generation’s population is composed of 200 individuals. The selection of these pa-
rameters was based on empirical experimentations, based on the classification accuracyprocessing time ratio.
That is, greater values of these parameters could still yield even better results, but would
take too much time for just a small increment; in contrast, smaller values of these para-
meters always yielded poorer classification results.
The operators (i.e., internal trees’ nodes) are arithmetic operations such as addition
(+), subtraction (−), multiplication (∗), and absolute value (abs). Protected versions of
the division (sDiv), square root (sSqrt), and natural logarithm (sLn), were also considered,
as suggested by Koza [15].
The formulas’ parameters (i.e., trees’ leaves) are random real numbers following a
Normal (Gaussian) distribution with mean µ = 0 and variance σ2 = 1. The parameters
can also be the dissimilarity matrices representing the k distinct dissimilarity measures,
with k = 9 for GPraw and k = 21 for GPdec. Trees generated in the initial population will
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not have a tree depth higher than 10.
The Pareto Tournament [58] with two individuals was used as the selection method.
It consists in randomly selecting groups of two individuals (pairs) from the population.
Once two individuals are chosen, they have a probability of 0.9 to cross their genetic
information and create new individuals. Every new individual in the population has a
probability of 0.1 to mutate. Additionally, a new random individual is also added to
the population. Then, a multi-objective Pareto optimization is formed among those new
individuals, by maximizing fitness and minimizing age, discarding dominated individuals
from the tournament. That step is repeated until the population is less than or equal to
the target population size, or until the population is entirely non-dominated (i.e., every
individual of the population lies on the Pareto front).
In the validation procedure, the best m = 10 individuals of each generation are kept,
as described in Section 4.1.1. A total of 100 independent runs of 5-fold cross validation
were performed for both datasets.




Operators (internal nodes) {+, −, ∗, abs, sSqrt, sDiv, sLn}
Parameters (leaves) {di : 1 ≤ i ≤ k} ∪ {cj ∼ N (0, 1)}
Maximum initial tree depth 10
Selection method Pareto Tournament × 2
Crossover rate 0.9
Mutation rate 0.1
Individuals kept for validation 10
4.2.1.2 Results
Figures 4.8 and 4.9 show examples of produced GP individuals, represented both as
a syntax tree and a formula. White internal nodes are operators, yellow leaf nodes are
random numerical constants, and blue leaf nodes are dissimilarity functions. Undoubtedly,
the proposed framework is able to find non-trivial dissimilarity combination functions.
To present the classification results, the mean and standard deviation of the fold
accuracies were computed in each experiment. The average of the means and standard
deviations, considering all 100 independent runs, was calculated and will be presented
below.
Tables 4.3 and 4.4 present the classification results for MODIS and Landsat datasets.
In addition, the symbols next to the accuracy results represent the paired significance of
the accuracies when compared to all GP approaches. Since the homogeneity of variances
assumption is not satisfied, then a regular Paired Student’s t-Test cannot be used. Instead,


























sSqrt(abs(sLn(abs(ARM + PCF))) - sLn(sDiv(sDiv(sLn(SAX), sLn(EDR)),
sDiv(sDiv(-1.42941450804587, ARM), sSqrt(ERP))))) *
(EDR - abs(ACF)) + ARM
Figure 4.8: GPraw individual syntax tree representation and its formula for MODIS EVI
input data.
we resort to the Paired Wilcoxon’s Signed Rank Test [94], which is a non-parametric
approach with more relaxed assumptions than the t-Test.
For both datasets, all variations of the proposed approach (GPdec.train, GPdec.val,
GPraw.train, and GPraw.val) overcame all baselines, especially dDTW, dEDR and dERP, which
are the most effective ones.
In addition, the Paired Wilcoxon’s Signed Rank Test was also evaluated between the
two GPval and GPtrain pairs (p-value < 0.01). As can be seen, in none dataset they
presented a significantly better performance than the other, which indicates that the
overfitting is not an issue for this specific scenario. Both test results indicate a statistical
equivalence and, hence, only results considering GPtrain individuals will be reported from
now on.
The general outlook is that results of NDVI time series are associated with the highest
accuracies, which can be seen both for MODIS and Landsat datasets. Apart from all
GP-based functions, this is also especially remarkable for dACF, dARM, dARP, and dPCF.
It is intriguing that those dissimilarity functions are either model-based (dARM and dARP,
which are built around autoregressive components of the ARMA and ARIMA models,
respectively) or autocorrelation-based (dACF and dPCF). All other measures have more
or less the same results throughout all VIs used. Lastly, there does not seem to be any
significant difference between the results when comparing the EVI and EVI2 time series
to eachother.
The overall accuracy results observed for the Landsat dataset are inferior to those













































abs(sDiv(sLn(ACF_T) + (ERP_T - COR_S), abs(sLn(ARP_S))) +
sSqrt(-0.757893444226754 - ERP_S) * (sLn(EDR_T) + (ACF_T - DEC2))) -
sDiv(abs(sSqrt(abs(EDR_T)) + (-0.254500845150874 * ERP_S -
sLn(-2.44912503021201))), sLn(sLn(ARP_T * EDR_T * (EDR_S + DEC2)))) +
abs(DEC2 + sSqrt(DTW_S))
Figure 4.9: GPdec individual syntax tree representation and its formula for Landsat NDVI
input data.
from MODIS data. Given how the inventory dataset was produced — which considered
MODIS pixels delimitations —, it is natural to assume MODIS data would produce the
best results. In addition, Landsat pixels are smaller than those from MODIS, which is
a consequence of Landsat’s higher spatial resolution and, therefore, more detailed RSIs
are produced. However the greater the detail of a RSI, the more sensitive its pixels are
to variations. Another important factor is that MODIS data are collected with a daily
temporal resolution, and only those with the best quality are chosen to create 16-day
composites, wherein Landsat data are collected with a 16-day temporal resolution. These
characteristics together might partially explain why there was an overall observed decay
in accuracy.
Finally, the results of GPraw and GPdec were also tested with a Paired Wilcoxon’s
Signed Rank Test (p-value < 0.01) and no significant difference was observed. However,
the results of those two variations will still be further discussed in order to compare their
characteristics.
Tables 4.5 and 4.6 present the relative frequencies of each dissimilarity measure con-
tained in GP-based individuals. The relative frequencies will be presented as an estimate
of how important each dissimilarity measure was when constructing GP individuals. The
three highest relative frequencies for each VI (displayed on columns) are highlighted in
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Table 4.3: MODIS classification results (mean± stdev.)
Dissimilarity NDVI EVI EVI2
GPdec.train 0.985 ± 0.003 0.981 ± 0.004 0.980 ± 0.004
GPdec.val 0.984 ± 0.004 0.979 ± 0.004 0.979 ± 0.004
GPraw.train 0.986 ± 0.004 0.980 ± 0.005 0.982 ± 0.002
GPraw.val 0.986 ± 0.003 0.979 ± 0.003 0.980 ± 0.004
ACF 0.923 ± 0.005 H 0.805 ± 0.014 H 0.830 ± 0.008 H
ARM 0.941 ± 0.007 H 0.824 ± 0.006 H 0.837 ± 0.014 H
ARP 0.942 ± 0.006 H 0.849 ± 0.015 H 0.852 ± 0.005 H
COR 0.535 ± 0.003 H 0.535 ± 0.005 H 0.505 ± 0.003 H
DTW 0.970 ± 0.008  0.968 ± 0.006  0.962 ± 0.005 H
EDR 0.963 ± 0.005 H 0.965 ± 0.005 H 0.954 ± 0.006 H
ERP 0.966 ± 0.004 H 0.965 ± 0.005 H 0.952 ± 0.009 H
PCF 0.949 ± 0.007 H 0.852 ± 0.013 H 0.866 ± 0.010 H
SAX 0.864 ± 0.014 H 0.836 ± 0.011 H 0.838 ± 0.013 H
The balanced accuracy measure is used to quantify the classification results. Estimates signifi-
cant to the level α = 0.001 were marked with H, while those significant to the level α = 0.01
were marked with .
bold; eventual ties are highlighted as well.
From Table 4.5, it is notable that the most important dissimilarity measures when
constructing GPraw individuals are dARP and dDTW. Also note that those measures, in
isolation, produced good classification results for MODIS dataset, but dARP yielded poorer
results when applied in isolation to Landsat data.
As for Table 4.6, there is a general consensus that, for both datasets, dDTWT and
dEDRT are the most important dissimilarity measures when constructing GPdec individu-
als. Please note that these dissimilarity functions are trend component variants, whereas
seasonal component variants were given much less importance. In this case, both dissimi-
larity functions presented great classification results, when applied in isolation, for both
datasets.
What is noteworthy is that, by giving importance to different dissimilarity measures,
both GPraw and GPdec approaches reached equally significant classification results.
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Table 4.4: Landsat classification results (mean± stdev.)
Dissimilarity NDVI EVI EVI2
GPdec.train 0.875 ± 0.005 0.867 ± 0.004 0.868 ± 0.005
GPdec.val 0.874 ± 0.005 0.869 ± 0.006 0.870 ± 0.003
GPraw.train 0.876 ± 0.006 0.868 ± 0.005 0.870 ± 0.004
GPraw.val 0.876 ± 0.005 0.869 ± 0.006 0.871 ± 0.004
ACF 0.727 ± 0.022 H 0.630 ± 0.033 H 0.660 ± 0.028 H
ARM 0.732 ± 0.019 H 0.683 ± 0.018 H 0.651 ± 0.014 H
ARP 0.686 ± 0.016 H 0.596 ± 0.028 H 0.582 ± 0.035 H
COR 0.527 ± 0.011 H 0.536 ± 0.012 H 0.549 ± 0.008 H
DTW 0.804 ± 0.010 H 0.805 ± 0.008 H 0.802 ± 0.014 H
EDR 0.801 ± 0.011 H 0.804 ± 0.010 H 0.806 ± 0.010 H
ERP 0.803 ± 0.010 H 0.798 ± 0.014 H 0.804 ± 0.019 H
PCF 0.746 ± 0.014 H 0.643 ± 0.021 H 0.672 ± 0.022 H
SAX 0.673 ± 0.017 H 0.648 ± 0.028 H 0.651 ± 0.018 H
The balanced accuracy measure is used to quantify the classification results. Estimates signifi-
cant to the level α = 0.001 were marked with H.
Table 4.5: Relative frequency of dissimilarity functions on GPraw.train individuals (%)
Dissimilarity MODIS Landsat
NDVI EVI EVI2 NDVI EVI EVI2
ACF 8.9 7.4 8.0 7.8 7.0 9.4
ARM 9.6 13.3 11.8 11.0 11.1 8.2
ARP 11.4 7.4 11.8 12.6 12.6 20.7
COR 8.0 8.9 9.3 7.6 7.3 6.0
DTW 16.3 18.5 12.6 14.6 11.1 16.0
EDR 12.6 10.4 17.1 11.2 16.1 9.7
ERP 10.7 13.5 8.2 11.7 11.4 10.0
PCF 10.7 8.5 11.1 13.0 13.5 13.8
SAX 11.9 12.2 10.1 10.5 9.7 6.3
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Table 4.6: Relative frequency of dissimilarity functions on GPdec.train individuals (%)
Dissimilarity MODIS Landsat
NDVI EVI EVI2 NDVI EVI EVI2
ACFS 5.1 4.9 4.9 4.1 6.3 4.8
ACFT 3.7 4.8 5.0 2.9 3.4 3.7
ARMS 4.5 5.1 7.0 3.8 4.3 4.2
ARMT 3.3 2.6 2.9 0.6 4.3 3.1
ARPS 3.5 5.4 4.6 4.1 4.8 5.4
ARPT 3.9 3.8 4.7 2.5 3.4 6.2
CORS 3.1 4.1 4.1 4.8 3.9 4.0
CORT 3.5 2.7 2.6 2.9 2.9 3.4
DEC1 4.3 4.8 5.0 3.8 4.8 5.4
DEC2 4.9 3.8 4.5 3.8 5.3 4.2
DEC3 5.9 4.8 3.0 3.8 3.9 3.1
DTWS 4.9 4.5 6.4 6.4 1.4 1.4
DTWT 9.0 10.8 8.6 10.5 11.1 7.6
EDRS 4.3 4.9 3.4 5.1 3.4 5.6
EDRT 8.6 9.9 8.4 10.2 18.8 16.1
ERPS 4.5 4.8 4.4 5.7 2.9 2.8
ERPT 7.8 5.4 6.3 7.0 3.4 5.9
PCFS 5.1 2.9 5.4 7.0 3.9 3.1
PCFT 2.9 3.8 2.8 2.5 2.4 3.1
SAXS 1.8 2.6 3.0 5.7 2.4 4.8
SAXT 5.5 3.5 3.3 2.5 2.9 2.0
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4.2.2 Eucalyptus Classification
4.2.2.1 Experimental Setup
In this case study, experiments were conducted on data collected by the sensor MODIS
(Terra and Aqua satellites). Data preprocessing and some other particularities, such as
data acquisition, were performed in the same way as described in Section 4.2.1.
A total of 715 MODIS images were downloaded: 385 from Terra (MOD13Q1.005), and
330 from Aqua (MYD13Q1.005), ranging from February 2000 to November 2016. Data
used as ground truth in this study are a modified subset of the inventory data used in [79],
by which a forest company provided data of its stands. Stands are defined as communities
of trees sharing similar characteristics, such as composition, structure, age, and size [95].
Stands data are available as polygons, where each polygon is characterized by its land
usage (e.g., eucalyptus, pines, natural vegetation etc.). As a simplification, the authors
from Le Maire et al. [79] labeled the data either as eucalyptus or non-eucalyptus. That
simplified dataset was used in this work.
Figure 4.10 shows the spatial distribution of eucalyptus samples scattered across a
region in the state of São Paulo, roughly centered near the city of Botucatu. The study
site is delimited by the black-colored outline, whereas eucalyptus samples are represented
by red-colored polygons. Regions outside eucalyptus polygons, but still inside the study
area, are considered as non-eucalyptus.
Figure 4.10: Spatial distribution of eucalyptus polygons (red) from the study site. Lati-
tude and longitude scales are shown in degrees.
The study region is composed of over 320,000 MODIS 250 m resolution pixels, im-
plying in dissimilarity matrices with almost 53 billion dissimilarity computations, times
the number of dissimilarity functions used. Even though these calculations would have
been possible — although would take quite some time —, a data sampling approach was
preferred.
The data sampling outcome can be seen in Figure 4.11 and consists of 250 eucalyptus
pixels being randomly chosen, which are represented by the red-colored points; in contrast,
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given the huge variability present in distinct non-eucalyptus time series [79], a total of 1000




Figure 4.11: Spatial distribution of eucalyptus and non-eucalyptus samples. Detail to
specific eucalyptus (A) and non-eucalyptus (B) samples.
Furthermore, in order to investigate if the sample size of non-eucalyptus would impact
the results, multiple experiments were performed considering sample sizes of 250, 500,
and 1000.
Figure 4.12 presents a single timestamp image of MODIS NDVI data comprising the
whole study site. The RSIs are presented on top of Google Earth satellite imagery for
reference purposes. In general, regions with eucalyptus trees present greater NDVI values
than non-eucalyptus regions, considering this specific study region. Such characteristic is
also recurrent on other timestamps.
Experiments were performed only on NDVI time series associated with each pixel,
as suggested by Le Maire [96]. Figure 4.13 presents time series of samples A and B.
Once again it is noticeable that eucalyptus time series achieve, in general, greater values
of NDVI than non-eucalyptus series. The eucalyptus series suffered three major abrupt
drops, which are probably related to harvesting and subsequently replanting [96]. The
sharp drop phenomenon is commonly recurrent in other eucalyptus time series.
Here, the BFAST h parameter was set to a fixed value of h ≈ 0.0208. Thus, the
minimal time span between consecutive breakpoints has to be of, at least, 48 months
(4 years). The parameter choice was driven by correctly aligning breakpoints to most
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A
B
Figure 4.12: MODIS NDVI image of the study site.
eucalyptus harvesting dates, and was based on empirical experimentations.
Figure 4.14 presents examples of BFAST outputs for samples A and B. Three bre-
akpoints were detected on sample A trend component, which roughly align with harvest
dates present in the raw time series. As for sample B, a single breakpoint was detected
in its trend component.
Table 4.7 presents the set of equal length dissimilarity functions used in this GP-based
discovery process, in addition to previously defined unequal length dissimilarity functions
defined in Table 4.1. All those dissimilarity measures were already defined in Section 2.1.3.
Likewise in Section 4.2.1, for the GPdec variation, each dissimilarity function from
Tables 4.7 and 4.1 were applied twice. Baselines are also defined as different classification
systems implemented using all those dissimilarity functions in isolation.
Table 4.8 summarizes the values assigned to GP parameters. Their choice are identical
as in Table 4.2, except for: (1) the stop condition which was reduced to 50 generations,
(2) each generation’s population, reduced to 100 individuals, and (3) the k distinct dissi-
milarity measures, increased to k = 20 for GPraw and k = 43 for GPdec.
Likewise, a total of 100 independent runs of 5-fold cross validation were performed.


































































































Figure 4.14: Decomposition and change detection outputs of two MODIS NDVI time
series samples using BFAST.
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Table 4.7: Equal Length Dissimilarity Functions
Acronym Dissimilarity Function
dCID Complexity-invariant Distance
dCRT Temporal Correlation and Raw Value-based Dissimilarity
dEUC Euclidean Distance
dFOU Fourier Discrete Transform-based Distance
dINF Infinity Norm Distance
dINP Integrated Periodogram-based Dissimilarity
dLLR Log-spectra Local-linear-regression-based Dissimilarity
dMAN Manhattan Distance
dPEC Pearson’s Correlation-based Dissimilarity
dPER Periodogram-based Dissimilarity
dSTS Short Time Series Distance




Operators (internal nodes) {+, −, ∗, abs, sSqrt, sDiv, sLn}
Parameters (leaves) {di : 1 ≤ i ≤ k} ∪ {cj ∼ N (0, 1)}
Maximum initial tree depth 10
Selection method Pareto Tournament × 2
Crossover rate 0.9
Mutation rate 0.1
Individuals kept for validation 10
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4.2.2.2 Results
Figures 4.15, 4.16 and 4.17 show examples of produced GP individuals considering all
three non-eucalyptus sample values. The proposed framework is also able to find non-





































































PEC * (abs(1.37916090282662 + COR - sDiv(EDR, 0.939613689400151)) +
sLn(sLn(sLn(CID))) - (sSqrt(sSqrt(sLn(INP))) + (sDiv(COR,
MAN) + sSqrt(CRT) - (ARM + MAN + sLn(-0.512244348469367)))) -
abs(sLn(sLn(sSqrt(CID) + -0.0440009805654788 * EDR))) +
sSqrt(abs(sSqrt(sDiv(sDiv(sSqrt(COR), sDiv(CRT, MAN)), sSqrt(sLn(ARP)))) +
sSqrt(sDiv(abs(0.750282080123579), SAX * PEC)) * sDiv(abs(PCF) -
abs(COR), sLn(0.689194316975763 + MAN)))))
Figure 4.15: GPraw.val individual syntax tree representation and its formula, using 250
non-eucalyptus samples.
Classification results are presented in Table 4.9 as the average of means and standard
deviations considering all 100 independent runs of 5-fold cross validation runs. In addition,
the symbols next to the accuracy results represent the Paired Wilcoxon’s Signed Rank
Test significance of the accuracies when compared to all GP approaches. All variations
of the proposed approach (GPdec.train, GPdec.val, GPraw.train, and GPraw.val) overcame all
baselines, especially dACF, dARM and dINP, which are the most effective ones.
In addition, the Paired Wilcoxon’s Signed Rank Test was also evaluated between the
two GPval and GPtrain pairs (p-value < 0.01). Thus, in none dataset they presented
a significantly better performance than the other, which indicates that the overfitting
problem is also not an issue for this specific scenario. Their results are statistically equal
and, hence, only results considering GPtrain individuals will be reported from now on.








































PCF * (sSqrt(sSqrt(INP)) * abs(sSqrt(LLR) - STS) +
(sDiv(abs(abs(1.2533106488299) * MAN * sDiv(PCF - COR, CID + abs(ARP)) +
(ARM + CRT) + sSqrt(CID * STS)), abs(COR)) - sLn(abs(1.63246066627539))) -
-0.0617074220120377)
Figure 4.16: GPraw.train individual syntax tree representation and its formula, using 500
non-eucalyptus samples.
In almost all dissimilarity results it is notorious that increasing non-eucalyptus sample
size led to worse classification accuracies. The only exceptions are dARP and dPCF, which
remained significantly constant. Overall, this phenomenon is already expected, since in-
creasing sample size values produce a group of non-eucalyptus with more variability, which
potentially hinders the classification results. In turn, results of all GP-based dissimilarity
functions remained significantly constant along all sample sizes.
Finally, accuracies of GPraw and GPdec were also tested with a Paired Wilcoxon’s
Signed Rank Test (p-value < 0.01), and no significant difference was observed. Once more,
results of both variations will still be discussed in order to compare their characteristics.
Tables 4.10 and 4.11 present the relative frequencies of each dissimilarity measure
contained in GP individuals. Table 4.10 shows that the most important dissimilarity
measures when constructing GPraw individuals are dACF, dINP, and dMAN. dACF and dINP
produced, in isolation, great classification results, whereas dMAN presented satisfactory
results. In addition, when the non-eucalyptus sample size was increased to 1000, dMAN
dissimilarity was given less importance in favor of dPCF which, again, presented great
consistent classification results when in isolation.
As for Table 4.11, there is a general consensus that the two variations of dCID are
important dissimilarity measures when constructing GPdec individuals. dERPT and dSTSS
are also important, but not for all the evaluated non-eucalyptus sample sizes.











































































ERP_T + (abs(sLn(abs(INF_T)) * (sSqrt(CID_T) + sLn(DEC2)) - PEC_S) - INP_S -
sSqrt(abs(sSqrt(INF_S) - abs(EUC_T) + sSqrt(abs(SAX_T))) *
sLn(sLn(sSqrt(sLn(DEC2)))))) + abs(MAN_S) + (abs(sLn(abs(INF_T)) *
(sSqrt(CID_T) + sLn(DEC2)) - abs(sLn(INP_S) * abs(ARM_S))) - INP_S -
sSqrt(abs(sSqrt(INF_S) - abs(EUC_T) + sSqrt(abs(SAX_T))) *
sLn(sLn(sSqrt(sLn(DEC2))))))
Figure 4.17: GPdec.val individual syntax tree representation and its formula, using 1000
non-eucalyptus samples.
Once again, it is prominent that giving importance to different dissimilarity measures,
both GPraw and GPdec approaches could reach equally significant classification results.
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Table 4.9: MODIS classification results (mean± stdev.)
Dissimilarity Non-Eucalyptus Sample Size
250 500 1000
GPdec.train 0.959 ± 0.003 0.959 ± 0.006 0.953 ± 0.005
GPdec.val 0.958 ± 0.004 0.956 ± 0.004 0.953 ± 0.005
GPraw.train 0.957 ± 0.002 0.959 ± 0.004 0.953 ± 0.004
GPraw.val 0.958 ± 0.004 0.958 ± 0.005 0.954 ± 0.003
ACF 0.941 ± 0.002 H 0.933 ± 0.006 H 0.910 ± 0.007 H
ARM 0.942 ± 0.005 H 0.927 ± 0.005 H 0.912 ± 0.006 H
ARP 0.858 ± 0.009 H 0.875 ± 0.004 H 0.853 ± 0.010 H
CID 0.883 ± 0.009 H 0.763 ± 0.010 H 0.624 ± 0.022 H
COR 0.922 ± 0.004 H 0.899 ± 0.003 H 0.874 ± 0.006 H
CRT 0.888 ± 0.009 H 0.792 ± 0.012 H 0.644 ± 0.007 H
DTW 0.934 ± 0.007 H 0.924 ± 0.009 H 0.896 ± 0.007 H
EDR 0.928 ± 0.007 H 0.898 ± 0.004 H 0.816 ± 0.014 H
ERP 0.923 ± 0.002 H 0.877 ± 0.006 H 0.772 ± 0.019 H
EUC 0.893 ± 0.013 H 0.767 ± 0.025 H 0.641 ± 0.017 H
FOU 0.895 ± 0.008 H 0.787 ± 0.013 H 0.625 ± 0.010 H
INF 0.558 ± 0.025 H 0.509 ± 0.003 H 0.502 ± 0.003 H
INP 0.943 ± 0.005  0.930 ± 0.008 H 0.919 ± 0.004 H
LLR 0.937 ± 0.005 H 0.930 ± 0.001 H 0.919 ± 0.007 H
MAN 0.926 ± 0.003 H 0.877 ± 0.009 H 0.771 ± 0.012 H
PCF 0.936 ± 0.004 H 0.945 ± 0.005 H 0.937 ± 0.008 
PEC 0.922 ± 0.008 H 0.880 ± 0.013 H 0.800 ± 0.013 H
PER 0.924 ± 0.008 H 0.910 ± 0.007 H 0.892 ± 0.010 H
SAX 0.861 ± 0.006 H 0.769 ± 0.007 H 0.673 ± 0.010 H
STS 0.772 ± 0.027 H 0.681 ± 0.006 H 0.557 ± 0.012 H
The balanced accuracy measure is used to quantify the classification results. Estimates signifi-
cant to the level α = 0.001 were marked with H, while those significant to the level α = 0.01
were marked with .
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Table 4.10: Relative frequency of dissimila-
rity functions on GPraw.train individuals (%)
Dis. Non-Eucalyptus Sample Size
250 500 1000
ACF 9.1 7.0 7.1
ARM 5.3 5.2 4.1
ARP 2.4 1.2 2.9
CID 5.8 5.8 3.5
COR 5.3 3.5 1.8
CRT 3.8 1.7 3.5
DTW 4.8 7.0 4.7
EDR 3.8 4.1 1.8
ERP 4.8 6.4 2.9
EUC 3.4 1.7 2.9
FOU 2.9 2.9 2.4
INF 3.8 2.9 5.3
INP 9.6 7.6 8.2
LLR 3.4 6.4 8.2
MAN 7.2 8.1 5.3
PCF 6.2 7.0 14.7
PEC 5.3 6.4 6.5
PER 4.3 4.1 6.5
SAX 4.3 3.5 3.5
STS 4.3 7.6 4.1
Table 4.11: Relative frequency of dissimila-
rity functions on GPdec.train individuals (%)
Dis. Non-Eucalyptus Sample Size
250 500 1000
ACFS 2.2 0.5 0.5
ACFT 1.3 0.5 0.0
ARMS 1.3 1.4 0.5
ARMT 1.7 1.4 1.4
ARPS 1.3 1.9 0.9
ARPT 2.6 0.5 0.5
CIDS 4.8 1.9 6.5
CIDT 7.8 11.6 13.4
CORS 2.2 3.9 2.8
CORT 2.6 0.5 0.9
CRTS 1.3 1.9 1.9
CRTT 3.5 3.9 1.4
DEC1 1.3 1.0 0.5
DEC2 2.2 0.5 2.3
DEC3 0.9 2.9 3.2
DTWS 0.9 1.0 0.5
DTWT 1.3 1.0 2.3
EDRS 0.9 0.5 0.5
EDRT 3.5 1.0 0.0
ERPS 0.0 0.5 0.9
ERPT 6.1 5.8 0.5
EUCS 3.5 2.9 6.0
EUCT 3.5 3.4 4.2
FOUS 2.6 2.4 0.9
FOUT 3.0 1.9 0.5
INFS 2.6 1.4 0.9
INFT 1.7 2.4 2.3
INPS 2.6 1.9 1.4
INPT 1.7 1.0 1.9
LLRS 1.7 2.4 0.0
LLRT 2.2 0.5 4.6
MANS 4.3 3.9 1.9
MANT 2.6 4.3 2.3
PCFS 0.9 2.4 2.8
PCFT 2.2 2.4 1.4
PECS 1.3 2.4 4.2
PECT 0.9 2.4 5.1
PERS 1.7 3.4 0.9
PERT 3.0 4.8 6.5
SAXS 2.6 1.4 0.5
SAXT 0.4 1.4 2.3
STSS 2.6 6.8 7.9
STST 2.6 0.0 0.5
Chapter 5
Time Series Analysis Tools
This chapter presents two RSI time series analysis tools developed for distinct purposes.
Section 5.1 describes the Time Series Retrieval (TSR) tool, which permits the discovery
of similar regions in a stack of RSIs. Section 5.2 presents the BFAST Explorer (BE)
tool, which permits historical visualization, decomposition, and breakpoint detection of
available historical Landsat time series.
Both tools were developed in R and the Shiny1 framework, which allows to construct
web applications with R code underneath. For the BFAST Explorer, a Python module
was also developed to permit access to RSIs by using the Google Earth Engine (GEE)
API.2
5.1 Time Series Retrieval
In the context of time series, it is of interest in many applications to determine when dis-
tinct series present similar temporal behaviors. For that purpose, dissimilarity functions
(such as those described in Section 2.1.3) can be used. Solutions for this type of problem
can be further extended to the contextually similar indexing/retrieval task, which can be
stated as follows: given an input time series X, and a set of series S = {Y1, Y2, . . . , YN},
find all objects from S that are most similar to X [97].
This section presents the TSR tool, which is aimed to support retrieval tasks in a
stack of RSIs by using dissimilarity functions. Section 5.1.1 gives a general functional
and architectural overview of the tool, while Section 5.1.2 describes a real-world example
usage scenario.
5.1.1 Functional and Architectural Overviews
Figure 5.1 presents a general functional overview on the execution pipeline of the TSR
tool, which was developed in R and Shiny.
First, the user must upload a stack of RSIs as the input data, which is done in the Input
tab. The uploaded data are automatically carried over the Exploratory and Retrieval tabs,
where the user may perform exploratory analyses and retrieval tasks, respectively. The
1https://shiny.rstudio.com/ (as of August 2017).
2https://developers.google.com/earth-engine/ (as of August 2017).
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last visualized image from the Exploratory tab is also shown in the Retrieval tab, for
reference purposes only.
The bidirectional arrows in the scheme mean that some feedback/output is presented
to the user in return. For instance, in the Retrieval tab the produced results are shown

















Figure 5.1: General functional overview of the TSR tool.
Figure 5.2 presents a general overview on the architecture of the TSR tool, highlighting
key tasks and data manipulation. Before the data is uploaded to the tool, it is expected
that some data preprocessing — such as cloud filtering — is made in an Offline Process by
the user. After that, the user may upload the preprocessed input data to the TSR tool via
the Input Tab (blue). The preprocessed input data are, then, also available as is for the
Retrieval (orange) and Exploratory (green) Tabs. In the Retrieval Tab the data may be
temporarily filtered to show a single layer of the raster stack for reference purposes. That
reference image is, then, presented on the Exploratory Tab, alongside with the resulting
retrieval image.
5.1.2 Usage Scenario
A case study was performed to exemplify the use of this tool in a real-world usage sce-
nario. The dataset is a product of one of the study sites evaluated in [98], and it is
composed of 313 Landsat 7 NDVI images, ranging from July, 1999 to March, 2015. The
study site, also known as the Brazilian Institue of Geography and Statistics (IBGE)’s
Ecological Reserve (RECOR), is located at Brasília, Distrito Federal, Brazil, centered at
the latitude-longitude coordinates of (−15.94209,−47.88009). The RSIs have a 164× 171
pixels resolution. The y-axis represents the latitude, and the x-axis refers to the longitude.
Figure 5.3 presents a single timestamp RSI of the Landsat 7 NDVI data comprising
the whole study site. The RSI is presented on top of Google Earth satellite imagery for
reference purposes. There are clearly some regions with high NDVI values, shaped in the













































Figure 5.2: Schematic architectural overview of the TSR tool.
form of “tree branches.” Those regions are mostly populated by gallery forest vegetation
species, whereas all other regions of the image are mostly populated by diverse types of
savanna species, such as cerradão, or dirty fields typical vegetation species.
Figure 5.3: Landsat 7 NDVI image of the study site.
Next, a walk-through of the features, outputs, and general functioning of the tool is
described.
Figure 5.4 presents some screen-shots of the Input tab (Figure 5.4-a), where the tool is
initialized and the user may provide the input data and visualize a preview of the loaded
stack of images. The input files must be formatted as two Grid files (GRD and GRI
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formats, with the same name), which must the compressed into a compressed ZIP folder.
The drop-down menu (Figure 5.4-b) presents all names of the available image stacks. The
recor-brasilia stack was chosen, and the IRead Data button was pressed to load the
data into the memory (Figure 5.4-c). At this step, a sample image is also previewed to
the user, in order for him to check if the correct data was loaded (Figure 5.4-d).
(a) Overview (b) Input data options
(c) Loading the data into memory (d) Loaded image stack preview
Figure 5.4: Input tab screen-shots.
Figure 5.5 presents some screen-shots of the Exploratory tab (Figure 5.5-a), where the
user is redirected after reading the input data. The purpose of this tab is to enable spatial
and temporal exploratory analysis on the RSI stack. The time input slider (Figure 5.5-b),
which was set to t = 237, controls which of the 313 images from the stack the user wants
to view. As an effect, the chosen image is also updated, as shown on the left side of the
application. The coordinate input sliders (Figure 5.5-c), which were set to x = 74 and
y = 136, control which pixel is selected from the stack. That pixel is represented by a
white circle in the RSI, and its entire time series is shown on the right side of the tool.
Notice that a red line on the plot denotes the position of the previously chosen t.
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(a) Overview (b) Changing the time input slider
(c) Changing the coordinate sliders
Figure 5.5: Exploratory tab screen-shots.
Figures 5.6 and 5.7 present some screen-shots of the Retrieval tab, which permits
performing the retrieval task on RSIs. Notice that the image on the left side of the tool
is presented only for reference purposes, and it matches the previously image chosen on
the Exploratory tab. Two input methods are also available: by clicking on the image, or
by specifying the (x, y) coordinates.
First, the clicking input is presented (Figure 5.6-a), by which the user receives feedback
of his click on the bottom of the application. The location (115, 68) was chosen via
click (Figure 5.6-b) and, then, the Euclidean distance was selected from the drop-down
menu (Figure 5.6-c). Next, the user should press the üRetrieve button to perform the
retrieval task. The retrieval results (Figure 5.6-d) are presented on the right side of the
application, in the form of a thematic map with a red-white-green color scale. The color
red denotes proximity/similarity, and green denotes separation/deviation; white color is
an intermediate step. The most similar regions are those immediately neighboring the
chosen pixel, which suggests that a spatial correlation is not uncommon in this type of
task. Two more locations are chosen: (70, 72) and (6, 81), and its retrieval results are
shown in Figures 5.6-ef.
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(a) Overview (b) Clicking on the image
(c) Choosing the dissimilarity measure (d) Retrieval task results for (115, 68)
(e) Retrieval task results for (70, 72) (f) Retrieval task results for (6, 81)
Figure 5.6: Exploratory tab screen-shots — clicking input type.
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Next, the location specification input is demonstrated (Figure 5.7-a), by which the user
specifies the (x, y) coordinates by means of two sliders. The location (26, 146) was chosen,
alongside with the DTW distance (Figure 5.7-b). The retrieval results (Figure 5.7-c) are,
then, shown the same fashion as the other input method. From that specific configuration,
the yielded results present more contrasting colors, and the neighboring spatial correlation
is not as apparent as before.
(a) Overview (b) Changing the coordinate sliders
(c) Retrieval task results
Figure 5.7: Exploratory tab screen-shots — location input type.
As it can be observed, the TSR tool can be used to detect similar/dissimilar regions
on a stack of RSIs by performing the temporal retrieval task. The TSR tool is not yet
hosted on a server for immediate use. However, its open-source code, alongside with the
data used in this work, are available on GitHub.3
5.2 BFAST Explorer
As discussed in Section 2.1.2 and shown throughout this entire thesis, the detection and
characterization of time series breakpoints is of great interest, especially in the Ecology
and Remote Sensing fields. In those research fields, knowledge is often demanded from
natural resource managers, policy makers, and researchers to address issues such as climate
change, carbon budgets, and biodiversity [4].
3https://github.com/almeidaxan/tsr/ (as of August 2017).
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From that perspective, this section presents the BE tool, envisioned as an application
to enable the exploration of Landsat historical data from the entire world. By limiting
each analysis to a single Landsat pixel, and with the aid of the Google Earth Engine
processing, it is possible to explore all historical data from a combination of the Landsat
missions 5, 7, and 8 in a matter of seconds. Furthermore, the downloaded data may
be processed by the BFAST algorithm and some of its variants, in order to support the
breakpoint discovery and their characterization.
5.2.1 Functional and Architectural Overviews
Figure 5.8 presents a general overview on the architecture and execution pipeline of the
BE tool, which was developed in R and Shiny. In addition, an internal module used to
access and download remote sensing data was developed in Python, through the use of
the GEE API.
First, the user must specify locations (points) in an interactive map, which is located
in the Map tab. To aid in this task, it is also possible to pan and zoom the map, query for
a location, and upload shapefiles (polygons) from a region of interest. After the location
is chosen, the application uses its RSI download module to acquire the corresponding
Landsat time series of interest. The downloaded data are, then, available at the Analysis
tab, so that the user can perform data explorations and use any of the BFAST-based
algorithms to perform the detection of specific time series breakpoints.
The bidirectional arrows in the scheme mean that some feedback/output is presented
to the user in return. For instance, in the Analysis tab the produced results may be




















Figure 5.8: General functional overview of the BE tool.
Figure 5.9 presents a general overview on the architecture of the BE tool, highlighting
key tasks and data manipulation. In this tool, no offline preprocessing is needed, as the
RSI Download Module (blue) is responsible for acquiring and preprocessing images from
the GEE archive. The RSI Download Module is activated when the user defines a region
of interest in the map from the Map Tab (yellow), producing a preprocessed input. That
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input is, then, made available to the Analysis Tab (orange) so that the user may perform
exploratory analysis (generating a filtered input) and apply the decomposition and change
detection methods (generating a change detection output). All the relevant data and plots

































Figure 5.9: Schematic architectural overview of the BE tool.
5.2.2 Usage Scenario
A validation was performed to exemplify the functioning of this tool in a real-world usage
scenario, whose region of interest is the same as the one used in Section 4.2.2. Next, a
walk-through of the features, outputs, and general functioning of the tool will be further
detailed.
Figures 5.10 and 5.11 present some screen-shots of the Map tab, in which the user
may explore the world map, place markers, view uploaded polygons, and download the
remote sensing data.
Figure 5.10-a presents a general overview of the map tab, which is also the initialization
screen. On the top part of the application, there is a navigation bar used to alternate
between the tabs. Overlaid on the map, there is a window with map-related options: a
search bar, a polygon file input, a button to delete drawn map markers, and two download-
related options. From Figure 5.10-b, by providing the string campinas to the search bar,
the map is correctly redirected to the city of Campinas, São Paulo, Brazil. Figure 5.10-c
illustrate the polygon upload procedure, which must be a compressed ZIP file consisting
of, at least, four complimentary files with the formats SHP, SHX, DBF, and PRJ, which,
when combined, are known as a shapefile. The chosen shapefile is the one that delimits
the study area from Section 4.2.2, represented as yellow colored lines on top of the map
in Figure 5.10-d.
Thereafter the user may place markers on the map (Figure 5.11-a) in order to define
Landsat pixels of interest, which can be done by purely clicking on the desired position.
Here, markers were intentionally placed on top of eucalyptus samples, which are distinct
by their dark-green vegetation colors on the satellite image. From Figure 5.11-b, after the
markers are placed, it is possible to individually select one of them in order to download
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(a) Overview (b) Search bar query
(c) Polygon input specifications (d) Adding the polygon to the map
Figure 5.10: Map tab screen-shots — placing markers and importing polygons.
its preprocessed and cloud-filtered data. The selected marker is highlighted in blue color
and with a tag. After the said marker is selected, the input field on the bottom-left of the
overlaid window must be used to define which satellite (or a combination of them) will
be downloaded.
In the example, all the available satellites (Landsat 5, 7, and 8) were chosen. When
the download initiates, a progress bar is displayed on the bottom-right of the applica-
tion. After all data are downloaded, which usually takes a couple of seconds, then a
success message is displayed at the bottom of the overlaid window, as can be seen in
Figure 5.11-c. Whenever there are not available data for a specific selected pixel, e.g.,
for the marker placed on the Atlantic ocean in Figure 5.11-d, then an error message is
displayed in blue color at the bottom of the overlaid window.
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(a) Placing markers on the map (b) Selecting a marker and satellites
(c) Downloading the Landsat data (d) Successful download message
(e) Unsuccessful download message
Figure 5.11: Map tab screen-shots — downloading data.
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Figures 5.12 and 5.13 present some screen-shots of the Analysis tab, in which it is
possible to further explore and analyze the downloaded data.
Figure 5.12-a shows a general overview of the analysis tab which, at first, offers some
options on a sidebar located at the left side of the application. Those options include
selecting (partially or entirely): the downloaded satellites; its contained data (individual
bands or spectral indexes); the change detection algorithm; some output download but-
tons; and a check-box option to show/hide the coordinates of the output files (which is
useful for geo-locating time series). First, the Landsat 5 Band 1 (0.45-0.52 µm wavelength)
is selected, and its historical time series is plotted (Figure 5.12-b). Next, the same band
for Landsat 5, 7, and 8 is plotted (Figure 5.12-c). However, when comparing the same
band designations from different satellites the user should proceed with caution since they
may not represent the same wavelengths (see Section 2.2). For instance, the same band
from Landsat 8 represents the 0.43-0.45 µm wavelength range, which is different from the
other satellites. As can be seen from the plot, each satellite is distinguished by a different
color, in order to aid the user in visualizing sensor-related variations. A legend to the
colors is also presented at the right side of the plot.
Figure 5.12-d, presents the drop-down menu with some of the available options of
bands and spectral indexes. As such, the NDVI is selected (Figure 5.12-e) and, in the
particular case of spectral indexes, the different satellite band designations are already
accounted for in our application. Thus, comparing spectral indexes on different satellites
should not be a concern. The NDVI time series variation is much more evident than from
that the Band 1 series. In addition, the abrupt drops discussed in Section 4.2.2 are also
clearly visible in this time series. Finally, it is possible to export these results in two
different ways: raw data (bands and spectral indexes) in a table (as a CSV) or as a plot,
which can be exported as raster images (PNG and JPEG formats) or vectorial images
(SVG format).
After the satellites and bands/spectral indexes are selected by the user, it is possi-
ble to further analyze the data with change detection algorithms, such as BFAST (see
Section 2.1.2) or some of its variants: BFASTMonitor [34] and BFAST01 [11]. These
algorithms characterize simplified variants of the BFAST algorithm, constructed in a way
to detect (or not) a single major break on the time series. The BFAST01 variant searches
through all available data, whereas the BFASTMonitor constructs a model based on stable
data to detect a major break from a stipulated monitoring period.
Figure 5.13-a presents the available change detection algorithms, followed by a short
description of each. Figure 5.13-b presents the results of the BFASTMonitor algorithm,
along with four adjustable parameters: formula, history period type, harmonic order,
and start of monitoring period. The algorithm uses the stable history period (green)
to adjust a model which, in turn, is used to search for an abrupt change at the moni-
toring period (red); however, no breakpoint was detected with that specific configura-
tion. Figure 5.13-c presents the results of the BFAST01 method, accompanied by two
adjustable parameters: formula and harmonic order. This method uses all the availa-
ble data, and detected a breakpoint at the end of the time series (late 2014), which
roughly coincides with the eucalyptus harvesting abrupt drop phenomenon. Finally,
Figures 5.13-de present different configurations of the BFAST algorithm, along with two
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adjustable parameters: h (minimal segment size, see Section 2.1.2), and season type.
Notably, lower h values imply a higher number of detected breakpoints and shorter seg-
ments (Figure 5.13-d), whereas higher h values results on the opposite (Figure 5.13-e).
The latter configuration suggests a good alignment of the detected breakpoints and the
eucalyptus harvests (with the exception of the last harvest, located at the very end of the
series). Finally, it is possible to export these algorithms’ results in a RDS format, which
stores single R objects.
Two additional tabs are also available: the Tutorial tab presents a short but com-
prehensive tutorial on how to use the tool, while the About tab presents the authors, its
contacts, the financial supporters, and some development-related information.
A similar tool in this context of our application is the Earth Observation Monitor
(EOM),4 which permits the visualization and analysis of remote sensing data produced
exclusively by the MODIS sensor. Even though the EOM permits the use of the BFAST
algorithm, it is not exclusively oriented for that, since it also focuses on the analysis
with other algorithms/softwares such as the greenbrown, classical decomposition, and TI-
MESAT. Different from ours, the EOM is a tool with almost all of its processing done by
GEE, which permits the analysis of spatial time series data, and not just a pixel-based
analysis.
In conclusion, the BE tool was developed as a convenient exploratory tool, permitting
easy and fast Landsat pixel time series visualization and breakpoint detection. As such,
this tool was recently integrated into the Food and Agriculture Organization of the United
Nations (FAO)’s System for Earth Observation Data Access, Processing and Analysis for
Land Monitoring (SEPAL), which is their cloud computing platform. The open-source
files of the SEPAL project are located on GitHub.5 Moreover, the BE tool source files
are also available on GitHub.6 Lastly, a fully-working up-to-date web version of this
application is available at a personal webpage.7
4http://www.earth-observation-monitor.net/ (as of August 2017)
5https://github.com/openforis/sepal/ (as of August 2017).
6https://github.com/almeidaxan/bfast-explorer/ (as of August 2017).
7http://almeidaxan.dyndns.org/shiny/bfast-explorer/ (as of August 2017).
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(a) Overview (b) Landsat 5 time series visualization
(c) All Landsat time series visualization (d) Available data options
(e) NDVI visualization (f) Saving options
Figure 5.12: Analysis tab screen-shots — data visualization.
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(a) Change detection algorithms options (b) BFASTMonitor output
(c) BFAST01 output (d) BFAST output
(e) Adjusting BFAST parameters
Figure 5.13: Analysis tab screen-shots — change detection algorithms.
Chapter 6
Conclusions and Future Work
6.1 Conclusions and Closing Remarks
Throughout this entire thesis, the use of time series additive decomposition and breakpoint
detection was employed to pursue different research questions and/or to extend current
methodologies from the Ecology, Computer Science, and Remote Sensing fields.
It has been shown that the use of such features produced insightful and effective
results when applied to ecological-driven studies, such as those presented in Chapter 3;
thus, affirmatively answering to the RQ1 (see Section 1.2).
Through experimentation, and supported by statistical testing, in Chapter 4, we have
shown that the GP approach delivered significantly superior discrimination results when
compared to classification systems based on isolated traditional dissimilarities from the
literature. To achieve such feat, the GP method resorted to constructing complex inte-
ractions amid distinct dissimilarity functions. Hence, the outcome is a positive answer to
RQ2.
However, the way the decomposition and breakpoint detection features were employed
in those two dissimilarity-based RSIs binary classification problems did not produce any
significant difference from the counterpart raw time series variation. So, for now, we
withhold RQ3 until further evaluations are made.
Specifically the BE tool presented in Chapter 5 also makes use of some distinct time
series decomposition and breakpoint detection algorithms. While still more testing and
improvements are needed in such tool, a few specialists from the target fields have already
been widely using it and providing some meaningful feedback to guide future updates.
Hence, as for the RQ4, we cannot confidently claim to have thoroughly achieved its support
role, as such answer depends entirely on a subjective perception of specialists from the
target fields. However, it is remarkable how frequent the tool is being accessed right now.
6.2 Contributions
The major contribution of this work is the investigation of the capabilities of time series
additive decomposition and breakpoint detection algorithms (such as BFAST) in diverse,
but interconnected, contexts. As a consequence, such investigation led to some notable
97
CHAPTER 6. CONCLUSIONS AND FUTURE WORK 98
byproducts, such as the substantial progress achieved in two ecological fields studies,
the improvement of classification results by means of a GP-based dissimilarity function
combination and, finally, two open-source tools capable of performing retrieval tasks and
exploratory analysis on remote sensing data.
The most part of the framework used throughout this work was implemented in the R
language. Additional codes produced in the Python language, and also most of the data
(e.g., shapefiles and CSVs) are available on GitHub.1
The work described in Chapters 3, 4, and 5 are suitable to be published. With effect,
the use of the GP-based discovery process to enhance classification results, validated on
the tropical biomes context (Section 4.2.1), was accepted to be published in the IEEE Ge-
oscience and Remote Sensing Letters as a short paper named “Remote sensing image
classification using genetic-programming-based time series similarity functions” [99]. By
being accepted in a special stream, the paper was also scheduled for further oral presenta-
tion at the 2017 Conference on Graphics, Patterns and Images (SIBGRAPI).2
In turn, the GP validation on the eucalyptus dataset (Section 4.2.2) will be further expan-
ded to additional regions with eucalyptus plantations in order to increase the validation
robustness. As an additional analysis for that upcoming paper, we also plan to incor-
porate a semi-automatic detection of eucalyptus planting and cutting dates by using the
BFAST algorithm.
The work documented in Section 3.1 is also planned to be submitted in the short-
medium term as a collaboration with several specialists from different fields (Ecology,
Remote Sensing, and Computer Science). However, such work still needs some refine-
ment regarding context-specific definitions and results interpretation. The output from
Section 3.2 is also planned to be shaped as a methodological paper in the medium term,
as a collaboration of the Tribes group.
Finally, the tool described in Section 5.2 will be further documented as a software des-
cription paper, intended to be submitted a journal (e.g., Environmental Modelling &
Software).3 We also reiterate that the BE tool, presented in Section 5.2, has been so well
received by some members of the Remote Sensing community that even its preliminary
version was integrated into the FAO’s SEPAL private cloud computing platform.
6.3 Future Work
Apart from some future work detailing that was already presented at the ending of a few
sections of this thesis, we also propose the following extensions:
• Multi-class Genetic Programming. This is actually a natural extension of the
work documented in Chapter 4. It has been shown that the GP-based dissimilarity
function discovery process yields good classification results for binary datasets. So
an extension to multi-class datasets must also be made to evaluate the generalization
capability of the proposed methodology.
1https://github.com/almeidaxan/masters-thesis/ (as of August 2017).
2http://sibgrapi2017.ic.uff.br/ (as of August 2017).
3https://www.journals.elsevier.com/environmental-modelling-and-software/ (as of August
2017).
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• Extend Decomposition-based Dissimilarities. The GP variation considering
the use of decomposed additive time series and its structural change features did
not improve the classification performance when compared to its raw time series
counterpart. The suspected reason is that the novel dissimilarities presented in
Section 2.1.3.3 did not benefit from the full potential of such features. Hence, we
propose a more in-depth study of dissimilarity measures that could be derived from
such features.
• Tools Integration. Even though the tools from Chapter 5 were presented separa-
tely, we envision them as a single application, in which downloaded data from the BE
tool could be used to retrieve the most similar regions with the TSR computation.
• GEE Processing Power. The BE tool data download was possible through the
GEE API. However, we did not take full advantage of the complete processing power
provided by the GEE service, which can provide sufficient capability to replicate the
current pixel analysis to large regions in nearly the same time.
• BFAST (Semi-)Automatic Parameter Definition. Throughout this entire
work, we faced the problem of choosing the adequate value for the h parameter of
the BFAST algorithm. Thereby, we propose the creation of an automatic process to
guide the BFAST user on selecting the adequate minimal segment size parameter.
Given that BFAST may be used in a plethora of research fields, such definition
might be context-specific, and, thus, difficult to automate. Hence, the ideal concep-
tualization would be the development of a semi-automatic approach, by which the
user could provide some inputs and, then, the proposed method would conditionally
estimate the most adequate value for the h parameter.
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