Let M n (F) be the space of all n × n matrices over the field F, n 2. Two matrices A, B ∈ M n (F) are adjacent if rank(A − B) = 1. Hua's fundamental theorem of the geometry of square matrices characterizes bijective maps on M n (F) that preserve adjacency in both directions. In this paper we treat a long standing open problem whether the result of Hua holds true under the weaker assumption of preserving the adjacency in one direction only. We answer this question in the affirmative in the case that every nonzero homomorphism f : F → F is surjective. For example, the field of real numbers has this property. In order to prove this result we have to improve Ovchinnikov's characterization of automorphisms of the poset of idempotent matrices.
Introduction
Throughout this paper F will denote a field and M n (F) the space of all n × n matrices over F. As usual, we identify n × n matrices with linear operators mapping F n into itself. Then, of course, the elements of F n are identified with n × 1 column matrices. For A ∈ M n (F) we denote by A t the transpose of A. Note that for nonzero vectors x, y ∈ F n the matrix xy t has rank one, and every matrix of rank one can be written in this form. Such a matrix xy t is idempotent if and only if y t x = 1. The elements of the standard bases of F n and M n (F) will be denoted by e 1 , . . . , e n , and E ij = e i e
In the forties Hua [9] [10] [11] [12] [13] [14] [15] [16] initiated the study of geometry of matrices. The fundamental theorem of the geometry of square matrices [16] states that if n 2 and φ : M n (F) → M n (F) is a bijective map with the property that rank(A − B) = 1 if and only if rank(φ(A) − φ(B)) = 1, A, B ∈ M n (F), then there exist P , Q, R ∈ M n (F) with P and Q invertible, and an automorphism f of the field F such that either
or
In fact, the same result (with f being an antiautomorphism in (2)) holds in the more general case that F is any division ring (see [25] ). A remarkable implication is that after a harmless normalization φ(0) = 0 the semilinear character of φ is not an assumption but a conclusion. It is not surprising that this beautiful theorem has many applications, for example in the theory of homomorphisms and local homomorphisms, Jordan homomorphisms, linear preserver problems, geometry, and graph theory (see [20, [22] [23] [24] [25] ). This theorem gives a nice form of the map φ under very weak assumptions. Nevertheless, we can still ask whether they can be further weakened. Can we omit the bijectivity assumption and still get the same conclusion with the only difference that f is not an automorphism but just an endomorphism of the underlying field? This question was treated in [22] where it was proved that the answer is in the affirmative if the underlying field is the field of real numbers R. Surprisingly, the answer to the same question is negative in the complex case [22] .
Two matrices A, B ∈ M n (F) are said to be of arithmetic distance r, denoted by d(A, B) = r, if rank(A − B) = r. In the case when r = 1 we say that they are adjacent (coherent). It is easy to verify that d fulfills the requirements for the distance function in a metric space. A map φ preserves adjacency in both directions if for every A, B ∈ M n (F), A and B are adjacent if and only if φ(A) and φ(B) are adjacent, and it preserves adjacency (in one direction) if φ(A) and φ(B) are adjacent whenever A and B are adjacent. In [20] injective continuous maps on real or complex matrices preserving adjacency in one direction were characterized. Here we will treat the most important problem concerning possible improvements of Hua's theorem, that is, the question whether we can replace the assumption of preserving adjacency in both directions by a weaker assumption of preserving adjacency in one direction only and still get the same conclusion. Our main result will answer this long standing open question in the affirmative in the case that the underlying field F has the property that every nonzero homomorphism f : F → F is surjective. The real field R, the field of rational numbers Q, and every finite field are examples of such fields. The field of complex numbers C is an example of a field that does not have this property [17] .
In order to get this result we will have to improve Ovchinnikov's characterization of the automorphisms of the poset of idempotent matrices. To explain this result we first need to introduce some more notation. We denote by P n (F) and P k n (F) the set of all idempotents in M n (F) and the set of all idempotents of rank k in M n (F), respectively.
The set P n (F) is known to be a poset with P Q if P Q = QP = P for P , Q ∈ P n (F). A map φ : P n (F) → P n (F) is order-preserving (also called monotone or isotone) if for every pair P , Q ∈ P n (F) the relation P Q implies φ(P ) φ(Q). When φ is bijective and preserves the order in both directions, that is, P Q if and only if φ(P ) φ(Q) for every pair P , Q ∈ P n (F), we say that φ is an automorphism of the poset P n (F). Ovchinnikov [19] proved that if n 3 and F = R, then every automorphism of P n (R) is either of the form φ(P ) = AP A −1 , P ∈ P n (R), or of the form φ(P ) = AP t A −1 , P ∈ P n (R), for some invertible A ∈ M n (R). In the complex case every automorphism of P n (C), n 3, has to be of one of the following two forms φ ( (C) , where A is an invertible n × n complex matrix and f is an automorphism of the complex field C. This result has been extended in [24] to any field not of characteristic two. Automorphisms of posets are bijective maps preserving the order in both directions. As in the case of Hua's fundamental theorem of the geometry of matrices we have here three natural questions. Can we get the same conclusion under the weaker assumption that φ preserves the order in one direction only? Can we omit the bijectivity assumption and still get the same conclusion with the only difference that f is an endomorphism (not necessarily surjective) of the underlying field? Can we characterize continuous injective order-preserving (in one direction) maps on real or complex idempotent matrices?
In [24] the first question was answered in the affirmative. Once we have this result it seems natural to go even one step further and ask whether a similar result holds for order-preserving maps (we do not assume that the order is preserved in both directions and we omit the bijectivity assumption)? The answer is negative as the following example from [24] shows. Let F be an infinite field. Then there exist an injective map ϕ 1 
Clearly, the map φ : P 3 (F) → P 3 (F) defined by φ(0) = 0, φ(I ) = I , φ(P ) = ϕ 1 (P ) if P ∈ P 1 3 (F), and φ(P ) = ϕ 2 (P ) if P ∈ P 2 3 (F), is injective. To see that it is also orderpreserving assume that P Q and we want to show that φ(P ) φ(Q). Obviously, this is true if P = 0 or Q = I or P = Q. So, it remains to consider the case that rank P = 1 and rank Q = 2. In this case φ(P ) is of the form (3) while φ(Q) is of the form (4). The desired relation φ(P ) φ(Q) follows directly.
We will prove that in the 3 × 3 case the assumption that the underlying field F has the property that every nonzero homomorphism f : F → F is surjective, implies that every injective order-preserving map on P 3 (F) is either a map of the form described in the above example composed by a similarity transformation and possibly composed by the transposition, or it must be an automorphism of one of the two forms described in Ovchinnikov's result. This statement will be extended to higher dimensions. It will then be easy to answer all the above-posed questions concerning possible improvements of Ovchinnikov's result in the case that all nonzero endomorphisms of the field F are automorphisms. As we have already mentioned, the main application will be an improvement of Hua's fundamental theorem of the geometry of matrices over such fields.
Ovchinnikov's result states that every automorphism φ : P n (F) → P n (F) has one of the following two forms φ(
where A is an invertible matrix and f an automorphism of the field F. The second case can be reduced to the first one by composing φ by the transposition. So, assume that φ is of the first form. Then, if P , Q ∈ P n (F) have the same range, the matrices φ(P ) and φ(Q) have the same range as well. This observation is the main idea used by Ovchinnikov [19] and also in [24] . Namely, when studying automorphisms of P n (F) one can first compose φ by the transposition, if necessary, and then show that for any pair of idempotents P , Q ∈ P n (F) having the same range, the idempotents φ(P ) and φ(Q) also have the same range. So, we can identify all idempotents having the same range with the joint range of these idempotents. This induces a new map on the lattice of subspaces of F n which is easily seen to be a projectivity. By the first fundamental theorem of projective geometry projectivities are induced by semilinear bijections of the underlying space and this yields the result of Ovchinnikov. It should be mentioned here that using this approach Ovchinnikov characterized also the automorphisms of the poset of idempotent operators defined on an infinite dimensional Hilbert space.
Our approach is completely different. We will reduce the general case to the 3 × 3 case. In this low dimensional case our main tools will be results related to the second fundamental theorem of projective geometry dealing with lineations. The first impression is that the use of projectivities is more natural than the use of lineations when studying this kind of problems. Nevertheless, in many cases our approach gives better results. Beside the above mentioned results we will use our method to improve the infinite dimensional part of Ovchinnikov's result and to characterize injective continuous order-preserving maps on complex idempotent matrices. We will conclude the paper by describing some applications of the results described above.
Preliminary results
We start this section by two simple observations on 3 × 3 idempotent matrices. Let F be any field and denote by L 1 ⊂ P 3 (F) and S ⊂ P 3 (F) the set of all rank one idempotents of the form ∈ F 2 such that x t T = x t . Set Q = E 11 and
Obviously, P Q = QP = Q and RP = P R = R. This completes the proof. ✷ Lemma 2.2. Let P ∈ P 3 (F) be an idempotent of rank two. Assume that there exist Q, R ∈ S, Q = R, such that Q P and R P . Then P ∈ N . If we identify matrices with operators, then QP = Q and RP = R imply that the kernel of P is contained in the intersection of the kernels of Q and R. Thus, the third column of P is zero. This together with the fact that P is a rank two idempotent yields that the upper left 2 × 2 corner of P is an idempotent of rank two. Hence,
Proof. Let
From P Q = Q we finally conclude that the (3, 1)-entry of P is zero. ✷ Let P , Q ∈ P n−2 n (F). We will write P Q if there exist a string of idempotents P = P 0 , P 1 , P 2 , . . . , P k = Q ∈ P n−2 n (F) and a string of idempotents R 1 , R 2 , . . . , R k ∈ P n−1 n (F) such that P 0 R 1 and P 1 R 1 , P 1 R 2 and P 2 R 2 , . . .
Clearly, if P Q and Q R for some P , Q, R ∈ P n−2 n (F), then P R.
Lemma 2.3.
Let n be an integer 3 and F any field. For every pair P , Q ∈ P n−2 n (F) we have P Q.
Proof. We will identify matrices with operators and start with the special case that Q = P + xy t with x belonging to the range of P and y t P = 0. We may assume that x = 0 and y = 0. Then we can find z ∈ F n such that y t z = 1 and P z = 0. One can easily verify that P + zy t is an idempotent of rank n − 1 such that P P + zy t and Q P + zy t .
Next we consider the case that the range of P is the same as the range of Q. After an appropriate change of the basis we may assume that
where I is the (n − 2) × (n − 2) identity matrix and N is any (n − 2) × 2 matrix. There is nothing to prove if N = 0. If rank N = 1, then P Q by the previous step. Finally, if rank N = 2 we can find invertible matrices T ∈ M n−2 (F) and S ∈ M 2 (F) such that
Hence,
By the previous step we have where I k denotes the k × k identity matrix, p + q = n − 2, and p ∈ {0, 1, 2}. One can now easily see that P Q.
We are now ready to consider the general case. Let P , Q be any idempotents of rank n − 2. We decompose 4 , where U 1 is the intersection of the ranges of P and Q, U 1 ⊕ U 2 = Im P , and U 1 ⊕ U 3 = Im Q. Of course, some of the subspaces U i , i = 1, 2, 3, 4, may be the zero space. Let P 1 be the idempotent of rank n − 2 whose range is U 1 ⊕ U 2 and whose kernel is U 3 ⊕ U 4 . Similarly, we define Q 1 to be the idempotent with Im Q 1 = U 1 ⊕ U 3 and Ker Q 1 = U 2 ⊕ U 4 . Because P 1 and Q 1 commute we have P 1 Q 1 . Also, Im P = Im P 1 , and consequently, P P 1 . Similarly, Q Q 1 . It follows that P Q. ✷ We continue by recalling some results from [24] (Lemmas 2.4-2.7) on injective orderpreserving maps on a poset of idempotent matrices. Lemma 2.4. Let n be any positive integer and F any field. Assume that φ : P n (F) → P n (F) is an injective order-preserving map. Then rank φ(P ) = rank P for every P ∈ P n (F).
For two idempotents of rank one P = xy t and Q = uv t we write P ∼ Q if x and u are linearly dependent or y and v are linearly dependent. Lemma 2.5. Let n be a positive integer 3 and F any field. Assume that P , Q ∈ P 1 n (F). Then P ∼ Q if and only if there are at least two different rank two idempotents S i , i = 1, 2, satisfying P S i and Q S i , i = 1, 2.
A straightforward consequence of the previous two lemmas is the following statement. Corollary 2.6. Let n be a positive integer 3, F any field, and φ : P n (F) → P n (F) an injective order-preserving map. Then for every P , Q ∈ P 1 n (F) the relation P ∼ Q implies φ(P ) ∼ φ(Q).
For every nonzero x ∈ F n we set L x = {xu t : u ∈ F n and u t x = 1} ⊂ P 1 n (F). Similarly, for every nonzero y ∈ F n we define R y = {vy t : v ∈ F n and y t v = 1} ⊂ P 1 n (F). Clearly, if xu t = xw t both belong to L x , then u and w are linearly independent. For every nonzero x we will call L x a set of rank one idempotents of type I and R x a set of rank one idempotents of type II. Proof. We first observe that if x, y ∈ F n are linearly independent then we can find
. As x and y are linearly independent we have also P i = Q j for all pairs i, j ∈ {1, 2}.
Further, for any pair of nonzero vectors x, y ∈ F n the relations P 1 , P 2 ∈ L x , Q 1 , Q 2 ∈ R y and P i ∼ Q i , i = 1, 2, imply that y t x = 0 and either P 1 = P 2 , or Q 1 = Q 2 , or P i = Q j for some i, j = 1, 2. Indeed, after applying a similarity, we may and we do assume that x = e 1 . If y t x = 0 we may assume that x = e 1 and y = e 2 . It is then clear that P ∈ L x and Q ∈ R y imply P ∼ Q. So, y t x = 0 and we may assume without loss of generality (after applying a similarity and multiplying y by a nonzero scalar) that x = y = e 1 . From P 1 ∼ Q 1 and P 2 ∼ Q 2 we get now immediately that at least two of the idempotents P 1 , P 2 , Q 1 , Q 2 are equal to E 11 , as desired.
It is now easy to complete the proof applying the injectivity assumption and Lemma 2.6. ✷ Clearly, the same statement holds true also for sets of rank one idempotents of type II, that is, if there exists a set of rank one idempotents of type II that is mapped into a set of rank one idempotents of type II, then every set of rank one idempotents of type II is mapped into a set of rank one idempotents of type II. Lemma 2.9. Let n be a positive integer 3, F any field, and φ : P n (F) → P n (F) an injective order-preserving map. Assume that P ∈ P n (F) is an idempotent of rank one and N ∈ M n (F) a nilpotent of rank one such that P + λN is an idempotent of rank one for every λ ∈ F. Then there exist a rank one idempotent Q ∈ P n (F) and a rank one nilpotent M ∈ M n (F) such that Q + λM is an idempotent of rank one for every λ ∈ F and φ(P + λN) ∈ {Q + µM: µ ∈ F} for every λ ∈ F.
Proof. Let T and S be invertible n × n matrices. Neither the assumptions, nor the conclusions of the lemma are affected if we replace φ by the map A → Sφ(T AT −1 )S −1 , possibly composed by the transposition. So, we may and we do assume that P = E 11 and N = E 12 . The idempotents φ(E 11 ) φ(E 11 + E 22 ) have rank one and two, respectively. Thus, after composing φ by yet another similarity transformation we may assume that φ(P ) = P = E 11 and φ(E 11 + E 22 
Then ϕ is a lineation. Let Q and M be as in Lemma 2.9. Because φ(L e 1 ) ⊂ L e 1 we have
One of the main tools in our study of order-preserving maps on the poset of idempotent matrices will be the following statement in projective geometry. The proof can be found in [3, p. 104 ].
Theorem 2.11. Assume that the field F with more than two elements has the property that every nonzero homomorphism g : F → F is surjective. Let n > 1 be an integer and ϕ : F n → F n an injective lineation whose range is not contained in any affine hyperplane.
Then there exist an invertible A ∈ M n (F), an automorphism f of the field F, and a vector a ∈ F n such that ϕ(x) = Ax f + a, x ∈ F n . Here,
We continue with some results that will be needed for our improvement of Hua's fundamental theorem of geometry of square matrices. 
Proof. If d(A, B) = r, then one can find a string of matrices
Proof. Because A / ∈ FI we can find x, y ∈ F n such that Ax = y and x, y is a linearly independent pair of vectors. Representing the operator A as a matrix with respect to a basis whose first two vectors are x and y, we get
We can take P = E 21 + E 22 to complete the proof. ✷ Lemma 2.14. Let n 2 and let F be any field.
Proof. Assume to the contrary that φ is bijective. Then there is
, and therefore, either rank A = n − 1, or A is invertible. Let us first consider the case when rank A = n − 1. Note that every rank one matrix B is adjacent to 0 and at least two idempotents of rank one. Therefore, φ(B) is a rank one matrix adjacent to E 11 + λE 12 and E 11 + µE 12 for some scalars λ, µ with λ = µ. Consequently, φ(B) has nonzero entries only in the first row.
Once again we have to distinguish two cases. When n = 2, we have rank A = 1. Thus, φ(A) has nonzero entries only in the first row, contradicting the fact that φ(A) = E 22 .
So, we may assume n > 2. Then we can find a rank one matrix
) n − 2, contradicting the fact that φ(B) has nonzero entries only in the first row.
Thus, we have proved that A must be invertible. Once again we have two possibilities. Let us first consider the case when A is nonscalar or A = I . Then, by Lemma 2.13 there exists an idempotent P of rank one such that d(A, P ) = n − 1, and therefore, d(φ(A), φ(P )) n − 1. This contradicts the fact that φ(P ) = E 11 + λE 12 for some scalar λ.
It remains to consider the case that A = aI with a = 0, 1. Because of Lemma 2.12, the matrix φ(aE 11 + E 22 ) has rank one or two. Assume first that this is a rank one matrix. Then, because aE 11 + E 22 is adjacent to at least two rank one idempotents, the matrix φ(aE 11 + E 22 ) has all entries outside the first row equal zero. Moreover, φ(aE 11 + E 22 ) is adjacent to E 11 + E 22 = φ(E 11 + E 22 ), and therefore, the (1, 1)-entry of φ(aE 11 
So, rank φ(aE 11 + E 22 ) = 2. Because aE 11 + E 22 is adjacent to at least two rank one idempotents, we have
Since this is a rank two matrix, at least one of the (2, 2), (3, 2), . . ., (n, 2) entries must be nonzero. Applying once again the fact that it is adjacent to some E 11 + λE 12 we conclude that
with at least one of the (2, 2), (3, 2), . . ., (n, 2) entries nonzero. Now, aE 11 is adjacent to aE 11 + E 22 as well as to at least two rank one idempotents. Therefore the rank one matrix φ(aE 11 ) has nonzero entries only in the first row and its (1, 1)-entry has to be 1. It follows Proof. Obviously, two adjacent matrices have either the same rank, or their ranks differ by one. This proves the first part of the statement. For the second part we first assume that rank A + 1 = rank B and we identify matrices A and B with operators acting on F n . We have B = A + R for some rank one operator R. The ranges of these operators obviously satisfy Im B ⊂ Im A + Im R, and taking into account the dimensions of these subspaces we conclude that the range of B is the direct sum of the range of A and the range of R. Thus, the column space of A has to be a subspace of the column space of B, and going to transposes, we see that the same holds true for the row spaces.
In the second case we denote r = rank A = rank B. Then we can find r linearly independent vectors x 1 , . . . , x r and r linearly independent vectors y 1 , . . . , y r such that A = r k=1 x k y t k . We have B = A+uv t = r k=1 x k y t k +uv t for some nonzero vectors u and v. If both sets {x 1 , . . . , x r , u} and {y 1 , . . . , y r , v} were linearly independent then B would be of rank r + 1, a contradiction. Therefore, u ∈ span{x 1 , . . . , x r } or v ∈ span{y 1 , . . . , y r }. In the first case the column space of B is contained in the column space of A and because they have the same dimension, they must be equal. Similarly we get in the second case that the row spaces of A and B are the same. ✷
Lemma 2.16. Let F be any field and A, B ∈ M n (F) a pair of adjacent matrices. Assume that B is an idempotent of rank k, 1 < k n, and A is of rank k − 1. Then A is also an idempotent and A B.
Proof. As in the previous lemma we see that B = A + R with rank R = 1 and Im B = Im A ⊕ Im R. So, F n can be decomposed into the direct sum
For x ∈ Ker B we have 0 = Bx = Ax + Rx, and hence Ax = Rx = 0. For x ∈ Im A ⊂ Im B we have x = Bx = Ax + Rx, and consequently, Ax = x and Rx = 0. Similarly, for every x ∈ Im R ⊂ Im B we get Ax = 0 and Rx = x. Obviously, this yields that A is an idempotent with A B. ✷
Order-preserving maps on idempotent matrices: 3 × 3 case
We have mentioned in Section 1 that one of the main ideas we will use in the study of injective order-preserving maps on idempotent matrices is the reduction of the general case to the 3 × 3 case. This section will be devoted to the characterization of injective order-preserving maps in this low dimensional case. Proposition 3.1. Let F be a field with more than two elements and φ : P 3 (F) → P 3 (F) an injective order-preserving map. Assume that every nonzero homomorphism g : F → F is surjective. Then there exist an invertible A ∈ M 3 (F) and an automorphism f of the field F such that either
into the set of all idempotents of the form (3), and an injective map ϕ 2 from P 2 3 (F) into the set of all idempotents of the form (4) such that either
Remark. Note that if F is a finite field, then the cardinality of P 1 3 (F) is larger than the cardinality of the set of all idempotents of the form (3), and therefore, every injective order-preserving map on P 3 (F) is automatically an automorphism of the form (5) or (6).
Proof. Note first that neither the assumptions nor the conclusion of the statement are affected if we compose φ by a similarity transformation or by the transposition. We will use this fact frequently in the proof.
We know by Lemma 2.7 that every L x as well as every R y , x, y ∈ F 3 \ {0}, is mapped into a set of rank one idempotents of type I or type II. Note that any two different members of a set of rank one idempotents of type I (or type II) are linearly independent. So, for every nonzero x ∈ F 3 we have dim span φ(L x ), dim span φ(R x ) ∈ {2, 3}. We will distinguish two cases.
We will first assume that there exists a nonzero x ∈ F 3 such that dim span φ(L x ) = 3 or there exists a nonzero y ∈ F 3 such that dim span φ(R y ) = 3. After replacing φ by P → φ(P t ), if necessary, we may and we do assume that we have the first possibility. Composing φ by the transposition on the other side, if necessary, we may further
Composing φ by two similarity transformations we may finally assume that
Composing φ by yet another similarity we may assume that φ(E 11 ) = E 11 without affecting the previous assumptions that
By Corollary 2.10, the map ϕ :
is a lineation that maps the origin of R 2 into itself. It follows from dim span φ(L 1 ) = 3 that the range of ϕ is not contained in any affine hyperplane. Hence, by Theorem 2.11, we have
for some automorphism f of F and some invertible 2 × 2 matrix A. We know that R 1 is mapped into a set of rank one idempotents of type I or II, and because E 11 is mapped into itself, we have either It is our aim to prove that for every pair x, y ∈ F the relation
Namely, from here one can easily conclude that a = u and b = v, as desired. So, assume that f x y = −1.
is an idempotent of rank one which is mapped by φ into an idempotent T of rank one satisfying In the next step we will show that also in the case when S is an idempotent of rank one with the zero entry in the (1, 1)-position we have φ(S) = S. There are many ways to do this. Perhaps the shortest one is to note that for every idempotent P of rank two whose (1, 1)-entry is nonzero we can find rank one idempotents Q and R both of them having nonzero (1, 1)-entry with Q P and R P such that the range spaces as well as the null spaces of Q and R are not the same. Then if T is a rank two idempotent with Q, R T we have necessarily T = P . Consequently, φ(P ) = P . Now, if S is any idempotent of rank one with the zero entry in the (1, 1)-position, then we consider the set of J of all idempotents P of rank two with the nonzero (1, 1)-entry satisfying S P . Clearly, φ(S) P for every P ∈ J , and therefore, φ(S) = S.
So, φ restricted to P 1 3 (F) is the identity map. Using the order-preserving property of φ we see as above that φ also maps every idempotent of rank two into itself. So, φ is the identity map. This completes the proof in our first case.
It remains to consider the case that dim span φ(L x ) = 2 and dim span φ(R x ) = 2 for every nonzero x ∈ F 3 . We apply Lemma 2.8 to see that after composing φ with the transposition, if necessary, we may assume that every set of rank one idempotents of type I is mapped into a set of rank one idempotents of type I.
Assume first that there is a nonzero x ∈ F 3 such that φ(R x ) is contained in a set of rank one idempotents of type II. Without loss of generality we may assume that x = e 1 . After composing φ by a similarity transformation we may, and we do assume that φ(E 11 ) = E 11 and φ(E 11 + E 22 
This contradiction shows that for every nonzero x ∈ F 3 the set φ(R x ) is contained in a set of rank one idempotents of type I. We will show that there exists a nonzero vector z ∈ F 3 such that φ(P ) ∈ L z for every rank one idempotent P . Indeed, if there were two linearly independent vectors z, w ∈ F 3 and two rank one idempotents xy t and uv t such that φ(xy t ) ∈ L z and φ(uv t ) ∈ L w , then clearly, we would have
Hence, x and u would be linearly independent and therefore, we would be able to find m ∈ F 3 such that m t x = m t u = 1. But then φ(xm t ) ∈ L z and φ(um t ) ∈ L w , and consequently, the set φ(R m ) would be contained in the set of rank one idempotents of type II, a contradiction.
So, there exists z ∈ F 3 such that φ(P ) ∈ L z , P ∈ P 1 3 (F). To every nonzero x ∈ F 3 we associate a two-dimensional space W x = span φ(L x ) ⊂ {zy t : y ∈ F 3 } ⊂ M 3 (F). We will show that W x = W y for every pair of nonzero vectors x, y ∈ F 3 . There is nothing to prove if x and y are linearly dependent. So, we may assume that they are linearly independent. Then we can find u, v ∈ F 3 such that u t x = v t y = 1 and u t y = v t x = 0. Set P = xu t , Q = yv t , and R = x(u + v) t . All these matrices are rank one idempotents P + Q. We have φ(P ) = zw t 1 and φ(R) = zw t 2 for some linearly independent w 1 , w 2 ∈ F 3 . Then
, or equivalently, the linear span of w 1 and w 2 is the range of T t . Similarly, we get that W y is the linear space of all matrices of the form zm t where m belongs to the range of the transpose of T . Thus, W x = W y for all nonzero vectors x and y.
Composing φ by a similarity transformation we may, and we do assume that φ(E 11 ) = E 11 and φ(E 11 + E 22 
is contained in the set of all idempotents of the form (3), and consequently, by the previous step, every rank one idempotent is mapped into an idempotent of the form (3). Applying Lemma 2.2 we see that every rank two idempotent must be mapped into N , where N is defined as in Lemma 2.2. This completes the proof. ✷
Order-preserving maps on idempotent matrices: general case
In the previous section we have proved that under a certain assumption on the underlying field every injective order-preserving map on the poset of 3 × 3 idempotent matrices is either an automorphism, or it is of a very special form. We will call this special form degenerate. In order to extend the result from the previous section to higher dimensions we will first introduce the notion of a degenerate injective order-preserving map for n 4.
Let F be an infinite field and n a positive integer 4. Set (p, q) = (n − 1, n) if n is even, and (p, q) = (n, n − 1) if n is odd. Let ϕ 1 :
Then, clearly, ψ is an injective order-preserving map and the same is true for maps of the form
where A is any invertible n × n matrix. Every map φ : P n (F) → P n (F) that is either of the form (9), or of the form (10) will be called a degenerate injective order-preserving map. 
Proof. Let us start with a short remark that will be used in the sequel. Assume that φ : P n (F) → P n (F) is an injective order-preserving map. Suppose that φ(P ) = P for all idempotents P having nonzero entries only in the upper left (n − 1) × (n − 1) corner and also φ(E nn ) = E nn . Assume for a moment that the theorem holds true. Then certainly, φ is not degenerate. Applying Lemma 2.8 we conclude that φ has to be of the form (11) . 1 , a 2 , . . . , a n ). Multiplying A by a nonzero constant we may assume that a 1 = 1. We know that φ(
Hence, f is the identity and a 2 = · · · = a n−1 = 1. Thus, there is a nonzero c = a n ∈ F such that
After this remark we start our proof that will be carried out by induction on n. We already know that the theorem holds true when n = 3. So, assume that n > 3 and that the statement holds true for n − 1.
By Lemma 2.8 we may assume, after composing φ with a transposition, if necessary, that every set of rank one idempotents of type I is mapped into a set of rank one idempotents of type I. We will distinguish two cases.
Let us start with the case that there exist nonzero vectors x, y ∈ F n such that φ(L x ) ⊂ L z and φ(L y ) ⊂ L v with z and v linearly independent. Then, of course, x and y are also linearly independent. Let P be any idempotent of rank n − 1. The poset P P = {Q ∈ P n (F): Q P } is isomorphic to P n−1 (F). The same is true for the poset P φ(P ) = {Q ∈ P n (F): Q φ(P )}. Clearly, φ maps P P into P φ(P ) . So, the restriction φ |P P : P P → P φ(P ) can be considered as an injective order-preserving map from P n−1 (F) into itself. If P is any idempotent operator whose range contains x and y, then obviously, the restriction φ |P P is not a degenerate injective order-preserving map. But then every pair of linearly independent vectors x, y from the range of P have the property described in the first sentence of this paragraph. It follows easily that φ |P P is not degenerate for every idempotent P of rank n − 1. By the induction hypothesis, every such restriction must be of one of the forms (11) or (12) . Every set of rank one idempotents of type I is mapped into a set of rank one idempotents of type I, and consequently, none of these restrictions has the form (12). In particular, if Q and R are two rank one idempotents such that QR = 0, then φ(Q)φ(R) = 0.
After composing φ with a similarity transformation we may assume that φ(E 11 + · · · + E kk ) = E 11 + · · · + E kk , k = 1, . . . , n. Then the set of all idempotents having nonzero entries only in the upper left (n − 1) × (n − 1) corner is mapped by φ into itself. Applying the induction hypothesis, we may assume, after composing φ by a similarity transformation and the map of the form [p ij ] → [f −1 (p ij )], where f : F → F is an automorphism, that φ(P ) = P for every idempotent P having nonzero entries only in the upper left (n − 1) × (n − 1) corner. In particular, φ(E ii ) = E ii , i = 1, . . . , n− 1. For every pair of rank one idempotents R and Q the equation QR = 0 implies φ(Q)φ(R) = 0, and therefore, we have also φ(E nn ) = E nn . This further yields φ(E 22 + · · · + E nn ) = E 22 + · · · + E nn . Hence, φ maps the set of all idempotents having nonzero entries only in the lower right (n − 1) × (n − 1) corner into itself. We also know that idempotents having the last row and the last column equal to zero are mapped into itself. So, applying the induction hypothesis and the short remark at the beginning of this proof we see, that after composing φ by yet another similarity transformation, we may assume that φ(P ) = P for every idempotent P having nonzero entries only in the upper left (n − 1) × (n − 1) corner or in the lower right (n − 1) × (n − 1) corner. It follows now easily that φ(P ) = P for every idempotent P having zero both the ith row and the ith column, i = 1, . . . , n.
Let xy t ∈ P n (F) be any idempotent of rank one. Denote φ(xy t ) = uv t . Let w ∈ span{e 1 , . . . , e n−1 } be any nonzero vector with w t x = 0. We can find m ∈ span{e 1 , . . . , e n−1 } such that w t m = 1. From (mw t )(xy t ) = 0 it follows that φ(mw t )φ(xy t ) = 0, and consequently, w t u = 0. Similarly, if 1 i n−1 and w ∈ span{e 1 , . . . , e i−1 , e i+1 , . . . , e n } is any nonzero vector with w t x = 0, then w t u = 0. Hence, u is a scalar multiple of x, and similarly, v must be a scalar multiple of y. Both matrices xy t and uv t are idempotents, and therefore, xy t = uv t .
Thus, every rank one idempotent is mapped by φ into itself. It follows easily that every rank two idempotent is mapped into itself, which further yields that the same is true for rank three idempotents. Continuing in this way we conclude that φ is the identity. This completes the proof in our first case.
It remains to consider the case that all idempotents of rank one are mapped into L z for some z ∈ F n . After composing φ by a similarity transformation we may assume that φ(E 11 +· · ·+E kk ) = E 11 +· · ·+E kk , k = 1, . . . , n. It follows that all rank one idempotents are mapped into L 1 = L e 1 . We have φ(Q) ∼ φ(R) for every pair of rank one idempotents Q and R. Hence, by the induction hypothesis the restriction φ |P P : P P → P φ(P ) is a degenerate injective order-preserving map for every P ∈ P n−1 n (F). Let Q, R ∈ P n (F) be any idempotents of rank two. If there exists P ∈ P n−1 n (F) such that Q P and R P , then because φ |P P is degenerate, the kernel of φ(Q) must be the same as the kernel of φ(R). If not, then we can find Q 1 , R 1 ∈ P n−2 n (F) such that Q Q 1 and R R 1 . By Lemma 2.3, Q 1 R 1 . It is now easy to see that Ker φ(Q) = Ker φ(R) in this case as well. Because φ(E 11 + E 22 ) = E 11 + E 22 we conclude that Ker φ(Q) = span{e 3 , . . . , e n } for every Q ∈ P 2 n (F). This together with the fact that φ(
If n > 4, then we can apply a similar argument to see that all idempotents of rank three are mapped into idempotents having the same range. And because φ(E 11 + E 22 + E 33 ) = E 11 + E 22 + E 33 we have Im φ(Q) = span{e 1 , e 2 , e 3 } for every Q ∈ P 3 n (F). Therefore, every rank two idempotent is mapped into a rank two idempotent whose kernel is span{e 3 , . . . , e n } and whose range is contained in span{e 1 Applying the fact that φ(P 1 n (F)) ⊂ {E 11 + λE 12 : λ ∈ F} we see that E 11 + λE 12 T for some scalar λ which further yields a = 0. Hence, φ(P 2 n (F)) ⊂ {E 11 + E 22 + λE 32 : λ ∈ F}.
We repeat this procedure and then we have to distinguish two cases. We will consider only the case when n is even. In this case we get
. . .
and Ker φ(Q) = span{e n−1 , e n }
for every Q ∈ P n−2 n (F). Next, we consider the map ψ : P n (F) → P n (F) defined by ψ(P ) = I − φ(I − P ), P ∈ P n (F). It is easy to see that it is an injective order-preserving map. We have one of the following three possibilities: either all idempotents of rank one are mapped into L z for some z ∈ F n , or all idempotents of rank one are mapped into R z for some z ∈ F n , or there exist two idempotents P and Q of rank one such that φ(P ) ∼ φ(Q). In the last case we know by the first step of our proof that ψ is either of the form (11), or of the form (12) , which further implies that φ has one of these two forms, a contradiction. So, we have one of the first two possibilities.
Assume first that ψ maps all rank one idempotents into L z for some z ∈ F n . Note that ψ(E jj + · · · + E nn ) = E jj + · · · + E nn , j = 1, . . . , n. Applying the same approach as we have used when studying the map φ we get ψ(P 1 n (F)) ⊂ {E nn + λE n,n−1 : λ ∈ F} and Ker ψ(Q) = span{e 1 , . . . , e n−2 } for every Q ∈ P 2 n (F). This last condition is equivalent to Im φ(Q) = span{e 1 , . . . , e n−2 } for every Q ∈ P n−2 n (F). Hence, by (14) we have φ(Q) = E 11 + · · · + E n−2,n−2 for every Q ∈ P n−2 n (F), which contradicts the injectivity of Q. Therefore, we have the second possibility. Hence, ψ(P 1 n (F)) ⊂ {E nn +λE n−1,n : λ ∈ F}, or equivalently,
It follows that Im Q ⊂ span{e 1 , . . . , e n−1 } for every Q ∈ P n−2 n (F). This together with (14) yields that
Because of (13) we have
This completes the proof. ✷
Corollary 4.2. Let n be a positive integer 3 and F any finite field whose cardinality is at least 3. If φ : P n (F) → P n (F) is an injective order-preserving map, then there exist an invertible A ∈ M n (F) and an automorphism f of the field F such that either
Proof. Because F is a finite field every nonzero endomorphism of F must be bijective. Moreover, there is no injective map from P 1 n (F) into E 11 + FE 12 . Thus φ cannot be degenerate. ✷
Corollary 4.3. Let n be a positive integer 3 and F a field whose cardinality is at least 3. Assume further that every nonzero homomorphism g : F → F is surjective. If φ : P n (F) → P n (F) is a bijective order-preserving map, then there exist an invertible A ∈ M n (F) and an automorphism f of the field F such that either
The above result has been already proved in [24] for any field not of characteristic two. Now we come to more important corollaries that solve the problems described in Section 1 for posets of idempotent matrices over the fields which do not possess nonsurjective nonzero endomorphisms.
Corollary 4.4. Let n be a positive integer
3 and F a field whose cardinality is at least 3. Assume further that every nonzero homomorphism g : F → F is surjective. If φ : P n (F) → P n (F) is a map preserving order in both directions, then there exist an invertible A ∈ M n (F) and an automorphism f of the field F such that either
Proof. We first have to see that φ is injective. This is trivial because φ(P ) = φ(Q) implies that P Q and Q P . To complete the proof we notice that degenerate injective orderpreserving maps do not preserve the order in both directions. ✷
Corollary 4.5. Let n be a positive integer 3. If φ : P n (R) → P n (R) is a map preserving order in both directions, then there exists an invertible A ∈ M n (R) such that either
Proof. All we have to do is to apply the well-known fact that if f is an endomorphism of the real field, then either f = 0, or f is the identity. ✷
Corollary 4.6. Let n be a positive integer 3. If φ : P n (R) → P n (R) is an injective continuous order-preserving map, then there exists an invertible A ∈ M n (R) such that either
Proof. All we have to do is to show that φ is not degenerate. Assume on the contrary that φ is degenerate. After composing φ with a similarity transformation and the transposition, if necessary, we may assume that φ maps all rank one idempotents into E 11 + RE 12 . In particular, φ maps L 1 , which is isomorphic to R n−1 , continuously and injectively into E 11 + RE 12 ≈ R. This is impossible because of the invariance of domain theorem. ✷ How essential is the assumption of injectivity in the above results? To see that this assumption is essential we consider the last corollary. Clearly, if we define φ : P n (R) → P n (R) by φ(P ) = E 11 + · · · + E kk , where k = rank P , then we get continuous orderpreserving map, which is not an automorphism. We can construct even more sophisticated examples. For example, let ϕ 1 : P 1 4 (R) → P 2 (R) and ϕ 3 : P 3 4 (R) → P 2 (R) be any continuous maps. Then the map φ : P 4 (R) → P 4 (R) defined by φ(0) = 0,
for every P ∈ P 1 4 (R), φ(P ) = E 11 + E 22 for every P ∈ P 2 4 (R),
for every P ∈ P 3 4 (R), and φ(I ) = I is an example of noninjective continuous orderpreserving map.
Hua's fundamental theorem of the geometry of square matrices
This section is devoted to the main result of the paper. Using the result from the previous section we will improve the fundamental theorem of the geometry of square matrices in the case that every nonzero endomorphism of the underlying field is surjective. 
It has been already mentioned that the same conclusion holds for every field F under the stronger assumption of preserving the adjacency in both directions. It is tempting to conjecture that the above improvement can be generalized to square matrices over an arbitrary field.
Note that neither the assumptions nor the conclusion of the theorem are affected if we compose φ by the equivalence transformation A → P AQ. Here, P and Q are invertible n × n matrices. We will use this fact several times in the proof.
Applying the fact that the only nonzero endomorphism of the real field is the identity we get the following important consequence. 
The proof of our main theorem consists of two parts. The case n 3 will follow from Theorem 4.1. In the case n = 2 we have to use a different approach. Our method will give the desired conclusion for 2 × 2 matrices over an arbitrary field.
Theorem 5.3. Let F be any field and φ
Then there exist P , Q, R ∈ M 2 (F) with P and Q invertible, and an automorphism f of the field F such that either
Proof. Since the case that F is a finite field has been already proved [22, Proposition 2.3] we may assume that F is an infinite field. In fact, our proof will work for all fields having enough elements. All we have to do is to show that every bijective adjacency preserving map ψ satisfying ψ(0) = 0 preserves matrices of rank two. Indeed, assume for a moment that this has been already proved and let φ : M 2 (F) → M 2 (F) be any bijective map such that rank(φ(A) − φ(B)) = 1 whenever rank(A−B) = 1. Assume further that A, B ∈ M 2 (F) are two matrices with d(A, B) = 2. Define a new map ψ :
Clearly, ψ is an adjacency preserving bijective map with ψ(0) = 0. Hence, by our assumption we have rank
or equivalently, d(φ(A), φ(B)) = 2. It follows that d(φ(A), φ(B)) = d(A, B)
for every pair A, B ∈ M 2 (F), which further yields that φ preserves the adjacency in both directions. So, φ has the desired form by the Hua's fundamental theorem of the geometry of square matrices [25] .
So, in order to prove the theorem we will assume that φ satisfies φ(0) = 0. We have to show that under this additional assumption we have rank φ(A) = 2 whenever rank A = 2. We first apply bijectivity to find A such that φ(A) = I . Since d(A, 0) d(φ(A), φ(0)) = 2, we see that A is invertible. After composing φ with an equivalence transformation we may assume that φ(I ) = I . Rank one idempotents are adjacent to both 0 and I , and must be therefore mapped into rank one idempotents. After composing φ with a similarity transformation we may assume that φ(E 11 ) = E 11 without affecting the assumption that φ(I ) = I .
For a nonzero x ∈ F 2 we denote D x = {xu t : u ∈ F 2 } and C x = {ux t : u ∈ F 2 }. In particular, D 1 = D e 1 is the linear space of all matrices of rank at most one having nonzero entries only in the first row, while C 1 = C e 1 consists of all matrices having nonzero entries only in the first column. Any subset S ⊂ M 2 (F) consisting of matrices of rank at most one with the property that every pair of different matrices A, B ∈ S is adjacent is a subset of D x for some nonzero x ∈ F 2 or a subset of C x for some nonzero x ∈ F 2 . Therefore, for every nonzero vector x, the set D x is mapped either into some set D z , or some set C z . Because φ(E 11 ) = E 11 , we have either
After composing φ by the transposition, if necessary, we may assume that we have the first possibility.
Every idempotent of the form
is mapped into an idempotent of rank one belonging to D 1 . Thus, the set of all idempotents of the form (15) is mapped into itself.
In our next step we will prove that for every nonzero x ∈ F 2 there exists a nonzero z ∈ F 2 such that φ(D x ) ⊂ D z . Assume that this is not true. Then there exist nonzero vectors x, y ∈ F 2 with x linearly independent of e 1 such that φ(D x ) ⊂ C y . Because F is an infinite field we can find three different vectors w 1 , w 2 , w 3 ∈ F 2 such that w t i e 1 = 0 and (16) are mapped into idempotents of the form (15), say 1 λ i 0 0 , i = 1, 2, 3. By injectivity, λ i = λ j whenever i = j . Now, the matrices xw t i and (16) are adjacent, and therefore, for every i = 1, 2, 3 either the vectors u i and e 1 are linearly dependent, or the vectors y and e 1 + λ i e 2 are linearly dependent. At most one of the vectors u 1 , u 2 , u 3 is linearly dependent with e 1 and at most one of the vectors e 1 + λ 1 e 2 , e 1 + λ 2 e 2 , e 1 + λ 3 e 2 is linearly dependent with y. This contradiction shows that for every nonzero x ∈ F 2 there exists a nonzero z ∈ F such that φ(D x ) ⊂ D z .
We have two possibilities. The first one is that there is a vector z ∈ F 2 such that φ(D x ) ⊂ D z for every nonzero x ∈ F 2 . Then, obviously, φ(D x ) ⊂ D 1 for every nonzero x ∈ F 2 . Applying Lemma 2.14 we get a contradiction, showing that this possibility cannot occur.
Thus, there exists a nonzero vector x ∈ F 2 such that φ(D x ) ⊂ D z with z linearly independent of e 1 . It follows easily that for every nonzero x ∈ F 2 there exists a nonzero z ∈ F 2 such that φ(C x ) ⊂ C z . In particular, φ(C 1 ) ⊂ C 1 . Consequently, the set of all rank one idempotents of the form 1 0 λ 0 is mapped into itself.
Let y 1 and y 2 be two linearly independent vectors from F 2 both of them having the first coordinate nonzero. We claim that then φ(C y i ) ⊂ C w i , i = 1, 2, for some linearly independent w 1 and w 2 . Indeed, after multiplying y 1 and y 2 by appropriate nonzero scalars, we may assume that y i = e 1 + λ i e 2 , i = 1, 2, for some scalars λ 1 = λ 2 . We have φ(E 11 + λ i E 12 ) = E 11 + µ i E 12 for some µ 1 = µ 2 . Because E 11 + λ i E 12 ∈ C y i , i = 1, 2, we can take w i = e 1 + µ i e 2 , i = 1, 2. Obviously, w 1 and w 2 are linearly independent, as desired. Similarly, if x 1 and x 2 are two linearly independent vectors from F 2 with the first coordinate nonzero, then φ(D x i ) ⊂ D z i , i = 1, 2, for some linearly independent z 1 and z 2 .
Let A ∈ M 2 (F) be any matrix of rank two. We have to show that rank φ(A) = 2. Assume on the contrary that rank φ(A) = 1. Let x i ∈ F 2 be two linearly independent vectors whose first coordinates are nonzero. Find z 1 and z 2 such that φ(D x i ) ⊂ D z i , i = 1, 2. We know that z 1 and z 2 are linearly independent, and therefore,
Because F is an infinite field we can find two linearly independent vectors y 1 and y 2 from F 2 both of them with a nonzero first coordinate such that y So, we will assume that φ(0) = 0. Then we use the same approach as in the 2 × 2 case to show that we may assume that φ(I ) = I .
Let P , Q ∈ P n (F) and assume that P Q. Then we can find a string of idempotents 0 = P 0 P 1 · · · P n = I containing P and Q such that P k and P k+1 are adjacent, k = 0, 1, . . ., n − 1. Consequently, φ(P n−1 ) and φ(I ) = I are adjacent. We also know that rank φ(P n−1 ) n − 1, and consequently, rank φ(P n−1 ) = n − 1. Hence, by Lemma 2.16, φ(P n−1 ) has to be an idempotent. Similarly, φ(P n−1 ) and φ(P n−2 ), whose rank is at most n − 2, are adjacent. It follows that φ(P n−2 ) is an idempotent of rank n − 2 with φ(P n−2 ) φ(P n−1 ). Repeating this procedure we conclude that 0 = φ(P 0 ) φ(P 1 ) · · · φ(P n ) = I is a string of idempotents. So, φ maps idempotents into idempotents and preserves the order. Hence, we can apply Theorem 4.1 to obtain the form of the restriction of φ to P n (F). If this restriction is a degenerate injective order-preserving map, then after composing φ with a similarity transformation, a map
where f is an automorphism of the underlying field, and the transposition, if necessary, we may assume that φ(0) = 0, φ(E 11 + E 22 ) = E 11 + E 22 + µE 32 for some scalar µ, and φ(P 1 n (F)) ⊂ {E 11 + λE 12 : λ ∈ F}. Composing φ with yet another similarity transformation we may assume also that µ = 0. Applying Lemma 2.14 we get a contradiction.
So, the restriction of φ to P n (F) has one of the two standard forms described in Theorem 4.1. After composing φ with a similarity transformation, a map
where f is an automorphism of the underlying field, and the transposition, if necessary, we have φ(P ) = P for every idempotent P ∈ P n (F). We have to show that rank φ(A) = rank A for every A ∈ M n (F). In fact, we will prove more, namely, that the column space of φ(A) and the row space of φ(A) are the same as the column space of A and the row space of A, respectively. We will prove this by induction on r = rank A. In the case r = 1 we have to show that for every rank one matrix A there exists a scalar λ (depending on A) such that φ(A) = λA. Let A = xy t for some nonzero vectors x and y. We know that rank φ(A) 1, and because of bijectivity, the matrix φ(A) has rank one. So, φ(A) = uv t for some nonzero vectors u and v. Let w, z ∈ F n \ {y} be linearly independent vectors satisfying w t x = z t x = 1. Then uv t = φ(xy t ) is adjacent to both xw t = φ(xw t ) and xz t = φ(xz t ). Consequently, u and x are linearly dependent, and similarly, v and y must be linearly dependent. This proves the assertion in the case when r = 1.
Assume now that our statement holds true for some r, 1 r < n, and we want to prove it for r + 1. Let A = 
The complex case
The results in the third and fourth sections depend heavily on Theorem 2.11, and therefore the proofs do not work in the complex case. Namely, there are a lot of nonsurjective endomorphisms of the complex field [17] . However, if a nonzero homomorphism f : C → C is continuous, then it is either the identity, or the complex conjugation, and therefore, automatically surjective. So, it seems natural to conjecture that a complex analogue of Corollary 4.6 holds true. Indeed, we have the following result. Theorem 6.1. Let n be a positive integer 3. If φ : P n (C) → P n (C) is an injective continuous order-preserving map, then there exists an invertible A ∈ M n (C) such that either
Note that instead of (P t ) * we could write P . Namely, the matrix (P t ) * is obtained from P by the entrywise complex conjugation. For the proof we will need the following topological result. Proof. Because f has a limit when λ tends to infinity we can consider f as a continuous function from the extended complex plane into the extended complex plane.
Assume first that lim λ→∞ f (λ) = ∞ and that f is not surjective. Then f maps the extended complex plane, which can be identified with the unit sphere in R 3 , into the punctured extended complex plane which can be identified with R 2 . But then by the Borsuk-Ulam theorem [7, p. 54 ] f attains the same value at two antipodal points. Because f is injective one of these two points has to be ∞. This contradicts f (∞) = ∞.
If f has a finite limit when λ tends to ∞, then f can be considered as a continuous function from the extended complex plane into the complex plane. 0). This again contradicts the injectivity of f . ✷ Proof of Theorem 6.1. All we have to do is to prove the special case when n = 3. The extension to higher dimensions can be easily done using the ideas from the proof of Theorem 4.1. In fact, we need here just one part of the induction argument used in the proof of Theorem 4.1, since the degenerate case cannot occur under our assumptions.
We know by Lemma 2.7 that every L x as well as every R y , x, y ∈ C 3 \ {0}, is mapped into a set of rank one idempotents of type I or type II. After composing φ by a similarity transformation and the transposition, if necessary, we may assume that φ(L 1 ) ⊂ L 1 and φ(E 11 ) = E 11 . We define a new map ϕ : C we have φ(E 11 + xE 21 + yE 31 ) / ∈ L 1 . Now, L e 1 +xe 2 +ye 3 is mapped into a set of rank one idempotents of type I or type II. As before we see that the second possibility contradicts the invariance of domain theorem. So, φ(L e 1 +xe 2 +ye 3 ) ⊂ L z for some vector z which by φ(E 11 + xE 21 + yE 31 ) / ∈ L 1 has to be linearly independent of e 1 . We know that ϕ is a lineation, that is, the ϕ-image of every line from C 2 is contained in some line. We will prove that ϕ maps every line from C 2 onto some line. So, let are linearly independent. Then we can find scalars x and y such that ax + by = −1 and cx + dy = 1. Obviously, we have
and consequently,
Because there is a vector z linearly independent of e 1 such that φ(
we see that f must have a limit when λ tends to ∞. 
as λ → ∞. Using the same arguments as in the previous case one can see now that ϕ maps the line
surjectively onto some line in C 2 . In the case c = 0 we have d = 0 and then we get the desired conclusion in an almost the same way. Therefore, we have showed that ϕ : C 2 → C 2 is a continuous injective lineation which sends 0 to 0 and maps every line onto some line. We believe it is well-known that then
for some invertible A ∈ M 2 (C). As we were unable to find this statement in the literature we will verify it at the end of this proof.
In both cases we may assume, after composing φ with a similarity transformation and the complex conjugation, if necessary, that Using exactly the same approach as in the proof of Proposition 3.1 we see that φ(P ) = P for every idempotent of rank one having a nonzero (1, 1)-entry. By continuity, φ(P ) = P for every P ∈ P 1 3 (C), and consequently, φ(P ) = P for every idempotent P , as desired.
So, in order to complete the proof we have to show that every continuous injective lineation ϕ : C 2 → C 2 mapping 0 into itself and every line surjectively onto some line must be of one of the forms (17) or (18) . We will follow an idea of Mikusiński [1, pp. 73-77] . To simplify the notation we will use (just in this proof) the symbol (a, b) to denote the point a b ∈ C 2 . We have ϕ(0, 0) = (0, 0) and because ϕ is injective and maps every line surjectively onto some line the vectors ϕ(x, y) and ϕ(u, v) are linearly independent whenever (x, y) and (u, v) are linearly independent. So, after composing φ with a bijective linear transformation we may assume that ϕ(1, 0) = (1, 0) and ϕ(0, 1) = (1, 1). Set ϕ(x, y) = (F (x, y), G(x, y) ). Then, because ϕ is a lineation we have G(x, 0) = 0 and F (0, x) = G(0, x) for every complex number x. Moreover, by injectivity, ϕ maps parallel lines into parallel lines and therefore transforms four points that form a parallelogram into four points of the same kind. In particular, the points (0, 0), ϕ(x, 0), ϕ(0, y), and ϕ(x, y) form a parallelogram, and therefore
Therefore G(x, y) = F (0, y). Every one dimensional subspace of C 2 is mapped by ϕ onto some one dimensional subspace. Hence, there are complex numbers λ and µ, not both of them zero, such that λF (x, x) + µG(x, x) = 0, x ∈ C. This together with the previous equations yields λF (x, 0) + (λ + µ)F (0, x) = 0. It is easy to verify that λ = 0 and λ + µ = 0, and therefore, F (0, x) = γ F (x, 0) for some nonzero complex number γ . Define f : C → C by f (x) = F (x, 0). Since the points (x + y, 0), (x, y), and (0, x + y) are collinear the same must be true for their ϕ-images. This easily yields f (x + y)(f (x + y) − f (x) − f (y)) = 0, x, y ∈ C. By injectivity of ϕ, f (x + y) = 0 whenever x + y = 0, and by continuity, f has to be additive. As f is continuous it is of the form f (x) = ax + bx for some complex constants a, b. It is then easy to complete the proof. ✷
Order-preserving maps on idempotent operators
Let X be a real Banach space. By B(X) we denote the algebra of all bounded linear operators on X, by F (X) ⊂ B(X) the ideal of all finite rank operators, and by P(X) ⊂ B(X) the poset of all bounded linear idempotent operators on X. The set of all finite rank idempotents from P(X) will be denoted by P F (X). Any subset P ⊂ P(X) will be called a standard poset of idempotents on X provided P F (X) ⊂ P. The dual of X will be denoted by X and the adjoint of an operator A ∈ B(X) will be denoted by A .
For any nonzero vector x ∈ X and any nonzero bounded linear functional f ∈ X we denote by x ⊗ f the rank one operator from B(X) defined by
Note that every bounded linear operator on X of rank one can be written in this form. A nonzero operator x ⊗ f is idempotent if and only if f (x) = 1.
We will now extend the main result of the fourth section to the infinite dimensional case, thus improving the result of Ovchinnikov on the automorphisms of the poset of idempotents acting on a Hilbert space. First we have to extend the notion of a degenerate injective order-preserving map to the infinite dimensional case. Assume that dim X = ∞. Let (x n ) ⊂ X and (f n ) ⊂ X be sequences of vectors and functionals satisfying f n (x m ) = δ m,n , where δ m,n stands for the Kronecker symbol. Let ϕ 1 be any injective map from the set of all rank one elements in P F (X) into {x 1 ⊗ f 1 + λx 1 ⊗ f 2 : λ ∈ R}, ϕ 2 any injective map from the set of all rank two elements in P F (X) into {x 1 ⊗ f 1 + x 2 ⊗ f 2 + λx 3 ⊗ f 2 : λ ∈ R}, . . . , ϕ 2n any injective map from the set of all rank 2n idempotents in P F (X) into {x 1 ⊗ f 1 + · · · + x 2n ⊗ f 2n + λx 2n+1 ⊗ f 2n : λ ∈ R}, ϕ 2n+1 any injective map from the set of all rank (2n + 1) idempotents in P F (X) into {x 1 ⊗f 1 +· · ·+x 2n+1 ⊗f 2n+1 +λx 2n+1 ⊗f 2n+2 : λ ∈ R}, . . . , and let φ : P F (X) → P F (X) be a map defined by φ(0) = 0 and φ(P ) = ϕ k (P ) whenever P ∈ P F (X) is of rank k. Then, obviously, φ is an injective order-preserving map and the same is true for the map ψ : P F (X) → P F (X) defined by ψ(0) = 0 and ψ(P ) = τ k (P ) whenever P ∈ P F (X) is of rank k. Here, τ 1 is an injective map from the set of all rank one elements in P F (X) into {x 1 ⊗ f 1 + λx 2 ⊗ f 1 : λ ∈ R}, τ 2 is an injective map from the set of all rank two elements in
. ., τ 2n is an injective map from the set of all rank 2n idempotents in P F (X) into {x 1 ⊗f 1 +· · ·+x 2n ⊗f 2n +λx 2n ⊗f 2n+1 : λ ∈ R}, τ 2n+1 is an injective map from the set of all rank (2n + 1) idempotents in P F (X) into
. . . Any such map will be called a degenerate injective order-preserving map of the poset P F (X). Recall that a linear map ξ :
Theorem 7.1. Let X be an infinite dimensional real Banach space. Let φ : P F (X) → P F (X) be an injective order-preserving map satisfying rank φ(P ) = rank P , P ∈ P F (X). Then either φ is a degenerate injective order-preserving map of P F (X), or there exists a rank preserving homomorphism ψ : F (X) → F (X) such that φ(P ) = ψ(P ) for every P ∈ P F (X), or there exists a rank preserving anti-homomorphism ψ : F (X) → F (X) such that φ(P ) = ψ(P ) for every P ∈ P F (X).
Remark. Comparing this result with Theorem 4.1 we see that here we have an additional assumption, that is, the rank preserving property. If X is finite dimensional and φ : P F (X) → P F (X) = P(X) an injective order-preserving map, then rank φ(P ) = rank P , P ∈ P F (X), holds true automatically by Lemma 2.4. However, in the infinite dimensional case this additional assumption is indispensable. To see this consider an infinite dimensional Hilbert space H . Then H is isomorphic to the direct sum of infinitely many copies of H . So, P(H ) ≈ P(H ⊕ H ⊕ · · ·). Let k be any positive integer and η k : P F (H ) → P F (H ) the map defined by η k (P ) = P if rank P k, and η k (P ) = 0 otherwise. The map φ :
is an injective order-preserving map which does not preserve the rank, and is, of course, not of any of the forms described in the above theorem.
Proof. Let P ∈ P F (X) be any idempotent with rank P 3. Then the restriction of φ to P P = {Q ∈ P F (X): Q P } is an injective order-preserving map from P P into P φ(P ) . Both of these posets are isomorphic to the poset of idempotent matrices of the same dimension, so we can describe the general form of this restriction using Theorem 4.1. Clearly, all these restrictions (corresponding to all idempotents P of rank at least 3) are either simultaneously degenerate, or simultaneously nondegenerate.
Let us start with the case that all these restrictions are degenerate. If we consider any of these restrictions then the φ-images of all rank one idempotents have either the same range, or the same kernel. Clearly, we have either the first possibility simultaneously for all these restrictions, or we have the second possibility simultaneously for all these restrictions. We will consider only the first case.
Let n be any nonnegative integer and choose any two idempotents R and Q of rank 2n + 1. Then they belong to some P P for an idempotent P with a sufficiently large rank, and by applying the finite dimensional result for the restriction of φ to P P we see that φ(R) and φ(Q) must have the same range. Similarly, the φ-images of any two idempotents of rank 2n must have the same kernel. Now we will inductively construct the sequences (x n ) ⊂ X and (f n ) ⊂ X . All idempotents of rank one are mapped into idempotents with the same range. Choose x 1 such that this range is the linear span of x 1 .
Assume that x 1 , . . . , x 2n+1 ∈ X and f 1 , . . . , f 2n ∈ X have been chosen in such a way that f m (x n ) = δ m,n , every rank one idempotent is mapped into
. . , and every rank 2n idempotent into
All idempotents φ(P ), where P is any idempotent of rank 2n + 2, have the same kernel W which is, by the finite dimensional result, contained in the intersection of the kernels of f 1 , . . . , f 2n . The subspace W of codimension 2n + 2 is closed and the vectors x 1 , . . . , x 2n+1 are linearly independent. Because φ(P ) φ(Q) for every idempotent P of rank 2n and every idempotent Q of rank 2n + 2, the intersection of W and the linear span of x 1 , . . . , x 2n+1 is trivial. So, we can find nonzero f 2n+1 , f 2n+2 ∈ X such that f 2n+1 (w) = f 2n+2 (w) = 0 for every w ∈ W and f m (x n ) = δ m,n , m = 1, . . ., 2n + 2, n = 1, . . . , 2n + 1. Let P be any idempotent of rank 2n + 1. Because φ(Q) φ(P ) for every Q of rank 2n, the range of φ(P ) must be the linear span of x 1 , . . . , x 2n+1 , and because φ(P ) φ(Q) for every Q of rank 2n + 2, the kernel of φ(P ) contains W . It is then clear that φ(P ) = x 1 ⊗ f 1 + · · · + x 2n+1 ⊗ f 2n+1 + u ⊗ f 2n+2 for some vector u in the linear span of x 1 , . . . , x 2n+1 . Applying the fact that φ(Q) φ(P ) for every Q of rank 2n once again we conclude that φ(P ) =
for some scalar λ. Using similar arguments we can now find vectors x 2n+2 , x 2n+3 such that f m (x n ) = δ m,n , m = 1, . . . , 2n + 2, n = 1, . . . , 2n + 3, and every idempotent of rank 2n + 2 is mapped into an idempotent of the form
This completes the inductive step in our construction, which shows that φ is a degenerate injective order-preserving map.
So, it remains to consider the case that all the restrictions of φ to P P , where P is any idempotent of rank no smaller than 3, are nondegenerate. Applying Theorem 4.1 together with the fact that there are no other automorphisms of the real field than the identity, we see that either for every P ∈ P F (X) of rank at least 3 the restriction of φ to P P can be uniquely extended to an algebra isomorphism ψ P of F P (X) = {A ∈ F (X): P AP = A} onto F φ(P ) (X), or for every P ∈ P F (X) of rank at least 3 the restriction of φ to P P can be uniquely extended to an algebra anti-isomorphism ψ P of F P (X) onto F φ(P ) (X). In both cases the map ψ : F (X) → F (X) given by ψ(A) = ψ P (A), A ∈ P F (X)P , is welldefined and its restriction to P F (X) coincides with φ. Obviously, in the first case this map is a rank preserving homomorphism, while in the second case it is a rank preserving antihomomorphism. ✷ Having in mind the fact that every automorphism of F (X) is spatial, that is, for every automorphism ψ : F (X) → F (X) there exists a bijective bounded linear operator A : X → X such that ψ(T ) = AT A −1 , T ∈ F (X), one might expect that for every rank preserving endomorphism ψ : F (X) → F (X) there exist A, B ∈ B(X) with BA = I such that ψ(T ) = AT B, T ∈ F (X). Indeed, this is the case under some additional assumptions like weak continuity of ψ. In general, however, this is not true. In order to see this assume that B : X → X is a surjective bounded linear operator with one-dimensional kernel, say Ker B = span{x}. Then we can find a dense linear subspace U ⊂ X such that X = span{x} ⊕ U . The restriction of B to U is a bijective map from U to X and let A : X → U ⊂ X be its inverse. Of course, A is not bounded and BA = I . Let us show that the map T → AT B = ψ(T ) maps F (X) into F (X). All we have to do is to check that AT B is bounded for every bounded finite rank operator T . In fact, it is enough to see that this is true for every rank one operator x ⊗ f . The map ψ maps this operator into (Ax ⊗ f ) · B, which obviously is bounded. Now, let us show that a rank preserving endomorphism ψ cannot be written as ψ(T ) = CT D for some bounded operators C and D. If this was true, then we would have (Ax ⊗ f ) · B = Ax ⊗ B f = Cx ⊗ D f for every x ∈ X and every f ∈ X . This would further imply that the vector Cx belongs to the linear span of Ax for every x ∈ X. Consequently, we would have C = λA for some scalar λ, contradicting the fact that C is bounded.
For more informations on the structure of endomorphisms of F (X) we refer to [6] . Proof. Obviously, the poset P F (X) is invariant under both φ and φ −1 . By the previous theorem, there exists either an automorphism ψ, or an anti-automorphism ψ of the algebra F (X), such that φ(P ) = ψ(P ), P ∈ P F (X). It is well-known that every automorphism ψ of F (X) is spatial [6] and that every anti-automorphism ψ of F (X) is of the form T → AT A −1 for some bounded linear operator A : X → X [4] . In the second case X must be reflexive. It is now easy to complete the proof. ✷ Corollary 7.2 has been proved in [19] in the special case when P = P(X) and X is a Hilbert space. Almost the same result holds true also in the complex case. The only difference is that in the complex case A may be either linear, or conjugate-linear.
Applications
The main motivation for studying possible improvements of the Ovchinnikov's result was our attempt to improve Hua's fundamental theorem of the geometry of square matrices. Ovchinnikov himself was motivated by the development of the theory of measures on idempotents on von Neumann algebras. There are many other applications that motivate the study of order-preserving maps on posets of idempotents. In this short concluding section we will briefly describe some classical results as simple consequences of structural results on order-preserving maps on idempotents and also indicate how this kind of results may be helpful in solving some open problems.
It is well-known that every algebra automorphism φ of B(X) is inner, that is, it is of the form T → AT A −1 for some invertible A ∈ B(X). Here, X may be a real or a complex Banach space. Recall that a standard operator algebra on X is any subalgebra A ⊂ B(X) containing all finite rank operators. In the case that X is infinite-dimensional a much more general result holds true [21] . If A is a standard operator algebra on X and φ a bijective and multiplicative map on A (no linearity or continuity is assumed), then φ is again of the form T → AT A −1 with the only difference that A is now a bounded invertible linear or conjugate linear operator on X. This result follows easily from Corollary 7.2 and its complex analogue. Indeed, since φ is multiplicative, it maps idempotents into idempotents and preserves the order. The same is true for the inverse, so the restriction of φ to P = A ∩ P(X) is an automorphism having the nice form described in Corollary 7.2. Take any idempotent P of rank one and any scalar λ. Then λP = P · λP · P , and hence, φ(λP ) = φ(P )φ(λP )φ(P ). We know that φ(P ) is a rank one idempotent as well, and therefore, we have φ(λP ) = ϕ(λ)P for every rank one idempotent P and every scalar λ. Here, ϕ is a bijective multiplicative function on the underlying field. It is not difficult to see that ϕ is independent of P . For every A ∈ A and every rank one idempotent P = x ⊗ f we have P AP = f (Ax)P , and therefore, φ(P )φ(A)φ(P ) = ϕ(f (Ax))φ(P ). As P = x ⊗ f is an arbitrary bounded linear idempotent of rank one we can easily conclude from here that φ(A) has the desired form.
In [18] Larson and Sourour introduced the concept of a local automorphism. A linear map φ defined on an algebra A is a local automorphism if for every a ∈ A there exists an automorphism φ a of the algebra A such that φ(a) = φ a (a). Clearly, every local automorphism preserves idempotents. The restriction of φ to the poset of all idempotents of A is also order-preserving. To see this assume that for a pair of idempotents p, q ∈ A we have p q. Then q − p is an idempotent, and because φ is linear idempotent preserving map, φ(q) − φ(p) must be idempotent. It is easy to see that then φ(p) φ(q). So, the structural results for order-preserving maps on posets of idempotents might be helpful in the theory of local automorphisms.
A careful reader has noticed that we have proved more. Namely, the restriction of every linear map preserving idempotents to the poset of idempotents is an order-preserving map. So, Ovchinnikov's result and related theorems may be used to obtain structural results for linear maps preserving idempotents.
Recently, a lot of work has been done on linear preservers, that is, on linear maps that preserve certain sets or properties. Many problems concerning linear preservers can be reduced to the problem of characterizing linear maps preserving idempotents [8] , which, as we already know, can be further reduced to the problem of characterizing order-preserving maps on idempotents. In particular, the famous Kaplansky problem on invertibility preserving linear maps is of this kind [2, 5] .
Moreover, when reducing a certain linear preserver problem first to the problem of characterizing linear maps preserving idempotents, and then to the problem of characterizing order-preserving maps, we arrive at the end to a non-linear problem. This may result in a stronger conclusion than we expect at the beginning. Let us illustrate this with an example. Recently several partial orders have been studied on matrix algebras basically because of some applications in statistics. The most important of all these orders is defined by A B if and only if rank(B − A) = rank B − rank A, A, B ∈ M n (F). And then, among others, linear maps preserving this order were studied. When studying injective maps φ : M n (F) → M n (F) satisfying φ(A) φ(B) whenever A B a natural approach that haven't been used yet would be to first reduce the general case to the unital case, that is, to the case, when φ(I ) = I . Then one can prove by an argument similar to those given in the fifth section that the poset of idempotent matrices is invariant under φ and that the restriction of φ to this set is order-preserving. So, after applying a structural result on injective order-preserving maps we can describe the restriction of φ to the poset of idempotent matrices. From here various results on the structure of maps preserving the above defined order on M n (F) can be obtained. The important fact here is that we don't need the linearity assumption on φ when applying this method.
We hope that these few examples illustrate the deep nature of Ovchinnikov's result.
