The rapid development of social media encourages people to share their opinions and feelings on the Internet.
website pages. It was originally used for Google's website page-sorting tasks from their search engine results. The algorithm also has excellent performance in key word ranking. Therefore, in our task, we hope to optimize the key word extraction problem by combining the word vector and TextRank algorithm.
Any text is made up of multiple words, and the word vector is a form of the words that computers can handle. Word2Vec is a way to train words into vectors. Through a large-scale corpus, this neural network model can capture the semantic relationships of words in their contexts. To obtain the semantic information between words, we use the Word2Vec [3, 4] training word vector. However, due to the semantic sparseness of short text, we use Doc2Vec [5] to train the paragraph vectors and improve the accuracy of key word extraction by using coordinated word vectors and paragraph vectors. Word2Vec and Doc2Vec map words and paragraphs, respectively, to low-dimensional dense spaces, and in large-scale training, they retain the correlation between words and paragraphs. On the one hand, this vector-formed word facilitates our mathematical processing and, on the other hand, due to the existence of semantic relevance, we can further carry out other related tasks with the text. Then, we use the TextRank model's clustering nodes and adjust the weights of the key words generated by computing the jump probability between nodes. Then, we obtain the node-weighted score, and eventually sort the generated key words.
In this paper, we first train the word vector and sentence vector through Word2Vec and Doc2Vec, respectively. Then, according to the similarity between the word vectors, we classify a document into several subclusters. We calculate the Euclidean distance of any word from the centroid of a subcluster. This distance reflects the difference between the word and the others near the centroid and is called the weighted value. The higher the weighted value is, the higher the jump probability between the adjacent nodes. In this way, we represent the semantic relationship between two nodes in the word vector space as the clustering weight influence between nodes, and we can obtain the transition probability matrix from the jump probability. Then, we sort the iterative calculation results, select the Top N nodes as the key word extraction results, and implement key word extraction.
The rest of this article is organized as follows. Section 2 reviews the related work on key word extraction. Section 3 discusses our approach. The experimental details and results analysis are in Section 4. Finally, the conclusions and future work are summarized in Section 5.
Related work
Key word extraction is an important technique for text mining, web retrieval, text classification, and so on. With the rapid development of the mobile Internet and the accelerated evolution of the Internet, the explosive growth of text data requires more advanced key word extraction techniques. The early key word extraction research focused on statistics, and the key words were sorted by calculating the cooccurrence frequency of words.
Matsuo [6] presented a key word extraction algorithm that uses the word cooccurrence statistical information from a single document; the main advantages of this method are that it is simple and does not require a corpus.
Ercan [7] proposed a key word extraction method using lexical chains where the lexical chains are composed of head nouns, which are from the representations of key phrases in the document. In recent years, text mining tasks on social media have become increasingly important. The task of extracting key words based on short texts is challenging because the text generated by social media is short and semantically sparse. Willyan [8] proposed the TKG approach, which extracts key words from a Twitter message. These short text messages from tweets are first expressed as a graph model and then analyzed and mined by using related methods from graph theory and link analysis. Yang [9] proposed a new approach, the topic-based TextRank, which takes the lexical meaning of the text unit into account. In the key word extraction task from short texts, in order to eliminate the negative effects of short text semantic sparseness, many methods use clustering ideas to splice short texts into pseudo long texts. Sina Weibo is a Chinese microblogging blog where each microblog has no more than 140 characters, similar to Twitter, which is also typical short-text data. It has been widely studied because of its large amount of data and rich information. Xu [10] used Sina Weibo data as the research object for key word extraction tasks, implemented a method that combines the merits of LDA, Entropy and TextRank, and considered the influence of the topic discrimination of the extracted key word. In microblogging environments where research on topic models of short texts has gradually become a hot topic and a difficult task [11] , researchers explore topic models for short messages. Önal [12] proposed an LSA-based key word extraction method that can identify semantic information in topic words or key words using LSA, and the results perform well in large document sets. The development of machine learning [13] and neural networks brings new methods and technologies to key word extraction. Deep learning methods such as the long short-term memory (LSTM) and recurrent neural networks (RNN) have been widely used in text-mining tasks in recent years. A new approach of automatic key word extraction was proposed, and researchers used LSTM neural networks, RNN [14] and the automatic extraction of text key words via bidirectional networking. Ding [15] proposed a method called BEIS, which is based on byte entropy iterative segmentation. At the beginning of the method, the text is divided into several parts, and these parts are gathered using coarse clustering. Then, the first key word is extracted from each subcluster. Since the Word2Vec trained word vectors can retain the semantic information, key word extraction based on Word2Vec is feasible. Xu proposed a Chinese text summarization algorithm based on Word2Vec [16] , which is a graph-based ranking model. Ying used the TextRank algorithm to filter the spam in hot topics in microblogs [17] . Key word extraction using collective node weight (KECNW) [18] is an unsupervised graph-based method that independently weights nodes using multiple parameters. Georgios [19] proposed an unsupervised extractive summarization algorithm that can examine whether there is any potential overlap between the extractive summarization and argument mining.
The weights of edges are not taken into account in the original word graph of TextRank. Therefore, on the basis of word graph weighting, how to incorporate the external information of the document into the calculation process of TextRank is the key for key word extraction. Existing methods such as topic weighting and inverse document frequency weighting require preprocessing the dataset, and the results vary greatly depending on the dataset. The training data of Word2Vec is independent of the document to be extracted, and the TextRank is improved by using the word vector generated by the training and the text sentence vector. In theory, a more stable extraction result can be obtained.
Methodology
The key word extraction method based on TextRank uses the essentiality ranking of words in documents. In this paper, we construct the candidate key word graph to represent the structural relationships between them, and we use Word2Vec and Doc2Vec to capture the semantic information between words. Then, the word importance clustering is determined using the spatial position relationship of words in clusters, and the clustering weighting of TextRank is realized. We also construct the probability transfer matrix between words. Finally, the importance of nodes is acquired through iterative operations to realize key word sorting and extraction. The following discussion details this method.
Word graph construction
The TextRank-based key word extraction method extracts the adjacency relations of internal words to form a word graph and then calculates the importance of words according to their structural features in the word graph.
To build the candidate key word graph, we divide the text into sentences, segment words and part-of-speech tagging; retain the nouns, verbs and adjectives; and form a node set of word graph V . Then, the adjacency relationship between all words constitutes the edge set of the word graph E , thereby forming a candidate key word graph G = (V, E). When constructing the edge, if the word a is adjacent to the word b, then two directed edges a → b and b → a are added to the word graph. That is, the word graph G is a directed graph, as shown in Figure 1 . Given the graph G = (V, E) above, t(u) denotes the TextRank value of the node u . Then, t(u) can be calculated by Eq. (1).
where d is a damping factor that can be set between 0 and 1, and it is usually set to 0.85 [2] .
∈ E} denotes the set of adjacent nodes of node u , and p(v → u) represents the random jump probability from node v to u. The traditional TextRank algorithm uses a uniform jump strategy between adjacent nodes, and the jump probability between nodes p(v → v i ) can be calculated by Eq. (2).
where deg(v) is the degree of the node v . As in Figure 1 , the probability of the node v jumping to any
2. This is a uniform optimization strategy. In fact, the degrees of nodes are not the same according to the influence of each node. To optimize the assignment of the jump probability using the external information of words and sentences, we believe that the use of word and sentence vectors to improve TextRank, in theory, can obtain more stable results.
TextRank was derived from the improved PageRank algorithm that was used by Google, and it can sort the importance of web pages with search engine results. It calculates the PageRank value of a web page using Eq. (3):
Obviously, this is an iterative formula. P R is the abbreviation of PageRank, which indicates the PageRank value of a web page, P i represents a web page, and P j represents a web page connected to P i .
The TextRank algorithm is a graph-based ranking model, which is essentially a way of deciding the importance of a vertex within a graph based on the global information recursively drawn from the entire graph [1] . Eq. (4) gives the algorithm:
In comparison with Eq. (3) of PageRank, Eq. (4) adds a weight item w ji , which represents the different degree of importance between the two vertices, V i and V j . We will describe the details of the weight update in the next section. We sort the importance of each node weight value, and then obtain the candidate key words.
Word2vec and doc2vec cluster weighting
Mikolov [3, 4] shared the word vector training tool Word2Vec in 2013, which uses neural network models to automatically learn the appearance of words in the corpus and map them to a low-dimensional dense space. That is, word → R n , where n represents the dimensionality, which is usually set to 50-300. The word vector generated by Word2Vec overcomes the sparseness problem in traditional text representations and contains semantic information between words. Therefore, we can use this semantic information to weight the transfer probability between word graph nodes from TextRank. Zhao and Wen use Word2Vec and TextRank to solve the problem of key word extraction [20, 21] .
We think that a document can be clustered into several sub-clusters according to the similarity between word vectors. The farther a word is from the centroid of the subcluster, the more it can reflect the different information of the subcluster that is different from the words near the centroid. Therefore, we cluster these words by calculating the similarity between any two words using Eq. (5) below.
Similarity(W
where W i , W j respectively represent the two words, Similarity(W i , W j ) indicates the similarity between them and contains semantic relevance. The word vector reflects the correlation between words, but it is unordered and therefore contains almost no semantics of the sentence, especially on short texts. In this paper, we add the Doc2Vec-trained paragraph vector to the TextRank model. The sentence vector retains the correlation between the texts, thus improving the accuracy of key word extraction in texts. Le [5] proposed this method of representing sentences and documents, called Doc2Vec, they acquired the labels of the sentences through joint training, and then perform the sentence classification task. However, in our method, we only want to train the sentence vector that contains the candidate key word, and then combine word vectors and sentence vectors. 
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where ⃗ c j corresponds to the vector of the centroid of the subcluster After performing the cluster analysis and calculating the importance of voting for each word, we can calculate the transition probability between nodes through the results from Eq. (6) by using Eq. (7) as follows:
Transfer matrix calculation and key word extraction
According to the theory of graph analysis [19] , given the transition probability of the graph model, the importance of the node can be calculated through iterative calculations. Therefore, the transfer matrix M is given in Eq. (8) .
where p ij represents the transition probability from node i to node j . That is, p ij = p(i → j) , and column j in M represents the probability distribution of jumping from the node j to the other nodes, and the sum of the jump probabilities of each column is 1. Then, we use the transfer matrix M as the weight update Eq. (4), and the new iteration Eq. (9) is as follows:
Here, e is a vector where all components have the value 1 and dimension n . When two adjacent calculative results are similar, the iteration stops. Then, the current weights of all vocabulary nodes are sorted.
The main steps of the algorithm are as follows.
1) Divide the given test T into complete sentences, i.e. T = {S 1 , S 2 , · · · , S m } , where T is divided into m independent sentences.
2) For each sentence S i ∈ T , first filter stops words operation, and then performs the part of speech (POS) tagging. Only reserve words with specified parts of speech, such as nouns, verbs, adjectives, so that
where w i,j are reserved key words, and n is the number of key words. Then, train the sentence vector when the candidate key word appears in the sentence.
3) Construct a candidate key words graph G = (V, E)
, where V is a set of nodes that consists of the candidate key words generated by step (2), and then use the cooccurrence relationship to construct an edge between any two points. Two edges exist between nodes only if their corresponding vocabulary cooccurs in a window of length K, where K represents the size of the window. That is, the number of the maximum cooccurrence words is K. 4) Calculate the weight of each node by iterating.
5)
Sort the importance of each node weight value, and then obtain the candidate key words. The procedure is described in Algorithm 1. For i in range (iteration), set the number of iterations as 100:
Choose top N key words after sorting; 8: end for; 9: end.
Experiment

Dataset
We use the Wikipedia Chinese Corpus 1 (which can be downloaded at the following link) to train the Word2Vec word vector. The Wikipedia Chinese Corpus contains long documents, and each document has a title that describes this document. We use Sina Weibo as short text data 2 , The dataset contains 60,000 short messages, which is a small dataset similar to Twitter. In our experiment, the Sina Weibo dataset is divided into training set and testing set, with a ratio of 8 to 2. In the preprocessing, we remove the stop words, clean up the special symbols and delete the duplicates. We use the Chinese segment tool Jieba (which can be installed directly in Python) to process it. In the training, we use the Word2Vec and Doc2Vec modules of Gensim, and set some parameters as shown in Table 1 .
The test dataset 3 was from the data used by Xia [22] . It includes 1524 articles from the Southern Weekend website, and it extracts the title and the body of the articles. The average number of characters and key words in each document in the dataset is 2629.101 and 3565, respectively.
For comparing the performance of our method with those of other works, we also added another Twitter dataset 4 , which contained 30,000 Twitter short messages, and we used the Wikipedia corpus to train the word 
Experimental results and analysis
To facilitate the analysis of the results, we use the accuracy rate P , the recall rate R , and the F − measure as evaluation criteria. The following formulas given in Eqs. (10)- (12) are their respective calculation formulas.
In this paper, we compare the traditional TF-IDF key word extraction algorithm and the LDA model with our TextRank algorithm via Word-Doc2Vec (Word-Doc2Vec TextRank). We also compare the W-TextRank [20] and PW-TextRank [22] algorithms, the W-TextRank algorithm combined with the Word2Vec and TextRank, and the PW-TextRank algorithm that added positional information for the words in the training. We set the number of key words that are extracted as 3, 5, 7, and 10, and then test the long document dataset from Southern Weekend News and the short text dataset from Sina Weibo. The results of the experiments on these two sets are given in Tables 2 and 3 , respectively, where P, R, and F represent the accuracy rate, recall rate and F-measure, respectively. Table 4 shows the experiment results of the Twitter data. Tables 2 and 3 respectively show the results of the tests on the Southern Weekend and Sina Weibo data. As seen from Table 2 , the traditional LDA model performs better than TF-IDF on long texts, and our model is not the best. We believe that there are two main reasons for this. One is the size of the training corpus, and the other is that the sentence vectors are weighted using simple word vectors to extract sentence semantics, but the expression of key words is insufficient, especially on long texts. From Table 3 , the performance of the F-measure in the LDA model on short texts deteriorates from N = 5 to N = 7, but our model is always the best in shorttext performance. We believe that traditional models do not perform as well as models that rely on large-scale training on short-text key word extraction problems with fewer key words. Tables 3 and 4 respectively show the performances using the Sina Weibo and Twitter data, and our method has good performance when comparing all three algorithms. We can also see that the algorithm performs better in English text data than in Chinese, and we think the reason might be the use of the Wikipedia corpus to train the model.
We also compared other TextRank-based key word extraction algorithms [23, 24] . Xia [25] proposed a word position weighting TextRank (called PW-TextRank) key word extraction, and Zhao [20] proposed a key word extraction method based on Word2Vec and TextRank (called W-TextRank). We compared the performances of five models on the Sina Weibo dataset, and the ratio of training data to testing data is 8 to 2. The experiment results are presented in Table 5 . Table 5 . The experiment results of several textrank (Sina Weibo). To fully observe the differences between the key word extraction methods, we assess the P, R, and Fmeasure values under different Ns, where N indicates the first N key words extracted, and the range of N is from [1] to [10] . Figure 2 shows a comparison of the accuracy rate, P, of the various models. Figure 3 shows a comparison of the recall rate, R, of the various models. Figure 4 shows a comparison of the F-measure of the various models. We can clearly see that our Word-Doc2Vec-TextRank model has achieved good P, R, and F values. The following three figures show the comparison curves of the accuracy rate P, the recall rate R, and the F-measure values in the five models, respectively, and the performance results all are from the tests of short texts. In Figure 2 , overall, the accuracy rate decreases with the increase of the number of top key words extracted (N). PW-TextRank performs well with a small number of key words (N < 3), but as the number of key words extracted increases, the model's performance deteriorates sharply, which shows that our model is more stable. The performance of the W-TextRank model is stable, but the accuracy rate is lower than our model. We believe that this is due to the addition of the Doc2Vec-trained paragraph vectors to the model, which makes the semantic similarity more complete. This also reflects the feasibility of our model. In Figure 3 , the performance of the traditional TF-IDF model is straight and narrow, and our model's performance is the best on all curves. As the value of N increases, the PW-TextRank model and our model reach similar results. In Figure 4 , our model's performance is still the best and most stable with respect to the F-measure, and from the curve, when the number of extracted key words N is 7, the F-measure reaches a maximum of 43.1%. Compared to Xia's work [22] , we believe that the addition of Doc2Vec can improve the accuracy of key word extraction.
Conclusion
In this paper, we focused on short text key word extraction tasks. In our approach, we used the Word2Vec training word vectors to obtain the semantic relationships between words and relied on Doc2Vec to train the sentence vectors to curb the sparsity of short texts. Then, we used the improved TextRank algorithm to extract the key words. Our main work and contribution has added the sentence vector for key word extraction and joined the vectors to update the weights in the TextRank algorithm. To our knowledge, this is the first work that extracts key words using Doc2Vec. In the experiment, we compared the traditional TF-IDF and LDA models and added the TextRank related model. For further comparison, we also tested the performances of the models on long texts and short texts. The results show that our model performs best in short-text key word extraction tasks, and it is also smooth and reliable in long texts.
The experiment found that in addition to the exactly right key words, some other key words were mostly similar with the artificially marked key words. However, these words were not treated as the accurately computed results properly reflected in precision, recall and F-measure value. We will focus on solving the problem of synonyms in a future research.
