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Let G be a compact subgroup of GLn(R) acting linearly on a ﬁnite dimensional complex
vector space E . B. Malgrange has shown that the space C∞(Rn, E)G of C∞ and G-covariant
functions is a ﬁnite module over the ring C∞(Rn)G of C∞ and G-invariant functions.
First, we generalize this result for the Schwartz space S (Rn, E)G of G-covariant functions.
Secondly, we prove that any G-covariant distribution can be decomposed into a sum of
G-invariant distributions multiplied with a ﬁxed family of G-covariant polynomials. This
gives a generalization of an Oksak result proved in [4].
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1. Introduction
Let G be a compact Lie group acting linearly on Rn and ρ a representation of G in a ﬁnite dimensional complex vector
space E .
Let A (Rn, E) be either of the spaces C∞(Rn, E), C∞c (Rn, E) or S (Rn, E). A function f in A (Rn, E) is said to be G-co-
variant if it veriﬁes
ρ(g)−1 ◦ f ◦ g = f , for all g ∈ G.
We denote by A (Rn, E)G the space of G-covariant functions and by A (Rn)G the space of G-invariant functions.
Let E∗ be the dual space of E and ρ∗ the adjoint representation of ρ in E∗ . We consider A ′(Rn, E) the dual space of
A (Rn, E∗). A distribution T in A ′(Rn, E) is said to be G-covariant if it veriﬁes
〈
T ,ρ∗(g)−1 ◦ f ◦ g〉= 〈T , f 〉, for all f ∈A (Rn, E∗) and g ∈ G.
Let A ′(Rn, E)G be the space of G-covariant distributions and A ′(Rn)G the space of G-invariant distributions.
Representations of G-covariant functions and distributions in terms of G-covariant polynomials are of frequent use in
theoretical physics. B. Malgrange (see [5] of V. Poénaru) has obtained such representation for functions in C∞(Rn, E)G .
More precisely, he has proved that there exists a family of G-covariant polynomials P1, . . . , Pk such that every function f
in C∞(Rn, E)G can be represented in the form
f = f1P1 + · · · + fr Pk, where f1, . . . , fk ∈ C∞
(
R
n)G . (1.1)
A.I. Oksak in [4] has considered the case when the subspace P(Rn, E)G of G-covariant polynomials is a free module
over the ring P(Rn)G of G-invariant polynomials. This is equivalent to say that the map I : (P(Rn)G)k → P(Rn, E)G
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(p1, . . . , pk) 
→
k∑
i=1
pi P i,
is an isomorphism. Under this assumption, he established that the map Φ : (A (Rn)G)k →A (Rn, E)G deﬁned by
( f1, . . . , fk) 
→
k∑
i=1
f i P i,
is a topological isomorphism when the vector space A (Rn, E)G is equal to C∞(Rn, E)G , C∞c (Rn, E)G or S (Rn, E)G .
A.I. Oksak has also studied the representation of G-covariant distributions. He has proved, under the above assumption,
that every distribution T in A ′(Rn, E)G can be represented in the form
T =
k∑
i=1
Ti P i, where T1, . . . , Tk ∈A ′
(
R
n)G . (1.2)
Our aim in this paper is to generalize the results of B. Malgrange and A.I. Oksak. In Section 2, we prove the analogue
of the result of B. Malgrange in the spaces C∞c (Rn, E)G and S (Rn, E)G . In Section 3, we establish the decomposition (1.2)
without any assumption on the action of the compact group G .
2. Representation of G-covariant functions
Let G be a compact Lie group and μ its normalized Haar measure. We suppose that G acts linearly on Rn and we ﬁx
an euclidean G-invariant norm on Rn . Let ρ be a representation of G on a ﬁnite dimensional complex vector space E . We
choose a G-invariant norm ‖ ‖E on E . By duality, G acts on E∗ the dual space of E . We consider C∞c (Rn, E) the space of
compact support functions in C∞(Rn, E). For a compact K in Rn , C∞K (Rn, E) denotes the space of functions in C∞c (Rn, E)
such that supp( f ) ⊂ K and S (Rn, E) the space of functions f in C∞(Rn, E) satisfying
sup
x∈Rn
(
1+ ‖x‖2)m∥∥Dα f (x)∥∥E < ∞,
for all m ∈ N and α ∈ Nn .
We equip the spaces C∞(Rn, E), C∞c (Rn, E) and S (Rn, E) with their usual topologies. For g ∈ G and f ∈ A (Rn, E)
(resp. A (Rn, E∗)), we denote by g · f the function ρ(g)−1 ◦ f ◦ g (resp. ρ∗(g)−1 ◦ f ◦ g) which also belongs to A (Rn, E)
(resp. A (Rn, E∗)). We say that a function f in A (Rn, E) is G-covariant if it veriﬁes
g · f = f , for all g ∈ G.
It is clear that A (Rn, E)G is an A (Rn)G -module. Our aim in this section is to prove that this module is generated by a
ﬁnite family of G-covariant polynomials. The case C∞(Rn, E) is already established by B. Malgrange (see [5]) and the same
proof is valid to establish that the set of G-covariant polynomials is a module of ﬁnite type over the ring of G-invariant
polynomials. We ﬁx P1, . . . , Pk a family of G-covariant homogeneous polynomials which generate this module. So we have:
Lemma 2.1. For all f ∈ C∞(Rn, E)G there exists a family of functions f1, . . . , fk in C∞(Rn)G such that
f =
k∑
i=1
f i P i .
As corollary of the above lemma, we have
Corollary 2.2. For all f ∈ C∞c (Rn, E)G there exists a family of functions f1, . . . , fk in C∞c (Rn)G such that
f =
k∑
i=1
f i P i .
The main result of this section is:
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f =
k∑
i=1
f i P i .
To prove this theorem, we need the following lemmas.
For all 0 r < R , we consider the sets B(0, r) = {x ∈ Rn, ‖x‖ < r}, S(0, r) = {x ∈ Rn, ‖x‖ = r}, B(0, r) = B(0, r) ∪ S(0, r)
and C(r, R) = {x ∈ Rn, r  ‖x‖ R}.
As an improvement of Corollary 2.2, we have
Lemma 2.4. Let f be in C∞
B(0,1)
(Rn, E)G . There exists a family of functions f1, . . . , fk in C∞B(0,1)(Rn)G such that
f =
k∑
i=1
f i P i .
Proof. Let f be in C∞
B(0,1)
(Rn, E)G . By Corollary 2.2 we have
f =
k∑
i=1
f i P i, with f1, . . . , fk ∈ C∞c
(
R
n)G .
We have to prove that the functions f1, . . . , fk can be chosen with supports in B(0,1). For this, we need to use Lemma 8.1.1
of [1]. This lemma treats the case E = C but it is also true for any ﬁnite dimensional vector space.
Let γ be in C∞(Rn)G satisfying γ ≡ 1 on B(0, 12 ) and supp(γ ) ⊂ B(0, 23 ). Then f = γ f + (1− γ ) f .
The function (1− γ ) f ∈ C∞
C( 12 ,1)
(Rn, E)G , so Lemma 8.1.1 of [1] implies that
(
1− γ (x)) f (x) = r∑
j=1
g j
(‖x‖2)ϕ j(x), for all x ∈ Rn,
with g j ∈ C∞[ 14 ,1](R) and ϕ j ∈ C
∞
C( 12 ,1)
(Rn, E). Since G is a compact group, we can suppose that the functions ϕ j are G-covar-
iant. Then by Corollary 2.2, we have
ϕ j =
k∑
i=1
ϕi j P i, for all 1 j  r,
where ϕi j ∈ C∞c (Rn)G . So we get
(
1− γ (x)) f (x) = k∑
i=1
(
r∑
j=1
g j
(‖x‖2)ϕi j(x)
)
Pi(x), for all x ∈ Rn.
The result follows for the function (1− γ ) f since the functions g j(‖ .‖2)ϕi j are in C∞B(0,1)(Rn)G .
According to Corollary 2.2, there exist h1, . . . ,hk ∈ C∞c (Rn)G such that
γ f =
k∑
i=1
hi P i .
Let θ be in C∞c (Rn)G satisfying θ ≡ 1 on B(0, 23 ) and supp(θ) ⊂ B(0,1). It is clear that
γ f = θγ f =
k∑
i=1
(θhi)Pi,
with θhi ∈ C∞B(0,1)(Rn)G . This completes the proof. 
Lemma 2.5. Let h be in C∞(Rn, E)G such that for all α in Nn, Dαh ≡ 0 on S(0,1). Then, for all p in N,
lim
‖y‖→1−
h(y)
(1− ‖y‖2)p = 0.
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h(y) =
1∫
0
(1− t)p
p! D
p+1h
(
y0 + t(y − y0)
) · (y − y0)(p+1) dt,
for all y ∈ B(0,1) and y0 in S(0,1). Then,∣∣h(y)∣∣ M‖y − y0‖p+1, for all y ∈ B(0,1) and y0 ∈ S(0,1).
Let y ∈ B(0,1) \ {0} and y0 = y‖y‖ . Then ‖y − y0‖ = 1− ‖y‖ and
|h(y)|
(1− ‖y‖2)p =
|h(y)|
(1+ ‖y‖)p‖y − y0‖p  M‖y − y0‖.
This gives the result since
lim
‖y‖→1−
‖y − y0‖ = 0. 
The function ϕ : x 
→ x√
1−‖x‖2 is a bijection from B(0,1) to R
n and its inverse function is
ψ : x 
→ x√
1+ ‖x‖2 .
For f in S (Rn, E), we denote by I( f ) the function on Rn deﬁned by:
I( f )(x) =
{
f ◦ ϕ(x) if x ∈ B(0,1),
0 otherwise.
The map I is one to one and satisﬁes:
Lemma 2.6. For all f ∈S (Rn, E), the function I( f ) is in C∞
B(0,1)
(Rn, E) and the map I :S (Rn, E) → C∞
B(0,1)
(Rn, E) is a topological
isomorphism.
Proof. Let f be in S (Rn, E). To prove that I( f ) is C∞ it is enough to show that
lim
‖x‖→1−
Dα( f ◦ ϕ)(x) = 0, for all α ∈ Nn.
It is clear that, for all x ∈ B(0,1), Dα( f ◦ ϕ)(x) can be written as a sum of elements of the form
Dγ f
(
ϕ(x)
)
Dλ1ϕi1(x) · · · Dλrϕir (x),
with λi, γ ∈ Nn , and
Dλ jϕi j (x) =
Q i, j(x)
(1− ‖x‖2)s ,
where Q i, j is a polynomial and s ∈ 12N. Since
1− ‖x‖2 = 1
1+ ‖ϕ(x)‖2 ,
then there exist a polynomial P and s′ ∈ 12N such that
Dγ f
(
ϕ(x)
)
Dλ1ϕi1(x) · · · Dλrϕir (x) = P (x)
(
1+ ∥∥ϕ(x)∥∥2)s′ Dγ f (ϕ(x)). (2.1)
As f ∈S (Rn, E) and lim‖x‖→1− ‖ϕ(x)‖ = +∞, then
lim
‖x‖→1−
Dα( f ◦ ϕ)(x) = 0,
and we deduce that I( f ) ∈ C∞ (Rn, E).
B(0,1)
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B(0,1)
(Rn, E), then g ◦ ψ ∈S (Rn, E) and I(g ◦ ψ) = g . We ﬁx r ∈ N
and β ∈ Nn . As in (2.1) there exist m ∈ Z and c > 0 such that
(
1+ ‖x‖2)r∥∥Dβ(g ◦ ψ)(x)∥∥E  c(1+ ‖x‖2)m sup
γβ
∥∥Dγ g(ψ(x))∥∥E .
Since lim‖x‖→+∞ ‖ψ(x)‖ = 1 and 1+ ‖x‖2 = 11−‖ψ(x)‖2 , then Lemma 2.5 insures that
lim‖x‖→+∞
(
1+ ‖x‖2)m∥∥Dγ g(ψ(x))∥∥E = 0,
and we deduce that
lim‖x‖→+∞
(
1+ ‖x‖2)r∥∥Dβ(g ◦ ψ)(x)∥∥E = 0.
Hence g ◦ ψ ∈S (Rn, E), and it is easy to verify that I(g ◦ ψ) = g .
It follows from the closed graph theorem that I is a topological isomorphism. 
Proof of Theorem 2.3. Let f be in S (Rn, E)G . Since we have
ϕ(gx) = g.(ϕ(x)), for all g ∈ G and x ∈ B(0,1),
then the function I( f ) is in C∞
B(0,1)
(Rn, E)G and by Lemma 2.4, we have
I( f )(x) =
k∑
i=1
gi(x)Pi(x), for all x ∈ Rn,
with g1, . . . , gk ∈ C∞B(0,1)(Rn)G . So for all y in Rn , we have
f (y) = I( f )(ψ(y))= k∑
i=1
gi
(
ψ(y)
)
Pi
(
ψ(y)
)
.
Let s1, . . . , sk be the degrees of homogeneity of P1, . . . , Pk . Then
Pi
(
ψ(y)
)= Pi
(
y√
1+ ‖y‖2
)
=
(
1√
1+ ‖y‖2
)si
P i(y), for all 1 i  k.
Hence
f (y) =
k∑
i=1
f i(y)Pi(y),
with
f i(y) =
(
1√
1+ ‖y‖2
)si
gi
(
y√
1+ ‖y‖2
)
∈S (Rn)G .
To conclude, we have to prove that f1, . . . , fk ∈ S (Rn). We ﬁx 1 i  k and we consider the function hi : Rn → C deﬁned
by
hi(x) =
{
(
√
1− ‖x‖2)si gi(x) if x ∈ B(0,1),
0 otherwise.
The partial derivatives of hi in B(0,1) are of the form P (x)(1 − ‖x‖2)r Dγ gi(x) with r ∈ 12Z, γ ∈ Nn and P a polynomial.
Hence, by Lemma 2.5, we conclude that lim‖x‖→1− Dαhi(x) = 0 for all α ∈ Nn and so hi ∈ C∞B(0,1)(Rn). Finally, we verify that
f i = hi ◦ ψ = I−1(hi) and that f i is G-invariant. This completes the proof. 
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Let A ′(Rn, E) be the topological dual of the space A (Rn, E∗) equipped with its weak topology. A distribution T in
A ′(Rn, E) is said to be G-covariant if it veriﬁes
〈T , g · f 〉 = 〈T , f 〉, for all f ∈A (Rn, E∗) and g ∈ G. (3.1)
We denote by A ′(Rn, E)G the space of G-covariant distributions. In the particular case of the trivial representation,
a G-covariant distribution T is G-invariant and we denote by A ′(Rn)G the space A ′(Rn,C)G .
For f ∈A (Rn, E∗) and h ∈A (Rn, E), we deﬁne the function 〈 f ,h〉 in A (Rn) by
〈 f ,h〉(x) = 〈 f (x),h(x)〉, for all x ∈ Rn.
Let θ ∈A ′(Rn) and h ∈A (Rn, E). We denote by θh the distribution in A ′(Rn, E) deﬁned by
〈θh, f 〉 = 〈θ, 〈 f ,h〉〉, for all f ∈A (Rn, E∗).
If θ ∈A ′(Rn)G and h ∈A (Rn, E)G , then θh ∈A ′(Rn, E)G .
Then we have the following theorem:
Theorem 3.1. For all θ inA ′(Rn, E)G there exists a family of distributions θ1, . . . , θk in A ′(Rn)G such that θ =∑ki=1 θi P i .
Before the proof of this theorem, we establish some lemmas.
For ϕ ∈ C∞c (Rn, E), let Tϕ be the distribution in A ′(Rn, E) deﬁned by Tϕ( f ) =
∫
Rn
〈 f (x),ϕ(x)〉dx. Then we can identify
C∞c (Rn, E) with a subspace of A ′(Rn, E). Moreover, if ϕ is a G-covariant function, then Tϕ is a G-covariant distribution
and we have the following result.
Lemma 3.2. The space C∞c (Rn, E)G is dense in A ′(Rn, E)G .
Proof. Let f be in A (Rn, E∗). The map g 
→ g · f from G to A (Rn, E∗) is clearly continuous. By Proposition 5 in [2], there
exists a unique function M ( f ) in A (Rn, E∗) such that for all T ∈A ′(Rn, E) we have
〈
T ,M ( f )
〉= ∫
G
〈T , g · f 〉dμ(g). (3.2)
It follows from this equality that
M ( f ) =M (g · f ), for all f ∈A (Rn, E∗) and all g ∈ G. (3.3)
For T = δx , the Dirac distribution on x ∈ Rn , the formula (3.2) gives
M ( f )(x) =
∫
G
g · f (x)dμ(g).
Then we can verify that:
(i) M ( f ) ∈A (Rn, E∗)G .
(ii) M ( f ) = f if f is G-covariant.
(iii) The linear map M :A (Rn, E∗) →A (Rn, E∗) is continuous (according to the closed graph theorem).
(iv) M (C∞c (Rn, E)) = C∞c (Rn, E)G .
Let tM be the transpose map of M . It is continuous for the weak topologies and veriﬁes
tM (T ) = T , for all T ∈A ′(Rn, E)G , (3.4)
and
tM (Tϕ) = TM (ϕ), for all ϕ ∈ C∞c
(
R
n, E
)
. (3.5)
Since C∞c (Rn, E) is dense in A ′(Rn, E), then tM (C∞c (Rn, E)) is dense in tM (A ′(Rn, E)).
To establish the lemma we will prove that tM (A ′(Rn, E)) =A ′(Rn, E)G and tM (C∞c (Rn, E)) = C∞c (Rn, E)G .
The inclusion tM (A ′(Rn, E)) ⊂ A ′(Rn, E)G follows from the formula (3.3) and the formula (3.4) gives the inverse
inclusion. Finally, the equality tM (C∞c (Rn, E)) = C∞c (Rn, E)G follows from the formula (3.5). 
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PA ( f ) =
(〈 f , P1〉, . . . , 〈 f , Pk〉),
and tPA its transpose. Let (ei)1id be a basis of E and (e∗i )1id its dual basis. For 1  l  k, we have Pl =
∑d
i=1 Pliei
where (Pli)1id are homogeneous polynomials with the same degree of homogeneity sl as Pl .
For all function f in A (Rn, E∗), there exist f1, . . . , fd ∈ A (Rn) such that f = ∑di=1 f ie∗i . Then the spaces A (Rn, E∗)
and (A (Rn))d can be identiﬁed by the map
∑d
i=1 f ie∗i 
→ ( f1, . . . , fd).
Let PA denote the map
( f1, . . . , fd) 
→
(
d∑
i=1
f i P1i, . . . ,
d∑
i=1
f i Pki
)
,
from (A (Rn))d to (A (Rn))k .
Then we have the following lemma.
Lemma 3.3. The image of tPA is equal to (Ker PA )◦ , the orthogonal space of Ker PA .
Proof. The inclusion Im(tPA ) ⊂ (Ker PA )◦ is clear. When A (Rn, E∗) is a Fréchet space it suﬃces to prove that the image
of PA is closed. Indeed, this implies that the image of PA is a Fréchet space. Then Theorem 37.2 of [6] insures that
Im(tPA ) is closed in A ′(Rn, E). On the other hand, Proposition 35.4 of [6] implies that the closure of Im(tPA ) is equal to
(Ker PA )◦ .
Now we will prove that the image of PA is closed.
The case A (Rn, E∗) = C∞(Rn, E∗) is a consequence of Theorem 0.1.1 of [3].
For A (Rn, E∗) =S (Rn, E∗), we consider the map Pˆ : (C∞
B(0,1)
(Rn))d → (C∞
B(0,1)
(Rn))k deﬁned by
Pˆ = Ik ◦ PS ◦ Jd,
where Ik is the topological isomorphism from (S (Rn))k to (C∞B(0,1)(Rn))k deﬁned by:
Ik : ( f1, . . . , fk) 
→
(
I( f1), . . . , I( fk)
)
,
and Jd the topological isomorphism from (C∞B(0,1)(Rn))d to (S (Rn))d deﬁned by:
Jd : ( f1, . . . , fd) 
→
(
I−1( f1), . . . , I−1( fd)
)
.
Then it is suﬃcient to prove that the image of Pˆ is closed. For f = ( f1, . . . , fd) ∈ (C∞B(0,1)(Rn))d , we have
Pˆ
(
( f1, . . . , fd)
)= ( Pˆ1( f ), . . . , Pˆk( f )),
where, for all 1 j  k,
Pˆ j( f )(x) =
{∑d
i=1 f i(x)
P ji(x)
(1−‖x‖2)
s j
2
if x ∈ B(0,1),
0 otherwise.
Let B : (C∞
B(0,1)
(Rn))d → (C∞
B(0,1)
(Rn))k deﬁned by
B
(
(g1, . . . , gd)
)= (B1(g), . . . , Bk(g)),
where
B j(g)(x) =
d∑
i=1
gi(x)P ji(x), for all 1 j  k.
Let A : (C∞
B(0,1)
(Rn))k → (C∞
B(0,1)
(Rn))k deﬁned by
A
(
(g1, . . . , gk)
)= (A1(g), . . . , Ak(g)),
where
A j(g)(x) =
{ g j(x)
(1−‖x‖2)
s j
2
if x ∈ B(0,1),
1 j  k.0 otherwise,
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is closed. Consequently, the image of Pˆ is closed.
Now we will prove the result for A (Rn, E∗) = C∞c (Rn, E∗) which is not a Fréchet space. Let m ∈ N∗ . We consider the
map
Pm : f 
→
(〈 f , P1〉, . . . , 〈 f , Pk〉),
from C∞
B(0,m)
(Rn, E∗) to (C∞
B(0,m)
(Rn))k . We will prove that (Ker PA )◦ ⊂ Im(tPA ). Let T be in (Ker PA )◦ . It is clear that the
restriction of T to the space C∞
B(0,m)
(Rn, E∗) is in (Ker Pm)◦ . Since C∞B(0,m)(Rn, E∗) is a Fréchet space, it follows, as in the ﬁrst
part of the proof, that Im(tPm) = (Ker Pm)◦ . So there exists a continuous linear form θm on (C∞B(0,m)(Rn))k such that T is
equal to tPm(θm) on C∞B(0,m)(Rn, E∗). By the Hahn–Banach theorem we extend θm to a continuous linear form on (C∞c (Rn))k
denoted also by θm . For all m ∈ N∗ let
Cm =
{
x ∈ Rn, m − 2 < ‖x‖ <m − 1
2
}
.
We ﬁx a partition of unity (χm)m∈N∗ subordinated to the covering (Cm)m∈N∗ of Rn with χm ∈ C∞c (Rn), and we consider the
distribution θ =∑∞m=1 χmθm .
Let f ∈ C∞c (Rn, E∗). We have
〈θ ◦ PA , f 〉 =
∑
m∈N∗
〈
θm,χmPA ( f )
〉= ∑
m∈N∗
〈
θm, PA (χm f )
〉
.
Since suppχm ⊂ B(0,m), then
〈θ ◦ PA , f 〉 =
∑
m∈N∗
〈
θm, Pm(χm f )
〉
and
〈
θm, Pm(χm f )
〉= 〈T ,χm f 〉.
Consequently,
〈θ ◦ PA , f 〉 =
〈
T ,
∑
m∈N∗
χm f
〉
= 〈T , f 〉.
So T = tPA (θ). 
Lemma 3.4. The space A ′(Rn, E)G is contained in tPA ((A (Rn)k)′).
Proof. By Lemma 3.2 we have A ′(Rn, E)G = C∞c (Rn, E)G and by Lemma 3.3, (Ker PA )◦ = tPA ((A (Rn)k)′). To conclude,
we need to prove the inclusion C∞c (Rn, E)G ⊂ (Ker PA )◦ .
Let ϕ ∈ C∞c (Rn, E)G and f ∈ Ker PA . Then 〈 f (x), Pi(x)〉 = 0 for all x ∈ Rn and all 1 i  k. By Theorem 2.3, there exists
a family of functions ϕ1, . . . , ϕk ∈ C∞c (Rn)G such that
ϕ =
k∑
i=1
ϕi P i .
Then,
〈Tϕ, f 〉 =
∫
Rn
〈
f (x),
k∑
i=1
ϕi(x)Pi(x)
〉
dx = 0. 
Proof of Theorem 3.1. Let θ be in A ′(Rn, E)G . By Lemma 3.4, there exists T ∈ (A (Rn)k)′ such that tPA (T ) = θ . Then there
is a family of distributions (Ti)1ik in A ′(Rn) such that
〈
T , ( f1, . . . , fk)
〉= k∑
i=1
〈Ti, f i〉, for all f1, . . . , fk ∈A
(
R
n),
and θ =∑ki=1 Ti P i .
626 A. Saidi / J. Math. Anal. Appl. 363 (2010) 618–626For 1 i  k, we deﬁne, as for the G-covariant distributions in the proof of Lemma 3.2, the distribution θi in A ′(Rn)G
by
〈θi,ϕ〉 =
∫
G
〈Ti,ϕ ◦ g〉dμ(g), for all ϕ ∈A
(
R
n). (3.6)
Let f be in A (Rn, E∗). Since θ is G-covariant, then
〈θ, f 〉 =
∫
G
〈θ, g · f 〉dμ(g).
So we have
〈θ, f 〉 =
k∑
i=1
∫
G
〈
Ti, 〈g · f , Pi〉
〉
dμ(g).
The polynomials (Pi)1ik are G-covariant, then〈
Ti, 〈g · f , Pi〉
〉= 〈Ti, 〈 f ◦ g, Pi ◦ g〉〉.
This implies by formula (3.6) that
〈θ, f 〉 =
k∑
i=1
〈
θi, 〈 f , Pi〉
〉=
〈
k∑
i=1
θi P i, f
〉
.
So θ =∑ki=1 θi P i . 
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