Context. In relativistic inhomogeneous cosmology, structure formation couples to average cosmological expansion. A conservative approach to modelling this assumes an Einstein-de Sitter model (EdS) at early times and extrapolates this forward in cosmological time as a "background model" against which average properties of today's Universe can be measured. Aims. This requires adopting an early-epoch-normalised background Hubble constant H bg 1 .
Introduction
The ΛCDM model, whose metric is a member of the FriedmannLemaître-Robertson-Walker (FLRW) family, is the standard cosmological model, but it assumes a non-standard model of gravity. In other words, gravity is assumed to apply separately to structure formation and FLRW uniform spatial expansion, i.e. the former is hypothesised to be gravitationally decoupled from the latter, despite the coupling present in the Raychaudhuri equation and the Hamiltonian constraint (Buchert 2000a (Buchert ,b, 2001 . Work towards a cosmological model in which standard general relativity determines the relation between structure formation and expansion is incomplete (e.g. Ellis & Stoeger 1987; Buchert 2011, and references therein) . A common element to many implementations of this relativistic, gravitationally coupled approach to cosmology is to assume an Einstein-de Sitter model (EdS) at early times, when density perturbations are weak, and extrapolate this forward in cosmological time as a "background" model, adopting the same time foliation for an effective model that includes gravitational coupling. Here, we argue that the Hubble constant H bg 1 needed to normalise this background EdS model at early epochs, such that the present effective scale factor is unity, cannot be chosen arbitrarily, since it is observationally constrained. The value of H bg 1 will be needed, in particular, for N-body simulations that are modified to be consistent with the general-relativistic constraints imposed by scalar averaging (Roukema et al., in preparation) and for other simulational approaches working towards general-relativistic cosmology (Giblin et al. 2016a,b; Bentivegna & Bruni 2016; Adamek et al. 2016; Rácz et al. 2016; Daverio et al. 2016; Macpherson et al. 2016) .
One of the main proposals for a relativistic improvement over ΛCDM is the scalar averaging approach (Buchert 2000b (Buchert , 2001 , which, in general, is background-free. This approach extends the Friedmann and acceleration equations (Hamiltonian constraint and Raychaudhuri equation) from the homogeneous case to general-relativistically take into account inhomogeneous curvature and inhomogeneous expansion of the Universe (Räsänen 2004; Wiegand & Buchert 2010; Buchert & Räsänen 2012) . This leads to a candidate explanation of dark energy being the recent emergence of average negative scalar curvature (Buchert 2005) , in particular by dividing the spatial section into complementary under-and overdense regions (Buchert & Carfora 2008; ; for a related phenomenological lapse function approach, see Wiltshire 2007a,b) . Deviations of the average curvature from a constant-curvature model are induced by kinematical backreaction, together obeying a combined conservation law (Buchert 2000b) , while implying global gravitational instability of the FLRW model and driving the average model into the dark energy sector on large scales (Roy et al. 2011) .
In practice, even when developing a background-free implementation of a scalar-averaged cosmological model, an EdS model still provides the simplest choice for initial conditions, so that the question of choosing an observationally acceptable value of H A&A proofs: manuscript no. pec_expan-bbl tions of emerging average negative curvature models, include, e.g., toy models of collapsing and expanding spheres (Räsänen 2006) or Lemaître-Tolman-Bondi (LTB) regions (Nambu & Tanimoto 2005; Kai et al. 2007 ), a peak model (Räsänen 2008) , a metric template model (Larena et al. 2009; Chiesa et al. 2014 ), bi-scale or more general multi-scale models (Wiegand & Buchert 2010; Buchert & Räsänen 2012 ), the Timescape model (Wiltshire 2009; Duley, Nazer, & Wiltshire 2013; Nazer & Wiltshire 2015) , the virialisation approximation (Roukema, Ostrowski, & Buchert 2013) , an effective viscous pressure approach , and Swiss cheese models that paste exact inhomogeneous solutions into holes in a homogeneous (FLRW) background (Bolejko & Célérier 2010 ; the Tardis model of Lavinto, Räsänen, & Szybka 2013) . Updates to many of these models should benefit from an observationally justified estimate of H bg 1 . [See also recent work on averaging of LTB (Sussman et al. 2015; Chirinos Isidro et al. 2016 ) and Szekeres models (Bolejko 2009 ); for evolving sign-of-curvature models, see e.g. Krasinski (1981 Krasinski ( , 1982 Krasinski ( , 1983 Stichel (2016) ; for averaging using Cartan scalars, see Coley (2010) ; Kašpar & Svítek (2014 Roukema et al. 2013) , then, through Eqs. (7) and (8), presented below in Sect. 2.2, an observational order of unity effect on the effective density and curvature parameters is expected in comparison to their values in a decoupled (FLRW) model, so that average recent-epoch hyperbolicity (negative curvature) can provide the main component of "dark energy". This responds to the commonly raised objection to dark-energy-free scalar averaged models, according to which the theoretically expected emergent average negative curvature is of an order of magnitude too small to explain the needed amount of dark energy, e.g. in the conservative 1 approach of Buchert, Nayet, & Wiegand (2013) , where the overall backreaction magnitude is found to lie in the range of a few percent on large scales.
Contrary to the popular conception that spatial curvature is tightly constrained observationally, observational constraints on recently emerged, present-day average negative curvature (denoted Ω eff R0 in Eq. (8) below) are weak. For example, Larena et al. (2009) and Sapone et al. (2014) applied the Clarkson, Bassett & Lu test (Clarkson et al. 2008; Clarkson 2012) , but found that existing catalogues are not yet accurate enough. Curvature constraints that use cosmic microwave background (CMB) and/or baryon acoustic oscillation (BAO) data and assume an FLRW model are precise in estimating the homogeneous curvature parameter Ω k0 to be bound by |Ω k0 | < ∼ 0.005 (Ade et al. 2015;  or, e.g., |Ω k0 | < ∼ 0.009, Chen et al. 2016 ). However, they are inaccurate in the sense that they do not allow for average comoving curvature evolution when fitting the observational data, i.e. Ω k0 is unlikely to be a good approximation to Ω eff R0 . This restriction leads to inaccuracy because voids, which dominate the volume of the recent Universe, are general-relativistically characterised by an average negative scalar curvature. The latter effect is mirrored by, for example, the recent growth of the virialisation fraction, which is a dimensionless parameter that can be used to mea-sure inhomogeneity growth for the complementary over-dense structures (Roukema et al. 2013) .
The details of individual effective models vary. Here, we use the bi-scale scalar averaging approach (e.g., Roukema et al. 2013 , and references therein). In Sect. 2 we summarise our assumptions (Sect. 2.1) and present the key equations (Sect. 2.2). These provide relations among five present-epoch cosmological parameters and one early-epoch-normalised cosmological parameter, H bg 1 . In Sect. 3 we use some properties of the ΛCDM model, considered as an observational proxy, to derive estimates of H bg 1 and H bg 0 . Since low-redshift observational properties of the ΛCDM proxy are primarily spatial, not temporal, we discuss the consequences for the age of the Universe in Sect. 4. We quantify the challenge in estimating recently-emerged curvature in Sect. 5. We conclude in Sect. 6.
Implementation of scalar averaging
We aim here to make a minimal number of assumptions. While implementations of scalar averaging and other relativistic approaches to cosmology vary, these assumptions are generally adopted, even if implicitly.
Model assumptions
As in several scalar averaging implementations, such as that of Roukema et al. (2013) 
and the effective scale factor a eff (normalised to a eff = 1 at the present time t 0 ≡ t a eff =1 ) satisfies a eff ≈ a bg at early times;
(ii) zero cosmological constant/dark energy, i.e. Λ := 0; (iii) bi-domain scalar averaging-division of a spatial slice into over-and underdense regions; and (iv) virialisation of collapsed (overdense) regions, i.e. these are assumed to have a negligible expansion rate (stable clustering in real space, e.g., Peebles 1980; Jing 2001);
and we define
We refer to scalar averages, denoted "eff", as "parameters", i.e. for a fixed large scale of statistical homogeneity (e.g. Hogg et al. 2005; Scrimgeour et al. 2012; Wiegand et al. 2014 ). The EdS high-redshift assumption (i) is observationally realistic. Although Ω m0 is often written as Ω m for convenience, Ω m (z) in the FLRW models is (in general) z-dependent. In ΛCDM, Ω m (z = 1100) ≈ 1 − 10 −9 (ignoring energy density components such as radiation and neutrinos), which is observationally indistinguishable at that redshift from the EdS value of Ω m (z ≈ 1100) = 1.
Key equations
Since the spherical collapse overdensity threshold is several hundred, volume-weighted averaging, together with assumptions (iii) and (iv), imply that the average expansion rate is close to that of the underdense regions, especially at late times, and can be rewritten as
where H void pec is the peculiar expansion rate of voids, i.e. the expansion rate above that of the extrapolated high-redshift background EdS model (cf. eq. (32) of Buchert & Carfora 2008; eq. (2.27 ) of Roukema et al. 2013) . At early epochs, prior to the main virialisation epoch, the expansion is dominated by the EdS background model, i.e.,
while at the present, the effective local expansion (measured by local estimates of the Hubble constant), is the sum of the background expansion rate and the peculiar expansion rate of voids, i.e.,
Since we have an early epoch EdS model that we extrapolate to later epochs (assumption (i)), matter conservation gives the effective present-day matter density parameter (e.g., eq. (6), Buchert & Carfora 2008 )
where a bg0 , a eff0 are the present values of a bg , a eff , respectively.
Equation (6) 
We can now estimate the effective scalar curvature. The Hamiltonian constraint [e.g., eq. (7), Buchert & Carfora 2008] at the present epoch gives
where Ω eff R0 is the effective (averaged) present-day scalar (3-Ricci) curvature parameter and Ω eff Q0 is the effective (averaged) present-day kinematical backreaction parameter 2 . As summarised in Sect. 1, observational constraints on recently-evolved average spatial hyberbolicity remain weak, and we comment on this further in Sect. 5.
The FLRW equivalents of two of the parameters in Eq. (7)-H eff 0 and Ω eff m0 -have been the subject of low-redshift observational work for many decades. In Eqs (9) and (10) below, we show that adding a third long-studied observational parameter, t 0 , lets us observationally estimate both H bg 1 and H bg 0 if we use the ΛCDM model as a proxy, in the sense that it provides a phenomenological fit to many observations. 2 See, e.g., eq. (2.9), Roukema et al. (2013) . The sum ) is not only a relativistic alternative to dark energy on large scales, it may also provide a relativistic contribution to dark matter on small scales.
ΛCDM as an observational proxy
With the aim of using ΛCDM as an extragalactic observational proxy, we can use Eq. (1) and assumption (i) to write H bg 0 in alternative form to that in Eq. (7), i.e.,
and using Eqs (1) and (7) we can now write H bg 1 as
Thus, Eqs (9) and (10) ∼ 3 galaxies. For galaxies with z < 3, some authors find no significant inconsistency with ΛCDM (e.g. Moresco et al. 2016) , while others find tentative evidence for a non-ΛCDM H(z) relation (Ding et al. 2015 ; see also the BAO estimates of Sahni et al. 2014) . Here, our main aim is to illustrate our method, so for simplicity, we adopt ΛCDM as a proxy for a wide (though not complete, e.g., Bull et al. 2016; Buchert et al. 2016 ) range of extragalactic observations. This should provide a reasonable initial estimate of H 
where, for the sake of illustration, the errors in the Ω m0 and H 0 estimates are assumed to be gaussian and independent, with zero covariance. 3 After submission of the present paper, we found that Rácz et al. (2016) derived an almost identical ΛCDM-proxy value.
Similarly, Eq. (9), using the Planck age of the Universe estimate t ΛCDM 0 = 13.80 ± 0.02 Gyr as a proxy, yields
This is significantly higher than direct EdS fits to the CMB with broken-power-law or bump primordial spectra (Blanchard et Table 2 ). Comparison of Eqs. (7) and (10) gives the corresponding present-day background scale factor
3 The recent discovery of differential space expansion on the hundredmegaparsec scale around our Galaxy ( A&A proofs: manuscript no. pec_expan-bbl which is slightly stronger than the ≈ 10% shrinkage in the BAO peak location detected for Sloan Digital Sky Survey Luminous Red Galaxy pairs whose paths cross superclusters in either the Nadathur & Hotchkiss (2014) or Liivamägi et al. (2012) supercluster catalogues (Roukema, Buchert, Ostrowski, & France 2015; Roukema, Buchert, Fujii, & Ostrowski 2016) . This suggests that BAO-peak-scale regions crossing superclusters could be considered as a slightly expanded present-day physical realisation of the EdS model extrapolated from early epochs, which we refer to in this paper as our background model. The values discussed below in Sect. 4 yield a bg0 = 0.90 ± 0.01, in which case the EdS background model and the BAO-peak-scale regions crossing superclusters correspond even more closely.
Astrophysical age of universe estimates as a test of inhomogeneous cosmology
The value of H bg 1 in Eq. (11) gives t a bg =1 = 17.3 Gyr [cf. Eq. (1)]. In a scalar averaging model, a eff (t) > a bg (t) (and H eff (t) > H bg (t)) are expected, especially during the structure formation epoch, so the expected present age of the Universe should be lower, i.e. t 0 < 17.3 Gyr. A model that provides a eff = 1 at 13.8 Gyr would closely match ΛCDM. However, by evolving an initial power spectrum of density perturbations from an early epoch forward in foliation time, predictions of t 0 that differ from the ΛCDM value can also be made. For example, this evolution can be calculated using the relativistic Zel'dovich approximation (Kasai 1995; Morita et al. 1998 ) in the form given by Buchert & Ostermann (2012) ; Buchert et al. (2013) ; Alles et al. (2015) ; see also Matarrese & Terranova (1996) ; Villa et al. (2011) .
Use of ΛCDM as a proxy in Sect. 3 can be considered to be approximately calibrated by differential passive galaxy age dating, which relates the effective scale factor and the time foliation, at redshifts 0.1 < ∼ z < ∼ 2. However, at low redshifts, observational constraints on ΛCDM mostly do not directly relate to the time foliation. For example, "observed peculiar velocities" are combinations of spectroscopic redshifts, distance estimators, and an assumed value of H 0 ; they are not measured spatial displacements differentiated with respect to measured foliation time. Moreover, Lyα BAO estimates for H eff (z ∼ 2.34) in the radial direction are about 7% lower than the ΛCDM expected value (Delubac et al. 2015) , suggesting an underestimate of similar magnitude when using ΛCDM as a proxy to estimate t 0 . In other words, it is premature to claim that t 0 is accurately estimated to within ±0.1 Gyr by t ΛCDM 0 = 13.8 Gyr. How well is t 0 observationally constrained? Here, we consider the integral of proper time on our Galaxy's world line from the initial singularity to the present to be negligibly different from the corresponding time interval in terms of coordinate time t, so that both can be consistently denoted by t 0 (see, however, Nazer & Wiltshire 2015, and references therein). Six microlensed bulge ∼1 M ⊙ stars have most-probable age estimates in the range 14.2-14.7 Gyr (table 5, Bensby et al. 2013 ). The probability density functions (pdfs) of the age estimates for these stars are highly asymmetric, with 68% confidence intervals each including t ΛCDM 0 and having an upper bound below or nearly below the mode of the pdf.
A more precise estimate of a lower bound to t 0 can be obtained if we interpret the pdfs of these microlensed stars to represent the present best state of our knowledge of the ages of these stars. In that case, we can remodel the published distributions us- 13.5 14 14.5 15 15.5 16 probability density Fig. 1 . Skew-normal reconstructed [Eq. (14)] probability density functions p i of the twelve Bensby et al. (2013) microlensed Galactic Bulge stars whose most likely age is greater than 13.0 Gyr (thin curves); and probability density function dP T /dt ′ of the most likely oldest age T of these stars (thick curve), assuming that the stars' true ages are chosen randomly from their respective pdfs p i [Eq. (15) ing skew-normal distributions, i.e., with pdfs
where τ :=(t − ξ)/ω is a rescaled age, ξ is a location parameter, ω is a width parameter, α is an asymmetry parameter (de Helguero 1909; Birnbaum 1950; Azzalini 2005) . We numerically search for (using simulated annealing) the triple (α, ξ, ω) that best matches the age pdf parameters in columns 5, 6, and 7 of Table 5 of Bensby et al. (2013) for each of the stars whose most likely age (column 5) is greater than 13.0 Gyr, yielding p i for star i = 1, . . . , 12 satisfying this definition of old stars. The cumulative probability P T that none of the 12 stars is older than an age t ′ is
As shown in Fig. 1 , this gives the most likely value for T , the age of the oldest star in this sample, as T = 14.7
+0.3 −0.7 Gyr (the uncertainties indicate the 68% central confidence interval in P T ; or 14.7 +0.8 −1.5 Gyr, at 95%). This value provides a lower bound for t 0 ; assuming this oldest star formed very early in the Universe, i.e. T ≈ t 0 , would give H bg 0 = 44 +1 −2 km/s/Mpc, i.e., about 3 km/s/Mpc lower than the value in Eq. (12), and consistent with Hunt & Sarkar (2010) 's CMB estimate of 43.3 ± 0.9 km/s/Mpc quoted above. The latter type of estimate appears to be convergent with respect to increasing data quality and improved analysis (Blanchard et al. 2003; Hunt & Sarkar 2007; Nadathur & Sarkar 2011 ). As mentioned above, this lower estimate of H bg 0 yields a bg0 = 0.90 ± 0.01, improving the correspondence between the BAO peak shift (shrinkage across superclusters; Roukema et al. 2015 Roukema et al. , 2016 ) and a bg0 .
With improved stellar modelling accuracy, estimates of this sort can potentially be used to distinguish ΛCDM from relativistic inhomogeneous models. However, the present derivation of P T by analysing the Bensby et al. (2013) microlensed stars is not sufficient to reject ΛCDM. Firstly, the probability of having Article number, page 4 of 7 Roukema, Mourier, Buchert & Ostrowski: Early FLRW Hubble expansion in GR cosmology
according to P T is 9%, which is not a statistically significant rejection. Secondly, and more importantly, P T as defined here is designed to provide the pdf of a best estimate of a lower bound to t 0 , given the published modelling of the observational data and assuming that the individual stellar pdfs are statistically independent; it is not designed to test the hypothesis that t ΛCDM 0 is the true value of t 0 . Thirdly, the typical uncertainties in stellar age modelling represented in the pdfs p i are high. For example, fig. 12 of Dotter et al. (2007) shows variation in age of up to about ±15% if oxygen and iron abundances are 0.3 dex higher than what the authors refer to as "scaled-solar" abundances; and figs 15 and 16 of VandenBerg et al. (2012) indicate that a 0.4 dex enhancement in magnesium or silicon abundance has a stronger effect on effective temperature T eff than 2 Gyr in age. In particular, VandenBerg et al. (2014) estimate the age of the halo subgiant HD 140283 as 14.3 ± 0.4 Gyr, where the error is predominantly parallax error, or 14.3 ± 0.8 Gyr, including all sources of uncertainty, such as that of the oxygen abundance.
Present-day/recent average curvature
As stated above, the present-day large-scale mean curvature represented in Eq. (8) is not easy to measure (e.g., Larena et al. 2009; Sapone et al. 2014; Räsänen et al. 2015 ), but will become measurable in near-future surveys such as Euclid (Refregier et al. 2010) , DESI (Dark Energy Spectroscopic Instrument; Levi et al. 2013 2 to highest order. So up to 300h −1 Mpc from the observer, the tangential "stretch" is less than about 0.1%, i.e. BAO curvature constraints would have to be accurate to better than ±0.1h −1 Mpc. At a redshift z = 1, the tangential effect should be stronger, but in the past light cone, the present-day averaged curvature does not apply. Instead, using ΛCDM as a proxy, we should have Ω eff R (z = 1) ≈ Ω Λ (z = 1) = 0.23, i.e. average negative curvature is weaker, with a constant-curvature curvature radius 4 R eff C (z = 1) ≈ 6310h −1 Mpc, double the local value. So in a constant cosmological time, constant-curvature hypersurface at z = 1, the amount of tangential stretching that should occur at 500h −1 Mpc from the observer is about 0.1%. At the BAO scale of about 105h −1 Mpc, stretching would be about 25 times weaker. It remains to be determined whether ∼ 0.004% stretching will be detectable in the coming decade of major observational projects such as Euclid, DESI, 4MOST, eBOSS, LSST, and HETDEX.
Conclusion
Equations (1)- (10) provide a summary of the key relationships between present-day observational parameters of the bi-domain scalar averaging model, satisfying assumptions (i)-(iv). The peculiar expansion rate of voids was previously estimated as H void pec,0 ≈ 36±3 km/s/Mpc (eq. (2.36), Roukema et al. 2013 ) from corresponding surveys of galaxy clusters and voids, but Eqs (5) and (12) , is not presently constrained by observations, and constitutes a key challenge for observational cosmology in the coming decades.
The corresponding high value of t a bg =1 = 17.3 Gyr motivates refocussing attention on astrophysical age estimates such as the microlensed oldest bulge star estimate T = 14.7 +0.3 −0.7 Gyr discussed above, since standard cosmological tools do not seem to provide CMB-free estimates of t 0 . Modelling of suspectedoldest stars with an appropriate statistical approach and observational strategies could potentially result in a stellar rejection of ΛCDM (cf. VandenBerg et al. 2014) . As cosmological models with standard (Einstein) gravity continue to be refined, predictions of t 0 will need to be made and compared to improved stellar constraints.
Since the order of magnitude of cosmological backreaction effects is often claimed to be tiny, the following order-ofmagnitude summary of Eqs (4)- (8) and (10) 
e.g. it is observationally realistic for the effective expansion rate to be as much as twice the background expansion rate. Accepting H A&A proofs: manuscript no. pec_expan-bbl a strong positive value is expected due to the spatial dominance of voids; Ω eff Q0 is, in principle, measurable from distance-redshift catalogues; and H void pec,0 was estimated in Roukema et al. (2013) but remains open to improved methods.
