Stochastic hill-climbing algorithms, particularly simulated annealing SA and threshold acceptance TA, have become very popular for global optimization applications. Typical implementations of SA or TA u s e monotone temperature or threshold schedules, and are not formulated to accommodate practical time limits. We present a new threshold acceptance strategy called Old Bachelor Acceptance OBA which has three distinguishing features: i it is specifically motivated by the practical requirement of optimization within a prescribed time bound, ii the threshold schedule is self-tuning, and iii the threshold schedule is non-monotone, with threshold values even allowed to become negative. The standard implementation of the TA method of Dueck and Scheuer is a special case of OBA. Experiments using several classes of symmetric traveling salesman problem instances show that OBA can outperform previous hillclimbing methods for time-critical optimizations. A number of directions for future work are suggested.
Give n a s e t S of feasible solutions and a real-valued cost function f : S ! , global optimization may without loss of generality be formulated as the search for a global minimizer s 2 S such t h a t f s f s 0 8s 0 2 S. T ypically, jSj is very large compared to the number of solutions that can be examined in practice. For small instances of certain global optimizations, implicit enumeration e.g., branch-and-bound or polyhedral approaches can prune the solution space and a ord solutions within practical time limits; other problem formulations may be tractable to problem-speci c methods. However, many important global optimization formulations both discrete and continuous are not only NP-hard 8 , but also have no known problem-speci c solution methods. Therefore, generalpurpose heuristics are of interest. In this paper, we present a new class of stochastic hill-climbing heuristics for global optimizations; we call this new strategy Old Bachelor Acceptance OBA.
Our discussion opens in Section 1 with a characterization of iterative, stochastic hill-climbing heuristics; these are usually superior to greedy methods in that they can probabilistically escape from locally optimal solutions. The leading examples of stochastic hill-climbing algorithms the simulated annealing SA approach of Kirkpatrick et al. 25 and Cerny 6 , along with the threshold acceptance approach o f D u e c k and Scheuer 7 h a ve gained wide popularity due to the quality o f t h e solutions that they return. Nonetheless, we observe that current S A a n d T A implementations usually have t wo shortcomings: i they are not formulated with respect to a practical CPU bound for the optimization, and ii they are respectively restricted to monotone schedules for their temperature and threshold parameters. In Section 2, we exhaustively determine optimal, nite-time threshold schedules for small synthetic problem instances. These schedules provide the motivation for a non-monotone strategy. W e then propose our new Old Bachelor Acceptance OBA method, which a ords a self-tuning, non-monotone approach to bounded-time hill-climbing optimization. After a discussion of parameters which can be used to tune the OBA approach, we state two promising variants, which w e call OBA1 and OBA2. In Section 3, we present experimental results for our OBA variants over classes of traveling salesman problem TSP instances. Our simulations show that OBA can provide signi cant improvements over the previous TA m e t h o d o f D u e c k a n d S c heuer 7 , particularly in the regime of strongly time-bounded global optimization. The paper concludes in Section 4 with a number of directions for future research.
1 Preliminaries: Global Optimization Heuristics
Iterative Methods
We are interested in heuristics which iteratively apply the following two rules Rule 1 is memoryless, with generation of s 0 based only on the current solution s i . N o t e t h a t a history-dependent" Rule 1 0 might be, for example: Given the history of solutions evaluated thus far, generate a new trial solution s 0 . Such a Rule 1 0 accommodates such methods as iterated descent 3 and tabu search 1 0 , which more systematically exploit information about the recent history of solutions, e.g., whether the current solution has been previously visited, whether the current solution is known to be a local optimum, etc. see also the heuristic search t e c hniques used in arti cial intelligence 29 . These latter methods are beyond the scope of the present discussion.
Rule 1 also induces the notion of a neighborhood structure over S, where the neighborhood N s i o f the current solution s i 2 S is the set of possible trial solutions s 0 that can be generated from s i . T h e quality of solutions de nes a cost surface over the neighborhood structure, and optimization is search for a global minimum in this cost surface. Typically, the set N s consists of slight perturbations of the current solution s, for example, via the 2-interchange operator for the traveling salesman problem 18 or the pair-swap operator for graph bisection 17 . When the size of N s is constant for all s 2 S, w e denote the neighborhood size by jNj. In practice, Rule 1 simply picks a random s 0 2 N s i from within obvious" neighborhood structures such as those noted for the TSP and graph bisection problems 18 . Therefore, it is Rule 2 which determines the nature of an optimization heuristic as it traverses the cost surface.
A simple instance of Rule 2 is, Replace s i by s 0 if f s 0 f s i ," which corresponds to greedy optimization. Greed has been widely employed because of its simplicity and its acceptable success in a variety of implementations, e.g., Johnson et al. 16 1 7 h a ve d o c u m e n ted the utility o f g r e e d for several hard combinatorial problems. However, the performance of greedy methods is erratic, and achieving stable" i.e., predictable performance requires multiple random initial starting solutions. Johnson et al. 16 h a ve determined that several thousand initial random starting congurations are necessary for greed to a ord stable solution quality for graph bisection instances of size n = 500; this number grows rapidly with n and becomes hopeless for instance sizes of, e.g., n = 100; 000 which arise in arenas such as VLSI circuit partitioning. Moreover, central limit phenomena in the cost surface 3 imply that as problems grow large, random local minima are almost surely of average" quality, so that simple multi-start" heuristics 31 fail. For details on this subject, the reader is referred to discussions by B a u m 3 and Kirkpatrick and Toulouse 26 o n t r a veling salesman structures; by Kau man and Levin 23 o n e v olutionary optimization for adaptive landscapes"; and by Bui et al. 5 and Hagen and Kahng 11 for graph partitioning. In view of these factors, global optimization heuristics must escape from local minima to adequately explore the solution space of large problems.
1.2 Stochastic Hill-Climbing: SA and TA Stochastic hill-climbing methods escape from local minima in the cost surface by probabilistically accepting disimprovements, or uphill moves". The rst such method, simulated a n n e aling SA, was proposed independently by Kirkpatrick et al. 25 and Cerny 6 and is motivated by analogies between the solution space of an optimization instance and microstates of a statistical thermodynamical ensemble. Figure 2 summarizes the SA algorithm, which uses the following criteria for Rule 2.
If f s 0 f s i , then s i+1 = s 0 , i.e., the new solution is adopted. If f s 0 f s, the hill-climbing" disimprovement t o s i+1 = s 0 still has a nonzero probability of being adopted, determined by both the magnitude of the disimprovement and the current v alue of a temperature parameter T i . This At timestep i, the SA temperature T i allows hill-climbing by establishing a nonzero probability o f accepting a disimprovement, while the TA threshold T i allows hill-climbing by specifying a permis- The SA and TA algorithms both enjoy certain theoretical attractions. By using Markov c hain arguments and basic aspects of Gibbs-Boltzmann statistics one can show for SA that with an appropriate nextT i function, P r s M 2 R ! 1 a s M ! 1 , where R denotes the set of all global minimum solutions. In other words, SA is optimal in the limit of in nite time 1 . Althofer and Koschnick 2 argue that each execution of SA lies in some sense within the convex hull of a set of TA executions, and that TA is therefore also provably good. However, this convergence result is slightly weaker than those established for SA.
Finally, the practical utility o f s t o c hastic hill-climbing is well-documented, with the SA algorithm now being one of the most widely used heuristics for global optimization 1 . Thus, it is noteworthy that Dueck and Scheuer 7 claim that their TA method yields better results than SA" with respect to both CPU time and the number of new state choice steps" i.e., applications of Rule 1, a standard measure of runtime complexity. Experimental results are presented in 7 which support this claim. A further practical advantage of TA is its greater simplicity of Rule 2, with no exponentiation or random number generation being required. With this in mind, our experimental results below compare OBA variants against the TA algorithm.
performance of TA is basically insensitive to the threshold schedule. Indeed, the successful results reported in 7 w ere obtained using monotone threshold schedules. However, despite the tremendous success of both SA and TA, certain observations motivate the study of alternative hill-climbing strategies.
First, standard implementations of SA and TA are not amenable to a priori speci cation of CPU limits. With respect to the templates of Figures 2 and 3 , common practice will use M = 1 and test for a stopping criterion e.g., equilibration" in SA to terminate the algorithm. A nite time limit M will obviate the theoretical convergence results, and also re ect practical requirements for optimization. Experimental results 21 1 9 for large discrete and continuous global optimizations show that optimal annealing schedules vary strongly with the time limit M , but it is not clear how nextT i should be de ned to accommodate nite M . The results in 21 and 19 are with respect to single-temperature annealing schedules, which w ere used in order to reduce the number of degrees of freedom in the experiment. Recent w ork by Boese, Kahng and Tsao 4 has con rmed the dependence on CPU limit of general annealing schedules; the reader is also referred to the work of Strenski and Kirkpatrick 33 and Althofer and Koschnick 2 , which w e discuss later in this section.
Second, current S A a n d T A implementations are blind" to the speci c features of the cost surface in any g i v en optimization instance. Previous work 21 1 9 20 3 2 has shown that large, real-world cost surfaces exhibit strong ts to models of self-similar random structure e.g., VLSI placement problems have h i e r a r c hical scaling properties which resemble high-dimensional fractional Brownian motions 32 . The parameters of such tted models vary with the individual problem instances, and again, evidence suggests that optimal hill-climbing schedules should be tuned to these parameters 20 .
These two observations prompt a variety of questions and simple experiments. Consider the BSF performance of TA from random starting solutions in the one-dimensional cost surface of Figure 4 six solutions s i , e a c h with two neighbors. We h a ve exhaustively enumerated threshold schedules for M = 2 ; 3; : : : ; 9 for the cost surface of Figure 4 . The value of the threshold will be the cost di erence between any t wo n e i g h boring states in Figure 4 , i.e., 1 a n d 3. The optimal schedules are de ned as the ones that maximize the probability of nding the optimal solution D within prescribed time bounds starting from a random initial solution. Among all the optimal schedules thus found, many are non-monotone, and some even contain negative threshold values. Some examples are: f,1; X g, and f0; X g for M = 2 P r = 0 :5000, f,1; 0; X g for M = 3 P r = 0 :5833, f0; 3; ,1; X g for M = 4 P r = 0 :6250; f0; ,3; 3; 1; X g for M = 5 P r = 0 :6875; f0; 0; 3; 0; 0; X g for M = 6 P r = 0 :7396; f,1; ,3; ,3; 3; 1;,1; X g for M = 7 P r = 0 :7656; f0; 3; 0; 0;3; 0; 0; X g for M = 8 P r = 0 :8047; and f0; ,3; 3; ,1; ,3;3;3; ,1;X g for M = 9 P r= 0 :8372. Observe that the last value T M,1 denoted as X in the threshold schedule does not a ect the best-so-far solution value at time M , as long as X , 3 . A n umber of other authors have also touched on the issue of non-monotonicity in annealing. In particular, Glover 9 suggests in a very general way that some sort of nonmonotonicity w ould improve the performance of heuristic search procedures. Very recently, Osman 28 has reported very e ective simulated annealing approaches with non-monotone cooling schedule; these signi cantly outperform other SA implementations that use cooling schedules. Strenski and Kirkpatrick 3 3 h a ve shown that locally optimal" annealing schedules can be non-monotone for a small instance of the graph bisection problem that is highly structured to reduce the size of the solution space. Hajek and Sasaki 13 show that a class of cost surfaces exists for which optimal schedules are non-monotone. Finally, Althofer and Koschnick 2 e n umerate optimal TA s c hedules for a small cost surface and nd clear evidence Table 4 .1 in 2 of non-monotonicity; however, the authors surprisingly make no comment on this data. Our own investigations 4 support these previous studies. Moreover, we h a ve found that the non-monotonicity of the known optimal schedules does not seem to be an artifact of the small size of jSj relative t o t h e a vailable time M in these studies. Given these motivations, we h a ve investigated a class of threshold accepting methods which use non-monotone threshold sequences.
The OBA Algorithm
Old Bachelor Acceptance uses a threshold criterion in Rule 2, but the threshold changes dynamically u p o r d o wn based on the perceived likelihood of being near a local minimum. Observe t h a t i f t h e current solution s i has lower cost than most of its neighbors, it will be hard to move to a neighboring solution; in such a situation, standard TA will repeatedly generate a trial solution s 0 and fail to accept it. OBA uses a principle of dwindling expectations": after each failure, the criterion for acceptability" is relaxed by s l i g h tly increasing the threshold T i this motivates the name Old
Bachelor Acceptance". After su ciently many consecutive failures, the threshold will become large enough for OBA to escape the current local minimum. The converse of dwindling expectations" is what we c a l l ambition, whereby after each acceptance of s 0 , the threshold is lowered so that OBA becomes more aggressive i n m o ving toward a local minimum. With this in mind, the basic OBA template is as shown in Figure 5 . 11. endif.
12. Return si, 0 i M, s u c h that fsi is minimum. Figure 5 : High-level OBA description.
Notice that if we use update functions decrT i = ,incrT i , then OBA can be made equivalent t o the TA method of Dueck and Scheuer e.g., using the constant functions decrT i = ,incrT i = T0 M yields the trivial" threshold schedule recommended in 7 . Thus, special cases of OBA will enjoy the same convergence properties shown for TA i n 2 .
OBA Variants
Via the threshold update functions incrT i and decrT i , the template of Figure 5 captures many possible strategies. We h a ve t ypically based decr and incr on the following factors:
1. The neighborhood s i z e , jNj, along with the age of the current iteration, which i s t h e n umber of Rule 1 applications since the last move acceptance. The value of jNj a ects reachability" between solutions, i.e., the diameter of and multiplicity of paths within the neighborhood structure. Intuitively, age re ects the OBA algorithm's current perception of local structure in the cost surface: increasing age implies greater likelihood that s i is a local minimum, and that the threshold should increase faster.
2. The amount of time remaining, M , i. Since previous work 19 20 has observed strong dependence of optimal hill-climbing strategies on the time bound M , w e m a y allow decr and incr to depend on the proportion of time used, i=M .
3. The current threshold value T i . W e m a y allow di erent update rules depending on whether T i is highly positive, highly negative, close to zero, etc.
Our initial experiments involved OBA variants that used the obvious" choice of decrT i = 1 and incrT i = 2 both being constant functions, since TA is included among such v ariants. In Section 3 below w e give experimental results for two slightly more sophisticated strategies, which w e call OBA1 and OBA2. While OBA1 and OBA2 are only two o u t o f a v ast range of possible OBA variants, their empirical performance illustrates both the generality of the OBA approach a s w ell as its practical utility.
OBA1. The OBA1 variant see Figure 6 is highly tunable via the parameters , a, b, and c.
The algorithm has a core threshold update strategy of form
Whenever age = 0, OBA1 immediately sets the threshold to the most negative v alue allowable i.e., as low a s , in line 8, thus giving the algorithm the ambition" to improve rapidly. The threshold then rises from this negative v alue until the next move acceptance occurs. For age 0, the update rule allows the OBA1 threshold growth rate to increase with age. More speci cally, the parameters a, b and c a ord the ability to ne-tune the growth rate incrT i as follows:
a changes the threshold growth rate by a m ultiplicative factor; b allow s a p o wer-law g r o wth rate; and c tunes a heuristic damping" factor 1 , i M w h i c h is used to scale the magnitude of T i as i ! M . Here, the damping factor does not have a n y thermodynamic motivations as Figure 6 : OBA1 variant, which incorporates ne tuning of incr threshold update function, along with a maximally ambitious decr threshold update strategy.
with annealing schedules that go to zero, but rather is intended to ensure that at some point during the optimization, the appropriate granularity" in the threshold update is applied. The parameter c can be useful in determining the stage of the optimization at which a given granularity is applied.
In this way, OBA1 can capture the gamut of strategies from steep descent, mild ascent" to steep descent, steep ascent" cf. the terminology of Hansen and Jaumard 14 . Two important points should be noted. First, OBA1 demonstrates that the new threshold value T i+1 does not have t o b e a function of the previous T i ; here, T i+1 is completely determined by age, the current timestep i, a n d the parameterization of the algorithm. Second, OBA1 follows the intuition provided by the example of Figure 4 , allowing threshold values to become negative so that the algorithm may prefer a good improving move o ver a random improving move. In our experiments below i n volving the traveling salesman problem, we u s e a = 1 n i.e., scaled to the size n of the problem instance, b = 2 , a n d c = 0 :5. OBA2. The OBA2 variant Figure 7 recalls the steepest descent, mildest ascent" strategy proposed by Hansen and Jaumard described in 14 . In contrast to OBA1, the new threshold T i+1 in OBA2 depends on the previous value T i . OBA2 uses a decrement decrT i whose magnitude grows quadratically, a ording greater ambition; OBA2 also uses a linear incrT i function so that expectations do not dwindle" too rapidly. In lines 9-10 of the algorithm template, we use the algorithm parameter d to establish the criterion for an easy move acceptance, namely, an acceptance s i+1 = s 0 is easy if fewer than d move generations have elapsed since the last acceptance of s 0 . I n practice, we believe that the choice of d should be dependent on the neighborhood size. In our experiments below, we u s e d = p 2 j N j, which happens to be the number of cities in the TSP instance. Intuitively, d sets the threshold for consecutive failures at which the algorithm begins to assume that it is at a local minimum. Note also that the dependence of d on problem size is similar to the dependence of the OBA1 parameter a on problem size. Finally, w e also report results for two further variants, which w e call OBA1 N and OBA2 N. The OBA1 N OBA2 N result is obtained by executing the OBA1 OBA2 algorithm, with the only di erence being that the Rule 2 acceptance criterion treats negative threshold values T i 0 a s if they are equal to zero. Our goal here is to obtain some indication as to whether ambition" is practically useful, the example of Figure 4 notwithstanding.
We close this section with a qualitative p o r t r a yal of the di erences in the threshold schedules produced by our four OBA variants. Each of the four algorithms was executed with M = 400; 000 on a single 50-city Euclidean planar TSP instance with random city locations. Figure 8 shows in detail the 500-step threshold subsequence from i = 1 0 0 ; 000 to i = 1 0 0 ; 500 in each of these runs. The threshold sequences are superimposed against the linearly decreasing TA threshold sequence.
Note that since the Figure shows only a very small portion of the total OBA execution, the linearly decreasing TA threshold sequence appears to be constant. 
Experimental Results
We tested OBA1, OBA1 N, OBA2, OBA2 N a n d T A on instances of the traveling salesman problem TSP. The TSP is a well-studied NP-hard problem as well as a historically ubiquitous testbed for both SA and TA. Our experimental protocol was as follows:
1. Two classes of TSP instances were considered: i Euclidean planar instances corresponding to random pointsets drawn from a uniform distribution in the Euclidean unit square; and ii random instances having symmetric distance matrices with each i n tercity distance drawn from a uniform distribution in 0; 1 . These are the two most commonly treated classes of TSP, a n d in some sense represent limiting cases with respect to metricity" of the TSP instance. We also studied a class of hierarchical TSP instances, which re ect a clustered, non-uniform distribution of points in the Euclidean plane. Results for these instances were qualitatively similar to those for Euclidean instances which h a d n the number of cities in the TSP instance equal to the number of clusters in the hierarchical instances, so we do not report them here. In our initial studies, the value of was empirically set equal to the cost of the minimum spanning tree over the pointset divided by the size of the pointset. Intuitively, this is an appropriate granularity for the TSP optimization. The same value was also used as the initial temperature of the TA. Here, we x a t a r e p r e s e n tative v alue.
3. Our Rule 1 corresponds to the popular Lin 2-opt neighborhood structure 24 , wherein a neighbor solution s 0 is generated by deleting a random pair of edges in s i and then reconnecting the two paths to achieve the other" possible tour. The size of the neighborhood structure is jNj = nn,1 2 , n all pairs of edges, except for adjacent pairs, which yield no change in the tour.
4. We report the best solution quality e n c o u n tered during the execution of the algorithm, i.e., the minimum value among f s 0 ; f s 1 ; : : : ; f s M , as indicated by the last line of the Figure   5 template. Tables I and II compare Table 4 in their studies of the SA algorithm. In the tables, we measure the relative performance of the algorithms versus TA at intervals of M= 5 m o ve generations. We u s e f x to denote the BSF solution quality at step x, normalized to the BSF TA solution quality. T h us, f x 1:000 for the TA algorithm. Each o f o u r results represents a geometric average of single runs for each of 100 randomly generated instances. Since the score of each run is a ratio of OBA performance to TA performance, we believe that using a geometric average is more intuitive. For instance, given two scores 2 and 0:5, the geometric average gives the more reasonable value of 1 while the arithmetic average returns the value 1:25. Figure 9 shows that the choice of averaging scheme does not materially a ect the conclusions drawn from our experiments. Of course, for any given instance and any given execution, it is possible for OBA performance to uctuate due to random seeds, etc. In most cases, the OBA variants nd signi cantly better solutions than TA within the early stages of the optimization; this is consistent with the original nite-time motivations for the OBA strategy. In addition, we note that the OBA2 variant seems particularly promising: it uniformly outperforms TA on the random instances and is very competitive with, if not better than, TA o n the Euclidean instances. Finally, t h e O B A x N v ariants are noticeably better than the corresponding OBAx variants; indeed, negative threshold values resulted in worse performance for all of the OBA variants that we tested 22 . This suggests that negative threshold values may not be useful in practical optimization, despite the optimality o f s c hedules that use negative T i for such examples as , normalized to TA solution quality a verage taken over 100 randomly generated instances.
50-city Euclidean TSP
Finally, Figures 10 and 11 give a more detailed portrayal of how the OBA1 and OBA2 algorithms progress, in comparison with the TA algorithm. Again, we use the geometric average of performance ratio, averaged at each time step. Figure 10 portrays the four OBA variants over 100 Euclidean instances and one run per instance, using n = 50; the four variants are all within 0.4 of TA after M = 4 0 0 ; 000 steps, but can also be signi cantly better than TA in the earlier stages of the optimization. Figure 11 similarly portrays the same OBA variants over 100 random instances with n = 50; the variants return results that are on average from 11.1 to 13.3 better than those of TA.
Conclusions
Our experimental results indicate that non-monotone threshold schedules are promising within hillclimbing approaches to global optimization. We believe that the OBA paradigm provides a powerful and general template for exploration of such non-monotone heuristics. Indeed, a number of previous strategies, including multi-start 31 , steepest ascent-descent 2 7 , and even the TA algorithm 7 , may all be captured within the unifying OBA paradigm. , normalized to TA solution quality a verage taken over 100 randomly generated instances.
The OBA variants that we h a ve presented particularly OBA2 N perform well on both random and Euclidean TSP instances, and this good performance is furthermore achieved with respect to a prescribed time bound that is an parameter of OBA. Since random and Euclidean instances are extremal with respect to geometricness" or metricity" of symmetric TSP's, we surmise that the OBA variants we report here are fairly robust. We note that our broader experiments have also con rmed the strength of Dueck and Scheuer's original TA method: for example, our implementations of OBA variants corresponding to the steepest ascent-descent 2 7 and iterated descent 3 approaches exhibited noticeably poorer performance than TA 2 2 . This is an indication of the sensitivity o f multi-start and iterated greedy approaches with respect to input parameters. In this sense, the selftuning capabilities of the OBA approach seem quite valuable. On the other hand, certain multistart and iterated descent methods can be only approximately captured within the OBA template, since the requirement of a memoryless Rule 1 i.e., move generation makes checking local minima ine cient and or inaccurate. The poorer performance of OBA variants which e m ulate such strategies should be assessed with this in mind.
A n umber of research directions seem promising. i We w ould like to extend the non-monotone OBA approach to simulated annealing using temperature T instead of threshold T Figure 10 : Ratios of OBA solution quality t o T A solution quality, geometrically averaged at each t i m e s t e p o ver 100 Euclidean planar TSP instances. In the gure, data is sampled at every 4000 time steps, yielding 100 data points for M = 4 0 0 ; 000. Note that the plot is on a log-log scale.
to con rm the robustness of our OBA variants on larger instances and on other problem classes, e.g., asymmetric TSPs and a wider variety o f c o m binatorial optimizations. A related goal would be to derive natural relationships between the proper parameterization of OBA algorithm variants, the available CPU limit M , and the size n of the problem instance. A more careful investigation of the OBA2 N strategy seems warranted since OBA2 N is clearly the best variant t h a t w e report here; recall that OBA2 N is suggestive of the steepest descent, mildest ascent" strategy proposed by Hansen and Jaumard 14 see also the discussions in 3 1 5 . iii Recall from above that OBAx N will always dominate the OBAx variant on real" cost surfaces, the example of Figure 4 notwithstanding. We hope to show that this dominance always holds within, e.g., the structural models of cost surfaces proposed in 32 21 . iv We w ould like to extend the hill-climbing optimization template to include non-degenerate history i.e., memory in the Rule 1 generation of s 0 . Augmenting our existing OBA template in this way w ould provide a very general taxonomy o f a vailable hill-climbing approaches. v Finally, the most far-reaching outgrowth of this research m a y e v entually stem from the motivating studies of Section 2.1, and speci cally, from such studies of BSF-optimal" schedules as those made with respect to Figure 4 . Our preliminary work 4 indicates that such studies may lead to additional justi cations for the non-monotone approach t o s t o c hastic hill-climbing. Figure 11 : Ratios of OBA solution quality t o T A solution quality, geometrically averaged at each time step over 100 random TSP instances. In the gure, data is sampled at every 4000 time steps, yielding 100 data points for M = 4 0 0 ; 000. Note that the plot is on a log-log scale.
