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Abst rac t - -Some new Kamenev type oscillation criteria are established for the second-order matr ix 
differential system (P(t)Y')' q- Q(t)Y = O, where Y, P, and Q are n x n real continuous matr ix 
functions with P(t) ,  Q(t) symmetr ic and P(t) > 0 for t E [to, oo). Our results are sharper than  some 
previous results, and can be applied to the cases which are not covered by known criteria. (~) 2004 
Elsevier Ltd. All r ights reserved. 
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1. INTRODUCTION 
Consider the second-order linear matrix differential system 
(P(t)Y')' + Q(t)Y = O, t e [to, oo), (I) 
where Y, P, and Q are n x n real continuous matrix functions with P(t),  Q(t) symmetric and 
P(t)  > 0. For any n x n real symmetric matrices A and B, we write A > B (A _> B) to 
mean A - B > 0 (A - B > 0), that is, A - B is positive definite (semidefinite). We denote 
AI[A] > A2[A] _>... _> As[A] the usual ordering of the eigenvalues of A. 
A solution Y(t )  of (1) is said to be a nontrivial solution if det Y(t)  ~ 0 for at least one 
t • [to, oo), and a nontrivial solution Y(t)  of (1) is said to be prepared if
Y*( t )P ( t )Y ' ( t )  - (Y*( t ) ) 'P ( t )Y( t )  = O, t • [to, oo), 
where for any matrix M, the transpose of M is denoted by M*. System (1) is said to be oscillatory 
on [to, oo) in case the determinant ofevery nontrivial prepared solution has arbitrarily large zeros. 
For the case when P(t)  -- I (n × n identity matrix), system (1) reduces to 
Y"  + Q( t )Y  = O. (2) 
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Many authors have given some important simple oscillation criteria for system (2) (see [1-4] and 
the references therein). We particularly mention the result of Erbe, Kong and Ruan [3] who 
proved the following theorem. 
THEOREM A. Let H(t, s) and h(t, s) be continuous on D -- {(t, s) : t > s > to} such that 
H(t, t) = 0 for t >_ to and H(t, s) > 0 for t > s >_ to. Assume further that the partial derivative 
OH ~-(t,  s) is nonpositive and continuous for t > s > to, and h(t, s) is defined by 
Finally, assume that 
OHos ('t' s) = -h(t ,  s)[H(t, S)] 1/2 , (t, s) 6 D. 
lira sup 1 A - = +c~. 
Then, system (2) is osciIlatory. 
However, consider the Euler differential system 
Y" -b diag (~,  ~)  Y -- 0, t> l ,  (4) 
where Y and Q(t) = diag(7/t 2, ~/t 2) are 2 x 2 matrices, and ~ > fl > 0 are constants. Note that 
tlimoo sup 1 A - _ 
='7 < oc, 
i.e., Theorem A cannot be applied to system (4). In other words, condition (3) is not very sharp. 
Using the generalized Riccati transformation technique, Meng [4] improved Theorem A and 
obtained the following result. 
THEOREM B. Let H(t, s) and h(t, s) be defined as in Theorem A. If  there exists a function 
f e C 1 [to, oo) such that 
lim sup A1 H(t ,s)R(s)  - a(s)h2(t,s)I  ds = +c~, 
where a(t) = exp{-2 f t  f (s)  ds}, R(t) = a(t)[Q(t) + f2 ( t ) I -  f '  (t)I], then system (2) is oscillatory. 
Recently, Kong [5] extended the main results of [6] to system (1) and obtained some new 
interesting oscillation criteria. One of them is the following. 
THEOREM C. System (2) is oscillatory if there exists A > 1 such that for any r > 0 
1 f t  n ~_____~_ 2 
l im sup ~ ]~ (s - r) x tr(Q(s)) ds > 
4(~ - 1) 
and 
lim sup 1 f t hA2 
~--.~ ~ (t- ~);'tr(Q(~)) d~ > 4(),- I----~" 
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In this paper, we will further their investigation for the more general system (1). Using two 
classes of particular functions ( t -s )2~(s-r )  2and ( t -s )2(s - r )  2a for ~ > 1/2 and t > s > r > to, 
we will establish some interesting and sharp conditions for the oscillation of system (1). 
2. MAIN  RESULTS 
THEOREM 1. System (I) is oscillatory provided that there exist a function f(t) 6 Cl[t0, co) and 
a constant a > 1/2, such that a(t)P(t) <_ I for t _>'to, and for each r _> to, 
[// ] lim sup t2~+1 A1 (s - r)2a(t - s)2R(s) ds > 
t--+oo (2a - 1)(2~ + 1)' (5) 
where a(t) = exp( -2  ftto f (s) ds}, R(t) = a(t)[Q(t) + f2(t)P(t) - (f(t)P(t) )']. 
PROOF. Suppose to the contrary that there exists a prepared solution Y(t) of (1) which is not 
oscillatory. We suppose that detY(t)  ¢ 0 for t > T > to. Define 
V(s) = a(s) [P(s)Y'(s)y- l(s) + f(s)P(s)], s > T. (6) 
From (1) and (6), we obtain that 
I" 
(Y'(s)Y-'(s)) ~ 
7 
V'(s) = -2f(s)V(s)  + a(s) [ -Q(s)  - P(s) + (/(s)p(s))'J 
---- -a - l (s )V(s)P- l (s )V(s)  - R(s), s -> T. 
(7) 
Multiplying (7) by ¢2(t, s, T) = ( s - T)2a(t - s) 2, integrating it with respect o s from T to t, we 
get that 
¢2(t,s,T)R(s)ds = 2 ¢(t,s,T)¢~s(t,s,T)V(s)ds 
_ [t  a-l(s)¢2( t, s, T)V(s)P- I (s)V(s)  ds. 
JT 
Since P(t) > 0, denote Wit  ) = [P- i (t)]  1/2. Therefore, we have 
t ¢2( t, s, T)R(s) ds = 2 ¢(t, s, T)¢~s (t, s, T)W-I(s)[W(s)V(s)W(s)]W-i(s)  ds
- / :  a-1(~)¢2( t,~, T)w-l(~)[w(~)Y(~)w(s)]2w -~ (~) ds 
t f t  [ ¢(t, s, T) W(s)V(s)W(s) 
- V rg~¢'s ( t , s ,T )  W-ffs)es 
£ <__ [qYs(t, s T)] 21 ds (using the assumption ais)Pis ) <_ I, for s _> to). 
It follows that 
(9) 
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Note that 
[¢'.(t, ~, T)12 e~ = [~(~ - T )~-~( t  - ~) - (s - T)  ~] 2 ds 
= a 2 (s - T)2(~-l)(t  - s) 2 ds - 2a (s  - T )2" -~( t  - s)  ds  
+ ft__(s - T) 2~ ds 
2a JT t t (10) 
T)'--l(t- (s- T)'O,,s 
+ (s - T) 2~ ds 
/ i  a (t -- T) 2a+l. - 2a - 1 (s - T) 2a ds : (2a - 1)(2a + 1) 
{R 
Thus, from (9) and (10), we obtain that 
1 [/: ] ° 
t-~oolim sup t2---j~A1 (s - T)2~(t - s)2n(s) ds -< (2a - 1)(2a + 1) ' 
which contradicts condition (5). This completes the proof of Theorem 1. | 
EXAMPLE 1. Now let us consider the Euler differentiM system. Here, we can choose f(t)  - O. 
Note that for each r > to 
If ] t2---j~A1 (s - r)2"(t - s)2Q(s) ds = tlinloo t2-Yj-jy s- ~ 
For any 7 > 1/4, there exists a > 1/2 such that 
- -  "Y l im (t - r) 2~ 
- ~(2~ - 1)(2~ + 1) ,~  T~ 
3, 
~(2~ - 1)(2~ + 1)  
~(2~ - 1)(2~ + 1) 
> 
(2~ - 1)(2~ + 1)' 
i.e., 7 > a2- This means that (5) holds. By Theorem 1, we find that  (4) is oscillatory for "7 > 1/4. 
Therefore, Theorem 1 is sharper than Theorems A and B for some cases. 
In order to compare Theorem 1 with Theorem C, let us consider another example. 
EXAMPLE 2. Consider system (1) with 
P(t) diag t _> 1, 
' t -~ l  ' ~- ' ( t -b l )  3 ' 
where 3' -> fl > 0 are constants. Choose f (t)  = -1 /2t ,  then we have a(t) = t, a(t)P(t) < I 
for t > 1, and AI[R(t)] = (3' - 3/4)/t  2. Similar to the arguments in Example 1, we have that 
system (1) is oscillatory for 3" > 1. However, Theorems A-C cannot be applied to system (1). 
THEOREM 2. System (1) is oscillatory provided that there exist a [unction f(t)  E Cl[to, c~) and 
a constant a > 1/2, such that a(t)P(t) <_ I for t >_ to, and for each r > to, 
1 [~t ( t  ] a (11) 
t--,~lim sup ~-----:=.. A l t za+ 1 - s)2a(s - r)2R(s) ds > (2a - 1)(2a + 1) 
.,here a(~), R(~) are the ~ame as in Theorem 1. 
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PROOF. Suppose to the contrary that there exists a prepared solution Y(t) of (1) which is not 
oscillatory. We suppose that det Y(t) ~ 0 for t > T > t0. Define V(s) by (6). Then, we have (7) 
holds for s _ T. Multiplying (7) by ¢2(t,s,T) = (t - s)2~(s - T) 2, integrating it with respect 
to s from T to t, we get that 
¢2(t, s, T)R(s) ds = 2 ¢(t, s, T)¢~ (t, s, T)W- l (s) [W(s)V(s)W(s)]W- l (s)  d  
- _~ ~-l(s)¢2(t,  ~, T)W-~(s ) [W(~)V(s )W(s ) ]~W-~(s ) (s )  ds 
]2 
- ~ /a (s )¢ ' . ( t , s ,T ) I  w-~(~)e~. 
Using the assumption a(t)P(t) _< I and the above inequality, we have that 
[/; /: A1 ( t - s )2=(s -T )2R(s )ds  < [¢ls(t,s,T)]2 ds. (12) 
Note that 
[¢'s(t,s,T)] 2 ds= [ ( t -  s) ~ -a ( t - s )~- l ( s -T ) ]  2 ds 
~(t - s) ~ ds - 2~ (t s )~-~(~ - T) e~ 
~2 . / : ( t  - s)2(~-~)(s - T) ~ ds + 
£ 2 = (t - s) 2~ ds - (t - s) 2~ ds 
2a2 /T" 9- 2~----~- 1 (t - s)2~-l(s - T) ds 
a ~T t s)2~ a i) (t - T) 2~+1. 
- 2~ - 1 ( t  - ds  - -  (2c~ - 1 ) (2~ + 
(13) 
Thus, from (12) and (13), we obtain that 
1 ] 
lim sup +2-5-L~A1 (t - s)2~(s - T)2R(s) ds <_ t--*oo 
OC 
(2~-  1 ) (2~+1) '  
which contradicts condition (11). This completes the proof of Theorem 2. | 
In the proof of Theorems 1 and 2, if we replace t ,r  by b,a (b > a ~_ to), respectively, then we 
can easily obtain the following interval criteria for the oscillation of system (1). 
THEOREM 3. System (1) is oscillatory provided that for each T >_ to, there exist a function 
f(t) E Cl[t0, co) and constants a > 1/2, b > a >_ T such that a(t)P(t) <_ I for t >_ to, and 
[~b ] a (b_  a)2a+l 
A1 (s - a)2a(b - s)2R(s) ds > (2a - 1)(2a + 1)' (14) 
where a(t) and R(t) are defined as in Theorem 1. 
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THEOREM 4. System (1). is oscillatory provided that for each T > to, there exist a function 
f i  t) E Cl[t0, c~) and constants a > 1/2, b > a >_ T such that a(t)P(t)  <_ I for t >_ to, and 
(b  - - a) R(s) es > - 1)(2  + 1)' (15) 
where a(s), R(s)  are the same as in Theorem 1. 
REMARK. Theorems 3 and 4 are obvious. In fact, under the assumptions of Theorem 3 or The- 
orem 4, repeat he proof of Theorem 3 or Theorem 4 where t, r are replaced by b, a, respectively, 
then we have that  the determinant of each prepared solution of (1) has at least one zero in (a, b). 
Thus, system (1) is oscillatory. 
EXAMPLE 3. Consider system (2) with Q(t) = q(t)I ,  where 
c ( t -  2n) (2n+ l - t ) ,  2n < t < 2n+ 1, 
q( t )= n(2n+l - t ) (2n+2- t ) ,  2n+l<_t<2n+2,  
for n = 0 ,1 ,2 , . . . ,  c > 0 is  aconstant .  Choose f ( t ) -  0, a = 2n, and b = 2n+1,  then the 
left-hand side of (14) takes the form 
] ~1 e s2~+l(1- s)a ds = (c~+1) (2c~+3)(2c~+4)(2c~+5)"  
Let c~ = 1, we can easily show that system (2) is oscil latory for e > 140/3 by Theorem 3. However, 
in this case, we have A l [ f  o Q(s)ds] = -c~.  
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