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Abstract The association of structurally disordered pro-
teins with a number of diseases has engendered enormous
interest and therefore demands a prediction method that
would facilitate their expeditious study at molecular level.
The present study describes the development of a compu-
tational method for predicting disordered proteins using
sequence and profile compositions as input features for the
training of SVM models. First, we developed the amino
acid and dipeptide compositions based SVM modules
which yielded sensitivities of 75.6 and 73.2% along with
Matthew’s Correlation Coefficient (MCC) values of 0.75
and 0.60, respectively. In addition, the use of predicted
secondary structure content (coil, sheet and helices) in the
form of composition values attained a sensitivity of 76.8%
and MCC value of 0.77. Finally, the training of SVM
models using evolutionary information hidden in the mul-
tiple sequence alignment profile improved the prediction
performance by achieving a sensitivity value of 78% and
MCC of 0.78. Furthermore, when evaluated on an inde-
pendent dataset of partially disordered proteins, the same
SVM module provided a correct prediction rate of 86.6%.
Based on the above study, a web server (‘‘DPROT’’) was
developed for the prediction of disordered proteins, which
is available at http://www.imtech.res.in/raghava/dprot/.
Keywords Disorder proteins  Position-specific
scoring matrices  Support vector machines 
Amino acid composition  Web server
Introduction
The knowledge of three-dimensional (3-D) structure of a
protein is essential in order to deduce its biological function.
Since, the prediction of secondary structure is an interme-
diate step in structure determination, our group has
developed a number of secondary and supersecondary
structure prediction methods previously (Kaur and Raghava
2002, 2003, 2004a, 2004b; Kumar et al. 2005).
However, the past few years have seen a growth interest
in structural studies of proteins, focusing comprehensively
on the study of proteins which are structurally disordered,
often termed ‘‘disordered proteins.’’ These proteins have
been gaining a great deal of attention from biologists, since
their involvement in various physiological disorders which
could be protein deposition diseases, such as Alzheimer’s
and Parkinson’s diseases, has become evident (Fink 2005).
Recently, the implication of disordered proteins in the
disease associated with single amino acid polymorphism
(SAP) (Zhi-Qiang et al. 2007) has enhanced the concerns
of biologists regarding these proteins. SAPs caused by the
substitution of one amino acid for another can alter protein
structure and function as well as its solubility and stability,
and may lead to disease; see Yip et al. 2004. In their study
they used the disordered regions in proteins as biologically
informative attributes to find out whether the SAPs are
located in structurally disordered regions. The interest in
disordered proteins also stems from the important functions
in which they participate. These can be broadly classified
into molecular recognition, molecular assembly/disassem-
bly, protein modification and entropic chain activities
(Dunker et al. 2001, 2002).
From a structural point of view, disordered proteins, or
disordered regions, are those which lack a specific ter-
tiary structure and are composed of an ensemble of
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conformations, usually with distinct and dynamic U and W
(Fink 2005). These proteins in their purified state at neutral
pH have either been shown experimentally or are predicted
to lack an ordered structure. The existence of disorder is
determined by the overall protein dynamics rather than by
local secondary structure (Radivojac et al. 2004). These
proteins are also referred to as ‘‘natively unfolded’’
(Weinreb et al. 1996) or ‘‘intrinsically unstructured’’
(Wright et al. 1999).
The significance of studying disordered proteins lies in
the important attributes they offer, such as high average
flexibility index values (Vihinen et al. 1994), low sequence
complexity (Romero et al. 1999, 2001) as estimated by
Shannons entropy, low aromatic content (Xie et al. 1998)
and high specificity coupled to modest binding affinities.
Several predictors have already been developed for
predicting disordered proteins/regions, such as PONDR
(Jones and Ward 2003), DISOPRED2 (Ward et al. 2004),
GlobPlot (Linding et al. 2003a), DISEMBL (Linding et al.
2003b), FoldIndex (Sussman et al. 2005) and RONN (Yang
et al. 2005), etc. All of these predictors exploit various
attributes of the protein sequence, such as amino acid
compositions, flexibility, charge, hydropaths, PSIBLAST
profiles, propensities for secondary structure and random
coils, etc.
On the other hand, IUPRED (Dosztanyi et al. 2005),
which is based on inter-residue interactions, predicts
regions that lack a well-defined 3-D structure under native
conditions, whilst FoldUnfold (Galzitskaya et al. 2006)
predicts disordered regions by estimating the number of
contacts of the whole protein. Recently, a predictor called
POODLE has been developed (Shimizu et al. 2007), which
can predict disordered proteins with a high sensitivity value
of 72.3% and an accuracy of 97.7%. POODLE is based on
Joachims’ spectral graph transducer (SGT), which is a
binary classification based on semi-supervised learning.
Despite gaining such a high prediction accuracy, the
method seems to be insensitive for partially disordered
proteins. This insensitivity might be due to the utilization
of a single protein feature, namely amino acid composition,
for prediction.
The present study has been undertaken to further
improve the prediction performance for the classification
of ordered and disordered proteins by introducing new
input features like secondary structure composition along
with conventionally used protein features such as amino
acid composition, dipeptide composition, and position-
specific scoring matrices (PSSM) composition.
However, the best performance was observed for a
PSSM-based module that captured the multiple sequence
alignment information for the prediction of disordered
proteins. The module, DPROT, has been implemented on a
web server at http://www.imtech.res.in/raghava.
Materials and methods
Dataset
A representative dataset consisting of 608 proteins (526
ordered and 82 disordered proteins) was used in the present
study. The same dataset was previously used to develop the
POODLE web server (Shimizu et al. 2007). The raw
dataset, retrieved from Disprot (version 3.3; Vucetic et al.
2005), was processed by following an intensive protocol. A
dataset of 417 partially disordered proteins was also used
for independent testing.
Support vector machines (SVMs)
In the present study, a highly successful machine learning
technique termed a support vector machine (SVM) was
used. SVMs are universal approximators based on statis-
tical learning and optimization theory which support both
regression and classification tasks and can handle multiple,
continuous and categorical variables. To construct an
optimal hyperplane, the SVM employs an iterative training
algorithm which is used to minimize an error function. The
SVM was implemented using SVM_light (Joachims 1999),
which allow users to select various parameters and various
kernel functions like radial basis function (RBF), linear and
polynomial functions. It was observed that the RBF kernel
performs better than the linear and polynomial kernels in
the case of the amino acid composition-based SVM mod-
ule. Thus, for all of the SVM modules developed in the
present study, the RBF kernel was used.
Input feature vectors
The input protein features used in the present study for
disorder protein prediction were amino acid composition,
dipeptide composition, PSSM composition and secondary
structure composition. More details about calculating
amino acid and dipeptide compositions can be obtained
from our previous works (Garg et al. 2005a; Lata et al.
2007).
Position-specific scoring matrices
The PSSM was generated using the PSI-BLAST (posi-
tion-specific iterative BLAST) search with a cut-off E
value of 0.001 against the large databases such as the
nonredundant (NR) database available at NCBI, SWISS-
PROT and PDB. In each of the three iterations, the PSSM
is generated from multiple alignments of the high-scoring
hits by calculating the position-specific scores for each
position in the alignments. After three iterations, PSI-
BLAST generates the PSSM with the highest score. The
Amino Acids
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matrix contains 20 9 N elements, where N is the length
of the target sequence, and each element represents the
frequency of occurrence of each of the 20 amino acids at
a particular position in the alignment. Subsequently, the
final PSSM was normalized using a sigmoid function. To
make a SVM input of fixed length, we summed all of the
rows in the PSSM corresponding to the same amino acid
in the sequence, and then divided each element by the
length of the sequence.
Secondary structure composition
In this work, for the first time an attempt was made to
capture the predicted information for secondary states such
as the coil, helix and beta sheet probabilities for each of the
residues, in the form of composition values for 20 amino
acids which eventually provided an input vector of 60
dimensions (i.e., 20 values for each secondary state). The
secondary structure contents of ordered and disordered
proteins were predicted using the PSIPRED (Jones 1999)
software, which provides prediction probabilities for
residues in three states—helices, beta-sheets and coils. It
is a neural network-based secondary structure prediction
method which uses multiple alignment information for the
target sequence obtained from PSI-BLAST.
Performance evaluation
All SVM models developed in this study were evaluated
using a five-fold cross-validation technique (Chou and
Shen 2007b). In this technique, the dataset was partitioned
randomly into five equally sized sets. The training and
testing was carried out five times, each time using one
distinct set for testing and the remaining four sets for
training (Bhasin and Raghava 2004).
A standard set of parameters was used to evaluate the
performances of the various methods developed in this
study. A brief description of these parameters follows.
The sensitivity is the percentage of disordered proteins
correctly predicted to be disordered (p), as shown in the
following equation (u is the number of under-predicted
sequences):
Sensitivity ¼ p
p þ u
 
 100 ð1Þ
The specificity is the percentage of ordered proteins
correctly predicted to be ordered (n), as shown in the
following equation (o is the number of over-predicted
sequences):
Specificity ¼ n
n þ o
 
 100 ð2Þ
The accuracy is the percentage of correctly predicted
disordered and ordered proteins among the total number of
protein sequences (t):
Accuracy ¼ p þ n
t
 
 100 ð3Þ
Matthew’s Correlation Coefficient (MCC) of 1 corresponds
to a perfect prediction, whereas 0 corresponds to a
completely random prediction:
MCC ¼ pn  ouffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðp þ oÞðp þ uÞðn þ oÞðn þ uÞp ð4Þ
Results and discussion
Composition-based SVM modules
First, the amino acid compositions of all disordered as well
as ordered protein sequences were computed. Figure 1
depicts the compositional differences between them. The
disordered proteins were found to have low contents of
aromatic amino acids. In addition, low amounts of Cys, His
and high amounts of Glu, Asp, Ser and Lys were also found
to be associated with disordered proteins. Further, using
amino acid composition as an input feature for the training
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of SVM modules, we achieved sensitivity, specificity and
an accuracy of 75.6, 97.1, and 94.2%, respectively, along
with MCC value of 0.75 (RBF kernel, g = 25, c = 1,
j = 3), as shown in Table 1.
Similarly, dipeptide composition, another protein attri-
bute, was also used to generate the SVM-based module
used to predict disordered proteins. Although dipeptide
composition captures information about the local order as
well as amino acid composition, a low performance using
the RBF kernel (g = 15, c = 1, j = 15 ) was obtained. The
SVM-based module attained sensitivity, specificity, accu-
racy and MCC values of 73.2, 92.0, 89.5% and 0.60,
respectively (Table 1). This low performance might be due
to the lack of local order in disordered proteins, and hence
the information was not fully exploited when predicting the
disordered proteins.
Further, attempts were then made to improve the per-
formance using composition for a PSI-BLAST-generated
PSSM against the NR database. Previously, the same
input feature has been successfully applied to improve the
prediction accuracy of the secondary structure, solvent
accessibility and subcellular localization (Jones 1999;
Rashid et al. 2007; Garg et al. 2005b; Xie et al. 2005);
however, the present approach differs mainly in that an
input vector of fixed length is generated for training. For
instance, Pseudo-PSSM was used to predict the membrane
protein types (Chou and Shen 2007a) and the enzyme
main-functional and sub-functional classes (Shen and
Chou 2007a) as well as the protein subnuclear localization
(Shen and Chou 2007b) instead of the 400 dimensional
input feature vector used in the present study. The SVM
module based on PSSM composition yielded slightly
better results than the amino acid-based module. Here,
using the RBF kernel, we obtained sensitivity, specificity,
accuracy and MCC values of 76.8, 97.0, 94.2% and 0.75,
respectively.
Furthermore, a secondary structure composition-based
SVM module was developed using an input feature vector
of 60 dimensions. This module was found to outperform
the other modules previously developed in this study. This
approach with novel input features yielded sensitivity,
specificity, accuracy and MCC values of 76.8, 97.7, 94.9%
and 0.77 (g = 5, c = 5, j = 3), respectively.
Hybrid modules
Hybrid approach-based SVM modules were also developed
using combinations of individual feature modules in order
to get high sensitivity without losing much specificity or
high specificity with a reasonable percentage coverage for
the disorder protein prediction method. Each approach
had its own limitations, as some provided high sensitivity
values but low specificity and vice versa.
The results for the hybrid approach-based SVM modules
developed in the present study are shown in Table 2. The
hybrid modules were generated using combinations of two
or three and even all of the individual modules (amino acid
composition, dipeptide composition, PSSM composition
and secondary structure composition) developed in the
present study. The dihybrid module developed using amino
acid and PSSM composition as input features provided
sensitivity, specificity, accuracy and MCC values of 76.8,
97.0, 94.2% and 0.75, respectively, with the RBF kernel
(g = 10, c = 275, j = 3), a similar performance to that
obtained for the PSSM-based SVM module. Similarly,
other SVM-based dihybrid modules encapsulating the
information on amino acid composition along with the
secondary structure composition, and another module
developed using the secondary structure and PSSM infor-
mation showed slightly improved results by attaining
sensitivity, specificity, accuracy and MCC values of 78.0,
97.0, 94.4% and 0.76, respectively. Finally, combining all
the individual SVM-based modules such as those for amino
acid, dipeptide, PSSM and secondary structure composition
resulted in an input vector with 880 dimensions. However,
the training of an SVM model with a vector of 880
dimensions was observed to be computationally very
expensive, and unfortunately failed to produce any
improvement in the performance. Thus, further endeavors
were made to develop a module which could improve on
for the shortcomings of hybrid modules.
Table 1 Performances of individual SVM modules in predicting
disordered proteins
Feature used Sensitivity Specificity Accuracy MCC
AA 75.6 97.1 94.2 0.75
DIPEP 73.2 92 89.5 0.60
PSSM 76.8 97.0 94.2 0.75
SS 76.8 97.7 94.9 0.77
AA, amino acid composition; DIPEP, dipeptide composition; PSSM,
position-specific scoring matrices; SS, secondary structure composition
Table 2 Performances of hybrid and cascade modules in predicting
disordered proteins
Feature used Sensitivity Specificity Accuracy MCC
AA + PSSM 76.8 97 94.2 0.75
AA + SS 78 97 94.4 0.76
SS + PSSM 78 97 94.4 0.76
AA + SS +
DIPEP + PSSM
76.8 96.8 94.1 0.74
Cascade module 78 97.3 94.7 0.77
AA, amino acid composition; PSSM, position-specific scoring matrices;
SS, secondary structure composition; DIPEP, dipeptide composition
Amino Acids
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Cascade SVM module
Machine learning techniques are often incapable of han-
dling the noise produced due to the large number/complex
nature of the input units/patterns, which therefore affects
their classification efficiencies. This can be exemplified for
the systems developed using hybrid modules that consist of
PSSM profiles and dipeptide compositions. However, one
solution to this inadequacy is to construct a cascade SVM
module. The present cascade module consisted of two
layers. A brief description of these layers is given below.
First layer
In the first layer, four individual modules based on protein
features such as amino acid compositions, dipeptide com-
position, PSSM compositions and secondary structure
composition were developed.
Second layer
The second layer received the prediction results in the form
of SVM-predicted scores provided by the individual trained
SVM models constructed in the first layer to train the
second layer SVM model. Here, SVM was provided with a
vector of four dimensions (one for amino acid composition,
one for dipeptide composition, one for PSSM and one for
secondary structure-based results). Hence, the second layer
correlates the predicted information from the first layer
models to provide the final output. The SVM classifier thus
generated provides the predictions to discriminate whether
the proteins are ordered or disordered.
The results obtained were quite promising, with
improved sensitivity and MCC values obtained. Using the
RBF kernel (g = 4, c = 15, j = 2), the sensitivity, speci-
ficity, accuracy and MCC values were found to be 78, 97.3,
94.7, and 0.77 (Table 2), respectively.
PSSM-based SVM modules generated using different
databases
All of the SVM modules developed so far were observed to
be inadequate for improving the performance accuracy of
the classifier. Efforts to further improve the efficiency of the
classifier were therefore carried out. The next approach we
exploited was the generation of PSSM profiles against
different datasets, such as PDB, SWISS-PROT, etc. The
results obtained using the SVM modules for PSSM profiles
generated against the NR database were discussed in the
sections above. Next, the training of the SVM model by
PSSM profiles generated using the SWISS-PROT database
yielded sensitivity, specificity, accuracy and MCC values of
78, 95.4, 93.1% and 0.71, respectively, which was observed
to be a poorer performance than that given by the NR
database-generated PSSM profile composition-based SVM
module. Further, the use of PSSMs generated from the PSI-
BLAST search against PDB database as an input feature
achieved a sensitivity of 78% with a corresponding increase
in specificity, accuracy and MCC; the values were 97.7,
95.1%, 0.78, respectively (g = 5, c = 3, j = 3), as shown
in Table 3. Hence, much improved results were obtained
when the PSSM profiles generated against the PDB data-
base were used in comparison with the other databases. The
model thus generated was therefore used as a classifier for
the prediction of disordered proteins. Table 3 shows the
detailed performances of SVM modules trained on PSSM
profiles generated from different databases.
Evaluation on partially disordered proteins
Quite often disorderedness is not a function of the complete
protein, but rather of some regions in the protein. Such
proteins are said to be partially disordered. Our method
yielded a good performance for the prediction of such
proteins. Independent testing of the approach was done
on a dataset of 417 partially disordered proteins. It was
observed that out of 417 proteins, 86.63% proteins were
predicted to be disordered. Our method is thus quite sen-
sitive when applied to the prediction of partially disordered
proteins compared to the previously proposed method,
POODLE, which could detect only 16.67% of the moder-
ately (20–40%) disordered proteins.
Implementation of the DPROT server
Our work in this study led to the development of a public
web server, ‘‘DPROT,’’ that can be used for the prediction
of disordered proteins. DPROT is available at http://www.
imtech.res.in/raghava/dprot/. This is a user-friendly server
developed on a SUN server running under the Solaris
environment using HTML, PERL and CGI-PERL. The user
may paste or upload their protein sequence in standard
FASTA format. The server also allows the user to specify
the threshold. The web server automatically generates the
Table 3 Performances of PSSM (generated using different dat-
abases) composition-based SVM modules in predicting disordered
proteins
Database Sensitivity Specificity Accuracy MCC
NR 76.8 97.0 94.2 0.75
SWISS-PROT 78 95.4 93.1 0.71
PDB 78 97.7 95.1 0.78
NR, nonredundant database; PDB, protein data bank
Amino Acids
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PSSM of the given sequence by carrying out the PSI-
BLAST search against the PDB sequence database and
uses the profile composition as an input to a trained SVM
model for prediction. Information regarding whether the
query protein is ordered or disordered is displayed along
with the SVM predicted score.
Conclusions
To conclude, the present work is an attempt to improve the
performance of disordered protein prediction using evolu-
tionary information hidden in a PSSM profile. Initial
attempts focused on the use of individual modules, such as
for amino acid composition, dipeptide composition, etc.
Later, hybrid modules were tested for their performance.
Part of the study also focused on the development of
cascade SVM-based modules. Unfortunately, a significant
increase in prediction accuracy was not obtained. PSSM
profiles were generated on different databases and we were
able to model an efficient SVM classifier from this infor-
mation. A server called DPROT was developed based on
the results obtained.
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