A method for solving the Lagrange problem with phase restrictions for processes described by ordinary differential equations without involvement of the Lagrange principle is supposed. Necessary and sufficient conditions for existence of a solution of the variation problem are obtained, feasible control is found and optimal solution is constructed by narrowing the field of feasible controls. The basis of the proposed method for solving the variation problem is an immersion principle. The essence of the immersion principle is that the original variation problem with the boundary conditions with phase and integral constraints is replaced by equivalent optimal control problem with a free right end of the trajectory. This approach is made possible by finding the general solution of a class of Fredholm integral equations of the first order. The scientific novelty of the results is that: there is no need to introduce additional variables in the form of Lagrange multipliers; proof of the existence of a saddle point of the Lagrange functional; the existence and construction of a solution to the Lagrange problem are solved together.
Introduction
One of the methods for solving the variational calculus problem is the Lagrange principle. The Lagrange principle makes it possible to reduce the solution of the original problem to the search for the extremum of the Lagrange functional obtained by introducing auxiliary variables (Lagrange multipliers).
The Lagrange principle is the statement about the existence of Lagrange multipliers, satisfying a set of conditions when the original problem has a weak local minimum. The Lagrange principle gives the necessary condition for a weak local minimum and it does not exclude the existence of other methods for solving variational calculus problems unrelated to the Lagrange functional.
The Lagrange principle is devoted to the works [1] [2] [3] . A unified approach to different extremum problems based on the Lagrange principle is described in [4] .
In the classical variational calculus, it is assumed that the solution of the differential equation belongs to the space С 1 (I,R n ), and the control ), (t u I t  is from the space С 1 (I,R m ), in optimal control problems [5] the solution ), , ( For this case solvability and uniqueness of the initial problem for differential equation are given in [4, [6] [7] [8] .
The purpose of this work is to create a method for solving the variational calculus problem for the processes described by ordinary differential equations with phase and integral constraints that 
in the presence of phase constraints 
and the condition 
One of the methods for solving the problem of variation calculus is the Lagrange principle. The Lagrange principle allows to reduce the solution of the original problem to the search for an extremum of the Lagrange functional obtained by introducing auxiliary variables (Lagrange multipliers).
In the classical variation calculus, it is assumed that the solution of the differential equation (1.2) belongs to the space � � ��� � � ) and the control u(t), t ∈ I of the space ���� � � ) in the optimal control problems [5] , the solution x ∈ KC 1 (I, R n ) and control u(t) ∈ KC 1 (I, R m ). In this paper, the control u(t), t ∈ I is chosen from L 2 (I, � � ), and the solution x(t), t ∈ I is an absolutely continuous function on the interval I = [t 0 , t 1 ]. For this case, the existence and uniqueness of the solutions of the initial problem for equation (1.2) are presented in the references [4, 6, 7, 8] .
The purpose of this paper is to create a method for solving the problem of the variation calculus for processes described by ordinary differential equations with phase and integral constraints that differ from the known methods based on the Lagrange principle. It is a continuation of the scientific research presented in [9-16].
Existence of a solution
We consider the following optimal control problem: minimize the functional
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We introduce the following notations:
The optimization problem (2.3) -(2.6) can be represented in the form:
In order to the boundary value problem (1.2) -(1.6) have a solution, it is necessary and sufficient that
Proof of the lemma follows from Theorem 2.3. and Lemmas 2.4. and 2. 
Then the functional (2.1) under the conditions (2.2) -(2.4) is continuously Frechet differentiable, the gradient 
In addition, the gradient
The increment of the functional (see (2.5)) 1 1 1
by the Lipschitz condition (2.5). We note that (see (2.7), (2.9))
From (2.10) and (2.11) we get
This implies the relation (2.6). Let 
Then the functional (2.1) under the conditions
It can be shown, that The lemma is proved. The initial optimal control problem (2.1) -(2.4) can be solved by numerical methods for solving extremal problems [9,10]. We introduce the following sets
 is a sufficiently large number. We construct sequences 1 
I t  is the solution of differential equation (1.2) , satisfies the conditions: 
Construction of an optimal solution
We consider the optimal control problem (1.1) -(1.6). We define a scalar function
Now the problem of optimal control (1.1) -(1.6) can be written in the form (see 
We introduce the notations 
Then the optimal control problem (3.1) -(3.5) has the form: 
The immersion principle. We consider the boundary value problem (3.7) -(3.10). The corresponding linear controlled system has the form
We introduce the following notations: 
is the solution of the differential equation We consider the following optimal control problem: minimize the functional 
