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PBW-TYPE FILTRATION ON QUANTUM GROUPS OF TYPE An
XIN FANG, GHISLAIN FOURIER, MARKUS REINEKE
Abstract. We will introduce an N-filtration on the negative part of a quantum group of
type An, such that the associated graded algebra is a q-commutative polynomial algebra.
This filtration is given in terms of the representation theory of quivers, by realizing the
quantum group as the Hall algebra of a quiver. We show that the induced associated graded
module of any simple finite-dimensional module (of type 1) is isomorphic to a quotient of this
polynomial algebra by a monomial ideal, and we provide a monomial basis for this associated
graded module.
This construction can be viewed as a quantum analog of the classical PBW framework, and
in fact, by considering the classical limit, this basis is the monomial basis provided by Feigin,
Littelmann and the second author in the classical setup.
Introduction
PBW filtration - revisited. Let g be a simple Lie algebra with Cartan decomposition
g = n+⊕h⊕n− and simple roots Π = {α1, α2, · · · , αn}. By setting the degree of any non-zero
element of n− to 1, and considering the induced filtration of U(n−), it follows from the PBW
theorem that the associated graded algebra is isomorphic to S(n−), the polynomial algebra of
the vector space n−. If one fixes for any simple, finite-dimensional module V a highest weight
vector, then this PBW filtration induces a filtration on V , such that the associated graded
module is a N-graded S(n−)-module.
This framework of PBW filtrations has been introduced in [15], and various aspects of this
construction have been studied in recent times. It gained a lot of attention due to its connection
to different subjects such as degenerations of flag varieties [13], toric degenerations of flag
varieties [17], Newton-Okounkov bodies [17], poset polytopes [1, 20], quiver Grassmannians
[7, 8], Schubert varieties [5, 9, 10, 21], graded characters [3, 11], non-symmetric Macdonald
polynomials [11, 19], to name but a few.
The annihilating ideal of V a(λ) as a quotient of S(n−) has been provided for g = sln+1 [15],
g = sp2n [16] and cominuscule weights in other types [4]. Moreover, a monomial basis was
provided, parametrized by lattice points of a normal polytope P (λ).
We should point out that the annihilating ideal of V a(λ) is not monomial in general, so
the basis is obtained by actually choosing a homogeneous total order on monomials in S(n−).
This order provides an NN -filtration (N = dim n−) and an induced graded module V t(λ).
This is again an S(n−)-module and by construction, its annihilating ideal is monomial.
Suppose that g = sln+1. We provide a new grading of the root vectors in n
−, hence of the
generators of S(n−), as follows:
deg(fαi+...+αj ) = (j − i+ 1)(n − j + 1).
This endows U(n−) with the structure of an N-filtered algebra, whose associated graded algebra
is again isomorphic to S(n−). We denote the induced associated graded module of the simple
module V (λ) by V F (λ). The first main result of this paper is
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Theorem A. Let g = sln+1 and λ a dominant integral weight, then:
(1) The lattice points in P (λ) parametrize also a monomial basis of V F (λ).
(2) The annihilating ideal of V F (λ) is monomial.
So instead of considering a homogeneous total order, we adjust the N-grading on root
vectors, to obtain an N-graded module with the same monomial basis, whose annihilating
ideal is also monomial. So we are loosing less structure than in the totally ordered case but
still gain the nice property of having a monomial ideal.
The first part in the theorem seems to be the same as the main theorem in [15], but they
are essentially different: in the original PBW filtration (loc. cit.), a particular total order is
fixed in the very beginning to select elements in S(λ) from V (λ); when the new filtration is
under consideration, an N-filtration suffices.
Our main goal was a different one: We wanted to introduce and study a PBW filtration
and the corresponding degenerations for quantum groups.
Quantum groups. Analogous to the classical setup, a PBW filtration for quantum groups
should be an N-filtration of Uq(n
−) such that the associated graded algebra is isomorphic to
Sq(n
−), the q-commutative polynomial algebra on the vector space n−. Here Uq(g) is the
Drinfeld-Jimbo quantum group associated to a simple Lie algebra g and Uq(n
−) is its negative
part. For any reduced decomposition of w0, the longest element in the Weyl group W of g,
Lusztig [25] constructed a family of quantum PBW root vectors Fβ ∈ Uq(n
−) parametrized
by ∆+, such that an analogue of the PBW theorem holds for Uq(n
−).
But if one tries to construct the PBW filtration, requiring the quantum PBW root vectors
Fβ to be of degree 1, this fails to give an N-filtration on Uq(n
−) (counter-examples are provided
in Section 1.7).
Our first task is to seek for an N-filtration on Uq(n
−) such that the associated graded algebra
is Sq(n
−). When the Lie algebra n− is of type A, D or E, such a filtration can be derived
using Hall algebras.
Filtration arising from Hall algebras. A choice of an orientation of a simply-laced Dynkin
diagram determines a quiver with its associated category of representations. The negative part
of the corresponding quantized enveloping algebra can be realized as the Hall algebra of the
quiver, which is defined in purely representation theoretic terms.
This Hall algebra approach to quantum groups defines a parametrization of the element F[M ]
of a PBW type basis of Uq(n
−) by isomorphism classes [M ] of finite dimensional representation
of Q, and the multiplication of basis elements is described in terms of short exact sequences
between representations. An N-valued degree function degF[M ] can thus be viewed as a
function on isomorphism classes of representations, also denoted by deg[M ].
This opens up a way to study modified PBW filtrations and their defining degree func-
tions in representation-theoretic terms. We give a representation-theoretic characterization of
all degree functions such that the associated graded algebras are q-commutative polynomial
algebras, which naturally leads to the canonical degree function studied in this paper:
Theorem B. A degree function on representations as above induces an N-filtration on Uq(n
−)
with associated graded algebra isomorphic to a q-commutative polynomial algebra Sq(n
−) if
and only if it is of the form deg[M ] = dimHom(V,M), for a representation V of Q containing
all non-projective and all simple projective indecomposable representations of Q as a direct
summand.
This theorem is proved using basic methods of Auslander-Reiten theory.
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Application to sln+1. We apply this construction to the case where g is the Lie algebra
sln+1, and fix a reduced decomposition of w0. For Fαi+...+αj ∈ Uq(n
−), a quantum PBW root
vector corresponding to the fixed reduced decomposition of w0, we define deg(Fαi+...+αj ) =
(j − i + 1)(n − j + 1). The degree function considered here then canonically arises from the
representation V containing one copy of each indecomposable representation of Q as a direct
summand (see Definition 3). Hence Theorem B applies and the algebra Uq(n
−) becomes N-
filtered, such that the associated graded algebra is a q-commutative polynomial algebra Sq(n
−)
on n−.
For a dominant weight λ, let Vq(λ) be the finite dimensional (type 1) irreducible represen-
tation of Uq(g) of highest weight λ and vλ be a highest weight vector. The associated graded
Sq(n
−)-module will be denoted by V Fq (λ) with annihilating ideal I
F
q (λ) ⊂ Sq(n
−).
We obtain a quantum version of Theorem A:
Theorem C. For a dominant weight λ,
(1) {F svλ| s ∈ S(λ)} forms a basis of V
F
q (λ), where S(λ) is the set of integral points in
P (λ), and F s = F s1β1F
s2
β2
· · ·F sNβN for s = (s1, s2, · · · , sN ) ∈ S(λ);
(2) IFq (λ) is a monomial ideal.
The theorem follows from specializing the statements to the classical case and using Theo-
rem A.
The paper is organized as follows: In Section 1 we recall the PBW filtration, introduce
the new grading and show that with respect to this new grading, the annihilating ideal is
monomial. In Section 2, we give the necessary definitions for quantum groups and explain the
formerly known degree functions. In Section 3, the new grading is motivated by considerations
in Hall algebras, while the Theorem C is proved in Section 4.
1. PBW filtrations
A basic reference on Lie algebras is [23].
1.1. Background. Let g be the Lie algebra sln+1 of traceless matrices over C. Fix a Cartan
decomposition g = n+⊕ h⊕ n− and a set of simple roots Π = {α1, · · · , αn} of g. The positive
roots of g are then of the form ∆+ = {αi,j := αi + · · · + αj | 1 ≤ i ≤ j ≤ n}. Let ̟i,
i = 1, · · · , n be the fundamental weights, P be the weight lattice and P+ =
∑n
i=1N̟i be the
set of dominant weights. For a dominant integral weight λ = m1̟1+m2̟2+· · ·+mn̟n ∈ P+,
let V (λ) be the finite dimensional irreducible representation of g of highest weight λ.
1.2. Original PBW filtration. We recall here the PBW filtration on U(n−) and finite di-
mensional simple sln+1-modules. For this, we define (following [15]) a filtration
U(n−)s := spanC{xi1 · · · xiℓ | xij ∈ n
− , ℓ ≤ s}.
With this filtration, U(n−) is a filtered algebra and by the PBW theorem, the associated
graded algebra is S(n−). We may also view S(n−) as the universal enveloping algebra of n−,a,
the abelian Lie algebra on the vector space n−.
Let V (λ) be a simple sln+1-module and vλ a highest weight vector. We have an induced
filtration
V (λ)s := U(n
−)s.vλ.
The associated graded module is by construction an n−,a-module denoted V a(λ). There is a
bigger Lie algebra acting on V a(λ), namely ga := n+⊕ h⊕ n−,a, where the action of n+⊕ h on
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n−,a is obtained via the adjoint action of sln+1. With this we can state the following theorem,
due to [15]:
Theorem 1. For λ ∈ P+, as an S(n
−)-module,
V a(λ) ∼= S(n−)/I(λ),
where I(λ) is the ideal generated by {U(n+).f
(λ,α)+1
α | α > 0} ⊂ S(n−).
It is important to notice here, that the annihilating ideal I(λ) is not monomial. Let λ = ̟2
and V (̟2) =
∧2
C
n+1, then
fα1+α2fα2+α3 − fα2fα1+α2+α3 ∈ I(̟2)
but none of the two monomials is.
1.3. Total order and monomial ideal. Here, we recall the total order on monomials in
S(n−) introduced in [15] and the definition of Dyck paths. This is an NN -order instead of an
N-order as for example the PBW partial order.
Let the total ordering of the generators fα, α ∈ ∆+, of S(n
−) be
fαn,n > fαn−1,n > fαn−2,n > · · · > fα2,3 > fα2,2 > fα1,n > · · · > fα1,1 .
Then, using the reverse homogeneous lexicographic order, we obtain a total order on mono-
mials in S(n−). Since it is homogeneous, this total order is a refinement of the PBW partial
order. We obtain an induced filtration on V a(λ) and denote the associated graded module
V t(λ). This is an S(n−)-module and, by construction, the annihilating ideal is monomial.
There is an explicit description of a basis of this ideal or, equivalently, a monomial basis of
V t(λ), due to [17]. For this description, we recall the notion of Dyck paths:
Definition 1. A (type A) Dyck path is a sequence of positive roots p = (β(0), β(1), · · · , β(k))
for k ≥ 0 starting from a simple root β(0) = αi = αi,i and ending at a simple root β(k) =
αj = αj,j for some j ≥ i, such that if β(s) = αt,r, then β(s+ 1) = αt,r+1 or β(s+ 1) = αt+1,r.
We denote the set of all Dyck path starting in i and ending in j by Di,j.
With this we introduce a polytope P (λ) ⊂ R
|∆+|
≥0 :
P (λ) = {(sα) ∈ R
|∆+|
≥0 |
∑
α∈p
sα ≤ mi + . . . +mj , ∀ p ∈ Di,j}.
We denote the set of latttice points in P (λ) by
S(λ) := P (λ) ∩ Z|∆+|,
and for any s ∈ S(λ), we denote f s :=
∏
α>0 f
sα
α . The following theorem is due to [15] and
[17]:
Theorem 2. The set {f svλ | s ∈ S(λ)} is a basis of V
t(λ). Furthermore, for any λ, µ ∈ P+,
their Minkowski sums satisfy:
P (λ+ µ) = P (λ) + P (µ) and S(λ+ µ) = S(λ) + S(µ).
Since we will need this later, we give an explicit description of the monomial basis for
fundamental weights. Let V =
∧k
C
n+1 and v = ei1 ∧ . . .∧ eik ∈ V , where {ej | 1 ≤ j ≤ n+1}
is the standard basis of Cn+1. Let {j1 < . . . < js} = {1, . . . k} \ {i1, . . . , ik} and ℓ1 = ik, ℓ2 =
ik−1, . . . , ℓs = ik−s+1. Then we have in V
t:
v = fαj1+...+αℓ1−1 · · · fαjs+...+αℓs−1 .e1 ∧ · · · ∧ ek.
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1.4. A new filtration on U(n−). We introduce a new grading on the root vectors in U(n−),
consider the corresponding N-filtration and show that, with this new grading, the set S(λ) still
parametrizes a basis of the associated graded module, but with the annihilating ideal being
monomial.
For this, we define for any αi,j ∈ ∆+:
deg(fαi,j ) = (j − i+ 1)(n− j + 1).
By considering the total degree of a monomial, we extend this to U(n−) and obtain a filtration:
FnU = span{f =
∏
α>0
fnαα | deg(f) ≤ n}.
Proposition 1. (1) With this filtration, U(n−) is a filtered algebra.
(2) The associated graded algebra grF U is isomorphic to S(n
−)
This proposition will be proved later in Section 4, after Proposition 8.
Example 1. Let g = sl4. We list elements of several low degrees of grF U :
deg 1 : f3,3
deg 2 : f2,2, f2,3, f
2
3,3
deg 3 : f1,1, f1,3, f2,2f3,3, f2,3f3,3, f
3
3,3
deg 4 : f1,1f3,3, f1,2, f1,3f3,3, f
2
2,2, f2,2f2,3, f
2
2,3, f2,2f
2
3,3, f2,3f
2
3,3, f
4
3,3
Let vλ be a highest weight vector in V (λ). The filtration F• defined on U(n
−) induces a
filtration on V (λ) by FsV (λ) := FsU.vλ.
Let V F (λ) denote the associated graded vector space. Then V F (λ) is an S(n−)-module.
As V (λ), V a(λ), V t(λ), we have V F (λ) generated by vλ as an S(n
−)-module. We denote the
annihilating ideal IF (λ) ⊂ S(n−).
Theorem 3. For any dominant integral weight λ ∈ P+, the ideal I
F (λ) is monomial. Fur-
thermore, the set {fpvλ| p ∈ S(λ)} forms a basis of V
F (λ).
We will need several steps to prove the theorem. We start in the next section with proving
the theorem for fundamental weights.
1.5. The case of fundamental weights.
Proposition 2. For any k = 1, · · · , n, the set {fpv̟k | p ∈ S(̟k)} forms a linear basis of
V F (̟k).
Proof. Let λ = ̟k be a fundamental weight.
We fix the standard basis {w1, · · · , wn+1} of the natural representation V (̟1), such that
fi,jwi = wj+1. Since V (̟k) = Λ
kV (̟1), it has a basis wi1 ∧ · · · ∧ wik where 1 ≤ i1 < · · · <
ik ≤ n+ 1.
The highest weight vector of V (̟k) is vλ := w1 ∧ · · · ∧ wk. We consider the vector wi1 ∧
· · · ∧ wik with 1 ≤ i1 < · · · < ik ≤ n+ 1. Let 1 ≤ s ≤ k be the index satisfying
1 ≤ i1 < · · · < is ≤ k < is+1 < · · · < ik ≤ n+ 1.
We denote (j1, · · · , jk−s) := {1, · · · , k}\{i1, · · · , is} where 1 ≤ j1 < · · · < jk−s ≤ k.
The monomials fp such that fpvλ is proportional to wi1 ∧ · · · ∧ wik are of the form
fjσ(1),ik−1fjσ(2),ik−1−1 · · · fjσ(k−s),is+1−1,
6 XIN FANG, GHISLAIN FOURIER, MARKUS REINEKE
where σ ∈ Sk−s is a permutation. The degree of such an element is given by:
k−s∑
t=1
(ik−t+1 − jσ(t))(n+ 3− ik−t+1) = const−
k−s∑
t=1
jσ(t)(n+ 3− ik−t+1). (1.1)
Since the sequence {ik} is increasing, the sequence {−n−3+ik−t+1} is decreasing with respect
to t; it is clear that this degree attains its minimal value if and only if jσ(1) < jσ(2) < · · · <
jσ(k−s), i.e., σ = id.
Therefore, in V F (̟k), we have
wi1 ∧ · · · ∧wik = fj1,ik−1fj2,ik−1−1 · · · fjk−s,is+1−1.vλ.
By definition, the monomial on the right hand side belongs to S(̟k). This proves that
{fpv̟k | p ∈ S(̟k)} generates V
F (̟k); these elements are clearly linearly independent by
weight reasons, hence form a basis. 
The proof of the proposition looks formally similar to Theorem 8.8 in [17], but they are
essentially different. In [17], a particular total order is chosen in the very beginning (see
Example 8.1, loc.cit), and the choice of the minimal element in the proof uses not only the
PBW length grading but this auxiliary total order. In our construction, no particular total
order is fixed, the choice relies only on the graded structure of U(n−).
One of the advantages of this new grading on U(n−) is that it gives a canonical choice of
the compatible monomial basis of V F (̟k).
Proposition 3. For any k = 1, · · · , n, the annihilating ideal IF (̟k) is monomial.
Proof. By the proof of Proposition 2, it suffices to show that if p /∈ S(̟k), then f
p ∈ IF (̟k).
But this follows straight from (1.1). 
We have seen before that the PBW filtration does not provide monomial ideals. So let us
consider again V =
∧2
C
n+1 but this time with respect to this new grading:
Example 2. Let g = sl4 and consider the representation V (̟2) =
∧2
C
4. The monomial
ideal IF (̟2) is generated by
f1,1, f3,3, f
2
1,3, f
2
1,2, f
2
2,3, f
2
2,2, f22f12, f22f23, f12f13, f23f13, f12f23.
This ideal coincides with the annihilating ideal of the toric degenerated module V t(̟2) in
[17].
1.6. Proof of the theorem. The Minkowski sum property for S(λ) (Theorem 2) reduces
the combinatorics of a general weight to the fundamental weights. Its proof is purely combi-
natorial and relies on the combinatorics of Dyck paths (more precisely, on the property of the
corresponding marked chain polytope [1, 20]); moreover, it is independent of the grading on
U(n−).
We turn to the proof of Theorem 3: We use induction on the height of λ, |λ| =
∑n
i=1mi,
the initial step being proved in Proposition 2 and 3. The induction step will be the proof for
λ+ µ:
(1) {f svλ+µ| s ∈ S(λ+ µ)} forms a basis of V
F (λ+ µ);
(2) the annihilating ideal IF (λ+ µ) is monomial.
In the following, let < be a total order on ∆+, extending the partial order obtained via the
degree function. Such a total order can be obtained by ordering all roots of the same degree
linearly.
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The following proposition is proved in [17, Proposition 1.11]. The statement there is for the
associated graded module with respect to this refinement, but if a set is linear independent
for the refinement graded space, then of course it is linear independent for V F (λ).
Proposition 4. For any λ, µ ∈ P+, the set {f
s(vλ ⊗ vµ)| s ∈ S(λ) + S(µ)} is linearly
independent in V F (λ)⊗ V F (µ).
By defining
Fn(V (λ)⊗ V (µ)) =
∑
k+l=n
FkV (λ)⊗FlV (µ),
we have
grF (V (λ)⊗ V (µ)) = V
F (λ)⊗ V F (µ).
Using Proposition 4 and Theorem 2, we see that {f s(vλ ⊗ vµ)| s ∈ S(λ + µ)} is linearly
independent in V F (λ) ⊗ V F (µ) and hence linearly independent in V (λ) ⊗ V (µ). This set is
contained in the Cartan component V (λ+µ) of V (λ)⊗ V (µ), and by dimension reasons, it is
a basis of V (λ+ µ).
The following proposition proves (1).
Proposition 5. The set {f svλ+µ| s ∈ S(λ+ µ)} forms a basis of V
F (λ+ µ).
Proof. To show this, it suffices to prove that FnV (λ + µ) ∩ B is a basis of FnV (λ + µ). By
definition,
FnV (λ+ µ) ∩ B = {f
svλ+µ| deg(f
s) ≤ n, s ∈ S(λ+ µ)}.
This set is linearly independent in FnV (λ+ µ), thus it suffices to show that it is generating.
Take s /∈ S(λ + µ) such that f svλ+µ ∈ FnV (λ + µ) is not a basis element. We denote
deg(f s) = k + 1 ≤ n; since B is a basis of V (λ+ µ) ⊂ V (λ)⊗ V (µ), we can write
f s(vλ ⊗ vµ) =
∑
t∈S(λ+µ)
ctf
t(vλ ⊗ vµ). (1.2)
Claim: For any t ∈ S(λ+ µ) such that ct 6= 0, we have deg(f
t) < deg(f s).
Proof of the claim: Since s /∈ S(λ + µ), f s(vλ ⊗ vµ) = 0 in V
F (λ) ⊗ V F (µ). By the in-
ductive hypothesis, in V (λ)⊗ V (µ), we have
f s(vλ ⊗ vµ) =
∑
r∈S(λ), p∈S(µ)
cr,pf
rvλ ⊗ f
pvµ (1.3)
where deg(f r) + deg(fp) ≤ k provided cr,p 6= 0.
We take t ∈ S(λ + µ) such that f t is of maximal degree among f r satisfying cr 6= 0. It
suffices to show that deg(f t) < deg(f s). By the Minkowski property, S(λ+µ) = S(λ)+S(µ),
hence there exist t1 ∈ S(λ) and t2 ∈ S(µ) such that t = t1 + t2 and cf
t1vλ ⊗ f
t2vµ is a
summand of ctf
t(vλ ⊗ vµ) with constant c 6= 0.
We claim that for any r ∈ S(λ+ µ) such that t 6= r and deg(f r) ≤ deg(f t), f t1vλ ⊗ f
t2vµ
is not a summand of f r(vλ ⊗ vµ). Indeed, we write
f r(vλ ⊗ vµ) =
∑
r1+r2=r
dr1,r2f
r1vλ ⊗ f
r2vµ.
If f t1vλ⊗f
t2vµ were a summand of f
r1vλ⊗f
r2vµ with dr1,r2 6= 0, by the inductive hypothesis
(if f r1vλ =
∑
p∈S(λ) f
pvλ and f
r2vµ =
∑
q∈S(µ) f
qvµ then deg(f
r1) ≥ deg(fp) and deg(f r2) ≥
deg(fq)),
deg(f r) = deg(f r1) + deg(f r2) > deg(f t1) + deg(f t2) = deg(f t),
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where the strict inequality arises from the fact that (t1, t2) 6= (r1, r2). This contradiction
proves the claim.
As a consequence, in formula (1.2), the summand f t1vλ⊗f
t2vµ has a non-zero coefficient and
t1 ∈ S(λ), t2 ∈ S(µ). By formula (1.3), deg(f
t1)+deg(f t2) = deg(f t) ≤ k < k+1 = deg(f s).
This finishes the proof of the claim and hence the proof of the proposition. 
We are left with proving the monomiality of the annihilating ideal. This follows immediately
from the following lemma
Lemma 1. For λ, µ ∈ P+, the annihilating ideal of V
F (λ) ⊙ V F (µ) is monomial and there
exists an S(n−)-module isomorphism
V F (λ)⊙ V F (µ) −→ V F (λ+ µ).
Proof. Let s /∈ S(λ) + S(µ) = S(λ+ µ), then
f s(vλ ⊗ vµ) =
∑
s1+s2=s
cs1,s2f
s1vλ ⊗ f
s2vµ
where either s1 /∈ S(λ) or s2 /∈ S(µ). Since by induction the annihilating ideals for the factors
are monomial we have f s(vλ⊗vµ) = 0. And so the annihilating ideal of the Cartan component
is monomial.
It now suffices to show that if s /∈ S(λ + µ), then f svλ+µ = 0 in V
F (λ + µ). But this
follows from Proposition 5 and the claim therein. This implies that there is a surjective map
of S(n−)-modules
V F (λ)⊙ V F (µ) −→ V F (λ+ µ)
which is an isomorphism for dimension reasons. This proves Lemma 1 and hence also the
monomiality statement of Theorem 3. 
1.7. Other types. The monomiality of the annihilating ideal IF (λ) does not hold in general.
Consider the Lie algebra so8 of type D4: let Q be the quiver of type D4 with node 2 in the
center as a sink. A grading arising from this quiver is: degree 1 : f4; degree 2 : f12, f23, f24;
degree 5 : f123, f124, f234; degree 6 : f1, f2, f3, f12234; degree 10 : f1234.
Consider the weight space of weight −̟4 in V (̟1 +̟3), it is of dimension 3. It is known
that f1f12234f234+ f124f1234f23 is in I
F (̟1+̟3), but f1f12234f234 and f124f1234f23 could not
be both in it. Similar counterexamples exist for any orientation of the quiver and any grading
arising from this orientation.
2. Quantum groups
A basic reference of quantum groups is [24].
2.1. Recollections on quantum groups. Let g be a simple Lie algebra of rank n with
Cartan matrix C = (cij) ∈ Matn(Z). Let D = diag(d1, · · · , dn) ∈ Matn(Z) be a diagonal
matrix symmetrizing C, thus A = DC = (aij) ∈ Matn(Z) is the symmetrized Cartan matrix.
Let Uq(g) be the corresponding quantum group over C(q): it is a Hopf algebra generated by
Ei, Fi and K
±1
i for i = 1, · · · , n, subject to the following relations: for i, j = 1, · · · , n,
KiK
−1
i = K
−1
i Ki = 1, KiEjK
−1
i = q
cij
i Ej , KiFjK
−1
i = q
−cij
i Fj ,
EiFj − FjEi = δij
Ki −K
−1
i
qi − q
−1
i
,
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and for i 6= j,
1−cij∑
r=0
(−1)rE
(1−cij−r)
i EjE
(r)
i = 0,
1−cij∑
r=0
(−1)rF
(1−cij−r)
i FjF
(r)
i = 0,
where
qi = q
di , [n]q! =
n∏
i=1
qn − q−n
q − q−1
, E
(n)
i =
Eni
[n]qi !
and F
(n)
i =
Fni
[n]qi !
.
There exists a unique Hopf algebra structure (∆, ε, S) on Uq(g) such that, for i = 1, · · · , n,
∆(K±1i ) = K
±1
i ⊗K
±1
i , ∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei, ∆(Fi) = Fi ⊗K
−1
i + 1⊗ Fi,
ε(K±1i ) = 1, ε(Ei) = 0, ε(Fi) = 0,
S(Ei) = −K
−1
i Ei, S(Fi) = −FiKi, S(Ki) = K
−1
i , S(K
−1
i ) = Ki.
Let Uq(n
+) (resp. Uq(n
−); U0q ) be the sub-algebra of Uq(g) generated by Ei (resp. Fi; K
±1
i )
for i = 1, · · · , n. There exists a triangular decomposition
Uq(g) ∼= Uq(n
+)⊗ U0q ⊗ Uq(n
−).
We fix several Lie theoretical notations. Let W be the Weyl group of g with generators
s1, · · · , sn and longest element w0 ∈ W . We fix a reduced expression w0 = si1 · · · siN where
N = #∆+. For 1 ≤ t ≤ N , we denote βt = si1 · · · sit−1(αit); then ∆+ = {βt| t = 1, · · · , N}.
The choice of the reduced expression of w0 endows ∆+ with a total order such that β1 < β2 <
· · · < βN .
Let Ti = T
′′
i,1, i = 1, · · · , n be Lusztig’s automorphisms:
Ti(Ei) = −FiKi, Ti(Fi) = −K
−1
i Ei, Ti(Kj) = KjK
−cij
i ,
for i = 1, · · · , n, and for j 6= i,
Ti(Ej) =
∑
r+s=−cij
(−1)rq−ri E
(s)
i EjE
(r)
i , Ti(Fj) =
∑
r+s=−cij
(−1)rqriF
(r)
i FjF
(s)
i .
We refer to Chapter 37 in [25] for details. The PBW root vector Fβt associated to a positive
root βt is defined by:
Fβt = Ti1Ti2 · · ·Tit−1(Fit) ∈ Uq(n
−).
The PBW theorem of quantum groups affirms that the set
{F c1β1F
c2
β2
· · ·F cNβN | (c1, · · · , cN ) ∈ N
N}
forms a C(q)-basis of Uq(n
−) ([25], Corollary 40.2.2).
For λ ∈ P+, we denote by Vq(λ) the irreducible representation of Uq(g) of highest weight λ
and type 1 with highest weight vector vλ.
2.2. Specialization of quantum groups. Details on the specialization of quantum groups
can be found in [22], Section 3 and 4 of Chapter 3.
Let A1 be the set of functions in C(q) which are regular at q = 1. It is a local ring
with the maximal ideal (q − 1). The A1-form of Uq(g), denoted by A1Uq(g), is defined as its
A1-subalgebra generated by E
(k)
i , F
(k)
i , K
±1
i , (Ki; 0)q :=
Ki−1
q−1 for i = 1, · · · , n and k ≥ 1.
The specialization of the quantum group Uq(g) at q = 1 is the map
A1Uq(g)⊗A1 A1 → A1Uq(g)⊗A1 C
by taking the tensor product with ev1 : A1 → A1/(q − 1) ∼= C, the evaluation map at 1.
The specialized algebra A1Uq(g)⊗A1 C is isomorphic to the universal enveloping algebra U(g).
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Let ξ : A1Uq(g) → U(g) be the specialization map. We let ei, fi and hi, i = 1, · · · , n denote
the generators of U(g), then the specialization map ξ is a Hopf algebra isomorphism sending
Ei 7→ ei, Fi 7→ fi, K
±1
i 7→ 1 and (Ki; 0)q 7→ hi for i = 1, · · · , n. Here U(g) is endowed with its
standard Hopf algebra structure such that the space of primitive elements in U(g) is exactly
g.
We turn to representations: the A1-form of the representation Vq(λ) of Uq(g) is defined by:
A1Vq(λ) := A1Uq(g).vλ. The specialization map is similarly defined as above:
ξλ := id⊗ev1 : A1Vq(λ)⊗A1 A1 → A1Vq(λ)⊗A1 C
∼= V (λ).
2.3. Specializations of PBW root vectors. The aim of this subsection is to prove the
following
Proposition 6. For any β ∈ ∆+, ξ(Fβ) ∈ g ⊂ U(g) is a non-zero element in the root space
g−β.
Proof. Since ξ is an isomorphism of algebra, ξ(Fβ) ∈ U(g)−β is a non-zero element. We divide
the proof of ξ(Fβ) ∈ g into two steps:
(1) For any i, j = 1, · · · , n, we have ξ(Ti(Fj)) ∈ g. Indeed, for i = j, Ti(Fi) = −K
−1
i Ei,
and thus, by definition, ξ(Ti(Fi)) = −ei ∈ g. For i 6= j, by definition,
ξ(Ti(Fj)) =
∑
r+s=−cij
(−1)rf
(r)
i fjf
(s)
i , where f
(r)
i =
f ri
r!
.
This shows that ξ(Ti(Fj)) is proportional to ad(fi)
−cij (fj) ∈ g ⊂ U(g).
(2) If x ∈ Uq(n
−) such that ξ(x) ∈ g, then for any i = 1, · · · , n, ξ(Ti(x)) ∈ g. Indeed,
since x ∈ Uq(n
−) and ξ(x) ∈ g, the element ξ(x) can be written as a sum of successive
brackets of the fi for i = 1, · · · , n. Without loss of generality, by applying the Jacobi
identity, we denote one of such brackets by [fi1 , [fi2 , · · · , [fip−1 , fip ] · · · ]]. Since ξ is an
algebra morphism,
ξ(Ti(x)) =
p∑
l=1
[fi1 , [· · · , [ξ(Ti(Fil)), [· · · , [fip−1 , fip ] · · · ] · · · ]].
By (1), ξ(Ti(Fil)) ∈ g for any l = 1, · · · , p, proving ξ(Ti(x)) ∈ g.

2.4. Why a quantum PBW-type filtration? The main motivation of the study of the
quantum PBW filtration is to generalize the results in the classical case to quantum groups.
We would like to mimic the strategy V (λ) ❀ V a(λ) ❀ V t(λ) outlined in Section 1.2 and 1.3
to study the degenerations of an irreducible module Vq(λ).
So if we fix an order of the positive roots, we define the q-commutative polynomial algebra
Sq(n
−) as the algebra generated by the homogeneous generators {Fβi | i = 1, · · · , N} and
relations:
FβjFβi = q
(βi,βj)FβiFβj , for βi < βj .
The problem occurs in finding an object in the middle as an analogue of V a(λ). Uq(n
−)
can be generated by the PBW root vectors Fβi , i = 1, · · · , N . We may copy the classical case
to impose deg(Fβi) = 1.
Example 3. (1) Let g = sl4 be of type A3. Fix the reduced expression w0 = s1s2s1s3s2s1
of the longest element w0 in the Weyl group of g. We denote by Fi i+1···k the PBW
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root vector corresponding to the root αi+αi+1+ · · ·+αk. The following relation holds
in Uq(n
−):
F23F12 = F12F23 − (q − q
−1)F2F123.
(2) Let g be of type G2. Fix the reduced expression w0 = s1s2s1s2s1s2 of the longest
element w0 in the Weyl group of g. We have in Uq(n
−):
F3α1+2α2F3α1+α2 = q
−3F3α1+α2F3α1+2α2 + (1− q
−2 − q−4 + q−6)F
(3)
2α1+α2
,
which specializes to f3α1+2α2f3α1+α2 = f3α1+α2f3α1+2α2 in U(n
−).
According to this example, either the grading defined above does not give a filtered algebra,
or the associated graded algebra is no longer Sq(n
−).
We should mention here the de Concini-Kac filtration ([12]) which arises from a total order
(lexicographic induced from a total order on the positive roots) on monomials in Uq(n
−). This
filtration is not homogeneous, so this won’t be a suitable filtration to mimic V a(λ)❀ V t(λ).
In brief, the known filtrations are not suitable for our purpose: this suggests us to search for
new N-filtrations on Uq(n
−) by imposing different degrees on the PBW root vectors such that
the associated graded algebra is a q-commutative polynomial algebra. In the next section, we
will construct candidates using Hall algebras.
3. Filtration arising from Hall algebras
A basic reference on quiver representations and Auslander-Reiten theory is [2]. For Hall
algebras, we refer to [27].
3.1. Quiver representations. Let Q be a Dynkin quiver of type A, D or E, that is, Q has
set of vertices I, and the number of arrows between two different vertices i and j (in either
direction) equals −aij.
Let K be an arbitrary field. We consider the category repKQ of finite dimensional K-
representations of Q, which is an abelian K-linear category of global dimension at most one.
We denote by dimM the dimension vector of a representation M , viewed as an element of
the root lattice via
dimM =
∑
i∈I
dim(Mi)αi.
The homological Euler form
〈dimM,dimN〉 = dimHom(M,N)− dimExt1(M,N)
defines a (non-symmetric) bilinear form on the root lattice, whose symmetrization is the
bilinear form defined by the Cartan matrix.
The simple representations Si are naturally parametrized by the vertices i ∈ I (that is, by
the set of simple roots), and the indecomposable representations are naturally parametrized by
the positive roots: for each α ∈ ∆+, there exists a unique (up to isomorphism) indecomposable
representation Uα such that dimUα = α. We can thus index the isomorphism classes of
representations of Q naturally by functions from ∆+ to nonnegative integers. For such a
function m : ∆+ → N, we denote by M(m) the K-representation
⊕
α∈∆+
U
m(α)
α . Note that
this parametrization holds over arbitrary fields K.
The category repKQ is representation-directed, which means that there exists an enumera-
tion β1, · · · , βN of the positive roots such that
Hom(Uβk , Uβl) = 0 for k > l and Ext
1(Uβk , Uβl) = 0 for k ≤ l.
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It is known that there exists a sequence i1, · · · , iN in I such that si1 · · · siN is a reduced
expression for the longest Weyl group element w0 ∈ W , and such that βk = si1 · · · sik−1(αik)
for all k = 1, · · · , N .
For a dimension vector d =
∑
i∈I diαi, we define the variety of representations
Rd(Q) =
⊕
α:i→j
Hom(Kdi ,Kdj ),
on which Gd =
∏
i∈I GL(K
di) acts via base change
(gi)i · (fα)α = (gifαg
−1
i )α:i→j .
Tautologically, the Gd-orbits OM in Rd(Q) correspond bijectively to the isomorphism classes
[M ] of K-representations of Q of dimension vector d. We call N a degeneration of M , written
M ≤ N , if ON belongs to the closure OM . For Dynkin quivers, we have M ≤ N if and
only if dimHom(V,M) ≤ dimHom(V,N) for all representations V (equivalently, for all inde-
composable representations V ) of Q. In particular, M and N are isomorphic if and only if
dimHom(V,M) = dimHom(V,N) for all representations V (equivalently, for all indecompos-
able representations V ) of Q.
3.2. Hall algebras. Let K = Fq be a finite field.
Given three K-representations M , N and X of Q with associated functions m,n,x : ∆+ →
N as above, let FXM,N be the number of sub-representations U of X which are isomorphic to
N , with quotient X/U isomorphic toM . These numbers are known to behave polynomially in
the size of the field, that is, there exists a polynomial Fxm,n(u) ∈ Z[u] such that its evaluation
at the cardinality of the finite field K equals to the number F
M(x)
M(m),M(n) just defined (we use
the fact that we can model the representations over arbitrary fields). By abuse of notation,
we also write FXM,N (q) for F
x
m,n(q).
Define the Hall algebra H(Q) as the C(q)-algebra with linear basis u[M ] indexed by the
isomorphism classes [M ] in repK(Q), and with multiplication
u[M ]u[N ] = q
〈dimM,dimN〉
∑
[X]
FXM,N (q
2)u[X].
There exists a unique algebra isomorphism η : Uq(n
−) → H(Q) which maps the Chevalley
generator Fi to u[Si]. It is compatible with the PBW-type basis of the quantum group in the
following sense: we have
η(Fm) = F[M ] := q
dimEnd(M)−dimMu[M ].
When M =
⊕
α∈∆+
U
m(α)
α , we have
F[M ] = F
(m(β1))
[Uβ1 ]
· · ·F
(m(βN ))
[UβN ]
.
Lemma 2. For 1 ≤ k < l ≤ N , we have
F[Uβl ]
F[Uβk ]
= q(βk,βl)F[Uβk ]
F[Uβl ]
+
∑
m
cmF
(m(β1))
[Uβ1 ]
· · ·F
(m(βN ))
[UβN ]
where all functions m appearing on the right hand side with non-zero coefficient are only
supported on βk+1, · · · , βl−1.
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3.3. Filtrations induced by dimensions of Hom-spaces. Let R be a commutative ring,
and let A be a unital R-algebra which is free as an R-module. We consider (N-)filtrations
F• = (F0 ⊂ F1 ⊂ F2 ⊂ · · · ) on A such that
⋃
nFn = A and FmFn ⊂ Fm+n for all m,n ∈ N.
We call F• normalized if F0 = R.1. Let B be a basis of A as an R-module. The basis B is
called compatible with the filtration F• if Fn ∩ B is an R-basis of Fn for all n. We denote by
cb
′′
b,b′ the structure constants of A with respect to B, defined by
bb′ =
∑
b′′
cb
′′
b,b′b
′′
for b, b′ and b′′ ∈ B.
Lemma 3. The basis B is compatible with F• if and only if there exists a function w : B → N
such that:
(1) Fn is spanned by all b ∈ B such that w(b) ≤ n;
(2) w(b′′) ≤ w(b) + w(b′) whenever cb
′′
b,b′ 6= 0.
If this is the case, the classes b of elements b ∈ B form an R-basis of the associated graded
algebra grF• A with respect to the filtration F•, and multiplication in grF• A is given by
b · b′ =
∑
b′′∈B, w(b′′)=w(b)+w(b′)
b′′.
Proof. If B is compatible with F•, we define w(b) as the minimal t such that b ∈ Ft; this
function obviously fulfills the above two conditions. All other statements follow from the
definitions. 
Definition 2. A function w on isomorphism classes of representations of Q is called
(1) normalized if w(M) = 0 only for M = 0,
(2) weakly admissible if w(X) ≤ w(M) + w(N) whenever there exists a short exact se-
quence 0→ N → X →M → 0;
(3) admissible if, additionally, w is additive, that is, we have w(M ⊕N) = w(M) +w(N)
for all M and N ;
(4) strongly admissible if it is normalized, admissible, and w(X) < w(M)+w(N) whenever
the above exact sequence is non-split.
We have the following
Corollary 1. (1) If w is a weakly admissible function, there exists a filtration F• onH(Q)
where Fn is spanned by the F[M ] such that w(M) ≤ n, which is normalized if w is so.
(2) If w is strongly admissible, the associated graded algebra of H(Q) with respect to this
filtration is isomorphic to the q-commutative polynomial algebra Sq(n
−).
Proof. We apply Lemma 3 to the basis consisting of the elements u[M ] and the function
w(u[M ]) = w(M). Since, by definition of the Hall algebra, a basis element u[X] can only
appear with non-zero coefficient FXM,N (q) in the expansion of u[M ] · u[N ] provided there exists
a short exact sequence as above, the lemma applies. 
Our principal example of a weight function is the following
Definition 3. Let V0 =
⊕
α∈∆+
Uα be the direct sum of one copy of each indecomposable.
Define µ0(M) = dimHom(V0,M).
Proposition 7. The function µ0 is strongly admissible.
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Proof. Additivity of µ0 is trivial. An exact sequence 0→M → X → N → 0 induces an exact
sequence 0→ Hom(V0,M)→ Hom(V0,X) → Hom(V0, N). The inequality µ0(X) ≤ µ0(M) +
µ0(N) follows. If, additionally, equality holds, then dimHom(V,X) = dimHom(V,M⊕N) for
all indecomposables V , thus X ∼=M⊕N , that is, the above sequence is split. If Hom(V0,M) =
0, then M = 0 since V0 contains some direct summand of M . 
Moreover, we can give a complete classification of all (strongly) admissible weight functions.
Theorem 4. (1) A function w is admissible if and only if it is of the form w(M) =
dimHom(V,M) for a representation V of Q.
(2) Moreover, it is strongly admissible if and only if V contains each non-projective in-
decomposable representation, and each simple projective representation, as a direct
summand.
Proof. For an arbitrary representation V , we define an additive function wV by wV (M) =
dimHom(V,M).
We consider the category F of K-linear additive covariant functors from repKQ to the cat-
egory of finite-dimensional K-vector spaces. Its projective objects are the functors Hom(V,−)
for V in repKQ, and its simple objects SU , indexed by the isomorphism classes of indecom-
posable representations U in repKQ, are given by SU (M) ≃ K
l if U occurs with multiplicity l
as a direct summand of M .
For every indecomposable representation U , there exists a short exact sequence 0 → U →
B → τ−1U → 0 (the Auslander-Reiten sequence starting in U) inducing a projective resolution
0→ Hom(τ−1U,−)→ Hom(B,−)→ Hom(U,−)→ SU → 0
of the functor SU . Denoting by δU the additive function with value 1 on U and with value 0 on
every indecomposable representation not isomorphic to U , we see that δU = wU+wτ−1U −wB.
Thus every additive function can be written in the form
∑
U aUwU , the sum running over all
isomorphism classes of indecomposable representations, for certain aU ∈ Z.
Dually, we consider the category G of K-linear additive contravariant functors from repKQ
to the category of finite-dimensional K-vector spaces. Its projective objects are the functors
Hom(−, V ) for V in repKQ, and its simple objects SU , indexed by the isomorphism classes of
indecomposable representations U in repKQ, are again given by SU (M) ≃ K
l if U occurs with
multiplicity l as a direct summand of M . For every indecomposable representation U , there
exists a short exact sequence 0→ τU → C → U → 0 (the Auslander-Reiten sequence ending
in U) inducing a projective resolution
0→ Hom(−, τU)→ Hom(−, C)→ Hom(−, U)→ SU → 0
of the functor SU . Applying this sequence of functors to an indecomposable representation
V , we see that wV (τU) + wV (U) − wV (C) = δU,V . It follows that an additive function
w =
∑
V aV wV is admissible if and only if aV ≥ 0 for all V .
The Auslander-Reiten sequence ending in U is non-split if and only if U is a non-projective
indecomposable, thus strong admissibility requires aV ≥ 1 for all non-projective indecompos-
ables V . Normalization requires that aS ≥ 1 for all simple projective representations S, since,
for V indecomposable Hom(V, S) 6= 0 only if V is isomorphic to S. Conversely, if aV ≥ 1
for all non-projective indecomposables and all simple projectives V , then w is normalized: if
w(M) = 0, thenM is projective, and Hom(S,M) = 0 for all simple projectives S, thusM = 0.
The above considerations then show that w is strongly admissible. 
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3.4. Remarks. Since all dimensions of Hom-spaces between indecomposables can, in prin-
ciple, be read off from a reduced decomposition of the longest Weyl group element which is
adapted to the quiver, it is possible to give a purely root-theoretic description of strongly
admissible functions. We will not use such a description here since it is less conceptual, but
it should be noted that such a description allows for generalization to the non-simply laced
cases, which are more difficult to model using Hall algebras.
It should also be noted that the filtrations induced by strongly admissible functions are
automatically compatible with the dual canonical basis by the results of [26].
3.5. Example. Fix an integer n ≥ 1, let Q be the quiver of type An with equi-orientation as
follows:
1 // 2 // · · · // n− 1 // n.
The indecomposable representations of Q are parametrized by ∆+ = {αi + · · · + αj | 1 ≤
i ≤ j ≤ n}, the positive roots in the root system of type An. For a fixed positive root
αi + · · · + αj ∈ ∆+, we let Mi,j denote the corresponding indecomposable representation.
We compute the degree of Mi,j. The proof of the following lemma is a standard exercise.
Lemma 4. We have
dimHom(Mr,s,Mi,j) =
{
1, 1 ≤ i ≤ r ≤ j ≤ s ≤ n;
0, otherwise.
Corollary 2. For 1 ≤ i ≤ j ≤ n, deg(Mi,j) = (j − i+ 1)(n − j + 1).
Proof. By definition, the degree of Mi,j is
∑
1≤r≤s≤n
dimHom (Mr,s,Mi,j) =
j∑
r=i
n∑
s=j
dimHom(Mr,s,Mi,j) =
= (j − i+ 1)(n − j + 1).

Example 4. Let n = 3. The positive roots are
∆+ = {α1, α2, α3, α1 + α2, α2 + α3, α1 + α2 + α3}.
The degrees of the Mi,j are given by:
deg(M1,1) = 3, deg(M1,2) = 4, deg(M1,3) = 3,
deg(M2,2) = 2, deg(M2,3) = 2, deg(M3,3) = 1.
4. Quantum PBW-type filtration in type An
4.1. PBW filtration on the quantum group in type An. Let g = sln+1 be the simple
Lie algebra of type An and Uq(g) be the associated quantum group.
Let Q be the Dynkin quiver of type An with orientation as in Section 3.5. Let H(Q) be the
Hall algebra of Q. Recall that there exists an isomorphism of algebras η : Uq(n
−) → H(Q).
The grading µ0 defined on H(Q) can be pulled back to Uq(n
−) via this isomorphism. We let
FnUq denote the set of elements in Uq(n
−) of degree no more than n.
We fix a reduced decomposition of w0 as in Section 2.1 and Section 3 to construct the
quantum PBW root vectors and the degree function. For 1 ≤ i ≤ j ≤ N , we let Fi,j denote
the quantum PBW root vector associated to the positive root αi + · · ·+ αj .
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Recall the specialization map ξ : Uq(n
−) → U(n−). Without loss of generality, we may
assume that a basis {fi,j| 1 ≤ i ≤ j ≤ n} of n
− is chosen such that ξ(Fi,j) = fi,j. By Corollary
2,
deg(Fi,j) = (j − i+ 1)(n − j + 1).
Combining Lemma 2, Corollary 1 and Proposition 7, we obtain:
Proposition 8. (1) The filtration
F•Uq = (F0Uq ⊂ F1Uq ⊂ · · · ⊂ FnUq ⊂ · · · )
endows Uq(n
−) with a filtered algebra structure.
(2) The associated graded algebra grFUq is a q-commutative polynomial algebra isomor-
phic to Sq(n
−).
As promised, we give a proof of Proposition 1.
Proof of Proposition 1. By Proposition 6, Proposition 1 is a specialization of Proposition 8.

4.2. Main theorem. The filtration F• on Uq(n
−) defines a filtration on Vq(λ) by letting
FsVq(λ) = FsUq.vλ. Let V
F
q (λ) denote the associated graded vector space.
The Uq(n
−)-module structure on Vq(λ) induces a cyclic Sq(n
−)-module structure on V Fq (λ),
i.e., V Fq (λ) = Sq(n
−).vλ. Let ψ : Sq(n
−)→ V Fq (λ) be the Sq(n
−)-module morphism defined by
x 7→ x.vλ. It is clearly surjective. Let I
F
q (λ) denote the kernel of ψ, then as Sq(n
−)-modules,
V Fq (λ)
∼= Sq(n
−)/IFq (λ).
Theorem 5. The set {Fpvλ| p ∈ S(λ)} forms a basis of V
F
q (λ) and the annihilating ideal
IFq (λ) is monomial.
Proof. Since dimV Fq (λ) = dimVq(λ) = dimV (λ) = #S(λ) (the last equality arises from
Theorem 2), it suffices to show that the set {Fpvλ| p ∈ S(λ)} is linearly independent in
V Fq (λ).
Suppose that there exists a linear combination∑
p∈S(λ)
cpF
pvλ = 0
for cp ∈ A1. We separate these coefficients into two groups:
S(λ)0 = {p ∈ S(λ)| ev1(cp) = 0}, S(λ)1 = {p ∈ S(λ)| ev1(cp) 6= 0},
and we write the summation into two groups:∑
p∈S(λ)0
cpF
pvλ +
∑
p∈S(λ)1
cpF
pvλ = 0.
By specializing q to 1, the first summand gives 0 and the second one gives∑
p∈S(λ)1
ev1(cp)f
pvλ = 0
with ev1(cp) 6= 0.
By Theorem 3, ev1(cp) = 0, in contradiction to the definition of S(λ)1, and forcing S(λ)1 =
∅. That is to say, for any p ∈ S(λ), cp ∈ (q − 1)A1. Let m be the maximal integer such that
for any p ∈ S(λ), cp ∈ (q − 1)
mA1. Hence for any p ∈ S(λ),
cp
(q − 1)m
∈ A1.
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We consider a new linear combination by dividing (q − 1)m:∑
p∈S(λ)
cp
(q − 1)m
Fpvλ = 0.
In this new linear combination, S(λ)1 6= ∅, but repeating the above procedure gives the
contradiction S(λ)1 = ∅. Hence cp = 0 for any p ∈ S(λ).
Since the specialization map ξ preserves the filtration, the monomiality of the annihilating
ideal follows from Theorem 3. 
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