A new method is presented for accounting for microstructural features of flowing complex fluids at the level of mesoscopic, or coarse-grained, models by ensuring compatibility with macroscopic and continuum thermodynamics and classical transport phenomena. In this method, the microscopic state of the liquid is described by variables that are local expectation values of microscopic features. The hypothesis of local thermodynamic equilibrium is extended to include information on the microscopic state, i.e., the energy of the liquid is assumed to depend on the entropy, specific volume, and microscopic variables. For compatibility with classical transport phenomena, the microscopic variables are taken to be extensive variables (per unit mass or volume), which obey convection-diffusion-generation equations. Restrictions on the constitutive laws of the diffusive fluxes and generation terms are derived by separating dissipation by transport (caused by gradients in the derivatives of the energy with respect to the state variables) and by relaxation (caused by non-equilibrated microscopic processes like polymer chain stretching and orientation), and by applying isotropy. When applied to unentangled, isothermal, non-diffusing polymer solutions, the equations developed according to the new method recover those developed by the Generalized Bracket [J. Non-Newtonian Fluid Mech. 23 (1987) Rheol. 38 (1994) 769]. Minor differences with published results obtained by the Generalized Bracket are found in the equations describing flow coupled to heat and mass transfer in polymer solutions. The new method is applied to entangled polymer solutions and melts in the general case where the rate of generation of entanglements depends nonlinearly on the rate of strain. A link is drawn between the mesoscopic transport equations of entanglements and conformation and the microscopic equation describing the configurational distribution of polymer segment stretch and orientation. Constraints are derived on the generation terms in the transport equations of entanglements and conformation, and the formula for the elastic stress is generalized to account for reversible formation and destruction of entanglements. A simplified version of the transport equation of conformation is presented which includes many previously published constitutive models, separates flow-induced polymer stretching and orientation, yet is simple enough to be useful for developing large-scale computer codes for modeling coupled fluid flow and transport phenomena in two-and three-dimensional domains with complex shapes and free surfaces.
Introduction
Many process liquids used in the chemical, food, biomedical, coating, and polymer processing industries, are microstructured. Such liquids include polymer solutions and that each chain poses to other chains' motion. The same properties are important in polymer solutions, in addition to concentration and to solvent quality, which may depend on temperature [5, 7, 8, 13] . As another example, the behavior of emulsions is controlled by the volume fraction of the internal phase, the ratio of the viscosity of the internal and continuous phases, the interfacial tension between the two phases, and the type of interaction forces between droplets (attractive or repulsive). Of course, in polymeric emulsions the microstructural features of polymer solutions are also important.
Processing flows almost always include a combination of shear and extensional kinematics-the exception being fully developed flows in straight pipes and rectilinear channels. Extensional flow kinematics are important in flows where the thickness of a liquid sheet or filament changes, as in calendering, film blowing, and fiber spinning, and in regions of flows where a liquid film splits, as in forward roll coating, or accelerates and thins, as in slot, slide, and curtain coating.
Complex liquids behave differently in shear and extensional flows [4, 5] . The length, stiffness, and degree of branching of polymer molecules strongly affect the shear and elongational response of polymer solutions and melts [5] . Polymeric liquids and other microstructured materials behave differently in shear and extensional flows because in extensional flows the liquid rotates locally with the rate of strain; therefore, the straining is persistent, i.e., it is always directed along the same direction from the material's perspective, whereas in shear flows, the material and the principal directions of the rate of strain rotate at different angular velocities [14] [15] [16] .
Fast complex flows of polymer solutions have not yet been modeled well enough to permit accurate design of process equipment without first adjusting the model to match nearly the same flow. The main reason is the lack of theory that effectively accounts for the relevant non-equilibrium microstructural changes at time scales comparable with those of the process. The need for a sound theory is even greater when the typical rates of deformation achieved in the process flow exceed the ranges of state-of-the-art rheometers by an order of magnitude or more and the process flow kinematics depart substantially from the simple shear achievable in viscometric flows, as often occurs in these flows (e.g., coating, fiber spinning). Then theory is needed to project the information acquired in simple experiments to the complex reality of the process. The need for robust theories is even more pressing when tackling more complex transport phenomena, like coupled flow and heat transfer [17] [18] [19] [20] [21] [22] or mass transfer [23] [24] [25] [26] [27] [28] [29] [30] ; experimental evidence on such processes is still limited [31] [32] [33] [34] [35] [36] .
This article is organized as follows. Section 2 compares and contrasts microscopic and mesoscopic approaches for modeling flows of polymer solutions and melts. Section 3 briefly recalls important theories and results for developing mesoscopic models of flowing liquids-namely, the continuum thermodynamic theory of Leonov, the Generalized Bracket approach of Grmela and Beris and Edwards, the Matrix Model of Jongschaap, and the GENERIC framework of Grmela and Öttinger. In Section 4, general principles are introduced for developing mesoscopic thermodynamic theories with microstructural variables; such principles are applied to the specific case of polymeric liquids in Section 5, and simplified equation sets are presented in Section 6. Section 7 discusses the connection between microscopic and mesoscopic theories and derives expressions for the coupling between macroscopic flow and polymer conformation and entanglements; Section 8 derives the constraints on such coupling terms. Finally, Section 9 presents our conclusions and perspective on the usefulness of thermodynamically-consistent mesoscopic models.
Coarse-grained and fine-grained theories
The theories developed to describe the behavior of the microstructure of a material (liquid or solid) fall into two broad categories, loosely termed coarse-grained and fine-grained theories. The former are sometimes called mesoscopic, the latter microscopic. The two approaches differ mainly in the level of detail used to account for the material's microstructure.
The coarse-grained theories introduce field variables that are expectation values or "local average values" of microstructural features, like the average stretch and orientation of the end-to-end connectors of polymer molecules in a dilute polymer solution [12] , or the orientation of the director of the nematic phase in a nematic liquid crystal [6, 41] . Equations of change are then needed to describe how expectations of the microstructural features evolve in time and space, and how they interact with other mechanical and thermodynamic variables like velocity and temperature. The main advantage of the mesoscopic approach is economy: only a few field variables and differential equations are added to the usual mass, momentum, and internal energy conservation equations. The computational cost of solving flow and transport problems with this approach is therefore moderate and quite comparable to the cost of solving flow and transport problems with the classical constitutive equations that can be rationalized with linear irreversible local-equilibrium thermodynamics [42, 43] , namely Newton's law of viscosity, Fourier's law of heat conduction, and Fick's law of mass diffusion. The main disadvantage of the mesoscopic approach is that there is no general way to formulate equations of change of microstructure. Several theories have been developed to do this, and those most relevant to our approach are briefly discussed below. However, these theories (including the one introduced in this article) provide no more than the general structure of the equations of change and a set of relationships and inequalities that restrict the functions that appear in them. Constitutive assumptions are still required to specify completely the behavior of a material.
The fine-grained, or microscopic, approach represents the microstructural features of a material by means of a large number of micromechanical elements obeying stochastic differential equations or, equivalently, by the distribution in phase space of the state variables that describe a micromechanical element [12, 44] . The equations of change of the microstructural element arise from a balance of momentum on the elementary mechanical components of the model-e.g., the beads of a chain of beads and springs or rods. In dilute solutions, the momentum balance usually neglects the inertia of the beads and includes the drag exerted by the solvent on the beads, the elastic or constraining intramolecular forces exerted by the springs or by the rods, and the Brownian forces representing the momentum exchanged between the polymer chains and the low molecular weight solvent molecules during collisions induced by their rapidly fluctuating velocities. Sometimes external fields are also considered [12] . In concentrated solutions and melts, the interaction of microstructural elements with each other is described through so-called "mean-field approximations" [12, 44] rather than with explicit interaction forces.
The main advantage of the microscopic approach is that it requires fewer assumptions about the forces acting on a micromechanical element of microstructure. Another important advantage of this approach is its potential [45] [46] [47] [48] for representing molecular individualism observed in experiments with DNA solutions [49, 50] . This behavior of DNA molecules is poorly approximated by the local average variables approach [45, 51] .
Microscopic models for the evolution of polymer microstructure can be coupled to macroscopic transport equations of mass and momentum to yield micro-macro models [52] . The main disadvantage of such a detailed accounting of microstructure is its computational cost, which is partly due to the lack of direct (rather than iterative time-stepping) algorithms for solving the coupled equations of macroscopic transport and microstructure evolution at once. In the simplest case, simulations with the most basic stochastic variables employ dumbbells, which require solving three scalar partial partial differential equations for each dumbbell field (or six differential equations for each trumbbell, etc.). The cost of introducing such a field of dumbbell configurations-e.g., by the Brownian Configuration Fields method of [53] -is roughly equivalent to the cost of introducing the conformation tensor or the elastic stress as an additional field variable (three or four scalar partial differential equations in two-dimensional flows, six scalar partial differential equations in three-dimensional flows). To obtain reliable statistics, stochastic methods must introduce and track approximately 1000 duplicate copies [53] of the dumbbell configuration field, which shows that the computational cost of stochastic methods is approximately two to three orders of magnitude larger than the cost of coarse-grained methods if the same solution algorithm is used. (Variance reduction [54] and other new approaches [55, 56] somewhat reduce this cost.) However, the available algorithms for solving flow problems with microstructural models have to rely on segregated sequential Picard (or Newton-Picard) iterations or on time-stepping to achieve steady-state solutions [44, 53, [57] [58] [59] . Such segregated algorithms converge slowly (if they converge at all), particularly when the equations are tightly coupled, as is the case when the elastic stresses induced by the non-equilibrium microstructure are large-e.g., in fast flows of polymer solutions and melts (see [60] for details).
Computations with micro-macro models are very expensive in two-dimensional flows and prohibitively so in three-dimensional flows with current algorithms and supercomputers. In certain problems with small-scale free surface flows dominated by capillarity (e.g., coating flows of polymer solutions), where the motion of the free surfaces is tightly coupled to the momentum equation, segregated methods are not nearly as robust as Newton's Method with initialization by continuation [61] [62] [63] . Moreover, process flow modeling aims at identifying the regions in the space of operating parameters where steady, stable flow is possible. The need to explore wide ranges of parameter space and the current high cost of computing a single flow state makes impracticable modeling complex flow processes with fine-grained models. However, the fine-grained (or micro-macro) approach may soon become viable, as more efficient computational algorithms are developed and faster massively parallel supercomputers become available, particularly because stochastic simulations are likely to take advantage of distributed memory parallel computers.
Comparison of mesoscopic thermodynamic theories
Several coarse-grained theories exist that describe the flowing microstructure of a polymeric liquid. These theories extend classical continuum thermodynamics based on the hypothesis of local equilibrium to include microstructural variables in the set of thermodynamic variables. The theories most relevant here are the thermodynamic theory of Leonov [37, 64, 65] , the Generalized Bracket formalism of Grmela [38, 66] , Grmela and Carreau [1] , and Beris and Edwards [2, 67, 68] , the Matrix Model of [3] , and GENERIC [40, 69] (the GENERIC framework can handle the Boltzmann equation and does not require the local equilibrium assumption). Each is briefly described in this section. Other extensions of classical continuum thermodynamics with applications to polymeric liquids are discussed by Maugin and Drouot [70] , Stickforth [71] , Jou et al. [72] , Maugin and Muschik [73, 74] , Drouot and Maugin [75] , Muschik et al. [76] , and Liu [77] .
The approach of Leonov
Leonov's first work [37, 64] on using internal state variables to describe the rheological behavior of polymeric liquids originated from earlier theories of plastic flow of elasto-plastic materials [78] . Leonov's internal variable was originally the elastic Finger tensor C e ≡ F e · F T e , which is related to the elastic, or recoverable, part F e of the deformation gradient. The evolution equation for C e was coupled to the macroscopic deformation through an upper-convected derivative, similarly to the evolution equation of the Finger tensor B:
Here the overdot denotes the material time derivative. Eq. (1) is a purely kinematic relationship that follows from the definition of the Finger tensor B ≡ F · F T in terms of the deformation gradient F , and from the material time derivative of the deformation gradient [79] :
or, in component form,
where ∂x 0 j denotes the position of a material point in the reference (undeformed) configuration of the body and x k is the position of the same point in the deformed configuration; summation over repeated indices is implied.
Leonov [37] built the relaxational part of the evolution equation of C e from a non-equilibrium dissipative potential, and constrained the relaxational term to maintain the condition det C e = 1, which insures that the elastic part of the deformation is isochoric. The elastic stress σ followed from the derivative of the specific Helmholtz free energy a with respect to the recoverable strain, i.e., the elastic strain:
(See Appendix A for the expression of the derivative of a scalar with respect to a tensor.) Conversely, the only admissible Helmholtz free energy must be the isothermal integral of this relation. In theories of elastic materials, internal, Helmholtz, and other free energies are ultimately based on "reversible work", i.e., the path-independent integral of the product of the elastic stress multiplied by the incremental elastic strain; Eq. (4) generalizes this concept to include integrals of elastic-like internal variables. More recently Leonov [65] and Leonov and Prokunin [80] extended this theory to include most of the models that have been developed from molecular theories by generalizing the elastic strain tensor to a configuration tensor M (Leonov used the symbol C) representing the second moment of the end-to-end connector of the polymer coils in a polymer solution or melt (or the connector between successive entanglements). In doing so, Leonov relaxed the constraint det M = 1 in order to include many rate-type constitutive equations in his framework. The stress-configuration relationship of Eq. (4) stayed unchanged. The later theory of [65] and [80] is briefly outlined below.
Leonov's premises are that the Helmholtz free energy per unit mass a depends on the configuration tensor M and on temperature T , i.e., a = a(M, T), and that the elastic stress σ depends on the derivative of the free energy with respect to the configuration tensor in the same way as it depends on elastic strain,
where S ≡ ∂a/∂M. Leonov then assumes that the appropriate form of the evolution equation of M has as the time derivative of configuration a corotational, or Jaumann, derivative,
where
is the vorticity dyadic, 2 and D e is called the elastic rate of strain; thus, he tacitly assumes that the configuration tensor translates with the liquid's velocity and rotates with the liquid's angular velocity-half the vorticity. Eq. (6), in fact, defines the elastic rate of strain D e ; its complement is the rate of irreversible strain D p :
A relationship between the irreversible rate of strain D p and the other variables, i.e., a constitutive equation, must be specified to close the equation set. Leonov notes that, under his premises, the rate of entropy generation per unit volume s g can be written as
In linear irreversible thermodynamics, the rate of entropy generation is usually written as the product of what are called thermodynamic forces X k and thermodynamic fluxes J k , as
and the thermodynamic fluxes are in turn related to the thermodynamic forces through the matrix of phenomenological coefficients L, as J k = i L ki J i [43] . Adopting this formalism, Leonov identifies σ with a thermodynamic force and D p with the corresponding thermodynamic flux, and writes their relationship as D p = N : σ, where N is a fourth-rank tensor that could depend on the configuration tensor and on the temperature. N should be positive definite to guarantee that the rate of entropy generation in Eq. (8) be non-negative.
M, the complete set of equations of Leonov's theory is
together with the constitutive equations of N(M, T) and a(M, T).
The coupling between the configuration tensor and the velocity gradient in Eqs. (11) and (12) is expressed by means of an upper-convected derivative, which carries the implicit assumption that the polymer molecules are deforming affinely [5] , i.e., the molecular strain equals the local macroscopic strain; therefore, Eqs. (11) and (12) do not include constitutive equations that allow slip between the polymer molecules and the surrounding liquid, such as the Johnson-Segalman equation [82] , the Phan-Thien and Tanner equation [83, 84] , and the Larson equation [85] .
Leonov generalized Eqs. (11) and (12) by introducing the concept of a non-equilibrium stress tensor σ ne ≡ σ/ξ and a non-equilibrium irreversible rate of strain in contrast to the equilibrium irreversible rate of strain D ne ≡ ξD p , where ξ is a numerical parameter, −1 ≤ ξ ≤ 1. The set of equations that includes non-equilibrium stress and irreversible rate of strain is then
or, in terms of upper convected derivative,
where E(M, T) is an isotropic function of its arguments, called the relaxational part of the evolution equation of M.
Writing the relaxational part of Eq. (15) as E(M, T) is equivalent to writing it as N : σ because both N and σ depend on M and T only. Eqs. (15) and (16) are general enough to include most known rate-type constitutive equations [80] . Leonov [65] rejects equations of change of M where the deformationdependent part differs from the standard lower (ξ = −1) or upper (ξ = 1) convected derivatives (see also [86] ); mixed derivatives are rejected because these give rise to Hadamard unstable equations of motion, i.e., equations of motion whose solution does not depend continuously on the initial and boundary conditions [ [87] , p. 227]. Of course, Hadamard instabilities are suppressed if the stress tensor has a (even minute) viscous component-i.e., a component linearly proportional to the rate of strain.
The main merits of Leonov's approach are conciseness and economy. However, this approach carries several limitations. Leonov postulates independently (1) that the (Helmholtz) free energy depends on the the configuration tensor; (2) the relationship between the rate of change of the configuration tensor and the rate of strain tensor; and (3) the the relationship between elastic stress and configuration tensor. The analysis in Section 5.3 below shows that only the first two postulates can be made independently, whereas the relationship between elastic stress and configuration tensor follows from the requirement that the local rate of entropy production must be non-negative-i.e., the local form of the second law of thermodynamics.
Moreover, Leonov's theory offers no indication on how to extend the relationship between elastic stress and conformation to the case of entangled polymeric liquids when an explicit entanglement density variable is introduced. Also, Leonov offers no provisions on how to include effects of molecular conformation-induced migration in the evolution equation of the configuration tensor. Clearly, the theory is rooted in elasticity and plasticity, and it can be related to macroscopic transport theories and to molecular theories built on statistical mechanics only with ad hoc adjustments (e.g., those of Eqs. (15) and (16)).
The Generalized Bracket approach of Grmela, Beris, and Edwards
In analytical mechanics of idealized, conservative systems of particles or bodies, the time evolution of a closed, isolated system is sometimes expressed in terms of Poisson brackets, which are useful because they are invariant under canonical transformations [88] , i.e., transformations that preserve the canonical form of Hamilton's equations (Eqs. (17) and (18)). In analytical mechanics, Newton's equations of motion for a closed system subject to conservative forces are rewritten in terms of generalized coordinates, positions q i and momenta p i , aṡ
where 
Because of this definition, the equations of change of any function of the generalized coordinates u(q i , p i ) can be written in the form du dt = {u, H}.
Eq. (20) can be derived by evaluating the time rate of change of u by means of implicit differentiation and recalling Eqs. (17) and (18):
The Poisson bracket is a bilinear and antisymmetric operator, i.e., {αu, v} = α{u, v} (24) {u + v, w} = {u, w} + {v, w} (25) {u, v} = −{v, u};
therefore {u, u} ≡ 0. This property guarantees the conservation of total energy of a system whose evolution is described by the Poisson bracket:
Other properties of the Poisson bracket are discussed by [2] . The Poisson bracket can be extended to conservative continuous systems, for example, the ideal fluid and the non-linearly elastic solid ( [67] and Ch. 5 of [2] ). Kaufman [89] , Morrison [90] , and Grmela [66] published the first attempts to include dissipation in systems described by bracket formalisms by introducing a dissipation bracket. Grmela and Carreau [1] , Grmela [38, 91] , and Beris and Edwards [2, 67, 68] used the bracket formalism to formulate the equations of change of polymeric liquids in a unified framework based on introducing the conformation tensor, an expectation value or continuum variable that represents local average values of stretch and orientation of the polymer coils. The basic premise is that the dynamics of an isolated system can be described by the equation 
The antisymmetric property of the Poisson bracket Eq. (25) guarantees that {H, H } = 0 in Eq. (30) . The system's mass and energy must be conserved because the system is isolated,
whereas the entropy of the system may rise in time because of irreversible processes,
In a continuum system, the Poisson bracket represents the rate of change of any quantity due to reversible processes [2] . The total mass of an isolated system does not change because of reversible processes; thus {M, H} = 0. {S, H} represents the reversible rate of change of entropy; therefore, the Poisson bracket should be built to satisfy {S, H} = 0, because the entropy of an isolated system cannot change due to reversible processes. , Ch. 8) put forward a unified account of the dynamics of incompressible, isothermal viscoelastic liquids developed by using generalized brackets. They state that the only variables needed to describe the state of the system are the momentum density p ≡ ρv, and the conformation densityM ≡ ρc p M, where ρ is the liquid's density, c p is the number of polymer molecules per unit mass, v is the liquid's velocity, and M ≡ rr is the conformation tensor (Beris and Edwards used the symbol C for the conformation tensor). The vector r is the end-to-end connector of a polymer coil and the symbol · indicates average over all possible realizations in phase space.
The Poisson bracket of this system is taken to be identical to that of a nonlinearly elastic material (non-dissipative), because of the similarity between the conformation tensor and the Finger strain tensor B ≡ F ·F T , where F is the deformation gradient. In a crosslinked rubber, M = N 2 B/3, where N is the number of statistical segments in a chain between two crosslinks and is the length of a statistical segment.
The dissipation bracket [F, G] is built as a bilinear form to exclude nonlinear transport effects [2] . [F, G] is written in terms of the independent variables as ( [2] , Eq. (8.1-5))
where the symbol (•) is defined by abc
In Eq. (38) the Volterra functional derivatives of the extensive variables F and G used by Beris and Edwards [2] have been replaced by partial derivatives of their densities f and g with respect to the state variables p, and M because hereafter the functions F ≡ Ω f dΩ and G ≡ Ω g dΩ are supposed to depend on the state variables but not on their spatial gradients. The first term in Eq. (38) represents the dissipative effects due to molecular relaxation; the second term characterizes dissipation due to molecular diffusion; and the third term expresses the effects of viscous dissipation. The fourth term of Eq. (38) is not dissipative and represents interactions between the conformation tensor and the velocity gradient other than those embedded in the Poisson bracket borrowed from the elastic solid. The coupling between elastic strain and velocity gradient in the Poisson bracket of a nonlinearly elastic solid is equivalent to the assumption of affine deformation of the microstructure because elastic solids deform affinely by definition; therefore, the fourth-rank tensor L characterizes non-affine deformation of the microstructure. Beris and Edwards [2] comment on the meaning of this coupling and point out that non-affine deformation cannot be included in the Poisson bracket because it violates the Jacobi identity, even though it gives rise to an antisymmetric, non-dissipative term in the dissipation bracket. This term was not included in the first articles of Beris and Edwards and was introduced later [93] . The possibility of non-affine deformation of microstructure and its connections with elastic stress and the momentum equations are discussed in Section 7.2. In the basic theory, Beris and Edwards assume that the liquid is incompressible and neglect diffusion, as has been customary in developing theories of flow of polymer solutions and melts, and set the sixth-rank tensor B ≡ 0; diffusion is considered in Ref. [ 
where S ≡ ∂a/∂M and a(M) is the isothermal Helmholtz free energy per unit volume; therefore, a(M) is the reversible work stored in a certain class of processes. The mechanical pressure p is constitutively indeterminate because the liquid is incompressible. Particular models of viscoelastic behavior are recovered from Eqs. (39)- (42) by specifying appropriate expressions of the free energy a(M) and the phenomenological tensors Q, Λ, and L. Moreover, the tensors Q, Λ and the free energy must satisfy the conditions imposed by the second law of thermodynamics:
Eq. (43) states that the free energy of the liquid must diminish during the spontaneous process of molecular relaxation, and Eq. (44) states that the rate of working of the viscous stress must contribute to the local rate of entropy production. The two inequalities must hold independently; therefore, molecular relaxation and viscous flow must generate entropy separately. The Generalized Bracket formalism for dealing with flow and transport in viscoelastic media offers several advantages-and some disadvantages as well. In the bracket context, it is clear how to introduce more field variables into a model of a microstructured material, and how to describe transport in rather general situations ( [2] , Ch. 9). Moreover, the theory of flow and transport in polymeric liquids developed through the Generalized Bracket is closely connected to molecular theories based on micromechanical models, although GENERIC seems better suited to describe the connection between the fine-grained and coarse-grained levels of description [40, 69, 94, 95] .
The bracket approach is not free of drawbacks. In the authors' opinion, the mathematics used is so complex as to Fig. 1 . Schematic development of the Generalized Bracket approach to the thermodynamics of microstructured materials. The Generalized Bracket approach has been very useful in developing theories of flow and transport in polymeric liquids [2] . The work of Grmela and Öttinger [40] and the analysis presented in Sections 4-7 show that equally powerful approaches are available that rely on simpler mathematics. be sometimes opaque and the concepts are not introduced in the plainest and most intuitive way. The equations are neither used nor solved in the bracket form, and the bracket is used only to generate the partial differential equations of transport as diagrammed in Fig. 1 .
Although the laws of conservation of mass and energy and the second law of thermodynamics are embedded in the bracket structure, the system's transport equations must be postulated because the bracket formalism-like any other thermodynamic formalism-does not provide explicit formulae for transport coefficients and generation terms. Building a specific form of the Poisson and dissipation brackets of a system requires making assumptions on how the microstructure of the material and the flow interact and affect each other; these assumptions enter the model through the constitutive equations of the generation (or relaxation) terms and the diffusive transport coefficients, as usually happens in thermodynamics. It seems therefore more natural to seek an extension of thermodynamics of irreversible processes rather than the bracket formalism to check existing models of microstructured materials and to develop new ones.
The Matrix Model of Jongschaap
Jongschaap [39] and Jongschaap et al. [3] used internal variables to develop a unified theory of isothermal flows of non-diffusing polymer solutions and melts. The internal variable of choice was the conformation tensor M (Jongschaap et al. used the symbol S). In isothermal, incompressible flows, Gibbs' fundamental equation is a = a(M), where a is the Helmholtz free energy per unit volume of the liquid. The dissipation is
where T is the stress dyadic, S ≡ ∂a/∂M, and the overdot denotes material time derivative. Jongschaap et al. [3] (p. According to Jongschaap's theory, the only external rate variable in Eq. (45) is the velocity gradient. The stress T and the rate of change of conformationṀ are decomposed into reversible and irreversible parts according to whether or not their contribution to the dissipation changes sign when the velocity gradient is reversed:
with
Eq. (45) and the aforementioned principle of macroscopic time reversal give
The reversible part of the rate of change of conformation is written aṡ
whereΛ is a fourth-rank tensor, andΛ(−∇v, S) = Λ(∇v, S). The reversible (elastic) part of the stress is thus
whereΛ T ijkl =Λ klij . The irreversible part of the stress and the rate of change of conformation are
where η and β are fourth-rank tensors. According to Jongschaap et al. [3] , η and β must be positive semi-definite to guarantee that the entropy production rate is not negative.
More precisely, η and β must be positive semi-definite only if they are independent of ∇v and S [60] . The tensorΛ can then be decomposed into a part that multiplies the rate of strain and a part that multiplies the vorticity:
Jongschaap et al. [3] argue that the entropy production rate should be independent of the choice of (rigid) frame of reference, which implies that
Jongschaap et al. [3] use isotropic representation theorems to write general formulae for the tensors Λ 1 , η, and β, and show that several models of viscoelastic behavior are included in their Matrix Model and can be recovered by specifying particular forms of the tensors Λ 1 and β (e.g, upper-convected Maxwell; Leonov [37] ; Johnson and Segalman [82] ; Doi [96] ; Giesekus [97] ; Larson [85] ; and finitely extensible nonlinearly elastic dumbbell [12] ). Finally, Jongschaap et al. remark that because these two tensors are independent of each other, it is legitimate to choose the expression of Λ 1 suggested by one molecular model, and the expression of β suggested by a different model, forming thus new hybrid models. Such a suggestion has very interesting ramifications for the development of modular computer codes for large-scale computational modeling of flow and transport in microstructured liquids (complex fluids) because it permits the separation of different transport phenomena and different parts of constitutive equations into small computer modules (objects) at the time of code-writing. Such objects can be assembled when the computer codes are compiled (once specific constitutive equations have been selected). Creating "hybrid" constitutive equations becomes then as easy as selecting objects (or subroutines) from a library, and new constitutive equations can be introduced with minimal effort-see Pasquali [60] for details, Pasquali and Scriven [63] and Zevallos et al. [98] for the application to two-dimensional free surface flows, Xie and Pasquali [99, 100] for the extension to three-dimensional flows, and Guénette [101] for an early example.
GENERIC
Grmela and Öttinger [40, 69] put forward a general formalism to model systems that are locally not in equilibrium with respect to transformation. The premise of Grmela and Öttinger [40] is that the evolution of the state variables of an isolated system can be written as
where x is the (column) vector of the state variables that describe the system, and e and s are the energy and the entropy densities of the system; in Eq. (60) the Volterra functional derivative of the total energy and entropy have been replaced by partial derivatives of their densities without loss of generality if the energy and entropy densities of the system depend on the state variables but not on their spatial gradients. The matrix L is antisymmetric, (a · L = −L · a ∀ a) and represents the reversible dynamics of the system, whereas the matrix M is symmetric and positive definite (a · M = M · a; a · M · a ≥ 0 ∀ a) and represents the irreversible dynamics of the system. Moreover, the matrices L and M enjoy the properties
i.e., the gradient of the entropy with respect to the state variables is always in the null space of L, and the gradient of the energy with respect to the state variables is always in the null space of M. This property guarantees that the principle of conservation of energy and the local form of the second law of thermodynamics are always satisfied,
The GENERIC framework is very general and has been applied to a number of systems both at the macroscopic and microscopic level. The chief difference between GENERIC and the Generalized Bracket approach is that GENERIC is a "double generator" formalism (i.e., it employs separately energy and entropy in the fundamental Eq. (60)) which is applicable to situations where no concept of temperature is available. The relationships of GENERIC to the Matrix Model and Generalized Bracket approach have been examined by Edwards et al. [102] , Edwards [103] and Jongschaap [104] . When applied to macroscopic models, the operator formulation of GENERIC requires simpler algebra than the Bracket approach. Whereas at the microscopic level some of the symmetries of the matrices L and M can be derived (for example, the Onsager relations), it is not clear yet to the authors whether such symmetries must hold at all levels of description-specifically at the macroscopic level, and when the matrices L and M are allowed to depend on the state variables x. One notable advantage of GENERIC is that it is invariant to a nonlinear change of state variables y = f (x), provided that the mapping f is one-to-one (bijective)-i.e., the Jacobian of the mapping J ≡ ∂f /∂x is invertible everywhere. (This addresses a long-standing criticism of the Onsager relations by Truesdell [105] .) This can be verified easily because the new state variables y obey the dynamical equation
T is symmetric and positive definite iff M is so, provided that J is invertible.
Summary of the literature
Leonov's approach (Section 3.1), the Generalized Bracket approach (Section 3.2), and the Matrix Model (Section 3.3) lead to identical results when applied to incompressible, isothermal, non-diffusing flows of polymeric liquids described by an explicit polymer conformation variable, except that in Leonov's theory the expression of the elastic stress is postulated and not derived; this excludes from Leonov's theory some models which are admissible in the Generalized Bracket and Matrix Model-for example, the partially retracting non-affine motion of Larson [106] . Moreover, it is not clear how to extend Leonov's ideas to include explicitly the entanglement density in the set of state variables.
The Generalized Bracket formalism, the Matrix Model, and GENERIC can be extended to include the entanglement density in the state variables (for example, a brief analysis of theories that account explicitly for entanglements can be found in Sec. 8.2.2-C of [2] , and a more recent theory which accounts for a tensor and a scalar variable has been reported by Öttinger [107] ). Yet, it is not evident whether the symmetries that are implicit in the Generalized Bracket (Section 3.2), in the Matrix Model (Section 3.3), and in GENERIC should be imposed on the equation set.
The structure underlying the Generalized Bracket approach, the Matrix Model, and GENERIC is that of linear irreversible thermodynamics, even though non-linear effects have been introduced into all approaches-for example, the tensors Λ in the bracket approach (Eq. (38) ) and the Matrix Model (Eq. (54)) and the matrix M in GENERIC (Eq. (60)) can depend on the conformation tensor. More specifically, the equations of change of microstructure are assumed to depend linearly on the velocity gradient. The currently available models of interaction between flow and polymer conformation happen to be linear in the velocity gradient (Section 7.2); therefore, it is not surprising that the Generalized Bracket and Matrix Model successfully generalized the theories of flow of polymeric liquids with a conformation variable. The published models of interaction of flow and entanglements either assume that the entanglement and disentanglement processes are independent of flow, or assume a nonlinear relationship between entanglement generation and velocity gradient: it is not clear to the authors whether the Generalized Bracket approach, Matrix Model, and GENERIC can accommodate these modes of interaction between flow and entanglements.
A different approach to the mesoscopic modeling of microstructured liquids is presented here. It extends classical continuum thermodynamics based on the hypothesis of local equilibrium, but assumes no intrinsic symmetries in the transport equations of microstructure. The physical principles and assumptions needed to arrive at the results of Leonov, Grmela, Beris and Edwards, Jongschaap et al., and Grmela and Öttinger are identified, and the modeling is ex-tended to include the effect of changing entanglement density on the flow of polymer solutions and melts. 3 
Thermodynamics with microstructural variables
Macroscopic thermodynamics deals with equilibrium states in which the state variables of a system do not change, and equilibrium processes in which the state variables change so slowly that at any instant the system is approximately in an equilibrium state. For this to be possible, on the time and length scales of observation spatial gradients of the state variables of the thermodynamic system must be very small, and the microstructure and the chemical composition of the material must equilibrate rapidly to their natural states. If finite gradients of the state variables occur, then the system is not in equilibrium with respect to transport; if the microstructure or chemical composition change in time when gradients are absent, then the system is not in equilibrium with respect to transformation. This latter case includes chemically reacting systems; it also includes systems in which shrinkage or swelling is delayed upon change in temperature or composition.
Macroscopic thermodynamics is used with extraordinarily few exceptions to relate local properties, even when there are gradients and when the system is undergoing transformation: the tremendously useful condition of local equilibrium, introduced by Gibbs [108] , is at the foundation of the whole thermodynamics of continua and of the theory of transport phenomena. The local equilibrium hypothesis says that ( [43] In low-molecular weight, non-reacting liquids and gases, the assumption of local equilibrium implies that an infinitesimal element of mass would be at equilibrium (i.e., the value of the state variables would not change) if it were isolated from the system by rigid, impermeable, adiabatic walls, i.e., the value of the state variables in the infinitesimal mass element would be constant in time ( Fig. 2(a) ). In particular, the entropy of the mass element would not change in time, and no irreversible processes would occur. This interpretation of local equilibrium must be altered when chemically reacting, low-molecular weight liquids and gases are considered. In an isolated infinitesimal mass element of the system, the mass 3 The mutual relationships of the different approaches to microstructure modeling and their ties with other thermodynamic theories are diagrammed in Fig 1. 3 of [60] . fractions of the reacting chemical species change in time ( Fig. 2(b) ) until the reactions reach equilibrium: the mass element evolves spontaneously to a new state. The entropy of the mass element grows in time, and the assumption of local equilibrium means that the relationship between entropy and state variables holds even though irreversible processes are occurring due to the chemical reactions. Of course, the choice of a time scale is implicit in the definition of equilibrium with respect to transformation. For example, a mixture of hydrogen and oxygen at standard temperature and pressure is not at thermodynamic equilibrium with respect to reaction; but, absent a spark, such a mixture is changing so slowly that for most purposes it can be taken as in thermodynamic equilibrium.
Microstructured liquids are similar to chemically reacting systems. The microstructure of the liquid is often displaced from its equilibrium state during flow. If a small mass element of the flowing liquid were isolated from its surroundings, it would not be at equilibrium with respect to transformation: its microstructure would evolve in time to a natural state, and the state of the system would not change spontaneously thereafter. The characteristic time scale of microstructural evolution is frequently longer than the shortest timescales of practical interest in a process or flow, so that the microstructure cannot relax completely on the faster time scale of interest. The same can be true of microstructural relaxation required for shrinkage or swelling upon rapid change in temperature or composition.
This behavior of microstructured liquids can be exemplified by the elastic recovery of a polymeric liquid (melt or solution) following a sudden shear strain and subsequent removal of the boundary condition responsible for that strain. When a sudden shear strain is imposed on a polymeric liquid, the macroscopic deformation displaces the polymer molecules from their equilibrium distribution of conformations, and this induces a measurable non-isotropic stress: the local deformed configuration of the liquid differs from its local stress-free state-i.e., free of all stress, including elastic, or recoverable stress. If after the straining the boundary of the liquid is held in place, the polymer molecules rearrange spontaneously, and the non-isotropic stress relaxes in time to its isotropic equilibrium value; during this relaxation, the local stress-free state of the liquid evolves towards the local deformed state. If the boundary is freed after a long time, the liquid remains in its sheared configuration because the polymer molecules have rearranged and the sheared configuration has become the new stress-free state.
However, if the boundary of the liquid is freed after a time shorter than that needed for a complete rearrangement of the polymer molecules, the sheared configuration does not coincide with the stress-free state: the liquid evolves by essentially elastic displacement (recovery) to a stress-free configuration which is intermediate between the initial configuration at rest and the sheared configuration. This phenomenon, known as recoil [4, 109, 110] , was observed as early as a century ago by Trouton and Andrews [111] and Fano [112] . Interestingly, Trouton and Andrews connected recoil with the ability of a material (pitch) to store elastic energy:
[. . . ] on removing the stress there is a flow back in the opposite direction, which gradually diminishes to zero with time. [. . . ] Evidently, to do this, energy must have been stored in the substance in the form of elastic strain. [. . . ] a store of elastic energy is gradually accumulated, which is preserved intact during the state of steady rotation, and is given out on removal of the stress to produce the return flow.
A thought experiment can be constructed where the shear is imposed in a vanishingly short time, and then the liquid is freed immediately. In this limiting process, the polymer molecules have no time to rearrange after the straining, and the stress-free state remains the initial unsheared configuration: the shear stress in the liquid is wholly recoverable, or elastic, and the liquid returns back to its initial configuration, like an elastomeric crosslinked rubber.
Material and process time scales are particularly important in a thermodynamic theory of processes of microstructured materials because a well-defined separation of material and process time scales is rarely possible. The role of time scales in process thermodynamics is thoroughly analyzed by Woods [113] , with particular reference to internal variables. The basic idea used here (after [113] ) to introduce microstructure in the thermodynamics of microstructured liquids is that there is a time scale λ m that can be used to separate "fast" dissipative processes like viscous flow, and "slow" dissipative processes like the rearrangement of macromolecules in a flowing liquid, and that the slow dissipative processes can be considered conservative on the time scale λ m .
The local equilibrium hypothesis is assumed to hold on that time scale λ m , and the microstructural variables whose characteristic relaxation time is larger than λ m are included in Gibbs' equation; therefore, work done on the liquid to displace the microstructural variables from their equilibrium values is completely reversible on time scales much shorter than λ m , and completely irreversible on time scales much longer than λ m . Conversely, microstructural processes that relax faster than λ m are dissipative, whereas microstructural processes that relax slower than λ m are reversible (on short time scales) and contribute to reversible work storage.
An additional restriction is placed on the microstructural variables, that they should be extensive variables. Extensive variables are preferred to diffusive fluxes-which are used in extended irreversible thermodynamics [72, 114, 77 ]-for consistency with Gibbs' [108] original postulate that the internal energy of a system is a homogeneous function of all extensive variables ([see also [113] , p. 14 and 29]). Moreover, any extensive variable per unit volume Φ obeys a transport equation of the type
where v is the liquid's velocity, J Φ is the diffusive flux of Φ, and Φ g is the local volumetric rate of generation of Φ. Thus, it is convenient to write the transport equations in terms of extensive variables per unit volume. Incidentally, such a form of transport equation is illustrative when deriving models because it separates clearly the effects of transport (flux term) and transformation (generation term) which can be linked directly to microscopic models. 4 The local form of the second law of thermodynamics requires a non-negative generation term in the entropy balance equation, and this condition sets constraints on the expressions of the diffusive fluxes and the generation terms in all balance equations (see also the landmark paper by Liu [115] ). These constraints alone simplify only slightly the constitutive equations of the diffusive fluxes and the generation terms. However, important simplifications and conclusions can be derived by further assuming that the diffusive fluxes should be linear functions of the thermodynamic affinities, which are the spatial gradients of the conjugate thermodynamic variables-the derivatives of the internal energy with respect to the thermodynamics state variables. This assumption has proven adequate to describe flow and transport in low molecular weight liquids and gases [43] , but its applicability to transport in macromolecular liquids has not been confirmed experimentally yet.
Further constraints on the constitutive equations and on the possible coupling of the diffusive fluxes with the the thermodynamic affinities can be obtained by invoking isotropy, objectivity and frame indifference. These princi-ples are sometimes misused [113] , and their applicability depends on the particular microstructural material in hand.
The following algorithm (the idea of an algorithm is borrowed from the work of Kuiken [116] on thermodynamics applied to linear viscoelasticity) summarizes the steps leading to a theory of flow and transport in liquids with relaxing microstructure consistent with continuum thermodynamics; the detailed derivation is presented in Section 5.
Select a time scale λ m that is appropriate to the material and the process Identify microstructural variables that cannot relax on the time scale λ m Apply the principle of objectivity: microstructural variables must be independent of the frame of reference in which time derivatives are evaluated, i. Derive relationships between diffusive fluxes from local entropy production inequality Derive relationship between elastic stress and state variables from the local entropy production inequality Derive constraints on the constitutive equations of the fluxes and generation terms from the local entropy production inequality.
Application to polymeric liquids
The polymeric liquid considered here is a one-component, compressible, non-reacting continuum, i.e., the fluctuations in expectations are negligible compared to their means. The local form of the balance equations of mass, momentum, mechanical energy, internal energy, and entropy in the absence of electromagnetic fields is
Here ρ is density, v is the magnitude of the velocity vector v, Θ is the potential energy per unit mass due to stationary external fields such as gravity, T is the total (Cauchy) stress dyadic, ∇ is the usual gradient operator in physical space (∇ = ∂/∂x), u is the internal energy per unit mass, J u is the diffusive flux of internal energy, s is the (total) entropy per unit mass, J s is the diffusive flux of entropy, and s g is the local volumetric rate of entropy generation. 5 The polymeric liquid is assumed to be in equilibrium for an observer who examines it on a time scale much 5 The total entropy of an ideal rubber decreases during isothermal deformations, yet s g = 0. During the isothermal deformation of a rubber, the internal energy stays constant even though the environment is doing work on the rubber; thus, there is a positive flux of heat (i.e., entropy) from the rubber into the environment. Such heat flux is responsible for the decrease in the rubber's configurational entropy; because the temperature stays constant, the vibrational entropy of the rubber does not change. In an adiabatic deformation of a rubber, the total entropy of the rubber stays constant, while at the same time the temperature grows. The temperature increase is accompanied by an increase in vibrational entropy which balances the drop in configurational entropy caused by the deformation [117] .
shorter than the characteristic relaxation time of the macromolecules. The fundamental equation has to account therefore for the relevant non-relaxed molecular processes. The two important phenomena are the stretch and orientation (conformation) of the molecules and the formation and destruction of entanglements. The latter phenomenon is relevant when the liquid's concentration is high enough that entanglements between polymer molecules are important [8, 10] -equivalently, if the motion of each polymer molecule is confined to a tube-like region by the presence of surrounding molecules [11] . The former can (approximately) be accounted for by a symmetric and positive-definite dyadic M, the conformation dyadic; the latter, by a scalar e, the number of entanglements per unit mass. In the case of rod-like polymers, molecular stretching is less relevant and the conformation dyadic can often be taken to have constant trace [2, 11] . At high enough concentration, rod-like polymers order spontaneously into liquid crystalline mesophases, and this ordering must be accounted for [2] . The treatment below is restricted to liquids which are isotropic in the absence of flow.
In a molecular theory of polymeric liquids, at each point in space the liquid is fully characterized once the expectation value of the distribution function Ψ(r, x, t) of segments r is given, where Ψ(r, x, t) dr dx is the number of segments per unit mass of liquid whose end-to-end distance falls between r and r + dr, and whose center of mass is between x and x + dx. In dilute solution theories, r is usually the coil's end-to-end distance; in theories of entangled solutions r is the distance between successive entanglements on the same coil; in theories of crosslinked rubbers, r is the distance between consecutive crosslinks. In such a detailed theory all the thermodynamic functions of the material element located at the position in space x at time t can be calculated from the knowledge of Ψ(r, x, t). In this case M can be defined in terms of the distribution function Ψ(r) as
The information carried by M is not all of that carried by Ψ ; therefore, a theory that relies on M in place of Ψ is not as detailed. Still, the molecular theories developed to describe the behavior of polymeric liquids [12] relate the elastic stress dyadic σ to the second moment of Ψ and it is reasonable to expect that a single dyadic-valued variable and the entanglement concentration may describe adequately the internal state of the flowing liquid. (However, in more detailed models a coil is described by a chain of connected beads, and r represents the connector of two consecutive beads.) Öttinger and Grmela ([69] , p. 6648) remark that a thermodynamic description in terms of the second moment of the distribution function "can only be valid if all the higher moments either are functions of the second moment or possess a rapid time evolution." Of course, this is always true when one tries to reduce the number of variables used to describe any dynamical system-the dynamics of the variables that are eliminated must either be fast compared to the dynamics of the reduced variables or else they must be expressible (at least with reasonable accuracy) in terms of the reduced variables alone. The extensive variables that characterize the thermodynamic state of a fluid element are therefore the specific in-
is the number of polymer segments per unit mass of the liquid. Under the hypothesis of local equilibrium, Gibbs' fundamental equation of thermodynamics that relates all extensive quantities per unit mass is
The general transport equations of microstructure are
where J e and J M are the diffusive fluxes of entanglements and conformation and e g and M g are the local volumetric rates of generation of entanglements and conformation. Because M is a symmetric tensor, the diffusive flux J M must be symmetric with respect to transposition of its last two indices, i.e., J M ijk = J M ikj , and the rate of generation M g must be symmetric, M g = M T g . The transport equations of thermodynamic variables can be rewritten aṡ
where the over-dot stands for the material (substantial) time derivative,u ≡ ∂u/∂t+v·∇u. It follows from Gibbs' Eq. (75) thaṫ
where T ≡ ∂u/∂s > 0 is defined to be the thermodynamic temperature, −π ≡ −∂u/∂ν is the thermodynamic pressure, 6 and ≡ ∂u/∂e and S ≡ ∂u/∂M are the conjugate variables of entanglement and conformation density, hereafter termed microstructural affinities. Multiplying Eq. (83) by the density, using the balance equations, the symmetry ofṀ, and the identities
yields the expression of the entropy production rate:
The second law of thermodynamics requires that s g ≥ 0 in any admissible process satisfying the balance laws, Eqs. (78)- (82). This local statement of the second law of thermodynamics is hereafter termed local entropy production inequality; in the absence of microstructural variables, the local entropy production inequality is equivalent to the local Clausius-Duhem inequality used in rational thermodynamics ( [118] , p. 295).
The first term in Eq. (86) is the divergence of a flux; therefore, it is not definite in sign and must vanish, leading to the relationship between the diffusive fluxes
(of course, J u is determined only within a divergence-free term) and the expression of the entropy production rate
Not all the terms in Eq. (88) necessarily produce entropy: some terms might give a negative contribution to the rate of production of entropy which is balanced exactly by other terms in Eq. (88). It does not seem possible to extract any more information from Eq. (88) 
Quasilinear phenomenological laws
Important simplifications can be introduced by assuming that the constitutive equations of the fluxes T , J s , J e , J M and of the generation terms e g , M g are linear functions of the velocity gradient ∇v and of the thermodynamic affinities ∇T, ∇ , ∇S. This assumption is not very restrictive because the constitutive equations can still be non-linear functions of the state variables s, ν, e, M. Such constitutive equations are called quasilinear phenomenological laws, and are normally used in theories of transport phenomena. For example, Fourier's law of heat conduction says that the heat flux J u ≡ −κ(ν, T)∇T is a linear function of the gradient of temperature, but that it can depend arbitrarily on the temperature and on the specific volume (or the pressure) through the thermal conductivity κ ( [42] , pp. 249-262)-provided that κ ≥ 0. Similarly, Newton's law of viscosity says that the viscous stress must be linearly proportional to the rate of strain, but the viscosity coefficient can depend non-linearly on the temperature and specific volume or pressure ( [42] , pp. [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] .
Taking constitutive equations of the generation terms that are linear functions of S and does not lead to significant simplifications, yet it restricts unnecessarily the range of admissible constitutive equations; therefore, this hypothesis is not adopted here. A similar situation arises in multicomponent reactive media, where the rate of reaction usually depends nonlinearly on the chemical affinities-the derivatives of the internal energy with respect to concentration at fixed entropy and specific volume-and the linear laws break down ( [43] , pp. 205-206).
The diffusive fluxes of entropy, entanglements, and conformation and the stress are each split into a term independent of the thermodynamic affinities (respectively J 0 s , J 0 e , J 0 M , and σ) and a term linearly dependent on the thermodynamic affinities (for the stress T ≡ σ + τ, σ is the elastic, or non-dissipative part, and τ is the viscous, or dissipative part):
The and L MM is a sixth-rank tensor. All the fluxes and generation terms are polar scalars, vectors, and tensors, i.e., they do not change sign if the handedness of the basis is changed (see [113] for a useful discussion). Because all the affinities in Eqs. (89)- (94) are also polar tensors, so must be the phenomenological coefficients. The phenomenological coefficients are independent of ∇T, ∇ , ∇S, and ∇v and must be isotropic functions of the state variables s, ν, e, M.
No polar vector can be built from a combination of a symmetric second-rank polar tensor, polar scalars, and the isotropic tensors I (second-rank idemfactor, polar) and (third-rank alternator, axial) [60] ; therefore, r es = 0, r ee = 0, J 0 s = 0, and J 0 e = 0. Similarly, no polar third-rank or fifth-rank tensor can be built from a combination of the state variables and isotropic tensors; therefore, all the third-rank and fifth-rank tensors vanish. Consequently, in this system fluxes of even tensorial-rank do not couple with affinities of odd tensorial rank and fluxes of odd rank do not couple with affinities of even rank, because the only anisotropy of this system is represented by the second-rank, symmetric polar tensor M. 7 This property of some systems is sometimes called Curie's Principle, even though it follows from isotropy and representation theorems [105] . Moreover, isotropy has the (quite intuitive) consequence that there cannot be fluxes of entropy, entanglements, and conformation in the absence of spatial gradients of temperature and microstructural affinities even in the presence of a macroscopic velocity gradient, whereas there can be a non-vanishing stress even in the absence of a velocity gradient.
The flux of conformation is symmetric with respect to transposition of the last two indices, J M ijk = J M ikj , and so is the conformational affinity ∇S because M is symmetric, i.e., ∇ j S kl = ∇ j S lk ; therefore, the phenomenological coefficients have the following symmetries:
The entropy production rate Eq. (88) reduces to
In case of anisotropic media, the tensors describing the anisotropy of the medium must be added to the list of variables that can be used in the constitutive equations for the phenomenological coefficients. Such tensors may introduce other couplings between the various thermodynamic variables.
for all possible values of s, ν, e, M, ∇T, ∇ , ∇S, ∇v. The variables ∇T, ∇ , and ∇S appear only in the first brace of Eq. (95); therefore, the diffusive processes driven by ∇T, ∇ , and ∇S must produce entropy independently of momentum diffusion and of entanglement and conformation generation. Hence, in matrix form
for all possible values of ∇T, ∇ , and ∇S; thus the matrix L must be positive semidefinite. All the second-rank tensors L ss , L se , L es , and L ee are symmetric because they are isotropic functions of the symmetric tensor M and the scalars s, ν, e.
Onsager's reciprocal relations
The general applicability of Onsager's reciprocal relations is still a controversial issue [105, 113] and their use may or not be appropriate in this case. It is beyond the scope of this article to discuss whether Onsager's reciprocal relations should be used when they cannot be derived from microscopic considerations.
If Onsager's reciprocal relations hold, then the off-diagonal tensors in the matrix L are related ( [113] , p. 163). The parities of all the fluxes J s , J e , and J M under a macroscopic time-reversal is odd (−1); therefore, the second-rank tensor L se = L esT , the fourth-rank tensors L sM ijkl = L Ms lijk , and L eM ijkl = L Me lijk , and the sixth-rank tensor The cross-coupling terms relating the vector fluxes of entropy J s and entanglements J e to the third-rank tensor ∇S need not vanish. Coupling terms of the form however, later they stated that they excluded from the dissipation bracket some terms which were unlikely to contribute to the physics of the situation even though such terms were compatible with the Curie's Principle [119] ; cross-coupling terms between different rank tensors are included, for example, in the description of stress-induced diffusion in Eqs. (9.2-6)-(9.2.8) of [2] .
The stress dyadic
The term ∇v : L vv : ∇v must also give a positive entropy production; therefore, L vv is a positive definite fourth-rank tensor, the viscosity tetradic, and the viscous stress is τ = The contribution to the entropy production rate (Eq. (95))
changes sign if the velocity is suddenly reversed [3] ; therefore, it cannot be positive definite, and it should vanish. It can be split into two independent parts by defining the tensors
such that R Mv = R MD + R MW . R MD is symmetric with respect to transposition of the last two indices, whereas R MW is skew symmetric with respect to transposition of the last two indices. Then
where D is the rate of strain and W is the vorticity dyadic. In polymeric liquids the stress dyadic is symmetric; therefore, σ : W = 0. R ev is an isotropic function of the symmetric tensor M; therefore, it is symmetric and R ev : W = 0. Eq. (98) can be rewritten as
for any value of D and W. The rate of strain and the vorticity are independent; therefore, the elastic stress σ must obey the equation
which shows that the elastic stress is related to the part of the generation terms of entanglements and conformation that depend on the rate of strain-an equivalent relationship was derived by Öttinger [107] . It is important to point out that the expression of the elastic stress is derived here, as in the Generalized Bracket, Matrix, and GENERIC approaches, whereas it is postulated in the approach of Leonov. Eq. (102) also implies that
for any skew symmetric tensor W. However, Eq. (104) is not an additional constraint on R MW because any fourth-rank tensor isotropic in M, symmetric with respect to transposition of the first pair of indices and skew symmetric with respect to transposition of the second pair of indices enjoys that property [60] . The mechanical pressure p (mean normal stress) is related to the thermodynamic pressure −π by p ≡ − 
To recover the definition of thermodynamic pressure at equilibrium with respect to transport (∇v ≡ 0) and microstructural changes (M ≡ M 0 , e ≡ e 0 ), the relationship
should hold.
Microstructure relaxation
The last term in Eq. (95) must be non-negative because it is independent of the other terms in the expression of the entropy production rate. This term represents entropy generation due to re-equilibration of microstructure, i.e., relaxation and re-entanglement of the polymer molecules:
If the dissipative processes leading to the relaxation of the polymer molecules and their re-entanglement are taken to be independent, then each of them must produce entropy:
Not enough is known of the mechanisms of entanglement formation and destruction during flow and relaxation; therefore, it is preferable to use inequality 107 to check the thermodynamic consistency of constitutive equations which include explicitly the effect of changing entanglement concentration. Appendices B and C show that the expression of the entropy production rate and the transport equations of conformation hold both in inertial frames and rigid rotating frames.
Specification of models
Constitutive functions for the internal energy, the phenomenological coefficients, and the generation terms must be specified to close the equations of the model and thus permit theoretical predictions of flow and transport in polymeric liquids. This is in contrast to the case of isotropic unstructured liquids, where the thermal conductivity, the shear and bulk viscosities, and the internal energy function suffice to specify completely the model. The complete set of equations that describes flow and transport in a polymeric liquid is the following. The balance equations arė Table 1 Phenomenological coefficients and material functions that must be specified through constitutive laws to close the set of balance equations of mass, momentum, internal energy, entropy, entanglement, and conformation (Eqs. (110)- (115)) together with the relationships between the diffusive fluxes and affinities (Eqs. (116)- (122)), and restrictions placed on the constitutive laws. The independent variables are s, ν, M, e. All the tensors are isotropic functions of M
Physical quantity Tensorial rank Symmetries
Other properties 
The relationships between fluxes and linear phenomenological laws are
and the definitions of temperature, thermodynamic pressure, and other conjugate variables are
The phenomenological coefficients and the material functions that must be specified through constitutive laws are listed in Table 1 , and the restrictions on the constitutive laws are summarized there. Kinetic theories play a very important role in selecting appropriate constitutive functions by suggesting particular dependencies of the free energy on the state variables and particular forms of the diffusive and generation terms in the transport equations [12, 120, 27, 121] . However, the transport and constitutive equations derived from kinetic theories rely on specific micromechanical models of microstructure and should be used to complement, not substitute, macroscopic theories.
Simplified models
In practical applications it is often possible to neglect some of the phenomena included in Eqs. (110)- (122), and therefore to simplify the modeling. For example, polymer melts and solutions behave as incompressible liquids in most processing flows. Diffusion and heat transfer seem usually negligible in fast processes like coating flows, and they are commonly neglected in viscoelastic flow modeling ( [122] and references therein). The most relevant reduced equation sets that apply in the simpler situations of incompressible flow, non-diffusing flows, and isothermal flows are reported in the next sections; other interesting cases are summarized in Appendices D and E.
Incompressible liquid, non-diffusing polymer conformation and entanglements
The equation set describing the flow of an incompressible, non-diffusing polymer solution or melt is obtained from Eqs. (67)- (77) by setting ν constant and by zeroing the diffusive fluxes of entanglements J e and conformation J M :
Constitutive equations must be specified for the internal energy u(s, M, e), the viscosity tetradic L vv (s, M, e), the coupling between rate of strain and entanglement generation R ev (s, M, e), the coupling between rate of strain and conformation generation R MD (s, M, e), the thermal conductivity tensor L ss (s, M, e), and the relaxation terms e 0 g and M 0 g ; the coupling between vorticity and conformation generation R MW (s, M, e) is given by Eq. (C.2).
Isothermal, incompressible, non-diffusing flows
Isothermal, incompressible flows are the most important class of process flows of polymer solutions. Virtually all coating flows and many polymer processing applications fall into this category. The balance Eqs. (78)- (82) 
Because the temperature is constant, it is convenient to use the Helmholtz free energy a ≡ u − Ts ≡ a = a(T, e, M) rather than the internal energy to describe these flows; thuṡ a =u −Ṫ s − Tṡ = −sṪ + ė + S :Ṁ;
By using Eqs. (139)- (143), the local entropy production inequality can be put in the form
Because the flow is isothermal,Ṫ = 0 and ∇T = 0, the fluxes of internal energy and entropy are constitutively undetermined and behave as Lagrange multipliers to ensure that the balance equations of internal energy and entropy are always satisfied. The relationship J u = T J s must still hold. The balance laws of internal energy and entropy need not be considered further because internal energy, entropy, and their diffusive fluxes do not enter the balance equations of mass, momentum, conformation and entanglements. The stress tensor T is also constitutively determined only up to an isotropic value, because the velocity field of an incompressible material is divergence-free (Eq. (137)):
The field π(x) is determined by solving the balance equations together with boundary conditions, and the stress tensor follows the equation
where σ is the elastic stress and τ is the viscous stress. The local entropy production inequality simplifies therefore to
If the rates of generation of conformation M g and entanglements e g depend linearly on the velocity gradient ∇v, then the analysis in Section 5 holds and thus
and
In fully non-linear theories (theories in which the generation terms may depend non-linearly on the rate of strain), Eq. (148) should be used to check constitutive assumptions against the second law of thermodynamics, as discussed in Section 8.
Isothermal, incompressible, non-diffusing flows, unentangled polymer
As in the preceeding section, the energy and entropy equations decouple from the mass, momentum, and conformation balance equations; thus, the relevant balance equations are
and the local entropy production inequality is
with a = a(M). Assuming a linear coupling between generation of conformation M g and velocity gradient ∇v (as in Section 5)
In non-linear theories, Eq. (157) should be used to check constitutive assumptions against the second law of thermodynamics. Eqs. (154)- (156), (158)- (161) 
where L ijkl is the tensor defined in Eq. (41) [3] ); and by identifying the viscosity tensors L vv ≡ Q = η. This shows that the simple thermodynamic approach yields the same equations as the Generalized Bracket and Matrix Model, at least when the equations of change of microstructure depend linearly on the velocity gradient and diffusion is neglected. The model of Leonov is not recovered because in that model the stress is postulated rather than derived-see the discussion in Section 5.3 above.
Evolution equations of conformation and entanglement concentration
The evolution equations of conformation and entanglement concentration must reflect the effects of local macroscopic deformation on the material and its internal relaxations. Eqs. (114) and (115) can be simplified substantially by using micromechanical models of polymer behavior.
The generation terms M g and e g represent changes due to internal processes only, i.e., processes that do not involve transfer through the boundary of a liquid element. The discussion in the following subsections is therefore restricted to internal processes. A simpler form of the generation terms of conformation M g is presented below in Section 7.2, where the effect of the macroscopic deformation gradient on coil stretching, coil rotation with respect to neighboring coils, and collective rotation of coils splits into independent parts. The resulting equation of change of conformation is a particular case of Eq. (115) and includes the mechanisms of affine deformation, partial slip as put forward by Gordon and Schowalter [123, 124] , incomplete retraction [106, 125] , and complete retraction [11, 96] , which are at the basis of all known rate-type constitutive equations for dilute solutions, semidilute unentangled and entangled solutions, concentrated solutions, and melts.
No general mechanism of entanglement formation and destruction is known: published models of polymer behavior that account explicitly for an entanglement variable are reviewed by Yosick et al. [126] . The salient difference between the models that have been proposed so far is whether or not the velocity gradient affects the rates at which entanglements break and reform.
The generation terms of entanglements and conformation are related respectively to the rates of change due to internal processes of the zeroth and second moment of the segment distribution function Ψ(r, x, t). If only internal processes are considered, the distribution function obeys the equation [12, 39, 127 
where Ψ p (r) dr and Ψ d (r) dr are respectively the rates of production and destruction of segments of length r per unit mass. In theories of unentangled solutions, segments represent the end-to-end connectors of polymer molecules; therefore, 
The integrals in Eqs. (164) and (166) 
Rate of change of entanglements by internal processes
The rate of generation of entanglements e g is the rate of change of entanglement density ρe due to internal processes. It is related to the rate of change of segment density ρc p . Because the number of polymer segments per unit mass equals the number of polymer molecules per unit mass plus twice the number of entanglements per unit mass, c p = c m + 2e, and c m is constant,
Eqs. (164) and (167) give
where the specific rate of entanglement generation has been split into a production and a destruction terms e p , e d ≥ 0.
There is no consensus in the literature on the general expressions for Ψ p and Ψ d . The simplest assumption about the rate of production of entanglement is that entanglement formation is a random process driven by thermal fluctuations and is independent of flow and coil deformation [128] , whence Ψ p = kΨ 0 , where k is a rate constant and Ψ 0 is the equilibrium distribution function of segments. Graessley [129] considered simple shear flow and argued that the rate of entanglement formation may depend on the contact time between neighboring polymer chains, i.e., the time in which the centers of mass of two chains are closer than a critical distance, approximately equal to the radius of gyration of the polymer coil. This contact time is inversely proportional to the relative velocity of molecules, identified by Graessley with the product of shear rate and characteristic molecular size; therefore, the rate of entanglement formation drops with growing shear rate, and the number of entanglements per polymer molecule is lower during flow than at equilibrium. Graessley argued that Lodge's assumption of first-order kinetics of entanglement formation is inadequate and that the rate of production of entanglements should be higher when few entanglements are present because the molecules are "much freer of encumbrances" ( [129] , p. 2700). To estimate the contact time between polymer molecules, Graessley treated the flowing coils as spheres whose radius corresponded to the molecules' equilibrium sizes; he neglected any flow-induced anisotropic shape. This approximation is reasonable at moderate rates of strain in weakly-stretching flows, such as simple shear flow; it becomes questionable in flows strong enough to distort considerably the polymer coils. The rate of production of entanglements may depend therefore on the segments' lengths and on their orientations with respect to the principal directions of the rate of strain. In general, the rate of production of segments may depend on the segment distribution function Ψ , segment stretch, segment density, local value of the velocity gradient, and the other thermodynamic variables (ν and T or s).
Similar considerations apply to the rate of destruction of entanglements. Lodge [128] assumed that the rate of destruction of entanglements follows linear kinetics, Ψ d = kΨ . Graessley [129] suggested that the rate of destruction of entanglements should rise with shear rate because the rate of separation of polymer coils grows with shear rate. Marrucci et al. [130] suggested that the rate of destruction of entanglements should depend on the elastic stress rather than the velocity gradient because structural rearrangements occur during relaxation processes, and they assumed that elastically stressed molecules disentangle faster. Of course, stressed molecules are extended and bent ones; therefore, the argument of Marrucci et al. [130] can be reformulated in terms of molecular conformation dyadic rather than elastic stress, i.e., in terms of polymer segment's stretch and orientation. The relationship between rate of destruction of entanglements and elastic stress was slightly modified in a later work [131] . Other expressions of the rate of destruction of entanglements involving the elastic stress were proposed by De Cleyn and Mewis [132] and by Mewis and Denn [127] . Liu et al. [133] postulated that the rate of destruction of entanglements rises with the rate of strain. A collection of published expressions of the rates of production and destruction of entanglements has been compiled by Yosick et al. ([126] , Table 1 ), who also slightly modified the model of Liu et al. [133] .
The concept of persistent straining seems also important in describing how polymer molecules entangle and disentangle. The strain is persistent when an ensemble of polymer coils rotates with the same angular velocity of the eigenvectors of the rate of strain [15] . If molecular conformation is included in a model, then the straining is persistent when the principal direction of extensional straining is aligned with the principal direction of elongation of the conformation tensor [63] ; the liquid is recoiling when the principal direction of elongation of the conformation tensor is aligned with the principal direction of contraction of D, and the principal direction of contraction of the conformation tensor is aligned with the principal direction of extension of the rate of strain; the straining is intermittent in other situations. Of course, in three-dimensional flows with a non-uniform velocity gradient, the liquid could be recoiling along one axis while suffering persistent or intermittent straining in the perpendicular plane.
From the point of view of a description in terms of local expectation values, it is reasonable to assume that the rates of production and destruction of entanglements may depend on the thermodynamic variables T (or s), ν, e, and M, and the rate of strain-they must be independent of the vorticity W ( [60] , for details)
At equilibrium the number of entanglements per unit mass should be constant; therefore, the rates of entanglement production and destruction are related by
where e 0 and c p Nl 2 I are the equilibrium values of e and M. Hereafter the constitutive laws for e p and e d are not assumed to be linear in D (unlike in Section 5.1), and this has interesting implications for the formula of the elastic stress and for the local entropy production inequality, as discussed in Section 8.
Rate of change of conformation by internal processes
The generation term of conformation M g is the rate of change of conformation M ≡ c p rr by internal processes. The average molecular conformation per unit mass M can change if the end-to-end distance of the segments r changes or if the number of segments per unit mass c p is not constant. Polymer coils stretch and rotate by action of the velocity gradient. Entropic elasticity drives the coils towards a most-probable average end-to-end distance,r ≡ √ Nl 2 , where N is the number of Kuhn steps and l is the length of a Kuhn step ( [7] , pp. 411-412). When a segment represents the end-to-end connector of a polymer molecule (as in dilute and semi-dilute unentangled solutions and melts), then the number of segments per unit mass can change only if a polymerization reaction is occurring. When a segment portrays an entanglement-to-entanglement connector (as in semi-dilute and concentrated entangled solutions and melts), then the number of segments per unit mass can change due to breaking and forming of entanglements. Of course, this carries the tacit assumption that unentangled strands do not contribute to the stress.
It is convenient to split the rate of generation of conformation per unit mass νM g into three parts representing coils' stretch-and-orientation by action of flow and deformation, coils' relaxation by effect of entropic elasticity and Brownian motion, and change in coils' conformation due to formation and destruction of entanglements:
entanglement and disentanglement (172) where the function H(∇v, M, e) should be related to the rates of generation and destruction of entanglements. Comparing Eq. (172) to Eq. (166), and recalling thatṀ = νM g when only internal processes are considered, leads to Fig. 3 . Decomposition of the motion of a material filament into a stretch αr and a rotation b, the latter with respect to a chosen frame of reference {e i }. c is the rotation with respect to the frame {ê i }, which rotates with an angular velocity R with respect to {e i }; thus, c describes the orientation of filament r with respect to other filaments in an ensemble that rotates with angular velocity R, whereas d describes rigid-body rotation of all the filaments of an ensemble.
Conformation changes by flow and deformation
Virtually all microscopic theories of polymer dynamics approximate a polymer segment with an infinitesimal linear element, or a sequence of connected infinitesimal linear elements [12, 41, 11] . The motion of an infinitesimal (on the macroscopic length scale of the flow) material filament is instructive. Up to first order in | |, it is˙ = · ∇v ≡ · (D + W) and can be broken into a stretch along the axis, a rotation with respect to the center of mass of the material element in which is embedded and a solid body rotation with the material element ( 
The vorticity dyadic W corresponds to the average angular velocity (with respect to a chosen frame of reference) of the material element only if the material element is isotropic [134] or, more generally, symmetric with respect to reflections about the principal axes of the rate-of-strain D.
Polymer segments are finitely extensible unlike material filaments; therefore, the contribution of the stretch to their instantaneous incremental deformation should decrease with their extension. Also, bundles of stretched coils are not isotropic and can rotate at an average angular velocity different from half the vorticity, the angular velocity of isotropic liquid "particles". The difference between the average angular velocity of the coils and the vorticity can be related to the concept of a deformational part of the vorticity [135] ; in fact, such a difference of angular velocities is independent of the choice of frame and so is objective.
If stretch, rotation, and relaxation are regarded as independent phenomena, then a more general time rate of change of polymer segments due to flow and deformation can be defined as 
where ξ and ζ (0 ≤ ξ, ζ ≤ 1) are functions of |r| that represent the resistance of the molecules to stretch and rotation and R is a dyadic representing the average over a material volume of the rate of rotation of the molecules. Hereafter, R ≡ W (the case R ≡ W is analyzed by [60] .) According to the definition of F(∇v, M, e), Eqs. (173) and (177)
D : rr r · r rr
Eq. (178) suggests approximating F(∇v, M, e) as
whereM ≡ 3M/c p Nl 2 ,ē ≡ e/e 0 , and e 0 is the number of entanglements per unit mass at equilibrium. The approximations involved in passing from Eqs. (178) and (179) depend on the particular expression of ξ and ζ, and cannot be justified in general. Eq. (179) relies on an assumption similar to the quadratic closure approximation, except that the (unknown) constitutive functions ξ(r) and ζ(r) appear inside the configurational integrals in Eq. (178). The most appropriate closure approximation for various classes of liquids is still a subject of debate, and various forms have been derived from microscopic theories as well as macroscopic arguments (e.g., [136] [137] [138] [139] [140] ). The choice of closure approximation has quantitative and sometimes qualitative effects on the dynamics predicted by the model [141] [142] [143] [144] [145] [146] -note that one of the restrictions placed on the closure approximation in [141] using the bracket approach (Eq. (18), i.e., that the closure tensor should be a homogeneous function of degree one of M) can be derived simply by dimensional analysis. However, Eq. (179) is a special case of Eq. (99); it has the advantage of a relatively simple form, separates the effect of polymer segment stretch and orientation at the macroscopic level, and includes all the well-known models of flow-induced conformational changes-the affine deformation model for ξ = ζ = 1, the Gordon-Schowalter 'non-affine' deformation for ξ = ζ < 1 [123, 124] , the partially extending mechanism (or incomplete retraction) of Larson [106, 85] for ξ < 1, ζ = 1, and the non-extending chain deformation mechanism of Doi [96] for ξ = 0, ζ = 1.
A function ζ = 1 implies that the eigenvectors of the conformation dyadic do not rotate at the same angular velocity as the eigenvectors of the strain dyadic, which violates the experimentally valid (for flexible polymer melts and solutions) Lodge-Meissner relationship in step strains ( [41] , pp. 83-85 and 136-138) . This can be avoided by choosing a slowly decreasing function ζ(M) such that ζ(M) = 1 when M ≈ I. This constraint on ζ(M) is also consistent with the physical meaning of the function ζ(M) because when the coils are almost unstretched they tend to follow the macroscopic deformation entirely (affinely). Similarly, whenM ≈ I the stretching resistance should be low (unless the polymer is rod-like), ξ(M) ≈ 1, so that the affine deformation formula is recovered, i.e., F(∇v, M, e) = ∇v T ·M +M ·∇v.
Conformation changes by entropic elasticity and Brownian motion
The rate of change of segment conformation due to entropic elasticity and Brownian motion is usually written as [12] 
where ζ −1 (r) is a friction dyadic that represents the possibility that a segment may move preferentially along particular directions due to the presence of neighboring oriented segments [12, 97, [147] [148] [149] , Γ(r) ≡ ∂Φ/∂r represents the effect of intramolecular forces derived from a potential Φ, i.e., elastic forces ( [12] and references therein), and ξ −1 (r) is a dyadic that accounts for the possibility of anisotropic Brownian motion, i.e., a non-Maxwellian velocity distribution [12, 97, 149] . Because g is independent of ∇v, G is also taken to be independent of it. The most general expression of G(M, e) allowed by the isotropic representation theorems is then
where g 0 , g 1 , and g 2 are dimensionless functions ofM,ē, and the other thermodynamic state variables, λ is a relaxation time, and the factor −c p /λ has been grouped for convenience. Eq. (181) is completely general, and its only drawback is that the effects of anisotropic friction, entropic elasticity, and Brownian motion are not uncoupled.
The function g 1 is often related to the finite extensibility of polymer coils, as in the FENE-P [12] and FENE-CR [150] models. The function g 2 is sometimes associated with the idea that a polymer molecule in a concentrated solution or melt relaxes faster along the direction of mean orientation of the surrounding molecules [149, 147, 97, 151] . However, a general way has not been found to separate the effects of finite extensibility and anisotropic relaxation in the coarse-grained expression of G(M). The form of the functions ξ, ζ, g 0 , g 1 , and g 2 as well as the expressions of the free energy and the local rate of entropy production due to microstructural relaxation are summarized in Table 2 for several constitutive models-see also Beris and Edwards [2] , Jongschaap et al. [3] , Kwon and Leonov [86] for similar summaries.
Conformation changes by production and destruction of entanglements
The rate of change of conformation by formation and destruction of entanglements (Eq. (175)) is closely related to the rates of production and destruction (Eq. (168) 
Ψ . This expression of the rate of production of entanglements states that entanglement generation is a random process that may progress at a rate that depends on the local average thermodynamic variables, and that the segments created when new entanglements form are distributed according to the equilibrium distribution of segment stretch and orientation Ψ 0 . Similarly, the expression of the rate of destruction of entanglements accounts for possible non-linear effects only through the zeroth and second moment of the distribution function, and not the distribution function itself; the segments lost to disentanglements have the same distribution Ψ of those that are left, i.e., the likelihood that a segment disappears due to disentanglement is independent of the stretch and orientation of the segment itself. The definitions in Eq. (168) lead to
and the rate of production and destruction of conformation associated with these processes is [85] (see the analysis in [80] ); Larson-2 is equivalent to Eq. (54a) of the original paper; Larson-3 uses the same free energy and the same form of the relaxation terms of conformation as the original paper; Larson-4 uses the same free energy and the postulate of the original paper that the relaxation rate should be proportional to the stress 
where the dyadicsM p andM d represent the average conformation of new segments that are created by entanglement formation and existing segments that disappear by entanglement destruction. The isotropic representation theorems lead to the final expression
where k p 0 , . . . , k d 2 are dimensionless scalar functions that may depend on the invariants ofM, e/e 0 , and the other thermodynamic properties. Eq. (187) is merely a reasonable postulate founded on the similarity of the expressions of the rate of generation of entanglements and the rate of generation of conformation due to entanglement formation and destruction.
Relationship to reptation-based models
The theory developed here to describe temporary networks with variable (in space and time) number of junctions (entanglements) can be related to simple descriptions of reptation such as those of Larson [85] and Jongschaap [39] . Reptation is based on introducing a distribution function f(s, t, r, x), where s is arclength along a tube that constrains segments at location in space x. The quantity f(s, t, r, x) ds is the number of strands with stretch and orientation r at arclength location between s and s + ds and is related to the distribution Ψ(t, r, x) by
where ±L/2 are the extremities of the tube. Of course, f obeys a continuity equation
whereṡ is the arclength velocity with which a segment migrates along the chain, which is assumed to be due to diffusive processes,ṡ = −D rep ∂f/∂s. Integrating Eq. (189) along the length of the tube yields
where the last term in the equation is the flux of segments into (or out of) the tube. Defining this flux as the sum of positive (entering segments) and negative (exiting segments)
which has the same form as Eq. (163): the rate of generation of entanglements parallels the rate at which segments enter the tube; the rate of destruction of entanglements parallels the rate at which segments exit the tube. Therefore, it seems that the same analysis holds at the coarse-grained level both for reptation-based and entanglement-based models.
Equation of change of conformation
Eqs. (172), (179), (181) and (187) yield the expression of the rate of generation (change) of conformation νM g due to internal processes and the balance equation of conformation (no diffusion):
molecular relaxation
and k d 2 depend on the thermodynamic state variables s (or T ), ν (if the liquid is compressible),M, and e (if the liquid is entangled). Eq. (192) holds in inertial frames as well as in rigid frames translating and rotating with respect to them ( [60] , for details).
Molecular contraction along the neutral eigenvector of the velocity gradient in two-dimensional flows
An interesting feature of the equation of change of conformation Eq. (192) is that it can predict a contraction of the "molecules" in the neutral direction in two-dimensional flows both for entangled and unentangled solutions. In an unentangled solution, the equation of change of the eigenvalue m ofM associated with the eigenvector ofM aligned along the neutral direction of the flow iṡ
which always admits the steady solution m = 1 irrespective of the rate of strain only if both conditions ξ ≡ ζ and g 0 + g 1 + g 2 ≡ 0 are satisfied. This property of the evolution equation of conformation can be important if the three-dimensional stability of a two-dimensional flow is investigated, as is frequently desirable in the analysis of process flows of polymer solutions, because it implies that a strong planar extensional flow will induce a spanwise deformation (usually a contraction) of the polymer molecules and thus will induce spanwise stresses (usually compressive)-see [63] for a discussion of this effect in free surface flows. This property also has important implications for the development of computational codes for planar flows, because in such flows the spanwise component of the conformation tensor must be computed together with the in-plane components. This has caused errors in previously published work (see, for example, the work of Lee et al. [152] with the FENE-P equation). Finally, once reliable experimental data are available on the average molecular stretch in the neutral direction, this simple test can be used to decide which class of models is most appropriate to describe each type of molecules.
Constraints on generation terms
The constraints on the form of the evolution equations and the expressions of the stress are obtained by substituting Eqs. (167), (169), (170) and (192) in Eq. (148) . This leads to the local entropy production inequality ( [60] , for details)
whereM p is the average dimensionless conformation of new segments generated when entanglements form (strands enter the tube), andM d is the average dimensionless conformation of segments lost due to entanglement destruction (strands escaped from the tube). If Lodge's [128] simplifying hypotheses are used, thenM p coincides with the mean conformation,M p ≡M, andM d equals the equilibrium conformation,M d ≡ I. Some of the terms in Eq. (194) do not contribute to entropy production. Specifically, σ : D is the rate of reversible working on time scales shorter than the relaxation times of the microstructural elastic-like conformation and entanglement variables; therefore, it must be balanced by the rate of change of Helmholtz free energy associated with the rate of change of conformation and entanglements due to reversible processes. The analysis of Eq. (194) in the nonlinear case is complicated by the possible nonlinear dependence of the rates of production e p and destruction e d of entanglements on the strain rate tensor. 8 To streamline the analysis, it is convenient to split the rates of production and destruction of entanglements into strain rate independent terms, respectively e 0 
The functions e 0 p and e 0 d represent entanglement formation and destruction independent of flow. They account for spontaneous microstructural rearrangements due to the non-equilibrium conformation of the polymer segments and of their degree of entanglement. An additional principle is needed to split the deformation-dependent entanglement formation and destruction into reversible and irreversible parts: the entropy production rate is an even function of the rate of strain, [107] includes the case where the rate of change of a scalar (which could be taken as the entanglement density) consists both by an irreversible part (independent of rate of strain) and a reversible part (linear in the rate of strain).
Strain-rate independent entanglement generation
The local entropy production inequality Eq. (194) can be rewritten as The functions G and H account for two distinct physical phenomena. The relaxation of segments G describes the effects of intramolecular forces and Brownian motion on segment conformation, whereas H accounts for losses and gains of segments due to destruction and formation of entanglements (reptation out of and into the tube). These two processes occur on the same time scale; thus the entropy produced by them collectively should be non-negative (Eq. (201)). However, the microscopic definitions of G (Eq. (174)) and H (Eq. (175)) suggest that each of these two processes produces entropy independently; therefore, it is reasonable to postulate that
Constitutive models that violate either Eq. (202) or Eq. (203) but satisfy Eq. (201) cannot be dismissed as unrealistic because they do not violate the second law of thermodynamics. Yet they include either of the following concepts:
• entropic elasticity can drive segments to states of higher free energy by feeding on entanglement production and destruction, which simultaneously tend to drive the system to a state of lower free energy; • entanglement production and destruction may push the system to states of higher free energy by feeding on the concurrent entropic relaxation of segments, which drive the system toward a state of lower free energy.
Whether only Eq. (201) should be satisfied or both Eqs. (202) and (203) cannot be decided by using the "equilibrium version" of the second law (ṡ g ≥ 0), although it seems reasonable to postulate that both inequalities should hold in "non-equilibrium" situations.
Entanglement generation as irreversible process
The local entropy production inequality (Eq. (194)) is
is the only one that changes sign when the strain rate is reversed; therefore, it cannot contribute to dissipation and Eq. hold independently. These inequalities follow from the balance laws, the entropy inequality, the constitutive equations of the rates of generation of entanglements and conformation, and the postulate that the entropy production rate is an even function of the rate of strain. Additional assumptions can be made to break down Eqs. (206) 
Reversible and irreversible entanglement generation
In this case, the local entropy production inequality (Eq. (194)) reads
The terms that change sign when the strain rate is reversed must add to zero:
The reversible rates of production and destruction of entanglements must be split into a linear term and a non-linear term to obtain the relationship between elastic stress, conformation and entanglements; the two terms are defined by up to a constitutively indeterminate isotropic term; the non-linear contributions to the reversible rate of formation and destruction of entanglements must satisfy the relationship
Eq. (215) shows that if the free energy depends on entanglements (or on the number of strands inside the tube) and the rates of formation and destruction of entanglements include a term that depends linearly on the rate of strain, then there is a reversible stress that arises from the deformation-driven entanglement and disentanglement of the molecules. The rate of entropy production due to internal molecular processes reduces to that examined in Section 8.2; therefore, Eqs. (206) and (207) and the following discussion apply here too. The analysis in this section hinges on the same assumptions used in Sec. 8.2. The relationship between elastic stress and microstructural state variables Eq. (215) holds because the reversible work done by the elastic stress σ : D depends linearly on D, i.e., σ is independent of D; therefore, a non-linear dependence of the rates of production and destruction of entanglements on the rate of strain cannot lead to a net reversible work.
Summary and conclusions
A new method has been developed to account for the evolving microstructure of a flowing polymeric liquid by introducing microstructural variables that are local expectation values of microscopic features. The method extends irreversible thermodynamics based on the local equilibrium hypothesis, ensuring that the coarse-grained equations of the microstructural models are compatible with the first and second laws of thermodynamics.
When applied to unentangled polymeric liquids, the formalism developed here reproduces the results of the Generalized Bracket formalism of Grmela and Carreau [1] and Beris and Edwards [2] , and of the Matrix Model of Jongschaap et al. [3] . But it appears simpler than both the Generalized Bracket and the Matrix Model. Moreover, it is more general than the thermodynamic framework of Leonov [37, 64] , because it specifies how to introduce as many microstructural variables as needed, and because it clarifies the relationship between the elastic stress and the microstructural variables (which is assumed in Leonov's work and derived here). When applied to polymer solutions undergoing coupled flow and heat or mass transfer, some differences appear between the equations derived here and those derived by the Generalized Bracket [2] -namely, that a gradient of temperature can drive a diffusive flux of conformation (and vice versa), or that a gradient of chemical potential can drive a flux of conformation (and vice versa); however, these differences disappear if appropriate expressions for the generating functionals are assumed in the Generalized Bracket [119] ; therefore, the simple thermodynamic approach and the Generalized Bracket formalism seem to yield consistent results. When applied to entangled polymeric liquids, the formalism presented here reproduces a key result obtained with GENERIC [107] -that if the rate of generation of entanglements is coupled linearly to the rate of strain, then a part of the elastic (reversible) stress is related to this coupling term.
To model flowing polymer solutions and melts, the microstructural variables of choice are the conformation tensor, representing the local expectation value of the stretch and orientation of polymer segments (which are polymer molecules in unentangled liquids, or parts of polymer molecules included between consecutive entanglements on the same chain in entangled liquids), and the number of entanglements per unit volume. A set of thermodynamic restrictions is derived on the equations of change of entanglement density and conformation, and the relationship is explained between these equations of change and the elastic stress. The equations of the theory include many previously published models of polymer behavior (or constitutive equations), some of which include an explicit entanglement variable. The thermodynamic framework is advantageous for computational modeling; the calculation of separate constitutive functions (see Table 2 ) and their derivatives can be delegated to subroutines or objects in a computational code; thus, changing constitutive equations, adding new ones, or mixing parts of one equation with another become straightforward, all of this while retaining the power of Newton's Method and arclength continuation. Yet, caution must be exercised when mixing models because the range of admissible values of the invariants of the conformation tensor depends on the choice of model, and the local rate of entropy production in turn depends on the instantaneous value of the invariants of the conformation tensor; thus, a proof must be sought that the entropy production rate is non-negative in the admissible range of conformation values or, alternatively, the entropy production rate must be monitored during calculations.
However, thermodynamics (in whatever embodiment) cannot provide the constitutive form of the diffusive fluxes and generation terms that appear in the transport equations of microstructure, but only a set of relationships between such terms. To arrive at a predictive set of equations guidance will be needed from kinetic theory and statistical mechanics and from insightful experiments that in the near future may be able to separate the effects of flow on molecular stretch and orientation, entanglement density, and elastic and viscous stress.
To this extent, a multi-level modeling approach may prove highly effective: the same flow could be modeled in a few selected cases with both a fine-grained model free (or nearly so) of adjustable parameters and a coarse-grained model. Developing an automatic estimation algorithm seems possible that would tune the unknown constitutive parameters and functions of the coarse-grained model to best reproduce the predictions obtained with the fine-grained model, thereby achieving the goal of projecting effectively the multitude of degrees of freedom of the fine-grained model onto a relatively small set of variables characteristic of the coarse-grained model, which could then be used to model efficiently complex process flows.
Appendix A. Derivative of a scalar function of a second-order tensor
The formulae for computing the derivatives of a scalar isotropic function a(A) with respect to a second-order tensor A are reported here for convenience; they can also be found, for example, in Truesdell and Noll [118] and Wang and Truesdell [154] . Because of isotropy, a depends only on the invariants of A, i.e., a (A) ≡ a(I, II, III) If one of the invariants of the tensor is constrained to be constant, then the derivative has to be taken subject to the appropriate constraint. If the trace of A is constant, as in the rod model [96] , then the constrained derivative (denoted by a∂) iŝ The expression of the entropy production rate ordinarily should not change if the balance equations are written in a non-inertial, rigid frame, because the relative accelerations arising in accelerating frames ordinarily do not contribute to the rate of conversion of mechanical energy and internal energy, T : ∇v ( [113] , p. 160). Except in extraordinary cases, the value of the thermodynamic variables does not depend on the choice of rigid frame of reference, i.e.,û = u,ŝ = s,ν = ν,M = M,ê = e, where (∧) indicates the value of a variable in the non-inertial frame. The vorticity W is the only quantity in Eq. (95) that changes in a rotating frame, W = W +Ω, where Ω is the angular velocity of the rotating frame with respect to the inertial frame and Ω = −Ω T . The entropy production rate in the rotating frame is 
MW
ijlk . However, the symmetry of the stress tensor and the requirement that the entropy production rate be independent of frame are independent conditions; the first is not always true [155, 156] , the latter is a widely accepted postulate.
Appendix C. Invariance of transport equations of microstructure under rigid changes of frames
The requirement that the transport equations of microstructure hold unchanged in any rotating rigid frame puts an additional constraint on the tensor R MW . The transport equation of entanglements does not change in a rotating frame because the time derivative of a scalar does not depend on the choice of frame and the independent variables in the constitutive functions of J e , e 0 g , and R ev are independent of frame. Additional terms appear in the transport equation of conformation, because the time derivative of a dyadic depends on the choice of rigid frame and so does the vorticity, and these terms must cancel because the equation holds in the rotating frame as well as the inertial frame. An equivalent expression of R MW was derived by Jongschaap et al. [3] .
Appendix D. Non-entangled, non-isothermal, incompressible polymer solutions, uniform concentration
The equation set describing the flow of a unentangled polymer solution is obtained from Eqs. 
Appendix E. Non-entangled, isothermal, incompressible polymer solutions, non-uniform concentration
The balance equations of a isothermal polymer solution in the presence of concentration gradients can be obtained from the general Eqs. (110)- (122)) by setting the density to a constant value, discarding the balance equations of internal energy and entropy (see discussion in Section 6.2), replacing the entanglement density e with the polymer concentration c p , setting to zero the generation term in the equation of change of polymer concentration (stress-induced chain breakage and polymerization are not considered) and using the Helmholtz free energy a(c p where the relationships between fluxes and linear phenomenological laws have been used in the right-most equalities above, andμ ≡ ∂a/∂c p and S ≡ ∂a/∂M. This equation set is slightly different from Eqs. (9.2-6)-(9.2.8) of Beris and Edwards [2] ; specifically, the gradients of the conformational affinity drive the mass and conformation fluxes in Eqs. (E.3) and (E.4), whereas gradients of elastic stress appear in the Generalized Bracket formulation; moreover, Eq. (9.2.8) is not cast in the classical convection-diffusion form (the last term is not the divergence of a flux). However, it is possible to recover Eqs. (E.3) and (E.4) by changing the form of the generating functional in the Generalized Bracket formulation [119] .
