Let C be a nonempty closed convex subset of a Hilbert space H, and let T
Introduction
A very common problem in areas of mathematics and physical sciences consists of trying to find a point in a nonempty closed convex subset C of a Hilbert space H. This problem is related to the variational inequality problem (A). One frequently employed approach in solving the variational inequality problems is the approximation methods. Some approximation methods for solving variational inequality problems and the related optimization problems can be found in [-] . http://www.journalofinequalitiesandapplications.com/content/2013/1/414
In this paper, we consider the following variational inequality. Find a point x * ∈ C such that (F -γ f )x * , x -x * ≥ , ∀x ∈ C,
where C is the intersection of the set of solutions of an equilibrium problem and the set of a variational inclusion. In fact, the reason that we focus on the set C in the equilibrium problems and the variational inclusion problems, plays a very important role in many practical applications.
For this purpose, we construct the following composite schemes, that is, the implicit scheme {x t } and the explicit scheme {x n }, respectively, Our idea is to involve directly the operator F -γ f to generate the two composite schemes (.) and (.) that converge strongly to solutions of the variational inequality problem (B). In fact, our two schemes are very simple.
Preliminaries
In this section, we introduce some notations and useful conclusions for our main results.
Let H be a real Hilbert space. Let B : H → H be a nonlinear mapping, let ϕ : H → R be a function, and let : H × H → R be a bifunction. Now, we consider the following equilibrium problem. Find a point x ∈ C such that
The set of solutions of problem (.) is denoted by EP. The equilibrium problems include fixed point problems, optimization problems and variational inequality problems as special cases. For the related works, see
and let S : H → H be a nonexpansive mapping, that is,
Recall that a mapping A : H → H is said to be α-inverse strongly monotone if there exists a constant α >  such that 
where θ is the zero element in H. 
Let R : H →  H be a maximal monotone set-valued mapping. We define the resolvent operator J R,λ associated with R and λ as follows:
where λ is a positive number. It is worth mentioning that the resolvent operator J R,λ is single-valued, nonexpansive and -inverse strongly monotone and, further, a solution of problem (.) is a fixed point of the operator J R,λ (I -λA) for all λ > . Throughout this paper, we assume that a bifunction : H × H → R and a convex function ϕ : H → R satisfy the following conditions:
(H) (x, x) =  for all x ∈ H; (H) is monotone, i.e., (x, y) + (y, x) ≤  for all x, y ∈ H; (H) for all y ∈ H, x → (x, y) is weakly upper semi-continuous; (H) for all x ∈ H, y → (x, y) is convex and lower semi-continuous; (H) for all x ∈ H and μ > , there exists a bounded subset D x ⊂ H and y x ∈ H such that, for any 
In particular, if  ≤ λ ≤ α, then I -λA is nonexpansive.
Lemma . []
Assume that {a n } is a sequence of nonnegative real numbers satisfying a n+ ≤ ( -γ n )a n + δ n , where {γ n } is a sequence in (, ), and {δ n } is a sequence such that
Then lim n→∞ a n = .
Main results
In this section, we give our main results. In the sequel, we assume the following conditions are satisfied.
Condition . H is a real Hilbert space. ϕ : H → R is a lower semi-continuous and convex function, and : H × H → R is a bifunction satisfying conditions (H)-(H).
Condition . F is a strongly positive bounded linear operator with coefficient  < ρ < , f : H → H is a τ -contraction satisfying ρ > γ τ , where γ >  is a constant, and R : H →  H is a maximal monotone mapping.
Condition . A, B
: C → C are an α-inverse strongly monotone operator and a β-inverse strongly monotone operator, respectively. Condition . λ and μ are two constants such that  < λ < α and  < μ < β.
Condition . := EP ∩ I(A, R) is nonempty.
Now, we first consider the following scheme.
, define a net {x t } as follows:
Remark . The net {x t } defined by (.) is well-defined. In fact, from Lemmas . and ., we know that the mappings I -λA and I -μB and S μ are nonexpansive. For any x ∈ H, we define a mapping
We note that I -tF is http://www.journalofinequalitiesandapplications.com/content/2013/1/414 positive and I -tF ≤  -tρ. Hence we have
This shows that W is a contraction. Therefore, W has a unique fixed point, which is denoted by x t .
Theorem . The net {x t } defined by (.) converges strongly to the unique solutionx ∈ of the following variational inequality:
Remark . First, we can check easily that F -γ f is strongly monotone with coefficient ρ -γ τ . Now, we show the uniqueness of the solution of the variational inequality (.).
Suppose that x * ∈ andx ∈ both are solutions to (.). Then we have
Adding up the last two inequalities gives
The strong monotonicity of F -γ f implies thatx = x * , and so, the uniqueness is proved.
Next, we give the detail proofs of Theorem ..
Therefore, we have
From (.), we get
and so,
Therefore, the net (x t ) is bounded, and so {y t }, {z t }, {Fy t } and {fy t } are all bounded. It follows from (.) and Lemma . that
By (.), we obtain
where M >  is some constant satisfying
By (.) and (.), we have
and so, Since S μ is firmly nonexpansive, we have
Since J R,λ is -inverse strongly monotone, we have
which implies that
Thus, by (.) and (.), we obtain
Substituting (.) into (.), we get
Thus, we derive
It follows that
Next, we show that the net {x t } is relatively norm-compact as t →  + . In fact, assume that {t n } ⊂ (, ) is such that t n →  + as n → ∞. Put x n := x t n , y n := y t n and z n := z t n . From (.), we have
Since {x n } is bounded, without loss of generality, we may assume that {x n } converges weakly to a pointx ∈ H. Next, we prove thatx ∈ . We first show thatx ∈ EP. By z n = S μ (x n -μBx n ), we know that
It follows from (H) that and so,
For any t ∈ (, ] and y ∈ H, let u t = ty + ( -t)x. It follows from (.) that
Since z n i -x n i → , we have Bz n i -Bx n i → . Further, by the monotonicity of B, we have u t -z n i , Bu t -Bz n i ≥ . Thus, from (H) and the weakly lower semi-continuity of ϕ, z n i -x n i μ →  and z n i →x weakly, it follows that
From conditions (H), (H) and (.), we also have
and hence
Letting t → , we have
This implies thatx ∈ EP. Next, we show thatx ∈ I(A, R). In fact, since A is α-inverse strongly monotone, A is a Lipschitz continuous monotone mapping. It follows from Lemma . that R +A is maximal monotone.
. By virtue of the maximal monotonicity of R, we have
It follows from z n -y n → , Az n -Ay n →  and y n i →x weakly that
It follows from the maximal monotonicity of A + R that θ ∈ (R + A)(x), i.e.,x ∈ I(A, R). Hencex ∈ . Therefore, if we can substitutex for x * in (.), then we get
Consequently, the weak convergence of {x n } tox actually implies that x n →x strongly. This shows the relative norm-compactness of the net {x t } as t →  + .
Now, we return to (.). If we take the limit as n → ∞ in (.), then we get
In particular,x solves the following variational inequalitỹ
We know that the variational inequality (.) is equivalent to its dual variational inequalityx
Thus, by the uniqueness of the variational inequality, we deduce that the entire net {x t } converges in norm tox as t →  + . This completes the proof.
Next, we introduce an explicit scheme and prove its strong convergence to the unique solution of the variational inequality (.).
Algorithm . For any x  ∈ H, define the sequence {x n } generated iteratively by (C) lim n→∞ α n =  and
Then the sequence {x n } generated by (.) converges strongly to the unique solutionx ∈ of the variational inequality (.).
Proof We write z n = S μ (I -μB)x n and y n = J R,λ (z n -λAz n ) for all n ≥ . Then it follows from Lemma . that, for any x * ∈ ,
Hence we have
By induction, it follows from (.) that
Therefore, {x n } is bounded, and so, {z n }, {y n }, {Fy n } and {fy n } are all bounded. It follows from (.) that
Note that
Substituting (.) into (.), we get
Notice that lim n→∞ | - Since S r is firmly nonexpansive, we have
and hence z n -x *  ≤ x n -x *  -x n -z n  + μ Bx n -Bx * x n -z n . (  .   )
Since J R,λ is -inverse strongly monotone, we have y n -x *  = J R,λ (z n -λAz n ) -J R,λ x * -λAx *  ≤ z n -λAz n -x * -λAx * , y n -x *
