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Abstract
Analysing and explaining relationships between entities in a graph is a fundamental
problem associated with many practical applications. For example, a graph of biological
pathways can be used for discovering a previously unknown relationship between two
proteins. Domain experts, however, may be reluctant to trust such a discovery without a
detailed explanation as to why exactly the two proteins are deemed related in the graph.
This paper provides an overview of the types of solutions, their associated methods and
strategies, that have been proposed for finding entity relatedness explanations in graphs.
The first type of solution relies on information inherent to the paths connecting the
entities. This type of solution provides entity relatedness explanations in the form of a
list of ranked paths. The rank of a path is measured in terms of importance, uniqueness,
novelty and informativeness. The second type of solution relies on measures of node
relevance. In this case, the relevance of nodes is measured w.r.t. the entities of interest,
and relatedness explanations are provided in the form of a subgraph that maximises
node relevance scores. This paper uses this classification of approaches to discuss and
contrast some of the key concepts that guide different solutions to the problem of entity
relatedness explanation in graphs.
1 Introduction
Graphs can conveniently represent large amounts of information as networks of rela-
tionships between objects. Structuring information as a graph allows to search for
relationships between some entities of interest. However, in large graphs, information
may range from trivial to meaningful, and a need thus exists for extracting only those
relationships that are relevant and meaningful in a particular context. For example,
a graph of biological pathways can be used for discovering a previously unknown re-
lationship between two proteins. Domain experts, however, may be reluctant to trust
such a discovery without a detailed explanation as to why exactly the two proteins are
deemed related in the graph. Judgement of what constitutes a relationship, and what is
meaningful and non-trivial is nonetheless a subjective matter. For this reason solutions
have been proposed in the literature to find meaningful and non-trivial relationships
between entities of interest in objective ways. In this paper we provide an overview of
the types of solutions, their associated methods and strategies proposed for finding such
relationships, henceforth referred to as entity relatedness explanations.
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1.1 Focus of this Paper
The focus of this paper is to present and discuss strategies and methods that are able
to select relevant relationships between entities of interest in a graph in order to make
the knowledge embedded in a graph more usable e.g. for visualisation or analytical
purposes. Although this paper does not claim to be exhaustive, it provides an overview
of key methods that are representative solutions to this problem. We distinguish two
solutions to the problem of finding entity relatedness explanations. The first type of
solution relies on information inherent to the paths connecting the entities. This type of
solution provides entity relatedness explanations in the form of a ranked list of relevant
paths. The rank of a path is measured in terms of importance, uniqueness, novelty and
informativeness. The second type of solution relies on measures of node relevance. In
this case, the relevance of a node is measured w.r.t. the entities of interest and related-
ness explanations are provided in the form of an explanation subgraph that maximises
node relevance scores. This paper uses this classification of approaches to discuss and
contrast some of the key concepts that guide different solutions to the problem of entity
relatedness explanation in graphs.
1.2 Summary of Contributions
The main contributions of this survey are the following:
• We identify two possible solutions to the problem of entity relatedness explanations
in graphs. One focusing on the graph theoretic and, where applicable, semantic
information inherent to the path connecting entities of interest; the second focusing
on finding one or more optimal subgraphs by measuring the relevance of nodes
w.r.t. entities of interest.
• For each solution type, we provide a synthesis of core methods and strategies.
• Finally we discuss the assumptions underpinning the graph theoretic concepts
from which solutions are derived and how these assumptions may or may not be
applicable to the entity relatedness explanation problem.
To the best of the authors’ knowledge only one similar survey of entity relatedness
explanations in graphs exists [3]. To explain the relationships among entities of inter-
est, the survey groups papers by whether solutions to finding relatedness explanations
concern two entities of interest, or whether they concern two or more entities. In this
survey we extend this view by framing the discussion around the strategies and rationale
behind identifying and extracting relevant relationships between entities of interest.
The requirement for this survey emanated from a specific biomedical research case.
As part of this research a knowledge graph of biomedical entities had been assembled
from multiple heterogeneous data sources. However, finding relevant relationships for
two given entities of interest, among the myriad of paths connecting those entities was
challenging and prompted the requirement for surveying the existing entity relatedness
literature in search for possible solutions. Relevant research publications were selected
through a process of reference exploration, starting from two seed papers [16,17]. From
the seed paper, related works references were repeatedly explored with the goal of finding
papers that discuss directly or indirectly the entity relatedness explanation problem.
The initial search returned 336 articles and 19 met the requirement for detailed review.
1.3 Organisation of this Paper
This paper is organised around the two proposed types of solutions to the problem of
finding entity relatedness explanations in a graph. Section 2 introduces relevant paths
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extraction, a solution that retrieves explanations in the form of a list of ranked paths.
Section 3 introduces relevant subgraph extraction, a solution that retrieves entity relat-
edness in the form of optimised subgraphs. We propose to distinguish between maximal
relevance (Section 3.1), minimum cost (Section 3.2) and node grouping (Section 3.3)
strategies. Finally, in Section 4 we discuss and contrast some of the key concepts that
guide both relevant paths and relevant subgraph extraction solutions.
2 Relevant Paths Extraction
One possible solution to the entity relatedness explanation problem is to consider all
paths that connect two entities of interest and to identify those paths that best explain
the relationship between those entities. Relatedness of nodes in paths w.r.t. entities
of interest is assumed and the task is to rank paths in terms of their relevance to the
context, their uniqueness, novelty and informativeness. This is achieved by exploiting
graph theoretic, statistical and semantic information embedded in paths. Relevant paths
extraction solutions are limited to two entities of interest.
The research areas covered by relevant paths extraction solutions include literature-
based discovery (LBD) [23], link discovery [12] and the Semantic Web [2, 4, 16, 17].
Examples of input graphs used include co-citation graphs [12] and biochemical net-
works [23]. Input graphs used in Semantic Web research papers are based on the
Resource Description Framework (RDF), a data model based on named relationships
between resources [2]. A well known example of an RDF-based input graph is Freebase
and DBPedia.
The primary graph theoretic measures used for path ranking are node degree and
path length. Node degree is considered indicative of e.g. activity in a social network or
interaction in a genetic regulatory network. High node degree suggests importance and
paths containing such nodes are ranked higher. For example, in [23], the importance of
a given path is scored using the arithmetic sum of the degree centrality values dc for all
n nodes B in the path (Eq. 1).
score =
∑
n
dc(Bn) (1)
The length of paths connecting entities of interest is used as a proxy measure for
association strength. The shorter a path, the stronger the association. However, a
strong association does not necessarily lead to a higher rank. In certain contexts one
may want to give preference to weak associations i.e. long paths. For example, as
described in [2], money laundering involves transactions that may change several hands.
Hence, in a graph representing financial transactions, one may want to include long
paths in a relatedness explanation for sender and receiver entities. For this reason, the
authors define the weight L of a path A such that the contribution of a path’s length
to its rank be informed by whether preference should be given to short (Eq. 2a) or long
paths (Eq. 2b), where length(A) is the number of nodes in A.
LA =
1
length(A)
(2a)
LA = 1−
1
length(A)
(2b)
Statistical path scoring measures are based on frequency of occurrence counts, e.g.
the number of similar paths [12], the number of nodes in a path [2], or the number
of edges in a path [4]. In [12] and [4], low frequency of occurrence counts represent
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rarity and specificity. Similarly, in [16], high frequency of occurrence counts represent
diversity. In this case, the authors use the frequency of occurrence of nodes and edges
to define path diversity and path informativeness measures. Path informativeness is
based on the frequency of occurrence of edges and the inverse frequency of occurrence
of nodes [16]. Path diversity σ is measured by the ratio of common labels to the
total number of labels between two paths pi1 and pi2 (Eq. 3). Both measures are
complementary. Path diversity ensures that paths with rare edges, potentially discarded
if they appear in paths with low informativeness, are retained. As illustrated by this
example, statistics-based ranking is typically framed in terms of conceptual ideas. The
properties of information associated with those concepts are novelty, uniqueness, non-
triviality and informativeness. In general, those properties are deemed desirable and
result in a higher rank.
σ(pi1, pi2) =
|Labels(pi1) ∩ Labels(pi2)|
|Labels(pi1) ∪ Labels(pi2)|
(3)
Path ranking measures are often used in combination. For example, in [2], the
overall frequency of occurrence rari of a node i in an input graph is combined with
the association length weight LA described above to produce an overall weight of path
rarity RA (Eq. 4a for short and Eq. 4b for long paths).
RA =
1
length(A)
length(A)∑
i=1
rari (4a)
RA = 1−
1
length(A)
length(A)∑
i=1
rari (4b)
Similarly, [4] and [17] combine measures of specificity and of diversity. Specifically,
where a graph is composed of multiple schemas (i.e. domains), this information can be
used to determine whether a given path “spans” several domains. The more schemas
are covered by the edges in a path, the higher the rank. Lastly, semantic information
is extracted, where applicable, from RDF [17] and ontology schema hierarchy [2]. Such
hierarchies represent a partial ordering of entities and, the deeper an entity lies in the
hierarchy, the more specific or informative it is.
3 Relevant Subgraph Extraction
A second approach to solving the entity relatedness explanation problem is to extract
a subgraph such that its nodes are as relevant as possible to some entities of interest.
We distinguish between strategies that focus on maximal relevance (Section 3.1), min-
imum cost (Section 3.2) and node grouping (Section 3.3) methods. Relevant subgraph
extraction is suited to cases with more than two entities of interest e.g. Q = {q1, ..., qn}
or with two sets of entities Q1 and Q2.
The research areas covered by relevant subgraph extraction solutions include data
mining [13], knowledge discovery [11], graph mining [18], graph theory [1] and graph
databases [7,8]. Examples of input graphs used in the reviewed papers include domain-
specific knowledge bases, social networks, food networks, protein-protein interaction
networks, co-authorship graphs.
3.1 Maximal Relevance Approaches
Maximal relevance approaches select an explanation subgraph by maximising a good-
ness function that measures and optimises the relevance of candidate subgraphs. The
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relevance of a subgraph is assessed through the relevance and/or importance of its con-
stituent nodes. Relevance relates to the entities of interest, importance relates to the
network as a whole. A globally important node may be one that acts as an important
information bridge, authority or hub; as opposed to nodes that are isolated, with little
influence on the rest of the network. The importance and relevance of nodes is used to
search for the most informative explanation subgraph. The computation of importance
and relevance scores is discussed next.
3.1.1 Node Scoring
Node relevance scores are typically computed using random walk (RW) [6,7,9,11,19,21,
22]. The RW method allows to compute a probability distribution over the set of nodes
in a graph. This probability information can be used to measure node relevance i.e. how
much each node contributes to the relationships with the nodes of interest. RW-based
methods are also suitable for measuring the overall, or global, importance of nodes [6,13]
in a graph. In this case a small probability is assigned to the walker “jumping” to any
node in the graph, rather than moving to an adjacent node. A well-known example is
PageRank [15].
The most commonly used random walk “flavour” is Random Walk with Restart
(RWR) [6, 7, 11, 13, 22]. Another similar type of random walk, the Absorbing Random
Walk (ARW) is proposed in [9]. In a RWR, a small probability is assigned to the
walker restarting the walk from where it began. This restart probability makes the
RWR method an attractive choice in light of the “w.r.t. entities of interest” aspect of
node relevance scoring. In an ARW, a walker stops (i.e. is absorbed) when an entity
of interest is reached. ARW is used to compute the expected number of times a node
is used when randomly walking through the graph, starting from one entity of interest
until eventually being absorbed by a distinct entity of interest. The relevance of a node
is proportional to these quantities.
The relevance r of a node j w.r.t. the entire set Q of entities of interest qi ∈ Q can
be computed, as seen in e.g. [21], by multiplying individual pair-wise relevance scores
(Eq. 5).
r(Q, j) =
Q∏
i=1
r(i, j) (5)
The above approach has, however, one potential weakness. It assumes that candidate
explanatory nodes have a relationship with all entities of interest. This can be addressed
by relaxing the way in which node relevance w.r.t. the entire set of entities of interest
is computed. For example, [21] allow for two additional scenarios. Node relevance may
relate to at least one (Eq. 6) or to at least k entities of interest, where k (1 ≤ k ≤ Q).
The same idea is adopted in [19]. In their paper, the authors propose entity relatedness
explanations for two sets of entities of interest Q1 and Q2. The authors search for
“central nodes” to which entities of interest are related in some relevant way e.g. through
common geo-political events. An essential aspect of the methodology consists of relaxing
the stringency requirements on how many of the entities of interest in each of the sets
must exhibit such commonalities with the central nodes.
r(Q, j) , r(Q, j, 1) = 1−
Q∏
i=1
(1 − r(i, j)) (6)
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3.1.2 Subgraph Optimisation
Methods that provide entity relatedness explanations in the form of a subgraph H [6,10,
13, 21] are designed such as to maximise the “goodness” of this subgraph (Eq. 7). The
goodness of H is measured by the sum of the relevance scores of the nodes it contains
(Eq. 8) where r(Q, j) is the relevance score of node j w.r.t. all nodes of interest in Q.
H∗ = argmaxHg(H) (7)
g(H) =
∑
j∈H
r(Q, j) (8)
The above approach can easily be adapted to cases where the relatedness explanation
is composed of more than one subgraph. This case is illustrated in [13]. The authors
partition the input graph into k groups (P1 to Pk). In this case, the goodness of H is
measured by the sum of the maximised goodness score of each group Pi where Q
′
Pi
is a
subset of Q and all the nodes in Q′Pi belong to Pi (Eq. 9).
g(H) =
∑
Pi
∑
j∈Pi
r(j,Q′Pi) (9)
3.2 Minimum Cost Approaches
Minimum cost approaches select relevant subgraphs based on the assumption that re-
lated nodes are close to each other. The proposition made is that entity relatedness
explanations can be extracted by interconnecting the entities of interest through short-
est paths, subject to the input graph being fully connected. The minimum cost approach
minimises the number of edges (for unweighted graphs) or the weights of the edges (for
weighted graphs) in the subgraph. The resulting subgraph is known as a spanning tree
and the problem of producing a spanning tree for a set of entities of interest is known
as the Steiner Tree problem. Authors that frame the entity relatedness explanation
problem as a Steiner Tree problem include [1, 7, 11, 18].
3.3 Node Grouping
As described in Section 3.1.1, explanatory nodes may not necessarily be related to all
entities of interest and a possible solution for dealing with this scenario is to relax
relevance requirements. In this section, we briefly describe an alternative solution,
namely grouping nodes, that have high relevance w.r.t. each other [1, 7, 8, 13]. In this
case, the intention is to spread entities of interest across groups. This then allows for
connecting paths to be restricted to a subset of entities of interest at a time before
inter-connecting the groups. A diverse and eclectic set of methods has been proposed in
the literature to achieve this task. In [7], nodes are grouped by their correlation to one
of the entities of interest. For each entity of interest q, the authors find a set of nodes
that are pair-wise correlated to q. A pair of nodes u and v are correlated if r(u, v) ≥ σ
and r(v, u) ≥ σ, where σ is a predefined minimum relevance threshold. Other methods
include clustering nodes into domain-specific communities [8], grouping nodes based on
density of linkages [13], methods based on Information Theory [1] and methods based
on flow information in networks [8]. Approaches to inter-connecting groups of related
nodes include minimum cost methods [7].
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4 Discussion and Conclusion
In this paper, we presented a survey of strategies and methods for finding entity related-
ness explanations in graphs. We identified two possible solutions to this problem. One
focusing on graph theoretic and semantic information embedded in paths connecting
entities of interest; the second focusing on finding an optimal subgraph in which the
relevance scores of nodes w.r.t. entities of interest is maximised. In this Section, we
discuss and contrast some of the key concepts that guide both the relevant paths and
relevant subgraph extraction solutions.
4.1 Relevance and Shortest Paths
An interesting observation made in the process of this survey is the lack of adoption of
some of the traditional node centrality measures such as closeness 1 and betweenness 2.
This may appear surprising at first considering how node centrality is a fundamental
measure for understanding the roles played by nodes in networks [14]. The lack of adop-
tion can be explained by the fact that graph centrality measures assume that information
travels along shortest paths. However, adopting this assumption without considering
the nature of the information being represented as a graph may be problematic. For
example, in an industry-news network on the one hand, the shortest path is known and
information travels in a targeted manner. On the other hand, in a social network, gos-
sip propagates without specific target; using shortest path-based centrality measures to
explain the flow of gossip is likely to produce low quality results [5]. Similarly, in many
of the domains in which entity relatedness explanation are sought, information does not
take any sort of ideal path from source to target and, in such cases, node centrality
measures could fail to adequately model entity relationships [10].
Whether shortest paths methods are deemed applicable to the entity relatedness
problem differs among authors. For example, in [6] and in [11], shortest paths are
used as indicators of relevance that adequately capture entity relatedness while in [4]
preference is given to long paths because they are seen as more specific thus “more
likely to reveal rare and uncommon associations” between entities of interest. The
solution proposed in [2] allows for both views. Shorter paths are seen as representing
direct relationships, while longer paths represent indirect relationships. Both direct and
indirect relationships can be meaningful, depending on the problem at hand, and it is
up to the practitioners to define their preference.
How can the ambivalence concerning the use of shortest paths as means of extracting
relatedness explanations from graphs be addressed? Is it more useful to try extracting
relatedness explanations by modelling information flow as a random process? Indeed,
in [9] and in [14] it is argued that, if information flows randomly, then contributions from
all paths, not just the shortest, should contribute to entity relatedness explanations. It is
precisely this observation which led to the prevalence of RW-based methods in relevant
subgraph extraction methods. RW-based methods allow to compute node relevance
scores on all possible ways to connect entities of interest, each way having a certain
likelihood, rather than relying only on shortest distance.
4.2 The Subjective Nature of Relevance
Whether a relatedness explanation is relevant is, as noted in Section 1, a matter of
subjective judgement. Different people will almost certainly have differing notions of
1Closeness is the mean shortest-path distance between a node and all other nodes reachable from
it [14].
2Betweenness is calculated as the fraction of shortest paths between node pairs that pass through
the node of interest [14].
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relevance. An entity relatedness explanation grounded in LBD will need to be based
on the uncommon and novel in order to support the discovery of new, yet unknown
relationships. In this case, solutions and methods that favour nodes in a graph that
have low degree will be preferred because high degree can be seen as a weak measure
because a node through which many entities are connected is too general for contributing
to succinctly explain how entities of interest are related [20]. Conversely, an entity
relatedness explanation which deals with biological knowledge such as a gene interaction
graph will need to take into account that high connectivity is an important property of
the underlying graph [23]. In this case, high node degree is desirable and is seen as an
appropriate indicator of relevance.
The above example illustrates that there is no one correct answer to the question
whether high, or low, node degree is a good indicator of relevance. The advantage of
relevant paths extraction over relevant subgraph extraction lies in that the former allows
to more easily adapt to the configurations deemed most appropriate for a given context.
Specifically, entity relatedness explanations are configurable through the path ranking
scheme inherent to the relevant paths extraction. Examples of papers that implemented
relevant paths extraction solutions as configurable, user-driven and interactive applica-
tions include [2, 4, 16, 17]. In contrast, relevant subgraph extraction allows for only
limited “tuning” to account for subjective notions of relevance. The advantages of this
type of solution over relevant paths extraction are two-fold. First, relevant subgraph
extraction methods allow for more than two entities of interest to be specified. Second,
as discussed in Section 4.1, the way in which information flow is modelled, namely as
a random process, can be seen as a more adequate way of representing knowledge in
graphs.
4.3 Final Remarks
In Section 1.2, we described how the requirement for this survey arose from the chal-
lenges associated with manually inspecting the myriad of connecting paths between
entities of interest in a graph. The solutions, methods and strategies described in this
paper can help practitioners make decisions in a more informed way when faced with
implementing solutions to the task of explaining the relationships between entities of
interest. Based on the input graph at hand, the particularities of the context and the
information represented, our paper helps practitioners assess which one of the two types
of solutions, and their corresponding methods and strategies best suits their needs and
context.
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