Abstract-This work extends the Bussgang blind equalization algorithm to the multichannel case with application to image deconvolution problems. We address the restoration of poorly spatial correlated images as well as strongly correlated (natural) images. The spatial nonlinearity employed in the final estimation step of the Bussgang algorithm is developed according to the minimum mean square error criterion in the case of spatially uncorrelated images. For spatially correlated images, the nonlinearity design is rather conducted using a particular wavelet decomposition that, detecting lines, edges, and higher order structures, carries out a task analogous to those of the (preattentive) stage of the human visual system. Experimental results pertaining to restoration of motion blurred text images, out-of-focus spiky images, and blurred natural images are finally reported.
I. INTRODUCTION

I
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Digital Object Identifier 10.1109/TIP.2003.818022 [4] , remote sensing [5] , to cite only a few. Its goal consists in recovering the original image from a single or multiple blurred observations. Different restoration approaches depend on the particular degradation and image model assumed. An overview of several image restoration techniques can be found in [6] .
In some application cases, the blur is assumed known, and well known deconvolution methods, such as Wiener filtering, recursive Kalman filtering, constrained iterative deconvolution methods, are fruitfully employed for restoration.
However, in many practical situations, the blur is partially known [7] or unknown, because an exact knowledge about the mechanism of the image degradation process is not available. Therefore, the blurring action needs to be characterized on the basis of the available blurred data, and blind image restoration techniques have to be devised for restoration. These techniques aim at the retrieval of the image of interest, observed through a nonideal channel whose characteristics are unknown or partially known in the restoration phase. Many blind restoration algorithm have been proposed in the past, and an extended survey can be found in [6] , [8] .
In some applications, the observation system is able to give multiple observations of the original image. In electron microscopy, for example, many differently focused version of the same image are acquired during a single experiment, due to an intrinsic trade-off between the bandwidth of the imaging system and the contrast of the resulting image. In other applications, such as telesurveillance or remote sensing, multiple observed images can be acquired in order to better counteract, in the restoration phase, possible degradation due to motion, defocus, or noise.
In case of multiple measurements, the restoration algorithm can exploit the redundancy present in the observations and, in principle, it can achieve performance not obtainable from a single measure. The theoretical framework of multichannel blind restoration exhibits similarities to that of Fractionally Spaced (FS) blind equalization, where the signal over-sampling at the output of the receiver front-end can be assimilated to a multichannel observation system. This fact has recently stimulated several and differently faceted works on the topic. In [9] the authors, extending the work in [10] , show the identifiability conditions of the channels and propose a restoration algorithm based on a subspace approach. In [11] , [12] , it is shown that, under some mild assumptions, both the filters and the image can be exactly determined from noise-free observations as well as stably estimated from noisy observations. In these approaches the channel estimation phase precedes the restoration phase, and it is realized by solving a linear system (inversion or LS) [13] , [14] , or by eigen-analysis assisted techniques, such as EVAM [15] . Once the channel is estimated, image restoration is performed by LS fitting of the observed images according to a Maximum Likelihood criterion [16] , or by a bank of FIR filters optimized with respect to (w.r.t.) a deterministic criterion [13] .
This work is devoted to the generalization of the Bussgang blind equalization algorithm to the multichannel case with application to image deconvolution problems. In its basic outline, the Bussgang restoration algorithm is based on iteratively filtering the measurements, updating the filter coefficients using a suitable nonlinear estimate of the original image. Specifically, the filter coefficients are updated by solving a linear system (normal equations) whose coefficients' matrix takes into account the cross-correlation between the measurements and the nonlinear estimate of the original image.
We must outline that the nonlinearity design, possibly obtained resorting to a Bayesian criterion, plays a key role in the overall algorithm convergence.
In this paper, we consider two different techniques for conducting such a nonlinear estimation. The first technique directly acts on the filtered measurements, since it is derived according to a suitable stochastic model of the image to be recovered. In this approach, the nonlinear estimator turns out to be a zeromemory (point-wise) nonlinear function, and its behavior is determined by the probabilistic distribution of the image to be recovered. This approach is well suited to restore images modeled as realizations of random processes exhibiting a very strong deviation from the Gaussian distribution, but do not show significant spatial (inter-pixel) correlation. We present experimental results pertaining to the restoration of motion blurred "text" (black and white) images. Experimentations are also provided for deblurring of spiky images, that is "spike-like" images, analogous to astronomical images, where the true image is composed of bright spots against a dark background.
The second technique exploits the stochastic model of a certain sub-band decomposition of the image to be recovered, decomposition properly tailored for extracting the image edges. In this other approach, the nonlinear estimator turns out to be a zero-memory (point-wise) nonlinear function that acts on the components of the said sub-band decomposition and that aims at restoring the non-Gaussian characteristic of the original one. This approach is well suited to restore natural images, such as faces, man made objects, etc., where the most relevant blur effect is to smooth the image edges, while leaving unaffected uniform regions. The employed sub-band decomposition is based on the so-called Circular Harmonic Functions introduced in [17] , [18] and briefly summarized in Appendix A, which are invertible and numerically stable. As outlined in the following, this sub-band decomposition can also be viewed as a wavelet expansion tuned to detect visually relevant image features, such as lines and edges. By properly restoring these features, the sub-band decomposition based nonlinear estimate of the image drives the iterative Bussgang deconvolution algorithm to converge to sharp and well-defined images.
The paper is organized as follows. In Section II we state both the observation and restoration models. In Section III we derive the multichannel Wiener filter, while in Section IV the multichannel Bussgang algorithm method is outlined. In Sections V and VI the Bussgang nonlinearities are explicitly derived for some reference cases. The performance of the algorithm in different experimental conditions is reported in Section VII. Specifically, experimentations are provided for deblurring of spiky images, of synthetically generated binary text images, and finally of natural images. Eventually, conclusions are drawn in Section VIII.
II. OBSERVATION MODEL
The single-input multiple-output (SIMO) observation model of images is represented by linear observation filters in presence of additive noise. This model, depicted in Fig. 1, is given by . . .
Moreover, let , be realizations of mutually uncorrelated, white Gaussian processes, i.e.,
The restoration, as depicted in Fig. 1 , is accomplished using a bank of FIR restoration filters , with finite support of size , namely
The linear observation model described above exhibits some similarities with the model of the measurements encountered in FS equalization. Specifically, referring to a fractional sampling conducted at twice the symbol rate, the sequences at the input of the FS equalizer are formed with the even indexed observed samples and with the odd indexed observed samples; these two sequences are obtained by applying the same input symbol sequence at the input of two different filters having impulse responses formed with the even indexed samples and with the odd indexed samples of the fractionally sampled channel impulse response, respectively. Here, the observed images are truly differently filtered version of a single image.
III. MULTICHANNEL WIENER FILTER
In this Section the multichannel Wiener filtering is described. The results obtained hereafter will be used in the next Section. Specifically, with reference to the observation model, depicted in Fig. 1 being the filtered image defined in (2) . In the following, we will refer this filtered image to as the "linear estimate," so to clearly distinguish it from the "nonlinear estimate" that characterizes the Bussgang deconvolution algorithm.
The application of the orthogonality principle to the minimization of the above cost function yields the following linear set of normal equations for the determination of the unknowns, i.e., the coefficients of the multichannel Wiener filter (3) where , and . In principle, no assumption on the blur convolution kernels (support size, shape, and mutual coprimeness) is needed. However, the mutual coprimeness influences the numerical stability of the inversion involved in the solution of the normal equations. If the different observation channels are not coprime, the rank of the coefficients matrix formed by the samples reduces, and the normal equations (3) must be solved resorting to a pseudo-inversion.
Deconvolution by Wiener filtering requires, in principle, the knowledge of the cross-correlations between the original image and the measurements; it provides the optimal linear estimate of the original image in the Minimum MSE (MMSE) sense. If such cross-correlations are not available, one can resort to suitable estimates, as done in the Bussgang blind deconvolution algorithm described in Section IV.
IV. MULTICHANNEL BUSSGANG ALGORITHM
Bussgang blind equalization [19] , [20] , [22] has been extended by the authors in [23] to the multichannel blind image restoration problem with specific application to binary text images and spiky images deblurring. The multichannel Bussgang blind deconvolution algorithm outlined in [23] is here reported. The algorithm stems from the following facts.
F1) The conditional a posteriori mean , i.e., the MMSE estimate of given the observed samples of the images , satisfies, for i.e., the minimum mean square estimation error is statistically orthogonal to the observed images . Hence, the cross-correlations in the right hand side of (3) possesses the following remarkable property: F2) Thus, the multichannel Wiener filter solves the normal equation (3) even if we substitute , in the right hand side of (3). F3) The deconvolved image at the output of the multichannel Wiener filter constitutes a sufficient statistic for the estimation of given ; therefore we have also . Stemming from this analysis, we devise an iterative blind deconvolution algorithm, also illustrated in Fig. 2 , whose th iteration is here summarized.
1) Linear estimation step: the deconvolved image is computed from the observations set by filtering through a previous estimate of the Wiener filterbank , i.e., Since the original image can be retrieved except for an amplitude scale factor, at each iteration the Wiener filterbank is normalized to yield an unitary energy output. 2) Nonlinear estimation step: according to a suitable stochastic model of the image , the nonlinear MMSE estimate is computed through the conditional a posteriori expectation In general, the nonlinear estimator exhibits nonzero spatial memory. 3) Wiener filter coefficients update step: the Wiener filterbank is re-computed by solving the normal equations (3) where and are substituted by their sample estimates and , respectively. We must outline that in this step only the cross-correlations are computed, since are computed only once before starting the iterations. 4) Convergence test step: convergence is tested by a suitable criterion. The algorithm is initialized by a suitable initial guess , of the Wiener filter-bank. The algorithm is also illustrated in Fig. 2 , where we put in evidence the multiple-input single-output structure of the restoration system. The restoration filter-bank, in fact, aims at yielding the (single) MMSE of the original image given the measurements. The nonlinear Bayesian MMSE estimate drives the restoration filter-bank toward the MMSE (Wiener) filter-bank.
Since the MMSE filter-bank preserves the information of the measurements pertaining to the original image, there is no loss in applying the nonlinear Bayesian MMSE estimate directly to the single deconvolved image rather than to the different outputs of the restoration filters.
As outlined in [19] , [20] , the iterative algorithm reaches an equilibrium point, namely , when the cross-correlations between the deconvolved image and the measured images , become proportional to the cross-correlations between the estimate and the observations, i.e.,
Since the equilibrium point is characterized by the invariance between cross-correlations (4), also known as "Bussgang" property of stationary processes under nonlinear transformations, the deconvolution algorithm is commonly referred to as "Bussgang" deconvolution algorithm [19] - [21] . However, it is well known that if the original image is a realization of a stationary Gaussian random field, the restoration process becomes inherently ambiguous, being the Bussgang property (4) satisfied irrespective of the filter-bank . A discussion on the convergence of the algorithm is reported in [24] where the convergence of the Bussgang algorithm methods is analyzed in the sense of error energy reduction for the single channel case. The analysis, which properly takes into account the fact that the deconvolved image is amplitude scaled at each iteration, shows that the convergence of the algorithm is assured when the error between the original image and the (amplitude scaled) Bayesian estimate is scarcely correlated with the original image itself. The condition for convergence given in [24] straightforwardly extends to the multichannel case, since the variables involved in the analysis (original image, deconvolved image, nonlinear estimate) do not change.
We must remark that the convergence of the algorithm is affected by the nonlinearity , whose analytical determination can result quite difficult since it depends on the assumed probabilistic model of the image to be restored. In the next section we discuss two different image models that can be usefully employed in our restoration algorithm.
V. BUSSGANG NONLINEARITY DESIGN: NON-GAUSSIAN, SPATIALLY UNCORRELATED IMAGES
Let us consider the case of non-Gaussian images exhibiting negligible spatial correlation. Such images lead to rather simple restoration models. In particular, it can be assumed that at the generic th iteration of the algorithm the deconvolution error is a normally distributed, white random field, statistically independent of the original image.
Then, the nonlinear estimator turns out to be a zero memory function of the deconvolved image , whose form depends only on the marginal PDF of the original image and on the deconvolution noise variance ; it is given by
The deconvolution noise variance depends on both the blur and on the observation noise, and it can be estimated as when the algorithm begins to converge. In practice, by varying this parameter we select the nonlinearity more adequate to represent any a priori information about the original image.
A. Binary Text Images
In the case of binary text images, can be modeled as a realization of a white stationary random field with PDF Hence, the nonlinear MMSE estimate defined in (5) is evaluated as follows: (6) By indicating with the signal power and with the signal to deconvolution noise ratio, (6) can be expressed as follows: (7) In Fig. 3 , the nonlinear function given in (7) is shown for different values of the having assumed for the value 0.5, whereas in Fig. 4 the same function is shown for different values of the parameter and for a fixed value of dB. It is worth pointing out that the nonlinearity takes a soft decision for high value of the deconvolution noise, which occurs at the beginning of the iterative deconvolution algorithm, while it takes a hard decision for low level noise, which occurs at the end of the iterative deconvolution algorithm. 
B. Spiky Images
Another interesting case is constituted by spiky images, i.e., images characterized by an excitation field made of sparse bright or dark spots in a gray background. A similar case, closely resembling the geophysical prospecting problem addressed in [19] , was discussed in [25] with reference to astronomical images. Here, we model the PDF of spiky images as
The nonlinear estimate turns out to be (8) being the function given by
The nonlinear function given in (8) is shown in Fig. 5 for different values of the signal to deconvolution noise ratio and for the value . In Fig. 6 , the same function is shown for different values of the parameter and for a fixed value of dB.
VI. BUSSGANG NONLINEARITY DESIGN: NON-GAUSSIAN, SPATIALLY CORRELATED IMAGES
An important class of images that are met in blind deconvolution application, namely natural images, is characterized by not negligible spatial correlation that should be taken into account in the derivation of the MMSE estimator. In this paper we resort to represent a natural image by means of a suitable sub-band decomposition, which, allowing to detect image features, such as edges, lines, crosses, etc., carries a task analogous to the behavior of the human visual system in the preattentive stage of vision [26] - [28] . Specifically, we resort to the domain of the circular harmonic functions (CHF) [18] , which are used in image processing applications since they are tuned to detect the above mentioned image features. In fact, the outputs of the CHF are complex valued images, where the magnitude reveals the presence of specific features, and the phase measures their orientation. The CHF are briefly summarized in Appendix A.
Referring to the filter-bank of Fig. 7 , the th order CHF is tuned to the fundamental harmonics of -fold angular symmetric patterns, corresponding to edges , lines , forks , crosses and so on. 
A. Image Representation in the CHF Domain
With reference to Fig. 8 , the deconvolved image at the th step of the iterative deconvolution algorithm, , is passed through a filter pair composed by the lowpass filter and a bandpass filters whose impulse responses are where , and are discrete polar pixel coordinates.
In our numerical experiments, the numerical values of the form factors and have been chosen such that the transfer functions and can be well approximated as shown in the equation at the bottom of the page being , and , the polar coordinates in the spatial radian frequency domain.
The zero-order circular harmonic filter extracts a lowpass version of the input image; the form factor is chosen so to retain only very low spatial frequencies, so obtaining a lowpass component exhibiting high spatial correlation. The first order circular harmonic filter is a bandpass filter, with frequency selectivity set by properly choosing the form factor . The output of this filter is a complex image whose magnitude reveals the presence of edges and whose phase is proportional to their orientation.
Given the circular harmonic components, we reconstruct the image through a suitable inverse filter-bank, namely
The inverse filters and must satisfy the invertibility condition; in the frequency domain this latter is written as follows:
In particular, we have chosen to prevent amplification of spurious components occurring at those spatial frequencies where and are small in magnitude. The optimality of these reconstruction filters is discussed in [29] .
B. Bussgang Nonlinearity in CHF Domain
Using the above described CHF based decomposition, a nonlinear image enhancement is performed as depicted in Fig. 8 , where we distinguish three different stages:
A) The deconvolved image is filtered by the zero-th and by the first order CHF, yielding the lowpass component and the complex edges compo-
The nonlinear estimator acts on these image components, yielding an "enhanced" version of the lowpass component , and of the complex edges
The nonlinear estimate of the image to be restored is obtained by reconstructing from the enhanced lowpass and complex edges components. Now, let us remark the following:
R1) The edge image is almost zero in every pixel corresponding to the interior of uniform or textured regions, i.e., the magnitude of the complex output of the first order CHF is zero with high probability, while small values are mainly due to noise. R2) In the edge images, the spatial correlation extension is significantly lower w.r.t that measured in the spatial domain. R3) Strong deviation from the Gaussian distribution is measurable mainly at the borders of uniform or textured regions, i.e., just on the image edges [30] . These remarks will help us to devise a useful nonlinearity for blurred natural images. First, we observe that we are interested in any nonlinearity whose cross-correlations , employed in the right-hand side of (3), lead to a filter-bank that improves the residual MSE during the iterations. Second, since the blur affects the sharpness of the image, i.e., its visual quality, mainly related to the correct reproduction of the image edges, the nonlinearity can be designed to enhance the image edges. This would not only improve the estimation of the statistical cross-correlations appearing in the right hand side of (3), 1 but also drives the algorithm to a sharp, focused image. This approach is consolidated in the field of blind channel equalization, where certain iterative blind deconvolution techniques, e.g., the minimum entropy deconvolution [31] or the super-exponential deconvolution [32] , can be thought as Bussgang algorithms characterized by nonlinearities selected according to specific, non MMSE based, criteria. In principle, as discussed in [20] and [33] , the nonlinearity should be chosen to maximize a certain measure of the non-Gaussianity of the blurred data, so to have this measure increased more and more during the iterations of the blind deconvolution algorithm. For example, in [31] , [32] the deconvolution tends to increase the kurtosis of the deconvolved data. In the application of the Bussgang iterative deconvolution algorithm to natural images restoration, the Bayesian MMSE estimator in the nonlinear estimation step is very difficult to determine, and it can be substituted with a suboptimal nonlinearity aimed at recovering the most visually important image features.
Since these features are isolated and the effect of blur is clearly understood at the output of a CHF bank, we devise a nonlinear estimator aiming at counteracting the blur effects on the complex edges component . The design of the nonlinearity is conducted after having characterized the blur effect at the output of a first order CHF bank. By choosing the form factor of the zero-order CH filter small enough, in the band of the blur transfer function can be approximated with a constant and thus the blur effect on the lowpass component results negligible. Hence, the nonlinear estimator collapses into the identity operator, i.e., As far as the first-order CH filters domain is concerned, we remark the most significant blur effect: the edges in the spatial domain are spread along directions depending on the impulse responses of the blurring filters. In the complex edges component such a spread out is observed almost exclusively in the magnitude, whose values decrease on the average, while the phase is typically maintained. Hence, to counteract the blur effects, the nonlinear estimator should basically perform an edge enhancement action. Many edge enhancement techniques could be applied in this phase.
Here, we make use of the following nonlinearity:
where In Fig. 9 it is shown the magnitude of the complex nonlinearity given in (9) for different values of the signal to deconvolution noise ratio , for a fixed value of , whereas in (9) as in the nonlinearity (8) , which shows some similarities with the nonlinearity (9), but also two important differences. First, (9) acts on the magnitude of a complex value, i.e., the blurred phase is maintained. The phase restoration is left to the linear filter-bank . Second, a different role is played by the deconvolution noise, because the higher is the noise level, the higher is the enhancement effect on the edges. The low gain zone near the origin takes in account the high probability that a pixel belongs to the interior of uniform regions.
We observe that the estimate (9) reflects the mild and general assumption that the original image is formed by textured regions separated by edges. Therefore, the estimate does not offer the minimum of the MSE given the deconvolved image, but it provides some interesting characteristics. As it will be shown in Section VII, this nonlinearity mitigates the artifacts related to the so-called inversion problem. In fact, although the inversion problem is directly counteracted by the use of multiple measurements, it may still happen that spatial frequencies that are null in all the channel impulse responses, or in the spectrum of the original image, are small but not zero in the estimated cross-spectra, thus resulting comparable with the noise power level. Hence, the Wiener restoration filter-bank may present spikes in the frequency domain, corresponding to long and oscillatory components in the space domain. These possible artifacts related to the intrinsic limit of the linear filtering in the restoration system are counteracted by the attenuation of small values of the edge magnitudes performed by our nonlinear estimator. Moreover, the enhancement of the edges improves the estimate of the cross-correlation between the original image and the measurements, and it brings a significant contribution in the identification of the linear MMSE restoration filter-bank. In fact, we are looking for an estimate of the original image such that it can reproduce the cross-correlation of the image with the measurements. The more the estimated edges are sharp, the better the cross-correlation is estimated and the multichannel Wiener filter-bank approximated.
After the nonlinear estimates and have been computed, the estimate is obtained by reconstructing through the inverse filter-bank and , i.e., (see Fig. 8) 
VII. EXPERIMENTAL RESULTS AND FINAL REMARKS
Experimentations have been performed on synthetically generated binary text images, spiky images, and natural images. A few results obtained are here shown, together with the results achievable by the ideal Wiener restoration FIR filter-bank of equal support size, corresponding to the case of perfect knowledge of the right hand side of the normal equations.
In Fig. 11(a) , the original binary text images before application of the blurring filters is shown. The text image is blurred using two motion blur filters having finite impulse responses , and . They are, respectively, given by
In Fig. 11(b) , the blurred text images are shown for SNR values of 10, 20, and 30 dB (both the channels have the same SNR).
In Fig. 11(c) the deconvolved images and the nonlinear MMSE estimated ones, for the considered SNR values are depicted. It is worth pointing out that the deconvolution technique here described allows obtaining clear and readable deconvolved text images.
In Figs. 12-14 , the MSE, defined as is plotted versus the iteration number at different SNR values for both the deconvolved estimate , and the nonlinear MMSE estimate
. From these figures we observe that the iterative deconvolution converges after 40-45 iterations. During the iterations, the deconvolution noise decays, and thus the nonlinear estimator tends to behave like a hard (bilevel) detector. At convergence, the nonlinearly restored image not only shows sharper lines and edges, but also reaches a lower MSE than the deconvolved image.
In Fig. 15(a) , the original spiky image before application of the blurring filters is shown. The impulse responses of the employed blurring filters are Gaussian shaped, and take the following form: with , and . In Fig. 15(b) , the blurred spiky images are shown for SNR values of 10, 20, and 30 dB (all the channels have the same SNR). The deconvolved images are displayed in Fig. 15(c) . We see that the spikes are clearly distinguishable after deconvolution, even those pairs that lie very close each other. In this case convergence is attained after five iterations, as illustrated in Figs. 16, 17, 18 , where the MSE is plotted versus the iteration number for values of the SNR equal to 10, 20, and 30 dB, respectively. Note also that the nonlinear estimate outperforms the linear Wiener estimate.
In Fig. 19(a) , a natural image is displayed, and in Fig. 19 (b) the images blurred using four motion blur filters are shown. The blur impulse responses are At the output of all the four filters we have dB. The intermediate linear deconvolved estimate and the nonlinear estimate are displayed in Fig. 19(c) . In Fig. 20 , the MSE is plotted versus the iteration number for both the deconvolved estimate and the nonlinear estimate. Note that the algorithm converges in few iterations, after which it oscillates about the achieved minimum or may even diverge. The choice of the desired restoration result can be made by visual inspection of the restored images obtained during the iterations, as also suggested in [8] . Let us observe that the algorithm encompasses the diversity information represented by multiple measurements and the underlying original image model represented by the adopted nonlinearity. In fact, the MMSE filter-bank restores the original image, but the nonlinearity design is critical for the convergence of the restoration algorithm. The nonlinearity herein designed for natural images attempts to restore certain original image fea- tures, extracted by means of the CHF, since such features admit a simpler model than the original image itself. This results in a noticeable improvement of the visual quality of the restored image w.r.t. the measurements. This improvement, obtainable with such simple restoration model, can be explained observing that it directly acts on parts of the image, such as edge and lines, which are expected to bring significant contribution in the identification of the linear MMSE restoration filter-bank, while leaving unaltered parts, such as uniform or textured regions, which do not effectively contribute in identifying the filter-bank.
Moreover, we observe that the error between the original image and the nonlinear estimate tends to lie in the textured regions rather than on the edges, resulting poorly correlated with the original image. The analysis in [24] , shows that this condition is beneficial for the algorithm to converge. While the adopted wavelet decomposition has the merit to represent the images in the edge domain, so offering a simple model of both the original image edges and of the blur effects, the search for better nonlinear estimators of natural images is still an open research issue, and there are significant margins left for improving the restoration performance.
VIII. CONCLUSION
In this work the Bussgang algorithm for blind image deconvolution has been extended to the multichannel case. The multichannel Wiener filter has been first derived, then the nonlinear estimator has been derived for different image classes. In particular, both the cases of spatially uncorrelated images and highly correlated natural images have been investigated. A Bayesian nonlinear estimator, acting in the spatial domain, has been derived for the case of uncorrelated images, while for highly correlated natural images a different approach to the nonlinearity design, based on the representation of the image in a properly defined edge domain, has been described. Finally, experimental results assessing objective and visual quality of the restored images have been shown.
APPENDIX
In this section, the CHF are introduced and some considerations on their ability in modeling some aspects of the early human vision stages are drawn [17] , [18] . Referring to a continuous polar coordinate system, namely , the functions (A.1)
are known in literature as circular harmonic functions (CHF) of order with radial profile . The zero-order CHF, obtained from (A.1) for , gives as output a real valued image which is a lowpass version of the input image. In general, the th order CHF is tuned to the fundamental harmonics of -fold angular symmetric patterns, corresponding to edges , lines , forks , crosses and so on.
For the application carried out in this paper, we have considered a discrete implementation of the following polar separable continuous functions (A.2) with , known as "marginal" Hermite filters. Details on their derivation can be found in [17] .
It is worth noting (see [18] ) that the Fourier transforms of the CHF (A.2) take the following form:
Comparing (A.2) and (A.3), we see that the filters are both angularly and radially isomorphic with their Fourier transform. In the numerical experiments here reported, we have employed a discrete FIR version of these filters. Based on the above definition of CHF, a circular harmonic wavelet (CHW) of order is defined as any circular harmonic function of the form expressed by (A.1) that satisfies the admissibility condition, expressed in terms of the Hankel transform of the radial profile as follows:
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