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Abstract 
Recently, a novel machine learning model has emerged in the field of reinforcement learning 
known as deep Q-learning. This model is capable of finding the best possible solution in systems 
consisting of millions of choices, without ever experiencing it before, and has been used to beat 
the best human minds at complex games such as, Go and chess, which both have a huge number 
of possible decisions and outcomes for each move. With a human-level intelligence, it has been 
solved the problems that no other machine learning model could do before. Here, we show the 
steps needed for implementing this model on an optical problem. We investigated the colour 
generation by dielectric nanostructures and show that this model can find geometrical properties 
that can generate a much deeper red, green and blue colours compared to the ones found by human 
researchers. This technique can easily be extended to predict and find the best design parameters 
for other optical structures. 
 
Introduction 
Plasmonic structures can be used to create high resolution images beyond the diffraction limit of 
light1-4. Due to their small dimensions, the resolution can be as high as 100k dots per inch5-7. 
Unfortunately, they suffer from optical losses and poor colour saturation which leads to a small 
colour gamut4. Many designs using different types of shapes, structures and materials have been 
proposed to expand the achievable colour gamut as much as possible8-11. One design of note is 
 2 
based on an all dielectric nanostructure using silicon rods with an antireflective layer8. The 
colour gamut achieved was wider than previous reports, but the geometrical parameters they 
used could be optimised further to reach much deeper colours. In this paper, we show how 
reinforcement learning12-14, which belongs to artificial intelligence family, can help to find the 
best geometrical parameters for reaching the deepest possible red, green and blue colours for the 
given structure.  
We see colours from objects due to their specific reflection spectra4, 15. This fact is used in 
structural colour printing to design periodic, metallic2, 5, 16 or dielectric17-19 nanostructures of 
specific dimensions to produce a desired reflection spectrum, and therefore colour. The resonances 
from the nanostructure can be easily controlled by changes in the geometrical properties, such as 
shape, size and height. Due to fabrication limitations, so far only simple shapes such as circular 
rods, square rods and crosses have been utilised. 
Recently, neural networks have been used in the design and inverse design of nano-photonic 
structures20-23, and for the design of chiral metamaterials24. Two methods are usually used, simple 
neural networks consisting of hidden layers and generative adversarial networks (GANs). Both of 
these methods have an undesirable property of only being able find parameters inside the limits of 
the data that they have been trained with, and they are unable to generate new points outside the 
extremities of this data. To find the extreme limits of a specific design, reinforcement learning 
method should be used. 
Reinforcement learning, which belongs to the artificial intelligence family, is a method in which 
an agent tries to find the best decision at each step, based on the given rewards. Reinforcement 
learning has been shown to be capable of beating many Atari games12, 25-27 and even beating human 
masterminds at games such as Go, backgammon and chess28-31. In these games, there are millions 
of different possible states that the agent could find themselves in, and the program should find 
the best action to take at each step, to maximise the chance of gaining the reward in the end. There 
are many branches of reinforcement learning like swarm intelligence and genetic algorithms but a 
human-level intelligence was achieved recently by deep Q-learnig12. In this paper, we use deep Q-
learning to find the best parameters for designing Si based, all dielectric colour printing Fig 1(a). 
This model can easily be extended to other optical problems. 
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Methods 
In order to apply reinforcement learning to a physical problem an environment should be created 
that takes an action from the agent and gives a reward based on that action. Based on the reward, 
a neural network decides the best action at each step and keeps updating itself to continuously keep 
training over different states. A schematic of the algorithm is shown in Fig 1(b). The actions are 
defined as changing the geometrical properties of the structure, and the reward is defined based on 
the colour difference between the target colour and the generated colour by the structure.  
 
Deep Q-learning Model 
The deep Q-learning model can learn the best way to act in any given situation. This method has 
had huge success in completing many Atari games without having to change the algorithm. This 
is a huge leap towards a general artificial intelligence model that can solve any given problem,  
like a human brain12.  
This algorithm can be explained best by using the example of playing computer games. The game 
has an environment that changes, depending on the actions, i.e. the input from a game controller, 
given to it. For each action, there is a change of state in the game. At each point, the game gives 
feedback though a reward system, such as, gaining points or losing a life. To write an algorithm to 
beat a game, we should consider all different actions at all possible states, and their relative 
rewards. The rule for how the actions are chosen is called a policy. The set of states, actions, and 
policies, form a Markov decision process, as shown below13: 
 0 0 1 1 1 2 1 1, , , , , ,..., , , ,n n n ns a r s a r s a r s    (1) 
where, s is the state, a is the action and r is the reward. Sn is the terminating state, which will be 
the target, in terms of the computer game example this would be the end state of the game. At state 
s0, the total reward from taking specific actions can be given by the following expression, known 
as the discounted future reward: 
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where γ is the discount factor, a value between 0 and 1 which can be optimised as needed. The 
algorithm should maximise the discounted future reward (Rt). In deep Q-learning, this is achieved 
by defining a function, Q (s, a), which represents the maximum discounted future reward for each 
action at a given state. At each state, the action with the highest Q is chosen, this is called the 
policy. This function is optimised by a neural network at each step, to find the policy that can 
choose an action that achieves the highest future reward, even for an unknown state. The policy is 
defined as: 
 ( ) arg max ( , )as Q s a    (3) 
Argmaxa chooses the action for which Q is maximised. Analogous to the discounted future reward 
(eq. 3), this Q is defined as: 
 ( , ) max ( , )aQ s a r Q s a       (4) 
This is known as the Bellman equation13.  
 
 
Fig. 1:  Used Dielectric structure and reinforcement model. (a) A diagram of the structure used. 
Silicon (Si) nanodisks on an antireflective layer of Si3N4, on a silicon substrate. The diameter 
and thickness of nanodisks are given by D and NT, and the distance between them is given by L. 
The thickness of Si3N4 layer is given by AT. (b) A schematic of the design of the reinforcement 
model. 
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Action No. Action Definition 
0 Decrease the spacing between disks (L) by 5nm. (min 5nm) 
1 Increase the spacing between disks (L) by 5nm. (max 500nm) 
2 Decrease the nanodisks diameter (D) by 5nm. (min 10nm) 
3 Increase the nanodisks diameter (D) by 5nm. (max 500nm) 
4 Decrease the nanodisks thickness (NT) by 5nm. (min 5nm) 
5 Increase the nanodisks thickness (NT) by 5nm. (max 500nm) 
6 Decrease the antireflective layer thickness (AT) by 5nm. (min 10nm) 
7 Increase the antireflective layer thickness (AT) by 5nm. (max 200nm) 
8 Do nothing 
Table 1: Definitions of actions used in the reinforcement model. 
 
The final step is to connect a deep neural network, which connects the states to the Q functions. 
Neural networks need databases to train from. First, the model attempts to create data by exploring. 
After this the trained model can predict new states. To create the initial database, a method known 
as ε-greedy exploration was used. For each iteration, a random number (between 0 and 1) is chosen, 
if this number is smaller than ε (which is also between 0 and 1), then a random action is performed, 
if it is bigger than ε, an action determined by the network is performed. At the beginning of the 
learning process, ε was set to a number near 1 then decreased at each step, to a non-zero minimum, 
which always allows the model some chance to explore. Using this method, a database of random 
states and actions from which the model can be trained was built. All of the states, actions and 
rewards are added to memory, from which the model picks states at random to be trained on. This 
assures that the model remembers what it has done before and that the prediction is unbiased. A 
flowchart for this model is shown in Fig 1(b). 
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Here, we used an improved version of deep Q-learning known as double deep Q-learning32. This 
version is shown to have a better performance over normal deep Q-learning and also less 
overestimation in many cases. To apply this method two similar models are created instead of one 
main model. One of them trains the targets known as the target model and one acts as the main 
model as shown in Fig. 2. In each iteration, the weights of the target model is gained from the 
combination of the main model and the target model weights, by following formula: 
 (1 )Tw Mw Tw        (5) 
Where Tw is target model weights and Mw is main model weights and τ is a hyper parameter that 
should be tuned by model’s performance. The target which is the prediction of the model for each 
action (the action with the highest target will be chosen) is obtained from the addition of the targets 
predicted from the old state (from previous step) and the targets predicted from the new state (from 
current step, known as Q values) in each iteration. The main model is then trained on the current 
state and the target as is shown in Fig. 2.  
To apply these techniques to optical problems, the following steps should be taken: 
1. Define an environment which takes an action and gives a reward. 
2. Define the actions. 
3. Define a reward system. 
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Fig. 2: The double deep Q-learning model structure. Two similar models are created. One for 
predicting targets named as target model and one as the main model. (a) The targets are found by 
the combination of the reward and the Q-values predicted by the target model. The targets found 
by the target model are then used to train the main model. This procedure is repeated at each 
iteration. (b) The weights from the main model and the target model are combined together to 
update the target model weights in each iteration. 
 
The environment and actions 
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The structure is shown in Fig 1(a). This structure was proposed in recently published work8. Here, 
we show that the structure can produced much purer red, green and blue than what was reported 
in the paper, by further optimising the geometrical properties. The structure consists of silicon 
nanodisks on an antireflective silicon nitride (Si3N4) film on a silicon substrate. In the original 
paper, the thickness of the antireflective layer and nanodisks were kept constant, while the diameter 
of the nanodisks was varied from 40 to 270 nm and the spacing between the disks from 10 to 120 
nm. Here, all geometrical parameters were variable and only limited by minimum and maximum 
sizes over a large range. The geometrical variables and limits were as follows: 
 Spacing between disks (L): 5 – 500 nm; step size: 5 nm; number of steps: 99. 
 Nanodisks diameter (D): 10 – 500 nm; step size: 5 nm; number of steps: 98. 
 Nanodisks thickness (NT): 5 – 500 nm; step size: 5 nm; number of steps: 99. 
 Antireflective layer thickness (AT): 10 – 200 nm, step size: 5 nm; number of steps: 38. 
Giving a total number of states = 99 × 98 × 99 × 38 = 36,498,924. Simulating this number of 
possible states would require a significant amount of time and computational effort. 
In order to create an environment for reinforcement learning, actions and rewards must be defined. 
Using the variables and limits set out above, 9 actions were defined, as shown in Table 1.  
 
Fig. 3: The reward system used for the reinforcement model. Each state is converted to a 
reflectance spectrum by simulation software. The reflected spectrum is converted to XYZ 
colour values. The XYZ colour values are then converted to L*a*b* colour values. The reward 
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is calculated from the colour difference between the resulting colour from the spectrum and 
the target colour.  
 
Reward System 
The goal of the model to find the structure that generates the closest possible colour to whatever 
we define as the target. The reward was defined based on the smallest colour difference in L*a*b* 
space, between the simulated response and red, green and blue, defined as purest red, green and 
blue. To calculate the colour difference, first the reflection spectrum of the structure was required. 
The current state, the set of L, D, NT, and AT values, were sent to the simulation software. Using 
these values, a simulation was done and the reflection spectrum was extracted. To convert this 
spectrum to XYZ tristimulus colour values, defined by CIE33 ,a python package named colour-
science for colour operations34 was used. As XYZ values are not linearly comparable to their 
respective colour, colour difference between the target and the reflection spectrum was calculated 
in L*a*b* colour space using CIE delta E 2000(CIEDE2000)35. Since colour difference gets smaller 
as closer to the target colour, but the reward should be an increasing reward, the following formula 
was used to calculate the reward: 
 
3(200 )) 0( /1000reward CIEDE Obtained c target color olor     (6) 
200 is big enough to make the colour difference positive. To amplify the reward as the model gets 
closers to the target, the difference was raised to the power of three. Dividing by 10,000 was done 
to make the results easier to read. After this process, the higher reward has more value than lower 
reward. An example of this process is shown in Fig 3. 
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Fig. 4: The closest colours found by reinforcement learning. This figure shows the geometrical 
properties and the resulting colours, for red (a), green (b) and blue (c) colours found by 
reinforcement learning and compare them to those found by human researchers. As can be seen 
the RL model found much deeper colours for red and blue and almost the same green.  
 
Results 
All the simulations of this project were done in a commercial FDTD package, Lumerical. The code 
for reinforcement learning and plots are done in Python with the help of TensorFlow, Keras and 
colour packages. Red, green and blue colours are set as targets. As is shown in Fig. 4 the found 
colours by reinforcement learning in red and blue cases are much deeper than those found by 
humans and the green colour is almost the same. The reflection spectra and geometrical properties 
of the results are also shown. The best geometrical properties found by this model are L=50 nm, 
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D=190 nm, NT=185 nm and AT=200 nm for red, L=90 nm, D=115 nm, NT=160 nm and AT=200 
nm for green, L=80 nm, D=100 nm, NT=80 nm and AT=155 nm for blue. 
The whole training was done over 18 attempts containing 500 steps each, in total 9,000 steps for 
each of the colours. It took around one week to run the model each time, and almost all of this time 
was used on the simulations at each step.  
A drawback of this method is that it only works for one target at a time.  So at the moment it is not 
possible to find the best structures for red, green and blue colours simultaneously. As with other 
machine learning methods there are many hyper parameters to tune to achieve the best model, so 
finding a working model takes a long time, but once a successful model is discovered, it could be 
easily extended to work for similar problems. 
 
Discussion  
Deep Q-learning was used to find the best parameter to design structures for a physical problem, 
namely all dielectric, reflective colour filters. The model was able to find much more optimised 
dimensions for designing the structures to achieve deeper red, green and blue colours compared to 
the ones achieved in previous work. The same procedure could easily be extended to other physical 
problems and used as a tool for optimising nanosurface and nanostructure designs. 
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