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a b s t r a c t
Let G be a universal Chevalley group over an algebraically closed field and U− be the
subalgebra of Dist(G) generated by all divided powers Xα,m with α < 0. We conjecture
an algorithm to determine if Fe+ω 6= 0, where F ∈ U−, ω is a dominant weight and e+ω is
a highest weight vector of the Weyl module ∆(ω). This algorithm does not use bases of
∆(ω) and is similar to the algorithm for irreducible modules that involves stepwise raising
the vector under investigation. For an arbitrary G, this conjecture is proved in one direction
and for G of type A in both.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
LetΣ be a root system and K be an algebraically closed field. Consider the semisimple complex Lie algebra Lwith Cartan
subalgebraH and root systemΣ . For each α ∈ Σ , we denote by Hα the element ofH introduced in [1, Lemma 1].
We denote by Σ+ a positive root system of Σ and by Π = {α1, . . . , α`} the simple root system contained in Σ+. We
choose elements Xα , where α ∈ Σ , so that they together with Hα1 , . . . ,Hα` form a Chevalley basis of L in the sense of [1,
Theorem 1]. Let G be the universal Chevalley group over K constructed by this basis as in [1, Section 3].
Following [1, Theorem 2], we denote by UZ the subring of the universal enveloping algebra of L generated by Xmα /m!,
where α ∈ Σ and m ∈ Z+ (the set of nonnegative integers). In this paper, we shall consider modules over the algebra
U := UZ⊗Z K, which is called the hyperalgebra of G (denoted by Dist(G) in [2]). As a K-algebra U is generated by the
elements Xα,m := (Xmα /m!)⊗ 1K. Moreover, every rational G-module V can be made into aU-module by the rule
xα(t)v =
+∞∑
m=0
tmXα,mv,
where v ∈ V , α ∈ Σ , t ∈ K and xα(t) is the root element of G corresponding to α and t (see [1, Section 3]).We shall also need
the elements Hα,m =
(
Hα
m
)
⊗ 1K. It is easy to show that these elements actually belong toU (e.g. [1, Corollary to Lemma
5]). The reader should keep in mind the formula
(
Hα+r
m
)
⊗ 1K =∑mn=0 Hα,n ( rm−n ), where r ∈ Z.
Proposition 1. The products
∏
α∈Σ+ X−α,m−α ·
∏`
i=1 Hαi,ni ·
∏
α∈Σ+ Xα,mα , where m−α , ni, mα ∈ Z+, taken in some fixed order
form a basis of U.
We shall always mean the grading of U in which Xα,m has weight mα and Hα,m has weight 0. Elements of U that are
homogeneous with respect to this grading will be called weight elements.
We denote the K-span of all the above basis elements
• with unitary second and third factors byU−;
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• with unitary first and third factors byU0;
• with unitary third factor byU−,0.
It can be easily checked that each of these spaces is a K-algebra. A vector v of a rational G-module is called primitive if
Xα,mv = 0 for any α ∈ Σ+ andm > 0 and is called simply primitive if Xα,1v = 0 for any α ∈ Σ+.
To the Chevalley basis of L, we associate the maximal torus T in the standard way (see [1, Lemma 21], where the torus is
denoted by H). We denote by X(T ) and X+(T ) the set of weights and the set of dominant (with respect toΣ+) weights of T
respectively. Let ω1, . . . , ω` be the fundamental weights of T corresponding to the roots α1, . . . , α`. Each weight ω ∈ X(T )
has the form ω = a1ω1 + · · · + a`ω`, where ai ∈ Z. Under this notation, we set h(ω) := a1 + · · · + a`. For each ω ∈ X+(T ),
we denote by ∆(ω) and ∇(ω) the Weyl module and the co-Weyl module with highest weight ω respectively. We also fix
some nonzero vector e+ω of∆(ω) havingweightω. In what follows, we denote by XVα,m the operator on a rational G-module V
acting as the left multiplication by Xα,m. We also denote by V τ for τ ∈ X(T ) the τ -weight space of V . Aweight decomposition
of an element x belonging to U or to a rational G-module is x = x1 + · · · + xm, where x1, . . . , xm are weight elements of
mutually distinct weights.
It is well known that a vector of the irreducible rational G-module L(ω) is nonzero if and only if it can be raised up to
proportionality to the highest weight vector v+ω of L(ω) by successivemultiplications by the elements Xα,m for α ∈ Σ+. Thus
for any F ∈ U−, we can determine whether Fv+ω 6= 0 by calculating directly inU (see Remark 4). Note that we should at
first consider the weight decomposition F = F1 + · · · + Fm and then investigate if Fiv+ω 6= 0 separately for each i.
Conjectures A and B in Section 2 suggest algorithms similar to this algorithm that concern theWeylmodule∆(ω) instead
of the irreducible module L(ω). These conjectures are proved in one direction, see Corollary 7. This result may be useful for
establishing nonzero homomorphism between Weyl modules. Simple examples are given in Section 2.5 and 2.6. In these
examples, we choose Y to be the corresponding elements described at page 241 of [3] evaluated atω. The coefficients in the
commutator relations for B2 can be found in [4, Section 25 Exercise 6].
Conjectures A and B turn out to hold for G = A`(K). This is proved in Section 3. We use there the standard basis theorem
for Weyl modules, the straightening rule and the results of Section 3.1 concerning some properties of graphs of special type
called flows.
Appendix contains the list of notations globally used throughout this paper.
2. Conjectures and reformulations
2.1. Conjectures
Given a weight ω ∈ X(T ), we define the K-linear map evω : U−,0 → U− by
evω
( ∏
α∈Σ+
X−α,m−α ·
∏`
i=1
Hαi,ni
)
=
∏
α∈Σ+
X−α,m−α ·
∏`
i=1
(
ω(Hαi)
ni
)
.
The map evω enjoys the properties
(ev-1) the restriction evω|U0 is a K-algebra homomorphism fromU0 to K;
(ev-2) if v is a vector of weight ω of a rational G-module and P ∈ U−,0, then Pv = evω(P)v.
Given a weight ω ∈ X(T ), a root α ∈ Σ+ and an integer m ∈ Z+, we define the operator rωα,m onU− as follows. Let F
belong toU−. By Proposition 1, we have the unique representation Xα,mF = P + E, where P ∈ U−,0 and E belongs to the
left ideal ofU generated by the elements Xβ,k with β ∈ Σ+ and k > 0. Then we set rωα,m(F) := evω(P). The map rωα,m enjoys
the properties
(r-1) if F has weight τ then rωα,m(F) has weight τ +mα;
(r-2) if v is a primitive vector of weight ω of a rational G-module, F ∈ U−, α ∈ Σ+ andm ∈ Z+, then Xα,mFv = rωα,m(F)v;
Example. We have Xαi,1X−αi,2 = X−αi,1(Hαi,1 − 1) + X−αi,2Xαi,1. Therefore, rωαi,1(X−αi,2) = evω(X−αi,1(Hαi,1 − 1)) =
(ai − 1)X−αi,1, where ω = a1ω1 + · · · + a`ω`.
To formulate our conjectures, we consider the following transformations onU− × X+(T ):
(a) (F , ω) 7→ (rωα,m(F), ω), where α ∈ Σ+ andm ∈ Z+;
(b) (F , ω) 7→ (F , ω − δ), where δ is a weight of X+(T ) such that ω − δ ∈ X+(T ).
Definition 2. Let F ∈ U− and ω ∈ X+(T ). The pair (F , ω) is called reducible (simply reducible) to a pair (c, 0), where
c ∈ K∗, if there exists a sequence
(F (k), ω(k)), . . . , (F (0), ω(0)) (1)
of pairs ofU− × X+(T ) such that
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1. (F (k), ω(k)) = (F , ω) and (F (0), ω(0)) = (c, 0);
2. for any i = 0, . . . , k − 1, (F (i), ω(i)) is derived from (F (i+1), ω(i+1)) by transformation (a) (resp. transformation (a) with
m = 1) or transformation (b).
Remark 3. If (F , ω) is simply reducible to (c, 0), then (F , ω) is reducible to (c, 0).
We shall also say that a pair (F , ω) is reducible (simply reducible) if this pair is reducible (simply reducible) to some pair
(c, 0), where c ∈ K∗.
Conjecture A. Let F be a weight element of U− and ω ∈ X+(T ). We have Fe+ω 6= 0 if and only if the pair (F , ω) is reducible.
Conjecture B. Let F be a weight element of U− and ω ∈ X+(T ). We have Fe+ω 6= 0 if and only if the pair (F , ω) is simply
reducible.
Remark 4. Obviously, for aweight element F ofU−, Fv+ω 6= 0 if and only if F can be reduced to c ∈ K∗ by the transformations
F 7→ rωα,m(F).
Example. The Weyl module∆(0) is one-dimensional and therefore is irreducible. Take F = 1+ X−α , where α ∈ Σ+. Then
Fe+0 = e+0 6= 0, while the pair (F , 0) is not reducible.
The above example shows why we consider only weight elements in Conjectures A and B. However, each of these
conjectures if proved would allow us to answer whether Fe+ω 6= 0 for an arbitrary F ∈ U−. Indeed, consider the weight
decomposition F = F1 + · · · + Fm. Then Fe+ω 6= 0 if and only if Fie+ω 6= 0 for some i.
2.2. Proof in one direction
Of principal importance for the theory developed in this paper is the following result.
Lemma 5. Let ω, δ ∈ X+(T ) such that ω− δ ∈ X+(T ). Then there exists theU−-homomorphism dωδ : ∆(ω)→ ∆(ω− δ) that
takes e+ω to e
+
ω−δ .
Proof. Letw0 be the longest element of theWeyl group ofΣ . Suppose temporarily that charK = 0. Then L(δ)∗ ∼= L(−w0δ)
by [2, Corollary II.2.5 and Proposition II.2.6]. Since v+ω−δ ⊗ v+δ is a nonzero primitive vector of L(ω− δ)⊗ L(δ) having weight
ω, the universal property of Weyl modules [2, Lemma II.2.13 b] implies the existence of a nonzero homomorphism from
∆(ω) to L(ω − δ)⊗ L(δ). Using∆(ω) ∼= L(ω) due to charK = 0 and [2, Lemma I.4.4], we obtain
K ∼= HomG(L(ω), L(ω − δ)⊗ L(δ)) ∼= HomG(L(ω)⊗ L(δ)∗, L(ω − δ))
∼= HomG(L(ω)⊗ L(−w0δ), L(ω − δ)).
Hence L(ω − δ) is a composition factor of L(ω)⊗ L(−w0δ)with multiplicity 1. Here we used that any rational G-module is
semisimple. Let L(τ ) be a composition factor of L(ω)⊗ L(−w0δ)with τ 6= ω− δ. Again using the above-mentioned fact on
semisimplicity, we get
0 6= HomG(L(ω)⊗ L(−w0δ), L(τ )) ∼= HomG(L(ω), L(τ )⊗ L(−w0δ)∗)
= HomG(L(ω), L(τ )⊗ L(δ)),
whence ω 6 τ + δ and ω − δ < τ . In terms of characters, these facts can be written as
ch L(ω)⊗ L(−w0δ) = ch L(ω − δ)+
∑
τ>ω−δ
aτ ch L(τ ) (2)
for some aτ ∈ Z+.
Now let us return to the situation where K has arbitrary characteristic. Then (2) can be rewritten as
ch∇(ω)⊗∇(−w0δ) = ch∇(ω − δ)+
∑
τ>ω−δ
aτ ch∇(τ ). (3)
The main result of [5] implies that ∇(ω) ⊗ ∇(−w0δ) has a good filtration. The factors of this filtration are given by (3).
Therefore applying [2, II.4.16 Remark 4], we obtain that ∇(ω − δ) is the bottom factor in some good filtration of ∇(ω) ⊗
∇(−w0δ). The module ∆(ω) ⊗ ∆(−w0δ) is contravariantly dual to ∇(ω) ⊗ ∇(−w0δ), whence it has ∆(ω − δ) as a top
factor. Let pi : ∆(ω)⊗∆(−w0δ)→ ∆(ω − δ) be the corresponding epimorphism of G-modules.
Let u be a nonzero vector of ∆(−w0δ) of minimal weight −δ. We are going to prove that e+ω ⊗ u 6∈ kerpi . Suppose
on the contrary that e+ω ⊗ u ∈ kerpi . The comparison of weights shows that e+ω ⊗ (
⊕
τ>−δ ∆(−w0δ)τ ) ⊂ kerpi . Since
dim∆(−w0δ)−δ = dim∆(−w0δ)−w0δ = 1, we obtain e+ω ⊗∆(−w0δ) ⊂ kerpi .
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It is a well-known fact that e+ω ⊗ ∆(−w0δ) generates ∆(ω) ⊗ ∆(−w0δ) as a G-module. We sketch the proof for
completeness. Let W denote the G-submodule of ∆(ω) ⊗ ∆(−w0δ) generated by e+ω ⊗ ∆(−w0δ). Suppose that W 6=
∆(ω) ⊗ ∆(−w0δ) and take σmax to be a maximal weight such that ∆(ω)σmax ⊗ ∆(−w0δ) is not contained in W . Let
v1 ∈ ∆(ω)σmax and v2 ∈ ∆(−w0δ) be arbitrary vectors. We have v1 = Fe+ω for some F ∈ U− having weight σmax − ω.
Obviously,W 3 F(e+ω ⊗ v2) = v1 ⊗ v2 + w, wherew ∈
⊕
σ>σmax
∆(ω)σ ⊗∆(−w0δ). The latter sum is contained inW by
the choice of σmax, whencew ∈ W and v1 ⊗ v2 ∈ W . We proved∆(ω)σmax ⊗∆(−w0δ) ⊂ W , which is a contradiction.
Hence kerpi = ∆(γ )⊗∆(−w0δ), since kerpi is a G-submodule. This contradicts pi 6= 0. We proved that e+ω ⊗u 6∈ kerpi .
Hence pi(e+ω ⊗ u) = ce+ω−δ , where c ∈ K∗. Now the required map is given by dωδ (v) = c−1pi(v ⊗ u), where v ∈ ∆(ω). 
We note the following trivial property of these homomorphisms:
(d-1) if ω, τ , ω − δ, δ − τ ∈ X+(T ) then dωδ = dω−τδ−τ dωτ .
Lemma 6. ker dωδ is a T-module.
Proof. Let v ∈ ker dωδ . Consider the weight decomposition v = v1 + · · · + vm, where each vi 6= 0. It suffices to show that
each vi ∈ ker dωδ .
There exist weight elements F1, . . . , Fm ofU− such that vi = Fie+ω for any i = 1, . . . ,m. We have
0 = dωδ (v) = dωδ (v1)+ · · · + dωδ (vm) = F1e+ω−δ + · · · + Fme+ω−δ.
Since the weights of F1, . . . , Fm are mutually distinct, we obtain 0 = Fie+ω−δ = dωδ (vi) for any i = 1, . . . ,m. 
Corollary 7. Let F ∈ U− and ω ∈ X+(T ). If (F , ω) is reducible then Fe+ω 6= 0.
Proof. We apply induction on the length k + 1 of sequence (1) satisfying properties (i) and (ii) of Definition 2. For k = 0,
the result is obvious, since in that case F = c ∈ K∗.
Now suppose that k > 0. Then the inductive hypothesis yields
F (k−1)e+
ω(k−1) 6= 0, (4)
since the sequence (F (k−1), ω(k−1)), . . . , (c, 0) has length k and we assume that for sequences of length smaller than k + 1
the result is true.
Case 1: (F (k−1), ω(k−1)) is derived from (F , ω) by transformation (a). In that case, we have ω(k−1) = ω and F (k−1) = rωα,m(F)
for some α ∈ Σ+ andm ∈ Z+. By (r-2) and (4) we obtain
Xα,mFe+ω = rωα,m(F)e+ω = F (k−1)e+ω(k−1) 6= 0,
whence Fe+ω 6= 0.
Case 2: (F (k−1), ω(k−1)) is derived from (F , ω) by transformation (b). In that case, we have F (k−1) = F and ω(k−1) = ω − δ
for some δ ∈ X+(T ). By Lemma 5 and (4) we obtain
dωδ (Fe
+
ω ) = Fdωδ
(
e+ω
) = Fe+ω−δ = F (k−1)e+ω(k−1) 6= 0,
whence again Fe+ω 6= 0. 
It follows from this corollary and Remark 3 that Conjecture B implies Conjecture A as follows:
(F , ω) is reducible
Corollary 7H⇒ Fe+ω 6= 0,
Fe+ 6= 0 Conjecture BH⇒ (F , ω) is simply reducible Remark 3H⇒ (F , ω) is reducible.
2.3. Reformulations
The following result will be used in Section 3.
Lemma 8. Conjecture B holds for all (F , ω) if and only if for any nonzero ω ∈ X+(T ), the intersection⋂{
ker dωωi |i = 1, . . . , ` and ω − ωi ∈ X+(T )
}
(5)
does not contain nonzero simply primitive vectors.
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Proof. ‘‘Only if’’ part. Suppose thatω is a nonzero dominant weight and (5) contains a nonzero simply primitive vector v. By
Lemma 6, we can assume that v is a weight vector. We obviously have v = Fe+ω for some weight element F ofU−. We claim
that (F , ω) is not simply reducible, i.e. Conjecture B is violated for (F , ω).
Suppose, on the contrary, that (F , ω) is simply reducible to (c, 0), where c ∈ K∗. Then there exists a sequence of form (1)
satisfying properties (i) and (ii) of Definition 2, where in (ii)m always equals 1 if transformation (a) is applied. Without loss
of generality we may suppose that in each transformation (b) used to derive (F (i), ω(i)) from (F (i+1), ω(i+1)), we take δ 6= 0.
We have k > 0, since otherwise F = c and v 6∈ ker dωωi for any i = 1, . . . , ` such that ω−ωi ∈ X+(T ). Note that at least one
such i exists since ω 6= 0. Hence v does not belong to (5).
Like any pair of sequence (1), the pair (F (k−1), ω(k−1)) is reducible. Thus Corollary 7 implies
F (k−1)e+
ω(k−1) 6= 0. (6)
Case 1: (F (k−1), ω(k−1)) is derived from (F , ω) by transformation (a) with m = 1. In that case, we have ω(k−1) = ω and
F (k−1) = rωα,1(F) for some α ∈ Σ+. Applying the fact that v is simply primitive and (r-2), we obtain
0 = Xα,1v = Xα,1Fe+ω = rωα,1(F)e+ω = F (k−1)e+ω(k−1) ,
which contradicts (6).
Case 2: (F (k−1), ω(k−1)) is derived from (F , ω) by transformation (b). In that case, we have F (k−1) = F and ω(k−1) = ω − δ
for some nonzero weight δ of X+(T ). Since we supposed that δ 6= 0, there exists j = 1, . . . , ` such that δ − ωj ∈ X+(T ).
Since ω(k−1) ∈ X+(T ), we clearly have ω−ωj = ω(k−1) + δ−ωj ∈ X+(T ). Thus v ∈ ker dωωj , since v belongs to (5). By (d-1),
we obtain
0 = dω−ωjδ−ωj dωωj(v) = dωδ (v) = Fdωδ (e+ω ) = Fe+ω−δ = F (k−1)e+ω(k−1) ,
which again contradicts (6).
‘‘If’’ part. Suppose that for any nonzero dominant weight ω, intersection (5) does not contain nonzero simply primitive
vectors. In view of Corollary 7, we must only prove that for any F ∈ U− having weight τ and ω ∈ X+(T ) such that Fe+ω 6= 0,
the pair (F , ω) is simply reducible.
We apply induction on (−τ , h(ω)) with componentwise order on such pairs. If ω = 0 then Fe+ω 6= 0 implies that τ = 0
and F is a nonzero element of K. In that case (F , ω) is simply reducible (to itself). Therefore, we suppose that ω 6= 0.
Case 1: Fe+ω is not simply primitive.We have Xα,1Fe+ω 6= 0 for some α ∈ Σ+. By (r-2), we obtain
0 6= Xα,1Fe+ω = rωα,1(F)e+ω .
By (r-1), the vector rωα,1(F) hasweight τ+α 6 0. Since (−(τ+α), h(ω)) is smaller than (−τ , h(ω)), the inductive hypothesis
implies that (rωα,1(F), ω) is simply reducible. It remains to notice that (r
ω
α,1(F), ω) is derived from (F , ω) by transformation (a)
withm = 1.
Case 2: Fe+ω does not belong to (5). There exists some j = 1, . . . , ` such that ω − ωj ∈ X+(T ) and Fe+ω 6∈ ker dωωj . We have
0 6= dωωj(Fe+ω ) = Fdωωj(e+ω ) = Fe+ω−ωj .
Since h(ω − ωj) = h(ω) − 1, the pair (−τ , h(ω − ωj)) is smaller than the pair (−τ , h(ω)) and the inductive hypothesis
implies that (F , ω−ωj) is simply reducible. It remains to notice that (F , ω−ωj) is derived from (F , ω) by transformation (b).
It is natural to consider the remaining case when we are in neither Case 1 nor Case 2. Then Fe+ω is a nonzero simply
primitive vector belonging to (5). Since ω 6= 0, this contradicts the assumption of this part of the proof. 
Arguing as above but dropping the word ‘‘simply’’ and the conditionm = 1, we obtain the following result.
Lemma 9. Conjecture A holds if and only if for any nonzero ω ∈ X+(T ), intersection (5) does not contain nonzero primitive
vectors (equivalently, nonzero G-submodules).
2.4. Twisting operators
Now we shift attention to the hyperalgebra by introducing for any δ ∈ X(T ) the twisting operator θδ on U−,0 as the
K-linear map defined by
θδ
( ∏
α∈Σ+
X−α,m−α ·
∏`
i=1
Hαi,ni
)
=
∏
α∈Σ+
X−α,m−α ·
∏`
i=1
(
Hαi + δ(Hαi)
ni
)
⊗ 1K.
The map θδ enjoys the properties
(θ-1) θδ is a K-algebra automorphism ofU−,0;
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(θ-2) if ω, δ, ω − δ ∈ X+(T ), P ∈ U−,0 and v ∈ ∆(ω), then
dωδ (Pv) = θδ(P)dωδ (v).
We need to comment only on (θ-2). By linearity, it is enough to consider only the case P = F ′H , where F ′ ∈ U− and
H ∈ U0, and v = Fe+ω , where F is an element ofU− having weight τ . Applying (ev-2), (θ-1), the definition of θδ and the fact
that dωδ is aU
−-homomorphism, we obtain
dωδ (Pv) = F ′dωδ (Hv) = F ′dωδ
(
evω+τ (H)Fe+ω
)
= F ′evω+τ (H)Fdωδ
(
e+ω
) = evω+τ (H)F ′Fe+ω−δ,
θδ(P)dωδ (v) = F ′θδ(H)Fdωδ (e+ω ) = F ′θδ(H)Fe+ω−δ
= evω−δ+τ (θδ(H))F ′Fe+ω−δ.
Hence it remains to prove that evω−δ+τ (θδ (H)) = evω+τ (H). By (ev-1) and (θ-1), it is enough to consider the caseH = Hαi,n.
We have
evω−δ+τ
(
θδ
(
Hαi,n
)) = evω−δ+τ ((Hαi + δ(Hαi)
n
)
⊗ 1K
)
=
(
(ω − δ + τ)(Hαi)+ δ(Hαi)
n
)
⊗ 1K =
(
(ω + τ)(Hαi)
n
)
⊗ 1K = evω+τ (Hαi,n).
For any α ∈ Σ+ and m ∈ Z+, we define the K-linear operator ηα,m on U−,0 as follows. Let F belong to U−. Then
Xα,mF = P + E, where P ∈ U−,0 and E belongs to the left ideal of U generated by the elements Xβ,k with β ∈ Σ+
and k > 0. We set ηα,m(F) := P . The last element already was introduced, when we defined rωα,m. We clearly have
evω(ηα,m(F)) = rωα,m(F). The operator ηα,m enjoys the property
(η-1) if v is a primitive vector of a rational G-module, F ∈ U−, α ∈ Σ+ andm ∈ Z+, then Xα,mFv = ηα,m(F)v.
Lemma 10. Let Φ(x1, . . . , xk, y) be an element of the free associative algebra over K with generators x1, . . . , xk, y
(noncommutative associative polynomial ) linear in y and ω, δ, ω − δ ∈ X+(T ). Let Dωδ be any operator on the module
V := ∆(ω)⊕∆(ω − δ) whose restriction to∆(ω) coincides with dωδ . We have
Φ
(
XVβ1,m1 , . . . , X
V
βk,mk ,D
ω
δ
)
(Fe+ω ) = Φ
(
ηβ1,m1 , . . . , ηβk,mk , θδ
)
(F) · e+ω−δ
for any β1, . . . , βk ∈ Σ+, m1, . . . ,mk ∈ Z+ and F ∈ U−.
Proof. By linearity, it suffices to prove that
XVβ1,m1 · · · XVβq,mq Dωδ XVβq+1,mq+1 · · · XVβk,mk(Fe+ω ) = ηβ1,m1 · · · ηβq,mq θδ ηβq+1,mq+1 · · · ηβk,mk(F) · e+ω−δ. (7)
By (η-1) and (θ-2), the left-hand side of (7) equals
Xβ1,m1 · · · Xβq,mqdωδ (Xβq+1,mq+1 · · · Xβk,mkFe+ω ) = Xβ1,m1 · · · Xβq,mqdωδ
(
ηβq+1,mq+1 · · · ηβk,mk(F) · e+ω
)
= Xβ1,m1 · · · Xβq,mq
(
θδ ηβq+1,mq+1 · · · ηβk,mk(F)
) · e+ω−δ
= ηβ1,m1 · · · ηβq,mq θδ ηβq+1,mq+1 · · · ηβk,mk(F) · e+ω−δ,
which is exactly the right-hand side of (7). 
2.5. Example for G = B2(K) and root 2α + β
We are going to show a possible application of Corollary 7. Let charK = p > 2, G = B2(K) and Σ+ = {α, β},
where α is short and β is long. We denote by ωα and ωβ the fundamental weights corresponding to α and β respectively.
Take a dominant weight ω = aωα + bωβ such that a > 2, b > 1 and a + b + 1 ≡ 0 (mod p). We claim that
HomG(∆(ω − (2α + β)),∆(ω)) 6= 0. Indeed, consider the elements
Y = X2−α,1X−β,1 − Nα,β b X−α,1X−α−β,1 + b(b+ 1)
Nα,βNα,α+β
2
X−2α−β,1,
Z = 2X−α,1X−β,1 − Nα,β b X−α−β,1,
where [Xδ, Xγ ] = Nδ,γ Xδ+γ for δ, γ , δ + γ ∈ Σ . Elementary calculations show
rωα,1(Y ) = (a+ b+ 1)Z, rωα,2(Y ) = (a+ b+ 2)(a+ b+ 1)X−β,1, rωβ,1(Y ) = 0.
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The equivalence a+ b+ 1 ≡ 0 (mod p) and (r-2) imply that Ye+ω is a primitive vector of∆(ω) having weight ω− (2α+ β).
We are going to show that this vector is nonzero by showing that the pair (Y , ω) is reducible. Choose any integers a′ and b′
such that 0 6 a′ 6 a and 0 6 b′ 6 b and set ω′ := a′ωα + b′ωβ . Consider the following sequence of transformations:
(Y , ω)
δ=ω′−−−−→
transf. (b)
(Y , ω−ω′) r
ω−ω′
α,1−−−−→
transf. (a)
((a−a′+b+1)Z, ω−ω′) r
ω−ω′
β,1−−−−→
transf. (a)
(a′(2b′−b)X−α,1, ω−ω′)
rω−ω′
α,1−−−−→
transf. (a)
(a′(2b′−b)(a−a′) 1K, ω−ω′) δ=ω−ω
′−−−−→
transf. (b)
(a′(2b′−b)(a−a′) 1K, 0).
To ensure that a′(2b′ − b)(a − a′) 6≡ 0 (mod p), we set a′ := 1 if a 6≡ 1 (mod p), a′ := 2 if a ≡ 1 (mod p), b′ := 0 if
b 6≡ 0 (mod p) and b′ := 1 if b ≡ 0 (mod p).
2.6. Example for G = B2(K) and root α + β
In this example, we use the same notation as in the previous one but assume that charK is an arbitrary prime p.
Take a dominant weight ω = aωα + bωβ such that a > 1, b > 1 and a + 2b + 2 ≡ 0 (mod p). We claim that
HomG(∆(ω − (α + β)),∆(ω)) 6= 0. Indeed, consider the element
Y = X−α,1X−β,1 − Nα,β b X−α−β,1.
Elementary calculations show
rωα,1(Y ) = (a+ 2b+ 2)X−β,1, rωβ,1(Y ) = 0.
The equivalence a+ 2b+ 2 ≡ 0 (mod p) and (r-2) imply that Ye+ω is a primitive vector of∆(ω) having weight ω− (α+ β).
We are going to show that this vector is nonzero by showing that the pair (Y , ω) is reducible. Choose any integers a′ and b′
such that 0 6 a′ 6 a and 0 6 b′ 6 b and set ω′ := a′ωα + b′ωβ . Consider the following sequence of transformations:
(Y , ω)
δ=ω′−−−−→
transf. (b)
(Y , ω−ω′) r
ω−ω′
α,1−−−−→
transf. (a)
((a−a′+2b+2)X−β,1, ω−ω′)
rω−ω′
β,1−−−−→
transf. (a)
(a′(b′−b) 1K, ω−ω′) δ=ω−ω
′−−−−→
transf. (b)
(a′(b′−b) 1K, 0).
To ensure that a′(b′ − b) 6≡ 0 (mod p), we set a′ := 1 and b′ := 0 if b 6≡ 0 (mod p) and b′ := 1 if b ≡ 0 (mod p).
3. Criterion for G = A`(K).
3.1. Flows
In what follows, we call s the beginning and t the end of (s, t) or say that (s, t) begins at s and ends at t .
Definition 11. A directed graph Γ is called a flow with sources a1, . . . , aq and sinks b1, . . . , bq if
(i) the set of vertices of Γ is Z; every edge of Γ has the form (s, t)with s < t; the number of edges of Γ is finite;
(ii) for each j = 1, . . . , q, there is exactly one edge of Γ beginning at aj;
(iii) for each j = 1, . . . , q, there is exactly one edge of Γ ending at bj;
(iv) for each integer r distinct from a1, . . . , aq, b1, . . . , bq, either no edge of Γ ends or begins at r or exactly one edge of Γ
ends at r and exactly one edge of Γ begins at r . In the latter case, r is called a transit point of Γ .
For q = 0, the only possible flow is the empty flow Γ∅, which has no edges.
We denote by Sq the symmetric group thought of as the group of all bijections of {1, . . . , q}. We assume that the elements
of Sq act on this set on the left and multiply them accordingly. We also identify Sq with a subgroup of Sq+1 assuming that
σ(q+ 1) = q+ 1 for any σ ∈ Sq.
We denote the set of all flows Γ with sources a1, . . . , aq 6 i and sinks b1, . . . , bq > i having no transit point greater than
i by Fi(a1, . . . , aq; b1, . . . , bq). Clearly, Γ decomposes into connected components. If there is a component of Γ containing
aj and bk, then we say that source aj and sink bk are linked in Γ . Throughout this section, we suppose for definiteness that
a1 < a2 < · · · < aq and bq < bq−1 < · · · < b1. Let σ denote the permutation in Sq such that aj and bσ(j) are linked in Γ . We
shall occasionally call σ the linking permutation of Γ . We define the i-sign of Γ to be
sgni(Γ ) := sgn σ · (−1)
q∑
j=1
(bj−i)+number of transit points of Γ
. (8)
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Example. Let Γ have the following edges (5, 9), (3, 8), (6, 7), (4, 6), (2, 4), (1, 3). Then Γ ∈ F6(1, 2, 5; 9, 8, 7) and has
transit points 3, 4, 6. Its linking permutation is σ with σ(1) = 2, σ(2) = 3 and σ(3) = 1. Therefore, its 6-sign is−1.
We define the operators L1, L2, L3,M1,M2, R on some flows Γ of Fi(a1, . . . , aq; b1, . . . , bq) as follows.
Table 1
Definition of L1, L2, L3,M1,M2, R.
Graph Condition Operation
L1(Γ ) q > 1, aq − 1 is a transit point of Γ Replacement of (s, aq − 1)with (s, aq)
L2(Γ ) q > 1, no edge of Γ begins at aq − 1 Addition of (aq − 1, aq)
L3(Γ ) q > 1, aq − 1 is no source of Γ Replacement of (aq, t)with (aq − 1, t)
M1(Γ ) i+ 1 is no sink of Γ , i is a transit point of Γ Replacement of (s, i)with (s, i+ 1)
M2(Γ ) i+ 1 is no sink of Γ , no edge of Γ begins at i Addition of (i, i+ 1)
R(Γ ) q > 1 bq + 1 is no sink of Γ Replacement of (s, bq)with (s, bq + 1)
In each row of this table, the graph in the left column is obtained from Γ by the operation described in the right column
(here s and t can be chosen uniquely) if Γ satisfies the condition in the middle column.
Example. Let Γ be as in the previous example. Then L1(Γ ) has edges (5, 9), (3, 8), (6, 7), (4, 6), (2, 5), (1, 3); L2(Γ ) is not
well defined, since aq − 1 = a3 − 1 = 4 is a transit point of Γ ; L3(Γ ) has edges (4, 9), (3, 8), (6, 7), (4, 6), (2, 4), (1, 3) and
is no flow (see Lemma 14).
Lemma 12. If well defined, L1(Γ ) belongs to Fi(a1, . . . , aq−1, aq − 1; b1, . . . , bq) and has i-sign opposite to that of Γ .
Proof. In L1(Γ ), aq becomes a transit point and aq − 1 becomes a source. Therefore, L1(Γ ) and Γ have the same sinks and
number of transit points.
Let σ be the linking permutation of Γ and al be the source belonging to the connected component of Γ containing aq−1.
Clearly, l < q.
We set a′j := aj if j = 1, . . . , q − 1 and a′q := aq − 1. Then a′1, . . . , a′q are the sources of L1(Γ ) arranged in the strictly
ascending order. We set τ := σ ◦ (l, q). One can easily see that a′j and bτ(j) are linked in L1(Γ ) for any j = 1, . . . , q, i.e. τ is
the linking permutation of L1(Γ ). 
Lemma 13. If well defined, L2(Γ ) belongs to Fi(a1, . . . , aq−1, aq − 1; b1, . . . , bq) and has i-sign opposite to that of Γ .
Proof. In L2(Γ ), aq becomes a transit point and aq − 1 becomes a source. Therefore, L2(Γ ) has the same sinks as Γ and one
more transit point than Γ . Finally notice that L2(Γ ) and Γ have the same linking permutations. 
Lemma 14. Suppose that L3(Γ ) is well defined. Then L3(Γ ) is a flow if and only if aq − 1 is no transit point of Γ . If L3(Γ ) is
a flow, then it belongs to Fi(a1, . . . , aq−1; aq − 1, b1, . . . , bq) and has the same i-sign as Γ . If L3(Γ ) is no flow, then there is
exactly one flow Γ ′ of Fi(a1, . . . , aq; b1, . . . , bq) distinct from Γ such that L3(Γ ) = L3(Γ ′). Moreover, sgni(Γ ) = −sgni(Γ ′).
Proof. If aq − 1 is no transit point, then L3(Γ ) is a flow with the same linking permutation, sinks and number of transit
points. Hence sgni(L3(Γ )) = sgni(Γ ).
Now consider the case where aq−1 is a transit point of Γ . Then there is an edge of Γ of the form (aq−1, r). On the other
hand, there is also an edge of Γ of the form (aq, t), since aq is a source of Γ . In L3(Γ ), (aq, t) turns to (aq − 1, t), whence
L3(Γ ) has two edges (aq − 1, t) and (aq − 1, r) beginning at aq − 1 and L3(Γ ) is no flow.
Consider the flow Γ ′ that is obtained from Γ by the removing the edges (aq − 1, r) and (aq, t) and adding the edges
(aq, r) and (aq − 1, t). It is straightforward to see that Γ ′ is the required flow. To calculate the i-sign of Γ ′, denote by l the
integer such that al belongs to the connected component of Γ containing r and denote by σ the linking permutation of Γ .
Clearly, l < q. Similarly to Lemma 13, one can see that σ ◦ (l, q) is the linking permutation of Γ ′. Moreover, Γ and Γ ′ have
the same transit points and sinks. 
Lemma 15. If well defined, M1(Γ ) belongs to Fi(a1, . . . , aq, i; b1, . . . , bq, i+ 1) and has i-sign opposite to that of Γ .
Proof. For M1(Γ ), i is no longer a transit point (but a source) and i + 1 is a new sink. Therefore the second factor of the
right-hand side of (8) does not change.
Let σ be the linking permutation of Γ and al be the source belonging to the connected component of Γ containing i.
Note that a1, . . . , aq, i are all the sources of M1(Γ ) written in the strictly ascending order and b1, . . . , bq, i + 1 are all the
sinks ofM1(Γ )written in the strictly descending order. Therefore, under the natural identification Sq < Sq+1, we obtain that
σ ◦ (l, q+ 1) is the linking permutation ofM1(Γ ). 
Lemma 16. If well defined, M2(Γ ) belongs to Fi(a1, . . . , aq, i; b1, . . . , bq, i+ 1) and has i-sign opposite to that of Γ .
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Proof. Note that a1, . . . , aq, i are all the sources of M2(Γ ) written in the strictly ascending order and b1, . . . , bq, i + 1 are
all the sinks ofM2(Γ )written in the strictly descending order. Hence the linking permutation ofM2(Γ ) is the same as that
of Γ under the natural identification Sq < Sq+1. Moreover,M2(Γ ) has the same transit points as Γ . 
Lemma 17. If well defined, R(Γ ) belongs to Fi(a1, . . . , aq; b1, . . . , bq−1, bq + 1) and has i-sign opposite to that of Γ .
Proof. Note that R(Γ ) has the same transit points and sources asΓ . Moreover, b1, . . . , bq−1, bq+1 are all the sinks ofM2(Γ )
written in the strictly descending order. In particular, R(Γ ) and Γ have the same linking permutation. 
Now we are going to define ‘‘inverse maps’’ for each group of operators L1, L2, L3;M1,M2; R.
Suppose that q > 1, aq−1 6∈ {a1, . . . , aq−1} andΓ ′ ∈ Fi(a1, . . . , aq−1, aq−1; b1, . . . , bq). We define the operatorLo(Γ ′)
that is one of the operators L1, L2, L3 described in Table 1 and the graphLg(Γ ′) using Table 2.
Table 2
Definition ofLo andLg .
Condition Value
There is an edge (s, aq) of Γ ′ with s < aq − 1 Lo(Γ ′) L1
Lg (Γ ′) Obtained from Γ ′ by replacing (s, aq)with (s, aq − 1)
(aq − 1, aq) is an edge of Γ ′ Lo(Γ ′) L2
Lg (Γ ′) Obtained from Γ ′ by removing (aq − 1, aq)
aq is no transit point of Γ ′ Lo(Γ ′) L3
Lg (Γ ′) Obtained from Γ ′ by replacing (aq − 1, t)with (aq, t)
Let us take any row of this table such that the condition in its left column is satisfied. If the middle column of this row
containsLg(Γ ′), then this graph is obtained from the flow Γ ′ by the operation described in the right column. If the middle
column containsLo(Γ ′), then this operator equals the operator in the right column.
Example. Let q = 2, i = 3, a1 = 1, a2 = 3, b2 = 4, b1 = 5 and Γ ′ has edges (2, 5), (3, 4), (1, 3). Then Lo(Γ ′) = L1 and
Lg(Γ ′) has edges (2, 5), (3, 4), (1, 2) (two top rows of Table 2 were applied). If we applyLo(Γ ′) toLg(Γ ′), then we obtain
Γ ′ (see the definition of L1 in Table 1).
Lemma 18. Suppose that q > 1 and aq − 1 6∈ {a1, . . . , aq−1}. For any flow Γ ′ ∈ Fi(a1, . . . , aq−1, aq − 1; b1, . . . , bq), we have
Lg(Γ ′) ∈ Fi(a1, . . . , aq; b1, . . . , bq) and Lo(Γ ′)
(
Lg(Γ ′)
) = Γ ′. For any flow Γ ∈ Fi(a1, . . . , aq; b1, . . . , bq) and integer
k = 1, 2, 3, we haveLo(Lk(Γ )) = Lk andLg(Lk(Γ )) = Γ if Lk(Γ ) is well defined and a flow.
Proof. The result follows directly from Tables 1 and 2. 
Corollary 19. Suppose that q > 1 and aq − 1 6∈ {a1, . . . , aq−1}. For any flow Γ ′ ∈ Fi(a1, . . . , aq−1, aq − 1; b1, . . . , bq), there
exists a unique pair (O,Γ ) ∈ {L1, L2, L3} × Fi(a1, . . . , aq; b1, . . . , bq) such that O(Γ ) = Γ ′.
Proof. It follows from the first assertion of Lemma 18 that (Lo(Γ ′),Lg(Γ ′)) is a suitable pair. Now suppose that (Lk1 ,Γ1)
and (Lk2 ,Γ2) are pairs of {L1, L2, L3} ×Fi(a1, . . . , aq; b1, . . . , bq) such that Lk1(Γ1) = Lk2(Γ2) = Γ ′. By the second assertion
of Lemma 18, we have
Lk1 = Lo(Lk1(Γ1)) = Lo(Lk2(Γ2)) = Lk2 ,
Γ1 = Lg(Lk1(Γ1)) = Lg(Lk2(Γ2)) = Γ2. 
Now suppose that aq < i, i + 1 < bq if q > 1 and Γ ′ ∈ Fi(a1, . . . , aq, i; b1, . . . , bq, i + 1). Then we use the table below
to define the operatorMo(Γ ′) and the graphMg(Γ ′).
Table 3
Definition ofMo andMg .
Condition Value
There is an edge (s, i+ 1) of Γ ′ with s < i Mo(Γ ′) M1
Mg (Γ ′) Obtained from Γ ′ by replacing (s, i+ 1)with (s, i)
(i, i+ 1) is an edge of Γ ′ Mo(Γ ′) M2
Mg (Γ ′) Obtained from Γ ′ by removing (i, i+ 1)
This table defines the new graphs and the new operators in the same way as Table 2.
Lemma 20. Suppose that aq < i, i + 1 < bq if q > 1. For any flow Γ ′ ∈ Fi(a1, . . . , aq, i; b1, . . . , bq, i + 1), we have
Mg(Γ ′) ∈ Fi(a1, . . . , aq; b1, . . . , bq) andMo(Γ ′)
(
Mg(Γ ′)
) = Γ ′. For any flow Γ ∈ Fi(a1, . . . , aq; b1, . . . , bq) and integer
k = 1, 2, we haveMo(Mk(Γ )) = Mk andMg(Mk(Γ )) = Γ if Mk(Γ ) is well defined.
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Proof. The result follows directly from Tables 1 and 3. 
Corollary 21. Suppose that aq < i, i + 1 < bq if q > 1. For any flow Γ ′ ∈ Fi(a1, . . . , aq, i; b1, . . . , bq, i + 1), there exists a
unique pair (O,Γ ) ∈ {M1,M2} × Fi(a1, . . . , aq; b1, . . . , bq) such that O(Γ ) = Γ ′.
Proof. The result follows from Lemma 20 similarly to Corollary 19. 
Finally suppose that q > 1, bq + 1 6∈ {bq−1, . . . , b1} and Γ ′ ∈ Fi(a1, . . . , aq; b1, . . . , bq−1, bq + 1). Then we denote by
Rg(Γ ′) the flow obtained from Γ ′ by replacing the edge (s, bq + 1)with (s, bq).
Lemma 22. Suppose that q > 1 and bq + 1 6∈ {bq−1, . . . , b1}. For any flow Γ ′ ∈ Fi(a1, . . . , aq; b1, . . . , bq−1, bq + 1), we
have Rg(Γ ′) ∈ Fi(a1, . . . , aq; b1, . . . , bq) and R
(
Rg(Γ ′)
) = Γ ′. For any flow Γ ∈ Fi(a1, . . . , aq; b1, . . . , bq), we have
Rg(R(Γ )) = Γ .
Corollary 23. Suppose that q > 1 and bq + 1 6∈ {bq−1, . . . , b1}. For any flow Γ ′ ∈ Fi(a1, . . . , aq; b1, . . . , bq−1, bq + 1), there
exists a unique flow Γ ∈ Fi(a1, . . . , aq; b1, . . . , bq) such that R(Γ ) = Γ ′.
Proof. The result follows from Lemma 22 similarly to Corollary 19. 
3.2. Basis of the hyperalgebra
In the remainder of the paper, we consider the case G = A`(K). We set n := ` + 1, order the simple roots α1, . . . , αn−1
so that they form the diagramb b b b b` ` `
α1 α2 α3 αn−1αn−2and use the short hand notation
[[i1, . . . , ik ]]i := [ηαi1 , . . . , ηαik , θωi ],
where i1, . . . , ik, i belong to {1, . . . , n − 1}. Here and in what follows, ηα := ηα,1, [x, y] = xy − yx and long commutators
are right-normed, i.e. are defined by the inductive rule [x1, . . . , xk] = [x1, [x2, . . . , xk]] for k > 2.
We denote by λi the ith entry of a sequence λ and set δP := 1 if P is true and δP := 0 if P is false for an arbitrary
condition P .
In the present case, we can take L = sln(C)with the standard choice of the Chevalley basis:
Xαi+···+αj−1 = Ei,j, X−αi−···−αj−1 = Ej,i, Hαi = Ei,i − Ei+1,i+1,
where 1 6 i < j 6 n. Here and in what follows, Ei,j denotes the n× nmatrix with 1 in the intersection of row i and column
j and 0 elsewhere.
We denote E(m)i,j := (Emi,j/m!) ⊗ 1K for m ∈ Z+ and Hi := Hαi ⊗ 1K. This is simply more convenient notation for the
elements introduced in Section 1, in the case G = A`(K). Indeed, for 1 6 i < j 6 nwe have
E(m)i,j = Xαi+···+αj−1,m, E(m)j,i = X−αi−···−αj−1,m, Hi = Hαi,1.
We also denote E(1)i,j by Ei,j. This notation does not cause confusion, since we shall work only inU.
We extend E(m)i,j to negative values ofm by setting E
(m)
i,j := 0 ifm < 0. This definition, useless at first sight, is in fact very
significant, in particular, because the formulas
[Ei,j, E(m)j,k ] = Ei,kE(m−1)j,k , [Ei,j, E(m)k,i ] = −Ek,jE(m−1)k,i ,
[Ei,i+1, E(m)i+1,i] = E(m−1)i+1,i (Hi + 1−m),
HlE
(m)
i,j = E(m)i,j (Hl +m(δl=i − δl=j − δl+1=i + δl+1=j)),
E(m)i,j Ei,j = (m+ 1)E(m+1)i,j
(9)
hold for any m ∈ Z and mutually distinct i, j, k = 1, . . . , n. These formulas are trivial for m < 0 and can be proved by
induction onm form > 0.
More generally, the first three formulas of (9) are a special case of formulas (2.1) from [6], which also hold for any integer
values of the superscripts. The reader is referred to [7] to see why, for example, setting
( x
m
) = 0 form < 0 helps simplify a
lot of calculations. The same thing happens here: the proof of Lemma 24 would be much longer if we considered E(m)i,j only
form > 0.
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3.3. Action of ηαl
Let UT(n) denote the set of n× nmatrices N with entries in Z such that Na,b = 0 unless a < b. We denote by N s the sum
of elements in row s of N , i.e. N s :=∑nb=1 Ns,b. For any N ∈ UT(n), we set
F (N) :=
∏
16a<b6n
E(Na,b)b,a ,
where E(Na,b)b,a precedes E
(Nc,d)
d,c if and only if b < d or b = d and a < c . It follows from Proposition 1 that any element ofU−,0
is representable as
∑
N∈UT(n) F (N)HN , whereHN ∈ U0.
Lemma 24. Let l = 1, . . . , n−1 andHN , where N ∈ UT(n), be elements of U0 that are nonzero only for finitely many matrices
N. We have
ηαl
( ∑
N∈UT(n)
F (N)HN
)
=
∑
N∈UT(n)
F (N)
(∑
16s<l
Ns,lHN+Es,l+1−Es,l
+ (Hl − N l + N l+1)HN+El,l+1 −
∑
l+1<t6n
Nl+1,tHN+El,t−El+1,t
)
. (10)
Proof. First we prove that
[El,l+1, F (N)] =
∑
16s<l
(Ns,l + 1)F (N−Es,l+1+Es,l) + F (N−El,l+1)
(
Hl + 1− N l + N l+1
)
−
∑
l+1<t6n
(Nl+1,t + 1)F (N−El,t+El+1,t ) (11)
for any N ∈ UT(n). Consider the representation F (N) = F2 · · · Fn, where Fj = E(N1,j)j,1 · · · E(Nj−2,j)j,j−2 E(Nj−1,j)j,j−1 . Since El,l+1 commutes
with F2, . . . , Fl, we have El,l+1F (N) = F2 · · · FlEl,l+1Fl+1 · · · Fn. Applying (9), we obtain
El,l+1Fl+1 =
∑
16s<l
(
El,s
∏
16r6l
E(Nr,l+1−δr=s)l+1,r
)
+
(∏
16r<l
E(Nr,l+1)l+1,r
)
El,l+1E
(Nl,l+1)
l,l+1 . (12)
Applying (9) again, we obtain
El,l+1E
(Nl,l+1)
l+1,l Fl+2 · · · Fn = E(Nl,l+1)l+1,l El,l+1Fl+2 · · · Fn + E(Nl,l+1−1)l+1,l (Hl + 1− Nl,l+1)Fl+2 · · · Fn
= E(Nl,l+1)l+1,l El,l+1Fl+2 · · · Fn + E(Nl,l+1−1)l+1,l Fl+2(Hl + 1− Nl,l+1 − Nl,l+2 + Nl+1,l+2)Fl+3 · · · Fn = · · ·
= E(Nl,l+1)l+1,l El,l+1Fl+2 · · · Fn + E(Nl,l+1−1)l+1,l Fl+2 · · · Fn(Hl + 1− N l + N l+1).
Thus, multiplying (12) by F2 · · · Fl on the left and by Fl+2 · · · Fn on the right, we obtain
El,l+1F (N) =
∑
16s<l
(
F2 · · · FlEl,s
∏
16r6l
E(Nr,l+1−δr=s)l+1,r
)
Fl+2 · · · Fn + F2 · · · Fl
(∏
16r<l
E(Nr,l+1)l+1,r
)
E(Nl,l+1−1)l+1,l
× Fl+2 · · · Fn(Hl + 1− N l + N l+1)+ F2 · · · Fl+1El,l+1Fl+2 · · · Fn
=
∑
16s<l
(Ns,l + 1)F (N−Es,l+1+Es,l) + F (N−El,l+1)(Hl + 1− N l + N l+1)+ F2 · · · Fl+1El,l+1Fl+2 · · · Fn.
In the above rearrangement, we used that
FlEl,s = (Ns,l + 1)
∏
16r<l
E(Nr,l+δr=s)l,r for 1 6 s < l.
It remains to calculate El,l+1Fl+2 · · · Fn. Let t = l+ 2, . . . , n. All factors of Ft commute with El,l+1 except E(Nl,t )t,l . Applying (9),
we obtain
El,l+1E
(Nl,t )
t,l E
(Nl+1,t )
t,l+1 = −E(Nl,t−1)t,l Et,l+1E(Nl+1,t )t,l+1 + E(Nl,t )t,l E(Nl+1,t )t,l+1 El,l+1
= −(Nl+1,t + 1)E(Nl,t−1)t,l E(Nl+1,t+1)t,l+1 + E(Nl,t )t,l E(Nl+1,t )t,l+1 El,l+1.
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Hence El,l+1Ft = −(Nl+1,t + 1)∏16r<t E(Nr,t−δr=l+δr=l+1)t,r + FtEl,l+1 and (11) follows.
Now (10) follows from (11) and the equivalence
El,l+1
∑
N∈UT(n)
F (N)HN ≡
∑
N∈UT(n)
[El,l+1, F (N)]HN (mod U · El,l+1). 
We shall identify any graph Γ with vertices Z and finitely many edges all having the form (s, t), where 1 6 s < t 6 n,
with the matrix of UT(n) such that Ns,t equals the number of edges begging at s and ending at t .
Example. Let n = 4 and Γ have edges (1, 2), (1, 4), (2, 3), (3, 4). Then Γ is identified with the matrix0 1 0 10 0 1 00 0 0 1
0 0 0 0
 .
Definition 25. Let 1 6 a 6 i 6 b < n. A sequence of integers satisfies O(a, i, b) if this sequence is obtained by inserting the
sequences a, a+ 1, . . . , i− 1 and b, b− 1, . . . , i+ 1 into one another, preserving the order in either of them.
Remark 26. The only sequence satisfying O(i, i, i) is the empty sequence ∅.
Example. The sequence 1, 8, 2, 3, 7, 6, 4 satisfiesO(1, 5, 8).We underlined the elements of the sequence a, a+1, . . . , i−1.
Lemma 27. Fix some integers 1 6 a1 < a2 < · · · < aq 6 i < bq < · · · < b2 < b1 6 n. Let
i(q)1 , . . . , i
(q)
kq ; i(q−1)1 , . . . , i(q−1)kq−1 ; . . . ; i(1)1 , . . . , i(1)k1 (13)
be sequences satisfying O(aq, i, bq−1), O(aq−1, i, bq−1−1), . . . ,O(a1, i, b1−1) respectively. For HN as in Lemma 24, we have
[[i(q)1 , . . . , i(q)kq , i, i(q−1)1 , . . . , i(q−1)kq−1 , i, . . . , i(1)1 , . . . , i(1)k1 , i]]i
( ∑
N∈UT(n)
F (N)HN
)
=
∑
N∈UT(n)
F (N)
∑
Γ ∈Fi(a1,...,aq;b1,...,bq)
sgni(Γ )θωi (HN+Γ ) .
Proof. We put for brevity
x := [[i(q)1 , . . . , i(q)kq , i, i(q−1)1 , . . . , i(q−1)kq−1 , i, . . . , i(1)1 , . . . , i(1)k1 , i]]i,
F := Fi(a1, . . . , aq; b1, . . . , bq).
We apply induction on the length of the sequence inside the brackets [[ ]] in the formulation of the current lemma (the
above formula). If this length is zero (i.e. q = 0), then the required equality holds since [[ ]]i = θωi ,Fi() consists of the empty
flow Γ∅, which is identified with the zero matrix, and sgni(Γ∅) = 1.
Now suppose that the equality in the formulation of the current lemma holds. Take any l = 1, . . . , n− 1 and set
y := [ηαl , x] = [[l, i(q)1 , . . . , i(q)kq , i, i(q−1)1 , . . . , i(q−1)kq−1 , i, . . . , i(1)1 , . . . , i(1)k1 , i]]i . (14)
Applying (10) and the inductive hypothesis, we get
ηαlx
( ∑
N∈UT(n)
F (N)HN
)
= ηαl
( ∑
N∈UT(n)
F (N)
[∑
Γ ∈F
sgni(Γ )θωi (HN+Γ )
])
=
∑
N∈UT(n)
F (N)
(∑
16s<l
Ns,l
[∑
Γ ∈F
sgni(Γ )θωi(HN+Es,l+1−Es,l+Γ )
]
+ (Hl − N l + N l+1)
[∑
Γ ∈F
sgni(Γ )θωi(HN+El,l+1+Γ )
]
−
∑
l+1<t6n
Nl+1,t
[∑
Γ ∈F
sgni(Γ )θωi(HN+El,t−El+1,t+Γ )
])
=
∑
N∈UT(n)
F (N)
∑
Γ ∈F
[∑
16s<l
sgni(Γ )Ns,lθωi(HN+Es,l+1−Es,l+Γ )
+ sgni(Γ )(Hl − N l + N l+1)θωi(HN+El,l+1+Γ )−
∑
l+1<t6n
sgni(Γ )Nl+1,tθωi(HN+El,t−El+1,t+Γ )
]
.
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On the other hand, we get
x ηαl
( ∑
N∈UT(n)
F (N)HN
)
= x
( ∑
N∈UT(n)
F (N)
[∑
16s<l
Ns,lHN+Es,l+1−Es,l
+ (Hl − N l + N l+1)HN+El,l+1 −
∑
l+1<t6n
Nl+1,tHN+El,t−El+1,t
])
=
∑
N∈UT(n)
F (N)
∑
Γ ∈F
[∑
16s<l
sgni(Γ ) (N + Γ )s,l θωi(HN+Γ+Es,l+1−Es,l)
+ sgni(Γ ) (θωi(Hl)− (N + Γ )l + (N + Γ )l+1) θωi(HN+Γ+El,l+1)
−
∑
l+1<t6n
sgni(Γ ) (N + Γ )l+1,t θωi(HN+Γ+El,t−El+1,t )
]
.
Subtracting the latter expression from the former, we obtain (recall the definition of θδ in Section 2.4)
y
( ∑
N∈UT(n)
F (N)HN
)
=
∑
N∈UT(n)
F (N)
∑
Γ ∈F
[∑
16s<l
−sgni(Γ )Γs,l θωi(HN+Γ+Es,l+1−Es,l)
+ sgni(Γ ) (−δi=l + Γ l − Γ l+1) θωi(HN+Γ+El,l+1)+
∑
l+1<t6n
sgni(Γ )Γl+1,t θωi(HN+Γ+El,t−El+1,t )
]
.
We denote by S1(Γ ), S2(Γ ) and S3(Γ ) the first, the second and the third summands respectively in the square brackets in
the above formula.
Now we want to choose l so that the sequence in the brackets [[ ]] of (14) could appear in the brackets [[ ]] in the
formulation of the current lemma for different sequences (13) and possibly different q (Case 2).
Case 1: q > 1 and 1 6 l = aq − 1 6∈ {a1, . . . , aq−1}. The values of S1(Γ ), S2(Γ ) and S3(Γ ) are given in Table 4.
Table 4
S1(Γ ), S2(Γ ), S3(Γ ) in Case 1.
aq − 1 is no transit point of Γ aq − 1is a transit point of Γ
S1(Γ ) 0 −sgni(Γ ) θωi
(
HN+L1(Γ )
)
S2(Γ ) −sgni(Γ ) θωi
(
HN+L2(Γ )
)
0
S3(Γ ) sgni(Γ ) θωi
(
HN+L3(Γ )
)
sgni(Γ ) θωi
(
HN+L3(Γ )
)
In each row of this table (except the top row), the element ofU in the left column equals either the element in themiddle
column or the element in the right column depending on which condition in the top row of this table is satisfied for Γ .
To verify this table, one should note that in the present case l < i, Γ l+1 = 1 (since l+1 = aq is a source of Γ ) and Γ l = 0
if aq − 1 is no transit point of Γ and Γ l = 1 otherwise. By Lemmas 12–14, every nonzero cell of this table (not in the top
row and not in the left column) that is not the bottom rightmost yields a flow of Fi(a1, . . . , aq−1, aq − 1; b1, . . . , bq) as the
second summand in the subscript ofH . Therefore, applying Lemmas 12–14 and Corollary 19, we obtain
y
( ∑
N∈UT(n)
F (N)HN
)
=
∑
N∈UT(n)
F (N)
(∑{
sgni
(
Lk(Γ )
)
θωi
(
HN+Lk(Γ )
) | Γ ∈ F & k = 1, 2, 3
& Lk(Γ ) is well defined and a flow
}
+
∑{
sgni(Γ ) θωi
(
HN+L3(Γ )
) | Γ ∈ F & aq − 1 is a transit point of Γ })
=
∑
N∈UT(n)
F (N)
( ∑
Γ ′∈Fi(a1,...,aq−1,aq−1;b1,...,bq)
sgni(Γ
′) θωi(HN+Γ ′)
+
∑{
sgni(Γ ) θωi
(
HN+L3(Γ )
) | Γ ∈ F & aq − 1 is a transit point of Γ }).
By Lemma14, the last summand of the above formula equals zero. Thuswe have proved the current lemma for the sequences
aq − 1, i(q)1 , . . . , i(q)kq ; i(q−1)1 , . . . , i(q−1)kq−1 ; . . . ; i(1)1 , . . . , i(1)k1 (15)
satisfying conditions O(aq − 1, i, bq − 1), O(aq−1, i, bq−1 − 1), . . . ,O(a1, i, b1 − 1) respectively.
Case 2: aq < i, i+ 1 < bq if q > 1 and l = i. The values of S1(Γ ), S2(Γ ) and S3(Γ ) are given in Table 5.
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Table 5
S1(Γ ), S2(Γ ), S3(Γ ) in Case 2.
i is no transit point of Γ iis a transit point of Γ
S1(Γ ) 0 −sgni(Γ ) θωi
(
HN+M1(Γ )
)
S2(Γ ) −sgni(Γ ) θωi
(
HN+M2(Γ )
)
0
S3(Γ ) 0 0
This table should be interpreted in the same way as Table 4.
To verify this table, one should note that in the present case Γl+1,t = 0 for any t ∈ Z, Γ l+1 = 0, Γ l = 0 if i is no transit
point of Γ and Γ l = 1 otherwise. Therefore, applying Lemmas 15 and 16 and Corollary 21, we obtain
y
( ∑
N∈UT(n)
F (N)HN
)
=
∑
N∈UT(n)
F (N)
∑{
sgni
(
Mk(Γ )
)
θωi
(
HN+Mk(Γ )
) | Γ ∈ F & k = 1, 2 & Mk(Γ ) is well defined}
=
∑
N∈UT(n)
F (N)
∑
Γ ′∈Fi(a1,...,aq,i;b1,...,bq,i+1)
sgni(Γ
′) θωi(HN+Γ ′).
Thus we have proved the current lemma for the q+ 1 sequences
∅; i(q)1 , . . . , i(q)kq ; i(q−1)1 , . . . , i(q−1)kq−1 ; . . . ; i(1)1 , . . . , i(1)k1 (16)
satisfying conditions O(i, i, i), O(aq, i, bq − 1), O(aq−1, i, bq−1 − 1), . . . , O(a1, i, b1 − 1) respectively (see Remark 26).
Case 3: q > 1, bq + 1 6∈ {bq−1, . . . , b1} and l = bq. We have i < l, Γl+1,t = 0 for any t ∈ Z, Γ l+1 = 0, Γ l = 0. Hence
S1(Γ ) = −sgni(Γ )θωi(HN+R(Γ )), S2(Γ ) = 0 and S3(Γ ) = 0. Therefore, applying Lemma 17 and Corollary 23, we obtain
y
( ∑
N∈UT(n)
F (N)HN
)
=
∑
N∈UT(n)
F (N)
∑
Γ ∈F
sgni
(
R(Γ )
)
θωi
(
HN+R(Γ )
)
=
∑
N∈UT(n)
F (N)
∑
Γ ′∈Fi(a1,...,aq;b1,...,bq−1,bq+1)
sgni(Γ
′)θωi(HN+Γ ′).
Thus we have proved the current lemma for the sequences
bq, i
(q)
1 , . . . , i
(q)
kq ; i(q−1)1 , . . . , i(q−1)kq−1 ; . . . ; i(1)1 , . . . , i(1)k1 (17)
satisfying conditions O(aq, i, bq), O(aq−1, i, bq−1 − 1), . . . ,O(a1, i, b1 − 1) respectively.
To finish the proof, it suffices to notice that any sequence of sequences in the hypothesis of the current lemma can be
obtained by passing from (13) to (15) or (16) or (17). 
Definition 28. It follows from Lemma 27 that the operator [[i(q)1 , . . . , i(q)kq , i, i(q−1)1 , . . . , i(q−1)kq−1 , i, . . . , i(1)1 , . . . , i(1)k1 , i]]i depends
only on the integers a1, . . . , aq, b1, . . . , bq and i. We, therefore, denote it by ξi(a1, . . . , aq; b1, . . . , bq).
3.4. Tableaux
A composition of length n is a sequence λ = (λ1, . . . , λn) such that λ1, . . . , λn ∈ Z+. If, moreover, λ1 > · · · > λn then λ
is called a partition. The diagram of a composition λ is the set
[λ] = {(i, j) ∈ Z2|1 6 i 6 n and 1 6 j 6 λi}.
We shall think of [λ] as an array of boxes. For example, if λ = (5, 3, 2, 0) then
[λ] =
A λ-tableau, where λ is a composition, is a function T : [λ] → {1, . . . , n}, which we regard as the diagram [λ] filled with
integers in {1, . . . , n}. Aλ-tableau T is called row standard if its entriesweakly increase along the rows, that is T (i, j) 6 T (i, j′)
if j < j′. A λ-tableau T is called regular row standard if it is row standard and every entry in row i of T is at least i. Finally, if
λ is partition, then a λ-tableau T is called standard if it is row standard and its entries strictly increase down the columns,
that is T (i, j) < T (i′, j) if i < i′. For example,
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T =
1 2 2 3 4
2 3 3
3 4
is a standard (5, 3, 2, 0)-tableau. Here n = 4.
For any regular row standard λ-tableau T , we define MatT to be the matrix of UT(n) whose (i, j)-entry, where i < j, is
the number of entries j in row i of T and set FT := F (MatT ). For n = 4 and T as in the above example, we have
MatT =
0 2 1 10 0 2 00 0 0 1
0 0 0 0
 and FT = E(2)2,1 E3,1 E(2)3,2 E4,1 E4,3.
We say that a composition λ = (λ1, . . . , λn) is coherent with a weight c1ω1 + · · · + cn−1ωn−1 if ci = λi − λi+1 for any
i = 1, . . . , n− 1.
Proposition 29 ([3]). Let ω be a dominant weight and λ be any partition coherent with ω. Then the vectors FT e+ω , where T is a
standard λ-tableau, form a basis of ∆(ω).
To deal with compositions, it is convenient to introduce the following sequences of length n: εi := (0, . . . , 0, 1, 0, . . . , 0)
with 1 at position i and α(i, j) = εi − εj. Here and in what follows, the sequences of Zn are added and subtracted
componentwise.
For the rest of Sections 3.4–3.6, we fix integers a1, . . . , aq, b1, . . . , bq, i such that
1 6 a1 < a2 < · · · < aq 6 i < bq < · · · < b2 < b1 6 n. (18)
Let T be a regular row standard λ-tableau and Γ be a flow ofFi(a1, . . . , aq; b1, . . . , bq). Wewant to construct the regular
row standard tableau σΓ ,i(T ) so that
(σ -1) MatT − Γ = MatσΓ ,i(T );
(σ -2) σΓ ,i(T ) is a (λ1, . . . , λi, λi+1 + 1, . . . , λn + 1)-tableau.
We obtain σΓ ,i(T ) from T as follows
(i) for every edge (s, t) of Γ , we replace one t with s in row s;
(ii) to every row k = i+ 1, . . . , n, we add one k;
(iii) in the resulting tableau, we order the elements in rows to obtain a row standard tableau (automatically regular).
One can see that (i) ensures (σ -1) and (ii) ensures (σ -2), while (iii) makes the tableau row standard and eliminates the
uncertainty stemming from the choice of the elements being removed and added in steps (i) and (ii).
Obviously, it is not always possible to executed all replacements in step (i), in which case σΓ ,i(T ) is not well defined. This
happens if and only if for some edge (s, t) of Γ , row s of T does not contain t as an entry, i.e. if and only if Γs,t = 1 and
(MatT )s,t = 0 for some s and t . Thus we have proved the following property:
(σ -3) σΓ ,i(T ) is well defined if and only if all entries of MatT − Γ are nonnegative.
For example, take n = 4, i = 2, Γ ∈ F2(1, 2; 4, 3)with edges (1, 4), (2, 3) and T as in the above example. Then
T =
1 2 2 3 4
2 3 3
3 4
-step (i)
1 2 2 3 1
2 2 3
3 4
-step (ii)
1 2 2 3 1
2 2 3
3 4 3
4
-step (iii) = σΓ ,i(T )
1 1 2 2 3
2 2 3
3 3 4
4
On the other hand, if we take Γ ′ ∈ F2(2; 4)with edge (2, 4), then σΓ ′,i(T ) is not well defined, since there is no 4 in row
2 of T and step (i) cannot be executed. We also have (MatT − Γ ′)2,4 = −1 in accordance with (σ -3).
Corollary 30. Let T be a regular row standard λ-tableau. Then ξi(a1, . . . , aq; b1, . . . , bq)(FT ) is the sum of sgni(Γ )FσΓ ,i(T ) over
all flows Γ ∈ Fi(a1, . . . , aq; b1, . . . , bq) such that σΓ ,i(T ) is well defined.
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Proof. By Lemma 27, we have (recall Definition 28)
ξi(a1, . . . , aq; b1, . . . , bq)(FT ) = ξi(a1, . . . , aq; b1, . . . , bq)
( ∑
N∈UT(n)
F (N)δN=MatT
)
=
∑
N∈UT(n)
F (N)
∑
Γ ∈Fi(a1,...,aq;b1,...,bq)
sgni(Γ )δN+Γ=MatT
=
∑
Γ ∈Fi(a1,...,aq;b1,...,bq)
sgni(Γ )F
(MatT−Γ ).
Clearly, F (MatT−Γ ) = 0 if at least one entry of MatT − Γ is negative. Therefore, by (σ -1) and (σ -3), we obtain
ξi(a1, . . . , aq; b1, . . . , bq)(FT )
=
∑{
sgni(Γ )F
(MatT−Γ )|Γ ∈ Fi(a1, . . . , aq; b1, . . . , bq)& all entries of MatT − Γ are nonnegative
}
=
∑{
sgni(Γ )FσΓ ,i(T )|Γ ∈ Fi(a1, . . . , aq; b1, . . . , bq)& σΓ ,i(T ) is well defined
}
. 
3.5. Comparison of tableaux
We make the following convention on orders. The symbol 6 (symbol <) will always denote a nonstrict (resp. strict)
partial order on a set S, i.e. a transitive binary relation of S such that x 6 x and x 6 y& y 6 x ⇒ x = y for any x, y ∈ S (resp.
x < y& y < x for no x, y ∈ S). We also assume that for any x, y ∈ S, there holds
x 6 y⇔ x < y or x = y, x 6 y⇔ y > x,
x < y⇔ x 6 y & x 6= y, x < y⇔ y > x.
Consider two sequences x = (x1, . . . , xm) and y = (y1, . . . , ym) of elements of S. We say that x is smaller than y in the
antilexicographic order if there exists i = 1, . . . ,m such that xi < yi and xj = yj for i < j 6 m.
The set of all compositions of length n is endowed with the following partial order called dominance order. For two
compositions λ = (λ1, . . . , λn) and µ = (µ1, . . . , µn), we write λ 6 µ if∑ij=1 λj 6∑ij=1 µj for any i = 1, . . . , n.
Letµ be a composition of length n and Q be aµ-tableau. Then we set shape(Q ) := µ. Given a composition λ of length n,
a row standard λ-tableau T and an integer m = 1, . . . , n, we denote by T [m] the tableau obtained from T by removing all
nodes with entry greater thanm. Clearly, T [m] is a µ-tableau for some composition µ of length n. Therefore, we define
chain(T ) := (shape(T [1]), shape(T [2]), . . . , shape(T [n])).
For another row standard λ-tableau S, we write T < S if chain(T ) is smaller than chain(S) in the antilexicographic order
with dominance order on components. We also refer the reader to [8, Section 2.2] for a description of this order.
It is convenient to define the sum of row standard tableaux S and T as the row standard tableau S + T , whose ith row is
the result of gluing and reordering the ith rows of S and T . Obviously, we have
(S + T )[m] = S[m] + T [m], shape(S + T ) = shape(S)+ shape(T ). (19)
Example. Let n = 5. Then we have
1 2 4 5
2 2 4
5
5
+
3
3 5
4 5
=
1 2 3 4 5
2 2 3 4 5
4 5 5
5
Applying shape to each term gives (cf. (19))
(4, 3, 1, 1, 0)+ (1, 2, 2, 0, 0) = (5, 5, 3, 1, 0).
To understand how chain(T ) changes when T is replaced with σΓ ,i(T ), we introduce the following notation. For a flow Γ
and an integerm, we set
νm(Γ ) :=
∑
{εs|(s, t) is an edge of Γ and s 6 m < t}.
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Lemma 31. Let Γ be a flow of Fi(a1, . . . , aq; b1, . . . , bq) and m = 1, . . . , n. Then we have
shape(σΓ ,i(T )[m]) = shape(T [m])+ νm(Γ )+
m∑
k=i+1
εk
if σΓ ,i is applicable to T .
Proof. Let S be the tableau obtained from T in the same way as σΓ ,i(T ) but without step (ii) and Q be the (0i, 1n−i)-
tableau having one entry k in each row k = i + 1, . . . , n. We clearly have σΓ ,i(T ) = S + Q . It follows from (19) that
shape(σΓ ,i(T )[m]) = shape(S[m])+ shape(Q [m]). It is easy to see that shape(Q [m]) =∑mk=i+1 εk.
Let us divide each row of T and S into the left part containing entries6 m and the right part containing entries> m. Thus
the right parts are deleted and the left parts remain under T 7→ T [m] and S 7→ S[m].
Obviously, the left part of row s of S has different length than the left part of row s of T if and only if s 6 m < t for
some edge (s, t) of Γ (i.e., in step (i), an entry of the right part of row s of T is replaced by an entry that will go to the
left part of row s of S). In that case, the left part of row s of S is longer by one than left part of row s of T , which proves
shape(S[m]) = shape(T [m])+ νm(Γ ) and the lemma. 
Proposition 32 (Straightening rule [8, Theorem A.4]). If λ is a partition coherent with a dominant weight ω and T is a regular
row standard but not standardλ-tableau, then FT e+ω can be rewritten as a linear combination of vectors FSe+ω , where S is a standard
λ-tableau such that S > T .
3.6. Comparison of flows
We are going to introduce a partial order on Fi(a1, . . . , aq; b1, . . . , bq) and show its relation to the order of Section 3.5.
We start with an obvious observation.
Proposition 33. Let Γ be a nonempty flow with sources a1, . . . , aq and sinks b1, . . . , bq. Take the edge (sˆ, tˆ) of Γ such that
tˆ > t for any other edge (s, t) of Γ . We have tˆ = bj for some j = 1, . . . , q. The graph Γˆ obtained from Γ by removing (sˆ, tˆ) is
again a flow with
(i) sources a1, . . . , aq and sinks b1, . . . , bj−1, sˆ, bj+1, . . . , bq if sˆ 6∈ {a1, . . . , aq};
(ii) sources a1, . . . , ak−1, ak+1, . . . , aq and sinks b1, . . . , bj−1, bj+1, . . . , bq if sˆ = ak.
Note that in this proposition the numbers a1, . . . , aq, b1, . . . , bq do not have to satisfy (18) unlike a1, . . . , aq, b1, . . . , bq.
Let Γ and Γ ′ be distinct flows of Fi(a1, . . . , aq; b1, . . . , bq) and
(s1, t1), . . . , (sr , tr); (s′1, t ′1), . . . , (s′r ′ , t ′r ′) (20)
be the edges of Γ and Γ ′ respectively ordered so that t1 > · · · > tr and t ′1 > · · · > t ′r ′ .
Proposition 33 explains why one sequence of (20) cannot be a proper beginning of the other. Indeed, assume that r < r ′
and (sk, tk) = (s′k, t ′k) for all k = 1, . . . , r . Let Γ˜ and Γ˜ ′ be the graphs obtained from Γ and Γ ′ respectively by removing the
edges (s1, t1), . . . , (sr , tr). Then by Proposition 33 applied r times, Γ˜ and Γ˜ ′ are flows with the same sources and sinks. To
understand this, note that in (i) and (ii) of Proposition 33, new sources and sinks depend only on a1, . . . , aq, b1, . . . , bq and
the edge (sˆ, tˆ) being removed. However Γ˜ is the empty flow, while Γ˜ ′ is not, since r ′ > r . This is a contradiction.
Bywhatwe have just proved, there exists an index l = 1, . . . ,min{r, r ′} such that (sk, tk) = (s′k, t ′k) for k < l and (sl, tl) 6=
(s′l, t
′
l ). Let Γ0 and Γ
′
0 be the graphs obtained form Γ and Γ
′ respectively by removing the edges (s1, t1), . . . , (sl−1, tl−1). By
Proposition 33 applied l−1 times,Γ0 andΓ ′0 are flowswith the same sources and sinks. Hence tl = t ′l , since tl is themaximal
sink of Γ0 and t ′l is the maximal sink of Γ
′
0 . We write Γ < Γ
′ if sl > s′l .
We still need to prove that the relation on Fi(a1, . . . , aq; b1, . . . , bq) we have defined is a linear order. Clearly, there
exists a linear order< on Z2 such that
(s, t) < (s′, t) if and only if s > s′.
Then it is obvious that Γ < Γ ′ if and only if (s1, t1), . . . , (sr , tr) is lexicographically smaller than (s′1, t
′
1), . . . , (s
′
r ′ , t
′
r ′)with
respect to the chosen order on Z2.
Example. Consider the flows Γ and Γ ′ of F4(1, 3; 6, 5)with edges
(3, 6), (4, 5), (2, 4), (1, 2); (3, 6), (4, 5), (1, 4)
respectively. The first two edges are the same in both graphs. Therefore looking at the third edges (2, 4) and (1, 4), we
conclude Γ < Γ ′.
Lemma 34. Let Γ and Γ ′ be flows of Fi(a1, . . . , aq; b1, . . . , bq) such that Γ < Γ ′. Then (ν1(Γ ), . . . , νn(Γ )) is smaller than
(ν1(Γ
′), . . . , νn(Γ ′)) in the antilexicographic order with the dominance order on components.
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Proof. We use the notation introduced before this lemma. Recall that we have (sk, tk) = (s′k, t ′k) for k < l, tl = t ′l and sl > s′l .
Take any integer m such that tl − 1 6 m 6 n. We denote by Nm and N ′m the numbers of elements > m in the sequences
t1, . . . , tr and t ′1, . . . , t
′
r ′ respectively. Since tl+1 6 tl − 1 6 m if l < r and t ′l+1 6 t ′l − 1 6 m if l < r ′, we obtain that Nm and
N ′m are the numbers of elements > m in the sequences t1, . . . , tl and t ′1, . . . , t
′
l respectively. However these sequences are
equal. Thus Nm = N ′m.
Ifm > tl then Nm < l and νm(Γ ) = νm(Γ ′) =∑Nmk=1 δsk6m εsk . On the other hand, Ntl−1 = l and
νtl−1(Γ
′)− νtl−1(Γ ) =
l∑
k=1
δs′k6tl−1εs′k −
l∑
k=1
δsk6tl−1 εsk = εs′l − εsl = α(s′l, sl) > 0.
To check the last inequality, see the definition of the dominance order in Section 3.5. 
For Γ ,Γ ′ ∈ F4(1, 3; 6, 5) as in the above example, we have
ν6(Γ ) = 0, ν5(Γ ) = ε3, ν4(Γ ) = ε3 + ε4, ν3(Γ ) = ε2 + ε3,
ν6(Γ
′) = 0, ν5(Γ ′) = ε3, ν4(Γ ′) = ε3 + ε4, ν3(Γ ′) = ε1 + ε3,
and ν3(Γ ) < ν3(Γ ′) as predicted by Lemma 34.
Lemma 35. Let T and S be regular row standard tableaux, Γ and Γ ′ be flows of Fi(a1, . . . , aq; b1, . . . , bq) such that Γ 6 Γ ′
and σΓ ′,i(S) 6 σΓ ,i(T ). Then we have S 6 T and, moreover, S < T if Γ < Γ ′.
Proof. By Lemma 31, for anym = 1, . . . , n, we have
shape(σΓ ,i(T )[m])− shape(σΓ ′,i(S)[m]) = shape(T [m])− shape(S[m])
if Γ = Γ ′. Therefore, σΓ ′,i(S) 6 σΓ ,i(T ) immediately implies S 6 T .
Therefore, we consider only the case Γ < Γ ′. By Lemma 34, the sequence (ν1(Γ ), . . . , νn(Γ )) is smaller than the
sequence (ν1(Γ ′), . . . , νn(Γ ′)) in the antilexicographic order. This means that there is some x = 1, . . . , n such that
νx(Γ ) < νx(Γ
′) and νm(Γ ) = νm(Γ ′) for x < m 6 n.
Let y = 1, . . . , n be the number such that shape(σΓ ′,i(S)[y]) < shape(σΓ ,i(T )[y]) and shape(σΓ ′,i(S)[m]) =
shape(σΓ ,i(T )[m]) for y < m 6 n if σΓ ′,i(S) < σΓ ,i(T ) and let y := −∞ if σΓ ′,i(S) = σΓ ,i(T ).
Case y > x. Form > y, we havem > x and thus νm(Γ ) = νm(Γ ′). Therefore, by Lemma 31, we get
0 = shape(σΓ ,i(T )[m])− shape(σΓ ′,i(S)[m]) = shape(T [m])− shape(S[m]).
On the other hand, νy(Γ ) = νy(Γ ′) and Lemma 31 yields
0 < shape(σΓ ,i(T )[y])− shape(σΓ ′,i(S)[y]) = shape(T [y])− shape(S[y]).
Case y 6 x. Form > x, we have νm(Γ ) = νm(Γ ′) andm > y. Therefore, by Lemma 31, we get
0 = shape(σΓ ,i(T )[m])− shape(σΓ ′,i(S)[m]) = shape(T [m])− shape(S[m]).
On the other hand, Lemma 31 yields
0 6 shape(σΓ ,i(T )[x])− shape(σΓ ′,i(S)[x]) = shape(T [x])+ νx(Γ )− shape(S[x])− νx(Γ ′),
whence shape(T [x])− shape(S[x]) > νx(Γ ′)− νx(Γ ) > 0. 
Corollary 36. Suppose that F =∑S∈X αSFS , where X is a nonempty set of regular row standard λ-tableaux and αS ∈ K∗. Let T
be a minimal element of X and Γ be the smallest element of Fi(a1, . . . , aq; b1, . . . , bq). If σΓ ,i(T ) is well defined, then
ξi(a1, . . . , aq; b1, . . . , bq)(F) =
∑
P∈Y
βPFP ,
where Y is a set of regular row standard (λ1, . . . , λi, λi+1+ 1, . . . , λn+ 1)-tableaux, βP ∈ K∗ and σΓ ,i(T ) is a minimal element
of Y .
Proof. By Corollary 30, we obtain
ξi(a1, . . . , aq; b1, . . . , bq)(F)
=
∑{
αSsgni(Γ
′)FσΓ ′,i(S)|Γ ′ ∈ Fi(a1, . . . , aq; b1, . . . , bq), S ∈ X and σΓ ′,i(S) is well defined
}
.
Therefore, it suffices to show the following fact: if Γ ′ ∈ Fi(a1, . . . , aq; b1, . . . , bq), S ∈ X , σΓ ′,i(S) is well defined and
(Γ ′, S) 6= (Γ , T ), then σΓ ′,i(S) 6 σΓ ,i(T ).
Indeed suppose that σΓ ′,i(S) 6 σΓ ,i(T ) for some S and Γ ′ satisfying the above hypothesis. Recall that Γ 6 Γ ′, since Γ
is the smallest. By Lemma 35, S < T if Γ < Γ ′, which contradicts the minimality of T . If Γ = Γ ′ then Lemma 35 implies
S 6 T . However, the case S = T is impossible since (Γ ′, S) 6= (Γ , T ). Hence, we again obtain the contradiction S < T . 
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3.7. Proof of Conjecture B
Let ω = c1ω1 + · · · + cn−1ωn−1 be a nonzero dominant weight. Choose any i = 1, . . . , n− 1 such that ci > 0. Consider
sequences i(q)1 , . . . , i
(q)
kq ; i
(q−1)
1 , . . . , i
(q−1)
kq−1 ; . . . ; i(1)1 , . . . , i(1)k1 and integers a1, . . . , aq, b1, . . . , bq satisfying the hypothesis of
Lemma 27. For brevity, we shall use the abbreviation XVα := XVα,1. By Lemma 10 and Definition 28, for any F ∈ U−, we have[
XVα
i(q)1
, . . . , XVα
i(q)kq
, XVαi , X
V
α
i(q−1)1
, . . . , XVα
i(q−1)kq−1
, XVαi , . . . , X
V
α
i(1)1
, . . . , XVα
i(1)k1
, XVαi ,D
ω
ωi
]
(Fe+ω )
=
[
ηα
i(q)1
, . . . , ηα
i(q)kq
, ηαi , ηαi(q−1)1
, . . . , ηα
i(q−1)kq−1
, ηαi , . . . , ηαi(1)1
, . . . , ηα
i(1)k1
, ηαi , θωi
]
(F)e+ω−ωi
= [[i(q)1 , . . . , i(q)kq , i, i(q−1)1 , . . . , i(q−1)kq−1 , i, . . . , i(1)1 , . . . , i(1)k1 , i]]i(F) e
+
ω−ωi
= ξi(a1, . . . , aq; b1, . . . , bq)(F)e+ω−ωi , (21)
where V = ∆(ω) ⊕ ∆(ω − ωi) and Dωωi is any operator on V whose restriction to ∆(ω) coincides with dωωi . Hence the
restriction[
XVα
i(q)1
, . . . , XVα
i(q)kq
, XVαi , X
V
α
i(q−1)1
, . . . , XVα
i(q−1)kq−1
, XVαi , . . . , X
V
α
i(1)1
, . . . , XVα
i(1)k1
, XVαi ,D
ω
ωi
]∣∣∣∣∣
∆(ω)
(22)
is a map from ∆(ω) to ∆(ω − ωi) depending only on a1, . . . , aq, b1, . . . , bq, i. We denote it by zωi (a1, . . . , aq; b1, . . . , bq).
Now we can rewrite (21) as
zωi (a1, . . . , aq; b1, . . . , bq)(Fe+ω ) = ξi(a1, . . . , aq; b1, . . . , bq)(F)e+ω−ωi . (23)
Lemma 37. Let ω = c1ω1+ · · ·+ cn−1ωn−1 be a nonzero dominant weight and v be a nonzero vector of ∆(ω). Then there exist
integers a1, . . . , aq, b1, . . . , bq, i such that
1 6 a1 < a2 < · · · < aq 6 i < bq < · · · < b2 < b1 6 n, ci > 0
and zωi (a1, . . . , aq; b1, . . . , bq)(v) 6= 0.
Proof. Let λj :=∑n−1k=j cj for j = 1, . . . , n. Then λ := (λ1, . . . , λn) is a partition coherent with ω. Then by Proposition 29 we
can write v = Fe+ω with F =
∑
S∈X αSFS , where X is a nonempty set consisting of standard λ-tableaux and αS ∈ K∗. Let T be
a minimal element of X . We denote by i the maximal number of 1, . . . , n− 1 such that ci > 0. Clearly, i is the height of the
first column of [λ].
Let i0 be the minimal number of 1, . . . , i such that i0 < T (i0, 1) or be +∞ if there is no such number. Obviously,
s = T (s, 1) for any s = 1, . . . , i0 − 1 and s < T (s, 1) for any s = i0, . . . , i, since T is standard. Consider the graph Γ
with vertices Z and edges(
i, T (i, 1)
)
,
(
i− 1, T (i− 1, 1)), . . . , (i0, T (i0, 1)).
The beginnings of all edges of Γ are mutually distinct and the ends of all edges of Γ are mutually distinct too. Therefore, Γ
is a flow (see Definition 11).
Since the beginnings of the edges of Γ are less than or equal to i, the sources and transit points of Γ are also less than
or equal to i. If (s, T (s, 1)) is an edge of Γ and T (s, 1) 6 i, then i0 < T (s, 1) 6 i and
(
T (s, 1), T
(
T (s, 1), 1
))
is an edge of Γ
beginning at T (s, 1). Hence T (s, 1) is a transit point of Γ . Therefore, all the sinks of Γ are greater than i.
We denote by a1, . . . , aq the sources of Γ and by b1, . . . , bq the sinks of Γ ordered so that (18) holds. Note that Γ can be
the empty flow, in which case i0 = +∞ and q = 0.
We are going to show that Γ is the smallest flow ofFi(a1, . . . , aq; b1, . . . , bq). Take any flow Γ ′ ofFi(a1, . . . , aq; b1, . . . ,
bq) distinct from Γ . In that case, we have q > 0 and 1 6 i0 6 i. Let (s′1, t
′
1), . . . , (s
′
r ′ , t
′
r ′) be all the edges of Γ
′ ordered so
that t ′1 > · · · > t ′r ′ . We set r := i − i0 + 1 and sk := i − k + 1, tk := T (i − k + 1, 1) for any k := 1, . . . , r . Then the
edges of Γ are (s1, t1), . . . , (sr , tr) and t1 > · · · > tr .
Following the comparison algorithm described in Section 3.6, we take l = 1, . . . ,min{r, r ′} such that (sk, tk) = (s′k, t ′k)
for k < l and (sl, tl) 6= (s′l, t ′l ). We have t ′l = tl and s′l 6= sl. Moreover, s′l 6 i and s′l 6∈ {s′1, . . . , s′l−1, sl} = {s1, . . . , sl} ={i, . . . , i− l+ 1}, since Γ ′ is a flow of Fi(a1, . . . , aq; b1, . . . , bq). Hence s′l < i− l+ 1 = sl and Γ ′ > Γ .
By (23), we have
zωi (a1, . . . , aq; b1, . . . , bq)(v) = ξi(a1, . . . , aq; b1, . . . , bq)(F)e+ω−ωi .
It is easy to see that σΓ ,i(T ) is well defined and is the tableau obtained from T by replacing its first column by the column of
height n having k in each row k = 1, . . . , n. Clearly, σΓ ,i(T ) is standard.
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By Corollary 36, we have
ξi(a1, . . . , aq; b1, . . . , bq)(F) =
∑
P∈Y
βPFP ,
where Y is a set of regular row standard (λ1, . . . , λi, λi+1+1, . . . , λn+1)-tableaux,βP ∈ K∗ andσΓ ,i(T ) is aminimal element
of Y . Suppose that some P ∈ Y is not standard. Note that (λ1, . . . , λi, λi+1+1, . . . , λn+1) is coherent withω−ωi. Then by
Proposition 32, FPe+ω−ωi is a linear combination of vectors FQ e
+
ω−ωi , where Q is a standard (λ1, . . . , λi, λi+1+1, . . . , λn+1)-
tableau such that Q > P . In particular, Q 6= σΓ ,i(T ) by virtue of the minimality of σΓ ,i(T ) in Y . Hence the vector
zωi (a1, . . . , aq; b1, . . . , bq)(v) written in the standard basis of∆(ω − ωi) has a nonzero coefficient at FσΓ ,i(T )e+ω−ωi and thus
is itself nonzero (Proposition 29). 
Remark 38. In this proof, it is important that all tableaux of Y including σΓ ,i(T ) have shape coherentwithω−ωi. (Otherwise
we would not be able to apply Propositions 29 and 32). We included step (ii) in the definition of σΓ ,i(T ) exactly to ensure
this property.
Theorem 39. If G = An−1(K), then Conjecture B holds for all (F , ω).
Proof. We are going to apply Lemma 8. Let ω be a nonzero dominant weight and v be a simply primitive vector belonging
to (5). We are going to apply the operator zωi (a1, . . . , aq; b1, . . . , bq) to v, where ω − ωi is dominant and (18) holds. Recall
that zωi (a1, . . . , aq; b1, . . . , bq) equals (22), which in turn is a linear combination with coefficients±1 or 0 of the restrictions
w|∆(ω), wherew is a product of the operators
XVα
i(q)1
, . . . , XVα
i(q)kq
, XVαi , X
V
α
i(q−1)1
, . . . , XVα
i(q−1)kq−1
, XVαi , . . . , X
V
α
i(1)1
, . . . , XVα
i(1)k1
, XVαi ,D
ω
ωi
taken in an arbitrary order. If the last factor ofw isDωωi , thenw|∆(ω)(v) = 0, since v belongs to (5) and the restriction ofDωωi to
∆(ω) is dωωi . Otherwisew|∆(ω)(v) = 0, since v is simply primitive. Thuswe have proved that zωi (a1, . . . , aq; b1, . . . , bq)(v) =
0. Hence v = 0 by Lemma 37. 
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Appendix. List of Notations
Z+ set of nonnegative integers;
U hyperalgebra of algebraic group G;
Xα,m,Hα,m images of Xmα /m! and
(
Hα
m
)
inU respectively;
U− subalgebra ofU generated by all Xα,m with α < 0;
U0 subalgebra ofU generated by all Hα,m;
U−,0 U−U0;
XVα,m operator on a rational G-module V acting as the left multiplication by Xα,m;
X(T ), X+(T ) sets of weights and dominant weights of torus T ;
L(ω) irreducible rational module with highest weight ω;
v+ω fixed nonzero vector of L(ω) having weight ω;
∆(ω) Weyl module with highest weight ω;
e+ω fixed nonzero vector of∆(ω) having weight ω;∇(ω) module contravariantly dual to∆(ω);
h(ω) a1 + · · · + a` for ω = a1ω1 + · · · + a`ω`;
evω , rωα,m
dωδ U
−-homomorphism∆(ω)→ ∆(ω − δ) that takes e+ω to e+ω−δ , Lemma 5;
θδ
ηα,m
Sq group of bijections of {1, . . . , q} (symmetric group);
Fi(a1, . . . , bq)
[[i1, . . . , ik ]]i [ηαi1 , . . . , ηαik , θωi ];
ηα ηα,1;
δP 1 if P is true and 0 otherwise;
Hl Hαl,1;
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UT(n) set of n× nmatrices with entries in Z having 0 on and under the main diagonal;
N s
∑n
b=1 Ns,b, the sum of elements in row s of N ∈ UT(n);
F (N)
∏
16a<b6n E
(Na,b)
b,a ;
O(a, i, b) Definition 25;
ξi(a1, . . . , bq) Definition 28;
[λ] diagram of a composition λ;
MatT
FT F (MatT );
εi (0, . . . , 0, 1, 0, . . . , 0) of length nwith 1 at position i;
α(i, j) εi − εj;
σΓ ,i(T )
shape(Q ) µ if Q is a µ-tableau;
T [m] tableau obtained from T by removing all nodes with entry greater thanm;
chain(T )
(
shape(T [1]), shape(T [2]), . . . , shape(T [n]));
νm(Γ )
∑{εs|(s, t) is an edge of Γ and s 6 m < t};
XVα X
V
α,1;
zωi (a1, . . . , bq) Eq. (23).
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