Abstract Paraphrases offer different ways of describing the same state of affairs, but formally characterizing paraphrases has proved a challenging task. proposes that other frame-to-frame-relations, notably 'Using', can serve as a source for concept-based paraphrases -that is, paraphrases that are backed by common sense knowledge, as in "he called him a hero" -"he praised him for being a hero". While thew predicates in these sentences are not synonymous, we would argue that the sentences are paraphrases -albeit of a kind that involves world knowledge about the relationship between different event classes. We make two main contributions: First, we propose a shallow taxonomy for the frame pairs that instantiate 'Using' that is motivated by their ability to form conceptbased paraphrases. Second, we zoom in on the subclass of 'Using' instances which supports concept-based paraphrasing and provide a formalization of some prominent types of side conditions that are necessary to produce felicitous paraphrases.
Introduction
Paraphrases are alternative ways of describing the same state of affairs (Leech, 1974) , that is, they are sentence-level or phrase-level synonyms. For language users, paraphrases are a fundamental instrument to vary the form of the content they want to express. For linguists, checking the felicity of certain paraphrases is a widely used diagnostic. An example is the influential work by Levin (1993) which defines verb classes in terms of the diathesis alternations that they support, such as the dative alternation (give the policeman a book -give a book to the policeman).
Explaining paraphrase relations between sentences was recognized early on as a fundamental goal of semantics (Fodor, 1961; Katz and Fodor, 1963; Leech, 1974) . It also forms an integral part of the program of Fillmore's "semantics of understanding" (Fillmore, 1985) . Beyond surface-level alternations, Fillmore considers paraphrases based on different predicates, such as the following example:
(1) a. [ Fillmore explains the paraphrase relationship between (1a) and (1b) by asserting that both predicates (frame-evoking elements) make reference to the same scenario or scene (frame), namely Beat opponent. This frame evokes a situation in which there is a competition where someone lost and someone was a winner. In combination with knowledge about the grammatical realization of semantic roles (frame elements), this allows the reader infer that the two sentences express the same meaning.
Frame Semantics is in the fairly unique position of associating predicates with both linguistic and conceptual information. The linguistic information consists of the frames as predicate classes, the sets of semantic roles associated with them, and the roles' syntactic realization patterns. The conceptual information consists of the characterization of situations and their participants, as well as the relationships that are encoded between frames. The theory of Frame Semantics has shown to be feasible for large-scale, lexical-semantic analysis by the construction of FrameNet 1 . FrameNet is a framesemantic dictionary that currently covers more than 1,000 frames with 13,639
predicates. This makes it an attractive resource for paraphrase research in general (Hasegawa et al., 2011) and has been used in this capacity in the natural language processing community (Ellsworth and Janin, 2007; Coyne and Rambow, 2009; Aharon et al., 2010) .
There has been considerable debate on what constitutes a paraphrase, in particular with respect to the amount of conceptual knowledge that may be involved -see Schreyer (1978) for a general discussion and Chang et al. (2002) and Narayanan (2014) for FrameNet-specific discussions. Hasegawa et al. (2011) take a relatively conservative approach and restrict themselves mostly to what they call language-based paraphrases. These include any paraphrases that involve linguistic variation, such as antonymy (we continued doing it -we didn't stop doing it), support verb constructions (they discussed it -they had a long discussion about it), and voice alternations (the management rewarded Susan -Susan was rewarded by management). In contrast, this article considers a wider range of concept-based paraphrases that cannot be readily reduced to a linguistic relation but instead involve common sense knowledge. The conceptbased paraphrases we find apply to full predicate-argument structures, where the reader must draw upon world knowledge for their interpretation. These types of paraphrases have been found in large numbers in parallel and comparable documents, both multilingually and monolingually (Baker, 1992; Padó, 2007 The predicates in these sentences are not strictly synonymous. While "call" refers to a communication event and evokes the Labeling frame in FrameNet, "praise" necessarily expresses a value judgment and is therefore assigned to the Judgment communication frame. Nevertheless, we would argue that (2a) and (2b) are in fact paraphrases -albeit a kind of paraphrase that involves world knowledge about the relationships between labeling and judging events.
We refer to these cases as concept-based. The structure of FrameNet already furnishes most of the knowledge necessary to begin describing these relationships, which makes it possible to capture a wider range of paraphrases than previously considered.
A deeper formalization of concept-based paraphrases could be conceived via the (embodied) schemas from Embodied Construction Grammar (ECG, Bergen and Chang (2005) ). Schemas provide an interface between language and mental simulations of the world and therefore describe paraphrastic relationships via reference to the same underlying schema. However, in the absence of a comprehensive resource of schemas, we provide a more shallow account of paraphrases at the FrameNet level.
More specifically, we concentrate on FrameNet's frame-to-frame relations which define a set of relationships between frames. These differ in their status regarding the linguistic-conceptual divide (see Section 2 for details). This article considers the most frequently applied, conceptually motivated frame-to-frame relation, Using. Using links a more concrete frame to a more abstract but conceptually related frame (see Section 2.1 for details). For instance, Using relates the frames Labeling and Judgment communication in Example (2), and it is a promising candidate in general for explaining a range of conceptually motivated paraphrases. As we describe in further detail below, Using is, arguably by necessity, a somewhat imprecise relation. In this work,
we ask to what extent do the frame pairs related by Using lead to felicitous paraphrases, and we find that paraphrasing is often only possible when certain semantic constraints (side conditions) are fulfilled. This includes Example (2a),
where the Label that is predicated in the Labeling frame must carry a positive or negative sentiment in order to be amenable for paraphrasing with the Judgment communication frame in (2b). This information is currently not represented in the Using relation.
While the central focus of this work is Using as a source of concept-based paraphrases, it is also worth noting that some conceptual paraphrases can be produced within a single frame. One such example is FrameNet's incorporated frame element, in which a role can be expressed externally to the predicate or as part of the semantics of the frame-evoking element itself (she spread butter on the toast -she buttered the toast). While these within-frame paraphrases also build on a certain amount of world knowledge, the patterns that form them are often lexically specific -e.g., the paraphrase above only works for the predicate to butter (Jackendoff, 1990) . Instead, we focus on frame-to-frame relations which we expect will provide a more general source of concept-based paraphrases.
The two main contributions of this paper address the range of relations that can be found within the Using frame-to-frame relation. First, we present a comprehensive analysis of the frame pairs that instantiate Using in FrameNet 1.5 2 motivated by their suitability for paraphrasing. This analysis suggests a coarse-grained taxonomy of the frames that instantiate Using, presented in Section 3, which introduces four subclasses of the Using relation. Our second contribution is the selection of one subclass which supports concept-based paraphrasing and a formalization of some prominent types of side conditions associated with this subclass, presented in Section 4.
2 Frame-to-frame relations in FrameNet
Frame-to-frame relations connect a single frame to another and are FrameNet's prime mechanism to account for conceptual relationships beyond individual frames. The most current version of FrameNet has 14 frame-to-frame relations, including Inheritance, Using, Perspective on, Subframe, Precedes,
Inchoative of, Causative of, and Metaphor.
As mentioned above, some frame-to-frame relations are based on linguistic and/or ontologically-based properties while others are more conceptual in nature.
The paraphrasing study by Hasegawa et al. (2011) focuses on the former. Inheritance belongs to this first type of frame-to-frame relations, as it is typically represented as "is-a" in ontological frameworks (Scheffczyk et al., 2006; Chow and Webster, 2007) . In Inheritance, the child frame gives further specification to the parent frame, but core semantic roles are mappable from the parent to the child. Paraphrasing with the Inheritance relation can often be a case of hyponym/hypernym swapping, as Example (3) Other frame-to-frame relations in this group reflect well-studied linguistic phenomena, such as the Causative of /Inchoative of relations (Petruck et al., 2004 The relationship between "sign on" and "hire" does not correspond to any classical lexical-semantic or ontological relation, but there is arguably a strong mutual inference relation between them, in the sense spelled out by Norvig (1987) :
[An inference is] any assertion which the reader comes to believe to be true as a result of reading the text, but which was not previously believed by the reader, and was not explicitly stated in the text.
In fact, inference, in the absence of linguistic and ontological explanation, appears to form the basis for the concept-based frame-to-frame relations in FrameNet.
One prominent relation in this concept-based group of frame-to-frame relations is the Subframe relation which models script or schema knowledge (Schank and Abelson, 1977; Abelson, 1981 In this example, the individual sentences activate specific subframes of the general Criminal process schema which binds together a sequence of events.
In NLP, recent work has sought to automatically predict frame-to-frame relations in text with modest success (Botschen et al., 2017) , and such relations have also been used to generate paraphrases automatically (Coyne and Rambow, 2009 ). In this study, the authors targeted the Perspective on relation from Example (5). Predicates were taken from a source frame along with the syntactic valence patterns associated with those predicates. The same procedure was applied to the target frame, which is expected to have different syntactic patterns associated with its predicates. The syntactic patterns from the source and target predicates are then treated as the rules that authors used to produce a paraphrase from the source frame to the target frame. As we describe in Section 3, we adopt a similar approach and manually generate paraphrases across Using frames by paraphrasing predicates.
The Using relation
Despite being one of the largest frame-to-frame relations in FrameNet, Using has thus far not been taken up as a serious object of study in paraphrase research.
Somewhat surprisingly, there are even two definitions of Using that circulate.
The definition in the FrameNet documentation is given as (Ruppenhofer et al., 2010, p. 83 These two definitions are not contradictory, but they are not equivalent either.
The first focuses on the difference in specificity between two frames without prescribing any specific relation between their respective frame elements. The second concentrates on the presence of a partial mapping between the frame elements without imposing specific constraints on the two frames' relative specificity.
Thus, it is not surprising that the frame pairs in this relation form a somewhat inhomogeneous group. Some of them appear to be a better fit with Petruck and De Melo's definition. An example is the Judgment communication -Labeling frame pair from Example (2), revisited in Figure 1 ; the Labeling frame includes predicates such as "call", "brand", and "term", and refers to a speaker using a label to characterize an entity. In the second sentence, "praise" evokes Judgment communication, a frame in which a Other pairs in Using correspond very well to the definition provided by Ruppenhofer et al. (2010) . An example is Translating -Mental activity,
where Mental activity is an abstract, non-lexicalized frame covering all kinds of "activity of the mind" by a sentient entity.
One way to understand the relationship between the two definitions is as a reflection of FrameNet as a growing resource; in an ideal FrameNet lexicon, shared conceptual structures between two concrete frames would be factored out into an abstract frame that both concrete frames use. Since this is infeasible in practice, Using relations are a pragmatic device to indicate partially-shared conceptual structures without having to specify a new, abstract frame. 
Analyzing and Classifying Instances of Using
To better understand the heterogeneity among the frame pairs in Using, we created a coarse-grained subclassification of the relation. Our overarching goal was to assess the usefulness of FrameNet's frame-to-frame relations for conceptbased paraphrasing. Thus, if Frame 1 uses Frame 2, the guiding principle of our classification was to decide whether Frame 2 could then be used to paraphrase Frame 1. We developed our classification in a bottom-up, data-driven manner by compiling all 490 frame pairs listed for Using. The full classification can be downloaded in text and PDF format from http://www.ims.uni-stuttgart.
de/forschung/ressourcen/lexika/FN-using.html.
For each frame pair where Frame 1 uses Frame 2, we performed the following steps:
1. Sample a predicate (frame-evoking element) p from the frame-evoking elements (FEE) in Frame 1.
2. Sample a sentence s from the example sentences for p provided by FrameNet, which are mostly drawn from the British National Corpus (BNC) 4 .
3. Test whether s can be paraphrased with Frame 2 by manually generating paraphrases. If this is possible without introducing additional frames, we call this a minimal paraphrase. Nearly all of the examples in Sections 1 and 2 are minimal paraphrases, with one possible exception 5 .
• If there are minimal paraphrases, record semantic properties that must be met to make the paraphrase felicitous, if there are any ("side conditions")
• If there are no minimal paraphrases, but paraphrasing is nonetheless possible by introducing additional frames, record additional frames that can be used to produce a felicitous paraphrase.
• If no paraphrases are possible, record why not. In this example, a paraphrase is possible. The paraphrase is not minimal, though, since Communication frame alone does not express the argumentation/persuasive aspect of a Justifying event -according to our findings, this disparity holds generally across predicates in Communication. As a solution,
we can introduce the argumentation aspect through a Manner adverb (here, Figure 2 : The Using relation classification. In Section 4, we focus on class 3a (minimal paraphrases) where one frame can directly paraphrase the other.
"convincingly") which introduces a Suasion frame. Thus, we conclude that
Justifying can be paraphrased by a combination of Communication and
Suasion.
A subclassification for Using. When looking for regularities that could explain why some frame pairs in Using led to paraphrases while others did not, the ontological types of the frame-evoking elements emerged as the main determinant. FrameNet is very inclusive in that it allows all open word classes to evoke frames; however, they clearly differ in the ontological types that they express. For our purposes, the crucial distinction turned out to be between eventualities (events and states, Bach (1981) ) on the one side, expressed by verbs, deverbal nominalizations, adjectives, or adverbs, and objects (in the ontological sense) on the other side, expressed by common nouns. We also introduced a type other for frames that are not lexicalized (i.e., frames which do not come with frame-evoking elements) and exist purely as abstract conceptual structures.
If a frame contained frame-evoking elements for both eventualities and objects, we assigned it to the class of the majority of frame-evoking elements.
The combinations of these three frame types (eventualities, objects, and other) explain the paraphrasing behavior of the frames in Using and give rise to four classes that form the first tier of our proposed classification, as shown in As the description of predicate-argument structures is the main motivation for
FrameNet, in contrast to purely lexically-oriented resources like WordNet (Fellbaum, 1998), we find that this subclass can be used to exploit the expressivity of FrameNet for concept-based paraphrasing. To further discriminate the types of paraphrases that can be produced by class 3 more clearly, we distinguish between minimal paraphrases (class 3a) and non-minimal paraphrases (class 3b).
Finally, class 4 consists of frame pairs where at least one frame is non-lexicalized, and therefore no paraphrasing is possible. We now discuss these classes in detail.
Class 1: EVENTUALITY Uses OBJECT
In this category, an object (expressed by Frame 2) fills a semantic role and is a core component of the eventuality expressed by Frame 1. An example of this subtype is the frame Dressing which uses Accoutrements. The Dressing event ("wear", "don", "adorn") takes an Accoutrement ("anklet", "watch", "helmet") as its Clothing frame element. In this example, one frame subsumes the meaning of another frame as part of its conceptual framework. In fact, the object frame is often a core frame element and is a conceptually necessary part of Frame 1. In Figure (3 Paraphrasing an eventuality frame (Frame 1) with an object frame (Frame 2) is possible when the eventuality is a state with a relatively generic meaning. For example, in Figure 4 , the meaning of the stative predicate "dressed" appears to be missing from its paraphrase in the Accoutrements frame. However, we would argue that what we see in Figure 4 is that the Dressing frame in the stative passive construction can be paraphrased by a combination of Accoutrement and the preposition "in". In this instance, "in" is a frame-evoking element for the Wearing frame which expresses the stative dressing event. Informally, then, "being dressed in X" can be paraphrased by "wearing X".
The example in Figure 3 is typical of a range of cases where an eventuality frame presupposes an object via a Using relation, but where the object frame cannot provide a paraphrase on its own. Other examples include the Tasting frame, using the Food frame which necessarily evokes an Ingestion in its paraphrase (she tried the sausage -she had the sausage), or the Create physical artwork uses Physical artworks which evokes the Intentionally create frame in its paraphrase (Giotto painted a notable series of frescoes -Giotto made a notable series of frescoes). In all of these cases, FrameNet could alternatively decide to drop the Using relation between the eventuality and the object frame and replace it by a more specific relation between two eventuality frames (e.g., Dressing and Wearing), such as Causation. However, in the absence of such relations, creating a paraphrase requires an additional frame in the sentence with the object frame. 
Class 2: OBJECT Uses OBJECT
This subclass consists of two frames that both have nominal, object-denoting predicates. Most of these frame pairs are connected via a relationship that resembles the types of relations that can be found in other ontologies, especially
WordNet (Fellbaum, 1998). These relations include meronymy (part-of relation),
where the predicates in one frame are components of the predicates in another
frame. An example is the frame Clothing parts which is composed of objects like "shoelace," "pocket," and "sleeve" that uses the Clothing frame, which has objects such as "shoe," "shirt," and "suit." Other ontological relationships between nominals can be found in this category as well, including the hyponymy relation. For instance, we find that the frame Gizmo, with predicates such as "tool," "apparatus," and "contraption" uses the frame Artifact, which has general nominals such as "technology" and "artifact".
In the case of meronymy, the second frame can technically minimally paraphrase the first. For instance, in Figure 5 , the paraphrase is possible since a person tying his or her shoes entails that it is his or her shoelaces that are actually being tied. That being said, these paraphrases amount to simple lexical entailments which have found much attention in Natural Language Processing (Aharon et al., 2010; Castillo, 2011) Figure 5: Clothing part frame uses the Clothing frame, where paraphrasing is a lexical substitution.
Class 3: EVENTUALITY Uses EVENTUALITY
The largest Using relation type captures frame pairs in which both frames contain predicates that denote eventualities. While the presence of Using generally captures the conceptual similarity between frames, we found that the linguistic structures of the two frames, notably their semantic role inventories, often differ substantially. Consequently, if Frame 1 has a core semantic role whose realization Frame 2 does not support, there cannot be a minimal correspondence across the Frame 1 and Frame 2 paraphrases. This problem gives rise to the two subclasses 3a and 3b: the linguistic structures of the Frame 1 and Frame 2 match in 3a, but not in 3b.
Class 3a: Minimal Paraphrases
The members of this subclass of Using are frame pairs where Frame 2 can minimally paraphrase Frame 1 since both their conceptual and linguistic structures match. Empirically, the frames in 3a tend to fit the Ruppenhofer et al. definition (see Section 2.1) of the Using relation: the frame pairs are semantically close but differ in their level of abstractness. Thus, the paraphrases that are generated by this sub-category are concept-based, where common world knowledge is necessary to infer one frame as being equivalent to the next.
A maybe somewhat surprising finding is that for most frame pairs in this subclass, paraphrasing is subject to certain side conditions. In Figure 1 , the Labeling frame ("call", "label", etc.) uses the Judgment communication Labeling event where the paraphrase is not possible: (9) In Section 4 below, we concentrate on Class 3a since its minimal paraphrases, which cover about 20% of the frame pairs in Using, are both amenable to paraphrasing across eventualities and are simple in that no additional frames are required for successful paraphrasing from Frame 1 to Frame 2. Section 4 will outline how we can add the missing information to Using, re-using descriptive devices that already form part of FrameNet.
Class 3b: Non-Minimal Paraphrases
In this class, the semantics of Frame 1 cannot be expressed by Frame 2 alone. In the example in Figure 6 , the Praiseworthiness frame, with adjectival predicates such as "commendable," "laudable," and "admirable," expresses an opinion of an Evaluee with respect to some Behavior. This Praiseworthiness frame uses the Judgment frame, where the Judgment frame is composed of verbal predicates such as "approve," "disdain," and "admire." Judgment requires a
Cognizer, which is the sentient person who holds the opinion, and thus the Judgment frame focuses on the act of judgment that this Cognizer is making.
By contrast, the Praiseworthiness frame focuses on the state of the Evaluee that has been judged.
Despite a clear conceptual relationship between the Praiseworthiness and
Judgment frames, the realization constraints differ, where Judgment requires a Cognizer which cannot be provided by Praiseworthiness alone. A matrix clause like "I believe that . . . " could provide the Cognizer role, which would introduce an additional Opinion frame. Thus, the paraphrase would not be minimal anymore, as two frames would be necessary for the Frame 2 sentence. Cause change of scalar position frame could not all be realized with the German Change of position on a scale frame. The resulting structures, which they called frame groups, structurally correspond to our non-minimal paraphrases. In their observations, they found a large number of frame groups were difficult to classify, and we find that within non-minimal frame pairs, the types of frame groups discovered are not generalizable to other pairs in the Using relation. Therefore, we leave a detailed analysis of non-minimal paraphrases to future work and concentrate on minimal paraphrases. 
Class 4: Other (Non-EVENTUALITY, Non-OBJECT)
In the final Using class, we observe several cases that do not fall into the These instances appear when at least one of the frames in the related frame pair is neither an eventuality nor an object. An example of this type is the Translating uses Mental activity frame pair, where Translating has predicates such as "translate" and "translation," but Mental activity has no predicates and functions as a purely conceptual frame about cognitive processes or mental states. In this case, paraphrasing across Using frames is not possible as one frame is not lexicalized and thus incapable of overt linguistic expression. Table 1 shows the frequencies of the subclasses. The fact that all five are well represented supports our claim about the heterogeneity of Using. We observe that class 3 is the most frequent by some margin, accounting for 292 out of the 490 frame pairs, which further supports our claim that FrameNet can serve as a source for concept-level paraphrases.
Frequencies of Classes

Formalizing Side Conditions for Minimal Conceptdriven Paraphrases
In Section 3, we identified a subclass of the Using relation, type 3a (minimal paraphrases between eventualities), where the semantic roles in both frames directly correspond to one another. However, as we observed in Section 3.3.1, these paraphrases often come with additional side conditions of a semantic or syntacto-semantic nature that restrict the circumstances under which a sentence using a frame can be paraphrased by another frame. As we found that these side conditions are critical to producing minimal paraphrases across conceptually related frames, the final step of our study is an analysis of the different types of side conditions. We assessed whether they can be formalized within FrameNet, or whether FrameNet needs to be extended conservatively to account for them.
We performed this analysis building on the results of our paraphrasing tests in Section 3, where we recorded the side conditions of minimal paraphrases. We then went through these side conditions for the minimal paraphrase (Class 3a), grouped them, and formalized them. For the formalization, we encode framesemantic structures as typed attribute-value matrices (AVMs) with coindexation, following various publications on frame semantics (Gawron, 2011; Reiter et al., 2011 ) and the integration of frame semantics with construction grammar (Kay and Fillmore, 1999) as well as the example of LFG f-structures (Bresnan, 2001) .
For this representation, we assume that frames can be encoded as AVMs where the semantic roles, plus Predicate, form the attributes, and the attributes are themselves AVMs with a feature Sem for the semantics of the role, plus potentially other features.
Side Condition Type 1: Presence of sentiment
We begin with an example that we have discussed previously: Labeling Using Judgment communication (cf. Example 2, Figure 1 ). We conjectured above that this paraphrase is only felicitous when the Label frame element of Labeling (the category being given to the Entity) carries a negative or positive sentiment, which is then reflected in the polarity of the predicates of the Judgment communication frame (e.g., "praise" vs. "denounce"). This is a clear case of a semantic (ontological) side condition.
This type of side condition can actually be modeled with information already present in FrameNet via FrameNet's semantic types, which represent general semantic properties of frames, predicates, or semantic roles and have been applied to multiple levels of the FrameNet hierarchy. One semantic type in FrameNet is the "Positive judgment" and "Negative judgment" sentiment polarity assigned to lexical units in frames like Judgment communication or Promising.
Assuming that this semantic type information can be represented by a
Polarity feature in the AVM, we can write this side condition as shown in 
Side Condition Type 2: Granularity of Semantic Roles
A second type of side condition applies to frame pairs of Using where, although a mapping can be made across the roles in Frame 1 and Frame 2 paraphrases, the frames nonetheless exhibit substantial differences in the granularities that their sets of semantic roles assume. For instance, in the frame Adopt Selection, Since the first alternative (13) does not offer a general way of paraphrasing fully instantiated Adopt Selection frames, we concentrate on the second option (14), and find that a side condition characterizing felicitous paraphrases of this type needs to consider two syntactic variants of the original sentence.
The first one is Example 11, where Attribute is an NP and Value a PP attached to the frame-evoking element. In this case, we can adopt the side condition shown in Figure 8 , which combines the two roles into a single phrase. Since in this case, the complete NP already expresses the concept that we need, we adopt the side condition in Figure 9 which simply adopts the Value phrase for the Chosen role. 
Side Condition Type 3: Presence of Semantic Roles
As a third category of side condition, we consider cases where the overt realization of a semantic role is important for paraphrasing. We focus on the coindexations as shown in Figure 11 .
Additional frame pairs that have this kind of side conditions requiring the presence of a particular role include Arranging uses Placing, Beyond compare uses Surpassing, and Partiality uses Taking sides.
Conclusion
In this article, we have presented a study of FrameNet's Using relation in terms of its suitability for paraphrasing. In contrast to earlier studies, we have focused not on paraphrases that are backed by relatively straightforward linguistic or ontological relations between predicates (called language-based paraphrases in previous work), but by the disjoint set of paraphrases that are backed by world knowledge (concept-based paraphrases). We have argued that Using, a lesser-studied frame-to-frame relation, has the potential of accounting for a large number of such paraphrases, but that the analysis of Using must be revised and refined before it can become useful. To that end, we made two contributions.
The first contribution is to inventorize and categorize the frame pairs connected by Using into four classes that differ in the types of paraphrases that they support. We identify one of the classes (class 3a) to be most interesting in the sense that it yields concept-based minimal paraphrases, that is, paraphrases that involve just one frame each in the original and in the paraphrased sentence.
A pertintent question is to what extent our four-class classification captures the major classes not just of Using-based paraphrases, but of concept-based paraphrases in general. This hypothesis seems plausible in the sense that classes 1-3 cover the fundamental combinatorial possibilities of objects and events
6 .
An assessment of this question is a matter of future research, for example by analysis of paraphrase corpora (Dolan and Brockett, 2005) .
Our second contribution is to investigate the side conditions that are necessary to obtain felicitous paraphrases for frames that belong to the third subclass of Using. We identified three major types of such side conditions. All of these can be specified either within the existing FrameNet database structure (Baker et al., 2003) or with relatively conservative extensions. Required extensions motivated by the work in this article include the ability to specify side conditions for
Using relations (which can build on the existing formalization of frame-to-frame relations) and the ability to specify these side conditions, including realization statuses of semantic roles, reference to semantic heads and modifiers of semantic roles, and the extension of the notion of polarity, which currently exists for predicates, to frame elements.
In terms of automatic generation of concept-based paraphrases, this would require an exhaustive identification and implementation of semantic side conditions for the Using relation. We believe that a FrameNet resource, when extended in this manner, should support the declarative generation of concept-based paraphrases with relatively simple approaches along the lines of Ellsworth and Janin (2007) . Such a setup would provide an attractive scenario to validate, and if necessary, refine semantic side conditions for conceptual paraphrases.
Finally, a limitation of the present study is that we temporarily set aside the class of non-minimal, concept-based paraphrases (class 3b). This was a pragmatic decision; we found it reasonable to first understand the case with more generalizability (minimal paraphrases) before proceeding to the more nuanced case which involves multiple frames on at least one side. We will proceed to analyze non-minimal, concept-based paraphrases in future work.
6 Valid under the condition that the conceptual paraphrases frame semantics cannot account for are either folded into class 4 or put into a fifth class
