Introduction to Text Clustering by Magnus Rosell
Introduction to
Text Clustering
Magnus Rosell
KTH CSC
September 10, 2008Contents
1 Introduction 3
1.1 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Clustering vs. Categorization . . . . . . . . . . . . . . . . . . . . 3
1.3 Some Terminology . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5 The Infomat Project . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Information Retrieval 6
2.1 Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4 Modiﬁcations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4.1 Stoplist and Word Classes . . . . . . . . . . . . . . . . . . 9
2.4.2 Phrases . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4.3 Lemmatizing and Stemming . . . . . . . . . . . . . . . . . 10
2.4.4 Related Words . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4.5 Statistically Related Words . . . . . . . . . . . . . . . . . 11
2.4.6 Meta-data . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4.7 Swedish . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3 Text Clustering 13
3.1 Clustering Algorithms . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1.1 Partitioning Algorithms . . . . . . . . . . . . . . . . . . . 14
3.1.2 Hierarchical Algorithms . . . . . . . . . . . . . . . . . . . 15
3.2 Text Representation . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2.1 Groups of Documents . . . . . . . . . . . . . . . . . . . . 16
3.2.2 Projection and Feature Selection . . . . . . . . . . . . . . 17
3.2.3 Swedish . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 Some Applications of Document Clustering . . . . . . . . . . . . 18
3.3.1 Search and Cluster . . . . . . . . . . . . . . . . . . . . . . 18
3.3.2 Divide and Conquer . . . . . . . . . . . . . . . . . . . . . 18
3.4 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.4.1 Internal Measures . . . . . . . . . . . . . . . . . . . . . . 19
3.4.2 External Measures . . . . . . . . . . . . . . . . . . . . . . 21
13.4.3 External Pair Measures . . . . . . . . . . . . . . . . . . . 23
3.5 Result Presentation . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.5.1 Textual Presentation . . . . . . . . . . . . . . . . . . . . . 24
3.5.2 Visual Presentation . . . . . . . . . . . . . . . . . . . . . 24
2Chapter 1
Introduction
Information Retrieval (IR) is a large and growing ﬁeld within Natural Language
Processing (NLP). The search engine is the most well-known (and perhaps still
the only really useful) application. Search engines like Google1 and AltaVista2
are used by many people on a daily basis.
There are several other applications within IR. Among them this text con-
siders text clustering in particluar. A text clustering algorithm partitions a set
of texts so that texts within the same group are as similar in content as possible.
It is done without using any prediﬁned catagories.
Text clustering can for instance be applied to the documents retrieved by a
search engine, so that they can be presented in groups according to content3.
1.1 Outline
This text is adopted from my licentiate thesis Clustering in Swedish - The Impact
of some Properties of the Swedish Language on Document Clustering and an
Evaluation Method (Rosell, 2005). It contains parts I and II with corrections,
omissions, changes and extensions. It will eventually be transformed into my
PhD thesis background. Any comments on the text is appreciated!
Chapter 2 gives an introduction to “Information Retrieval”, to provide a
background to the following chapter, Chapter 3, on “Text Clustering”.
1.2 Clustering vs. Categorization
By automatic categorization we mean to let a machine decide to which of a
set of predeﬁned categories a text belongs. In clustering the machine decides
how a given text set should be partitioned. Categorization is suitable when one
wants to categorize new texts according to a known categorization, clustering
1http://www.google.com/
2http://www.altavista.com/
3Try the search engine Clusty, http://clusty.com/
3when one wants to discover new structures not previously known. Both methods
may give interesting results on an unknown text set; categorization sorts them
according to a well known structure, clustering displays the structure of the
particular set. This thesis deals with clustering of texts.
1.3 Some Terminology
Some terms that are used throughout this text may require explanations. The
objects we cluster are sequences of words (sometimes we use the word term
instead of word) we refer to as texts, documents, articles or papers depending
on the context. We refer to a set of such objects as a text set, a document
collection or a corpus.
A text set may be divided, grouped or partitioned in several manners. We
may talk about a grouping consisting of groups, or a partition consisting of
parts. When a set is grouped using a clustering algorithm we call the result a
clustering consisting of clusters. If it is divided by humans according to some
agreement we talk about a classiﬁcation or a categorization that consists of
classes or categories.
1.4 Motivation
To categorize is part of human nature. Few things are more important to
our survival. The history of mankind is also the history of our accelerating
knowledge and implementation of ways to divide things into comprehensible
categories. From the early humans who consciously separated eatable from in-
eatable to the coolers of todays supermarkets is a long line of development.
Humans force structure on their environment in every aspect of their lives.
To improve our ability to categorize we have developed many ingenious tools.
Two of the most profound are the written language and the computer. Using
both we have explored structures and made new classiﬁcations. But both have
as a consequence even more material to consider. To ﬁnd structure in these
ever increasing streams of information we turn our hopes to automatic and
semi-automatic tools. We now use computers to explore and structuralize in-
formation, a lot of which is in text form.
We, humans, categorize texts in many diﬀerent ways. Libraries have systems
of genres, newspapers use sections for diﬀerent kinds of news etc. Most of the
time, however, one could come up with many diﬀerent, but valid and valuable,
partitions of the same set of texts. Furthermore, in most cases partitions of the
same set of texts made by diﬀerent people are not similar. This is not necessarily
something bad. Any new partition of a set of texts may give new insights if one
can understand and accept the reasoning used to accomplish it.
Partitions of texts may become obsolete or irrelevant for a certain invest-
igation. New texts may not ﬁt into an old structure or might force a change
in a structure. To make a new partition manually is very expensive and time
4consuming. Automatic tools that partition texts or extract reasonable groups
of texts could be very valuable. Even if the partitions made by automatic tools
get worse than those accomplished by a human they still would be valuable,
since in most cases no-one would ever make a partition manually.
From one point of view, what is a good partition of a set of texts depends on
the reasoning that is used in the creation of the partition, whether it is sound
and if it is used in a consistent manner. The computer is superior when it comes
to consistence, but the reasoning must in some manner be supplied by a human.
1.5 The Infomat Project
My licentiat thesis was written within the Infomat project4 at KTH CSC5.
Infomat is an abbreviation for Swedish information retrieval with language tech-
nology and matrix computations, which well summarizes what we are interested
in.
The project was a cooperation with the department of Medical Epidemiology
and Biostatistics (MEB) at Karolinska Institutet (Swedish Medical University,
KI), Stockholm, Sweden. KI has many texts in Swedish dealing with medical
issues and free text answers in questionnaires answered by many people. Among
other things they administrate The Swedish Twin Registry6, the largest twin
registry in the world with more than 140 000 twins. The registry contains much
information, most of which is collected using questionnaires, with both closed
questions (multiple choice questions) and open questions that require a free text
answer.
By studying and combining this information researchers may discover what
causes a disease. In one of the questionnaires, that are used to gather the
information, a portion of the twins were asked to describe their main occupation
in a few words or sentences. The result is about 44 000 short texts. Obviously,
this is too many for a human to get a general view of. Questions with multiple
choices and numerical data, as for instance age, are easy to treat statistically,
but text is much more complex. An automatic or semi-automatic tool that
could ﬁnd the main trends in text sets would be of great help.
The ultimate goal of the Infomat project is to use text clustering as an
exploration tool on these free text answers. The Infomat7 tool is our attempt
at this (Rosell, 2007).
4See http://www.nada.kth.se/theory/projects/infomat/
5http://www.csc.kth.se/
6See http://www.meb.ki.se/twinreg/index_en.html.
7http://www.csc.kth.se/tcs/projects/infomat/infomat/
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Information Retrieval
Information Retrieval (IR) is a large ﬁeld within Natural Language Processing
(NLP). The search engine is the most well-known (and perhaps still the only
really useful) application. Search engines like Google1 and AltaVista2 are used
by many people on a daily basis.
Many document clustering methods use the same theoretical foundation as
search engines, the vector space model. It is a model for representing (the
content of) texts. The following sections give a brief introduction to it. There are
many texts that describe the vector space model, see for instance (Baeza-Yates
and Ribeiro-Neto, 1999; Frakes and Baeza-Yates, 1992; Jurafsky and Martin,
2000; Manning and Schütze, 1999; Van Rijsbergen, 1979).
In the vector space model each text in a set of texts is represented by a vector
in a high-dimensional space, with as many dimensions as the number of diﬀerent
words in the set. Each text gets weights (values) in the indices (dimensions)
based on what words appear in them. These weights model how important the
corresponding word is deemed to be to explain the content of the text. They
are dependent on whether (and how often) the word appears in the document
and in the entire set. Texts whose vectors are close to each other in this space
are considered being similar in content.
2.1 Representation
Consider a text set with n texts that uses a set of ω diﬀerent words. Each text
is represented by a vector:
dj = (w1,j,w2,j,...wω,j) (2.1)
where j ∈ {1...n} and wi,j is the weight given to word i in text j. By joining
these vectors we get the word-by-document matrix, with elements wi,j.
1http://www.google.com/
2http://www.altavista.com/
6In many weighting schemes (there are many variants) the weights are the
product of two factors, the term frequency (tf) and the inverse document fre-
quency (idf):
wi,j = tfi,j   idfi. (2.2)
The term frequency is a function of the number of occurrences of the par-
ticular word in the document divided by the number of words in the entire
document. A word appearing frequently in the text is thus deemed more im-
portant to describe the content than a word appearing less often. The inverse
document frequency models the distinguishing power of the word in the text set;
the fewer documents that contain the word the more information about the text
in the text set it gives. There are many variants of the idf-measure. A simple
example is: idfi = log(n/nword(i))3, where nword(i) is the number of documents
that word i appears in.
There are many diﬀerent weighting schemes. Most of them utilize both local
and global information, which corresponds to tf and idf above.
2.2 Similarity
When using a search engine the user wants to retrieve relevant documents. He
or she gives some keywords, a query, as input. This query, gets represented in
the same (or a similar) way as the texts, i.e. we get a vector q in the vector
space representing the query. The idea is that the relevant texts are those that
are closest to the query in the vector space. The most common measure of
closeness or similarity is the cosine measure, the cosine of the angle between the
query and a text:
sim(q,dj) =
q ◦ dj
 q     dj 
=
1
 q     dj 
X
i
qiwi,j (2.3)
In the basic search engine model, the texts are returned to the user in order of
similarity to the query. This means that they are ranked4.
The similarity measure may also be used to measure similarity between texts.
The cosine measure is not aﬀected by the size of the documents. It merely
considers the proportions of the words in the document (the normalized vectors).
This is intuitively appealing: two texts of diﬀerent sizes covering the same topics
are similar in content.
2.3 Evaluation
It is generally hard to evaluate an Information Retrieval system. They are
all in some manner working with a concept of relevance, which is an inherently
3The logarithm is used because otherwise the function would grow too fast with decreasing
nword(i). This is related to Zip’s law. See (Manning and Schütze, 1999) for an introduction
to Zip’s law.
4See Section 2.4.6, for more on ranking, using meta-data.
7subjective matter. For web search engines the problem is worse as there is no way
to assess the relevance of all web pages. Most evaluation of search engines and
the like is thus made on small controlled text sets like those provided by TREC5,
CLEF6 and others. Hence the results are at least partially questionable. To do
better evaluation time and money consuming interviews or questionnaires would
need to be carried out. But then again these would be answered by humans
with diﬀerent subjective notions of relevance.
Each text in a set may be retrieved, which means that it is considered relev-
ant by the search enginge. In a controlled set each text is also deemed relevant
or not by human(s) with respect to the particular query. By considering the
outcome from these perspectives one may deﬁne performance measures for the
search engine. The two most common are the precision, p, and the recall, r:
p =
|rel ∩ ret|
|ret|
, (2.4)
r =
|rel ∩ ret|
|rel|
, (2.5)
where rel is the set of relevant texts in the entire collection and ret is the set of
texts retrieved by the search engine. There is a (perhaps obvious?) connection
between the two measures: a higher precision usually causes a lower recall and
vice versa. To give more information about the performance of a search engine
the precision at diﬀerent levels of recall is often given as a graph.
A search engine is used by many people for very varied reasons. While a
researcher may bear with many non relevant texts to ﬁnd as many relevant texts
as possible (high recall) a layman interested in a brief description of a subject
only wants relevant answers (high precision).
There exists some measures that try to combine precision and recall when
one has an opinion on the relative importance of the two. The most common is
the F-measure:
Fβ =
(β2 + 1)pr
β2p + r
. (2.6)
When β is set to one, precision and recall are considered equally important, when
it is set lower than one recall is believed to be more important, and precision is
decided more important when it is set higher than one.
Most evaluation measures are questionable, at least since they are dealing
with relevance. What we do know is that people ﬁnd search engines useful –
they are the primary tool for ﬁnding things on the Internet, and most of the
time an experienced user succeeds in ﬁnding relevant information. Still, most
people would agree that search engines could be better. They could be more
intelligent, being able to understand the need of the user and to present diﬀerent
alternatives in a way the user can understand.
5Text Retrieval Conference, http://trec.nist.gov/
6Cross Language Evaluation Forum, http://www.clef-campaign.org/
82.4 Modiﬁcations
The model described so far (Sections 2.1 and 2.2) is a statistical model based
solely on the idea that the words in a text are a reasonable representation of
the content. There is no information of the order of the words. Therefore some
refer to a representation of a text in this model as a bag of words.
The actual content of a text is of course something else than the words in
the vector space model. The model merely represents the content in the same
manner as the text itself does. In fact what we primarily want to model is the
similarity in content between texts, for instance a query and the documents in
a text set.
It is easy to object to the vector space model. Still the eﬃciency and useful-
ness of this simple model is proven by the highly useful search engines most of
us use regularly. The user interfaces of search engines often highlight the search
words in the retrieved texts and thus make us aware that the method for ﬁnding
them is essentially simple word matching.
This section describes some modiﬁcations of the vector space model that
have been tried, some of which have proven very useful.
2.4.1 Stoplist and Word Classes
One very common modiﬁcation is to use a stoplist during the indexing, i.e. when
creating the representation. The words in the stoplist are simply excluded. A
stoplist may be constructed by considering the most frequent words in a large
text set and/or function words, such as and, or, to, the, etc. These words do
not contribute to the content of the texts. Their appearance in one document
does not separate it from other documents.
A stoplist mostly consists of functional words from closed word classes. Tak-
ing this idea one step further the index (the word-by-document matrix) may be
built using only open word classes. Considering the open word classes nouns
are the ones that one intuitively connects to content. A representation not con-
taining all words is probably not a good idea for a search engine, as it restricts
the usage. But for other IR applications it might be beneﬁcial reducing the
processing time and possibly improving quality.
2.4.2 Phrases
Most search engines provide “phrase” search, the possibility to search for the
occurrence of a sequence of words (word-n-grams) rather than for a set of words.
There are no linguistic considerations taken; all sequences of words that appear
in the texts are regarded. To make this work the stoplist has to be abandoned
(it is still used for sets of words). In (Williams et al., 2004) a few diﬀerent
representations of sequences of words are compared.
92.4.3 Lemmatizing and Stemming
Diﬀerent forms of words can be a problem; if you are searching for cars you
probably also want to get all texts with the singular form car in them as well.
For languages with richer morphology than English this problem can be severe.
The solution is to use the lemma form of words when indexing. There are
automatic lemmatizers. Another possibility is a stemmer, which strips aﬃxes
from the word, following manually written rules, and forms a stem. The stem is
not necessarily a linguistic unit. The objective when constructing the stemmer
is rather an improved performance of the application it will be used in (here: a
search engine). A stemmer may give morphological variants (inﬂections) of the
same term the same stem. In addition it may also give derived terms the same
stem as the term they are derived from. For instance cycle and cycling could
be given the stem cycl. This might both improve results and cause confusion,
so care has to be taken when constructing the rules.
2.4.4 Related Words
Words are not unrelated as the vector space model suggests. There are many
kinds of relations between words (for example homonymy, polysemy, synonymy,
and hyponymy) that are potential problems for this model. It is very hard to
know exactly which relations are at work for a certain query. Many diﬀerent
attempts to deal with the diﬀerent relations have been reported.
In word sense disambiguation (WSD) one tries to decide which meaning is
used for polysemous terms. Sanderson (Sanderson, 2000) summarizes the work
in WSD for IR. It seems that the accuracy of a disambiguator has to be very
good to improve information retrieval. How much a system would improve
will depend on several factors, among others the length of the queries and the
documents. This has probably a strong connection to the collocation eﬀect
(Krovetz and Croft, 1992); a query with many words, at least partly deﬁnes the
meaning of a homograph in it, since the documents that are retrieved contain
most of the words and these tend to come from the same domain.
Most queries put to search engines are short. Many relevant documents not
containing the few query words are not retrieved. This can, at least theoretically,
be remedied by query expansion, in which the query is expanded with words that
are related to those already in it. This may be accomplished in many ways. In
relevance feedback the user marks some of the retrieved documents as relevant.
The system then uses these to reformulate the query, by for instance expanding
it with frequent words in the relevant documents.
Most methods for query expansion not involving a user utilize some sort of
thesaurus, which may be either manually constructed or built using statistics of
word cooccurrences. Manually constructed theasuri with word relations, such
as WordNet7, are often elaborate and provide many kinds of relations. They
are normally constructed for general purposes and the many relations may be
hard to adapt to a speciﬁc task.
7http://wordnet.princeton.edu/
10“Thesauri” that are constructed using statistical methods are easily adapted
to a speciﬁc task by choosing the appropriate text set to extract the relations
from. For query expansion one may use for instance the documents retrieved
by the original query, the entire text set or any other (perhaps similar) text
set. Most statistical methods do not, however, distinguish between relations,
but rather deem words related or not.
2.4.5 Statistically Related Words
Most methods for automatically ﬁnding statistically related words build some
kind of representation for each word from the contexts in which they appear
throughout some (large) text data. The size of the contexts may be anything
from just a few words to whole documents. The representations are then com-
pared using some similarity measure and the word pairs with high similarity are
considered related.
The word-by-document matrix (see Section 2.1) contains just this kind of
information. If one compares the words (i.e. their corresponding rows in the
matrix) with for instance the cosine measure, words that appear together in
many documents get a high value.
Latent Semantic Analysis (LSA) is Singular Value Decomposition (SVD)
performed on the word-by-document matrix, see for instance (Berry et al.,
1999). By projecting the word representations onto the subspace deﬁned by the
eigenvectors with the highest eigenvalues a more compact representation is con-
structed and noise is removed from the data. This dimension reduction brings
statistically related words and documents closer to each other and is sometimes
described as uncovering latent semantic relations. LSA has been shown to give
improvements in results for search engines and is called LSI (Latent Semantic
Indexing) in this context (Deerwester et al., 1990).
LSA is computationally heavy and starts with the full word-by-document
matrix. Random Indexing (RI) is a much faster alternative that uses less
memory as it does not utilize the full word-by-document matrix (Kanerva et
al., 2000). RI gives each word a random label, a vector of a predeﬁned length
(typically a few thousand) with all but very few (typically 10) randomly selec-
ted non-zero elements that are set to either one or minus one. For each word a
context vector is created by adding the random labels of words that appear in
its context. The context may for instance be a window of two or three words
on either side, and the addition may be weighted by the distance to the center
word. Words that appear in similar contexts get similar context vectors. Two
words are considered related if their context vectors are deemed similar by a
similarity measure, like the cosine measure. (Sahlgren, 2005)
2.4.6 Meta-data
Meta-data (found in web pages) give additional information that may be used
when indexing. Words appearing in headings and boldface are probably more
important than other words. Other text in meta-data tags that are or are
11not visible through a browser may also be used. Big search engines use this
information a lot, see for instance (Brin and Page, 1998).
Presumably, the most important use of meta-data for web search engines
is the exploitation of the link structure. Google8 uses PageRank (Page et al.,
1998) to rank the search result. Each web site has a PageRank that depends on
the number of links from other sites and the PageRank of these sites.
2.4.7 Swedish
The results using diﬀerent linguistic features depend on the language. Swedish
is rather rich in morphology. Stemming improves precision and recall by 15 and
18 %, respectively, in information retrieval for Swedish (Carlberger et al., 2001).
According to (Hedlund et al., 2001) there is much to be gained from proper
linguistic treatment of the Swedish language for information retrieval. In partic-
ular they point to the rich production of solid compounds and the high frequency
of homographic words. A later study (Hedlund, 2002) found that 10 % of the
content words (i.e. words remaining after the use of a stoplist) of running text
are compounds, meaning that more than 20 % of the morphemes are found in
compounds. This suggests that splitting solid compounds should be important
in any information processing of Swedish. Improvements in search results us-
ing compound splitting for Swedish have been reported (Chen and Gey, 2003;
Dalianis, 2005).
8http://www.google.com/
12Chapter 3
Text Clustering
The objective of clustering is to partition an unstructured set of objects into
clusters (groups). One often wants the objects to be as similar to objects in
the same cluster and as dissimilar to objects from other clusters as possible.
Clustering has been used in many diﬀerent areas and there exist a multitude
of diﬀerent clustering algorithms for diﬀerent settings. For a review, see for
instance (Jain et al., 1999).
To use most clustering algorithms two things are necessary:
• an object representation,
• a similarity (or distance) measure between objects.
A clustering algorithm ﬁnds a partition of a set of objects that fulﬁlls some
criterion based on these conditions.
Clustering is an unsupervised learning method. The result (the clustering,
the partition) is based solely on the object representation, the similarity measure
and the clustering algorithm. If these correspond to the users understanding
the result might well be an intuitive and useful clustering. One must keep in
mind, though, that clustering algorithms always produce clusterings, even when
this is not justiﬁed, and that there in most cases exist many relevant clusterings
of a set of complex objects.
In document clustering the objects are texts or documents. To represent
these the vector space model of the previous chapter is commonly used, see
section 3.2.
3.1 Clustering Algorithms
Many diﬀerent clustering algorithms have been proposed and tried for document
clustering. In this section a few basic algorithms are presented.
Clustering algorithms may be divided into groups on several grounds, see
(Jain et al., 1999). Hierarchical algorithms produce a hierarchy of clusters,
13while partitioning algorithms give a ﬂat partition of the set. In a hard clustering
each object belongs to only one cluster. When objects belong to more than one
cluster (usually with a degree of membership) one talks about a fuzzy clustering.
3.1.1 Partitioning Algorithms
The perhaps most common clustering algorithm is K-Means, which is described
in most texts on clustering (see for instance (Jain et al., 1999)). Figure 3.1 gives
the basic algorithm. Each step may be elaborated on with diﬀerent outcomes,
and there exist many variants, some given other names.
1. Pick k objects at random and let them deﬁne k
clusters.
2. Calculate cluster representatives.
3. Make new clusters, one per cluster representative. Let
each text belong to the cluster with the most similar
cluster representative.
4. Repeat from 2 until a stopping criterion is reached.
Figure 3.1: K-Means Algorithm
The ﬁrst step deﬁnes a random initial partition. There are many other ways
of constructing it and the result depends on which one is used.
As cluster representative the mean (the centroid) of the objects in the cluster
is usually used. Other variants are to let the median or a few speciﬁc objects
represent the cluster. When the clustering is fuzzy objects may belong to several
clusters and thus the cluster representative may be calculated taking this into
consideration.
The stopping criterion is normally when no objects change clusters, or when
very few change clusters between iterations. It may also be to stop after a pre-
deﬁned number of iterations, since most quality improvement usually is gained
during the ﬁrst iterations. The stopping criterion may also be deﬁned using
some internal quality measure, see Section 3.4.
The time complexity of the K-Means algorithm is O(knI), where k is the
number of clusters, n the number of objects and I the number of iterations
(which is dependent on the stopping criterion). In each iteration the cluster
representatives and the kn similarities between all objects and all clusters must
be computed. (Hand et al., 2001)
The K-Means algorithm requires a number of clusters as input. That is,
one has to guess the appropriate number. Of course it is possible to run the al-
gorithm with several diﬀerent numbers of clusters and report only the clustering
with the best result (as measured by, for instance, the criterion function, see be-
low). In a general partitioning algorithm both splitting and division of clusters
14are allowed and theoretically the result has the optimal number of clusters.
Partitioning clustering may be viewed as an optimization problem. An in-
stance is a particular clustering setting: a set of objects, a representation with
a similarity measure, and a number of clusters. An assignment is a clustering in
this setting. The objective, or criterion, function returns a value for all cluster-
ings and the goal is to ﬁnd a clustering with an optimal value. In most cases, to
ﬁnd such a clustering would require an exhaustive search, and most partitioning
clustering algorithms are local search strategies that are only guaranteed to ﬁnd
a local optimum. The criterion function for the K-Means algorithm is discussed
under Internal Measures in Section 3.4.
3.1.2 Hierarchical Algorithms
Hierarchicalalgorithms build a cluster hierarchy; clusters are composed of clusters
that are composed of clusters...This may be either all the way from single docu-
ments up to the whole text set or any part of this complete structure. There are
two natural ways of constructing such a hierarchy: bottom-up and top-down.
The ﬁrst principle is used in agglomerative algorithms, see Figure 3.2, and the
second in divisive algorithms, see Figure 3.3. The stopping criterion for both
algorithms may be that the desired number of cluster is reached or some limit
on a criterion function or any internal evaluation measure, see Section 3.4.
The result of agglomerative clustering is strongly dependent on the similarity
measure. The single-link method deﬁnes the similarity between two clusters as
the similarity between the two most similar objects, one from each cluster. This
may result in elongated, locally similar clusters. For equally sized clusters (in
volume), the complete-link method is a better choice. Here, similarity between
two clusters is deﬁned as the similarity between the two most dissimilar objects,
one from each cluster. Between these opposites there are several other measures:
the centroid measure (similarity between cluster centroids), the group average
measure and Ward’s measure (Hand et al., 2001).
The agglomerative algorithms are deterministic, generating the same cluster
hierarchy every time. The similarity deﬁntion can be viewed as the criterion
function, although it is used locally for each merging and not as a global score.
The time complexity of the agglomerative algorithms are O(n2) as they all
need to compute the similarity between all objects to ﬁnd the pair of objects
that are most similar. (Hand et al., 2001)
1. Construct one cluster for each document.
2. Join the t most similar clusters.
3. Repeat 2 until a stopping criterion is reached.
Figure 3.2: Agglomerative Clustering, usually t = 2
In the divisive algorithms any partitioning algorithm can be applied to split
15clusters (step 2). The Bisecting K-Means algorithm (Steinbach et al., 2000) is a
divisive algorithm for document clustering that uses the K-Means algorithm to
split the worst cluster in two. The worst cluster is deﬁned as the largest, which
gives equally good results as choosing the cluster with lowest intra similarity,
see Section 3.4. The time complexity for the Bisecting K-Means algorithm
(O(log(k)nI)) is lower than for the K-means algorithm as it does not compare
all objects to all cluster representatives.
1. Put all documents into one cluster.
2. Split one cluster (the worst) in t new.
3. Repeat 2 until a stopping criterion is reached.
Figure 3.3: Divisive Clustering, usually t = 2
3.2 Text Representation
In most document clustering implementations the vector space model of the pre-
vious chapter provides the document representation and the similarity measure.
The objections to the vector space model become even more severe here as we
are actually hoping to reﬂect similarity in content between documents. Still
results show that clustering may be useful.
The collocation eﬀect (described in section 2.4) probably plays an important
part in clustering as the objects compared (documents and/or clusters) contain
many words. This also indicates that the use of other methods for ﬁnding related
words based on cooccurrences does not improve clustering that much; clustering
(especially partitioning clustering) uses the cooccurrence information.
3.2.1 Groups of Documents
In the vector space model one text is represented by a vector. To represent a
group of texts, a cluster for instance, the centroid is often used. The centroid
for a group D is:
c =
1
|D|
X
d∈D
d, (3.1)
where the sum is component wise and |D| is the number of texts in the group.
When calculating the similarity of a text and a group of texts, sim(d,D), the
centroid is used.
If the dot product is used as the measure of similarity between normalized
texts and the centroids are not normalized, the similarity sim(d,D) becomes
the average of the similarities between the text and all texts in the group. Also,
16the average similarity of all texts in two groups ci and cj, is easily calculated1:
sim(ci,cj) = ci ◦ cj = (3.2)
=
1
|ci||cj|
X
tu∈ci
X
tv∈cj
sim(tu,tv),
where tu and tv are texts.
3.2.2 Projection and Feature Selection
In most clustering algorithms similarity is repeatedly calculated between objects
(documents and/or clusters). Thus if the similarity calculation can be made
faster the total execution time can decrease signiﬁcantly. The time for the
similarity calculation is typically proportional to the smallest number of terms
in the two objects being compared. Thus to shorten it one may try to reduce
the number of terms in the representation.
In (Dhillon et al., 2003) two term (feature) selection techniques are invest-
igated. Using these the authors get similar results in quality using signiﬁcantly
fewer terms than with a full representation. The ﬁrst is based on the variance
of frequency of the terms in the texts and the second on term cooccurrence.
In (Schütze and Silverstein, 1997) the process of reducing the number of
terms is called projection, the vector space is projected down onto a new space
with fewer dimensions. The authors distinguish between local and global pro-
jection. Local projection is carried out on each document on its own, while
global projection considers all documents at the same time.
The simplest projection is truncation, i.e. removing terms with low weight
from the representation. This could be done on the text set as a whole, on docu-
ments or on clusters. Good results are presented for clustering using truncation
of cluster centroids, which is a kind of local projection. Global projection using
LSA (see Section 2.4) is also investigated. The method is to project the text set
to the space consisting of the eigenvectors with the biggest eigenvalues of the
original word-by-document matrix.
The similarity measure is not as important for clustering as for search en-
gines; the order in similarity of the documents within a cluster is not as import-
ant as to which cluster they belong. Small changes in similarity deﬁnitions may
change what cluster documents at the boundary of clusters belong to, but that
is often not very clear anyhow. (Schütze and Silverstein, 1997)
Apart from the time aspect, projection and term selection reduces the amount
of memory needed. However, the few techniques discussed here all start with
the full representation. Using RI (see Section 2.4) one could perhaps circumvent
this.
1Here we use ci to denote both the group and the centroid of that group.
173.2.3 Swedish
Stemming and compound splitting improves clustering of Swedish newspaper
articles (Rosell, 2003). In (Rosell and Velupillai, 2005) several representations
utilizing nominal phrases is evaluated. No improvements over ordinary vector
space representation is reported.
3.3 Some Applications of Document Clustering
Text clustering can be useful as a preprocessing tool in several areas of language
technology. Multi-text summarization, for instance, tries to present a summary
of similar texts within a larger set, and also to describe the diﬀerences between
these texts. The similar texts can be extracted using clustering techniques. See
for instance (Maña-López et al., 2004).
Many of the statistical methods that are applied on the word-by-document
matrix are closely connected. Text clustering may be used for dimension reduc-
tion in the same way as LSA (see Section 2.4); the cluster centroids may serve as
a basis onto which the texts can be projected. This method gives similar results
as LSA, but is more computationally eﬃcient (Dhillon and Modha, 2001).
Text clustering have merits on its own: as a tool for end users. The following
two subsections discusses this.
3.3.1 Search and Cluster
The cluster hypothesis proposes that “closely associated documents tend to be
relevant to the same request” (Van Rijsbergen, 1979), i.e. similar documents
are believed to be relevant to the same query put to a search engine. This has
made many researchers believe that a credible clustering could make search time
shorter as clusters could be retrieved instead of documents.
These beliefs are partially argued against in (Hearst and Pedersen, 1996).
Similar documents are probably relevant to the same requests, but that does not
mean that a clustering of the entire text set in advance can take all future queries
into consideration. Therefore the authors argue for clustering after the ordinary
search engine retrieval, and they show through some experiments with their
Scatter/Gather system that this indeed can improve the search result quality.
Zamir et. al. (Zamir et al., 1997; Zamir and Etzioni, 1998) has shown an
eﬃcient way to cluster web search engine results. The search engines Clusty2
and iBoogie3 uses clustering on retrieved documents.
3.3.2 Divide and Conquer
The Scatter/Gather system (or any clustering method) has also been proposed
for browsing document collections (Cutting et al., 1992) (which certainly may
2http://clusty.com
3http://www.iboogie.com
18be search results as well (Hearst and Pedersen, 1996)). A document collection
is presented to a user as a set of clusters. The user may mark one or several
clusters for further investigation and request that these are reclustered giving a
more ﬁne tuned grouping. In this way the user may iteratively and interactively
explore the collection and get an overview of its content as well as ﬁnd particular
themes that appear in it. This kind of tool is also valuable in text data mining
(Hearst, 1999b).
In (Rosell and Velupillai, 2008) questionnaires are explored using a sim-
ilar method. The distribution of a closed answer over a clustering indicates
which clusters are interesting to investigate. The relation between an inter-
esting cluster and the closed answer is used to formulate a hypothesis. One
extracted hypothesis is proven correct by literture studies.
3.4 Evaluation
It is very hard to make a reliable evaluation of clustering results, partially since
what is a good partition of a text set is very subjective. It depends on the text
set, the purpose of the partition and not least, the person that wants to utilize
the partition. Still, we need some way to automatically evaluate clustering. It
would be too time and money consuming to do manual evaluation and even if
such an evaluation would be made it would only reﬂect the opinions of one or
a few persons. In the long run a text clustering tool probably need to be very
ﬂexible in order to meet demands from diﬀerent users.
It is common to distinguish between intrinsic and extrinsic evaluation. In-
ternal quality measures use no external knowledge, but are based on what was
available for the clustering algorithm, see Section 3.4.1.
External quality measures takes advantage of some external context. The
quality of a clustering could be assessed through some other task in which it
plays a part. This could for instance be as a part in a dimensionality reduction
experiment, or as an aid for a search task.
Here, we will only discuss external quality measures that compare the clus-
tering to an other partition. This comparison could be based on single texts
(Section 3.4.2) or on pairs of texts (Section 3.4.3).
For the measure deﬁnitions in the following two subsections consider a text
set with n texts. Let C be a clustering with γ clusters, c1 through cγ. By ni
we mean the number of texts in cluster ci (
Pγ
i=1 ni = n). Similarly, let K be
a categorization with κ categories, k(1) through k(κ) and let n(j) denote the
number of texts in category k(j). Also, let the γ by κ matrix M describe the
distribution of the texts over both C and K; that is m
(j)
i is the number of texts
that belong to ci and k(j).
3.4.1 Internal Measures
When clustering a set of objects using a representation it is assumed that this
representation expresses those aspects of the objects that are of interest. Hence,
19it is reasonable to evaluate the result by looking at how cohesive the clusters
are and how well separated they are using the representation and the similarity
measure. This has a very close connection to the criterion functions (see Section
3.1) as these are deﬁned to drive the algorithms to clusterings with cohesive
and/or well separated clusters. The criterion function of the K-Means algorithm
(as presented in Section 3.1) is (Zhao and Karypis, 2004):
χintra(C) =
X
ci∈C
X
d∈ci
sim(d,ci), (3.3)
where d is a document. If the K-Means algorithm iterates until no objects
change clusters it reaches a local optimum, where there is no gain in χintra(C)
by moving any text to another cluster.
The criterion function χintra(C) measures the cohesiveness, or the intra sim-
ilarity, of the clusters in the clustering and can be used as an evaluation measure.
Similarly, it is possible to deﬁne the inter similarity of the clusters:
χinter(C) =
X
1≤i<j≤γ
sim(ci,cj). (3.4)
This can also be used as a criterion function (which one probably would want
to minimize).
We deﬁne the self similarity of a clustering:
Φintra(C) =
1
|C|
X
ci∈C
|ci| × sim(ci,ci), (3.5)
which is the average similarity of the texts in the set to all texts in their re-
spective clusters. Similarly, the average similarity of all texts in each cluster to
all the texts in the entire set may be calculated:
Φinter(C) =
1
|C|
X
ci∈C
|ci| × sim(ci,C). (3.6)
When normalization is not used for the cluster centroids, as described in
Section 3.2.1, Φintra(C) is precisely χintra(C) and is faster to calculate. It is
also faster to calculate Φinter(C) than χinter(C), but the former includes all
texts in the entire set for each group (also those in the particular group).
Internal measures are suitable for comparisons of diﬀerent clusterings of
the same text set, if these are produced using the same representation. A
comparison of diﬀerent clustering algorithms may be unfair if one of them uses
the measure as its criterion function and the other does not.
In (Zhao and Karypis, 2004) several criterion functions for partitional al-
gorithms are evaluated. Strehl (Strehl, 2002) discusses three diﬀerent internal
quality measures.
203.4.2 External Measures
That a clustering is deemed good evaluated with internal measures shows that
the algorithm succeeded with respect to the text representation. Whether it
is actually useful is a much harder question. To get a little bit closer to an
answer to that question one can compare the clustering with a trusted manual
categorization. This is what the external measures we will discuss here do. Thus
they are dependent on the manual categorization – if it is odd in any sense the
evaluation becomes eﬀected. Several categorizations may help in making the
evaluation more trustworthy (Rosell et al., 2004).
Evaluation using external measures is a reasonable way to decide on which
representation to use. The representation that, used in a clustering algorithm,
produces the best clustering compared with a manual categorization is probably
the one to use.
For clustering precision, p, and recall, r, (see Section 2.3) compare each
cluster ci to each class k(j):
p
(j)
i =
m
(j)
i
ni
, r
(j)
i =
m
(j)
i
n(j) , (3.7)
To present these measures for all clusters and classes would be too much inform-
ation. More reasonable is the maximum precision of each cluster, the purity
(Strehl, 2002):
ρi = max
j
{p
(j)
i } (3.8)
This may be motivated in the context of using clustering as an aid for classiﬁers,
classifying clusters (based on cluster descriptions) rather than single texts. The
weighted average purity over all clusters can be used as a measure of quality of
the whole clustering:
ρ =
X
i
ni
n
ρi =
nmax
n
, (3.9)
where nmax is the number of texts in the entire set that are part of a cluster,
where the number of texts from their classes is greater than the number of texts
from the other classes.
For each cluster class pair we can also give the F-measure, F
(j)
i . In (Larsen
and Aone, 1999) the F-measure for a hierarchical clustering was deﬁned as fol-
lows. The F-measure for each class over the entire hierarchy is:
F(j) = max
i
F
(j)
i , (3.10)
where the maximum is over all clusters at all levels. The F-measure of the whole
clustering hierarchy is:
F =
X
j
n(j)
n
F(j). (3.11)
21The average is made over the classes rather than the clusters as for the purity.
The F-measure tries to capture how well the clusters at the best match the
categories. Purity tries to capture how well the clusters on average match the
categories.
The precision p
(j)
i is the probability that a text drawn at random from cluster
ci belongs to category k(j). The entropy (Steinbach et al., 2000) for a cluster ci
is deﬁned:
H(ci) = −
X
j
p
(j)
i log(p
(j)
i ). (3.12)
Unlike precision, recall and the F-measure, entropy take all categories into ac-
count. The entropy is maximized when the number of texts from all categories
are equal: Hmax = log(κ), so a normalized entropy (see (Strehl, 2002)) (taking
values in [0,1]) for a cluster ci is:
˜ H(ci) = H(ci)/log(κ). (3.13)
To get a measure on the entire clustering the weighted sum4 can be used:
H(C) = −
X
i
ci
n
H(ci). (3.14)
The information gain (Bradley and Fayyad, 1998), IG, comparesthe weighted
average entropy of the clustering to the entropy of the entire text set over the
categories, Htot:
IG(C) = Htot − H(C), (3.15)
Htot = −
X
j
k(j)
n
log(
k(j)
n
). (3.16)
Rather than averaging over the clusters one may consider the whole set of
texts at once. Now, let p
(j)
i = m
(j)
i /n, the probability that a text picked at
random from the whole set, belongs to both cluster ci and category k(j). The
mutual information of the clustering and the categorization is (Strehl et al.,
2000):
MI(C,K) =
X
i
X
j
p
(i)
i log(
p
(j)
i
pip(j)) (3.17)
=
X
i
X
j
m
(j)
i
n
log(
m
(j)
i n
nin(j)), (3.18)
where pi = ni/n and p(j) = n(j)/n is the probability of a text drawn at random
from the entire set belongs to cluster i and category j respectively.
4Similarly for the normalized entropy.
22A theoretical tight upper bound for the mutual information is MImax(C,K) =
log(κγ)/2, the mean of the theoretical maximal entropy of the clustering and
the categorization compared to each other. By dividing the mutual information
by this a normalized measure is obtained. (Strehl, 2002)
3.4.3 External Pair Measures
A clustering could also be compared to a categorization based on pairs of texts,
rather than single texts as in the previous subsection. See for instance (Manning
et al., 2008) and (Halkidi et al., 2001).
Each pair of texts can be either in the same or in two diﬀerent groups in
both the clustering and the categorization used for comparison. This gives us
the four counts presented in Table 3.1. tp is for true positives, the number
of pairs of texts that appear in the same cluster in the clustering and in the
same category in the categorization. fp, fn, and tn are for false positives, false
negatives, and true negatives.
Same Diﬀerent
category categories
Same cluster tp fp
Diﬀerent clusters fn tn
Table 3.1: Number of pairs
Using these several measures can be constructed. Considering Section 2.3
the most straightforward perhaps precision, recall, and the F-Measure:
p =
tp
tp + fp
, (3.19)
r =
tp
tp + fn
, (3.20)
Fβ =
(β2 + 1)pr
β2p + r
(3.21)
The Rand Index measures the percentage of pairs that are correctly put in
the same or diﬀerent group by the clustering algorithm:
RI =
tp + tn
tp + fn + fp + tn
(3.22)
(3.23)
Several other measures can be constructed. For instance the Jaccard Coef-
ﬁcient (JC) and Folkes and Mallows index (FM):
JC =
tp
tp + fn + fp
, (3.24)
FM = (
tp
tp + fn
tp
tp + fp
)1/2. (3.25)
233.5 Result Presentation
When the clustering tool is used as an aid for users the result presentation is
very important. Clustering results may be hard to grasp.
3.5.1 Textual Presentation
The Scatter/Gather system (Cutting et al., 1992) presents the results as a list
of clusters, each one containing a list of texts, and a list of words that will help
the user to understand the content.
The words that are presented for each clusters are often called a label. Several
methods for label generation utilize two criterions to ﬁnd good labels. They have
to be both descriptive (representative for the cluster) and discriminating (set
the cluster apart from the other clusters) (Kulkarni and Pedersen, 2005; Mei et
al., 2007). There are a good discussions of automatic labeling in (Mei et al.,
2007), and (Treeratpituk and Callan, 2006).
Frequent Term-Based Text Clustering, see (Beil et al., 2002), constructs text
clusters by considering sets of frequent terms/words. The texts that contain
the words of such a set forms a cluster. The result is a clustering with clusters
and corresponding descriptions (the frequent term sets). They report quality
comparable to other methods.
In Suﬃx Tree Clustering (Zamir et al., 1997), cluster descriptions are con-
structed as a part of the process. Word-n-gram phrases with information on
which texts they belong to are put into a trie. The nodes of the trie represent
possible text clusters that share a part of such a phrase. That part serves as a
cluster description.
As noted in (Dhillon, 2001) and several other papers a text clustering has a
dual word clustering – for each text cluster a corresponding word cluster with
the highest weighted words in the text cluster. The word clusters could be
considered extensive text cluster descriptions for their respective text clusters.
In (Dhillon, 2001) the text and word clusters are constructed simultaneously.
3.5.2 Visual Presentation
A textual result presentation is limited by the amount of screen estate. Also,
there is only so much text a user is willing to study. A good review of the work
done at the time is (Hearst, 1999a). The discussion here, follows it quite closely.
The basic operator used in the methods is the similarity between texts. It
is therefore quite natural to try to visualize the similarity between the texts.
Several methods try to map the multi-dimensional space of the text-to-text-
similarities to a 2D presentation. A very nice way to achieve this is inherent
in the clustering method Self Organizing Maps (Haykin, 1999), which has been
applied to text collections (Lagus et al., 2004).
Unfortunately, so far, visualization systems are harder to use for non-expert
users than text based systems like Scatter/Gather. This is because the content of
24texts is best understood by reading them (Hearst, 1999a). However, a combined
approach might be proven more useful ...
Infomat5 is a vector space visualization tool that presents the representation
matrix as a scatter plot (Rosell, 2007). The similarity of texts becomes visual
as distributional patterns of the words in the text clusters.
5http://www.csc.kth.se/tcs/projects/infomat/infomat/
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