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Abstract
In this paper, we investigate the problem of subspace seg-
mentation in the presence of significant noise. We draw
upon multivariate discriminating statistics to improve the al-
gebraic Generalized Principal Component Analysis method
with the notion of Segmentation Polynomials. A Segmenta-
tion Polynomial is a polynomial that both fits the data well
and also provides the best segmentation of noisy samples
drawn from different linear subspaces. We obtain Segmen-
tation Polynomials by minimizing a ratio that is remarkably
similar to the Rayleigh Quotient used in Fisher’s Linear Dis-
criminant. We will show that using a single Segmentation
Polynomial, one can robustly segment data samples into lin-
ear subspaces in the presence of significant noise. We evalu-
ate the performance of our method on highly noisy samples,
and demonstrate its use in piece-wise linear fitting of nonlin-
ear manifolds, segmenting color images, detection of straight
lines in images, and sparse image representation.
1 Introduction
In this paper, we consider the problem of segmenting multi-
ple subspaces in an ambient space from a set of noisy sam-
ples, sometimes referred to as the “subspace segmentation”
problem. Typically, we assume that the dimensions of the
subspaces are not known a priori, and that they can be differ-
ent from one subspace to another. The solution to the special
case of one subspace is the well known Principal Component
Analysis (PCA) method [6], which has become one of the
most important tools for data representation, approximation,
and compression.
The general subspace segmentation problem is extremely
important in computer vision since many practical applica-
tions are special cases of this common mathematical prob-
lem. For instance, due to the findings of [3, 7, 13, 17] it is
now known that the multiple-motion segmentation problem
is to a large extent a subspace segmentation problem, regard-
less of the camera model and motion model being consid-
ered. Subspace segmentation is also widely studied in pattern
recognition since (linear) subspaces are good (first-order) ap-
proximations for many nonlinear data types such as human
faces [19], textures [11], videos [5], and range data [14].
The general subspace segmentation problem itself is also
extremely challenging due to the strong coupling between
the problem of segmenting data into multiple subspaces and
the problem of estimating the number/dimensions/bases of
the subspaces. A large spectrum of effective solutions and
algorithms have been developed and proposed for solving
the subspace segmentation problem in the past few years
[4, 9, 16, 18], thanks to the advancement of statistical learn-
ing methods such as K-means, Expectation Maximization
(EM), Generalized Principal Component Analysis (GPCA),
and RANSAC.
The GPCA method [18], provides an effective way to re-
solve the coupling between data segmentation and model es-
timation. Basically, it seeks a global algebraic representa-
tion of the unsegmented data set. The segmentation and es-
timation of individual subspaces can then be obtained by de-
composing the global algebraic model into irreducible com-
ponents, each component corresponding to exactly one sub-
space.
Although GPCA provides a theoretical solution to sub-
space segmentation, it does not yet answer some important
questions regarding subspace segmentation with noisy data.
The existing GPCA method relies on a linear least-square
fitting to find the global algebraic model. Although such
a fitting minimizes the modeling error, statistically it is not
necessarily the best for the purpose of segmentation of the
original data. In other words, among all of the polynomials
that represent the data well, some of the polynomials may be
far superior for giving an accurate and robust segmentation
of subspaces from the noisy data, hence the name “Segmen-
tation Polynomials.”
In this paper, we will show how to incorporate the
Rayleigh quotient (Section 2) into GPCA (Section 3) to iden-
tify Segmentation Polynomials and subsequently improve
the performance of the existing GPCA method (Section 4).
Besides the theoretical justification, we will verify the im-
provement by showing how the generalized eigenvalue spec-
trum of the Rayleigh quotient may improve the spectrum of
the polynomials that fit the data. We also show how the data
can be denoised by projecting onto the zero set of the Seg-
mentation Polynomial and hence improve the performance
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of the existing GPCA algorithm with noisy data. We vali-
date our method with many simulations (Section 5) and real
applications (Section 6).
2 Review of the Fisher Discriminant
Fisher’s Linear Discriminant improves upon PCA for the
purpose of discrimination by using labeled training samples.
We would like to apply a similar idea to GPCA. That is, we
would like to find a polynomial that is more optimal for sub-
space segmentation. In order to understand how the tech-
niques derived in the Fisher Discriminant may be applied to
subspace segmentation, we first review the key ideas of the
Fisher Discriminant via a simple example. We will show in
Section 3 that for GPCA, the derivative of the Veronese map
plays the same role as the class labels in the Fisher Discrim-
inant.
For simplicity, we consider the case for finding the best
line to discriminate between samples drawn from two clus-
ters when the data samples are projected onto the line. With-
out loss of generality, we can consider a line to be a one-
dimensional subspace, and so it can be specified by a sin-
gle basis vector c ∈ RK . Thus for each data sample
x ∈ RK , the projection of that sample onto the line is simply
xˆ = cTx = xTc ∈ R.
2.1 Minimizing the Within-Cluster Distance
Ideally, we would like all data samples to be as close to their
respective cluster means as possible. Thus for a given cluster,
we can derive the following metric to minimize.
JA
.
=
Ni∑
n=1
‖xˆn − µˆi‖
2 =
Ni∑
n=1
‖xTnc− µ
T
i c‖
2
= cT
( Ni∑
n=1
(xn − µi)(xn − µi)
T
)
c
.
= cTAic
with {xn}Nin=1 belong to the ith cluster, i = 1, 2. We will call
Ai the within-class scatter matrix for the ith cluster:
Definition 1 (Within-Class Scatter Matrix). The within-class
scatter matrix Ai for a subset of Ni data samples with the
cluster mean µi is defined as
Ai
.
=
Ni∑
n=1
(xn − µi)(xn − µi)
T ∈ RK×K . (1)
The total within-class scatter matrix for the two clusters is
A
.
= A1 +A2.
2.2 Maximizing the Between-Cluster Distance
We would also like the cluster means themselves to be as far
apart as possible:
JB
.
= ‖µˆ
1
− µˆ
2
‖2 = ‖µT
1
c− µT
2
c‖2
= cT (µ1 − µ2)(µ1 − µ2)
Tc
.
= cTBc.
Definition 2 (Between-Class Scatter Matrix). The between-
class scatter matrix B between two clusters with cluster
means µ1, and µ2 is defined to be
B
.
= (µ1 − µ2)(µ1 − µ2)
T ∈ RK×K . (2)
2.3 The Rayleigh Quotient
In order to find the line c that simultaneously minimizes the
projected within class scatter cTAc and maximizes the pro-
jected between class scatter cTBc, we can minimize the ra-
tio of these two measurements. This ratio is known as the
Rayleigh Quotient:
Definition 3 (Rayleigh Quotient). For two square symmetric
matrices A,B ∈ RK×K and a vector c ∈ RK , the Rayleigh
Quotient R is the ratio
R
.
=
cTAc
cTBc
. (3)
It can be shown that the unit vector c that minimizes the
Rayleigh Quotient is the minimal generalized eigenvector of
the matrix pair (A,B). Recall that any generalized eigenvec-
tor c of (A,B) satisfies
Ac = λBc for some λ ∈ R.
Thus, if B is invertible, then c is just the eigenvector of the
matrix B−1A associated with the smallest eigenvalue λmin.
3 Rayleigh Quotient and GPCA
The basic idea of GPCA, as described in [18], is to fit the
entire data set sampled from a mixture of subspaces with a
set of polynomials so that the subspaces are the common zero
set of the polynomials. Then each subspace corresponds to a
“factor” of these polynomials.1
Using the Veronese map, also known in machine learn-
ing as the polynomial embedding, data samples drawn from
a mixture of linear subspaces will lie on a single linear sub-
space when lifted into the much higher dimensional feature
space. Thus, to fit polynomials to the data set, we must find
coefficients {c1, c2, . . . , cn} that satisfy
pi(x) = c
T
i ν(x) = 0, i = 1, . . . , n, (4)
for all x in the data set.
1Strictly speaking, the subspaces correspond to the prime ideals of the
primary decomposition of the ideal generated by these polynomials.
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Figure 1: A polynomial in two variables whose zero set is three
lines in R2.
If the data samples are drawn from a mixture of hyper-
planes, then we have n = 1 and the polynomial p(x) is fac-
torable:
p(x) =
G∏
j=1
(
bTj x
) (5)
with G the number of (different) hyperplanes and bj the nor-
mal vector to the jth plane. Figure ?? shows such a polyno-
mial which fits three lines in R2. For a single polynomial, it
is very easy to find the coefficient vector c. The kernel of the
space spanned by the vectors ν(x) is only one-dimensional,
so the singular value decomposition will readily yield this
vector up to a scale. Once we have c, the normal vectors of
the hyperplanes are readily obtained by taking the gradient
of the polynomial p(x) at the data points.
However, if the data samples are drawn from a mixture
of linear subspaces, not all of which are hyperplanes in RK ,
then n > 1, and the vectors ci will be linear combinations of
the coefficients of those factorable polynomials (5).
3.1 Minimizing the Error of the Fitted Poly-
nomial
Let us begin by examining a factorable polynomial p(x)
whose zero set contains the subspaces {Sj}Gj=1:
p(x) =
G∏
j=1
(bTj x) = c
T ν(x) = 0, ∀x ∈ S =
G⋃
j=1
Sj . (6)
In the presence of noise, it is likely that p(x) 6= 0, but we
would like to find the unit coefficient vector c that minimizes
the following fitting error
JA
.
=
N∑
n=1
|p(xn)|
2 =
N∑
n=1
cT ν(xn)ν(xn)
Tc (7)
= cT
( N∑
n=1
ν(xn)ν(xn)
T
)
c = cTAc. (8)
JA is also known as the algebraic distance. Compared to the
JA of discriminant analysis, here we do not need to know the
“class” information, i.e., which subspace each xn belongs to.
From the definition of p(x), |p(xn)|2 is small as long as it
belongs to one of the subspaces.
We will call A the within-subspace scatter matrix:
Definition 4 (Within-Subspace Scatter Matrix). The within-
subspace scatter matrix for a set of N data samples is given
by
A
.
=
N∑
n=1
ν(xn)ν(xn)
T . (9)
The eigenvectors of A associated with the smallest eigenval-
ues form a basis for the coefficients ci of all the polynomials
that fit the data set with any given error threshold. Neverthe-
less, the polynomial that minimizes JA is not necessarily the
best for separating the noisy data into their respective sub-
spaces.
3.2 Maximizing the Distance from Other Sub-
spaces
Let us examine the derivative of the polynomial at each of
the data samples. Let us assume that the data sample x1 lies
exclusively in the subspace S1. Then we have:
∇xp(x1) =
( G∏
j=2
bTj x1
)
b1 = c
T∇xν(x1) (10)
as all the other terms containing bT1 x1 are zero and hence
dropped out. The direction of ∇xp(x1) in (10) is the same
as the vector b1, and its magnitude is given by
‖∇xp(x1)‖ =
∣∣∣
( G∏
j=2
bTj x1
)∣∣∣. (11)
That is, ‖∇xp(x1)‖ is the “product of the distances” of x1
to all the subspaces that it does not belong to.
We have assumed x1 to be exclusively in S1, and con-
sequently, all of the terms of the product in (11) will
be nonzero, and in fact, the further x1 is from
⋃G
j=2 Sj ,
the union of the other subspaces in the model, the larger
‖∇xp(x1)‖ will be. This is a highly desirable trait for the
segmentation purpose, so we would like to find the unit co-
efficient vector c that maximizes ‖∇xp(x)‖.
JB
.
=
N∑
n=1
‖∇xp(xn)‖
2 (12)
= cT
( N∑
n=1
∇xν(xn)∇xν(xn)
T
)
c = cTBc.
We will call B the between-subspace scatter matrix:
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Definition 5 (Between-Subspace Scatter Matrix). The
between-subspace scatter matrix for a set of N data samples
is given by
B
.
=
N∑
n=1
∇xν(xn)∇xν(xn)
T . (13)
3.3 The Rayleigh Quotient for Subspaces
The coefficient vector that simultaneously minimizes the
polynomial evaluated at each of the samples while maximiz-
ing the norm of the derivative at each point is obtained by
simply minimizing the ratio of these two metrics.
Definition 6 (Segmentation Polynomial). The Segmentation
Polynomial p(x) = cT ν(x) is specified by the coefficient
vector c∗ such that
c∗ = arg min
c
cTAc
cTBc
. (14)
This ratio looks remarkably similar to the Rayleigh quotient2
described earlier in Fisher Discriminant. The minimization
of the Rayleigh quotient only requires that A and B are real,
symmetric, positive semidefinite matrices. Thus the vector
c∗ that minimizes this ratio will be the minimal generalized
eigenvector of A and B. In our context, the within-subspace
scatter matrixB will be full rank, because otherwise all of the
data samples can be fitted with polynomials of degree lower
than G. As a result, the vector c∗ is simply the eigenvector
of B−1A associated with the smallest eigenvalue. The nor-
malization of A by B−1 significantly improves the singular-
value spectrum ofA: It makes the null space ofAmuch more
robust to the corruption of noise, which makes the estimation
of all polynomials that fit the data a better-conditioned prob-
lem. We will illustrate this with a quantitative example in
Section 4.2 (see Figure ??).
Rayleigh Quotient for Clusters v.s. for Subspaces. Let
us compare the within-class scatter matrix (Def. 1) and the
within-subspace scatter matrix (Def. 4). The former mea-
sures the squared Euclidean distance between samples and
their cluster means; the latter measures the square of the fit-
ting polynomial evaluated at each sample, which can be re-
garded as a squared “algebraic distance” between samples
and the linear subspaces they lie on. Similarly, we compare
the between-class scatter matrix (Def. 2) and the between-
subspace scatter matrix (Def. 5). The former measures the
squared Euclidean distance between cluster means; the latter
measures the squared norm of the derivative of the polyno-
mial evaluated at each sample, which can be regarded as a
squared “distance” between samples and all of the other lin-
ear subspaces in the model.
2Beware not to confuse the ratio (
P
‖p(x)‖2)/(
P
‖∇p(x)‖2) with
the Sampson distance
P
(‖p(x)‖2/‖∇p(x)‖2) commonly used in poly-
nomial fitting.
4 Improving GPCA with the Segmen-
tation Polynomial
4.1 Projecting Noisy Data onto the Segmenta-
tion Polynomial
In the presence of noise, the data samples will not be exactly
in the zero set of the Segmentation Polynomial used to fit the
data, {x : p(x) = cT ν(x) = 0}. Thus, to reduce noise, for
every data sample x, we would ideally like to find the closest
point on the zero set of the polynomial, that is,
xˆ = argmin
y
|x− y|2, subject to cT ν(y) = 0. (15)
Unfortunately, in general, there is no closed-form solution
to this problem. However, observe that the steepest descent
direction of the original data sample x to the zero set of the
polynomial is given by the derivative
n
.
= ∇xp(x) = c
T∇xν(x). (16)
Then a good approximate solution to the projection xˆ = x+
αn where α ∈ R is the smallest real root of the polynomial
equation
p(x+ αn) = cT ν(x+ αn) = 0. (17)
Figure 2 demonstrates the effectiveness of projecting
noisy data samples onto the zero set of their Segmentation
Polynomial. These particular data samples were drawn from
two lines L1 and L2 and a plane P in R3, with 5% additive
Gaussian noise. The original data samples (blue), are con-
nected to the projected data samples (red) by black lines.
Figure 2: Results of projecting noisy data samples onto the zero
set of their Segmentation Polynomial.
The projection is a simple and efficient method to improve
the fidelity of the data samples. There are fitting polynomials
for which this method will not improve segmentation (see
Figure 3). Also note that it is possible to use gradient-descent
techniques in this way, but such methods will often require
many iterations. We recognize that there are many closest
point approximation algorithms in the literature, but this is
not a main focus of this paper.
4
Figure 3: The zero set of a Segmentation Polynomial that is not
factorable into linear subspaces.
4.2 Clustering Normals
Once we have computed a robust Segmentation Polynomial
and projected the data samples onto this Segmentation Poly-
nomial, we cluster the normals to the polynomial at each
point into groups. The normals for projected data samples
from a single subspace will form a cluster, and so any rea-
sonable technique that will cluster a set of samples into a
given number of groups will be sufficient for segmentation.
We have decided to use a modified version of the K-means
algorithm. The classical K-means algorithm groups the data
into zero-dimensional “clusters,” with each cluster specified
by its cluster mean. For our version, we instead use the SVD
of the set of normals, to compute the prototype normal for
each subspace.3
We believe that clustering these normals is a far more ro-
bust way of segmenting the data than the method of finding
representative points for each subspace, proposed by [18],
because segmentation does not rely on the fidelity of individ-
ual samples. Figure ?? exhibits the clustering of the normals
of the Segmentation Polynomial for the data samples drawn
from two lines and a plane in R3.
Figure 4: Clustering results for the normals by K-means.
3In order to robustly estimate the dimension of each subspace, we first
use groups of two normals to remove data samples that are on the intersec-
tion of the hyperplanes specified by the normals. These data samples are not
used for estimation of the individual linear subspaces.
It is natural to ponder what happens if we use all the polyno-
mials that fit the data for segmentation. In fact, the Rayleigh
quotient makes the estimation of all such polynomials more
robust to noise. To see this, let us consider the same data
set drawn from the two lines and one plane in R3. As Fig-
ure ?? illustrates, the generalized eigenvalues of the Rayleigh
Quotient provide a much sharper “knee point” than the sin-
gular values of A, with which we can more easily estimate
the number of polynomials that fit the data (in this case four
polynomials).4
Figure 5: Top: Plot of the singular values of the within-subspace
scatter matrix A. Bottom: Plot of the eigenvalues of the matrix
B
−1
A derived from the Rayleigh quotient.
However, the derivatives of all the polynomials give us
more than one normal at each sample. Clustering these
groups of normals robustly is, to a large extent, a dual prob-
lem to the original subspace segmentation problem, that may
not be much simpler. Thus for multiple Segmentation Poly-
nomials, we are left with finding one representative point per
subspace and using the orthogonal complement of the space
spanned by these normals as a basis for each subspace. As
stated in Section 4.2, we believe that clustering of the nor-
mals provided by the most dominant Segmentation Polyno-
mial is far more robust in the presence of noise.
We provide below an outline of the overall Rayleigh
Quotient-based GPCA algorithm.
4.3 Comparisons with other methods
For our first experiment, we generate data samples from five
linear subspaces in R5, with dimension 1, 2, 2, 3, and 4
respectively, and then add 2% Gaussian noise. This is a
very challenging subspace segmentation example despite the
seemingly moderate noise because of the large number and
varying dimensions of the subspaces. We ran data sets of this
dimension configuration 20 times each for K-Subspaces5,
4Thus, one could significantly improve the robustness of the GPCA algo-
rithm proposed in [18] by simply thresholding the generalized eigenvalues
of the Rayleigh Quotient instead.
5For our experiment, K-Subspaces is given the above dimension config-
uration, and initializes with random basis vectors for each subspace.
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Algorithm 1 Rayleigh Quotient-Based GPCA Algorithm.
Given: a set of data samples X = {x}, and the number of
subspaces G,
1: for all x ∈X do
2: Compute the Veronese map ν(x) of order G and its
derivative at x.
3: end for
4: A←
∑
x∈X ν(x)ν(x)
T
.
5: B ←
∑
x∈X ∇xν(x)∇xν(x)
T
.
6: c← arg mincˆ cˆ
T Acˆ
cˆT Bcˆ
= the eigenvector corresponding to
the smallest eigenvalue λmin of B−1A.
7: for all x ∈X do
8: n← cT∇xν(x).
9: α← min{real roots of cT ν(x+ αˆn)}.
10: xˆ← x+ αn.
11: nˆ← cT∇xν(xˆ).
12: end for
13: Group the normals (and hence the data samples) into G
groups using the K-means algorithm.
14: For each group of samples, use PCA to determine the
dimension and basis vectors for their subspace.
the prior GPCA algorithm, our Rayleigh-Quotient based
GPCA algorithm, and our algorithm as an initialization for
the K-Subspaces algorithm. The results of the experiment
are detailed below. The experiment verifies that the particu-
lar problem is challenging. In fact the only reasonable per-
formance is occurs when our GPCA algorithm is used as an
initialization for K-Subspaces.
Method Misclassification Rate
K-Subspaces 47.97%
Existing GPCA 39.09%
Our GPCA 35.10%
Our GPCA + K-Subspaces 14.99%
Robustness Testing Figure ?? shows an example data set
that we will use to fully character the difference in per-
formance between our algorithm and the existing GPCA
method. Notice in this case that the zero set of the dom-
inant Segmentation Polynomial in general (asymptotically)
approximates a union of three planes, which results in a cor-
rect segmentation of the three subspaces – the two lines are
contained in two of of the planes, respectively.
For our experiment, we draw 1000 samples from the plane
z = 0 and 200 samples from each of two lines. These lines
are constructed with random angles that ensure a minimum
of 30◦ subspace angle difference. We then add between 1%
and 7% Gaussian noise and apply both the existing GPCA
algorithm and our algorithm to the data set, instructing them
to search for three linear subspaces. This test was performed
1000 times at each noise level, and for each test run the mis-
classification rate was computed using the known a priori
Figure 6: Left: The zero set of a Segmentation Polynomial for data
samples drawn from two lines and a plane with 5% additive Gaus-
sian noise. Right: The set of subspaces estimated by our algorithm.
sample labels.
Figure ?? shows the result of our experiment. The av-
erage misclassification rate is displayed as a function of the
noise level. These results verify that while the two algorithms
Figure 7: Plot of average misclassification error as a function of
the noise for the existing GPCA algorithm and our algorithm.
have a negligible difference in error for low noise level, as
we increase the amount of noise, the difference in perfor-
mance becomes much more dramatic. The ability of any set
of subspaces to segment noisy data samples becomes limited
as noise increases since samples near the intersections of the
subspaces are more likely mis-classified. The results show
that our algorithm approaches this limit.
To better understand the performance of our algorithm,
we analyze the distribution of misclassification rates over the
1000 test runs for a given noise level. In Figure 8, the mis-
classifications rates for 1000 test runs of the data set with 6%
noise are sorted and displayed as a distribution. These distri-
butions reveal that both algorithms have performance types
that belong to one of three categories: (Class A), where the
model and the segmentation are estimated correctly; (Class
B), where the segmentation is reasonable, but the model es-
timation is incorrect (i.e., one or more of the subspaces has
incorrect dimension); and (Class C), where neither the model
nor the segmentation is correct. As Figure 8 demonstrates,
even in the presence of 6% noise, our algorithm produces a
meaningful segmentation of the noisy data samples almost
98% of the time.
Though GPCA is designed to simultaneously model and
segment mixtures of linear subspaces, it can be used to pro-
vide a piecewise linear approximation to non-linear struc-
6
Figure 8: Top: Plot of sorted misclassification error for 1000 test
runs of GPCA and our algorithm for 6% additive Gaussian noise.
Bottom: Histogram of the above misclassification error. The hor-
izontal axis is percent misclassification error and the vertical axis
the number of trials with a given misclassificaton error.
tures as well. As most real world data is not strictly piece-
wise linear, the nonlinearity can be treated as noise. Then
the ability of our algorithm dealing with noisy data will pro-
vide strong justification for its potential success in many real
world applications. For some previous work in this area,
please refer to [12, 15].
Figure 9 shows an example with data samples drawn from
a hemisphere in R3 with radius 5 in the presence of 2% Gaus-
sian noise. We instruct our algorithm to fit this non-linear
data set with three and six subspaces, respectively. The re-
sults of segmentation and subspaces fitted to the data set are
displayed in Figure 9. Notice that the segmentation results
for six groups resemble half of a dodecahedron, a regular
polyhedron with twelve congruent planar faces. The results
suggest that the algorithm places the six planes almost evenly
around the sphere.
Figure 9: Planes fitted to samples drawn from a hemisphere in R3
clustered by our algorithm into three and six groups, respectively.
5 Experiments and Applications
In this section we illustrate the potential of our algorithm
with several applications to traditional image processing
tasks, namely color segmentation, line fitting, and sparse im-
age representation. We do not claim that GPCA will provide
an optimal solution for any of these problems, but instead
demonstrate that our Rayleigh Quotient-based GPCA algo-
rithm can be applied very easily to many different areas.
5.1 Color-Based Image Segmentation
In this experiment, we use our GPCA algorithm to adaptively
choose a linear model for each distinctly colored object in
a scene. The distribution of the pixel color values of the
two images of Figure ?? (top) in the RGB color space has
been rendered in Figure 10. As we see, certain objects form
fairly distinct lines in the color space (e.g. the grey from
the fence posts) while others form draping surfaces (e.g. the
red-orange from the tomatoes).
Figure 10: The distribution in the RGB color space of the images
shown at the top of Figure ??.
We embed the three normalized color intensities for each
pixel as a vector in R4 using homogeneous coordinates
[R,G,B, 1]T . Our algorithm currently handles around two
thousand data samples, so we sub-sample the data before
passing it into the algorithm. The resulting subspaces are
used to segment the full data set. The segmentation results
for the two images are shown in Figure ??. The results are
reasonable given the simple embedding, but do not compare
to results from single-purpose algorithms, such as [8].
5.2 Global Line Detection and Fitting
Traditional methods for detecting line features usually detect
local edges, using algorithms such as the Canny edge detec-
tor [1] and the Mean Shift algorithm [2], and then pass the lo-
cal edges to a global line-fitting algorithm, such as connected
component analysis. In this experiment, we present a very
simple method for globally detecting and fitting lines in an
image using our algorithm, without any local edge detection.
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Figure 11: Color-based segmentation of two natural images.
For every image I(x, y), we embed every pixel into a three-
dimensional vector v(x, y) .= ‖∇I(x, y)‖
[
x, y, 1
]T
∈ R3.
The norm of the image gradient modulates the likelihood
of the pixel being an edge pixel.6 If a collection of pixels
{(x, y)} in the image form a line, they satisfy the equation
ax + by + c = 0. Or equivalently, the vectors {v(x, y)}
associated with these pixels lie on a plane in R3. Thus, by
applying our algorithm to fit a number of 2-D planes to all
the vectors, we globally detect and fit a number of lines – the
normal vector [a, b, c]T of every plane gives the parameters
of a line in the image.
We apply this simple line fitting method to two natural
images, with the results shown in Figure ??. Note how the
algorithm “hallucinates”, detecting global lines that are in-
terrupted by an arbitrarily large gap, as evidenced by the
gaps between the triangles and the occlusion of the sidewalk
by the pickup truck. Detected edges are of varying width,
as seen in the crosswalk stripes, and need not be perfectly
straight, as seen both in the crosswalk stripe and in the in-
tentionally misaligned triangles. Except for the number of
groups and the data itself, the parameters passed to our algo-
rithm are identical.
Figure 12: Detection and Segmentation of straight lines in a syn-
thetic and a natural image.
PCA is a popular method of finding a lower-dimensional
unimodal sparse representation of images. By using GPCA,
we can estimate a mixture of linear subspaces, with each sub-
6This is the basis for most local edge detection methods.
space modeling a different texture. That makes the model ap-
plicable to ensembles of images. In our database, we select
two groups of 8 gray-scale images from the Berkeley seg-
mentation dataset [10] shown in Figure 13. One group con-
tains common natural scenes, and the other contains more
structured urban scenes. We randomly sample 100 blocks
of 8 by 8 windows from each image,7 stack them into 64-
dimensional vectors, and apply our algorithm to obtain a hy-
brid linear model.
Figure 13: Top: natural scenes. Down: Urban scenes.
In this example, we preset the desired subspace number as
3, and the algorithm identifies the bases for the subspaces for
each group. Figure ?? shows all basis vectors as 8 by 8 win-
dows. Visually, these vectors capture the essential difference
between natural scenes and urban scenes.
(a) Bases for natural scenes (b) Bases for urban scenes
Figure 14: Results showing basis vectors of segmented subspaces.
In this paper we have provided both theoretical and empir-
ical verification that the performance of the existing general-
ized PCA method is significantly improved by incorporating
it with a Rayleigh quotient for subspaces. In the future, we
will examine model selection criteria to robustly determine
the number of groups.
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