Abstract-We propose a generic transformation that can convert any nonbinary (n = k + r, k) maximum distance separable (MDS) code into another (n, k) MDS code over the same field such that: 1) some arbitrarily chosen r nodes have the optimal repair bandwidth and the optimal rebuilding access; 2) for the remaining k nodes, the normalized repair bandwidth and the normalized rebuilding access (over the file size) are preserved; and 3) the sub-packetization level is increased only by a factor of r. Two immediate applications of this generic transformation are then presented. The first application is that we can transform any nonbinary MDS code with the optimal repair bandwidth or the optimal rebuilding access for the systematic nodes only, into a new MDS code which possesses the corresponding repair optimality for all nodes. The second application is that by applying the transformation multiple times, any nonbinary (n, k) scalar MDS code can be converted into an (n, k) MDS code with the optimal repair bandwidth and the optimal rebuilding access for all nodes, or only a subset of nodes, whose sub-packetization level is also optimal.
I. INTRODUCTION

D
ISTRIBUTED storage systems built on a large number of unreliable storage nodes have important applications in large-scale data center settings, such as Facebook's coded Hadoop, Google Colossus, and Microsoft Azure [1] , and in peer-to-peer storage settings, such as OceanStore [2] , Total Recall [3] , and DHash++ [4] . To ensure reliability, redundancy is imperative for these systems. Generally speaking, there are two mechanisms to introduce redundancy, namely replication and erasure coding. Comparing with the former, erasure coding can provide higher reliability at the same redundancy level, and thus is more attractive.
When a storage node fails, a self-sustaining distributed storage system should make a repair to maintain the continuing operation of the overall system. During the repair process, the repair bandwidth, which is defined as the amount of data downloaded from the surviving nodes to repair the failed node, should be minimized. The repair bandwidth of the classic MDS erasure codes, such as Reed-Solomon codes [5] , is rather excessive because they rely on a naive repair strategy, i.e., to first reconstruct the original file, and then repair the failed node.
The repair problem was first brought into the spotlight by Dimakis et al. [6] . As a result, the optimal repair bandwidth and the optimal rebuilding access 1 were subsequently established [6] , [7] . A node of an (n, k) MDS code with a sub-packetization level N is said to have the optimal repair bandwidth if the repair bandwidth is γ * (d)
) N, and is said to have the optimal rebuilding access if the amount of data accessed is also γ * (d), where d (k ≤ d ≤ n − 1) is the number of surviving nodes accessed during the repair process. Various explicit or less explicit code constructions have been proposed in the literature, usually for certain restricted parameter ranges, where some of the notable works are [8] - [16] . Specifically, most of the aforementioned works [9] - [15] consider the case d = n − 1 to maximally reduce the repair bandwidth, since the minimum repair bandwidth γ * (d) is a decreasing function of d; this setting is also the focus of this work.
The initial motivation of our work is the following observation. At the practically more important range of high-rate case, i.e., k/n > 1/2, most early constructions that are able to optimally repair any single node failure are limited and usually restricted to a small number of parity nodes [10] - [15] . In contrast, there exist more code constructions that can optimally repair any failure of the systematic nodes [13] , [15] - [19] with less restrictions on the parameters. This phenomenon left the impression that the latter is considerably simpler than the former, which intrigued us to seek better understanding of this perceived barrier.
Our quest eventually led to a very powerful transformation, which is the subject of this paper. More precisely, we provide a transformation that can convert any nonbinary MDS code into another MDS code, which endows any r = n − k chosen nodes with the optimal repair bandwidth and the optimal rebuilding access properties, and at the same time, preserves the normalized repair bandwidth and the normalized rebuilding access for the remaining k nodes. The resultant code uses the same finite field as the base code, and has a sub-packetization level a factor of r larger. As two immediate applications of this transformation, we show that 1) any nonbinary MDS code with the optimal repair bandwidth or the optimal rebuilding access for the systematic nodes only can be converted into an MDS code with the corresponding repair optimality for all nodes, and 2) by applying the transformation multiple times, any nonbinary (n, k) scalar MDS code can be converted into an (n, k) MDS code with the optimal repair bandwidth and the optimal rebuilding access for all nodes (or a desired subset of the nodes). In the second application, the resultant codes have the optimal sub-packetization level, which matches the lower bounds recently identified in [20] for (n, k) MDS codes with the optimal rebuilding access.
The remainder of the paper is organized as follows. Section II gives some historical notes and explains the relation to several existing works. Section III presents some necessary preliminaries. The generic transformation is given in Section IV, followed by the proofs of the asserted properties. Two important applications of this transformation are discussed in Section V. Finally, Section VI provides some concluding remarks.
II. HISTORICAL NOTES AND RELATION
TO EXISTING WORKS As explained in the early version [21] of this paper, we were initially motivated to seek an explanation of the perceived technical barrier, and to provide a construction of high-rate MDS codes that can optimally repair all nodes, based on existing MDS codes that can only optimally repair the systematic nodes. Independent and parallel to our work, Ye and Barg [7] , [22] proposed several explicit constructions of high-rate MDS codes that can optimally repair all nodes. Particularly, the codes in [7] allow the number of helper nodes to be anywhere from k + 1 to n − 1, and they also allow simultaneous repair of multiple node failures, solving the problem of constructing MDS codes with the optimal repair bandwidth in full generality. Moreover, the code in [22] has the optimal sub-packetization level with respect to the lower bound for (n, k) MDS codes with the optimal rebuilding access given in [20] . Shortly after, Sasidharan et al. [23] , [24] independently discovered two code constructions based on a neat data cube representation. The construction in [22] and that in [23] turn out to be essentially equivalent. One key new ingredient in [7] and [22] - [24] , in contrast to most previous efforts, is that these constructions are given in terms of parity-check matrix, and as a consequence they do not distinguish between the systematic nodes and the parity nodes at all. The success of these constructions can essentially be interpreted as also showing that the aforementioned barrier is only a misimpression, however without directly addressing the relation between the two different repair requirements. After our initial discovery of the transformation [21] and during the preparation of [25] , it became clear to us that this transformation is more powerful than we had originally realized, which led to the current form of presentation as a generic code transformation and its applications; see also [20] for a discussion on these closely related discoveries.
In retrospect, the constructions in [22] and [23] in fact share the same core technique as ours, which is referred to as pairwise coupling transformation (PCT) in [20] . Therefore, we refer the MDS code constructed in [23] as the PCT code hereafter. The key conceptual difference is that this technique was presented in [22] and [23] from the perspective of the parity-check matrix while ours is from the perspective of the generator matrix. Furthermore, in [22] and [23] this core technique was applied on all the pairs simultaneously which makes the process much less explicit, whereas we isolate the pairs which helps to untangle the complicated process. As a consequence of the abstraction as a generic transformation, we can elucidate the requirements on the base MDS code, the sufficient conditions for the various components of the transformation, and the properties of the resultant code. These conditions allow us more design choices in constructing the codes, and indeed reveal coding techniques that are not possible in either [22] or [23] ; see Tables II and III, and Remark 3 .
One important subtlety is that our generic transformation is based on transforming known MDS codes. As such, if the base code is explicit, the resultant code is also explicit; however, if the base code is not explicit, then the resultant code is also not explicit. This is not a cause for concern in the second application of the transformation, since the base code is any scalar MDS code, for which well-known construction techniques exist, however, more caution is warranted in the first application where the systematic nodes in the base code need to have the optimal repair property. Particularly, when r > 3, the code constructions in [11] - [15] and [19] are only shown to exist in a sufficiently large alphabet guaranteed by either the Schwartz-Zippel lemma or the Combinatorial Nullstellensatz [26] . To find exact code will necessitate a search for valid assignments to the entries of the generator matrix, which may not be trivial in general. In contrast, the constructions in [7] and [22] - [24] , those in [11] - [13] and [19] for r = 2, and those in [15] , [14] , and [18] for r = 2 and r = 3, are explicit in the sense that the entries of the generator matrix can be assigned without any search.
We note that another thread of efforts particularly relevant to our work is the piggybacking design framework [27] , [28] , which was proposed to reduce the repair bandwidth or reduce the repair-locality of a base MDS code. We were indeed partially motivated by this design framework. The transformation we propose here has a similar flavor as the piggybacking design, i.e., by operating on multiple instances 2 of a base code. However, the resultant code does not belong to the piggybacking design framework, since the latter stipulates that only a function of the symbols in the previous instances can be added to the symbol in the current instance, whereas our transformation does not observe this sequential order. Furthermore, the existing piggybacking designs in [27] and [29] both suffer a loss of optimality in terms of repair bandwidth and rebuilding access. A comparison between the piggyback codes in [27] and [29] and the resultant MDS codes obtained from the first application in Section IV is provided in Table I , a comparison between the MDS codes proposed by Ye and Barg and the codes obtained from the first application in Section IV is provided in Table II , and a comparison between the MDS codes proposed in [22] and [23] and the codes obtained from the second application in Section IV is provided in Table III . It is seen from these comparisons that the resultant codes obtained from the generic transformation have two main advantages: 1) the optimal repair bandwidth for the parity nodes, whereas the repair bandwidth for the parity nodes of the piggyback code in [27] (resp. in [29] ) is far from optimality (resp. asymptotically optimal); 2) a lower sub-packetization level and/or a smaller field size in some cases compared to the MDS codes in [7] , [22] , and [23] .
III. PRELIMINARIES For any two integers
Let q be a prime power and F q be the finite field with q elements. Assuming that a source data file comprising of M = k N symbols over a finite field F q is encoded by a base (n, k) MDS code, and then dispersed across n storage nodes, each storing N symbols. In practice, a code in systematic form is more preferred. In the systematic form, the first k nodes storing the original file are named systematic nodes, whose contents are denoted as f 0 , f 1 , · · · , f k−1 , respectively, where f i is a column vector of length N; the remaining nodes are referred to as parity nodes, whose contents are linear combinations of the data in the systematic nodes, i.e.,
is an N × N matrix over F q , termed the coding matrix of systematic node j for parity node i . Systematic node j and parity node i are also respectively termed node j and node k + i for convenience.
Note that an MDS code is also called a scalar MDS code if N = 1 and a vector MDS code if N > 1. The structure of an (n, k) systematic MDS code can be specified by the following equations,
An (n, k) MDS code has the MDS property that the source data file can be reconstructed by connecting any k out of the n nodes, and is preferred to have the optimal repair bandwidth, i.e., any failed node i can be repaired by downloading N/r symbols from each surviving node j , j ∈ [0, n)\{i }. In addition to the optimal repair bandwidth, it is also desirable if the nodes have the optimal rebuilding access. That is, when repairing a failed node, only N/r symbols are accessed at each surviving node, i.e., the minimum amount of data is accessed at each surviving node [22] . This appealing property enhances the repair bandwidth requirement, and codes with this property are capable of substantially reducing the disk I/O overhead during the repair process.
For a general MDS code with or without special repair ability, we associate with each node i a repair bandwidth profile
where β i, j denotes the amount of symbols sent from node j when repairing node i . The data sent from node j when repairing node i is normally obtained by multiplying f j with a β i, j × N matrix S i, j of full rank, i.e., S i, j f j , where S i, j is usually called the repair matrix in the literature. Similarly, we associate with each node i a rebuilding access profile
where δ i, j denotes the amount of symbols accessed at node j when repairing node i , i.e., the number of nonzero columns of the matrix S i, j .
IV. A GENERIC TRANSFORMATION FOR MDS CODES
In this section, we propose a generic method that can transform any known nonbinary (n, k) MDS code into a new (n, k) MDS code with the optimal rebuilding access for an arbitrary set of r = n − k nodes, while keeping the normalized repair bandwidth and the normalized rebuilding access of the other k nodes intact. Given an (n, k) base code, the r nodes which we wish to endow with the optimal repair property are called the target nodes, while the other k nodes are named the remainder nodes. Without loss of generality, we always assume that the last r nodes are the target nodes unless otherwise stated. For simplicity, sometimes we also denote by TN the target node and RN the remainder node in the sequel. Before presenting this transformation, an example is provided to illustrate the key idea behind it.
A. An Example (9, 6) 
MDS Code
Given a known nonbinary (9, 6) MDS code C 1 over the finite field F q , where q is odd (for the general construction, q can be both even and odd), let S i, j , j ∈ [0, 9)\{i } be 
2 be the data respectively stored at remainder nodes 0, 1, · · · , 5 and target nodes 0, 1, 2 of an instance of the MDS code C 1 . Through the generic transformation, we can obtain a (9, 6) MDS code with the optimal rebuilding access for the target nodes, as given in Table IV. 1) Reconstruction: Let us focus on the reconstruction of the original file by using data stored at nodes 2 to 7; other cases can be addressed similarly. In Table IV , from the symbols that are underlined, we can recover g (0)
1 and g (1) 1 . Together with the other data in rows 1, 2 and columns 2 to 7, we now have
5 ) can be reconstructed, respectively, because the base code is an MDS code. Next, with these available data, g can now be computed, and then subtracted from the items marked with dashed underline to obtain g (2) 2 and g (2) 0 . Finally, together with the other data in the last row and columns 2 to 5, we now also have (f (2) 2 , . . . , f (2) 5 , g (2) 0 , g (2) 2 ), from which we can reconstruct (f (2) 0 , . . . , f (2) 5 ). Thus the original file can indeed be reconstructed using data at nodes 2 to 7.
2) Optimal Rebuilding Access for the Target Nodes: Let us focus on the repair of target node 0, for which the following data are downloaded
2 , i.e., the data in row 1 of Table IV . Clearly, g 1 can also be computed using f
5 , however, this implies that from the downloaded data g (0)
1 , we can recover g (1) 1 as well, and subsequently obtain −g
1 . The other piece of coded data −g (2) 2 +g (0) 2 stored at target node 0 can be computed similarly. Thus target node 0 can indeed be repaired optimally and has the optimal rebuilding access.
3) Repair Efficiencies of the Remainder Nodes: Let us focus on repairing remainder node 0 of the constructed (9, 6) MDS code, which can be accomplished by downloading the data in Table V . To see this, consider the repair of f (0) 0 , for which the original MDS code C 1 needs to download 
1 ), downloaded from target node 1, and S 0,7 (−g (1) 1 + g (0) (1) 0 and f (2) 0 can be done in a similar manner, and thus remainder node 0 can indeed be repaired. Now, let us investigate the repair efficiencies of remainder node 0, i.e., the normalized repair bandwidth and the normalized rebuilding access. Let β 0 and δ 0 (resp.β 0 andδ 0 ) respectively be the repair bandwidth profile and the rebuilding access profile of remainder node 0 of the base code (resp. the new code). From the above analysis, it is easy to see that
Note that the file size of the new code is three times as that of the base code, which in conjunction with (2) implies that remainder node 0 of the new code has the same normalized repair bandwidth and normalized rebuilding access as those of the base code. The repair efficiencies of the other remainder nodes can be verified in the same manner.
B. The Generic Transformation
In this subsection, we present the generic transformation, which utilizes a known nonbinary (n, k) MDS code C 1 with a sub-packetization level N as the base code. Let β i and δ i respectively denote the repair bandwidth profile and rebuilding access profile for node i . The transformation can be performed through the following three steps.
Step
(An Intermediate MDS Code C 2 by Space Sharing r Instances of the Base Code C ): Let f (l)
i and g (l) j respectively be the data stored at remainder node i and target node j of an instance of the code C 1 , where i ∈ [0, k) and l, j ∈ [0, r ). We can thus construct an intermediate MDS code C 2 with subpacketization level r N by space sharing r instances of the base code C 1 .
Step 2 (An Intermediate MDS Code C 3 by Permuting the Data in the Target Nodes of C 2 ): From C 2 , we construct another intermediate MDS code C 3 by permuting the data in the target nodes while keeping the remainder nodes intact. Let h j denote the data stored at target node j of code C 3 . For convenience, we write h j as
is a column vector of length N. Let π 0 , π 1 , · · · , π r−1 be r permutations on [0, r ), which should satisfy some specific requirements (the requirements are given more precisely in Theorem 3). Then h
(The Resultant Storage Code C 4 by Pairing the Data in the Target Nodes of C ):
From the code C 3 , we construct the desired storage code C 4 by modifying only the data at the target nodes while keeping the remainder nodes intact. Let h j denote the data stored at target node j of code C 4 . For convenience, we write h j as
is a column vector of length N defined by
are linearly independent for j = l. Particularly, we can set η l, j = 1
for all j, l ∈ [0, r ) with j = l and a ∈ F q \{0, 1} for convenience, which can also guarantee the pairwise equations
are linearly independent.
The new code C 4 is depicted in Table VI . We next show that the MDS property holds for the new (n, k) storage code C 4 .
Theorem 1: Code C 4 has the MDS property. Proof: The code C 4 possesses the MDS property if any k out of the n nodes can reconstruct the original file, which is equivalent to reconstructing the data f property of the base code. We discuss the reconstruction in two cases. 
Firstly, given the data in Table VII from the target nodes connected, we can obtain the data h (l) u (l, u ∈ J ) by solving pairwise linearly independent equations as (6) (specifically for t = 1, no equation needs to be solved). Secondly, for each l ∈ J , combining the data h Table VIII at the target nodes connected, we then are able to obtain the data h i , i ∈ [0, k − 1]\I at the k − t remainder nodes connected, we can recover the remaining data f
by means of the MDS property of the base code C 1 for each l ∈ [0, r ).
Next, we verify that the target nodes of code C 4 have the optimal repair bandwidth and the optimal rebuilding access.
Theorem 2: Target node j ( j ∈ [0, r )) in code C 4 has the optimal repair bandwidth and the optimal rebuilding access. Specifically, the repair bandwidth profileβ k+ j and the rebuilding access profileδ k+ j are given bŷ
Proof: We show that for any j ∈ [0, r ), target node j can be repaired by accessing and downloading
s , s ∈ [0, r ), and then obtain h
j , which has already been computed in the first step, target node j can indeed be repaired optimally.
Applying the definitions of the repair bandwidth (profile) and the rebuilding access (profile), we obtain the desired result.
Finally, we examine the repair of the remainder nodes of code C 4 , which will be proceeded in two cases, according to whether the repair strategy for a remainder node of the base code is naive or not. Naive repair means that a node is repaired by downloading all the data from any k surviving nodes to first reconstruct the original file, and then repair the failed node. Particularly, the repair strategy of the remainder nodes of code C 4 is almost the same as that of the base code.
Theorem 3: For each i ∈ [0, k), remainder node i of the (n, k) MDS code C 4 has the same normalized repair bandwidth and rebuilding access as those of the base code if (i) The repair strategy for remainder node i of the base code is naive, or (ii) There exists some matrix S i such that S i,k+ j
Proof: If the repair strategy for remainder node i of the base code is naive, then remainder node i of code C 4 can also be naively repaired due to the MDS property of code C 4 .
Let us now focus on the general case. Recall from the repair mechanism of the base code that, for l ∈ [0, r ), f
for all j, l ∈ [0, r ) with j = l. The repair process for remainder node i of code C 4 can be repaired using the following three steps: (7), (3) and (4), we can compute
, invoke the repair procedure of the base MDS code to regenerate f
The above analysis, together with the fact that the subpacketization level of code C 4 is r times as that of the base code, implies the desired result.
Corollary 1: If the repair strategy for remainder node i of the base code is naive, then the repair bandwidth profileβ and the rebuilding access profileδ of remainder node i of the code
Otherwise, we havê
Consequently, if a remainder node has the optimal repair bandwidth or the optimal rebuilding access in the base code, the resultant code C 4 will maintain the same optimality.
Remark 1: Note that in all the aforementioned (n, k) MDS codes [12] - [14] , [17] , [19] except the Zigzag code [15] , simple repair matrices with the form S i, j = S i are used. In fact, it was shown in [30] 
as we used in Section IV-A.
C. A Substitution Technique for Step 3 -Target Nodes Unchanged
In step 3 of the generic transformation in Section IV-B, we modified the data at the r target nodes of code C 3 to endow them with the optimal repair property. However, the resultant code C 4 is no longer of systematic form if some r systematic nodes are chosen as the target nodes. In this subsection, we provide an alternative solution, which endows any r target nodes with the optimal repair property, but maintaining the systematic form of the code. This alternative approach allows us to modify the data at some r remainder nodes by pairing the target nodes' data components at these nodes, essentially substituting the original pairing operation on the target nodes.
Without loss of generality, we choose the last nodes as target nodes and modify the data at the first r nodes. Recall that the base code C 1 is an MDS code, which implies that f
for some nonsingular matrices A j,0 , · · · , A j,k−1 of order N, where the second equality follows from (3). Based on the MDS code C 3 and (4), we can define a new storage code C 4 as given in Table IX , where 
In this sense, the new code C 4 can be obtained by pairing the data at the target nodes of the storage code C 3 in Table X [23] and [22] , which is named pairwise coupling transformation (PCT) in [20] . As seen from the three steps of our generic transformation, in addition to the main conceptual differences discussed in Section II, a few more subtle differences are that 1) our generic transformation is valid for both scalar MDS codes and vector MDS codes, while the PCT in [23] and [22] 
V. APPLICATIONS OF THE GENERIC TRANSFORMATION
In the previous section, we provided a generic method that can transform any known nonbinary (n, k) MDS codes into a new (n, k) MDS code with the optimal rebuilding access for an arbitrary set of r nodes while preserving the normalized repair bandwidth and the normalized rebuilding access of the other k nodes. In this section, we discuss two specific applications of the transformation, which provide solutions to two long standing problems in this area.
A. Constructing All-Node-Repair MDS Codes
Clearly, if we start with a base nonbinary MDS code C 1 which has the optimal repair bandwidth (or the optimal rebuilding access) for the systematic nodes only, such as the MDS codes constructed in [11] , [13] , [15] , [17] , and [19] , we can apply the transformation by taking the parity nodes as the target nodes, and obtain an MDS codes C 4 with the optimal repair bandwidth (or the optimal rebuilding access) for both the systematic nodes and the parity nodes. Moreover, C 4 uses the same finite field as the base code, and has a sub-packetization level a factor of r as large as that of the base code.
B. Building Optimal Repair Codes From Scalar MDS Codes
Suppose that we choose an (n, k) scalar MDS code, such as a Reed-Solomon code, as the base code Q 1 . Let m = n/r where r = n − k. By applying the transformation m times, we can get MDS codes Q 2 , Q 3 , · · · , Q m+1 . In the i -th round transformation, where i ∈ [1, m], we choose code Q i as the base code, nodes (i − 1)r, (i − 1)r + 1, · · · , ir − 1 as the target nodes if i < m and nodes k, k + 1, · · · , n − 1 otherwise, and denote the resultant code as Q i+1 . Obviously, the above procedure eventually gives an MDS code Q m+1 over F q with q ≥ n, i.e., the same as the base code, while the subpacketization level is r n/r , which matches the lower bound in [20] and thus optimal except when r |(n − 1). It is worthy noting that the field size of the (n, k) MDS code Q m+1 might be smaller than that of the codes proposed in [22] and [23] when r n, which require the field size q ≥ r n r , as shown in Table III .
Particularly, we can also instead apply the transformation only t times in the above procedure, where t ∈ [1, k/r ]. This yields an (n, k) MDS code with the optimal rebuilding access for tr nodes, while the sub-packetization level is r t , which is also optimal with respect to the bound for the subpacketization level of (n, k) MDS codes with the optimal rebuilding access for tr nodes [20] . Figure 1 reveals the procedure of the second application.
In the following, we provide an example of the second application. Fig. 1 . The second application of our generic transformation, where T denotes our generic transformation and a white (resp. gray) rectangle denotes a storage node without (resp. with) the optimal rebuilding access. 
VI. CONCLUDING REMARKS
In this paper, we proposed a generic transformation that can be applied on any nonbinary existing MDS code, which produces new MDS codes with some arbitrarily chosen r nodes having the optimal repair bandwidth and the optimal rebuilding access. Furthermore, we provided two important applications of this transformation to yield MDS codes with the optimal repair property. Given the generic nature of the proposed transformation, we anticipate it can be applied or extended to more cases and then lead to more desired storage codes. In fact, the code construction for delayed parity generation reported in [31] is indeed partly inspired by the generic transformation proposed here.
