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resumo A comunicac¸a˜o e a cooperac¸a˜o entre milhares de milho˜es de neuro´nios
esta´ na base do poder do ce´rebro. Como e´ que func¸o˜es cerebrais com-
plexas emergem da dinaˆmica celular? Como e´ que grupos de neuro´nios
se auto-organizam em padro˜es de atividade? Estas sa˜o questo˜es cru-
ciais em neurocieˆncias. Para as responder e´ necessa´rio ter um so´lido
conhecimento teo´rico sobre como os neuro´nios comunicam ao n´ıvel mi-
crosco´pico, bem como de que forma ocorre atividade coletiva. Nesta
tese pretendemos compreender como e´ que feno´menos coletivos com-
plexos podem emergir num modelo simples de redes neuronais. Usando
um modelo com excitac¸a˜o e inibic¸a˜o balanceadas e uma arquitectura
de rede complexa, desenvolvemos me´todos anal´ıticos e nume´ricos para
descrever a sua dinaˆmica neuronal. Estudamos como e´ que a interac¸a˜o
entre neuro´nios gera va´rios feno´menos coletivos, tais como o apareci-
mento espontaˆneo de oscilac¸o˜es de rede e convulso˜es epile´pticas, assim
como tambe´m examinamos a forma de antecipar as transic¸o˜es para
esses estados.
No nosso modelo mostramos que os va´rios regimes dinaˆmicos sa˜o
separados por transic¸o˜es de fase, e investigamos as correspondentes
bifurcac¸o˜es e feno´menos cr´ıticos. Isto permite-nos sugerir uma ex-
plicac¸a˜o qualitativa do efeito Berger, e investigar feno´menos tais como
avalanches, ﬁltro passa-faixa, e ressonaˆncia estoca´stica. O papel da
estrutura modular na detec¸a˜o de sinais fracos e´ tambe´m discutido.
Ale´m disso, encontramos excitac¸o˜es na˜o-lineares que podem descrever
spikes parox´ısticos observados em eletroencefalogramas de ce´rebros
epile´pticos. Tal permite-nos propor um me´todo para prever convulso˜es
epile´pticas.
A memo´ria e a aprendizagem sa˜o func¸o˜es chave no ce´rebro. Existem
evideˆncias de que estes processos resultam de alterac¸o˜es dinaˆmicas na
estrutura cerebral. Ao n´ıvel microsco´pico, as conexo˜es sina´pticas sa˜o
pla´sticas e sa˜o modiﬁcadas de acordo com a dinaˆmica dos neuro´nios.
Por isso, generalizamos o nosso modelo de modo a considerar a plasti-
cidade sina´ptica e mostramos que o conjunto de regimes dinaˆmicos se
torna mais rico. Em particular, encontramos oscilac¸o˜es de modo misto
e um regime de atividade neuronal cao´tica.

keywords neuronal networks, nonlinear phenomena, oscillations, phase transi-
tions, stochastic resonance, epilepsy, synaptic plasticity.
abstract Communication and cooperation between billions of neurons underlie
the power of the brain. How do complex functions of the brain arise
from its cellular constituents? How do groups of neurons self-organize
into patterns of activity? These are crucial questions in neuroscience.
In order to answer them, it is necessary to have solid theoretical under-
standing of how single neurons communicate at the microscopic level,
and how cooperative activity emerges. In this thesis we aim to under-
stand how complex collective phenomena can arise in a simple model of
neuronal networks. We use a model with balanced excitation and inhi-
bition and complex network architecture, and we develop analytical and
numerical methods for describing its neuronal dynamics. We study how
interaction between neurons generates various collective phenomena,
such as spontaneous appearance of network oscillations and seizures,
and early warnings of these transitions in neuronal networks.
Within our model, we show that phase transitions separate various dy-
namical regimes, and we investigate the corresponding bifurcations and
critical phenomena. It permits us to suggest a qualitative explanation
of the Berger eﬀect, and to investigate phenomena such as avalanches,
band-pass ﬁlter, and stochastic resonance. The role of modular struc-
ture in the detection of weak signals is also discussed. Moreover, we
ﬁnd nonlinear excitations that can describe paroxysmal spikes observed
in electroencephalograms from epileptic brains. It allows us to propose
a method to predict epileptic seizures.
Memory and learning are key functions of the brain. There are evi-
dences that these processes result from dynamical changes in the struc-
ture of the brain. At the microscopic level, synaptic connections are
plastic and are modiﬁed according to the dynamics of neurons. Thus,
we generalize our cortical model to take into account synaptic plasticity
and we show that the repertoire of dynamical regimes becomes richer.
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This chapter is organized in the following way. First, we give a short overview of
the present eﬀorts to understand the brain. Second, we consider the History of brain
study (mainly according to Ref. [1]). Since this thesis is a theoretical study on neuronal
networks, a brief historical review about mathematical models in neuroscience is then
presented. Fourth, we succinctly explain how network theory can help us study the brain.
In this thesis we focus on a particular set of problems. Here, we brieﬂy review them: brain
rhythms, stochastic resonance, band-pass ﬁlter, phase transitions and a disease, epilepsy.
Finally, we present the outline of this thesis.
1.1 The brain quest
“Solving the brain” has been stated as the main quest in science for the 21st century.
This assertion is supported by the recent millionaire investments in Europe (the Human
Brain Project directed by Henry Markram) and in USA (the Brain Research through Ad-
vancing Innovative Neurotechnologies (BRAIN) Initiative co-chaired by William Newsome
and Cornelia Bargmann), whose main goal is to improve our understanding of how the
brain works [2]. The brain is the most complex organ, about which the scientists know
very little. The pursuit to understand the functioning of the brain promises not only ap-
plications in medicine, but also in robotics, computer science, and artiﬁcial intelligence.
Neuroscientists believe that chronic diseases such as Alzheimer’s disease, Parkinson’s dis-
ease and other neurodegenerative diseases may be cured when we understand them better.
Hopefully, all health problems related with brain function might be solvable. For instance,
neuroscientists think that in a near future it might be possible to treat traumas by simply
localizing them in the brain and then purging them, using drugs or surgery [3]. At the
intersection between neuroscience and robotics many other applications may emerge, for
example in the way we communicate with computers and machines in general. There are
already some video games that implement this idea, and also technologies for disabled
people that need help from machines in order to communicate or move (neuroprosthetics,
for instance) [4]. One can expect that all these technologies will continue to be perfected as
1
we study the brain. The intersection between neuroscience, robotics and computer science
points out the fact that this is a multidisciplinary ﬁeld that involves not only clinicians
and physicians, but also scientists from mathematics, physics, chemistry, biology, computer
science, and other sciences.
1.2 A brief historical review about the understanding
of the brain
The History of our understanding of the brain goes back to the Greek physician, surgeon
and philosopher Galen, who proposed that the brain controls the motion of our body
[5]. This is still correct according to our current knowledge. However, he also proposed
that nerves convey a ﬂuid from the brain and spinal cord to the body, a view that held
until the late 1800s, when Camillo Golgi developed a way to stain neurons to reveal their
structure, and Ramo´n y Cajal showed that the nervous tissue is not a continuous web
but instead a network of discrete neurons. The idea regarding the ﬂuid secreted by the
brain was previously questioned by physiological investigations in the eighteenth century
by Luigi Galvani, who found electricity in living muscles and nerve tissue. Then, after
Cajal revealed the discrete nature of nerve cells, Emil DuBois-Reymond, Johannes Mu¨ller
and Hermann von Helmholtz discovered that one neuron can use electricity to aﬀect the
activity of an adjacent cell in a predictable way.
On the other hand, the brain was (and is) also studied by psychology, the study of
human and animal behaviour. Its History also dates back to the classical Greek philosophy,
which was only concerned about the human mind. The importance of studying animals as
models of human behaviour was only recognized after the contributions of Charles Darwin
to the continuity of species in evolution. At the end of the eighteenth century, Franz
Joseph Gall made the connection between psychology and neurobiology. This physician
and neuroanatomist suggested three radical new ideas. First, he proposed a generalization
of Galen’s concept: the brain not only controls the body, but it is responsible for all
behaviour. Second, he advocated that it was possible to divide the cortex in 35 organs,
each controlling a speciﬁc behaviour (hope, imitation, generosity, etc., were assigned to a
speciﬁc region in the brain). Finally, Gall argued that each region could grow with use
like a muscle. In the beginning of the nineteenth century, Pierre Flourens subjected the
second idea to experimental analysis and concluded that all brain regions participate in
every behaviour, in contrast to Gall’s ideas (the experiments consisted in removing brain
regions from animals, in order to discern the contribution of each one). This is now known
as the aggregate field view of the brain, which was widely accepted in part as a cultural
reaction against the biological reductionism of the human mind (the inexistence of the
soul). The belief of Flourens was stated in 1823. About thirty years later, J. Hughlings
Jackson was the ﬁrst to seriously challenging it. He studied epilepsy and showed that
sensory and motor functions can be tracked to diﬀerent regions of the brain. This fact and
the neuron doctrine of Ramo´n y Cajal, that identiﬁed single neurons as the elementary
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signalling units of the nervous system, were brought together into a new view of brain
function, the cellular connectionism. According to this view, neurons are organized in
functional groups and are connected in a precise way. This organizational principle is
diﬀerent from Gall’s ideas, because each group of neurons is not responsible for a speciﬁc
behaviour, but instead it is responsible for a function, such as visual processing, motor
control or language. The reason why this principle was not found before is related with
what is now known as parallel distributed processing. In fact, many cognitive, sensory and
motor functions are operated by use of multiple neural pathways, and when one is damaged,
others may partially compensate. That is why Flourens was deceived by his experiments.
Currently, several neural pathways have been identiﬁed and precisely mapped in the brain
[1]. Indeed, much of the present research has been devoted to ﬁnd the human connectome
[6, 7]. However, knowing the connectome does not imply understanding the brain. The
connectome of the worm Caenorhabditis elegans is already known, but instead of clarifying
how its brain functions, it can only provide a starting point for further studies [8].
Pierre Paul Broca was the ﬁrst neurologist being able to localize a function in the
brain. He had a patient who could understand language but was unable to speak. After
the patient died, Broca analysed his brain and found a localized lesion in a region which
is now known as Broca’s area (area in the frontal lobe, left hemisphere). The examination
of other cases conﬁrmed the relation between that lesion and the speciﬁc deﬁcit. In 1864,
Broca announced the famous phrase: “We speak with the left hemisphere!” (This is not
entirely correct, because the right hemisphere also plays a role regarding the expression of
emotion.) In the next decade, Karl Wernicke studied patients who had an “opposite” deﬁcit
to those examined by Broca: they were able to speak but unable to comprehend language.
Surprisingly, Wernicke found a lesion in a diﬀerent region of the brain (Wernicke’s area).
On the basis of this discovery, and generalizing for other functions, he proposed the idea of
distributed processing, which is nowadays considered central in our understanding of brain
function.
At the beginning of the last century, Korbinian Brodmann took a diﬀerent approach. He
distinguished 52 areas in the human cerebral cortex based on the cytoarchitectonic method.
This method consisted in dividing areas on the basis of variations in nerve cell structures
and in the characteristic arrangement of theses cells into layers. Broadmann’s scheme of
the brain has been continuously updated and is still used today. In fact, Broadmann’s
anatomical areas of the cortex correspond to diﬀerent physiological functions. In other
words, these areas can be distinguished using independent criteria. Subsequent research
has shown that the brain is divided into many more areas and that in each area it is even
possible to individualize further functional specialization at the level of single columns of
neurons.
In 1958, David H. Hubel and Torsten N. Wiesel made a breakthrough in the under-
standing of the fundamental organizational principles of the brain [9] (and because of it
they won the Nobel Prize in Physiology or Medicine in 1981). They studied the activity of
neurons in the primary visual cortex of anesthetized cats. They presented visual stimulus
to the animal’s eyes and measured the activity of neurons using an electrode inserted into
the cat’s brain. Surprisingly, the neurons were silent. However, they noticed one day that
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Figure 1.1: Orientation selectivity of neurons in the primary visual cortex. Hubel and
Wiesel found that particular neurons respond preferentially to a certain edge orientation
of the visual world (in the graph, vertically oriented) [9].
the neuron could ﬁre whenever they changed the presented slide. Then, they realized that
the neuron could respond to speciﬁc edge orientations in the picture (see Fig. 1.1), instead
of patterns of light (or dots at speciﬁc locations of the retina, as retinal neurons). From
this original ﬁnding, these neurophysiologists and others went on to ﬁnd other neurons that
react to other speciﬁc attributes, such as the direction of motion, speciﬁc colors, and even
further specialization as speciﬁc objects, hands and faces (in the farthest regions of the
cortical tissue, more distant in the neural tract from the sensory receptors). Two funda-
mental principles emerged: neurons that respond to the same feature are grouped together
and there is a hierarchical organization of specialization in the sensory system (i.e., more
complex attributes of the sensory input are processed in higher cortical regions, further
away from the sensory receptors). Thus, individual brain regions process elementary oper-
ations and therefore abilities as thought, memory, perception and movement are the result
of the serial and parallel “computing” of many speciﬁc brain regions. The most striking
example is the fact that even our consciousness is not unitary. Roger Sperry and Michael
Gazzaniga found that if the main tract connecting the two hemispheres, the corpus callo-
sum, is removed (as a treatment for epilepsy, for instance), it disrupts consciousness, which
is splitted in two. In this case, each hemisphere is able to order a diﬀerent command to
the body at the same time! Indeed, Sperry and Gazzaniga observed a patient who would
dress his clothes with one hand, while taking them oﬀ with the other [1] (note that the left
hemisphere controls the right side of the body, whereas the right hemisphere controls the
left).
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1.3 Mathematical models in neuroscience
In 1907, Louis Lapicque introduced the integrate-and-ﬁre model [10, 11]. This model
captures the essential features of neurons: they sum the signals sent by other neurons and
then they ﬁre if the sum is larger than a threshold. Although over a century has passed,
the model is still used nowadays in computational neuroscience (usually when the purpose
is to simulate large networks of neurons).
Warren McCulloch and Walter Pitts proposed the ﬁrst model of artiﬁcial neurons in
1943 [12]. In this model, the activity of neurons has a binary character (it is either 0 or
1 corresponding to an inactive or an active neuron, respectively). Thus, McCulloch and
Pitts were the ﬁrst to study artiﬁcial neural networks.
In 1949, Donald Hebb introduced in his book [13] what is now known as the Hebb’s rule:
“Cells that ﬁre together, wire together.” It is the basis of the Hebbian theory. This theory
proposes that during learning processes the synaptic strength between neurons changes
depending on their activity. The memory is somehow stored in the synaptic eﬃcacies.
Alan Hodgkin and Andrew Huxley received the Nobel Prize in 1963 for their model of
the squid giant axon proposed in 1952 [14]. It provided the ﬁrst mathematical description of
an action potential (for more details see Chapter 2). The Hodgkin-Huxley model continues
to be the most complete mathematical model of a neuron and is widely used today in
computational neuroscience.
The Hodgkin-Huxley model belongs to the category of micro-scale models in which
the dynamical behaviour of individual neurons is well described as well as the interaction
between neurons and their local environment. Due to computational limitations, neuronal
networks composed of Hodgkin-Huxley neurons are usually small (see for instance the
recent papers [15, 16] where a few hundred neurons were considered). A diﬀerent approach
is to model the dynamics of neuronal ensembles rather than the dynamics of individual
neurons. These kind of models are called macro-scale models. The idea is to describe the
dynamical state of a large population of neurons by use of the distribution function that
determines the probabilistic evolution of that population [17]. Wilson and Cowan were
pioneers in this framework in the 1970s [18, 19].
All these models illustrate a very important principle in our current understanding of
the brain: the remarkable function of the brain is not due to the complexity of its neurons,
but instead the complexity of the connections and interactions between its neurons [1].
1.4 Network theory and neuronal networks
A network (graph) is a set of nodes (vertices) connected by links (edges) (see Fig. 1.2).
Network theory studies the structural properties of networks [20–22]. In the last two
decades many diﬀerent types of networks have been investigated, including social networks
(where nodes are people and links are friendships, for instance), World Wide Web (web
pages are connected by hyperlinks), networks of citations between papers, and many oth-
ers. In particular, neuronal networks have been getting growing attention from scientists.
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Figure 1.2: A network is a set of vertices connected by edges [22].
Figure 1.3 shows a photo of a neuronal network in vitro. In this case, the nodes are the neu-
rons and the links are the synapses. Interestingly, many structural properties of neuronal
networks in the brain are similar to properties of other complex networks [6, 7, 23, 24].
Neuronal networks are small-world networks. The small-world properties emerge when the
average shortest path between two nodes (characteristic path length) is much shorter in
comparison with ordinary lattices. In neuronal networks, it is a consequence of neurons
having long axons, which facilitates the interaction between neurons. One can also mea-
sure the number of synapses per neuron and construct the degree distribution. This degree
distribution follows a power law [23]. In other words, neuronal networks are scale-free
(a term that derives from the fact that power-law distributions are scale-invariant). This
property makes the network robust against random attacks [20] and conversely vulnerable
against targeted attacks on neurons with the highest degrees (hubs). Hubs may play an
important role in hyperexcitability stimulated by brain injury [25], providing a mechanism
for orchestrating synchrony [26], or integrating multisensory information [27]. Recently, a
“rich club” of densely interconnected hub regions was found in the human brain [28, 29]
which is similar to “rich clubs” studied in other real complex systems [30, 31]. This rich
club is of crucial importance for global brain communication [28, 29].
Another important structural property is that, in the brain, neurons of similar function
are grouped together in columns (or modules). This fact is responsible for high cluster-
ing coeﬃcients measured in neuronal networks [23]. The columnar organization of the
neocortex has been documented in studies of sensory and motor areas in many species [32–
34]. For example, rat somatosensory cortex has modular organization where neurons form
columns and every column consists of 17000-19000 neurons (each rodent whisker has its
own column) [35]. Even the sensory nervous system of the Caenorhabditis elegans, which
is the smallest nervous system among animals, has modular organization [36].
In the past decade, the growing computational power allowed theoretical neuroscientists
to simulate larger and larger networks of neurons. For instance, Izhikevich et al. consid-
ered neuronal networks composed of a million neurons [38], in order to study spontaneous
activity and emergence of brain rhythms. However, it is diﬃcult to obtain insights only
from simulation studies about the underlying phenomena without a detailed analytical
consideration. Network theory provides a framework to study analytically evolution, dy-
namics, synchronization, collective phenomena, phase transitions and critical phenomena
6
Figure 1.3: Neuronal network in vitro with 5× 106 cells (13100 cells/mm2), scale bar 500
µm [37]. At high densities (larger than 10000 cells/mm2), neurons form clusters like in
vivo.
in networks [39]. All these phenomena are of great importance for the understanding of
neuronal networks.
1.5 Brain rhythms
Brain rhythms are a fundamental form of collective activity of neurons resulting from
interactions between them. They are ubiquitous in the brain and contribute in every aspect
of brain function, from sensory, cognitive processing and memory to motor control (see,
for example, [40–44]).
Hans Berger was a pioneer in the study of the brain’s electrical activity [41]. He believed
that telepathy was possible through an electromagnetic interaction between brains. While
trying to prove it, in 1929 he found “large-amplitude” oscillations (around 10 Hz) from
the lower rear (occipital) part of the skull when the subject’s eyes were close. He called it
“alpha” rhythm, because it was the ﬁrst brain pattern that he observed. When the eyes
were open, the amplitude of the alpha rhythm decreased, giving place to faster oscillations,
the “beta” rhythm. This is the so-called Berger eﬀect. Regarding telepathy, the hypothesis
had to be abandoned, because the electroencephalogram did not record electrical poten-
tials larger than 200µV , which is clearly insuﬃcient to produce electrical currents able to
cross air. Berger was not the ﬁrst to obtain electroencephalographic recordings (EEG).
For instance, in 1913 the Russian physiologist Vladimir Pravdich-Neminski recorded the
electrical activity from the intact surface of dogs’ skulls (he called it “electrocerebrogram”).
Berger stands out because of his numerous control experiments, which provided a powerful
scientiﬁc and clinical method for the study of brain activity.
Since Berger, brain rhythms have been documented in the brains of many mammalian
species. Their origin and physiological functions are an open problem in neuroscience.
Brain rhythms range from very slow oscillations (periods of minutes) to very fast oscil-
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Figure 1.4: Theta waves recorded by EEG from the hippocampus of a rat (adapted from
[45]).
lations (600 Hz) [41]. Following Berger’s classiﬁcation, Greek letters were used to label
subsequently discovered frequency bands: delta (0.5 − 4 Hz), theta (4 − 8 Hz), alpha
(8 − 12 Hz), beta (12− 30 Hz), and gamma (30 − 80 Hz) [41]. Frequencies below 0.5 Hz
are called slow oscillations, and above 80 Hz are called fast (and ultra fast, for frequencies
in the range 200− 600 Hz). While slow oscillations can involve many neurons and emerge
in large brain regions, fast oscillations are generally local, involving smaller brain areas,
mainly because the conduction delays of axons imposes limits in the propagation of fast
oscillations [41]. Figure 1.4 displays hippocampal theta oscillations recorded by EEG from
a rat.
A useful taxonomy of brain rhythms has not been completed, however, one can men-
tion that slower oscillations (delta, theta and alpha) are usually related with calm and rest
states, while faster oscillations (beta and gamma) are associated with alert and high atten-
tion states of the mind. For instance, theta oscillations were measured in the hippocampus
of anesthetized rabbits, whereas theta-alpha oscillations (5 − 10 Hz) were observed in
drug-free conditions [41].
1.6 Stochastic resonance and band-pass filter
Brain rhythms are related to unusual phenomena such as stochastic resonance (SR).
SR is a phenomenon that describes ampliﬁcation and optimization of weak signals by
noise. Figure 1.5 shows an illustrative example of SR in visual perception. The addition
of noise enhances the observer’s perception of an image [46]. SR was revealed in many
physical systems [47]. In the brain, noise is ubiquitous and strongly inﬂuences its function
[48, 49]. Thus, SR is recognized as a possible mechanism that allows the brain (and
particularly sensory systems) to use noise for its own beneﬁt [48–50]. Indeed, there are
experimental evidences that SR can enhance eﬀects of weak intrinsic hippocampal theta
or more widespread gamma oscillations within the brain [51]. Apart from brain rhythms,
SR was observed experimentally in sensory systems [52–55], in central neurons such as
hippocampal CA1 neurons in rat cortex [51, 56, 57], in the human blood pressure regulatory
system [58], and the human brain’s visual processing area [59, 60]. SR is also considered as a
mechanism mediating neuronal synchronization within and between functionally relevant
brain areas [61–63]. It has been studied at the single neuron level and as a collective
phenomenon at the neuronal network level [50].
One other collective resonance phenomenon was observed in the response of rat hip-
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Figure 1.5: Photo of the Big Ben on a 256 gray scale. Noise from a Gaussian distribution
was added to the gray scale values in every pixel. Addition of noise enhances the visual
perception (see the image in the middle) [59].
pocampal neurons to aﬀerent stimulation in vitro [64]. Using a functional imaging tech-
nique, Sasaki et al. revealed that the majority of rat CA1 neurons act collectively like a
band-pass ﬁlter and ﬁre synchronously in response to a limited range of presynaptic ﬁr-
ing rates (20 − 40 Hz), although a few neurons exhibited low pass-like or high pass-like
characteristics [64].
1.7 Phase transitions in the brain
Beyond brain waves and resonance phenomena, interactions between billions of neurons
give rise to phase transitions, self-organization, and critical phenomena in the brain [65, 66].
Phase transitions were observed, for example, in human bimanual coordination [67–72]. In
1981, Kelso asked a subject to move his index ﬁngers antisymmetrically (out-of-phase)
and to increase the frequency of the motion. He observed that the subject’s ﬁngers shift
abruptly to an in-phase symmetrical motion when the frequency was high enough [68]
(see Fig. 1.6). Even though the critical frequency was diﬀerent for diﬀerent subjects, it
was possible to deﬁne a dimensionless parameter, which was constant for all subjects. No
transitions occur when subjects start in-phase [67]. Similar experimental ﬁndings were
reported on hand motions around the wrist [68] and ipsilateral hand and foot movements
[73]. The coordination dynamics between diﬀerent cortical areas has also been studied
using the relative phase between the two respective neuronal populations [74].
A phase transition was also observed in cultured neural networks when stimulated
by an electric ﬁeld [75]. Despite of the simplicity of these living neural networks, they
demonstrate an extremely rich repertoire of activity regimes due to interactions between
hundreds to millions of neurons. An external stimulus is able to induce a global activation
of these networks, a phenomenon that can be explained on the basis of the concept of
percolation without going into details of neuron dynamics [75].
Avalanches is an example of critical collective phenomena that result from the existence
of a phase transition (or self-organized criticality) that was observed in the brain [66, 76–
78]. A neuronal avalanche is a cascade phenomenon, in which the activation of one neuron
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Figure 1.6: Left and right ﬁnger positions (a) and relative phase between the ﬁngers (b) as
function of time when the subject increases the frequency of motion (adapted from [71]).
can cause ultimately the activation of a large cluster of neurons. When the neuronal
network state is near a critical point, the avalanche size distribution follows a power law.
Power-law distributions of neuronal avalanches were ﬁrst observed in vitro [76] and more
recently in vivo [78].
Finally, there are also evidences that epileptic seizures, alpha and gamma oscillations,
and the ultraslow oscillations of blood-oxygen-level dependent (BOLD) functional magnetic
resonance imaging (fMRI) patterns emerge as a result of non-equilibrium phase transitions
in the brain. Mean-ﬁeld approaches for describing these phenomena were discussed in [79].
1.8 Epilepsy
The brain waves described above are associated with healthy behavior, like motor
behavior, sensory processing, attention, spatial navigation, learning, memory and sleep
[41, 80–85]. Nevertheless, healthy brain activity is usually irregular and uncorrelated,
while brain diseases are often characterized by intervals of strongly correlated neuronal ac-
tivity [86]. Indeed, it is now thought that certain neurological diseases are a consequence
of transitions between rhythms [86]. In Alzheimer’s disease, the most common neurode-
generative disorder, there is a shift of the power spectrum to lower frequencies and the
coherence of fast rhythms decreases [87]. The second most common neurodegenerative
disease is the Parkinson’s disease, and in this case beta oscillations are abnormally strong
[88]. Schizophrenia, sleep disorders and migraine are other examples which have been asso-
ciated with altered rhythms and abnormal transitions [86, 89–91]. Yet, the most prominent
example occurs in epilepsy [92].
Epilepsy is characterized by the recurrent occurrence of seizures. J. H. Jackson was
the ﬁrst to notice that epileptic seizures are represented in the brain by an uncontrolled
10
and paroxysmal discharge of a large population of neurons [93]. Depending on the type
of epilepsy, the abnormal activity can be localized (focal) or generalized [94]. It is widely
accepted that the emergence of epileptiform activity is a result of an unbalance between
excitation and inhibition toward excitation, and indeed the easiest way to elicit experimen-
tal seizures is to block inhibition [95]. This view is also in agreement with the fact that
seizures preferentially occur during slow-wave sleep or during the transition from waking to
slow-wave sleep, because there is a strengthening in synaptic transmission [95]. Clinicians
use EEG to evaluate epilepsy, and they observed three main characteristics: occurrence
of a rhythmic pattern during the seizure, which often shows decreasing frequency and in-
creasing amplitude, and the onset and termination of the pattern are unexpected [94, 96].
The last characteristic, the unpredictableness of onset and termination, is one of the main
areas of theoretical research in epilepsy (see, for instance, Refs. [97, 98]). Indeed, if we as-
sume that seizures occur due to phase transitions (or bifurcations, as it is more commonly
studied in this ﬁeld [92]), then it might be possible to predict their occurrence in advance
by analysing critical phenomena that precede the transition [99, 100].
1.9 Synopsis of the thesis
This thesis is about a research on phase transitions and nonlinear phenomena in neu-
ronal network models done from October 2010 until July 2014, at the Physics Department
of Universidade de Aveiro. The present work is the result of a joint collaboration between
me, Marinho Lopes, my supervisor, Prof. Alexander V. Goltsev, and Dr. KyoungEun Lee
(Post-Doc researcher). Consequently, some of the presented ﬁgures in subsequent chapters
were obtained by KyoungEun Lee as the result of simulations that she did (in all the cases
there is a note in the caption of the ﬁgure stating this fact).
In this study, we report analytical and numerical results on an exactly solvable cortical
model with stochastic excitatory and inhibitory neurons on a complex network [101, 102].
The analytical and numerical results are compared with simulations of the model and
experimental data. We take advantage of the recent developments in network theory, in
particular regarding the study of critical phenomena in networks [39], and we apply them
to neuronal networks. We consider that neurons are stochastic because that is their na-
ture, which should not be neglected [103, 104]. Neuronal noise is also taken into account,
because the brain works as a noisy processor [105], where noise plays an important role
[48, 49]. The advantage of our model is that it allows to study both analytically and nu-
merically dynamics of neuronal networks, synchronization and other collective phenomena,
non-equilibrium phase transitions between diﬀerent dynamical states, critical phenomena
that precede the transitions, the role of diﬀerent parameters (which can inﬂuence single
neuron dynamics or network topology), and even synaptic plasticity, which is related with
learning and memory [106–109]. The understanding of these phenomena and mechanisms
enables us to explore stochastic resonance in neuronal networks, to give a qualitative ex-
planation of the Berger eﬀect, to observe neuronal avalanches, to describe band-pass ﬁlter
phenomena, to study the role of modular structure in signal detection, and to investigate
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strong nonlinear phenomena similar to paroxysmal activity observed in epileptic brains. It
is also important to note that our model has both features of micro-scale and macro-scale
models. On one hand, simulations enable us to look into the dynamic behavior of single
neurons; on the other hand, rate equations give us the behavior at the neuronal population
level (which can also be compared with simulations).
Though this thesis is mainly focused on the analysis of the model proposed and dis-
cussed in Refs. [101, 102, 110–114], we also consider other models to study some speciﬁc
questions. In particular, we compare our model with a similar model where the complex
network is substituted by a fully connected network, where each neuron interacts with all
other neurons in the network. We also examine dynamical regimes of a neuronal network
composed of Izhikevich neurons [115] in order to compare with results obtained within our
model. Moreover, we consider a toy model to investigate a subcritical Hopf bifurcation
(the model is presented in [116]). The purpose of this last investigation is to uncover if
such bifurcation shows critical phenomena preceding the bifurcation, because if it does not,
then it is a candidate to describe absence epilepsy (petit mal epilepsy), which is a type of
epilepsy that has been characterized by its unpredictableness. Indeed, “if warning occurs,
the diagnosis of petit mal may be questioned” [117].
This thesis is organized in the following way. In Chapter 2, we review some basic con-
cepts in neuroscience. We focus on how single neurons function and we describe the most
paradigmatic models that have been developed to describe them. We also summarize the
main tools available for neuroscientists to monitor brain activity, because if one wants to
compare theoretical results with experimental data, it is necessary to understand what and
how it is possible to compare. In Chapter 3, we present our model of neuronal networks.
Assumptions and the role of diﬀerent parameters are discussed. In Chapter 4, the model
is analysed. We obtain a phase diagram and we show the diﬀerent dynamical regimes. In
Chapter 5, we ﬁnd the diﬀerent phase transitions and respective bifurcations that occur
when the system transits from one dynamical state to another. We also discuss the reper-
toire of critical phenomena that signal the phase transitions. It is shown how these critical
phenomena can result in a band-pass ﬁlter, and we suggest a qualitative explanation of
the Berger eﬀect on the basis of our model. In Chapter 6, we study stochastic resonance
in our neuronal network model and we mimic the experiments of Gluckman et al. [51].
We further discuss signal detection in sensory systems and we demonstrate that modular
structure improves signal processing. In Chapter 7, we propose a nonlinear mechanism
based on our model to describe paroxysmal spikes observed in EEG from epileptic brains.
Based on this assumption, we reveal early warnings for predicting epileptic seizures. In
Chapter 8, we generalize our model to the case in which synapses can be modiﬁed over
time due to mechanisms of synaptic plasticity. We show the enlarged repertoire of dy-
namical states that the neuronal network can display. Finally, we sum up conclusions in
Chapter 9. Additionally, in Appendix A, we compare patterns of collective activity found
in our model with results obtained in a network composed of Izhikevich neurons [115]. In
Appendix B, we examine a toy model which has a subcritical Hopf bifurcation. Lastly, in
Appendix C, we introduce a new model of neuronal networks similar to the model presented




This chapter is organized in the following way. We start by presenting some general
information about the brain. Then, we review how its main component works, the neuron.
Subsequently, we examine the Hodgkin-Huxley model which is the most well-succeeded
model in neuroscience. Despite its success, the model is not suitable for studying large
neuronal networks because it requires massive computational power to be implemented.
Next, we brieﬂy present two simple models, the leaky integrate-and-ﬁre model and the
Izhikevich model which is used in Chapter 7. For the sake of completeness, we conclude
this introductory chapter to neuroscience by mentioning the diﬀerent experimental tools
used to observe brain activity.
2.1 Neuron morphology
The brain is the organ that controls the body. It processes sensory inputs from the
environment and orchestrates the behavior of the organism in order to promote its welfare.
Perception, cognition, learning, memory, etc., are accomplished by the brain using neurons
and synapses (which connect the neurons). A human brain has about 1011 neurons and 1015
synapses (on average each neuron is connected to ten thousand other neurons). There is
one other type of cell in the brain, the glial cells (glia). Per each neuron one can count 10 to
50 glial cells in the central nervous system of vertebrates. Glia is thought to not be involved
in information processing [1], instead these cells play a critical role on supporting neurons,
by insulating them, by promoting their eﬃciency in signal transmission, by regulating
properties in the synaptic terminals, and by performing other crucial housekeeping tasks.
A neuron is a specialized cell in processing and transmission of electrochemical signals.
Although there are at least a thousand diﬀerent types of neurons, all of them share a
similar structure (see Fig. 2.1). Most neurons have three morphologically deﬁned parts:
the cell body (soma), dendrites, and the axon. The soma performs the metabolic processes
of the cell. It is where the nucleus is located which contains the genes. In turn, the genes
orchestrate the synthesis of new proteins which play a central role on the function of the
cell. The dendrites form tree-like branches and their purpose is to receive signals from
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Figure 2.1: Diagrams of (a) a cortical pyramidal cell, (b) a Purkinje cell of the cerebellum,
and (c) a stellate cell of the cerebral cortex. These images are magniﬁed about 150 fold
[118]. (d) Rat hippocampal neuron in vitro [119].
neighbouring neurons. The dendritic trees can gather information from thousands of cells
or even from hundreds of thousands, like in the case of the Purkinje cell (see Fig. 2.1(b))
which is one of the biggest neurons found in the human brain. In contrast, the axon
transmits the response of the neuron to other cells. While the dendrites are usually short,
the axon is one long tube (its length ranges from 0.1 mm to 3 m).
The electrical signals that the axons convey are called action potentials. They are
fast, transient and all-or-none impulses. They are initiated at the origin of the axon and
conducted along the tube to its end without failure or attenuation. Near its terminal, the
axon branches out to form connections with other cells. The site of connection is called
synapse (actually, the neurons are not anatomically connected, there is a space between
the cells, the synaptic cleft). The axon belongs to the presynaptic cell, the cell transmitting
the signal, while the neuron receiving the signal is known as postsynaptic cell. The neuron
receives signals from the presynaptic terminals which are located in the neuron’s dendrites,
or in the cell body, or even, in a few cases, in the axon (either at the beginning or at the
end of the axon).
Neurons communicate via action potentials with their postsynaptic neighbours. These
signals constitute the “code” by which the brain collects, processes and transmits informa-
tion. Since all the signals are identical, their shape does not deﬁne the information they
carry, but instead the pathway the signal travels in the brain codiﬁes the information [1].
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2.2 Neuron electrophysiology
In Chapter 1, we mentioned that Ramo´n y Cajal was the ﬁrst to identify neurons as
the elementary signalling units of the brain, the neuron doctrine. Actually, he was also
able to understand one other fundamental principle, which is now known as the principle
of dynamic polarization [1]. Electrical signals are conveyed only in one direction inside
a neuron, from the presynaptic terminals to the end of the axon. In fact, it is not one
signal, but a sequence of four: an input signal, a trigger signal, a conducting signal and
an output signal. The trigger signal is related with the “trigger component” of the neuron
that integrates all input signals and determines the conducting signal (and consequently
the output signal).
At rest, neurons maintain a diﬀerence in the electrical potential between the inside
and outside of the cell. A membrane makes the separation. The plasma outside the
membrane is arbitrarily set as 0 V. In these conditions, the resting membrane potential is
typically −65 mV (it can range from −40 to −90 mV depending on the neuron). The cell
is polarized because there is a diﬀerent distribution of ions on either side of the membrane
that may be maintained due to the selective permeability of the membrane to speciﬁc
ions. Ionic currents sustain and propagate the electrical activity of neurons. Four main
species of ions are involved in these transmembrane currents: sodium (Na+), potassium
(K+), calcium (Ca2+), and chloride (Cl−). Diﬀerent concentrations of these ions inside
and outside of a neuron result in electrochemical gradients. Transmembrane currents are
allowed through ion channels and ion pumps. While ion channels can let speciﬁc ions to
diﬀuse rapidly according to the electrical and concentration gradients, ion pumps try to
maintain the gradients [120]. For instance, the Na+ − K+ pump sends out three Na+
ions for every two K+ ions pumped in [121]. Since the cell is polarized, positive and
negative charges accumulate on both sides of the membrane producing an electric potential
across the membrane, the membrane voltage. The ion channels can be either closed or
open depending on the membrane potential, intracellular agents (second-messengers) and
extracellular agents (neurotransmitters and neuromodulators).
Neurons are excitable cells. The membrane potential of these kind of cells can be
quickly and signiﬁcantly altered, and this transient change can be used as a communication
mechanism. If the membrane potential is reduced by, for instance, 10 mV (from −65 mV
to −55 mV), the membrane becomes more permeable to Na+ than to K+. Then, the
inﬂux of Na+ ions makes the inside of the cell less negative relatively to the surrounding
bath, and therefore the membrane potential decreases even further. This positive feedback
mechanism results in an action potential. It lasts typically about one millisecond and
reaches an amplitude of about 100 mV (see Fig. 2.2(a)). Action potentials are originated
at the trigger zone, a region in the initial segment of the axon. Subsequently, the signal is
conducted down the axon at a rate of 1−100 Hz and as fast as 100 m/s. Action potentials
are also commonly called spikes.
Depolarization is the process by which the membrane potential decreases. It enhances
the probability of the cell to ﬁre a spike and is therefore excitatory. Hyperpolarization is
the opposite process in which the membrane potential increases, it is inhibitory. In this
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Figure 2.2: (a) An action potential recorded from a rat neocortical pyramidal cell in vitro.
(b) Diagram of a synapse. The neurons do not touch, there is a “cleft”. The axon terminal
of the presynaptic neuron appears from the top of the ﬁgure, while the dendrite of the
postsynaptic neuron is represented below. When an action potential arrives at the axon
terminal, it makes the synaptic vesicles to release neurotransmitters into the cleft, which
then bind to receptors on the dendritic spine [118].
case, the likelihood of ﬁring is reduced. In theoretical neuroscience it is widely assumed
that neurons can be either excitatory or inhibitory depending on how they inﬂuence their
postsynaptic neighbours (either depolarizing or hyperpolarizing them, respectively). It is
called the Dale’s principle [122]. An example of an excitatory neuron is the pyramidal
cell in the cortex (see Fig. 2.1(a)), and the stellate cell (see Fig. 2.1(c)) is an example of
an inhibitory neuron. In both cases, a spike ﬁred by a neuron promotes the release of
neurotransmitters by the synaptic vesicles into the synaptic cleft (see Fig. 2.2(b)). In turn,
the neurotransmitters bind to receptors at the postsynaptic side of the synapse, where it
opens ion channels. Inhibition or excitation are not determined by the neurotransmitters,
but by its receptors. For instance, the neurotransmitter dopamine can be both involved in
depolarization or hyperpolarization depending on the receptor of the postsynaptic neuron.
As mentioned above, action potentials are very important because they are the only
way that neurons can communicate over long distances. They are actively regenerated
along axon processes without attenuation in contrast with potential ﬂuctuations that are
attenuated over distances of about 1mm or less. The positive feedback mechanism that
results in a spike is only triggered if the input is larger than a threshold. This threshold
depends on the recent activity history of the neuron. After an action potential is ﬁred,
there is an absolute refractory time during which the neuron is not able to ﬁre another
spike. Then, there is a refractory time, in which the ﬁring probability is low. All these
characteristics vary from neuron to neuron, because, for instance, diﬀerent neurons have
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Figure 2.3: Equivalent circuit of a patch of a neuron’s membrane [121]. Inside and outside
refer to the intracellular and extracellular medium, respectively.
diﬀerent ion channels. On the other hand, synapses can be modiﬁed over time due to
synaptic plasticity, which in turn inﬂuences on the eﬃcacy of neuronal communication.
Synapses change through experience and learning (besides development and regeneration).
Though there are diﬀerences among neurons, the general mechanisms of electrical sig-
nalling are remarkably similar [1]. If we understand the molecular mechanisms involved
in one kind of neuron, then we basically comprehend these mechanisms in most kinds of
neurons. That is why the work of Hodgkin and Huxley is so important in neuroscience.
2.3 Hodgkin-Huxley model
Alan Hodgkin and Andrew Huxley introduced a conductance-based model to describe
how currents depend on the potential in the squid giant axon. They used the giant axon
of a squid because it is a very large axon (up to 1 mm in diameter). The respective neuron
is responsible for controlling part of the water jet propulsion system, which is used by
the squid when it wants to move fast through the water (to escape from predators, for
instance). In their pioneering study in 1952 [14], Hodgkin and Huxley inserted voltage
clamp electrodes inside of the axon and they determined that the squid giant axon has
three major currents: a voltage-gated persistent K+ current, a voltage-gated transient
Na+ current, and an Ohmic leak current (which is mainly a Cl− current).
Besides the currents distinguished by Hodgkin and Huxley, one can also consider a Ca2+
current. The electrical properties of the membrane can be represented by an equivalent
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circuit as in Fig. 2.3. The Kirchhoﬀ’s law dictates the equation,
CV˙ = I − INa − ICa − IK − ICl, (2.1)
where C is the membrane capacitance (C ≈ 1.0µF/cm2), V is the membrane potential,
I represents additional current sources or sinks (for example, synaptic current or injected
current via an electrode), and INa, ICa, IK and ICl are the ionic currents. V˙ denotes the
time derivative of the membrane potential. The ionic currents depend on their respective
conductances,
IX = gX(V −EX). (2.2)
HereX is one of the ionic species, gX is the conductance of ionX, and EX is the equilibrium
potential of this current (Nernst equilibrium potential). For example, when V = ENa, the
net Na+ current is zero. Note that inward currents increase the membrane potential
(depolarization), whereas outward currents make it more negative (hyperpolarization).
In general, the ionic currents of neurons are not Ohmic, which means that the conduc-
tances are not constant (in the particular case of the squid giant axon, there are only two
major currents, Na+ and K+, and the Cl− can be considered Ohmic).
Typically, the conductances depend on the membrane potential V and on time. The
conductance of an ion is proportional to the number of open ion channels for that ionic
specie. The proportion p of open ion channels is
p = mahb, (2.3)
where m characterizes the activation gates, and h describes the deactivation gates. a and
b are the numbers of activation and deactivation gates, respectively. Some ion channels
only have activation gates (b = 0), which means they do not inactivate, and in this case
the ionic current is called persistent (like the K+ current in the squid giant axon). In
contrast, when b = 0 the channels have inactivation gates and they result in transient
currents (as the Na+ current in the squid giant axon). The dynamics of the activation





where m∞(V ) is the voltage-sensitive steady-state activation function and τ(V ) is the time
constant. These two functions can be measured experimentally. The inactivation variable h
can also be described by an equivalent ﬁrst-order diﬀerential equation, with the respective
voltage-sensitive steady-state inactivation function and time constant.
In general, all conductance-based models are regarded as Hodgkin-Huxley models. They
usually consist of at least four equations and tens of parameters that describe the membrane
potential and the ionic currents (and their activation and inactivation variables). These
models are important because the parameters are biologically meaningful and measurable,
and they allow us to obtain insights about biophysical processes related to single neuron
dynamics (synaptic integration, for instance). Unfortunately, the model is very expensive
to implement, requiring massive computational power when the purpose is to model the
dynamics of hundreds or thousands of neurons [121, 123].
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2.4 Simple model of spiking neurons
The leaky integrate-and-ﬁre (I&F) model is the most widely used model in computa-
tional neuroscience, because it is the simplest and the cheapest in computational cost [123].
The membrane potential v is described by the ﬁrst-order diﬀerential equation,
v˙ = I + a− bv, (2.5)
where I is the input current, and a and b are parameters. Additionally, when v ≥ vth,
the membrane potential is assumed to ﬁre a spike, and v is reset to a potential c. The
threshold value vth and reset value c are also parameters of the model.
The I&F neuron is an integrator. It integrates the input and the likelihood of ﬁring
increases as the frequency of the input becomes larger. It also displays tonic spiking, that is,
the neuron ﬁres a train of spikes while excited by an input (if the input is a dc current, the
neuron ﬁres spikes with constant frequency). Many neurons present this kind of behavior,
like the regular spiking (RS) excitatory neurons, and fast spiking (FS) inhibitory neurons
in the cortex [124, 125]. Moreover, it is Class 1 excitable (like RS neurons), which means
that the frequency of tonic spiking depends on the amplitude of the input. Indeed, Class
1 excitable neurons are good predictors of the strength of the stimulation due to this
dependence [123]. In contrast, Class 2 excitable neurons are unable to ﬁre low-frequency
spikes. They can either ﬁre trains of spikes with large frequency (say, 40 Hz), or be inactive
[123].
This simple model can only describe the three neuro-computational features mentioned
above. Izhikevich distinguishes 20 prominent features of biological spiking neurons in [123].
Obviously, the Hodgkin-Huxley model exhibits all properties (at diﬀerent parameters). In
2003, Izhikevich proposed a simple model of spiking neurons [115] that can also show all
these features [121, 123], despite being about one hundred times faster in simulations than
the Hodgkin-Huxley model. The downside is that the Izhikevich neuron is not biophysically
meaningful as the Hodgkin-Huxley neuron.
The spiking model by Izhikevich [115, 121, 123] consists of two diﬀerential equations,
v˙ = 0.04v2 + 5v + 140− u+ I, (2.6)
and
u˙ = a(bv − u), (2.7)
where v and I are once again the membrane potential and the current, respectively. The
values were chosen so that v has mV scale and time has ms scale. u represents a mem-
brane recovery variable, which accounts for the dynamics of the ionic currents that provide
negative feedback to v. When the membrane potential reaches 30 mV, v is reset to c and
u is reset to u+ d. a, b, c, and d are the parameters of the model. Note that the value 30
mV is not the threshold for generating a spike, but its apex. The threshold is not ﬁxed, it
depends on the history of the membrane potential, like in real neurons.
This simple model of spiking neuron has been used to study large neuronal networks
(see, for example, Ref. [38]), in order to investigate collective phenomena and, particularly,
brain rhythms. We use this model in Chapter 7.
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Figure 2.4: Multiple electrodes are placed on the scalp in order to monitor cerebral activity.
The recorded activity is called electroencephalogram [41].
2.5 Monitoring brain activity
On one hand, theoretical neuroscientists model single neurons and populations of neu-
rons; on the other hand experimentalists and clinicians measure activity of real neurons.
For a theoretician, it is important to know what are the tools that experimentalists use in
order to be able to construct models that can be compared to experimental measurements
(or alternatively, the theoretician should know what is the experimental technique that is
more similar to his model). Here, we brieﬂy refer some of the most important tools used
to monitor brain activity following Ref. [41].
We have already mentioned the electroencephalogram (EEG), which continues to be
one of the most used experimental methods to record brain activity (specially among
clinicians). It is noninvasive (the electrodes are placed on the scalp, see Fig. 2.4) and
it records voltage changes on the scalp due to neuronal activity. The spatial resolution
is low and the determination of the speciﬁc source of the electrical ﬁeld is a challenge.
Therefore, it is not used to determine the spatial location of neural activity related to a
certain thought, for instance. Nevertheless, the technique is good enough to determine
whether the brain is alive or dead, or whether it is awake or sleeping. It is also possible to
notice a brain seizure in a EEG, as discussed in Chapter 1. On the good side, the temporal
resolution is excellent. Thus, EEG is adequate to measure average brain activity at the
macro-scale with ﬁne time resolution. (Increasing the number of electrodes on the scalp
enhances the spatial resolution only up to a limit, at which nearby electrodes measure
approximately the same activity.)
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When spatial information is relevant, one uses extracellular electrodes implanted in the
brain. This is an invasive procedure, because it requires surgery to implant the electrodes.
The electrodes can be used either to measure action potentials of single neurons or to record
synaptic events of populations of hundreds or thousands of neurons (local ﬁeld potential).
They can be separated because the time scales are diﬀerent. Action potentials appear
at frequencies above 300 Hz and local ﬁeld potentials are measured below 300 Hz [126].
These techniques are used, for instance, when it is necessary to localize a precise anatomical
structure, which is responsible for a certain abnormality, in order to surgically remove it.
Instead of depth electrodes, it is also possible to use subdural grid recordings. In this case,
the electrodes are placed on the surface of the brain. It still requires surgery, but it is less
invasive, and therefore less risky than the deep wire electrodes. These recordings are called
electrocorticograms and they provide a signal with amplitude an order of magnitude larger
than the EEG. The spatial resolution is also improved, because the electrodes capture
activity from a smaller brain region.
Obviously, invasive procedures are only used in unhealthy people and experimental
animals. If one wants to improve spatial resolution while keeping the remarkable tem-
poral resolution of EEG and without using an invasive procedure, one can use a magne-
toencephalogram (MEG). In this case, instead of monitoring electric ﬁelds, the technique
records magnetic ﬁelds. The magnitude of the magnetic ﬁelds generated by neuronal ac-
tivity is very small (smaller than 0.5 picotesla), but fortunately it is possible to record
these magnetic ﬁelds with a SQUID (superconducting quantum interference device). Like
with EEG, the MEG also uses many sensors around the head to improve spatial resolu-
tion. The advantage of MEG is that no distortion occurs in the skull and scalp allowing a
better spatial resolution than EEG. Interestingly, MEG and EEG record diﬀerent types of
activity, because MEG favors the speciﬁc currents (with speciﬁc directions) that generate
the detected magnetic ﬁelds.
Functional magnetic resonance imaging (fMRI) also detects magnetic ﬁelds, but the
method is diﬀerent from MEG. First, note that fMRI and MRI are diﬀerent methods. In
the case of magnetic resonance imaging, a short pulse of a strong magnetic ﬁeld aligns
the dipoles of hydrogen atoms, which subsequently return to their original alignment by
releasing energy that is detected with a “receiver coil” (placed around the head). The
technique provides consecutive brain slices, because the electromagnetic ﬁeld is injected
consecutively into single planes. MRI provides much better images of the brain than
X-ray and other scanning technologies, but it does not give information about neuronal
activity. In contrast, fMRI does. Since neurons consume a lot of energy when they are
active, and this process is related with oxygen consumption, then it is possible to as-
sess neuronal activity by measuring local magnetic ﬁeld inhomogeneities. This method is
called blood-oxygenation-level-dependent (BOLD), and it is what gives indirect informa-
tion about neuronal activity in fMRI. Functional MRI has much better spatial resolution
than EEG, however the temporal resolution is much worse.
In contrast with fMRI, which does not give information about what process is consum-
ing energy and therefore it does not provide evidences about the underlying mechanisms
of neuronal activity, positron emission tomography (PET) is intrinsically related with the
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use and binding of speciﬁc neurotransmitters, chemicals, and drugs in the brain. The PET
scan depends on a radiolabeled compound which is injected in the subject (or inhaled).
The radioactive atoms accumulate in speciﬁc locations and decay, releasing positrons. Sub-
sequently, a positron collides with an electron, and two photons result from their annihila-
tion. Finally, the sensor detects the photons and a three-dimensional image is constructed.
Unfortunately, the temporal and spatial resolutions of PET are worse than fMRI.
In the last years, optic methods have been developing fast, in particular tools to obtain
information about the structure of the brain, like the method CLARITY [127]. Here, we
focus on methods used to monitor brain activity. Neuronal activity aﬀects the optical
properties of nerve cells, and therefore it is possible to characterize brain activity based
on the light reﬂected and absorbed by the brain tissue. If the camera has suﬃciently good
temporal resolution, it is possible to observe in real time neurons in action. However, the
interpretation of the detected signals is still a challenge. Moreover, it is only appropriate
to study the surface of the brain. Temporal and spatial resolution can be improved by
using dyes that bind to the membrane of neurons and then act as a transducer of the
membrane potential into optical signals (unfortunately, it does not allow to distinguish
diﬀerent neurons, neither separates the input from the output of neurons).
Optic methods can also give information about what is happening inside the brain,
in particular using the multiphoton laser scanning microscopy (m-PLSM). This method
uses compounds to change the ﬂuorescence of physiological relevant targets to neuronal
activity and applies very strong LASER pulses to the brain. Then, a microscope collects
the ﬂuorescence photons that are emitted by the targets. (The pulses are very short, 100
femtosecond, otherwise the LASER would fry the brain.) This technique provides high-
resolution three-dimensional images. However, there is a trade-oﬀ between temporal and
spatial resolution, because the scanning beam is a moving point, and so the targets are
aﬀected only when the beam moves across them.
Despite the existence of all these techniques, when the goal is to understand the bio-
physics of single neurons and their collective behavior at the population level, one has to
carry out experiments in brain slice preparations in vitro. Recordings from individual neu-
rons in vitro provide the best spatial resolution available (using, for instance, a microscope
and an infrared camera). It allows to characterize pharmacological speciﬁcity and even
molecular properties of the neurons. There are several techniques to study single neurons
[41], for example, the patch-clamp technique allows to investigate single ion channels in
the membrane of a neuron. One can also use a microelectrode located in the vicinity of
the soma to measure action potentials. In contrast with experiments in vivo, in this case
the experimentalist can control the extracellular environment to further understand how
neurons function. The main drawback is that it compromises the circuits of the brain (and
consequently the activity patterns). One should also notice that the neurons will even-
tually die, thus there is a time limit during which the experiments are possible (usually
several hours).
In this chapter, we did not intend to give a full review about neuronal physiology,
theoretical models in neuroscience, and experimental tools available to monitor neuronal
activity. Instead, we brieﬂy presented the main concepts that are necessary to take into
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account to understand the model that is introduced in the next chapter. Indeed, to com-
prehend collective phenomena between thousands of neurons, it is unnecessary to describe
in detail single neuron dynamics [75, 118]. “What makes the brain a remarkable informa-
tion processing machine is not the complexity of its neurons, but rather its many elements




A neuronal network model
3.1 Introduction
In statistical physics, exactly solved models largely help us to understand phase tran-
sitions and critical phenomena [128]. Unfortunately, even simple versions of neuronal
networks composed of integrate-and-ﬁre neurons are very complex for an analytical consid-
eration [129–136]. According to recent investigations [75, 137, 138], the global activation of
living neuronal networks induced by a stimulus can be explained on the basis of the concept
of bootstrap percolation [139], a version of a cellular automata [140], without going into
details of single neuron dynamics. In this chapter we introduce an exactly solvable cortical
model with excitatory and inhibitory neurons on complex networks that allows us to study
phase transitions, and critical phenomena accompanying the transitions [101, 102, 114].
In contrast with deterministic models of single neuron dynamics [115, 123], we consider
stochastic neurons. The stochastic behavior might be caused by an intrinsic noise within
neurons [103], for example, ion channel stochasticity [104]. Moreover, we also take into
account neuronal noise, since noise is ubiquitous in the brain and strongly inﬂuences its
function [48, 49].
3.2 Network structure
We consider neuronal networks composed of stochastic excitatory and inhibitory neu-
rons. We use Dale’s principle [122]: excitatory (inhibitory) neurons depolarize (hyper-
polarize) their postsynaptic neighbours. Recently, the importance of Dale’s principle for
dynamics and pairwise correlations in neuronal networks was discussed by Kriener et al.
[141]. The network has N neurons, N (e) = geN neurons are excitatory and N
(i) = giN neu-
rons are inhibitory (ge+ gi = 1). The neurons are connected by directed edges (synapses).
The network is deﬁned by an adjacency matrix anm where n,m = 1, 2, . . . , N . anm = 1 if
there is an edge directed from neuron n to neuron m, otherwise anm = 0. Moreover, the
network is weighted. We assume that eﬃcacies (weights) of synaptic connections from ex-
citatory and from inhibitory neurons are uniform and equal to Je (Je > 0) and Ji (Ji < 0),
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respectively.
For simplicity, we consider that neurons are connected at random with the probability
c/N where c is the mean number of synaptic connections (input and output connections).












where CNn is the binomial coeﬃcient,
CNn =
N !
(N − n)!n! . (3.2)






This neuronal network has the structure of a directed classical random graph (Erdo˝s-
Re´nyi network), a sparse random uncorrelated directed network. These networks are often
considered as a good approximation to real networks [20–22]. This network is locally tree-
like and has small-world properties [20–22] similar to those found in brain networks [23]. It
is small-world because the mean shortest distance increases as the logarithm of the number
of nodes (neurons), in contrast to a three dimensional system where the mean shortest
distance increases as the cube root of the size. The advantage of these networks is that
they can be studied analytically using mean-ﬁeld theory, and they can be easily modelled
for simulations. Though the mean-ﬁeld approach is based on the tree-like approximation,
it takes into account exactly the heterogeneity of networks and large feedback loops [39].
The drawback is that they do not present high clustering coeﬃcient due to their tree-like
structure and do not have degree correlations like real neuronal networks [23, 24]. Both
clustering coeﬃcient and degree correlations are zero in the inﬁnite size limit. Nevertheless,
in many cases low clustering and weak degree-degree correlations do not qualitatively
change the dynamics of the complex network [39]. Understanding the role of clustering
and degree correlations on the dynamics of systems with complex network structure is an
open problem in the theory of complex networks [39, 142, 143]. Finally, real neuronal
networks have a scale-free distribution [23, 24], instead of a Poisson degree distribution.
Nevertheless, the model under consideration was also been studied using a scale-free degree
distribution [114], and the dynamical properties were similar to the properties presented
in the following chapters.
3.3 Single neuron dynamics
Our neurons are tonic, i.e., they ﬁre a train of spikes with constant frequency while a
dc input current is presented. As mentioned in Chapter 2, real neurons are either of Class
1 or Class 2. Class 1 excitable neurons show a continuous transition from a silent state to
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Figure 3.1: Firing rate ν versus input V . (a) Class 1 excitability. (b) Class 2 excitability.
(c) Step function approximation that we use in our model (adapted from [101]).
an active state with low ﬁring rate when the input V is suprathreshold (see Fig. 3.1(a)),
whereas Class 2 excitable neurons present a discontinuous transition (see Fig. 3.1(b)).
Instead, we assume that the ﬁring frequency ν(V ) is the Heaviside function,
ν(V ) = fΘ(V − Vth), (3.4)
where Vth is the threshold of the neuron, above which it ﬁres (see Fig. 3.1(c)). The frequency
f is the same for both excitatory and inhibitory neurons and it is independent on the input
V . We also assume that Vth does not depend on prior activity of the neuron, though it
does in biological neurons [123].
Since, the neurons can be either regular ﬁring (active) or silent (inactive), we deﬁne the
binary variable sn(t). When sn(t) = 1, the neuron n is active at time t. If the neuron n is
inactive at time t, sn(t) = 0. In our model, this binary variable plays an auxiliary role (in
contrast with the binary McCulloch-Pitts neurons [12]).
Neurons receive delta-like spikes from active presynaptic neighbours. Spikes mediate
the interaction among neurons. The total input Vn(t) (post-synaptic potential) of a neuron





where τ is the integration time during which the neuron integrates the input, [t − τ, t].
The input Vn(t) is a number of spikes, rather than a potential. The equation is self-
explanatory: it considers the sum of the outputs of all m presynaptic neighbours of n
(amn), both from the excitatory (Jmn = Je) and inhibitory (Jmn = Ji) population, that are
active at the moment (sm(t)). Active excitatory (inhibitory) presynaptic neurons provide
positive (negative) inputs to postsynaptic neurons, because Je > 0 (Ji < 0). Each neuron
contributes with τf spikes during the integration time τ . If τf  1 and spike emission
times of neurons are uncorrelated, then during the time interval [t − τ, t], each active
presynaptic neuron contributes to Vn(t) either one spike with probability τf or none with
probability 1 − τf . The results are qualitatively the same either for τf > 1 or τf < 1
[101].
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Besides spikes from active presynaptic neurons, there is one other contribution for the
input Vn(t) from neuronal noise (more details about the noise on the next section). Thus,
we can rewrite Eq. (3.5):
Vn(t) = kJe + lJi + nJn, (3.6)
where k and l are the number of spikes from active presynaptic excitatory and inhibitory
neurons, respectively. n is the number of spikes arriving during the time interval [t− τ, t]
from noise and Jn is their amplitude.
We consider stochastic neurons such as those of [144, 145]. It means that the response
of a neuron to an input is a stochastic process. Such stochastic behavior might be caused
by cellular noise and intensive bombardment by random spikes [103, 104]. Thus, the state
sn(t) of a neuron n is a dynamical variable that obeys to the following rules:
• If the input Vn(t) to an inactive excitatory (inhibitory) neuron n is at least the
threshold Vth, then this neuron is activated with probability µeτ (µiτ) and ﬁres
spikes.
• An active excitatory (inhibitory) neuron n is inactivated with probability µeτ (µiτ)
if Vn(t) < Vth.
In this model, the rates µe and µi are the reciprocal ﬁrst-spike latencies of excitatory and
inhibitory neurons, respectively. (The ﬁrst-spike latency of a neuron is the time interval
from the onset of a stimulus to the time of appearance of the ﬁrst spike.) For simplicity,
we assume that µe and µi are constant and do not depend on the input. Notice that
we consider the probabilities of activation and inactivation equal. In general they could
be diﬀerent, but the results would be qualitatively the same [101]. These rates can be
found from statistical analysis of activation and inactivation events in neuronal networks.
Alternatively, an experimentalist can stimulate a presynaptic neuron and then measure the
probability of activation of a postsynaptic neuron through the analysis of the distribution
of ﬁrst-spike times [101].
3.4 Neuronal noise
Our model takes into account noise, which plays an important role in brain dynam-
ics [48, 49, 146, 147]. Random spikes represented by Dirac delta functions bombard the





where ti are the arrival times of spikes and Jn is their amplitude. This kind of random
input is so-called shot noise. According to Schottky’s result [148], in the case of the Poisson
distribution of interspike intervals, the power spectral density S(ω) is proportional to the
mean frequency of spikes ωn:
S(ω) = 2J2nωn. (3.8)
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The ﬂow of random spikes bombarding neurons represents a combined eﬀect of synaptic
noise (spontaneous release of neurotransmitters) and stimuli coming from other areas of
the brain. For example, neurons in the thalamus and in the cerebral cortex form recurrent
loops [149]. The study of the spontaneous activity in neocortical slices provides evidences
of both sources of noise [150]. Which one is the most relevant is unimportant for our
model. We assume that the probability of a neuron to receive n random spikes during the













〈n〉 = ωnτ is the mean number of spikes arriving during the time interval τ , and σ2 is the
variance. We use 〈n〉 as the control parameter that characterizes the shot noise intensity.
3.5 Rate equations
The behavior of the cortical model is described by the fractions ρe(t) and ρi(t) of active







where a = e, i for excitatory and inhibitory neurons, respectively. We call these fractions
“activities”. Moreover, ρe(t) (ρi(t)) represents the probability to choose at random an
active excitatory (inhibitory) neuron at time t from the excitatory (inhibitory) population
(in order to simplify equations, from now on we omit the time dependence of the activities,
i.e., ρa(t) → ρa). We also deﬁne the probability Ψa(ρe, ρi) that a randomly chosen neuron
in population a that has an input equal or larger than the threshold Vth at time t.
The stochastic rules presented above allow us to derive rate equations for the activities
ρe and ρi. The rate ρ˙a ≡ dρa/dt is incremented by
(1− ρa)Ψa(ρe, ρi)µa, (3.12)
which is the probability of an inactive neuron to have an input larger than the threshold
(Ψa(ρe, ρi)) that becomes active at the rate µa. Similarly, the activity is decreased by those
neurons that become inactive:
−ρa(1−Ψa(ρe, ρi))µa. (3.13)
Thus, summing both contributions,
ρ˙a = (1− ρa)Ψa(ρe, ρi)µa − ρa(1−Ψa(ρe, ρi))µa, (3.14)
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we obtain a rate equation,
ρ˙a
µa
= −ρa +Ψa(ρe, ρi). (3.15)
Equation (3.15) comprises two rate equations, one for the activity of the excitatory popu-
lation and another for the activity of the inhibitory population.
In the case τf  1, as mentioned above, during the integration time τ , a neuron
receives only one spike or none from active presynaptic neighbours with probability τf
or 1 − τf , respectively. Assuming that there is no phase correlation (which is a common
assumption at low activity rates [129]), the probability that during τ a neuron receives m
spikes from n uncorrelated tonic spiking presynaptic neurons is
Cnm(τf)
m(1− τf)n−m. (3.16)
Note that if spikes ﬁred by presynaptic neurons are correlated, Eq. (3.16) is invalid and the
spikes can activate a postsynaptic neuron more eﬀectively. Poisson spike trains were found
in recordings from neurons in vivo and in vitro [49]. Since we are considering a classical
random graph, we know that the probability of choosing at random an active excitatory
or inhibitory neuron follows the Poisson distribution Pn(gaρac), where the mean number
corresponds to the product of the mean number of neurons (c) of population a (ga) that







m(1− τf)n−m = Pm(gaρacτf), (3.17)
and we ﬁnd




Θ(kJe + lJi + nJn − Vth)Pk(geρec˜)Pl(giρic˜)G(n), (3.18)
where c˜ = cτf . The Heaviside function Θ(x) accounts for the condition that the input,
Eq. (3.6), must be at least the threshold Vth. Pk(geρec˜), Pl(giρic˜), and G(n) are the
probabilities that, during the time interval τ , a randomly chosen neuron receives k spikes
from excitatory neurons, l spikes from inhibitory neurons, and n spikes from shot noise. The
function Ψ(ρe, ρi) condenses all information regarding network structure, shot noise, and
the ﬁring rate versus input relationship of single neurons. Equations (3.15) and (3.18) are
valid in the inﬁnite size limit N → ∞, assuming that activities are changed slightly during
the integration time τ . These equations are similar to the Wilson-Cowan equations [18,
19], who considered the dynamics of neuronal populations with excitatory and inhibitory
interactions. However, there are important diﬀerences between the two models. Wilson
and Cowan used a deterministic phenomenological model, postulating that a population
response function have a sigmoid shape [18, 19]. The mean ﬁeld approach of Wilson
and Cowan neglects spatial heterogeneity and assume that all neurons are subject to the
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same average excitation and inhibition from the excitatory and inhibitory populations,
respectively. In contrast, we deﬁne stochastic rules that govern the behavior of individual
neurons and we take into account heterogeneity. The function Ψ(ρe, ρi) plays the role of
the response function in the Wilson Cowan model. It also has sigmoid form (as we show
in the next chapter), however it is not an assumption but a consequence of the ingredients
considered. Moreover, in our model we can study both single neuron and population
dynamics, whereas the Wilson-Cowan model is restricted to population dynamics. Finally,
Wilson and Cowan used as relevant variables the fractions of excitatory and inhibitory
neurons that become active per unit of time (geρ˙e and giρ˙i, within our notation), whereas
we use the activities ρe and ρi.
Our activities ρe and ρi can be roughly compared to measurements of brain activity.
Since we consider random neuronal networks, it immediately implies that we are not de-
scribing the entire brain which at the macro-scale is clearly not random, as explained in
Chapter 1. Instead, we are analysing an intermediate mesoscale at the level of thousands
to hundreds of thousands of neurons that constitute columns (or minicolumns) inside brain
regions [35]. Therefore, the activities ρe and ρi are more closely related to measurements
of local ﬁeld potentials. However, one should notice that local ﬁeld potentials depend on
the spatial structure of the nervous tissue, which is absent in our model. Indeed, the trans-
lation between local ﬁeld potentials into neuronal activity similar to our variable ρa is an
open problem in neuroscience [151].
3.6 Parameters
Throughout this thesis we consider a set of parameters which we assume constant in
most of the cases. As mentioned in Chapter 2, the mean degree c in the brain is about 104
[1]. Here, we use c = 1000 because of computational restrictions (the problem becomes
computationally heavier as c is increased). Nevertheless, we expect that the results must
be qualitatively the same though c is smaller than in real neuronal networks, an assumption
that is supported by results obtained with smaller mean degrees [101]. As we present in
the next chapter, the model can be analysed by solving the Eqs. (3.15) and (3.18) and
also through simulations. In the case of simulations, the network has ﬁnite size, and we
consider in most cases a number of neurons N = 104 or N = 105 (which are reasonable as
we discuss later on, when we compare simulations with numerical results of the model).
In the brain, excitatory neurons are usually in majority comparing to inhibitory neurons,
ranging from 70% up to 85% [75, 131]. We use ge = 0.75, and consequently gi = 0.25. We
introduce a dimensionless activation threshold Ω ≡ Vth/Je. Ω is of the order of 15 − 30
in living neuronal networks [75, 137, 138] and about 30 − 400 in the brain. We use the
threshold Ω = 30. We consider 1/µe ≡ 1 as time unit and Je ≡ 1 as input unit. Following
[129], we choose Ji = −3Je (there are physiological reasons for the fact that inhibitory
eﬃcacies are usually larger than excitatory eﬃcacies [152]). Note that we have Jigi = Jege
which means that our network is balanced (provided that ρe = ρi). This is an important
feature of cortical networks [153, 154] that results in a high sensitivity of the network to
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spike timing and to small ﬂuctuations in the total synaptic input [131, 155, 156].
As mentioned above, 1/µe and 1/µi are of the order of the ﬁrst-spike latencies of
excitatory and inhibitory neurons that range from 6 to 130 ms in the cortex [157–160]. We




If α > 1, inhibitory neurons respond faster to stimuli than excitatory neurons, i.e., the
response time Ti = 1/µi of an inhibitory neuron is smaller than the response time Te = 1/µe
of an excitatory neuron. If excitatory neurons respond faster, i.e., Te < Ti, then α < 1. In
the cortex, α may be both larger and smaller than 1 [157–160]. In our model, we do not
need to deﬁne τ and f separately, because only its product τf plays a role. We use τf = 1.
In this case, the neurons are ﬁring regularly, nonetheless, the results are qualitatively the
same, when using τf < 1, or τf > 1. The membrane time constant τ can range from 1 to
100 ms [152]. If we consider τ = 10 ms, then the ﬁring rate f is 100 Hz. It is a reasonable
frequency comparing to the frequencies of Class 1 excitable neurons that lie in the range
from 2 to 200 Hz, or even greater, and Class 2 excitable neurons that ﬁre at frequencies
larger than 40 Hz [123].
Finally, the amplitude and the variance of shot noise are set to Jn = Je and σ
2 = 10.
We mainly analyse in the next chapters the dependence of the dynamics of the cortical
model on the parameter α and on the shot noise intensity 〈n〉.
3.7 Other models
Our cortical model based on [101] is similar to the stochastic model of spiking neurons
proposed by Benayoun et al. [144]. Both models consider networks of stochastic neurons
(“input-dependent stochastic switches” in [144]). The diﬀerence between the models is
in some details about how to describe activation and deactivation processes and external
input. Benayoun et al. assume that each neuron spikes with a rate dependent on its total
synaptic input, while the resulting spiking activity decays at a constant rate independent
on the input. In our model, we use a similar activation rule, while spiking activity decays
with a certain rate only if the input becomes smaller than a threshold. The rates for
activation and decay are diﬀerent in [144], in contrast to our model where they are the
same. Benayoun et al. assume that external input to each neuron is ﬁxed, whereas in our
model the external input is represented by shot noise. It is not surprising that, despite
these diﬀerences, these models demonstrate similar dynamics (as we shall see later on in
this thesis). The advantage of models with stochastic neurons is that they can be solved
explicitly. Benayoun et al. [144] and Wallace et al. [145] derived explicit rate equations for
networks with all-to-all connections while sparse randomly connected networks (classical
random graphs) were studied numerically.
Methods of complex network theory [39] allowed us to ﬁnd explicit rate equations
for neuronal networks on classical random graphs [101, 102], as presented above. Rate
equations similar to Eqs. (3.15) were derived for disease spreading and contact processes
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on complex networks [161–163]. Though we do not study scale-free networks in this thesis,
they have been analysed with the same methods in [114]. In Appendix C, we analyse our
model in a fully connected network.
The model considered in the previous sections and studied in the next chapters is
slightly diﬀerent from the ﬁrstly proposed model by Goltsev et al. [101]. In the original
work [101], the stochastic model has a spontaneous activation rate (fa) and a spontaneous
inactivation rate (µ2a) that inﬂuences the activity of neurons, instead of shot noise. The
resulting rate equations are similar to Eqs. (3.15):





Θ(Jek + Jil − Vth)Pk(geρec˜)Pl(giρic˜), (3.21)
and νa ≡ fa + µa + µ2a (all other parameters and variables are the same as the ones
presented above). This model is qualitatively similar to the one with shot noise [102]. The
reason to make this exchange in the model is because shot noise is a better representation
of neuronal noise than spontaneous activation and inactivation rates.
In Ref. [101], it was demonstrated that Eq. (3.20) can accommodate the introduction of
pacemakers, a fraction of Fa neurons that permanently ﬁre. In that case, the total activity
is
ρa ≡ Fa + (1− Fa)ρ˜a, (3.22)
where only the fraction 1− Fa of neurons have a time dependent activity ρ˜a that obey to
the stochastic rules of activation and inactivation. Using the same method, one derives
ρ˙a = Faνa + fa(1− Fa)− νaρa + (1− Fa)µaΨ(ρe, ρi), (3.23)
which is very similar to Eq. (3.20). Thus, the introduction of pacemakers does not change
qualitatively the model. The same is true for the model with shot noise. In Chapter 6 we
consider a diﬀerent approach to introduce a stimulus in the network.
Goltsev et al. also show in [101] that it is possible to modify the model in order to take
into account synaptic delays. Assuming that there is a time delay Tab for the transmission of
a signal from a neuron of population a to a neighbour neuron of population b (where a, b =
e, i). Then, it is necessary to replace Ψ(ρe, ρi) in Eq. (3.20) by Ψa(ρe(t− Tea), ρi(t− Tia)).
There are various sources of delays in the nervous system and their role in the neuronal
network dynamics was discussed in Ref. [164]. We consider synaptic delays in Chapter 7,




Steady states and phase diagram of
the model
In this chapter we start by explaining the methods employed to analyse the model
presented in Chapter 3. Then, we ﬁnd the ﬁxed points of Eqs. (3.15) and, using the
respective eigenvalues, we characterize them concerning their local stability in diﬀerent
regions of parameters. This analysis gives a phase diagram that summarizes the set of
dynamical regimes that the model displays. Finally, we discuss how this phase diagram is
transformed when parameters are changed. Most of the results presented in this chapter
were published in Ref. [102].
4.1 Methods
We studied our model (see Chapter 3) using analytical, numerical and simulation meth-
ods. The analytical methods do not require many clariﬁcations. One can mention that in
some cases we solved equations graphically. It means that we found the intersection points
of two functions numerically deﬁned in an interval [x1, xn] by a set of points xi. If the
intersection occurs between the points x2 and x3, we consider that the functions behave
linearly between the two points, and we take the intersection of the two lines.
Equations (3.15) and (3.18) were solved numerically. Equations (3.15) were solved using
Euler’s Method:
ρ˙a ≈ ρa(tn+1)− ρa(tn)
δt
(4.1)
when δt is suﬃciently small and where tn = nδt (we used δt = 0.01). Thus, we obtain
ρa(tn+1) = ρa(tn) + δtµa[−ρa(tn) + Ψ(ρe(tn), ρi(tn))]. (4.2)
In most of the calculations we used the initial condition (ρe(0), ρi(0)) = (0, 0). Equa-
tion (3.18) gives Ψ(ρe, ρi). Numerically, the summation over k, l, and n in Eq. (3.18) is
stopped when the terms become suﬃciently small. We considered sums up to nmax =
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〈n〉+ 3σ2, kmax = 3geρec˜, and lmax determined by the condition of the theta function,
lmax =
Vth − kJe − nJn
Ji
. (4.3)
One should note that kmax is proportional to the activity, and the calculations get heavier
when the activity increases. In order to speed up the calculations, we transformed the





































where ζa = gaρac˜. Then, one uses the normalization condition of the Gaussian distribution,



























We used the trapezoidal rule to calculate numerically the integral,∫ b
a








where the domain [a, b] was discretized into N equal parts, such that x1 = a and xN+1 = b.
We computed our integral, Eq. (4.7), using a = 0, b = 1, and N = 105.
In our numerical calculations we used both methods, the one with the restricted sum
in Eq. (3.18) and the one with the integral representation (Eq. (4.7)), because Eq. (3.18)
is computed faster when the activities are small (ρa ≤ 0.01), and Eq. (4.7) is computed
faster when the activities are large (at small activities, the interval of integration has to
be considered larger than [0, 1]).
In simulations, we built a directed network, linking neurons with the probability c/N .
We divided time into intervals of width ∆t = τ . At each time step, for each neuron we
calculated the input Vn, Eq. (3.6), given that each active presynaptic neuron contributes
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a spike with probability τf . The number of random spikes (shot noise) in this input was
generated by the Gaussian process G(n), Eq. (3.9). Then, we updated the states of the
neurons using the rules formulated in Chapter 3 (parallel update), starting with an inactive
network, (ρe(0), ρi(0)) = (0, 0). Reliable results were obtained when the probabilities τµe
and τµi were about 0.1 or smaller (we used τ = 0.1). As one could expect, diﬀerent runs
and diﬀerent realizations of the network give slightly diﬀerent results. With increasing N
these diﬀerences become smaller and smaller.
The programs were written in Fortran programming language. When using a 3.07 GHz
desktop, 1000 time steps of numerical integration of Eqs. (3.15) take from 1 second to
1 minute to run (as mentioned above, our method depends on the activity). 1000 time
steps of simulations take about 1 minute and 7 second (considering a network of N = 104
neurons).
4.2 Steady states and fixed points
The shot noise intensity 〈n〉 determines the activities ρe and ρi of excitatory and in-
hibitory populations at given model parameters. In a steady state,
ρ˙a = 0, (4.9)
Eqs. (3.15) gives ρe = ρi = ρ, where ρ is a solution of the steady state equation,
ρ = Ψ(ρ, ρ). (4.10)
A graphical solution of this equation can be obtained as in Fig. 4.1. If the shot noise
intensity 〈n〉 is either suﬃciently small or suﬃciently large, then there is only one solution,
either point 1 or point 3. These ﬁxed points correspond to steady states with low and high
neuronal activities, respectively. In an intermediate range nc1 < 〈n〉 < nc2, there are three
ﬁxed points (1, 2, and 3, and corresponding activities ρ(1), ρ(2), and ρ(3)). The critical point
〈n〉 = nc1 is the point where ﬁxed points 2 and 3 coalesce. Fixed points 1 and 2 coalesce




Together with the steady state equation (4.10), the condition (4.11) determines the critical
points nc1 and nc2.
While the ﬁxed points depend on 〈n〉, but not on α, their local stability with respect to
small perturbations depends on both 〈n〉 and α. It is determined by the eigenvalues of the
Jacobian of Eqs. (3.15) calculated at the ﬁxed points. In order to obtain the Jacobian, one
can study the relaxation of the neuronal activities ρa(t) to a steady state ρa. We consider





Figure 4.1: Points 1, 2, and 3 represent solutions of the steady state equation, Eq. (4.10),
for the cases 〈n〉 < nc1 (solid line), when there is only one solution of low activity (point 1);
nc1 < 〈n〉 < nc2 (dashed line), that corresponds to three solutions; and 〈n〉 > nc2 (dotted
line), where point 3 is the solution which corresponds to high activity.
The linearization of Eqs. (3.15) with respect to δρa(t) gives two coupled linear equations:
dδρa(t)
µadt






where a = e, i. Equation (4.13) can be rewritten as


























are determined by the condition, ∣∣∣∣J11 − λ J12J21 J22 − λ






(J11 + J22)± 1
2
√
(J11 − J22)2 + 4J12J21. (4.19)




(−1 − α +De + αDi)± 1
2
√
(α− 1 +De − αDi)2 + 4αDeDi, (4.20)
where De = ∂Ψ/∂ρe and Di = ∂Ψ/∂ρi. When λ± < 0 at a ﬁxed point, then the point
is stable (attractor). If λ± > 0, then the point is unstable. If one of the eigenvalues λ±
is positive and the other is negative, then the point is saddle. When Re{λ±} < 0 and
Im{λ±} = 0, the point is a stable spiral. If Re{λ±} > 0 and Im{λ±} = 0, the ﬁxed point
is an unstable spiral. The ﬁxed points and their stability determine the phase portraits of
Eqs. (3.15).
If the neuronal network is weakly perturbed from an equilibrium state corresponding
to a stable ﬁxed point ρ, then the real and imaginary parts of λ+ at this point determine
the relaxation rate γr to the state,
γr = −Re{λ+(ρ)}, (4.21)
and the angular frequency γi of damped oscillations about the ﬁxed point,
γi = Im{λ+(ρ)}. (4.22)
4.3 Phase diagram
Analysing the local stability of the ﬁxed points 1, 2, and 3 in the 〈n〉-α plane (see Table
4.1), we ﬁnd the phase diagram of the cortical model displayed in Fig. 4.2. According to
Table 4.1, in regions Ia-Ie, the network relaxes exponentially to the stable ﬁxed point 1
(provided that a perturbation is small). In regions Ib and IIa, the relaxation to the stable
ﬁxed point 3 is exponential while, in regions Ic and IIb, the relaxation occurs in the form
of damped oscillations about the ﬁxed point 3. In regions IIIa and IIIb, the ﬁxed point
3 is an unstable point surrounded by a limit cycle. These are the regions with sustained
network oscillations about the point 3. The nonlinear equations (3.15) have diﬀerent phase
portraits in the phase regions Ia-IIIb in Fig. 4.2. The phase portraits in the (ρe, ρi) phase
plane can be found by use of the standard methods [116, 165]. They determine the patterns
of collective neuronal activity and the response of the network to stimuli. Figures 4.3 and
4.4 show paradigmatic patterns of activity and respective phase planes in each region (from
both simulations and numerical calculations).
In regions Ib-Ie, where there are three ﬁxed points, we start with two diﬀerent initial
conditions, (ρe(0), ρi(0)) = (0, 0) and (ρe(0), ρi(0)) = (0.5, 0), in order to observe the
inﬂuence of point 1 and 3 (the role of point 2 is discussed in Chapter 7). In this case,
at 〈n〉 = 15, the ﬁxed point 1 corresponds to a very low activity, that is very close to
zero in the ﬁgure (ρ(1) ≈ 2 × 10−6). One sees that when the activity relaxes to a stable
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Table 4.1: Local stability of the ﬁxed points 1, 2, and 3 in the regions Ia–IIIb of the phase
diagram in Fig. 4.2.
Ia Ib Ic Id Ie IIa IIb IIIa IIIb
1 stable stable stable stable stable – – – –
2 – saddle saddle saddle saddle – – – –













point (regions Ia-Ic and both regions II), the simulations display a noisy activity about
the stable point. The ﬂuctuations result from ﬁnite-size eﬀects (around the ﬁxed point
1 the ﬂuctuations are too small to be observed). This irregular activity is expected to
decrease as N is increased. However, when point 3 is unstable (regions Id, Ie, and both
regions III), the nonlinear nature of the dynamics around this point overcomes the ﬁnite-
size eﬀects and the activities display deterministic shape (this fact is discussed in more
detail in the next chapters). Obviously, if N is small enough, the ﬁnite-size eﬀects are
able to destroy the nonlinear oscillations. Nevertheless, Goltsev et al. [101] showed that,
even in a small network composed of only 50 neurons (and mean degree c = 20), network
oscillations can emerge, and in a network of 1000 neurons the simulation result is already
in a very good agreement with the mean-ﬁeld solution. In Fig. 4.4(e), the frequency of
sustained oscillations is slightly diﬀerent between the numerical result and simulations, a
diﬀerence that can also be attributed to ﬁnite-size eﬀects. For instance, the clustering
coeﬃcient is zero in the inﬁnite size limit (numerical result), whereas in simulations it
is c/N = 1000/104 = 0.1. As mentioned before, real networks have ﬁnite clustering
coeﬃcients. For instance, it was found a coeﬃcient C = 0.53 in the macaque visual cortex
[23, 24]. Thus, the irregular activity observed in real neuronal networks is more similar to
the activity in our simulations than to the activity obtained from the numerical integration
of the mean ﬁeld equations (3.15).
Damped oscillations were observed experimentally, for instance in anesthetized rats
[166], and in an instance of epilepsy (see, for example, [167]). Note that in simulations
(like in real networks), ﬂuctuations give rise to small irregular oscillations (Fig. 4.4(c)).
These are similar to spindles, which were observed, for example, in the thalamus [168]. Our
model also displays neuronal oscillations similar to brain waves (see Chapter 1, Fig. 1.4).
Taking into account that µ−1e is in the range of 6 − 130 ms in the cortex [157–160], the
network oscillations shown in Fig. 4.4(e) have a frequency of about 1−17 Hz, which is in a
biologically reasonable band corresponding to delta, theta, alpha and beta waves [41]. In
this work, we choose µ−1e = 20 ms, a choice that agrees with experimental data according to
which the ﬁrst-spike latency is ranged from 25 to 49 ms for CA3 hippocampal pyramidal
(excitatory) neurons [159] and from 20 to 128 ms for inhibitory cerebellar stellate cells
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Figure 4.2: 〈n〉-α plane of the phase diagram of the cortical model. 〈n〉 is the shot noise
intensity, α is the ratio of the response time of excitatory neurons to the response time of
inhibitory neurons. The phase regions, the phase boundaries, the points S and T , and the
parameters used in numerical calculations are explained in the text. Line 1 and 2 represent
two scenarios discussed in the next chapter. Parameters: c˜ = 1000, Ω = 30, gi = 0.25,
Ji = −3Je, and σ2 = 10.
[160]. For this choice, the frequency of the oscillations displayed in Fig. 4.4(e) is about 5
Hz, which lies in the range of theta oscillations (4 − 8 Hz). The shape of our sustained
network oscillations also resembles theta waves measured by EEG in the hippocampus of
rats (see Fig. 4 in [169]).
In Fig. 4.5, we show patterns of activity in regions IIa and IIIb, in order to clarify the
role of the parameter α. In region IIa, with α = 1.1, inhibitory neurons respond faster,
and therefore the inhibitory activity goes faster to the steady state (see Fig. 4.5(a)). In
region IIIb, where α < 1, excitatory neurons are faster, resulting in a time delay between
the oscillatory activity of the excitatory and inhibitory populations. The delay gets larger
as we decrease α.
In Fig. 4.2, the phase boundaries are represented by the dashed and solid lines. The
vertical lines 〈n〉 = nc1 and 〈n〉 = nc2 are determined by the self-consistent solutions of
Eqs. (4.10) and (4.11) discussed above. The boundaries between regions IIa and IIb, be-
tween regions IIIa and IIIb, and between regions Id and Ie are determined by the condition
γi(ρ
(3)) = Im{λ+(ρ(3))} = 0 (4.23)
(see the dashed lines in Fig. 4.2). The phase boundaries between regions Ic and Id and
between regions IIb and IIIa are determined by the condition
γr(ρ


















































Figure 4.3: In the left column we present patterns of excitatory activity found in regions
Ia-Ie, where the blue line corresponds to the numerical solution of Eqs. (3.15), and the
red line corresponds to simulations of the model at the same parameters. In the right
column we show the respective phase planes (ρe, ρi) of the numerical results. Activity in
region Ia (panels (a) and (b)) relaxes exponentially to a low activity state (almost zero), at
(〈n〉, α) = (5, 0.5). In regions Ib-Ie, there are three ﬁxed points (see Table 4.1). We start
with two diﬀerent initial conditions, (ρe(0), ρi(0)) = (0, 0) and (ρe(0), ρi(0)) = (0.5, 0).
From the inactive state, the activities relax to the steady state ρ(1) in all these regions
(ρ(1) ≈ 2 × 10−6). When starting with half excitatory population active, in region Ib the
activity relaxes exponentially to the ﬁxed point ρ(3) (panels (c) and (d)), whereas in region
Ic the activity relaxes to the same ﬁxed point in the form of damped oscillations (panels
(e) and (f)). In regions Id (panels (g) and (h)) and Ie (panels (i) and (j)), the ﬁxed point 3
is unstable and it repels the trajectories towards the ﬁxed point 1. The activities of regions
Ib-Ie were obtained at the vertical line 〈n〉 = 15, at the points α = 1.1 (region Ib), α = 0.9
(region Ic), α = 0.8 (region Id), and α = 0.5 (region Ie). Other parameters are the same
as in Fig. 4.2. Additionally, in simulations we used N = 104, and τ = 0.1. Time t is in









































Figure 4.4: In the left column we present patterns of excitatory activity found in regions
IIa-IIIb, where the blue line corresponds to the numerical solution of Eqs. (3.15), and the
red line corresponds to simulations of the model at the same parameters. In the right
column we show the respective phase planes (ρe, ρi) of the numerical results. In all these
regions there is only one ﬁxed point of high activity, ρ(3). This ﬁxed point is stable in region
IIa (panels (a) and (b)), and thus the activity relaxes exponentially. In region IIb, the point
is a stable spiral, and the activity relaxes in the form of damped oscillations (panels (c)
and (d)). In regions IIIa and IIIb, the ﬁxed point 3 is unstable and is responsible for the
observed sustained network oscillations (panels (e) and (f) for region IIIa, and panels (g)
and (h) for region IIIb). The activities in these regions were obtained at the vertical line
〈n〉 = 25, at the points α = 1.1 (region IIa), α = 0.9 (region IIb), α = 0.7 (region IIIa),
and α = 0.5 (region IIIb). Other parameters are the same as in Figs. 4.2 and 4.3. Time t













Figure 4.5: Excitatory (red lines) and inhibitory (blue lines) activities at diﬀerent α. (a)
Activities in region IIa at (〈n〉, α) = (25, 1.1). (b) Activities in region IIIb at (〈n〉, α) =
(25, 0.5). These results were obtained from numerical integration of Eqs. (3.15). Other
parameters are the same as in Fig. 4.2. Time t is in units of µ−1e .
(see the solid line in Fig. 4.2). According to Eq. (4.24), on the boundary between regions
IIb and IIIa, the relaxation rate is zero, i.e., critical slowing down occurs. The point
T = (nc2, αt) in Fig. 4.2 is a tricritical point of coexistence of three phases: the low activity
state (regions Ic and Id), the high activity state (region IIb), and the state with sustained
network oscillations (region IIIa). According to [116], the ﬁxed point 3 at the tricritical
point is called “center”. Centers are neutrally stable, because they do not attract, neither
repel trajectories, since the real part of their eigenvalues is zero. Simultaneously, points 1
and 2 annihilate each other and form a “ghost” which is responsible for a bottleneck region
that slows down trajectories passing nearby (the time ∆ spent in this region depends on
how close is the system to the critical point, ∆ ∝ (nc2 − 〈n〉)−1/2 [116]). At the point T,
the line of a ﬁrst-order phase transition meets the lines of two continuous phase transitions
(these phase transitions are discussed in the next chapter). The point S = (nc1, αs) is the
common point of the regions Ia, Ic, and Id. Results from simulations are in agreement
with the boundaries displayed in Fig. 4.2. For the parameters indicated in the previous
chapter, we ﬁnd nc1 ≈ 7.6, nc2 ≈ 18.8, αs ≈ 0.87, and αt ≈ 0.80.
We performed additional investigations of the cortical model with a small imbalance
when geJe = −giJi in the range 0.23 < gi < 0.3 around the balanced state at gi = 0.25
(other model parameters were ﬁxed). We found that the phase diagram is qualitatively
the same as in the balanced state in Fig. 4.2. The critical point nc2 is almost constant
in this range. With increasing gi from 0.23 to 0.3, the region III with sustained network
oscillations is broadening and the critical value αt increases. At a given α, the critical
point nc3 that separates region IIb from region IIIa is also monotonously increased as gi
increases from 0.23. Similar results were obtained by changing Ji.
Interestingly, Eq. (4.7) tells us what happens if we consider the threshold Vth Gaussian
distributed, instead of being a constant. In that case, in Eq. (4.7), Vth is replaced by its





th is the variance of the threshold. It
means that the case with a Gaussian distribution of thresholds is completely equivalent to
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increasing the variance of the shot noise. We also conﬁrmed that varying the variance of
the shot noise σ2, or its amplitude Jn, does not change qualitatively the phase diagram.
Though here we do not examined how the phase diagram is changed when the mean
degree (or c˜) is altered, this was studied within the similar model without shot noise [101].
Goltsev et al. [101] showed that the main diﬀerence is that when the mean degree is





Phase transitions, bifurcations, and
critical phenomena
In this chapter, we analyse the phase transitions and respective bifurcation mechanisms
that separate the diﬀerent regions of neuronal dynamics presented in Fig. 4.2. We also show
that the diﬀerent phase transitions are signaled by diﬀerent critical phenomena. We start
with the ﬁrst-order phase transition that occurs at nc2 and α > αt. Then, we consider the
two second-order phase transitions that appear at nc2 (saddle-node bifurcation) and nc3
(supercritical Hopf bifurcation) when α < αt. Most of the results presented in this chapter
were published in [102].
5.1 First-order phase transition
In this section, we study critical phenomena accompanying the ﬁrst-order phase tran-
sition. In particular, we examine neuronal bursts and avalanches as precursors of the
transition. Although bursts and avalanches have been broadly studied both experimen-
tally and theoretically, understanding of their mechanism in the brain remains elusive
[65, 66, 76, 77, 136, 170]. Here, apart from the standard measurements of the distribu-
tion function of avalanches over size, we also study critical behavior of the relaxation rate,
a dependence of the power spectral density (PSD) of activity ﬂuctuations on the shot
noise intensity, and the role of ﬁnite-size eﬀects. We ﬁnd a dramatic increase of the zero-
frequency peak of the PSD when the shot noise intensity tends to the critical point nc2,
while above the point the relaxation rate is nonzero and there are no critical ﬂuctuations.
The ﬁrst-order phase transition occurs if α > αt, i.e., when the response time Ti of an
inhibitory neuron to stimuli is small enough in comparison with the response time Te of
an excitatory neuron. In simulations and numerical solution of Eqs. (3.15), we increased
the noise level 〈n〉 from zero (region Ia) to a value in region IIa (or IIb) above the critical
point nc2 and afterwards decreased it again to a value below nc1 (see line 1 in Fig. 4.2).
When increasing the noise intensity 〈n〉, the neuronal activity (the order parameter of the
transition) undergoes a jump at 〈n〉 = nc2 (as we discuss below). Therefore, the critical
47
point nc2 is the limiting point of the ﬁrst-order phase transition. This phase transition is
caused by a saddle-node bifurcation that corresponds to the coalescence of the stable point
1 and the saddle point 2. Simultaneously, at 〈n〉 = nc2, the eigenvalue λ+(ρ(1)) becomes
zero while λ−(ρ(1)) remains negative. The ﬁrst-order phase transition was also found in the
model of Benayoun et al. [144]. The line of the ﬁrst-order phase transition ends up at the
point (nc2, αt) of the phase diagram (Fig. 4.2). If α < αt, the neuronal network undergoes
a second-order phase transition at 〈n〉 = nc2 as we discuss in Section 5.2.
5.1.1 Avalanches
In simulations, at 〈n〉 ≤ nc2, we observe bursts of neuronal activity (see the inset of
Fig. 5.1(a)). When 〈n〉 → nc2, the mean interburst interval decreases while the mean burst
duration increases. The bursts are caused by avalanches (the activation of a single neuron
triggers the activation of a cluster of neurons). These activation processes are stochastic.
In our model, in networks of ﬁnite size, bursts are generated by ﬁnite-size ﬂuctuations. We
studied avalanches, analysing spike time series by use of the standard method (see [76] or
the recent work [171]). In this method, an avalanche starts when at least one neuron of
the network suddenly becomes active and it stops in the time step in which all neurons
stopped to ﬁre. The size s of the avalanche is deﬁned as the number of neurons involved in
the neuronal activity between those two events. One disadvantage of this method is that it
does not take into account the fact that two or more independent avalanches may overlap
in time. Nevertheless, it is assumed that this method gives a correct asymptotic behavior
of the avalanche size distribution. The avalanche size distribution P (s) is represented in
Fig. 5.1(a). Using the maximum likelihood estimate [172], we found that, when 〈n〉 is close
to nc2, the tail of P (s) follows a power law P (s) ∝ s−z, with the exponent z ≈ 1.50 and
the corresponding p value is p = 0.88 (the closeness of p to 1 shows that the ﬁt is good
[172]). (We used the software presented in [173]. It gave the log-likelihood L = −231.4,
and smin = 1767 that minimizes the Kolmogorov-Smirnov statistic, D = 0.069.) Our
estimation is close to the value 1.62 obtained in [144]. Avalanches with the exponent z
about 1.5 were also found near a saddle-node bifurcation in networks of leaky integrate-
and-ﬁre neurons with short-term synaptic depression [136]. Our estimation also agrees
with experimental data [76, 171] and the standard mean-ﬁeld exponent z = 3/2 obtained
for other exactly solved models [101, 174–178]. Avalanches may play a very important role
in the brain, because they appear to favour information transmission [179].
5.1.2 Hysteresis
At a given α > αt, if 〈n〉 decreases from a value above nc2 to a value below nc2, the
network activity remains as high as it was above nc2 (see Fig. 5.1(b)). The activity falls
to a low value only at the critical intensity 〈n〉 = nc1(α), where nc1 ≤ nc1(α) ≤ nc2. In
the general case, nc1(α) depends on α because of the existence of region Id (see Fig. 4.2).
If α > αs, where αs is the α coordinate of the point S on Fig. 4.2, hysteresis occurs in























Figure 5.1: (a) Avalanche size distribution P (s) versus the size s at 〈n〉 = 18.8 obtained
by use of simulations (N = 104). Inset: temporal activity of excitatory neurons near the
ﬁrst-order phase transition. Time t is in units of 1/µe. (b) Hysteresis in neuronal activity
for increasing and decreasing noise level 〈n〉. Parameters: c˜ = 1000, Ω = 30, gi = 0.25,
Ji = −3Je, σ2 = 10, τ = 0.1, and α = 0.85. These data and ﬁgures were obtained by
KyoungEun Lee.
hysteresis occurs in a smaller range of shot noise intensity nc1(α) < 〈n〉 < nc2, where
nc1(α) is the 〈n〉 coordinate of the intersection point of line 1 with the phase boundary
between regions Ic and Id ending up at points S and T on the phase diagram in Fig. 4.2.
In the interval nc1 < 〈n〉 < nc1(α), the ﬁxed point 3 is unstable, and therefore, after a
transient period, the activity falls to the low activity state (ρ(1)). The width of the region
of hysteresis, i.e., ∆ = nc2 − nc1(α), tends to zero when α → αt. At α < αt, hysteresis is
absent because, in regions Id and Ie, the ﬁxed point 3 is unstable and there is only one
stable ﬁxed point (point 1). One notes that critical slowing down occurs at both limiting
points of the ﬁrst-order phase transition, i.e., at 〈n〉 = nc2 in the low activity state (ρ(1))
and at 〈n〉 = nc1 in the high activity state (ρ(3)). In simulations, ρ(1) and ρ(3) can be
found by measuring the neuronal activity ρe(t) and averaging it over a suﬃciently large
observation time. Hysteresis was observed, for example, in living neural networks [180]
and in simulations of thalamocortical systems [38].
5.1.3 Neuronal activity near the critical point nc2
Let us ﬁnd the activity ρ(1)(〈n〉) in the low activity state near the critical point 〈n〉 = nc2
of the saddle-node bifurcation, i.e., at 0 < nc2−〈n〉  nc2. In Eq. (4.10), we use the Taylor
expansion of the function Ψ(ρ, ρ) over ε ≡ 〈n〉 − nc2 and δρ ≡ ρ(1)(〈n〉) − ρ(1)(nc2) up to











δρ2 + . . . , (5.1)
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where the function Ψ and its derivatives are calculated at 〈n〉 = nc2. Using Eqs. (4.10)
and (4.11), we ﬁnd a solution
δρ = ρ(1)(〈n〉)− ρ(1)(nc2) ≈ −K
√








The singular behavior (5.2) is a general attribute of hybrid and ﬁrst-order phase transitions
[176–178]. Note that ρ(2)(〈n〉) near the ﬁxed point 2 is
ρ(2)(〈n〉)− ρ(1)(nc2) ≈ K
√
nc2 − 〈n〉, (5.4)
because, at 〈n〉 = nc2, the points 1 and 2 coalesce and ρ(1)(nc2) = ρ(2)(nc2).
5.1.4 Critical slowing down of neuronal dynamics
For deeper understanding of the ﬁrst-order phase transition, we now ﬁnd analytically







and substituting it into Eq. (4.20), we ﬁnd that, at 〈n〉 = nc2, the eigenvalue λ+(ρ(1)) is
zero at the ﬁxed point 1. Therefore, the relaxation rate (Eq. (4.21)) to the low activity
state is also zero:
γr = −λ+(ρ(1)) = 0. (5.6)
This phenomenon is the so-called critical slowing down. Note that it takes place on the
line 〈n〉 = nc2 at all α, both above and below αt (see Fig. 4.2).
We now ﬁnd the dependence of the relaxation rate γr on 〈n〉 at 0 < nc2 − 〈n〉  nc2.






δρ+ . . . . (5.7)
The ﬁrst term is zero. Using Eq. (5.2) for δρ, in the leading order, we obtain
γr = −λ+(ρ) ∝
√
nc2 − 〈n〉. (5.8)
This behavior occurs both at α > αt and α < αt.
If a neuronal network has a ﬁnite but large size N  1, then according to the scaling
law hypothesis, the relaxation rate γr is described by the general scaling law
γr(〈n〉, N) = (〈n〉 − nc)σX [(〈n〉 − nc)N1/ν ] (5.9)
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with a scaling function X(x) and exponents σ and ν which can be found by use of renor-
malization group techniques [181–183]. One assumes that the scaling law also is valid near






, if N−1/ν  〈n〉
nc
− 1  1
∝ N−σ/ν , if 〈n〉
nc
− 1  N−1/ν
(5.10)
where σ = 1/2. Thus, at a ﬁnite but large size N  1, the relaxation rate γr is nonzero
at any 〈n〉 due to ﬁnite-size eﬀects that smear the critical singularity. This agrees with
results of our simulations presented below.
5.1.5 Power spectral density near the 1st-order phase transition
We now ﬁnd the power spectral density (PSD) of activity ﬂuctuations in the low activity
state when 〈n〉 is close to nc2. The PSD of ﬂuctuations of neuronal activity encodes rich
information about critical phenomena. According to the Wiener-Khintchine theorem, the
power spectral density S(ω) of activity ﬂuctuations of the excitatory population is the












δρa(t1)δρb(t1 + t)dt1, (5.12)
where δρa(t) = ρa(t)−ρ, describes the ﬂuctuations of activity ρa(t) of population a, b = e, i,
around the averaged value ρ. Cab(t) is a measure of the correlations between values of
δρa(t1) and δρb(t1 + t) at two diﬀerent instants separated by a lag t and averaged over
a large time window T (according to, for instance, [184]). Additionally, the PSD is also
deﬁned as
S(ω) ≡ 〈δρ˜e(ω)δρ˜e(−ω)〉. (5.13)
In order to calculate the PSD, we assume that activity ﬂuctuations are driven by weak
white-noise forces Fa(t) that mimic forces caused by ﬁnite-size eﬀects,
〈Fa(t)Fb(t′)〉 = F 20 δa,bδ(t− t′), (5.14)
where F0 ∝ 1/
√
N . These forces act on excitatory and inhibitory neurons that are inactive
at time t. Thus, Eqs. (3.15) become
˙ρe(t) = Fe(t)[1− ρe(t)]− µeρe(t) + µeΨ(ρe(t), ρi(t)),
˙ρi(t) = Fi(t)[1− ρi(t)]− µiρi(t) + µiΨ(ρe(t), ρi(t)).
(5.15)
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This method was also used in [130]. In this case, one can use the linear response theory to
ﬁnd δρa(t) = ρa(t)− ρ from the linearized system. Equation (4.14) has now a new term:
˙δρ = (1− ρ)F + Jˆ(ρ) δρ (5.16)







we ﬁnd the linear response
δρ˜e(ω) =
(1− ρ)[(iω − J22)F˜e(ω) + J12F˜i(ω)]
(iω + λ+)(iω + λ−)
,
δρ˜i(ω) =
(1− ρ)[(iω − J11)F˜i(ω) + J21F˜e(ω)]
(iω + λ+)(iω + λ−)
,
(5.18)
where Jij are the entries of the Jacobian, Eq. (4.16), and λ± are the eigenvalues, Eq. (4.20).
Substituting this result into Eq. (5.12), we ﬁnd the PSD for excitatory neurons
S(ω) =









The PSD of inhibitory neurons is obtained from this equation after the replacements J12 →
J21 and J22 → J11.
In the low activity state (ﬁxed point 1), in regions Ib and Ic in Fig. 4.2, the eigenvalues
λ+ and λ− are real. When the noise intensity 〈n〉 tends to the critical point nc2 of the
ﬁrst-order phase transition, the eigenvalue λ+ tends to zero according to Eq. (5.8) while
the eigenvalue λ− remains ﬁnite. Therefore, at small ω, Eq. (5.19) takes the form
S(ω) ≈ F
2












where the peak maximum is Smax ∝ 1/γ2r . Figure 5.2(a) displays the PSD S(ω) measured
in our simulations in the low activity state in region Ic. In Fig. 5.2(b), we compare
simulations with the theoretical prediction. One sees that Eq. (5.21) describes well the
measured frequency dependence of the PSD. According to Eq. (5.8), at 〈n〉 → nc2, the
peak maximum increases as
Smax ∝ 1
nc2 − 〈n〉 . (5.22)
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Figure 5.2: (a) Power spectral density S(ω) of activity ﬂuctuations versus frequency ω in
the low activity state of the cortical model (results of simulations at (〈n〉, α) = (18.7, 0.85).
(b) Averaged frequency dependence of S(ω) at small frequencies. Open diamonds show
results of simulations. The solid line represents Eq. (5.21) with γr = 6.9(2) and ω0 ≡√
γ2i + γ
2
r = 0.03. Frequencies are in units of µe. Inset: zero-frequency peak Smax =
S(ω = 0) versus the shot noise intensity 〈n〉 when increasing 〈n〉. The observation time
was 10000µ−1e . Other parameters are the same as in Fig. 5.1. These data and ﬁgures were
obtained by KyoungEun Lee.
Our simulations support the predicted increase of the zero-frequency peak Smax (see the
inset in Fig. 5.2(b)). When 〈n〉 is close to nc2, ﬁnite-size eﬀects (Eqs. (5.10)) become
important and γr remains nonzero even at the critical point, although very small. Conse-
quently, Smax has a maximum at 〈n〉 = nc2 instead of divergency. The numerical results
also conﬁrm the linear decrease of 1/Smax, 1/Smax ∝ nc2 − 〈n〉, predicted by Eq. (5.22)
when 〈n〉 → nc2. In contrast, Smax has no maximum at nc2 when 〈n〉 tends to nc2 from the
high activity state (this is a manifestation of hysteresis).
The Lorentzian behavior of the PSD of synaptic currents has been observed in cat cortex
during wakefulness [185]. In Ref. [185], it was suggested that this behavior may be driven by
a white-noise process. During slow-wave sleep, the PSD deviates from the Lorentzian [185].
This deviation suggests that, in general, stochastic forces may be statistically diﬀerent from
white noise.
Thus, the cortical model shows that bursts and avalanches appear near the limiting
point of metastable states of the ﬁrst-order phase transition caused by a saddle-node bifur-
cation in agreement with other network models [136, 144, 174, 175]. Critical phenomena
(power-law statistics for avalanches and sharp zero-frequency peak of the PSD) due to
critical slowing down in the low activity state (when approaching the critical point from
below), the absence of critical phenomena above the point (because, in the high activity
state, the relaxation rate is nonzero at the critical point) and hysteresis are the characteris-
tic properties of the ﬁrst-order phase transition, which can be experimentally tested. Note
that here we did not focus on what happens near nc1, in the high activity state (ﬁxed point
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3), when decreasing the shot noise intensity 〈n〉. In this case, similar critical phenomena
can be observed. In particular, instead of having avalanches that activate clusters of neu-
rons, we have avalanches of inactivation, where the sudden inactivation of one neuron in a
given cluster can lead to the inactivation of the complete cluster.
Another mechanism of avalanches based on ideas of self-organized criticality (SOC)
by Per Bak [186] was discussed in [65, 66]. From our point of view, at the present time,
there is no direct experimental evidence that supports one approach over the other. One
important diﬀerence between the two mechanisms is that the critical phenomena appear
symmetrically in respect to a critical point in SOC, whereas in a ﬁrst-order phase transi-
tion it can only be measured when approaching the critical point from one side, as shown
above. This diﬀerence may help to distinguish the two mechanisms in experiments. Fur-
ther experimental and theoretical investigations of these two approaches are necessary to
understand the origin of avalanches in the brain.
5.2 Second-order nonequilibrium phase transitions
We now consider the case α < αt, i.e., when excitatory neurons respond suﬃciently
faster to stimuli compared to inhibitory neurons. We show that, when increasing the
shot noise intensity, the cortical model undergoes successively two second-order phase
transitions. We ﬁnd that sustained network oscillations emerge at a saddle-node bifurcation
and disappear at a Hopf bifurcation. We study properties of the phase transitions, critical
phenomena, patterns of spontaneous activity, and sustained network oscillations near the
critical intensities of shot noise. Note that the emergence of network oscillations implies
the symmetry breaking of these two second-order phase transitions. The ordered phase
must have a lower symmetry in comparison to the symmetry of the disordered phase [181].
In our model, in the state with damped oscillations or exponential relaxation, the behavior
of the neuronal network, at large times, does not depend on initial conditions because
relaxation time is ﬁnite. In contrast, in the state with sustained oscillations, the phase of
oscillations at every moment is determined by the initial conditions. Therefore, it is the
time homogeneity that is broken in the state of sustained network oscillations.
5.2.1 Saddle-node bifurcation
At a given α < αt, we increase the shot noise intensity 〈n〉 from 〈n〉 = 0 (see line 2
in Fig. 4.2). The neuronal network goes from region Ia with the single ﬁxed point 1 into
region Id or region Ie where the dynamics is determined by three ﬁxed points: the stable
point 1, the saddle point 2, and the unstable point 3 (see Table 4.1). At 〈n〉 = nc2, the
points 1 and 2 coalesce and the network undergoes a second-order phase transition due
to a saddle-node bifurcation from a state with a low activity and short-range temporal
correlations between neurons into a state with regular sustained network oscillations and
strong correlations (region IIIa or IIIb). In regions IIIa and IIIb, the dynamics of neuronal
networks is determined by the unstable ﬁxed point 3 surrounded by a limit cycle. At
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Figure 5.3: Network oscillations near (a) the saddle-node (〈n〉 = 18.805, nc2 = 18.8) and
(b) supercritical Hopf (〈n〉 = 34, nc3 = 36) bifurcations. (c) Amplitude (solid line) and
frequency (dashed line) of network oscillations versus 〈n〉. At 〈n〉 > nc3(α), the oscillations
are damped. These results were obtained from numerical integration of Eqs. (3.15). Time
t is in units of µ−1, and α = 0.75. Other parameters are the same as in Fig. 5.1.
〈n〉 > nc2, the network oscillations emerge with a large amplitude (see Fig. 5.3(a)) and
their frequency increases from zero as ω ∝ √〈n〉 − nc2 (see Fig. 5.3(c)). This frequency
dependence is a general feature of oscillations in nonlinear dynamic systems close to a
saddle-node bifurcation [116, 187, 188]. Note, however, that in our model we deal with a
phase transition, i.e., a collective phenomenon in neuronal networks. We suggest that for
this kind of continuous phase transition the frequency is the order parameter.
In simulations, at 〈n〉 below nc2, we observe irregular almost identical sharp spikes of
neuronal activity (see Fig. 5.4). These “spikes” are collective events of neuronal activity,
obviously diﬀerent from the spikes, action potentials, that neurons ﬁre. This term is used,
for instance, to designate some forms of epileptiform activity (see, for example, Ref. [94]),
and it stresses the similarity with action potentials: both are strong single events. The
sharp spikes are described by trajectories topologically equivalent to a heteroclinic orbit
that connects points 2 to 1, and goes around the unstable point 3 in the (ρe, ρi)−phase
plane (more details in Chapter 7). In our model, the mean frequency of the spikes is very
small and increases when the shot noise intensity tends to the critical point nc2 while the
spike duration is almost constant and much larger than the period (1/f) of oscillations
generated by a single neuron. This kind of activity diﬀers sharply from bursts found near
the ﬁrst-order phase transition (compare the inset of Fig. 5.1(a) with the spikes in Fig. 5.4).
The sharp spikes emerge from a low background activity with a rapid onset (Fig. 5.4(b)),
reaching a large amplitude that involves in synchronized activity about 90% of neurons,
and end up with an abrupt return to lower activity. In Fig. 5.4, the spike duration is about
90 ms and the mean interspike interval is about 34 s at µ−1e = 20 ms.
In order to understand the mechanism of generation of sharp spikes, we performed the
numerical integration of Eq. (5.15) with nonzero stochastic forces Fe and Fi representing















Figure 5.4: (a) Series of sharp spikes of neuronal activity near the saddle-node bifurcation.
(b) All spikes of the time series at the same phase. Solid and dashed lines represent spikes
found in simulations and numerical integration of Eqs. (5.15), respectively. Parameters:
shot noise intensity 〈n〉 = 18.76 and α = 0.55. Other parameters are the same as in
Fig. 5.1. Time t is in units of µ−1e . The data from simulations and ﬁgures were obtained
by KyoungEun Lee.
reveals sharp spikes that are identical to those observed in simulations (Fig. 5.4(b)). Our
analysis of the phase portrait of Eqs. (3.15) in regions Id and Ie shows that the sharp spikes
are strongly nonlinear events in neuronal activity that can be generated by ﬂuctuations
(as we approach the critical point nc2, it becomes easier to generate sharp spikes, because
points 1 and 2 become closer). In the (ρe, ρi)-phase plane, the trajectories (Fig. 4.3 panels
(h) and (j)) are topologically equivalent to the heteroclinic orbits found in the Morris-Lecar
model (see Fig. 7.4 in Ref. [187]).
The analysis of the properties of the sharp spikes, such as emergence conditions, course
of events, their shape, amplitude, duration, and frequency, leads us to propose that this
kind of spontaneous neuronal activity is similar to epileptiform activity as the paroxysmal
spikes observed in EEG [95, 189]. Based on this similarity we suggest that the paroxysmal
spikes and other seizure-like events, such as slow-wave oscillations [95] or sharp waves in
hippocampus [41, 190], are strongly nonlinear waves appearing in neuronal networks near
a saddle-node bifurcation. Of course, in order to describe in detail the events, a realistic
network structure and realistic single neuron dynamics must be taken into account. We
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discuss this in more detail in Chapter 7.
At 〈n〉 below nc2, the relaxation rate γr is γr ∝
√
nc2 − 〈n〉, as shown before. This
result is in contrast to the standard mean-ﬁeld theory (the Landau theory) that predicts
γr ∝ |nc2 − 〈n〉| for a second-order phase transition. The non-standard scaling behavior
and emergence of paroxysmal-like spikes near the saddle-node bifurcation show an unusual
character of the phase transition. Our simulations and numerical integration also reveal
an almost constant nonzero time lag ∆tl between excitatory and inhibitory activities at
〈n〉 around nc2. For the spike in Fig. 5.4, the inhibitory activity reaches a maximum 11 ms
after the excitatory activity.
In the context of stochastic resonance, several nonlinear dynamical systems [191–193]
and single neuron models [56, 57, 193, 194], which have excitable dynamics of the same
kind as the Morris-Lecar model and our cortical model, have been analysed (we discuss
stochastic resonance in the next chapter). Phase transitions triggered by a saddle-node
bifurcation were also found in complex physical and chemical systems such as the system
of limit-cycle oscillators with all-to-all coupling [195] and CO oxidation on the Pt(110)
surface [196]. However, critical phenomena and single nonlinear oscillations preceding the
transition were not studied. Also, as far as we know, paroxysmal-like spikes as collective
nonlinear objects were not studied within a neuronal network model. The nature and
mechanism of generation of the paroxysmal-like spikes are discussed in Chapter 7.
5.2.2 Supercritical Hopf bifurcation
We now study the second-order phase transition due to the supercritical Hopf bifurca-
tion. For this purpose, we perform simulations of the cortical model, numerical integration,
and analytical analysis of Eqs. (3.15). We ﬁnd critical behavior and demonstrate the dif-
ference in the critical properties between the saddle-node bifurcation and the supercritical
Hopf bifurcations.
When increasing the shot noise intensity 〈n〉 above nc2, the frequency of sustained
oscillations increases while their amplitude decreases (see Fig. 5.3(c)). The oscillations
disappear at the critical noise intensity 〈n〉 = nc3 which depends on α (see the line 2 in
Fig. 4.2). At 〈n〉 = nc3, the network undergoes a phase transition from a state with the un-
stable point 3 surrounded by a limit cycle (region IIIa) into a state in which the ﬁxed point
3 is a stable spiral (region IIb). From the stability analysis presented in Chapter 4, it fol-
lows that this transition is due to a supercritical Hopf bifurcation, because the eigenvalues
of the ﬁxed point 3 cross the imaginary axis, i.e., the real part of the eigenvalues changes
sign. Above nc3, the network enters region IIb with damped network oscillations about the
ﬁxed point 3. Note also that network oscillations taking place near the saddle-node and
supercritical Hopf bifurcations have diﬀerent shapes (compare Fig. 5.3(a) with Fig. 5.3(b)).
Oscillations emerging due to a Hopf bifurcation were also found in a stochastic rate model
[145].
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Neuronal activity below the Hopf bifurcation
First, we study analytically sustained network oscillations and relaxation dynamics near
the Hopf bifurcation in a shot noise intensity range 0 < |nc3 − 〈n〉|  nc3 (a range around
the boundary between regions IIIa and IIb in Fig. 4.2). In this range, the oscillations have
a small amplitude that allows us to use the Taylor expansion over δρa(t) = ρa(t) − ρ(3)


































In Fig. 5.5(a), we compare results of numerical integration of the reduced equations (5.23)
with the exact equations (3.15). In the numerical integration, we studied the relaxation
of the system to a state with sustained oscillations (see Fig. 5.5(a)) from an initial point
ρe = ρi = ρ
(3). One sees that the frequency of the oscillations described by the reduced
equations (5.23) is very close to the frequency of oscillations from the exact equations (3.15),
though the amplitude of the sustained oscillations from Eqs. (5.23) is a little bit larger.
These results evidence that the reduced equations (5.23) are a good approximation to the
exact equations (3.15) (near the Hopf bifurcation). A similar analysis based on a reduced
equation was used in [130, 131] to study analytically oscillations near the Hopf bifurcation
in networks of integrate-and-ﬁre neurons. Now, we can use the reduced equations to study
the critical behavior of the amplitude of sustained oscillations, the relaxation rate to the
state of oscillations, and the phase lag between the activities of excitatory and inhibitory
populations.
It is convenient to rewrite Eqs. (5.23) in a vector form
˙δρ = Jˆ δρ+ Mˆ(δρe, δρi) δρ, (5.25)
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Figure 5.5: (a) Relaxation of the activity of excitatory neurons from an initial state (the
ﬁxed point 3) to a state with sustained network oscillations at 〈n〉 < nc3: the solid line
represents the numerical integration of the approximate equations (5.23), and the dashed
line is the solution of the exact equations (3.15). (b) The parameter γr (Eq. (4.21)) versus
〈n〉 from a numerical solution of Eq. (4.10) at the ﬁxed point 3 (solid line). The relaxation
rate γ∗r is obtained from the numerical integration of equations (3.15) (triangles). Time t














































The Jacobian (Eq. (4.16)) can be represented in a form
Jˆ = −γrIˆ + aˆσ, (5.27)
where Iˆ is the identity matrix. The parameter γr is determined by Eqs. (4.21) and (4.20)













with the property a2 = −γ2i . We also use ˆσ = (σˆ1, σˆ2, σˆ3) where σˆ1, σˆ2, and σˆ3 are the
Pauli matrices. Taking into account only linear terms in δρa, the solution of Eq. (5.25) can
be written in a form








where the vector A = (Ae, Ai) is determined by an initial condition ρ(t = 0) = ρ0.
The dependence of the parameter γr on 〈n〉 near the critical point nc3 can be found by
use of the Taylor expansion of Re{λ+(ρ(3))} in Eq. (4.21) over δρ = ρ(3) − ρ(3)(nc3):
γr(ρ
(3)) = −Re{λ+[ρ(3)(nc3)]} − dRe{λ+}
dρ
δρ+ . . . . (5.31)
The neuronal activity ρ = ρ(3)(〈n〉) near the Hopf bifurcation can also be found using the
Taylor expansion (Eq. (5.1)) with ε ≡ 〈n〉−nc3 and δρ ≡ ρ− ρ(3)(nc3) (at 0 < 〈n〉−nc3 
nc3), where the function Ψ and its derivatives are calculated at 〈n〉 = nc3. In this case, the
linear terms give the leading contribution to a solution




in contrast to the square root dependence in Eq. (5.2). Therefore, taking into account the
critical slowing down, Eq. (4.24), and Eq. (5.32), we obtain
γr ≈ Γ(〈n〉 − nc3), (5.33)
where the coeﬃcient Γ is positive according to our numerical estimations. At 〈n〉 > nc3, γr
is positive and neuronal activity weakly perturbed from the the stable ﬁxed point 3 relaxes
exponentially to the steady state with the relaxation rate γr (see Eq. (5.30)). At 〈n〉 < nc3,
γr is negative and describes the process of runaway from the ﬁxed point 3 (see Figs. 5.3(b)
and 5.5(a)). In order to ﬁnd a correct solution of Eq. (5.25) and the relaxation rate in the
state with sustained network oscillations, we must take into account the nonlinear terms.
We look for a solution in the following form:
δρ = eaˆσt A(t). (5.34)
Then, Eq. (5.25) takes the form
˙A = −γr A + e−aˆσtMˆ(δρe, δρi)eaˆσt A. (5.35)
In the leading order in ε = nc3 − 〈n〉, in the limit t → ∞, the oscillation amplitude A(t)
tends to a stationary value that can be found by use of the averaging theory [116]. We




{−γr A + e−aˆσtMˆ [δρe(t), δρi(t)]eaˆσt A}dt, (5.36)
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and obtain two coupled equations for Ae and Ai:
0 = −γrAe + a(e)1 A3e + a(e)2 A2eAi + a(e)3 AeA2i + a(e)4 A3i ,




n are coeﬃcients. A simple analysis of these equations shows that, at |γr|  1, a





nc3 − 〈n〉 B, (5.38)
where B = (eiϕebe, e
iϕibi) is a complex vector and ∆ϕ = ϕe − ϕi is a phase lag between
excitatory and inhibitory activities. The square root dependence in Eq. (5.38) agrees with
the numerical solution of Eqs. (3.15) for the supercritical Hopf bifurcation (see Fig. 5.5(c)).
This dependence is a general property of the supercritical Hopf bifurcation (which distin-
guishes this bifurcation from the subcritical type) [116].
Equation (5.35) also allows us to ﬁnd the relaxation rate of perturbed neuronal activity
in the region IIIa of sustained network oscillations. We denote the relaxation rate as γ∗r in
order to distinguish it from the parameter γr (that describes the runaway from the ﬁxed
point 3, rather than the relaxation to the oscillations with constant amplitude). We look
for a solution of Eq. (5.35) in a form
A(t) = A+ e−γ
∗
r tδ A, (5.39)
where δ A is a small perturbation and γ∗r  γi is assumed. A linear perturbation analysis
with respect to δ A gives
γ∗r ≈ G(nc3 − 〈n〉), (5.40)
where G is a positive coeﬃcient. γ∗r tends to zero when 〈n〉 → nc3. Results of our numerical
calculations displayed in Fig. 5.5(b) agree with this result. In the numerical integration of
Eqs. (3.15), we choose the ﬁxed point 3 as the initial condition, i.e., ρe(t = 0) = ρi(0) = ρ
(3).
Since the point 3 is unstable, at ﬁrst the amplitude of network oscillations exponentially
increases in time with the rate −γr (see Fig. 5.5(a)). At large t, the amplitude tends
exponentially (with the relaxation rate γ∗r ) to a steady value.
Solving Eqs. (5.37), we ﬁnd the phases ϕe and ϕi. The lag ∆ϕ = ϕe−ϕi is proportional
to |γr|, i.e.,
∆ϕ ≈ φ∗(nc3 − 〈n〉), (5.41)
where φ∗ is a positive coeﬃcient. At 〈n〉 ≥ nc3, in the state with damped oscillations, the
phase lag ∆ϕ is determined by Eq. (5.47) (which we ﬁnd in the next section) and (5.33)
that give
∆ϕ ≈ φ(〈n〉 − nc3), (5.42)
where the positive coeﬃcient φ diﬀers from φ∗. Thus, the phase lag ∆ϕ is zero at the
critical point and increases with increasing distance |〈n〉 − nc3| from the critical point.
∆ϕ determines the time lag ∆tl = ∆ϕ/γi between maximums of excitatory and inhibitory
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activities. At 〈n〉 = nc3, ∆ϕ and ∆tl are zero which means a strict synchronization between
excitatory and inhibitory activities. This is in contrast to the always-ﬁnite time lag in the
case of the saddle-node bifurcation.
Thus, Eqs. (5.38), (5.40), and (5.41) show that, when the shot noise intensity 〈n〉
tends to the critical point nc3 of the supercritical Hopf bifurcation, the phase transition is
signaled by a decrease of the oscillations amplitude A, the relaxation rate γ∗r , and the time
lag ∆tl. At 〈n〉 = nc3, γ∗r is zero which manifests critical slowing down. The amplitude A is
the order parameter of the phase transition. These phenomena are general features of the
supercritical Hopf bifurcation. Comparing Eq. (5.40) with Eq. (5.8) and the behavior of the
time lag ∆tl at 〈n〉 = nc2 and at 〈n〉 = nc3, we conclude that the continuos phase transitions
corresponding to the saddle-node and supercritical Hopf bifurcations have diﬀerent critical
behaviors and, therefore, belong to diﬀerent classes of universality.
Neuronal activity above the Hopf bifurcation
As mentioned in the previous chapter, our simulations show that, above nc3, sponta-
neous activity has a form of spindle oscillations (see the inset in Fig. 5.6). If 〈n〉 tends to
nc3 from above, then the amplitude of spindle oscillations increases while the relaxation
rate γr tends to zero as γr ∝ 〈n〉 − nc3 according to Eq. (5.33). It results in an increase of
the peak of the power spectral density of activity ﬂuctuations at the frequency of damped
oscillations (see Fig. 5.6). Moreover the phase lag ∆ϕ between synchronized activities of
excitatory and inhibitory populations also tends to zero as ∆ϕ ∝ 〈n〉 − nc3 according to
Eq. (5.42). These critical phenomena signal an approach to the Hopf bifurcation. In order
to understand the phenomena, we use simulations and analytical calculations.
In the high activity state (ﬁxed point 3) at 〈n〉 > nc3 (region IIb in Fig. 4.2), the
eigenvalues λ± are complex. Their real and imaginary parts determine the relaxation rate
γr and the frequency γi of damped oscillations, respectively (see Eqs. (4.21) and (4.22)).
In this case, Eq. (5.19) can be written in a form
S(ω) =








(x2 − 1)2 + 4ζ2x2 , (5.43)




r , and ζ ≡ γr/ω0. ζ is the damping ratio of the damped
oscillations.
In the case when the shot noise intensity 〈n〉 tends from above to the critical point nc3,
the relaxation rate γr tends to zero (see Eq. (5.33)). If ζ  1, then the PSD has a sharp
peak at the resonance frequency ω = ωr ≡ ω0
√
1− 2ζ2. The peak maximum is









4ζ2(1− ζ2) . (5.44)
Near the resonance frequency |ω−ωr|  ω0, S(ω) is described by a shape function F (x, ζ):
S(ω)
Smax
≈ F (x, ζ) ≡ 4ζ
2(1− ζ2)
(1− x2)2 + 4ζ2x2 . (5.45)
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Figure 5.6: The peak maximum Smax of the power spectral density (PSD) of ﬂuctuations
versus 〈n〉 above the supercritical Hopf bifurcation (in simulations, 〈n〉 > nc3 ≈ 80.5 and
α = 0.55). Inset: temporal neuronal activity in the form of spindles (upper panel) and
the PSD S(ω) versus the frequency ω at 〈n〉 = 82.5. Other parameters are the same as in
Fig. 5.1. Time t is in units of µ−1e . These data and ﬁgures were obtained by KyoungEun
Lee.
Substituting Eqs. (5.18) into Eq. (5.12), we ﬁnd that the autocorrelation function Cee(t)
has a form
Cee(t) = Aee
−γrt cos(γit+ ϕe). (5.46)
The amplitude Ae and the phase ϕe behave as Ae ∝ 1/γr and ϕe ∝ γr/γi at γr  γi.
Thus, as 〈n〉 approaches the critical point nc3 from above, the amplitude of the damped
oscillations increases. For inhibitory neurons, we obtain a similar behavior with Ai and ϕi.
There is a phase lag between the maximums of excitatory and inhibitory activities,
∆ϕ = ϕe − ϕi ∝ γr
γi
, (5.47)
which, again, is related with the time lag ∆tl = ∆ϕ/γi. Interestingly, from data analysis of
the time dependence of the autocorrelation function (Eq. (5.12) and Eq. (5.46)), one can
ﬁnd the relaxation rate γr that determines the time decay of the damped oscillations, and
also the dimensionless parameter ζ , which is an important characteristic of the closeness
of the network to the critical point nc3. The smaller is ζ , the closer is the network to the
critical point. In the inﬁnite-size limit, ζ is zero at 〈n〉 = nc3. A similar resonance peak of
the PSD was found within the integrate-and-ﬁre model in [131–133].
We conﬁrmed the prediction of Eq. (5.46) using simulations. We analysed time series
δρe(ti) for i = 1, . . . , NT , and calculated the autocorrelation function Cee(t) using the






δρe(ti)δρe(ti + t). (5.48)
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The number of points NT in the time interval T was 7000. Figure 5.7(d) shows the
autocorrelation function Cee(t) of the excitatory activity. One can see that Cee(t) has
a form of damped oscillations as predicted by Eq. (5.46). When decreasing the noise level
from 〈n〉 = 85 to 〈n〉 = 82.5, approaching the supercritical Hopf bifurcation, the amplitude
of spindle oscillations increase (compare Fig. 5.7(a)-(c)), and the amplitude of the damped
oscillations of the autocorrelation function also increases (see Fig. 5.7(d)), showing the
enhancement of critical ﬂuctuations preceding the transition. Damped oscillations of the
autocorrelation function similar to the ones in Fig. 5.7(d) were also observed, for example,
in spontaneous alpha activity in EEG recordings of a healthy man [197], and in EEG
recordings of human epileptic seizures [167].
Figure 5.7: Panels (a), (b) and (c) display time series of activity of excitatory populations
in the region of damped oscillations at shot noise levels 〈n〉 = 82.5, 〈n〉 = 83.4, and
〈n〉 = 85, respectively (near nc3 = 80.5). (d) Autocorrelation function Cee(t), Eq. (5.48),
versus time for the time series in panel (a) (solid blue line), panel (b) (dashed purple line),
and panel (c) (dotted green line). Time is in units of µ−1e . The results were obtained from
simulations of the cortical model with the following parameters: α = 0.55, and N = 105.
Other parameters are the same as in Fig. 5.1. These data and ﬁgures were obtained by
KyoungEun Lee.
In Fig. 5.8, we present the PSD of activity ﬂuctuations measured in simulations. In
agreement with the theoretical prediction, the measured PSD, S(ω), reveals a sharp maxi-
mum at the frequency of damped oscillations. Figure 5.6 shows that, when 〈n〉 → nc3, the
maximum value Smax ﬁrst strongly increases and then saturates at a certain value due to
ﬁnite-size eﬀects (Eqs. (5.10)). Figure 5.8 shows that the shape of this maximum is well
described by the shape function (5.45).
The critical behavior of the cortical model near the supercritical Hopf bifurcation helps
to understand the attenuation of alpha rhythms by visual or auditory stimuli (the Berger
eﬀect) [198, 199]. Recall that the Berger eﬀect manifests itself in the activation of alpha
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Figure 5.8: (a) Power spectral density S(ω) of activity ﬂuctuations above the supercritical
Hopf bifurcation at 〈n〉 = 82.5 (from simulations). (b) Averaged frequency dependence
of S(ω) around the peak at ω0 = 0.15: the PSD at 〈n〉 = 85 (blue open rectangles); the
analytical calculation from Eq. (5.45) with γr = 0.12(1) (blue dashed line); the PSD at
〈n〉 = 82.5 (pink open circles); the analytical calculation from Eq. (5.45) with γr = 0.069(4)
(pink solid line). In both ﬁgures α = 0.55, and nc3 ≈ 80.5. Other parameters are the same
as in Fig. 5.1. Frequencies are in units of µe. These data and ﬁgures were obtained by
KyoungEun Lee.
waves on the electroencephalogram when the eyes are closed and diminution of alpha waves
when they are opened (see, for example, the review [198]). Based on our cortical model, we
suggest that opening eyes may result in an increase of the ﬂow of spikes bombarding neurons
in the area of the cortex that is responsible for the alpha waves. As a result, the neuronal
network goes away from the Hopf bifurcation and the amplitude of damped oscillations
decreases. A similar phenomenon was also observed in the auditory cortex where the tau
rhythm (this rhythm belongs to the family of alpha rhythms) was transiently suppressed
by auditory stimuli [199].
Band-pass filter behavior
Above the supercritical Hopf bifurcation, in region IIb, the activities ρe and ρi relax
to the stable ﬁxed point 3 in the form of damped oscillations. Indeed, if we take the time
derivative of the two coupled equations (5.15), we ﬁnd in the linear-response regime that






+ ω20δρe(t) = Φe(t), (5.49)
where δρe(t) ≡ ρe(t)− ρ(3), and






when Fi(t) = 0 (J22 is given by Eq. (4.16)). The damping ratio ζ determines the behavior
of the neuronal network. The oscillator is overdamped if ζ > 1 and underdamped if ζ < 1.
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i , the network always behaves as an









i and the damping ratio ζ = γr/ω0,
we obtain ω = γi, as expected.







Taking into account Eq. (5.49), we obtain



















If γr > 0, then Eq. (5.53) shows loss of memory in the neuronal network with increasing
the time interval t − t′. When γr → 0, the memory becomes long-range. The Fourier
transform χ˜ee(ω) of the linear response function in Eq. (5.53) is
χ˜ee(ω) =
(1− ρ(3))(iω − J22)
ω20 − ω2 + 2iζω0ω
. (5.56)
The function ||χ˜ee(ω)|| has a maximum at the resonance frequency ωr, ||maxχ˜ee(ω)|| =
||χ˜ee(ωr)|| (ωr = ω0
√
1− 2ζ2). At the critical point nc3, ζ is zero and ||χ˜ee(ωr)|| diverges.
The divergency of the response function is a characteristic feature of a second-order phase
transition. One should also remind that the response function is related to the power
spectral density,
S(ω) = F 20 ||χ˜ee(ω)||2, (5.57)







and the PSD is equal to the Fourier transform of the autocorrelation function, according to
the Wiener-Khintchine theorem, Eq. (5.11). Thus, the behavior of the response function
near the supercritical Hopf bifurcation is equivalent to the behavior of the PSD studied
above. Equation (5.56) shows that if the damping ratio ζ < 1/
√
2, the neuronal network
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acts as a band-pass ﬁlter. It passes frequencies within a range of the order of ζω0 around
the resonance frequency ωr, while frequencies outside that range are attenuated. Moreover,
at ζ  1, frequencies around the resonance frequency ωr are strongly enhanced, because
the ||χ˜ee(ωr)|| diverges as 1/ζ when ζ → 0 (〈n〉 → nc3). The function χ˜ii(ω) for inhibitory
neurons has a similar behavior.
In physics and engineering, the dimensionless quality factor (Q factor) determines the
qualitative behavior of simple damped oscillators or resonators and characterizes a res-





















A higher Q implies a lower attenuation, i.e., the network oscillations die out more slowly.




One can, for instance, estimate the Q factors of the activities presented in the time series
displayed in Fig. 5.7. At 〈n〉 = 82.5, γi ≈ 0.82 and γr ≈ 0.022, we ﬁnd Q = 19; at
〈n〉 = 83.4, γi ≈ 0.85, and γr ≈ 0.034, Q = 12; and at 〈n〉 = 85, γi ≈ 0.83, and γr ≈ 0.037,
Q = 11. The Q factor increases as we approach the critical point, as expected. Thus, in
experiments, the Q factor can be used to estimate the distance of the neuronal network to
the supercritical Hopf bifurcation.
In order to conﬁrm the band-pass ﬁlter behavior in region IIb, we carried out simulations
of the cortical model with N = 104 neurons. We studied the case when a periodic stimulus
f(t) = f0(1+sin(ωt)) with amplitude f0 = 5 modulates the activation threshold of neurons,
Ω(t) = Ω − f(t) (remember that Vth = Ω/Je in Eqs. (3.15), and Ω = 30). Figure 5.9
displays our results at three frequencies ω of periodic stimulation: (a) ω < γi; (b) ω ≈ γi
(resonance); and (c) ω > γi. One can see that a weak periodic stimulation results in
synchronized neuronal activity when the frequency is close to the intrinsic frequency of
damped oscillations γi. Stimuli with frequencies above and below γi aﬀect weakly the
neuronal activity.
The band-pass ﬁlter behavior described by Eq. (5.56) seems to be supported by mea-




















Figure 5.9: Band-pass ﬁlter behavior. Temporal activity of excitatory populations stimu-
lated by a sinusoidal stimulus (amplitude f0 = 5) with frequency ω: (a) ω = 0.61 < γi; (b)
ω = 0.87 ≈ γi (resonance); and (c) ω = 1.2 > γi. Time t is in units of µ−1e . Parameters
in simulations: (〈n〉, α) = (20.4, 0.82), and N = 104. Other parameters are the same as in
Fig. 5.1. These data were obtained by KyoungEun Lee.
measurements revealed that the majority of rat CA1 neurons act collectively like a band-
pass ﬁlter and ﬁre synchronously in response to a limited range of presynaptic ﬁring rates
(20 − 40 Hz) that are in the range of gamma oscillations in the rat hippocampus [201].
One can also note that, a long time ago, a number of characteristics of a band-pass ﬁlter
behavior and a resonance response to a sinusoidal wave were observed in EEG recordings of
alpha waves [197]. Based on the results obtained above, we suggest that the band-pass ﬁlter
behaviors observed in [64] and [197] are a manifestation of the damped oscillator behavior
that occurs when the neuronal network is close to a supercritical Hopf bifurcation.
5.3 Similarity between our model and the Morris-
Lecar model
In Chapter 4, we discussed the local stability of the ﬁxed points and, in this chapter,
the bifurcations of the nonlinear equations (3.15) in dependence on the shot noise intensity
and the parameter α. Figure 5.10 displays the bifurcation diagram of our model at α < αt.
A similar bifurcation diagram was found within the Morris-Lecar model stimulated by an
applied current in the case when the I − V relation is N shaped [187]. The Morris-Lecar
model is a two-dimensional simpliﬁed version of the Hodgkin-Huxley model to describe
single neuron dynamics. Within this model, a system of two nonlinear equations describes a
relationship between the membrane potential and the activation of K+ ion channels within
the membrane. Moreover, one can build phase portraits of Eqs. (3.15). In the case α < αt,
the phase portraits in regions Id, Ie, IIIa, and IIIb are topologically equivalent (in other
words, homeomorphic) to the phase portraits found in the Morris-Lecar model [187]. It is
well known that the topological equivalence of phase portraits of two dynamical systems
results in similar dynamics and similar responses to stimuli [165]. Therefore, the dynamic
behavior of our cortical model stimulated by shot noise is similar in some respects to the
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dynamic behavior of the Morris-Lecar model stimulated by an applied current. Thus, we
can apply results obtained for the well-studied Morris-Lecar model to our cortical model.
Izhikevich [188] showed that the Morris-Lecar neuron acts as an “integrator”, when it is
close to the saddle-node bifurcation, and as a “resonator”, when it is close to the Hopf
bifurcation. Based on the topological equivalence, we can conclude that the cortical model
acts in a similar way near the bifurcations. Indeed, in Subsection 5.2.1, we showed that
if the mean frequency of incoming random spikes is a little bit larger than the critical
frequency corresponding to the saddle-node bifurcation, then a neuronal network oscillates
with an arbitrary low frequency. The higher the mean frequency of incoming random
spikes, the higher the frequency of sustained network oscillations. Thus, we can say that
the network acts as an integrator. In contrast, when the network is in the rest state near the
supercritical Hopf bifurcation, it acts as a resonator because it responds preferentially to
a certain (resonant) frequency of input (see Subsection 5.2.2). Furthermore, in Subsection
5.2.1, the topological equivalence helped us to understand the nature of paroxysmal-like
spikes observed near the saddle-node bifurcation because similar nonlinear spikes were
found in the Morris-Lecar model [187]. In agreement with this similarity between single
neuron and network dynamics, in experiments with neuronal cultures, it has been observed
that neurons form clusters that behave as “super-neurons”, i.e., with excitable properties
similar to single neurons [180].
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Figure 5.10: Bifurcation diagram that shows the dependence of the activity ρe on the shot
noise intensity 〈n〉 at α < αt. The blue line is the numerical solution of Eq. (4.10). In the
interval nc1 < 〈n〉 < nc2, there are three ﬁxed points: the ﬁxed point 1 is of low activity
(indistinguishable from zero in this ﬁgure); the ﬁxed point 2, which is not represented;
and the ﬁxed point 3 (dashed line), which is unstable. (Note that Eq. (4.10) does not
depend on α, therefore the blue line also represents the hysteresis at α > αt.) In the
interval nc2 < 〈n〉 < nc3, the ﬁxed point 3 is unstable which results in a limit cycle. The
maximums and minimums of the limit cycle are represented by the red line (the black
dots are the maximums and minimums of sustained network oscillations obtained from
numerical integration of Eqs. (3.15) at diﬀerent levels of shot noise). The limit cycle
emerges with large amplitude at the saddle-node bifurcation (〈n〉 = nc2) and disappears
with zero amplitude at the supercritical Hopf bifurcation 〈n〉 = nc3. α equals 0.75, smaller
than αt ≈ 0.80. Other parameters are the same as in Fig. 5.1.
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Chapter 6
Stochastic resonance and modular
structure in signal detection
6.1 Introduction
As stated in previous chapters, noise is ubiquitous in the brain, in particular, in sensory
systems and strongly aﬀects their function [48, 49]. Understanding how sensory systems
compensate, counter or account for noise in order to detect and process sensory information
remains elusive. Stochastic resonance (SR) is recognized as a possible mechanism that
allows sensory systems to use noise for their own beneﬁt [48–50]. As explained in Section
1.6, SR is a phenomenon that manifests itself in an ampliﬁcation and an optimization of
weak signals by noise. It was revealed in many physical systems [47]. Namely in the brain,
SR was observed experimentally in sensory systems [52–55], and other areas [51, 56–58, 60].
SR is also considered a mechanism that may mediate neuronal synchronization within and
between functionally relevant brain areas [61–63].
Most of the theoretical works on SR, including the seminal paper [202], and experi-
mental realizations of SR refer to systems based on the motion of a particle subjected to
a weak periodic signal in a bistable potential [47]. Another mechanism of SR was revealed
in a class of dynamical systems based on excitable dynamics [191, 193]. A key ingredient
of these systems is that if the system is kicked by a stimulus from its “rest state” above
an activation threshold, then it returns to the state deterministically, within a certain
refractory time [191–193]. Based on these ideas, several single neuron models have been
proposed to explain SR observed in the brain [53, 56, 57, 193, 194].
SR was also observed at the level of an entire sensory system, i.e., as a collective phe-
nomenon. Gluckman et al. [51] revealed a resonance in the response of a neuronal network
from mammalian brain on a weak periodic electric stimulus with a certain magnitude of
the stochastic component. Since no manifestation of SR at the single cell level was clearly
seen in these experiments, one can assume that the observed SR has another nature. Until
now, no theoretical explanation of these experiments was proposed. There are some studies
of SR in arrays of neurons [203, 204] and summing networks [205], but they did not study
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the role of interactions between neurons. Pacemaker-driven SR [15, 206] was observed in
complex networks of interacting excitable units modeled by Rulkov’s discrete map. Also,
evidences for SR were found in simulations of small networks of interacting Hodgkin-Huxley
neurons [207, 208] and in hippocampal CA3-CA1 networks [209]. Actually, small networks
(at most 300 neurons in these papers) do not allow to study collective phenomena due
to ﬁnite-size eﬀects that manifest themselves in strong irregular ﬂuctuations destroying
synchronized activity of neurons. Their impact on critical ﬂuctuations of neuronal activity
was recently analyzed in [102]. The breaking of collective phenomena by ﬁnite-size eﬀects
is a well known phenomenon in physical systems [39, 183], but these eﬀects are still poorly
understood in the dynamics of neuronal networks.
In previous chapters we have shown that due to interactions among neurons, neuronal
networks in the brain are nonlinear dynamical systems in which critical transitions from one
to another dynamical state have bifurcation nature [116]. The inﬂuence of a bifurcation is
not restricted by a region near the critical point in a space of network parameters. Actually,
a bifurcation can expand their inﬂuence in a broad region of parameters suﬃciently far
from the critical point [102] (see Chapter 5). In particular, it can aﬀect the excitability
of neuronal networks and their sensitivity to weak stimuli. These dynamical properties
determine the performance of signal detection in sensory systems. In the context of signal
detection, the role of bifurcation mechanisms was only studied within single neuron models
[53, 56, 57, 193, 194].
The experimental observations and theoretical investigations of SR both at the level of
single neurons and at the level of neuronal populations revealed that, in the regime of SR,
the response of nervous systems to weak signals still has a large stochastic component due to
noise. It means that the detection of a signal is unreliable because a part of the input signal
may be lost. Therefore, the starting question remains: what does the system need in order
to detect reliably a sensory signal? At the present time it is well-recognized that network
structure plays an important role in the function of nervous systems [24]. An important
structural property is that, in the brain, neurons of similar function are grouped together in
columns (or modules). The columnar organization of the neocortex has been documented
in studies of sensory and motor areas in many species [32–34]. As mentioned in Section 1.4,
rat somatosensory cortex has modular organization where neurons form columns and every
column consists of 17000− 19000 neurons (each rodent whisker has its own column) [35].
Even the sensory nervous system of the Caenorhabditis elegans, which is the smallest
nervous system among animals, has modular organization [36]. At the present time, it is
unclear what advantage, if any, is given by a modular organization. The evolutionary origin
of this structure was discussed by Kashtan and Alon [210]. They suggested that modularly
varying goals leads to the spontaneous evolution of modular structure. However, modular
organization can have other advantages since it allows to perform parallel processing and
subsequent summation and averaging of information. Indeed, these are key principles used
by sensory systems [49]. These ideas have been discussed in cognitive science within the
connectionist models [211]. There are electrophysiological studies in monkeys which show
that signals are averaged across neuronal modules and over time in the formation of a
behavioral decision [212]. If we assume that every module can work in the regime of SR,
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Figure 6.1: Diﬀerent strategies of signal processing using (a) a single neuron, (b) an array
of non-interacting single neurons, (c) a neuronal network, and (d) a neuronal network with
modular organization.
then this structure can easily overcome the limited reliability of SR in signal detection
discussed above. Thus, nature may ﬁnd in the modular organization a way to introduce
redundancy in order to increase reliability of signal detection. One can speculate that
this kind of modular organization may have appeared due to the process of evolution
that resulted in the selection of such sensory systems that have higher reliability of signal
detection. Sensory systems may have evolved from the processing of information by a
single cell in Fig. 6.1(a) to arrays of cells in Fig. 6.1(b) and from a neuronal network with
a single module in Fig. 6.1(c)) to a modular organized neuronal network in Fig. 6.1(d).
In this chapter, at ﬁrst we show that sensory noise delivered together with a weak
periodic signal can not only enhance the nonlinear response of neuronal networks, but can
also improve synchronization between the response and the signal. We ﬁnd this nonlinear
phenomenon in neuronal networks that are in a dynamical state near the saddle-node
bifurcation corresponding to the appearance of sustained network oscillations (described
in the previous chapter, α < αt). We reveal that, when noise is applied, subthreshold
sensory signals can evoke the activity of a large fraction of neurons (the sharp spikes
presented in Chapter 5), which is synchronized with some degree of correlation with the
signal. The response of neuronal activity to sensory signals and the signal-to-noise ratio
reach a maximum at an optimum level of sensory noise. It manifests stochastic resonance
at the population level. We mimic the experiments of Gluckman et al. [51] and we ﬁnd
qualitative agreement with the data. Second, we discuss the role of modular organization
in the detection of weak signals. For this purpose, we study networks where neurons
are grouped in modules and every module works in the regime of SR. We demonstrate
that, in this case, the reliability of signal detection by the system is strongly enhanced in
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comparison with the case when modular organization is absent. The results presented in
this chapter were accepted for publication [213].
6.2 Stochastic resonance in the cortical model
In this section, we demonstrate SR in neuronal networks described by the cortical model.
In particular, we show that the model allows us to explain SR observed in mammalian brain
[51]. In the experiments [51], hippocampal slices of rat’s brain were stimulated by a time-
varying electric ﬁeld. The ﬁeld had two components, a stochastic one representing noise
and the other representing a signal. As the magnitude of the stochastic component was
increased, a resonance was observed in the response of the neuronal network to the weak
periodic signal.
In order to explain these experiments, let us study the response of a neuronal network
described by the cortical model to a weak periodic stimuli in the case when shot noise
intensity is in the range nc1 < 〈n〉 < nc2, and α < αt (regions Id and Ie in Fig. 4.2).
We remind that in this region there are three ﬁxed points: point 1 is stable, point 2 is
saddle, and point 3 is unstable. When the activity overcomes point 2, this point repels the
trajectory towards larger activities, which then unavoidably gives rise to a deterministic
sharp spike (we study in detail these sharp spikes in Chapter 7). As the intensity of noise
approaches the critical point nc2, points 1 and 2 become closer. Consequently, it is easier to
generate sharp spikes (a smaller ﬂuctuation above the stable ﬁxed point 1 is able to produce
a spike). In other words, the activation threshold of a sharp oscillation depends on model
parameters, and it tends to zero when the network approaches the critical point nc2. For
example, in a network of 104 neurons (7500 excitatory and 2500 inhibitory neurons), at
〈n〉 = 16, the simultaneous activation of 75 excitatory neurons chosen at random among
7500 excitatory neurons (i.e., about 1% of excitatory neurons), while the other neurons are
inactive at that moment, generates a single sharp oscillation formed by the synchronized
activity of about 9000 neurons [102]. As we will show below, this phenomenon opens the
possibility to enhance weak stimuli and observe SR in neuronal networks. When noise is
applied, the neuronal network ﬁres sharp oscillations with some degree of correlation with
subthreshold sensory signals.
We remind that we assume the ﬁrst-spike latencies 1/µe and 1/µi of excitatory and
inhibitory neurons equal to 20 ms and 28.6 ms, respectively. For the chosen parameters,
the cyclic frequency of sustained network oscillations in the cortical model is about 5.2 Hz
(when the noise intensity is 〈n〉 = 25 above nc2 ≈ 18.8 and below nc3 ≈ 49.9, at α = 0.7).
The frequency lies in the range of frequencies 4 − 12 Hz of theta waves observed in the
brain [169]. The burst frequency observed by Gluckman et al. was also within the range
4−12 Hz. The observed bursts (synchronous population events) typically lasted for 10−30
ms. In our model, the single sharp spikes last for about 74 ms at α = 0.7.
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6.2.1 Numerical integration
First, we discuss results of the numerical integration of Eqs. (3.15). We stimulate the
neuronal network with a sensory stimulus x(t) that contains both noise ξ(t) and a periodic
signal S(t),
x(t) = ξ(t) + S(t). (6.1)
We assume that the sensory stimulus is delivered by Ns = gsNe = gsgeN sensory neurons,
where gs is a model parameter. These additional sensory neurons are connected at random
with the probability c/N only to excitatory neurons. Therefore, each excitatory neuron
receives in average an input from gsgec sensory neurons. This method of stimulation
assumes that excitatory neurons receive the same signal+noise inputs Eq. (6.1). It is
similar to the experimental method in [51] where all neurons were stimulated by the same
electric ﬁeld.
One can show that the introduction of these sensory neurons leads to a simple modiﬁ-
cation of Eqs. (3.15). Namely, in Eqs. (3.15), we must substitute the function Ψ(ρe, ρi) by
Ψ(ρe + Ae(t), ρi) where
Ae(t) = x(t)gs/(fτ). (6.2)
We also introduce an additional stochastic force F (t) acting on neurons and representing
other sources of noise diﬀerent from shot and sensory noise (for example, the force can




= (1− ρa)F (t)− ρa +Ψ(ρe + Ae(t), ρi). (6.3)
We consider the sensory noise ξ(t) generated by the Gaussian process with the mean
number 〈ξ(t)〉 = 4 × 10−2 of random spikes per the integration time τ and the variance
σ2sn = 7.3 × 10−4 (we only use the positive part of this Gaussian process and the eﬀective
mean amplitude of noise, Aξ, is 4.3×10−2) (see Fig. 6.2(c)). The sensory signal is sinusoidal,
S(t) = As[sin(2πfst) + 1]/2, (6.4)
with the amplitude As = 4.5 × 10−3 and the frequency fs = 1.25 Hz. The stochastic
force F (t) representing ﬁnite-size eﬀects is a random variable uniformly distributed in the
interval [0, 0.009].
Analyzing the dynamics of the cortical model by use of Eqs. (6.3), we ﬁnd that, in
the absence of a periodic signal, the sensory noise produces occasionally sharp oscillations.
Adding a sinusoidal subthreshold sensory signal, which alone can not generate network
oscillations (see Fig. 6.2(b)), we ﬁnd that sharp spikes appear preferentially near the max-
imums of the signal (see Fig. 6.2(d)).
Following the analysis of Gluckman et al., we ﬁnd the burst probability density (BPD)
deﬁned as the probability to observe a burst (a sharp spike in our case) of network activity
when the sinusoidal signal S(t) has a phase φ (the signal maximums take place at φ =
π(2n + 1)/2, where n = 0, 1, . . . ). Figure 6.3 displays the BPD of the neuronal network
at diﬀerent levels of sensory noise. One can see that the BPD correlates with the sensory
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Figure 6.2: In the absence of sensory noise, a periodic sensory signal (S) with the amplitude
As = 4.5×10−3 (see panel (a)) generates a weak perturbation of the excitatory population
activity ρe that can hardly be identiﬁed in panel (b). However, the addition of sensory noise
ξ with the mean amplitude Aξ = 4.3× 10−2 (see panel (c)), which is about 10 times larger
than the signal’s amplitude As, results in neuronal activity with single sharp oscillations
shown in panel (d). The single sharp oscillations appear preferentially near the peaks of
the sensory signal. Time t is in units 1/µe. Parameters: c˜ = 1000, Ω = 30, gi = 0.25,
Ji = −3Je, σ2 = 10, 〈n〉 = 10, α = 0.7, gs = 0.1, and fs = 1.25 Hz.
signal (see Fig. 6.3(c)) around an optimal level of sensory noise, while no correlations
were observed at weaker and stronger levels of sensory noise (see Figs. 6.3(b) and 6.3(d),
respectively). These results agree with the results in [51].





where a is the amplitude of the peak of the power spectral density (PSD) of neuronal
activity at the signal’s frequency fs and b is the average value of the background PSD
excluding the peak (Gluckman et al. used a similar method). This method is the same as
the one in [51]. The only diﬀerence is that in [51] the SNR was deﬁned as SNR = (a−b)/b.
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Figure 6.3: Burst probability density (BPD) versus the phase φ of the sinusoidal sensory
signal from the numerical integration of Eqs. (6.3). (a) The BPD does not correlate with
φ in the presence of sensory noise with the mean amplitude Aξ = 4.3 × 10−2 if the signal
is very weak (As  Aξ). (b) BPD versus φ at weak sensory noise, Aξ = 2.4 × 10−2. (c)
BPD at the optimal level of sensory noise, Aξ = 4.3 × 10−2. (d) BPD at strong sensory
noise, Aξ = 7.0× 10−2. The signal’s amplitude As = 4.5× 10−3 is the same for panels (b),
(c), and (d). The data were obtained by averaging over 2500 periods of the signal. The
dashed lines represent the signal versus φ. Other parameters are the same as in Fig. 6.2.
We apply the periodic sinusoidal signal plus noise to the network as discussed above and
then analyze the PSD of the neuronal activity. Results of numerical integration of Eqs. (6.3)
and estimation of the SNR for diﬀerent levels of mean sensory noise are displayed in Fig. 6.4.
The error bars represent the statistics: for each level of noise, we repeated 10 times the
measurements of the response of the neuronal network. The maximum of the SNR at a
nonzero level of noise in Fig. 6.4 is a ﬁngerprint of stochastic resonance.
6.2.2 Simulations
In our simulations we considered a diﬀerent stimulation method. The sensory noise and
the sinusoidal signal (Eqs. (6.1) and (6.4)) were delivered directly to a fraction gs of geN
excitatory neurons chosen at random. Sensory noise ξ was represented by random spikes
with the mean number 〈ξ〉 of spikes per the integration time τ and the variance σ2sn. The
amplitude As of the sinusoidal signal S(t) was ﬁxed while the level 〈ξ〉 of sensory noise was













Figure 6.4: Signal-to-noise ratio (SNR) versus the mean amplitude Aξ of the sensory
noise in the cortical model from numerical integration of Eqs. (6.3). SNR is in decibel
[10 log10(SNR)]. The inverted U-shape is characteristic of stochastic resonance. Error
bars were estimated from rms distribution of 10 measurements. The bar length is equal
to twice the standard deviation, and the middle point of the bar corresponds to the mean
value of SNR. Parameters are the same as those in Fig. 6.2.
the noise amplitude Aξ used in Section 6.2.1, 〈ξ〉 ∝ cAξ. We used the amplitude of the
sinusoidal signal As = 4.5 as in the numerical integration. Other model parameters were
the same as those in Section 6.2.1, except 〈ξ〉 and the variance (σ2sn = 5).
Results of our simulations for N = 104 are represented in Figs. 6.5 and 6.6. At a
small level 〈ξ〉 of sensory noise (〈ξ〉 ≤ 5), the response of the neuronal network to the
sinusoidal sensory signal is weak since the probability of generation of sharp oscillations
by the signal is small (see Fig. 6.5(a)). When the level 〈ξ〉 of sensory noise is increased,
sharp oscillations are generated with a larger probability. Note also that the degree of
correlation of the sharp oscillations with the sensory signal also increases. At the optimum
level of sensory noise (〈ξ〉 ≈ 7), the network response (Fig. 6.5(d)) is well synchronized
with the sensory signal (Fig. 6.5(e)). This synchronization is remarkable since only 10% of
excitatory neurons receive the signal+noise input and the level of sensory noise is larger
than the signal’s amplitude. With increasing 〈ξ〉 above the optimum level, the correlation
between the signal and the network response becomes worse (see Fig. 6.5(f)).
In order to characterize the network response, we also measured the power spectral
density of activity ﬂuctuations and calculated the SNR from Eq. (6.5). Figures 6.6(a)
and 6.6(b) show the PSD of the neuronal activity displayed in Fig. 6.5(d). One sees
that the PSD has a strong peak at the frequency of the sinusoidal signal S(t) (other
peaks correspond to the respective harmonics). The amplitude of this peak characterizes
the network response. With increasing the level 〈ξ〉 of sensory noise, the peak increases
in comparison with the background amplitude of the PSD, and consequently the SNR



























Figure 6.5: Response of the neuronal network to the sinusoidal sensory signal S(t) at
diﬀerent levels 〈ξ〉 of sensory noise: (a) 〈ξ〉 = 5.0; (b) 〈ξ〉 = 5.5; (c) 〈ξ〉 = 6.0; (d)
〈ξ〉 = 7.0; (e) sinusoidal signal S(t); (f) 〈ξ〉 = 7.5. Parameters: N = 104, τ = 0.1, As = 4.5
and σ2sn = 5. Other parameters in simulations are the same as in Fig. 6.2. These data and
ﬁgures were obtained by KyoungEun Lee.
decreases. Again, the inverted-U shape of the SNR is a hallmark of stochastic resonance.
Comparing Figs. 6.4 and 6.6(c), one sees that the diﬀerent methods of stimulation of
neurons by signal+noise inputs, which were used in our numerical integration and simu-
lations, give a similar behavior of the SNR. A quantitative comparison of the optimum
noise levels in these two diﬀerent methods is not simple since in numerical calculations we
stimulated all excitatory neurons by a signal+noise input from a small group of sensory
neurons while in simulations we delivered the signal+noise directly to a small fraction of
excitatory neurons. Another reason for this diﬀerence is due to strong activity ﬂuctuations
caused by ﬁnite-size eﬀects. This kind of ﬂuctuations plays a role of an additional noise
that aﬀects collective phenomena in interacting systems [183]. We discuss ﬁnite-size eﬀects
in Section 6.3.2.
The proposed mechanism of SR in neuronal networks is similar to the mechanism of
SR discussed previously within single neuron models [53, 56, 57, 193, 194]. The important
diﬀerence is that, in our model, SR is a collective phenomenon due to interaction between
neurons, rather than just due to excitable dynamics of single neurons as in single neuron
models [53, 56, 57, 193, 194]. Therefore, breaking of cooperation between neurons results
in suppression of this mechanism. Indeed, in Section 6.3, we observe suppression of sig-
nal detection by ﬁnite-size eﬀects. However, these eﬀects play no role for single neuron
dynamics. As mentioned in the previous chapter, when 〈n〉 is close to nc2, ﬂuctuations of




































Figure 6.6: Power spectral density (PSD) of the cortical model in which a small fraction
(gs = 0.1) of excitatory neurons is stimulated by a sinusoidal signal (Eq. (6.4)) with
frequency fs = 1.25 Hz in the presence of sensory noise with 〈ξ〉 = 7.0. (a) PSD versus the
frequency f , linear scale; (b) PSD versus f , log-log scale. (c) Signal-to-noise (SNR) ratio
versus 〈ξ〉. SNR is in decibel [10 log10(SNR)]. Parameters in simulations are the same as
in Fig. 6.2 and 6.5. These data and ﬁgures were obtained by KyoungEun Lee.
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can mask the useful response of the network to weak sensory signals. This eﬀect restricts
the region where SR may be observed in neuronal networks. We suggest that this kind
of network response represented by a strongly synchronized activity of a large fraction of
neurons may also play an important role in various mechanisms of signal processing in the
brain. The fact that the sharp oscillations have a deterministic form and can be evoked
by a small group of neurons may be of crucial importance not only for signal detection,
but also for information transmission and communication between diﬀerent areas of the
brain. Moreover, the mechanism under consideration also enables a small group of neurons
to control a large neuronal network.
Based on the proposed approach, we mimicked the experiments of Gluckman et al. [51]
who observed SR in hippocampal slices from mammalian brain. Our results support the
suggestion given by Gluckman et al. that SR may enhance eﬀects of weak hippocampal
theta or more widespread gamma oscillations within the brain. In our model, SR occurs if a
neuronal network is in a dynamical state in the range of parameters below the critical point
of a saddle-node bifurcation. Above the critical point, sustained network oscillations with
frequency in the range of theta waves (or higher frequencies, depending on parameters)
emerge. Here, we have focused on the theta range in order to compare with Gluckman
experiments. However, similar results can be obtained with frequencies in the gamma
range which are related with the function of sensory systems [214].
We would like to note that the considered ﬂuctuation and response phenomena are
universal for the saddle-node bifurcation and do not qualitatively depend on the underlying
model. We suggest that SR at the single neuron and population levels can coexist and
cooperate in order to improve the performance of signal detection in sensory systems. At
a ﬁrst stage, a sensory signal can activate a group of neurons working in the regime of
SR as it was proposed in [53, 56, 57, 193, 194]. Then, at the second stage, the activated
neurons can stimulate a synchronized activity of a ﬁnite fraction of the neuronal network
in the form of nonlinear sharp oscillations.
One can note the following important properties of our model: (1) the ampliﬁcation
of subthreshold signals can be regulated by a ﬂow of spikes from other brain areas; (2)
a sensory signal can be delivered to a small fraction (we used 10%) of neurons without a
loss in the output signal; and (3) neurons in our network use for its own beneﬁt not only
sensory noise but also internal synaptic noise.
6.3 Signal detection in a modular neuronal network
In the brain, neurons of similar function are grouped together in columns (or modules).
This kind of organization assumes that synaptic connections are arranged denser within
columns and sparser between columns. The columnar organization of the neocortex has
been documented in studies of sensory and motor areas in many species [32–34]. Cortical
columns are formed by the binding of many minicolumns (their number varies between
50 and 80) by common input and short range horizontal connections [34]. Understanding
the role of modular organization (community structure, clustered networks) is an open
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problem in neuroscience [215, 216].
In this section we show by use of numerical integration and simulations that the signal
recognition in the regime with SR may be remarkably improved if a neuronal network has
a modular organization similar to the partition of columns into minicolumns. We consider
a neuronal network in which N neurons are grouped in n modules of size N/n. These
modules are described by our cortical model and act in the regime of SR. A modular
system is shown schematically in Figs. 6.1(d) and 6.7(a). All modules receive signal+noise
inputs. Signals are represented by trains of pulses instead of periodic signals. Then the
responses of the modules are summed up and averaged.
6.3.1 Detection of pulsed signals in numerical integration
The sinusoidal signal in Fig. 6.2(a) carries no information. Let us consider a case when
a sensory signal contains information. We choose the message “ola” (“hello” in Portuguese)
expressed in Morse code as the digital code, 1110111011100010111010100010111. In order
to represent this message as a sensory signal, we consider rectangular pulses separated by a
time interval equal to 235 ms (the period of the sustained network oscillations corresponding
to 5.2 Hz). The duration of these pulses was chosen about 30 ms, which is about eight
times smaller than the period of network oscillations. The number of these pulses equals
the number of bits in our message. Finally, we remove pulses corresponding to zeros. As
a result we obtain a sensory signal representing our message “ola” (see Fig. 6.7). Despite
the pulse amplitude being chosen suﬃciently small, every pulse can generate with a certain
probability a single sharp oscillation in a module. Figure 6.7(b) shows that the response
of the modules to this message is stochastic even at the optimal level of sensory noise. On
one hand, the module does not detect some pulses. On the other hand, it may elicit “false”
responses. For given network parameters, sensory noise level, and signal’s amplitude, we
measured the probability p that a pulse in the signal is detected in a module, i.e., the
pulse generates a single sharp oscillation. For the parameters chosen in our model and
the signal’s amplitude As = 0.0135, numerical integration of Eqs. (3.15) gives p ≈ 5/7.
Alternatively, one can say that two pulses of seven may be missed or may be “false”.
In our numerical integration of Eqs. (3.15) we assume that all modules receive the same
signal+noise input (note that apart from the sensory noise there is also intrinsic synaptic
noise in every module). This method is similar to the stimulation of neuronal networks
by an electric ﬁeld as in [51]. Then, responses of the modules to the sensory signal are
combined and we obtain an averaged response shown in Fig. 6.7(b). For every pulse in the





where pm is the probability that the module with index m = 1, ..., n detects a pulse. If
the modules have the same probability pm = p, then Π(n) increases with increasing the
number of modules n as Π(n) ≈ np at p  1. In turn, the probability of an error, 1−Π(n),
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decreases exponentially with increasing n as 1−Π(n) = exp[−n| ln(1− p)|]. If we want to
detect every pulse of the message with probability of, say, 99%, then the necessary number
n of modules can be found from the condition Π(n) = 0.99 (see, for example, Ref. [217]).
For the obtained p ≈ 5/7, Eq. (6.6) gives n = 4. The response to the message “ola”
averaged over four neuronal modules is shown in Fig. 6.7(b). This result illustrates that
modular structure improves remarkably the detection of weak signals.
Figure 6.7: Signal detection in neuronal networks with modular structure from numerical
integration of Eqs. (3.15). (a) A signal together with noise is delivered to four modules
1, 2, 3, and 4. Responses of these modules are averaged in a module denoted as Σ. (b)
S represents the signal “ola” sent to these four modules. This signal with noise generates
output signals 1, 2, 3, and 4 from the respective modules. The signal Σ represents the
average over the output signals. Parameters are the same as those in Fig. 6.2, except the
signal’s amplitude As = 0.0135.
6.3.2 Simulations of modular networks
In our simulations of modular networks, N = 50400 neurons were grouped in n modules
of size Nm = N/n, n = 1, 2, . . . , 50. The modules are bound together by a common input
but there are no connections between modules. The modules have the same structure
as the random networks considered in the previous sections. We used a train of random
pulses obtained from a periodic pulse train by the removal of pulses with probability 40%.
The pulse duration was W = 0.2 s, the amplitude As = 4.5, and the pulse rate f = 0.75
Hz. The pulsed signal was delivered to the modules together with sensory noise (normally
distributed random spikes with the mean number 〈ξ〉 = 5.7 of spikes per integration time,
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and the variance σ2s = 5). We used two stimulation methods. In both methods, we chose
at random a small fraction, gs = 10%, of excitatory neurons in each module. In the ﬁrst
method, every chosen neuron received independent sensory noise together with the pulsed
signal. In the second method, the pulsed signal was delivered with the same noise to all
chosen neurons. While the ﬁrst method takes into account the synaptic noise in sensory
systems, the second method mimics the stimulation of neuronal networks by an electric ﬁeld
that acts simultaneously on many neurons as in [51]. Analyzing dynamics of the network
during a large observation time (80 s), we found the probability pm that a signal’s pulse is
detected by a module with index m = 1, . . . , n of size N/n (a pulse is detected if it evokes a
sharp large-amplitude network oscillation during a time interval equal to twice of the pulse
duration after the signal’s pulse begins). Averaging pm over 10 network realizations, we
found the average probability p(n) shown in Fig. 6.8(a) for the two stimulation methods.
Using the ﬁrst stimulation method (uncorrelated sensory noise), we observed that p(n)
ﬁrst increases, meaning that the excitability of the modules increases. After reaching a
maximum, p(n) decreases. Using the second stimulation method (correlated sensory noise),
we observed a monotonic decrease of p(n) with decreasing the module size. Since, except
the module size, all model parameters were ﬁxed in our simulations for uncorrelated and
correlated noise, we believe that the observed decrease of p(n) at large n is mainly due
to ﬁnite-size eﬀects. Finite-size ﬂuctuations are expected to increase as n increases and
disrupt collective oscillations in the neuronal networks.
We also suggest that the peak of the function p(n) observed at n = 10 in the case
of uncorrelated noise may be caused by competition between the increase of module ex-
citability and suppression of collective oscillations as n increases. The large values of p(n)
observed in the case of correlated noise (see Fig. 6.8(a)) may be due to the fact that the
correlated noise results in correlations between neuronal activities of modules. As one can
expect, these correlations increase p(n) in comparison to the case of uncorrelated noise.
However, it is unclear how these correlations together with ﬁnite-size eﬀects are responsible
for the observed monotonic decrease of p(n) as n increases in the case of correlated noise,
in contrast to the non-monotonic behavior of p(n) observed in the case of uncorrelated
noise.
Figure 6.9 shows that when the module size decreases, sharp network oscillations evoked
by signal’s pulses lose their deterministic shape and strongly vary in amplitude. Unfor-
tunately, the mechanism of this eﬀect is unknown. It may be due to an increase of the
clustering coeﬃcient when size Nm of the modules decreases. Neglecting the directness of
connections between neurons, we can estimate the clustering coeﬃcient characterizing the
occurrence of triangles in the network structure. The clustering coeﬃcient is c/Nm, where
c is the mean degree (size dependence of structural properties of complex networks and
the role of triangles in network dynamics are discussed in the review [39]). Appearance of
numerous triangles may destroy the balance between excitation and inhibition. Note that
standard statistical analysis shows that the scale of stochastic activity ﬂuctuations in a
network of size Nm is O(1/N
1/2
m ) (see, for example, [184]).
Finally, we found the probability Π(n) using Eq. (6.6) and averaging over the obser-

























Figure 6.8: (a) Probability p(n) that a signal’s pulse is detected by a module of size N/n
versus n (N = 50400 in our simulations). (b) Probability Π(n) of signal detection in a
network with n modules. In panels (a) and (b), the symbols represent results using two
stimulation methods: (1) each neuron in every module receives independent sensory noise
but the same pulsed signal (triangles); (2) neurons in the modules receive the same sensory
noise and the same pulsed signal (squares). Parameters of the signal: random pulsed signal
with 40% removal of pulses, pulse duration W = 0.2 s, amplitude As = 4.5, and pulse rate
f = 0.75 Hz. Parameters of the noise: 〈ξ〉 = 5.7, and σ2s = 5. Other parameters are the
same as in Figs. 6.2 and 6.5. These data and ﬁgures were obtained by KyoungEun Lee.
of modules n for both stimulation methods. Interestingly, at large n, even though p(n)
decreases, Π(n) remains large, meaning that the large number of modules compensates the
decrease of p(n). These results show that the fragmentation of the neuronal system into























Figure 6.9: (a) A train of random rectangular pulses as a sensory signal. Panels (b)-(e)
show stimulated neuronal activity of one of n modules of size Nm = N/n for N = 50400:
(b) n = 2 (Nm = 25200); (c) n = 10 (Nm = 5040); (d) n = 30 (Nm = 1680); (e)
n = 40 (Nm = 1260). Neurons receive independent sensory noise but the same signal.







In this chapter, we discuss the paroxysmal-like spikes that emerge in regions Id and Ie
of the phase diagram of our model (see Fig. 4.2). These spikes are very strong nonlinear
events that involve in synchronized activity about 90% of the neurons in the network. They
resemble freak waves, which are very large ocean surface waves that occur far out at sea.
Freak waves are also known as rogue waves, monster waves, extreme waves, killer waves,
and abnormal waves. Some of these names stress their destructive power, whereas others
state their rarity. One can distinguish a set of properties of these freak waves: (1) they
are nonlinear objects; (2) they occur as single events; (3) they have a very rapid and very
steep onset; (4) they reach very large amplitudes; and (5) they appear from “nowhere”
[218]. According to a theoretical study of Dyachenko and Zakharov [218], it is possible to
discriminate two more features: there is an activation threshold, above which a freak wave
emerges, and the characteristic time of this nonlinear event is about 10 “normal” wave
periods. We found all of these properties in our spikes. However, there are two important
diﬀerences: our spikes are not “waves” in the sense that they do not propagate in space; and
freak waves are described by homoclinic solutions [219], whereas the paroxysmal-like spikes
are topologically equivalent to a heteroclinic orbit (they become topologically equivalent
to a homoclinic orbit only at the critical point).
As in the case of freak waves, the importance of understanding our spikes is that these
large macroscopic objects may be dangerous for the system. Indeed, as mentioned in
previous chapters, such strong synchronized activity can represent paroxysmal activity,
which is the hallmark of epilepsy. In Fig. 7.1 we show the remarkable resemblance between
these three nonlinear oscillations. Here we propose that our sharp oscillations (Fig. 7.1(c))
can model paroxysmal spikes observed in the epileptic brain (Fig. 7.1(b)).
Epilepsy is considered as a dynamical disease [92, 220], and it has been proposed that
seizures may result from a bifurcation [92]. What kind of bifurcation is unknown. Here,
we propose the saddle-node bifurcation as the candidate, because our paroxysmal-like
spikes emerge near this type of bifurcation. There are some important features regarding
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Figure 7.1: Nonlinear phenomena with similar form and properties. (a) A freak wave
[218]; (b) an EEG recording of a paroxysmal spike (adapted from [189]); and (c) a sharp
oscillation in our model.
the dynamics of epileptic activity, that one can ﬁnd in our model if we take some simple
assumptions. When measuring the neuronal activity with EEG, one distinguishes an “ictal”
pattern corresponding to the seizure and an “interictal” epileptiform activity, when the
patient is apparently “normal”. The ictal pattern is generally rhythmic and it usually
shows increasing amplitude and decreasing frequency of the activity [94, 96]. One can ﬁnd
such evolution of activity inside of our region of oscillations, when the network tends to
the critical point of the saddle-node bifurcation from above, i.e., from the region of large
noise intensities (see Fig. 5.3(c)). On the other hand, interictal patterns are composed of
spikes, sharp waves, multiple spike wave complexes, etc., which are generally transients
that are clearly distinguishable from the background activity [94]. This type of pattern is
the one that we match with our nonlinear excitations (see Figs. 7.1(c) and 5.4(a)). Thus,
our model can mimic epileptic activity if we assume that the transition from interictal to
ictal activity is due to an increase of noise intensity, and the reverse transition is due to
either a decrease of the shot noise intensity or a change in another control parameter (for
example, one characterizing dynamics of neurons or synapses). This assumption allows us
to propose a measurement to forecast epileptic seizures.
7.2 Properties of the paroxysmal-like spikes
As we demonstrated in Chapter 5, in the considered model, paroxysmal-like spikes
(see Fig. 5.4) appear in regions Id and Ie (see the phase diagram in Fig. 4.2). In order
to understand their nature, we study their phase trajectories in the plane ρe − ρi (see
Fig. 7.2(a)). In these regions, as mentioned in previous chapters, there are three ﬁxed
points, whose stability has been analysed (see Table 4.1). In this case, we have a stable
ﬁxed point of low activity, a saddle point at an intermediate activity, and an unstable
point (unstable spiral in region Id and unstable point in region Ie). Here, following the
nomenclature of Rinzel and Ermentrout [187], we call the stable point as the rest state (R),
the saddle point as the threshold (T), and the unstable point (U) keeps the same name.
There are two heteroclinic orbits connecting points T and R, one that follows a direct path
that corresponds to exponential relaxation to the rest state, and another that goes around
the unstable point, reaching high activity, and then relaxing to the rest point. The second
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path is the one that is responsible for the paroxysmal-like spikes.
Given a certain initial condition, which path does the trajectory follow? In order to
answer this question, we must ﬁnd the nullclines,
ρ˙e =0 ⇔ ρe = Ψ(ρe, ρi),
ρ˙i =0 ⇔ ρi = Ψ(ρe, ρi). (7.1)
These equations can be solved graphically, similarly to Eq. (4.10) (see Fig. 4.1). The
diﬀerence is that ρi plays the role of parameter for the ρe-nullcline (ρ˙e = 0), and ρe is a
parameter for the ρi-nullcline. We get the ρe-nullcline (ρi-nullcline) by solving the equation
above repeatedly at diﬀerent constant values of ρi (ρe). The nullclines are displayed in
Fig. 7.2. Note that Fig. 7.2(b) provides a schematic representation of the nullclines, in
order to be easier to understand the solution of Eqs. (7.1) shown in Fig. 7.2(c) (Fig. 7.2(d)
and Fig. 7.2(e) are zooms of Fig. 7.2(c) near the rest and threshold points, respectively).
The nullclines intersect each other at the ﬁxed points, because a common solution of
Eqs. (7.1) coincides with a solution of Eq. (4.10). When a trajectory crosses the ρe-nullcline
(ρi-nullcline), it means that the excitatory (inhibitory) activity reached a maximum or a
minimum. In our case, below the respective nullcline, the activity of the population a
increases,
ρ˙a > 0, (7.2)
whereas above the nullcline it decreases. It implies that the direction of motion on the
trajectory presented in Fig. 7.2(a) is counterclockwise. Thus, any perturbation of neuronal
activity that pushes a trajectory from the rest state into a point below the nullclines will
result in a sharp spike, whose trajectory is similar to the one displayed in Fig. 7.2(a) (note
that the nullclines are almost coincidental in a large range of ρe and ρi). At the critical
point nc2, the points R and T merge, and there is a homoclinic orbit around the unstable
point, connecting the saddle point to itself.
One can deﬁne an activation threshold Ath(〈n〉) of spikes as the distance from the rest
state to the threshold (or to the ρe-nullcline, or alternatively as the distance from the rest
state to the stable manifold for the saddle point, which is almost coincidental with the
ρe-nullcline). Note that above T, a trajectory can start above the ρi-nullcline, but below
the ρe-nullcline. In this case, the trajectory is immediately pushed into the region of ρ˙i > 0,
below the ρi-nullcline. When the dynamical system approaches the critical point nc2, the
activation threshold Ath(〈n〉) decreases, because the stable and saddle points get closer to
each other. The dependence of Ath(〈n〉) on the distance to the critical point was obtained
in Subsection 5.1.3, Eq. (5.4),
Ath(〈n〉) ∝
√
nc2 − 〈n〉. (7.3)
Thus, in a ﬁnite network, ﬁnite-size eﬀects are able to elicit activity ﬂuctuations above
the activation threshold that generate paroxysmal-like spikes, provided that the network
is close enough to the critical point nc2 (see Fig. 7.3(a)). Figures 7.3(c) and 7.3(d) show
















































Figure 7.2: (a) Trajectory in the (ρe, ρi)−phase plane. The trajectory starts from the initial
condition (ρe, ρi) = (0.02, 0.01) and it follows a path equivalent to the heteroclinic orbit
that goes around the unstable ﬁxed point. The trajectory was obtained from the numerical
integration of Eqs. (3.15) (solid line) and simulations (dotted line). (b) Representation of
the nullclines in the (ρe, ρi)−phase plane that are topologically equivalent to the ones in
our model. The red line corresponds to ρi-nullcline and the blue line to ρe-nullcline (the
same is valid for panels (c), (d) and (e)). The intersection of the nullclines gives the ﬁxed
points: the stable ﬁxed point or rest state (R), the saddle (or threshold) point (T), and
the unstable point (U). (c) Nullclines in the (ρe, ρi)−phase plane (solution of Eqs. (7.1)).
(d) Zoom of panel (c) at the stable point. (e) Zoom of panel (c) at the saddle point.
Parameters: c˜ = 1000, Ω = 30, gi = 0.25, Ji = −3Je, σ2 = 10, 〈n〉 = 16, and α = 0.7.
equivalent to the heteroclinic orbit that goes around the unstable point. Noteworthy, these
strongly nonlinear objects, which involve in synchronized activity a large majority of the
neuronal network (about 90%), can be triggered by the activation of a small fraction of
neurons. In the brain, it means that a small number of neurons is able to activate a large
network, if the network is in a dynamical state near a saddle-node bifurcation like the one
that we describe here. Note also that the network may be almost inactive, in the rest state,
characterized by an average activity as small as 〈ρ〉 ≈ 10−6 (in a network with 106 neurons,
90
Figure 7.3: (a) Series of paroxysmal-like spikes that are generated at random close to nc2
due to ﬁnite-size eﬀects. (b) Zoom of a spike from panel (a). (c) All spikes presented in
panel (a) at the same phase. (d) The series of spikes shown in panel (a) in the (ρe, ρi)-
phase plane. All spikes share the same shape. Parameters in simulations are the same as
in Fig. 7.2, except (〈n〉, α) = (18.76, 0.55), τ = 0.1, and N = 104. These data and ﬁgures
were obtained by KyoungEun Lee.
it means that on average there is only one neuron active). We found that, at 〈n〉 = 16 (it
corresponds to a dimensionless distance to the critical point (nc2 − 〈n〉)/nc2 ≈ 0.15), the
activation of only 1% of excitatory neurons is enough to elicit a spike. Thus, the spikes
can appear from ”nowhere” (like freak waves in a calm sea [218]). Moreover, the spikes
occur as single events. In order to elicit two spikes, it is necessary to apply two pulses.
Finally, as one can see in Fig. 7.3, these nonlinear excitations have a very rapid onset (like
paroxysmal activity, see Fig. 7.1(b)).
7.3 Forecasting the transition to low-frequency oscil-
lations
One can expect that since the activation threshold decreases as the system approaches
the critical point, Eq. (7.3), the rate of spikes generated by ﬁnite-size eﬀects increases.
However, in order to understand the statistics of spikes, it is necessary to take into account
a repulsion between spikes that is related to the fact that as the stable point gets closer to
the saddle point, the system spends a larger time D near these points,
D ∝ (nc2 − 〈n〉)−1/2. (7.4)
This equation describes a general attribute of a saddle-node bifurcation [116]. Figure 7.4(a)
shows that indeed D increases near the critical point. The ﬁgure was obtained from a
numerical study of Eqs. (3.15). We applied a delta-like ﬁeld having amplitude F (in
simulations, its duration equals the time step), as in Eqs. (5.15), in order to generate a
spike. At each noise intensity 〈n〉 in Fig. 7.4, we found the minimum F that was able to
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Figure 7.4: (a) Minimum interval of time D between paroxysmal-like spikes as function of
the level of noise 〈n〉. (b) Minimum amplitude of a delta-like stimulation F that is able to
elicit a spike as function of the noise intensity 〈n〉. Parameters in the numerical integration
of the rate equations (3.15) are the same as in Fig. 7.2.
elicit a spike. As expected, the minimum amplitude F tends to zero near the critical point,
because it is equal to the activation threshold,
Fmin ∝
√
nc2 − 〈n〉, (7.5)
as presented in Fig. 7.4(b). In this calculations, D was estimated as the minimum time
necessary to wait until a similar delta-like stimulation with the amplitude Fmin was capable
of eliciting a second spike. At the critical point, F is zero, and D → ∞, meaning that
network oscillations emerge with zero frequency, which corresponds to the homoclinic orbit
mentioned above.
Since the saddle-node bifurcation is the mechanism of a continuous phase transition,
one can expect critical phenomena that signal the transition. In particular, one can look
for a susceptibility-like parameter that should diverge at the critical point [181]. In this
case, as mentioned in Subsection 5.2.1, we assume that the order parameter is the fre-
quency. Consequently, we expect that the variance of the frequency should diverge (it
is our susceptibility). At nc1 < 〈n〉 < nc2, the frequency is the rate of randomly gener-
ated paroxysmal-like spikes, i.e., the reciprocal of the time interval ∆ between spikes (see
Fig. 7.3(a)). Its variance is
var(∆−1) = 〈(∆−1 − 〈∆−1〉)2〉, (7.6)
where 〈x〉 is the mean of x. Figure 7.5 displays the dependence of this variance on the










Figure 7.5: Variance of the recriprocal of the time interval ∆ between spikes (represented
in Fig. 7.3(a)) as function of the noise intensity 〈n〉. Parameters in simulations are the
same as in Fig. 7.3. These data and ﬁgure were obtained by KyoungEun Lee.
divergency is smoothed by the ﬁnite-size eﬀects, as explained in Chapter 5). It means that
we can use this measurement to assess how close is the system to the critical point, and to
predict the transition in advance.
7.4 Discussion
In the introduction of this chapter we compared our sharp oscillations with freak waves,
which are known for their destructive power. Such comparison may also remind us of the
most re-published science ﬁction story, “A Sound of Thunder” by Ray Bradbury. In this
story, a time traveller crushes a butterﬂy and, as a result, the world history is changed.
This story is inspired by the butterﬂy eﬀect, a phenomenon that describes the sensitivity
of a chaotic system to the initial conditions. The name was coined by Edward Lorenz when
studying a model of hurricane’s formation. According to Lorenz, if a butterﬂy would ﬂap
its wings, then, as a consequence, after several weeks a hurricane could emerge.
Our spikes tell a diﬀerent story. In our model, when the butterﬂy ﬂaps its wings, if the
perturbation is larger than an activation threshold (which can be very small and tends to
zero near a critical point), the air perturbation will immediately start to grow following
well-deﬁned mathematical rules and it will unavoidably turn into a tornado. Similarly, the
story can also be about a butterﬂy ﬂying above the water in the ocean. The delicate and
small wings of the butterﬂy can produce a small wave that grows and becomes a giant
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(freak) wave. The important diﬀerence between this story and the one told by Edward
Lorenz is that, in our story, the perturbation created by the butterﬂy wings turns quickly
and unavoidably into a tornado, in contrast to the perturbation produced by Lorenz’s
butterﬂy which has only a small probability to turn into a tornado. The consequences
following the ﬂap of the wings of our butterﬂy are predictable and deterministic. Obviously,
in our model, the butterﬂy represents the mechanism that induces a small perturbation in
neuronal activity, and the tornado (or freak wave) is the paroxysmal-like spike.
Our paroxysmal-like spikes are generated at random due to ﬂuctuations of network
activity in regions Id and Ie (see the phase diagram, Fig. 4.2). This activity is similar
to interictal activity in epilepsy [94]. During a seizure, the pattern of collective activity
changes and becomes rhythmic; it is called ictal activity [94]. As mentioned above, the
ictal activity is often characterized by a particular evolution. The amplitude of the os-
cillations increases over time, while the frequency decreases [94, 96]. Then, the seizure
and the corresponding ictal activity suddenly stop, returning to interictal activity. In our
model we can observe a similar evolution of collective activity if we control adequately
the noise intensity. At α < αt and nc1 < 〈n〉 < nc2, we ﬁnd random spikes (interictal
state). If the noise intensity exceeds nc2, the neuronal activity is rhythmic, like ictal ac-
tivity. Finally, by decreasing 〈n〉, the amplitude of network oscillations increases, while
the frequency decreases (see Fig. 5.3). Thus, not only the shape of our network activity
is similar to paroxysmal activity, but it also represents well the time evolution of epileptic
activity. The transition from interictal to ictal activity is due to an increase of the level
of noise in our model (or other kind of “excitatory” stimulation). This is in agreement
with photosensitive epilepsy, in which a seizure can be provoked by means of intermittent
photic stimulation [98]. Note that in our model the shot noise also accounts for spikes
arriving from neighboring brain areas, meaning that these areas can be responsible for
the generation of epileptiform activity at a certain region. Likewise, one can identify the
neighboring areas that inhibit the epileptic focus, and stimulate them in order for them to
abort the seizures. Indeed, such procedure is used within electrical brain stimulation [221].
If we assume that our model gives a good description of epileptiform activity, then
one can ask how this knowledge may help clinicians. There are two fundamental open
questions related to epilepsy: how to avoid seizures in an epileptic brain, and how to
predict the occurrence of seizures [222]. Regarding the ﬁrst question, our model tells
us that “excitatory” stimulation is the key ingredient to generate ictal activity. Thus,
if possible, excitation should be avoided (as it is in the case of photosensitive epilepsy).
This is in agreement with the methods employed to treat epilepsy using brain stimulation.
Indeed, neurostimulation is designed to supress neuronal activity in the seizure focus [221].
More importantly, we believe that our model may be especially relevant to address the
second question.
Based on our model, we propose two methods to forecast epileptic seizures. First,
Fig. 7.4(b) indicates that a paroxysmal spike becomes easier to be provoked by external
stimulation as the system approaches the critical point, i.e., the transition to the ictal state.
In this context, “easier” means that smaller amplitude is required from the stimulation to
elicit paroxysmal spikes. In the case of photosensitive epilepsy, one can use intermittent
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photic stimulation. In other epilepsies it may be necessary to use implanted electrodes to
electrically stimulate the brain, like it was proposed by Lopes da Silva et al. [98]. Thus,
for a given patient, and after many trials, it may be possible to associate the minimum
stimulation necessary to elicit a paroxysmal spike with the distance to the ictal state.
Evidently, this method has the risk of inducing seizures, if the stimulation is too strong.
The second method does not require stimulation, instead it uses the analysis of ongoing
recordings of EEG (it is common to record neuronal activity continuously for hours or
even days in patients with epilepsy [94]). In our model, the transition from interictal to
ictal activity is due to a continuous phase transition. Therefore, one can look for critical
phenomena that signal the transition. In our model we identiﬁed the variance of the rate
of randomly generated paroxysmal-like spikes as a good predictor, since it diverges at the
critical point. Thus, we propose to the clinicians to measure the variance of the paroxysmal
spikes during the interictal regime. Obviously, one measurement of the variance does not
give any information. It is necessary to measure continuously the variance of the ongoing
activity during a certain time window. The adequate size of the time window depends
on how fast is the control parameter changing. Unfortunately the control parameter in
the epileptic brain is unknown (in our model is the noise intensity). Moreover, ﬁnite-size
ﬂuctuations smooth the divergency, and therefore the transition is signaled by a maximum
of this variance. In order to apply this method, ﬁrst it would be necessary to examine what
is the “normal” magnitude of the variance. Second, it would be required to ﬁnd how much
time in advance to the seizure the variance starts to increase above the “normal” values. If
our prediction is not veriﬁed, it can either imply that the internal control parameter varies
too abruptly, or our model does not model correctly the transition from interictal to ictal
activity. It is possible that the internal control parameter may vary diﬀerently in diﬀerent
kinds of epilepsy, as suggested by Lopes da Silva et al. [92]. Consequently, the method
proposed here may only be suitable for certain types of epilepsy. If this method works, it
may be used within responsive neurostimulation, in which it is critical to predict the onset
of seizures in order to apply in advance electrical stimulation to avoid their occurrence
[221].
Phase transitions and critical phenomena are universal, meaning that one should be able
to ﬁnd the same collective behavior independently of the details of single unit dynamics
[223]. In other words, we expect that the results presented in this chapter must occur
in other models, provided that the topology and the mechanism of interaction between
single units are the same. Thus, in Appendix A, we analysed the dynamics of a random
network composed of Izhikevich neurons [115, 123]. We could ﬁnd some similarities between
the dynamics of the two models. Particularly, at small intensities of noise, the network
composed of Izhikevich neurons also presents low activity, and above a certain intensity
of noise we found low frequency oscillations as in our model. However, the shape of the
oscillations is strikingly diﬀerent between the two models (compare Figs. 5.3(a) and A.4(a)).
Also, we could not ﬁnd paroxysmal-like spikes in the low activity state. We attribute
the diﬀerences between the two models to a lack of variability in the network composed
of Izhikevich neurons. Furthermore, the single neuron dynamics may be fundamentally
diﬀerent between the two models.
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In contrast with the idea explored in this chapter, that the epileptic transition is a
second-order phase transition accompanied by critical phenomena, Lopes da Silva et al.
proposed that absence epilepsy may be characterized by a paroxysmal attractor very close
to the normal state, such that transitions between these states can be induced by random
ﬂuctuations of some variables [92]. In this case, it would be impossible to predict the onset
of a seizure, as it is believed to be the case in absence epilepsy [92, 117]. In Appendix B,
we studied a possible alternative mechanism that can explain why absence seizures may
be unpredictable, based on the type of bifurcation, rather than on the distance between
the diﬀerent attractors. We suggest that the transition to the ictal state may be due to a
subcritical Hopf bifurcation, which unlike the supercritical case, it is a transition “much
more dramatic, and potentially dangerous” to the system [116], because the bifurcation
forces the trajectories to jump to a distant attractor. This bifurcation presents hysteresis,
and no scaling law governs the amplitude or period of the limit cycle near the bifurcation
point [116]. Since in our neuronal network model we do not have a subcritical Hopf
bifurcation, in this appendix we studied a toy model that presents the bifurcation, in
order to test the idea that it may be an alternative to the suggestion of Lopes da Silva
et al. to model absence epilepsy. Our simple analysis of the toy model showed that the
transitions from one attractor to the other occur at random, meaning that the transition
occurs without any early warnings, as a ﬁrst-order phase transition. Thus, we suggest that





In previous chapters, we considered synapses characterized by constant synaptic eﬃca-
cies, and homogeneous in each neuronal population (Je for all excitatory neurons, and Ji for
all inhibitory neurons). Both assumptions are not realistic. The synaptic strength varies
from neuron to neuron, and changes over time. This is a very important process, since
there are strong experimental evidences that memory is the result of synaptic dynamics
(see for example Ref. [109]).
There are two mechanisms responsible for changing synaptic eﬃcacies Jnm: facilitation
and depression. Facilitation is responsible for an increase of synaptic eﬃcacies while de-
pression leads to decreasing eﬃcacies. In 1997, Abbott et al. [224] proposed a phenomeno-
logical model to describe short-term synaptic plasticity. The model can be expressed by




− uxδ(t− tsp) (8.1)




+ U(1− u)δ(t− tsp) (8.2)
for facilitation (the variable u). The variable x is interpreted as the amount of available
resources, and u is the utilization parameter that determines the amount of resources
used by one spike. In these equations, δ is the Dirac delta function, τD, τF and U are
parameters. The depression variable x is decreased by a value ux when a spike arrives
at time tsp at the synapse, whereas the facilitation variable u is increased by a value
U(1 − u). Consequently, spikes coming from presynaptic neurons can either decrease the
probability of the postsynaptic neuron to ﬁre (depression), or increase it (facilitation). In
the absence of spikes, the depression and the facilitation variables relax exponentially to 1
and U , respectively. Jnm(t) is given by the product, J0x(t)u(t), where J0 is a constant, and
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Figure 8.1: Postsynaptic response (above) to a train spike (below), and in the middle
the corresponding synaptic dynamics. During the train spike, the facilitation parameter u
increases (and facilitates spike generation in the postsynaptic neuron), and the depression
parameter x decreases (decreasing the probability of the neuron to ﬁre). The product ux
modulates the synaptic eﬃcacy. Vm is the membrane potential [109].
x(t)u(t) is the amount of the available resources at the synapse that are used to produce
the postsynaptic current (that is why x is reduced by this quantity). These mechanisms
are represented in Fig. 8.1. Note that there are also long-term synaptic mechanisms (long-
term potentiation and long-term depression), but we do not consider them here, because
they take place during hours [226, 227], a time scale in which we are not interested.
Equations (8.1) and (8.2) together with Eqs. (3.15) and (3.18) permit us to study how
synaptic plasticity inﬂuences on the dynamics of neuronal networks. These equations also
open a way to study working memory in the brain [109]. Part of the results presented
in this chapter are similar to the results we published in [111], where we used a slightly
diﬀerent model.
8.2 Short-term synaptic depression in neuronal net-
works
For simplicity, we assume that only excitatory-excitatory synapses are dynamical, and




− Pdxijδ(t− tsp), (8.3)
where τR is the recovery time of the synapse, and Pd controls the strength of the depression
mechanism. The index i and j denote the presynaptic and postsynaptic excitatory neurons.
The synaptic eﬃcacy between the excitatory neurons is now Jij(t) = J0xij(t). In all the
results presented here, we use J0 = Je = 1.
As mentioned above, in the phenomenological model, the quantity ux (now Pdxij) is
used to generate the postsynaptic current. However, in our model, the synaptic current is
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not deﬁned. Consequently, we assume that the amount of resources Pdxij is used to elicit a









, if p > ντsi(t)sj(t)
(8.4)
where p is a random number generated at each time step from the uniform distribution
in the interval [0, 1], ντ is the probability that the neuron has ﬁred during the integration
time τ , and si(t) is the activity state of neuron i at time t (as explained in Section 3.3).
Instead of using the Delta function to detect presynaptic spikes, we use the activity state
of both presynaptic and postsynaptic neurons within a time step to make sure that the
amount of resources Pdxij(t) is used.
In our mean ﬁeld equations (3.15), we can not introduce heterogeneous synaptic eﬃca-
cies as in simulations. We could, instead, consider a time dependent distribution of synap-
tic eﬃcacies, but unfortunately it is not clear how to generalize the previous equations to
obtain such distribution. Thus, we consider that all synapses (excitatory-excitatory) are










ij is the adjacency matrix for excitatory-excitatory connections, and N
(ee) is the
number of excitatory-excitatory synapses. In our mean ﬁeld equations we have assumed
that neurons with the same degree behave in a similar way. Here, we assume that the
eﬃcacy does not depend on the degree of the neuron. This is a good approximation because
for a classical random graph the standard mean deviation of the degree distribution is
√
c,
which is small for c = 1000 (
√
c ≈ 32). Therefore, we take Eq. (8.4) and we sum over the



















ij sj(t)si(t)dt ≈ Jee(t)νρe(t)ρe(t)∆, (8.7)






Note that it was assumed that Jee(t) is almost constant in the time interval ∆, i.e., τR  ∆.
Now, Jee(t) = Jei, and consequently Ψe(ρe, ρi) = Ψi(ρe, ρi) (see Eq. (3.18)). In this case,




Θ(kJea(t) + lJia + nJn − Vth)Pk(geρec˜)Pl(giρic˜)G(n), (8.9)
where Jee(t) is given by Eq. (8.8), Jei(t) = Je = 1, and Jie = Jii = Ji = −3Je.
We ﬁrst discuss simulation results, and then we compare some of these simulation
results with the mean ﬁeld calculations.
Figure 8.2(a) displays the phase diagram of our model without synaptic plasticity,
i.e., in the case when synaptic eﬃcacies are constant. Note that it seems to diﬀer from
the previous phase diagram that we presented in Chapter 4, Fig. 4.2, that was obtained
analytically. In simulations it is very diﬃcult to distinguish all regions displayed in Fig. 4.2.
In this case, the “inactive state” corresponds to a low activity state (the steady state ρ(1)),
in other words, it corresponds to regions Ia-Ie in Fig. 4.2. The “active state” corresponds
to regions IIa and IIb. In both these regions, the activity relaxes to the high activity steady
state ρ(3) (in simulations it is diﬃcult to distinguish accurately the two regions). Finally,
“oscillations” corresponds to regions IIIa and IIIb in Fig. 4.2. One can also note that the
region of oscillations in Fig. 8.2(a) is smaller than regions IIIa and IIIb in Fig. 4.2. It
is due to the fact that we are using ντ = 0.3 here, in contrast with ντ = 1 in Fig. 4.2,
consequently the “eﬀective” mean degree c˜ = cντ is smaller now. As explained at the end
of Chapter 4, a smaller mean degree leads to a smaller region of oscillations.
In this phase diagram, Fig. 8.2(a), we choose three paradigmatic points to study the role
of synaptic depression, one inside of the active state, another in the oscillations state, and
one more near the boundary between the two regions (in other words, near the supercritical
Hopf bifurcation). We do not present here results in the inactive state, because it is clear
that synaptic depression does not change qualitatively this state: the neuronal network
remains in the inactive state, despite the choice of parameters τR and Pd. Thus, at the
chosen points we have a corresponding phase diagram in the τR-Pd plane when synaptic
depression is turn on. In all of these phase diagrams, when τR and Pd are suﬃciently
large, the neuronal activity relaxes to a “suppressed state” of low activity (see Figs. 8.3(e)
and 8.3(f), Figs. 8.4(e) and 8.4(f), and Figs. 8.5(g) and 8.5(h)). This fact can be easily
understood from the mean-ﬁeld equation (8.8). At a steady state, ˙Jee(∞) = 0, we obtain
Jee(∞) = 1
PdτRνρe(∞)2 + 1 , (8.10)
where ρe(∞) is the steady state of the excitatory activity. Thus, increasing Pd and τR de-
creases Jee(∞), i.e., it increases depression, and therefore the neuronal network is unable
to present large activities. Note that we are only changing excitatory-excitatory connec-
tions, which means that we are applying depression to the excitatory mechanisms of the
neuronal network. If excitatory neurons are no longer able to excite other excitatory neu-
rons, then it leads to an eﬀective decrease of the number of active excitatory neurons, and
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Figure 8.2: (a) 〈n〉-α plane of the phase diagram without synaptic dynamics. This is a
simpliﬁed phase diagram (in comparison with Fig. 4.2), where “inactive state” corresponds
to a region of parameters at which almost all neurons in the network are inactive; in the
“active state” almost all neurons are active; and in the “oscillations” regime, there are
network oscillations. At 〈n〉 = 15, three points are distinguished corresponding to α = 0.2,
α = 0.6, and α = 0.8. Panels (b), (c), and (d) are τR-Pd planes of the phase diagram
at each of these points, when synaptic depression between excitatory neurons is turned
on. All the new states are discussed in the text. The phase diagrams presented here were
obtained from simulations of the model. Parameters: N = 104, c = 1000, gi = 0.25,
Ω = 30, Je = J0 = 1, Ji = −3, ν = 3, τ = 0.1, and σ2 = 10. These data and ﬁgures were
obtained by KyoungEun Lee.
consequently also inhibitory neurons. In contrast, at suﬃciently small values of Pd and τR,
synaptic depression does not play a role, because Jee(t) remains approximately constant
(Jee(t) ≈ Je = 1). Phase diagram (d), Fig. 8.2(d), may appear to be an exception, be-
cause it displays a “mixed state” in this region. Actually, it is not an exception, because
we can also ﬁnd this mixed state without synaptic depression near the boundary between
the active state and oscillations, though it is not represented in Fig. 8.2(a). This mixed
state results from ﬁnite-size eﬀects rather than synaptic depression, and it is character-
ized by transient shifts from the oscillatory regime to the active state and vice versa (see
Fig. 8.5(a)).
In all the cases, at intermediate parameters τR and Pd, we ﬁnd new interesting regions
of neuronal activity. First, in phase diagram (b), Fig. 8.2(b), there is a chaotic state (see















































Figure 8.3: Representative activities (left column) of phase diagram (b), in Fig. 8.2(b),
and respective (ρe, ρi)-phase-planes (right column), at (〈n〉, α) = (15, 0.8). Panels (a)
and (b) represent the active state at (τR, Pd) = (0.5, 0.001); panels (c) and (d) show the
chaotic state at (τR, Pd) = (2.5, 0.004); and panels (e) and (f) display the suppressed state
at (τR, Pd) = (50, 0.02). Other parameters are the same as in Fig. 8.2. The red lines
correspond to excitatory activities, and the blue lines correspond to inhibitory activities
(the activities almost coincide). Time t is in units of µ−1e . These data were obtained by
KyoungEun Lee.
test for chaos, recently introduced by Gottwald and Melbourne [228, 229]. The method
is based on the calculation of a K value. If K ≈ 1, then the “observation” is chaotic
(in our case the observation is the time series of the activity), whereas K ≈ 0 indicates
regular dynamics. For the activity displayed in Fig. 8.3(c), we obtained K ≈ 0.97. Thus,
we can aﬃrm that this activity is chaotic. In the brain, chaotic neuronal activity has
been observed in EEG signals [230]. Unfortunately, we did not ﬁnd this regime in our
numerical calculations, though it could emerge, since the dynamical system is described
by three dynamical equations, Eqs. (3.15) and Eq. (8.8) (chaos can only emerge in a three-
or higher-dimensional system [116]).
Second, in phase diagram (c), Fig. 8.2(c), the system displays a new kind of oscillations
(see Fig. 8.4(c)): large amplitude oscillations periodically give place to small amplitude















































Figure 8.4: Representative activities (left column) of phase diagram (c), in Fig. 8.2(c), and
respective (ρe, ρi)-phase-planes (right column), at (〈n〉, α) = (15, 0.2). Panels (a) and (b)
represent the state oscillations I at (τR, Pd) = (35, 0.01); panels (c) and (d) show the state
oscillations II at (τR, Pd) = (67, 0.01); and panels (e) and (f) display the suppressed state
at (τR, Pd) = (200, 0.01). Other parameters are the same as in Fig. 8.2. The red lines
correspond to excitatory activities, and the blue lines correspond to inhibitory activities.
Time t is in units of µ−1e . These data were obtained by KyoungEun Lee.
and more small amplitude oscillations (i.e., the rate of large amplitude oscillations de-
creases). In numerical calculations of Eqs. (3.15) and (8.8), we ﬁnd the same behavior (a
more detailed comparison is presented below). As the depression parameters are increased,
the neuronal activity transits from oscillations I (ordinary sustained oscillations like those
found without synaptic plasticity, see Fig. 8.4(a)) to “doubling”, a state characterized by
large oscillations intercalated by small oscillations, such that the period of large oscillations
is twice the one presented in the “pure” oscillatory regime (which has only large amplitude
oscillations). Further increase of τR and/ or Pd leads to “triplication” of the period, “qua-
druplication” and so on, until eventually one can only observe small amplitude oscillations.
Each type of oscillations appears in a very narrow range of parameters (we combine all of
these oscillations in the same region of the phase diagram corresponding to oscillations II).
These oscillations (II) can also be called “mixed-mode oscillations”. Mixed-mode oscilla-
tions correspond to an oscillatory regime that possesses two or more characteristic periods,
where the ratio of the periods is an integer. This kind of oscillations has been observed
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in the networks that generate the respiratory rhythm in mammals [231]. Interestingly,
in Ref. [231], by increasing the neuronal excitability the authors observed a sequence of
states: ﬁrst oscillations, then mixed-mode oscillations, and ﬁnally an asynchronous state.
In our model we ﬁnd the same sequence of states in phase diagram (c), Fig. 8.2(c), when
increasing the intensity of shot noise. Although it is out of the scope of this chapter to
analyze in detail the phase transitions that take place when the neuronal network transits
from one state to another, one should note that, based on the fact that second-order phase
transitions are always accompanied by symmetry breaking and, in contrast, ﬁrst-order
phase transitions can occur without symmetry breaking [181, 232], one can ﬁnd the order
of the transitions. As mentioned in Sec. 5.2, in our model, it is the time homogeneity that
is broken. Taking into account that both oscillations I and oscillations II have qualitatively
the same long-term time correlations (they both correspond to an ordered state), we expect
that the transition between these states is a ﬁrst-order phase transition.
Third, in phase diagram (d), Fig. 8.2(d), between mixed and suppressed states, we ﬁnd
oscillations (see Fig. 8.5(c)), and spindles (see Fig. 8.5(e)). One can interpret that ﬁrst
synaptic depression prevents the system of staying in the active state (as it occurs tran-
siently in the mixed state), and because of it the mixed state transits to a state of “pure”
oscillations. Then, the depression mechanism becomes strong enough to disrupt the large
oscillations and, as consequence, spindle oscillations emerge. Note that this spindle oscilla-
tions are slightly diﬀerent from the ones we ﬁnd without synaptic depression (see the inset
in Fig. 5.6), because in this case the amplitude of the ﬂuctuations is larger while the mean
neuronal activity is smaller than in the case of the spindles without synaptic depression.
In this case, the ratio between the leading and the mean modulation frequencies, fL/fM ,
is about 11.
Figure 8.6 shows the power spectral density (PSD) of the most interesting activities
discussed above that appear at intermediate values of Pd and τR (obviously, the PSD was
calculated with much larger time series than the ones we displayed in the previous ﬁgures).
The PSD of panel (a) has several maximums, that correspond to the diﬀerent frequencies
present in Fig. 8.4(c). In the case of spindle oscillations, panel (b), the PSD has one
distinct peak at the leading frequency of the oscillations in Fig. 8.5(e). The PSD of the
chaotic activity displayed in Fig. 8.3(c), does not show any prominent peak (see Fig. 8.6(c)),
meaning that the neuronal network does not oscillate with any preferred frequency.
In our numerical calculations (integration of Eqs. (3.15) and (8.8)), we could not ﬁnd
some of the dynamical regimes presented in Fig. 8.2, meaning that the mean-ﬁeld approx-
imation introduced in Eq. (8.7) impoverishes the system. Also, one should keep in mind
that ﬁnite-size eﬀects can play an important role in neuronal network dynamics. Since we
could not ﬁnd analytically a phase diagram when the system has synaptic depression, we
used the same “brute-force” method as in simulations to study the system point-by-point.
As mentioned for simulations, when the parameters τR and Pd are suﬃciently small, the
depression does not play any role, whereas when they are suﬃciently large, the neuronal
activity is “suppressed”. In contrast with simulations, in numerical calculations anything
“special” seems to occur near the boundary between oscillations and the active state, i.e.,






























































Figure 8.5: Representative activities (left column) of phase diagram (d), in Fig. 8.2(d),
and respective (ρe, ρi)-phase-planes (right column), at (〈n〉, α) = (15, 0.6). Panels (a)
and (b) represent the mixed state at (τR, Pd) = (0.8, 0.005); panels (c) and (d) show the
oscillatory state at (τR, Pd) = (4, 0.002); panels (e) and (f) display the spindles state at
(τR, Pd) = (9, 0.008); and panels (g) and (h) present the suppressed state at (τR, Pd) =
(10, 0.03). Other parameters are the same as in Fig. 8.2. The red lines correspond to
excitatory activities, and the blue lines correspond to inhibitory activities (the activities
almost coincide). Time t is in units of µ−1e . These data were obtained by KyoungEun Lee.
the boundary is well-deﬁned, and we can either study the system in one side or the other
(i.e., in the oscillatory state, or in the active state). The qualitative behavior inside a region
does not seem to depend on how close the system is to the boundary. As mentioned above,
we could not ﬁnd the chaotic state of Fig. 8.2(b), but we observed the oscillations II of
Fig. 8.2(c). In Fig. 8.7 we compare the simulation results with the numerical calculations.
Once again, there is a small diﬀerence in the frequency of oscillations, that can be attributed
to ﬁnite-size eﬀects, as discussed in Chapter 4. Moreover, the diﬀerent shapes of oscilla-
tions take place at slightly diﬀerent parameters (see the caption of Fig. 8.7). Nevertheless,

































































Figure 8.6: Power spectral density (PSD) as function of the frequency f for (a) the oscil-
latory state II, corresponding to the activity represented in Fig. 8.4(c); (b) for spindles,
corresponding to the activity displayed in Fig. 8.5(e); and (c) for the chaotic state, cor-
responding to the activity presented in Fig. 8.3(c). The circles correspond to logarithmic
binning. The parameters are mentioned in the respective ﬁgure of each activity. These
data were obtained by KyoungEun Lee.
transition from one type of oscillations to another may be due to a Shil’nikov bifurcation
[165], however it is necessary a more detailed analytical analysis to prove it. In regard to
Fig. 8.2(b), in numerical calculations the depression mechanism seems to push the system
to the inactive state (in other words, it is similar to a decrease of the intensity of noise 〈n〉,
though the suppressed state presents larger activity than the inactive state, as mentioned
before). Interestingly, the three points chosen in the phase diagram (a), Fig. 8.2(a), do not
capture all possible qualitative outcomes of introducing synaptic depression. Figure 8.8
shows the consequences of turning on synaptic depression in the case when the system
has damped oscillations (see Fig. 8.8(a)), near the supercritical Hopf bifurcation, but far
from the saddle-node bifurcation. Once again, synaptic depression plays a role similar to a
decrease in 〈n〉, and oscillations emerge (see Fig. 8.8(c)). However, depending on the recov-
ery variable τR, Jee(t) may recover quicker (see Fig. 8.8(d)), or slower (see Figs. 8.8(f) and
8.8(h)), which in turn is responsible for transient periods of small amplitude oscillations.
Remarkably, the large amplitude oscillations appear in pairs, a feature that was absent in
the state oscillations II (see Fig. 8.7). Thus, we can not guarantee that we have presented


























Figure 8.7: Comparison between excitatory activities obtained by simulations and by nu-
merical calculations. Red dashed lines correspond to simulation results, and black lines
correspond to numerical integration of Eqs. (3.15) and (8.8). The parameters of synaptic
depression of simulations (numerical calculations) for each panel are the following: (a)
Pd = 0.03 (0.03) , and τR = 25 (25); (b) Pd = 0.03 (0.04) , and τR = 36 (40); (c) Pd = 0.03
(0.04) , and τR = 46 (55); and (d) Pd = 0.03 (0.045) , and τR = 56 (67). These activities
appear in phase diagram (c), in Fig. 8.2(c), i.e., (〈n〉, α) = (15, 0.2). Other parameters are
the same as in Fig. 8.2. Time t is in units of µ−1e . The data from simulations were obtained
by KyoungEun Lee.
8.3 Facilitation and depression
We now turn to facilitation and depression mechanisms together. Note that in the
case of depression there were many other possibilities to investigate, in particular, one
could consider synaptic depression not only on excitatory-excitatory connections, but also
between other neurons. In general, one can play with a set of four pairs of parameters τR
and Pd for all types of connections (Jee, Jei, Jie, and Jii). One can mention, for example,
that if the depression mechanism on Jie is strong enough, then it leads to a complete active
network, because inhibitory neurons are unable to suppress excitatory activity.
In this section, we present some preliminary numerical results. We take Eqs. (8.1) and































































Figure 8.8: At noise intensities above the supercritical Hopf bifurcation (〈n〉 > nc3), the
network activity relaxes in the form of damped oscillations to a high activity state (panel
(a)), when synaptic depression is turn oﬀ (panel (b) presents the synaptic depression vari-
able Jee(t), as well as the other panels on the right column show the variables Jee(t) that
correspond to the activities on the left column). When synaptic depression is turn on
(Pd = 0.005), the activity can either display network oscillations (panel (c)), if the re-
covery variable of synaptic depression is fast enough (panel (d), τR = 10); or complex
oscillations (panels (e) and (g)), whose frequency depends on the synaptic dynamics, i.e.,
on τR (panels (f) and (h), to which correspond τR = 20 and τR = 40, respectively). Note
that in the ﬁgure it is only represented the excitatory activity, because the inhibitory ac-
tivity has a similar behavior. These are numerical results obtained from the integration
of Eqs. (3.15) and (8.8). Parameters: α = 0.5, 〈n〉 = 100, ν = 10, and τ = 0.1. Other
parameters are the same as in Fig. 8.2. Time t is in units of µ−1e .
where a, b = e, i. Parameters τD and τF are the recovery times of synaptic depression
and facilitation, respectively. The parameter U determines the rest state of variable u. In
order to simplify, we consider again the mechanism only applied on excitatory-excitatory
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connections. Thus, we have
Jee(t) = J0xee(t)uee(t), (8.12)
where J0 = Je = 1. The steady states of Eqs. (8.11) are obtained from the conditions
˙xee(∞) = 0 and ˙uee(∞) = 0, and we ﬁnd
xee(∞) = 1
1 + uee(∞)νρ(∞)2τD ,
uee(∞) = U(1 + νρ(∞)
2τF )
1 + Uνρ(∞)2τF .
(8.13)
If the steady state activity ρ(∞) is suﬃciently small, then uee(∞) ≈ U , and xee(∞) ≈ 1.
In this case, if U is smaller than one, depression is the dominant mechanism, whereas
if U > 1, facilitation is the dominant one. Thus, in Figs. 8.9(a)-(d), we show that when
U < 1, synaptic plasticity plays the role of depression, and because of it the oscillations that
would occur without synaptic plasticity (at (〈n〉, α) = (25, 0.2)) give place to oscillations of
type II (Fig. 8.9(a)), similar to the ones displayed in Fig. 8.7(b). If U is small enough, the
neuronal activity transits to the suppressed state (Fig. 8.9(c)), as in the previous section.
In contrast, when U > 1, the inactive state (at (〈n〉, α) = (18, 0.2)) can be “activated”
by facilitation. Increasing U is similar to an increase of the noise intensity 〈n〉, because
as one can see in Figs. 8.9(e)-(h), network oscillations emerge, and the frequency becomes
larger as we increase U . Further investigations are necessary to understand how τD and
τF can inﬂuence neuronal networks dynamics. These investigations are motivated by the
fact that, for example, diseases may change these parameters and consequently neuronal
dynamics may also be aﬀected.
Finally, motivated by the fact that synaptic plasticity is believed to be the mechanism
responsible for memory in the brain [109], we study how synaptic plasticity can inﬂuence on
the response of a network to a signal. As in Chapter 6, we introduce a signal in the neuronal
network through a number gsgeN of sensory neurons that are connected at random to the
excitatory neurons. As an example, we stimulated the neuronal network at an inactive




(sin(2πt/T ) + 1), (8.14)
(recall that the signal is introduced in Ae, see Eqs. (6.2) and (6.3)). Figure 8.10(a) displays
the signal, which is only four periods long. The idea was to observe if the neuronal network
would shift its dynamical state to a diﬀerent state due to the transient presence of the signal.
In other words, the neuronal network was at a certain state (1), then the signal would aﬀect
this state, and consequently, after the transient stimulation, the neuronal network would
stay at a state (2) diﬀerent from state (1). It would mean that the system was aﬀected
by the signal and had a memory of it. Without synaptic plasticity it is clear that when
an input signal is turn oﬀ, the neuronal network returns to its original state. Can we have
a diﬀerent scenario when synaptic plasticity is present? Unfortunately, we could not ﬁnd






















































Figure 8.9: Activities (left column) and respective synaptic plasticity variables Jee(t) (right
column), when both facilitation and depression mechanisms are present. The red lines cor-
respond to excitatory activities, and blue lines correspond to inhibitory activities. The
ﬁgures were obtained solving numerically Eqs. (3.15) and (8.11) at the following param-
eters: (a) and (b) at (τR, U, τF ) = (8, 0.8, 10) and (〈n〉, α) = (25, 0.2); (c) and (d) at
(τR, U, τF ) = (8, 0.7, 10) and (〈n〉, α) = (25, 0.2); (e) and (f) at (τR, U, τF ) = (5, 2, 10) and
(〈n〉, α) = (18, 0.2). (g) and (h) at (τR, U, τF ) = (5, 5, 10) and (〈n〉, α) = (18, 0.2). Other
parameters are the same as in Fig. 8.2. Time t is in units of µ−1e .
network dynamics returns to the previous state. We have tried other parameters, but the
results were equally disappointing. Obviously, these very naive attempts do not imply that
the idea is infeasible.
We conclude by reminding that this chapter presented preliminary results about the
role of synaptic plasticity on neuronal networks dynamics. As we showed, even synaptic
depression alone on excitatory-excitatory connections largely enriches the repertoire of
dynamical states. Certainly, synaptic plasticity on all types of connections can open many
other possibilities. The problem is that it is too diﬃcult to analyse the system point-
























Figure 8.10: Response of a neuronal network with synaptic plasticity to a signal. (a)
Sinusoidal signal sent to 13% of excitatory neurons (amplitude A = 1, and period T =
30µ−1e ). (b) Response of the neuronal network (excitatory activity) to the signal. (c)
Corresponding response of the synaptic plasticity variable Jee(t). These are numerical
results obtained from the integration of Eqs. (6.3) and (8.11). With exception to U (U =
1.5), all parameters are the same as in Fig. 8.9(e). In Eqs. (6.3), F (t) = 0. Time t is in





This thesis presented a research performed from October 2010 to July 2014, at the
Physics Department of Universidade de Aveiro. The subject under consideration was
dynamics, phase transitions and nonlinear phenomena in neuronal network models. These
investigations were done in collaboration with my supervisor, Prof. Alexander V. Goltsev,
and Dr. KyoungEun Lee (Post-Doc researcher).
We started this manuscript by stating the current motivation and eﬀort to study the
brain, followed by a brief historical review concerning its understanding. In particular,
we presented the most successful mathematical models in neuroscience. Then, we intro-
duced network theory, and we explained how it can help to study features of neuronal
networks, and certain dynamical phenomena. Since these phenomena are the main topic
of investigation in this thesis, we completed Chapter 1 with a brief introduction of each
one: brain rhythms, band-pass ﬁlter, stochastic resonance, phase transitions in the brain,
and epilepsy.
In Chapter 2, we examined some basic concepts in neuroscience. We gave a brief review
about the morphology and electrophysiology of neurons, in order to present a simpliﬁed
overview about how the neurons function. Then, we introduced some paradigmatic models
in theoretical neuroscience, namely, the Hodgkin-Huxley model [14], the integrate-and-ﬁre
model [10], and the more recent Izhikevich model [115]. Finally, we provided a summary
of the main experimental tools to monitor brain activity.
Chapter 3 presents our model of neuronal networks, and in Chapter 4 the model is
analysed. It also contains a description of the methods employed to study the model.
We have obtained the ﬁxed points of the model rate equations, and by studying the local
stability of the points we got a phase diagram that condenses the diﬀerent dynamical
regimes that occur at diﬀerent parameters. In Chapter 5, we have shown the diﬀerent phase
transitions and respective bifurcations. Moreover, we discussed the critical phenomena
that accompany the phase transitions. These results allowed us to suggest a qualitative
explanation of the Berger eﬀect, and to describe a band-pass ﬁlter phenomenon. Most of
these results were published in Ref. [102].
Stochastic resonance is one other nonlinear phenomenon that occurs in our neuronal
network as a consequence of a phase transition. In Chapter 6, we have studied this phe-
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nomenon and we mimicked the experiments of Gluckman et al. [51]. Taking into account
that stochastic resonance is not a reliable mechanism for signal detection, we have also
discussed the role of modular structure in sensory systems, showing how it can improve
signal processing. These results are accepted for publication [213].
In Chapter 7, we proposed that paroxysmal spikes observed in EEG from epileptic
brains can be described by a nonlinear object found in our model. Our paroxysmal-like
spikes appear near a second-order phase transition. Consequently, it allowed us to suggest
a measurement to predict epileptic seizures. In this chapter we also discussed the results
presented in Appendices A and B, regarding a comparison of network dynamics between
our model and a network composed of Izhikevich neurons, and an analysis of metastability
near a subcritical Hopf bifurcation in a toy model. Part of these results is being prepared
to submit to a journal.
Synaptic plasticity is a mechanism that modiﬁes the strength of synapses over time.
We studied this mechanism in neuronal networks in Chapter 8. The phase diagram of
the model became richer with new dynamical states. In particular, we found a range of
parameters at which the network is in a chaotic state. Some of these results were published
in Ref. [111].
Finally, Appendix C presents models of neuronal networks on complete graphs. The
dynamics of single neurons were considered similar to the model presented in Chapter 3.
We have shown that topology plays a very important role in network dynamics. These
results are also being prepared to submit to a journal.
Throughout the thesis we have discussed several results within our model that can be
compared with experiments, or that can provide a theoretical explanation to understand
experimental observations. Here, we give a summary of the most interesting results among
those:
• We have found neuronal avalanches near the limiting point of the metastable states
of a ﬁrst-order phase transition, whose distribution over sizes is a power-law with
the mean-ﬁeld exponent α = −1.5. Similar avalanches have been found in neuronal
cultures [76] and also in neuronal networks in vivo [78].
• Within our model, the ﬁrst-order phase transition is characterized by hysteresis. This
is in agreement with experiments, where a similar phenomenon has been observed by
measuring the activity of neurons in vitro when subjected to an electrical ﬁeld [180].
It means that our model gives a qualitative explanation for both the jump from low
activity to high activity [138], and for the reverse jump from high activity to low
activity that occurs at lower intensity of the stimulation [180].
• The Berger eﬀect is characterized by a decrease of alpha rhythm’s amplitude when
the eyes are open [41]. Qualitatively, opening the eyes results in an increase of
stimulation to the occipital area of the brain. In our model, we also ﬁnd a decrease
of the amplitude of neuronal network oscillations when increasing noise (or any other
kind of “excitatory” stimulation) near the supercritical Hopf bifurcation. (Recall
that the Berger eﬀect can also occur in the case of auditory stimuli [198, 199].)
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• We found that the supercritical Hopf bifurcation is responsible for a band-pass ﬁlter
phenomenon. One can compare it with the experiments of Sasaki et al. that showed
that the majority of rat CA1 neurons can act collectively like a band-pass ﬁlter and
ﬁre synchronously [64].
• If inhibitory neurons respond slower than excitatory neurons (α < αt), when increas-
ing the noise intensity from zero, our neuronal network undergoes ﬁrst a saddle-node
bifurcation and then a Hopf bifurcation. The Morris-Lecar neuron experiences the
same sequence of bifurcations when increasing the input current (at a certain set of
parameters) [187]. Additionally, the phase portraits of our neuronal network model
are topologically equivalent to the ones in the Morris-Lecar model. Consequently,
these models have similar excitable dynamics. Interestingly, it has been found in
neuronal cultures that neurons form clusters (“super-neurons”) that present excitable
features similar to single neurons [180].
• We demonstrated that stochastic resonance takes place in a region that precedes a
saddle-node bifurcation. Stochastic resonance has also been studied experimentally
in neuronal cultures. Here, we have mimicked the experiments of Gluckman et al.
[51], and our model provides a qualitative explanation of these experiments.
• Near the saddle-node bifurcation we have found nonlinear excitations similar to
paroxysmal spikes. These sharp spikes that we found are strong nonlinear objects
that appear from a very low neuronal activity and quickly reach very high amplitudes,
combining in synchronized activity about 90% of the neurons in the network, similar
to epileptic activity, particularly interictal activity. Moreover, it is well-known that
during a seizure the ictal pattern is generally rhythmic, and the rhythm usually dis-
plays increasing amplitude and decreasing frequency [94, 96]. The same dynamical
evolution of collective activity occurs in our model if we assume that the neuronal
network is in the regime of network oscillations, near the saddle-node bifurcation,
and the intensity of noise is gradually decreasing. Thus, based on our model we
propose that the transition from interictal to ictal activity is due to a saddle-node
bifurcation, where the interictal activity corresponds to our nonlinear excitations,
and the ictal activity matches the network oscillations. Increasing stimulation leads
to the transition from interictal to ictal activity (like in photosensitive epilepsy [98]),
while decreasing the stimulation drives the reverse transition.
• Based on our investigations of neuronal networks with synaptic plasticity we propose
that mixed-mode oscillations appear due to the mechanism of synaptic depression.
This kind of oscillations has been observed in the networks that generate the respi-
ratory rhythm in mammals [231]. Moreover, at certain parameters, when increasing
the intensity of shot noise, ﬁrst we ﬁnd oscillations, then mixed-mode oscillations,
and ﬁnally an asynchronous state. Interestingly, the same sequence of states was
observed in the respiratory network of neonatal rodents and human infants in vivo
[231] when increasing neuronal excitability.
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Our investigations also led to some predictions that may be conﬁrmed experimentally.
Here, we review the most promising:
• As mentioned above, our model can provide a qualitative explanation of the Berger
eﬀect. In order to conﬁrm, one can further study the phenomenon starting from
the assumption that it is related with a second-order phase transition (as our model
suggests). The control parameter may be the intensity of light that the eyes receive.
Thus, by changing the intensity of light gradually, one can measure neuronal activity
ﬂuctuations. As the system approaches the critical point, the theory predicts that
the autocorrelation function of activity ﬂuctuations should increase. Moreover, based
on our model, we further suggest that it may be possible to observe a decrease in the
phase lag between excitatory and inhibitory activities due to the supercritical Hopf
bifurcation.
• We showed that power spectral density (PSD) analysis can be a very powerful tool to
qualify phase transitions and bifurcations in a neuronal network. We demonstrated
that critical slowing down occurs at the critical points of the saddle-node and Hopf
bifurcations. This critical phenomenon can be observed as an increase of the zero
frequency peak of the PSD when approaching the saddle-node bifurcation. When
the network approaches the Hopf bifurcation, critical ﬂuctuations increase due to
the critical slowing down, which results in a divergence of the PSD at the frequency
of the damped oscillations. We showed that ﬁnite-size eﬀects smear these peaks in
the PSD. We propose to experimentalists to use PSD analysis to describe critical
phenomena that may occur in real neuronal networks.
• We have demonstrated that modular structure can improve the reliability of signal
detection, in particular, if we consider that each module is working in the regime of
stochastic resonance. It is an experimental fact that the nervous system has colum-
nar organization [233], and at least some sensory systems are organized in modules,
each one responsible for the processing of a particular feature of the input signal (for
instance, diﬀerent frequencies are processed by diﬀerent groups of neurons in the au-
ditory system [1]). Furthermore, cortical columns are formed by many minicolumns,
which are bound by a common input and short range horizontal connections [34].
In our model, the considered modules match those cortical minicolumns, because
all our modules receive the same signal. They process it independently, and then
their response is combined in an averaging module. Our proposal does not reject the
well-studied stochastic resonance at the level of single neurons. Instead, we suggest
that single neurons may be working in a regime of stochastic resonance as a single
component that helps a module to respond to an input signal.
• Based on the assumption that the transition from interictal to ictal activity is well-
modelled by the saddle-node bifurcation, we propose two methods to forecast epileptic
seizures. Within our model, as the neuronal network approaches the critical point
from the interictal state, the paroxysmal-like spikes become easier to be stimulated.
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Consequently, one can assume that it may be possible to estimate how close is an
epileptic brain from a seizure state by repeatedly measuring the minimum amplitude
of stimulation required to elicit a paroxysmal spike. Additionally, since the saddle-
node bifurcation is the mechanism of a second-order phase transition, we expect a
divergency of a susceptibility-like variable in the system at the critical point. Accord-
ingly, we suggest that the variance of the rate of paroxysmal spikes should increase
as the system gets closer to the transition point from interictal to ictal activity. In
order to test these predictions, we have started a collaboration with physicians from
Coimbra University Hospitals.
Note that these results should not be mere features of our model. Our conﬁdence is based
on the concept of universality in statistical physics [234]. The discussed phenomena are
related with phase transitions, and phase transitions are universal [234]. It means that the
emergent collective behavior is independent on the details of single unit dynamics [223].
On the other hand, it is important to realize that such emergent collective phenomena
can not be understood from a simple extrapolation of the properties of a few interacting
neurons. As P.W. Anderson stated in his seminal paper [235], “more is diﬀerent”, i.e., in the
limit of large systems, new properties and complexity arise, which could not be predicted
from a reductionist analysis of the system. Indeed, for instance, one could not predict the
emergence of paroxysmal-like spikes only taking into account how single neurons function.
The investigations presented in this thesis can serve as starting point for other projects.
In general, one can add new ingredients to our neuronal network model to make it more
realistic and to study the role of the new “elements”. In the brain, neurons are not as
simple as in a model, and they do not function “alone”. Proteins and gene networks play
a crucial role on the dynamics of neuronal networks, though they are frequently neglected.
Moreover, glial cells provide essential support to neurons, and their role may not be as
passive as it was thought and assumed [236]. One can also consider space in our model.
In this case, we could study the propagation of neuronal oscillations as waves. Alterna-
tively, we can consider simultaneously several interacting neuronal networks in diﬀerent
dynamical regimes. It could be used to model the interaction between diﬀerent areas in
the brain. On other hand, brain diseases often oﬀer a framework to study speciﬁc collective
phenomena in neuronal networks under speciﬁc conditions in comparison with the healthy
case. In this thesis we have focused on epilepsy, and further work is necessary to verify
our predictions. Our model could also qualitatively describe the decrease of the frequency
of brain waves due to Alzheimer’s disease [114]. Holstein et al. [114] studied the impact
of damage on the collective dynamics of neuronal networks, a damage that can be com-
pared to neurodegenerative processes in this disease. Additional research can be designed
to further study Alzheimer’s disease. Other diseases may also be examined, for instance
Parkinson’s disease and the role of deep brain stimulation in the control of symptoms of
the disease [237]. Finally, in this thesis we presented a preliminary investigation about the
role of synaptic plasticity on neuronal network dynamics. The next step is to try to model
the most simple mechanisms of memory formation, like habituation and sensitization [1],




Network of Izhikevich neurons
In this appendix we aim to investigate the dynamics of a random network composed
of Izhikevich neurons [115, 123]. Particularly, we study diﬀerent approaches in order to
compare the dynamics of this network with the neuronal network dynamics studied in
Chapters 4, 5 and 7. These investigations were motivated by the fact that phase transi-
tions and related phenomena (such as critical phenomena) are believed to be universal,
independent on details of single unit dynamics [223]. We were specially interested about
the possibility of ﬁnding paroxysmal-like spikes (see Chapter 7) in a diﬀerent model.
A.1 Single neurons
The Izhikevich model of a single neuron was already presented in this thesis, in Section
2.4. The membrane potential v of the Izhikevich neuron obeys to the diﬀerential equation
[115],
v˙ = 0.04v2 + 5v + 140− u+ I, (A.1)
where I is the input current, and u represents a membrane recovery variable, which is also
time dependent,
u˙ = a(bv − u). (A.2)
The variable u accounts for the activation of K+ ionic currents and also for the inactiva-
tion of Na+ ionic currents, providing negative feedback to the membrane potential. The
parameter a characterizes the time scale of u (larger values of a result in a faster recovery).
The parameter b tunes the sensitivity of u to v. When v reaches its apex (v = 30), it is
reset to c, the after-spike reset value of the membrane potential, and, simultaneously, u
is reset to u + d, where d is the after-spike reset of the recovery variable. All variables
(v and u) and parameters (a, b, c, and d) are dimensionless. The membrane potential v
has mV scale and the time t has ms scale. As Izhikevich, we use Euler’s Method to solve
numerically the diﬀerential equations.
We start by looking for candidates to replace our excitatory and inhibitory neurons.
In the cortex, excitatory neurons are usually regular spiking (RS) neurons, whereas in-
hibitory neurons can be fast spiking (FS) neurons [124]. In his paper [115], Izhikevich
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Figure A.1: Response of a regular spiking neuron to a noisy current. (a) The input
current I is active in the time interval [100, 300] ms. The amplitude of the current is
generated by a Gaussian process, whose mean amplitude is µ = 5, and standard deviation
σ = 5. (b) Membrane potential v of the neuron when subjected to the current displayed
in panel (a). The circles signal the apex of the action potential and consequent reset.
Panel (c) displays the corresponding dynamics of the recovery variable u. Parameters:
(a, b, c, d) = (0.02, 0.2,−65, 8), and time step dt = 0.2.
provides the appropriate parameters for these neurons. RS neurons are characterized by
(a, b, c, d) = (0.02, 0.2,−65, 8), and FS neurons have (a, b, c, d) = (0.1, 0.2,−65, 2). Note
that FS neurons have larger a than RS neurons, which means that the u variable recovers
quickly after a spike, allowing them to present larger ﬁring rates (that is why they are
called “fast” spiking neurons). Figures A.1 and A.2 show the response of a RS and a FS
neuron to a noisy input current (this current was active in the time interval [100, 300] ms,
and it was generated by a Gaussian process characterized by (µ, σ) = (5, 5)). These ﬁgures
show that the u variable has much slower dynamics than the membrane potential, and that
the ﬁring rate is mainly controled by u. As expected, the FS neuron has a larger ﬁring
rate than the RS neuron, though the noisy current was equivalent in the two cases.
In our model, excitatory and inhibitory neurons have the same ﬁring rate. Therefore,
and to simplify, in the network composed of Izhikevich neurons we consider only regular
spiking neurons. Figure A.3 shows the ﬁring rate of a regular spiking neuron as function
of the input current. At a given dc current, the ﬁring rate was calculated as the number
of spikes the neuron ﬁred during 0.5 s, divided by the time interval. (The apparent dis-
continuities in the ﬁring rate become smaller and smaller as the time step is reduced, and
the time interval is increased.) This neuron ﬁres if the input current is larger than Ith ≈ 3,
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Figure A.2: Response of a fast spiking neuron to a noisy current. As in Fig. A.1, the
current in panel (a) is active in the time interval [100, 300] ms, and it generated by a
Gaussian process, µ = σ = 5. Panels (b) and (c) show the corresponding response of the
membrane potential v and recovery variable u to the current. Parameters: (a, b, c, d) =
(0.1, 0.2,−65, 2), and time step dt = 0.2.
and, at large currents, the ﬁring rate grows approximately linearly with the current. One
should recall that, in contrast, the ﬁring rate of our neurons is a step function of the input
current (see Fig. 3.1(c)).
This brief analysis of Izhikevich neurons was meant to obtain a rough insight about how
one can compare our neuronal network dynamics with the dynamics of a network composed
of Izhikevich neurons. In particular, there are two crucial ingredients that one should be
able to compare, in order to study both neuronal networks in a similar dynamical regime:
the noise intensity and the ratio of the time responses of excitatory and inhibitory neurons
(α). Obviously, the Gaussian noise can be introduced in the current I, and it should be
related with the threshold of single neurons (Vth in our model). Thus, we assume the
following relation:
In = 〈n〉 X
Vth
, (A.3)
where In is the mean noise current in the Izhikevich network that corresponds to the
noise intensity 〈n〉 in our neuronal network model. X is a threshold-like value for the
Izhikevich neuron. We remind that this model does not have a well-deﬁned threshold for
single neurons to ﬁre, instead the internal threshold depends on the previous activity of the
neuron. We choose X = 5 (larger than the value Ith ≈ 3 identiﬁed in Fig. A.3, because the
neuron is only able to ﬁre at such small input current if it has been silent for a suﬃciently
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Figure A.3: Firing rate of a regular spiking neuron as function of the input current I.
The neuron ﬁres if the input current is larger than Ith ≈ 3. Parameters: (a, b, c, d) =
(0.02, 0.2,−65, 8), and time step dt = 0.1.
long time, due to the recovery of u, a condition that might be unreasonable in an active





where Iσ is the standard deviation of the noise introduced in the Izhikevich network (σ is
the corresponding standard deviation in our model). A justiﬁcation for this choice is given
in Appendix C.3.
It is more diﬃcult to deﬁne the α parameter within the Izhikevich neuron model.
Unfortunately, in this model there is no parameter that controls directly the response time
of a neuron. When the membrane potential goes above an internal threshold, i.e., when
v crosses the parabola of the v-nullcline, v˙ = 0 (see Eq. (A.1)), the membrane potential
continues to increase until it reaches its apex, at which it is reset to c. Therefore, the
response time is related with v˙: it depends on how quickly the spike reaches its apex.
A solution would be to change the constants in Eq. (A.1), however the model could lose
its plausibility. For instance, an alteration to these values would change the position of
the v-nullcline, and consequently the internal threshold. It would be necessary to study
a complete set of new parameters, including a, b, c, and d, in order to maintain realistic
single neuron dynamics. Since we want to use Izhikevich model, and not some modiﬁed
(and questionable) model, we look for other possible solutions in the next section.
A.2 Simulations of network dynamics
We consider a network completely equivalent to the one we study in our model: N
neurons connected at random with probability c/N . There are two populations of neurons,
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N (e) excitatory neurons, and N (i) inhibitory neurons (N (a) = gaN , and ge + gi = 1).
The connections are weighted: Je (Ji) are the weights for incoming links from excitatory
(inhibitory) neurons. We also consider the same parameters as for our model: N = 104,
c = 1000, ge = 0.75, Je = 1, and Ji = −3. The diﬀerence is that at each node of
the network we substitute our neurons by Izhikevich neurons. Each neuron has its own
membrane potential variable vj and recovery variable uj (j = 1, . . . , N). The interaction




aijJijfi(t) + ξ(t), (A.5)
where aij is the adjacency matrix; Jij is the synaptic eﬃcacy (it is Je if neuron i is excitatory,
and Ji if neuron i is inhibitory); fi(t) is a variable that indicates if neuron i ﬁred a spike
in the previous time step (fi(t) = 1) or did not ﬁre (fi(t) = 0); and ξ(t) is the noise.









i.e., the fraction of neurons in population a that ﬁred at time t. It goes without saying
that no analytic treatment is known for this network, consequently we present here only
simulation results.
Recall that we are interested in ﬁnding paroxysmal-like spikes in this model. Thus, ac-
cording to our model, it is necessary that excitatory neurons respond faster than inhibitory
neurons (at α = 1, for instance, instead of nonlinear excitations in region nc1 < 〈n〉 < nc2,
we have irregular bursts of neuronal activity). As mentioned above, there is no clear way
how to deﬁne α within Izhikevich model. Therefore, we present some possibilities that we
have tried.





where a(i) and a(e) are the parameters a in Eq. (A.2) of the recovery variable for inhibitory
and excitatory neurons, respectively. If α1 < 1, it means that a
(i) < a(e), and the variable
u of excitatory neurons recovers faster than the one of inhibitory neurons (note that we
are considering all other parameters the same for both excitatory and inhibitory neurons).
Unfortunately, it also means that excitatory neurons have larger ﬁring rates than inhibitory
neurons (when stimulated with the same input). In Fig. A.4(a), we present the network
activity at α1 = 0.5 and 〈n〉 = 35 (that corresponds to In ≈ 5.8, taking into account
Eq. (A.3)). The Izhikevich network displays network oscillations (like in our model at
these parameters, see the phase diagram, Fig. 4.2). Figures A.4(b) and A.4(c) show the
mean membrane potential (vnet) and the mean value of the recovery variable (unet) for























Figure A.4: Activity ρ in a network composed of Izhikevich neurons (panel (a)), and
corresponding mean membrane potential vnet (panel (b)) and mean recovery variable unet
(panel (c)). The red lines correspond to variables of the excitatory population, and blue
dashed lines correspond to variables of the inhibitory population. Parameters of single
neurons: (b, c, d) = (0.2,−65, 8), a(e) = 0.02 and α1 = 0.5. Time step dt = 0.5. Noise
parameters: 〈n〉 = 35, X = 5, Vth = 30, and σ2 = 10 (Eqs. (A.3) and (A.4)). Network
parameters: N = 104, c = 1000, ge = 0.75, Je = 1, and Ji = −3.
program the membrane potential v was only compared with the condition v ≤ 30 at each
two time steps, like in [115]). This delta-like activity means that the activity of all neurons
is very strongly correlated, and consequently vnet and unet are similar to the membrane
potential v and recovery variable u of a single neuron (compare with Fig. A.1). The activity
ρ is very similar to the mean membrane potential, because the membrane potential is either
ﬂuctuating around the rest state (that corresponds to silent activity), or it quickly rises
as an action potential (see Fig. A.1). The oscillations of the mean recovery variable are
more similar to our oscillations. Nevertheless, there is a crucial diﬀerence between the two
models: in our model, if the excitatory activity is large (ρe ≈ 1), but the inhibitory activity
is suﬃciently small, then most excitatory neurons remain active (because in average their
input is larger than the threshold); whereas in Izhikevich network, if a large fraction of
neurons ﬁres at a certain time, then in the next time step they are reset, and immediately
the input becomes insuﬃcient to maintain high activity (and high ﬁring rates).
Figure A.5 displays network activity at the same parameters as in Fig. A.4, except the
noise intensity 〈n〉. At 〈n〉 < 19, the network is silent, while above it presents network
oscillations, whose frequency increases with increasing noise (it is interesting that the
value is close to the nc2 of our neuronal network, although it is not surprisingly, taking
into account Eq. (A.3), where X could be chosen in order to achieve such similarity).
The dependence of the frequency on the noise intensity is a direct consequence of the fact
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that the ﬁring rate of single neurons increase with the current (see Fig. A.3). Thus, the
oscillations emerge with increasing frequency and large amplitude, like in our model. At
































Figure A.5: Network activity at diﬀerent levels of noise. Panels (a) and (b) at 〈n〉 = 15, and
panels (c), (d) and (e) at 〈n〉 = {20, 35, 150}, respectively. In panel (b), 10% of excitatory
neurons received a delta-like pulse of amplitude Ip = 20. As a consequence, about 20%
of the neurons in the network became active. Red lines correspond to excitatory activity,
and blue dashed lines correspond to inhibitory activity. Other parameters are the same as
in Fig. A.4.
In the inactive state, we delivered a stimulation to 10% of excitatory neurons as a
delta-like pulse (duration equal to one time step, and an amplitude suﬃcient to active
these neurons). As a response, about 20% of the neurons in the network became active
(see Fig. A.5(b)). It is diﬀerent from our paroxysmal-like spikes, because at least the
amplitude of this response should be similar to the amplitude of network oscillations at
〈n〉 = 20, and it is not. Also, other stimulations elicited diﬀerent responses, meaning that
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the response’s shape is not deterministic, and, unlike our network model, the trajectory



















Figure A.6: Network activity at α1 = 1.5, i.e., a
(i) = 1.5a(e). The noise intensity 〈n〉 is
18 in panel (a), 19 in panel (b), and 25 in panel (c). Red lines correspond to excitatory
activities, and blue dashed lines correspond to inhibitory activities. Other parameters are
the same as in Fig. A.4.
Figure A.6 displays network activity at α1 = 1.5. It means that in this case the
recovery variable u of inhibitory neurons is faster than the one of excitatory neurons. In
this case, the transition from the inactive state to oscillations occurs at more less the same
noise intensity as in the case with α1 = 0.5, and additionally we found a similar result at
diﬀerent values of α1, in the range [0, 1.2]. It means that there is one vertical line in the
phase diagram, similar to nc2 in our model. Note also that the amplitude of the oscillations
is smaller than before, at α1 = 0.5. Indeed, we found that at α1 > 1, the amplitude of the
oscillations appears always smaller than at α1 < 1. It is a consequence of a quicker recover
of the inhibitory neurons, that allows them to ﬁre ﬁrst, preventing excitatory neurons to
ﬁre, which in turn blocks further activation of the network of both excitatory and inhibitory
neurons.
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A.3 Neuronal variability and stochasticity
The most clear diﬀerence between the network activity just presented using Izhikevich
neurons and the activity in our model is the shape of the oscillations. Obviously, delta-like
oscillations can not be found in real neuronal networks. Thus, we now consider diﬀerent
approaches to prevent neurons to become so strongly synchronized.
First, we present the case studied by Izhikevich in [115]. The author introduced het-
erogeneity in the network by assigning diﬀerent parameters to each neuron, in order to









j ) = (−65, 8)+ (15,−6)r2j , where rj is a
random variable uniformly distributed in the interval [0, 1], and j is the neuron index. The
case rj = 0 corresponds to regular spiking neurons (as we used above), whereas r = 1 cor-
responds to chattering cells [115]. The square is meant to bias the distribution towards the









j ) = (−65, 2). In this case, rj = 0 corresponds to low-threshold spiking neurons,
and rj = 1 corresponds to fast spiking cells [115]. Figure A.7 displays network activity
at noise intensity 〈n〉 = 25 (panel (a)), and at 〈n〉 = 45 (panel (b)). Excitatory neurons
have smaller activity than inhibitory neurons, because inhibitory neurons have larger ﬁr-
ing rates. Inhibitory neurons seem to oscillate mainly independently of excitatory neurons,
which means that these oscillations are noise driven, except when excitatory activity is
larger enough to inﬂuence their dynamics. In this case, after a combined activation of
excitatory and inhibitory neurons, there is a transient time of smaller activity, which is a
consequence of a relatively large fraction of inhibitory neurons being activate in the pre-
vious time steps. Larger noise results in larger activities, larger ﬁring rates, and also in
larger variability.
Second, we introduce a diﬀerent kind of variability. Izhikevich neurons are determinis-
tic, whereas our neurons are stochastic switches. Therefore, we insert stochasticity in the
recovery variable u of the Izhikevich neurons,
u˙ = a(bv − u) + ζ(t), (A.8)
where ζ(t) is a random variable that follows a Gaussian distribution (whose mean is zero).
Schneidman et al. [104] studied channel stochasticity in the Hodgkin-Huxley model, and
they distinguished three experimentally observed phenomena in their model: a neuron can
ﬁre spontaneously when the input current is subthreshold, and it may “miss” spikes when
the current is suprathreshold. Additionally, the neuron presents subthreshold oscillations
in the membrane potential as a response to a subthreshold dc current. Similarly, the
introduction of ζ(t) in the recovery variable u of the Izhikevich neuron can lead to these
phenomena. Naturally, it is necessary to tune appropriately the standard deviation of
ζ(t). Using the parameters for a regular spiking cell, we found that with the standard
deviation σζ = 0.5, the dynamics of a single neuron is not aﬀected by ζ(t), whereas with
σζ = 1, all features referred above are present. If σζ is too large (σζ > 2), the noise is
too strong, and the response of the neuron is uncorrelated with the input current. Thus,
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Figure A.7: Network activity in a heterogeneous neuronal network. (a) Activity at the noise
intensity 〈n〉 = 25. (b) Activity at the noise intensity 〈n〉 = 45. Red lines correspond to ex-









j ) = (−65, 8)+(15,−6)r2j . Parameters




j ) = (0.02, 0.25) + (0.08,−0.05)rj and (c(i)j , d(i)j ) = (−65, 2).
rj is a random variable uniformly distributed in the interval [0, 1]. Other parameters are
the same as in Fig. A.4.
we simulated a neuronal network similar to the one in Fig. A.4 (α1 = 0.5), but now with
the noise ζ(t). If the standard deviation is small enough, (σζ ≈ 0.5), the neuronal activity
remains unchanged. However, larger standard deviations (σζ ≈ 1) destroy completely the
oscillations. Figure A.8 displays the mean ﬁring rate of the neuronal populations at σζ = 1.







where dt is the time step. In this case, we used dt = 0.1 ms and T = 10. Obviously,
the larger the value T , the smoother will the activity look like. As one can see, after a
transient period, the neurons are no longer able to ﬁre synchronously. We tried to ﬁnd
an intermediate value σζ at which the neurons present oscillations, though not delta-like











Figure A.8: Mean ﬁring rate ν, Eq. (A.9), of excitatory (red line) and inhibitory neurons
(blue line) as function of time. The recovery variable u of each neuron is aﬀected by the
noise term ζ(t), Eq. (A.8), which is a Gaussian process characterized by (µ, σ) = (0, 1).
The noise intensity is 〈n〉 = 25. Time step dt = 0.1. Other parameters are the same as in
Fig. A.4.
the Fig. A.8) appears to lead to an increase of the transient period, until the delta-like
oscillations are recovered.





where D(e) and D(i) are the synaptic delays of excitatory and inhibitory neurons, respec-
tively. These delays are incorporated in the input current I of the neurons. It means that
neurons of population a receive at time t the current I(t−D(a)). It is a realistic assump-
tion, because action potentials travel at a ﬁnite velocity in the axons (see Chapter 2). For
simplicity, we assume that excitatory and inhibitory neurons are both regular spiking neu-
rons. Figure A.9 displays the network activities and the mean ﬁring rates of both neuronal
populations when D(e) = 1 ms, and α2 = 1/4 (which are reasonable parameters according
to [131] and [159]). Excitatory and inhibitory activities oscillate together apart from the
time shift, combining in synchronized activity about 5% of the neurons in the network.
Interestingly, the amplitude of the oscillations seems to be modulated by a signal with
twice the period of the oscillations. At larger delays and at smaller α2, the oscillations
amplitude increase, though the parameters are no longer biologically plausible.
We have tried other possibilities, but the results were similar to the ones presented
here. For instance, deﬁning α as the ratio bi/be results in similar dynamics as the one
presented above for α1. We also substituted RS cells that present Class 1 excitability, by
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Figure A.9: Network activities and mean ﬁring rate in a network with synaptic delays.
Activities and mean ﬁring rates of excitatory (red lines) and inhibitory neurons (blue
lines) are represented in panels (a) and (b) respectively. The synaptic delays are D(e) = 1
ms, and D(i) = 4 ms, i.e., α2 = 1/4. Time step dt = 0.1. Other parameters are the same
as in Fig. A.4.
Class 2 excitable neurons, because they seem more similar to our neurons (see Fig. 3.1).
Finally, we introduced variability on the condition v = 30 mV (apex of a spike), but it had
apparently no eﬀect on the neuronal network dynamics.
In this appendix we studied the dynamics of random networks composed of Izhikevich
neurons. First, we analyzed single neuron dynamics in order to understand how one could
deﬁne interaction between neurons, and introduce neuronal noise. Then, since our goal
was to compare this model with the one we studied in Chapters 4, 5 and 7, we identiﬁed
an important diﬀerence between the two models: there is no clear way to introduce the pa-
rameter α (the ratio of excitatory and inhibitory response times) in the network composed
of Izhikevich neurons. Consequently, we presented representative patterns of neuronal ac-
tivity using diﬀerent methods of introducing alternatives to the parameter α. Interestingly,
it appears to exist a critical noise intensity above which neuronal oscillations emerge (sim-
ilar to nc2 in the model with stochastic neurons, Chapter 5). We were interested about
the possibility of ﬁnding paroxysmal-like spikes in this model, similar to those analyzed in
Chapter 7. Unfortunately, we could not ﬁnd those nonlinear objects. Indeed, even network
oscillations are too diﬀerent between the two models. Here, we found delta-like oscillations,
which are unlikely to be found in real neuronal networks. We suggest that the diﬀerences
between the two models are attributable to fundamental diﬀerences between the dynamics
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of single neurons in these models. Moreover, the network composed of Izhikevich neurons
manifested a lack of variability, resulting in those delta-like oscillations. Our attempts
to introduce variability proved to be either insuﬃcient to counter the strong correlations
between neurons, or too strong, destroying completely the collective patterns of neuronal
activity. Further investigations are necessary to ﬁnd an appropriate way of introducing a




Metastable states near a subcritical
Hopf bifurcation in a toy model
Lopes da Silva et al. proposed that absence epilepsy may be characterized by a parox-
ysmal attractor very close to the normal state, such that transitions can be induced by
random ﬂuctuations of some variables [92]. In this case, it would be impossible to predict
the onset of a seizure, as it is believed to be the case in absence epilepsy [92, 117]. Here, we
study a possible alternative, based on the type of bifurcation, rather than on the distance
between the diﬀerent attractors. We propose that the transition to the ictal state may
be due to a subcritical Hopf bifurcation, which unlike the supercritical case, it is a tran-
sition “much more dramatic, and potentially dangerous” to the system [116], because the
bifurcation forces the trajectories to jump to a distant attractor. This bifurcation presents
hysteresis, and no scaling law governs the amplitude or period of the limit cycle near the
bifurcation point [116]. In this appendix we study a toy model that presents a subcritical
Hopf bifurcation, in order to test the idea that it may be an alternative to the suggestion
of Lopes da Silva et al. to model absence epilepsy.
The toy model under consideration is an oscillator [116]:




θ˙ = ω + br2, (B.2)
where r is the amplitude, θ is the angular position, µ is a parameter that controls the
stability of the ﬁxed point at the origin (r = 0), ω is a parameter that deﬁnes the frequency
of inﬁnitesimal oscillations (when r → 0), and b determines the dependence of the frequency
on the amplitude for large amplitude oscillations. We use the parameters a1 and a2 to
control the type of Hopf bifurcation that can occur in the system. Below, we compare the
supercritical case (a1 = −1 and a2 = 0) with the subcritical case (a1 = 1 and a2 = −1).
First, we ﬁnd the Jacobian, which is the same in both cases. In order to simplify, we
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analyse the system in Cartesian coordinates,
x =r cos θ,
y =r sin θ.
(B.3)
Their derivatives are
x˙ =r˙ cos θ − θ˙r sin θ,
y˙ =r˙ sin θ + θ˙r cos θ,
(B.4)
and using Eqs. (B.1) and (B.2), we obtain
x˙ =µx− ωy + higher order terms,
y˙ =µy + ωx+ higher order terms,
(B.5)
Thus, the linearized system is















Taking into account Eq. (4.19), the eigenvalues are
λ± = µ± ωi (B.9)
The Hopf bifurcation occurs at µ = 0, when the real part of the eigenvalues changes sign.
In the case of the supercritical Hopf bifurcation (i.e., a1 = −1 and a2 = 0 in Eq. (B.1)),
r˙ = 0 ⇔ r(µ− r2) = 0 ⇔ r = 0 ∨ r = √µ, (B.10)
at µ < 0, the origin is a stable spiral, and the oscillator presents damped oscillations (see
Fig. B.1(a)). At µ > 0, the origin is an unstable spiral, and the system has a limit cycle
(see Fig. B.1(b)), whose amplitude is r =
√
µ, and the frequency is
θ˙ = ω + bµ. (B.11)
In the case of the subcritical Hopf bifurcation, the positive term r3 is destabilizing and
drives trajectories away from the origin, even at µ < 0:











At µ < −1/4, there is only one solution, the ﬁxed point at the origin, which is a stable
spiral, like in the supercritical case. However, when −1/4 < µ < 0, there are two limit
cycles, besides the stable spiral at the origin. We analysed the stability of each one (by
studying trajectories in the phase plane), and we concluded that the exterior limit cycle
(r+) is stable, and the interior limit cycle (r−) is unstable. It means that oscillations that
go inside of the unstable limit cycle (r < r−) relax to the origin (r = 0), while oscillations
that go outside of the unstable limit cycle (r > r−) are attracted by the exterior stable limit
cycle (r+). Figure B.1(c) shows two trajectories, one that starts outside of the unstable
limit cycle (solid line) and stays in the stable limit cycle, and another that starts inside
of the unstable limit cycle (dashed line) and because of it relaxes in the form of damped
oscillations to the origin. At µ = −1/4, the limit cycles collide and annihilate each other,
whereas at µ = 0 the unstable limit cycle engulfs the origin. It means that when increasing
µ in the interval −1/4 < µ < 0, the unstable limit cycle shrinks, and so does the stable
region that attracts trajectories towards the origin. At µ > 0, the origin is unstable, and
therefore there is only one stable limit cycle, r+ (see Fig. B.1(d)).
Figure B.2 displays the dependence of the amplitude r∞ and the frequency ω∞ of the
stable limit cycle on µ for both Hopf bifurcations. Note that the frequency of the limit
cycle is given by Eq. (B.2),
ω∞ = ω + br2∞, (B.13)
i.e., it is deﬁned by the amplitude of the limit cycle (at ﬁxed parameters ω and b). In
the supercritical Hopf bifurcation, the amplitude of the limit cycle obeys the scaling law,
Eq. (B.10). Thus, the size of the limit cycle grows continuously from zero and proportional
to
√
µ− µc, as expected for a supercritical Hopf bifurcation [116]. In the subcritical Hopf
bifurcation, the limit cycle emerges at µ = −1/4 with nonzero amplitude. Moreover, in
this case there is hysteresis, because when increasing µ from, say −1, and by keeping the
oscillator at the origin, it only jumps to the stable limit cycle at µ = 0, when the origin loses
its stability (see the dashed line in Fig. B.2(c)). Then, by decreasing µ, the oscillator stays
in the stable limit cycle until it disappears at µ = −1/4 (see the solid line in Fig. B.2(c)).
If we assume that Eqs. (B.1) and (B.2) represent the dynamics of a many-body system,
then the bifurcation is the mechanism of a phase transition. In the case of the subcritical
Hopf bifurcation, since it presents jump phenomena and hysteresis, we expect that it
describes a ﬁrst-order phase transition [181]. In a real system there is always noise, so we
introduce it in the model:
r˙ = µr + r3 − r5 + ξ(t), (B.14)
where ξ(t) is a Gaussian variable (mean value 〈ξ〉 = 0).
In order to look for an early warning of the transition from the origin to the stable
limit cycle, we analyse the time D the system spends in this limit cycle near µ = −1/4.
In this case, the unstable limit cycle is very close to the stable limit cycle. The distance ∆
between the limit cycles is










































Figure B.1: Oscillations below and above the supercritical and subcritical Hopf bifurca-
tions. Panels (a) and (b) refer to the supercritical case (a1 = −1 and a2 = 0 in Eq. (B.1)),
and panels (c) and (d) to the subcritical case (a1 = 1 and a2 = −1 in Eq. (B.1)). At
µ = −0.2, below the supercritical Hopf bifurcation (panel (a)), the system relaxes in the
form of decaying oscillations to the origin. At µ = 0.2, above the supercritical Hopf bifur-
cation (panel (b)), the oscillator has a limit cycle. At µ = −0.2, below the subcritical Hopf
bifurcation (panel (c)), depending on the initial condition, the oscillator either stays in a
limit cycle (solid line), or it presents damped oscillations towards the origin. At µ = 0.2,
above the subcritical Hopf bifurcation (panel (d)), the oscillator has a limit cycle. The pre-
sented numerical result was obtained by solving Eqs. (B.1), (B.2), and (B.3) using Euler’s
Method. The initial conditions were in all cases (r(t = 0), θ(t = 0)) = (1, π/4), except for
the dashed line in panel (c), (r(t = 0), θ(t = 0)) = (1/2, π/4). Parameters: ω = 1, b = 1,
and time step dt = 0.1.
It is much easier to jump from the stable limit cycle to the origin, than the opposite,
because ∆  r− near µ = −1/4. Therefore, when the variance of ξ is small, the system
spends much more time at the origin, than at the stable limit cycle (if the variance is
large, the system is constantly jumping from one state to the other, and it is completely
governed by the noise). Indeed, studying how much time the system stays in the stable
limit cycle when the variance of the noise is suﬃciently small, makes the problem similar
to considering the unstable limit cycle as an absorbing boundary, i.e., when ξ(t) < −∆ the
oscillator is unavoidably “absorbed” into the origin (and stays there for a long time). In
other words, it makes the distribution of D equivalent to the ﬁrst passage time distribution
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Figure B.2: Panels (a) and (b) show the dependence of the amplitude r∞ and frequency
ω∞ on µ, respectively, for the supercritical Hopf bifurcation. Panels (c) and (d) present the
same dependencies for the subcritical Hopf bifurcation. We solved numerically Eqs. (B.1)
and (B.2), and at each µ we obtained the steady state, represented as a dot in the ﬁgures.
The line in panel (a) corresponds to the analytic solution of Eq. (B.10); in panel (c) it
corresponds to Eq. (B.12); and in panels (b) and (d) it is the solution of Eq. (B.13), using
the respective r∞. In panels (c) and (d), the dashed line represents the case when the
initial condition is inside of the unstable limit cycle, and the trajectory relaxes to the
origin; at µ = 0 the origin becomes unstable, and the oscillator jumps to the stable limit
cycle. Parameters: ω = 1, b = 1, and time step dt = 0.1.
at the point r − ∆. Figure B.3(a) shows the distribution of the time D that the system
stays at the stable limit cycle before it falls to the origin. The distribution has exponential
decay (see panel (b)) as expected for a Poisson-like process. As the system approaches the
critical point µc = −1/4, the distribution gets thinner, because ∆ is smaller, and therefore
it is easier (and quicker) to cross the unstable limit cycle. Interestingly, the peak point of
the distribution does not seem to depend on the distance to the critical point, while the
slope of the curves presented in panel (b) depends linearly on the distance µ−µc (see panel
(c)).
Near µ = 0, the scenario is similar, the diﬀerence is that the stable limit cycle exchanges
roles with the stable ﬁxed point at the origin. Now, the distance ∆ is
∆ = r− − 0 ≈
√−µ, (B.16)
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Figure B.3: (a) Distribution of time intervals P (D) at the stable limit cycle near µc = −1/4.
(b) Logarithm of P (D) versus D. In both panels (a) and (b), the blue, red, black and green
dots correspond respectively to µ = {−0.2485,−0.249,−0.2495,−0.2499}. (c) Slope of the
curves presented in panel (b) as function of the distance to the critical point. The results
were obtained by solving numerically Eq. (B.14). We use the variance of ξ equal to 9×10−4.
Parameters: ω = 1, b = 1, and time step dt = 0.1.
(note that µ is negative, because when it becomes positive, the origin is unstable); and
P (D) is the distribution of time intervals at the origin.
Thus, the subcritical Hopf bifurcation seems to meet the conditions to model absence
epilepsy, in alternative to the idea proposed by Lopes da Silva et al. [92]. Our simple
analysis of the toy model indicates that the transitions from one attractor to the other occur
at random, even near the critical point. It means that the transition can occur without
giving any early warnings, like a ﬁrst-order phase transition. Consequently, if absence
seizures occur due to a subcritical Hopf bifurcation, then they are indeed unpredictable,
like Lennox postulated [117].
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Appendix C
Fully connected neuronal network
C.1 Introduction
In this appendix we study a model similar to the one presented in Chapter 3. The
diﬀerence is that we now consider a complete graph, i.e., all neurons are connected to
all other neurons. In this case, the interaction between neurons is much more eﬀective
than in a sparse random network, because all neurons inﬂuence all other neurons. The
advantage of using such network is that it allows us to obtain analytic results, whereas its
disadvantage is that it is not biologically plausible. This study aims a comparison between
the two models, in order to understand how important is the role of network structure in
the qualitative dynamical behavior of the neuronal network.
We start this appendix by presenting and analysing a model that we call “F -model”.
It corresponds to the model introduced in Ref. [101], that we mentioned in Section 3.7,
Eq. (3.20), on a complete graph. Then, we introduce some modiﬁcations, in order to ﬁnd
neuronal oscillations. Finally, we show results for the “〈n〉-model”, i.e., a model equivalent
to the one in Chapter 3, Eq. (3.15), on a fully connected network.
C.2 F -model
In Section 3.7, it was referred that the model discussed in Chapter 3, and subsequent
chapters, published in [102], was derived from the original model published in [101]. The
main diﬀerence between the two models is that in the original one the noise 〈n〉 is absent.
Instead there is a parameter fa that is the probability of an inactive neuron of population a
being activated spontaneously. We recall the rate equations of the activities ρa, Eqs. (3.20):
ρ˙a = fa − νaρa + µaΨ(ρe, ρi), (C.1)
where, once again, νa ≡ fa + µa (here, we consider µ2a = 0, see Section 3.7). One can
rewrite these equations as follows,
ρ˙a
νa
= Fa − ρa + (1− Fa)Ψ(ρe, ρi), (C.2)
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where Fa = fa/νa, and it determines the relative strength of the stimulation [101]. These
rate equations do not depend on the structure of the network, which is encoded in the
function Ψ(ρe, ρi) (the probability of a randomly chosen neuron to have an input larger
than the threshold Vth). In other words, in order to solve these equations on a complete
graph, all we have to do is to ﬁnd the function Ψ(ρe, ρi) that corresponds to this network




Θ(Jek + Jil − Vth)Pk(geρec˜)Pl(giρic˜). (C.3)
In the case of a fully connected network, the number of spikes coming from active excitatory




It corresponds to the total number of active neurons of the respective population. Note that
we are considering that neurons send in average one spike per integration time, otherwise
it would be necessary to multiply k and l by τν (it would not change qualitatively the
results, as explained in Chapter 3). Thus, we get




i Ngiρi −NV ∗th), (C.5)
where the input of all neurons is compared to the sum of all thresholds, NV ∗th. We redeﬁne





Similarly, the threshold V ∗th = Vth/N (obviously, this is the same as to divide the argument
of the theta function by N). (In this appendix, we use Vth = 0.03. Note that the argument
of the theta function is no longer function of the number of spikes, but rather a function
of the fractions ρe and ρi. It means that the previous Vth = 30 does not make sense
here. Instead, and for the sake of comparison with results shown in Chapter 4, we assume
Vth = 30/c, where c is the mean degree of the random network that we considered before,
i.e., c = 1000, and so Vth = 0.03.) Thus, we get the rate equations for the complete graph:
ρ˙a
νa
= Fa − ρa + (1− Fa)Θ(Jegeρe + Jigiρi − Vth). (C.7)
These rate equations can be solved analytically. Given a certain initial condition, we check
the theta function. If X ≡ Jegeρe(0)+ Jigiρi(0)−Vth is smaller than zero, then Θ(X) = 0,
and we have to solve
ρ˙a
νa
= Fa − ρa, (C.8)
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otherwise, Θ(X) = 1, and we have
ρ˙a
νa
= Fa − ρa + (1− Fa) = 1− ρa. (C.9)
Thus, depending on Θ(X), the activities either relax to Fa, or to 1. It is what one could
expect in a complete graph, since all neurons receive the same input. In the ﬁrst case, a
fraction ρa = Fa will become active (by deﬁnition of Fa), whereas in the second case, all
neurons will become active (after a transient period of exponential relaxation).
If we consider that the network is balanced, Jege = −Jigi = z, then we have X =
ρe − ρi − Vth/z. In this case, starting from an inactive network, (ρe(0), ρi(0)) = (0, 0), the
activities will increase exponentially towards Fa:
ρe(t) = Fe(1− e−t),
ρi(t) = Fi(1− e−αt), (C.10)
where α = νi/νe. If α = 1 and Fe = Fi = F , the activities are equal, consequently
X = −Vth/z < 0, and the activities relax to F . When α > 1, i.e., when the inhibitory
activity is faster than the excitatory activity, and therefore ρi(t) ≥ ρe(t), and X < 0. Thus,
in this case, both activities also relax to F . At α < 1, the excitatory activity grows quicker
towards F (ρe(t) > ρi(t), before reaching the steady state), and it is possible to meet the
condition X > 0. The instant t∗ at which the rate equations change is given by
ρe(t
∗)− ρi(t∗) = Vth
z
⇔ −e−t∗ + e−αt∗ = Vth
Fz
. (C.11)
Note that α < 1 is a necessary condition, but not suﬃcient. Equation (C.11) gives the
maximum α at which it is possible to ﬁnd the regime X > 0. Subsequently, at t > t∗,






∗) − 1)e−α(t−t∗). (C.12)
The excitatory activity continues to increase quicker than the inhibitory activity, which
means that the excitatory population will become completely active (ρe = 1). Then, the
inhibitory activity will catch up, and before all inhibitory neurons become active (ρi = 1),
the condition X < 0 will occur at time t∗∗, given by
(ρe(t
∗) + et
∗∗−t∗ − 1)e−(t∗∗−t∗) − (ρi(t∗) + eα(t∗∗−t∗) − 1)e−α(t∗∗−t∗) = Vth
z
. (C.13)
Consequently, at t > t∗∗ both activities relax to F ,
ρe(t) = (ρe(t
∗∗) + F [et−t
∗∗ − 1])e−(t−t∗∗),
ρi(t) = (ρi(t
∗∗) + F [eα(t−t








Figure C.1: Excitatory (red line) and inhibitory (blue line) activities in the F -model. The
activities were obtained solving numerically Eqs. (C.7), using Euler’s Method (the curves
coincide with the analytical solution of Eqs. (C.10), (C.12), and (C.14)). Parameters:
Fe = Fi = F = 0.1, α = 0.3, ge = 0.75, ντ = 1, Vth = 0.03, Je = 1, Ji = −3, and time step
dt = 0.01. Time t is in units of µ−1e .
Although Eqs. (C.10) can be obtained from Eqs. (C.14) (substituting ρa(t
∗∗) = 0 and t∗∗ =
0), there is one important diﬀerence between the two scenarios. In this case, ρa(t
∗∗) > F ,
and it means that the excitatory activity decreases faster towards F , than the inhibitory
activity, implying that it is impossible to meet again the condition X > 0. The excitatory
activity relaxes exponentially to F , followed by the inhibitory activity. This scenario is
represented in Fig. C.1. Therefore, in this model, at these parameters (Fe = Fi and
Jege = −Jigi), there are no oscillations. The activity either relaxes immediately to F , or
there is a single large oscillation before it goes also to the steady state ρa = F .
However, if Fe = Fi, one can choose these parameters in order to have X > 0, i.e.,
JegeFe + JigiFi − Vth > 0. Now oscillations are unavoidable, because when the neuronal
network tries to relax to ρa = Fa, it meets the condition X > 0, and then the activities
increase and tend to ρa = 1, but in that case X becomes smaller than zero, and again the
activities try to relax to Fa. This unavoidable loop is independent on α, though the ampli-
tude and period of the oscillations does depend on α, because this parameter determines
how quickly the activities meet the conditions X > 0 and X < 0. At intermediate values
of α < 1, one can ﬁnd large amplitude oscillations, as displayed in Fig. C.2.
It is interesting to note that in this F -model, oscillations can only appear when Fe = Fi,
in contrast to the model studied in Chapter 4, where the level of noise 〈n〉 was the same
for both excitatory and inhibitory neurons. One can suppose that this diﬀerence is a
consequence of the singular behavior of the theta function. Therefore, we study the case













Figure C.2: Excitatory (red line) and inhibitory (blue line) activities in the F -model.
The activities were obtained solving numerically Eqs. (C.7), using Euler’s Method (the
curves coincide with the analytical solution of Eqs. (C.10), (C.12), and (C.14), where F
is substituted by Fa). The parameters are the same as in Fig. C.1, except Fe = 0.1 and
Fi = 0.05. Time t is in units of µ
−1
e .
Θ(X). One can obtain the ﬁxed points when ρ˙a = 0,
ρa = Fa + (1− Fa)A(X). (C.16)
Once again, the stability of the ﬁxed point depends on the Jacobian Jˆ . Using the same
methods employed in Chapter 4, we ﬁnd
Jˆ =







−α + α(1− Fi)∂A
∂ρi
 , (C.17)
whose eigenvalues of Jˆ , λ±, are given by Eq. (4.19). In order to obtain a phase diagram,
we use Fe = Fi = F , and we must solve a set of two equations
Re{λ±} = 0,
Im{λ±} = 0. (C.18)
These equations determine the boundaries of the diﬀerent dynamical regimes in the phase
diagram. Figure C.3 shows F -α planes at diﬀerent fractions of excitatory neurons ge (we
call this model β-model in the caption of the ﬁgure, to distinguish from the case with
the theta function). Interestingly, we ﬁnd regions of oscillations (colored regions in the
ﬁgure). Recall that above, using the theta function, when Fe = Fi, it was impossible to
ﬁnd oscillations. Indeed, we ﬁnd that as β increases, the region of oscillations decreases
(it is not represented in Fig. C.3). It is a consequence of the fact that the Jacobian
depends on the derivatives of the function under consideration. If it is the theta function,
its derivative is the Dirac delta function, which implies that Re{λ±} < 0 independently
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Figure C.3: F -α planes of the phase diagram at diﬀerent fractions of excitatory neurons ge
of the β-model. Panels (a), (b), and (c) correspond to ge = {0.74, 0.75, 0.76}, respectively.
In regions I, the activity relaxes exponentially to the steady state, whereas in regions II,
it relaxes in the form of damped oscillations. In regions III, there are network oscillations.
The solid lines correspond to Re{λ±} = 0, and the dashed lines correspond to Im{λ±} = 0.
The parameters are the same as in Fig. C.1. Additionally, β = 100.
on the parameters. One should also note that in this case the boundary to the oscillatory
regime corresponds to a Hopf bifurcation, because the unique ﬁxed point becomes unstable.
Using the argument of symmetry breaking of time homogeneity as used in Chapter 8, we
expect that this Hopf bifurcation corresponds to a second-order phase transition [181, 232].
Figure C.3 also shows that the larger ge, the larger is the region of oscillations. This is
the opposite of what we found when the network was random as discussed in Chapter 4.
One other striking diﬀerence between the models is the absence of a saddle-node bifurcation
in the case of the complete graph. Moreover, oscillations can emerge at F  1 (provided
that α is suﬃciently small), whereas in the case of the shot noise model, oscillations could
only appear at 〈n〉 > nc2 (we remind that the phase diagram in Fig. 4.2 is similar to the
one found in the model with the stimulation F [101]). In contrast, and not surprisingly,
both models demand α < 1 in order to observe neuronal network oscillations.
C.3 〈n〉-model
We now turn to the main model studied in this thesis (presented in Chapter 3), but when
the network is a complete graph. In other words, instead of using F as input stimulation











where G(n) is the Gaussian distribution, Eq. (3.9). Note that we replace n by n/c, where
c is the mean degree of the random network (c = 1000). Let us simplify the second term
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where X = Jegeρe + Jigiρi +
〈n〉
c
− Vth. It is interesting to note that dividing n by c led to
〈n〉/c and σ/c (it justiﬁes the choice of the variance of the input current in Appendix A).









or the cumulative distribution function Φ(x) of the standard normal distribution [238]:
Ψ(X) = Φ(Xc/σ). (C.23)
This result is also easily derived from Eq. (C.19) by approximating the sum over n by an
integral, and applying the condition within the theta function to the limits of the integral.
As in the previous section, the Jacobian is given by Eq. (C.17), where Fa = 0, and
the function A is substituted by Φ(Xc/σ). Thus, by solving the derivatives, we obtain the
Jacobian
Jˆ =
( −1 + JegeG(X) JigiG(X)
αJegeG(X) −α + αJigiG(X)
)
, (C.24)








The eigenvalues of the Jacobian are obtained using Eq. (4.19), and consequently the
boundaries of the phase diagram that separate diﬀerent dynamical regimes are given by
Eqs. (C.18). Figure C.4 presents the ﬁxed points as function of the intensity of noise 〈n〉
and 〈n〉-α planes of the phase diagram at diﬀerent fractions of excitatory neurons ge. First,
one can note that increasing ge makes the ﬁxed point to grow quicker from low to high
activity (see panels (a) and (c)), until a jump appears (panel (e)) and with it there is a
region of small noise in which the neuronal network dynamics has three ﬁxed points (the
points of low and high activity are stable, and the intermediate one is saddle). In Fig. C.3,
we do not show the steady states at each ge since, in all cases, there is only a monotonically
increasing single solution. Consistently with all models analysed, ρ grows quicker with F
when ge is larger, as one could expect, since larger fractions of excitatory neurons result
in larger excitation and consequently larger neuronal activity. Additionally, we also found
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Figure C.4: Fixed points as function of the intensity of noise 〈n〉 (left column), and 〈n〉-α
planes of the phase diagram (right column) of the 〈n〉-model at diﬀerent fractions of exci-
tatory neurons ge. Panels (a)-(b), (c)-(d), and (e)-(f) correspond to ge = {0.74, 0.75, 0.76},
respectively. In panel (e), at small 〈n〉, there are three ﬁxed points. Besides the stable
point of low activity (solid line), there is also a saddle point of intermediate activity (dotted
line), and another stable point of high activity (dashed line). (Note that at large 〈n〉, the
high activity ﬁxed point is represented by a solid line, though it is the same point that is
represented as a dashed line in the region at which there are three ﬁxed points.) In the
〈n〉-α planes, in regions I, the activity relaxes exponentially to the steady state, whereas in
regions II, it relaxes in the form of damped oscillations. In regions III, there are neuronal
oscillations. Panel (f) has two regions II in the region where there are three ﬁxed points:
the region II on the left, at small 〈n〉, corresponds to the high activity state, whereas the
region II on the right, at intermediate 〈n〉, corresponds to the low activity state. In these
regions, the other stable point is in region I. In the right column, the solid lines correspond
to Re{λ±} = 0, and the dashed lines correspond to Im{λ±} = 0. The parameters are the
same as in Fig. C.1. Additionally, σ2 = 10.
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that in all models the region of oscillations is absent when the ﬁxed point corresponds to
complete activation of the network, ρ ≈ 1 (also it only appears at α < 1). That is why the
region of network oscillations (colored in the ﬁgure) shrinks accordingly with the curve’s
slope of ρ(〈n〉) (panel on the left). Note that in this case the region of oscillations shrinks
as ge increases and oscillations can not appear at suﬃciently small 〈n〉, in contrast with
the F -model, but in agreement with the model studied in Chapter 4. However, in this
case, the phase diagram appears to have a vertical line of symmetry (when there is only
one ﬁxed point at all 〈n〉), a feature that one can not ﬁnd in Fig. 4.2, because, for instance,
the region of oscillations is bounded by a saddle-node bifurcation, and a Hopf bifurcation,
whereas in Figs. C.4(b) and C.4(d), the boundary of the region of oscillations corresponds
uniquely to a Hopf bifurcation (as in the F -model). The phase diagrams of Fig. C.4 may
give the hint that when the saddle-node bifurcation appears (in Fig. C.4(e)), the region of
oscillations disappears. Actually, it is not the case. Our numerical analysis shows that the
saddle-node bifurcation emerges at ge  0.753, whereas the region of oscillations disappears
at ge  0.755 (keeping constant all other parameters). Thus, there is a narrow region of
parameters at which we can ﬁnd both bifurcations in the phase diagram. Nevertheless,
it is still qualitatively diﬀerent from the phase diagram in Fig. 4.2, because the region of
oscillations continues to be bounded only by the Hopf bifurcation. Based on the concept
of symmetry breaking [181, 232], we expect that the Hopf bifurcation corresponds to a
second-order phase transition, whereas the saddle-node bifurcation should be a ﬁrst-order
phase transition (with similar properties as those studied in Chapter 5).
Figure C.5 displays representative oscillations that we can ﬁnd in this 〈n〉-model. One
can notice that these oscillations are more similar to the oscillations in the random network







Figure C.5: Neuronal activity oscillations in the 〈n〉-model. The red line corresponds
to excitatory activity, and the blue line corresponds to inhibitory activity. Parameters:
(〈n〉, α) = (22.5, 0.7), and the variance of noise σ2 = 10. Other parameters are the same
as in Fig. C.1. Time t is in units of µ−1e .
In this appendix, we presented two simple models, the F -model based on the model
introduced in [101], and the 〈n〉-model based on the model discussed in Chapters 3, 4, and
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5. The diﬀerence was the network structure: instead of a random network, we considered a
fully connected network. It is very interesting to observe that the network structure plays
a crucial role on the dynamics of its units. Moreover, the dynamics within the F -model
diﬀers from the 〈n〉-model in many aspects (how the region of oscillations depends on ge, for
instance), though the stimulation does not seem so diﬀerent. However, the same does not
happen between the same models, when the network is random, given that the dynamics
is fairly similar [101, 102]. Unfortunately, we do not have an explanation for this fact.
We can only stress how profoundly the structure can inﬂuence on the dynamics based on
these results. One should note that the topologies are actually strikingly diﬀerent, because
these topologies are the extreme cases regarding the clustering coeﬃcient. In the case of an
undirected network, the clustering coeﬃcient is c/N , which is zero for an inﬁnite random
network. In contrast, the clustering coeﬃcient is 1 for a complete graph. The clustering
coeﬃcient, as mentioned in Chapter 6, characterizes the occurrence of triangles and other
motifs [39]. It means that motifs can be neglected in a random network, but not in a fully
connected network, where they may play a very important role in the network dynamics.
Note that in our neuronal network there are many diﬀerent motifs since the network is
directed and there are two kinds of nodes (excitatory and inhibitory neurons), making it
more diﬃcult to predict how these motifs may inﬂuence on the dynamics. The interest
of studying networks with high clustering coeﬃcients is motivated by the fact that real
neuronal network have large clustering coeﬃcients [23]. On the other hand, taking into
account that the mean number of synapses per neuron in the cortex is about 104 [1], then
one can assume that a complete graph is a good description of a network with about 104
neurons in the cortex. It may also give a fair characterization of the dynamics of “super-
neurons” observed in neuronal cultures [180] (the “super-neurons” are clusters of neurons
that present strong activity correlations; unfortunately, it has not been possible to measure
the internal connectivity of these clusters [180]).
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