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a b s t r a c t
TheNewton iteration is basic for solving nonlinear optimization problems and studying pa-
rameter estimation algorithms. In this letter, amaximum likelihood estimation algorithm is
developed for estimating the parameters of Hammerstein nonlinear controlled autoregres-
sive autoregressive moving average (CARARMA) systems by using the Newton iteration. A
simulation example is provided to show the effectiveness of the proposed algorithm.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
System modeling and parameter estimation have been active in recent years [1–7]. A Hammerstein system is a typical
block-oriented nonlinear system which consists of a nonlinear static block followed by a linear dynamic subsystem. Much
work has been performed on the estimation of parameters of Hammerstein systems [8–10]. For example, Ding et al.
derived gradient based algorithms and Newton recursive/iterative algorithms for Hammerstein controlled autoregressive
(CAR) systems [11]; Wang et al. proposed an auxiliary model based recursive extended least squares algorithm and an
auxiliary model based multi-innovation extended least squares algorithm for Hammerstein output error moving average
systems [12]. Some work focuses on Hammerstein systems with white noises or with moving average noises. This letter
studies the parameter estimation problem for Hammerstein controlled autoregressive autoregressive moving average
(CARARMA) systems using the more complicated ARMA colored noise model.
The principle of maximum likelihood estimation discussed by Fisher has been widely used in statistics and parameter
identification [13–17]. Maximum likelihood estimation has some excellent statistical properties such as consistency,
asymptotic normality and efficiency. Recently, Wang et al. derived a maximum likelihood parameter estimation algorithm
for controlled autoregressive autoregressive models [17]; Li et al. proposed a maximum likelihood stochastic gradient
estimation algorithm [18] and amaximum likelihood recursive least squares estimation algorithm for input nonlinear finite
impulse responsemoving average systems [19], and derived amaximum likelihood forgetting gradient estimation algorithm
for Hammerstein CARARMA systems using the negative gradient search [20].
The iterative method is useful for solving nonlinear matrix equations and parameter estimation [21–24]. On the basis of
the work in [18–20], this letter derives effective algorithms for estimating the parameters of the Hammerstein CARARMA
systems by using the maximum likelihood principle and the Newton iterative method.
The rest of this letter is organized as follows. Section 2 describes the identification model of the Hammerstein CARARMA
systems. Section 3 derives a maximum likelihood estimation algorithm based on the Newton iteration. Section 4 provides
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a numerical example to show the effectiveness of the proposed algorithm. Finally, some concluding remarks are offered
in Section 5.
2. The identification model of the Hammerstein CARARMA system
In [20], Li et al. studied the identification problem of Hammerstein CARARMA systems, and derived a recursivemaximum
likelihood estimation algorithm based on negative gradient search. The purpose of this letter is to propose a new iterative
parameter estimation algorithm for Hammerstein CARARMA systems using the Newton iteration, which is different from
the work in [20].
The Hammerstein CARARMA model can be described by
y(t) = −
ny
i=1
aiy(t − i)+
nu¯
i=0
biu¯(t − i)+ w(t), (1)
w(t) = −
nw
i=1
ciw(t − i)+
nv
i=1
div(t − i)+ v(t), (2)
u¯(t) = f (u(t)) = γ1f1(u(t))+ γ2f2(u(t))+ · · · + γmfm(u(t)), (3)
where {u(t)} is the system input sequence, {y(t)} is the system output sequence, v(t) is a white noise with zero mean, u¯(t)
is the output of the nonlinear block, and is a nonlinear function of a known basis f (u(t)) := [f1(u(t)), f2(u(t)), . . . , fm(u(t))]
with coefficients (γ1, γ2, . . . , γm) [11], andw(t) is an intermediate variable.
Assume that the orders ny, nu¯, nw and nv are known and y(t) = 0, u(t) = 0, and v(t) = 0 for t 6 0. In order to get unique
parameter estimates, we let the coefficient b0 = 1 [12]. Then (1) and (2) can be rewritten as
y(t) = −
ny
i=1
aiy(t − i)+
nu¯
i=1
biu¯(t − i)+ u¯(t)−
nw
i=1
ciw(t − i)+
nv
i=1
div(t − i)+ v(t). (4)
The item u¯(t) in (4) is chosen as the key term. Define the parameter vectorΘ and the information vector ϕ(t) as follows:
Θ := [θT,ϑT]T ∈ Rn, n := ny + nu¯ +m+ nw + nv,
θ := [a1, a2, . . . , any , b1, b2, . . . , bnu¯ , γ1, γ2, . . . , γm]T ∈ Rny+nu¯+m,
ϑ := [c1, c2, . . . , cnw , d1, d2, . . . , dnv ]T ∈ Rnw+nv ,
ϕ(t) := [φT(t),ψT(t)]T ∈ Rn,
φ(t) := [−φTy(ny, t),φTu¯(nu¯, t), f T(u(t))]T ∈ Rny+nu¯+m,
ψ(t) := [−φTw(nw, t),φTv(nv, t)]T ∈ Rnw+nv ,
φx(nx, t) := [x(t − 1), x(t − 2), . . . , x(t − nx)]T ∈ Rnx , x = y, u¯, w, v. (5)
Then we have
w(t) = ψT(t)ϑ + v(t),
y(t) = φT(t)θ + w(t) (6)
= ϕT(t)Θ + v(t). (7)
Since v(t) is a white noise with normal distribution, the maximum likelihood estimates of the Hammerstein system in (7)
can be obtained by minimizing the cost function [16–20,25]
J(Θ) := 1
2
N
t=1
v2(t).
In the following we derive a parameter estimation algorithm for Hammerstein CARARMA systems based on the Newton
iteration.
3. The maximum likelihood estimation algorithm based on the Newton iteration
Let Xˆk denote the estimate of X at iteration k; then the estimates ofΘ, θk and ϑk can be defined by
Θˆk := [θˆTk, ϑˆ
T
k]T ∈ Rn,
θˆk := [aˆ1(k), aˆ2(k), . . . , aˆny(k), bˆ1(k), bˆ2(k), . . . , bˆnu¯ , γˆ1(k), γˆ2(k), . . . , γˆm(k)] ∈ Rny+nu¯+m,
ϑˆk := [cˆ1(k), cˆ2(k), . . . , cˆnw (k), dˆ1(k), dˆ2(k), . . . , dˆnv (k)] ∈ Rnw+nv .
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The objective is to obtain the optimum Θˆk by minimizing the cost function J(Θ). The Taylor approximation of the cost
function J(Θ) atΘ = Θˆk−1 can be written as
J(Θ) = J(Θˆk−1)+ (Θ − Θˆk−1)T∇J(Θˆk−1)+ 12 (Θ − Θˆk−1)
THk−1(Θ − Θˆk−1)+ ◦(∥Θ − Θˆk−1∥2),
where the gradient and the Hessian matrix of J(Θ) at iteration k− 1 are defined by
∇J(Θˆk−1) := ∂ J(Θˆk−1)
∂Θ
=
N
t=1
v(t)
∂v(t)
∂Θ

Θˆk−1
,
Hk−1 := ∂
2J(Θˆk−1)
∂Θ∂ΘT
=
N
t=1

∂v(t)
∂Θ
∂v(t)
∂ΘT
+ v(t) ∂
2v(t)
∂Θ∂ΘT

Θˆk−1
≈
N
t=1
∂v(t)
∂Θ
∂v(t)
∂ΘT

Θˆk−1
. (8)
Minimizing J(Θ) and neglecting the high-order terms gives
Θˆk = Θˆk−1 − H−1k−1∇J(Θˆk−1) = Θˆk−1 − H−1k−1
N
t=1
v(t)
∂v(t)
∂Θ

Θˆk−1
. (9)
Let z−1 be a unit backward shift operator: z−1y(t) = y(t − 1). Define the polynomials
B(z) := 1+ b1z−1 + b2z−2 + · · · + bnu¯z−nu¯ ,
C(z) := 1+ c1z−1 + c2z−2 + · · · + cnw z−nw ,
D(z) := 1+ d1z−1 + d2z−2 + · · · + dnv z−nv .
The estimates of polynomials B(z), C(z) and D(z) at iteration k can be written as
Bˆk(z) := 1+ bˆ1(k)z−1 + bˆ2(k)z−2 + · · · + bˆnu¯(k)z−nu¯ , (10)
Cˆk(z) := 1+ cˆ1(k)z−1 + cˆ2(k)z−2 + · · · + cˆnw (k)z−nw , (11)
Dˆk(z) := 1+ dˆ1(k)z−1 + dˆ2(k)z−2 + · · · + dˆnv (k)z−nv . (12)
Define the filtered information vector
ϕf (t) := −
∂v(t)
∂Θ

Θˆk−1
= [−Cˆk−1(z)Dˆ−1k−1(z)φTy(ny, t), Cˆk−1(z)Dˆ−1k−1(z)φTu(nu¯, t),
Cˆk−1(z)Dˆ−1k−1(z)Bˆk−1(z)f
T(u(t)), Dˆ−1k−1(z)φ
T
w(nw, t), Dˆ
−1
k−1(z)φ
T
v(nv, t)]T. (13)
The estimate of information vector ϕˆ(t) at iteration k can be written as
ϕˆ(t) := [φˆT(t), ψˆT(t)]T ∈ Rn, (14)
φˆ(t) := [φTy(ny, t),φTˆ¯u(nu¯, t), f T(u(t))]T ∈ Rny+nu¯+m, (15)
ψˆ(t) := [φTwˆ(nw, t),φTvˆ(nv, t)]T ∈ Rnw+nv , (16)
φzˆ(nz, t) := [zˆ(t − 1), zˆ(t − 2), . . . , zˆ(t − nz)]T ∈ Rnz , z := u¯, w, v. (17)
Eq. (7) can be equivalently written as v(t) = y(t)−ϕT(t)Θ. Replacing ϕ(t) andΘwith ϕˆ(t) and Θˆk−1, the estimate vˆ(t) of
v(t) can be computed using
vˆ(t) = y(t)− ϕˆT(t)Θˆk−1. (18)
From (6), we havew(t) = y(t)− φT(t)θ. Replacing θ with θˆk−1 gives the estimate wˆ(t) ofw(t):
wˆ(t) = y(t)− φˆT(t)θˆk−1. (19)
The estimate of the filtering information vector in (13) can be computed using
ϕˆf (t) = [−Cˆk−1(z)Dˆ−1k−1(z)φTy(ny, t), Cˆk−1(z)Dˆ−1k−1(z)φTˆ¯u(nu¯, t), Cˆk−1(z)Dˆ−1k−1(z)Bˆk−1(z)f T(u(t)),
Dˆ−1k−1(z)φ
T
wˆ(nw, t), Dˆ
−1
k−1(z)φ
T
vˆ(nv, t)]T. (20)
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Fig. 1. The ML–NI estimation errors versus k.
Note the definition of ϕf (t) in (13). Substituting v(t) and ϕf (t) in (8) and (9) with vˆ(t) and ϕˆf (t), we obtain the maximum
likelihood Newton iterative estimation algorithm:
Θˆk = Θˆk−1 + H−1k−1
N
t=1
ϕˆf (t)vˆ(t), (21)
Hk−1 =
N
t=1
ϕˆf (t)ϕˆ
T
f (t). (22)
Eqs. (21)–(22), (14)–(20) and (5) form the maximum likelihood estimation algorithm based on the Newton iteration (the
ML–NI algorithm for short).
The procedure for computingΘ in the ML–NI algorithm is as follows.
1. Let k = 1, and set the initial values Θˆ0 = 1n/p0, where 1n represents an n-dimensional column vector whose elements
are 1, and p0 is a large number (i.e. p0 = 106). Set wˆ(i) = 0, vˆ(i) = 0 for i 6 0 and pre-set a small ϵ > 0.
2. Collect the input–output data u(t) and y(t), t = 1, 2, . . . ,N .
3. Form φy(ny, t) by using (5), and construct φ ˆ¯u(nu¯, t), φwˆ(nw, t), and φvˆ(nv, t) by using (17). Form φˆ(t), ψˆ(t) and ϕˆ(t) by
using (15), (16) and (14), respectively, and compute ϕˆf (t) by using (20).
4. Compute wˆ(t) by (19), vˆ(t) by using (18).
5. Compute the Hessian matrix Hk−1 by using (22).
6. Update the parameter estimate Θˆk by using (21).
7. If ∥Θˆk − Θˆk−1∥ 6 ϵ, terminate this procedure and obtain the iterative times k and the estimate Θˆk; otherwise, increase
k by 1 and go to step 3.
4. Examples
Consider the following Hammerstein CARARMA nonlinear system:
y(t) = −a1y(t − 1)+ b1u¯(t − 1)+ u¯(t)− c1w(t − 1)+ d1v(t − 1)+ v(t),
u¯(t) = γ1u(t)+ γ2u2(t)+ γ3u3(t) = 0.56u(t)+ 0.43u2(t)+ 0.51u3(t),
Θ = [a1, b1, γ1, γ2, γ3, c1, d1]T = [−0.63, 0.67, 0.56, 0.43, 0.51, 0.245,−0.825]T.
In simulation, the input u(t) is taken as an uncorrelated stochastic signal sequence with zero mean and unit variance, and
v(t) as a white noise sequence with zero mean and variances σ 2 = 0.502. Taking N = 1000 and applying the ML–NI
algorithm to estimate the parameters of this system, the parameter estimates and their errors δ := ∥Θˆk −Θ∥/∥Θ∥ are as
shown in Table 1 and Fig. 1.
From Table 1 and Fig. 1, we can see that the parameter estimation errors gradually become small as the iteration k
increases; thus the ML–NI algorithm is effective.
5. Conclusions
This letter presents a maximum likelihood estimation algorithm based on the Newton iteration for estimating the
parameters of theHammerstein nonlinear controlled autoregressive autoregressivemoving average systems. The simulation
results show that the proposed algorithm is effective. The proposed method can combine the gradient based algorithms
[26–28] and the multi-innovation identification algorithm [29–33] in order to study identification problems of Wiener
systems [34,35] and multi-rate sampled-data systems [36–39].
J. Li / Applied Mathematics Letters 26 (2013) 91–96 95
Table 1
The ML–NI estimates and errors (σ 2 = 0.502, N = 1000).
k a1 b1 γ1 γ2 γ3 c1 d1 δ (%)
1 −0.67892 0.69487 0.51716 0.40850 0.45239 0.15565 −0.46420 25.01896
5 −0.62478 0.72594 0.52022 0.41707 0.52313 0.17673 −0.67597 11.67224
10 −0.60529 0.69544 0.53512 0.44180 0.55526 0.21722 −0.77442 5.61513
15 −0.60961 0.66171 0.54846 0.45318 0.55547 0.24424 −0.81131 3.81357
20 −0.62110 0.64080 0.55705 0.45197 0.54243 0.25559 −0.83629 3.40234
True values −0.63000 0.67000 0.56000 0.43000 0.51000 0.24500 −0.82500
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