I. Introduction.
Let A be a N x N matrix whose elements belong to C, and f(z) is a function such that f(z) : C -C. Using expression (1.4) for this purpose has two rwaior disadvantages:
(a) The exact knowledge of the eigenvalues is req-: A4.
(b) f(A) is expressed as a polynomial of degree < N-1 which can be large; thus it results in an highly time consuming operator.
In this paper, we would like to present an algorithm which approximates the matrix 
E(z) -f(z) -Pm(z). (1.8)
Hence, our problem is reduced to a problem of approximating the function f(z) by a polynomial P,,(z) while z belongs to a domain in C which includes all the eigenvalues of A. It is obvious from (1.7) that in the case where j 1 " > 1, P,-t)
has to approximate f-(i-1) at the point A,.
In Section 2, we describe briefly how to approach this problem of approximation. Using the results of this section we can construct a computational algorithm, once a suitable conformal mapping function is known. In very few cases, it is possible to get this function analytically. Usually we have to resort to a numerical method. A lot has been done in this area of conformal mapping and there are suitable routines. In our work, we have used a A is a general nonsymmetric matrix can be regarded as a particular case of our problem where the function which has to be approximated is f(z) = 11z. Section 6 is devoted to this subject. Using tools from the theory of approximation in the complex plane for inverting nonsymmetric matrices has been studied already by other researchers. ,and others. The algorithm discussed in our paper gains its simplicity from the fact that it is based on the powerful tool of interpolation. Thus, it can be implemented in a straightforward way, once the conformal mapping function is known.
An important conclusion of the analysis is that for the general nonsymmetric case, the significant factor which governs the rate of convergence of most of the iterative algorithms is not the well known condition number hAil. IiA-111. It is shown that the relevant factor is p/R where p is a parameter which measures the size of the domain and R is related to the orientation of the domain with regard to the singular point of the function . (z = 0).
Based on this conclusion it is shown that some iterative algorithms, like standard SOR, are based on an incomplete optimization process. We conclude this paper in Section 7 by giving some numerical examples.
Polynomial Approximation in the Complax Plane
Let D be a bounded closed continuum in C such that the complement of D is simply connected in the extended plane and contains the point at oo. Define now A(D) -the space of functions which are analytic at every point of D.
7r, -space of complex polynomials of degree _ m. This major drawback can be overcome by using a different approach to the approxi- it is possible to find this function analytically. For more complicated domains one has to resort to a numerical approach.
When the domain D is a polygon, the mapping function is Schwartz-Cristoffel transformation. In [TrefSO], a very reliable and efficient algorithm for mapping the interior of the unit disc to the interior of the polygon is described. Since, in our case, the mapping of the exteriors is needed, the routines should be modified accordingly. 
In this case, the complement of D is not simply connected any more but just connected.
The basic theory regarding the simply connected case extends to the more general one. A detailed analysis of this problem is carried out in our next paper. It is shown there that the interpolating points can be taken as a union of sets of points achieved by considering each domain separately. In Section 7, we bring some numerical examples of this case.
The Algorithms
Based on (2.22), we will approximate the operator f (A) by P.,(A) while
Operating with Pm(A) on a vector v is carried out by the following algorithm Algorithm 1:
The output of Algorithm 1 is the vector w which satisfies
Roundoff errors of Algorithm 1 depend strongly on the arrangement of the interpolating points.
In Appendix A we describe how to arrange the points, taking into account this phenomenon of ro,~ rdoff errors.
In many practical problems, we have the following situation:
1) A is a real matrix (3.4a) 2) f(Y) = 7-) .
(3.4b)
In this case, it is possible to design an algorithm similar to (3.2) which will be carried out in real arithmetic even so i and bi are complex numbers. This result is based on the following two theorems: 
Since (3.9) we have
Using (3.4b) and (3.14) in (3.6) we get This algorithm cannot be used for practical problem since huge roundoff errors result. We would like to stick to the Newton-form which is much more robust from the roundoff errors point of view. For this purpose, we state and prove the following theorem:
Theorem 2: Let P2k-I (.z) be the interpolating polynomial as defined in Theorem 1, written in Newton-form
where
Proof. We have Then, by theorem 1 and the proof in concluded.
Based on (3.19), the vector w
is computed by the following algorithm:
Algorithm 2. 
(3.26e)
This algorithm requires three vectors. It is possible to save one vector by using an algorithm based on (3.16). As mentioned previously, this algorithm has the disadvantage of sensitivity to roundoff errors. Thus,it can be used only with low degree polynomials.
Another possible way of saving one vector and which is much more robust from the roundoff errors point of view is to apply (3.19) through calculating the roots of P2k-(z). Since P2k-1 (z) is a polynomial with real coefficients, we have the following set of roots If this condition is satisfied, the sequence Pn(z) converges maximally to f(z) on D.
Given a domain D and a function f(z), p and R are defined explicitly and we have PIR = the asymptotic rate of convergence.
If f(z)
is an entire function, (4.1) is satisfied for arbitrary R. Using Theorem (1),
we can expect that the algorithm described in Section 3 will converge very rapidly for A very important area where our method can be implemented is the one of solving general nonsymmetric systems of equations. This is topic of the next section.
6. Linear System.
The iterative solution to a set of linear equations which can be written in matrix form
is a well treated problem in the numerical analysis literature. While very efficient algorithms have been developed for the case when A is a symmetric positive definite matrix, the general nonsymmetric case is still a challenging problem.
In this section, we would describe an iterative algorithm for the solution of (6.1) based on the new approach. Since
we can write the numerical approximation Xk as 
-z Qk-i(z) = Tk(z)
(6.9)
Proof. We have Since (6.9), the equivalence is established.
We have shown that using the algorithm based on interpolating the function . at Preconditloning.
Usually, solving a linear system of equations (6.1) is composed of two stages: such that (6.22) will converge faster than (6.1).
Solving (6.22).
In many cases, we have a family of matrices A which depend on a parameter w such that Az = (6.23) and we would like to choose the optimal w. Based on Section 4, it is obvious that the significant factor which determines the convergence is A=-P/R . 
[p/RI(A) > [p/RI(B) .
(6.27)
For example: Let A be a normal matrice whose spectrum r(A) is r(A) = {zl 1 < ljI < 2; Re z > 0.
Let B be a normal matrice whose spectrum is r(B) = {zj 1 z -31 < 2}.
We have cond(A) = 2 
(6.32) (r(A) is the spectral radius).
If z is a solution of (6.30), then Since the complement of D is not a simply connected domain, it is not included in the theory discussed in this paper. Implementing our approach to these types of domains will be carried out in a future paper. For the time being, let us mention that the basic results extend. Thus, since B, is composed of only one point and B 2 is a circle of radius r around 1, it can be shown that the rate of convergence p/R is p/R(Az7) = c < 0.25
and A 0 will enter into the constant C (4.1). The set of interpolating points is the union of sets of both domains. Since in B 1 we have only one point, we will get the following points The efficiency of using an algorithm based on U rather then Wor depends on the accuracy needed, since the constant C has been increased by a factor of 1/Ao.
Numericad Results.
I. Time dependent problem-Parabolic type.
In this subsection we present numerical results for the following problem
Where a 2 a
The exact solution of (7.1) is u(z,t) = t sin kz.
(7.2)
In order to solve (7.1) numerically, we first approximate the space operator G, by the finite difference operator GN. Assuming periodicity we have (7.6d)
The formal solution of (7.6) is
In order to implement our algorithm we have to get an approximation of the domain D which includes the eigenvalues of GN. One way to get it is by doing a Fourier analysis of the constant coefficients operator. Since zi are real we can use algorithm 1 (3.2). The next two tables present the numerical results using algorithm 1 with zy defined by (7.21)-(7.22). M -Number of matrix-vector multiplications (Each evolution operator is approximated
For sake of comparison we present in Table 2 a similar chart while using a standard second order in time scheme U tst2 + AtGNUn + At (t n At). Comparing Tables I and 2 we observe that while in the standard second order scheme 
f2(GNt) --(Gp;,t + I.)/G
which means that for large t, approximating fl(Gpjt) is equivalent to inverting GNand approximating f(GNt) is equivalent to inverting G2,.
N,!
We did not implement the second order algorithm (7.27) for t = 20, but it is straightforward ul is the pressure,u2 is the pressure time derivative,u3 is a memory variable and r, 17 are parameters of the problem. The initial data are
The space descretization is done by Fourier method (GoOr8l). Thus the semidescrete representation in
PN is the pseudospectral projection operator: (5.12). The logarithmic capacity is given by (5.14).
We ran two sets of numerical experiments. In the first one we took The conformal mapping from the exterior of the unit disc to the exterior of D is The numerical results are Table 7 .
Solution of (7.39) with b = 1.004 Table 8 .
Solution of (7.39) with b = 1.1
Normal N. Table 9 summarizes the results of this case. In the next experiment we have shifted the domain to the left.
According to the theory, the two methods: C 6 b and M, would not converge in this case. 3. Third Case -disjoint intervals.
As mentioned previously (Section 2), since the complement of D is not simply connected anymore one should use a slightly different theory. In a future paper we will carry out a detailed analysis.
In Using (7.66), (7.68) ,and (7.73),we get that N 2 has to satisfy N 2 > Iog(pi/Ra 4 ) N, + log(l/k) (7.75) Iog(p 2 /R 2 ) +og(p 2 /R 2 )
In Table ( 11) we report on experiments where a,, a2 are fixed, and we increase a3, a 4
such that a 4 -a3 is constant. According to (7.75), it is easily verified that in this case In the next set of experiments,we also increase the distance between a3 and a 4 . The results are reported in Table 12 . Normal N. Normal Normal N. Normal Normal N. Normal 10 10 32 1.6-7 1.3-7 1.3-5 7.7-7 3.6-5 3.8-4 2.5-4 20 10 38 8.4-7 2.9-7 9.7-6 2.0-5 1.1-3 4.2-4 1.5-3 40 10 44 2.2-6 6.0-7 9.8-6 3.8-4 2.2-2 4.9-3 1.3-2 80 10 ,50 3.9-9.6-7 1.5-5 4.2-3 2.8-1 1.9-2 2.5-2
In the last set of experiments, we have negatives eigenvalues as well. In this case, one cannot use the two methods: Cb, Mr. 
Conclusions
It has been shown that having an a priori knowledge on the distribution of the eigenvalues of a matrix A, it is possible to constrqct an efficient algorithm for approximating f(A). The more accurate we locate the domain of the e.v., the more efficient is the algorithm. Two methods addressing this problem were described in Section 7. It seems to us that once this problem of finding the domain of the e.v. is solved satisfactorily, the algorithms described in the paper can be used as a numerical tool for many practical problems.
Appendix A.
The set of interpolating points satisfy (A.
2)
The problem is: how to arrange wj such that the roundoff errors will be minimum.
In a future paper we will carry out a detailed analysis addressing this problem. Ac- 
