In this respect, one can argue that compared to other science disciplines, advances in scientific fields where the investigated qualities can be directly measured are quicker, and therefore, quality measurements are comparatively easier to undertake.
The situation is completely different in science disciplines such as education and psychology where the investigated qualities cannot be directly measured. In these disciplines, one attempts to predict the conditions of the related quality based on responses provided to specific stimuli; in other words, measurement is indirect (Gulliksen, 1950) . However, although indirect measurement makes it possible to measure qualities that cannot be directly measured, it may also radically increase the potential error sources involved in the process. While the direction and amount of these error sources are sometimes apparent and can be identified (i.e., fixed, systematic change), sometimes they cannot (random error). This fact makes it rather hard and complex to undertake quality measurement in sciences where indirect measurement is a necessity because error sources with unidentified directions and amounts damage data reliability and impair the accuracy of the procedural comparisons that use these measurements.
Scientists have developed various methods and techniques for examining reliability related to different error sources. Although these methods and techniques can be found under different classifications in different resources, they are simply classified by Crocker and Algina (1986) as methods based on multiple applications (such as equivalent forms and test-retest methods) or single application (split-half method or item-covariance-based methods). As the classification shows, some methods and techniques calculate error sources by using a single application to examine data reliability, whereas others rely on repeated measures, or scoring by multiple raters.
In scientific disciplines such as education and psychology, where the investigated qualities cannot be directly measured, written, oral, and kinetic exams that require scoring by more than one rater; procedural comparisons that compare new methods and techniques developed according to scientific and technological advances; longitudinal studies; scale adaptation-development studies; and so on, are common. Reliability is the weakest link in studies where it is necessary to collect data from the same variable using different measurement tools, or to collect data from the same variable by using the same tool at different intervals (Güler & Gelbal, 2010) . As a matter of fact, taking more than one measurement from the same variable also hosts the possibility of contamination from error sources as a result of interaction, both singly and in combination. Therefore, although the internal consistency of scores received from measurement tools is examined in itself, it is necessary to ensure interrater and intra-rater agreement in order to provide reliability (Güler & Gelbal, 2010; Lin, Hedayet, & Wu, 2012) . In this context, agreement means similarities among measurements obtained by different inter-raters/methods. Disagreement can be defined as the difference among measurements (Barnhart, Song, & Haber, 2005) .
The biggest problem while conducting agreement analyses on obtained measurement results is to decide which statistical method to use. Many agreement studies are seen to use classical statistical methods such as Pearson's correlation coefficient, regression analysis, or t-tests for dependent groups. Additionally, classical statistics methods like chi-squared test and Cohen kappa statistics are seen to be used widely in categorical measurements. Stralen, Dekker, Zoccali, & Jager (2012) have revealed that systematic error is disregarded when the Pearson correlation coefficient is used, when agreement between two continuous measurement methods is tested, or when the effect of prevalence and bias is not counteracted as a result of using Cohen kappa correlation while testing agreement between two categorical measurement methods and disregarding the different weight calculations for inconsistent cells (Stralen et al., 2012) . Starting from this point of view, alternative methods have been developed apart from the known classical methods. As a matter of fact, the literature includes many different methods for examining agreement between two measurements (Lin et al., 2012) . Intraclass correlation coefficient (ICC), Concordance correlation coefficient (CCC; developed by Lin), Bland&Altman plot developed by Bland and Altman, Type II regression methods (such as Deming regression method, Weighted Deming regression method and PassingBaBlok methods), Scott's p statistics, Cohen's kappa statistics, G-index, Gwet's AC1 statistics, Fleiss kappa statistics, Krippendorf Alpha coefficient, Weighted kappa statistics, Kendall's W coefficient can be cited as common examples by taking their premises into consideration, such as measurement level, type of distribution, number of raters, and so on. Bland-Altman plots and concordance correlation coefficients can be argued as more common because they take random error and systematic change into consideration (Atkinson & Nevill, 1997; Erdoğan & Kanık, 2005; Işıkhan, Kılıçkap, & Alpar, 2013; Kanık & Erdoğan, 2004; Kanık, Erdoğan, & Orekici Temel, 2012; Kanık, Orekici Temel, & Ersöz, 2010) . However, classical methods for the categorical variable mentioned above are not used in agreement analysis under conditions where each rater has multiple readings.
A new approach has been suggested by that can evaluate the harmony both between and within individual raters in cases where there are more than one measurement or observer. The individual agreement coefficient (CIA) is an agreement statistic in numerical (discrete, continuous) or categorical (nominal, ordinal, ratio, interval) structures that can be used in situations where single or more than one measurement have been taken. Unlike other agreement statistics, CIA is an approach that can evaluate the agreement of each rater individually or together. proposed that disagreement between observations obtained from different methods is similar to the disagreement between observations made by the same method. In other words, replacing or interchanging one method with another does not substantially increase the disagreement between measurements obtained from the same individuals. Based on this information, they proposed a new coefficient of agreement that compares the disagreement between measurements made by different methods to the disagreement between replicated measurements made by the same method. This approach is the coefficient of individual agreement, described as a special disagreement function that can be used in cases where repeated measures are also continuous and categorical variables (Barnhart, Lokhnygina, Kosinki, & Haber, 2007; Haber, Gao, & Barnhart, 2007; Pan, Gao, Haber, & Barnhart, 2010; Pan, Haber, & Barnhart, 2011) .
Material and Methods

Coefficient of Individual Agreement (CIA)
In order to define a coefficient of agreement, one first must decide how to quantify agreement between two methods or raters. In cases where there are only two raters, the rater's measurements are indicated by X or Y. Replicated measurements for the first rater (X) are indicated by X and X'; the disagreement function between two measurements is G(X, X'); two replicated measurements for the second rater (Y) are indicated by Y and Y', and the disagreement function between these two measurements is defined as G (Y, Y') . The quantity of disagreement between measurements obtained from the same individuals is presented by G (X, Y) . This disagreement function is assumed to be G(X, Y) ≥ 0 and G(X, X) = 0 .
N denotes the number of subjects included in the study and is stated as i = 1, 2, … N. X ik denotes k-replicated measurement values of rater X obtained from subject i (k = 1, 2, … K i ); Y il denotes l replicated observations obtained from subject i (l = 1, 2, … L i ). For a structure with two results, positive case values of X and Y will be equal to 1 and negative case values of X and Y will be equal to 0. For a positive case of rater X, P (X ik = 1) = π i (k =1,…K i ); for a positive case of rater Y, P(Y il =1) = λ i , (l = 1, … L i ). Disagreement functions specific to individuals (David & Skene, 1979; Gao, Pan, & Haber, 2012; Pan et al., 2010; Pan et al., 2011) are denoted as:
Total disagreement function, G, and the mean of disagreement functions for all individuals, G i , are formulated as:
(4) assessed cases where there is one reference rater, in addition to those with none, while evaluating agreement between raters. Based on this, if no rater is considered a reference, CIA is formulated as in Equation 5. This equation's numerator provides the average disagreements between two repeated measurements taken from the same individuals by the same rater; its denominator provides disagreement between raters X and Y (David & Skene, 1979; Gao et al., 2012; Pan et al., 2010) . (5) If measurements of an experienced or a reliable rater are to be compared with measurements of a new rater, the rater X should be provided as reference and CIA should be expressed as in Equation 6 when this new rater is compared with the measurements of Y. The equation's numerator provides the disagreement between repeated measurements of the reference rater; its denominator provides disagreement between raters X and Y (David & Skene, 1979; Pan et al., 2011) . 
Estimation
Probability for positive readings of measurements values (X ik ) of rater X repeated k. times and taken over i subjects is shown with π̂i ; probability for positive readings of measurements values (Y il ) of rater Y repeated l times taken over i subjects is shown with λ̂i. There, the classification probabilities are estimated around π̂i = T i / K i and λ̂i = U i / L i . Here, T i shows the total numbers of positive readings, l, in repeated measurements that belong to rater X for i subjects; U i shows the total number of positive readings, 1, in repeated measurements that belong to rater Y for i subjects. The unbiased estimators of the subject-specific disagreement functions are calculated as shown in Equations 7, 8, and 9 (Gao, 2010; Pan et al., 2011 ):
Estimations of the overall G are calculated as shown by Equations 10, 11, and 12: (10) (11) (12) Table 1 summarizes the sample case where disagreement values may occur when two repeated measures are taken by two raters for a situation during dichotomous scoring. As X ik and Y il only take values 0 or 1, there are only two repeated measurements for each individual. Thus, probabilities π̂i and λ̂i for their positive readings will be 0.0, 0.5, or 1.0. If two measurements that were taken by rater X are equal (X i1 = X i2 ), the value π̂i will be 1 (2/2) or 0 (0/2); the disagreement value within rater X will be Ĝ i (X, X') = 0. The same thing also applies to rater Y. If measurements taken from raters are X i1 ≠ X i2 and Y i1 ≠ Y i2 , then π̂i and λ̂i will be 0.5 (1/2), Ĝ i (X, X') = 1 and Ĝ i (Y, Y') = 1. If repeated measurements taken from both raters are equal to each other (X i1 = X i2 = Y i1 = Y i2 ), π̂i and λ̂i will be 0 or 1, and Ĝ i (X, Y') = 0; this shows perfect agreement between raters X and Y (Table 1 ; Gao, 2010) . The literature states that a value of 0.80 or higher is acceptable for agreement Pan et al., 2011) . The literature presents various methods developed for use in different conditions that require the investigation of agreement between data and scoring reliability. CIA is one of these methods. All of these methods are known to have strengths and weaknesses.
Goodwin (2001) compared the values obtained from different methods (i.e., Pearson product-moment correlation coefficient, simple agreement coefficient, kappa statistics, and generalizability theory[G Theory]) to calculate scoring reliability and agreement between raters, and found that G Theory, which includes more than one error source in calculation at the same time, is more advantageous in these types of studies.
Similarly, Liao, Hunt, and Chen (2010) examined different methods (Pearson product-moment correlation coefficient, Kendall's t and w coefficients, Spearman's p coefficient and r WG(l) and r WG(J) coefficients) proposed by James (1982) for calculating inter-rater agreement and scoring reliability during performance assessment by using a simulated data set that included different agreement and correlation conditions. They found that the values obtained with these methods were relatively significantly different from each other.
In their study, Goodwin and Goodwin (1991) compared the different methods (G Theory, simple agreement coefficient, calculating correlation coefficient) used for calculating scoring reliability on a simulated data set. According to the results of the study, values obtained with the help of G Theory provided higher quality results when examining reliability. Güler and Taşdelen Teker (2015) examined inter-rater reliability in essay-type items obtained by different methods (correlation, comparison of means, percentage of agreement, and G Theory) and concluded that the highest prediction of reliability (0.90) was possible using G Theory. The value predicted through percentage of interrater agreement was found to be 58.9%. The simple correlational value was found to be positive (0.74) and high. Study results suggested using G Theory when examining scoring reliability as it has the ability to address many error sources at the same time, even though it seems to be the most complex method. Kan (2005) examined the effect of using scoring rubrics and answer keys while grading written exams with variable scoring reliability, and found significant differences between the mean scores provided by teachers depending on whether they had or had not used scoring rubrics or answer keys at different times. They also concluded that the time lapse between grading affected the consistency of scoring.
A review of the literature shows that various methods have been developed to investigate scoring reliability and inter-rater agreement, along with many studies for identifying the strong and weak points of these methods. CIA, proposed by , is a somewhat new method that examines agreement between dates, and extensive studies do not exist in the literature about the functionality of this method. Therefore, this study aims to present the functions of CIA as proposed by under different conditions. Based on this goal, an answer to the following question is sought: When the dependent/predicted variable has two categories (such as successful-unsuccessful, sick-healthy, positive-negative, exists-does not exist, etc.) and there are two raters who each undertake repeated measures, how does the method work in terms of disagreement functions and CIA, as well as for different numbers of repeated measures and different sample sizes?
Study Data
Data used in the research were obtained using the simulation technique with the help of the package program, MatLab 7.0.
Procedure
During the data generation phase, two different raters, X and Y, took repeated measurements from each individual two, three, four, and five times. Conditions were examined where the measurements were scored using binary scoring (0-1) and the raters were dependent/independent. Here, rater independence means that agreement between a rater's repeated measures were taken into consideration, but inter-rater agreements were not investigated. Rater dependence in this context means when both agreement between a rater's repeated measures and inter-rater agreements are taken into consideration.
In this sense, data were first generated for raters who were independent of each other. a) Measurements were taken from raters X and Y two, three, four, and five times
b) There is a perfect agreement among the repeat measurements of each rater (X ik = 0.90; Y il = 0.90).
c) There is no agreement among the repeat measurements of either rater (X ik = 0.10; Y il = 0.10).
d) There is a perfect agreement among the repeat measurements of one rater and no agreement among the repeat measurements of the other rater (cases where the agreement between repeated measurements was 0.90 for rater X, where the agreement among repeated measurements was 0.10 for the rater Y (X ik = 0.90; Y il = 0.10), and its exact opposite (X ik = 0.10; Y il = 0.90).
e) There is moderate agreement among the repeat measurements of each rater (X ik = 0.50; Y il = 0.50).
For the case where raters were dependent on each other, each rater's repeated measures and the situation between the raters were also examined. Accordingly: a) Measurements were taken from raters X and Y two, three, four, and five times
b) There is perfect agreement among all repeated measurements for each rater, and perfect agreement between raters as well (
c) There is perfect agreement among all repeated measurements for each rater but no agreement between raters (X ik = 0.90 and Y il = 0.90; X ik ≠ Y il ).
d) There is no agreement among the repeated measurements of either rater, but there is perfect agreement between raters (X ik = 0.10,
e) There is no agreement among the repeated measurements of either rater nor between them (X ik = 0.10,
f) There is moderate agreement among all repeated measurements of each rater, as well as perfect agreement between raters (X ik = 0.50,
g) There is moderate agreement among all repeated measurements for each rater but no agreement between raters (X ik = 0.50,
Considering the circumstances, the cases for different sample sizes (30, 100, and 200) were used for the case where disagreement functions and CIAs were also calculated. All operations were repeated 1,000 times and their averages were found.
Data Analysis
During data analysis, disagreement functions and individual agreement coefficients were first calculated for each data set. The next phase included calculating CIA means for each combination and standard deviation. The obtained values are reported in Tables 2 through 8 .
Results
Cases Where Raters are Independent of Each Other
Disagreement functions and CIAs belonging to the case of perfect agreement among repeated measurements for both raters are presented in Table 2 ; disagreement functions and CIAs pertaining to cases of no agreement among repeated measurements for both raters are presented in Table 3 . Disagreement functions and CIAs belonging to the case where agreement among repeated measurements is 0.90 for rater X and agreement among repeated measurements is 0.10 for rater Y are presented in Table 4 . Disagreement functions and CIAs pertaining to cases where agreement among repeated measurements is 0.10 for rater X and agreement among repeated measurements is 0.90 for rater Y are presented in Table 5 . Disagreement functions and CIAs for the case of moderate agreement (0.50) among repeated measurements for both raters are presented in Table 6 .
Having examined cases where there is perfect agreement among repeated measurements for both raters X and Y where raters X and Y are independent of each other, disagreement functions and CIAs (Ψ N and Ψ R ) are determined to be unaffected by sample size or the number of repeated measurements by raters. Having perfect agreement among repeated measurements by each rater does not require having perfect agreement between raters. Having perfect agreement among each rater's repeated measurements is not a sign of agreement between raters because the measurement results of raters do not depend on one another. When multiple measurements of each rater are in agreement with each other, disagreement functions belonging to the referenced rater are acknowledged as near 0, and the disagreement function belonging to two raters is closer to 0.5, depending on chance, which is expected. 
Having examined cases with no perfect agreement among the repeated measurements of both raters X and Y, disagreement functions G(X, X') and G(Y, Y')
and CIAs were observed to be unaffected by sample size; however, as the number of repeated measurements by each rater increases, these values drop, albeit only a little. The disagreement function G(X, Y) was observed to have an agreement of 0.50 in every case that depended on chance. In cases where disagreement functions G(X, X') and G(Y, Y') are around 0.50 and the value of the disagreement function G(X, Y) is 0.50, coefficients of individual agreement are expected to have a value closer to 1. CIAs with value between 0.76 and 0.90 can be said to have perfect agreement, even when there is no agreement between raters (Table 3) . In case of perfect agreement among repeated measurements by one of the raters (0.90) and no agreement among repeated measurements by the other rater (0.10; see Tables 4 and 5) , disagreement-function values within each rater and CIA (Ψ N ) show similar results. The disagreement function for both raters, G(X, Y), provides a value around 0.50 statistically, while CIA (Ψ N ) has a value between 0.40 and 0.50; this value demonstrates moderate agreement between both raters. CIA (Ψ R ) varies depending on the level of agreement among repeated measurements of rater X, as rater X is taken as a reference. If agreement among repeated measurements by rater X is 0.90, Ψ R has at most a value of 0.10 (Table 4) , and if agreement among rater X's repeated measurements is 0.10, Ψ R has a value greater than 0.70 (Table 5 ).
When Table 6 is examined, the disagreement values among the repeated measurements of both raters are between 0.21 and 0.25; the disagreement value among the measurements of each rater can be seen affected by the number of raters' measurements, and that the disagreement probability shows a decrease from 0.50 to 0.27 as the number of raters' measurements increases. When CIAs are examined, they can be seen to be unaffected by sample size, yet show an increase depending on the increase in the number of raters' measurements. These coefficients take a value between 0.50 and 0.79. Consequently, on the condition that measurements taken by the two raters are independent, if there is perfect agreement among repeated measurements obtained from the same rater, the disagreement functions and CIAs approach 0. When there is no agreement among the repeated measurements obtained from the same rater, while disagreement functions are closer to 0.50, CIAs are closer to 1. If agreement among repeated measurements of both raters differs, Ψ n is around 0.50 and Ψ R shows differentiation. While calculating Ψ R , rater X is regarded as the reference. Thus, if agreement among repeated measurements belonging to rater X is high, Ψ R is closer to 0; if there is no or lower agreement among repeated measurements, Ψ R is closer to 1 (Tables 4 and 5 ). Moderate agreement among the repeated measurements of the raters can be concluded as moderate agreement between the raters when the disagreement values among the repeated measurements of the raters are around 0.25.
Cases Where Raters are Inter-Dependent
CIAs pertaining to cases where the agreement among repeated measurements of both raters is 0.90 and agreement between raters is 0.99 are presented in Table 7 . CIAs pertaining to cases where the agreement among repeated measurements of each rater is 0.90 with no agreement between raters (0.01) are presented in Table 8 . CIAs pertaining to cases where the agreement among repeated measurements of each rater is 0.10 and agreement between raters is 0.99 are presented in Table 9 . CIAs pertaining to cases where the agreement among repeated measurements of each rater is 0.10 and the agreement between raters is 0.01 are presented in Table 10 . CIAs pertaining to cases where the agreement among repeated measurements of each rater is 0.50 and agreement between raters is 0.99 are presented in Table 11 . CIAs pertaining to cases where the agreement among repeated measurements of each rater is 0.50 and where the agreement between raters is 0.01 are presented in Table 12 .
In case where repeated measurements taken from both raters are equal and in agreement, all disagreement functions are very close to 0. Therefore, CIAs (Ψ N and Ψ R ) will be equal to or very close to 1. While Ψ N and Ψ R are equal to 1 in small samples (n = 30), they have a value between 0.91 and 0.98 in medium and large samples. Additionally, Ψ N and Ψ R approach 1 as the number of repeated measurements taken by raters increases (Table 7) . Although there is a similar combination in Table 2 , the disagreement function G(X, Y) obtained a value around 0.50 statistically because raters X and Y were independent of each other. Here, because raters X and Y are interdependent, even when they are in intra-agreement, a value close to 0 is obtained. 
0.050 ± 0.000 0.050 ± 0.000 0.050 ± 0.000 1.000 ± 0.000 1.000 ± 0.000 3 3 0.044 ± 0.000 0.044 ± 0.000 0.044 ± 0.000 1.000 ± 0.000 1.000 ± 0.000 4 4 0.042 ± 0.004 0.042 ± 0.004 0.042 ± 0.004 1.000 ± 0.000 1.000 ± 0.000 5 5 0.042 ± 0.004 0.042 ± 0.004 0.042 ± 0.004 1.000 ± 0.000 1.000 ± 0.000 In the case of perfect agreement among repeated measurements taken from both raters but the results of both raters differ from each other, while the disagreement functions G(X, X') and G(Y, Y') are very close to 0, the disagreement function G(X, Y) is around 0.70. In this case, a value closer to 0 is obtained for CIAs Ψ N and Ψ R . The coefficients Ψ N and Ψ R are also observed to be unaffected by sample size or the number of repeated measurements from the raters (Table 8) . Comparing Tables 7 and 8 , when the agreement between raters is high and selfagreements are perfect, CIAs obtain a value closer to 1; but if the agreement between raters is low then CIAs obtain a value closer to 0.
If there is no intra-agreement among multiple measurements taken by both raters but the results of both raters are in agreement with each other, CIAs, Ψ N and Ψ R , are observed to have a value between 0.99 and 1. CIAs Ψ N and Ψ R are acknowledged to be unaffected by sample size or the number of repeated measurements taken by raters (Table 9 ). Table 9 Cases where Agreement Among Repeated Measurements of Both Raters X and Y is 0.10, and Agreement Between The Two Raters is 0.99 (X ik = 0.10, Y il = 0.10, X ik 
0.450 ± 0.000 0.450 ± 0.000 0.450 ± 0.000 1.000 ± 0.000 1.000 ± 0.000 3 3 0.400 ± 0.000 0.400 ± 0.000 0.400 ± 0.000 1.000 ± 0.000 1.000 ± 0.000 4 4 0.379 ± 0.011 0.379 ± 0.011 0.379 ± 0.011 1.000 ± 0.000 1.000 ± 0.000 5 5 0.379 ± 0.014 0.379 ± 0.014 0.379 ± 0.014 1.000 ± 0.000 1.000 ± 0.000 Having examined Table 10 , CIAs Ψ N and Ψ R are observed to change from 0.82 to 0.91, irrespective of sample size, in the case where agreement is observed neither among multiple measurements taken from either rater nor between these raters' results. Based on this information, the following can be said by looking at the simulation results: CIAs Ψ N and Ψ R have a value that is really close to 1 if there is no intra-agreement among repeated measurements from either rater without looking at whether the raters are in agreement with each other (Tables 9 and 10 ). In the case where agreement among the repeated measurements obtained from each rater is moderate but both raters are in agreement with each other, all disagreement functions are observed to have a value between 0.21 and 0.25 with CIAs Ψ N and Ψ R having values between 0.98 and 1; additionally, Ψ N and Ψ R coefficients are not affected by sample size or the number of repeated measurements taken by the raters in this situation (Table 11) . 
0.250 ± 0.000 0.250 ± 0.000 0.250 ± 0.000 1.000 ± 0.000 1.000 ± 0.000 3 3 0.222 ± 0.000 0.222 ± 0.000 0.222 ± 0.000 1.000 ± 0.000 1.000 ± 0.000 4 4 0.211 ± 0.008 0.211 ± 0.008 0.211 ± 0.008 1.000 ± 0.000 1.000 ± 0.000 5 5 0.210 ± 0.010 0.210 ± 0.010 0.210 ± 0.010 1.000 ± 0.000 1.000 ± 0.000 In the case where agreement among the repeated measurements obtained from each rater is moderate but both raters are in disagreement with each other; CIAs are observe to have values between 0.28 and 0.30, and they are unaffected by sample size or the number of repeated measurements taken by the raters (Table 12) . 
Discussion and Conclusion
When there is perfect agreement between the repeated measurements of the raters, individual agreement coefficients (CIAs) change according to whether the raters are dependent on each other or not. If the raters are independent from each other, CIAs are observed to be near 0. If they are dependent on each other, CIAs are observed to be near 1 when there is intra-agreement among all the measurements of each rater, and CIAs are near 0 when there is no agreement whatsoever (Tables 2, 7 , and 8). In addition, in cases where agreement among the repeated measurements of each rater is low, moderate, or high, CIAs have values close to 1 when there is agreement between raters (Tables 7, 9, and 11). Furthermore, if there is moderate agreement among the repeated measurements of each rater, CIAs show moderate agreement when the measurements of the raters are independent of each other. However, if the measurements of the raters are dependent on each other, CIAs are naturally calculated as 1 when agreement between raters is high, and calculated at near 0 when this interagreement is low (Tables 6, 11, and 12) . This finding shows that agreement between raters is not enough on its own to increase or decrease the CIA. In other words, intraagreement among each raters' repeated measures does not necessarily mean there is agreement between the raters.
In cases where there were agreements in one of the rater's repeated measures but not in the other's, CIAs Ψ N and Ψ R grew apart; if there was perfect agreement in rater X's repeated measures, the Ψ R coefficient obtained a value close to 0. Otherwise, it had a value close to 1. Ψ N has a value around 0.50 when the raters are switched under these conditions (Table 4 and 5).
One can argue that CIA is affected by raters' level of agreement in terms of repeated measures and whether all measurements by these two raters are in agreement. Therefore, it would not be accurate to regard raters as independent while interpreting CIAs. On the other hand, findings have shown that Ψ N and Ψ R coefficients are not radically affected by sample size or the number of repeated measures. This finding can be regarded as important for CIA-use in agreement studies.
However, if there is a high level of disagreement within one or both raters' repeated measures, caution is necessary when interpreting the results. As a matter of fact, examining Tables 3, 9, and 10, and especially Table 8, show that agreement between raters increases CIA, even when repeated measures from each rater were in disagreement. In other words, inter-rater agreement was found to be high even though scoring reliability was low. This finding implies that ensuring inter-rater agreement in studies that examine the agreement between CIA and inter-rater agreement does not mean that scoring reliability will also be ensured. Also, in the case where the resulting variable is in a binary state, chance agreement and disagreement values are seriously affected as a result of having only two repeat measurements. Therefore, individual agreement coefficients reach higher values than they should (Table 10 ). This finding can be interpreted as a disadvantage of CIA. Therefore, this point needs to be taken into consideration when interpreting the findings of studies that include CIA.
Due to the limited number of studies in the literature related to CIA operations in different situations, a direct comparison of this study's findings with the results of other studies is not possible. Hence, future studies on the operations of individual agreement coefficient in different situations can be suggested, as well as on how its strong and weak aspects can contribute to the literature.
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