The inhomogeneous Gevrey classes, defined in terms of Fourier transform, are a natural extension of the standard Gevrey classes. We find equivalent characterizations and discuss algebraic and topological properties. We therefore introduce the dual spaces, the inhomogeneous ultradistributions, giving some equivalent definitions and corresponding algebraic and topological properties; in particular, a version of the Paley-Wiener-Schwartz theorem is proved in our framework. Finally, as an important example, the multianisotropic Gevrey classes and ultradistributions are considered.
Introduction
This paper is devoted to some generalizations of the standard Gevrey class G s (Ω) and its topological dual, the space of the ultradistributions. To introduce our treatment, we start with the definition of the standard Gevrey classes.
Definition 1.1.
Let Ω be an open set in R n and s ∈ R, s 1. We say that a function f : Ω → C belongs to the Gevrey class G s (Ω) if f ∈ C ∞ (Ω) and for every compact subset K ⊂ Ω there is a constant C > 0 such that
We recall that we can give an equivalent definition of the compactly supported Gevrey classes G s 0 (R n ) = G s (R n ) ∩ C ∞ 0 (R n ), with s > 1, involving the Fourier transform (cf., for instance, Rodino [23] ). Indeed, we have the following result:
If a function u belongs to G s 0 (R n ), then its Fourier transformû satisfies for suitable positive constants ε, C the condition
where ξ 2 := 1 + |ξ | 2 . Conversely, if u ∈ S (R n ) satisfies (2) , then u belongs to G s (R n ).
As a generalization of the Gevrey classes, we may consider the inhomogeneous Gevrey classes associated to a weight function λ according to Liess [17] and Liess-Rodino [18] . Their definition, in terms of Fourier transform, is recalled at the beginning of Section 2. For a given λ, we shall refer to the scale of spaces G s,λ (Ω), s 1, corresponding to the weight λ 1/s in the notation of [18] . Assuming s > 1 in the sequel of the paper, we exclude the analytic and quasi-analytic case and consider compactly supported inhomogeneous Gevrey functions. Analogously to (2) , they can be characterized by the behavior of their Fourier transform, cf. Theorem 2.1 below:
A function u belongs to G s,λ
(R n ) = G s,λ (R n ) ∩ C ∞ (R n ) if and only if there are two constants ε, C > such that the Fourier transformû of u satisfies the condition
This allows us to provide G s,λ 0 (Ω) and G s,λ (Ω) with natural locally convex topologies, extending the standard linear topological structure of G s 0 (Ω) and G s (Ω), respectively. In Section 2, algebra operations and topological properties are therefore analyzed. In particular, taking a general weight function λ, we observe that the space G s,λ (Ω) is not an algebra and we provide a class of multipliers of G s,λ (Ω) . As a general weight function λ is not necessarily related to differentiation estimates, we need to base our proofs only on the properties of the Fourier transform. Relying on the previous study, in Section 3 we construct the topological duals of the inhomogeneous Gevrey classes G s,λ
(Ω) and G s,λ (Ω): the inhomogeneous ultradistributions D s,λ (Ω) and E s,λ (Ω).
We give equivalent characterizations of these spaces; then we provide them with a topology and study some elementary operations from the algebraic and topological point of view. In particular, we give a version of the Paley-Wiener-Schwartz theorem for compactly supported ultradistributions.
In the case when the weight function satisfies the ring condition (cf. [23] ), i.e., there is a positive constant C such that λ(ξ + η) C(λ(ξ) + λ(η)), ∀ξ, η ∈ R n , related classes of functions of Beurling type and their topological duals were studied by Björck [2] . The inhomogeneous Gevrey classes G s,λ investigated here are of Roumieu type (see Roumieu [24] ) and we do not assume the ring condition. The lack of the ring condition is fundamental in order to include in our study the relevant example of the multianisotropic Gevrey classes, which we shortly review at the end of the paper, cf. Bouzar-Chaili [3] , Calvo [4, 5] , CalvoMorando [6] , Hakobyan-Markaryan [12] , Zanghirati [28] . By the preceding arguments, we may therefore consider multianisotropic Gevrey ultradistributions. These spaces, as well as the general spaces D s,λ (Ω), E s,λ (Ω), are new in literature, as far as we know; we expect natural applications to the analysis of the linear partial differential equations. While preparing this paper we were informed that O. Liess is studying ultradistributions associated with inhomogeneous Gevrey classes in the quasi-analytic case (with s = 1) by direct methods and with different results. For other generalizations of the standard Gevrey classes we refer to Rodino [23] ; we mention in particular the ultradifferentiable functions, see, for example, Mandelbrojt [20] , Komatsu [16] , Rudin [25] , Lions-Magenes [19] , and Matsumoto [21] .
Inhomogeneous Gevrey classes
In order to define the inhomogeneous Gevrey classes, we first need to introduce the notion of weight function (cf. [18, 23] ). Definition 2.1. We say that a function λ : R n → R + is a weight function if there are constants C, C , δ > 0 such that
Observe that (i) implies λ(ξ ) C ξ for a new constant C > 0, so that δ must be smaller than 1. The next properties of weight functions are closely related to the algebraic behavior of G s,λ , as we will explain in the following (cf. also [4, 23] ). Definition 2.2. We say that a weight function λ satisfies the ring condition (cf. [18] ) if there is a constant C > 0 such that
Definition 2.3. Let λ be a weight function in R n , then we say that a weight function λ * is a complementary weight function associated to λ if there exists a constant C > 0 such that
Remark 1. For any weight function λ, we can take ξ = (1 + |ξ | 2 ) 1/2 as complementary function λ * , since it satisfies (5), in view of Definition 2.1(i).
Remark 2.
If λ satisfies the ring condition (4), then we can take λ * = λ.
From now on Ω is an open set in R n , λ a weight function according to Definition 2.1, and s a real number 1. We take for the moment as universe sets the Schwartz spaces D (Ω), E (Ω), and we recall the definition of Liess-Rodino [18] including analytic and quasi-analytic classes for s = 1. Definition 2.4. Let x 0 ∈ Ω. We say that u ∈ D (Ω) is of class G s,λ in x 0 if there is a neighborhood U(x 0 ) of x 0 and a bounded sequence {u N } ⊂ E (Ω), such that u N ≡ u in U(x 0 ) and, for a suitable constant C > 0, it is satisfied
We say that u ∈ D (Ω) belongs to G s,λ (Ω) if it is of class G s,λ in every point x 0 ∈ Ω. For s > 1, we say that u belongs to G s,λ 0 (Ω) if u belongs to G s,λ (Ω) and the support of u is compact in Ω.
Observe that condition (6) implies that u N belongs to C ∞ (U (x 0 )).
Remark 3.
We have the following inclusions of Gevrey classes:
where δ > 0 satisfies Definition 2.1(ii).
We want to give some equivalent definitions of the inhomogeneous Gevrey classes: at this aim, we first need to prove the following result, concerning the pointwise product. 
Proof. Since λ * is a complementary weight function of λ, from (5) it follows that there is a constant C 3 > 0 such that
and for which it holds for suitable constants
We can assume without loss of generality that
For any positive integer N the function u N v N is equal to uv in U(x 0 ) and
Now we split the last integral into the two regions:
where the inclusion follows from (8) . Then using (11), we can estimate
We observe that if λ satisfies the ring condition (4), then we can take λ * = λ and the product of two functions G s,λ in x 0 is G s,λ in x 0 as well; generally, the classes G s,λ are not closed under the pointwise product.
From now on we assume that s is strictly bigger than 1: this allows to replace in Definition 2.4 the sequence of distributions u N by a unique distribution v and to consider non-trivial inhomogeneous Gevrey classes with compact support. 
Proof. If the condition (12) is satisfied, then (6) obviously follows taking u N ≡ v for all (6) 
Proof. If the condition (13) is satisfied, then (12) plainly follows, taking, for every fixed x 0 , a function χ as in the proof of Proposition 2.2 and defining v = χu. Conversely, let us assume that (12) holds for any x 0 ∈ Ω and take an arbitrary χ ∈ G s 0 (Ω). If K is the support of χ , we can write K ⊂ x 0 ∈K V (x 0 ), where V (x 0 ) is a neighborhood of x 0 for which the conclusions of Proposition 2.2 hold. Using a standard compactness argument and a partition of unity by functions in G s 0 (Ω), from (12) we obtain easily (13) . 2 Analogously to the standard Gevrey case, we prove an equivalent characterization of G 
Proof. Let us suppose that u belongs to G s,λ
In view of Proposition 2.3, using the inequality N N e N N! and setting C = eC, it is satisfied
and therefore writing ε = 1/(2C ),
Summing up for
, that implies (14) . Now, suppose that u ∈ E (R n ) satisfies the condition (14) , then considering the Taylor expansion of the exponential, and taking into account that N! N N , we have 
In view of Theorem 2.1, we can introduce in the inhomogeneous Gevrey classes a natural locally convex topology.
Definition 2.5. Let K be a compact subset of R n and ε a positive number. Then we define the space
is a Banach space with respect to the norm
where
is a compact operator.
Proof. To prove the compactness of (18), let {u ν } ∞ ν=1 be a bounded sequence in G s,λ
As λ satisfies of Definition 2.
for all ν and from (19) we derive
Hence, by the Mean Value Theorem the sequence {u ν } ∞ ν=1 is equicontinuous. By the Ascoli-Arzelà theorem it follows that {u ν } ∞ ν=1 is a relatively compact set in C(K 2 ); hence there is a subsequence of
Since supp u ν ⊂ K 1 for all ν, then supp u 0 ⊂ K 1 and Hölder's inequality gives
, then the required convergence holds uniformly on any compact set of R n . Let η be any positive number; since ε 2 < ε 1 , there is a positive constant H 0 , depending only on ε 1 , ε 2 , η, and M, so that exp((ε 2 − ε 1 )λ(ξ ) 1/s ) < η/(4M) when |ξ | > H 0 . On the other hand, there exists an in-
as ν k > ν 0 . Thus, using (19) , for ν k > ν 0 , we find
which ends the proof. 2
Combining Theorem 2.1 and Definition 2.5, it follows that
where, in the last right-hand side, {K j } ∞ j =1 is any exhaustive sequence of compact subsets of Ω such that 
where G s,λ
is the space of all distributions of G s,λ (R n ) with compact support in K. In view of Lemma 2.1, G s,λ 0 (Ω) turns out to be a (DFS)-space (we refer to [13, 15, 22] for the detailed study of the (DFS)-spaces); in particular, G s,λ 0 (Ω) is a separable, complete, bornological Montel, and Schwartz space.
We now define the topology of the classes G s,λ (Ω) with arbitrary support. Firstly let {K j } ∞ j =1 be an exhaustive sequence of compact subsets K j of Ω and, for every
For any pair of positive integers l > j we also define the map ρ l,j by setting
Obviously the map ρ l,j is continuous. By referring again the reader to the terminology adopted by Komatsu in [15] , the next lemma can be easily proved.
Lemma 2.2.
(1) If the sequences (K j ), ρ l,j ) . The space G s,λ (Ω) is a complete Schwartz space, as it is the projective limit of complete Schwartz spaces (cf. [11] ). We will prove that G s,λ (Ω) is also a barreled and Montel space (cf. Proposition 3.7). Following the arguments in [1] , see in particular Proposition 4.7, we also obtain easily the following lemma. 
We can prove also the following result. 
This implies that the pointwise multiplication as a bilinear map: (f, g) → fg is separately continuous from G s,λ 
Combining Propositions 2.4, 2.5, we get the following corollary.
Corollary 2.1. Let P (x, D) = |α| m a α (x)D α be a linear partial differential operator with coefficients a α (x) ∈ G s,λ * (Ω). Then the following linear operators are continuous:
(i) P (x, D) : G s,λ 0 (K) → G s,λ 0 (K); (ii) P (x, D) : G s,λ (Ω) → G s,λ (Ω); (iii) P (x, D) : G s,λ 0 (Ω) → G s,λ 0 (Ω),
where K in (i) is an arbitrary compact subset of Ω.

Proposition 2.7. Given two weight functions λ(ξ ) and λ (ξ ), the following inclusions of inhomogeneous Gevrey classes are continuous:
Finally, we consider the convolution of inhomogeneous Gevrey functions.
Proposition 2.8. Let either
f ∈ G s,λ (R n ) and g ∈ L 1 comp (R n ), or f ∈ G s,λ 0 (R n ) and g ∈ L 1 loc (R n ). Then the convolution product (f * g)(x) = f (x − y)g(y) dy = f (y)g(x − y) dy, ∀x ∈ R n ,
belongs to G s,λ (R n ).
Proof. We treat the case f ∈ G s,λ 0 (R n ) and g ∈ L 1 loc (R n ). Let us take an arbitrary function χ ∈ G s 0 (R n ) and consider the product
By assumption, there exists a positive constant ε > 0 such that
As f and χ have compact support, say supp f = H, supp χ = K, then the integral defining the convolution f * g can be restricted over H , hence we can find a cut-off functionχ ∈ G s 0 (R n ), withχ ≡ 1 on the compact set H − K, such that
Considering as complementary weight function λ * (ξ ) = ξ , cf. Remark 1, and using (24), for every ε > 0 such that 0 < C s ε < ε , we get
This shows that f * g belongs to G s,λ (R n ).
For the case f ∈ G s,λ (R n ) and g ∈ L 1 comp (R n ), it suffices to observe that for any χ ∈ G s 0 (R n ) there exists a functionχ ∈ G s 0 (R n ), withχ ≡ 1 on supp χ − supp g, such that χ(f * g) = χ(χf * g). Then we repeat the preceding argument withχf and g instead of f andχg, respectively. Hence we get
with C and ε, ε > 0 as before. 2
As a consequence of the above result we may state now the following proposition.
Proposition 2.9. The bilinear map (f, g) → f * g is hypocontinuous as a map either from G s,λ
Proof. The separate continuity readily follows from (25), (26) . To prove the hypocontinuity of (f, g) → f * g, we apply [27, Theorem 41.2], by observing that the spaces G
(Ω) are barreled and also G s,λ (Ω) is barreled, as will be shown later on (cf. Proposition 3.7). 2
Inhomogeneous Gevrey ultradistributions
We now study the spaces of ultradistributions naturally arising from the inhomogeneous Gevrey classes previously introduced. From now on, λ is a weight function according to Definition 2.1, s a real number strictly bigger than 1, and Ω an open set of R n . 
By means of a partition of unity in
As a consequence of the topology introduced in G 
Concerning the space E s,λ (Ω), let us denote by J the transposed operator of the in- 
Proposition 3.2. The operator J : E s,λ (Ω) → D s,λ (Ω) is injective. Moreover, the image J (E s,λ (Ω)) is identical to the subspace of D s,λ (Ω) consisting of all (s, λ)-ultradistributions with compact support in Ω.
Proof. The injectivity of J follows from the density of G s,λ 0 (Ω) into G s,λ (Ω). Let us take now an arbitrary u ∈ E s,λ (Ω); from the continuity of u we can find a compact sub-
Conversely, let us assume that u ∈ D s,λ (Ω) has compact support in Ω, say supp u = H . Let χ ∈ G s 0 (Ω) be a cut-off function such that χ ≡ 1 in H and setũ(ψ) := u(χψ) for every ψ ∈ G s,λ (Ω); it is easy to see thatũ belongs to E s,λ (Ω) (cf. Proposition 2.6). Moreover, by cut-off arguments, it is immediate to see that J (ũ) = u. 2
In view of the above result, we can identify the space E s,λ (Ω) with the subspace of the compactly supported (s, λ)-ultradistributions in Ω and we can give the following characterization of the space E s,λ (Ω).
Proposition 3.3. A linear form u : G s,λ (Ω) → C belongs to E s,λ (Ω) if and only if there exist a compact subset
Proof. Let u belong to E s,λ (Ω). Let H be the support of u, K ⊃ H be another compact subset of Ω and take a cut-off function χ ∈ G s 0 (K), χ ≡ 1 in H . As in Proposition 3.2, we have u(ψ) = u(χψ) for any function ψ ∈ G s,λ (Ω). For any ε > 0, we obtain (28) simply writing down the estimate (27) for u, with the previously fixed K, ε > 0 and χψ ∈ G s,λ (28) is trivially satisfied, since the righthand side is infinite.
Conversely, let us assume that the estimate (28) is fulfilled by the linear form u. In view of Proposition 3.2, it is enough to prove that u belongs to D s,λ (Ω) and has compact support. Since λ(ξ ) fulfills (3), we have that there exists a constant C s > 0 such that
Moreover, since χ ∈ G s 0 (K), then there are two constants ε 1 > 0 and C 1 such that
Let us take any ε such that 0 < ε < ε 1 , and K be any compact subset of Ω, and write the estimate (28) with ε = ε /C s and ϕ ∈ G s,λ 0 (K ; ε ) in place of ψ; we have
Applying (29) and (30), for every ξ ∈ R n we have
The last integral is convergent, hence
which shows that u belongs to D s,λ (Ω) in view of Proposition 3.1. Finally, from (28) it follows that u(ψ) = 0 whenever supp ψ ∩ K = ∅; so supp u ⊂ K and the proof is complete. 2
The function e −ix·ζ , for ζ ∈ C n , belongs to G s (R n ); in view of the inclusion G s (R n ) ⊂ G s,λ (R n ) of Remark 3, e −ix·ζ also belongs to the inhomogeneous Gevrey class G s,λ (R n ) for every weight function λ. For any ultradistribution u ∈ E s,λ (Ω), it is then natural to define the Fourier-Laplace transformû(ζ ) of u by settinĝ
analogously to the case of the standard ultradistributions space E s (R n ). We can therefore characterize the space E s,λ (R n ) by means of the Fourier-Laplace transform. 
Conversely, let us suppose that the weight function λ extends to a positive function λ(ζ ) of the complex space C n still satisfying the assumptions (3). Let U(ζ ) be an entire analytic function such that for a given convex compact set K and every ε > 0 there exists a constant C ε > 0 such that
Proof. Let u belong to E s,λ (R n ); using Proposition 3.3, we can find a compact K ⊂ R n and a function χ ∈ G s 0 (K) such that for every ε > 0 there is a constant C ε > 0 for which
On the other hand, since χ belongs to G s 0 (K), then we have for any ξ, η ∈ R n ,
From the assumption (5) with λ * (ξ ) = ξ , it follows also that
Writing then (33) for ε/C s in place of ε, where ε is any positive number such that 0 < ε < ε , and using (34), (35), we get
Now let U(ζ ) satisfy (32); as from assumption of Definition 2.1(i), λ(ξ ) C ξ , for a C > 0, then for any ε > 0 there is a constant C ε > 0 such that
Hence we know that
; moreover, u extends to the space G s (R n ) by setting as usual
where χ ∈ G s 0 (R n ) and χ ≡ 1 on K. Now we prove that u defines an element of E s,λ (R n ). Let ψ belong to G s,λ (R n ) and ε > 0; from (32) with ε/2 in place of ε we get
where the integral exp(− 
Remark 8.
Let us assume that the weight function λ in R n is extendable to a positive function λ on C n satisfying (3). Arguing as in the first part of the above proof, we can show that the condition (32) onû(ζ ) is also necessary in order that u belongs to E s,λ (R n ).
Let us assume that λ on R n extends to a positive function λ on C n , according to Proposition 3.4. Following [1] , we can give the next definition. 
Analogously to [1, Theorem 7.4] , it is possible to prove the following result. As an immediate consequence of the above result, when the weight function λ is extendable to the complex space C n and Ω is open and convex, then E s,λ (Ω) turns out to be a (LF)-space. However, also in the case of general λ and Ω we can get some informations about the topology of E s,λ (Ω). Indeed, the following characterization of a bounded set in Arguing now as in the proof of [16, Theorem 5.12 ], the following is also proved. 
Let us assume that
, and α ∈ N n . Then, the sum u + v, the product ku, the product ψu, the derivative D α u are defined as standard by
for all ϕ ∈ G s,λ 0 (Ω). The sum and the product by a scalar are obviously continuous maps. It is easy to see that, for u, ψ, and α as before, the product ψu and D α u belong to D s,λ (Ω). 
Proposition 3.8. The bilinear map (ψ, u) → ψu is hypo-continuous in the spaces
G s,λ * (Ω) × D s,λ (Ω) → D s,λ (Ω), G s,λ * (Ω) × E s,λ (Ω) → E s,λ (Ω), G s,λ * 0 (Ω) × D s,λ (Ω) → E s,λ (Ω).
Proposition 3.9. For every multi-index α, the derivative D α is a continuous linear operator in the spaces
Finally, we can extend the convolution operator to the spaces of (s, λ)-ultradistributions. Let us take either u ∈ E s,λ (R n 
where the translated 
For every function λ(ξ ), we denote byλ(ξ ) the functioñ
Let us remark that if λ is a weight function according to Definition 2.1, then also the functionλ satisfies the conditions of Definition 2.1 with the same constants C, C , ε. Proof. First, we consider the case u ∈ E s,λ (R n ) and v ∈ G s,λ (R n ). In view of Remark 5, we have to show that for every χ ∈ G s 0 (R n ) there is an ε > 0 such that
Since u has compact support, then for any 
where we have also used Proposition 3.4 and (27), ε and ε satisfy C s ε < ε < ε + ε < ε and C > 0 depends only on χ . This concludes the proof of the first statement. Let us assume now that u belongs to D Remark 9. An important example of the inhomogeneous Gevrey classes is represented by the multianisotropic case, cf. [3] [4] [5] [7] [8] [9] [10] 12, 14, 28] . In turn, the multianisotropic Gevrey classes include, as a particular case, the anisotropic classes, see for example [10, 29] ; the latter ones represent the only example of multianisotropic Gevrey classes in which the ring condition holds, and therefore are a ring with respect to the pointwise product, cf. [2] . We refer to the above-mentioned papers for precise definitions and limit ourselves here to the following two examples in R 2 :
λ(ξ 1 , ξ 2 ) = 1 + ξ giving an example of multianisotropic weight function for which the ring condition is not satisfied (however (3) is valid and related ultradistributions can be defined as before).
We finally observe that the multianisotropic Gevrey classes and their topological duals allow also equivalent definitions and proofs by means of direct estimates on the derivatives, cf. [6] .
