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Abstract
Bernstein estimators are well-known to avoid the boundary bias problem of traditional kernel
estimators. The theoretical properties of these estimators have been studied extensively on
compact intervals and hypercubes, but never on the simplex, except for the mean squared error
of the density estimator in Tenbusch (1994) when d = 2. The simplex is an important case
as it is the natural domain of compositional data. In this paper, we make an effort to prove
several asymptotic results (bias, variance, mean squared error (MSE), mean integrated squared
error (MISE), asymptotic normality, uniform strong consistency) for Bernstein estimators of
cumulative distribution functions and density functions on the d-dimensional simplex. Our
results generalize the ones in Leblanc (2012a) and Babu et al. (2002), who treated the case
d = 1, and significantly extend those found in Tenbusch (1994). In particular, our rates of
convergence for the MSE and MISE are optimal.
Keywords: Bernstein estimators, simplex, cumulative distribution function estimation,
density estimation, mean squared error, asymptotic normality, uniform strong consistency
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1. The models
The d-dimensional (unit) simplex and its interior are defined by
S := {x ∈ [0, 1]d : ‖x‖1 ≤ 1} and Int(S) := {x ∈ (0, 1)d : ‖x‖1 < 1}, (1.1)
where ‖x‖1 :=
∑d
i=1 |xi|. For any (joint) cumulative distribution function F on S (meaning
that it takes the values 0 or 1 outside S), define the Bernstein polynomial of order m for F by
F ?m(x) :=
∑
k∈Nd0∩mS
F (k/m)Pk,m(x), x ∈ S, m ∈ N, (1.2)
where the weights are the following probabilities from the Multinomial(m,x) distribution:
Pk,m(x) :=
m!
(m− ‖k‖1)!
∏d
i=1 ki!
· (1− ‖x‖1)m−‖k‖1
d∏
i=1
xkii , k ∈ Nd0 ∩mS. (1.3)
The Bernstein estimator of F , denoted by F ?n,m, is the Bernstein polynomial of order m for the
empirical cumulative distribution function
Fn(x) := n
−1
n∑
i=1
1(−∞,x](Xi), (1.4)
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where the observations X1,X2, . . . ,Xn are assumed independent and F distributed. Precisely,
let
F ?n,m(x) :=
∑
k∈Nd0∩mS
Fn(k/m)Pk,m(x), x ∈ S, m, n ∈ N. (1.5)
It should be noted that the c.d.f. estimator in (1.5) only makes sense here if the observations’
support is contained in an hyperrectangle inside the unit simplex. If the observations have
full support on the unit simplex, then the relevant part of c.d.f. estimator would be on the
unit hypercube, in which case results analogous to those in Section 4 can be found in Babu &
Chaubey (2006) and Belalia (2016), the difference being a product of binomial weights replacing
the multinomial weight function in (1.5).
For a density f supported on S, we define the Bernstein density estimator of f by
fˆn,m(x) :=
∑
k∈Nd0∩(m−1)S
(m− 1 + d)!
(m− 1)!
{
1
n
n∑
i=1
1( k
m
,k+1
m
](Xi)
}
Pk,m−1(x), x ∈ S, m, n ∈ N,
(1.6)
where (m− 1)!/(m− 1 + d)! is just a scaling factor proportional to the inverse of the volume of
the hypercube
(
k
m ,
k+1
m
]
:=
(
k1
m ,
k1+1
m
]× · · · × (kdm , kd+1m ]. The reader can easily verify that fˆn,m
is a proper density function using the identity∫
S
(1− ‖x‖1)b
d∏
i=1
xaii dx =
b!
∏d
i=1 ai!
(b+
∑d
i=1 ai + d)!
, ai, b ∈ N0. (1.7)
If we replace the factor (m−1)!/(m−1+d)! by md for mathematical convenience in (1.6), then
fˆn,m would still be asymptotically a density. The asymptotic results proved in this paper are
the same under both definitions of the density estimator.
Remark 1.1. An alternative way to write the Bernstein density estimator (1.6) is as a specific
finite mixture of Dirichlet densities:
fˆn,m(x) =
∑
k∈Nd0∩(m−1)S
{
1
n
n∑
i=1
1( k
m
,k+1
m
](Xi)
}
D(k + 1,m− ‖k‖1)(x), (1.8)
where the value of the density of the Dirichlet(α, β) distribution at x ∈ S is
D(α, β)(x) :=
(β + ‖α‖1 − 1)!
(β − 1)!∏di=1(αi − 1)! · (1− ‖x‖1)β−1
d∏
i=1
xαi−1i , αi, β > 0. (1.9)
This means that the density estimator fˆn,m is part of the larger class of finite Dirichlet mixtures,
where more liberty could be placed on the choice of weights (i.e. the braces for each summand),
in the same way that finite beta mixtures, studied for example in Rousseau (2010); Bagnato
& Punzo (2013); Turnbull & Ghosh (2014); Guan (2016, 2017, 2019a), are generalizations of
one-dimensional Bernstein density estimators. We leave this point for future research. For
further information on finite mixture models, we refer the reader to McLachlan & Peel (2000).
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Figure 1.1: The Dirichlet(α = (α1, 3), β = 2) densities on the two-dimensional simplex,
for α1 = 1, 2, 3, 5.
2. Overview of the literature
Below, we give a systematic overview of the main line of articles on Bernstein estimation,
and then we briefly mention several other branches it which it appeared. There might be more
details than the reader expects, but this is because the subject is vast and relatively important
references are often disjointed or missing in the literature, which makes it hard for newcomers
to get a complete chronological account of the progress in the field.
Vitale (1975) was the first article to consider Bernstein density estimation on the compact
interval [0, 1], namely (1.6) with d = 1. The author computes the asymptotics of the bias,
variance and mean squared error (MSE) at each point where the second derivative of f exists
(also assuming that f is bounded everywhere). His proof rests on careful Taylor expansions
for the density terms inside the bulk of the binomial distribution while concentration bounds
are applied to show that the contributions coming from outside the bulk are negligible. The
optimal rate, with respect to the MSE, is achieved when m  n2/5 and shown to be O(n−4/5) for
x ∈ (0, 1) and O(n−3/5) at the boundary. Gawronski & Stadtmu¨ller (1980) then considered a
density estimator (also called smoothed histogram) on the interval [0,∞) with Poisson weights
instead of binomial weights. Assuming that f is C2[0, 1], the asymptotics of the MSE are derived
pointwise and uniformly on compacts, and the optimal rate is again shown to be O(n−4/5)
when m  n2/5. The proof follows the same line as in Vitale (1975), with a slight difference
for the concentration bound because the weights are different. This latter idea was pushed by
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Gawronski & Stadtmu¨ller (1981), the results of Vitale (1975) were generalized to intervals I of
the form [0, 1], [0,∞) and (−∞,∞), where the weights of the density estimator are coming from
general n-fold convolutions (with minor assumptions on the first, second and third moment)
instead of binomial weights (Bernoulli convolutions). When the weights are discrete and f is
two-times continuously differentiable on I, the authors computed the asymptotics of the MSE
pointwise and uniformly on compacts using a general local limit theorem for lattice distributions
(Edgeworth expansion) instead of the more specific normal approximation to the binomial.
Following the previous article, Stadtmu¨ller (1983) improved tremendously on the precision of
the asymptotics of the density estimator by proving a uniform weak law of large numbers, a
pointwise central limit theorem (CLT) and a Berry-Esseen type bound. The author even shows
that the recentered maximum converges in law to a Gumbel distribution. For the proof of the
uniform weak consistency, the Hadamard product technique allows a separation of the stochastic
and non-stochastic part of the density estimator. The proof of the CLT is a consequence of the
Lindeberg condition for double arrays and the Berry-Esseen bound follows standard arguments
for sums of independent random variables. In Gawronski (1985), various rates (at the level
of precision of the law of iterated logarithm) for pointwise and uniform strong consistency
were obtained for the density estimator and its derivatives, on intervals of the form [0, 1],
[0,∞), (−∞,∞). The main idea of the paper was to approximate the density estimator and
its derivatives by classical kernel estimators, and then to deduce the various strong laws using
already established results.
Tenbusch (1994) was the first to consider Bernstein estimation in the multivariate context.
Assuming that f is two-times continuously differentiable, he derived asymptotic expressions
for the bias, variance and MSE of the density estimators on the two-dimensional unit simplex
and the unit square [0, 1]2, and also proved their uniform strong consistency2 and asymptotic
normality. He showed that the optimal rate, with respect to the MSE, is O(n−2/3) when d = 2
and it is achieved when m  n1/3 (the optimal rates are also calculated at the boundaries).
Babu et al. (2002) were the first to consider Bernstein estimators for cumulative distribution
functions (c.d.f.). They complemented the work of Vitale by proving the uniform strong con-
sistency of the c.d.f. estimator, and the asymptotic normality and uniform strong consistency
of the density estimator on the interval [0, 1], under the weaker assumption that f is Lips-
chitz continuous. For the c.d.f. estimator, the uniform strong consistency is, a priori, a simple
consequence of the Glivenko-Cantelli theorem and the uniform strong consistency of Bernstein
polynomials (see e.g. Theorem 1.1.1 in Lorentz (1986)), but the authors give explicit rates of
convergence, which requires a more careful analysis. Their proof follows from a union bound
over a partition of small intervals and a concentration bound is applied inside each subinterval.
The partition is chosen so that the concentration bounds are summable and the uniform strong
consistency follows from the Borel-Cantelli lemma. In the case of the density estimator, the
proof of the uniform strong consistency is similar to (Tenbusch, 1994, Theorem 2), although we
assume that the authors were unaware of this reference at the time of writing. The asymptotic
normality follows from a verification of the Lindeberg condition for double arrays. Albeit not
stated explicitly as theorems, asymptotic expressions for the bias and variance of the density
estimator can also be found in the proofs.
2Technically, Tenbusch calls it uniform weak consistency, but his bounds on the deviation probabilities are
summable in n, so the uniform strong consistency is a trivial consequence of the Borel-Cantelli lemma. The same
argument was made in Remark 2 of Bouezmarni & Rolin (2003) for the beta kernel estimator.
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Kakizawa (2004) studied three modified Bernstein density estimators where the empirical
density (or empirical histogram function) is replaced by boundary kernel density estimators.
Asymptotic expressions are derived for the bias, variance and MISE. The estimators are shown
to be superior in terms of MISE than Vitale’s density estimator and “equivalent” to Chen’s
boundary Beta kernel estimator Chen (1999).
Bouezmarni & Scaillet (2005) considered three asymmetric kernel density estimators from
Chen (2000b) (Gamma) and Scaillet (2004) (Inverse Gaussian and Reciprocal Inverse Gaussian),
and the smoothed histogram with Poisson weights introduced by Gawronski & Stadtmu¨ller
(1980). They showed the uniform weak consistency on compact subsets of [0,∞) of the es-
timators as well as the weak consistency of the L1 norm and the pointwise weak consistency
at 0 when the density is unbounded. Under several technical conditions, the pointwise weak
consistency of the ratio of the estimator to the target density is also shown. An application of
the smoothers to income data is also performed.
Babu & Chaubey (2006) generalized the results in Babu et al. (2002) in two ways. They
considered observations supported on the d-dimensional hypercube3 and instead of assuming the
data to be independent, they controlled the dependence through the notion of strong mixing.
Precisely, under α-mixing of the observations, the authors showed the uniform strong consis-
tency of the c.d.f. estimator, and the asymptotic normality and uniform strong consistency of
the density estimator. The proofs follow the structure in Babu et al. (2002), but the biggest in-
novation is the use of a concentration bound for strictly stationnary α-mixing processes, coming
from the work in Babu & Singh (1978). Albeit not stated explicitly as theorems, asymptotic
expressions for the bias and variance of the estimators can also be found in the proofs.
Bouezmarni & Rolin (2007) considered Bernstein density estimation on [0, 1] where the
underlying density is continuous on (0, 1) but unbounded at 0. The uniform strong consistency
of the estimator is shown on every compact subset of (0, 1) (assuming an appropriate choice of
the bandwidth parameter), and the almost-sure convergence is shown at 0. To our knowledge,
they were the first to apply the least-square-cross-validation (LSCV) method for the selection
of the bandwidth parameter in the context of Bernstein estimation. Shortly after, Bouezmarni
et al. (2007) proved L1 bounds for the smoothed histogram on [0,∞) (i.e. with Poisson weights
instead of binomial weights, see Gawronski & Stadtmu¨ller (1980)) following closely the previous
work in Bouezmarni & Rolin (2003) for the beta kernel estimator.
Leblanc (2009) studied the law of iterated logarithm for the supremum of the recentered
c.d.f. estimator and a slightly weaker notion called the Chung-Smirnov property. His results were
more precise and more varied with respect to the regularity assumptions on f and the choice of
the parameters m and n then the uniform strong consistency result shown in Babu et al. (2002).
We should mention that similar uniform strong consistency results at this level of precision were
previously obtained in Gawronski (1985) for the density estimator and its derivatives. Assuming
that f is four-times continuously differentiable, Leblanc (2010) studied the asymptotic properties
of a modified density estimator which can be written as a weighed difference of Bernstein density
estimators on [0, 1] (this is known as additive bias correction/reduction). He computed the bias
and variance in general, and selected the weights in order to reduce the bias by a factor of m−1
compared to the original estimator (the variance only increases by a multiplicative constant).
With the optimal weights, the bias-corrected estimator is shown to achieve the optimal MISE
rate of O(n−8/9). In Leblanc (2012a), the author studied the asymptotic properties of the c.d.f.
3Technically, the proofs are written for the case d = 2.
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estimator. The results complement those of Babu et al. (2002). Asymptotic expressions for
the bias, variance, MSE and MISE were derived,4 and the asymptotically optimal bandwidth
parameter m is also computed in terms of the sample size n, for both the MSE and MISE.
Leblanc also found interesting expressions for the local (based on MSE) and global (based on
MISE) asymptotic deficiency between the empirical c.d.f. and the Bernstein c.d.f. estimator.
Finally, the asymptotic normality follows from a verification of the Lindeberg condition for
double arrays. The paper Leblanc (2012b) is a follow-up to Leblanc (2012a). Assuming that f
is two-times continuously differentiable, Leblanc computed the bias, variance and MSE for the
c.d.f. and density estimators near the boundary of [0, 1] (more specifically, for the points λ/m
and 1 − λ/m as m → ∞, where λ ≥ 0 is fixed). The limiting expressions were given in terms
of Bessel functions of the first kind (of order 0 and 1 respectively). Instead of the usual normal
approximation to the binomial, Poisson approximations were used in the proofs.5 It was already
known from Vitale (1975) that Bernstein density estimators have decreased bias and increased
variance in the boundary region when assuming the shoulder condition f ′(0) = f ′(1) = 0, but
Leblanc showed that the c.d.f. estimators have decreased bias and increased variance without
assuming the shoulder condition.
Igarashi & Kakizawa (2014) applied a multiplicative bias correction to Bernstein density es-
timators on [0, 1], which is a method of bias reduction originally developed for traditional kernel
estimators in Terrell & Scott (1980). They computed the asymptotics of the bias, variance, MSE
and MISE. The boundary properties of the MSE were also studied for the density estimators
with multiplicative bias correction and additive bias correction (from Leblanc (2010)).
Lu (2015) showed that the rate of convergence for the uniform norm of the recentered density
estimator on [0, 1] can be improved (compared to the one in Babu et al. (2002)) if we restrict
to a compact subinterval of (0, 1). According to the author, this implies that the estimator
is not minimax under the supremum norm loss on [0, 1] if the density is bounded and twice
continuously differentiable. It should be noted however that Bernstein density estimators are
expected to be minimax under the L2 loss as (Bertin & Klutchnikoff, 2011, Theorem 1) have
shown that this was the case for the very similar beta kernel estimators.
Belalia (2016) generalized the results on the bias, variance, MSE and asymptotic normality
proved in Leblanc (2012a) to the c.d.f. estimator on the unit square [0, 1]2. (Some of the proofs
rely on incorrect estimates from Leblanc (2012a), see Remark A.4.) The asymptotic expressions
for the general d-dimensional hypercube (d ≥ 1) are also stated in Remark 2 of the paper, as
the proof would be an easy adaptation of the one given for d = 2 according to the author.
Belalia’s results complemented those proved in Babu & Chaubey (2006) in the same way that
the results in Leblanc (2012a) complemented those in Babu et al. (2002). Belalia et al. (2017a)
introduced a two-stage Bernstein estimator for conditional distribution functions. The method
consists in smoothing a first-stage NadarayaWatson or local linear estimator by constructing
its Bernstein polynomial. Asymptotics of the bias, variance, MSE and MISE are found, and
the asymptotic normality is also proved. Belalia et al. (2019) recently introduced a conditional
density estimator based on Bernstein polynomials. From this, new estimators for the conditional
c.d.f. and conditional mean are derived. Asymptotics of the bias and variance are found, and the
asymptotic normality is also proved. In Dib et al. (2020), the authors find the bias and variance
of the Bernstein estimator for the joint bivariate distribution function when one variable is
subject to right-censoring, and also prove the asymptotic normality and the uniform strong
4See Remark A.4 for the correction of some statements.
5The Poisson approximation is well known to perform better near the boundary, see e.g. Prokhorov (1953).
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consistency. Their estimator can be seen as a smooth version of the estimator in Stute (1993),
which was weighted by the jumps of a Kaplan-Meier estimator.
Here are the four main branches attached to the line of articles described above:
• Bayesian estimation, see e.g. Petrone (1999a,b); Ghosal (2001); Petrone & Wasserman
(2002); Barrientos et al. (2015, 2017);
• Copulas, see e.g. Sancetta & Satchell (2004); Sancetta (2007); Bouezmarni et al. (2009s,
2010); Janssen et al. (2012); Bouezmarni et al. (2013); Janssen et al. (2014, 2016, 2017);
Belalia et al. (2017b); Scheffer (2015); Dou et al. (2016);
• Linear regression, see e.g. Stadtmu¨ller (1986); Tenbusch (1997); Rafaj lowicz & Skubalska-
Rafaj lowicz (1999); Chak et al. (2005); Chang et al. (2007); Curtis & Ghosh (2011); Osman
& Ghosh (2012);
• Finite beta mixtures, see e.g. Bouguila et al. (2006); Rousseau (2010); Bagnato & Punzo
(2013); Turnbull & Ghosh (2014); Guan (2016, 2017); Wang & Guan (2019).
Various other statistical topics related to Bernstein estimators are treated, for example,
in Gawronski & Stadtmu¨ller (1984), Cheng (1995), Chaubey & Sen (1996), Kakizawa (2006),
Guan et al. (2008), Chaubey & Sen (2009), Kakizawa (2011), Carrano˜ (2011), Wang & Ghosh
(2012), Scheffer (2012), Taamouti et al. (2014), Mante´ (2015), Ding & Zhang (2017), Tencaliec
(2017), Guan (2019a), Guan (2019b), Ding & Yu (2019), Erdog˘an et al. (2019), Franceschi et al.
(2019), Slaoui & Jmaei (2019), Babilua & Nadaraya (2020).
It should be mentioned that beta kernels, introduced by Aitchison & Lauder (1985) (as a
particular case of more general Dirichlet kernels on the simplex) and first studied theoretically in
Brown & Chen (1999); Chen (1999, 2000a); Bouezmarni & Rolin (2003), are sort of continuous
analogues of Bernstein density estimators. As such, they share many of the same asymptotic
properties (with proper reparametrization) and the literature on beta kernels, and the more
general class of asymmetric kernels, has parallelled that of Bernstein estimators in the past
twenty years. For a recap of the vast literature on asymmetric kernels, we refer the interested
reader to Hirukawa (2018), or to the paper of Ouimet (2020a), where Dirichlet kernels are
studied theoretically for the first time.
3. Contribution, outline and notation
3.1. Contribution
In this paper, our theoretical contribution is to find asymptotic expressions for the bias,
variance, MSE and MISE for the Bernstein c.d.f. and density estimators on the d-dimensional
simplex, defined respectively in (1.5) and (1.6), and also prove their asymptotic normality and
uniform strong consistency. We deduce the asymptotically optimal bandwidth parameter m
using the expressions for the MSE and MISE as well. These theoretical results generalize the
ones in Leblanc (2012a) and Babu et al. (2002), who treated the case d = 1, and significantly
extend those found in Tenbusch (1994), who calculated the MSE for the density estimator when
d = 2. In particular, our rates of convergence for the MSE and MISE are optimal, as they
coincide (assuming the identification m−1 ≈ h2) with the rates of convergence for the MSE and
MISE of traditional multivariate kernel estimators, studied for example in Prakasa Rao (1983).
In contrast to other methods of boundary bias reduction (such as the reflection boundary
technique or boundary kernels (see e.g. (Scott, 2015, Chapter 6)), this property is built-in for
Bernstein estimators, which makes them one of the easiest to use in the class of estimators
that are asymptotically unbiased near (and on) the boundary. Bernstein estimators are also
non-negative everywhere on their domain, which is definitely not the case of many estimators
corrected for boundary bias. This is another reason for their desirability.
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3.2. Outline
In Section 4 and Section 5, we state the theoretical results for the c.d.f. estimator and the
density estimator, respectively. The proofs are given in Section 6 and Section 7. Some technical
lemmas and tools are gathered in Appendix A.
3.3. Notation
Throughout the paper, the notation u = O(v) means that lim sup |u/v| < C <∞ as m or n
tend to infinity, depending on the context. The positive constant C can depend on the target
c.d.f. F , the target density f or the dimension d, but no other variable unless explicitly written
as a subscript. The most common occurrence is a local dependence of the asymptotics with a
given point x on the simplex, in which case we would write u = Ox(v). In a similar fashion, the
notation u = o(v) means that lim |u/v| = 0 as m or n tend to infinity. The same rule applies
for the subscript. The expression ‘
D−→’ will denote the convergence in law (or distribution).
Finally, the bandwidth parameter m = m(n) is always implicitly a function of the number of
observations, the only exceptions being in Proposition 4.1 and Proposition 5.1.
4. Results for the c.d.f. estimator F ?n,m
Except for Theorem 4.7, we assume the following everywhere in this section:
Assumption.
• The c.d.f. F is twice continuously differentiable on S. (4.1)
We start by stating a multidimensional version of Weierstrass’s theorem (the proof is in
Section 6) for the uniform convergence of Bernstein polynomials (Bernstein (1912–1913)), where
the asymptotics of the error term is explicit. For a proof in the unidimensional setting, see e.g.
Section 1.6.1 in Lorentz (1986).
Proposition 4.1. Under assumption (4.1), we have, uniformly for x ∈ S,
F ?m(x) = F (x) +m
−1B(x) + o(m−1), (4.2)
as m→∞, where
B(x) :=
1
2
d∑
i,j=1
(
xi1{i=j} − xixj
) ∂2
∂xi∂xj
F (x). (4.3)
The asymptotics of the bias and variance for univariate Bernstein c.d.f. estimators were first
proved in Leblanc (2012a). The theorem below extends this to the multidimensional setting.
Theorem 4.2 (Bias and variance). Under assumption (4.1), we have
Bias[F ?n,m(x)] = E[F ?n,m(x)]− F (x) = m−1B(x) + o(m−1), ∀x ∈ S, (4.4)
Var(F ?n,m(x)) = n−1σ2(x)− n−1m−1/2V (x) + ox(n−1m−1/2), ∀x ∈ Int(S), (4.5)
as n→∞, where
σ2(x) := F (x)(1− F (x)) and V (x) :=
d∑
i=1
∂
∂xi
F (x)
√
xi(1− xi)
pi
. (4.6)
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Remark 4.3. In Leblanc (2012a), the function V (x) should be equal to f(x)
√
x(1− x)/pi in-
stead of f(x)
√
2x(1− x)/pi. The error is explained in the appendix and the estimates can easily
be verified numerically. The same error also appears in the statements of Belalia (2016), since
some of his proofs relied on the estimates of Leblanc.
Corollary 4.4 (Mean squared error). Under assumption (4.1), we have, for x ∈ Int(S),
MSE(F ?n,m(x)) = n
−1σ2(x)− n−1m−1/2V (x) +m−2B2(x)
+ ox(n
−1m−1/2) + o(m−2), as n→∞.
(4.7)
In particular, if V (x) ·B(x) 6= 0, the asymptotically optimal choice of m, with respect to MSE,
is
mopt(x) = n
2/3
[
4B2(x)
V (x)
]2/3
, (4.8)
in which case
MSE[F ?n,mopt(x)] = n
−1σ2(x)− n−4/3 3
4
[
V 4(x)
4B2(x)
]1/3
+ ox(n
−4/3), (4.9)
as n→∞.
By integrating the MSE and showing that the contribution from points near the boundary
is negligible, we obtain the following result.
Theorem 4.5 (Mean integrated squared error). Under assumption (4.1), we have
MISE[F ?n,m] = n
−1
∫
S
σ2(x)dx− n−1m−1/2
∫
S
V (x)dx+m−2
∫
S
B2(x)dx
+ o(n−1m−1/2) + o(m−2), as n→∞.
(4.10)
In particular, if
∫
S B
2(x)dx > 0, the asymptotically optimal choice of m, with respect to MISE,
is
mopt = n
2/3
[
4
∫
S B
2(x)dx∫
S V (x)dx
]2/3
, (4.11)
in which case
MISE[F ?n,mopt ] = n
−1
∫
S
σ2(x)dx− n−4/3 3
4
[( ∫
S V (x)dx
)4
4
∫
S B
2(x)dx
]1/3
+ o(n−4/3), (4.12)
as n→∞.
A standard verification of the Lindeberg condition for double arrays yields the asymptotic
normality. In the univariate setting, this was first proved by Babu et al. (2002).
Theorem 4.6 (Asymptotic normality). Assume (4.1). For x ∈ Int(S) such that 0 < F (x) < 1,
we have the following convergence in distribution:
n1/2(F ?n,m(x)− F ?m(x)) D−→ N (0, σ2(x)), as m,n→∞. (4.13)
In particular, Proposition 4.1 implies
n1/2(F ?n,m(x)− F (x)) D−→ N (0, σ2(x)), if n1/2m−1 → 0, (4.14)
n1/2(F ?n,m(x)− F (x)) D−→ N (λB(x), σ2(x)), if n1/2m−1 → λ, (4.15)
for any constant λ > 0.
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For the next result, we use the notation ‖G‖∞ := supx∈S |G(x)| for any bounded function
G : S → R, and also
αn := (n
−1 log n)1/2 and βn,m := αn
√
αm. (4.16)
The uniform strong consistency was first proved for univariate Bernstein c.d.f. estimators in
Babu et al. (2002). The idea of the proof was to apply a union bound on small boxes and then
prove continuity estimates inside each box using concentration bounds and the assumption on
F . The width of the boxes was carefully chosen so that the bounds are summable. The result
then followed by the Borel-Cantelli lemma. The same strategy is employed here.
Theorem 4.7 (Uniform strong consistency). Let F be continuous on S. Then, as n→∞,
‖F ?n,m − F‖∞ −→ 0 a.s. (4.17)
Assume further that F is differentiable on S and its partial derivatives are Lipschitz continuous.
Then, for all m ≥ 2 such that m−1 ≤ βn,m ≤ αm (for example, 2n2/3/ log n ≤ m ≤ n2/ log n
works), we have, as n→∞,
‖F ?n,m − Fn‖∞ = O(βn,m) a.s. (4.18)
In particular, for m = n, we have ‖F ?n,m − Fn‖∞ = O(n−3/4(log n)3/4) a.s.
5. Results for the density estimator fˆn,m
For each result stated in this section, one of the following two assumptions will be used.
Assumptions.
• The density f is Lipschitz continuous on S. (5.1)
• The density f is twice continuously differentiable on S. (5.2)
We denote the expectation of fˆn,m(x) by
fm(x) := E[fˆn,m(x)] =
∑
k∈Nd0∩(m−1)S
(m− 1 + d)!
(m− 1)!
∫
( k
m
,k+1
m
]
f(y)dy Pk,m(x). (5.3)
A result analogous to Proposition 4.1 for the target density f is the following.
Proposition 5.1. Under assumption (5.2), we have, uniformly for x ∈ S,
fm(x) = f(x) +m
−1b(x) + o(m−1), as m→∞, (5.4)
where
b(x) :=
d∑
i=1
(
1
2 − xi
) ∂
∂xi
f(x) +
1
2
d∑
i,j=1
(
xi1{i=j} − xixj
) ∂2
∂xi∂xj
f(x). (5.5)
The asymptotics of the bias and variance for univariate Bernstein density estimators were
first proved in Vitale (1975). The case of the two-dimensional simplex was previously treated
in Tenbusch (1994). The theorem below extends this to all dimensions.
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Theorem 5.2 (Bias and variance). As n→∞, we have
Bias[fˆn,m(x)] = E[fˆn,m(x)]− f(x) = m−1b(x) + o(m−1), ∀x ∈ S, (5.6)
only assuming (5.2), and
Var(fˆn,m(x)) = n−1md/2ψ(x)f(x) + ox(n−1md/2), ∀x ∈ Int(S), (5.7)
only assuming (5.1), where
ψ(x) :=
[
(4pi)dx1x2 . . . xd(1− ‖x‖1)
]−1/2
. (5.8)
Corollary 5.3 (Mean squared error). Assume (5.2) and let x ∈ Int(S). We have, as n→∞,
MSE(fˆn,m(x)) := E
[∣∣fˆn,m(x)− f(x)∣∣2]
= n−1md/2ψ(x)f(x) +m−2b2(x) + ox(n−1md/2) + o(m−2).
(5.9)
In particular, if f(x) · b(x) 6= 0, the asymptotically optimal choice of m, with respect to MSE, is
mopt(x) = n
2/(d+4)
[
4
d
· b
2(x)
ψ(x)f(x)
]2/(d+4)
, (5.10)
with
MSE[fˆn,mopt ] = n
−4/(d+4)
[
4
d + 1(
4
d
) 4
d+4
](
ψ(x)f(x)
)4/(d+4)(
b2(x)
)−d/(d+4) + ox(n−4/(d+4)). (5.11)
More generally, if n2/(d+4)m−1 → λ for some λ > 0, then
MSE[fˆn,m(x)] = n
−4/(d+4)[λ−d/2ψ(x)f(x) + λ2b2(x)]+ ox(n−4/(d+4)), (5.12)
as n→∞.
By integrating the MSE and showing that the contribution from points near the boundary
is negligible, we obtain the following result.
Theorem 5.4 (Mean integrated squared error). Assume (5.2). We have, as n→∞,
MISE[fˆn,m] :=
∫
S
E
[∣∣fˆn,m(x)− f(x)∣∣2]dx
= n−1md/2
∫
S
ψ(x)f(x)dx+m−2
∫
S
b2(x)dx+ o(n−1md/2) + o(m−2).
(5.13)
In particular, if
∫
S b
2(x)dx > 0, the asymptotically optimal choice of m, with respect to MISE,
is
mopt = n
2/(d+4)
[
4
d
·
∫
S b
2(x)dx∫
S ψ(x)f(x)dx
]2/(d+4)
, (5.14)
with
MISE[fˆn,mopt ] = n
−4/(d+4)
[
4
d + 1(
4
d
) 4
d+4
]( ∫
S ψ(x)f(x)dx
)4/(d+4)( ∫
S b
2(x)dx
)−d/(d+4) + ox(n−4/(d+4)). (5.15)
More generally, if n2/(d+4)m−1 → λ for some λ > 0, then
MISE[fˆn,m] = n
−4/(d+4)
[
λ−d/2
∫
S
ψ(x)f(x)dx+ λ2
∫
S
b2(x)dx
]
+ o(n−4/(d+4)), (5.16)
as n→∞.
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By only assuming the Lipschitz continuity of f on Int(S), we can prove the uniform strong
consistency of the density estimator in a manner similar to the proof for the c.d.f. estimator.
Theorem 5.5 (Uniform strong consistency). Assume (5.1). If 2 ≤ m ≤ n/ log n as n → ∞,
then
‖fm − f‖∞ = O(m−1/2), a.s.,
‖fˆn,m − f‖∞ = O(md−1/2αn) +O(m−1/2), a.s.
(5.17)
In particular, if m2d−1 = o(n/ log n), then ‖fˆn,m − f‖∞ −→ 0 a.s.
Again, a verification of the Lindeberg condition for double arrays yields the asymptotic
normality.
Theorem 5.6 (Asymptotic normality). Assume (5.1). Let x ∈ Int(S) be such that f(x) > 0.
If n1/2m−d/4 →∞ as m,n→∞, then
n1/2m−d/4(fˆn,m(x)− fm(x)) D−→ N (0, ψ(x)f(x)). (5.18)
If we also have n1/2m−d/4−1/2 → 0 as m,n→∞, then Theorem 5.5 implies
n1/2m−d/4(fˆn,m(x)− f(x)) D−→ N (0, ψ(x)f(x)). (5.19)
Independently of the above rates for n and m, if we assume (5.2) instead and n2/(d+4)m−1 → λ
for some λ > 0 as m,n→∞, then Proposition 5.1 implies
n2/(d+4)(fˆn,m(x)− f(x)) D−→ N (λ b(x), λ−d/2ψ(x)f(x)). (5.20)
Remark 5.7. The rate of convergence for the d-dimensional kernel density estimator with i.i.d.
data and bandwidth h is O(n−1/2h−d/2) in Theorem 3.1.15 of Prakasa Rao (1983), whereas our
estimator fˆn,m converges at a rate of O(n−1/2md/4). Hence, the relation between the scaling
factor m of fˆn,m and the bandwidth h of other multivariate kernel smoothers is m ≈ h−2.
6. Proof of the results for the c.d.f. estimator F ?n,m
Proof of Proposition 4.1. By the assumption (4.1), a second order mean value theorem yields,
for all k ∈ Nd0 ∩mS and any given x ∈ S,
F (k/m)− F (x) =
d∑
i=1
(ki/m− xi) ∂
∂xi
F (x)
+
1
2
d∑
i,j=1
(ki/m− xi)(kj/m− xj) ∂
2
∂xi∂xj
F (ξk),
(6.1)
where ξk is an appropriate vector on the line segment joining k/m and x. Using the well-known
multinomial identities ∑
k∈Nd0∩mS
(ki/m− xi)Pk,m(x) = 0, (6.2)
and ∑
k∈Nd0∩mS
(ki/m− xi)(kj/m− xj)Pk,m(x) = 1
m
(
xi1{i=j} − xixj
)
, (6.3)
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we can multiply (6.1) by Pk,m(x) and sum over all k ∈ Nd0 ∩mS to obtain
F ?m(x)− F (x)
=
∑
k∈Nd0∩mS
(F (k/m)− F (x))Pk,m(x)
=
1
2m
d∑
i,j=1
(
xi1{i=j} − xixj
) ∂2
∂xi∂xj
F (x)
+
1
2
d∑
i,j=1
∑
k∈Nd0∩mS
(ki/m− xi)(kj/m− xj)Pk,m(x) ∂
2
∂xi∂xj
(F (ξk)− F (x)). (6.4)
To conclude the proof, we need to show that the last term is o(m−1). By the uniform continuity
of the second order partial derivatives of F on S, we know that
max
1≤i,j≤d
max
x∈S
∣∣∣ ∂2∂xi∂xjF (x)∣∣∣ ≤Md, for some constant Md > 0, (6.5)
and we also know that, for all ε > 0, there exists 0 < δε,d ≤ 1 such that
‖y − x‖1 ≤ δε,d implies max
1≤i,j≤d
∣∣∣ ∂2∂xi∂xjF (y)− ∂2∂xi∂xjF (x)∣∣∣ ≤ ε, (6.6)
uniformly for x,y ∈ S. By considering the two cases ‖k/m−x‖1 ≤ δε,d and ‖k/m−x‖1 > δε,d,
the last term in (6.4) is
≤ 1
2
d∑
i,j=1
[
ε
∑
k∈Nd0∩mS
‖k/m−x‖1≤δε,d
|ki/m− xi||kj/m− xj |Pk,m(x) + 2Md
d∑
`=1
∑
k∈Nd0∩mS
|k`/m−x`|>δε,d/d
Pk,m(x)
]
.
(6.7)
By Cauchy-Schwarz and the identity (6.3), the first term inside the bracket in (6.7) is
≤ ε ·
√
m−1xi(1− xi) ·
√
m−1xj(1− xj) ≤ ε
4m
. (6.8)
By Bernstein’s inequality (see e.g. Lemma A.1), the second term inside the bracket in (6.7) is
≤ 2Md · d · 2 exp
(
− (mδε,d/d)
2/2
m · 1 + 13 · 1 · (mδε,d/d)
)
≤ 4dMd e−δ
2
ε,dm/(4d
2). (6.9)
If we take a sequence ε = ε(m) that goes to 0 as m→∞ slowly enough that 1 ≥ δε(m),d ≥ m−1/4,
then (6.7) is o(m−1).
Proof of Theorem 4.2. The expression for the bias of F ?n,m(x) just follows from Proposition 4.1
and the fact that
E
[
F ?n,m(x)
]
= F ?m(x), for all x ∈ S. (6.10)
To estimate the variance of F ?n,m(x), note that
F ?n,m(x)− F ?m(x) =
∑
k∈Nd0∩mS
(Fn(k/m)− F (k/m))Pk,m(x) = 1
n
n∑
i=1
Zi,m, (6.11)
where
Zi,m :=
∑
k∈Nd0∩mS
(
1(−∞, k
m
](Xi)− F (k/m)
)
Pk,m(x), 1 ≤ i ≤ n. (6.12)
13
For every m, the random variables Z1,m, . . . , Zn,m are i.i.d. and centered, so that
Var(F ?n,m(x)) = n−1 E[Z21,m]
= n−1
{ ∑
k,`∈Nd0∩mS
F ((k ∧ `)/m)Pk,m(x)P`,m(x)−
(
F ?m(x)
)2}
. (6.13)
Using the expansion in (6.1) together with Proposition 4.1, the above is
= n−1 ·

F (x)(1− F (x)) +O(m−1)
+
∑d
i=1
∂
∂xi
F (x)
∑
k,`∈Nd0∩mS((ki ∧ `i)/m− xi)Pk,m(x)P`,m(x)
+
∑d
i,j=1O
(∑
k,`∈Nd0∩mS |ki/m− xi||kj/m− xj |Pk,m(x)P`,m(x)
)
 . (6.14)
The double sum on the second line inside the braces is estimated in (A.10) of Lemma A.3 and
shown to be equal to −m−1/2√xi(1− xi)/pi+ox(m−1/2) for all x ∈ Int(S). By Cauchy-Schwarz,
the identity (6.3), and the fact that
∑
`∈Nd0∩mS P`,m(x) = 1, the double sum inside the big O
term is
≤ max
1≤i≤n
∑
k,`∈Nd0∩mS
|ki/m− xi|2Pk,m(x)P`,m(x) ≤ 1
m
max
1≤i≤n
xi(1− xi) ≤ 1
4m
. (6.15)
This ends the proof.
Proof of Theorem 4.5. By (6.14), (6.15) and (4.4), we have
MISE(F ?n,m) =
∫
S
(
Var(F ?n,m(x) + Bias[F ?n,m(x)]2
)
dx
= n−1
[ ∫
S F (x)(1− F (x))dx+O(m−1)
+
∑d
i=1
∫
S
∂
∂xi
F (x)
∑
k,`∈Nd0∩mS((ki ∧ `i)/m− xi)Pk,m(x)P`,m(x)dx
]
+m−2
∫
S
B2(x)dx+ o(m−2). (6.16)
By the assumption (4.1), the partial derivatives
(
∂
∂xi
F
)d
i=1
are bounded on S, so Lemma A.3
and the bounded convergence theorem imply
MISE(F ?n,m) = n
−1
∫
S
F (x)(1− F (x))dx− n−1m−1/2
∫
S
d∑
i=1
∂
∂xi
F (x)
√
xi(1− xi)
pi
dx
+m−2
∫
S
B2(x)dx+ o(n−1m−1/2) + o(m−2). (6.17)
This ends the proof.
Proof of Theorem 4.6. Recall from (6.11) that F ?n,m(x)−F ?m(x) = 1n
∑n
i=1 Zi,m where the Zi,m’s
are i.i.d. and centered random variables. Therefore, it suffices to show the following Lindeberg
condition for double arrays: 6 For every ε > 0,
s−2m E
[
Z21,m1{|Z1,m|>εn1/2sm}
] −→ 0, as n→∞. (6.18)
where s2m := E[Z21,m] and where m = m(n)→∞. But this follows from the fact that |Z1,m| ≤ 2
for all m, and sm = (nVar(F ?n,m))1/2 → σ(x) as n→∞ by Theorem 4.2.
6See e.g. Section 1.9.3. in Serfling (1980).
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Before proving Theorem 4.7, we need the following lemma. It is an extension of Lemma 2.2
in Babu & Chaubey (2006).
Lemma 6.1. Let F be Lipschitz continuous on S, and let 7
Nx,m :=
{
k ∈ Nd0 ∩mS : max
1≤i≤d
∣∣ki
m − xi
∣∣ ≤ αm}. (6.19)
Then, for all m ≥ 2 that satisfy m−1 ≤ βn,m ≤ αm, we have, as n→∞,
sup
x∈Int(S)
max
k∈Nx,m
∣∣Fn(k/m)− F (k/m)− Fn(x) + F (x)∣∣ = O(βn,m) a.s. (6.20)
Proof. For all k ∈ Nx,m, we have∣∣Fn(k/m)− F (k/m)− Fn(x) + F (x)∣∣
≤
d∑
ν=1
∣∣∣∣∣ Fn
(
k1
m , . . . ,
kν−1
m ,
kν
m , xν+1, . . . , xd
)− F (k1m , . . . , kν−1m , kνm , xν+1, . . . , xd)
−Fn
(
k1
m , . . . ,
kν−1
m , xν , xν+1, . . . , xd
)
+ F
(
k1
m , . . . ,
kν−1
m , xν , xν+1, . . . , xd
) ∣∣∣∣∣
≤
d∑
ν=1
max
i,j∈N0 :
|i−j|βn,m≤3αm
∣∣∣∣∣∣∣∣∣∣
Fn
(
k1
m , . . . ,
kν−1
m , jβn,m, xν+1, . . . , xd
)
−F (k1m , . . . , kν−1m , jβn,m, xν+1, . . . , xd)
−Fn
(
k1
m , . . . ,
kν−1
m , iβn,m, xν+1, . . . , xd
)
+F
(
k1
m , . . . ,
kν−1
m , iβn,m, xν+1, . . . , xd
)
∣∣∣∣∣∣∣∣∣∣
+O(βn,m), (6.21)
where the last inequality comes from our assumption that F is Lipschitz continuous.
kν
m
xν
︷ ︸︸ ︷≤ αmiβn,m jβn,m
0 βn,m 2βn,m bβ−1n,mcβn,m
1
βn,m ≤ αm =⇒ |j − i|βn,m ≤ 3αm
For `νβn,m < yν ≤ (`ν + 1)βn,m, ν = 1, 2, . . . , d, and using the notation `+ν = `ν + 1, we have∣∣∣∣ Fn(y1, . . . , yν−1, jβn,m, yν+1, . . . , yd)− F (y1, . . . , yν−1, jβn,m, yν+1, . . . , yd)−Fn(y1, . . . , yν−1, iβn,m, yν+1, . . . , yd) + F (y1, . . . , yν−1, iβn,m, yν+1, . . . , yd)
∣∣∣∣
≤
∣∣∣∣∣∣∣∣
Fn(`
+
1 βn,m, . . . , `
+
ν−1βn,m, jβn,m, `
+
ν+1βn,m, . . . , `
+
d βn,m)
−F (`1βn,m, . . . , `ν−1βn,m, jβn,m, `ν+1βn,m, . . . , `dβn,m)
−Fn(`1βn,m, . . . , `ν−1βn,m, iβn,m, `ν+1βn,m, . . . , `dβn,m)
+F (`+1 βn,m, . . . , `
+
ν−1βn,m, iβn,m, `
+
ν+1βn,m, . . . , `
+
d βn,m)
∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣
Fn(`
+
1 βn,m, . . . , `
+
ν−1βn,m, jβn,m, `
+
ν+1βn,m, . . . , `
+
d βn,m)
−Fn(`1βn,m, . . . , `ν−1βn,m, iβn,m, `ν+1βn,m, . . . , `dβn,m)
−F (`+1 βn,m, . . . , `+ν−1βn,m, jβn,m, `+ν+1βn,m, . . . , `+d βn,m)
+F (`1βn,m, . . . , `ν−1βn,m, iβn,m, `ν+1βn,m, . . . , `dβn,m)
∣∣∣∣∣∣∣∣+O(βn,m)
≤
d∑
ν=1
Dn,m,ν +O(βn,m), (6.22)
7You can think of Nx,m as the bulk of the Multinomial(m,x) distribution; the contributions coming from
outside the bulk are small for appropriate αm’s.
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where
Dn,m,ν :=
max
i,j∈N0 :
|i−j|βn,m≤3αm
max
0≤kp≤1+bβ−1n,mc
p∈{1,2,...,d}\{ν}
∣∣∣∣∣∣∣∣
Fn(k1βn,m, . . . , kν−1βn,m, jβn,m, kν+1βn,m, . . . , kdβn,m)
−Fn(k1βn,m, . . . , kν−1βn,m, iβn,m, kν+1βn,m, . . . , kdβn,m)
−F (k1βn,m, . . . , kν−1βn,m, jβn,m, kν+1βn,m, . . . , kdβn,m)
+F (k1βn,m, . . . , kν−1βn,m, iβn,m, kν+1βn,m, . . . , kdβn,m)
∣∣∣∣∣∣∣∣ .
(6.23)
By (6.21), it follows that
sup
x∈Int(S)
max
k∈Nx,m
∣∣Fn(k/m)− F (k/m)− Fn(x) + F (x)∣∣ ≤ d d∑
ν=1
Dn,m,ν +O(βn,m). (6.24)
We want to apply a concentration bound on each Dn,m,ν , ν = 1, 2, . . . , d. By Bernstein’s
inequality (see e.g. Lemma A.1), note that for any ρ > 0, any y1, . . . , yν−1, yν+1, . . . , yd ∈ R and
any i, j ∈ N0 such that |i− j|βn,m ≤ 3αm, we have, assuming that βn,m ≤ αm,
P

∣∣∣∣∣∣∣∣
Fn(y1, . . . , yν−1, jβn,m, yν+1, . . . , yd)
−Fn(y1, . . . , yν−1, iβn,m, yν+1, . . . , yd)
−F (y1, . . . , yν−1, jβn,m, yν+1, . . . , yd)
+F (y1, . . . , yν−1, iβn,m, yν+1, . . . , yd)
∣∣∣∣∣∣∣∣ ≥ ρβn,m

≤ 2 exp
(
− ρ
2n2β2n,m/2
n · C · 3αm + 13 · 1 · ρnβn,m
)
≤ 2n−ρ2/(8C),
(6.25)
where C ≥ ρ is a Lipschitz constant for F . A union bound over i, j and the kp’s then yields
P(Dn,m,ν > ρβn,m) ≤ (2 + bβ−1n,mc)2+(d−1) · 2n−ρ
2/(8C), 1 ≤ ν ≤ d. (6.26)
Since b−1n,m ≤ n2 (indeed, our assumption m−1 ≤ bn,m implies b−1n,m ≤ m, and the second
assumption bn,m ≤ αm implies m ≤ n2), we can choose a constant ρ = ρ(C, d) > 0 large enough
that the right-hand side of (6.26) is summable in n, in which case the Borel-Cantelli lemma
implies Dn,m,ν = O(βn,m) a.s. as n→∞. The conclusion follows from the bound in (6.24).
Proof of Theorem 4.7. By the triangle inequality and
∑
k∈Nd0∩mS Pk,m(x) = 1, we have
‖F ?n,m − F‖∞ ≤ ‖F ?n,m − F‖∞ + ‖F ?m − F‖∞
≤ ‖Fn − F‖∞ + ‖F ?m − F‖∞. (6.27)
The first term on the last line goes to 0 by the Glivenko-Cantelli theorem, and the second term
goes to 0 by the multidimensional Bernstein’s theorem (i.e. a weak version of Proposition 4.1
where F is only assumed to be continuous on S).8
For the remainder of the proof, we study the closeness between F ?n,m and the empirical
cumulative distribution function Fn. We assume that F is differentiable on S and its partial
8To be more precise, on the first line of (6.4), use the uniform continuity of F inside the bulk Nx,m and a
concentration bound to show that the contributions coming from outside the bulk are negligible. Alternatively,
see Theorem 1.1.1 in Lorentz (1986).
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derivatives are Lipschitz continuous. By the triangle inequality,
‖F ?n,m − Fn‖∞ ≤
∥∥∥∥ ∑
k∈Nx,m
(Fn(k/m)− F (k/m)− Fn( · ) + F ( · ))Pk,m( · )
∥∥∥∥
∞
+
∥∥∥∥ ∑
k∈(Nd0∩mS)\Nx,m
(Fn(k/m)− F (k/m)− Fn( · ) + F ( · ))Pk,m( · )
∥∥∥∥
∞
+
∥∥∥∥ ∑
k∈Nd0∩mS
(F (k/m)− F ( · ))Pk,m( · )
∥∥∥∥
∞
.
(6.28)
The first norm isO(βn,m) by Lemma 6.1 (assumingm−1 ≤ βn,m ≤ αm). IfXi ∼ Binomial(m,xi),
then a union bound, the fact that maxk ‖Fn(k/m) − F ( · )‖∞ ≤ 1, and Bernstein’s inequality
(see e.g. Lemma A.1), yield that the second norm in (6.28) is
≤ 2 ·max
x∈S
d∑
i=1
P(|Xi −mxi| ≥ mαm) ≤ max
x∈S
4 exp
(
− m
2α2m/2
m · xi(1− xi) + 13 · 1 ·mαm
)
≤ 4m−1 ≤ 4βn,m. (6.29)
For the third norm in (6.28), the Lipschitz continuity of the partial derivatives
(
∂
∂xi
F
)d
i=1
implies
that, uniformly for x ∈ S,
F (k/m)− F (x) =
d∑
i=1
(ki/m− xi) ∂
∂xi
F (x) +
d∑
i,j=1
O(|ki/m− xi||kj/m− xj |). (6.30)
After multiplying (6.30) by Pk,m(x), summing over all k ∈ Nd0 ∩mS and applying the Cauchy-
Schwarz inequality, the result is uniformly bounded by O(m−1) because of the identities (6.2)
and (6.3). Since we assumed m−1 ≤ βn,m, this ends the proof.
7. Proof of the results for the density estimator fˆn,m
Proof of Proposition 5.1. Let x ∈ S. We follow the proof of Proposition 4.1. By using Taylor
expansions for any k such that ‖k/m− x‖1 = o(1), we obtain
md
∫
( k
m
,k+1
m
]
f(y)dy − f(x)
= f(k/m)− f(x) + 1
2m
d∑
i=1
∂
∂xi
f(k/m) +O(m−2)
=
1
m
d∑
i=1
(ki −mxi) ∂
∂xi
f(x) +
1
2m
d∑
i=1
∂
∂xi
f(x) + o(m−1)
+
1
2m2
d∑
i,j=1
(ki −mxi)(kj −mxj) ∂
2
∂xi∂xj
f(x)(1 + o(1))
=
1
m
d∑
i=1
(ki − (m− 1)xi) ∂
∂xi
f(x) +
1
m
d∑
i=1
(
1
2 − xi
) ∂
∂xi
f(x)
+
1
2
d∑
i,j=1
(ki/m− xi)(kj/m− xj) ∂
2
∂xi∂xj
f(x)(1 + o(1)) + o(m−1). (7.1)
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If we multiply the last expression by m−d · (m−1+d)!(m−1)! Pk,m−1(x) and sum over all k ∈ Nd0∩(m−1)S,
then the identities (6.2) and (6.3) yield
fm(x)− f(x)
= 0 +
1
m
d∑
i=1
(
1
2 − xi
) ∂
∂xi
f(x) +
1
2m
d∑
i,j=1
(
xi1{i=j} − xixj
) ∂2
∂xi∂xj
f(x) + o(m−1),
(7.2)
assuming that ‖k/m − x‖1 = o(1) decays slowly enough to 0 that the contributions coming
from outside the bulk are negligible (exactly as we did in (6.9)).
Proof of Theorem 5.2. The expression for the bias is a trivial consequence of Proposition 5.1
and the fact that E[fˆn,m(x)] = fm(x) for all x ∈ S. In order to compute the asymptotics of the
variance, we only assume that f is Lipschitz continuous on S. First, note that
fˆn,m(x)− fm(x) = (m− 1 + d)!
(m− 1)! ·
1
n
n∑
i=1
Yi,m, (7.3)
where
Yi,m :=
∑
k∈Nd0∩(m−1)S
[
1( k
m
,k+1
m
](Xi)−
∫
( k
m
,k+1
m
]
f(y)dy
]
Pk,m−1(x), 1 ≤ i ≤ n. (7.4)
For every m, the random variables Y1,m, . . . , Yn,m are i.i.d. and centered, so
Var(fˆn,m(x)) = n−1
(
(m− 1 + d)!
(m− 1)!
)2
E[Y 21,m], (7.5)
and it is easy to see that
E[Y 21,m] =
∑
k∈Nd0∩(m−1)S
∫
( k
m
,k+1
m
]
f(y)dy P 2k,m−1(x)−
(
(m− 1)!
(m− 1 + d)! fm(x)
)2
. (7.6)
The second term on the right-hand side of (7.6) is O(m−2d) since the Lipschitz continuity of f
and the identity (6.3) imply that, uniformly for x ∈ S,
fm(x)− f(x) =
d∑
i=1
O
( ∑
k∈Nd0∩(m−d)S
|ki/m− xi|Pk,m−1(x)
)
+O(m−1) = O(m−1/2). (7.7)
For the first term on the right-hand side of (7.6), the Lipschitz continuity of f implies,
md
∫
( k
m
,k+1
m
]
f(y)dy = f(k/m) +O(m−1) = f(x) +O(m−1) +
d∑
i=1
O(|ki/m− xi|), (7.8)
and by the Cauchy-Schwarz inequality, the identity (6.3) and (A.3) in Lemma A.2, we have, for
all i ∈ {1, 2, . . . , d},∑
k∈Nd0∩(m−1)S
|ki/m− xi|P 2k,m−1(x)
≤
√ ∑
k∈Nd0∩(m−1)S
|ki/m− xi|2Pk,m−1(x)
√ ∑
k∈Nd0∩(m−1)S
P 3k,m−1(x) = O(m−1/2−d/2).
(7.9)
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Putting (7.7), (7.8) and (7.9) together in (7.6) yields
m3d/2 E[Y 21,m] = (f(x) +O(m−1))
[
md/2
∑
k∈Nd0∩(m−1)S
P 2k,m−1(x)
]
+O(m−1/2). (7.10)
The result follows from (7.5) and (A.2) in Lemma A.2.
Proof of Theorem 5.4. In Lemma A.5, it is shown, using the duplication formula for the Γ
function and the ChuVandermonde convolution for binomial coefficients, that
md/2
∫
S
∑
k∈Nd0∩(m−1)S
P 2k,m−1(x)dx =
∫
S
ψ(x)dx+O(m−1). (7.11)
Together with the almost-everywhere convergence in (A.2) of Lemma A.2, and the fact that f
is bounded, Scheffe´’s lemma9 implies
md/2
∫
S
f(x)
∑
k∈Nd0∩(m−1)S
P 2k,m−1(x)dx =
∫
S
ψ(x)f(x)dx+ o(1). (7.12)
Therefore, by (7.5), (7.10), (7.12) and (5.6), we have
MISE(fˆn,m) =
∫
S
(
Var(fˆn,m(x)) + Bias[fˆn,m(x)]2
)
dx
= n−1md/2
∫
S
ψ(x)f(x)dx+m−2
∫
S
b2(x)dx+ o(n−1md/2) + o(m−2). (7.13)
This ends the proof.
Proof of Theorem 5.5. We have already shown that ‖fm − f‖∞ = O(m−1/2) in (7.7). Next, we
want to apply a concentration bound to control ‖fˆn,m − fm‖∞. Let
Ln,m := max
k∈Nd0∩(m−1)S
1
n
n∑
i=1
(
1( k
m
,k+1
m
](Xi)−
∫
( k
m
,k+1
m
]
f(y)dy
)
. (7.14)
By a union bound on k ∈ Nd0 ∩ (m − 1)S (there are at most md such points), and Bernstein’s
inequality (see e.g. Lemma A.1), we have, for all ρ > 0,
P
(
Ln,m > ρm
−1/2αn
)
≤ md · 2 exp
(
− ρ
2n2m−1α2n/2
n · c ·m−1 + 13 · 1 · ρnm−1/2αn
)
≤ md · n−ρ2/(4c),
(7.15)
where the second inequality assumes that m ≤ nlogn , and c ≥ ρ is a Lipschitz constant for f . If
we choose ρ = ρ(c, d) > 0 large enough, then the right-hand side of (7.15) is summable in n and
the Borel-Cantelli lemma implies ‖fˆn,m − fm‖∞ ≤ mdLn,m = O(md−1/2αn) a.s. as n→∞.
9Scheffe´’s lemma can be found for example on page 55 of Williams (1991).
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Proof of Theorem 5.6. By (7.3), the asymptotic normality of n1/2m−d/4(fˆn,m(x)− fm(x)) will
follow if we verify the Lindeberg condition for double arrays: 10 For every ε > 0,
s−2m E
[|Y1,m|21{|Y1,m|>εn1/2sm}] −→ 0, as n→∞, (7.16)
where s2m := E
[|Y1,m|2] and m = m(n)→∞. Clearly, from (7.4),
|Y1,m| ≤ max
k∈Nd0∩(m−1)S
2Pk,m(x) = O(m−d/2), (7.17)
and we also know that sm = m
−3d/4√ψ(x)f(x)(1 + ox(1)) when f is Lipschitz continuous, by
the proof of Theorem 5.2, so
|Yi,m|
n1/2sm
= Ox(n−1/2m−d/2m3d/4) = Ox(n−1/2md/4) −→ 0, (7.18)
whenever n1/2m−d/4 →∞ as m,n→∞.11 Under this condition, (7.16) holds and thus
n1/2m−d/4(fˆn,m(x)− fm(x)) = n1/2m3d/4(1 +O(m−1)) · 1
n
n∑
i=1
Yi,m
D−→ N (0, f(x)ψ(x)).
(7.19)
This completes the proof of Theorem 5.6.
A. Technical lemmas and tools
The first lemma is a standard (but very useful) concentration bound, found for example in
Corollary 2.11 of Boucheron et al. (2013).
Lemma A.1 (Bernstein’s inequality). Let X1, X2, . . . , Xn be a sequence of independent random
variables such that |Xi| ≤ b <∞. Then, for all t > 0,
P
( n∑
i=1
(Xi − E[Xi]) ≥ t
)
≤ 2 exp
(
− t
2/2∑n
i=1 E[X2i ] +
1
3bt
)
. (A.1)
In the second lemma, we estimate sums of powers of multinomial probabilities. This is used
in the proof of Theorem 5.2 and the proof of Theorem 5.4.
Lemma A.2. For every x ∈ Int(S), we have, as r →∞,
rd/2
∑
k∈Nd0∩rS
P 2k,r(x) =
[
(4pi)dx1x2 . . . xd(1− ‖x‖1)
]−1/2
+ ox(1), (A.2)
rd
∑
k∈Nd0∩rS
P 3k,r(x) =
[
(2
√
3pi)dx1x2 . . . xd(1− ‖x‖1)
]−1
+ ox(1). (A.3)
10See e.g. Section 1.9.3. in Serfling (1980).
11The bound on |Y1,m| in the proof of Proposition 1 in Babu et al. (2002) is suboptimal when d = 1, this is
why we get a slightly better rate in (7.18).
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Proof. It is well known that the covariance matrix of the multinomial distribution is rΣx, where
Σx = diag(x)− xx>, see e.g. (Severini, 2005, p.377), and it is also known that
det(Σx) = x1x2 . . . xd (1− ‖x‖1), (A.4)
see e.g. (Tanabe & Sagae, 1992, Theorem 1). Therefore, consider
φΣx(y) :=
1√
(2pi)d det(Σx)
· exp
(
− 1
2
y>Σ−1x y
)
, y ∈ Rd, (A.5)
the density of the multivariate normal N (0,Σx). By a local limit theorem for the multinomial
distribution (see e.g. Lemma 2 in Arenbaev (1976) or Theorem 2.1 in Ouimet (2020b)), we have
rd/2
∑
k∈Nd0∩rS
P 2k,r(x) =
∫
Rd
φ2Σx(y)dy + ox(1)
=
2−d/2√
(2pi)d det(Σx)
∫
Rd
φ 1
2
Σx
(y)dy + ox(1)
=
2−d/2√
(2pi)d det(Σx)
· 1 + ox(1), (A.6)
and
rd
∑
k∈Nd0∩rS
P 3k,r(x) =
∫
Rd
φ3Σx(y)dy + ox(1)
=
3−d/2
(2pi)d det(Σx)
∫
Rd
φ 1
3
Σx
(y)dy + ox(1)
=
3−d/2
(2pi)d det(Σx)
· 1 + ox(1). (A.7)
This ends the proof.
In the third lemma, we estimate another technical sum, needed in proof Theorem 4.2 and
the proof of Theorem 4.5.
Lemma A.3. For i ∈ {1, 2, . . . , d} and r ∈ N, let
Ri,r(x) := r
1/2
∑
k,`∈Nd0∩rS
((ki ∧ `i)/r − xi)Pk,r(x)P`,r(x), x ∈ S. (A.8)
Then,
sup
1≤i≤d
sup
r∈N
sup
x∈S
|Ri,r(x)| ≤ 1, (A.9)
and for every x ∈ Int(S), we have,
Ri,r(x) = −
√
xi(1− xi)
pi
+ ox(1), as r →∞. (A.10)
Proof. By the Cauchy-Schwarz inequality and the identity (6.3), we have
|Ri,r(x)| ≤ 2r1/2
∑
k∈Nd0∩rS
|ki/r − xi|Pk,r(x) ≤ 2r1/2
√ ∑
k∈Nd0∩rS
|ki/r − xi|2Pk,r(x)
≤ 2r1/2 ·
√
r−1xi(1− xi) ≤ 1. (A.11)
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For the second claim, we know that the marginal distributions of the multinomial are binomial,
so if φσ2 denotes the density function of the N (0, σ2) distribution, a standard local limit theorem
for the binomial distribution (see e.g. Prokhorov (1953) or Theorem 2.1 in Ouimet (2020b)) and
integration by parts show that
Ri,r(x) = 2 · xi(1− xi)
∫ ∞
−∞
z
xi(1− xi) φxi(1−xi)(z)
∫ ∞
z
φxi(1−xi)(y)dydz + ox(1)
= 2 · xi(1− xi)
[
0−
∫ ∞
−∞
φ2xi(1−xi)(z)dz
]
+ ox(1)
=
−2xi(1− xi)√
4pixi(1− xi)
∫ ∞
−∞
φ 1
2
xi(1−xi)(z)dz + ox(1)
= −
√
xi(1− xi)
pi
+ ox(1). (A.12)
This ends the proof.
Remark A.4. The proof of (A.10) is much simpler here than the proof of Lemma 2 (iv) in
Leblanc (2012a) (d = 1), where a finely tuned continuity correction from Cressie (1978) was
used to estimate the survival function instead of working with a local limit theorem directly.
There is also a typo in Leblanc’s paper, his function ψ2(x) should be equal to
[x(1− x)/(4pi)]1/2 instead of [x(1− x)/(2pi)]1/2. (A.13)
As a consequence, his function V (x) should be equal to
f(x)[x(1− x)/pi]1/2 instead of f(x)[2x(1− x)/pi]1/2. (A.14)
The same error also affects the statements in Belalia (2016), since some of the proofs relied on
the same estimates.
In the fourth lemma, we prove the integral version of (A.2). This is needed in the proof of
Theorem 5.4.
Lemma A.5 (Ouimet (2018)). We have, as r →∞,
rd/2
∫
S
∑
k∈Nd0∩rS
P 2k,r(x)dx =
2−d
√
pi
Γ(d/2 + 1/2)
+O(r−1) =
∫
S
ψ(x)dx+O(r−1), (A.15)
where recall ψ(x) :=
[
(4pi)dx1x2 . . . xd(1− ‖x‖1)
]−1/2
.
Proof. Throughout the proof, let kd+1 := r − ‖k‖1. We have
∑
k∈Nd0∩rS
∫
S
(Pk,r(x))
2dx =
∑
k∈Nd0∩rS
(
Γ(r + 1)∏d+1
i=1 Γ(ki + 1)
)2 ∫
S
d+1∏
i=1
x2kii dx
=
∑
k∈Nd0∩rS
(
Γ(r + 1)∏d+1
i=1 Γ(ki + 1)
)2 ∏d+1
i=1 Γ(2ki + 1)
Γ(2r + d+ 1)
=
(Γ(r + 1))2
Γ(2r + d+ 1)
∑
k∈Nd0∩rS
d+1∏
i=1
(
2ki
ki
)
. (A.16)
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To obtain the third equality, we used the normalization constant for the Dirichlet distribution.
Now, note that∑
k∈Nd0∩rS
d+1∏
i=1
(
2ki
ki
)
= (−4)r
∑
k∈Nd0∩rS
d+1∏
i=1
1
(−4)r
(
2ki
ki
)
= (−4)r
∑
k∈Nd0∩rS
d+1∏
i=1
(−1/2
ki
)
= (−4)r
(−(d+ 1)/2
r
)
=
(
r + d−12
r
)
4r, (A.17)
where the last three equalities follow, respectively, from (5.37), the Chu-Vandermonde convo-
lution (p. 248), and (5.14) in Graham et al. (1994). By applying (A.17) and the duplication
formula
4y =
2
√
pi Γ(2y)
Γ(y)Γ(y + 1/2)
, y ∈ (0,∞), (A.18)
see (Abramowitz & Stegun, 1964, p.256), in (A.16), we get∫
S
∑
k∈Nd0∩rS
(Pk,r(x))
2dx =
(Γ(r + 1))2
Γ(2r + d+ 1)
· Γ(r + d/2 + 1/2)
Γ(r + 1)Γ(d/2 + 1/2)
· 4r
=
2
√
pi Γ(r + 1)
Γ(d/2 + 1/2)Γ(r + d/2 + 1)
· Γ(r + d/2 + 1/2)Γ(r + d/2 + 1)
2
√
pi Γ(2r + d+ 1)
· 4r
=
2
√
pi Γ(r + 1)
Γ(d/2 + 1/2)Γ(r + d/2 + 1)
· 4
r
4r+d/2+1/2
=
2−d
√
pi Γ(r + 1)
Γ(d/2 + 1/2)Γ(r + d/2 + 1)
=

2−d
√
pi
Γ(d/2+1/2)
∏d/2
i=1(r + i)
−1, if d is even,
2−d
√
pi
Γ(d/2+1/2)
∏d/2+1/2
i=1 (r + d/2 + 1− i)−1 · Γ(r+1)Γ(r+1/2) , if d is odd.
Using the fact that
Γ(r + 1)
r1/2Γ(r + 1/2)
= 1 +
1
8r
+O(r−2), (A.19)
see (Abramowitz & Stegun, 1964, p.257), we obtain
rd/2
∫
S
∑
k∈Nd0∩rS
(Pk,r(x))
2dx =
2−d
√
pi
Γ(d/2 + 1/2)
+O(r−1). (A.20)
On the other hand,∫
S
[
(4pi)dx1x2 . . . xd(1− ‖x‖1)
]−1/2
dx =
1
2dpid/2
∫
S
d+1∏
i=1
x
1/2−1
i dx
=
1
2dpid/2
· (Γ(1/2))
d+1
Γ(d/2 + 1/2)
=
2−d
√
pi
Γ(d/2 + 1/2)
. (A.21)
Together with (A.20), this ends the proof.
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