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Abstract
To build a Bayesian network (BN), one may directly construct a directed acyclic
graph (DAG) based on the causal relationships of the domain variables. However, it
may be necessary in many applications to construct a DAG from the conditional in-
dependencies (CIs) supplied by diﬀerent sources or experts. In this paper we provide an
alternative characterization of the graphical structure of a BN. Based on this charac-
terization, one can easily test whether an arbitrary set of CIs can be faithfully repre-
sented by a DAG.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The Bayesian network (BN) model [13] has been widely used in probabilistic
reasoning [6,8,20]. A BN consists of a graphical component, a directed acyclic
graph (DAG), and a corresponding set of conditional probability tables
(CPTs). The product of these CPTs deﬁnes a joint probability distribution
representing the domain knowledge.
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One of the standard methods to construct a DAG is based on the causal
relationship of the domain variables [3]. Such a DAG encodes the conditional
independencies (CIs) among these variables. Alternatively, one may build a BN
by learning the independency information from observed data [7]. However, in
may applications the input knowledge is a set of CIs which may originate from
many diﬀerent sources or experts. In these situations, it is necessary to con-
struct a DAG directly from the combined independency information.
Verma and Pearl [14,15] proposed an algorithm to test whether or not there
exists a DAG that can faithfully represent a given set of CIs. This algorithm
ﬁrst constructs a partial DAG and then extends it by adapting some rules
consistent with the semi-graphoid axioms [13]. At any point, if the extension
fails, then one can conclude that the input CIs cannot be represented by a
DAG. This method, however, does not explicitly characterize the properties of
the CIs that can be encoded by a DAG.
In this paper, we introduce the notion of hierarchical CIs. In particular, we
demonstrate that a set of hierarchical CIs satisfying certain properties can be
faithfully encoded by a DAG. Our approach is useful for several reasons. We
provide an alternative characterization of the graphical structure of a BN. This
new representation is more eﬃcient for probabilistic inference. By our method,
it is easy to identify oﬀending CIs and remove them if necessary in the con-
struction of the hierarchical structure. It is perhaps worth mentioning that one
can adopt our approach to combine the probabilistic knowledge in a multi-
agent system [4,16,17,21].
This paper is organized as follows. We include a brief review of basic con-
cepts about probabilistic networks in Section 2. Section 3 introduces the notion
of hierarchical set of CIs. In Section 4, we discuss how to characterizing those
CIs with the same context that can be faithfully represented by an acyclic
hypergraph. Section 5 suggests a way to characterize a set of CI that can be
faithfully represented by a DAG.
2. Background knowledge
Here we brieﬂy review some pertinent notions of probabilistic networks
including BNs and acyclic hypergraphs.
2.1. Bayesian networks
Let U be a set of domain variables. We say that Y and Z are conditionally
independent of X with respect to a JPD PðUÞ, if P ðY jXZÞ ¼ P ðY jX Þ, where X ,
Y , Z are disjoint subsets of U . This conditional independence statement (CI) can
be conveniently represented by a triplet: IðY ;X ; ZÞ. We refer to X as the key of
IðY ;X ; ZÞ.
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A CI I is logically implied by a set G of CIs, if it can be inferred from G by
applying the semi-graphoid axioms [13]:
• symmetry: If IðY ;X ; ZÞ, then IðZ;X ; Y Þ;
• decomposition: If IðY ;X ; ZW Þ, then IðY ;X ;ZÞ and IðY ;X ;W Þ;
• weak union: If IðY ;X ; ZW Þ, then IðY ;XW ; ZÞ;
• contraction: If IðY ;X ; ZÞ and IðY ;XZ;W Þ, then IðY ;X ; ZW Þ.
A set G of CIs is logically equivalent to another set G0 of CIs, if any CI in G0
is logically implied by G and vice versa. We say G0 is a cover of G0, or G a cover
of G0.
A BN [13,5] deﬁnes a DAG, whose graphical structure encodes a set of CIs.
Each variable is associated with a CPT. A Bayesian JPD is deﬁned by the
product of those CPTs, namely:
P ðUÞ ¼
Yn
i¼1
P ðAijPaðAiÞÞ;
where PaðAiÞ are parents of the variable Ai.
Suppose we choose the topological ordering A1;A2; . . . ;An. The causal input
list (CIL) with respect to this ordering is given by the following set of CIs:
CIL ¼ fIðAi;PaðAiÞ;A1A2   Ai1  PaðAiÞÞ; 16 i6 ng:
2.2. Acyclic hypergraphs
A hypergraph hH;Ui denotes a family of subsets of U , namely:
hH;Ui ¼ fh1; h2; . . . ; hng;
where hi  U is called a hyperedge of hH;Ui, and U ¼ h1 [ h2 [    [ hn.
We use H to denote the hypergraph hH;Ui if no confusion arises. We say U
is the context of H, written CTðHÞ ¼ U . A hypergraph H0 is a hypergraph
cover of H if each hyperedge of H0 is a union of some hyperedges of H.
A hypergraph H is called acyclic [1], if there exists a hypertree construction
ordering, h1; h2; . . . ; hn of H, such that, for 26 i6 n,
si ¼ hi \ ðh1h2    hi1Þ  hj; 16 j6 i 1;
where h1h2    hi1 denotes the union of the hyperedges h1; h2; . . . ; hi1. For
i ¼ 1, let s1 ¼ h1 \ / ¼ /. We refer to si as the separator of the hyperedge hi.
The set of all separators, denoted by S, is called the separation set. In fact,
the separation set is independent of the hypertree construction ordering, i.e., S
is the same for any hypertree construction ordering of a given hypergraph
[1].
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Let Ci1;Ci2; . . . ;Cik denote the connected components [1] when the separator
si is deleted from H. Suppose one maps each connected component Cij to the
CI IðCij; si;U  Cij  siÞ. Let IðsiÞ be deﬁned by:
IðsiÞ ¼ fIðCij; si;U  Cij  siÞ; 26 j6 kg:
Then the acyclic hypergraph H is a perfect map of the following set GH of CIs
[18]:
GH ¼ Iðs2Þ [Iðs3Þ [    [IðsnÞ: ð1Þ
That is, any CIs logically implied by GH using the semi-graphoid axioms can be
graphically inferred from H by u-separation [2] and vice versa.
If we choose a hypertree construction ordering, say,H ¼ fh1; h2; . . . ; hng, the
JPD PðUÞ can be expressed according to the chain rule as:
P ðUÞ ¼ P ðh1ÞP ðr2jh1ÞPðr3jh1h2Þ    P ðrnjh1h2    hn1Þ; ð2Þ
where hi ¼ ri [ si and ri \ si ¼ /, for 26 i6 n, as shown in Fig. 1.
Note that with respect to the separator si, there exists a connected compo-
nent Cij ¼ h1h2    hi1  si. Since ri  U  Cij  si, by the decomposition
axiom, IðCij; si;U  Cij  siÞ ¼ Iðh1h2    hi1  si; si;U  Cij  siÞ, which im-
plies Iðh1h2    hi1  si; si; riÞ. Let
G0 ¼ fIðh1h2    hi1  si; si; riÞ; 26 i6 ng
¼ Iðh1f  s2; s2; r2Þ; Iðh1h2  s3; s3; r3Þ; . . . ; Iðh1h2    hn1  sn; sn; rnÞg:
By the contraction axiom, G0 is a cover of GH. Based on the CIs in G0, we
obtain:
P ðr2jh1Þ ¼ P ðr2jðh1  s2Þs2Þ ¼ P ðr2js2Þ;
P ðr3jh1h2Þ ¼ P ðr3jðh1h2  s3Þs3Þ ¼ P ðr3js3Þ;
      ;
P ðrnjh1h2    hn1Þ ¼ P ðrnjðh1h2    hn1  snÞs3Þ ¼ P ðrnjsnÞ:
ð3Þ
By using Eq. (3), the JPD P ðUÞ in Eq. (2) can be expressed as:
i
ri
h
i-1
is
h
H
Fig. 1. A hypertree construction ordering of H. Dashed circles represent other hyperedges in H.
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P ðUÞ ¼ P ðh1ÞP ðr2js2ÞP ðr3js3Þ    PðrnjsnÞ:
Note that this is a Bayesian JPD. We say that GH can be successfully applied to
the JPD P ðUÞ.
Example 1. Consider the acyclic hypergraph H in Fig. 2. Let h1; h2; h3; h4 be
a hypertree construction ordering of H. In this example, we have GH ¼
Iðs2Þ [Iðs3Þ [Iðs4Þ, where
Iðs2Þ ¼ IðCÞ ¼ fIðA;C;BDEF Þg;
Iðs3Þ ¼ IðDEÞ ¼ fIðAC;DE;BF Þ; IðB;DE;ACF Þ; IðF ;DE;ABCÞg;
Iðs4Þ ¼ IðEÞ ¼ fIðABCD;E; F Þg:
According to the chain rule,
P ðUÞ ¼ P ðACÞP ðDEjACÞP ðBjACDEÞP ðF jABCDEÞ: ð4Þ
The cover G0 of GH is:
G0 ¼ IðA;C;DEÞ; IðAC;DE;BÞ; IðABCD;E; F Þf g:
From the CIs in G0, we obtain:
P ðDEjACÞ ¼ P ðDEjCÞ;
P ðBjACDEÞ ¼ P ðBjDEÞ;
P ðF jABCDEÞ ¼ P ðF jEÞ:
ð5Þ
By Eq. (5), it follows from Eq. (4):
P ðUÞ ¼ P ðCÞP ðAjCÞP ðDEjCÞPðBjDEÞP ðF jEÞ:
3. Hierarchical conditional independencies
In this section, we want to introduce the notion of a hierarchical structure
which is satisﬁed by a set of CIs.
C
A
F
H
B
E
D
4h
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h1
h
3
Fig. 2. An acyclic hypergraph.
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We ﬁrst deﬁne a tree hierarchy of hypergraphs. Let H denotes a family of
hypergraphs,
H ¼ fH0;H1; . . . ;Hng: ð6Þ
We call Hj a descendant ofHi, if CTðHjÞ  CTðHiÞ, 06 i; j6 n. A hypergraph
Hj is a child of Hi, if Hj is a descendant of Hi and there is no hypergraph Hk in
H such that CTðHjÞ  CTðHkÞ  CTðHiÞ. If Hj is a child of Hi, we say Hi is
a parent of Hj.
Deﬁnition 1. We say H is a tree hierarchy, if it satisﬁes the following condi-
tions:
(1) There exists a root H0 such that for any hypergraph Hj in H,
CTðHjÞ  CTðH0Þ, 16 j6 n.
(2) If Hj is the child of Hi, then there exists a hyperedge h of Hi such that
CTðHjÞ  h.
(3) If Hj and Hk are two children of Hi and CTðHjÞ  hj, CTðHkÞ  hk,
where hj and hk are two hyperedges of Hi, then j 6¼ k.
Let Hp be the parent of Hc in the tree hierarchyH. The hyperedge h in Hp is
reﬁnable, if CTðHcÞ  h. A hyperedge without any child is said to be non-
reﬁnable.
Now we use the concepts of a tree hierarchy of hypergraphs to deﬁne the
notion of a hierarchical set of CIs.
We have mentioned in Section 2.2 that an acyclic hypergraph H is a perfect
map of the set GH of CIs. If all the hypergraphs in the tree hierarchy H are
acyclic, then
G ¼ GH0 [ GH1 [    [ GHn ð7Þ
is faithfully represented byH. That is,H is a perfect map of G. We call G or
any of its cover G0 a hierarchical set of CIs. We will refer to a hierarchical set of
CIs as a HCI.
Example 2. Consider the tree hierarchyH ¼ fH0;H1;H2g as shown in Fig. 3,
where
H0 ¼ fh01; h02; h03g ¼ fABC;BCDE;DEF g;
H1 ¼ fh11; h12g ¼ fAB;ACg;
H2 ¼ fh21; h22g ¼ fDF ;EF g:
Note thatH0 is the parent ofH1 andH2, and h01 and h03 inH0 are reﬁnable, but
h02 is non-reﬁnable.
Since every hypergraph in H is acyclic, we have G ¼ GH0 [ GH1 [ GH2 ,
where
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GH0 ¼ fIðA;BC;DEF Þ; IðABC;DE; F Þg;
GH1 ¼ fIðB;A;CÞg;
GH2 ¼ fIðD; F ;EÞg:
4. Conditional independencies with the same context
One of the objectives of this paper is to characterize those CIs that can be
faithfully represented by a DAG. Before we can do that, let us consider how to
characterizing those CIs with the same context that can be faithfully repre-
sented by an acyclic hypergraph.
A set of CIs with the same context can be conveniently characterized by
introducing the following notion of dependency basis.
Deﬁnition 2. Let G be a set of CIs with context U . Consider any subset X  U .
There is a partition of U  X , and IðY ;X ;U  XY Þ holds if and only if Y is the
union of some sets in this partition. This partition is called the dependency basis
of X , written,
DepðX Þ ¼ fW1;W2; . . . ;Wng;
we refer to Wi as the dependent of X , for 16 i6 n.
We outline the procedure for computing DepðX Þ as follows:
1. Find the set T of all sets Y and W such that IðY ;X ;W Þ in G where X 0  X ,
and also add A to T for A 2 X .
2. For Ti; Tj 2T, if Ti \ Tj 6¼ /, then reﬁne T by replacing Ti and Tj in T by
Ti \ Tj, Ti  ðTi \ TjÞ, and Tj  ðTi \ TjÞ.
h12 h22
2111h
03
h
H
(b)(a)
2H 0
1
H
h
E
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h02
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B   
D 
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A
Fig. 3. The tree hierarchy of a HCI G given in Example 5.
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3. For any CI IðZ; V ;U  VZÞ in G, if V  T1T2    Tk, then add Z  T ¼ Z
T1T2    Tk to T, if Z  T is not equal to the union of some sets in T. Then
use Z  T to reﬁne T as in step 2. If no CI in G can be used to change T,
stop.
4. We obtain DepðX Þ ¼T fA1;A2; . . . ;Ang, where X ¼ A1A2   An.
A more detailed discussion for constructing the dependency basis can be
found in [11,18].
Example 3. Consider the following input set of CIs with context U ¼
ABCDE:
G ¼ fIðACD;E;BÞ; IðB;EA;CDÞ; IðC;EAB;DÞg:
For example, to compute DepðEAÞ, ﬁrst determine T ¼ fACD;B;E;Ag. By
step 2, T is reﬁned and we obtain T ¼ fE;A;B;CDg. Consider the CI
IðC;EAB;DÞ in G. Let T ¼ EAB. Since Z ¼ C, Z  T ¼ C  EAB ¼ C. As C is
not equal to the union of some sets ofT, add C toT. By reﬁningT, we obtain
T ¼ fE;A;B;C;Dg. The procedure stops because no further change can be
made to T by any CI in G. Hence, DepðEAÞ ¼T fE;Ag ¼ fB;C;Dg.
Now let us consider the characterization of a set G of CIs with the same
context in terms of the dependency basis.
We say a CI IðV1;X ; V2Þ in G splits a key Y , if Y \ V1 6¼ / and Y \ V2 6¼ /.
We say a set G of CIs with the same context is conﬂict-free [10,12], if
(1) No CI in G splits any key.
(2) DepðX Þ \DepðY Þ  DepðX \ Y Þ, where X , Y are keys of G.
It is perhaps worth mentioning that in some situations one may have to
remove redundancy in some keys before testing the conﬂict-free conditions
[9,12,19].
Example 4. Consider the given set G of CIs in Example 3. The dependent basis
for the keys E, EAB, and EC are:
DepðEÞ ¼ fACD;Bg;
DepðEAÞ ¼ fB;C;Dg;
DepðEABÞ ¼ fC;Dg:
Here the key EAB is split by the CI IðACD;E;BÞ. That is, the ﬁrst condition of
conﬂict-free is violated. However, if one removes the redundant key EAB, one
obtains a cover G0 of G:
G0 ¼ fIðACD;E;BÞ; IðBD;EA;CÞg:
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Thus, G0 is conﬂict-free although the original set G is not. The acyclic hyper-
graph in Fig. 4 is a perfect map of G0.
In summary, a conﬂict-free set G of CIs with the same context can be
faithfully represented by an acyclic hypergraph [1,10]. The conﬂict-free prop-
erty enables us to detect oﬀending CIs that cannot be encoded by an acyclic
hypergraph. If oﬀending CIs are detected, we have to rely on the domain expert
to resolve these conﬂicts.
5. Characterization of a Bayesian network
We ﬁrst consider a special tree hierarchy H, referred to as an opposite tri-
angle structure (OTS).
Without loss of generality, we consider the tree hierarchy in Fig. 3. Let h01,
h02, h03 be a hypertree construction ordering of H0. The separators s2 and s3 are
deﬁned by:
s2 ¼ h02 \ h01 ¼ ABC \ BCDE ¼ BC;
s3 ¼ h03 \ ðh01h02Þ ¼ DEF \ ðABC [ BCDEÞ ¼ DE:
Note that the hyperedge CTðH2Þ  h03, but there does not exist a hyperedge in
child H2 containing the separator s3 ¼ DE of h03.
Suppose we consider another hypertree construction ordering h03, h02, h01.
The separators are:
s02 ¼ h02 \ h03 ¼ BCDE \ DEF ¼ DE;
s03 ¼ h01 \ ðh03h02Þ ¼ ABC \ ðDEF [ BCDEÞ ¼ BC:
Likewise, there does not exist an hyperedge in child H1 containing the sepa-
rator s03 ¼ BC of h01.
In fact, there does not exist any hypertree construction ordering for the
hypergraph Hi, such that the separator of every reﬁnable hyperedge h in Hi is
C
B
E
H
D
A
Fig. 4. The acyclic hypergraph faithfully represents the set of CIs given in Example 3.
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contained by one of its childHj with respect to h, i.e., CTðHjÞ  h. We call this
tree hierarchy H in Fig. 3 the OTS.
In what follows, we will demonstrate that any HCI without the OTS can be
faithfully represented by a DAG.
Lemma 1. A HCI deﬁned by a tree hierarchyH can be faithfully represented by a
DAG, if there exists no OTS in H.
Proof.We can prove the above claim if we can show that all the CIs in the HCI
can be successfully applied to construct a Bayesian JPD. LetH ¼ fH0;H1; . . . ;
Hmg be a tree hierarchy deﬁning a HCI:
G ¼ GH0 [   GHj [    [ GHm :
Since the root H0 ¼ fh1; h2; . . . ; hng as shown in Fig. 5(a) is an acyclic hyper-
graph, we can ﬁrst apply GH0 as demonstrated in Section 2.2 to construct the
following Bayesian JPD:
P ðUÞ ¼ P ðh1ÞP ðr2js2Þ    Pðrijsi    P ðrnjsnÞ: ð8Þ
Suppose the hyperedge hi of the root H0 is reﬁnable. Let Hj ¼ fh01; h02; . . . ; h0kg,
16 j6 k, is a child of H0 such that CTðHjÞ  hi as shown in Fig. 5(b).
Now we want to apply GHj to PðrijsiÞ. By assumption thatH has no OTS,
there exists a hyperedge h01 in Hj containing the separator si. By the chain rule,
we can express P ðhiÞ as:
P ðhiÞ ¼ P ðh01ÞP ðr02jh01Þ    P ðr0kjh01h02    h0k1Þ:
s
ir
i-1
(a) (b)
h
h
i
h’1
sii
j0H H
Fig. 5. The tree hierarchy of a HCI G without OTS. Part (a) is the root H0 of G. Part (b) is a child
Hj of H0, where CTðHjÞ  hi, si  h01. Dashed circle represents other hyperedges in the hyper-
graphs.
230 S.K.M. Wong, T. Lin / Internat. J. Approx. Reason. 33 (2003) 221–234
By applying GHj to P ðhiÞ, we obtain:
P ðhiÞ ¼ P ðh01ÞP ðr02js02Þ    P ðr0kjs0k1Þ:
Since by assumption, si  h01, it follows:
P ðrijsiÞ ¼ PðhiÞP ðsiÞ ¼
Pðh01Þ
P ðsiÞ P ðr
0
2js02Þ    Pðr0kjs0k1Þ
¼ Pðh01  sijsiÞP ðr02js02Þ    Pðr0kjs0k1Þ: ð9Þ
Substituting Eq. (9) into (8), we have the following Bayesian JPD:
P ðUÞ ¼ P ðr1js1Þ    P ðri1jsi1ÞP ðh0  sijsiÞP ðr02js02Þ
   Pðr0mjs0mÞPðriþ1jsiþ1Þ    P ðrnjsnÞ: ð10Þ
This means that GHj has been successfully applied to the JPD deﬁned by Eq.
(8). The above procedure can be applied recursively to all the hyperedges in the
tree hierarchyH. Thus, we can claim all CIs in G can be successfully applied to
obtain a Bayesian JPD. 
Lemma 2. Any CIL of a Bayesian JPD is a HCI without any OTS.
Proof. Consider a Bayesian JPD
P ðUÞ ¼
Yn
i¼1
P ðAijPaðAiÞÞ:
Suppose we choose the topological ordering A1;A2; . . . ;An. The CIL with re-
spect to this ordering can be written as:
CIL ¼ fIðAi;PaðAiÞ;A1A2   Ai1  PaðAiÞÞ; 16 i6 ng:
For each CI in CIL, it can be faithfully represented by an acyclic hypergraph:
Hi ¼ fhi1; hi2g ¼ fAi [ PaðAiÞ;A1A2   Ai1g;
where CTðHiÞ ¼ A1A2   Ai  hi1;1 for 16 i6 n. Thus, Hi1 is a child of Hi.
Therefore,
H ¼ fH1;H2; . . . ;Hng
forms a tree hierarchy which is a perfect map of CIL. It follows that CIL is a
HCI.
Assume the hyperedge hi1 of every acyclic hypergraph Hi1 is reﬁnable. By
deﬁnition, the separator si1 of hi1 is empty. It means that this separator is
trivially contained by any hyperedge of its child Hi1. Furthermore, there exists
no other reﬁnable hyperedge in Hi1. Hence, CIL has no OTS. .
Let us summarize the results in the following theorem.
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Theorem 1. A HCI deﬁned by a tree hierarchyH can be faithfully represented by
a DAG if and only if there exist no OTS in H.
Example 5. Consider the tree hierarchy H ¼ fH0;H1;H2g as shown in Fig.
6(a). The hypertree construction ordering for H0, H1, and H2 are fh01; h02; h03g,
fh11; h12g, and fh21; h22; h23g, respectively. In this example,H has no OTS. The
corresponding HCI is deﬁned by G ¼ G0 [ G1 [ G2, where
GH0 ¼ fIðA;BC;DEF Þ; IðF ;DE;ABCÞg;
GH1 ¼ fIðB;A;CÞg;
GH2 ¼ fIðD;B;CEÞ; IðE;C;BDÞg:
We can ﬁrst apply GH0 to construct the following Bayesian JPD:
P ðABCDEF Þ ¼ P ðABCÞP ðDEjBCÞP ðF jDEÞ: ð11Þ
The hyperedge h02 of the rootH0 is reﬁnable, and CTðH2Þ  h02. Applying GH2
to P ðh02Þ ¼ P ðBCDEÞ, it follows:
P ðBCDEÞ ¼ P ðBCÞP ðDjBÞP ðCjBÞ:
Since s02 ¼ BC  h11 ¼ BC,
P ðDEjBCÞ ¼ P ðBCDEÞ
P ðBCÞ ¼
P ðBCÞ
P ðBCÞ P ðDjBÞP ðCjBÞ
¼ P ðDjBÞP ðCjBÞ: ð12Þ
Substituting Eq. (12) into (11), we have:
P ðABCDEF Þ ¼ P ðABCÞP ðDjBÞP ðCjBÞP ðF jDEÞ:
DE
B
F
A
B C
ED
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F
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(a) (b)
H
h21
h22
1
h11 h12
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02
h03
0
h
23
H
2
h01
Fig. 6. A tree hierarchy of a HCI without OTS and its corresponding DAG.
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The same procedure can be used to apply GH1 . The ﬁnal Bayesian JPD is given
by:
P ðABCDEF Þ ¼ P ðAÞPðBjAÞP ðCjAÞP ðDjBÞP ðCjBÞP ðF jDEÞ:
The DAG of this JPD is shown in Fig. 6(b).
6. Conclusion
In this paper, we have succeeded in characterizing those CIs that can be
faithfully represented by a Bayesian DAG. This characterization is useful be-
cause we can now construct a Bayesian DAG for a set of CIs, if certain con-
ditions are satisﬁed.
In our approach, we ﬁrst partition the CIs according to their contexts. we
then construct an acyclic hypergraph for those CIs with the same context in
terms of the dependency basis. In the next step, we check if the acyclic hy-
pergraphs resulted from the previous step can be arranged into a tree hierarchy
without OTS. In the last step, we construct the Bayesian JPD. It is important to
note that in our approach, we can detect the oﬀending CIs during our con-
struction. Therefore, we can remove them is necessary depending on the de-
cisions of the domain experts. Another advantage of our method is that we can
use the same technique to construct a common BN in a probabilistic multi-
agent system.
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