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Abstract
We continue Part I of this paper. Here, in Part III, comparison principles are proved for nonsmooth
sub and super solutions (with nonsmooth Cauchy data) of semilinear hyperbolic PDE in compact
regular domains of R+ ×R+ when n 3, and existence of a nonsmooth solution to the nonsmooth
Cauchy problem is proved by a Perron-like method.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
This is the continuation of Part II of this paper. In Part I we proved a maximum-like
principle forC2 solutions of the standard wave equation in a compact regular domain—one
that contains all backward characteristic cones with vertices in its interior—with smooth
Cauchy data. We also defined a notion of nonsmooth Cauchy data and nonsmooth super
(sub) solutions of that problem for semilinear hyperbolic PDE. In Part II we proved a
comparison principle for nonsmooth sub and super solutions of the nonsmooth Cauchy
problem.
Here, in Part III of this paper, for space dimension of the regular domain bigger than
or equal to three, we prove a prove an algebraic difference criterion for a function to be a
nonsmooth sub (super) solution of the nonsmooth Cauchy problem, and demonstrate the
method of Perron in this context. If the Cauchy data is smooth, the nonsmooth Cauchy
data is the usual smooth Cauchy data, and if the nonsmooth sub (super) solution is actually
smooth, it is a classical sub (super) solution. For simplicity of exposition, we restrict the
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three. The even dimensional theorem will follow as usual by the method of dimensional
reduction.
All notation is the same as that of Part I and Part II [6,7].
2. A difference criterion for P -subsolutions
In this section—to facilitate our proof of the Perron process late in this paper—we
introduce and prove an algebraic criterion for a real valued function on D to be a P -
subsolution on D. To state this criterion we need two definitions:
Definition 1 (t-diameter). Let D ⊂R+ ×Rn be a compact regular domain. We define:
dt (D) := sup
∀p, q ∈D
π2(p)= π2(q)
[
π1(p)− π1(q)
]
, (1)
where π1 is the projection of R+ ×Rn →R+.
Definition 2 (T -limited). Let D ⊂ R+ × Rn be a regular domain. Let dt (D)  T  T,
where T is the constant in 2 of Part II.
We now state our difference criterion.
Theorem 3 (Difference criterion for P -subsolutions). Let D ⊂ R+ × Rn (where n 3 is
odd) and let D be a T -limited, compact regular domain for Λ.
Let L be the semilinear operator of 24 of [6] and let £− be the associated limit operator
from 24 of [6]. Let ε > 0.
From now until the end of this paper we require on L the additional condition that f be
C2 with f ′ and f ′′ nonnegative and monotone increasing and g ∈C6+ε(D).
Suppose that there exists a C2-strict supersolution in D of L(•)  0, denoted by v#,
such that L(v#) > 0 in D, with classical Cauchy data (or equivalently P -Cauchy data)
(Ψ1,Ψ2) on Base(D), and with v# ∈ C6+ε(D).
Let u :D → R be a bounded lower semicontinuous function with P -Cauchy data
(Ψ1,Ψ2) on Base(D). Let ‖u‖∞  c1. Then, u is a P -subsolution of £−(u)(X)  0 on
D if ϕ(p) − u(p)  0, ∀p ∈ D0, for all C2 functions ϕ :D→ R, with classical Cauchy
data (Ψ1,Ψ2) such that ϕ is a supersolution of L(ϕ) 0.
Proof. (⇒) Let q ∈D0. Suppose that u is a P -subsolution of £−(u) 0 in D. Apply 2 of
Part II and 4 of Part II to u and ϕ (noting that £+(ϕ)= L(ϕ) 0. Note that u and ϕ have
the same P -Cauchy data on Base(D).)
We obtain ϕ(q)− u(q) 0. Let z ∈ Base(D), then ϕ(z)= Ψ1(z)= u(z), and so, once
again we have that ϕ(z)− u(z) 0.
(⇐) If not, there exists Y0 ∈D with (£−(u))(Y0)= C2 > 0. In order to handle the three
cases where Y0 ∈ D0, Y0 ∈ Base(D), and Y0 ∈ ∂(D) − Base(D) all at once, we slightly
abuse notation and write BR(Y0) to denote either the open ball of radius R centered at Y0
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the last two cases. We hope this will cause the reader no confusion.
Let εˆ > 0. Let ρ > 0. Choose fρ,εˆ(X) that satisfies
fρ,εˆ(X) :=
{
u(X), if X ∈ Bcρ(Y0),
fc,ρ,εˆ(X), if X ∈ Bρ(Y0),
(2)
where fc,ρ,εˆ is continuous in Bρ(Y0), u(X) fc,ρ,εˆ(X) ∀X ∈ Bρ(Y0), and where (approx-
imation inequality one)∫
Bρ(Y0)
(u− fc,ρ,εˆ) dX < εˆ100 .
At no loss of generality we choose infD(fc,ρ,εˆ) > −C22 > −∞, with C2 independent
of εˆ, but dependent on ‖u‖L∞ .
Approximation inequality one is justified since u is lower semicontinuous on D and
hence on Bρ(Y0). By the Riesz definition of the Lebesgue integral (see [3, pp. 88–91], in
particular line 16 of p. 90 (in Hayman’s notation)), we see that for any ε > 0, ρ1 > 0, any
lower semicontinuous function h1 on Bρ1 there is a continuous function h2 on Bρ1 such
that h1  h2 and∫
Bρ1
(h1 − h2) dX < ε.
Note that approximation inequality one implies, for all σ > 0, and all points Y ∈Bρ(Y0)
(∀p ∈ [1,∞])∥∥(u− fρ,εˆ)σ (Y )∥∥Lp  ‖u− fρ,εˆ‖Lp ‖ u− fρ,εˆ ‖Lp(Bρ(Y0)) .
Here, we have used Corollary 1.5 of [2, p. 98] and the fact that u − fρ,εˆ = 0 outside of
Bρ(Y0). Since u− fc,ρ,εˆ is nonnegative, we have (1 <p <∞) (approximation inequality
two)
‖u− fρ,εˆ‖Lp(Rn+1) = ‖u− fc,ρ,εˆ‖Lp(Bρ(Y0))  c
(‖u‖∞)
(
εˆ
100
)1/p
,
with c continuous and bounded.
Now, choose σ1, with 0 < σ1 < ρ1 and with σ1 small enough that (approximation in-
equality three)∣∣fρ1,εˆ(Y )− (fρ1,εˆ)σ (Y )∣∣< εˆ100 , ∀Y ∈Bρ1/2(Y0), ∀σ, 0 < σ < σ1.
(Note that fρ1,εˆ is continuous, hence uniformly continuous on Bρ1/2(Y0), and fρ1,εˆ is
bounded and integrable on the domainD.) Once again recall that we have replaced fρ1,εˆ by
its extension with compact support defined in R×Rn. Thus approximation inequality three
obtains by the argument of [4, p. 48], which implies that (fρ1,εˆ)σ
µ→ fρ1,εˆ on Bρ1/2(Y0).
By the definition (see 24 of [6]) of what it means for £−(u)(Y0) = C2 > 0, ∃Y1 ∈
Bρ1/4(Y0), ∃σ2, 0 < σ2 < σ1/2, such that Y1 = Y0 and L(uσ2)(Y1) C2 > 0.
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BR1/2(Y1) we have L(uσ2)(Y ) >
1
2C
2 > 0.
Now let
P :=
{
Y1, if Y1 /∈ ∂D,
Y˜1, if Y1 ∈ ∂D, (3)
where Y˜ is fixed in BR1/2(Y1)∩D0, Y˜1 /∈ Y1 when Y1 ∈ ∂D.
Note that there exists a nonnegativeR2 such that BR2/2(P )⊂⊂ BR1/2(Y1) and
L
(
uσ2(Y )
)
>
1
4
C2 > 0, if Y ∈ BR2/2(P ).
We will now construct a C2-function ϕ :D→ R such that £−(ϕ) < 0 everywhere in D,
ϕ has classical Cauchy data (Ψ1,Ψ2) and ϕ(X0)− u(X0) < 0 ∃X0 ∈D0. This function ϕ
will provide the necessary contradiction to establish the theorem. (In fact, it will follow
from our construction that X0 = P .) We construct the function ϕ by successive extensions
in several steps.
Step 1 (Construction of ϕ in a ball about P ).
We define
ϕ := {uσ2(X), X ∈ BR2/2(P )}. (4)
Note that uσ2 is C∞(BR2/2(P )).
Step 2 (Extension of ϕ to the whole backward characteristic cone KP0 ).
Let tˆ be the unique time for which ∂BR1(P ) ∩KP0 = ∅. We now extend the definition
of ϕ to the whole characteristic cone KP0 . We do this by “filling it in” with the solution of
a boundary value problem for a 6th order partial differential equation in x and t variables
where this solution is chosen to match ϕ to the first 2 derivatives of v# at t = 0.
We do this now.
Consider the operator of order 6; Let α > 0.
Ξ(w) := −(∆3t w)2 + αL(w),
where w :KP0,tˆ → R. Here,
∆t(•) := ∂
2(•)
∂t2
+
n∑
i=1
∂2(•)
∂x2i
.
(Note that the calculations in 3 of [6] express ∆t on K0,tˆ . We do not explicitly do this
here.) Let η :D→ R be a C∞ strictly positive function.
We solve:
Ξ(w)= η in KP0,tˆ
subject to (for all (tˆ , x) ∈KP0,tˆ )
w(tˆ , x)= uσ2(tˆ, x),
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∂xα
∣∣∣∣
(tˆ,x)
= ∂uσ2
∂xα
∣∣∣∣
(tˆ,x)
, α = 0,1,2, . . . , n,
∂2w
∂xα∂xβ
∣∣∣∣
(tˆ,x)
= ∂
2uσ2
∂xα∂xβ
∣∣∣∣
(tˆ,x)
, α,β = 0,1,2, . . . , n, (5)
and also (for all (0, x) ∈KP0,tˆ )
w(0, x)= v#(0, x),
∂w
∂xα
(0, x)= ∂v
#
∂xα
(0, x), α = 0,1, . . . , n,
∂2w
∂xα∂xβ
(0, x)= ∂
2v#
∂xα∂xβ
(0, x), α,β = 0,1, . . . , n. (6)
Remark 1. These derivatives are not just along directions in the cone, in the same manner
as we can specify normal derivative data for a boundary value problem for a fourth of
higher order elliptic partial differential equation on the boundary of a domain.
We require our operator Ξ to be order 6 so that we can match boundary data up to 2
derivatives with the given boundary functions.
Remark 2. To solve this IVP we note successively (always with the same boundary values
to order 2 as in the original BVP):
(1) Dropping the αL(w) term, and taking the positive square root of the differential
equation, we have a well behaved elliptic BVP from C6+ε × ∂value(C6+ε) → Cε with
Schauder estimates. Let w1 be the solution to this BVP.
(2) Linearizing the original BVP at w1 and dropping the α-term, we have a well behaved
elliptic linear BVP with Schauder estimates. Let w2 be the solution of this problem.
(3) Replacing the α-term in (2), we have perturbed the problem of (2) by a small norm
perturbation (as α ↓ 0) (here we have used the that f is C2, that f ′ and f ′′ are positive
and monotone increasing, and that g is in C6+ε) and using the formula for the inverse of
a small linear perturbation of a linear operator in Banach spaces, we again have a well
behaved linear elliptic BVP with good Schauder estimates. Let w3 be the solution of this
problem.
(4) We now apply the Banach space inverse function theorem of the original problem
(with the linearization at w3) and note that by Corollary 2.5.6 of [8], we have bounds on
the size of the balls in the domain and co-domain, as well as a bound on the norm of the
inverse of the original BVP in these neighborhoods. Thus noting that αL has a small norm
for small α, and the estimates only improve if we take α smaller, we see that the original
BVP has a solution in C6+ε . We have
‖w‖C6+ε  C
[(‖uσ2‖C6+ε + ‖v#‖C6+ε + ‖η‖Cε + ‖g‖Cε )]+ γ (α),
with γ (α) ↓ 0, as α ↓ 0.
Choose such a solution w as our extension of ϕ to the cone KP .0,tˆ
562 P. Smith / J. Math. Anal. Appl. 283 (2003) 557–569Note, by the definition of Ξ , we have
L(w) 1
α
[
(Λ3w)2 + η(X)]
KP0,tˆ
> 0,
and note that
L(ϕ)= L(w)= L(v#) > 0 on base KP0,tˆ .
We have extended ϕ to the whole cone KP0 . Note that this extension has the required
classical Cauchy data on Base(KP0 ).
Step 3 (Extension of ϕ to the whole solid cone SKP0 ).
Once again we create this extension by solving a boundary value problem for the above
elliptic operator Ξ , this time matching ϕ on the cone KP0 up to order 2 and matching v
#
on the base to order 2. (One may smooth the corners of the cone slightly by a small smooth
diffeomorphism of D, and this introduces a tiny change in the solution of the BVP, if one
is concerned about the “corners.”)
That is, we solve Ξ(w)= η, on the interior of the solid cone SKP0 , matching ϕ on the
cone KP0 up to order 2, and matching v
# on Base(SKP0 ) to order 2. Note that L(w) > 0
inside (and on) the solid cone SKP0 , and w is C2 on its support, and w has the required
classical Cauchy data on Base(SKP0 ). Also note that L(w) > 0 on Base(SK
P
0 ) because
L(v#) > 0 on Base(SKP0 ) and w = v# to order 2 on Base(SKP0 ). We define ϕ := w to
be the extension of ϕ (as previously defined by Step 2 on the cone KP0 ) to the solid cone
SKP0 .
Thus, we have that the extension of ϕ to the solid cone SKP0 satisfies
L(ϕ) > 0 on SKP0 , ϕ ∈C2
(
SKP0
)
,
and ϕ has classical Cauchy data (Ψ1,Ψ2) on Base(SKP0 )⊂ Base(D).
Step 4 (Extension of ϕ to D − SKP0 ).
Once again, we do this by solvingΞ(w)= η onD−SKP0 , matchingw to ϕ on ∂SKP0 −
Base(SKP0 ) to order 2, and matching w to v
# on ∂(D− SKP0 )− [∂SKP0 −Base(SKP0 )].
As before, we can see that the extension of ϕ which we now denote by ϕˆ, is C2 on its
support, has the required classical (or P -Cauchy because of the smoothness of ϕˆ) Cauchy
data on Base(D), and satisfies L(ϕˆ) > 0 on D. (Since L(v#) > α2 > 0 for some positive α,
and v# is C2 in D.) Note that
L(ϕˆ) > A22,
for some positive A2, in an open ball about P .
Also note that in the construction of the extensions in Steps 1–4 above, we have the extra
degrees of freedom—the freedom to specify the positive function η, and the small positive
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α
[(∆3t w)2 + η2] > 0, we can—
and do—specify η to be positive enough, and α small enough, that all the extensions w
(and hence ϕˆ) satisfy L(w) > C2 > 0 (hence L(ϕˆ) > C2 > 0) in D0. (Here C is the same
nonnegative constant defined above—that is, a constant such that £−(u)(Y0) > C2 > 0.)
Recall that v# satisfies L(v#) > α2 for some positive α, since v# is a C2 strict classical
supersolution of L(v#) > 0 on D. Thus, L(ϕˆ) >min(C2, α2)=:C2 on D.
We recall that ϕˆ(P )= uσ2(P ).
Now, consider ϕˆ(P )− fρ1,εˆ(P ). We have
ϕˆ(P )− fρ1,εˆ(P )=
(
ϕˆ(P )− uσ2(P )
)+ (uσ2(P )− (fρ1,εˆ)σ2(P ))
+ ((fρ1,εˆ)σ2(P )− fρ1,εˆ(P ))
=: aˆ + bˆ+ cˆ. (7)
We have that aˆ = 0. Note that cˆ < εˆ/100 from approximation inequality three with
Y = P . To estimate bˆ we note that
bˆ = uσ2(P )− (fρ1,εˆ)σ2(P ). (8)
Here, recall that P ∈ BR1/2(Y1)⊂ Bρ1(Y0). Note that u= fρ1,εˆ outside of Bρ1(Y0).
To estimate bˆ, fix p, with 1 <p <∞, and note
|bˆ| = ∣∣Pσ2 ∗ (u− fρ1,ε)(P )∣∣ sup
Bρ(Y0)
∣∣Pσ2 ∗ (u− fρ1,ε)∣∣
 c
(‖u‖L∞)‖Pσ2‖Lp/(p−1)(Rn+1)‖u− fρ1,ε‖Lp(Rn+1) K(εˆ)1/p,
where we have used approximation inequality two.
Thus,
ϕˆ(P )− u(P ) ϕˆ(P )− fρ1,εˆ(P )=O(εˆ).
Recall that there exists a positive C such that L(ϕˆ) > C2 > 0 on D. Consider ϕ˜ := ϕˆ −
β2t2, and we see that, if |β| is small enough, we obtain L(ϕ˜) > 0. But ϕ˜(P )− u(P ) < 0,
and ϕ˜ has classical (or equivalently because ϕ˜ is smooth) P -Cauchy data (Ψ1,Ψ2).
This contradiction proves the theorem. ✷
3. A difference criterion for P -supersolutions
Similarly to 2, we have an algebraic criterion for a real valued function on D to be a
P -supersolution on D (compare 3).
Theorem 4 (Difference criterion for P -supersolutions). Let D ⊂R+ ×Rn (n odd, n 3)
be a T -limited, compact regular domain for Λ. Let L be the semilinear operator of 21
in [6], and let £+ be the associated limit operator from 24 of [6]. Let ε > 0.
Suppose that there exists a C6+ε-strict subsolution in D of L(•) 0, denoted by u#, so
that L(u#) < 0 in D, with classical Cauchy data (Ψ1,Ψ2) on Base(D).
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Base(D).
Then, v is a P -supersolution of £+(u) 0 on D iff
v(P )− ϕ(P ) 0, ∀P ∈D0,
for all C2 functions ϕ :D→ R with classical Cauchy data (equivalently P -Cauchy data)
(Ψ1,Ψ2) such that ϕ is a subsolution of L(ϕ) 0 in D.
Proof. Essentially identical to the proof of 3 (a “mirror image”), where subsolutions are
replaced by supersolutions and vice-versa with inequalities reversed. ✷
4. Perron’s method
Having laid the preliminaries, we now establish the existence of a P -solution for the
P -Cauchy problem for a semilinear hyperbolic equation on a regular domain.
We prove:
Theorem 5 (Existence of a P -solution). Let D be a T0-limited domain in R+×Rn (n odd,
n 3) with compact closure, that is regular with respect to Λ. Let ε > 0.
Let u# be a C6+ε strict P -subsolution of £+(u#) < 0 (equivalently L(u#) < 0) in D,
with P -Cauchy data (Ψ1,Ψ2) on Base(D). Let u# > 0.
Let v# be a C6+ε strict supersolution of £−(v#) > 0 (equivalentlyL(v#) > 0) in D, with
P -Cauchy data (Ψ1,Ψ2) on Base(D). Let v# > 0.
Then, there exists a time T1, with 0 < T1  T0 (where T1 depends only on n,D,v#,
u#,L), and a T1-limited subdomain D0 ⊂ D, with Base(D0) = Base(D), with D0 com-
pact, and with D0 regular with respect to Λ, and there exists an upper semicontinuous
P -solution of £(u)= 0 in D0 with P -Cauchy data (Ψ1,Ψ2) on Base(D0), and their exists
a lower semicontinuous P -solution of £(u)= 0 in D0 with P -Cauchy data (Ψ1,Ψ2). These
P -solutions are semicontinuous extensions of each other.
The rest of this section is devoted to the proof of 5.
Remark 3. The subdomainD0 in 5 is actually the restriction of D to points (t, x) ∈D with
0 < t  T1, where T1 is chosen small enough that the comparison principle of 2 of Part II
and 4 of Part II obtains.
In order to prove Perron’s method we need to use up and down directed function fami-
lies. We recall the definitions now.
Definition 6. Let A be a family of real valued functions. A is up directed if whenever
two functions belong to A, then their sup belongs to A. Similarly, A is down directed if
whenever two functions belong to A, their min belongs to A.
We need some classes of P -sub (super) solutions.
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Let
S := {w ∈W : D0 → R, w finite, w has P -Cauchy data (Ψ1,Ψ2)}, (9)
S∗ := S ∩ {upper-semicontinuous functions}, (10)
S∗ := S ∩ {lower-semicontinuous functions}, (11)
S+(D0,Ψ1,Ψ2) :=
{
v ∈ S∗ | v  v#, v is a P -supersolution of £−(v) 0 in D0
}
,
S−(D0,Ψ1,Ψ2) :=
{
u ∈ S∗ | u u#, u is a P -subsolution of £+(u) 0 in D0
}
.
Note that by the hypothesis of 5, S+(D0,Ψ1,Ψ2) and S−(D0,Ψ1,Ψ2) are nonempty.
Remark 4. Note that if follows from the comparison principle (2 of Part II and 4 of
Part II) that any element u ∈ S−(D0,Ψ1,Ψ2) is less than or equal to any element v ∈
S+(D0,Ψ1,Ψ2).
Lemma 8. The sets S−(D0,Ψ1,Ψ2) and S+(D0,Ψ1,Ψ2) have infinite (uncountable) car-
dinality.
Proof. We prove this for S−(D0,Ψ1,Ψ2). The proof for S+(D0,Ψ1,Ψ2) is essentially just
the mirror image of the this proof—mutis mutandis.
Note that u# (from now on in this section restricted to D0, and then re-extended to
R+ × Rn as in 6 of [6]) is a strict P -subsolution of £−(u#)  0 in D0 with P -Cauchy
data (Ψ1,Ψ2) on Base(D0). Because u# is a strict (C2–P)-subsolution of £−(u#)  0,
looking at the proofs of the fundamental integral inequalities and comparison principles
(1 of Part II, 2 of Part II, 3 of Part II, 4 of Part II—especially at the proof of the fundamental
integral inequality 1 of Part II), we see that u# is strictly less on D0 than all elements of the
set S+(D0,Ψ1,Ψ2). The point is that we have strict inequality in the fundamental integral
inequality.
Let XP ∈D00 with XP = (tP , xP ). Define uβ,XP :D0 →R by
uβ,XP (t, x) :=
{
u# + β2(t − tP )4, tP  t  T1,
u#(t, x), 0 t  tP ,
∀(t, x) ∈D0. (12)
By direct calculation, we see that uβ,XP has P -Cauchy data (Ψ1,Ψ2) on Base(D0).
Let
hβ,XP :=
{
β2(t − tP )4, tP  t  T1,
0, 0 t  tP ,
∀(t, x) ∈D0. (13)
Since hβ,XP is in C2(D0), and uβ,XP = u# + hβ,XP is also in C2 (D0), we see that
∀X ∈D0
lim
σ ↓ 0
Y →X

([uβ,XP ]σ )(Y )=(u#)+ 12β2(t − tP )2, (14)
and we see that f (uβ,XP )= f (u#)+ o(12β(t − tP )), if β2 is small enough. Here we have
used that D0 is T1-limited, and that f is Lipshitz continuous on D0.
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£−(uβ,XP )+O(β2)−O(β) 0, ∀β ∈ (0, β0).
Thus, we see that there exists a positive β0 such that, for all β ∈ (0, β0), the function
uβ,XP is a P -subsolution in D0 with P -Cauchy data (Ψ1,Ψ2) on Base(D0).
Note that as β varies in the interval (0, β0), the set of functions uβ,XP is an uncountable
set. ✷
Lemma 9. S−(D0,Ψ1,Ψ2) is an up-directed family.
Proof. Let u1, u2 ∈ S−(D0,Ψ1,Ψ2). Since u1 and u2 are lower-semicontinuous so
sup(u1, u2) is lower-semicontinuous.
Since u1  u#, u2  u#, then sup(u1, u2) u#. Note that∫
B+h (X0)
∣∣∣∣∣sup(u1, u2)(X)−Ψ1(X0)−Ψ2(X0)t −
n∑
i=0
bi(X0)(xi − x0,i)
∣∣∣∣∣dX

∫
B+h (X0)∩{u1u2}
∣∣∣∣∣u1(X)−Ψ1(X0)−Ψ2(X0)t −
n∑
i=0
bi(xi − x0,i)
∣∣∣∣∣dX
+
∫
B+h (X0)∩{u2u1}
∣∣∣∣∣u2(X)−Ψ1(X0)−Ψ2(X0)t −
n∑
i=0
bi(xi − x0,i)
∣∣∣∣∣dX
 o(hn+1)+ o(hn+1) o(hn+1).
Finally, it follows from the difference criterion for P -subsolutions that ϕ − u1  0,
ϕ − u2  0, for all (C2–P)-supersolutions ϕ with P -Cauchy data (Ψ1,Ψ2). This implies
that, for such ϕ, we have ϕ − sup(u1, u2)  0. Thus, by applying the reverse implica-
tion of the difference criterion for P -subsolutions we see that sup(u1, u2) is also a P -
supersolution. ✷
Lemma 10. S+(D0,Ψ1,Ψ2) is a down directed family.
Proof. The same by “mirror reflection” as the previous lemma—mutis mutandis. ✷
We now prove 5.
Proof of 5. Let A be an index set for the uncountable set S−(D0,Ψ1,Ψ2, ).
Define Uup := supα∈A{uα}. Here this is the usual supremum of a family of functions
with the supremum taken pointwise at each point.
We note, by Definition 7, that for each α, the function uα is lower-semicontinuous on
D and thus Uup is lower-semicontinuous on D.
The proof of 5 follows by the proof of nine claims below.
Claim 1. Uup has P -Cauchy data (Ψ1,Ψ2).
P. Smith / J. Math. Anal. Appl. 283 (2003) 557–569 567Proof. Let X0 ∈ Base(D0).
For each α, let Fα(X) := uα(X)−Ψ1(X0)−Ψ2(X0)−∑ni=1 bi(xi − x0,i).
Then,∫
B+h (X0)
∣∣∣∣∣uα(X)−Ψ1(X0)−Ψ2(X0)−
n∑
i=1
bi(X0)(xi − x0,i)
∣∣∣∣∣dX

∫
B+h (X0)∩{Fα0}
Fα dX+
∫
B+h (X0)∩{Fα<0}
−Fα dX

∫
B+h (X0)∩{Fα0}
∣∣∣∣∣v#(X)−Ψ1(X0)−Ψ2(X0)t −
n∑
i=1
bi(X0)(xi − x0,i)
∣∣∣∣∣dX
+
∫
B+h (X0)∩{Fα<0}
∣∣∣∣∣u#(X)−Ψ1(X0)−Ψ2(X0)t −
n∑
i=0
bi(X0)(xi − x0,i)
∣∣∣∣∣dX
= J.
Note that J is independent of α and that J  o(hn+1).
We have proved (boundary inequality one)∫
B+h (X0)
∣∣∣∣∣uα(X)−Ψ1(X0)−Ψ2(X0)t −
n∑
i=1
bi(xi − x0,i)
∣∣∣∣∣dx  J  o(hn+1).
We wish to take lim supα of each side of boundary inequality one. However, {uα} is
an uncountable family of functions, and thus the usual Fatou and Lebesgue theorems on
interchanging limits and integrals do not a priori apply. However, since S+(D,Ψ1,Ψ2) is
an up-directed family, using the Lindelof property of D0, we have by [5, Lemma 2.3.3,
p. 36, and Proposition 2.3.3, p. 37] (stated for upper-semicontinuous functions, but valid
(with reversed inequalities)—mutis mutandis—for lower-semicontinuous functions) that
there exists a countable monotone increasing subsequence {um, m ∈ Z+} of elements of
S−(D0,Ψ1,Ψ2,M,γ ) with um ↑ Uup as m ↑∞.
Now, replace α by m in boundary inequality one and take lim supm→∞ of both sides.
We apply the “reversed” Fatou’s lemma of [1, Problem 5.67, p. 93] and obtain∫
B+h (X0)
lim
m→∞
∣∣∣∣∣un(X)−Ψ1(X0)−Ψ2(X0)t −
n∑
i=1
bi(X0)(xi − x0,i)
∣∣∣∣∣dX J,
and using the continuity of the absolute value function and the existence at each point of
D0 of the limit of um as m→∞, we obtain (boundary inequality two)∫
B+h (X0)
∣∣∣∣∣Uup(X)−Ψ1(X0)−Ψ2(X0)t −
n∑
i=1
bi(X0)(xi − x0,i)
∣∣∣∣∣dX  J  o(hn+1),
which proves Claim 1. ✷
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Proof. Since v# is a strict P -supersolution in D0, we have that for any fixed n, the function
un is strictly less than v# on D0. This follows by the essentially the same argument as that
of 4. The point is that we have strict inequalities in 1 of Part II, 2 of Part II, 3 of Part 2 as
well as in 4 of Part II. ✷
Claim 3. Uup is a P -subsolution on D0.
Proof. Since, for each fixed m, um is a P -subsolution of £−(um)  0 on D0, with P -
Cauchy data (Ψ1,Ψ2), we see from the difference criterion for P -subsolutions 3 that
ϕ − um  0, for all ϕ such that ϕ is a (C2–P)-supersolution of £+(ϕ)  0 on D0, with
P -Cauchy data (Ψ1,Ψ2) on Base(D0).
But, um ↑ Uup, as m ↑ ∞, and thus ϕ  um, ∀m ∈ Z+. This yields that ϕ 
limm→∞um =Uup.
This implies that ϕ −Uup  0, for all such ϕ. Thus, once again applying the difference
criterion for P -subsolutions 3, but with opposite direction of implication, we see that Uup
is a P -subsolution on D0. ✷
Claim 4. For some c1 > 1, supD0 |(Uup)| c1.
This follows from Claim 2 and the fact that Uup  v# > 0.
In the same way, we can consider VDown, that is the inf of the family S−(D,Ψ1,Ψ2) and
all the analogous claims follow mutis mutandis.
Claim 5. VDown satisfies £−(VDown) 0 in D0.
Proof. If not, then there exists at least one point Y0 ∈ D0 with £−(VDown)(Y0) > 0. By
the same PDE BVP argument as in the proof of 3 (difference criterion for P -subsolutions
(⇐)) we construct a C2-supersolution ϕ˜ with P -Cauchy data (Ψ1,Ψ2) but with ϕ˜ < VDown
at at least one point in D0. This contradicts the definition of VDown.. ✷
Claim 6. Uup is a P -solution of £+(Uup) 0 in D0.
Proof. This is the “mirror reflection” of the proof of claim five—mutis mutandis. ✷
Claim 7. Uup is the lower semicontinuous regularization of VDown and VDown is the upper
semicontinuous regularization of Uup.
Proof. We prove the second statement only, as the proof of the first statement is en-
tirely analogous. Let (Uup)∗ be the upper semicontinuous regularization of Uup. Note that
u#  Uup  (Uup)∗  VDown  v#. Thus, by the argument in the proof of Claim 1, we see
that (Uup)∗ has P -Cauchy data (Ψ1,Ψ2). Now, it follows by the difference criterion for
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VDown unless (Uup)∗ = VDown. ✷
Claim 8. £±(VDown)= 0 and £(VDown)= 0.
Proof. Note that £+(VDown) £−(VDown) 0, by Claim 5. We prove the first inequality
of Claim 8.
If not, then there exists a point P ∈D0, with £±(VDown)(P ) < 0. By the proof of The-
orem 4, there exists a C2 function ϕ˜ on D0 with L(ϕ˜) < 0, with the same P -Cauchy data
as VDown, and with ϕ˜ > VDown  Uup at at least one point in D0. This is a contradiction.
The proof of the second inequality in Claim 8 follows trivially from the first inequality by
definitions. ✷
Claim 9. £±(Uup)= £(Uup)= 0.
Proof. This is the mirror reflection of the proof of Claim 8, using the proof of Theo-
rem 3. ✷
Noting the above equalities and recalling that VDown = Uup on a dense set completes
the proof of the theorem. ✷
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