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a b s t r a c t
In this paper, our interest is in studying the stability of a second-order difference scheme
for the approximate solution of the initial value problem for ultra-parabolic equations. A
difference scheme of second order of accuracy is presented. The stability estimates for the
solution of this difference schemeare established. Anumerical example is given to illustrate
the applicability and efficiency of our method.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Mathematical models which are formulated in terms of ultra-parabolic equations are of great importance in probability
theory, in the theory of Brownianmotion and in the theory of boundary layers [1–3]. The existence of mild solutions, as well
as other properties, for various classes of ultra-parabolic problems arising from age-structured models with diffusion have
been investigated by a number of authors (see [4–7]).
Moreover, in [8] the author studies the well-posedness and the regularity of solutions for a class of ultra-parabolic
equations of the form
ut(t, a, x)+ ua(t, a, x) = −d(t, a, x)+1u(t, a, x), t > 0, a > 0, x ∈ Ω ⊂ Rn,
u(t, 0, x) = b(t, x), t > 0, x ∈ Ω,
u(t, a, x) = 0, t > 0, a > 0, x ∈ ∂Ω,
u(0, a, x) = u0(a, x), a > 0, x ∈ Ω,
(1)
whereΩ ⊂ Rn is an open and bounded set with regular boundary Γ , and∆ denotes the Laplace operator inΩ . Problems of
this kind occur in the study of the dynamics of a population subject to birth, death and diffusion, in a given domainΩ . Here
the function u(t, a, x) represents the density of members of age a at time t and position x. The death term d(t, a, x) and the
birth process b(t, x) are assumed to be of the form
d(t, a, x) = µ(t, a, x)u(t, a, x),
b(t, x) =
 ∞
0
β(t, α, x)u(t, α, x)dα,
where µ and β represent the mortality rate and the fertility rate, respectively. In order to obtain the results, the author
reduces the problem (1) to the related parabolic one using the characteristic coordinates on the (t, a)-plane. Here, note that
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ultra-parabolic equations describe also theprocesseswhere in somedirection the effect of diffusion is negligible as compared
to that of convection. Later, [9] dealt with an identification problem for a class of semi-linear population dynamics models
structured by age and with spatial diffusion.
In [10], Akrivis et al. analyze semi-discrete as well as fully discrete finite element approximations to the solution of the
following initial–boundary value problem for a model ultra-parabolic equation:
ut + λus(t, a, x)−1u = 0, inΩ × [0, S] × [0, T ],
u = 0, onΩ × [0, S] × [0, T ],
u(·, 0, ·) = v0, onΩ × [0, T ],
u(·, ·, 0) = w0, onΩ × [0, S],
(2)
where S, T > 0, and Ω ⊂ Rd is a bounded domain with smooth boundary ∂Ω , and λ is a positive smooth function on
Ω × [0, S] × [0, T ]. They show an optimal order estimate with respect to the norm
∥u∥2Γ =

Γ
∥u∥2 dσ ≤ C
 T
0
v0(t)2 dt +  S
0
w0(s)2 ds
whereΓ is a piecewise smooth curve contained in [0, S]×[0, T ] and connecting the intervals [0, S]with [0, T ] on the s and x
axes. Note that a correspondingmaximum-norm error estimate holds when it is independent of x. Then they consider a fully
discrete implicit backward Euler method, using backward difference quotients to approximate the derivatives with respect
to both s and t in (2), and show fully discrete analogues of the above error estimates for the semi-discrete case is considered.
Finally, they discuss a second-order fully discrete scheme based on a variant of the box scheme for the hyperbolic part of the
equation and show a corresponding optimal order error estimate. Note that numerical solutions of ultra-parabolic problems
are not well investigated.
In the paper [11], the difference scheme of first order of accuracy and the Crank–Nicholson difference scheme for the
approximate solution of the initial value problem for the ultra-parabolic equations
∂u(t, s)
∂t
+ ∂u(t, s)
∂s
+ Au(t, s) = f (t, s), 0 < t, s < T ,
u(0, s) = ψ(s), 0 ≤ s ≤ T ,
u(t, 0) = ϕ(t), 0 ≤ t ≤ T
(3)
in a Banach space E with a strongly positive operator A are investigated. Recall that the operator A is said to be strongly
positive if its spectrum σ(A) lies in the interior of the sector of angle φ, 0 < 2φ < π , symmetric with respect to the real
axis, and if on the edges of this sector, S1(φ) = {ρeiφ : 0 ≤ ρ <∞} and S2(φ) = {ρe−iφ : 0 ≤ ρ <∞}, and outside it, the
resolvent (λ− A)−1 is subject to the bound
∥(λ− A)−1∥E→E ≤ M(φ)1+ |λ| .
A function u(t, s) is called a solution of problem (3) if the following conditions are satisfied:
(1) u(t, s) is continuously differentiablewith respect to t and s on the segment [0, T ]. The partial derivatives at the endpoints
of the segment are understood as the appropriate unilateral derivatives.
(2) The element u(t, s) belongs to D(A) for all t, s ∈ [0, T ], and the function Au(t, s) is continuous on [0, T ] × [0, S].
(3) u(t, s) satisfies the equation and initial conditions (3).
In the present paper we consider the r-modified Crank–Nicholson difference schemes
uk,m − uk−1,m−1
τ
+ Auk,m = fk,m, 1 ≤ k ≤ r or 1 ≤ m ≤ r,
uk,m − uk−1,m−1
τ
+ A
2
(uk,m + uk−1,m−1) = fk,m, r + 1 ≤ k, m ≤ N,
fk,m = f (tk, sm), tk = kτ , sm = mτ , 1 ≤ k, m ≤ N, Nτ = 1,
u0,m = ψm, ψm = ψ(sm), 0 ≤ m ≤ N,
uk,0 = ϕk, ϕk = ϕ(tk), 0 ≤ k ≤ N,
(4)
for the approximate solution of (3). Note that the modified Crank–Nicholson difference schemes were firstly presented
in [12] for the approximate solution of the Cauchy problem for abstract parabolic equations with non-smooth data
vt(t)+ Av(t) = f (t), 0 < t < 1, v(0) = v0 (5)
in a Banach space with a strongly positive operator A. These difference schemes were constructed with a combination
of the Crank–Nicholson difference scheme with step τ and the Rothe scheme with step 2−1τ for the case with non-
smooth data. Incidentally, r-modified Crank–Nicholson difference schemes for r = 1, 2, 3 have a smooth property like the
Rothe difference scheme and the same order of approximation as the Crank–Nicholson difference schemes. Moreover, the
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modified Crank–Nicholson difference schemes for various evolution partial differential equations have been studied in the
papers [13–17].
The paper is organized as follows. The stability estimates for the solution of this difference scheme (4) are established
in Section 2. In Section 3 the stability in maximum norm of difference schemes for ultra-parabolic equations that are one
dimensional with nonlocal conditions and ones that are multidimensional with the Dirichlet condition is established. In
Section 4 the theoretical statements for this difference method are supported by a numerical example.
2. Stability estimates
The following main theorem on stability estimates for the solution of difference schemes (4) is established.
Theorem 1. For the solution of problem (4), we have the following stability inequalities:
max
1≤k,m≤N
∥uk,m∥E ≤ C

max
0≤m≤N
∥ψm∥E + max
0≤k≤N
∥ϕk∥E + max
1≤k≤N
max
1≤m≤N
∥fk,m∥E

,
where C is independent of τ , ψm, ϕk, and fk,m.
Proof. Let 1 ≤ k,m ≤ r; using (4), we get
uk,m − uk−1,m−1
τ
+ Auk,m = fk,m.
From that it follows that
uk,m = Ruk−1,m−1 + τRfk,m, (6)
where R = (I + τA)−1. By mathematical induction, we will prove that
uk,m = Rnuk−n,m−n +
n
j=1
τRn−j+1fk−n+j,m−n+j (7)
is true for all positive integers n. It is obvious that for n = 1, 2, formula (7) is true. Assume that for n = s,
uk,m = Rsuk−s,m−s +
s
j=1
τRr−j+1fk−s+j,m−s+j (8)
is true. In formula (6), replacing k andmwith k− s andm− s, respectively, we have
uk−s,m−s = Ruk−s−1,m−s−1 + τRfk−s,m−s. (9)
Then, using (8) and (9), we get
uk,m = Rs+1uk−s−1,m−s−1 + τRs+1fk−s,m−s +
s
j=1
τRs−j+1fk−s+j,m−s+j.
From that it follows that
uk,m = Rs+1uk−s−1,m−s−1 +
s+1
j=1
τRs−j+2fk−s−1+j,m−s−1+j
is true for n = s+ 1. So, formula (7) is proved. For k ≤ m, replacing nwith k in formula (7), we obtain that
uk,m = Rkψm−k +
k
j=1
τRk−j+1fj,m−k+j. (10)
Using the estimate (see [12])
∥Rk∥E→E ≤ M (11)
and the triangle inequality, we get
∥uk,m∥E ≤ ∥Rk∥E→E∥ψm−k∥E +
k
j=1
τ∥Rk−j+1∥E→E∥fj,m−k+j∥E
≤ M

max
0≤k,m≤N
∥ψm−k∥E + max
1≤j≤N
max
1≤m≤N
∥fj,m∥E

.
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For k ≥ m, replacing nwithm in formula (7) we get
uk,m = Rmϕk−m +
m
j=1
τRm−j+1fk−m+j,j, (12)
and from estimate (11) and the triangle inequality, it follows that
∥uk,m∥E ≤ ∥Rm∥E→E∥ϕk−m∥E +
m
j=1
τ∥Rm−j+1∥E→E∥fk−m+j,j∥E
≤ M

max
0≤k,m≤N
∥ϕk−m∥E + max
1≤j≤N
max
1≤m≤N
∥fj,m∥E

.
Now, let r + 1 ≤ k,m ≤ N . Using (4), we get
uk,m − uk−1,m−1
τ
+ A
2
(uk,m + uk−1,m−1) = fk,m.
From that it follows that
uk,m = Buk−1,m−1 + τCfk,m (13)
where B = I − τA2  I + τA2 −1 and C = I + τA2 −1. Again by mathematical induction, we will prove that
uk,m = Bnuk−n,m−n +
n
j=1
τBn−jCfk−n+j,m−n+j (14)
is true for all positive integers n. It is obvious that for n = 1, 2, formula (14) is true. Assume that for n = s,
uk,m = Bsuk−s,m−s +
s
j=1
τBr−jCfk−s+j,m−s+j (15)
is true. In formula (13), replacing k andmwith k− s andm− s, respectively, we have
uk−s,m−s = Buk−s−1,m−s−1 + τCfk−s,m−s. (16)
Then, using (15) and (16), we get
uk,m = Bs+1uk−s−1,m−s−1 + τRsCfk−s,m−s +
s
j=1
τRs−jCfk−s+j,m−s+j.
From that it follows that
uk,m = Bs+1uk−s−1,m−s−1 +
s+1
j=1
τBs−j+1Cfk−s−1+j,m−s−1+j,
is true for n = s+ 1. So, formula (14) is proved. Form ≤ k, replacing nwith k− r in formula (14), we obtain that
uk,m = Bk−rur,m−k+r +
k−r
j=1
τBk−r−jCfr+j,m−k+r+j. (17)
Then using (10), we obtain that
uk,m = Bk−rRrψm−k +
r
j=1
τBk−rRr−j+1fj,m−r+j +
k
j=r+1
τBk−jCfj,m−k+j. (18)
Using the estimate (see [18])
∥Bk−rRr∥E→E ≤ M and ∥Bk−jC∥E→E ≤ M (19)
and the triangle inequality, we get
∥uk,m∥E ≤ ∥Bk−rRr∥E→E∥ψm−k∥E +
r
j=1
τ∥Rk−j+1∥E→E∥fj,m−k+j∥E +
k
j=r+1
τ∥Bk−jC∥E→E∥fj,m−k+j∥E
≤ M

max
0≤k,m≤N
∥ψm−k∥E + max
1≤j≤N
max
1≤m≤N
∥fj,m∥E

.
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For k ≥ m, replacing nwithm− r in formula (14) we get
uk,m = Bk−ruk−m+r,r +
m−r
j=1
τBm−r−jCfk−m+r+j,r+j.
Then using (12), we obtain that
uk,m = Bk−rRrϕk−m +
r
j=1
τBk−rRr−j+1fk−m+j,j +
k
j=r+1
τBm−jCfk−m+j,j. (20)
From estimate (19) and the triangle inequality, it follows that
∥uk,m∥E ≤ ∥Bk−rRr∥E→E∥ϕk−m∥E +
m
j=1
τ∥Rm−j+1∥E→E∥fk−m+j,j∥E +
k
j=r+1
τ∥Bm−jC∥E→E∥fk−m+j,j∥E
≤ M

max
0≤k,m≤N
∥ϕk−m∥E + max
1≤j≤N
max
1≤m≤N
∥fj,m∥E

.
Thus, Theorem 1 is proved. 
3. An application
Firstly, let us consider the nonlocal boundary value problem for a one-dimensional ultra-parabolic equation
∂u(t, s, x)
∂t
+ ∂u(t, s, x)
∂s
− α(x) ∂
2u(t, s, x)
∂x2
+ δu(t, s, x) = f (t, s, x),
x ∈ (0, l), 0 < t, s < 1,
u(0, s, x) = ψ(s, x), s ∈ [0, 1] u(t, 0, x) = ϕ(t, x),
t ∈ [0, 1], x ∈ [0, l]
u(t, s, 0) = u(t, s, l), ux(t, s, 0) = ux(t, s, l), t, s ∈ [0, 1],
(21)
where α(x) ≥ a > 0 (x ∈ (0, l)) and f (t, s, x) (t, s ∈ (0, 1), x ∈ (0, l)) are given smooth functions and δ > 0 is a sufficiently
large number.
We introduce the Banach spaces Cβ([0, 1]) (β ∈ [0, 1]) of all continuous functions f (x) defined on [0, l] satisfying a
Hölder condition for which the following norm is finite:
∥f ∥Cβ [0,1] = max
0<x<l
|f (x)| + sup
0≤x<x+h≤l
|f (x+ h)− f (x)|
hβ
.
It is known that the differential expression
Av = −α(x) ∂
2v(x)
∂x2
+ δv(x)
defines a positive operator A acting on Cβ [0, 1] with domain D(A) = C2+β [0, l] and satisfying the condition v(0) =
v(l), vx(0) = vx(l) (see [19]). The discretization of problem (21) is carried out in two steps. In the first step, let us define the
grid sets
[0, 1]h = {x = xn : xn = nh, 0 ≤ n ≤ M, Mh = 1}.
We introduce the Banach spaces Ch = Ch[0, 1]h, Cβh = Cβ [0, 1]h of grid functions ϕh(x) = {ϕ(h1m1, . . . , hnmn)} defined on[0, 1]h, equipped with the norms
∥ϕh∥C[0,1]h = maxx∈[0,1]h |ϕ
h(x)|,
∥ϕh∥βC[0,1]h = ∥ϕh∥C[0,1]h + sup0≤x<x+h≤1
|vh(x+ h)− vh(x)|
hβ
.
To the differential operator A generated by problem (21) we assign the difference operator Axh through the formula
Axhu
h(x) =

−a(x)un+1 − 2un + un−1
h2
M
1
+ δuh(x)
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acting in the space of grid functions uh(x) = {un}M0 satisfying conditions uh0 = uhl , uh1− uh0 = uhM − uhM−1. With the help of Axh
we arrive at the initial–boundary value problem
∂uh(t, s, x)
∂t
+ ∂u
h(t, s, x)
∂s
+ Axhuh(t, s, x) = f h(t, s, x),
0 < t, s < 1, x ∈ [0, l]h,
uh(0, s, x) = ψh(s, x), 0 ≤ s ≤ 1, uh(t, 0, x) = ϕh(t, x),
0 ≤ t ≤ 1, x ∈ [0, l]h,
(22)
for an infinite system of ordinary differential equations. In the second step, we replace problem (22) by difference scheme
(4): 
uhk,m − uhk−1,m−1
τ
+ Axhuhk,m = f hk,m(x), x ∈ [0, l]h, 1 ≤ k, m ≤ r,
uhk,m − uhk−1,m−1
τ
+ 1
2
Axh(uk,m + uk−1,m−1) = f hk,m(x), x ∈ [0, l]h,
r + 1 ≤ k, m ≤ N,
f hk,m(x) = f h

tk − τ2 , sm −
τ
2
, x

, tk = kτ , sm = mτ ,
1 ≤ k, m ≤ N, x ∈ [0, l]h,
uh0,m = ψhm, 0 ≤ m ≤ N, uhk,0 = ϕhk , 0 ≤ k ≤ N.
(23)
It is known that Axh is a positive operator in C[0, l]h and Cβ [0, l]h (see [19]). Let us give a corollary of Theorem 1.
Theorem 2. For the solution of difference scheme (23), we have the following stability inequality:
max
1≤k,m≤N
∥uhk,m∥C[0,1]h ≤ C1

max
0≤m≤N
∥ψhm∥C[0,1]h + max0≤k≤N ∥ϕ
h
k∥C[0,1]h + max1≤k≤N max1≤m≤N ∥f
h
k,m∥C[0,1]h

,
where C1 is independent of τ , ψhm, ϕ
h
k , and f
h
k,m.
Secondly, letΩ be the unit open cube in the n-dimensional Euclidean space Rn (0 < xk < 1, 1 ≤ k ≤ n)with boundary
S,Ω = Ω ∪ S. We consider in [0, 1] × [0, 1] × Ω the boundary value problem for the multidimensional ultra-parabolic
equation
∂u(t, s, x)
∂t
+ ∂u(t, s, x)
∂s
−
n
r=1
αr(x)
∂2u(t, s, x)
∂x2r
+ δu(t, s, x) = f (t, s, x),
x = (x1, . . . , xn) ∈ Ω, 0 < t, s < 1,
u(0, s, x) = ψ(s, x), s ∈ [0, 1] u(t, 0, x) = ϕ(t, x), t ∈ [0, 1], x ∈ Ω,
u(t, s, x) = 0, t, s ∈ [0, 1], x ∈ S,
(24)
where αr(x) > a > 0 (x ∈ Ω) and f (t, s, x) (t, s ∈ (0, 1), x ∈ Ω) are given smooth functions and δ > 0 is a sufficiently
large number.
We introduce the Banach spaces Cβ01(Ω) (β = (β1, . . . , βn), 0 < xk < 1, k = 1, . . . , n) of all continuous functions
satisfying aHölder conditionwith the indicatorβ = (β1, . . . , βn), βk ∈ (0, 1), 1 ≤ k ≤ n, withweight xβkk (1−xk−hk)βk , 0 ≤
xk < xk + hk ≤ 1, 1 ≤ k ≤ n, which is equipped with the norm
∥f ∥Cβ01(Ω) = ∥f ∥C(Ω) + sup0≤xk<xk+hk≤1
1≤k≤n
|f (x1, . . . , xn)− f (x1 + h1, . . . , xn + hn)|
n
k=1
h−βkk x
βk
k (1− xk − hk)βk ,
where C(Ω) stands for the Banach space of all continuous functions defined onΩ , equipped with the norm
∥f ∥C(Ω) = max
x∈Ω
|f (x)|.
It is known that the differential expression
Av = −
n
r=1
αr(x)
∂2v(t, s, x)
∂x2
+ δv(t, s, x)
defines a positive operator A acting on Cβ01(Ω) with domain D(A
x) ⊂ C2+β01 (Ω) and satisfying the condition v = 0 on S
(see [20]). The discretization of problem (24) is carried out in two steps. In the first step, let us define the grid setsΩh = {x = xm = (h1m1, . . . , hnmn),m = (m1, . . . ,mn), 0 ≤ mr ≤ Nr , hrNr = L, r = 1, . . . , n},
Ωh = Ωh ∩Ω, Sh = Ωh ∩ S.
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We introduce the Banach spaces Ch = Ch(Ωh), Cβh = Cβ01(Ωh) of grid functions ϕh(x) = {ϕ(h1m1, . . . , hnmn)} defined onΩh, equipped with the norms
∥ϕh∥C(Ωh) = maxx∈Ωh
|ϕh(x)|,
∥ϕh∥Cβ01(Ωh) = ∥ϕ
h∥C(Ωh) + sup
0≤xk<xk+hk≤1
1≤k≤n
|ϕh(x1, . . . , xn)− ϕh(x1 + h1, . . . , xn + hn)|
n
k=1
h−βkk x
βk
k (1− xk − hk)βk .
To the differential operator A generated by problem (24) we assign the difference operator Axh via the formula
Axhu
h = −
n
r=1
ar(x)(uh−
xr
)xr ,jr + δuh
acting in the space of grid functions uh(x), satisfying the condition uh(x) = 0 for all x ∈ Sh. With the help of Axh we arrive at
the initial–boundary value problem
∂uh(t, s, x)
∂t
+ ∂u
h(t, s, x)
∂s
+ Axhuh(t, s, x) = f h(t, s, x),
0 < t, s < 1, x ∈ Ωh
uh(0, s, x) = ψh(s, x), 0 ≤ s ≤ 1, uh(t, 0, x) = ϕh(t, x),
0 ≤ t ≤ 1, x ∈ Ωh
(25)
for an infinite system of ordinary differential equations. In the second step, we replace problem (25) by difference scheme
(4): 
uhk,m − uhk−1,m−1
τ
+ Axhuhk,m = f hk,m(x), x ∈ Ωh, 1 ≤ k, m ≤ r
uhk,m − uhk−1,m−1
τ
+ 1
2
Axh(uk,m + uk−1,m−1) = f hk,m(x),
x ∈ Ωh, r + 1 ≤ k, m ≤ N
f hk,m(x) = f h

tk − τ2 , sm −
τ
2
, x

, tk = kτ , sm = mτ ,
1 ≤ k, m ≤ N, x ∈ Ωh,
uh0,m = ψhm, 0 ≤ m ≤ N, uhk,0 = ϕhk , 0 ≤ k ≤ N.
(26)
It is known that Axh is a positive operator in C(Ωh) and Cβ01(Ωh) (see [20,21]). Let us give another corollary of Theorem 1.
Theorem 3. For the solution of difference scheme (26), we have the following stability inequality:
max
1≤k,m≤N
∥uhk,m∥C(Ωh) ≤ C1

max
0≤m≤N
∥ψhm∥C(Ωh) + max0≤k≤N ∥ϕhk∥C(Ωh) + max1≤k≤N max1≤m≤N ∥f hk,m∥C(Ωh)

,
where C1 is independent of τ , ψhm, ϕ
h
k , and f
h
k,m.
4. Numerical results
In this section, the initial–boundary value problem
∂u(s, t, x)
∂t
+ ∂u(s, t, x)
∂s
− ∂
2u(s, t, x)
∂x2
+ 2u(s, t, x) = f (s, t, x),
f (s, t, x) = e−(t+s) sin x, 0 < s, t < 1, 0 < x < π,
u(0, t, x) = e−t sin x, 0 < t < 1, 0 < x < π,
u(s, 0, x) = e−s sin x, 0 < s < 1, 0 < x < π,
u(s, t, 0) = u(s, t, π) = 0, 0 < s, t < 1
(27)
for one-dimensional ultra-parabolic equations is considered.
The exact solution of problem (27) is
u (t, s, x) = e−(t+s) sin x.
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Using the implicit difference scheme (26) of second order of accuracy in t and s, we obtain a difference scheme of second
order of accuracy in t and s and second order of accuracy in x:
uk,mn − uk−1,m−1n
τ
− u
k,m
n+1 − 2uk,mn + uk,mn−1
h2
+ 2uk,mn = f hk,m, 1 ≤ k, m ≤ r,
uk,mn − uk−1,m−1n
τ
− u
k,m
n+1 − 2uk,mn + uk,mn−1
h2
+ 2uk,mn
−u
k−1,m−1
n+1 − 2uk−1,m−1n + uk−1,m−1n−1
h2
+ 2uk−1,m−1n = f hk,m,
r + 1 ≤ k, m ≤ N,
f hk,m = f

tk − τ2 , sm −
τ
2
, xn

= e−(tk+sm−τ) sin xn,
1 ≤ k, m ≤ N, 1 ≤ n ≤ M − 1,
u0,mn = e−sm sin xn, 0 ≤ m ≤ N, 0 ≤ n ≤ M,
uk,0n = e−tk sin xn, 0 ≤ k ≤ N, 0 ≤ n ≤ M,
uk,m0 = uk,mM = 0, 0 ≤ k, m ≤ N,
tk = kτ , sm = mτ , 1 ≤ k, m ≤ N, Nτ = 1,
xn = nh, 1 ≤ n ≤ M, Mh = π
(28)
for approximate solutions of initial–boundary value problem (27).
For the solution of Eq. (28), we use the modified Gauss elimination method (see [22]).
Errors computed by using
EK ,MN = max1≤k,m≤N,1≤n≤M−1
u(tk, sm, xn)− uk,mn 
for the numerical solutions, where u(tk, sm, xn) represents the exact solution and uk,mn represents the numerical solution at
(tk, sm, xn), and the results for r = 0, r = 1 and r = 2 are given in following table.
Difference schemes N = M = 10 N = M = 15 N = M = 20 N = M = 30
Difference scheme (28), r = 0 0.00051 0.00022 0.00012 0.00005
Difference scheme (28), r = 1 0.02063 0.01025 0.00616 0.00292
Difference scheme (28), r = 2 0.03277 0.01752 0.01094 0.00541
In the article [17], an example where the Crank–Nicholson difference scheme is divergent but the modified
Crank–Nicholson difference scheme is convergent can also be found.
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