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ABSTRACT 
Regression usually assumes exactly known values for the covariates, with random error 
in the response only.  In some situations the covariates themselves must be estimated using proxy 
variables and models of instrumental variables.  The following study seeks to extend methods for 
estimating regression parameters and inferential statistics under conditions of longitudinal data 
when interactions between covariates are involved.  Longitudinal data introduces random subject 
effects and correlated error terms into models for the covariate and the response.  Interaction 
introduce second order terms and cross terms.  Standard errors and confidence intervals for the 
parameters of interest are studied.  Substituting instrumental models and back transforming, with 
some approximations, yields acceptable results in a range of cases.  In addition, for some 
situations a non-parametric surface fit is desired.  Use of local likelihood methods is explored for 
longitudinal data for both normal and count outcomes, and an algorithm is proposed. 
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1.1 Statistical Topics and Motivation 
Regression usually assumes exactly known values for the covariates.  The regression 
function models the expected value of the response, conditional on the known covariates, with the 
observed values for the response distributed randomly around the regression function.  In some 
situations the covariates themselves must be estimated using proxy variables and models of 
instrumental variables.  Disregarding the estimation error or the covariates can produce biased 
estimates for the parameters.  Even replacing unmeasured covariates with unbiased proxy 
variables attenuates the parameters.  Corrective methods are available for models with 
independent errors and first order terms.  The following study seeks to develop methods for 
estimating regression parameters and inferential statistics under conditions of longitudinal data 
when interactions between covariates are involved.  Longitudinal data introduces random subject 
effects and correlated error terms into models for the covariate and the response.  Interaction 
introduce second order terms and cross terms. 
1.2 Regression Calibration Background 
Consider a simple linear regression, where the explanatory variable, X, is measured with 
unbiased error with a variance of 𝜎𝑋2, and the response variable Y, conditional on X, is measured 
with error variance 𝜎𝜀2.  If the regression estimates were calculated the standard way, without 
accounting for the error in measuring X, the magnitude of the slope estimate would be 
downwardly biased by a factor of 𝜎𝑋
2
(𝜎𝑋2 + 𝜎𝜀2)
� (Strand, 2010, 11).  In general, naively
substituting covariates measured with error into regression algorithms for cross-sectional data 
produces inconsistent estimators (Murad and Freedman, 2007, 4296).    Our focus will be on 
models where the covariate is measured without bias with an additive error.  W = X + U, where 
only W is observed, U is random error uncorrelated with X, and E[U] = 0.  Murad and Friedman 
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explored method of moments and regression calibration for cross sectional data for a two variable 
model with an interaction.  The method of moments equates the covariance between the W 
variables and the response, Y, and the X variables and Y, and then inverts the covariance matrix 
for the X variables.  Since the X variables are uncorrelated with the U variables, 𝑐𝑜𝑣(𝒀,𝑿)𝛽𝒀|𝑿 =
𝑐𝑜𝑣(𝒀,𝑾)𝛽𝒀|𝑾 , and inverting to solve yields 𝛽𝒀|𝑿 = �𝑐𝑜𝑣(𝒀,𝑿)�
−1𝑐𝑜𝑣(𝒀,𝑾)𝛽𝒀|𝑾 .  Murad 
and Friedman assume the necessary covariances are known from experience.  The regression 
calibration method replaces the unobserved X variables with their estimated expected values, 
conditional on the observed W variables, and performs the regression.  In their simulation studies 
both the method of moments and regression calibration outperform the naive method.  Regression 
calibration was more precise, but method of moments can be more reliable for non-normal 
distributions (Murad and Freedman, 2007, 4293-4310). 
  Dr. Raymond Carroll has performed extensive research on methods of regression 
calibration to correct for the effect of covariate errors.    If replicate measurements are taken for 
each value of X, then means and covariances of the variables can be estimated and the 
unobserved X values can be replaced by their conditional expectation.  More generally, X can be 
regressed on W, and possibly other covariates, and the fitted values for X are substituted into the 
model for the response.  Often, for the ease of implementation, the error of the fitted values of X 
is ignored.  Asymptotic approximations have been derived for some situations and bootstrapping 
can be used (Carroll, Ruppert, Sefanski, and Crainieanu, 2006, 70-72, 79-81).   
 In the absence of replicate measurements, it may be possible to model the unobserved 
covariates by conditioning on other, known, explanatory variables.  The models are called 
instrumental models and the explanatory variables used to predict the covariates for the response 
model are called instrumental variables.  For example, air pollution measured by an outdoor 
monitor can be used as an instrumental variable for estimating an individual's exposure.  A proxy 
measurement for the unobserved covariate is necessary to perform a regression to fit the 
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instrumental model.  Proper instrumental variables must have a couple of properties:  1) They 
must be correlated with the covariates measured, 2) but they must be uncorrelated with the 
measurement error or any of the error variances in the models.  For non-linear models, the 
assumption of no correlation may need to be strengthened to independence.  Failure of the 
assumptions can lead to bias worse than ignoring measurement error.  The method can also be 
unreliable when correlation between the instrumental variables and the covariates they attempt to 
predict is small relative to the error variance (Carroll, Ruppert, Sefanski, and Crainieanu, 2006, 
129-133). 
 To explain Carroll's methods in detail, let Y be the response, X the covariates measured 
with error, W = X + U, where W is observed, Z other covariates not measured with error, and M 
the instrumental variables.  Let  𝛽𝑎|𝑏𝑐 represent the covariates for a regressed on b and c, and 
𝛽𝑎|𝑏�𝑐 is the portion of 𝛽𝑎|𝑏𝑐 corresponding to the b variables.  Let 𝑿� = (1,𝒁𝑡 ,𝑿𝑡)𝑡, 𝑾� =
(1,𝒁𝑡 ,𝑾𝑡)𝑡, 𝑴� = (1,𝒁𝑡 ,𝑴𝑡)𝑡, 𝑼� = 𝑾�−  𝑿�.  The objective is to model the mean of the 
response, Y, conditional on 𝑿�.  The expected value and variance of the response, conditional on 
the covariates, is a function of a linear combination of the covariates, 𝐸�𝐘�𝑿�� = 𝑓(𝛽𝐘|𝑿�
𝑡 𝑿�), 
𝑣𝑎𝑟�𝐘|𝑿�� = 𝜎2𝑔(𝛽𝐘|𝑿�
𝑡 𝑿� ,𝜙); for the standard linear model g() is the identity function.  The first 
algorithm for regression calibration with instrumental models, RCIV1, utilizes the properties of 
conditional moments and requires the number of instrumental variables to equal or exceed the 
number of covariates measured with error.  Since X is not observable, the expectation of Y 
conditional on Z and M is calculated.  𝐸[𝐘|𝐙,𝐌] = 𝐸[𝐸[𝐘|𝐙,𝐌,𝐗,𝐖]|𝒁,𝑴] =  
𝐸[𝐸[𝐘|𝐙,𝐗]|𝒁,𝑴], for the last equality to apply it is necessary for the instrumental variables to 
be uncorrelated with other sources of error in the models.  For a linear model 
𝐸[𝐸[𝐘|𝐙,𝐗]|𝒁,𝑴] =  𝐸�𝛽1�𝑍𝑋 +  𝛽1𝑍�𝑋
𝑡 𝒁 + 𝛽1𝑍𝑋�
𝑡 𝐗 �𝒁,𝑴� =
 𝛽𝑌|1�𝑍𝑋 +  𝛽𝑌|1𝑍�𝑋
𝑡 𝒁 + 𝛽𝑌|1𝑍𝑋�
𝑡 E[𝐗|𝒁,𝑴] =  𝛽𝑌|1�𝑍𝑋 + 𝛽𝑌|1𝑍�𝑋
𝑡 𝒁 + 𝛽𝑌|1𝑍𝑋�
𝑡 E[𝐖|𝒁,𝑴] .  If we also 




𝑡 𝑴, and 𝛽𝑊|1𝑍𝑀 =  𝛽𝑋|1𝑍𝑀  because the W is an unbiased measure for X.  
Substituting  𝐸[𝐖|𝒁,𝑴] into 𝐸[𝐘|𝐙,𝐌] leads to 𝛽𝑌|1𝑍𝑀� =  𝛽𝑊|1𝑍𝑀�𝛽𝑌|1𝑍𝑋� , where the coefficients 
on the left side come from expressing 𝐸[𝐘|𝐙,𝐌] as a linear combination of Z and M.  The 
objective 𝛽𝑌|1𝑍𝑋�  can be obtained by solving the equation system through matrix inversion, 
𝛽𝑌|1𝑍𝑋� =  �𝛽𝑊|1𝑍𝑀��
−𝛽𝑌|1𝑍𝑀� , where �𝛽𝑊|1𝑍𝑀��
− is a generalized inverse.   The same relationship 
occurs, at least approximately, in non-linear models, 𝛽𝑌|𝑀� =  𝛽𝑊� |𝑀�𝛽𝑌|𝑋� , 𝛽𝑌|𝑋� =
 �𝛽𝑊� |𝑀��
−(𝐺)𝛽𝑌|𝑀� , where G is a non-singular matrix used to create a generalized inverse, 
�𝛽𝑊� |𝑀��




𝑡 𝐺�.  G should be selected to minimize the variance of the 
estimator.  If the number of instrumental variables equals the number of covariates measured with 
error, the generalized inverse becomes an inverse.   To implement the algorithm, regress the 
response and the covariates measured with error on models with instrumental variables, substitute 
the parameter estimates into the inversion equations above (Carroll, Ruppert, Sefanski, and 
Crainieanu, 2006, 135-140). 
 An alternative method regresses the response on the W variables, the covariates with 
error, in addition to the instrumental variables.  Through a long derivation 
𝛽𝑌|𝑋� =  �𝛽𝑊� |𝑀��
−(𝐺) �𝛽𝑌|𝑇��𝑊� + 𝛽𝑊� |𝑀�𝛽𝑌|𝑇�𝑊�� �, where 𝛽𝑌|𝑇��𝑊� =  𝛽𝑌|1𝑍𝑇�𝑊, 
𝛽𝑌|𝑇�𝑊�� =  �01𝑥𝑑 ,𝛽𝑌|1𝑍𝑇𝑊�
𝑡 �
𝑡
, and d is the dimension of Z plus one.  For both regression calibration 
methods, complex formulas for asymptotic variance can be obtained from a set of score equations 
or a bootstrap could be used (Carroll, Ruppert, Sefanski, and Crainieanu, 2006, 140). 
 The following paper focuses on applying and extending Carroll's 1st regression 
calibration method to specific situations involving longitudinal data, including models with 
interaction terms between covariates measured with error and models with random slopes.   It will 
also discuss covariance structures and inferential statistics, confidence intervals in particular.  The 
performance of the regression calibration method using method of moments will be compared to 
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the method of substituting in predicted values for the covariates from the instrumental models.  
Carroll's first regression calibration method is arguably more natural than the second because it 
follows a modeling hierarchy, from the instrumental models to the response model. 
1.3 Data Set Description 
 Our analysis was motivated by an extended longitudinal data set from National Jewish 
Health on moderately asthmatic children from the attending Kunsberg School on the campus of 
National Jewish Center in Denver, Colorado, USA.  Most were between the ages of 6 and 13 and 
had moderate to severe asthma according to the NAEPP guidelines.  Slightly over half were 
African American.  The study was observational, with children selected on a volunteer basis.    
We wanted to assess the effect of air pollutants on a measure of the lung inflammation of 
asthmatic children.   Specifically, we wish to model the effects of second hand tobacco smoke 
(SHS) (log(SHS + 1)) and personal exposure of ambient particulate matter less than 2.5 microns 
(PM2.5) (log(PM2.5 + 1)) on leukotriene E4,  log(LTE4), a biomarker of lung inflammation.  
However, for the individual child, SHS and PM2.5 are measured with error.  Our analysis uses 
urinary cotinine and PM2.5 measured from an outdoor air monitoring station as instrumental 
variables for the covariates measured with error.  Data for the proxy measurements for SHS and 
PM2.5 were obtained at the subject level using personal monitors which measured fine particles in 
the child's breathing zone.  The subject's total personal PM2.5 was then separated into different 
components based on a multi-wavelength method differentiating particle sources based on 
discoloration of the filter.  Certain chemicals are known to arise from either smoke or outside air 
pollution.  The explanatory variables were standardized for creatinine, but there is no evidence it 
introduced appreciable confounding.  Raw Pearson correlation between urinary cotinine and SHS, 
and between PM2.5 at the monitoring station and PM2.5 at the subject level were about 0.5 and 0.2 
respectively.  Lack of strong correlation may inhibit the power of the instrumental model method.  
The model accounts for the possibility of the level of one pollutant changing the way the other 
pollutant affects LTE4.  Dr. Nathan Rabinovitch and his colleagues have found increases in both 
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pollutants have detrimental effects on lung function, but the marginal toxicity of one pollutant 
diminishes as the level of the other increases, suggesting a negative interaction.   The model 
includes an interaction term so the level of each pollutant modifies the marginal effect of the 
other.  The main medical research objectives are to estimate the effects of each pollutant on LTE4, 
to compare them, and to test for an interaction (Strand, Sillau, Grunwald, and Rabinovitch, 3-5; 
Strand, Hopke, Zhao, Vedal, and Rabinovitch, 2007, 549-558; Lawless, Rodes, and Ensor, 2004, 

















MEASUREMENT WITH ERROR:  MAIN INTERACTION MODEL 
2.1 Notation and Models 
 Let Y denote the response, X the true unobserved values of the covariates, W the proxy 
variables for X, M the instrumental variables, b random subject effects, ε random error, and U the 
random difference between X and W.  i is the subject indicator and j is the observation indicator. 
𝑌𝑖𝑗 = 𝛽0 +  𝛽1𝑋1𝑖𝑗 +  𝛽2𝑋2𝑖𝑗 +  𝛽3𝑋1𝑖𝑗𝑋2𝑖𝑗 +  𝑏𝑖
𝑌 +  𝜀𝑖𝑗𝑌  
𝑏𝑖𝑌~ 𝑁(0,𝜎𝑏𝑌
2 ) 
𝜺𝑖𝑌 = (𝜀𝑖1𝑌 , 𝜀𝑖2𝑌 , … , 𝜀𝑖𝑛𝑖
𝑌 )𝑡 ~ 𝑁(𝟎,𝑹𝜺𝑖𝑌) 
𝐸�𝑌�𝑿��⃗ ,𝑴���⃗ � =  𝐸[𝑌|𝑿��⃗ ] 
 The response, Y, depends on the instrumental variables, 𝑴���⃗ ,  solely through the covariates, 
𝑿��⃗ .  If the covariates are known, the instrumental variables add nothing to the model.  The model 
is longitudinal with a random subject intercept and a repeated measures covariance matrix.    
Measures on the same individual over time are correlated, and the random subject intercept 
creates a unique response function for each individual.  For our application, a continuous time 
AR(1) repeated measures  covariance matrix is a good candidate.  Observations in close time 
proximity are more correlated than observations further apart in time.  The decay is exponential:   
𝑐𝑜𝑟𝑟 �𝜀𝑖𝑗𝑌 , 𝜀𝑖𝑗′
𝑌 � =  𝜌|𝑡𝑖𝑗− 𝑡𝑖𝑗′| 
𝑋1𝑖𝑗 = 𝜃0 +  𝜃1𝑀1𝑖𝑗 +  𝜃2𝑀2𝑖𝑗 +  𝑏𝑖
𝑋1 +  𝜀𝑖𝑗
𝑋1 
𝑋2𝑖𝑗 = 𝜋0 +  𝜋1𝑀1𝑖𝑗 + 𝜋2𝑀2𝑖𝑗 +  𝑏𝑖










𝑋1 , … , 𝜀𝑖𝑛𝑖





𝑋2 , … , 𝜀𝑖𝑛𝑖
𝑋2 )𝑡 ~ 𝑁(𝟎,𝑹𝜺𝑖
𝑋2) 
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𝑊1𝑖𝑗 = 𝑋1𝑖𝑗 +  𝑈1𝑖𝑗 ,        𝑊2𝑖𝑗 = 𝑋2𝑖𝑗 + 𝑈2𝑖𝑗  
 Note:  𝑋1 and 𝑋2 need not share the same instrumental variables.  Some of the slope 
parameters in the instrumental models could be set to zero.  For example, 𝑋1 could depend only 
on 𝑀1, and 𝑋2 could depend only on 𝑀2.  Alternatively, 𝑋1 could depend on 𝑀1 and 𝑀2, while 𝑋2 
could depend only on 𝑀2.  However, it is important for each instrumental variable to appear in at 
least one instrumental model.  If, for instance, neither 𝑋1 nor 𝑋2 depended on 𝑀2, then the 
method will not yield a unique solution. 
 The true covariates are unknown, so they are estimated with models of the instrumental 
variables.  As with the response model, the covariate models in terms of the instrumental 
variables have random subject intercepts and repeated measures covariance matrices.  For each 
subject, the relationship between the instrumental variables and the covariates can vary, due to the 
random subject intercept.  Even after conditioning on the instrumental variables, repeated 
measures on the covariates would still be correlated.  The W variables, the variables actually 
observed, differ from the X variables by a random noise terms, U. 
𝐸[𝑈1𝑖𝑗] = 0 ,       𝐸[𝑈2𝑖𝑗] = 0 
𝑣𝑎𝑟(𝑼1𝑖) =  𝑹𝑈1𝑖  ,  𝑣𝑎𝑟(𝑼2𝑖) =  𝑹𝑈2𝑖  
 The X and U variables are required to be independent of each other.  If they were, the W 
variables would not be genuine proxies of the X variables.  The U variables will usually be 
uncorrelated across time in our application, but a generalized repeated measure correlation matrix 
is possible.  All random processes are assumed independent unless otherwise stated.   
𝐸[𝑊1𝑖𝑗] = 𝐸[𝑋1𝑖𝑗] ,    𝐸[𝑊2𝑖𝑗] = 𝐸[𝑋2𝑖𝑗] ,   𝐸[𝑊1𝑖𝑗𝑊2𝑖𝑗] = 𝐸[𝑋1𝑖𝑗𝑋2𝑖𝑗] 
Note:  If the 𝑋1𝑖𝑗 ,  𝑋2𝑖𝑗 ,  𝑈1𝑖𝑗 ,  𝑈2𝑖𝑗 were not independent, the last equation would not hold due to 
cross terms. 
𝑊1𝑖𝑗 = 𝜃0 +  𝜃1𝑀1𝑖𝑗 +  𝜃2𝑀2𝑖𝑗 + 𝑏𝑖
𝑋1 +  �𝜀𝑖𝑗




𝑊2𝑖𝑗 = 𝜋0 +  𝜋1𝑀1𝑖𝑗 + 𝜋2𝑀2𝑖𝑗 +  𝑏𝑖
𝑋2 +  (𝜀𝑖𝑗





𝑋1 + 𝑈1𝑖𝑗    𝜀𝑖𝑗
𝑊2 = 𝜀𝑖𝑗
𝑋2 + 𝑈2𝑖𝑗 
𝑣𝑎𝑟(𝜀𝑖
𝑊1) =  𝑹𝜺𝑖
𝑊1 =  𝑹𝜺𝑖
𝑋1 + 𝑹𝑈1𝑖  
𝑣𝑎𝑟(𝜀𝑖
𝑊2) =  𝑹𝜺𝑖
𝑊2 =  𝑹𝜺𝑖
𝑋2 + 𝑹𝑈2𝑖   
The U variables are absorbed into the random error term. 
2.2 Point Estimate Theory 
 There exist two common regression calibration methods for estimating the  𝛽 parameters.  
Both methods start by solving the regression equations for the 𝜃 and 𝜋 using standard mixed 
model algorithms.  The RCIV1 method uses the rules of conditional expectation to model Y in 
terms of the M variables and then back transforms.  The RCIV2 method replaces the X variables 
with point estimates from their models in terms of M.  The RCIV1 and RCIV2 methods are 
similar to the method of moments and regression calibration method investigated by Havi Murad 
and Laurence S. Freedman for cross sectional data, respectively (Murad, 4293-4310).  The 
following research extends their methods to longitudinal models and uses full instrumental 
models for the covariates.  The research also expands on the work of Carroll by apply the method 
of instrumental models to longitudinal data and interactions (Carroll, 70-72, 79-81, 129-140).  
Finally, the research explores issues of estimating the variance structure and obtaining accurate 
confidence intervals. 
 Let  
𝑿��⃗ 𝑖𝑗 = (1,𝑋1𝑖𝑗 ,𝑋2𝑖𝑗 ,𝑋1𝑖𝑗𝑋2𝑖𝑗)
𝑡      𝑾����⃗ 𝑖𝑗 = (1,𝑊1𝑖𝑗 ,𝑊2𝑖𝑗 ,𝑊1𝑖𝑗𝑊2𝑖𝑗)
𝑡 
𝑴���⃗ 𝑖𝑗 = (1,𝑀1𝑖𝑗 ,𝑀2𝑖𝑗 ,𝑀1𝑖𝑗𝑀2𝑖𝑗 ,𝑀1𝑖𝑗
2 ,𝑀2𝑖𝑗
2 )𝑡    𝜷��⃗ = (𝛽0,𝛽1,𝛽2,𝛽3)𝒕 
𝑀1𝑖𝑗𝑀2𝑖𝑗 is the interaction term between the two instrumental variables.  𝑀1𝑖𝑗
2  and 𝑀2𝑖𝑗
2  are the 
squares of the instrumental variables.  𝑴���⃗ 𝑖𝑗 includes all first and second order terms of the 
instrumental variables. 
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 2.2.1 RCIV1 
  2.2.1.1     RCIV1 Expansion 
 By using the instrumental models and the proxy variables we can expand the response 
model in terms of the instrumental variables: 
𝐸�𝑌𝑖𝑗�𝑴���⃗ 𝑖𝑗� = 𝐸�𝐸�𝑌𝑖𝑗�𝑿��⃗ 𝑖𝑗,𝑴���⃗ 𝑖𝑗��𝑴���⃗ 𝑖𝑗� = 𝐸�𝐸�𝑌𝑖𝑗�𝑿��⃗ 𝑖𝑗��𝑴���⃗ 𝑖𝑗� =  𝐸�𝑿��⃗ 𝑖𝑗𝑡 𝜷��⃗ �𝑴���⃗ 𝑖𝑗� =  𝐸�𝑿��⃗ 𝑖𝑗𝑡 �𝑴���⃗ 𝑖𝑗�𝜷��⃗


































𝜸�⃗ = 𝑪𝜽,𝝅𝜷��⃗     𝜸�⃗ = (𝛾0, 𝛾1,𝛾2, 𝛾3, 𝛾4,𝛾5)𝒕 
 The terms of 𝑪𝜽,𝝅 come from substituting the models for the X variables in terms of the 
M variables into the Y model and collecting common terms.  When the marginal expectations are 
taken, the random terms, such as the random subject effects and the repeated errors, are zeroed 
out, provided each random process is independent.  Independence allows all the expectation of all 
random effects to be factored, and thus any term with a random effect will be zeroed out.  The 
random terms affect the estimating equations for the fixed effect parameters only through the 
covariance matrices in the generalized least squares estimators. 
 Note:  In a simplified situation, where 𝑋1 depends only on 𝑀1, and 𝑋2 depends only on 
𝑀2, the terms for 𝑀1𝑖𝑗
2  and 𝑀2𝑖𝑗
2  disappear.  𝑪𝜽,𝝅 and 𝜸�⃗  would have only 4 rows. 
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𝑌𝑖𝑗 = 𝛽0 + 𝛽1𝑋1𝑖𝑗 +  𝛽2𝑋2𝑖𝑗 + 𝛽3𝑋1𝑖𝑗𝑋2𝑖𝑗 +  𝑏𝑖
𝑌 +  𝜀𝑖𝑗𝑌
=  𝛽0 + 𝛽1 �𝜃0 +  𝜃1𝑀1𝑖𝑗 +  𝜃2𝑀2𝑖𝑗 +  𝑏𝑖
𝑋1 +  𝜀𝑖𝑗
𝑋1�
+  𝛽2 �𝜋0 +  𝜋1𝑀1𝑖𝑗 +  𝜋2𝑀2𝑖𝑗 + 𝑏𝑖
𝑋2 + 𝜀𝑖𝑗
𝑋2�
+  𝛽3 �𝜃0 +  𝜃1𝑀1𝑖𝑗 +  𝜃2𝑀2𝑖𝑗 + 𝑏𝑖
𝑋1 + 𝜀𝑖𝑗
𝑋1� �𝜋0 +  𝜋1𝑀1𝑖𝑗 + 𝜋2𝑀2𝑖𝑗 +  𝑏𝑖
𝑋2
+  𝜀𝑖𝑗
𝑋2� + 𝑏𝑖𝑌 +  𝜀𝑖𝑗𝑌  
= [𝛽0 + 𝛽1𝜃0 + 𝛽2𝜋0 +  𝛽3𝜃0𝜋0] + [𝛽1𝜃1 + 𝛽2𝜋1 + 𝛽3(𝜃1𝜋0 + 𝜃0𝜋1)]𝑀1𝑖𝑗
+ [𝛽1𝜃2 + 𝛽2𝜋2 + 𝛽3(𝜃2𝜋0 + 𝜃0𝜋2)]𝑀2𝑖𝑗 +  [𝛽3(𝜃1𝜋2 + 𝜃2𝜋1)]𝑀1𝑖𝑗𝑀2𝑖𝑗
+  [𝛽3𝜃1𝜋1]𝑀1𝑖𝑗









𝑋1 +  𝛽3𝜃0𝑏𝑖
𝑋2 +  𝛽3𝜃1𝑀1𝑖𝑗𝑏𝑖
𝑋2
+ 𝛽3𝜃2𝑀2𝑖𝑗𝑏𝑖






𝑋1  + 𝛽3𝜀𝑖𝑗
𝑋1𝜀𝑖𝑗
𝑋2 + 𝑏𝑖𝑌
+  𝜀𝑖𝑗𝑌 }  
𝜸�⃗ = (𝛾0,𝛾1, 𝛾2,𝛾3, 𝛾4, 𝛾5)𝒕 =  ([𝛽0 +  𝛽1𝜃0 +  𝛽2𝜋0 +  𝛽3𝜃0𝜋0], [𝛽1𝜃1 + 𝛽2𝜋1 + 𝛽3(𝜃1𝜋0 +
𝜃0𝜋1)], , [𝛽1𝜃2 + 𝛽2𝜋2 + 𝛽3(𝜃2𝜋0 + 𝜃0𝜋2)], [𝛽3(𝜃1𝜋2 + 𝜃2𝜋1)], [𝛽3𝜃1𝜋1], [𝛽3𝜃2𝜋2])𝒕  





𝑋2  + 𝛽3𝜋0𝑏𝑖















𝑋2 +  𝑏𝑖𝑌 +  𝜀𝑖𝑗𝑌 �� = 0 
 Assuming the random terms for the separate X variables are independent. 
  2.2.1.2     RCIV1 Inversion 
 To obtain the 𝜷��⃗  parameters from 𝜽,���⃗  𝝅��⃗ ,  and 𝜸�⃗ , the 𝑪𝜽,𝝅  matrix must be inverted.  The 


















��⃗ = 𝑴���⃗ 𝑖𝑗𝜽,𝝅
′𝒕 𝑪𝜽,𝝅𝐹𝜷
��⃗ =  𝑴���⃗ 𝑖𝑗𝜽,𝝅
′𝒕 𝜸�⃗  
𝑴���⃗ 𝑖𝑗𝜽,𝝅
′𝒕 = 𝑴���⃗ 𝑖𝑗𝒕 �
𝑰
𝑻𝜽,𝝅
�      𝜸�⃗ ′ = 𝑪𝜽,𝝅𝐹𝜷
��⃗  
 𝑴���⃗ 𝑖𝑗𝜽,𝝅
′  and 𝜸�⃗ ′correspond to the reduced model with an independent design matrix and the 
parameter constraints enforced.  Failure to enforce parameter constraints can lead to incorrect 
results and inconsistencies.  For non-full rank matrix more than one generalized inverse can exist, 



















𝜸�⃗ ′ = (𝛾0,𝛾1, 𝛾2,𝛾3)𝒕 
 The parameters for the second order M terms are linearly dependent.  For the purposes of 

















2 + 𝑀1𝑖𝑗𝑀2𝑖𝑗 
 Since 𝐸�𝑌𝑖𝑗�𝑴���⃗ 𝑖𝑗� = 𝑴���⃗ 𝑖𝑗𝜽,𝝅
′𝒕 𝜸�⃗ =  𝑴���⃗ 𝑖𝑗𝜽,𝝅
′𝒕 𝑪𝜽,𝝅𝐹𝜷
��⃗  and 𝜸�⃗ ′ = 𝑪𝜽,𝝅𝐹𝜷
��⃗  ,   
𝜷 � =  �𝑪𝜽,𝝅� 𝐹�
−1
𝜸�′ 
 Replace 𝜽�⃗ and 𝝅��⃗  with their point estimates, reduce the model of Y in terms of the M 
variables to enforce constraints, regress Y on the M variables to estimate 𝜸�⃗ ′, invert 𝑪𝜽,𝝅� 𝐹, and 
calculate the product �𝑪𝜽,𝝅� 𝐹�
−1
𝜸�′ to find estimates for 𝜷 ���⃗ .   
 For convenience define: 
12
𝑐1  =  𝜋1𝜃2 −  𝜋2𝜃1,  𝑐2  =  𝜋1𝜃2 +  𝜋2𝜃1 ,  𝑐3  =  𝜋2𝜃0 −  𝜋0𝜃2, 






� =  �𝑪𝜽,𝝅� 𝐹�
−1

















































































 Note:  In a simplified situation, where 𝑋1 depends only on 𝑀1, and 𝑋2 depends only on 
𝑀2, the matrix reduction step is unnecessary because 𝑀1𝑀2, the interaction, is the only second 
order term. 
 2.2.2 RCIV2 
 The unknown X variables are replaced by point estimates from the instrumental model 
fits. 
𝐸[𝑋1𝑖𝑗|𝑴���⃗ 𝑖𝑗] = 𝐸[𝑊1𝑖𝑗|𝑴���⃗ 𝑖𝑗] = 𝜃0 + 𝜃1𝑀1𝑖𝑗 +  𝜃2𝑀2𝑖𝑗 
𝐸[𝑋2𝑖𝑗|𝑴���⃗ 𝑖𝑗] = 𝐸[𝑊2𝑖𝑗�𝑴���⃗ 𝑖𝑗� = 𝜋0 +  𝜋1𝑀1𝑖𝑗 + 𝜋2𝑀2𝑖𝑗 
𝐸[𝑋1𝑖𝑗𝑋2𝑖𝑗�𝑴���⃗ 𝑖𝑗� = 𝐸[𝑋1𝑖𝑗|𝑴���⃗ 𝑖𝑗] 𝐸[𝑋2𝑖𝑗|𝑴���⃗ 𝑖𝑗] assuming the random processes are independent of 
each other. 
𝑋�1𝑖𝑗 = 𝜃�0 +  𝜃�1𝑀1𝑖𝑗 + 𝜃�2𝑀2𝑖𝑗 
𝑋�2𝑖𝑗 = 𝜋�0 +  𝜋�1𝑀1𝑖𝑗 +  𝜋�2𝑀2𝑖𝑗 
𝑋1𝚤𝚥𝑋2𝚤𝚥
� = 𝑋�1𝑖𝑗𝑋�2𝑖𝑗 
 Note only the fixed effects parts of the instrumental models are used for estimating the 
covariates.  While subject specific, empirical Bayes estimates are intuitively appealing simulation 
studies found they yield biased estimates for 𝜷 ���⃗ .  The subject specific estimates derive from the 
expectations of the random effects conditional on the outcomes, the W variables, whereas here 
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the expectation of the outcomes conditional on the instrumental variables are desired.  The 
subject specific estimates would conflate the fixed and random parts of the Y model after 
substitution.  Once point estimates are obtained for the X variables, regress Y on the estimates of 
X as if they were observations of X measured without error using the standard mixed model 
algorithms. 
𝑌𝑖𝑗 = 𝛽0 +  𝛽1𝑋�1𝑖𝑗 +  𝛽2𝑋�2𝑖𝑗 +  𝛽3𝑋�1𝑖𝑗𝑋�2𝑖𝑗 +  𝑏𝑖
𝑌 +  𝜀𝑖𝑗𝑌  
 2.2.3 Equality of the RCIV1 and RCIV2 Point Estimators 
 It turns out the point estimates for the RCIV1 and RCIV2 methods are identical provided 
both methods use the same estimates for 𝜽�⃗ and 𝝅��⃗  and the Y models are fit with the same 
covariance structure. 
 Proof: 












�.   𝑋�𝜃,𝜋� =




� , where ?̂?𝜃,𝜋� 𝐹is full rank and ?̂?𝜃,𝜋� 𝐷are the linearly dependent rows.  Therefore, ?̂?𝜃,𝜋� 𝐷=  
𝑇�𝜃,𝜋� ?̂?𝜃,𝜋� 𝐹 for some matrix 𝑇
�𝜃,𝜋� ; ?̂?𝜃,𝜋� = �
𝐼
𝑇�𝜃,𝜋�
� ?̂?𝜃,𝜋� 𝐹.  𝑋
�𝜃,𝜋� =  𝑀 �
𝐼
𝑇�𝜃,𝜋�
� ?̂?𝜃,𝜋� 𝐹 =  𝑀
�𝜃,𝜋� 𝑟𝑒𝑑?̂?𝜃,𝜋� 𝐹 , 
where 𝑀�𝜃,𝜋� 𝑟𝑒𝑑 =  𝑀�
𝐼
𝑇�𝜃,𝜋�
� is the design matrix for the model reduction method.     
 For the RCIV1 method  𝛾� =  �𝑀�𝜃,𝜋� 𝑟𝑒𝑑
𝑡  𝑉�𝑌−1𝑀�𝜃,𝜋� 𝑟𝑒𝑑  �
−1
(𝑀�𝜃,𝜋� 𝑟𝑒𝑑
𝑡𝑉�𝑌−1𝑌), from the 
standard mixed model formula, and 
?̂? =  (?̂?𝜃,𝜋� 𝐹)
−1𝛾� =  (?̂?𝜃,𝜋� 𝐹)
−1 �𝑀�𝜃,𝜋� 𝑟𝑒𝑑
𝑡  𝑉�𝑌−1𝑀�𝜃,𝜋� 𝑟𝑒𝑑  �
−1
(𝑀�𝜃,𝜋� 𝑟𝑒𝑑
𝑡𝑉�𝑌−1𝑌).   
 For the RCIV2 method  
 ?̂? =  �𝑋�𝜃,𝜋�





 ��𝑀�𝜃,𝜋� 𝑟𝑒𝑑?̂?𝜃,𝜋� 𝐹�
𝑡






























 The two formulas are identical provided (𝜃�𝑡,𝜋�𝑡)𝑡 and 𝑉�𝑌 are identical across both 
methods.   
 𝑉�𝑌 will be identical for both RCIV1 and RCIV2 if the same covariance structure is used 
to fit both models. 
 For RCIV1, the response model is fit by optimizing 
−2𝐿𝑜𝑔 �𝐿�𝜸𝒓𝒆𝒅, 𝝉�𝒀,𝑴,𝜽�,𝝅���
= �𝑛𝑖 ∗ log(2𝜋)
𝑁
𝑖=1
+ �  log (|𝑽𝑖(𝝉)|)
𝑁
𝑖=1









 For RCIV2, the response model is fit by optimizing: 
−2𝐿𝑜𝑔 �𝐿�𝜷, 𝝉�𝒀,𝑿� ,𝜽�,𝝅���
= �𝑛𝑖 ∗ log(2𝜋)
𝑁
𝑖=1
+ �  log (|𝑽𝑖(𝝉)|)
𝑁
𝑖=1
+ ��𝒀𝑖 − 𝑿�𝜃,𝜋� 𝑖𝜷�
𝑇
�𝑽𝑖(𝝉)�




𝑿�𝜃,𝜋� 𝑖 = 𝐸�𝑿𝑖�𝑴𝑖,𝜽
�,𝝅� � =  𝑴𝑖𝑪�𝜃,𝜋� = 𝑴�𝜃,𝜋� 𝑟𝑒𝑑𝑖
𝑪�𝜃,𝜋� 𝐹  
𝜸𝒓𝒆𝒅 = 𝑪�𝜃,𝜋� 𝐹𝜷 
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 Through substitution the equality is established: 





−1(𝒀𝑖 −𝑴� 𝜃,𝜋� 𝑟𝑒𝑑𝑖
𝜸𝒓𝒆𝒅) =  ∑ 𝑛𝑖 ∗ log(2𝜋)𝑁𝑖=1 + ∑  log (|𝑽𝑖(𝝉)|)𝑁𝑖=1 +
 ∑ �𝒀𝑖 − 𝐸�𝑿𝑖�𝑴𝑖,𝜽�,𝝅� �𝜷�
𝑇�𝑽𝑖(𝝉)�
−1(𝒀𝑖 − 𝐸�𝑿𝑖�𝑴𝑖,𝜽�,𝝅� �𝜷)𝑁𝑖=1 = ∑ 𝑛𝑖 ∗ log(2𝜋)𝑁𝑖=1 +
∑  log (|𝑽𝑖(𝝉)|)𝑁𝑖=1 +  ∑ �𝒀𝑖 − 𝑿�𝜃,𝜋� 𝑖𝜷�
𝑇
�𝑽𝑖(𝝉)�
−1(𝒀𝑖 − 𝑿�𝜃,𝜋� 𝑖𝜷)
𝑁
𝑖=1 =
 −2𝐿𝑜𝑔 �𝐿�𝜷, 𝝉�𝒀,𝑿� ,𝜽�,𝝅���  
 Since 𝜸𝒓𝒆𝒅 and 𝜷 are one-to-one transforms of each other, and 
−2𝐿𝑜𝑔 �𝐿�𝜸𝒓𝒆𝒅, 𝝉�𝒀,𝑴,𝜽�,𝝅��� and −2𝐿𝑜𝑔 �𝐿�𝜷, 𝝉�𝒀,𝑿� ,𝜽�,𝝅��� are equivalent, the RCIV1 and 
RCIV2 methods yield identical point estimators, provided the same 𝑽𝑖(𝝉) matrices are used. 
 For known covariance parameters, 𝝉, the optimizing values are  




































































 Substituting into the likelihood expressions: 
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−2𝐿𝑜𝑔 �𝐿�𝜸𝒓𝒆𝒅(𝝉), 𝝉�𝒀,𝑴,𝜽�,𝝅���














































−2𝐿𝑜𝑔 �𝐿�𝜷(𝝉), 𝝉�𝒀,𝑿� ,𝜽�,𝝅��� = �𝑛𝑖 ∗ log(2𝜋)
𝑁
𝑖=1





































=  �𝑛𝑖 ∗ log(2𝜋)
𝑁
𝑖=1
+ �  log (|𝑽𝑖(𝝉)|)
𝑁
𝑖=1
+ ��𝒀𝑖 −𝑴� 𝜃,𝜋� 𝑟𝑒𝑑𝑖
𝑁
𝑖=1





















−1(𝒀𝑖 −𝑴� 𝜃,𝜋� 𝑟𝑒𝑑𝑖




















 = �𝑛𝑖 ∗ log(2𝜋)
𝑁
𝑖=1
+ �  log (|𝑽𝑖(𝝉)|)
𝑁
𝑖=1
+  ��𝒀𝑖 −𝑴� 𝜃,𝜋� 𝑟𝑒𝑑𝑖
𝑁
𝑖=1







































= −2𝐿𝑜𝑔 �𝐿�𝜸𝒓𝒆𝒅(𝝉), 𝝉�𝒀,𝑴,𝜽�,𝝅��� 
 When the estimators for 𝜸𝒓𝒆𝒅 and 𝜷, in terms of 𝝉, are substituted into the likelihood 
expressions they are identical.  The expression for the likelihood must then be optimized over 𝝉, 
usually through numeric methods.  Q.E.D. 
 The real covariance matrices in the response mode will differ between the RCIV1 and 
RCIV2 methods.  In the RCIV1 method the random effects and repeated errors in the 
instrumental models carry over into the response model.  In the RCIV2 method the variation in 
the fixed effect estimates are ignored.  Unfortunately, the true covariance structures in the 
response model under the RCIV1 method are often very complex, and for computational reasons 
they must be simplified.  In our study, for the interaction model, we simplified the covariance 
structure to a random intercept and a continuous AR(1) process.  The same type of structure was 
used in the RCIV2 model as well, so the point estimates for 𝜷 were identical.  By contrast, 
suppose a situation with one covariate in the response model, measured with error, and one 
instrumental model.  Suppose the instrumental model contained a random slope term, but the 
response model lacked one.  Under the RCIV1 method, the approximation of the response 
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covariate structure might include a random slope term, but the term would be absent under the 
RCIV2 method.  Different covariance structures in response models could lead to different point 
estimates for 𝜷.  In addition, using only the fixed effect components for the instrumental models 
to predict the covariates under the RCIV2 method preserves the symmetry of the RCIV1 and 
RCIV2 methods and keeps the fixed and random parts of the models separate.   
2.3 Variance Theory 
 Determining the structure of variance is important for two reasons.  First, for mixed 
models the formula for the parameter estimates depends on the estimate of the covariance matrix 
between observations.  Although the generalized least squares estimators are unbiased even 
without the correct covariance matrix, they are not optimally efficient and will yield incorrect 
estimates for the standard error.  Second, inferential statistics, such as confidence intervals, 
depend on estimates of the variability of the parameter estimates.  Ideally, point estimates should 
always be accompanied by estimates of their variability.  
 2.3.1 Covariance of the Y Model 
 Longitudinal data and interaction terms among covariates measured with error introduce 
complications into modeling variances.  Random effects and repeated error terms in the 
instrumental models are passed through to the model for Y.  The interaction term in the Y model 
results in crossed effects, including terms with a product of two random variables and random 
terms dependent on the instrumental variables.  As previously calculated, the random component 





𝑋2  + 𝛽3𝜋0𝑏𝑖
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𝑋1  + 𝛽3𝜀𝑖𝑗
𝑋1𝜀𝑖𝑗
𝑋2
+  𝑏𝑖𝑌 + 𝜀𝑖𝑗𝑌  
Let,   𝜆1𝑖𝑗 =  𝛽1 + 𝛽3𝜋0 +  𝛽3𝜋1𝑀1𝑖𝑗 + 𝛽3𝜋2𝑀2𝑖𝑗   and  𝜆2𝑖𝑗 =  𝛽2 + 𝛽3𝜃0 +  𝛽3𝜃1𝑀1𝑖𝑗 +
𝛽3𝜃2𝑀2𝑖𝑗 for compactness of notation. 
 To obtain the element of the covariance matrix for subject i corresponding to 
observations j and j', multiply the random term for observation j in subject i by the random term 
for observation j' in subject i and take the expectation. 
𝑉𝑌|𝑀,𝑖,𝑗𝑗′ =  𝜆1𝑖𝑗𝜆1𝑖𝑗′𝜎𝑏𝑋1
2 + 𝜆1𝑖𝑗𝜆1𝑖𝑗′𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′ +  𝜆2𝑖𝑗𝜆2𝑖𝑗′𝜎𝑏𝑋2
2 + 𝜆2𝑖𝑗𝜆2𝑖𝑗′𝑹𝜺𝑖







𝑋2 ,𝑗𝑗′ + 𝛽3
2𝜎𝑏𝑋2
2 𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′ + 𝛽3
2𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′𝑹𝜺𝑖
𝑋2 ,𝑗𝑗′  + 𝜎𝑏𝑌
2 +  𝑹𝜺𝑖𝑌,𝑗𝑗′ 
 The formula assumes the random variables from each model are independent.  The 
presence of products of variables may cause the distribution to deviate from normality.  The 
variance calculation makes no distributional assumptions other than the independence 
assumption.  For large sample sizes mixed model methods are relatively robust to deviations from 
normality, provided an accurate covariance structure is specified.  Nevertheless, random terms 
with large variance terms could cause problems because their products could sometimes yield 
very large values and cause serious departures from normality. 
 2.3.2 Joint Covariance of the Parameter Estimate Vector 
 Estimating the β parameters requires estimating the θ, π, and γ parameters.  The 
multivariate delta method can be used to compute the asymptotic variance of 𝜷�.    To use the 
multivariate method one must first derive both the joint covariance matrix of (𝜽�𝑡 ,𝝅�𝑡 ,𝜸�𝑡)𝑡 , 
denoted Σ, and the matrix of the first derivatives of the β parameters in terms of the θ, π, and γ 







Σ𝜋𝜃 = Σ𝜃𝜋𝑡  ,  Σ𝛾𝜃 = Σ𝜃𝛾𝑡  ,  Σ𝛾𝜋 = Σ𝜋𝛾𝑡  
 Let 𝑀1𝑖  be the design matrix for instrumental models, for the W variables in terms of the 
M variables, for subject i.  It contains only first order M variables.  Let 𝑀2,𝑟𝑒𝑑𝑖 be the design 
matrix for the Y model in terms of M.  It contains first and second order M variables with matrix 
reduced to enforce parameter constraints. 
 The diagonal elements can be derived from the standard formulas for the covariance 






























































































𝑉𝑊1𝑖|𝑀1𝑖 = 𝑉𝑎𝑟(𝑊1𝑖|𝑀1𝑖) = 𝜎𝑏𝑋1
2 +  𝑹𝜺𝑖
𝑊1  ,  𝑉𝑊2𝑖|𝑀1𝑖 = 𝑉𝑎𝑟(𝑊2𝑖|𝑀1𝑖) = 𝜎𝑏𝑋2
2 +  𝑹𝜺𝑖
𝑊2  
 Due to the independence of the random processes, the covariance between the W 
variables is zero.  𝐶𝑜𝑣�𝑊1𝑖 ,𝑊2𝑖|𝑀1𝑖� = 0, and by extension Σ𝜃𝜋 = 0.  Since the random 
processes of the instrumental model filters into the response model, the Y and W variables are 
correlated.  Bear in mind the U random variables are not included in the X variables and are 
independent of the X variable, so the Y and W variables are correlated only through the X 
variables. 
𝐶𝑜𝑣�𝑊1𝑖 ,  𝑌𝑖| 𝑀1𝑖 ,𝑀2,𝑟𝑒𝑑𝑖� = 𝑑𝑖𝑎𝑔(𝝀1𝚤�����⃗ )(𝜎𝑏𝑋1
2 + 𝑹𝜺𝑖
𝑋1) 
𝐶𝑜𝑣�𝑊2𝑖 ,  𝑌𝑖| 𝑀1𝑖 ,𝑀2,𝑟𝑒𝑑𝑖� = 𝑑𝑖𝑎𝑔(𝝀2𝚤�����⃗ )(𝜎𝑏𝑋2
2 + 𝑹𝜺𝑖
𝑋2) 
𝑑𝑖𝑎𝑔(𝝀1𝚤�����⃗ ) and 𝑑𝑖𝑎𝑔(𝝀2𝚤�����⃗ ) are diagonal matrices with elements 𝜆1𝑖𝑗 and 𝜆2𝑖𝑗 respectively. 
 As with the standard error formulas for regular mixed model regression, the variance 
formulas ignore the estimation error for the parameters of the covariance structures.  Regular 
mixed model regression attempts to compensate by adjusting the denominator degrees of 
freedom.  However, for large samples of subjects the difference between the T and F distributions 
and the normal and chi-square distributions respectively is usually minor.  Another complication 
is the presence of functions of (𝜽�𝑡 ,𝝅�𝑡)𝑡 in the reduced design matrix for 𝜸�.  The reduce design 
matrix was necessary to enforce parameter constraints on 𝜸� to ensure the consistency of the 
system of equations and to render the C matrix invertible.  As with the covariance structure 
parameters, their variability is ignored to make the derivation of analytic formulas for the 
covariance matrices tractable.   Replacing parameters in covariance matrices with their point 
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estimates is analogous to the Wald method commonly used for generalized linear models.  For 
large samples, the maximum likelihood estimates are consistent and Wald methods are 
asymptotically valid.  Use of the empirical "sandwich" variance estimators can at least partially 
compensate for imperfection in the model formulas when the sample size is reasonably large. 
 2.3.3 Application of the Delta Theorem 
 The β parameter estimates are functions of the θ, π, and γ parameter estimates, so the 
asymptotic variance of the β parameter estimates can be calculated using a multivariate Taylor 
expansion.  The multivariate Taylor expansion uses a matrix of the first derivatives of the β 
















































































































𝑐1  =  𝜋1𝜃2 −  𝜋2𝜃1,  𝑐2  =  𝜋1𝜃2 +  𝜋2𝜃1 ,  𝑐3  =  𝜋2𝜃0 −  𝜋0𝜃2, 
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 Using mixed model theory and the delta method, the asymptotic distribution of the beta 
parameters is: 
(𝜽�𝑡 ,𝝅�𝑡 ,𝜸�𝑡)𝑡 𝑎. 𝑠.𝑦 � 𝑁((𝜽𝑡 ,𝝅𝑡 ,𝜸𝑡)𝑡,Σ) 𝑎. 𝑠.𝑦 � 𝑁�(𝜽𝑡 ,𝝅𝑡,𝜸𝑡)𝑡,Σ�� 
Δ(𝜷�((𝜽�𝑡,𝝅�𝑡,𝜸�𝑡)𝑡)  −  𝜷((𝜽𝑡 ,𝝅𝑡,𝜸𝑡)𝑡)) 𝑎. 𝑠.𝑦 � Δ𝑁(0, Σ)𝑎. 𝑠.𝑦 � 𝑁(0,ΔΣΔ𝑇) 
?̂? 𝑎. 𝑠.𝑦 � 𝑁(𝛽,ΔΣΔ𝑇)𝑎. 𝑠. 𝑦 � 𝑁�𝛽,Δ�Σ�Δ�𝑇� 
 All estimates and inferences presented in the paper are based on the asymptotic properties 
of maximum likelihood.  Maximum likelihood estimators are asymptotically consistent, efficient, 
and normally distributed.  For large sample sizes Wald methods can be used for confidence 
intervals and hypothesis testing. 
 2.3.4 Estimation of the Covariance Terms and Computational Difficulties 
  Since the Y model inherits random terms from instrumental models, the off diagonal 
elements of Σ are not zero.  The complexities of the covariance matrices render them difficult to 
set up and model, so in our investigations simplifications were introduced.  Typically we 
performed each regression separately and approximated the covariance structures with a random 
intercept and spatial AR(1) repeated error.  When simplifying the covariance structure care must 
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be taken to maintain as much consistency as possible.  Inconsistent simplifications for different 
sections of Σ can result in non-positive definite estimates for the covariances and negative 
variance estimates for the parameters in 𝜷�.  For example, if the covariance structures for the 
instrumental and Y models are treated separately, then the off diagonal terms of Σ should be set 
to zero.  Ignoring the connection between the covariance structures implies an absence of 
correlation.  Accurately modeling the structure of Σ is especially problematic due to the presence 
of β, θ, and π parameters and the sharing of covariance parameters between the Y and 
instrumental models.  Some mechanism would be needed to enforce the equality of covariance 
terms in different models.  Instrumental covariance parameters could be estimated solely from the 
instrumental models and the point estimates could then be imported into the Y model.  Or some 
sort constrained joint optimization could be used.  To account for the β, θ, and π parameters 
would presumably require a reiteration algorithm.  Values would be assumed for all parameters.  
The mixed model regression formulas would be applied using the assumed values to obtain better 
estimates for the β, θ, and π, parameters.  Residuals for all the models would be calculated, the 
estimates for β, θ, and π would be substituted into the covariance structure and an optimization 
algorithm would be used to estimate the covariance terms.  Finally, the process would then be 
repeated starting with the newly estimated covariance matrix; reiterate until convergence. 
 One advantage of the RCIV1 method of moments approach over the RCIV2 point 
estimate approach is the former lends itself, at least in principle, to an analytic formula for the 
asymptotic variance of 𝜷�.  A naive approach to the variance of  𝜷� for the RCIV2 method, 
considered for comparison purposes, uses only the variance components from the Y model.  Once 
the point estimates for the X variables are determined they are treated as fixed and any variation 
in their estimation is ignored.  By contrast, the RCIV1 method attempts, albeit perhaps 
imperfectly, to account for the variation in 𝜷� due to variation in the estimation of the instrumental 
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models.  Resampling methods, i.e. bootstrapping, offer an alternative to analytic formulas, but 
they can be time and computer intensive. 
 The empirical "sandwich" covariance estimators offer a way to circumvent the difficulty 
of accurately modeling the covariance structures.  Instead of relying entirely on the model 
estimates of the covariance matrix, the sandwich estimator inserts a sample covariance matrix 
from the model residuals into the covariance formula.  For large samples the sandwich estimators 
are more robust misspecification of the covariance structure than model based estimators.  For 
small samples sandwich estimators might be unstable. 
2.4 Discussion of Simulation Results 
 See appendix A.1 for tables of simulation results.  Simulations were mainly conducted 
using R. 
 2.4.1 Asymptotic Properties 
 For all simulations bias was negligible, indicating consistency in the estimators, despite 
imperceptions in structuring the covariance matrices.  Both the RCIV1 and RCIV2 methods, and 
both the model based and sandwich variance estimators, perform reasonably well for sample sizes 
of 50 and 100 subjects, with confidence interval coverage rates of over 90% and mean se/sd of 
only slightly below unity.  For small sample sizes (e.g. 20 subjects) the sandwich estimators grow 
slightly less reliable, while the model based estimators for the RCIV1 method display modest 
over coverage.  The model based and sandwich estimators performed comparably in most cases.  
For larger sample sizes the sandwich estimators are supposedly more robust to misspecifications 
of the covariance matrix, an important consideration, but for small samples they are more 
vulnerable to sampling variations.  The histograms and qqplots indicate the distribution of the 
parameter estimates are close to normality.  Replacing the normal error variances with a scaled T 
distribution with 3 degrees of freedom, a fatter tailed distribution, usually reduced confidence 
interval coverage rates a little, but they stayed above 90%.  The distributions were scaled to 
maintain same variance.  The histograms and qqplots continued to suggest relatively normal 
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distributions.  In some situation large outliers occurred though.  Large absolute values for random 
terms, more common in T(df=3) distribution than in normal distributions, could distort the 
estimates.  Since the true random term in the Y model contains products of random terms, the 
product of two large values would be very large.  Outliers for the parameter estimates could also 
occur in the estimation of the instrumental models.  If one of the estimates for the parameters of 
the instrumental models is far off it could likewise produce poor estimates of the beta parameters.  
Many of the elements of the �𝑪𝜽,𝝅� 𝐹�
−1
matrix feature denominators with the covariates of the 
instrumental models.  If the estimates of the instrumental covariates set the denominators close to 
zero it could greatly increase the absolute values of the estimates of the beta parameters.  Another 
simulation investigated the impact of separating the 10 repeated observations on a subject into 
two groups of 5, widely separated in time.   Most of the confidence intervals over covered a bit.  
The confidence interval coverage rates for the RCIV1 method typically exceed the coverage rates 
for the RCIV2 method. 
 One would expect the mean standard error to slightly underestimate the true standard 
deviation of the estimators, especially for small sample sizes, for several reasons.  Maximum 
likelihood estimators for covariance parameters are usually downwardly biased, as are the square 
roots of variance estimators (Strand).  Furthermore, the formulas for covariances take a Wald 
approach of substituting point estimators and ignore some sources of variation.  For large 
samples, though, maximum likelihood estimators are consistent, and the Wald inference method 
and normal distributions are asymptotically valid.  Therefore, for large enough samples, the 
standard error estimates should be nearly unbiased, provided the simplification of the covariance 
structures works.  The estimate of the standard error itself is of interest because it is used to 
construct confidence intervals according to the normal distribution, rather than a T distribution.  If 
the standard error estimate is biased, the confidence interval coverage should deviate from its 
nominal rate.  For the smaller numbers of subjects, 50 and especially 20, convergence to the limit 
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is less.  Interestingly, the confidence intervals sometimes cover at a higher rate than one would 
predict from the ratio of mean standard error to standard deviation.  One possibility is the 
rightward skew of the distribution of the standard errors for the smaller sample sizes.  A few 
simulation outcomes were moderate right outliers.  In cases where the standard error is greatly 
overestimated, confidence intervals almost inevitably cover the true values. 
 2.4.2 Correlation Effects 
 For all simulations bias remained negligible.  The confidence intervals based on the 
sandwich estimators typically cover at or slightly above the nominal rate.  The coverage rate was 
slightly higher for the RCIV1 method compared with the RCIV2 method in most cases.  The 
sandwich estimators were fairly reliable for both RCIV1 and RCIV2 methods, even for high 
autocorrelations.  The coverage rates for confidence intervals based on the model based 
estimators decrease below nominal for high autocorrelation, especially for the RCIV2 method.  
Presumably the approximations for the covariance matrices are less valid when autocorrelation is 
high.  The RCIV2 method plugs in point estimators for the x variables and ignores variation in 
their estimation. The RCIV1 method attempts to incorporate the variation in the estimates of the x 
variables through model expansion and the delta method.  Hence the performance of the model 
based RCIV2 method suffers more than the performance of the model based RCIV1 method 
when high autocorrelation exists.  The sandwich based estimators offer better reliability because 
they use information from the residuals to compensate for modeling simplifications. 
 2.4.3 Variance Effects 
 For the estimation methods to achieve acceptable levels of performance the variances of 
the random terms must remain tame.  If the variances of the random terms in the instrumental 
model are large then estimates of the x variables will be imprecise and the model will be useless.  
Large variance terms also render the simplifications of the covariance matrix untenable.  Since 
the true variance of the expanded Y model contains products of random terms, and the absolute 
value of a product of two random terms with large absolute values will be very large.  Even if the 
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random terms are normally distributed their product will not be.  It is conceivable a more accurate 
version of the covariance matrix could correct some of the short comings.  Still, if the models are 
very imprecise the resulting confidence intervals may be too large to be of practical use, even if 
they achieve nominal coverage. 
2.5  Data Results and Discussion 
 The National Jewish Health asthma data was fit using log(cotinine) and ambient PM2.5, 
measured by station monitors, as the instrumental variables;  log(SHS + 1), second hand tobacco 
smoke, and personal ambient PM2.5,  ambient particle matter less than 2.5 microns in diameter 
measured by personal monitors, as the explanatory proxy variables; subject exposure to SHS, 
second hand smoke, and PM2.5 as the unobserved covariates; and log(LTE4), leukotriene, a 
biomarker of lung inflammation, as the response.  Both the instrumental models and the response 
models were fit with random intercepts and continuous AR(1) repeated correlation structures.  
The fitting procedure made two adjustments to the theoretical model.  Available case data was 
used for all models, and so the response model and the instrumental model were fit with different 
samples.  Available case data means each model is fit with all usable observations for the model.  
Fitting the models with different samples precludes the use of the empirical "sandwich" 
estimators for the off diagonal blocks because the matrix of residual products would have missing 
values, and it alters the specific formulas for the covariance structures.  In the interest of 
computational feasibility, and to use all the available data, the block diagonal model based 
estimates of the variances were used.  Simulations studies suggest they perform reasonably well.  
If the samples had no overlap, setting the off diagonal elements to zero would be theoretically 
valid.  The response model also adds study year as a new covariate, a categorical covariate 
measured without error.  Additional covariates will be discussed in more detail in section 3.  
Adding a single covariate, measured without error, to the response model merely tacks on another 
model parameter and requires no changes to the inversion process, the error structure, or the 
covariance matrices.  For the parameter estimate vector and the covariance matrices, the row and 
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columns corresponding to the parameter for year can be removed.  Programs for fitting the data 
were run in SAS and R. 
Table 1:  Available Data Results for Main Interaction Model, Model Based Variance Estimators 
(values in parenthesis are the standard errors). 
Parameter Regression of 
W1  
(Nsub = 85, 
Nobs = 451)  
Regression of W2  
(Nsub = 85, 
Nobs = 350) 
Regression of Y 
(RCIV1) 
(Nsub = 84, Nobs = 
1160) 
Intercept 𝜃�0 = 1.2022  
 (0.1273) 
𝜋�0 = 1.1839  
(0.1225) 
𝛾�0 = 4.1074 (year 7) 
(0.1065) 
Cotinine, M1 𝜃�1 = 0.1411 
(0.0280) 
𝜋�1 = 0.0251 
(0.0204) 
𝛾�1 = 0.1095 
 (0.0353) 
PM2.5, M2 𝜃�2 = 0.0094 
(0.0338) 
𝜋�2 = 0.2270 
(0.0377) 





  𝛾�3 = -0.0232 
(0.0101) 





2  = 0.1552 𝜎�
𝑏0
𝑌|𝑀
2 = 0.0097 𝜎�
𝑏0
𝑌|𝑀
2 = 0.1215 
Residual variance 𝜎�𝜀𝑋1
2 = 0.2220 𝜎�𝜀𝑌|𝑀
2 = 0.1789 𝜎�𝜀𝑌|𝑀
2 = 0.1202 
Correlation between  
Responses 2 days apart 
𝜙�𝜀𝑋1  = 0.4630 𝜙�𝜀𝑌|𝑀  = 0.2118 𝜙�𝜀𝑌|𝑀  = 0.3994 
 
Table 2:  Available Data Results for Main Interaction Model, Model Based Variance Estimators, 
Beta Parameters 
Parameter Estimate S.E. 95% Confidence Interval p value 
Β0 (year 7) 1.8815 1.0959 (-0.2664, 4.0294) 0.0860 
Β1 (SHS) 1.5777 0.7067 (0.1926, 2.9628) 0.0256 
Β2 (PM2.5) 1.1425 0.5849 (-0.0039, 2.2889) 0.0508 
Β3 (SHS*PM2.5) -0.7190 0.3640 (-1.4324, -0.0056) 0.0482 
  
 The estimate for the interaction term was -0.7190.  The negative sign means the marginal 
effect of one pollutant on log(LTE4) decreases as the value of the other variable increases; i.e. the 
slope is attenuated.  For the RCIV1 method, with the model based, block diagonal, variance 
method, the interaction effect achieved marginal statistical significance with a p value of 0.0482.  
According to the results, SHS had a statistically significant positive effect on LTE4 in the absence 
of PM2.5.  The effect of PM2.5 in the absence of SHS bordered on statistical significance 
(p=0.0508).  The estimated effect was greater for SHS than for ambient PM2.5, but the difference 
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between them was not statistically significant at the mean values of the pollutants.  Thus, there is 
no evidence the toxicity of the pollutants differs.    
  We also considered the results of fitting the models using only complete data so empirical 
"sandwich" variance estimators can be used and the joint covariance formulas are correct.  
Complete data means fitting all the models with same data set.  Unfortunately, the complete data 
fit reduces the sample size and the power. 
Table 3:  Complete Data Results for Main Interaction Model, Model Based Variance Estimators 
(values in parenthesis are the standard errors). 
Parameter Regression of 
W1  
(Nsub = 45, 
Nobs = 276)  
Regression of W2  
(Nsub = 45, 
Nobs = 276) 
Regression of Y 
(RCIV1) 
(Nsub = 45, Nobs = 
276) 
Intercept 𝜃�0 = 1.1679 
(0.1696) 
𝜋�0 = 1.3356 
(0.1430) 
𝛾�0 = 4.6189 (year 5) 
(0.1822) 
Cotinine, M1 𝜃�1 = 0.1778 
(0.0362) 
𝜋�1 = 0.0192 
(0.0238) 
𝛾�1 = 0.0835 
 (0.0829) 
PM2.5, M2 𝜃�2 = −0.0105 
(0.0451) 
𝜋�2 = 0.1828 
(0.0433) 





  𝛾�3 = -0.0105 
(0.0224) 





2  = 0.1902 𝜎�
𝑏0
𝑌|𝑀
2 = 0.0181 𝜎�
𝑏0
𝑌|𝑀
2 = 0.0469 
Residual variance 𝜎�𝜀𝑋1
2 = 0.2021 𝜎�𝜀𝑌|𝑀
2 = 0.1780 𝜎�𝜀𝑌|𝑀
2 = 0.1179 
Correlation between  
Responses 2 days apart 
𝜙�𝜀𝑋1  = 0.3912 𝜙�𝜀𝑌|𝑀  = 0.2194 𝜙�𝜀𝑌|𝑀  = 0.4244 
 
 
Table 4:  Complete Data Results for Main Interaction Model, Model Based Variance Estimators, 
Beta Parameters 
Parameter Estimate S.E. 95% Confidence Interval p value 
Β0 (year 5) 3.7444 2.0699 (-0.3125, 7.8013) 0.0704 
Β1 (SHS) 0.9211 1.3743 (-1.7725, 3.6147) 0.5027 
Β2 (PM2.5) 0.2300 1.0601 (-1.8478, 2.3078) 0.8283 
Β3 (SHS*PM2.5) -0.3260 0.6993 (-1.6966, 1.0446) 0.6411 




 The results for complete data with model based estimators are displayed in tables 3 and 4.  
The estimate for the interaction term was negative, but there is no statistical evidence the value of 
one pollutant affects the slope of the other.  The effects of both pollutants in the absence of the 
others were not statistically significant.  The estimated effect was greater for environmental 
tobacco smoke than for ambient PM2.5, and the difference between them was marginally not 
statistically significant at the mean values of the pollutants.  Thus, there is a small amount of 
evidence for a difference in the toxicity of the pollutants.   The point estimators were notably 
smaller in magnitude for the complete data fit and the standard errors were larger. 
Table 5:  Complete Data Results for Main Interaction Model, Empirical Variance Estimators 
(values in parenthesis are the standard errors). 
Parameter Regression of 
W1  
(Nsub = 45, 
Nobs = 276)  
Regression of W2  
(Nsub = 45, 
Nobs = 276) 
Regression of Y 
(RCIV1) 
(Nsub = 45, Nobs = 
276) 
Intercept 𝜃�0 = 1.1679 
(0.1710) 
𝜋�0 = 1.3356 
(0.1762) 
𝛾�0 = 4.6189 (year 5) 
(0.2048) 
Cotinine, M1 𝜃�1 = 0.1778 
(0.0486) 
𝜋�1 = 0.0192 
(0.0210) 
𝛾�1 = 0.0835 
 (0.0988) 
PM2.5, M2 𝜃�2 =  −0.0105 
(0.0528) 
𝜋�2 = 0.1828 
(0.0468) 





  𝛾�3 = -0.0105 
(0.0279) 





2  = 0.1902 𝜎�
𝑏0
𝑌|𝑀
2 = 0.0181 𝜎�
𝑏0
𝑌|𝑀
2 = 0.0469 
Residual variance 𝜎�𝜀𝑋1
2 = 0.2021 𝜎�𝜀𝑌|𝑀
2 = 0.1780 𝜎�𝜀𝑌|𝑀
2 = 0.1179 
Correlation between  
Responses 2 days apart 
𝜙�𝜀𝑋1  = 0.3912 𝜙�𝜀𝑌|𝑀  = 0.2194 𝜙�𝜀𝑌|𝑀  = 0.4244 
 
Table 6:  Complete Data Results for Main Interaction Model, Empirical Variance Estimators, 
Beta Parameters. 
Parameter Estimate S.E. p value 
Β0 (year 5) 3.7444 2.5758 0.1460 
Β1 (SHS) 0.9211 1.7302 0.5945 
Β2 (PM2.5) 0.2300 1.3348 0.8632 
Β3 (SHS*PM2.5) -0.3260 0.8917 0.7147 
Term in parenthesis for the intercept is the reference level. 
 The results for complete data with empirical "sandwich" estimators are displayed in 
tables 5 and 6.  The estimate for the interaction term was negative, but there is no statistical 
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evidence the value of one pollutant affects the slope of the other.  The effects of both pollutants in 
the absence of the others were not statistically significant.  The estimated effect was greater for 
environmental tobacco smoke than for ambient PM2.5, and the difference between them was 
marginally not statistically significant at the mean values of the pollutants.  There is a small 
amount of evidence the toxicity of the pollutants differs.   Most of the standard errors were larger 
for the empirical "sandwich" estimators, but theory and simulation studies suggests they are more 
generally reliable than model based estimators. 
2.6 Special Case:  Non-Interaction Model 
 Second order terms, including interaction, complicate models, both computationally and 
in terms of qualitative interpretation.  Therefore, investigators often eliminate interaction terms if 
they fail to achieve statistical significance.  In absence of the second term each pollutant would 
have a constant marginal effect on lung inflammation within the domain of interest.  Hence, the 
simplification of the main interaction model to an additive model and a check of its performance 
is worthwhile.  Eliminating the interaction term removes the second order terms C matrix and the 
cross terms in the random effect part of the expanded model in terms of the instrumental model.  
The model setup is the same as in the main interaction model, except β3 is set to zero. 
 2.6.1 Point Estimates 
 Again the model is expanded by substituting the instrumental models for the unknown 
covariates, but with β3 set to zero many terms disappear.  
𝑌𝑖𝑗 = 𝛽0 + 𝛽1𝑋1𝑖𝑗 +  𝛽2𝑋2𝑖𝑗 + 𝑏𝑖
𝑌 +  𝜀𝑖𝑗𝑌
=  𝛽0 + 𝛽1 �𝜃0 +  𝜃1𝑀1𝑖𝑗 +  𝜃2𝑀2𝑖𝑗 +  𝑏𝑖
𝑋1 +  𝜀𝑖𝑗
𝑋1�
+  𝛽2 �𝜋0 +  𝜋1𝑀1𝑖𝑗 +  𝜋2𝑀2𝑖𝑗 + 𝑏𝑖
𝑋2 + 𝜀𝑖𝑗
𝑋2�+  𝑏𝑖𝑌 +  𝜀𝑖𝑗𝑌  





𝑋2  +  𝑏𝑖𝑌 + 𝜀𝑖𝑗𝑌 }  
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 The C matrix is only 3x3, with no second order terms for the instrumental variables and 














 The matrix is of full rank and can be inverted.  Unlike the interaction model, there is no 

















where   𝑐1  =  𝜋1𝜃2 −  𝜋2𝜃1, as before. 
 2.6.2 Covariance 
 Without the interaction term in the response model, the cross products in the random 
effect terms vanish. 
𝑉𝑌|𝑀,𝑖,𝑗𝑗′ = 𝛽12𝜎𝑏𝑋1
2 + 𝛽12𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′ +  𝛽2
2𝜎𝑏𝑋2
2 + 𝛽22𝑹𝜺𝑖
𝑋2 ,𝑗𝑗′  + 𝜎𝑏𝑌
2 +  𝑹𝜺𝑖𝑌,𝑗𝑗′ 





















































































𝑉𝑊1𝑖|𝑀1𝑖 = 𝑉𝑎𝑟(𝑊1𝑖|𝑀1𝑖) = 𝜎𝑏𝑋1
2 +  𝑹𝜺𝑖
𝑊1 ,   𝑉𝑊2𝑖|𝑀1𝑖 = 𝑉𝑎𝑟(𝑊2𝑖|𝑀1𝑖) = 𝜎𝑏𝑋2
2 +  𝑹𝜺𝑖
𝑊2  
𝐶𝑜𝑣�𝑊1𝑖 ,𝑊2𝑖|𝑀1𝑖� = 0, so Σ𝜃𝜋 = 0 
𝐶𝑜𝑣�𝑊1𝑖 ,  𝑌𝑖| 𝑀𝑖� =  𝛽1(𝜎𝑏𝑋1
2 +  𝑹𝜺𝑖
𝑋1), 𝐶𝑜𝑣�𝑊2𝑖 ,  𝑌𝑖| 𝑀𝑖� = 𝛽2 (𝜎𝑏𝑋2
2 +  𝑹𝜺𝑖
𝑋2) 
 The covariance terms are considerably simpler than in the main interaction model.  
Indeed, unlike the interaction model, it is relatively easy to write code to approximately fill in the 
off diagonal blocks of the covariance matrix.  
 2.6.3 Delta Matrix 
 The matrix of first derivatives for the estimates of the β in terms of the θ, π, and γ 
parameters transforms the asymptotic covariance of  (𝜽�𝑡 ,𝝅�𝑡 ,  𝜸�𝑡)𝑡 to the asymptotic covariance of 
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 2.6.4 Discussion of Simulation Results 
 When the interaction term was removed, the RCIV1 and RCIV2 estimates were close to 
unbiased.  The empirical "sandwich" estimators produced nearly unbiased estimates of the 
standard errors for the RCIV1 method.  Confidence interval coverage was close to nominal.  The 
standard errors were overestimated for RCIV2 method and for the model based diagonal method 
for the RCIV1 method.  As a result, the confidence intervals over covered.  Perhaps the empirical 
"sandwich" estimators work better for the RCIV1 method because residuals from all the models 
are used.  Evidently, for the model based diagonal estimators, the random terms associated with 
the interaction exerted some kind of stabilizing effect.  The over coverage of the model based 
diagonal estimators was more severe for the RCIV1 method.  Without the interaction term, 
obtaining a more accurate approximation for the joint covariance matrix of (𝜽�𝑡 ,𝝅�𝑡 ,  𝜸�𝑡)𝑡 becomes 
feasible.  Non-zero approximations can be substituted into the off diagonal elements of the 
matrix.  Unfortunately, the resulting matrices are still sometimes non-positive definite, if only 
marginally.  Matrix algorithms were used to obtain the closest positive definite matrix.  Methods 
which change the diagonal elements or preserve the diagonal elements were considered.  See R-
project (www.r-project.org), package "Matrix", function "nearpd" for further details.  
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 One set of simulations applied the same input values as the main interaction model, but 
with the interaction term set to zero.  Another set, explored for curiosities sake, set the 
autocorrelation for all the models to the same, high, value, and set the random instrumental noise, 
the variances of the U variables, close to or equal to zero.  Having the same value for the 
autocorrelation parameters for all models allows them to combine into a single AR(1) sequence in 
the expanded response model.  A high value was chosen to emphasize the longitudinal nature of 
the data.  Lowering or eliminating the random instrumental noise should make approximating the 
covariance matrix and fitting the model easier.  Admittedly, the absence of instrumental noise 
would not be realistic. 
 The modified model based estimates for the covariance, with positive definiteness 
correction, underestimated the standard errors for the RCIV1 estimates under the default inputs 
and for low instrumental variance.  The standard error estimates for the low instrumental variance 
situation were marginally closer to the true values than the default inputs.  For the no instrumental 
variance situation, the standard errors were a bit underestimated and the confidence slightly under 
covered, but the coverage rates were still over 90%.  Both the varied diagonal and the constant 
diagonal correction algorithms performed nearly the same.  For the RCIV2 method, the 
overestimation of the standard errors was worse for the common high auto-correlation and low/no 
instrumental variance simulations.  In summary, the difficulty in obtaining reliable model based 
estimates of the standard errors, and their sensitivity to input parameters, suggest the use of 
empirical variance methods.  Otherwise, care must be taken in modeling accurately modeling the 






MEASUREMENT WITH ERROR:  EXTENSIONS TO ADDITIONAL COVARIATES 
AND RANDOM SLOPES 
3.1 Additional Covariates:  Point Estimates 
 Conceivably investigators will want to fit models with more than two covariates, possibly 
measured with error.  The framework presented earlier can be extended to larger models.  In the 
interest of simplicity it assumed none of the additional variables measured with error have second 
order or higher terms, nor are there any interactions between the new variables and two original 
variables. The instrumental models for the original variables are left unchanged.  Adding more 
second order terms or adding instrumental variables to models for variables with an interaction 
would make the expansion of the Y model in terms of the instrumental variables vastly longer.  
We consider three scenarios in increasing order of complexity.  In scenario 1 all new variables are 
measured exactly without error.  In scenario 2 the new variables are measured with error but their 
instrumental models use different variables from the models for the original variables.   In 
scenario 3 the new variables share instrumental variables with the original variables. 
 3.1.1 Scenario 1: Additional Covariates Measured Without Error 
 Assume 𝒁�⃗ and 𝑴���⃗  are known and measured without error.  Assume if 𝑿��⃗  is conditioned on 
𝒁�⃗ and 𝑴���⃗  it depends only on 𝑴����⃗ :  𝑿��⃗ |{𝒁�⃗, 𝑴���⃗ } = 𝑿��⃗ |𝑴���⃗   Assume Y depends on 𝑴 ����⃗ only through 𝑿 ���⃗ and 
𝒁�⃗.  Y|𝑿 ���⃗ , 𝒁�⃗, 𝑴���⃗ = Y |𝑿 ���⃗ , 𝒁�⃗ 
𝑴���⃗  = (1, m1, m2, m12, m22, m1*m2)T 
E[𝑿 ���⃗ |𝒁�⃗, 𝑴���⃗ ] = E[𝑿 ���⃗ |𝑴���⃗ ] = C𝑴���⃗ , the model for the covariates in terms of the instrumental variables. 
E[Y|𝑿 ���⃗ , 𝒁�⃗] = 𝜷��⃗ 𝑥𝑇𝑿 ���⃗  + 𝜷��⃗ 𝑍𝑇 𝒁�⃗, the model for the response in terms of the covariates. 
Then: 
E[Y|𝒁�⃗, 𝑴���⃗ ] = E[E[Y|𝑿 ���⃗ , 𝒁�⃗, 𝑴���⃗ ]| 𝒁�⃗, 𝑴���⃗ ] = E[E[Y|𝑿 ���⃗ , 𝒁�⃗]| 𝒁�⃗, 𝑴���⃗ ] = E[𝜷��⃗ 𝑥𝑇𝑿 ���⃗  + 𝜷��⃗ 𝑍𝑇 𝒁�⃗|𝒁�⃗, 𝑴���⃗ ] =  
38
𝜷��⃗ 𝑥𝑇E[𝑿 ���⃗ |𝑴���⃗ ] + 𝜷��⃗ 𝑍𝑇E[𝒁�⃗|𝒁�⃗,𝑴���⃗ ] = 𝜷��⃗ 𝑥𝑇C𝑴���⃗   + 𝜷��⃗ 𝑍𝑇𝒁�⃗, the model for the response in terms of the 
instrumental variables and the covariates measured without error. 
𝜸�⃗  = 𝐂𝑇𝜷��⃗ 𝑥, the C matrix of the parameters in the instrumental models maps the parameters in the 
E[Y|𝑿 ���⃗ , 𝒁�⃗] model to the parameters in the E[Y|𝒁�⃗, 𝑴���⃗ ]. 
E[Y|M] = 𝜸�⃗ 𝑇𝑴���⃗  +  𝜷��⃗ 𝑍𝑇𝒁�⃗ 
Bx = (𝐂𝑇)−𝜸�⃗  
 Here the new regression coefficients are tacked on to the end of the Y model.  The 
instrumental models are expanded and inverted precisely as before.  It is important the extra 
covariates differ from the instrumental variables.  If the extra covariates were instrumental 
variables they could not be separated from the covariates measured with error.  More columns 
would need to be added to the matrix, and, for dimensional reasons, a unique solution for beta 
parameters would not be forthcoming. 
 An example from the National Jewish Health data set would be whether or not a subject 
suffered from a cold on a particular day.  The cold variable would be a binary indicator in the 
response model, since colds affect respiratory inflammation.  Cold status is known definitively at 
the subject level, so the covariate is measured without error. 
 3.1.2 Scenario 2: Additional Covariates Measured With Error, Separate  
    Instrumental Variables 
 Assume 𝑴���⃗  can be partitioned into 𝑴���⃗ 1 and 𝑴���⃗ 2.  Assume expected value of 𝑿 ���⃗ and 
𝒁�⃗ conditioned on 𝑴���⃗  depends only on 𝑴���⃗ 1 and 𝑴���⃗ 2 respectively.  Assume 𝑴���⃗  is measured without 
error.  Assume Y depends on 𝑴���⃗  only through 𝑿 ���⃗ and 𝒁�⃗.  Y|𝑿 ���⃗ , 𝒁�⃗, 𝑴���⃗   = Y |𝑿 ���⃗ , 𝒁�⃗ 
𝑴���⃗ 1 = (m1, m2, m12, m22, m1*m2)T,   𝑴���⃗ 2  = (m3, ..., mp)T 
𝑴���⃗ =  (𝑴1𝑇 ,𝑴2𝑇 )𝑇 
E[𝑿 ���⃗ |𝑴���⃗ ] = E[𝑿 ���⃗ |𝑴���⃗ 1] = C10 + C1 * 𝑴���⃗ 1,   E[𝒁�⃗|𝑴���⃗ ] = E[𝒁�⃗|𝑴���⃗ 2] = C20 + C2 * 𝑴���⃗ 2  
C = (C1, C2) 
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E[Y|𝑿 ���⃗ , 𝒁�⃗] = B0 + 𝜷��⃗ 𝑥𝑇 * 𝑿 ���⃗ + 𝜷��⃗ 𝑍𝑇 * 𝒁�⃗ 
Then: 
E[Y|𝑴���⃗ ] = E[E[Y|𝑿 ���⃗ , 𝒁�⃗, 𝑴���⃗  ]| 𝑴���⃗ ] = E[E[Y|𝑿 ���⃗ , 𝒁�⃗]| 𝑴���⃗ ]  = E[B0 + 𝜷��⃗ 𝑥𝑇 * 𝑿 ���⃗ + 𝜷��⃗ 𝑍𝑇 * 𝒁�⃗|𝑴���⃗ ] =  
B0 + 𝜷��⃗ 𝑥𝑇 * E[𝑿 ���⃗ |𝑴���⃗ ] + 𝜷��⃗ 𝑍𝑇 * E[𝒁�⃗|𝑴���⃗ ] = 
B0  + 𝜷��⃗ 𝑥𝑇 * E[𝑿 ���⃗ |𝑴���⃗ 1] + BzT * E[𝒁�⃗|𝑴���⃗ 2] =  B0  +  𝜷��⃗ 𝑥𝑇* (C10 + C1 * 𝑴���⃗ 1) + 𝜷��⃗ 𝑍𝑇 * (C20 + C2 * 𝑴���⃗ 2) 
γ0 = B0 + 𝑪10𝑇  * 𝜷��⃗ 𝑥 + 𝑪20𝑇  * 𝜷��⃗ 𝑍 
Partition the gamma parameter into pieces related to the X and Z variables. 
𝜸�⃗ 1 = 𝑪1𝑇 * 𝜷��⃗ 𝑥  ,   𝜸�⃗ 2 = 𝑪2𝑇 * 𝜷��⃗ 𝑍 
𝜸�⃗ =  (𝜸�⃗ 1𝑇 ,𝜸�⃗ 2𝑇)𝑇 ,   𝜷��⃗ =  �𝜷��⃗ 𝑥𝑇 ,𝜷��⃗ 𝑍𝑇�
𝑇
 
E[Y|M] =  γ0 + 𝜸�⃗ 𝑇𝑴���⃗  
𝜸�⃗  = �
𝑪1𝑇 𝟎
𝟎 𝑪2𝑇
� ∗  𝜷��⃗  
Invert the C matrix to obtain the beta parameter vector from the gamma parameter vector. 





∗  𝜸�⃗  
The matrix is diagonal, so, assuming both C matrices can be made full rank, the it can be easily 
inverted.  𝜷��⃗ 𝑥  depends only on 𝜸�⃗ 1 and (𝑪1𝑇)−. 
𝜷��⃗ 𝑥 =  (𝑪1𝑇)− ∗  𝜸�⃗ 1 ,   𝜷��⃗ 𝑍 =  (𝑪2𝑇)− ∗  𝜸�⃗ 2 
B0 = γ0  - 𝜷��⃗ 𝑥𝑇 * C10 - 𝜷��⃗ 𝑍𝑇 * C20 = γ0
T - �(𝑪1𝑇)−𝜷��⃗ 𝑥�
𝑇
* C10 - �(𝑪2𝑇)−𝜷��⃗ 𝑍�
𝑇
 * C20 
The function for the expected value remains the same as in the simplest situation, though the error 
structure will change. 
 An example from the National Jewish Health data set could be meteorological variables, 
such as temperature, humidity, and pressure.  Along with pollutant concentration, atmospheric 
conditions can impact respiratory inflammation.  However, as with particulate matter, the 
meteorological variables are measured from a station, and their values would differ from 
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individual subjects measurements.  The station values would serve as instrumental variables, 
while the subject level values would be the true covariates of interest.  The variables in the 
instrumental models for the meteorological covariates would be different from the variables in the 
instrumental models for the pollutant covariates.  As with the pollutants, proxy measurements of 
the meteorological variables at the subject level would be taken, but with measurement error.  For 
example, the children in the National Jewish study could carry thermometers in their backpacks, 
which would approximately measure the temperatures the children are exposed to.   
 3.1.3 Scenario 3: Additional Covariates Measured With Error, Overlapping  
    Instrumental Variables 
 Assume 𝑴���⃗  can be partitioned into 𝑴���⃗ 1 and 𝑴���⃗ 2.  Assume expected value X conditioned on  
𝑴���⃗  depends only on 𝑴���⃗ 1 respectively.  Assume 𝑴���⃗  is measured without error. Assume 𝑴���⃗  is 
measured without error.  Assume Y depends on 𝑴���⃗  only through 𝑿 ���⃗ and 𝒁�⃗.  Y|𝑿 ���⃗ , 𝒁�⃗, 𝑴���⃗   = Y |𝑿 ���⃗ , 𝒁�⃗ 
Let: 
𝑴���⃗ 1 = (1, m1, m2, m12, m22, m1*m2)T ,   𝑴���⃗ 2  = (m3, ..., mp)T 
𝑴���⃗ =  (𝑴1𝑇 ,𝑴2𝑇 )𝑇 
E[𝑿 ���⃗ |𝑴���⃗ ] = E[𝑿 ���⃗ |𝑴���⃗ 1] = C1 * 𝑴���⃗ 1,   E[𝒁�⃗|𝑴���⃗ ] = C  *𝑴���⃗   = C2 * 𝑴���⃗ 1  + C3 * 𝑴���⃗ 2  
C = (C2, C3) 
E[Y|𝑿 ���⃗ , 𝒁�⃗] = 𝜷��⃗ 𝑥𝑇 * 𝑿 ���⃗ + 𝜷��⃗ 𝑍𝑇 * 𝒁�⃗ 
Then: 
E[Y|𝑴���⃗ ] = E[E[Y|𝑿 ���⃗ , 𝒁�⃗, 𝑴���⃗  ]| 𝑴���⃗ ] = E[E[Y|𝑿 ���⃗ , 𝒁�⃗]| 𝑴���⃗ ]  = E[𝜷��⃗ 𝑥𝑇 * 𝑿 ���⃗ + 𝜷��⃗ 𝑍𝑇 * 𝒁�⃗|𝑴���⃗ ] =  
𝜷��⃗ 𝑥𝑇 * E[𝑿 ���⃗ |𝑴���⃗ ] + 𝜷��⃗ 𝑍𝑇 * E[𝒁�⃗|𝑴���⃗ ] = 
𝜷��⃗ 𝑥𝑇 * E[𝑿 ���⃗ |𝑴���⃗ 1] + BzT * E[𝒁�⃗|𝑴���⃗ ] =  𝜷��⃗ 𝑥𝑇* C1 * 𝑴���⃗ 1 + 𝜷��⃗ 𝑍𝑇 * (C2 * 𝑴���⃗ 1  + C3 * 𝑴���⃗ 2) = 𝜸�⃗ 1𝑇 ∗  𝑴���⃗ 1 +  𝜸�⃗ 2𝑇 ∗
 𝑴���⃗ 2 
𝜸�⃗ 1 = 𝑪1𝑇  ∗  𝜷��⃗ 𝑥 + 𝑪2𝑇 * 𝜷��⃗ 𝑍,   𝜸�⃗ 2 = 𝑪3𝑇 * 𝜷��⃗ 𝑍 
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The gamma parameter vector is partitioned into one part related to X and Z variables, and another 
related only to the Z variables. 
𝜸�⃗ =  (𝜸�⃗ 1𝑇 ,𝜸�⃗ 2𝑇)𝑇,   𝜷��⃗ =  �𝜷��⃗ 𝑥𝑇 ,𝜷��⃗ 𝑍𝑇�
𝑇
 
E[Y|M] =  𝜸�⃗ 𝑇𝑴���⃗  
𝜸�⃗  = �
𝑪1𝑇 𝑪2𝑇
𝟎 𝑪3𝑇
� ∗  𝜷��⃗  





∗  𝜸�⃗  
Note the relationship is no longer diagonal.  To invert first remove linearly dependent rows if 
necessary and then uses the standard formula for inverting a 2x2 block matrix:  
𝜸�⃗ 𝒓𝒆𝒅  = �
𝑪1,𝑟𝑒𝑑𝑇 𝑪2,𝑟𝑒𝑑𝑇
𝟎 𝑪3,𝑟𝑒𝑑𝑇
� ∗  𝜷��⃗  






−1 �  ∗  𝜸�⃗ 𝒓𝒆𝒅 
𝜷��⃗ 𝑥 =  �𝑪1,𝑟𝑒𝑑𝑇 �
−1 ∗  𝜸�⃗ 1 − �𝑪1,𝑟𝑒𝑑𝑇 �
−1𝑪2,𝑟𝑒𝑑𝑇 �𝑪3,𝑟𝑒𝑑𝑇 �
−1 ∗  𝜸�⃗ 2 
𝜷��⃗ 𝑍 =  �𝑪3,𝑟𝑒𝑑𝑇 �
−1 ∗  𝜸�⃗ 2 
 The parameters corresponding to the Z variables depend only on 𝜸�⃗ 2 and the second set of 
instrumental variables.  The parameters corresponding to the X variables depend on all parts of 
the model. 
 An example from the National Jewish Health data set would be a 3rd pollutant, again 
measured at a station rather than at the subject level, with a proxy measured at the subject level, 
where the pollutant is related to cotinine, particulate matter concentration, and meteorological 





3.2 Covariance with Additional Covariates and With Random Slopes 
 Random subject intercepts increase or decrease the subject level response by a constant 
value compared with the population average.   The effect of the explanatory variables is the same 
as the population average.  Yet, individual subjects could respond differently to changes in the 
explanatory variables.  A unit increase in an explanatory variable may cause the expected 
response to increase or decrease more in some subjects than others.  If so, then the models require 
a random subject slope.  Random subject slopes could occur in both the instrumental models and 
in the response model.  The addition of random slopes to the models will not change the 
procedure for obtaining the point estimates for the fixed effect parameters other than to change 
the covariance matrices used in the generalized least squares estimates for the covariates, 
provided the random processes in different models are independent.  Once again, all expectations 
at the population of terms with random effects can be factored and zeroed out.  It is possible for 
the random subject intercept and the random subject slope within the same model to be 
correlated, as no cross terms for them will arise when the models are expanded. 
 As an example from the National Jewish Health data set, there is some evidence the 
instrumental model predicting environmental tobacco smoke from cotinine has a random subject 
slope.  Due to biological differences in tobacco metabolism, cotinine is more strongly associated 
with SHS in some individuals than in others.  A similar example would be using nail 
concentration to measure arsenic exposure.  The rate at which toxins build up in a human body 
can vary among individuals.  Likewise, the effect of the pollutants on respiratory inflammation 
could vary among individuals. 




= 𝑍𝑘𝑖𝑗 + 𝑈𝑖𝑗
𝑍𝑘   














𝑍𝑘 , … , 𝜀𝑖𝑛𝑖




𝑍𝑘] = 0,   𝑣𝑎𝑟(𝑈𝑖𝑗
𝑍𝑘) =  𝑹
𝑈𝑖
𝑍𝑘  






𝑍𝑘) = 𝒄𝑍𝑘 ∗ 𝑴���⃗ + 𝑏0𝑖










𝑍𝑘) =  𝑹
𝜺𝑖




𝑍𝑘  is the observed proxy variable of 𝑍𝑘𝑖𝑗.  𝑍𝑘𝑖𝑗 and 𝑈𝑖𝑗
𝑍𝑘 are required to be independent.  
For each new instrumental model, random subject intercepts and random subject slopes allow a 
unique instrumental function for each subject.  As before, the error terms have repeated 
covariance matrices.  As in scenario 3, the new covariates can depend on all the instrumental 
variables.  The random components are assumed to be independent of the random components of 
other models.   
 3.2.1 Covariance of the Y Model 
 To determine the covariance of the Y model, we again substitute the instrumental models 
into the response model and reorganize the terms.  The number of terms, combining both the 
instrumental and response levels requires some dense notation. 







=  𝛽0 + 𝛽1 �𝜃0 +  𝜃1𝑀1𝑖𝑗 +  𝜃2𝑀2𝑖𝑗  + 𝑏0𝑖
𝑋1 + 𝜀𝑖𝑗
𝑋1�
+  𝛽2 �𝜋0 +  𝜋1𝑀1𝑖𝑗 +  𝜋2𝑀2𝑖𝑗 + 𝑏0𝑖
𝑋2 + 𝜀𝑖𝑗
𝑋2�
+  𝛽3 �𝜃0 +  𝜃1𝑀1𝑖𝑗 +  𝜃2𝑀2𝑖𝑗 + 𝑏0𝑖
𝑋1 + 𝜀𝑖𝑗




























 + 𝜀𝑖𝑗𝑌  








+  �𝛽3(𝜃1𝜋2 + 𝜃2𝜋1) +  �𝛽𝑍𝑘𝑐𝑍𝑘
𝑀122
𝑘



















𝑋2  + 𝛽3𝜋0𝑏0𝑖




































 +  𝜀𝑖𝑗𝑌�  
𝜸�⃗ = (𝛾0,𝛾1, 𝛾2,𝛾3, 𝛾4, 𝛾5 , … , 𝛾𝑀𝐿  , … )
𝒕 =  ([𝛽0 + 𝛽1𝜃0 +  𝛽2𝜋0 +  𝛽3𝜃0𝜋0], �𝛽1𝜃1 + 𝛽2𝜋1 +
𝛽3(𝜃1𝜋0 + 𝜃0𝜋1)  + ∑ 𝛽𝑍𝑘𝑐𝑍𝑘
𝑀1
𝑘 �, �𝛽1𝜃2 + 𝛽2𝜋2 + 𝛽3(𝜃2𝜋0 + 𝜃0𝜋2)  + ∑ 𝛽𝑍𝑘𝑐𝑍𝑘
𝑀2
𝑘 �,
�𝛽3(𝜃1𝜋2 + 𝜃2𝜋1) +  ∑ 𝛽𝑍𝑘𝑐𝑍𝑘
𝑀122
𝑘 � ,
�𝛽3𝜃1𝜋1 +  ∑ 𝛽𝑍𝑘𝑐𝑍𝑘
𝑀12
𝑘 � , �𝛽3𝜃2𝜋2 +  ∑ 𝛽𝑍𝑘𝑐𝑍𝑘
𝑀22
𝑘 � , … , [∑ 𝛽𝑍𝑘𝑐𝑍𝑘
𝑀ℓ], …𝑘 )𝒕  
 Where 𝑐𝑍𝑘
𝑀𝐿 is the component of 𝒄𝑍𝑘corresponding to the 𝑀ℓ variable.  The coefficient for 





𝑀12 , and 𝑐𝑍𝑘
𝑀22  are set to zero for all k; in scenario 3 they are allowed to be non-zero.  
45
The expressions within the {} contain all of the random variables.  Under the independence 
assumptions, the expectation at the population level for all of the terms with random variables is 
zero. 
 Multiply the random term for subject i, observation j by the random term for subject i, 
observation j' and take the expectation to find the jj' element of the variance matrix for the 
response model. 
𝜆1𝑖𝑗 =  𝛽1 + 𝛽3𝜋0 +  𝛽3𝜋1𝑀1𝑖𝑗 + 𝛽3𝜋2𝑀2𝑖𝑗   and  𝜆2𝑖𝑗 =  𝛽1 + 𝛽3𝜃0 +  𝛽3𝜃1𝑀1𝑖𝑗 + 𝛽3𝜃2𝑀2𝑖𝑗 for 
more compact notation. 
𝑉𝑌|𝑀,𝑖,𝑗𝑗′′ =  𝜆1𝑖𝑗𝜆1𝑖𝑗′𝜎𝑏𝑋1
2 + 𝜆1𝑖𝑗𝜆1𝑖𝑗′𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′ +  𝜆2𝑖𝑗𝜆2𝑖𝑗′𝜎𝑏𝑋2
2 + 𝜆2𝑖𝑗𝜆2𝑖𝑗′𝑹𝜺𝑖







𝑋2 ,𝑗𝑗′ + 𝛽3
2𝜎𝑏𝑋2
2 𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′ + 𝛽3
2𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′𝑹𝜺𝑖
𝑋2 ,𝑗𝑗′  
+ �(𝛽𝑍𝑘
































 + 𝑹𝜺𝑖𝑌,𝑗𝑗′ 
 The random terms are assumed independent from each other and the Y model is 
constructed with no second order terms other than  𝑋1𝑖𝑗𝑋2𝑖𝑗, so the covariance terms for each new 
random intercept and repeated term simply add to the original model.  
 For models with only random slopes in the instrumental models, the matrix simplifies to: 
𝑉𝑌|𝑀,𝑖,𝑗𝑗′′ =  𝜆1𝑖𝑗𝜆1𝑖𝑗′𝜎𝑏𝑋1
2 + 𝜆1𝑖𝑗𝜆1𝑖𝑗′𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′ +  𝜆2𝑖𝑗𝜆2𝑖𝑗′𝜎𝑏𝑋2
2 + 𝜆2𝑖𝑗𝜆2𝑖𝑗′𝑹𝜺𝑖







𝑋2 ,𝑗𝑗′ + 𝛽3
2𝜎𝑏𝑋2
2 𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′ + 𝛽3
2𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′𝑹𝜺𝑖

















+ 𝑹𝜺𝑖𝑌,𝑗𝑗′  
 For models with only random slopes in the response model, the matrix simplifies to: 
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𝑉𝑌|𝑀,𝑖,𝑗𝑗′′ =  𝜆1𝑖𝑗𝜆1𝑖𝑗′𝜎𝑏𝑋1
2 + 𝜆1𝑖𝑗𝜆1𝑖𝑗′𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′ +  𝜆2𝑖𝑗𝜆2𝑖𝑗′𝜎𝑏𝑋2
2 + 𝜆2𝑖𝑗𝜆2𝑖𝑗′𝑹𝜺𝑖







𝑋2 ,𝑗𝑗′ + 𝛽3
2𝜎𝑏𝑋2
2 𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′ + 𝛽3
2𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′𝑹𝜺𝑖































+ 𝑹𝜺𝑖𝑌,𝑗𝑗′  
 For models with no correlation between the random subject intercepts and random 
subject slopes, the matrix simplifies to: 
𝑉𝑌|𝑀,𝑖,𝑗𝑗′′ =  𝜆1𝑖𝑗𝜆1𝑖𝑗′𝜎𝑏𝑋1
2 + 𝜆1𝑖𝑗𝜆1𝑖𝑗′𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′ +  𝜆2𝑖𝑗𝜆2𝑖𝑗′𝜎𝑏𝑋2
2 + 𝜆2𝑖𝑗𝜆2𝑖𝑗′𝑹𝜺𝑖







𝑋2 ,𝑗𝑗′ + 𝛽3
2𝜎𝑏𝑋2
2 𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′ + 𝛽3
2𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′𝑹𝜺𝑖

































+ 𝑹𝜺𝑖𝑌,𝑗𝑗′  
 For models with only random slopes in the instrumental model and no correlation 
between the random subject intercepts and random subject slopes, the matrix simplifies to: 
𝑉𝑌|𝑀,𝑖,𝑗𝑗′′ =  𝜆1𝑖𝑗𝜆1𝑖𝑗′𝜎𝑏𝑋1
2 + 𝜆1𝑖𝑗𝜆1𝑖𝑗′𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′ +  𝜆2𝑖𝑗𝜆2𝑖𝑗′𝜎𝑏𝑋2
2 + 𝜆2𝑖𝑗𝜆2𝑖𝑗′𝑹𝜺𝑖







𝑋2 ,𝑗𝑗′ + 𝛽3
2𝜎𝑏𝑋2
2 𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′ + 𝛽3
2𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′𝑹𝜺𝑖
















+ 𝑹𝜺𝑖𝑌,𝑗𝑗′  
 For models with only random slopes in the response model and no correlation between 
the random subject intercepts and random subject slopes, the matrix simplifies to: 
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𝑉𝑌|𝑀,𝑖,𝑗𝑗′′ =  𝜆1𝑖𝑗𝜆1𝑖𝑗′𝜎𝑏𝑋1
2 + 𝜆1𝑖𝑗𝜆1𝑖𝑗′𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′ +  𝜆2𝑖𝑗𝜆2𝑖𝑗′𝜎𝑏𝑋2
2 + 𝜆2𝑖𝑗𝜆2𝑖𝑗′𝑹𝜺𝑖







𝑋2 ,𝑗𝑗′ + 𝛽3
2𝜎𝑏𝑋2
2 𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′ + 𝛽3
2𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′𝑹𝜺𝑖





























+ 𝑹𝜺𝑖𝑌,𝑗𝑗′  
 3.2.2 Joint Covariance of the Parameter Estimate Vector 
 The derivation of the joint covariance matrix is similar to the original model, except there 
are blocks for covariances with the added covariates, and the block for Y has more terms. 















Σ𝜋𝜃 = Σ𝜃𝜋𝑡 ,   Σ𝑐(𝑍)𝜃 = Σ𝜃𝑐(𝑍)𝑡  ,  Σ𝑐(𝑍)𝜋 = Σ𝜋𝑐(𝑍)𝑡  



























































































































































































































































= 𝑉𝑎𝑟(𝑊1𝑖|𝑀𝑊1𝑖) = 𝜎𝑏𝑋1
2 +  𝑹𝜺𝑖
𝑊1  
𝑉𝑊2𝑖|𝑀𝑊2𝑖
= 𝑉𝑎𝑟(𝑊2𝑖|𝑀𝑊2𝑖) = 𝜎𝑏𝑋2
2 +  𝑹𝜺𝑖
𝑊2  
𝐶𝑜𝑣 �𝑊1𝑖 ,𝑊2𝑖|𝑀𝑊1𝑖 ,𝑀𝑊2𝑖  � = 0, so Σ𝜃𝜋 = 0 
𝐶𝑜𝑣 �𝑊1𝑖 ,  𝑊𝑍𝑘𝑖 | 𝑀𝑊1𝑖 ,𝑀𝑊𝑍𝑘𝑖
 � = 0, so Σ𝜃𝑐(𝑍) = 0 
𝐶𝑜𝑣 �𝑊2𝑖 ,  𝑊𝑍𝑘𝑖 | 𝑀𝑊2𝑖 ,𝑀𝑊𝑍𝑘𝑖
 � = 0, so Σ𝜋𝑐(𝑍) = 0 





 � = 0, so  Σ𝑐𝑍𝑘𝑐𝑍𝑘′
= 0 
𝑉𝑊𝑍𝑘𝑖 |𝑀𝑊𝑍𝑘𝑖
𝑗𝑗′ = 𝑉𝑎𝑟(𝑊𝑍𝑘𝑖 |𝑀𝑊𝑍𝑘𝑖




𝑍𝑘 ∗ 𝑀ℓ𝑖𝑗ℓ′ℓ 𝑀ℓ′𝑖𝑗′ + 𝑹𝜺𝑖
𝑊𝑍𝑘 ,𝑗𝑗′
 




𝐶𝑜𝑣 �𝑊2𝑖 ,  𝑌𝑖|𝑀𝑊1𝑖 ,𝑀𝑌� = 𝑑𝑖𝑎𝑔(𝝀2𝚤
�����⃗ )(𝜎𝑏𝑋2
2 +  𝑹𝜺𝑖
𝑋2) 
𝐶𝑜𝑣 �𝑊𝑍𝑘𝑖 ,  𝑌𝑖| 𝑀𝑊𝑍𝑘𝑖
,𝑀𝑌�
𝑗𝑗′





𝑀ℓ′𝑖𝑗′ +  𝑹𝜺𝑖
𝑍𝑘 ,𝑗𝑗′
) 
𝑑𝑖𝑎𝑔(𝝀1𝚤�����⃗ ) and 𝑑𝑖𝑎𝑔(𝝀2𝚤�����⃗ ) are diagonal matrices with elements 𝜆1𝑖𝑗 and 𝜆2𝑖𝑗 respectively. 
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 The asymptotic variance of the β parameter estimates is obtained through the delta 
method.  The matrix of the first derivatives of the β parameter estimates with respect to the γ 
parameter estimates and the instrumental parameter estimates grows larger and more complex 
though.  
3.3 Example:  2 Additional Covariates and 2 Additional Instrumental Variables 
 The general form of the mode for any number of covariates, with its large number of 
symbols, can be difficult to follow.  Therefore, the following section will discuss a moderate 
expansion of the main interaction model to make the ideas more concrete, and to illustrate 
dimensionality issues. 
 3.3.1 Model Setup 
 The model setup is similar to the main interaction model, but there are two additional 
instrumental models to setup and substitute into the response model.  No second order terms were 
added beyond the interaction between X1 and X2. 
𝑌𝑖𝑗 = 𝛽0 + 𝛽1𝑋1𝑖𝑗 +  𝛽2𝑋2𝑖𝑗 + 𝛽3𝑋1𝑖𝑗𝑋2𝑖𝑗 +  𝛽𝑍1𝑍1𝑖𝑗 +  𝛽𝑍2𝑍2𝑖𝑗 + 𝑏𝑖
𝑌 +  𝜀𝑖𝑗𝑌  
𝑏𝑖𝑌~ 𝑁(0,𝜎𝑏𝑌
2 ) 
𝜺𝑖𝑌 = (𝜀𝑖1𝑌 , 𝜀𝑖2𝑌 , … , 𝜀𝑖𝑛𝑖
𝑌 )𝑡 ~ 𝑁(𝟎,𝑹𝜺𝑖𝑌) 
𝑋1𝑖𝑗 = 𝜃0 +  𝜃1𝑀1𝑖𝑗 +  𝜃2𝑀2𝑖𝑗 +  𝑏𝑖
𝑋1 +  𝜀𝑖𝑗
𝑋1 
𝑋2𝑖𝑗 = 𝜋0 +  𝜋1𝑀1𝑖𝑗 + 𝜋2𝑀2𝑖𝑗 +  𝑏𝑖
𝑋2 +  𝜀𝑖𝑗
𝑋2 
𝑍1𝑖𝑗 = 𝑐𝑍1
0 +  𝑐𝑍1
𝑀1𝑀1𝑖𝑗 + 𝑐𝑍1
𝑀1𝑀2𝑖𝑗 +  𝑐𝑍1
𝑀3𝑀3𝑖𝑗 + 𝑐𝑍1
𝑀4𝑀4𝑖𝑗  + 𝑏𝑖
𝑍1 +  𝜀𝑖𝑗
𝑍1  
𝑍2𝑖𝑗 = 𝑐𝑍2
0 +  𝑐𝑍2
𝑀1𝑀1𝑖𝑗 + 𝑐𝑍2
𝑀1𝑀2𝑖𝑗 +  𝑐𝑍2
𝑀3𝑀3𝑖𝑗 +  𝑐𝑍2
𝑀4𝑀4𝑖𝑗  + 𝑏𝑖




2 ) ,   𝑏𝑖
𝑋2~ 𝑁(0,𝜎𝑏𝑋2
2 )  
𝑏𝑖
𝑍1~ 𝑁(0,𝜎𝑏𝑍1






𝑋1 , … , 𝜀𝑖𝑛𝑖






𝑋2 , … , 𝜀𝑖𝑛𝑖





𝑍1 , … , 𝜀𝑖𝑛𝑖





𝑍2 , … , 𝜀𝑖𝑛𝑖
𝑍2 )𝑡 ~ 𝑁(𝟎,𝑹𝜺𝑖
𝑍2) 
𝑊1𝑖𝑗 = 𝑋1𝑖𝑗 +  𝑈1𝑖𝑗 ,  𝑊2𝑖𝑗 = 𝑋2𝑖𝑗 +  𝑈2𝑖𝑗 
𝑊𝑍1𝑖𝑗 = 𝑍1𝑖𝑗 +  𝑈𝑍1𝑖𝑗  ,   𝑊𝑍2𝑖𝑗 = 𝑍2𝑖𝑗 + 𝑈𝑍2𝑖𝑗 
𝐸[𝑈1𝑖𝑗] = 0,  𝐸[𝑈2𝑖𝑗] = 0,  𝐸[𝑈𝑍1𝑖𝑗] = 0,  𝐸[𝑈𝑍2𝑖𝑗] = 0 
𝑣𝑎𝑟(𝑼1𝑖) =  𝑹𝑈1𝑖 ,  𝑣𝑎𝑟(𝑼2𝑖) =  𝑹𝑈2𝑖  
𝑣𝑎𝑟(𝑼𝑍1𝑖) =  𝑹𝑈𝑍1𝑖 ,  𝑣𝑎𝑟(𝑼𝑍2𝑖) =  𝑹𝑈𝑍2𝑖  
 The X and U variables are required to be independent of each other.  All random 
processes are assumed independent unless otherwise stated. 
𝐸[𝑊1𝑖𝑗] = 𝐸[𝑋1𝑖𝑗],  𝐸[𝑊2𝑖𝑗] = 𝐸[𝑋2𝑖𝑗] 
𝐸[𝑊1𝑖𝑗𝑊2𝑖𝑗] = 𝐸[𝑋1𝑖𝑗𝑋2𝑖𝑗] 
𝐸[𝑊𝑍1𝑖𝑗] = 𝐸[𝑍1𝑖𝑗],  𝐸[𝑊𝑍2𝑖𝑗] = 𝐸[𝑍2𝑖𝑗] 
𝑊1𝑖𝑗 = 𝜃0 +  𝜃1𝑀1𝑖𝑗 +  𝜃2𝑀2𝑖𝑗 + 𝑏𝑖
𝑋1 +  �𝜀𝑖𝑗
𝑋1 +  𝑈1𝑖𝑗� =  𝜃0 +  𝜃1𝑀1𝑖𝑗 + 𝜃2𝑀2𝑖𝑗 +  𝑏𝑖
𝑋1 + 𝜀𝑖𝑗
𝑊1 
𝑊2𝑖𝑗 = 𝜋0 +  𝜋1𝑀1𝑖𝑗 + 𝜋2𝑀2𝑖𝑗 +  𝑏𝑖
𝑋2 +  (𝜀𝑖𝑗




0 +  𝑐𝑍1
𝑀1𝑀1𝑖𝑗 + 𝑐𝑍1
𝑀1𝑀2𝑖𝑗 +  𝑐𝑍1
𝑀3𝑀3𝑖𝑗 + 𝑐𝑍1
𝑀4𝑀4𝑖𝑗  +  𝑏𝑖
𝑍1 + (𝜀𝑖𝑗
𝑍1  + 𝑈𝑍1𝑖) 
𝑊𝑍2𝑖𝑗 = 𝑐𝑍2
0 +  𝑐𝑍2
𝑀1𝑀1𝑖𝑗 + 𝑐𝑍2
𝑀1𝑀2𝑖𝑗 +  𝑐𝑍2
𝑀3𝑀3𝑖𝑗 + 𝑐𝑍2
𝑀4𝑀4𝑖𝑗  +  𝑏𝑖
𝑍2 + (𝜀𝑖𝑗
𝑍2 + 𝑈𝑍2𝑖) 
𝜀𝑖𝑗
𝑊1 = 𝜀𝑖𝑗
𝑋1 + 𝑈1𝑖𝑗  ,  𝜀𝑖𝑗
𝑊2 = 𝜀𝑖𝑗
𝑋2 + 𝑈2𝑖𝑗 
𝜀𝑖𝑗
𝑊𝑍1 = 𝜀𝑖𝑗
𝑍1 +  𝑈𝑍1𝑖𝑗  ,  𝜀𝑖𝑗
𝑊𝑍2 = 𝜀𝑖𝑗
𝑍2 + 𝑈𝑍2𝑖𝑗  
𝑣𝑎𝑟(𝜀𝑖
𝑊1) =  𝑹𝜺𝑖
𝑊1 =  𝑹𝜺𝑖
𝑋1 + 𝑹𝑈1𝑖  
𝑣𝑎𝑟(𝜀𝑖
𝑊2) =  𝑹𝜺𝑖
𝑊2 =  𝑹𝜺𝑖
𝑋2 + 𝑹𝑈2𝑖   
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𝑣𝑎𝑟(𝜀𝑖
𝑊𝑍1) =  𝑹
𝜺𝑖
𝑊𝑍1 =  𝑹𝜺𝑖
𝑍1 + 𝑹𝑈𝑍1𝑖  
 𝑣𝑎𝑟(𝜀𝑖
𝑊𝑍2) =  𝑹
𝜺𝑖
𝑊𝑍2 =  𝑹𝜺𝑖
𝑍2 +  𝑹𝑈𝑍2𝑖  
 3.3.2 Point Estimates 
  3.3.2.1 Expansion 
 Substitute the instrumental models into the response model and gather the terms for each 
M variable.  For scenario 3, the more general situation, the first order terms for M1 and M2 gain 
extra parameter terms from the instrumental models for the new covariates. 
𝑌𝑖𝑗 =  𝛽0 + 𝛽1𝑋1𝑖𝑗 +  𝛽2𝑋2𝑖𝑗 + 𝛽3𝑋1𝑖𝑗𝑋2𝑖𝑗 +  𝛽𝑍1𝑍1𝑖𝑗 +  𝛽𝑍2𝑍2𝑖𝑗 +  𝑏𝑖
𝑌 +  𝜀𝑖𝑗𝑌  
=  𝛽0 +  𝛽1 �𝜃0 + 𝜃1𝑀1𝑖𝑗 +  𝜃2𝑀2𝑖𝑗 +  𝑏𝑖
𝑋1 +  𝜀𝑖𝑗
𝑋1�
+ 𝛽2 �𝜋0 +  𝜋1𝑀1𝑖𝑗 + 𝜋2𝑀2𝑖𝑗 +  𝑏𝑖
𝑋2 +  𝜀𝑖𝑗
𝑋2�
+ 𝛽3 �𝜃0 +  𝜃1𝑀1𝑖𝑗 + 𝜃2𝑀2𝑖𝑗 + 𝑏𝑖
𝑋1 +  𝜀𝑖𝑗






𝑀1𝑀1𝑖𝑗 +  𝑐𝑍1
𝑀1𝑀2𝑖𝑗 + 𝑐𝑍1
𝑀3𝑀3𝑖𝑗 +  𝑐𝑍1
𝑀4𝑀4𝑖𝑗  +  𝑏𝑖




𝑀1𝑀1𝑖𝑗 +  𝑐𝑍2
𝑀1𝑀2𝑖𝑗 + 𝑐𝑍2
𝑀3𝑀3𝑖𝑗 +  𝑐𝑍2
𝑀4𝑀4𝑖𝑗  +  𝑏𝑖
𝑍2 +  𝜀𝑖𝑗
𝑍2� +  𝑏𝑖𝑌
+ 𝜀𝑖𝑗𝑌
= �𝛽0 + 𝛽1𝜃0 + 𝛽2𝜋0 +  𝛽3𝜃0𝜋0 +  𝛽𝑍1𝑐𝑍1
0 +  𝛽𝑍2𝑐𝑍2
0 �
+ �𝛽1𝜃1 + 𝛽2𝜋1 + 𝛽3(𝜃1𝜋0 + 𝜃0𝜋1) +  𝛽𝑍1𝑐𝑍1
𝑀1 +  𝛽𝑍2𝑐𝑍2
𝑀1�𝑀1𝑖𝑗
+ �𝛽1𝜃2 + 𝛽2𝜋2 + 𝛽3(𝜃2𝜋0 + 𝜃0𝜋2) + 𝛽𝑍1𝑐𝑍1
𝑀2 + 𝛽𝑍2𝑐𝑍2
𝑀2�𝑀2𝑖𝑗
+ [𝛽3(𝜃1𝜋2 + 𝜃2𝜋1)]𝑀1𝑖𝑗𝑀2𝑖𝑗 +  [𝛽3𝜃1𝜋1]𝑀1𝑖𝑗
2 +  [𝛽3𝜃2𝜋2]𝑀2𝑖𝑗
2
+ �𝛽𝑍1𝑐𝑍1
𝑀3 +  𝛽𝑍2𝑐𝑍2
𝑀3�𝑀3𝑖𝑗 + �𝛽𝑍1𝑐𝑍1
𝑀4 +  𝛽𝑍2𝑐𝑍2





𝑋2  + 𝛽3𝜋0𝑏𝑖





   𝛽3𝜃1𝑀1𝑖𝑗𝑏𝑖
𝑋2 + 𝛽3𝜃2𝑀2𝑖𝑗𝑏𝑖











𝑍1  + 𝛽𝑍2𝑏𝑖
𝑍2 + 𝛽𝑍2𝜀𝑖𝑗
𝑍2  + 𝑏𝑖𝑌 +  𝜀𝑖𝑗𝑌 } 
  3.3.2.2 Inversion 
 The coefficients for each M variable can be expressed as a matrix of the instrumental 



























































































































 Multiply the gamma vector by the inverse of the matrix to obtain the beta vector.  Before 
the matrix can be inverted, it must be reduced to eliminate linear dependence.  The matrix 






































































































 The matrix can be inverted using the block methods.  The upper left section is identical to 
the C matrix for the model without the Z covariates.  The lower left matrix consists entirely of 
zeros.  The lower right matrix is an easily invertible 2x2 matrix.  
 3.3.3 Covariance 
 The random components of the instrumental models for the new covariates are added to 
the variance of the Y model.  Otherwise, it is identical to the variance of the original main 
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interaction model, provided the random processes in each model are independent.   
𝜆1𝑖𝑗 =  𝛽1 + 𝛽3𝜋0 +  𝛽3𝜋1𝑀1𝑖𝑗 + 𝛽3𝜋2𝑀2𝑖𝑗  ,   𝜆2𝑖𝑗 =  𝛽1 + 𝛽3𝜃0 + 𝛽3𝜃1𝑀1𝑖𝑗 + 𝛽3𝜃2𝑀2𝑖𝑗 
𝑉𝑌|𝑀,𝑖,𝑗𝑗′′ =  𝜆1𝑖𝑗𝜆1𝑖𝑗′𝜎𝑏𝑋1
2 + 𝜆1𝑖𝑗𝜆1𝑖𝑗′𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′ +  𝜆2𝑖𝑗𝜆2𝑖𝑗′𝜎𝑏𝑋2
2 + 𝜆2𝑖𝑗𝜆2𝑖𝑗′𝑹𝜺𝑖







𝑋2 ,𝑗𝑗′ + 𝛽3
2𝜎𝑏𝑋2
2 𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′ + 𝛽3
2𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′𝑹𝜺𝑖






2 +  𝑹𝜺𝑖
𝑍2𝑗𝑗′) + 𝜎𝑏0𝑌
2 + 𝑹𝜺𝑖𝑌,𝑗𝑗′ 
 The joint covariance matrix, when fully written out, is considerably larger than in the 
original main interaction model.  Fortunately, most of the off diagonal elements, aside from the 





































Σ𝜋𝜃 = Σ𝜃𝜋𝑡 ,  Σ𝑐𝑍1𝜃 = Σ𝜃𝑐𝑍1
𝑡  ,  Σ𝑐𝑍2𝜃 = Σ𝜃𝑐𝑍2
𝑡  
Σ𝑐𝑍1𝜋 = Σ𝜋𝑐𝑍1
𝑡 , Σ𝑐𝑍2𝜋 = Σ𝜋𝑐𝑍2
𝑡 , Σ𝛾𝜃 = Σ𝜃𝛾𝑡  
Σ𝛾𝜋 = Σ𝜋𝛾𝑡 ,  Σ𝑐𝑍1𝜋 = Σ𝜋𝑐𝑍1


































































































































 𝑊𝑍2𝑖 �𝑀𝑊1𝑖 ,𝑀𝑊𝑍2𝑖
�























 𝑊𝑍1𝑖 �𝑀𝑊2𝑖 ,𝑀𝑊𝑍2𝑖
�
∗  𝑉𝑊𝑍2𝑖 |𝑀𝑊𝑍2𝑖
−1 𝑀𝑊𝑍2𝑖



























∗  𝑉𝑊𝑍2𝑖 |𝑀𝑊𝑍2𝑖
−1 𝑀𝑊𝑍2𝑖













































































































= 𝑉𝑎𝑟(𝑊1𝑖|𝑀𝑊1𝑖) = 𝜎𝑏𝑋1
2 +  𝑹𝜺𝑖
𝑊1  
𝑉𝑊2𝑖|𝑀𝑊2𝑖
= 𝑉𝑎𝑟(𝑊2𝑖|𝑀𝑊2𝑖) = 𝜎𝑏𝑋2




) =  𝜎𝑏𝑍1





) =  𝜎𝑏𝑍2
2 +  𝑹
𝜺𝑖
𝑊𝑍2  
𝐶𝑜𝑣 �𝑊1𝑖 ,𝑊2𝑖|𝑀𝑊1𝑖 ,𝑀𝑊2𝑖  � = 0, so Σ𝜃𝜋 = 0 
𝐶𝑜𝑣 �𝑊1𝑖 ,  𝑊𝑍1𝑖 | 𝑀𝑊1𝑖 ,𝑀𝑊𝑍1𝑖
 � = 0, so Σ𝜃𝑐𝑍1 = 0 
𝐶𝑜𝑣 �𝑊2𝑖 ,  𝑊𝑍1𝑖 | 𝑀𝑊2𝑖 ,𝑀𝑊𝑍1𝑖
 � = 0, so Σ𝜋𝑐𝑍1 = 0 
𝐶𝑜𝑣 �𝑊1𝑖 ,  𝑊𝑍2𝑖 | 𝑀𝑊1𝑖 ,𝑀𝑊𝑍2𝑖
 � = 0, so Σ𝜃𝑐𝑍2 = 0 
𝐶𝑜𝑣 �𝑊2𝑖 ,  𝑊𝑍2𝑖 | 𝑀𝑊2𝑖 ,𝑀𝑊𝑍2𝑖
 � = 0, so Σ𝜋𝑐𝑍2 = 0 
𝐶𝑜𝑣 �𝑊𝑍1𝑖 ,  𝑊𝑍2𝑖 | 𝑀𝑊𝑍1𝑖
,𝑀𝑊𝑍2𝑖
 � = 0, so Σ𝑐𝑍1𝑐𝑍2 = 0 




𝐶𝑜𝑣 �𝑊2𝑖 ,  𝑌𝑖|𝑀𝑊1𝑖 ,𝑀𝑌� = 𝑑𝑖𝑎𝑔(𝝀2𝚤
�����⃗ )(𝜎𝑏𝑋2
2 +  𝑹𝜺𝑖
𝑋2) 








𝑑𝑖𝑎𝑔(𝝀1𝚤�����⃗ ) and 𝑑𝑖𝑎𝑔(𝝀2𝚤�����⃗ ) are diagonal matrices with elements 𝜆1𝑖𝑗 and 𝜆2𝑖𝑗 respectively. 
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 3.3.4 Dimension Issues 
 Due to the need to invert the matrices of instrumental model parameters, the relative 
numbers of instrumental variables and covariate variables are of crucial practical importance in 
obtaining unique estimates for the beta parameters.  The following examples will demonstrate the 
consequences of unequal numbers of instrumental and covariate variables. 
  3.3.4.1 Fewer Covariates Than Instrumental Variables 


























































































𝑀3 𝛾6.  The constraint would need to be enforced when fitting the 
response model in terms of the instrumental variables.  The matrix could be reduced to a square 









































































  3.3.4.2 Fewer Instrumental Variables Than Covariates 
 Suppose the instrumental variable 𝑀4 was eliminated.  The resulting equations in matrix 
























































































The response model in terms of the covariates is mapped into a lower dimensional model in terms 
of the instrumental model.  Consequently, no unique solution exists for the covariate terms.  A 
unique solution for the covariate parameters requires at least as many instrumental variables. 
3.4 One Covariate, One Instrumental Variable With Random Slopes 
 To keep the model relatively simple random slopes will be introduced with a single 
covariate model and a single instrumental variable.  The more general model allows for a random 
slope for the instrumental model and for the response model.  The model can be further simplified 
by removing the slope from the covariate model.  The random intercept and random slope may be 
correlated within a model.  Random terms from different models are assumed independent.  There 
is some evidence for a subject specific slope for log(cotinine) when modeling log(ETS + 1). 
 3.4.1  Model Setup 
𝑌𝑖𝑗 = 𝛽0 + 𝛽1𝑋1𝑖𝑗 +  𝑏0𝑖
𝑌 + 𝑏1𝑖
𝑌 𝑋1𝑖𝑗 +  𝜀𝑖𝑗
𝑌  
𝒃𝑖𝑌 = �𝑏0𝑖
𝑌 ,  𝑏1𝑖
𝑌 �𝑡  ~ 𝑁(0,𝑮𝒃𝑖𝑌) 
𝜺𝑖𝑌 = (𝜀𝑖1𝑌 , 𝜀𝑖2𝑌 , … , 𝜀𝑖𝑛𝑖
𝑌 )𝑡 ~ 𝑁(𝟎,𝑹𝜺𝑖𝑌) 














𝑋1 , … , 𝜀𝑖𝑛𝑖
𝑋1 )𝑡 ~ 𝑁(𝟎,𝑹𝜺𝑖
𝑋1) 
𝑊1𝑖𝑗 = 𝑋1𝑖𝑗 +  𝑈1𝑖𝑗 ,   𝐸[𝑈1𝑖𝑗] = 0 ,  𝑣𝑎𝑟(𝑈1𝑖) =  𝑹𝑈1𝑖  
 The X and U variables are required to be independent of each other.  All random 
processes are assumed independent unless otherwise stated. 
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𝐸[𝑊1𝑖𝑗] = 𝐸[𝑋1𝑖𝑗] 
𝑊1𝑖𝑗 = 𝜃0 +  𝜃1𝑀1𝑖𝑗 + 𝜃2𝑀2𝑖𝑗 + 𝑏0𝑖
𝑋1 + 𝑏1𝑖
𝑋1𝑀1𝑖𝑗 + �𝜀𝑖𝑗
𝑋1 +  𝑈1𝑖𝑗�






𝑋1 +  𝑈1𝑖𝑗   
𝑣𝑎𝑟(𝜀𝑖
𝑊1) =  𝑹𝜺𝑖
𝑊1 =  𝑹𝜺𝑖
𝑋1 + 𝑹𝑈1𝑖  




=  𝛽0 +  𝛽1 �𝜃0 +  𝜃1𝑀1𝑖𝑗 + 𝑏0𝑖
𝑋1 + 𝑏1𝑖




𝑌 �𝜃0 + 𝜃1𝑀1𝑖𝑗 + 𝑏0𝑖
𝑋1 + 𝑏1𝑖
𝑋1𝑀1𝑖𝑗  + 𝜀𝑖𝑗
𝑋1�+  𝜀𝑖𝑗𝑌  
= [𝛽0 +  𝛽1𝜃0] + [𝛽1𝜃1]𝑀1𝑖𝑗
+ �𝛽1𝑏0𝑖
𝑋1 + 𝛽1𝑏1𝑖
𝑋1𝑀1𝑖𝑗  + 𝛽1𝜀𝑖𝑗
𝑋1 +  𝑏0𝑖
𝑌 + 𝑏1𝑖
𝑌 𝜃0 + 𝑏1𝑖





𝑋1𝑀1𝑖𝑗  +  𝑏1𝑖
𝑌 𝜀𝑖𝑗
𝑋1  + 𝜀𝑖𝑗𝑌 �
= 𝛾0  + 𝛾1𝑀1𝑖𝑗
+ �𝛽1𝑏0𝑖
𝑋1 + 𝛽1𝑏1𝑖
𝑋1𝑀1𝑖𝑗  + 𝛽1𝜀𝑖𝑗
𝑋1 +  𝑏0𝑖
𝑌 + 𝑏1𝑖
𝑌 𝜃0 + 𝑏1𝑖





𝑋1𝑀1𝑖𝑗  +  𝑏1𝑖
𝑌 𝜀𝑖𝑗
𝑋1  + 𝜀𝑖𝑗𝑌 �   








𝛽0 =  𝛾0 −  
𝛾1𝜃0  
𝜃1









 3.4.3  Covariance 
𝑉𝑌|𝑀,𝑖,𝑗𝑗′ =  𝛽12𝜎𝑏0𝑋1




+  �2𝜃0 +  𝜃1(𝑀1𝑖𝑗 +  𝑀1𝑖𝑗′)� 𝜎𝑏0𝑌𝑏1𝑌 +  𝛽1
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 3.4.5 Eliminating the Random Slope for the Covariate 
 The random term and the variance can be further simplified by removing the random 
slope from the response model (Y model):  random term:  �𝛽1𝑏0𝑖
𝑋1 + 𝛽1𝑏1𝑖
𝑋1𝑀1𝑖𝑗  + 𝛽1𝜀𝑖𝑗
𝑋1 +
 𝑏0𝑖
𝑌  + 𝜀𝑖𝑗𝑌 � 
𝑉𝑌|𝑀,𝑖,𝑗𝑗′ =  𝛽12𝜎𝑏0𝑋1
2 +  𝛽12 (𝑀1𝑖𝑗+ 𝑀1𝑖𝑗′) 𝜎𝑏0𝑋1𝑏1𝑋1 + 𝛽1
2𝑀1𝑖𝑗𝑀1𝑖𝑗′𝜎𝑏1𝑋1
2 + 𝜎𝑏0𝑌
2 +  𝛽12𝑹𝜺𝑖
𝑋1 ,𝑗𝑗′
+  𝑹𝜺𝑖𝑌,𝑗𝑗′ 
 3.4.6 Discussion of Simulation Results 
 Several versions of the one covariate and one instrumental variable model were 
examined.  In some versions the instrumental variable was held constant within each subject over 
time.  In others it varied randomly.   In some versions only the instrumental model contained a 
random slope.  In others both the response model and the instrumental model contained a random 
slope.  The random slopes create differences between the RCIV1 and RCIV2 methods in the 
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covariance approximation used to fit the response models.  If only the instrumental model 
contains a random slope, it will carry over into the response model for the RCIV1 method, but not 
for the RCIV2 method.  For the situation in which both the covariate and instrumental models 
have a random slope, the RCIV1 method uses a random slope for the instrumental variable in the 
response model, while the RCIV2 method uses a random slope for the population predicted value 
of the covariate.  Consequently, the point estimates for the two methods can differ.  Both positive 
and negative correlations between slopes and random intercepts were considered.  Input 
parameters were estimated by fitting models to available data and by inputting mean values for 
the interaction model.  For some simulation experiments the instrumental variables was held 
constant across all subjects at a given time since real variables measured from monitoring stations 
would exhibit the same type of variance pattern.  Efforts were made to approximate the off 
diagonal elements of the joint covariance matrix of (𝜽𝑡 ,𝜸𝑡)𝑡 and correct for positive definiteness 
as needed.  See R-project (www.r-project.org), package "Matrix", function "nearpd" for further 
details.  
 All versions and all methods produced nearly unbiased point estimates of the beta 
parameters, provided all simulations runs were usable.  Situations where large numbers of 
simulation runs were unusable due to failure of fit or lack of positive definiteness could result in 
substantial bias.  Both the RCIV1 and RCIV2 methods were about as efficient as measured by the 
sqrt(MSE).  For situations where the instrumental variable varied within a time point across 
subjects and only the instrumental model contained a random slope, the RCIV1 estimators tended 
to be a few percent more efficient than the RCIV2 estimators.  For one set of inputs, the RCIV1 
estimators were much more efficient.  The efficiency advantage for the RCIV1 method was a 
little greater for high auto-correlation.  Higher autocorrelation was accompanied by a higher 
convergence failure rate.  The greater the auto-correlation, the more dependent the data and the 
more important the covariance is to the model.  When the instrumental variable was constant at a 
time point across all subjects, there was hardly any efficiency advantage to the RCIV1 estimators.  
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For situations with a random slope in both the instrumental and response models, the RCIV1 and 
RCIV2 methods fit the response model with same approximated covariance structure, so, as 
previously discussed, the point estimators were identical.  Having a less variable multiplier to the 
random slope may diminish the importance of the random slope to the correlation structure and 
make the efficiency advantage for RCIV1 over RCIV2 less. 
 The RCIV2 method tended to overestimate the variance, sometimes vastly, except for 
some model based estimates when the instrumental variable varied within time across subjects 
and only the instrumental model contained a slope.  Having the instrumental variable constant in 
time across subjects may have amplified the effect of the random slope in the response model on 
the magnitude of the variance, resulting in overestimates of the variances in the RCIV2 method 
where the random slope was omitted.  The actual standard deviation of the point estimators was, 
if anything, less.  Interestingly, for some situations with a random slope only in the instrumental 
model, and an instrumental variable varying across subject at a time point, the model based 
variance estimators were nearly accurate, or only a little downwardly biased.  The empirical 
"sandwich" variance tended to overestimate the standard error for the RCIV2 method.  For the 
RCIV1 method, empirical "sandwich" variance estimators performed well with a little over or 
under coverage.  The model based RCIV1 estimators, with zeros for the off diagonal blocks, 
considerably overestimated the variance.  The empirical "sandwich" based variance estimators 
can compensate for misspecifications of the covariance structure using residuals.  The empirical 
estimators for the RCIV1 method may perform better than for the RCIV2 method by using 
residuals from all the models, rather than only the response model.  Model based estimation of the 
RCIV1 standard errors improved when the number of repeated measures on each subject was 
increased to 20, for the situation where only the instrumental model has a random slope.  More 
repeated measures could improve the asymptotics and provide the model fitting algorithm with 
more information for the random effects.  However, increasing the number of simulations failed 
to improve the model based standard error estimation when random slopes existed in the both the 
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instrumental and response models, suggesting inadequacy in the covariance structure 
approximation. Attempts to approximate the off diagonal elements frequently produced non-
positive definite covariance matrices.  For the simulation runs where the covariance matrix was 
positive definite the variances were typically a bit underestimated.  The positive definite 
correction with variable diagonals somewhat failed to improve confidence interval coverage rates.  
Coverage rates for the RCIV1 with the model based approach with off diagonal elements in the 
covariance matrix were in the 80%-90% range.  The positive definite corrections performed 
approximately as well whether or not the diagonal elements were held constant.  The method with 
constant diagonals often performed slightly better than the variable diagonal method, although the 
reverse was true in some configurations.  The RCIV2 method sometimes performed better than 
RCIV1 method on the inferential statistics for model based estimators by avoiding over coverage.  
Model based variance estimators suffered a little when auto-correlation was high, while the 
empirical "sandwich" estimators were approximately as good, at least when convergence and 
positive definiteness were satisfied.  The confidence intervals usually had a higher coverage rate 
when the correlation between the random intercept and the random slope was negative.   
 Overall, the results for the one variable model with random slope were not as reliable as 
for the main interaction model.  Random slope terms make it more difficult to adequately 
approximate the covariance structure.  Whereas a random intercept is a single number, the 
random slope term is multiplied by different values of the instrumental variable.  A more 
complicated model, with more variables and random slopes would only make approximations of 
the covariance matrices more ambiguous.  One experiment fit the RCIV1 method with only a 
random intercept in the response model, but performance suffered.  See appendix A.3 for tables 
of simulation results. 
 3.4.7 Data Results and Discussion 
 The National Jewish Health asthma data was fit using log(new cotinine) as the 
instrumental variable,  log(ets rti) as the explanatory proxy variable, and log(LTE4) as the 
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response.  The instrumental model contained a random intercept and a random slope, while the 
response model contained only a random intercept.  Hence, the relationship between cotinine and 
SHS varies by subject.  Both models used a continuous AR(1) repeated correlation structure.   
Complete data without colds were used, yielding 60 subjects and 354 observations.  Complete 
data is necessary to use the empirical "sandwich" variance estimators.   
 The RCIV1 and RCIV2 methods produced considerably different estimates for the slope.  
For the RCIV1 method the slope estimate was 0.17, while for the RCIV2 method the slope 
estimate was 0.26.  The standard errors were estimated using the empirical "sandwich" method, 
the model based method with a block diagonal covariance structure, and a modified model based 
covariance matrix where the off diagonal elements of the covariance matrix are approximated.  
No problems arose with model estimation or positive definiteness.  Standard error estimates were 
relatively similar for both RCIV1 and RCIV2 methods and for all variance methods.  The 
standard error estimates were a bit larger for the RCIV1 method compared with the RCIV2 
method.  The sandwich estimators produced slightly larger standard error estimates than the block 
diagonal model based method, and its standard error estimates were slightly larger than the 
modified model based method.  The slope was statistically non-significant at the 0.05 level.  
Simulation results suggest the RCIV1 method with the empirical variance estimators might be the 
most reliable.  The RCIV1 method attempts to account for more sources of variation than the 
naive RCIV2 approach, and the empirical "sandwich" variance estimators are more robust to mis- 
specified covariance structures.  Random slopes make approximating the covariance matrices 
more difficult.  Attempts to use model based estimators, with the off diagonal blocks for 








Table 7:  Complete Data Results for 1 covariate, 1 instrumental variable with random slope 
model, Empirical Variance Estimators (values in parenthesis are the standard errors). 
Parameter Regression of 
W1 on M1 
Regression of Y on 
M1 (RCIV1) 
Intercept 𝜃�0 = 1.1616 
(0.0691) 
𝛾�0 = 4.356 (0.0536) 
Cotinine, M1 𝜃�1 = 0.1456 
(0.0377) 
𝛾�1 = 0.0248 (0.0261) 





2  = 0.0726 𝜎�
𝑏0
𝑌|𝑀
2 = 0.0405 





2  = 0.0317 𝜎�
𝑏1
𝑌|𝑀
2 = 0.0088 
Correlation between  
random effects 
𝜌𝑏0𝑋1 ,𝑏1𝑋1 = -0.53 𝜌𝑏0𝑌|𝑀,𝑏1𝑌|𝑀
= -0.169 
Residual variance 𝜎�𝜀𝑋1
2 = 0.1914 𝜎�𝜀𝑌|𝑀
2 = 0.1230 
Correlation between  
Responses 2 days apart 
𝜙�𝜀𝑋1  = 0.3963 𝜙�𝜀𝑌|𝑀  = 0.4674 
 
Table 8:  Complete Data Results for 1 covariate, 1 instrumental variable with random slope 
model, RCIV1 Method, Empirical Variance Estimators, Beta Parameters. 
Parameter Estimate S.E. 95% Confidence Interval p value 
Β0 4.1582 0.2656 (3.6376, 4.6788) <0.0001 
Β1 (SHS) 0.1700 0.1907 (-0.2038, 0.5438) 0.3728 
 
Table 9:  Complete Data Results for 1 covariate, 1 instrumental variable with random slope 
model, RCIV2 Method, Empirical Variance Estimators, Beta Parameters. 
Parameter Estimate S.E. 95% Confidence Interval p value 
Β0 4.0390 0.2583 (3.5327, 4.5453) <0.0001 
Β1 (SHS) 0.2594 0.1869 (-0.1069, 0.6257) 0.1651 
 
Table 10:  Complete Data Results for 1 covariate, 1 instrumental variable with random slope 
model, RCIV1 Method, Model Variance Estimators with Diagonal Approximation, Beta 
Parameters. 
Parameter Estimate S.E. 95% Confidence Interval p value 
Β0 4.1582 0.2546 (3.6592, 4.6572) <0.0001 
Β1 (SHS) 0.1700 0.1842 (-0.1910, 0.5310) 0.3562 
 
Table 11:  Complete Data Results for 1 covariate, 1 instrumental variable with random slope 
model, RCIV1 Method, Model Variance Estimators with Off Diagonal Elements Approximated, 
Beta Parameters. 
Parameter Estimate S.E. 95% Confidence Interval p value 
Β0 4.1582 0.2401 (3.6876, 4.6288) <0.0001 





Table 12:  Complete Data Results for 1 covariate, 1 instrumental variable with random slope 
model, RCIV2 Method, Model Variance Estimators, Beta Parameters. 
Parameter Estimate S.E. 95% Confidence Interval p value 
Β0 4.039 0.2292 (3.5898, 4.4882) <0.0001 
Β1 (SHS) 0.2594 0.1570 (-0.0483, 0.5671) 0.0984 
 
 3.4.8 Possible Future Research:  Empirical Bayes Estimates 
 So far, the methods have focused on estimation and inference for fixed effects where the 
covariates are measured with error.  Random effects and longitudinal correlation were regarded as 
nuisance factors.  They are important to adjust for, but not of interest in and of themselves.  
However,  the subject specific relationships may also be of interest to investigators.  In mixed 
models, random subject effects are estimated with empirical Bayes estimates.  Unfortunately, the 
complexity of the covariance structures for the response models poses an obstacle to 
implementing them for random effects in the response model.  Empirical Bayes estimates utilizes 
information from the covariance structures to estimate the random effects, and the covariance 
structures were simplified to make fitting the models tractable (Strand 23-24).  It seems 
reasonable to suspect the random effects portion of the model will be more sensitive to 
simplification of the covariance structure than the fixed effects.  Furthermore, when random 
effects from the instrumental models pass into the response model, the different random effects 
can get conflated in simplified covariance structures.  Large numbers of random effects can 




NON-PARAMETRIC LONGITUDINAL REGRESSION 
4.1 Introduction 
Classical longitudinal regression assumes the mean function follows a specific shape.  
However, in some situations a more flexible, data driven surface maybe desired.  Non-parametric 
methods, such as loess and splines already exist for independent data, but methods for correlated 
data are under development.  Our work builds on the research by Wu, Wang, Carroll, and Lin, 
who researched longitudinal non-parametric regression for a time function.  Wu's methods model 
the outcome with a Taylor expansion based non-parametric, local likelihood fit, using a single 
explanatory variable, typically time.  Carroll's method allows for multiple explanatory variables 
as a parametric function, combined with a non-parametric function of a single explanatory 
variable, typically time.  Carroll's method extends to non-normal outcomes.  We worked on 
extending their methodologies to non-parametric functions of several variables, and for variables 
other than the correlating variable, time.  The methods apply to both continuous and count 
outcomes.   
The main approach revolved around local likelihood.  A Taylor expansion is applied to 
the mean function for the region around a fitting point, and a kernel function weights observations 
according to their distance.  The algorithm is similar to fitting mixed models at multiple points 
with a weights statement.  The kernel function is absorbed into the repeated correlation matrix. 
Despite the computationally intensive nature of the local likelihood methods they offer 
some advantages:  1) They provide a natural way to incorporate correlation information and 
random effects; 2) they can be readily extended to non-normal outcomes; 3) the issue of selecting 
knots is bypassed, local fits are possible at any point, and local likelihood may be easier to use 
than splines in higher dimensions.  However, local likelihood fits require choosing bandwidths.  
Local likelihood based on Taylor expansions generate smooth curve fits and automatically 
incorporate interaction between the explanatory variables.   
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4.2 Continuous Outcomes 
 4.2.1 Model Setup and Taylor Expansion 
 Start by assuming the outcome arises from a smooth fixed effect function, a smooth 
random subject effect function, and a smooth random error function.  To estimate the function at 
a particular point, perform Taylor expansions of the fixed effect and subject effect functions to a 
predetermined order around the point.  Then fit a kernel weighted mixed model regression.  The 
unknown value of the function at the centering point serves as the intercept, and the unknown 
partial derivatives serve as coefficients.  The estimate of the intercept to estimates the value of the 
function at the centering point.  The covariate estimates merely help the function to fit the data.  
The kernel weights nearby observations in the x space more than distant observations.  The kernel 
matrix absorbs into the repeated correlation matrix and functions identically to a weights 
statement.  To estimate another point, we simple re-center the data and perform the same 
procedure (Wu, Hulin, and Zhang, 2002 883-886).   
𝑌𝑖𝑗 = 𝜃�𝑿𝑖𝑗� +  𝒃𝑖�𝒁𝑖𝑗� + 𝜀𝑖𝑗 
𝒃𝑖~𝑁(𝟎,𝑮),  𝜺𝑖~𝑁(𝟎,𝑹𝒊) 
𝜃(𝑥1, 𝑥2) = 𝜃�𝑥10 ,𝑥20� +
𝜕𝜃(𝑥1,𝑥2)
𝜕𝑥1




�𝑥2  −  𝑥20� = 𝜃�𝑥10 , 𝑥20�+  𝜃1�𝑥10 ,𝑥20� ∗ �𝑥1  −  𝑥10�+ 𝜃2(𝑥10 ,𝑥20) ∗ �𝑥2  −  𝑥20�  
𝑏𝑖(𝑥1, 𝑥2) = 𝑏𝑖�𝑧10 , 𝑧20� +
𝜕𝑏𝑖(𝑧1, 𝑧2)
𝜕𝑧1
|𝑧10 ,𝑧20 ∗ �𝑧1  −  𝑧10� +
𝜕𝑏𝑖(𝑧1, 𝑧2)
𝜕𝑧2
|𝑧10 ,𝑧20 ∗ �𝑧2  −  𝑧20�
= 𝑏𝑖�𝑧10 , 𝑧20� + 𝑏𝑖1�𝑧10 , 𝑧20� ∗ �𝑧1  −  𝑧10� + 𝑏𝑖2(𝑧10 , 𝑧20) ∗ �𝑧2  −  𝑧20� 
 4.2.2 Bandwidth Selection 
 Choosing a good bandwidth for the kernel function strongly affects the quality of the 
estimates and inferences.   The smaller the bandwidth, the faster the kernel function decays as it 
moves away from the centering point.  Small bandwidths results in an estimate dominated by a 
relatively small number of local observations.  Smaller bandwidths tend to reduce bias, but inflate 
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variance due to the smaller number observations.  Larger bandwidths make use of observations 
further away, and render the surface more similar to a plane.  Increasing bandwidth tends to 
decrease variance but to increase bias.  Multiple dimensions complicate matters because different 
variables may possess different variances.  Standardizing the variables simplifies the situation, 
since the standardized variables all have a variance of one, and a single bandwidth can be used.  
Dimensionality also makes fitting a non-parametric function more difficult because of the spread 
of the data points in higher dimensional spaces (Wu, Hulin, and Zhang, 2002, 886-890). 
 For some situations with known mean functions, an analytic formula exists for selecting 
an bandwidth to optimize the integrated mean square error.  For the more realistic situation of 
unknown mean functions, Wu proposed two empirical methods for selecting the optimum 
bandwidth based on cross validation.  Subject cross-validation (SCV) removes one subject’s 
observations from the data set, estimates the outcomes using the rest of the data set, and computes 
the square error.  Point cross-validation (PCV) removes a single point from the data set, estimates 
the outcome from the other data points, and computes the square error.  The lost cross-validation 
square error determines the optimal bandwidth (Wu, Hulin, Zhang, 2002, 886-890). 
 However, different bandwidths may optimize the estimation of the fixed effect and 
random effect functions.  Specifically, SCV in general produces a good bandwidth for the fixed 
effect function, and PCV determines a good bandwidth for the random effect function.  Wu 
proposes a couple of methods for combining the bandwidths.  The simplest method, the hybrid 
method, estimates the fixed effect function with the SCV bandwidth, estimates the random effect 
function with the PCV bandwidth, and adds them together to estimate the outcome.  The bias 
corrected hybrid method seeks to eliminate the bias of estimating the fixed effect function with 
the SCV bandwidth by taking residuals with respect to the estimated fixed effect function, and 
fitting the residuals with a PCV bandwidth to a function with a fixed effect component and 
random effect component.  The use of multiple estimations with different bandwidths complicates 
the task of computing the standard error, since it requires accounting for the covariance among 
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the estimates of the model fits.  The bias corrected hybrid model poses particular difficulty 
because each residual depends on all the other observations.  Proper confidence intervals require 
accurate estimates of the standard error.  The bias corrected hybrid method also suffers from the 
limitation it can only apply to covariate points with an observation (Wu, Hulin, and Zhang, 2002, 
886-890). 
 4.2.3 Model Fitting and Simulation 
  4.2.3.1 Methods 
 SAS using proc mixed, procedures were written to compute SCV and PCV and to fit the 
study data for all of the bandwidth methods.  Confidence intervals were also computed for at least 
the fixed effects for all models, except the bias adjusted hybrid model.  The fixed effect model 
consists of a categorical variable for year, and linear variables for two pollutants.  The kernel 
weighting and non-parametric fit occurs over the pollutant variable space.  The mean function can 
assume virtually any shape.   The covariance structure consists of a random subject intercept and 
a continuous AR(1) repeated covariance over time.  (Note:  random slopes were also considered, 
but the algorithm had trouble fitting them, they seem to not exist.)  Since a model is fit at 
combination of pollutants, the values of the covariance parameters can change as well.  We 
speculate the repeated covariance structure may exert a minimal effect on the estimation.  Since 
the kernel functions decays in pollutant space, and the correlation of the AR(1) process decays 
overtime, for a substantial correlation to exist between two observations, they must lie close to 
each other in time and in all pollution dimensions.  Dimensionality may render the number of 
nearby observations small.  Alternatively, pollutant levels may remain similar day to day, so the 
data set may contain relevant, substantially correlated observations. 
 To test the methods, we also programmed and ran simulations and checked for bias, 
standard errors, and confidence interval coverage.  Errors followed a normal distribution an 
AR(1) auto-correlation structure, each subject possessed a random intercept effect, and the 
following mean function(s) was (were) considered: 
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 The pollutant values were simulated once from a normal distribution and then held 
constant in subsequent simulations.  The errors and random subject effects changed with every 
simulation.  As a simplification, the simulations treated the distribution of the pollutant values as 
independent from time. 
  4.2.3.2 Results 
 For the actual data, the SCV suggests a relatively large value for the bandwidth, 2 on a 
standardized scale, so the non-parametric fit would closely resemble a plane according to the 
standard parametric mixed model method. 
 The simulation results yielded a moderate SCV bandwidth of 1 on a standardized scale.  
The average of the estimated surface resembles the true function fairly closely, but the estimates 
appear somewhat flatter, implying, perhaps, a slightly overly large bandwidth.  Bias relative to 
estimated values remained within a few percentage units, with both positive and negative biases 
present depending on pollutant region.  More severe biases occurred at the edges of the data 
cloud.  The local mixed model method consistently underestimated the standard error of the 
estimators, sometimes by up to 20% relative to the truth, mean bias for the standard errors come 
in at 8%-10%.  Standard mixed model theory expects some underestimation of the standard error 
by assuming the estimate of the covariance matrix as true.  It attempts to compensate for the extra 
variability by adjusting the degrees of freedom.  Yet, the underestimation of the standard error 
may partially arise from other sources, and necessitate a more rigorous theory of variance for the 
non-parametric situation.  Indeed, the 95% confidence intervals for the fixed effects model 
consistently underperformed, though only by a small amount. For most covariate points, 
confidence interval coverage for the simulations averaged around 90%.  Deviations for both 
standard errors and confidence interval coverage grow more severe at the edges of the data cloud.  
A wide amount of variation existed among the simulations for the performance of the confidence 
intervals.  In a large majority of cases, the confidence intervals performed well, but some 
displayed abysmal coverage rates.  Unfortunately, the confidence intervals preformed terribly 
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when given a different mean function.  In some simulation runs, it seems, the estimation method 
completely misfit the model.   
 More research is needed to refine the confidence interval coverage for the fixed effect 
function, and extending the same procedure to the subject specific functions.  Research on the 
non-normal outcomes leads us to believe we should adapt the new kernel method proposed by 
Wang, Lin, and Carroll.   Research should also explore the importance of selecting the proper 
covariance structure, something not addressed in depth by Wu.  Finally, a rigorous theory for the 
asymptotic properties of the estimators would be desirable, analogous to Wu’s, Wang's, Lin's, and 
Carroll's results, but in higher dimensions.  A full understanding of the estimators would include a 
general formula for the asymptotic standard error and the asymptotic distribution.  Such 
knowledge would enable the construction of confidence intervals.  It would also be advantageous 
to demonstrate the efficiency of estimators.  We desire to find the asymptotic properties for both 
the parametric and non-parametric components of the semi-parametric model.  Even for simple 
models in one dimension, such as a local constant or a single variable, the asymptotic derivations 
are quite intensive.  In the absence of asymptotic formulas re-sampling methods could be used, 
but they could be very computationally intensive.  For their modified kernel method, Wang, Lin, 
and Carroll have provided some results for the parametric component, but not the non-parametric 
component.  For bandwidth selection, we suspect the intuitive subject and point cross validation 
methods could be adapted.   
4.3 Count Outcomes 
 4.3.1 Theory and Model 
Some of the research questions for the asthma data concern non-continuous variables, 
such as the number of times a child uses an inhaler.  Analyzing such data requires using 
generalized linear models, such as Poisson regression.  Longitudinal data requires either GEE 
marginal models, or conditional generalized mixed models.  The fitting methods used for the 
normal outcome situation  can be adapted to the non-parametric mean functions for the 
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generalized case.  At each estimation point, we Taylor expand the link function of the mean 
around the estimation point.  The parameters will correspond to the partial derivatives of the link 
of the mean function with respect to the explanatory variables.  For each fit, the kernel function 
weights the observations and modifies the covariance matrix.  GEE marginal models, though, will 
only allow for repeated correlations, not subject specific functions.  Another problem arises from 
over or under-dispersion of the data.  In general, for non-normal distributions, the variance 
depends on the mean, but often the data display more, or possibly less, variability than the 
standard distribution function would predict.  Quasi-likelihood methods allow for the introduction 
of a scalar term into the variance matrix.   
Semi-parametric local GEE models, along the lines pioneered by Carroll et al., allow the 
part of the mean function to be modeled parametrically and part of it non-parametrically.  The 
evaluation proceeds iteratively.  Initially, a regular, fully parametric GEE model is fit with quasi-
likelihood.  Next, the parametric portion of the mean model and the covariance parameters are 
held constant, and the non-parametric portion of the model is estimated.  For each evaluation 
point, the non-parametric function is Taylor expanded, and the slopes for each variable 
correspond to the partial derivative.  The 0th term of the Taylor expansion represents the estimate 
for the evaluation point.  When necessary, values at around the evaluation point can be fit by 
extrapolating from the Taylor expansion.  To weight nearby observations more than more distant 
observation, a kernel matrix multiplies the variance matrix in the score equations.  The cycle then 
repeats.  The non-parametric portion of the mean function is held constant, while the parametric 
part of the mean function and the covariance parameters are re-estimated globally.  Then the 
parametric portion of the mean function and the covariance parameters are held constant and the 
non-parametric portion of the mean function is locally re-estimated.  The iterations continue until 
reaching desired tolerance.  Carroll et al. developed a similar method, but it only models one 
explanatory variable non-parametrically.  Our work extends the non-parametric part of the model 
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to two or more explanatory variables (Wang, Carroll, and Lin, 2005, 147-157, Lin and Carroll, 
2001, 1179-1182, Lin and Carroll, 2001,  1045-1051, Lin and Carroll, 2000, 521-526). 
Model Equations: 
𝑔�𝜇𝑖𝑗� = 𝑿𝑖𝑗𝑇 𝜷 +  𝜃(𝒁𝑖𝑗) 
𝐶𝑜𝑟𝑟(𝒀𝑖) =  𝑹𝑖 
𝑉𝑎𝑟�𝑌𝑖𝑗� = 𝜇𝑖𝑗 (for Poisson) 
𝜃(𝑧1, 𝑧2) = 𝜃�𝑧10 , 𝑧20� +
𝜕𝜃(𝑧1, 𝑧2)
𝜕𝑧1
|𝑧10 ,𝑧20 ∗ �𝑧1  −  𝑧10� +
𝜕𝜃(𝑧1, 𝑧2)
𝜕𝑧2
|𝑧10 ,𝑧20 ∗ �𝑧2  −  𝑧20�
= 𝜃�𝑧10 , 𝑧20� + 𝜃1�𝑧10 , 𝑧20� ∗ �𝑧1  −  𝑧10�+ 𝜃2(𝑧10 , 𝑧20) ∗ �𝑧2  −  𝑧20� 
𝑺𝑖 = 𝑑𝑖𝑎𝑔(𝑉�𝜇𝑖𝑗�) 













Score Equations for the non-parametric component: 






























 Relatively little background information exists on bandwidth selection for local GEE 
models.  One method uses the subject cross-validation method from the linear model case, with 
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the squares of the errors divided by the predicted variance.  Deviance residuals could be used as 
well.  Another option would involve incorporating the correlation information.  The optimal 
bandwidth occurs where the subject cross validation error reaches a minimum. 
 Research by Lin and Carroll reveals estimators for the parametric part of the model are 
not generally sqrt(n) consistent with an scv bandwidth, unless independent working correlation is 
assumed for both parametric and non-parametric estimation stages, regardless of the true 
correlation structure.  Unfortunately, under smoothed estimates with the correct correlation 
structure fail to achieve semi-parametric efficiency.  Alternatively, non-independent working 
correlation structures can achieve consistency if they are deliberately under smoothed.  Zeger and 
Diggle proposed an under smoothed estimator where the true correlation matrix is used for the 
parametric stage and working independence is used for the non-parametric stage, resulting in 
greater efficiency, but not maximum efficiency.  Wang demonstrated the reason why working 
independence produces better results than the true correlation structure stems from the small 
number of within cluster observations with non-negligible kernel weights.  Higher numbers of 
non-parametric dimensions would likely suffer from greater difficulty due to the curse of 
dimensionality (Wang, 2003, 44-46, Lin and Carroll, 2001, 1047-1051, Wang, Carroll, Lin, 2005, 
148-152, Lin and Carroll, 2000, 521-526).   
 Wang proposed a modified kernel profile estimator, subsequently investigated by Carroll 
and Lin, where the score equations are summed over the observations within cluster, with the 
Taylor expansion applied for each observation once.  Otherwise, a previous estimate of the non-
parametric part of the function is used.  The modified method requires no under smoothing for 
consistency.  Assuming an identical multivariate Gaussian distribution for each covariate vector, 
the method achieves semi-parametric efficiency.  Unlike the earlier method, the new method 
performs optimally using the true correlation structure.  Finally, the selected bandwidths exert 
little influence over the estimates of the parametric components (Wang, 2003, 44-48, Wang, 
Carroll, and Lin, 2005, 147-152).   
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𝑖𝑓 𝑘 ≠ 𝑗:  𝑔�𝜇𝑖𝑗� = 𝑿𝑖𝑗𝑇 𝜷 + 𝜃�(𝒁𝑖𝑗) 
𝑖𝑓 𝑘 = 𝑗:  𝑔�𝜇𝑖𝑗� = 𝑿𝑖𝑗𝑇 𝜷 +  𝜃�𝑧10 , 𝑧20�  
+ 𝜃1�𝑧10 , 𝑧20� ∗ �𝑧1  −  𝑧10� + 𝜃2(𝑧10 , 𝑧20) ∗ �𝑧2  −  𝑧20� 
 4.3.2 Model Fitting and Results 
 Iterative semi-parametric models were fit with PM2.5 and cotinine modeled non-
parametrically, and year and Friday modeled parametrically.  Both AR(1) and exchangeable  
correlation matrices were considered.  The local fits were made according to a lattice of grid 
points.  Fitted values and residuals were calculated by finding the nearest grid point for each data 
point and extrapolating based on the Taylor sequence. 
 The subject specific cross validation errors for the spuff response variable, modeled on 
mmaxpm25, cotinine, and year, with an exchangeable covariance matrix, and using either 
deviance residuals or variance weighted residuals, show some oscillation, but seem to decay 
asymptotically for large bandwidths.  
 Semi-parametric models, using both kernel methods, were used to fit a non-parametric 
surfaces for the mean number of spuffs in terms of pollutants.  Years and Friday modified the 
surface parametrically.   The models possessed a constant, parametric correlation matrices.  Both 
multi-year and single year models, and both exchangeable and AR(1) correlation matrices were 
considered.  The generated surfaces sometimes displayed unexpected, wavelike behavior.  When 
using non-parametric or semi-parametric methods, one needs to exercise caution when estimating 
in sparse data regions.  The choice of bandwidth affects the surface, with smaller bandwidth 
producing more crumpled surfaces.  Simulation studies suggest the algorithm failed to coverage 
78
to the correct surface.  The program runs slowly and more iterations may be needed.  The 
program should be checked for errors and efficiency.  Another topic for future research would be 
developing methods for inferential statistics and confidence intervals for the non-parametric 
surface.  Possibilities include using the standard error given by the model at the local fit or a 
computationally intensive re-sampling methods. 
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MEASUREMENT WITH ERROR:  SIMULATIONS RESULTS 
Note:  When some simulations failed to converge or had non-positive definite covariance 
matrices, two numbers were presented for confidence interval coverage.  The first number divides 
the number of confidence interval successes by the total number of simulations attempted.  The 
second number, in parenthesis, divides the number of confidence interval success by the number 
of usable simulation runs.  
A.1 Main Interaction Model 
To assess the reliability of the methods explained and the effects of simplifying the 
covariance structure simulation studies were run.  Both model based and empirical "sandwich" 
estimators for the variance were considered.  The simulation considered the effects of sample 
size, different degrees of auto-correlation, error distribution, and error variances.  Empirical 
distributions for the estimates of the beta parameters were obtained and were checked for bias, 
mean estimated standard errors vs. the true standard deviations from the empirical distributions, 
and confidence interval coverage for nominal 95% confidence intervals.  Histograms and qqplots 
checked for normality.  Confidence intervals were computed under the asymptotic normal 
distribution.  To render the covariance matrix tractable mixed  models for x variables and y 
models were fit separately with random subject intercepts and spatial AR(1) repeated structure.   
Most baseline input values for the parameters were chosen either from preliminary model 
fits with the real data, in order to verify the validity of the methods for the practical problem of 
interest.  To circumvent some problems with identifiably, results from slight variants of the model 
were sometimes combined.  Some parameter input values were chosen on the grounds of 
reasonableness and/or for scientific curiosity.  For example, autocorrelations  of 0.3 for low, 0.5 
for medium, and 0.8 for high.  High auto-correlation makes the observations more dependent, 
which in turn makes accounting covariance more important.  One of the primary goals of the 
research was to expand the regression calibration with instrumental variables methods to 
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longitudinal situations.  In some simulations, a large time gap was introduced between some 
observations on the same subject to reflect common real world situations.  Sample sizes were of 
interest because the method relies on approximations and asymptotics, and so might be less 
reliable for smaller samples.    Mixed model methods assume a normal distribution and maximize 
the likelihood.  Since real distributions offer deviate from normality, fatter tail distributions, such 
as T distributions with 3 degrees of freedom, were sometimes used to test the robustness of the 
methods.  Variances terms were experimented with to determine the ability of the methods, with 
the approximations, to function in the presence of noise.  The formula for the variance of the 
response contains products of variance terms, suggesting large variances could cause problems.  
Also, noisy instrumental models make predicting the covariates difficult.  The standard inputs 
were 100 subjects with 10 sequential repeated measures on each.  
𝛽0 = 2.0,𝛽1 =  1.6,  𝛽2 = 1.2,  𝛽3 =  −0.7         
𝜃0 = 1.20,𝜃1 = 0.14, 𝜃2 = 0.01      
𝜋0 = 1.20,𝜋1 = 0.02, 𝜋2 = 0.23      
𝜎𝑏𝑌
2 = 0.12,𝜎𝑏𝑋1
2 = 0.15,  𝜎𝑏𝑋2
2 = 0.01
The repeated structures follow an AR(1) structure: 
𝜀𝑖𝑗𝑌 =  𝜙𝑌𝜀𝑖𝑗−1𝑌 + 𝜂𝑖𝑗𝑌  ,  𝜀𝑖𝑗
𝑋1 =  𝜙𝑋1𝜀𝑖𝑗−1
𝑋1 + 𝜂𝑖𝑗
𝑋1  ,  𝜀𝑖𝑗
𝑋2 =  𝜙𝑋2𝜀𝑖𝑗−1
𝑋2 + 𝜂𝑖𝑗
𝑋2
𝜂𝑖𝑗𝑌  𝑖𝑖𝑑~ 𝑁(0,𝜎𝜂𝑌
2 ),  𝜂𝑖𝑗
𝑋1  𝑖𝑖𝑑~ 𝑁(0,𝜎𝜂𝑋1
2 ) ,  𝜂𝑖𝑗






𝜙𝑌 = 0.40,  𝜙𝑋1 = 0.60,  𝜙𝑋2 = 0.30 
𝑈1𝑖𝑗  𝑖𝑖𝑑~ 𝑁(0,𝜎𝑈1




2 = 0.045 
𝑀1𝑖𝑗  𝑖𝑖𝑑~ 𝑁(𝜇𝑀1 ,𝜎𝑀1
2 ),  𝑀2𝑖𝑗  𝑖𝑖𝑑~ 𝑁(𝜇𝑀2 ,𝜎𝑀2
2 )  
𝜇𝑀1 =  1.63,𝜇𝑀2 = 2.63,𝜎𝑀1
2 = 2.5281,𝜎𝑀2
2 = 0.4096 
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The M variables were held constant across simulation runs.  Most simulation studies used 1000 runs.  Estimated covariance matrices for the beta 
parameters were tested for positive definiteness. 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 
Subjects 
Number of Usable 
Simulations = 1000 β0 (2.0000) -0.0403 -0.0202 1.0001 1.0009 1.0014 0.9580 1.0005 0.9540 
β1 (1.6000) 0.0316 0.0197 0.6762 0.6769 0.9794 0.9460 0.9861 0.9470 
β2 (1.2000) 0.0160 0.0134 0.5405 0.5407 1.0175 0.9590 1.0026 0.9540 

















Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 
Subjects 
 Number of Usable 
Simulations = 1000 β0 (2.0000) -0.0403 -0.0202 1.0001 1.0009 1.0093 0.9600 0.9479 0.9410 
β1 (1.6000) 0.0316 0.0197 0.6762 0.6769 0.9767 0.9440 0.9424 0.9280 
β2 (1.2000) 0.0160 0.0134 0.5405 0.5407 1.0260 0.9610 0.9568 0.9420 
β3 (-0.7000) -0.0133 0.0191 0.3636 0.3638 0.9815 0.9460 0.9506 0.9320 
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Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 50 
Subjects 
Number of Usable 
Simulations = 1000 β0 (2.0000) 0.0195 0.0097 1.4223 1.4224 0.9724 0.9510 0.9687 0.9320 
β1 (1.6000) -0.0161 -0.0101 0.9525 0.9526 0.9582 0.9360 0.9614 0.9280 
β2 (1.2000) -0.0121 -0.0101 0.7695 0.7696 0.9834 0.9570 0.9639 0.9380 

















Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 50 
Subjects 
Number of Usable 
Simulations = 1000 β0 (2.0000) 0.0195 0.0097 1.4223 1.4224 0.9994 0.9560 0.9323 0.9290 
β1 (1.6000) -0.0161 -0.0101 0.9525 0.9526 0.9738 0.9530 0.9348 0.9310 
β2 (1.2000) -0.0121 -0.0101 0.7695 0.7696 1.0115 0.9580 0.9342 0.9350 
β3 (-0.7000) 0.0099 0.0142 0.5120 0.5121 0.9734 0.9530 0.9369 0.9330 
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Table 13:  Table of Asymptotic Effects (continued) 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 20 
Subjects                   
Number of Usable 
Simulations = 1000 β0 (2.0000) 0.0819 0.0410 2.2017 2.2032 0.8994 0.9330 0.8669 0.9070 
  β1 (1.6000) -0.0393 -0.0245 1.4481 1.4487 0.8876 0.9290 0.8693 0.9140 
  β2 (1.2000) -0.0466 -0.0388 1.1773 1.1782 0.9147 0.9370 0.8631 0.9090 
  β3 (-0.7000) 0.0227 0.0325 0.7695 0.7698 0.8886 0.9300 0.8653 0.9120 

















Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 20 
Subjects                   
Number of Usable 
Simulations = 1000 β0 (2.0000) 0.0819 0.0410 2.2017 2.2032 0.9592 0.9610 0.8735 0.9290 
  β1 (1.6000) -0.0393 -0.0245 1.4481 1.4487 0.9388 0.9590 0.8830 0.9280 
  β2 (1.2000) -0.0466 -0.0388 1.1773 1.1782 0.9775 0.9640 0.8772 0.9290 




















Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
T(df=3), 100 
Subjects 
Number of Usable 
Simulations = 1000 β0 (2.0000) 0.0112 0.0056 1.0053 1.0054 0.9666 0.9470 0.9694 0.9380 
β1 (1.6000) -0.0152 -0.0095 0.6714 0.6715 0.9576 0.9350 0.9656 0.9360 
β2 (1.2000) -0.0051 -0.0043 0.5436 0.5436 0.9855 0.9470 0.9678 0.9370 

















Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
T(df=3), 100 
Subjects 
Number of Usable 
Simulations = 1000 β0 (2.0000) 0.0112 0.0056 1.0053 1.0054 0.9940 0.9480 0.9339 0.9330 
β1 (1.6000) -0.0152 -0.0095 0.6714 0.6715 0.9718 0.9420 0.9387 0.9280 
β2 (1.2000) -0.0051 -0.0043 0.5436 0.5436 1.0074 0.9540 0.9404 0.9300 
β3 (-0.7000) 0.0074 0.0106 0.3617 0.3618 0.9754 0.9460 0.9444 0.9300 
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Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
T(df=3), 50 
Subjects, phi=0.8 
Number of Usable 
Simulations = 1000 β0 (2.0000) 0.0590 0.0295 1.5129 1.5140 0.9426 0.9370 0.9363 0.9280 
β1 (1.6000) -0.0383 -0.0240 1.0060 1.0067 0.9322 0.9270 0.9320 0.9250 
β2 (1.2000) -0.0336 -0.0280 0.8174 0.8181 0.9513 0.9420 0.9316 0.9240 

















Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
T(df=3), 50 
Subjects, phi=0.8 
Number of Usable 
Simulations = 1000 β0 (2.0000) 0.0590 0.0295 1.5129 1.5140 0.9200 0.9380 0.8571 0.9080 
β1 (1.6000) -0.0383 -0.0240 1.0060 1.0067 0.8974 0.9250 0.8620 0.9100 
β2 (1.2000) -0.0336 -0.0280 0.8174 0.8181 0.9288 0.9450 0.8593 0.9110 
β3 (-0.7000) 0.0216 0.0309 0.5409 0.5413 0.8961 0.9280 0.8642 0.9130 
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Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Gap, 100 Subjects 
Number of Usable 
Simulations = 1000 β0 (2.0000) -0.0151 -0.0076 1.0456 1.0457 1.0178 0.9620 1.0178 0.9590 
β1 (1.6000) 0.0115 0.0072 0.7142 0.7143 1.0045 0.9600 1.0098 0.9560 
β2 (1.2000) 0.0081 0.0067 0.5652 0.5652 1.0302 0.9660 1.0174 0.9600 

















Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Gap, 100 Subjects 
Number of Usable 
Simulations = 1000 β0 (2.0000) -0.0151 -0.0076 1.0456 1.0457 1.0364 0.9640 0.9766 0.9470 
β1 (1.6000) 0.0115 0.0072 0.7142 0.7143 1.0102 0.9610 0.9784 0.9530 
β2 (1.2000) 0.0081 0.0067 0.5652 0.5652 1.0489 0.9640 0.9818 0.9480 
β3 (-0.7000) -0.0056 -0.0080 0.3860 0.3860 1.0093 0.9560 0.9807 0.9470 
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Table 14:  Table of repeated auto-correlation settings 













AR(1) φ (Standard) Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Number of Usable 
Simulations = 1000                   
 β0 (2.0000) -0.0403 -0.0202 1.0001 1.0009 1.0014 0.9580 1.0005 0.9540 
  β1 (1.6000) 0.0316 0.0197 0.6762 0.6769 0.9794 0.9460 0.9861 0.9470 
  β2 (1.2000) 0.0160 0.0134 0.5405 0.5407 1.0175 0.9590 1.0026 0.9540 
  β3 (-0.7000) -0.0133 -0.0191 0.3636 0.3638 0.9854 0.9510 0.9886 0.9520 

















AR(1) φ (Standard) Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Number of Usable 
Simulations = 1000                   
 β0 (2.0000) -0.0403 -0.0202 1.0001 1.0009 1.0093 0.9600 0.9479 0.9410 
  β1 (1.6000) 0.0316 0.0197 0.6762 0.6769 0.9767 0.9440 0.9424 0.9280 
  β2 (1.2000) 0.0160 0.0134 0.5405 0.5407 1.0260 0.9610 0.9568 0.9420 








Table 14:  Table of repeated auto-correlation settings (continued) 













AR(1) φ = 0.3 Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Number of Usable 
Simulations = 1000                   
 β0 (2.0000) -0.0339 -0.0169 0.9997 1.0003 1.0020 0.9640 1.0008 0.9550 
  β1 (1.6000) 0.0272 0.0170 0.6768 0.6773 0.9783 0.9540 0.9860 0.9530 
  β2 (1.2000) 0.0127 0.0106 0.5402 0.5404 1.0194 0.9640 1.0033 0.9570 
  β3 (-0.7000) -0.0110 -0.0158 0.3637 0.3639 0.9850 0.9570 0.9887 0.9510 

















AR(1) φ = 0.3 Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Number of Usable 
Simulations = 1000                   
 β0 (2.0000) -0.0339 -0.0169 0.9997 1.0003 1.0201 0.9620 0.9565 0.9410 
  β1 (1.6000) 0.0272 0.0170 0.6768 0.6773 0.9856 0.9490 0.9500 0.9330 
  β2 (1.2000) 0.0127 0.0106 0.5402 0.5404 1.0383 0.9670 0.9655 0.9460 







Table 14:  Table of repeated auto-correlation settings (continued) 













AR(1) φ = 0.5 Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Number of Usable 
Simulations = 1000                   
 β0 (2.0000) -0.0339 -0.0169 0.9997 1.0003 0.9998 0.9600 0.9985 0.9580 
  β1 (1.6000) 0.0272 0.0170 0.6768 0.6773 0.9787 0.9550 0.9860 0.9520 
  β2 (1.2000) 0.0127 0.0106 0.5402 0.5404 1.0163 0.9660 1.0001 0.9560 
  β3 (-0.7000) -0.0110 -0.0158 0.3637 0.3639 0.9844 0.9560 0.9879 0.9520 

















AR(1) φ = 0.5 Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Number of Usable 
Simulations = 1000                   
 β0 (2.0000) -0.0339 -0.0169 0.9997 1.0003 1.0201 0.9620 0.9565 0.9410 
  β1 (1.6000) 0.0272 0.0170 0.6768 0.6773 0.9856 0.9490 0.9500 0.9330 
  β2 (1.2000) 0.0127 0.0106 0.5402 0.5404 1.0383 0.9670 0.9655 0.9460 






Table 14:  Table of repeated auto-correlation settings (continued) 













Number of Usable 
Simulations = 1000   Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Number of Usable 
Simulations = 1000 β0 (2.0000) -0.0458 -0.0229 1.0666 1.0676 0.9892 0.9530 0.9883 0.9480 
  β1 (1.6000) 0.0341 0.0213 0.7153 0.7162 0.9781 0.9460 0.9824 0.9440 
  β2 (1.2000) 0.0191 0.0160 0.5787 0.5791 1.0004 0.9610 0.9864 0.9450 
  β3 (-0.7000) -0.0147 -0.0210 0.3872 0.3875 0.9794 0.9470 0.9804 0.9420 
            

















Number of Usable 
Simulations = 1000   Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
 β0 (2.0000) -0.0458 -0.0229 1.0666 1.0676 0.9381 0.9420 0.8819 0.9160 
  β1 (1.6000) 0.0341 0.0213 0.7153 0.7162 0.9126 0.9290 0.8824 0.9170 
  β2 (1.2000) 0.0191 0.0160 0.5787 0.5791 0.9472 0.9470 0.8867 0.9190 







Table 14:  Table of repeated auto-correlation settings (continued) 
AR(1) φ = 0.8 (y 













Number of Usable 
Simulations = 1000   Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
 β0 (2.0000) -0.0400 -0.0200 0.9201 0.9210 1.0160 0.9590 1.0167 0.9530 
  β1 (1.6000) 0.0320 0.0200 0.6204 0.6213 0.9946 0.9530 1.0037 0.9520 
  β2 (1.2000) 0.0165 0.0137 0.4972 0.4974 1.0338 0.9650 1.0184 0.9550 
  β3 (-0.7000) -0.0139 -0.0199 0.3339 0.3342 1.0006 0.9580 1.0056 0.9570 
                    
AR(1) φ = 0.8 (y 

















Number of Usable 
Simulations = 1000   Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
 β0 (2.0000) -0.0400 -0.0200 0.9201 0.9210 1.0141 0.9590 0.9432 0.9390 
  β1 (1.6000) 0.0320 0.0200 0.6204 0.6213 0.9792 0.9500 0.9396 0.9340 
  β2 (1.2000) 0.0165 0.0137 0.4972 0.4974 1.0313 0.9630 0.9514 0.9420 








Table 14:  Table of repeated auto-correlation settings (continued) 
AR(1) φ = 0.8 (x1, x2 













Number of Usable 
Simulations = 1000   Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
 β0 (2.0000) -0.0461 -0.0231 1.1436 1.1445 0.9847 0.9480 0.9826 0.9460 
  β1 (1.6000) 0.0339 0.0212 0.7676 0.7684 0.9734 0.9490 0.9762 0.9420 
  β2 (1.2000) 0.0188 0.0156 0.6205 0.6208 0.9952 0.9550 0.9814 0.9420 
  β3 (-0.7000) -0.0142 -0.0203 0.4152 0.4154 0.9747 0.9430 0.9747 0.9400 
                    
AR(1) φ = 0.8 (x1, x2 

















Number of Usable 
Simulations = 1000   Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
 β0 (2.0000) -0.0461 -0.0231 1.1436 1.1445 0.9430 0.9420 0.8933 0.9160 
  β1 (1.6000) 0.0339 0.0212 0.7676 0.7684 0.9204 0.9370 0.8937 0.9170 
  β2 (1.2000) 0.0188 0.0156 0.6205 0.6208 0.9525 0.9450 0.8989 0.9140 









A.2 Non-Interaction Model 
 Simulations for the non-interaction model use the same default inputs as the main interaction model, except the parameter for the 
interaction term was set to zero.  The R function pd was used to enforce positive definiteness for some simulation experiments where the off 
diagonal elements of the joint parameter covariance matrix were approximated. 
Table 15:  Table for non-interaction model: 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 
Subjects                  
Number of Usable 
Simulations = 1000 β0 (2.000) -0.0024 -0.0012 0.2479 0.2479 0.9842 
                    
0.9520 1.3475 0.9880 
  β1 (1.600) 0.0101 0.0063 0.0855 0.0861 1.0159 0.9570 1.3643 0.9930 
  β2 (1.200) -0.0072 -0.0060 0.1310 0.1312 0.9900 0.9520 1.3158 0.9870 
           
















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 
Subjects 
                 
Number of Usable 
Simulations = 1000 
 
 













  β1 (1.600) 0.0101 0.0063 0.0855 0.0861 2.0526 1.0000 1.3744 0.9930 
  β2 (1.200) -0.0072 -0.0060 0.1310 0.1312 1.9785 0.9990 1.3247 0.9890 
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Model Parameter Bias Relative 
Bias 




Number of Usable 
Simulations = 22 































Model Parameter Bias Relative 
Bias 






Number of Usable 
Simulations = 1000 
β0 (2.000) -0.0024 -0.0012 0.2479 0.2479 0.2863 0.4300 1.3572 0.9920 
β1 (1.600) 0.0101 0.0063 0.0855 0.0861 0.2685 0.3600 1.3744 0.9930 
β2 (1.200) -0.0072 -0.0060 0.1310 0.1312 0.3716 0.5410 1.3247 0.9890 
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Table 15:  Table for non-interaction model (continued): 
















Model Parameter Bias Relative 
Bias 








                 
Number of Usable 




























  β1 (1.600) 0.0101 0.0063 0.0855 0.0861 0.2388 0.3250 1.3744 0.9930 










Table 15:  Table for non-interaction model (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 
Subjects, φ =0.8, 
Var(U) = 0.01                  
Number of Usable 
Simulations = 1000 β0 (2.000) 0.0008 0.0004 0.1550 0.1550 0.9789 0.9450 1.9870 1 
  β1 (1.600) 0.0046 0.0029 0.0506 0.0509 1.0167 0.9610 2.0074 1 
  β2 (1.200) -0.0047 -0.0039 0.0776 0.0777 0.9878 0.9430 1.9386 1 
           
















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 
Subjects, φ =0.8, 
Var(U) = 0.01 
                 
Number of Usable 
Simulations = 1000 
 
 













  β1 (1.600) 0.0046 0.0029 0.0506 0.0509 2.8530 1 2.0284 1 






Table 15:  Table for non-interaction model (continued): 
















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 
Subjects, φ =0.8, 
Var(U) = 0.01, 
Covariance Estimate 
                 
Number of Usable 
Simulations = 596 
 
 













   



























           
















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 
Subjects, φ =0.8, 
Var(U) = 0.01, 
Covariance Estimate, 
Correction for Positive 
Definiteness 
                 
Number of Usable 
Simulations = 1000 
 
 













  β1 (1.600) 0.0046 0.0029 0.0506 0.0509 0.3243 0.4400 2.0284 1 
  β2 (1.200) -0.0047 -0.0039 0.0776 0.0777 0.3672 0.4920 1.9583 1 
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Table 15:  Table for non-interaction model (continued): 
















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 
Subjects, φ =0.8, 







                 
Number of Usable 
Simulations = 1000 
 
 













  β1 (1.600) 0.0046 0.0029 0.0506 0.0509 0.3230 0.4390 2.0284 1 






















Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 
Subjects, φ =0.8, 
Var(U) = 0 
Number of Usable 
Simulations = 1000 β0 (2.000) 0.0011 0.0005 0.1157 0.1157 0.9903 0.9500 2.6619 1 
β1 (1.600) 0.0020 0.0013 0.0369 0.0369 1.0100 0.9520 2.7550 1 

















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 
Subjects, φ =0.8, 
Var(U) = 0 
Number of Usable 
Simulations = 1000 
β0 (2.000) 0.0011 0.0005 0.1157 0.1157 17.2313 1 2.6861 1 
β1 (1.600) 0.0020 0.0013 0.0369 0.0369 19.2664 1 2.7836 1 
β2 (1.200) -0.0027 -0.0023 0.0552 0.0553 19.3936 1 2.7533 1 
103
Table 15:  Table for non-interaction model (continued): 
















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 
Subjects, φ =0.8, 
Var(U) = 0, 
Covariance Estimate 
                 
Number of Usable 
Simulations = 934 
 
 













   



























           
















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 
Subjects, φ =0.8, 
Var(U) = 0, 
Covariance Estimate, 
Correction for Positive 
Definiteness 
                 
Number of Usable 
Simulations = 1000 
 
 













  β1 (1.600) 0.0020 0.0013 0.0369 0.0369 0.9771 0.9150 2.7836 1 
  β2 (1.200) -0.0027 -0.0023 0.0552 0.0553 0.9755 0.9150 2.7533 1 
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Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 
Subjects, φ =0.8, 







Number of Usable 
Simulations = 1000 
β0 (2.000) 0.0011 0.0005 0.1157 0.1157 0.9656 0.9260 2.6861 1 
β1 (1.600) 0.0020 0.0013 0.0369 0.0369 0.9757 0.9140 2.7836 1 
β2 (1.200) -0.0027 -0.0023 0.0552 0.0553 0.9729 0.9140 2.7533 1 
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A.3 One Covariate, One Instrumental Variable With Random Slopes 
The same methods were used to analyze the simulation runs as in the main interaction 
model simulations.  Again, most baseline input values for the parameters were chosen either from 
preliminary model fits with the real data, in order to verify the validity of the methods for the 
practical problem of interest.  Some parameter input values were chosen on the grounds of 
reasonableness and/or for scientific curiosity.  For example, the standard deviation of the random 
slope in the response model was chosen to be on the same scale as the fixed slope.  Multiple 
random effects introduce the possibility of correlation among them.  The correlation in real world 
situations is negative; subjects with higher intercepts tend to have shallower slopes.  Negative 0.5 
was used for a moderate negative correlation.  Correlation of zero, independence, was also a 
value of interest, and provides a comparison.  In the National Jewish Health data, some 
instrumental variables remained constant across subjects at a given time, so some simulations 
compared variation patterns in the instrumental variables due to the influence of the random 
slope.  Some of the simulation results deal with different approximations for the join covariance 
matrix in the RCIV1 method.  A one variable situation makes approximating the off diagonal 
elements of the joint covariance matrix more feasible than in the main interaction model, but it 
can also create problems with positive definiteness.  The typical inputs were 100 subjects with 10 
sequential repeated measures on each.  
𝛽0 = 4.3,𝛽1 =  0.27         





2 = 0.15 
𝜎𝑏1𝑌
2 = {0, 0.0729},𝜎
𝑏1
𝑋1
2 = 0.034 
𝑐𝑜𝑟𝑟(𝑏0𝑌, 𝑏1𝑌)  = {0,−0.5}, 𝑐𝑜𝑟𝑟�𝑏0
𝑋1 ,𝑏1
𝑋1� = {0,−0.56}
For the values in brackets, the input is described in the model description in the table. 
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The repeated structures follow an AR(1) structure: 
𝜀𝑖𝑗𝑌 =  𝜙𝑌𝜀𝑖𝑗−1𝑌 + 𝜂𝑖𝑗𝑌  ,  𝜀𝑖𝑗
𝑋1 =  𝜙𝑋1𝜀𝑖𝑗−1
𝑋1 + 𝜂𝑖𝑗
𝑋1
𝜂𝑖𝑗𝑌  𝑖𝑖𝑑~ 𝑁(0,𝜎𝜂𝑌
2 ),  𝜂𝑖𝑗
𝑋1  𝑖𝑖𝑑~ 𝑁(0,𝜎𝜂𝑋1
2 ) ,  𝜂𝑖𝑗





𝜙𝑌 = 0.40,  𝜙𝑋1 = 0.60 
𝑈1𝑖𝑗  𝑖𝑖𝑑~ 𝑁(0,𝜎𝑈1
2 ) 
𝜎𝑈1
2 = 0.05 
𝑀1𝑖𝑗  𝑖𝑖𝑑~ 𝑁(𝜇𝑀1 ,𝜎𝑀1
2 ) 
𝜇𝑀1 =  1.63,𝜎𝑀1
2 = 2.5281 
The R function pd was used to enforce positive definiteness for some simulation experiments 
where the off diagonal elements of the joint parameter covariance matrix were approximated. 
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Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model: 











Model Parameter Bias 
Relative 






= 999 β0 (4.3000) -0.0016 -0.0004 0.0811 0.0811 0.9685 
0.9400 
(0.9409) 0.9898 
β1 (0.2700) 0.0023 0.0084 0.0475 0.0475 0.9925 
0.9550 
(0.9560) 0.9856 











Model Parameter Bias 
Relative 






= 999 β0 (4.3000) -0.0020 -0.0005 0.0819 0.0819 1.1698 
0.9730 
(0.9740) 0.9898 




Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 




= 999 β0 (4.3000) -0.0016 -0.0004 0.0811 0.0811 1.3836 
0.9910 
(0.9920) 0.9898 
  β1 (0.2700) 0.0023 0.0084 0.0475 0.0475 1.5429 
0.9970 
(0.9980) 0.9856 
         













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 




= 999 β0 (4.3000) -0.0020 -0.0005 0.0819 0.0819 0.9900 
0.9470 
(0.9480) 0.9898 







Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage 
Standard, 100 Subjects, 
Covariance Estimate 
Number of Usable 
Simulations = 973 β0 (4.3000) 0.0029 0.0007 0.0767 0.0767 0.9518 
0.8970 
(0.9219) 0.9881 
β1 (0.2700) -0.0006 -0.0024 0.0443 0.0443 0.9629 
0.8870 
(0.9116) 0.9834 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage 
Standard, 100 Subjects, 
Covariance Estimate 
Number of Usable 
Simulations = 973 β0 (4.3000) 0.0025 0.0006 0.0776 0.0776 1.0430 
0.9310 
(0.9568) 0.9881 




Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
Covariance Estimate, 
Correction for Positive 
Definiteness                 
Number of Usable 
Simulations = 999 β0 (4.3000) -0.0016 -0.0004 0.0811 0.0811 0.8879 
0.8980 
(0.8989) 0.9898 
  β1 (0.2700) 0.0023 0.0084 0.0475 0.0475 0.8787 
0.8870 
(0.8879) 0.9856 
         













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
Covariance Estimate, 
Correction for Positive 
Definiteness                 
Number of Usable 
Simulations = 999 β0 (4.3000) -0.0020 -0.0005 0.0819 0.0819 0.9900 
0.9470 
(0.9479) 0.9898 







Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage 
Standard, 100 Subjects, 
Covariance Estimate, 
Correction for Positive 
Definiteness, Diagonal 
Unchanged 
Number of Usable 
Simulations = 999 β0 (4.3000) -0.0016 -0.0004 0.0811 0.0811 0.8884 
0.8980 
(0.8989) 0.9898 
β1 (0.2700) 0.0023 0.0084 0.0475 0.0475 0.8795 
0.8870 
(0.8879) 0.9856 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage 
Standard, 100 Subjects, 
Covariance Estimate, 
Correction for Positive 
Definiteness, Diagonal 
Unchanged 
Number of Usable 
Simulations = 999 β0 (4.3000) -0.0020 -0.0005 0.0819 0.0819 0.9900 
0.9470 
(0.9479) 0.9898 




Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model: 











Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
20 observations per 
subject                 
Number of Usable 
Simulations = 1000 β0 (4.3000) -0.0016 -0.0004 0.0811 0.0811 0.9685 
0.9400 
(0.9409) 0.9898 
  β1 (0.2700) 0.0023 0.0084 0.0475 0.0475 0.9925 
0.9550 
(0.9560) 0.9856 
         











Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
20 observations per 
subject                 
Number of Usable 
Simulations = 1000 β0 (4.3000) -0.0020 -0.0005 0.0819 0.0819 1.1698 
0.9730 
(0.9740) 0.9898 








Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
20 observations per 
subject                 
Number of Usable 
Simulations = 1000 β0 (4.3000) 0.0009 0.0002 0.0597 0.0597 0.9915 0.9450 0.9779 
  β1 (0.2700) -0.0005 -0.0019 0.0326 0.0326 0.9820 0.9520 0.9622 
         













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
20 observations per 
subject                 
Number of Usable 
Simulations = 1000 β0 (4.3000) 0.0014 0.0003 0.0610 0.0611 1.3016 0.9850 0.9779 







Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 












Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage 
Standard, 100 Subjects, 
20 observations per 
subject, Covariance 
Estimate 
Number of Usable 
Simulations = 963 β0 (4.3000) 0.0043 0.0010 0.0571 0.0572 0.9923 
0.9020 
(0.9367) 0.9811 
β1 (0.2700) -0.0030 -0.0110 0.0302 0.0303 0.9779 
0.8680 
(0.9013) 0.9626 












Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage 
Standard, 100 Subjects, 
20 observations per 
subject, Covariance 
Estimate 
Number of Usable 
Simulations = 963 β0 (4.3000) 0.0050 0.0012 0.0581 0.0583 1.0519 
0.915 
(0.9502) 0.9811 




Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 20 
observations per subject, 
Covariance Estimate, 
Correction for Positive 
Definiteness                 
Number of Usable 
Simulations = 1000 β0 (4.3000) 0.0009 0.0002 0.0597 0.0597 0.9355 0.9170 0.9779 
  β1 (0.2700) -0.0005 -0.0019 0.0326 0.0326 0.8780 0.8680 0.9622 
         













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 20 
observations per subject, 
Covariance Estimate, 
Correction for Positive 
Definiteness                 
Number of Usable 
Simulations = 1000 β0 (4.3000) 0.0014 0.0003 0.0610 0.0611 1.0027 0.9390 0.9779 






Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 20 
observations per subject, 
Covariance Estimate, 
Correction for Positive 
Definiteness, Diagonal 
Unchanged                 
Number of Usable 
Simulations = 999 β0 (4.3000) 0.0010 0.0002 0.0595 0.0595 0.9395 
0.9180 
(0.9189) 0.9779 
  β1 (0.2700) -0.0006 -0.0024 0.0323 0.0323 0.8873 
0.8680 
(0.8689) 0.9620 
         













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 20 
observations per subject, 
Covariance Estimate, 
Correction for Positive 
Definiteness, Diagonal 
Unchanged                 
Number of Usable 
Simulations = 999 β0 (4.3000) 0.0016 0.0004 0.0608 0.0608 1.0062 
0.939 
(0.9399) 0.9779 






Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model: 











Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
no random effect 
correlation                 
Number of Usable 
Simulations = 996 β0 (4.3000) -0.0014 -0.0003 0.0810 0.0810 0.9664 
0.9360 
(0.9398) 0.9875 
  β1 (0.2700) 0.0022 0.0081 0.0477 0.0478 0.9881 
0.9550 
(0.9588) 0.9833 
         











Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
no random effect 
correlation                 
Number of Usable 
Simulations = 996 β0 (4.3000) -0.0019 -0.0004 0.0820 0.0820 1.1340 
0.9630 
(0.9669) 0.9875 








Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage 
Standard, 100 Subjects, 
no random effect 
correlation 
Number of Usable 
Simulations = 996 β0 (4.3000) -0.0014 -0.0003 0.0810 0.0810 1.3227 
0.9850 
(0.9890) 0.9875 
β1 (0.2700) 0.0022 0.0081 0.0477 0.0478 1.5341 
0.9940 
(0.9980) 0.9833 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage 
Standard, 100 Subjects, 
no random effect 
correlation 
Number of Usable 
Simulations = 996 β0 (4.3000) -0.0019 -0.0004 0.0820 0.0820 0.9943 
0.9450 
(0.9488) 0.9875 




Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 












Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
no random effect 
correlation, Covariance 
Estimate                 
Number of Usable 
Simulations = 973 β0 (4.3000) 0.0024 0.0006 0.0774 0.0775 0.9438 
0.8970 
(0.9219) 0.9876 
  β1 (0.2700) -0.0003 -0.0012 0.0450 0.0450 0.9460 
0.8780 
(0.9024) 0.9839 
         












Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
no random effect 
correlation, Covariance 
Estimate                 
Number of Usable 
Simulations = 973 β0 (4.3000) 0.0019 0.0004 0.0784 0.0784 1.0384 
0.9300 
(0.9558) 0.9876 







Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
no random effect 
correlation, Covariance 
Estimate, Correction for 
Positive Definiteness                 
Number of Usable 
Simulations = 996 β0 (4.3000) -0.0014 -0.0003 0.0810 0.0810 0.8949 
0.9000 
(0.9036) 0.9875 
  β1 (0.2700) 0.0022 0.0081 0.0477 0.0478 0.8782 
0.8780 
(0.8815) 0.9833 
         













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
no random effect 
correlation, Covariance 
Estimate, Correction for 
Positive Definiteness                 
Number of Usable 
Simulations = 996 β0 (4.3000) -0.0019 -0.0004 0.0820 0.0820 0.9943 
0.9450 
(0.9488) 0.9875 






Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, no 
random effect correlation, 
Covariance Estimate, 
Correction for Positive 
Definiteness, Diagonal 
Unchanged                 
Number of Usable 
Simulations = 996 β0 (4.3000) -0.0014 -0.0003 0.0810 0.0810 0.8949 
0.9000 
(0.9036) 0.9875 
  β1 (0.2700) 0.0022 0.0081 0.0477 0.0478 0.8782 
0.8780 
(0.8815) 0.9833 
         













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, no 
random effect correlation, 
Covariance Estimate, 
Correction for Positive 
Definiteness, Diagonal 
Unchanged                 
Number of Usable 
Simulations = 996 β0 (4.3000) -0.0019 -0.0004 0.0820 0.0820 0.9943 
0.9450 
(0.9488) 0.9875 






Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model: 











Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
φ = 0.8                 
Number of Usable 
Simulations = 939 β0 (4.3000) -0.0003 -0.0001 0.0791 0.0791 0.9958 
0.8860 
(0.9436) 0.9798 
  β1 (0.2700) 0.0022 0.0083 0.0413 0.0414 0.9948 
0.8980 
(0.9563) 0.9707 
         











Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
φ = 0.8                 
Number of Usable 
Simulations = 939 β0 (4.3000) -0.0012 -0.0003 0.0807 0.0807 1.1955 
0.9140 
(0.9734) 0.9798 









Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
φ = 0.8                 
Number of Usable 
Simulations = 939 β0 (4.3000) -0.0003 -0.0001 0.0791 0.0791 1.4238 
0.9370 
(0.9979) 0.9798 
  β1 (0.2700) 0.0022 0.0083 0.0413 0.0414 1.6678 
0.9380 
(0.9989) 0.9707 
         













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
φ = 0.8                 
Number of Usable 
Simulations = 939 β0 (4.3000) -0.0012 -0.0003 0.0807 0.0807 1.0125 
0.8910 
(0.9489) 0.9798 









Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 












Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
φ = 0.8, Covariance 
Estimate                 
Number of Usable 
Simulations = 904 β0 (4.3000) 0.0048 0.0011 0.0750 0.0752 0.9763 
0.8440 
(0.9336) 0.9783 
  β1 (0.2700) -0.0012 -0.0043 0.0379 0.0379 0.9487 
0.8240 
(0.9115) 0.9681 
         












Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
φ = 0.8, Covariance 
Estimate                 
Number of Usable 
Simulations = 904 β0 (4.3000) 0.0041 0.0009 0.0768 0.0769 1.0632 
0.8690 
(0.9613) 0.9783 








Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
φ = 0.8, Covariance 
Estimate, Correction for 
Positive Definiteness                 
Number of Usable 
Simulations = 939 β0 (4.3000) -0.0003 -0.0001 0.0791 0.0791 0.9143 
0.8550 
(0.9105) 0.9798 
  β1 (0.2700) 0.0022 0.0083 0.0413 0.0414 0.8438 
0.8240 
(0.8775) 0.9707 
         













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
φ = 0.8, Covariance 
Estimate, Correction for 
Positive Definiteness                 
Number of Usable 
Simulations = 939 β0 (4.3000) -0.0012 -0.0003 0.0807 0.0807 1.0125 
0.8910 
(0.9489) 0.9798 







Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, φ 
= 0.8, Covariance 
Estimate, Correction for 
Positive Definiteness, 
Diagonal Unchanged                 
Number of Usable 
Simulations = 939 β0 (4.3000) -0.0003 -0.0001 0.0791 0.0791 0.9146 
0.8570 
(0.9127) 0.9798 
  β1 (0.2700) 0.0022 0.0083 0.0413 0.0414 0.8457 
0.8240 
(0.8775) 0.9707 
         













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, φ 
= 0.8, Covariance 
Estimate, Correction for 
Positive Definiteness, 
Diagonal Unchanged                 
Number of Usable 
Simulations = 939 β0 (4.3000) 
β0 
(4.3000) -0.0012 -0.0003 0.0807 1.0125 
0.8910 
(0.9489) 0.9798 
  β1 (0.2700) 
β1 







Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model: 











Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
Instrumental Variable  
Constant at Each Time 
Point                 
Number of Usable 
Simulations = 992 β0 (4.3000) 0.0002 0.0000 0.0716 0.0716 1.0180 
0.9470 
(0.9646) 0.9997 
  β1 (0.2700) -0.0002 -0.0007 0.0455 0.0455 1.0161 
0.9610 
(0.9677) 0.9996 
         











Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
Instrumental Variable  
Constant at Each Time 
Point                 
Number of Usable 
Simulations = 992 β0 (4.3000) 0.0002 0.0000 0.0716 0.0716 1.2533 
0.9770 
(0.9849) 0.9997 







Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage 
Standard, 100 Subjects, 
Instrumental Variable  
Constant at Each Time 
Point 
Number of Usable 
Simulations = 992 β0 (4.3000) 0.0002 0.0000 0.0716 0.0716 1.4886 
0.9880 
(0.9960) 0.9997 
β1 (0.2700) -0.0002 -0.0007 0.0455 0.0455 1.5807 
0.9910 
(0.9990) 0.9996 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage 
Standard, 100 Subjects, 
Instrumental Variable  
Constant at Each Time 
Point 
Number of Usable 
Simulations = 992 β0 (4.3000) 0.0002 0.0000 0.0716 0.0716 1.0732 
0.9550 
(0.9627) 0.9997 




Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 












Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
Instrumental Variable  
Constant at Each Time 
Point, Covariance 
Estimate                 
Number of Usable 
Simulations = 978 β0 (4.3000) 0.0023 0.0005 0.0696 0.0696 0.9847 
0.9080 
(0.9284) 0.0023 
  β1 (0.2700) -0.0017 -0.0065 0.0439 0.0439 0.9687 
0.9040 
(0.9243) -0.0017 
         












Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
Instrumental Variable  
Constant at Each Time 
Point, Covariance 
Estimate                 
Number of Usable 
Simulations = 978 β0 (4.3000) 0.0024 0.0005 0.0696 0.0697 1.1026 
0.9460 
(0.9673) 0.9995 






Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
Instrumental Variable  
Constant at Each Time 
Point, Covariance 
Estimate, Correction for 
Positive Definiteness                 
Number of Usable 
Simulations = 992 β0 (4.3000) 0.0002 0.0000 0.0716 0.0716 0.9495 
0.9090 
(0.9163) 0.9997 
  β1 (0.2700) -0.0002 -0.0007 0.0455 0.0455 0.9222 
0.9040 
(0.9113) 0.9996 
         













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
Instrumental Variable  
Constant at Each Time 
Point, Covariance 
Estimate, Correction for 
Positive Definiteness                 
Number of Usable 
Simulations = 992 β0 (4.3000) 0.0002 0.0000 0.0716 0.0716 1.2533 
0.9770 
(0.9849) 0.9997 






Table 16:  Table for 1 instrumental variable and 1 covariate model, random slope in the instrumental model (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
Instrumental Variable  
Constant at Each Time 
Point, Covariance 
Estimate, Correction for 
Positive Definiteness, 
Diagonal Unchanged                 
Number of Usable 
Simulations = 992 β0 (4.3000) 0.0002 0.0000 0.0716 0.0716 0.9498 
0.9090 
(0.9163) 0.9997 
  β1 (0.2700) -0.0002 -0.0007 0.0455 0.0455 0.9227 
0.9040 
(0.9113) 0.9996 
         













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage   
Standard, 100 Subjects, 
Instrumental Variable  
Constant at Each Time 
Point, Covariance 
Estimate, Correction for 
Positive Definiteness, 
Diagonal Unchanged                 
Number of Usable 
Simulations = 992 β0 (4.3000) 
β0 
(4.3000) 0.0002 0.0000 0.0716 1.2533 
0.9770 
(0.9849) 0.9997 
  β1 (0.2700) 
β1 





Table 17:  Table for 1 instrumental variable and 1 covariate model, random slopes in the instrumental and response models (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 
Subjects                  
Number of Usable 










           
















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 
Subjects 
                 
Number of Usable 


















Table 17:  Table for 1 instrumental variable and 1 covariate model, random slopes in the instrumental and response models (continued): 















Model Parameter Bias Relative 
Bias 




                 
Number of Usable 




β1 (0.2700) -0.0006 -0.0022 0.0444 0.0444 1.3525 0.9630 (0.9918) 1.3525 
0.9630 
(0.9918) 
          















Model Parameter Bias Relative 
Bias 






                 
Number of Usable 













Table 17:  Table for 1 instrumental variable and 1 covariate model, random slopes in the instrumental and response models (continued): 
















Model Parameter Bias Relative 
Bias 








                 
Number of Usable 





















Table 17:  Table for 1 instrumental variable and 1 covariate model, random slopes in the instrumental and response models (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 Subjects, 
20 Observations per 
Subject                  
Number of Usable 
Simulations = 1000 β0 (4.3000) 0.0011 0.0003 0.0597 0.0597 0.9906 0.9460 1.3117 0.9870 
  β1 (0.2700) -0.0005 -0.0019 0.0326 0.0326 0.9817 0.9520 1.4857 0.9930 
           
















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 Subjects, 
20 Observations per 
Subject 
                 
Number of Usable 
Simulations = 1000 β0 (4.3000) 0.0011 0.0003 0.0597 0.0597 1.5967 0.9980 1.3117 0.9870 








Table 17:  Table for 1 instrumental variable and 1 covariate model, random slopes in the instrumental and response models (continued): 
















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 Subjects, 
20 Observations per 
Subject, Covariance 
Estimate 
                 
Number of Usable 











          
















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 Subjects, 
20 Observations per 
Subject, Covariance 
Estimate, Correction for 
Positive Definiteness 
                 
Number of Usable 
Simulations = 1000 β0 (4.3000) 0.0011 0.0003 0.0597 0.0597 0.9337 0.9190 1.3117 0.9870 





Table 17:  Table for 1 instrumental variable and 1 covariate model, random slopes in the instrumental and response models (continued): 
















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 Subjects, 
20 Observations per 
Subject ,Covariance 




                 
Number of Usable 





















Table 17:  Table for 1 instrumental variable and 1 covariate model, random slopes in the instrumental and response models (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 Subjects, 
no random effect 
correlation                  
Number of Usable 










           
















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 Subjects, 
no random effect 
correlation 
                 
Number of Usable 

















Table 17:  Table for 1 instrumental variable and 1 covariate model, random slopes in the instrumental and response models (continued): 
















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 Subjects, 
no random effect 
correlation, Covariance 
Estimate 
                 
Number of Usable 











          
















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 Subjects, 
no random effect 
correlation, Covariance 
Estimate, Correction for 
Positive Definiteness 
                 
Number of Usable 















Table 17:  Table for 1 instrumental variable and 1 covariate model, random slopes in the instrumental and response models (continued): 
















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 Subjects, 
no random effect 
correlation, Covariance 




                 
Number of Usable 


































Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 
Subjects, φ = 0.8 
Number of Usable 


























Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 
Subjects, φ = 0.8 
Number of Usable 











Table 17:  Table for 1 instrumental variable and 1 covariate model, random slopes in the instrumental and response models (continued): 















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 
Subjects, φ = 0.8, 
Covariance 
Estimate 
                 
Number of Usable 




β1 (0.2700) -0.0011 -0.0040 0.0380 0.0380 0.9455 0.8150 (0.9096) 1.4464 
0.8910 
(0.9944) 
          















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 






                 
Number of Usable 










Table 17:  Table for 1 instrumental variable and 1 covariate model, random slopes in the instrumental and response models (continued): 
















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 







                 
Number of Usable 




















Table 17:  Table for 1 instrumental variable and 1 covariate model, random slopes in the instrumental and response models (continued): 













Model Parameter Bias 
Relative 
Bias Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 Subjects, 
Instrumental Variable  
Constant at Each Time 
Point                  
Number of Usable 










           
















Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 Subjects, 
Instrumental Variable  
Constant at Each Time 
Point 
                 
Number of Usable 

































Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 Subjects, 
Instrumental Variable  
Constant at Each Time 
Point, Covariance 
Estimate 
Number of Usable 


























Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 Subjects, 
Instrumental Variable  
Constant at Each Time 
Point, Covariance 
Estimate, Correction for 
Positive Definiteness 
Number of Usable 




























Model Parameter Bias Relative 
Bias 
Sd Sqrt(MSE) (mean se)/sd CI coverage (mean se)/sd CI coverage 
Standard, 100 Subjects, 
Instrumental Variable  
Constant at Each Time 
Point, Covariance 




Number of Usable 





β1 (0.2700) -0.0002 -0.0007 0.0455 0.0455 0.9228 
0.9050 
(0.9114) 1.3020 
0.9880 
(0.9950) 
147
