Abstract-A combination classification algorithm, ER-SVM, is proposed to improve the generalization performance of support vector machine (SVM) by directly making full use of the Empirical Risk (ER) information of SVM in the paper. SVM classification is the implementation of Structure Risk Minimization (SRM) principle. SVM may achieve SRM from the minimal summation of ER and VC confidence according to the theory of VC dimension. However, the ER is seldom zero for a trained SVM in practice. That is, though the minimal summation of ER and VC confidence can be achieved in theory, it is very time-consuming in parameters selection for a given task to make ER zero. In order to overcome such difficulty, a combination classification algorithm is proposed to improve the performance by utilizing ER information. The SR arising from the existing ER is reduced by using aided nearest neighbor method. In addition, the proposed algorithm is independent of training parameters in SVM. The experimental results verify the effectiveness of the proposed algorithm.
I. INTRODUCTION
As well known, support vector machines (SVMs) based classification have been paid most attention by the researchers in the community of machine learning. It is a successful implementation of the SRM principle based on statistical learning theory [1] . SVM classification often brings out better generalization performance than other methods. However, there are still the following potential drawbacks in SVM. a) For a specified SVM, its ER is seldom zero; b) It is often hard to effectively determine a suitable kernel function and the corresponding optimal parameters. It is often difficult to accomplish a classification task well by using only one single classification method. What's more, there are many other classification methods except for SVM. Since the ER of SVM is seldom zero, it is natural for the idea to adopt other possible classification methods which may take advantage of the ER information, then we can combine them together with SVM to solve classification problem [2] [3] [4] .
There have been some existing studies in discussing combination of Nearest Neighbor (NN) method and SVM. Li et al. suggest that the test set are divided into two parts.
The samples in the nearer part from the optimal hyperplane are classified by NN classifier, while the samples in the rest part are classified by SVM [5] [6]. The method partially avoids the difficulty in selecting the kernel function and its parameters and improve the generalization performance in the cases without ideal parameters. The algorithm proposed in [5] [6] is further improved by Tian in [7] . The optimal distance from hyperplane between two parts of test set is given, and a lower generalization error is obtained. Karacali et al. work in a distinct way. They realize the SRM by X k-NN classifier. Such technique also partially overcomes some common difficulties in SVM [8] . Their work don't utilize the statistical learning theory and quadratic programming, therefore theii m-sethod is not very close to the technologies used in SVM. In one word, all of the existing methods don't directly reduce ER in order to improve the generalization performance, and ER still exists to some extend.
SVM classifier may realize a global optimization based on quadratic programming. SVM is the implementation of the SRM principle instead of the ERM principle in traditional classification methods. The optimal hyperplane based on maximizing the margin between two classes can be determined in SVM. It is known that the SRM can be achieved by the minimal summation of the ER and VC confidence according to VC dimension theory. However, the ER is SOA1nM 7ero when the SR is minimal. That is, the ER is often larger than zero in practice. Essentially, the property of SVM almost causes that it can't recognize all the training samples correctly even for a consistent and totally correct-labeled training samples set. If we acknowledge that every training sample always hold some information on data distribution, then this means that if the ER is not zero, then SVM can't achieve the best generalization performance that a classifier with all the information in training samples could achieve. The algorithm proposed in this paper will fully use ER loss of SVM to improve the generalization performance of SVM.
The remain part of this paper is organized as follow. The ERM principle and k-Nearest Neighbor method are briefly introduced in Section II. The proposed algorithm is detailed in section III. The experimental results and discussion are given in Section IV and V, respectively. The conclusion and the future research are given in Section VI.
II. THE BACKGROUND

A. The Empirical Risk Minimization
Since a two-class problem is essential and multi-class problem may be always decomposed into some two-class ones according to 'standard' decomposition method, such as one-0-7803-9422-4/05/$20.00 C2005 IEEE verse-one and one-verse-rest strategies, this study will only concern with two-class classification problem.
Assumed that both the training samples and the test samples satisfy an unknown joint probability distribution, that is, they are iid (independent and identical distribution). The aim of learning is to determine an adjustable parameter a in a set of possible functions. SVM (2) where e is the number of the misclassified training samples. According to the property of a continuous function, the ER of all possible samples in the neighbor domain of all misclassified samples can't be zero, either. Assume that the radius of neighbor domain is 6 and 6 is small enough, then every sample in it will not be classified correctly as shown in 
B. k-Nearest Neighbors Classifier Ice
The k-NN classifier is one of the most important methods in non-parameter pattern recognition. The main property of k-NN method is that all samples of the training data set are taken as "the representative point". To accomplish k-NN classification, the distances between the test sample x and all the samples h should be calculated and k nearest neighbors of x among them are chosen. Then the class label of x is predicted by the most occurring label among k nearest neighbors. 1NN method is the extreme case of k-NN method when k = 1.
III. THE ALGORITHM We know that ER is seldom minimal, that is, ER is not zero
The main idea of the proposed algorithm is to make full use of the ER information in training and adopt the assistant classification method, NN, to reduce SR in test. As seen in Fig.  2 , the existence of misclassified training samples leads to the existence of ER and SR in the trained SVM. Even worse, any sample falling in the small enough neighbor domain of any one misclassified training sample will still be misclassified in test by the trained SVM. The smaller 6 is, the higher probability that such samples are misclassified is. This means that those test samples will be certain to be misclassified in test if they are falling in the specified neighbor domain of misclassified training samples. Therefore, if all the misclassified training samples are marked in training and used to train an aided classifier NN after training, then those to-be-misclassified test samples which are in the small enough neighbor domain of all the misclassified training samples will be correctly classified in test.
Notice once the training for the specified kernel function and its parameters is accomplished, an SVM will finally lost the distribution information of those misclassified training samples. The reason is that SVM with an improper kernel or corresponding parameters can't completely represent the probability distribution of the training set. If the data distribution information is filly ronsidered, then the generalization ability of SVM can be ensured to some extent. The adopted assistant method to help fully making use of data distribution information in this study is just NN method. Something to be said is that, NN is not used directly in all the training and test samples. It is trained just by the misclassified training samples, and just tests the samples that are falling in the appointed radius neighbor domain of all the misclassified training samples.
It is self-evident that the more the information of the training samples is used, the higher generalization performance the designed classifier can achieve (Here, we only consider the case that both the training samples and the test samples are consistent and correctly labelled.). Though the SR can be minimized by SVM in theory, this depends strictly on the proper kernel function and corresponding parameters. If an unideal kernel function or its parameters are specified to train SVM, then SVM will not perform well as before. One may think it worth to search the best kernel and its parameters, however, such search is very time-consuming. The aided classifier, NN, can make up the drawback of SVM with an unideal kernel function or its parameters. Naturally, the corresponding SVM does not need to perform a time-consuming search for better kernel and parameters. Thus, we may obtain the tradeoff in the conflict between a time-consuming search of kernel and parameters and a lower generalization ability in SVM.
The proposed algorithm, named after ER-SVM, can be described in two phases as follows. The specified radius of the neighbor domain of a misclassified training sample is 6. The correcting rate is defined as r = c/e to show the correcting capability of the aided NN classifier, where c is the number of samples that is corrected by the NN classifier in test, and e is the number of misclassified training samples by the trained SVM.
IV. EXPERIMENT
One artificial data set generated by the function normrnd in MatLab 6.5 and three data sets from STATLOG benchmark repository [9] are chosen for this study. For UCI data set, each data set is consist of 100 groups of training sets and 100 groups of test sets. Each group of training set or test set holds the same number of samples. First several groups of training set or test set of each data set are chosen to combine into one single training set or test set for this study, respectively. The data information is shown in Tables V   TABLE III We also give a comparison between our method and KSVM algorithm proposed in [5] . The experimental results are shown in Table XI , where Thr. is the parameter that determines whether every test sample is classified by NN or by SVM in algorithm of Li Rong. It can be found that the performance of our algorithm is superior to KSVM in most cases.
B. Analysis for Experimental Results
As a comparison with other related algorithm, the parameter II of banana is gotten by searching more carefully. We search C or -a from 28, 2-4, ... , to 24 combinatorially. Finally, C = 2048 and -y = 1024 is the "best" parameter for SVM. From the table II, V and VI, we can find that, even if the SR of parameter II is better than that of parameter I by almost 2 percent, but the final performance of ER-SVM with parameter 
