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Abstract
Numerical simulations are an essential component of the study of the nonlinear growth and evolution of cosmic struc-
tures. After a brief description of the standard cosmological model, this work sets up the framework within which we
can study the gravitational growth of density uctuations in the universe and motivates the use of particle methods for
the numerical modelling of these processes. The second part contains a description of the numerical techniques used to
solve Poisson’s equation for a very large number of self-gravitating particles in the cosmological context. The work con-
centrates on the common grid-based methods that are widely used for the largest cosmological simulations, and discusses
the migration of these algorithms to parallel computer architectures. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
In the standard cosmological model, structure grows through gravitational instability from small
density inhomogeneities present at early epochs in the universe. Numerical simulation provides the
essential link between these linear uctuations and the wide range of nonlinear objects presently ob-
served; ranging from galaxies and clusters of galaxies to the very large-scale distribution of laments
and voids seen in the galaxy distribution.
Several experiments have now observed the imprint of these uctuations on the cosmic microwave
background radiation over a range of angular scales. Improved experiments in the next decade
promise to accurately measure the spectrum of uctuations as well as to constrain the parameters of
the world model describing the universe. The basic ingredients of the standard model are as follows
(full details may be found in [21]). The Microwave Background originates from a time about 105 yr
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after the Big Bang and is the highly redshifted signature of the decoupling (or ‘recombination’) of
matter and radiation as the temperature of the matter (primarily Hydrogen and Helium) fell below
’ 3000 K. The redshift 1 of decoupling occurred at z ’ 1300 giving, at present, a Black Body
microwave background at 2.73 K which is isotropic to a few parts in 105. The deviations from
isotropy of the background are the imprints of small underlying uctuations in the matter density,
and it is these density uctuations, growing through gravitational instability, which lead to presently
observed structures.
The parameters of the cosmological world model describing the overall behaviour of our universe
are not known to high precision. Of particular importance is the mean matter density of the universe
relative to the critical density. In simple terms a universe at the critical density has locally exactly
the right expansion rate to balance the self-gravity of the matter, although a consistent description
requires a relativistic treatment. Such a universe has at spatial sections (see Eqs. (1) and (16)).
Theories of nucleosynthesis of the light elements a few minutes after the Big Bang (primarily H,
He and D) successfully account for the relative abundances of the elements provided only that the
mean density of baryonic matter is between 4 and 50 times less that the total matter density. A
fundamental prediction of the standard model is thus that the universe is gravitationally dominated
by a nonbaryonic component which interacts only gravitationally with the remaining constituents of
the universe. The nature of this ‘dark matter’ is unknown, although various candidates have been
suggested. For currently popular models the precise nature of the dark matter is not important, simply
that the matter is ‘cold’, meaning that the dark-matter particles were relativistic only very early
in the universe when the scale on which they could free stream (limited by the age of the universe
at that time) was very small. (Alternatively some Cold Dark Matter (CDM) particles may never
have been in equilibrium with the radiation at early epochs.) The eect is that at later times, but
before the growth of structure, the dark-matter distribution had negligible velocity dispersion. The
result is that uctuations, which would otherwise have been damped by the relativistic free streaming
of particles, exist down to small scales.
In broad terms there are three features which inuence the way in which structure forms. First, the
world model determines the rate at which uctuations grow in linear theory; second, the spectrum
of uctuations dictates the rate and nature of the formation of objects as a function of scale; and,
nally, the ratio and relative distribution of the dark and baryonic matter densities determines the
scales and epochs for which hydrodynamic eects are important.
The discussion above provides a brief overview of the physical framework within which
we can discuss the formation of cosmic structure. The focus of this chapter is the simulation of
the growth of structure from a given spectrum of initial uctuations in representative volumes of the
universe. The key aims of such endeavours are to model the large-scale distribution of matter and
to gain insight into the mechanisms of the gravitational and hydrodynamic processes important in
the formation of these structures. The discussion will concentrate on the N -body methods commonly
used in cosmological simulations. The chapter will not address in detail the simulation of individ-
ual objects at high resolution or the details of the hydrodynamic techniques employed. Further, the
1 Highly redshifted radiation indicates large look-back times in the universe. The redshift, z, of an object is related to
the ratio of the scale of the universe at the epoch the radiation was emitted, ae to its present scale, a0 by 1 + z = a0=ae.
The scale factor a(t) measures the expansion of the universe (see Eq. (1) and accompanying text).
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N -body methods used in cosmological simulations represent only a small subset of the wide range
available. For a discussion of N -body methods useful in other areas of Astrophysics see [25].
The following section outlines the mathematical description of the gravitational amplication of
departures from homogeneity. This is followed by a simple model of nonlinear gravitational collapse
and a qualitative discussion of the formation of cosmic structure in presently popular models. Fol-
lowing these preliminaries, we turn to a discussion of the numerical simulation of cosmic structure,
considering in turn, the numerical model and its solution, the algorithmic design considerations for
modern computers and the use of parallel computers for very large simulations.
2. Mathematical preliminaries
The cosmological principle | that the distribution of matter tends toward homogeneity on large
scales | is a central tenet of modern cosmology. Observationally this appears to be satised: the
RMS mass variance in spheres of radius 2 8 h−1 Mpc is 1, in 100 h−1 Mpc spheres it is 0.1,
decreasing to larger scales although with increasing measurement uncertainties.
Large-scale homogeneity lends credence to the adoption of a simple model for the overall geom-
etry of space{time. Together with the adoption of General Relativity as the theory of gravity, this
assumption leads to a simple picture for the evolution of the universe on large scales. For com-
pleteness we will state the relevant results for the geometry and evolution of a homogeneous world
model. For full details see [21]. The most general metric for a homogeneous universe is described
by the Robertson{Walker line element:
ds2 = c2 dt2 − a(t)2
 
dr2
1− kr2 + r
2 d
2
!
; (1)
where d
 is the two-dimensional angular interval and k=1 for positive or negative spatial curvature
and k = 0 for at space. Spatial homogeneity enables the metric to be written in time-orthogonal
form with the time coordinate being identied with proper, or cosmic, time. The spatial coordinates
are comoving, that is they describe the positions of objects xed in the cosmic uid as the universe
expands or contracts. The expansion is described by the scale factor, a, which determines how the
proper distance separating two widely spaced comoving observers changes with time. (It is frequently
convenient to dene a= 1 at present.)
The scale factor is given by the eld equations for the metric in Eq. (1), corresponding to a
homogeneous distribution of pressureless dust. At the epochs relevant for structure formation the
contribution to the stress{energy from relativistic matter is negligible. The independent components
of the eld equations may be written
3 _a2 + 3kc2 − a2 = 8Ga2; (2)
2aa + _a2 + kc2 − a2 = 0; (3)
2 The Mpc is the unit of distance commonly used in cosmology. 1 pc= 3:09 1016 m = 3:26 light years. Cosmological
distances are derived from Hubble’s law, the relation connecting the redshifts of galaxies with distance (see, for example,
[22]). The parameter h reects uncertainties in the distance scale in units of an expansion rate, or Hubble’s constant, of
100 km s−1 Mpc−1. Observationally h ’ 0:65 0:20.
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where  is the ‘Cosmological Constant’ originally introduced by Einstein to permit a static global
solution to the eld equations.
The purpose of this work is to describe the growth of structure in the universe, that is to describe
departures from a homogeneous, isotropic world model. These departures may be described in terms
of perturbations from the Robertson{Walker metric in the weak-eld limit of General Relativity.
Since, however, the structures that we wish to model are small in scale compared with the char-
acteristic scale of the universe ca= _a | so that expansion velocities are small | and since for an
object such as a galaxy or cluster of galaxies the motions are nonrelativistic and the gravitational
potentials small, we may proceed by treating the cosmic uid within the Newtonian framework.
2.1. The uid equations for pressureless dust
Treating the matter as an ideal pressureless uid we may write the uid equations
@
@t

r
+Br  (u) = 0; (4)
@u
@t

r
+ u Bru =−Br: (5)
The gravitational potential, , is given by Poisson’s equation
B2r= 4G: (6)
It is convenient to cast these equations in comoving coordinates such that observers separating at
the mean rate of expansion have zero relative velocity. Dene the comoving coordinate, x, by
r = ax (7)
the velocity is then
u =
_a
a
r + C; (8)
where C is the peculiar velocity arising from motions due to the inhomogeneity in the matter. The
ratio _a=a is the Hubble parameter. With these denitions we have
@
@t

r
=
@
@t

x
− _a
a
x Bx; (9)
Br =
1
a
Bx; (10)
and Eqs. (4){(6) become
@
@t
+
1
a
B  [(1 + )C] = 0; (11)
@C
@t
+
1
a
C BC+ _a
a
C=−1
a
B; (12)
B2= 4G a2; (13)
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where the partial time derivatives are understood to be at constant x and spatial derivatives are now
with respect to x. The density has been expressed as a fractional overdensity, = = − 1, and  is
the peculiar potential where
= + 23G a
2x2 − 16a2x2: (14)
The mean density, (t) and expansion parameter a(t) are determined by the eld equations for a
particular world model. Note that the rst two terms of Eq. (12) are simply the convective derivative
dC=dt.
For jj 1 and v 1, we may linearize Eqs. (11) and (12). Taking the divergence of (12),
subtracting the time derivative of (11) and subtracting 1=a times (13) gives
@2
@t2
+ 2
_a
a
@
@t
= 4G : (15)
The smallness conditions on  and v will be satised at early epochs in the universe. Alternatively,
we may imagine smoothing over the small-scale, high amplitude, irregularities at later epochs and
apply the equation to the growth of low amplitude perturbations on large scales. The growth of
linear uctuations depends upon the world model through a and . We will derive a simple result
appropriate for either early epochs, when a is small, or for world models in which k =  = 0 in
Eq. (3). In this case we have 2aa + _a2 = 0, with solution, for a(t = 0) = 0, a _ t2=3. Eq. (2) then
gives
( _a=a)2 = (2=3t)2 = 8G=3; (16)
and Eq. (15) becomes
+ (4=3t) _= (2=3t2); (17)
with solutions _ tn, n=2=3;−1. Thus linear modes grow proportionately to the expansion factor.
The decaying mode corresponds to uid elements moving at constant physical velocity; the element is
always overtaking comoving observers which are receding from it at the Hubble expansion velocity,
thus the comoving velocity decays away at a rate proportional to the Hubble expansion _a=a. Notice
that the expansion has reduced the growth rate from exponential with time (the result that would
pertain if _a = 0 and  = const in Eq. (15)) to power-law growth due to the eective drag of the
expanding background.
2.2. A model for nonlinear growth and collapse
General solutions of the nonlinear Eqs. (11){(13) must, of course, be obtained numerically. A
useful model of the nonlinear growth of structure may be obtained by considering the collapse of a
spherically symmetric overdense region within an otherwise unperturbed background.
Newton’s shell theorem states that the Newtonian potential inside a spherical shell of uniform
thickness and density is constant. Birkho [4] proved the relativistic analogue of this result; that the
spacetime inside a hole cut in the centre of a spherically symmetric distribution of matter is at.
This result may be generalised to provide a useful pictorial model of structure in the universe: the
‘Swiss Cheese’ model. Imagine an unperturbed world model in which we mark out a spherical hole.
If we excluded the matter within the hole, spacetime would be at according to Birkho’s theorem.
Instead, imagine the matter compressed slightly, maintaining the overall spherical symmetry. In this
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case the exterior solution is the same in the perturbed and unperturbed cases. The dynamics of
the mass within the hole may be treated by Newtonian mechanics provided that the size of the
hole is small compared with the horizon size. This picture can be generalized to consider a series of
nonoverlapping holes containing various masses and with dierent degrees of compression. Although
this is clearly a highly idealised picture of cosmic structure, it has been shown, in comparison with
numerical simulation, to provide a useful model of the formation of bound objects such as galaxies
and clusters. Here, we will use it to illustrate the range of physical conditions that a numerical
simulation of cosmic structure formation must model.
Suppose, for simplicity, that the unperturbed background world model corresponds to a solution
of the eld equations with k == 0 as before. If we let the distance of the outer edge of the hole
from the centre be a, then we have from Eq. (16) ( _a=a)2 = 8G=3 or (1=2) _a2 − GM=a = 0 where
M = 4a3=3 is the mass contained within the sphere. Thus, locally, the unperturbed matter has
zero total binding energy. Compressing the matter within the hole slightly will therefore lead to a
region which is bound. The mass will initially expand slightly less fast than the background, nally
breaking away from the universal expansion before reaching a maximum radius and then collapsing
to virial equilibrium.
The solution for the radius of the outer edge of an isolated spherical mass distribution falling
under self-gravity may be written in parametric form as a cycloid
r =
rmax
2
(1− cos ); (18)
t =

3
32Gmin
1=2
(− sin ); (19)
where rmax is the radius (in physical units) at the epoch of maximum expansion (corresponding to
 = ), and min is the density at this time, with the mass of the region being 4Gminr3max=3. The
time of maximum expansion is given by t = (3=32Gmin)1=2. At this epoch the background has
density given by Eq. (16); (2=3t)2 = 8G =3. The overdensity at the time of maximum expansion,
or ‘turnaround’, is thus = min= − 1= 92=16− 1  4:6. If the collisionless matter were on purely
radial orbits the overdense region would collapse to a singularity. In practice the matter will not
have perfect spherical symmetry due to the presence of substructure and nonradial velocities and
will collapse to a state of statistical, or virial, equilibrium in which the gravitational potential is
balanced by the velocity dispersion of the matter. If we denote the potential and kinetic energies of
the region by W and T respectively, then in virial equilibrium
2Tv +Wv = 0; (20)
where the subscript indicates quantities measured at virial equilibrium. A simple estimate of the
radius of the collapsed object relative to rmax may be made by assuming that the kinetic energy
at turnaround is small compared with the potential energy; Tt  jWtj. Conservation of energy and
virial equilibrium then implies
Wv  2Wt: (21)
Since W  −1=r, we can conclude that rv  rt=2. This approximate relationship is borne out by
numerical experiments.
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We then have the following simple picture. Virialization occurs at roughly half the turnaround
radius with the resulting object having 8 times the turnaround density. In a at universe (Eq. (16)),
the mean background density will have fallen by a factor (tv=tt)2 ’ 4. Thus the overdensity at
virialization is roughly 182  180. After virialization the bound object remains at roughly constant
physical density, leading to a growing density contrast as the background density falls. An object
which virializes at a redshift zc will have an overdensity of  180(1 + zc)3 at present.
A pregalactic object forming at a redshift of 10 would have a present overdensity of over 105
in the collisionless component; radiative energy losses would lead to greater condensation, and thus
higher overdensities, in the baryonic component.
2.3. The growth of structure in hierarchical models
In most recent popular models the spectrum of uctuations is assumed to be adiabatic, that is the
distribution of baryonic matter mimics that of the overall matter distribution. The uctuations are
generally assumed to be an homogeneous and isotropic Gaussian process. Although not at present
mandated by any generally accepted theory for the origin of uctuations, there are several arguments
for accepting this hypothesis as a plausible and useful starting point.
An isotropic Gaussian random process is completely determined by its power spectrum P(k) or
equivalently the autocorrelation function (r). It is conventional to express this in terms of the
mass variance in randomly placed spheres as a function of sphere radius, R. In terms of the power
spectrum this is given by
2(R) =
1
(2)3
Z
P(k) ~W (kR) d3k; (22)
where ~W (k) is the three-dimensional Fourier transform of a spherical top-hat window function.
Fig. 1 shows a plot of (R) which is appropriate for a universe with CDM initial conditions. The
gure illustrates the key features of the growth of structure through gravitational instability.
Models of this kind, for which uctuations exist down to subgalactic scales and for which (R)
is a monotonically decreasing function of scale, generate structure in a hierarchical fashion, with
small-scale objects forming rst, followed by the collapse of increasing mass scales which may
incorporate the smaller objects as substructure.
Fluctuations grow in amplitude proportionately to the expansion factor at early times (see Eq.
(17)), with Fourier modes remaining independent. When   1 on a particular scale, the perturbation
breaks away from the expansion, turns around and collapses to a virialized object, as described
above. This is illustrated schematically in Fig. 1, where scales larger than  10 h−1 Mpc remain
linear, whilst on small scales nonlinear evolution has occurred. The gure also illustrates a feature
of the standard model which hampers easy observational comparison to theoretical models; the
potentially dierent distribution, or bias, of the baryonic matter relative to the dark matter as a result
of dissipation or other processes aecting the formation and distribution of visible matter. In order
to follow the details of the dissipative matter, simulations including a hydrodynamic component are
necessary.
Increasingly sophisticated observational surveys are providing a wealth of data with which to
constrain models. We will not be concerned here with these aspects of structure formation studies,
but note that a useful measure of clustering on small scales is the two-point correlation function
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Fig. 1. The RMS uctuation in spheres of radius R as a function of the sphere radius for a CDM-like hierarchical spectrum.
The curves show the linear spectrum of the dark matter at recombination, z  1000, and the evolved present-day (z = 0)
spectrum. The error bar labeled CMB indicates the amplitude of uctuations detected on large scales.
of galaxies. The two-point function, , for a point process is dened as the excess probability over
random that a given galaxy has a neighbour lying within a specied distance, r, and innitesimal
volume, dV :
dP = n(1 + (r)) dV; (23)
where n is the mean density of objects. Observationally, the two-point correlation function for
galaxies is accurately t by a power law,
(r) ’ (5:4 h−1 Mpc=r)1:8 (24)
from scales of roughly 10 h−1 kpc to 10 h−1 Mpc. In the next section we will consider simulating
the formation and evolution of cosmic structure with particle methods. At this point a simple example
will provide a practical estimate of the number of particles necessary for a large simulation. Suppose
that we wish to model a fair sample of the universe and consider a cubic region 200 h−1 Mpc on a
side. This volume would contain of order 105 galaxies. Requiring a minimum of 100 particles per
galaxy and supposing that 10% of the total matter resides in galaxies would suggest a simulation
with 108 particles. The data storage for the positions and velocities alone for a single timeslice would
be 2.4 Gb. It is only recently, with the advent of massively parallel computers, that simulations of
this size are becoming feasible.
3. Simulating the growth of structure
The large density contrasts and wide range of geometries that arise in cosmic structure formation
studies have lead to the widespread adoption of Lagrangian particle methods. Indeed, it is dicult
to see otherwise how to model the orbit crossing that will occur in a collisionless component as
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structure virializes. A full solution of the six-dimensional Vlasov{Boltzmann equation over the range
of scales required in cosmology is far out of reach at present. In order to model a collisionless uid,
described by the uid equations (11) and (12), with a distribution of particles, it is necessary to
use particle softening to reduce collisional eects arising from close two-body encounters in the
distribution. This approximation to a collisionless uid and the choice of an appropriate particle
softening are discussed in Section 6.2.
With the choice of particle methods, the solution of the uid equations becomes conceptually
straightforward. The momentum equation in comoving coordinates is the familiar one for gravitating
systems of particles with the addition of an eective drag due to the Hubble expansion (see Eq.
(12))
dC
dt
+
_a
a
C=−1
a
B: (25)
It remains to solve Poisson’s equation for the ensemble of particles. (Mass conservation is of course
automatically satised.) It is the computation of the gravitational potential for a large number of
particles that dominates the computation time of cosmological simulations. The methods used to
solve Poisson’s equation eciently for an ensemble of particles in the cosmological context, is the
subject of the latter half.
3.1. The computational domain and imposing the initial uctuation spectrum
The computational domain of cosmological simulations is typically chosen to be a cube, periodic
in each dimension. This is a convenient method of modelling a section of a very much larger
universe. It will allow a reasonable approximation of structure formation on scales smaller than
that of the box provided that uctuations on the box-scale remain linear. Correct evolution of these
large-scale uctuations into the quasi-linear regime would require coupling to modes greater than
the box size which do not exist. This limits the minimum physical size the box can have.
Initial conditions are conveniently set using the Zel’dovich approximation [32]
x= q − b(tinit)B ; (26)
where x is the comoving coordinate of a particle once perturbed by the eld B from its initial
unperturbed position q. The amplitude b(t) is the growth factor of linear perturbations (see Eq.
(17)), which for k = = 0 is given by b= a_ t2=3. Velocities are simply given by
C= a _x=−a _b(tinit)B = a( _b=b)(x− q): (27)
Assuming that the initial comoving density of unperturbed particles is , mass conservation implies
(x) = 
@x@q

−1
(28)
and the Zel’dovich map leads to an overdensity
(x) = (x)= − 1 =
ij − b @
2 
@xi@xj

−1
− 1: (29)
To leading order this gives
= bB2 : (30)
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Thus, the  for a given required overdensity eld, , may be determined by solving Poisson’s
equation. The initial conditions are most commonly specied in terms of the linear (Gaussian)
uctuation spectrum existing at early epochs. It is thus convenient to Fourier transform Eq. (30) to
obtain
~ (k) =−b−1 ~=k2; (31)
where hj ~j2i= P(k), is the power spectrum.
The imposition of a desired spectrum of uctuations on a smooth initial particle distribution is
achieved in the following way.
(1) A Fast Fourier Transform (FFT) is used to generate the real-space eld  sampled on a regular
mesh from the Fourier components ~ corresponding to a desired input spectrum. An appropriate
Fourier amplitude, j ~kj, and phase, k are generated for each point of a cubic grid of L cells on a
side, where, usually, L is divisible by 2. Label the grid points by an integer triple n = (n1; n2; n3),
where 06ni <L−1. A grid point n corresponds to a physical wavenumber of k=(2=d), where d is
the physical length corresponding to the simulation cube size. Discrete sampling in real-space arising
from the FFT leads to periodicity in Fourier space: as is conventional with FFTs, wavenumbers with
any component −L=2<ni < 0 are mapped to (and stored as) a wavenumber ni + L. Since the eld
 is real, the Fourier components must be Hermitian: ~−k = ~

k . Eq. (31) is used to generate the
Fourier representation of  which is then obtained by an inverse discrete Fourier transform.
(2) The grid-sampled real-space eld  n is dierenced in each coordinate direction to estimate
B at grid points usually using a simple two point operator; Di jn = ( n(i+1) −  n(i−1))=2. (An
alternative is to generate ik ~ and hence obtain B directly using three separate FFTs.)
(3) The grid-sampled vector eld, B , is interpolated to the particle positions and used to
displace the particles according to Eq. (26) (wrapping the particles according to the periodic bound-
ary conditions if the displacement moves them outside the computational cube). Once the appro-
priate displacement, x − q, is known, the growing-mode velocities may be applied directly from
Eq. (27). Note that there is no problem with aliasing because the input spectrum is band-limited by
construction.
The amplitude of the input uctuations, set by b, must be small enough that the Zel’dovich ap-
proximation is dominated by the rst-order term; at higher orders Eq. (26) diers from the dynamical
result. (Higher-order Lagrangian perturbation theory is possible for imposing initial conditions. It is
relatively straightforward at second order but becomes messy to implement in practice at higher
order [25].) Typically, it is sucient to choose the input amplitude such that the uctuation ampli-
tude on small scales is . 0:1, or, conversely, that the particles have been displaced by at most of
order 10% of the mean interparticle separation.
3.2. Modelling the unperturbed density eld
There are a number of dierent possibilities for the initial ‘smooth’ particle distribution. Particles
(with total number the cube of an integer, N = p3) may be uniformly distributed on a grid. The
spectrum of this is a three-dimensional comb,
P
n [k−2(p=d)n], where d is the cube size and n is
an integer triple as before. This initial distribution allows an accurate, noise-free representation of the
desired input spectrum from the fundamental 2=d to the particle Nyquist, p=d. In order to avoid
aliasing, we must choose L=p in step (1) above. It has been suggested that the regularity present in
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this kind of initial distribution on small scales, may lead to spurious correlations, unconnected with
the imposed spectrum, in the evolved particle distribution. It seems likely, however, that for any
spectrum which has uctuations on small scales such correlations will be rapidly erased as particle
clustering proceeds.
An alternative is to place the particles randomly in the computational cube. This leads to large
Poisson uctuations on small scales which, to a degree dependent upon the desired spectral shape,
swamp the input spectrum on small scales. The degree to which the amplitude of the input spectrum
may be increased to overcome the shot noise is limited by the requirement that input waves remain
linear and the spectrum remains accurately approximated by the Zel’dovich map.
Various sub-random initial distributions have been considered, including a scheme in which par-
ticles are placed randomly in small cells about the uniform grid positions. Another technique which
has recently become popular is to generate so-called ‘glass’ initial conditions. These are generated
by allowing particles to equilibrate under the inuence of a repulsive force, the idea being to gener-
ate a pseudo-random distribution in which particles separations are all close to the mean but which
lacks the preferred directions of grid initial conditions. Two techniques have been used. Particles in
a hydrodynamic simulation are allowed to move under pressure forces alone. It is necessary to add
viscous damping to damp sound waves, but the technique leads to a density eld which has uctua-
tions of less than 1% on the smallest scales as measured by the SPH technique (see Section 5). The
resulting particle distribution may be used for nonhydrodynamic simulations of course. Glasses have
also been generated by reversing the sign of gravity in a normal evolution code so that particles
repel one another. This leads to an initial distribution with very low noise. In either case there is
no necessity to relax a very large number of particles to form the initial ‘smooth’ distribution for
a large simulation, as smaller datasets may be periodically repeated to build up larger numbers of
particles. This is reasonable as it is on small scales that we desire to remove local coherence.
In practice, for initial imposed spectra which have small-scale power, the particle noise comes
rapidly to dominate the statistical properties of the distribution on small scales, and there has not yet
been any convincing demonstration that there is any signicant dierence between results generated
using a uniform particle start and those corresponding to a glass-like initial distribution.
3.3. Conditions for a Gaussian initial distribution
It is generally desired to generate an initial density distribution which is Gaussian. Taking an
ensemble of simulation cubes we can ensure that statistical quantities measured using an ensemble
average are Gaussian if the real and imaginary parts of ~k are independently drawn from a Gaussian
distribution with zero mean and variance equal to P(k). Equivalently, if we write ~k = j ~kjeik
(with the restriction that the eld is real), then the amplitude j ~kj must be drawn from a Rayleigh
distribution
Pr(x) dx =
x
P(k)
exp
 
− x
2
2P(k)
!
dx; (32)
and the phase k is randomly distributed in [0; 2]. In practice, because of the central limit theorem,
it is sucient to draw the phases independently and the amplitudes may be xed at the expectation
value of the eld
p
P(k).
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In practice, only a relatively small number of realisations of a particular spectrum are made and
ergodicity is invoked to calculate statistical averages within a single realization. On small scales,
where a large number of Fourier modes contribute in three dimensions to the real eld it is accurately
Gaussian and useful statistical averages may be derived from a single realization. On larger scales the
situation is much less clear. Relatively few Fourier modes contribute to the large-scale properties of
the density eld and, on the very largest scales, there is a preferred directionality to the distribution.
Clearly, in this case, it is unrealistic to expect that the eld will be Gaussian either in a simulation
in which mode amplitudes are drawn from a Rayleigh distribution or in one with xed amplitudes.
If the amplitudes are drawn from the Rayleigh distribution, Eq. (32), then ensemble quantities
calculated from a large number of realisations may approach the correct statistics, but the eld is
still an unrealistic representation of the conditions that would hold in a larger volume of the universe.
This is a fundamental and unavoidable limitation of periodic initial (and boundary) conditions. This
property of the Fourier representation sets a further constraint on the physical size of the simulation
cube in addition to the requirement that the Fourier modes remain linear on the largest scales.
Reliable measurement of both direct and statistical properties requires that the largest structures that
we wish to model must be signicantly smaller than the box size.
4. Evolving the particle distribution
As noted in Section 3, most of the work of integrating particle trajectories in a cosmological
N -body simulations lies in solving Poisson’s equation for the self-gravity of a large number of
particles. A number of techniques have been developed. One, a grid-based method derived from
plasma physics simulations [14], is probably the best suited for cosmological simulations and will
be the focus of this work. The only other technique which has been widely used in cosmology is
the ‘Tree’ method pioneered by Barnes and Hut [2]. This latter technique, whilst used primarily
for the simulation of isolated objects, has been adapted for periodic boundary conditions. It is
worth noting that direct O(N 2) methods have generally been considered uncompetitive on regular
computer hardware. Recent work, however, which implements a direct O(N 2) method on parallel
architectures promises a substantial increase in the number of particles that may be simulated in the
near future, perhaps up to 105 [25]. Special purpose hardware [1,27] has also extended the range
of feasible direct N -body methods, and hardware implementation of periodic boundary conditions
via the Ewald method has been considered. The Fast Multipole method [12] has not been seriously
considered for cosmological investigations. This appears to be because of the belief that, despite an
attractive O(N )-scaling (for a dened precision), the computational cost of the method is high.
The choice of solution method is dictated by the particular requirements of a cosmological simu-
lation code as follows. First, the range of mass-scales that we would like to simulate is very large,
hence the method should be ecient both in terms of storage and computational cost. Second, we
are generally investigating gravitational instability and not perturbations of, or slow changes around,
an equilibrium. The stochastic nature of gravitational dynamics under these circumstances limits
the precision to which it is useful to calculate forces. The method must also be able to accurately
follow the growth of small uctuations. Finally, it is desirable to be able to easily impose periodic
boundary conditions. The grid-based codes which are described in detail below, best satisfy all of
these conditions.
H.M.P. Couchman / Journal of Computational and Applied Mathematics 109 (1999) 373{406 385
4.1. The Particle{Mesh method for solving Poisson’s equation in cosmology
The use of a regular grid and FFTs to solve Poisson’s equation for a large number of interacting
particles has a long history in plasma physics (see [14], for example). The technique has several ad-
vantages; it is fast, has a low memory overhead and has automatically periodic boundary conditions.
In cosmology, high resolution forces necessitate that sub-grid-scale forces are employed and this has
lead to the use of a hybrid scheme in which the mesh force from an FFT method is augmented by
a local small-scale component. The use of these methods in cosmological studies was pioneered by
Efstathiou et al. [10].
The essential components of the solution of Eq. (13) have been described in the 3 steps outlined
above for setting initial conditions. A complete solution cycle may be obtained using virtually the
same code prefaced with a routine to sample the particle distribution to obtain the density at grid
points and, through an FFT, the discrete Fourier transform of the density components. The solution
cycle for the Particle{Mesh (PM) method will be described in detail below. In order to facilitate
the Fourier analysis of discretely sampled functions it is convenient to introduce some notation and
derive a few preliminary results. The discussion follows that of [14].
Suppose that we have a continuous function f(x). If this is sampled with a uniform mesh with
unit spacing we obtain the set of points fn = ff(x): x 2 ng. The discrete Fourier transform of this
set is
~fn =
X
n
fne−ikn: (33)
It is convenient to introduce the three-dimensional comb E(x) =Pn (x− n). From the function f
we can construct a related function
fy(x) =E(x)f; (34)
such that the value of f at a grid point, f(n), is obtained by integrating fy(x) over a small volume
containing that grid point. The Fourier transform of fy(x) is
~f
y
=
Z
fye−ikx d3x (35)
=
Z
E(x)fe−ikx d3x (36)
=
X
n
Z
(x− n)fe−ikx d3x (37)
=
X
n
f(n)e−ikn (38)
= ~fn: (39)
Thus the Fourier transform of the set of values fn is equal to the transform of the generalised
function fy.
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Using the Fourier convolution theorem and noting that the Fourier transform of the unit comb is
a comb with spacing 2 we can write
~f
y
=E(k=2)  ~f (40)
=
X
n
~f(k − 2n); (41)
explicitly showing the periodicity in Fourier space of the discretely sampled real-space function.
The introduction of the three-dimensional comb thus allows a compact notation for dealing with
uniformly sampled functions.
We may now derive an expression for the mesh force resulting from the PM calculation. Consider
a distribution of N particles within the computational cube with distribution
n(x) =
NX
i=1
(x− xi); (42)
where particle i has position xi. (If necessary this distribution may be considered as being repeated
to create a periodic system.) The particle distribution will be smoothed onto a regular grid using a
kernel W (x) (the constraints to be satised by the kernel will be discussed below). We will write
the kernel as a function of x as it is convenient to use a kernel which is not spherically symmetric.
The smoothed density eld is a convolution
= n W: (43)
The mesh-sampled eld is
y(x) =E(x)(x): (44)
The Fourier series coecients (assuming, now, a periodic distribution in real space) of Eq. (44) are
then
~y = ~n =E(k=2)  ( ~W (k) ~n(k)) (45)
=
X
n
~W (k − 2n) ~n(k − 2n): (46)
This equation shows the extent to which the smoothing kernel, W , will suppress aliasing (from
terms in the sum for which n 6= 0) arising from the frequency content of the density eld higher
than .
The quantity ~n is multiplied by the appropriate Fourier-space Green’s function to give the Fourier
transform of the potential
~n = ~G(k) ~
y: (47)
By construction, ~G is band-limited to [− ; ] and ~n is periodic with period 2.
The potential is obtained by an inverse discrete Fourier transform, from which the force at mesh
points is derived by nite dierences. Since ~n is band-limited, we may write the force at mesh
points as
Fym =ED  ; (48)
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where D is the dierencing operator used to derive mesh forces from the mesh potential. D is also
band-limited by construction as it operates on values at mesh points. Since all of these functions are
band-limited we can talk about mesh values and continuous functions interchangeably.
The force on a particle is obtained from mesh values by interpolation
F(x) =W (x)  Fym(x); (49)
where we have used the same kernel for interpolation as was used for smoothing the particle
distribution.
Since the continuous function F(x) is periodic we may express F as a Fourier series synthesis
F(x) =
1
L3
X
k
eikx ~W (k) ~D(k) ~G(k)
X
n
~W (k − 2n) ~n(k − 2n); (50)
where k = 2n=L. Eq. (50) provides a powerful method for analysing the performance of vari-
ous dierent smoothing kernels and dierencing operators. The key to a tractable analysis is to
consider the force at position x arising from a particle at position x0. The continuous Fourier
transform of the particle distribution, Eq. (42) is, in this case, e−ikx0 . The pairwise symmetry in-
herent in Eq. (50) can be exposed by splitting the sum over k into a sum over the principle zone
of wavenumbers which can be represented by the mesh and a sum over repeats (aliases) of this
zone:
F(x; x0) =
1
L3
X
k2L
 X
m
~W (km)eikm x
!
~D(k) ~G(k)
 X
n
~W (kn)e−ikn x0
!
; (51)
where km = k − 2m, and m is an integer triple. One of the key attractions of the Fourier-based
methods is the ability to analytically predict, and hence carefully control, the pairwise interac-
tion.
It is clear from this expression that F(x; x0)=−F(x0; x) since ~D=− ~D, and that this conclusion
will hold only if the same kernel, W , is chosen for both smoothing and interpolation.
If the smoothing kernel, W , were such that all aliases were suppressed then Eq. (51) would
become
F(x; x0) =
1
L3
X
k2L
eik  (x−x0) ~W
2
(k) ~D(k) ~G(k): (52)
The force would depend only upon the separation x− x0 and the eects of smoothing=interpolation
and dierencing could be completely removed by suitable adjustment of the Fourier components of
the Green’s function, ~G(k). In principle it is possible to choose a function W which is band limited,
but this would involve interpolating to all L3 grid points and is hence not practicable. In practice
suitable low order kernels may be found which provide adequate smoothing and allow an accurate
representation of the desired pairwise force to be achieved. For a given choice of W and D, an
optimum set of Green’s function coecients may be found by minimizing the variance between the
required force and that predicted by Eq. (51). Full details of the techniques for nding the optimum
Green’s function and for isolating the contributions to the errors in F arising from mesh uctuations
due to incomplete suppression of aliases by W , and from directional errors in the force from D may
be found in [6]. Note that these techniques may also be used to remove the eects of dierencing
and interpolation which occur in the construction of the initial conditions as described above. In
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that case, since the input spectrum is by construction band-limited, these eects may be completely
removed.
One conclusion of such analyses is that it is quite sucient to use a kernel W which is the product
in each dimension of one-dimensional kernels. This represents an enormous computational eciency
as it avoids the necessity of calculating radial distances from each particle to several surrounding
mesh points. The anisotropy introduced by this choice is largely removed by optimization of the
Green’s function. The most satisfactory method for controlling the mesh-force errors is to introduce
additional softening into the Green’s function. In k-space this corresponds to ltering and acts to
damp out the contribution to spurious mesh uctuations and anisotropies arising from the high
frequencies in the two alias sums in Eq. (51). The Fourier transform of a Coulombic potential 1=x
is 4=k2. Representing this by a discretely sampled band-limited function in k-space leads to the
correct periodic potential in real-space which includes the correct distribution of periodic images.
Imposing an additional softening corresponds to an ideal (before optimization) Green’s function of
the form
~G(k) = ~S
2
(k)=k2: (53)
The function S then corresponds to particles being represented by extended, spherically symmetric
density distributions. A convenient form is [6]
S(r) =
8><
>:
48
a4

a
2
− r

; r <a=2
0; otherwise;
(54)
where a is the adjustable mesh-force softening parameter. This function gives adequate smoothing
to suppress aliases and yet does not lead to undue loss of resolution in the real-space distribution.
The magnitude of the force between two particles each with density prole given by Eq. (54) is
FS(r; a) =
8>>>><
>>>>:
(224x − 224x3 + 70x4 + 48x5 − 21x6)=35a2; 06x< 1;
(12=x2 − 224 + 896x − 840x2 + 224x3
+70x4 − 48x5 + 7x6)=35a2; 16x< 2;
1=r2; 26x  L=2;
(55)
where x=2r=a and L is the period of the simulation cube. For separations greater than a (but much
less than half the box size), two particles thus feel a Coulombic force which falls below Coulombic
at smaller separations. In practice, useful values of a range from 3 to 4 grid cells. Larger values of
a may be used if mesh-force errors must be suppressed. Because of the small density at radii close
to a=2 in Eq. (54), the force remains accurately Coulombic to considerably smaller separations than
a. For a ’ 3, the peak in the pairwise force is at roughly 2 grid units. One cannot hope to do
much better considering that the Nyquist theorem limits reliable sampling of Fourier modes to a
wavelength of no less than two grid cells.
The smoothing kernel is constrained to conserve mass. It is typically chosen from a family of
functions generated from a one-dimensional top-hat of unit width convolved repeatedly with itself.
The rst member corresponds to assignment of the mass to the nearest grid point, higher members
lead to assignment over an increasing number of grid points; 23, 33, etc. in 3-dimensions. The third
member, often referred to as the Triangular Shaped Cloud scheme, which assigns to 27 grid points
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and is continuous in the rst derivative, represents a good compromise between speed and eective
alias suppression.
4.2. Augmenting the mesh resolution: the P3M technique
Gravitational instability naturally leads to particle clustering. This coupled with the universal
expansion leads to bound structures which shrink in the comoving coordinates of the simulation.
This poses a severe problem for simulation methods which derive interparticle forces from a xed
grid. In order to retain bound structures at a wide range of density contrasts it is necessary to
generate sub-grid-scale forces. Hockney and Eastwood and co-workers [6] developed a technique in
which the mesh force on a particle is augmented by directly summing a contribution from nearby
neighbours.
If the total high resolution pairwise force required is F , then we can write
F = FPP + FPM; (56)
where FPM is the mesh force computed above in Eq. (51), and FPP is the component to be accumu-
lated from near neighbours. Since the particle shape employed in Eq. (54) is compact, the mesh force
at separations greater than a is Coulombic and so will correctly reproduce the required total force.
Thus the direct sum, or particle{particle (PP) component of the force, FPP, may be accumulated
from neighbours within a xed radius, rc, of the point at which the force is required. In practice
the mesh force is found to be suciently close to Coulombic on scales somewhat smaller than a,
allowing rc to be reduced. Typically rc ’ 0:7 − 0:8a. Limiting the cuto radius to a value smaller
than a leads to a small radial discontinuity in the force which decreases as rc ! a. A reasonable
choice is to choose a softening radius, a and ratio rc=a so that the mesh-force errors (see Fig. 2) and
radial discontinuity roughly match. As the softening is increased the mesh force errors will decrease
and rc must be chosen so that rc=a is closer to unity to reduce the radial discontinuity. For a ’ 3:0,
rc ’ 2:2.
It is important to note that the errors shown in Fig. 2 are pairwise force errors. The maximum
error is roughly 7% for this choice of softening, a, with an RMS of 1{2%. The force error at a
point in a realistic distribution of self-gravitating particles is much less; typically 0.3%. This level
of accuracy has been found to be quite adequate for investigations of gravitational instability in the
cosmological setting.
Even though sub-grid-scale forces are necessary in many cosmological simulations, the short-range
force must be softened at small scales to avoid unwanted two-body eects in the simulation. This
requirement may easily be included by modifying FPP on small scales. It is frequently convenient to
use a softened pairwise force with the same form as shown in Eq. (55) but with a smaller softening,
s. The magnitude of the required short-range pairwise force in Eq. (56) is then
FPP(r) = FS(r; s)− FS(r; a); (57)
where s is the required overall softening and a (>s) is the mesh-force softening as before. The
criteria for choosing the short-range softening are discussed in more detail below.
The practical implementation of the PP part is straightforward. Particles are binned onto a new
mesh which has cells of size rc. (In practice rc is increased to ensure that L=rc is an integer.) A
linked-list or other mechanism is used to eciently identify all particles within a cell. All neighbours
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Fig. 2. The pairwise force as a function of radial separation calculated on a 323 mesh with two levels of renement. The
heavy continuous line is the calculated force. The scattered dots indicate the fractional error (in %) in the modulus of
the force. The curves at the top show the splitting of the force at the dierent levels of renement (100). The solid
upper lines show the standard P3M splitting (Level 0) with the PM and PP parts summing to the required total softened
Coulombic force. The dashed lines show how the PP component of the the Level 0 force is split into a further PM
and PP part and the dotted lines show the PP force of Level 1 being split again at Level 2.
within rc of a particle may then be found by searching in the cell in which the particle lies and the
26 neighbouring cells. The radial distance to each particle is computed and the appropriate value
of FPP added to the force on the particle. The short-range force in Eq. (57) is typically interpolated
from pre-calculated values stored in a look-up table. This avoids the costly computation implied by
Eq. (55) for each particle pair.
4.3. Timing of the P3M method
Each choice of smoothing kernel, dierencing operator and mesh size involves varying amounts
of computational eort. Increasing the mesh size for example increases the dierencing and FFT
components of the PM cycle whilst decreasing the absolute size of rc and hence the number of
neighbours that must be examined for the PP part. In this section we will discuss the computational
expense of the various components of the P3M cycle.
The time required per particle in the P3M method to solve for the self-gravity of N particles
with a cubic mesh of L cells on a side is roughly
tP 3M = + =y + r 3c y; (58)
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where y = N=L3. The three terms in this equation represent respectively: the smoothing of particles
onto, and interpolation of forces from, the mesh (both proportional to N ); solution for the mesh
potential and force dierencing (both assumed proportional to L3 | the logarithmic dependence on
L of the FFT has been implicitly included in ); and the short-range PP sum. The cost of the PP
calculation is
CPP = 
NX
i=1
nn(xi; rc); (59)
where
nn(xi; rc) =
Z
Vrc
n(x− xi) dV (60)
is the number of neighbours within a sphere of radius rc of particle i and  is the force-calculation
cost per neighbour found. This assumes that all particles within a distance rc of each particle i could
be found with no overhead. Within the code the particles are organized into cubic cells and the
work can be written roughly as

(L=rc)3X
i=1
ni
27X
j=1
nj=27; (61)
where ni is now the number of particles in cell i. The second sum includes the sum over a cell
and its 26 neighbours. The relationship between  in Eq. (59) and  in Eq. (61) will depend upon
the overhead in the calculation and the particle distribution but it is expected that  & 4. For a
uniform distribution of particles, ni = N (rc=L)3 for each cell and the work becomes (L=rc)3n2i or a
cost per particle of N (rc=L)3 as in Eq. (58).
For a given kernel, dierencing scheme and short-range cuto rc, the time in Eq. (58) is minimized
for y = yopt =
p
=r3c . For the TSC kernel and a 10 point optimized dierencing scheme (13),
measurement has shown that = ’ 2 and = ’ 0:7. With rc = 2:2; yopt ’ 0:27, corresponding on
average to roughly one particle for every four potential-mesh cells.
The P3M algorithm is very attractive for cosmological simulations: it is very fast, has automat-
ically periodic boundary conditions and has a low memory overhead. The biggest problem is that
gravitational instability leads to a highly clustered particle distribution to a degree not seen in the
plasma simulations from where the method originated. Modern plasma simulations rarely generate
density contrasts in excess of 103, whilst in gravitational simulations this value may frequently
be exceeded. Heavy particle clustering has a deleterious eect on the performance of the P3M al-
gorithm: the PM cycle time is independent of the degree of particle clustering, but the computation
time for the PP component is proportional to the average number of neighbours of a particle and
this grows rapidly as the simulation proceeds. We may derive a simple estimate of the increasing
computational burden imposed by particle clustering as follows.
Eq. (59) is proportional to the average number of neighbours of a particle which is given by an
integral over the two-point correlation function, Eq. (23). We can rewrite the cost of the PP part of
the calculation as
CPP = Nn
Z
Vrc
(1 + (r)) dV; (62)
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where n is the average particle density. If we take  = (r0=r); > 3, we nd that the ratio of the
cost under no clustering to that when the clustering amplitude at the cut-o radius is rc , is
CPP(rc)
CPP(0)
= 1 +
3
3− (rc): (63)
A specic example will illustrate the severity of the problem. Suppose that we are simulating a box
of side 100 h−1 Mpc to the observed level of clustering (see Eq. (24)), in a box with L = 256
and with the typical cut-o radius rc = 2:2. Then, (rc) ’ 30, and the PP work will have increased
by a factor ’70 from the PP work for a smooth particle distribution. This estimate is somewhat
pessimistic because the true PP work incorporates a component of overhead which will be relatively
constant between the clustered and un-clustered situation, but it is clear that this level of clustering
is a serious problem for the eciency of the P3M technique.
The situation may be alleviated by increasing L to put more work on the PM part of the calculation.
However, increasing L by a factor of two would increase the L-dependent PM work by a factor
of 8 and decrease the PP work | under the same level of clustering | by a factor of roughly 2
(assuming that the clustering is still approximated by the same power law on the reduced physical
scale of rc). The overall cost would still be roughly 40 times greater than for the smooth initial
distribution.
It was this severe problem that lead to the development of new methods for solving for the
self-gravity in many body systems in cosmology such as the tree-code. Development of an al-
ternative technique was motivated by the fact that the PM part of the calculation is very e-
cient and is independent of the degree of particle clustering. This suggests that an approach to
solving the ineciency of P3M may be to adaptively rene the potential mesh in the regions of
high particle density which are incurring a large PP cost. This is the basis of the Adaptive P3M
method [7].
4.4. The adaptive P3M algorithm
Adaptive P3M (AP3M) addresses the ineciency of P3M under heavy clustering by replacing the
PP calculation for cells which have a large cost associated with them by a new, spatially localised,
P3M calculation on a ner mesh. This sort of adaptivity ts naturally with the force-splitting nature
of P3M: the PP force (in selected regions) is itself split into a further PM and PP part. Further
splitting can be performed in subregions until the nal PP sum may be completed eciently according
to Eq. (58). Fig. 2 shows an example of the force splitting for two levels of renement.
This approach is in contrast to other renement techniques widely used in other elds of compu-
tational physics and mathematics such as the multigrid method [5]. In this case extra mesh points
are introduced with the rened region being treated as a boundary value problem within the parent
mesh and with all long-range components of the parent solution being applied to the boundary.
In the AP3M method the rened grids are used to solve only for the PP part which is local; the
long-range components of the force having been previously accumulated and stored for each particle
in the particle acceleration array. This avoids the simultaneous storage of all mesh points whilst
the full solution is computed, but does lead to the repeated processing of particles which lie within
several levels of the renement hierarchy.
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The implementation of the algorithm is relatively straightforward as follows:
(1) Solve for the long-range components of the force as in a PM code and update the particle
acceleration array with the appropriate force.
(2) Identify which regions of the PP mesh will be too expensive to perform with a direct sum and
label these mesh cells as needing renement. Book-keeping is substantially reduced if renements
cover an integral number of PP cells. Add new renements to a list of those to be solved.
(3) Do the PP sum over all pairs of cells which do not lie in the same renement.
This sequence of steps fully updates the forces on all particles from particle pairs which do not
lie in the same renement. Particle pairs which lie in the same renement require a contribution
from their self-gravity corresponding to the short-range (PP) component of the force. The algorithm
then repeats the above steps for the next renement on the list and continues until the force on all
particles has been fully updated.
The only signicant dierence between the original PM calculation and that required for rened
regions is that the latter require isolated rather than periodic boundary conditions. This is achieved
in the standard manner using zero padding. Although this introduces some ineciency into the PM
calculation for rened regions, the method still achieves a large gain in eciency. Even under heavy
clustering the algorithm only slows by a factor of roughly 4{5 compared with P3M under a uniform
particle distribution.
In general terms, the PM method is ecient because of the availability of fast elliptic solvers
(here the FFT) for uniform grids. It also has the advantage of requiring a low memory overhead.
These features, however, result in a rather crude implementation of variable resolution, a drawback
which makes certain aspects of the extension of the algorithm problematic compared with the Tree
code described in the following section. These extensions include adding multiple timesteps and
parallelization of the method.
4.5. Other techniques for cosmic structure simulations
Although the techniques described above are probably the most widely used for large-scale cosmic
structure formation studies, a number of other methods have been used. Of particular importance
is the ‘Tree’ code [2] and related methods. This technique indexes the particle distribution using a
hierarchical tree in which particles are grouped according to their spatial proximity. The key idea is
to note that the force exerted on a particle by a distant group of particles may be approximated to
a specied accuracy by a low-order multipole expansion of the mass distribution in the group; to
lowest order the group may be replaced by a point particle of the same total mass. A decision as
to whether a group should be subdivided is made according to whether or not a specied accuracy
bound would be violated. In the simplest case this corresponds to opening a cell (or group of
particles) and descending the tree to smaller structures if the cell containing the group subtends too
large an angle from the point at which the force is required. This approach avoids having to perform
an O(N 2) sum over all the particles. The scaling of the method is O(N lnN ).
A number of dierent trees have been used to organise the data. Probably the fastest to construct
is the binary tree, or its close relation the oct-tree. A binary tree is constructed by splitting the
particle distribution in one dimension in half. Each half is then halved again, typically splitting the
particle distribution along its longest spatial dimension. The process is continued recursively until at
the bottom of the tree each cell contains only one particle. (An oct-tree simply divides the distribution
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into eighths at each division [2].) An alternative is to construct a nearest neighbour tree [3] and in
some ways this is the more natural tree as it follows the geometry and groupings of the particle
distribution more faithfully. However, it is much slower to construct. There are several variants on
each of these methods. Of particular importance for the implementation of parallel tree algorithms
is the ability to easily partition space according to other criteria such as the load balance on parallel
computers.
Tree codes are most naturally suited to the simulation of systems with vacuum boundary condi-
tions or of isolated systems with the addition of external elds. In order to perform cosmological
simulations of the type discussed here it is necessary to generate periodic boundary conditions. This
has been done using the Ewald technique to generate the necessary image charges [15]. Since the
cumulative eect of the images is to generate a slowly varying large-scale eld it is acceptable to
tabulate the appropriate force corrections and then to interpolate the appropriate value from a look-up
table for each particle=group interaction in the tree hierarchy.
The principal drawback of using treecodes for cosmological simulations is that it is hard to ensure
the correct growth rate for small uctuations at early cosmic epochs. This arises because of the
numerical diculty of isolating the small density uctuations against the total mass density in the
simulation. This problem does not occur with P3M because the mean density is removed in a
straightforward manner during the Fourier convolution.
An interesting alternative method but one which has not yet been vigorously pursued is a hybrid of
the PM technique and a treecode [30]. In these codes the PP part of a standard P3M-type algorithm
is performed by a local treecode, thus permitting ecient computation of sub-grid-scale forces. The
method allows periodic boundary conditions to be easily modelled as well as permitting accurate
simulation of the growth of small uctuations.
A number of other techniques have been developed. These are primarily concerned with modelling
selected regions of the simulation volume at high resolution and will not be discussed here. An
interesting mixture of a PM method and a multigrid technique has recently been developed [17].
The method appears to be very fast and the grid-based method for solving for the gravitational
potential lends itself well to the addition of an adaptive Eulerian hydrodynamics scheme. One
potential disadvantage is that there is no equivalent of the PP short-range correction and thus the
force resolution across the simulation volume is variable.
5. Hydrodynamics
Much of the astronomical information that is gathered is the result of observing the electromagnetic
radiation from baryonic matter. On large scales, above the Jeans mass, where gravitational forces
are substantially greater than gas pressure forces, we have every expectation that the luminous
baryonic matter that we observe will provide a fair indication of the distribution of the overall
matter content of the universe. On smaller scales, however, it is clear that hydrodynamic processes
have played a signicant or dominant role in determining the morphology and distribution of cosmic
structure. In particular, the formation and morphology of galaxies is dominated by hydrodynamic and
dissipative processes. Thus, in order to gain a complete understanding of cosmic structure we will
need to include a baryonic component in cosmological simulations which attempt to model structure
on small scales. This section will describe a popular hydrodynamic technique that is frequently
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incorporated into cosmological particle codes. However, since hydrodynamics is not the focus of
this work, the method will only be described in outline and no specic implementation details will
be presented.
Smoothed Particle Hydrodynamics (SPH) [13] | in which thermodynamic quantities are obtained
by interpolation from values carried by advecting particles | has become widely used in astrophysics
and has a number of advantages for cosmological particle simulations. It is fully Lagrangian and is
thus able to follow the large density contrasts and range of geometries that occur in gravitational
collapse. Second, it is robust and straightforward to incorporate into gravitational particle schemes.
Thermodynamic quantities at a point are estimated by interpolation from nearby particles. Thus a
quantity, A(x) would be estimated by
hA(x)i=
nX
i=1
mi
Ai
i
W (x− xi; hi); (64)
where the sum is over neighbouring particles and Ai is the value of A carried by particle i.
The function W is a smoothing kernel. In cosmological investigations, in order to allow for the
variable spatial resolution that develops across the computational volume it is common to let h be a
function of the local density; typically h is adjusted so that the smoothing kernel encloses a constant
number of neighbours, usually in the range 30{100. Derivatives of quantities are cast in term of the
gradient of W .
Gas particles are then subject to an augmented momentum equation and an energy equation:
dC
dt
=−B− BP

+ avisc; (65)
du
dt
=
P

B C+   − 

; (66)
where u is the internal energy of a particle and   and  represent, respectively, the heating and
cooling experienced by the particle. Shocks are modelled in the gas through the introduction of
an articial viscosity, avisc, determined by local hydrodynamic conditions, which acts to prevent
interpenetration of the gas. The equation set is closed with the addition of an equation of state,
usually assumed to be that for an ideal gas.
The description in Eq. (64) indicates how the method is implemented in principle. In practice,
especially for variable smoothing-length SPH (essential for cosmological simulations), a large number
of implementations are possible (details may be found in [13,26]).
Although the reasons given earlier suggest that SPH is a good choice for introducing hydro-
dynamics into cosmology, there are a number of diculties associated with the method (see, for
example, [26]). These include unrealisitic angular momentum transport in discs (the eects of which
may be mitigated by a suitable modication of the articial viscosity) and a range of problems as-
sociated with the inability of SPH to successfully model steep density gradients. A number of other
hydrodynamic methods have begun to appear in cosmological simulations. These include Eulerian
shock-capturing schemes such as the Piecewise Parabolic Method (PPM). To be useful in cosmolog-
ical studies these techniques require Adaptive Mesh Renement (AMR) in order to faithfully follow
the large density contrasts that occur [6,19]. Other methods include Smoothed Lagrangian Hydro-
dynamics and an attempt has also been made to use a nite element method on an unstructured
mesh [31].
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6. Time integration
Achieving high resolution is a key goal of cosmological N -body simulations. Use of a very large
particle number results in both an expensive force calculation as well as a large memory requirement
for the storage of state variables. The overriding concerns, therefore, are to minimize the amount
of extra memory required for the storage of intermediate quantities in the integration scheme and
to minimize the number of force evaluations required to achieve a given accuracy.
Multistep (or equivalently multivalue) integration schemes require the storage of accelerations
from previous timesteps, requiring an additional 3N words for the accelerations alone. The scheme
must also be well matched to the problem under investigation; it may be inappropriate, for example,
to use information from past timesteps when following the motion of an SPH particle moving
through a shock. It should be further remembered that the stochastic nature of gravitational dynamics
in many-body bound objects limits the accuracy that can be achieved for individual particle orbits.
For these reasons almost all of the time integration schemes used are single-step methods which
can usually be expressed as some variant of Runge{Kutta schemes.
6.1. Practical integration schemes
A variety of integration schemes have been considered for integrating _C= f ; _r = C in the cosmo-
logical N -body problem [8]. Two simple schemes found to exhibit good performance in terms of
accuracy and stability will be described. The rst is a standard Runge{Kutta scheme
rn+1 = rn + Cn dt + ( f (rn) + f (r2=3)) dt2=4; (67)
Cn+1 = Cn + (14 f (rn) +
3
4 f (r2=3)) dt; (68)
where
r2=3 = rn + 23Cn dt +
4
9 f (rn) dt
2=2: (69)
This scheme is O(h4) locally in both positions and velocities and O(h3) globally.
The second is a single-step Predictor{Corrector-type scheme which requires force evaluations only
once per step at a predicted position r0. This force together with the one saved from the last step is
used to correct the positions and velocities as follows:
rn+1 = rn + Cn dt + f (r0n) dt2=2; (70)
Cn+1 = Cn + 12( f (r
0
n) + f (r
0
n+1)) dt; (71)
where
r0n+1 = rn + Cn dt + f (r0n) dt2=2: (72)
The scheme is O(h3) in positions and velocities and O(h2) globally. The Predictor{Corrector scheme
is similar to the Leapfrog scheme. If the forces do not depend upon the velocities (which is, of
course, not true for SPH) then the two are formally equivalent. The time-centred Leapfrog scheme is
rn = rn−1 + Cn−1=2 dt; (73)
Cn+1=2 = Cn−1=2 + f (rn) dt: (74)
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The scheme is O(h2) locally. All of these expressions neglect the eective drag that arises in co-
moving coordinates because of the background expansion. This tends to improve the stability of the
schemes somewhat but is otherwise of little signicance in terms of the choice of optimum method.
Including the drag term in the Leapfrog dierence scheme for updating the particle momenta is
straightforward, the velocity at step n is estimated by the average (Cn+1=2 + Cn−1=2)=2. The dierence
equation for the momentum Eq. (25) is then
Cn+1=2 = Cn−1=2 +
_a
a

n
(Cn+1=2 + Cn−1=2)
dt
2
+ f (rn) dt; (75)
which can be rearranged to give
Cn+1 =

Cn−1=2

1− _a
a
dt
2

+ f (rn) dt

1 +
_a
a
dt
2

: (76)
For the same eective timestep | that is the timestep per force evaluation | the Predictor{Corrector
scheme has been found to be the most accurate and to posses greater stability in tests with SPH
than the Runge{Kutta scheme (despite a slightly smaller formal stability locus) [8].
Grid-based gravity methods incorporating SPH, commonly use a global adaptive timestep criterion
set by the Courant condition as well as the maximum values of the particle velocities and acceler-
ations. Since a particle passing through a shock will suer a large acceleration, the global timestep
condition leads to a signicant computational burden. The design of a variable timestep method
for the P3M-type grid-based codes is, however, problematic. For purely collisionless simulations it
is common to use the Leapfrog prescription in Eq. (76) with constant timestep. Eq. (25) and the
Leapfrog integrator derived from it may be rewritten in terms of an integration variable _ t [10].
The correct choice of  for certain initial spectra may have the advantage of reducing the global
error in equal-step schemes, but it does not appear to be widely used at present.
6.2. Timestep and softening requirements for cosmological simulations
A simple estimate of the particle softening and number of timesteps required to integrate a
collisionless system may be made by noting the range of density contrasts that will occur in the
system. (Recall that particle softening must be introduced to prevent spurious two-body eects for
particles which undergo a close encounter.) We will suppose, as before, that we are modelling a
distribution described by the observed two-point correlation function. A typical maximum overdensity
will be given by the value of the correlation at the softening radius, (s).
The appropriate value of the softening is a compromise between requiring good spatial resolu-
tion and the desire that the particles approximate a collisionless uid. Ideally, the softening should
be set to maintain the integrity of bound haloes. This requires both that the softening is xed in
physical length (and shrinks in comoving coordinates) and that the softening has a value appropriate
for the particle density in the halo, so that the bound particles approximate a collisionless clump.
Whilst the rst property is easily arranged via a global change in the comoving softening _ 1=a,
it is impossible to arrange that the latter will be true without providing a spatially varying soften-
ing: objects collapsing at dierent epochs have dierent densities (see Section 2.2). Although it is
straightforward to implement a variable gravitational softening along the lines discussed for SPH in
Section 5, this has not been widely adopted primarily because of concerns about changes in binding
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energy associated with local softening variations. The inability to properly set a global softening
for the bound objects forming at various epochs becomes more apparent as the dynamic range of
simulations increases and bound haloes form over a wider range of densities.
The number of particles on average within a radius, s, of an overdense halo is ’ 4ns3(s)=3
(Eq. (23)). Suppose that we require this number to be at least 10, this then sets a lower limit on
the mean density of particles. For the gures above and supposing a 100 h−1 Mpc box this implies
a simulation with at least 107 particles.
The crossing, or dynamical, time of a region of density  is td 
p
3=8G. The present age of
the universe is given by Eq. (16): t0 =
p
1=6G . Since =    we nd td=t0 
p
1=. A simulation
of galaxy clustering with a softening of 30 h−1 kpc will have (s) ’ 104 and the ratio of the age of
the universe to the dynamical time of the densest haloes would be ’100. In order to model these
haloes correctly, perhaps ten steps per dynamical time would be required, implying a simulation
with  103 steps.
It is worth commenting upon the epoch at which a simulation is started. Since at early epochs
the growth of uctuations is linear there is no advantage to starting a simulation at a very early
time: it may simply be ‘run forward’ analytically using the Zel’dovich approximation (26). It is
sucient to choose an epoch at which the given initial spectrum is linear and which will allow
sucient time for higher-order transients in the Zel’dovich approximation to die away [24]. For the
simulation described above, a start redshift of z  50 would be quite adequate. Since at early epochs
the expansion factor a _ t2=3, and the structure is linear at those epochs there is, however, very
little additional computational eort in allowing a generously early start. There is a competing eect
that Fourier modes close to the Nyquist wavemode in particle simulations do not grow at quite the
correct rate, but this is generally of little signicance.
The wide range of density contrasts and corresponding range of dynamical times suggests that
timestepping schemes in which each particle has a local timestep may signicantly improve ef-
ciency by removing the need to integrate all particles forward at the smallest timestep. Several
treecodes use a scheme in which particle timesteps are grouped into sets which divide a global
system-wide timestep by factors which are powers of two [16]. This reduces the book-keeping over-
head required for unconstrained individual timesteps. A careful treatment of the Leapfrog integrator
allows particles with timesteps shorter than the global value to be integrated forward with O(h2)
accuracy. In principle a considerable saving can be realised by not having to rebuild the complete
tree on the smallest timestep and by restricting the tree-walking to determine particle forces to those
particles requiring short timesteps. It has been found that multiple timesteps reduce the overall com-
putation time required for a given accuracy by a factor of between 3 and 10. For hydrodynamical
simulations the advantage may be very much greater as the timestep is often dominated by large
accelerations as particles move through shocks. Implementing multiple timesteps in grid schemes is
more dicult | or at least it has not yet been seriously addressed. The obvious approach is to
reduce the computation of the large-scale PM force and follow small-scale motions by repeating the
PP calculation more frequently. This approach requires a careful determination of the relationship
between the spatial smoothness of the large-scale eld and the required integration accuracy. For
a standard P3M algorithm under even moderate clustering, however, such an approach would not
be useful since the PP cycle almost always becomes more expensive than the PM part. A useful
scheme would require incorporating multiple timesteps into the adaptive renements of AP3M, but
this is not a simple proposition.
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7. Practical implementation of the P3M algorithm
Particle-grid methods have a number of advantages in terms of their practical implementation.
They have a low memory overhead and involve simple data structures, thus making programming
relatively straightforward. We will describe the implementation of the collisionless P3M algorithm
with Leapfrog time integration and equal mass particles. SPH is fairly simple to include with the
direct sum over neighbours in the PP part of the gravity calculation and will not be described here.
Practical implementation of P3M splits into three distinct components: timestepping, and the two
components of the force calculation; PM and PP. Leapfrog P3M is usually coded with two work
arrays of length L3 (>N ) although it can be done with one.
7.1. The PM calculation
This part of the algorithm involves several distinct components described below. The usual im-
plementation requires two arrays of length L3:
(1) Sampling the particle distribution: Particles are smoothed onto the density grid using the
appropriate smoothing kernel W . This simply amounts to scaling the range of particle coordinates
to the grid size, L, nding the cell in which a particle lies and adding the appropriate weights to
the local grid points; 27 for the TSC kernel.
(2) Fourier convolution of the grid density: The periodic density distribution is transformed using
an FFT and these components are then multiplied by the appropriate optimized Green’s function.
The Fourier potential is then inverse transformed. All of the transforms may be done in-place and
so no extra storage is required. (FFTs requiring work storage may be easily accommodated since
the three-dimensional FFT consists of a series of one-dimensional arrays and the ancillary storage
required will only be of order L.) Green’s function components are typically precalculated and
stored. The components have cubic (or 48-fold) symmetry and so the storage is a small addition
to that required for the density grids. It is usual to store Green’s function in an array of size L3=8
since, although this involves some degeneracy, it simplies indexing into the correct component.
It is convenient to collect together all coecients from the various parts of the cycle, such as
the cosmological prefactors to the force in Eq. (25), and to scale Green’s function components
accordingly.
(3) Force dierencing and interpolation: Grid forces are derived by dierencing the grid potential
values. This step is followed by interpolation of these forces back to each particle position. The
forces may be used to directly update the particle momenta in the Leapfrog scheme (Eq. (76)).
These two steps are usually performed for each coordinate direction in turn. This method requires a
second array of size L3 to hold the force components. It is also possible to compute the interpolated
weights for all three forces directly from the mesh potential values. This saves the requirement for
a second (force) array, but involves a greater number of oating point operations (although saving
repeated memory accesses for each coordinate direction separately). For a serial code it is generally
advantageous to use the two-array technique despite the additional storage required.
The biggest disadvantage for the straightforward implementation of the PM algorithm is that the
particles may be scattered essentially randomly relative to the mesh. This will lead to frequent cache
misses as the mesh cell required for the next particle in sequence may be a large distance away
from the current location in the mesh array. Sorting of the particles, which is essential in some form
400 H.M.P. Couchman / Journal of Computational and Applied Mathematics 109 (1999) 373{406
for parallel (or vector) implementations, has not generally been attempted for serial codes. The PM
algorithm is generally fast enough that this is not a major concern.
7.2. The PP calculation
The key here is to sort particles into a three-dimensional array of cells of dimension (L=rc)3. The
PP forces are then accumulated on a particle i by searching over all particles j in the same cell and
its 26 neighbours. These particles are a superset of those for which jxi−xjj<rc. A convenient way
to identify the particles in the cells is through a linked-list. A head-of-list array of size (L=rc)3 labels
the rst particle in a cell. The index of this particle is then used in the usual manner to indicate
the index of the next particle in the linked-list array and so on until the last particle indexes a
location containing a zero (null pointer). The linked list array is length N and may share storage
with the density mesh used in the PM calculation. Once again forces may be used to directly update
the particle momenta if the Leapfrog time integration scheme is used. The storage required by
the head-of-list array is small compared with that required for the density mesh.
A number of optimizations are possible. First, since Fij =−Fji, it is necessary to do each pair of
particles only once. This may be achieved by searching the central cell for all particles j< i and
a xed subset of 13 of the 26 surrounding cells. Once a complete sweep of all central cells has
been completed all pairs will have been computed and correctly updated. Another optimization is
to sort particles in some coordinate direction such that when the separation exceeds rc it is possible
to discard all remaining particles as being known to be too distant to contribute. Particles may
be binned onto a ner grid of cells so that the set of cells searched for neighbours of a given
particle more closely approximates a sphere of radius rc, but the extra memory and book-keeping
overhead generated quickly reduces the benets of this technique.
Depending upon the form of the short-range force-softening used, it may be advantageous to
tabulate the PP force and use table look-up to derive the appropriate PP contribution as described
previously. Further, the force can be tabulated in r2, obviating the need to compute square roots.
Whilst these sorts of optimization were very helpful on machines for which oating point operations
were expensive compared with memory accesses, they are of considerably less importance on current
machines (although square roots may still be expensive on some processors).
On modern RISC processors, for which good cache utilization is the key to good performance, the
primary data optimization that can produce substantial improvements is to reduce the large jumps
that can occur as the linked-list is traversed during the search for particles in a particular cell. The
most ecient way is to sort the particles into sequential lists of indices in a particular cell. This may
signicantly improve performance. Sorting the particle data itself, would lead to ideal data locality
and even better performance.
7.3. Timestepping
This is the most straightforward part of the algorithm. Positions are trivially stepped ahead ac-
cording to Eq. (76). The forces are then computed and, in the Leapfrog scheme described here, the
particle momenta will be simultaneously updated. It remains only to modify the velocities to allow
for the eective cosmic drag term.
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In summary, the P3M method with Leapfrog timestepping can be made very ecient both in terms
of execution time and in terms of memory usage. At a minimum the memory use is approximately
6N + 32L
3 words; (77)
of which the 6N words is the essential storage for positions and velocities of N particles. For a
tree code, depending upon the type of tree used the storage requirement totals  25N words. Under
light clustering the tree code is also somewhat slower. For each particle the tree code examines and
computes forces for the equivalent of approximately 1000 neighbours, for the P3M algorithm the
gure is approximately 150. There have been very few detailed comparisons of the eciency of the
two methods, however. A fair comparison would require the same initial (and boundary) conditions
and care would have to be taken to achieve comparable force accuracies. Tree codes are best suited
for isolated boundary conditions and FFT-based grid codes are best suited for periodic boundary
conditions. Each code may be used to simulate conditions with the other type of boundary but at a
signicant cost in eciency in both cases. For the tree code periodic boundaries require the addition
of image cells and the Ewald method, and for FFT grid codes vacuum boundary conditions require
the use of zero padding in the FFT. The eciencies of specic parallel implementations of the two
codes are compared below.
7.4. Adaptive P3M
The implementation of this algorithm is described in detail in [13]. Since the total force is ac-
cumulated in several phase depending upon the level of splitting and each component is stored
directly in the particles’ momenta, the storage requirement does not rise dramatically. The same
work arrays as described above can be reused for the rened calculations, the only additional stor-
age required being that needed to keep track of the location of the renements. This memory
eciency is a result of the sequential manner in which the renements are computed. If the re-
nements and their sub-renements were computed recursively the memory requirement would rise
substantially, and indeed would not be precisely dened. The eciency would also drop due to the
overhead of recursive calls. The minimum overall storage for AP3M is roughly 6N + (2 − 3)L3
words.
7.5. Parallel issues
We will conclude with a few remarks which illustrate the way in which these grid codes have been
parallelized and outline some of the computational requirements of current large-scale simulations.
The key to a successful parallel algorithm is ‘load balance’. Ecient use of the machine requires
that the work is distributed equally and, for distributed memory machines, that the data is distributed
equally. The data structure of treecodes oers a convenient way for distributing the load across several
processors. In several implementations [9,23], orthogonal recursive bisection is used to divide the
computational domain at each recursion into two parts of equal computational work. After m levels
of division this leads to 2m volumes of equal work which, since many parallel computers allocate
processors in groups of powers of two, is a convenient match to the computer. The remainder of
the tree is then constructed locally by each processor for its local data. Processors must store parts
of the complete tree structure in order to compute inter-processor forces. It is essential, however, to
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avoid storing the whole tree on each processor since this would impose severe restrictions on the
size of problem that could be attempted. The tree corresponding to data on a processor distant to
the one under consideration will only ever be opened to a certain level and so only a subset need
be stored. Tree codes constructed along these lines perform well, achieving good computational
load balance after a few steps as the estimates of work improve, whilst simultaneously achieving a
good data distribution. Communication costs typically run at the 10% level. The major drawback is
the large memory requirement, amounting to 30{40 words per particle.
The data decomposition ideas of the treecode provide a powerful approach to distributing the
work across processors. The tree structure is exible and the approach described above allows for
dynamic adjustment of the load balance as the simulation progresses. The situation is signicantly
dierent with grid codes. The data-addressing techniques used in this case are very rigid, amounting,
essentially, to binning onto uniform cubic grids. This leaves little exibility for detailed dynamic
distribution of work unless additional data structures are introduced. This would lead to an increase
in memory requirements, tending to negate one of the key attractions of grid methods. Further, since
the oating-point count per particle to compute the gravitational force is lower in grid codes than
in tree codes, there is the expectation that the communication to computation ratio will be larger
making ecient parallelization of P3M codes more dicult.
In the PM part of the calculation each particle does equal work and so an equal distribution of
particles across processors would navely suggest a good load balance. As the simulation evolves
and the particles cluster, however, the distribution of the particles relative to the mesh changes.
This leads to race conditions where several processors may attempt to write to the same mesh
point simultaneously. In the PP part of the simulation, the work per particle may vary widely and,
because of this, load balancing becomes dicult. Load balance may be improved by using the AP3M
technique to remove the high PP cost-per-particle in dense regions.
The task of parallelization is much more straightforward on shared memory machines and a number
of successful implementations have been developed [11,20,28]. A relatively straightforward imple-
mentation of AP3M has been developed for the Cray T3D using Cray’s proprietary directive-based
compiler language ‘CRAFT’ [20] (and more recently HPF). This signicantly eases parallelization
by permitting global memory references on the underlying distributed-memory hardware. In addi-
tion, CRAFT provides an ecient ‘atomic update’ which has permitted the direct translation of
the serial code for sampling the particle distribution to the T3D. Surprisingly, even under heavy
clustering, this technique for ensuring correct execution in the face of the data dependency scales
almost linearly. The CRAFT implementation uses a round-robin technique to solve the PP work
with cells being distributed to processors in sequence as a processor comes free. It is a full im-
plementation of AP3M with the renements being used to balance the work of the PP part of the
algorithm. The only glaring ineciency (apart from the substantial performance degradation of using
CRAFT itself ) is that there is no control of over how many processors a single renement may be
shared: large renements have to run on the whole machine, small ones run as a task-farm on single
processors.
Other shared memory implementations must take more care about certain aspects of the algorithm.
In particular, without the locking of an atomic update-like mechanism, mesh assignment must be
implemented in such a way that race conditions are avoided. This may be done by decomposing the
computational domain into distinct volumes which are computed in such a way as to ensure correct
execution. On coarse-grained parallel machines with up to  64 processors a reasonable strategy is
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divide the data cube into slabs of equal thickness [28]. If the number of slabs is equal to twice the
number of processors and a slab has thickness greater than the extent of the smoothing kernel then
the processors can do all even numbered slabs rst, synchronize, and then do all odd numbered
slabs. This technique will only work eciently if the data is roughly uniform when averaged on
a scale corresponding to the slab volume. As is the case with many parallel codes, the problem
must be big enough to run eciently on a given number of processors. Equivalently, good scaling
can only be expected up to a maximum number of processors. This kind of data decomposition is
thus probably well suited to cosmological simulations in which the particle distribution approaches
homogeneity on large scales. In almost all parallel implementation of grid codes, load balance
is achieved through this kind of technique and is not dynamic.
Algorithms for distributed memory machines use similar sorts of techniques except that it is
now necessary to explicitly move o-processor data and results as required. On massively parallel
machines with more than 100 processors, the slab decomposition is no longer adequate. A P3M
algorithm recently developed by MacFarland et al. [31] uses a cyclic distribution of square cylin-
ders (with length spanning the computational cube) to statically distribute the work equally across
processors. ‘Ghost cell’ information is explicitly passed between processors using message passing.
Message passing is implemented with shmem which is Cray’s one-sided asynchronous communi-
cations API, similar in many respects to MPI-2. The algorithm was designed to run on the Cray
T3E where it shows excellent scaling, depending upon the problem under investigation, up to 512
processors.
We will conclude this section with a brief statement of the size, performance and computational
requirements of some current cosmological simulations. AP3M requires roughly 10N words of stor-
age and 6N for each output. (The corresponding values for the SPH variant of the code are 18N
and 9N words respectively.) The storage required for each output slice of a 108 particle collisionless
simulation is 2:4Gb, with 10{20 output times typically being saved. A convenient measure of the
computational speed of N -body codes is the number of particles which can be computed per sec-
ond [9]. The AP3M code achieves ’ 8000 particles per second on a 250 Mhz EV5 Dec Alpha, or
’ 24000=s on an SX-4. Under Craft, the performance of the AP3M code drops by a factor of roughly
3, but thereafter scales well giving a performance of roughly 2500 particles=s=T3D processor. This
may be compared with the performance of a tree code of roughly 250 particles=s [9]. The message
passing P3M code [18] achieves a performance on the T3E of 8000 particles=s=processor. A 2 107
particle simulation, run for 2000 steps, completes in approximately 10 h on 128 processors of a T3E.
This code has recently completed two runs with 109 particles on 512 processors of a T3E with a
performance of 7800 particles=s=processor. The 500 step runs each took roughly 70 h. For compar-
ison, a 3:2 108 particle tree-code simulation | with isolated boundary conditions | run on 6800
processors of the Intel ASCII Red computer, achieved a performance of 370 particles=s=processor
[29], although the processor and network speeds on ASCI Red are both somewhat slower than on
the T3E. Table 1 shows the performance of particle-grid codes and a tree code on various parallel
computers and shows the scaling with processor number. It is evident from the table that ecient
use of parallel machines for the gravitational N -body problem requires that the number of processors
be reasonably well matched to particle number: a problem of a given size scales well only over
a relatively small range in logarithmic processor-number, particularly under heavy clustering. It is
also clear, however, that we may take advantage of the increasing number of processors in parallel
machines and maintain eciency per processor by tackling larger problems.
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Table 1
Speed and scaling with processor number of the AP3M-SPH hydrodynamic code ‘Hydra’ and of collisionless P3M, AP3M
and Tree codes
Code N  # processors
(Machine)
1 2 4 8 16 32 64 128 256 512
Hydra [30] 106:6 M 13 25 48 92 170 260
(Origin) 1 1.9 3.7 7.1 13 20
Hydra [29] 105:7 M 6 12 18 25 33 47
(T3D) 1 2 3 4.2 5.5 7.8
H 3 5 7 11 16 19
1 1.7 2.3 3.3 5.7 6.3
106:6 M 66
H 11
AP3M [29] 107:2 L 330
(T3D) M 68 84
1 1.2
P3M [31] 107:2 L 700 1290 2400
(T3E) 1 1.8 3.4
M 230 365 453
1 1.6 1.9
107:5 H 140
109 L 4000
M 2000
Tree [26] 106 M 6 10 14 26 40
(T3D) 1 1.7 2.7 4.3 6.7
105:8 H 6 10 14 18 23
1 1.7 2.3 3 3.8
Note: Speeds are expressed in units of thousands of particle-updates per second. In cases when the same problem has
been run on dierent numbers of processors the speed gain (or scaling) is indicated by numbers immediately below the
performance gures. N is the particle number and the letters in the column marked  indicate the degree of clustering for
the quoted performance: L-light (overdensities . 10), M-medium (overdensities 10{1000) and H-heavy (overdensities
& 1000).
8. Conclusions
Numerical simulation is the essential tool for exploring the non-linear evolution that connects the
small perturbations of the early universe and presently observed structures. In under two decades
the attainable resolution has increased by over 4 orders of magnitude. Whereas much of the increase
initially came from improved algorithms, the very large simulations that have been performed recently
would not have been possible without the resources aorded by massively parallel supercomputers,
both in terms of the overall memory available and for permitting simulations to complete in a
reasonable amount of wall-clock time. (It is worth noting that the N -body algorithms that have
been used on parallel machines are still essentially ports of serial algorithms that were developed
at least a decade ago.) The ease with which very large simulations may be performed comes with
a penalty in terms of the amount of data that must be handled. A signicant eort now goes into
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devising ecient methods for handling the data. From a scientic perspective, however, cosmological
simulations have now matured to the extent that we may model a range of scales where studies of
very many aspects of cosmic structure will begin to have detailed predictive power.
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