The design of stepped spillways is a multi-objective optimization problem in which the uncertainty of parameters plays a key role in the stepped spillways' design. A Fuzzy Transformation Method (FTM), as a first attempt, was employed to address the uncertainty through a multi-objective optimization of the stepped spillway. The proposed methodology comprises two parts. A numerical model is developed by FLOW3D ® and the Multi-Layer Perceptron artificial neural network (MLP-ANN) meta-model was trained and validated to substitute the numerical model. Then, the meta-model is coupled with a multi-objective optimization model to find the optimal design scenarios in each α-cut level. Finally, two multi-criteria decisionmaking (MCDM) models are applied to achieve the lower and upper bounds of optimum solutions. The application of proposed methodology in Jarreh dam, Iran, shows its capability in satisfying the objectives and also addressing the uncertainty in stepped spillways' design.
Introduction
Stepped spillways by their capability to decrease the cavitation probability and increase the kinetic energy dissipation are considered as the useful multi-purpose hydraulic structures. Their role becomes more intense when it comes to economic aspects of construction. This is mainly because of adapting the roller-compacted concrete (RCC) in the construction of stepped spillways and more importantly, decreasing the downstream erosion. The latter reduces the size of the stilling basin at downstream, which in turn reduces the construction costs (Frizell et al. 2012) . Considering the substantial goals in operation of stepped spillways, it is clear that a multi-objective optimization method should be utilized in their design to make a balance among all objectives simultaneously. On the other hand, the design of stepped spillway is subject to numerous uncertainties including the uncertainty in hydrological modeling (Shrestha et al. 2016) , length of spillway (Cheng et al. 2014) , and the conditions required for cavitation (Boes and Hager 2003; Frizell et al. 2012; Terrier 2016) . However, flood flow rate uncertainty is the most important one which can directly affect the type of flow in the stepped spillway (Simões et al. 2012) . Hence, the optimization of geometrical parameters requires a precise analysis of uncertainty in flood flow rate to understand how the spillway actually operate during different flow rates.
Despite the fact that the multi-objective optimization models provide a more comprehensive view on the design of stepped spillways, no attempt has been undertaken in this field. Also, the uncertainty analysis, as an integrated part of optimization problems, has never been explored. This issue obviously shows how significant it is to examine stepped spillway design by the multi-objective optimization models and assess the flood flow rate uncertainty in the design process to obtain a reliable and optimum design scenario before its implementation in real projects.
The high capability of stepped spillways in energy dissipation, decreasing cavitation risk, and significant cost savings has led researchers to consider their behaviour. Different models have been utilized over the time in the domain of experimental models (Boes and Hager 2003; Kavianpour and Masoumi 2008; Sarkardeh et al. 2015; Kramer and Chanson 2018) , numerical models (Rad and Teimouri 2010; Toro et al. 2016; Bayon et al. 2018 ) and artificial intelligence techniques (Musavi-Jahromi et al. 2008; Haddad et al. 2010; Roushangar et al. 2014; Sarkardeh et al. 2015; Parsaie et al. 2016; Roushangar et al. 2017 ). In the field of reservoirs stepped spillway, this study presents a multi-objective optimization model considering the fuzzy flood rate uncertainty to achieve the optimal design scenarios for the first time. It is also notable that due to the nonlinear relationship among numerical simulation model, optimization model, and hydraulic behaviour of flood flow over the stepped spillway, particular fuzzy method is capable to handle this issue. Hence, in this study, the Fuzzy Transformation Method (FTM) as an advanced fuzzy arithmetic method, which can effectively address the uncertainty issue in non-uniform and nonlinear systems was employed. Although the FTM has been widely utilized in sophisticate water management problems (e.g. Lu et al. 2010; Nikoo et al. 2013; Alizadeh et al. 2017) , its application in the multi-objective optimization of hydraulic structures like stepped spillway has never been applied to address the uncertainty problem.
To achieve the best design scenario for the geometrical parameters of the stepped spillway, the proposed methodology aims to maximize the energy dissipation and cavitation number and also minimize the concrete volume as the objectives of the optimization problem. The proposed methodology in this study consists of two main parts including i) simulation and training and ii) fuzzification and multicriteria decision support scheme. In other words, there are a multi-objective simulation-optimization model along with the multi-criteria decisionmaking (MCDM) model. Accordingly, In the first part, the 3D geometric model of the stepped spillway was created by RHINOCEROS ® software. After that, the FLOW-3D ® model was developed and calibrated to simulate the numerical flow over the stepped spillway. In the next step, the Multi-Layer Perceptron artificial neural network (MLP-ANN) meta-model was trained to substitute the numerical simulation model. This meta-model was validated by an input-output dataset resulted from the frequent run of the FLOW-3D ® model for various geometrical parameters of stepped spillway such as spillway's length and height as well as steps' number. Then, for the second part, the uncertainty analysis on flood flow rate over the stepped spillway was performed by FTM and the results were applied for coupling the validated MLP-ANN model and Non-dominated Sorting Genetic Algorithm II (NSGA-II) optimization model. This model considers the energy dissipation, cavitation number, and also the concrete volume as the objectives of the optimization problem and leads to optimal design scenarios of the stepped spillway. Finally, the optimal solutions were assessed based on the different compositions of allocated weights to the mentioned criteria (objectives). To achieve this goal, two multi-criteria decision-making algorithms were utilized namely the Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) and the Preference Ranking Organisation Method for Enrichment Evaluations (PROMETHEE). The proposed fuzzy multiobjective simulation-optimization model was applied to the Jarreh dam, which is located in Khuzestan province, the southern part of Iran. This research is presented in 5 sections. Following the methods in section 2, a brief explanation about the case study is provided in Section 3. Section 4 discusses the results and discussion, which is followed by the conclusions in section 5.
Methods
The proposed methodology consists of two main parts presented in Fig. 1 Part2: Fuzzification and multicriteria decision support scheme Fig. 1 The suggested methodology for fuzzy multi-objective optimization of the stepped spillway constraints were determined to specify the optimization framework. These objectives were maximizing energy dissipation and cavitation number along with the minimizing concrete volume.
In numerical simulation of the stepped spillway, as the second step, the 3D geometric model of the stepped spillway was created by the RHINOCEROS ® software. Then, the FLOW-3D ® model was selected to develop numerical flow simulation. It is noteworthy that to obtain a stable model in numerical simulation and reduce the error values, a sensitivity analysis was performed on the mesh size, type of turbulence flow, and the boundary conditions. Then, regarding the laboratory data of the Jarreh dam stepped spillway, the calibration and verification of the model were done for the water flow depth and velocity. The validated FLOW-3D ® model was run for different possible design scenarios of the stepped spillway, which are different in geometrical features such as spillway length and height, as well as the steps' number. This process provides an input-output dataset in which geometrical features were input data and the cavitation number and energy dissipation were the output data.
In the third step, to achieve a faster and more accurate model, with the ability to couple with the other optimization models, an MLP-ANN meta-model was utilized. For training and validating the MLP-ANN meta-model, the input-output database resulted from frequently run of FLOW-3D ® model was used. The fourth step is multi-objective optimization of the mentioned criteria in which the validated MLP-ANN meta-model was linked with the NSGA-II multi-objective simulation-optimization model to attain the optimal solutions (design scenarios) in reservoirs stepped spillway design. NSGA-II model should be run for each probable flood flow rate. Hence, for the fifth step, the uncertainty in flood flow rate as an important issue in the optimal design of stepped spillways is considered by FTM method. In this method, a probable range of flood flow was selected to assess its effect on the performance of stepped spillway and objective functions. Finally, the optimal solutions that are all the right answers for the optimization problem, were assessed by two multi-criteria decision-making models including TOPSIS and PROMETHEE. They analyse the design scenarios by assigning the selected weighting to the mentioned criteria. In the following sections, the different parts of the proposed methodology are explained in detail.
Numerical Flow Simulation
The three-dimensional stepped spillway's geometry is developed via RHINOCEROS ® software. Then, this framework is utilized by the FLOW-3D ® model to simulate the flow in the stepped spillway. The model was calibrated for water flow depth and velocity by the experimental model's data. It is worth mentioning that the experimental model was developed for various flood flow rates including 500, 1000, 1500, 2000 and 2300 m 3 /s and the values of water flow depth and velocity were measured in 5 points of 9 sections (totally, 5 × 9 = 45 points) (See Fig. S2 in electronic supplementary material (ESM)). But, in this study, the results of three flood flow rates including 1500, 2000 and 2300 m 3 /s were considered.
To develop a reliable numerical simulation, the sensitivity analysis was performed on meshing, boundary conditions, and type of flow turbulence model. In terms of mesh size analysis, meshing has been changed to achieve a regular network that is compatible with boundary layer conditions. Furthermore, boundary conditions were defined in one meshing block and FLOW-3D ® model was implemented for various possible conditions. By comparison of the numerical model's results with the laboratory data, the best boundary condition is determined. Regarding the flow turbulence model, three types including the k-ε model (Harlow and Nakayama 1968) , the Renormalized Group (RNG) k-ε model (Yakhot and Orszag 1986; Yakhot and Smith 1992) , and Large Eddy Simulation (LES) model (Deardorff 1970) were applied in FLOW-3D ® model. These models are different in the calculation of turbulence viscosity, the Prandtl number, and estimation of energy dissipation rate. For more detail about numerical modeling, refer to the ESM (Explanation S1).
MLP-ANN Meta-Model
The frequently run process by FLOW-3D ® model increases the runtime and needs the expert users. In addition, FLOW-3D ® is not a proper model to link with a multi-objective optimization model. In order to address these difficulties, an MLP-ANN meta-model is developed to substitute the numerical FLOW-3D ® simulation model. For more detail about MLP-ANN model, refer to the ESM (Explanation S2). The required dataset for training and validation of meta-model is achieved by the frequent run of calibrated FLOW-3D ® model for different design scenarios. These scenarios were different in geometrical parameters of the stepped spillway including the spillway length and height, along with the steps' number. These parameters were considered as the input of meta-model and the results of numerical simulations which were cavitation number and energy dissipation recorded as the output of the MLP-ANN model. The resulted input-output dataset is divided into 75% and 25% for training and validation of MLP-ANN meta-model, respectively. To find the best structure of the MLP-ANN meta-model, the neurons' number in hidden layer and also the type of transfer functions were analysed, that led to a threelayered neural network with 8 neurons in the hidden layer. Besides, in the well-framed feedforward meta-model, the Levenberg-Marquardt was selected as the training function. Furthermore, to evaluate the meta-model performance, the statistical error indices including Mean Squared Error (MSE), Sum of Squared Errors of prediction (SSE), Mean Absolute Relative Error (MARE), and Correlation Coefficient (R 2 ) were utilized.
Flood Flow Rate Uncertainty Analysis
The MLP-ANN meta-model was trained and validated based on the dataset resulted from three flood flow rates. However, in the real situation, there is a serious uncertainty in flood flow rate over the stepped spillway. To improve the applicability and consistency of the results with the real situation, the uncertainty analysis was performed by general FTM. Recently, fuzzy modelling approaches due to their good performances in nonlinear simulation, complicated optimization problems, and also in the case of limited data record have been drawn many attentions in water related topics and uncertainty analysis (Sadegh and Kerachian 2011; Nikoo et al. 2013) . Nonetheless, such approaches have never been so far applied to consider uncertainty in hydraulic structures' design like stepped spillways. In this study, to consider the variation of flood flow rate over the stepped spillway, a general FTM was utilized. FTM analyses the variation of all uncertain parameters in the model to assess their effects on the optimal solutions (Nikoo et al. 2013) . In this study, regarding the stepped spillway design, an optimization model with respect to the uncertainty of flood flow rate was developed. Therefore, the main idea was to consider the uncertainty in the optimization process, which means that the multi-objective optimization model was solved for each fuzzy set (or all the α-cuts) of flood flow rate. A fuzzy set is a set of elements in a space whose borders are not exactly clear. For each fuzzy set A, the element x is defined by the so-called membership function, which specifies the membership of each element in the set, or the position of the element in comparison to the most probable value, and can vary in the range of [0, 1] . The closer it is to 1 the more the element x is part of set A (Tsakiris and Spiliotis 2017; Revelli and Ridolfi 2002) . A simple fuzzy number for representing the flood flow rate over the stepped spillway is a fuzzy triangular number, in which the left-and the right-hand boundary of its strong cut is sufficient to define membership function (Tsakiris and Spiliotis 2017) . Hence, based on our experience, the left and the right-hand sides of the zero-cut were considered 1500 and 2300 m 3 /s, respectively. For more details, refer to the ESM (Explanation S3).
Multi-Objective Optimization Model
The validated MLP-ANN meta-model was coupled with NSGA-II multi-objective optimization model to achieve a solid framework for the design of stepped spillway. The frequently run of the meta-model coupled with optimization model will result in a set of optimal solutions or a trade-off curve (Pareto front) among the selected objectives of the optimization problem (Deb et al. 2000; Nikoo et al. 2014; Alizadeh et al. 2017) . The NSGA-II multi-objective optimization model is developed to maximize the energy dissipation and cavitation number, and also to minimize the concrete volume. Hence, the optimal design scenarios resulted from the optimization model have geometrical dimensions of the stepped spillway that satisfy these objectives. Equations. 1-11 describe the objective function and design constraints of the optimization model:
Minimize O 3 ¼ CV ð3Þ
Subject to
Where ΔE ¼ f i; i s ; w s ; h s ; P; w st ; Q ð Þ ð 4Þ
Where
Where CV ¼ f w s ; h s ; P; N ð Þ ð 6Þ
1500 ≤Q ≤2300 ð11Þ
CV

Concrete volume
Energy of spillway at downstream E 1
Energy of spillway at upstream h s
Steps' height N Number of steps P Spillway's height P 0
The local absolute pressure P v
The flow pressure Q Flood flow rate over the stepped spillway W dam Spillway's width w s
Steps 'width σ Cavitation number ρ Fluid density v Flow velocity that is calculated by FLOW-3D ® model
The energy dissipation, cavitation number, and concrete volume over the spillway are indicated in Eqs. 1-3, respectively. It is remarkable that the third objective, CVin Eq. 3 is calculated by a multi-variable linear regression model. Equations. 7-11 show the design constraints, upper bounds and lower bounds of the optimization problem. Considering the results of general FTM for flood flow rate in different α-cut levels, the developed optimization model is turned out to be a Fuzzy multi-objective optimization model.
Multi-Criteria Decision-Making Models
Choosing or ranking of alternatives in MCDM problems is not a simple matter, either economically, or mathematically. It means that there is usually no optimum solution, which can satisfy all criteria simultaneously. The multi-objective optimization models provide a set of right solutions for the optimization problem. To find an optimum solution among optimal design scenarios, decision-makers have to rank these solutions based on the desired weighting assigned to objectives. The weights of criteria were determined based on the expert opinion and using analytical hierarchy process (AHP). These weights that show the relative importance of each criterion in comparison to each other were used in both MCDM methods.
In this regard, two MCDM models named TOPSIS model (Hwang and Yoon 1981) and PROMETHEE (Mareschal et al. 1984) were utilized in this study. TOPSIS has a great capability to assess optimal solutions by focusing on the distance of alternatives from ideal and negative-ideal solutions (Srdjevic et al. 2004 ). The ideal and negative-ideal solutions are achieved by normalizing and weighing the options in a decision matrix. The relative distance from the ideal solution determines the best alternative. On the other hand, PROMETHEE model, with the non-manipulation of original data is a credible model (Zhang et al. 2009 ). Due to flexibility and simplicity, PROMETHEE is widely used in water resources management and planning issues (Zhang et al. 2009; Kuang et al. 2015; Sapkota et al. 2018) . The ranking of alternatives in PROMETHEE model is based on pairwise comparison of alternatives. The comparison is performed by six different types of preference functions in which the value of the preference scales is 1 and 0 corresponding to strong preference and no preference, respectively. More details and different applications of PROMETHEE are provided by Mareschal et al. 1984; Zhang et al. 2009; Nikoo et al. 2015; Khoramshokooh et al. 2018; Naserizade et al. 2018 . The basic principles of the PROMETHEE models are discussed in ESM (Explanation S4).
Case Study
The proposed methodology was tested for the stepped spillway of Jarreh Dam reservoir, which has three sections in different lengths and located over Zard River at 35 km northeast of Ramhormoz County, Khuzestan, Iran. To ensure the correct performance of stepped spillway during operation, the laboratory model of the stepped spillway is constructed by the Khuzestan Water and Power Authority (KWPA) on the scale of 1/50. In this model, the values of water flow depth (perpendicular to the surface) and velocity in 45 points of 9 cross sections (9 × 5 = 45) were measured for three different flow rates (1500, 2000 and 2300 m 3 /s) over the stepped spillway. The geometrical characteristics and validated data of this laboratory model were used for calibration and verification of FLOW-3D ® model. The schematic plan of Jarreh dam stepped spillway is presented in Fig. S2 . At each cross-section, five points were indicated, which are located in the different distance from the spillway crest.
Results and Discussion
In this section, the results of each step in proposed methodology are presented. First of all, the results of FLOW-3D ® model in terms of different turbulence models, type of material (roughness), and the mesh size are described. To avoid a lengthy explanation, only the results of section B (Fig. S2) were presented here.
To achieve the best structure of FLOW-3D ® model, the most substantial parameters including the mesh size, type of turbulence model, and roughness of boundaries were examined by sensitivity analysis. Thus, regarding the turbulence models, among the k-ɛ, RNG, and LES models, the last one showed the best consistency with the laboratory data. The values of MARE for the water depth and velocity were 8.84 (%) and 14.2 (%), respectively. The comparison of different turbulence models and laboratory data in terms of water flow depth and velocity is presented in Fig. S4 in the ESM. Considering the roughness of boundaries, the FLOW-3D ® model was implemented for various surface roughness including concrete, glass and also the model without roughness. As it is presented in Fig. S5 in the ESM, the roughness of glass with the least MARE values in the simulation of water flow depth and velocity was the best one.
As the last parameter in the sensitivity analysis, the meshing of FLOW-3D ® model was assessed to achieve a solid network that has a high compatibility with boundary conditions. The model was developed by different cell sizes and the best mesh size (60 × 60 × 30 cm) was selected considering the values of error (MARE) and also the model run time. Table S1 (in the ESM) summarizes the results of the sensitivity analysis on mesh size, type of turbulence model, and roughness of boundaries.
After calibration of FLOW-3D ® model by the experimental data, the MLP-ANN model was developed as a meta-model to address the difficulties of simulation by FLOW-3D ® model such as long runtime and weakness in linking to the optimization model. To provide a suitable dataset for MLP-ANN model, the calibrated FLOW-3D ® model was frequently run for the possible design scenarios of the stepped spillway, which were different in geometrical parameters such as spillway height and length as well as steps' number. FLOW-3D ® model was run for three flood flow rates (1500, 2000, and 2300 m 3 /s). The cavitation number was computed in all steps of the stepped spillway; however, the energy dissipation was considered in the first and last steps. It should be mentioned that the values of concrete volume in each design scenario were calculated by a linear multi-variable regression equation. Finally, 75% and 25% of the whole dataset was considered for training and validation of the meta-model, respectively. Fig. S6 shows the capability of developed meta-model in the simulation of cavitation number. As shown, the meta-model has an acceptable performance in the prediction of cavitation number with R 2 of 0.95 and 0.96 in the train and validation phases, respectively. In addition, the performance of the model in prediction of energy dissipation and also the assessment of meta-model performance in terms of different error indices (MSE, SSE, MARE, and R 2 ) are presented in Fig. S7 and Table S2 in the ESM.
An effective factor in the optimization of stepped spillway design is flood flow rate over the stepped spillway. The variation of flood flow rate as an uncertain parameter was assessed by general FTM. Hence, fuzzy membership functions for flood flow rate were defined. The lower and upper bounds of the flood flow rate were considered 1500 and 2300 m 3 /s, respectively. Then, four α-cut levels with the fuzzy interval of 0.33 were considered as fuzzy membership functions of flood flow rate. FTM provides a set of fuzzy points in each α-cut, which is demonstrated in Fig. S8 . Also, Table 1 presents the values of flood flow rate in each fuzzy degree. Based on general FTM, the one fuzzy parameter with four fuzzy degrees has resulted in ten fuzzy points, which make the probable states for variation of flood flow rate over the stepped spillway.
As Table 1 shows, the general FTM simulates the probable values of the uncertain parameter with a certain confidence level. The lower and upper bounds of the flood flow rate in different α-cut levels are the left and right side of fuzzy flood flow rate in Fig. S8 . The resulted flood flow rates were considered one by one in the fuzzy multi-objective optimization of stepped spillway design.
In the next step, considering three objectives for the design of stepped spillway including maximizing the cavitation number and energy dissipation, and also minimizing the concrete volume, the NSGA-II multi-objective optimization model was utilized to achieve the best design scenarios. To perform this purpose, the MLP-ANN meta-model was coupled with NSGA-II model while the population size and the number of generations were 50 and 100, respectively. The best structure of the optimization model was obtained by try and error analysis. To develop a fuzzy multi-objective optimization model, each α-cut level as a range of values, which has the confidence level of α percent, is considered as inputs data. It means the NSGA-II model was run for all probable flood flow rates resulted from general FTM, and finally, each run provides a set of optimal solutions that is the best match on the mentioned objectives. The trade-off curve resulted from NSGA-II for each flood flow rate consists of 18 Pareto optimal solutions, which the whole points are the right answer for the optimization Table 1 The fuzzy form of flood flow rate for different fuzzy degrees (l is the array number in each fuzzy degree) Fig. 2 . A general FTM is utilized to consider the uncertainty of flood flow rate over the stepped spillway. Accordingly, considering four α-cut levels with the fuzzy interval of 0.33, a set of ten fuzzy points is provided (Fig. S8 and Table 1 ). These ten fuzzy points make the probable states for variation of flood flow rate over the stepped spillway. The resulted flood flow rates were considered one by one in the multi-objective optimization process. It means that the NSGA-II multi-objective optimization model was run for each fuzzy point separately and each time this process gives a unique Pareto front. It should be noted that even if the fuzzy parameter is considered as the input, each optimization problem results in crisp values. The combination of all these optimal solutions in different α-cut levels produces the membership function of the objectives and design variables (Tsakiris and Spiliotis 2017) . Consequently, there will be ten Pareto fronts. Figure 2 only shows the Pareto front of the fuzzy multi-objective optimization model for α-cut level of 0.33 and for the flood flow rate of 1900 m 3 /s.
As stated earlier, the multi-objective optimization model provides a set of optimal solutions for each α-cut level. To choose an optimum alternative among all solutions on the trade-off curve, two different MCDM models including TOPSIS and PROMETHEE were utilized and the results were compared. The trade-off curves for all fuzzy points are certain and the MCDM methods in this study, rank alternatives on trade-off curves based on certain criteria. For example, PROMETHEE uses complete ranking (PROMETHEE-II) method based on pairwise comparison of alternatives on Pareto front space for maximizing the energy dissipation and cavitation number along with the minimizing the concrete volume. However, due to considering the uncertainty of flood flow rate in the optimization process, there is a fuzzy concept for the MCDM methods, which implicitly cover the uncertainty issue. Regarding the expert opinion and using analytical hierarchy process (AHP) the weight of objectives including cavitation number, energy dissipation and concrete volume were determined as 0.2, 0.3 and 0.5, respectively. Both methods determined the best alternative on each trade-off curve for four fuzzy α-cut levels. Consequently, the lower and upper bound values of geometrical parameters of the stepped spillway and also the objective functions of fuzzy multi-objective optimization model in different α-cut levels were achieved. Table 2 demonstrates the fuzzy range of involved objectives and corresponding variables by TOPSIS and PROMETHEE models.
According to Table 2 , TOPSIS and PROMETHEE models resulted in different (although they are close to each other) values in each α-cut level. Considering the results of TOPSIS model and α-cut of 0 as the biggest fuzzy interval, the value of cavitation number varies from 3.38 (as the lower bound) to 4 (as the lower bound). Accordingly, energy dissipation and concrete volume range between 2.9 to 3.71 and 3077.93 to 5782.82 m 3 , respectively. For more clarification, the fuzzy range of objective functions resulted from TOPSIS and PROMETHEE methods were compared in Fig. 3 . The variations of fuzzy objective functions in each α-cut level are indicated by the left and right sides.
Based on Fig. 3 , both TOPSIS and PROMETHEE show the same value for energy dissipation in α-cut levels of 0 and 0.33 and also almost the same value for the cavitation number in the α-cut level of 1. In addition, TOPSIS model has simulated only one value for lower and upper bounds of energy dissipation and also lower bound of concrete volume in all α-cut levels. Accordingly, PROMETHEE has simulated one value for lower bound of concrete volume in all α-cut levels. In terms of cavitation number, the PROMETHEE model resulted in higher values and in concrete volume leads to lower volume, which both are compatible with optimization goals. In general, TOPSIS shows better results in energy dissipation.
Summary and Conclusion
Regarding the design of hydraulic structure, it is notable that there are different models in the design of the hydraulic structures. Physical models are costly and time-consuming. Therefore, it is not possible to construct all possible scenarios to achieve the optimum structure. In comparison, numerical models, which are generally calibrated using the results of physical models, provide a suitable context to assess the effects of changing the design and state variables on the design process with an acceptable range of error. Nowadays, the machine learning models that can accurately determine the relationship between dependent and independent variables are considered as a valuable tool in the design of hydraulic structures. These models perform many functions to interpolate different design scenarios with much lower computational time and cost. In addition, machine learning models with low complexity are capable to couple with optimization models. Hence, in addition to physical and numerical models, it is suggested that the machine learning and optimization models should be developed in hydraulic structure designs. The results of such models can be verified through a complementary test or appropriate method, as presented in this study (Farhadi et al. 2016; Nikoo et al. 2017) . A fuzzy multi-objective optimization method was proposed to consider the uncertainty of parameters in the multi-objective design of stepped spillways in this study. Hence, FLOW-3D ® model was utilized to develop and calibrate the numerical model of the stepped spillway. Then, validated FLOW-3D ® model, by the obtained data from the constructed physical model, was frequently run to attain an input-output dataset for the training and validation of MLP-ANN as a meta-model. This meta-model showed an acceptable performance in the simulation of energy dissipation and also cavitation number with R 2 of 0.86 and 0.96 in the test phase, respectively. To assess the uncertainty of flood flow rate over the stepped spillway, the general FTM was applied, which resulted in different probable flood flow rates on four α-cut levels. These flood flow rates were then used in fuzzy multi-objective optimization model, which is developed by linking the MLP-ANN meta-model and NSGA-II optimization model. The optimal trade-off curve for each flood flow rate among the objectives of the optimization problem (maximizing the energy dissipation and cavitation number along with the minimizing the concrete volume) were obtained. Finally, to achieve the optimal solution on trade-off curves, two different MCDM methods including TOPSIS and PROMETHEE were utilized. The lower and upper bounds of geometrical parameters such as spillway's length and height as well as steps' number and also objective functions in each α-cut level were determined.
This study paves the way for consideration of uncertainty in optimal design of hydraulic structures and provides a suitable framework for fuzzy multi-objective optimization of stepped spillways. This study can be applied for the complete reservoir's spillway system including the gate, chute, ski jump and stilling basin in which the simultaneous hydraulic and structural optimization may lead to the best design scenario, which considers the most substantial issues such as erosion depth, energy dissipation, construction cost, and structural details. In addition, this study can be expanded through fuzzy multicriteria outranking method to assess the effects of uncertainty in decision-making process (Spiliotis and Tsakiris 2010; Spiliotis and Skoulikaris 2018; Kazakis et al. 2018) .
