Abstract. We present a bosonic description of excitons created by means of resonant optical pumping in a quantum well in the presence of a weak disorder potential. The excitonic collective state is a Glauber coherent state, closely related to that of photons but substantially different from that of few-level models. The theory, applying to the low-density regime, is used to explain various transient linear optical experiments involving resonantly excited excitons in GaAs quantum wells. In particular, we consider coherent control of the exciton density and spin, resonant Rayleigh scattering and scattering coherent control. Our quantum mechanical approach for light emission shows that excitonic secondary emission has a coherent component, in agreement with experiments.
Introduction
The coherent response of GaAs quantum wells (QW) to ultrafast laser pulses has been the object of intense research in the last decade. More recently, the use of resonant, low-intensity subpicosecond pulses, at low temperatures, has provided a wealth of information on the exciton linear response [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . In these 'linear' experiments , coherence is revealed by some interference phenomena which, broadly speaking, can be classified into three groups:
(i) Temporal coherent control. This refers to the case where a single excitonic resonance is driven by two identical laser pulses [2, 5, 6, 8] whose mutual delay, τ , can be controlled with atosecond precision. The main feature of coherent control is that some property of the system (e.g. the exciton density [2] or optical orientation [5] ) is an oscillating function of τ . The amplitude of the oscillations goes to zero in a timescale referred to as T 2 
. (ii) Resonant Rayleigh scattering (RRS). A QW excited
by a laser pulse with in-plane momentum k || emits coherent light [1, 3, 7, 8, [10] [11] [12] in non-phase-matched § Present address: Physics Department, University of California at San Diego, 9500 Gilman Drive, La Jolla, CA 92093, USA.
The term 'linear' refers to experiments for which the dominant features of the interference originate from linear response and the exciton density is low.
directions q || = k || . This is due to disorder, which breaks the translational invariance along the QW plane, producing elastic scattering events which preserve the phase coherence. (iii) Light-heavy hole exciton (lx-hx) beats ¶. These take place whenever the pulses overlap in energy with both the lx-and hx-states. Beats are observed, for instance, in the time resolved intensity of the RRS [1, 3, 7, 8, 11, 12] or in time resolved reflectivity [2, 3] . It must be noted that (i), (ii) and (iii) can all be observed simultaneously in the same experiment [8, 9] .
Interferences do take place, but what is interfering? There are two apparently different possibilities: (i) interferences involving the induced electric dipole and (ii) quantum interferences of the exciton wavefunction. Each possibility is related to a different kind of theoretical picture. The first one relies on the classical picture in which an electric dipole linearly proportional to the exciting electric field of the laser is induced in the QW, considered as a dielectric [13, 14] . The induced macroscopic dipole emits radiation that decays in a typical time T 2 (usually much shorter than the radiative decay time T 1 ). The second possibility brings us to a microscopic picture in which the laser creates a quantum coherent superposition state of excitons that decays in the time T 2 .
One of the goals of this paper is to provide an unambiguous description of excitonic coherence. With this in mind, we claim that excitonic coherence, as revealed by linear experiments, is a many-noninteracting-exciton phenomenon, exactly as optical coherence is a many-(noninteracting-) photon phenomenon [15] . In analogy with Glauber theory of photonic coherence, we present a description of excitonic coherence, in the presence of a weak disorder potential, in terms of a quantum field theory of excitons. It must be emphasized that our theory unifies the electromagnetic and quantum pictures mentioned earlier. In the limit of a high number of quanta, and under certain conditions, quantum fields behave classically, in the sense that their mean values are much larger than the fluctuations. In that situation electromagnetic (classical) interferences dominate. In the opposite limit (low number of quanta) the quantum behaviour becomes the norm.
Disorder plays a central role in the experiments and, in particular, in time-resolved Rayleigh scattering [1, 3, 4, [8] [9] [10] [11] [12] . Here, the decay of the macroscopic dipole [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] correlates with the finite exciton linewidth [13, 16] , which is partially due to the disorder. Our microscopic description is based on a second quantized Hamiltonian of noninteracting bosonic excitons in a weak disorder potential. The same Hamiltonian has been used in other papers of this field [17, 18] .
Our main result is an expression for the exact collective wavefunction of the QW excitons created by arbitrary laser pulses in an arbitrary weak disorder potential in the lowdensity regime. This wavefunction is identical to Glauber's coherent state, as in the disorder free case [18] . This provides an unambiguous description of excitonic coherence, similar to that of Glauber theory [15] . While our solution assumes the knowledge of the single exciton wavefunction in the disorder potential, which is difficult to obtain, much can be learned without even solving the actual problem.
The structure of this paper is as follows. Section 2 begins with the motivation of the model of noninteracting bosonic excitons in a weak disorder potential. We present the Hamiltonian and give a definition of exciton coherence. Afterwards we obtain the exact exciton wavefunction when the QW is driven by a laser pulse both with and without disorder. At the end of section 2, we propose an analytical ansatz for the solution of the single exciton in a disorder potential, which is used in the following sections to obtain analytical results. In section 3 we discuss coherent control of the exciton density [2, 5, 8] in a single QW. Although most of the experiments have been performed in a multi-QW, the effect of inter-well coupling is not important [6] and will be ignored in this paper.
In section 4 we address recent Rayleigh scattering experiments [1, 3, 7, 8, [10] [11] [12] , by considering a quantum theory of light emission from coherent excitons. We show that RRS has a coherent component that displays lx-hx beats. In section 5 we analyse coherent control experiments on optical orientation [5] in which the exciton spin degree of freedom is the parameter of interest and in section 6 we study the experiments on coherent control of the Rayleigh signal [8, 9] . Section 7 is devoted to the question of dephasing and a detailed analysis of the experimental results. The main conclusions are given in section 8.
The bosonic model

Justification of the model
In this section, we describe excitons as noninteracting bosons in a disorder potential. It is important to emphasize that, even if we are interested only in the linear response, the complete description of the excited QW involves manyexciton wavefunctions. As recently discussed by Victor et al [19] , the linear excitonic susceptibility is correctly calculated by removing from the Hilbert space all the states with more than one exciton. Hereafter we refer to this approximation as the 'one-exciton' approach. It must be noted that the number of excitons in an excited QW is much higher than unity even under low-excitation conditions. For instance, a pulsed laser with an average power of 1 µW and a repetition rate of 100 MHz creates ∼1000 excitons/pulse in a GaAs QW of width 10 nm. Therefore, the proper physical description of a QW requires the use of many-exciton states to obtain both the correct linear susceptibility, χ (1) , and the exciton number, in contrast with the 'one-exciton' approach, in which only the former is correctly given.
We can consider excitons as bosons as long as their overlap is very small. A measure of the overlap is given by na 2 where n is the exciton density and a is the exciton Bohr radius. Both the interaction between excitons and deviations of excitonic operators from pure bosonic behaviour increase with increasing na 2 [20, 21] . In the experiments of interest, the estimated densities are below 10 10 cm −2 , so na
(in [8, 9] the density is <10 7 cm −2 or na 2 < 10 −4 ). We also note that, in order to minimize the generation of free electronhole pairs, the measurements use resonant excitation and low temperatures (<20 K). Thus, it is safe to consider a truncated Hilbert space limited to the sector of 1s excitons [22] .
Another approximation of our model is that we assume a weak disorder potential, i.e. one that couples to the exciton centre of mass but does not perturb the component of the wavefunction associated with the relative coordinate [23] . This condition requires that (i) the localization length associated to the disorder potential be much bigger than a and (ii) that the disorder potential be much weaker than the exciton binding energy. The experimental linewidth of the exciton peak is <1 meV in the samples that have been studied. Since the width gives an upper limit to the strength of the disorder, it is clear that (ii) is well obeyed.
Following these considerations, our Hamiltonian is that of a gas of noninteracting two-dimensional bosons, in the presence of a static potential, and coupled to the electromagnetic field [17, 18] :
The free-exciton, kinetic energy term iŝ
where A † k||,α,M creates a QW 1s exciton with in-plane centre of mass momentum k || , third component of the angular momentum M and valence band index α = L, H . We only consider optically active M = ±1 and heavy-hole (α = H ) or light-hole (α = L) excitons in the lowest QW state. The single exciton energy is given byhω
, where E g α is the semiconductor gap and α is the exciton binding energy. The weak disorder potentialÛ is given bŷ
This term describes elastic scattering of excitons [17, 18] . Note thatÛ does not mix lx and hx (3). The energy of the free electromagnetic field is given in terms of photon
where k = (k || , k z ) is the three-dimensional photon wavevector and λ is the polarization index. Finally, the lightmatter interaction is given bŷ
where the electric field operator iŝ
where (k),λ is the polarization vector [24] and V is the volume of the three-dimensional box in which the modes of the field are defined. The polarization field, i.e. the electric dipole densityP (ρ, z) † vanishes outside the QW. If we neglect the spatial dependence along z, we have inside the QŴ
whereP
G α,M is the electric dipole matrix element [16] , V QW is the QW volume and u ±1 are unitary vectors associated with the left and right circular polarizations. In the rotating wave approximation, the matter-light coupling can be written aŝ
k||,kz,λ + c.c.).
We treat the laser field as a classical object [13, 14, 16-19, 23, 25] . This means that, when we consider the interaction between the laser and the excitons, the electric field operator is replaced by the classical modes E k,λ . This approximation is justified because the laser modes are coherent and macroscopically occupied [24] . Here we make the additional simplifying assumption that considers a laser † We refer toP (ρ, z) as the 'electric dipole' instead of the more standard 'polarization' or the longer 'electric-dipole density'. In this paper, 'polarization' is always used to refer to the vector character of the electromagnetic field.
beam that is perpendicular to the QW so that the only term that remains in the sum is k || = 0 || . With this, the light-matter coupling term becomeŝ
where E 0||,kz,λ (t) is now a c-number.
In contrast with the above description, to study light emission from the QW the light modes of arbitrary k will be treated using quantum mechanics because their occupation can be very small. These modes are initially empty but become occupied due to the recombination of the QW excitons [26] . For the emission process, we will show that the light is coherent, in the sense defined by Glauber [15, 26] .
Exciton coherence
We give now a phenomenological definition of exciton coherence. In our discussion, an excitonic mode is referred to as coherent whenever
Here is the expectation value evaluated either using the quantum state or the density matrix that describes the system. This definition has an immediate consequence: the expectation value of the electric dipole operator is nonzero as long as the state of the system is coherent. This situation is identical to the case of photons [15, [27] [28] [29] and it is similar to that of a Bose condensate for which the expectation value of the operator that creates a particle is nonzero [26, 30] .
In the following, we calculate the dynamics of coherent excitons created with a resonant subpicosecond laser. We will ignore the interaction between excitons and other excitations of the solid, say, phonons, so that we can describe the excitons in terms of a wavefunction instead of a density matrix. We will show that the exact exciton state is a Glauber state, also known as the coherent state. Such a state satisfies the criterion for coherence (11) . To avoid confusion, we will refer to (11) as coherence 'in the broad sense'.
Exact solution of the model without disorder
We first solve the model (1) in the caseÛ = 0, i.e. for a perfect QW without disorder [18] . We do this because we want to compare the case with and without disorder and also to discuss the effect of disorder on the linear transient behaviour of the QW. To calculate the collective state of the excitons created by the laser, we neglect the quantum fluctuations of the electromagnetic field and assume that E(t) is a prescribed function. As mentioned earlier, we will abandon this approximation to calculate the light emitted by the excitons. ForÛ = 0, we have a perfect crystal driven by an external field.
Here, the presence of the factor V QW should be emphasized, for it is the factor that prevents us from applying perturbative approaches to calculate the wavefunction.Ĥ P C describes a set of independent harmonic oscillators (the excitonic modes) that are driven linearly by a classical field. This problem can be solved exactly. Assuming that at t = −∞ all the excitonic modes are empty [31] and the result is [18] 
where
The important features of the exact solution (13) (14) ).
Below, we show that these three features remain basically the same when we include disorder, breaking the translational invariance. We now calculate the mean value of the exciton density and the induced electric dipole, which are quantities determined in the experiments. The expectation value of the occupation of the excitonic mode (0 || , α, M) in the state (13) can be straightforwardly calculated. It is given by (15) while the total exciton density is α,M |K 0||,α,M (t)| 2 . With this, the 0 || component of the laser-induced excitonic electric dipole density (the polarization) is (16) which is linearly proportional to E M,0|| (t). Due to the translational invariance along the QW plane, the expectation value of the other components vanishes. For an arbitrary propagation direction of the light, k L|| , it can be shown that P + M,kL|| is the only nonzero component. The linear dependence of the induced electric dipole on the laser electric field is an exact property of both (1) and (12) as opposed to a result of the linear response approximation. If we performed such an approximation, we would obtain again the same result for the electric dipole, but different results for the exciton density or the quantum state of the system. It should be pointed out that (13) fulfills the coherence criteria of equation (11) . A final point is the fact that the total induced dipole P (r) dV scales with V QW . It follows that the emitted intensity is superradiant [32] since it is proportional to V 2 QW .
Exact solution including disorder
As we include the static disorder potential, we will find that most of the features of the disorder-free case remain the same. The main difference is that light with k || = 0 || can now induce a nonzero expectation value of the dipole in nonphase-matched directions k || = 0 || .
In the case of the QW with disorder, the single-exciton eigenstates satisfy
+V α ( ρ)) is the Hamiltonian for the centre of mass of the α-exciton interacting with the disorder potential
The operator that creates an exciton at ρ of type α and with third component of the angular momentum M can be obtained in both the plane-wave basis of the perfect crystal and the disorder basis:
This leads to the following relationship between the old and the new operators:
While, generally, an expression for these coefficients can only be obtained using numerical methods, we will later use an analytical approximation that gives good agreement with most experimental findings. The excitonic part of the Hamiltonian, including disorder, can be written in terms of the new operators B † ξ,α,M in the diagonal form
wherehω ξ,α =hω α +h ξ,α ,hω α is the centre of the lx or hx resonance andh ξ,α = e α,ξ is the distribution width. In a GaAs QW, the energieshω α are ∼1.5 eV and, in good samples, ξ,α is distributed around zero with a width less than 1 meV. The electric dipole operators can be written in terms of the new operators aŝ
Inserting (22) in (10), we obtain
(23) Notice that the classical electromagnetic field is again coupled linearly to the excitonic modes, so that the sum of (21) and (23) reduces again to a problem of driven harmonic oscillators. The main difference from the perfect crystal is that E 0||,M now couples to all the modes B † ξ,α,M . Repeating the same steps as for the case without disorder, we obtain the exact collective wavefunction of the system and the expectation value of both the density and the induced electric dipole moment. Thus, assuming that for t = −∞ all the modes are empty, the driven state at t > −∞ is
As for the perfect crystal, this is a multi-mode Glauber coherent state with very similar properties to (13) . All the considerations made for the case without disorder apply to (24) . In particular, the excitonic modes that coupled to the laser field are coherent in the sense of equation (11).
We now calculate the expectation value of the exciton density and the induced electric dipole. The former is given by
where dξ dωξ is the density of states, whereas the q || Fourier component of the induced electric dipole is (27) in agreement with the 'one-exciton' approach [25] . The slowly varying amplitude of the induced electric-dipole moment is denoted by
αMq|| . The most important feature of (27) , compared to (16) , is the fact that a laser with in-plane momentum k || = 0 || induces dipoles in arbitrary directions q || = 0 || . This fact, due to the disorder potential, accounts for RRS observations in directions different from that of the laser [1, 3, 7, 9, 10] .
Using (20) , the closure relation for the basis defined by the solutions of (17) and
we find that (27) can be written as
(29) In conclusion, the Glauber state picture of excitonic coherence in the linear regime [18] is also valid in the presence of a weak disorder potential. Disorder has two main consequences. First, each Fourier component of the laser field couples to many excitonic modes. Second, a laser field with well defined k || induces electric dipoles with arbitrary Fourier component q || = k || .
Analytical ansatz for c ξ,α,M (q || )
In the previous subsection, we derived exact general results concerning a gas of coherent excitons in a weak arbitrary disorder potential. Quantitatively, these results depend on the coefficients c ξ,α,M (q || ), which can be obtained, in most cases, using numerical methods for diagonalizing the Hamiltonian. Another possibility is to perform averages over disorder configurations [25] . This is justified for experiments where the light emitted from different points of the sample is averaged over a wide angle [25] . After an average over configurations, disorder is described by a finite number of parameters (two in [25] ). In order to obtain analytical expressions, we use a phenomenologically simpler, singleparameter ansatz, which agrees with many (although not all) experimental facts. It must be emphasized that the main qualitative results of our work are independent of the particular ansatz, which is only used to obtain analytically tractable results. More careful treatments of the problem of a single exciton in a weak disorder potential can be found in the literature [25, 33] .
Any physically correct ansatz must obey the closure relation
Data from continuous-wave spectroscopy can be used to obtain information on dξ dωξ
In particular, optical absorption relates to the density of excitons created by a monochromatic laser of frequency and helicity M. Considering (26), we have that
Experimentally, one finds that A M ( ) can be approximated by a Lorentzian [8] . This suggests the ansatz
where α is the disorder-induced broadening of the α exciton. If we put back (32) in (31) we obtain the Lorentzian form
where we took |c ξ,α,M (k || )| 2 as an independent function of k || . Finally, we need to know c * ξ,α,M (0 || )c ξ,α,M (q) to compute (27) . In the spirit of (32) we take
for the phase difference. As for |c ξ,α,M (k || )| 2 , we assume that the phase does not depend on k || except for the trivial case q || = 0 || and δ = 0. Accordingly, within our ansatz,
is the same for all q || = 0 || but the phase-matched direction 0 || . Finally, we note that equation (35) is consistent with the orthogonality relation:
Coherent control of the exciton density
In this section, we give a microscopical description of the experiments on coherent control of the exciton density in GaAs QW reported in [2, 5, 6, 8] . In these experiments, samples at temperatures below 10 K were excited by a sequence of two identical phase-locked pulses. In Heberle et al [2] and Baumberg et al [6] , the reflectivity change ( R), proportional to the density of photoexcited excitons [21] , was measured as a function of τ . Marie et al [5] and Wörner and Shah [8] determined the exciton density from time-integrated luminescence data. In all these cases, the exciton density after excitation with two identical pulses can be fitted to the oscillatory form
where n 1 is the density created by a single pulse and ω is the exciton frequency. B(τ ), the amplitude of the oscillations, is smaller than unity and tends to zero for τ T 2 .
Single mode
We begin our analysis with the case where a single heavyhole exciton mode of frequency ω = E HH /h, M = +1 and coupling constant G is excited by the laser pulses [18] . This corresponds to the case of a perfect QW for which the hx-lx splitting is much bigger than the spectral width of the laser. We take the laser field as a circularly polarized plane wave,
T is the pulse duration, τ the delay and the frequency of the spectral maximum of the laser. Following (15) , the exciton density resulting from excitation by a single Gaussian pulse is [18] 
while the density due to two pulses for t T + τ is
whereF (ω) is the Fourier transform of the single-pulse electric field. It should be noted that, in order to obtain (40) , it is a good approximation to replace the upper limit of integration in (14) by ∞. Equation (40) ignores effects due to dephasing. Because of this, the two pulses continue to interfere for arbitrary long τ , i.e. B(τ ) = 1 as opposed to B(τ ) → 0 for τ → ∞. The inelastic scattering contribution to dephasing is considered in section 7. Elastic scattering leading to coupling of light to a continuum of exciton modes is studied below.
Many modes
In a disordered QW, the laser excites a continuum of exciton modes. Using (26) and considering only the M = +1 hxexciton, we obtain the multimode counterpart to (40)
where n 1 (ω) is given by (39) . This expression gives the photoexcited density as a sum over a distribution of modes. Since different modes have slightly different energies, their contributions cancel out as τ → ∞. We note that this result is independent of the particular form of the energy distribution function. Now we use our ansatz (32) to compute (41) for the case where the central frequency of the laser pulse, , is in resonance with the centre of the hx-distribution, ω H . In this case, we have
The amplitude of the oscillations is
where n 1 is the density of excitons created by a single Gaussian pulse for a Lorentzian distribution of excitons. These results are plotted in figure 1 . We see that, in contrast with the single-mode case, the amplitude B(τ ) decreases as τ increases, in agreement with the experimental findings [2, 5, 6, 8] . The initial rise of B(τ ) observed in multi-QW samples [6] has been attributed to inter-well coupling, a problem that is not discussed in this paper. The decay of the coherence is discussed further in section 7.
Resonant Rayleigh scattering
Experimentally, a QW excited by a laser pulse with inplane momentum k L|| emits light in all directions. Light emitted in non-phase-matched directions (q || = k L|| ) is referred to as secondary emission. For secondary emission to occur, excitons must undergo in-plane momentum scattering. Examples include inelastic scattering with phonons and other excitons [34] and elastic scattering involving interface roughness and impurities. A remarkable experimental fact is that the secondary emission contains a coherent contribution [4, 7, 10, 11] , in addition to incoherent photoluminescence [1] . Coherent secondary emission is also known as resonant Rayleigh scattering. This section is devoted to the understanding of RRS in the framework of our theory of coherent excitons as introduced in section 2.
To this end, it is convenient to divide the main experimental observations into those that do not depend on the detection setup and those that do. Our model is intended to address the former case for which the primary findings are the following.
(i) The RRS intensity is linearly proportional to the intensity of the exciting laser [3, 7, 35] . (ii) RRS is coherent, i.e. it produces speckles [10] and its phase is correlated to that of the exciting laser [4, 7, 8, 11] . (iii) When both lx-and hx-excitons are created, the time dependence of the RRS intensity exhibits beatings of frequency ω L − ω H , the amplitude of which decays in ∼10 ps [1, 3, 7-9, 11, 12] . (iv) The RRS intensity has a finite rise time [1, 3, [7] [8] [9] .
For short times and very low densities, the intensity is quadratic in time [3, 12] . (v) The RRS intensity decays for long times.
The understanding of geometry-dependent observations requires an analysis of the problem of a single exciton in a disorder potential that is more elaborate than our simple analytical ansatz. An example of detection-dependent observables is the behaviour of the scattering at long times for which [8, 9] and [3] report, respectively, an exponential and a power-law decay. We also note that, for a given sample, the single-speckle dynamics usually differs from the dynamics inferred from an average over the speckles [11] , and that the results of single-speckle measurements depend on both the detection angle and the particular part of the sample that is excited [12, 36] . Moreover, samples with different disorder present differences in the single-speckle dynamics [10, 11] . Thus, RRS, i.e. light emitted by excitons that have not undergone any inelastic scattering process, is a tool to study the mesoscopic behaviour of excitons.
Quantum theory of RRS
In this part, we calculate using quantum mechanics the electromagnetic field emitted by the resonantly created excitons we studied in section 2. The primary reason we treat the non-phase-matched modes in quantum terms is that the expectation value of the occupation of these modes can be very low, so that a classical approximation cannot be justified a priori. As we will see, however, the secondary emission is coherent in the sense of Glauber so that a classical description applies as well [15] .
From (1), the dynamics of the photon operator, b k,M , is defined by the Heisenberg equation
the solution of which is given by
where |k| ≡ k
The term b k||,kz ,λ (t = 0) reflecting fluctuations of the photon vacuum can be safely neglected in our case [27] . It is important to realize that, in the experiments, both the electric field amplitude and the scattered intensity are obtained by averaging over a large number of pulses. This average corresponds to the quantum expectation value of the electric field or the intensity operator. If we introduce (45) in the expression of the electric field (6) and calculate the average, we obtain
This expression shows that whenever the induced electric dipole has a nonzero expectation value, so does the field associated with secondary emission, i.e. the secondary emission contains a coherent part. This is the case of a QW with disorder where a pulse with in-plane momentum k L|| creates an electric dipole whose Fourier components depend linearly on the electric field of the laser; see (27) . Hence, our theory predicts that the emitted field in the presence of disorder has a well defined phase relation with the electric field of the laser pulse. This agrees with both the interferometry-based [4, 7, 8, 11] and the speckle [10] experiments. A more complete characterization of the photon state is given in appendix A, where we show that the photon state associated with RRS is a Glauber coherent state.
In most experiments, the parameter of interest is the intensity of the electromagnetic field [1, 3, 5, 9, 10]. Within our formalism, and for a given polarization M, the intensity is given by [24, 27] 
Combining the exact equations (27) , (46) and (47), we find that the intensity of the secondary light emitted is proportional to the intensity of the exciting laser field, which agrees with the experiments.
Given M, the intensity of the coherent emission is [27]
while the intensity of the incoherent part is r, t) . In appendix B, we show that (46) can be approximated by
in cases where the polarization is weakly dependent on q || . This applies to our ansätze (32) and (35) . Therefore, the intensity of the coherent emission is
It is easy to see that the RRS intensity, I
coh M (r, t) , is also linearly proportional to the intensity of the exciting laser.
Time dependence: finite rise time
We now calculate the early-time behaviour of the RRS. First, we show why the scattering has a finite rise time on the basis of the exact result (27) and assuming that the laser pulse can be represented by E(t) = E 0 λ δ(t). In the calculations, we use the Gaussian pulse of (38); see appendix C. For a δ-pulse, (29) becomes
Recall that P (+) q||,α,M (t = 0) ∝ δ kL||,q|| . This establishes a clear difference between the phase-matched (k L|| = q || ) and non-phase-matched (k L|| = q || ) directions since, initially, the phase-matched component of the induced electric dipole is the only one for which the expectation value does not vanish. The short-time behaviour of (51) can be derived from an expansion giving
which shows that the amplitude of the induced dipole in arbitrary directions grows linearly with time. Combining (27) , (50) and (52) we obtain the intensity at short times
(here, we omit the beating term, which also gives a quadratic rise). This result, a consequence of the unitary evolution of the excitons in the disorder potential, is in agreement with the RRS results of Haacke et al [3] . The quadratic rise has also been observed by other authors using different methods [17, 18, 23] . If the excitons undergo inelastic as well as elastic scattering, we expect the secondary emission to have an additional incoherent component, whose rise will not necessarily be quadratic. This is consistent with the experimental observation of a crossover to a linear rise at higher densities [3] .
Time dependence: arbitrary times and lx-hx beats
We now show that I coh M displays beats whenever both lx and hx are coherently excited. For simplicity, we assume that the exciting laser field has a well defined circular polarization, i.e. M is fixed. The intensity measured by a broadband detector can be written as
where we have used equations (27) and (49) . The first two terms reflect the intensity of the coherent RRS due to, respectively, lx and hx. The third term exhibits interferences that translate into beating between the lx-and hx-field. We note that our many-exciton approach differs significantly from the often-used picture of quantum beating of a threelevel system [37] . The following arguments clarify this important point.
(i) The amplitude of the beats is nonzero as long as the mean electric dipole associated with both lx and hx and, by virtue of (46), the amplitude of the RRS field, is nonzero. In most papers where beats have been reported, the oscillations disappear in a time comparable to the inverse of the broadening (the decay time of the induced dipole). To the best of our knowledge, the only report of a direct measurement of both the intensity and the amplitude of the RRS is that by Wörner and Shah [8] , who find that the amplitude of the field and that of the beats disappear nearly at the same time, in agreement with our model. (ii) In general, there is no quantum entanglement between lx and hx. The exact solution of the problem, equation (24) , is a product of lx-and hx-wavefunctions. Therefore, the state of the system cannot be described by an ensemble of excitons, each one in a linear superposition of lx-and hx-states. This statement does not apply to quantum dots or to the case considered in section 7 where a single exciton is present in the sample.
Up to this point, we have not made use of our analytical ansatz. To obtain an expression for RRS at arbitrary times, we insert our ansätze (32) and (35) in equation (27) . For q || = 0 || , the induced dipole is independent of q ||
whereẼ(ω α + α , t) is defined in (25) . When one probes individual speckles (small angular acceptance), RRS depends on both the emission direction and the region excited in the sample. As discussed earlier, our ansatz is not valid in such cases. On the other hand, our model can be applied to RRS measurements performed with large angular acceptance, which provide averaged information [25] . Using and (25), we have
For δ-pulses E(t) = M E 0 δ(t) u M we trivially obtain
It is apparent that, in this expression, α plays the role of the decay rate. For short times, the induced dipole in the non-phase-matched direction grows linearly with t, leading to a quadratic rise in the RRS intensity. The maximum of the intensity (for either lx or hx) is T αR = 1/ α , which is twice the decay time.
Results for Gaussian pulses are shown in figure 2 . In all cases, the laser is spectrally peaked 6 meV below the hxresonance. In figure 2(a) , the RRS intensity is shown for two values of the laser pulse-width, T . Note that the amplitude of the beats diminishes with increasing width as the population of lx becomes smaller. As shown by the comparison between figures 2(a) and (b), the effect of increasing the decay of the lx-exciton is to accelerate both the rise and the decay of the beat amplitude. Finally, figure 2(c) uses the same parameters as in figure 2(b) except for the lx-hx splitting D, which, being smaller, gives a larger beating period.
It should be noted that the expectation value of A q||,α,M , evaluated with the state (24) and using the ansätze (32) and (35), decays as a function of time. This is in contrast with the behaviour of the expectation value of the operators B ξ,α,M which oscillate but do not decay. As discussed in section 7, the decay of the plane-wave operators can be understood as the result of destructive interference between coherent disorder modes. The decay of the total electric dipole has also been obtained in the so-called classical model, where the exciton is treated as a particle with infinite mass [17] . We conclude this section by emphasizing that, other than for (55), (57) and (58), our results are independent of the model used to describe the disorder.
Coherent control of the exciton spin
This section focuses on the GaAs QW measurements of Marie et al [5] involving coherent control of the exciton spin. Their setup relies on two mode-locked 1.4 ps laser pulses that are oppositely polarized, delayed by τ , and both resonant with the hx-state. What is measured is the polarization state of the secondary emission. The experiments use two configurations. In one case, they excite with circularly polarized (+, −) pulses and detect the degree of linear polarization of the secondary radiation
whereas, in the other, they excite with linearly polarized (x, y) pulses and probe the degree of circular polarization
In either case, Marie et al [5] find that the relevant parameter is an oscillating function of ω H τ . Moreover, the amplitude of the oscillations decays exponentially, as a function of τ , in ∼6 ps. This time is of the order of typical decay times of the induced electric dipole. These results raise the question as to whether or not the secondary emission can be ascribed to (coherent) RRS. In what follows, we prove that the fact that P l and P c can be coherently controlled necessarily implies that the secondary emission contains a coherent component. Thus, the work of Marie et al can be added to the list of experiments that reveal partial coherence of the secondary emission as in recent interferometric work [4, 7, 8, 11] and the analysis of speckle statistics [10] . Another important experimental finding of Marie et al is that, for a fixed value of τ , both P l and P c decay as a function of the detection time at, respectively, rates T s1 = T s2 , which are also different from T 2 . This means that exciton coherence and spin coherence are different phenomena [38] and also that the relaxation mechanisms [39] are independent of the way in which spin polarizations are created (e.g. with one or two pulses). As shown below, our theory of coherent excitons in a weak disorder potential explains these experimental facts.
Circular excitation, linear detection
In this subsection we consider in detail the experiment in which the QW is excited by two circularly polarized pulses and the linearly polarized component of the secondary emission, I X (t) and I Y (t) , are recorded. Our main result below is that the linear polarization of the coherent part is the only component that can be coherently controlled. The case of linear excitation and circular detection is practically identical; the corresponding results are summarized in the next section.
Using (47), and splitting the electric field into coherent ( E ) and incoherent (δE) components we write
Focusing on the incoherent part, we use (49) to write
(62) where we have used
Now we show that only the diagonal part of I incoh X,Y , that is, the first term in (62), is nonzero. The second term measures the correlation between spin-up and spin-down excitons, which vanishes in the noninteracting picture. At the low densities at which the experiments are performed, we expect the corresponding term in the coherent part, namely, P (+) +1
P (−)
−1 , to dominate over the correlation term, even in the case where the excitons interact. Thus, we have
so the incoherent part of the emission cannot be coherently controlled. We now turn our attention to the coherent component of the radiation. In equation (50), we introduce the expectation value of the induced electric dipole in nonphase-matched directions
and obtain
(65)
Thus, we have
.
(66) In agreement with the experiments, and independently of the form of (+) M (t), the numerator of this expression is proportional to cos(ω H τ ). We see that, for the interference to take place, we need the electric dipoles induced both by the first pulse To provide a quantitative comparison, we use our ansatz to obtain an analytical approximation for P l (t). For simplicity, we assume δ-pulses, which can be safely done because only hx-excitons are involved. With these approximations we obtain 
Replacing the latter expressions in (66), we obtain the RRS intensity along the x-and y-axes determined in the experiments. The analytical expression for the degree of linear polarization is given by Results are displayed in figures 3(a)-(c). In all the calculations, a circularly polarized laser pulse (M = +1) excites the QW at t = 0 and a second counter-polarized pulse (M = −1) excites the QW at various delay times. Before the second pulse arrives at the sample, we have I x − I y = 0. When the second pulse arrives, I x − I y becomes positive (a), zero (b), or negative (c) depending on the value of τ . In the right-hand panels of figure 3 , we show the behaviour of P l as a function of t for a fixed value of τ . P l = 0 before the second pulse arrives. The absolute value of P l increases when the second pulse arrives, tending towards e − τ cos(ω H τ ), for t τ . This means that, within our model, the linear degree of polarization does not decay to zero as a function of the detection time, i.e. the spin coherence time (T 2s ) is different from the optical coherence time T 2 . Accordingly, additional spin relaxation mechanisms need to be included in the model to match the experimental observations. Coherent control of the linear polarization is illustrated in figure 4 . The oscillations of P l as a function of ω H τ are shown for t = 4 ps + τ , as in the experiments [5] . The figure also shows the calculated amplitude of the oscillations for two values of the hx broadening parameter. Our results are in good qualitative agreement with the experimental data.
Linear excitation, circular detection
The discussion of the previous subsection can be easily modified so that it applies to the case of linear excitation and circular detection. The main results are the following.
(i) Only the circularly polarized component of the coherent emission can be coherently controlled. P c (t, τ ) is given by
Coherent control results when the linear dipoles induced by the two pulses do not vanish at the same time. (ii) The expression for the circular polarization of the RRS calculated with our ansatz (35) is
(iii) For a fixed value of τ and long detection time P c (t, τ ) = e − τ sin(ω H τ ). That is, in our model the linear degree of polarization does not decay to zero as a function of the detection time. Because of this, a mechanism of longitudinal spin relaxation would need to be included to account for the experimentally observed decay T s1 .
Coherent control of resonant Rayleigh scattering
In this section, we consider the experiments of Garro et al [9] on coherent control of RRS using two identically polarized pulses to attain control of the hx-lx beat amplitude. A very similar experimental configuration was used by Wörner and Shah [7] in their measurements of the RRS field amplitude.
In Garro et al [9] , the first pulse creates a coherent population of both hx-and lx-excitons (note that this is in contrast with [5] where only hx-excitons are generated). When the second pulse strikes, the subsequent RRS beating amplitude is enhanced (suppressed) if the time-delay between the two pulses coincides with a maximum (minimum) of the RRS beats due to the first pulse.
To understand this effect, consider the induced electric dipole, which is the sum of four terms (the light is circularly polarized) corresponding to the hx-and lx-polarizations created by the first and the second pulse:
Therefore, the RRS intensity has 16 components which can be classified into nine sets. First, we have the terms 
1H (t) + c.c., which correspond to RRS due to the first pulse (lx-, hx-emission and beating). The corresponding terms for the second pulse are I 22L , I 22H and I 22HL . The standard coherent control of the lx-density is associated with I CCL = 
2L (t − τ ) e i(ωL−ωH)t+iωLτ + c.c. reflects RRS-beat interference due to both pulses. Results using our analytical ansatz are shown in figures 5(a)-(e) for various values of τ . In the figure, the solid (dashed) curves correspond to delays that produce constructive (destructive) interference. In figure 5 (a) the delay between pulses is almost zero, so the patterns of constructive and destructive control are enhanced. In figures 5(c) and (e) the second pulse arrives when the RRSbeating due to the first pulse is largest, so beating is enhanced. The opposite situation, i.e. beating suppression, is illustrated in figures 5(b) and (d). The calculations are in excellent agreement with experiments. Figure 6 (top) shows one of most interesting features of coherent control in that dramatic changes in the RRS intensity can be achieved by extremely small (∼1 fs) changes in the delay τ . This effect stems from the coherent control terms, I CCH + I CCL . The top and bottom panels of figure 6 correspond, respectively, to RRS-beating enhancement and suppression. The insets show the RRS contribution due to hx (I 11H + I 22H + I 12H ) and lx alone (I 11L + I 22L + I 12L ). In the case of amplitude enhancement, we see that the lx-and hxpopulations increase when the second pulse arrives with the proper phase for constructive interference. The reverse case is represented in the bottom panel. This can be understood as follows. In the case of enhancement, we have δτ
where N is an integer. When the second pulse enhances the hx-population ω H τ = 2N π, where N is also an integer. We can then write ω L τ = (δ + ω H )τ = 2π(N + N ), so the lx-population is also larger. In the case of destructive interference, we have δτ = (2N + 1)π . Thus, when the second pulse leads to a larger hx-population we have
, so the lx-population becomes smaller when the population of hx-excitons becomes larger, and vice versa. The case of global constructive interference (solid curve) corresponds to hx-enhancement with the consequent lx-suppression. This configuration is interesting given that selective excitation of lx and hx is not possible with single-pulse excitation.
Discussion
In the previous sections, we applied our microscopic theory to the analysis of various interference phenomena. Here, we address the questions of the origin of the coherence decay (elastic versus inelastic) and the oscillatory behaviour (quantum versus classical).
Dephasing
In the linear experiments, the amplitude of the interference decays at long times (and at long τ in the two-pulse experiments). Generally speaking, the decay reflects two independent mechanisms [40] :
(1) destructive interference of an ensemble of coherent modes with slightly different energies (inhomogeneous broadening) and (2) inelastic scattering (or homogeneous broadening) leading to B
The first one, specifically, disorder-induced elastic scattering, is the decay mechanism considered in this paper. Following the impulsive excitation, the eigenmodes are initially in phase but, as some modes evolve faster than others, they interfere destructively, so the total electric dipole goes to zero in a time of the order of the inverse of the broadening. This decay occurs even if the individual modes remain coherent in the sense that B ξ,α,M = 0.
Inelastic processes were not included in our calculations, although we could have done so phenomenologically by simply adding a small imaginary component to the exciton energy or using the density matrix formalism to take into account the interactions between excitons and other excitations such as phonons and unbound electron-hole pairs. Within the context of our results, we notice the well known approach to calculate the density matrix using coherent states as the basis [15, 27] .
In general, both elastic and inelastic processes contribute to the dephasing. For the experiments considered in this paper, the inhomogeneous broadening is 0.1 meV, in most cases. This should be compared with values for the homogeneous component, inferred from four-wave-mixing (FWM) [41] and near-field methods [42] , which are typically 0.01-0.1 meV at low temperatures. Therefore, the decay of the macroscopic electric dipole, at low temperatures, is mainly due to the inhomogeneous broadening. In this situation, light emission from the QW differs from that of an incoherent population of excitons in that it shows a speckle pattern [10] as opposed to incoherent luminescence [28] .
Macroscopic versus microscopic coherent control
What is the physical origin of the coherent control discussed in section 3? Here, we show that there are generally two very different alternatives, which we refer to as macroscopic and microscopic, and that all the phenomena considered in this paper belong to the first type. Consider the state of the exciton field after excitation by two pulses. Assuming that only hx-excitons with M = +1 are created, we have (71) where K 0|| ξ 1 and K 0|| ξ 2 , as defined in (25) , correspond to the first and second pulse. It is apparent that this wavefunction is not a sum of the states that result from the independent excitation of the pulses. This should be contrasted with the expression for the electric dipole
which, due to the linearity of the problem, is a sum of the dipoles created by each pulse. Therefore, the interference stems from the fact that the energy absorbed by the QW is proportional to P (+) (t) P (−) (t) , which contains the cross term P (+)
(t) P (−)
2 (t) + c.c.. This we label macroscopic coherent control because the interference is associated with the macroscopic electric dipole. Similar arguments apply to coherent control experiments involving phonons [43] and polaritons in microcavities [44] .
We consider now the limit of very low excitation so that only one exciton is present in the sample. This situation is similar to the problem of a single atom [45] or a quantum dot [46] . In this case, we can truncate (71) to obtain
This state represents an exciton in a quantum superposition of two alternatives: the exciton is created either by the first or by the second pulse. This is what we call microscopic coherent control. Measurements that probe the excited state population will generally show an oscillatory behaviour (the so-called Ramsey oscillations [47] ) as a function of the delay time.
Classical versus quantum beats
We now return to the question of the classical versus quantum nature of the lx-hx beats. The arguments follow closely those of the previous subsection. Following impulsive excitation, the state of the system is
where we have omitted the quantum number M. This expression tells us that the state of the system is not a sum state of lx plus hx (or a product of sum states), but the exponential of a sum. As we have seen in section 2, (74) carries an electric dipole which can be written as the sum of two oscillating dipoles of frequencies ω L and ω H . It is clear that, as long as the dipole amplitudes are nonzero, the intensity of the light emitted by our system will exhibit beats as a function of time. Thus, unlike atomic systems [48] , lx-hx beating is not the result of quantum interference. Here, it may be argued that there is no fundamental distinction between (74) and the leading term in the expansion in powers of the field
which is a quantum superposition state of lx-and hx-excitons. The problem with this is that the leading term represents a state with only one exciton in the illuminated volume of the QW while the exact state (74) describes one with a number of excitons of order |K
0||
ξα | 2 ∼ V QW . Hence, it is only in the limit where there is one (or a few) excitons in the sample that the Glauber state can be approximated by a quantumentangled state for which the beats become conceptually similar to those of atom-like systems such as quantum dots and localized exciton states [46] . It is important to notice that the transition from the many-exciton Glauber state to the quantum-beat state is smooth and that, in the noninteracting approximation, the linear susceptibility does not depend on the number of excitons. To understand beating in the nonlinear regime of FWM experiments, we must deal with the fact that optical nonlinearities originate from coupling among excitons and with other sectors of the Hilbert space [19] .
Given that interactions necessarily lead to lx-hx mixing or, better, to entanglement of fields, it is apparent that the fewlevel picture of the FWM beats gives a poor description of the wavefunction [49] .
Rayleigh scattering
The picture of RRS that emerges from the theoretical results presented in section 4 is the following. Due to the disorder potential, the in-plane momentum is no longer a good quantum number and, as a result, a laser pulse of a well defined momentum couples to a continuum of exciton states with varying energies. Alternatively, the light pulse of momentum k L|| couples with the exciton state of the same momentum, which then scatters into states of arbitrary momentum q || because of the disorder. The amplitude for this elastic process is given by q || |e i ∧ hαt/h |k L|| . Macroscopically, only the k L|| Fourier component of the electric dipole is nonzero at t = 0. Following scattering, light emission is observed in non-phase-matched directions as the amplitude of the associated dipole components increases with time. As shown by (22) , each Fourier component of the electric dipole is a sum over a continuum of exciton modes leading to a continuum of frequencies and, thus, to decay. This is in contrast to the behaviour of the amplitudes P ξ = B + ξ + B ξ , which remain coherent ( P ξ = 0 for t → ∞) in the absence of inelastic scattering.
Spin coherent control
Two alternative pictures provide the framework to understand coherent control of the optical orientation. The macroscopic picture focuses on the interference between the components of the induced electric dipole, as for coherent control of the exciton density. Microscopically, assuming that only one excitonic mode (j ) is involved, the state of the system after excitation by two circularly (counter-) polarized δ pulses is
where g stands for all the constants; see (14) . Let us write
so that (76) can be expressed as
(here, we consider circular excitation and linear detection; the other case is very similar). Then, we see that, for ωτ = 2Nπ and ωτ = 2(N + 1)π where N is an integer, (78) is, respectively, a coherent state of pure x-and y-excitons. In consequence, coherent control of the linear optical orientation reflects the τ -dependent selection of the linear components (x and y). Similar arguments account for control of the circular optical orientation by means of linear excitation.
Dephasing comes into play when we consider the realistic many-mode case counterpart to (78) 
which leads to cancellation of the overall interference, as shown in figure 4 . Equation (78) provides a basis for understanding the long-time behaviour of P l and P c , which experiments have shown to be governed by the usual spin relaxation [5] . In the single-mode case, it is not possible to distinguish between the state after excitation with one linearly polarized pulse or two delayed circularly polarized pulses with the proper delay. Hence, the same decay behaviour must apply to both cases. With minor modifications, and provided τ T 2 , these considerations apply to the multimode situation as well.
Conclusions
We have presented a bosonic theory of resonantly generated QW excitons in a weak disorder potential. At low densities, the exciton state is represented by a collective Glauber coherent state. The picture of excitonic coherence in a perfect lattice [18] remains valid in the presence of a weak disorder potential. Although our approach delivers the same χ(1) as a 'one-exciton' approach, it highlights the idea that coherence is a many-exciton phenomena. Our results compare well with linear experiments on coherent control of the exciton density and spin [2, 5] and resonant Rayleigh scattering [3, [7] [8] [9] [10] [11] . We have shown that, due to the disorder, the k || component of the laser field couples to all excitonic modes, including those with q || = k || . These modes reemit light with a well defined phase relationship with the exciting laser, accounting for the observation of coherent RRS.
We have considered two types, elastic (disorder induced) and inelastic, of dephasing mechanism. Elastic processes result in decay of the induced macroscopic dipole in a time given by the inverse of the width associated with inhomogeneous broadening. Inelastic scattering, leading to decay of the coherence in the sense of (11), depends on the exciton density and temperature. The experimental data and, in particular, recent statistical analyses of speckle patterns [10] indicate that, at low temperatures and low excitation intensities, the inelastic-scattering time is much longer than that due to disorder.
We have discussed at length the question of the nature of the interference responsible for lx-hx beats and coherent control. In general, excitonic interferences are much closer to those of classical electrodynamics than to quantum atomic interferences. Our formalism accounts for the crossover between the quantum limit, in which only a few excitons exist in the sample, and the near-classical range that occurs under standard excitation conditions. We have introduced the concepts of macroscopic and microscopic coherent control, which correspond, respectively, to these classical and quantum limits. Macroscopic control applies to excitons, phonons [43] , polaritons [44] and other extended bosonic excitations while microscopic control focuses on atomic-like systems such as quantum dots [46] . We conclude by referring to possible extensions and improvements of this work. First, a less phenomenological treatment of the problem of a single exciton in a disorder potential is desirable [25, 33] . Effects due to inter-well coupling remain to be studied. It should not be very difficult to adapt our theory to the case of a QW inside a microcavity. Transient experiments on such a system have recently been reported in [44, 50] . 
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Appendix A. RRS is coherent
In this appendix, we calculate the quantum state of the light modes associated with RRS by solving exactly the problem of photons coupled to the electric dipole of the excitons and taking into account disorder. We neglect the quantum fluctuations of the induced dipole. That is, we replace the operator by its mean value, which is nonzero in the case of a disordered QW excited by a laser pulse. Hence, we need to solve It follows that the quantum state of the photon field is a coherent state. One of the important properties of this state is that the mean value of the electric field is nonzero [15] , as we showed in section 4. The light emitted by an exciton condensate has also this property [26] .
