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Control-based continuation of periodic orbits
with a time-delayed difference scheme
J. Sieber† and B. Krauskopf †∗
February 28, 2006
This paper presents a method that is able to continue periodic orbits in systems
where only output of the evolution over a given time period is available, which
is the typical situation in an experiment. The starting point of our paper is an
analysis of time-delayed feedback control, a method to stabilize periodic orbits
experimentally that is popular among physicists. We show that the well-known
topological limitations of this method can be overcome by an embedding into a
pseudo-arclength continuation and prove that embedded time-delayed feedback
control is able to stabilize weakly unstable periodic orbits. In the second part we
introduce preconditioning into the time-delayed feedback control. In this way we
extract a nonlinear system of equations from time profiles, which we solve using
Newton iterations.
We demonstrate the feasibility of our method by continuing periodic orbits in
a laser model through folds, and by computing the family of canard orbits of the
classical stiff Van der Pol system with constant forcing.
Notice This is the preprint version of a journal submission by the authors. Please change
your citation to the original article as soon as it becomes available.
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1 Introduction
If a system under consideration is known in the form of a finite-dimensional system of ordi-
nary differential equations (ODEs) then the continuation of stable and unstable stationary and
time-periodic solutions and their bifurcations can be performed with existing numerical con-
tinuation software [6, 10, 5]. The availability of these numerical tools for bifurcations analysis
has been a breakthrough in the analysis of systems of ODEs of low dimension. Similar meth-
ods are emerging also for dynamical systems with an infinite-dimensional phase space but
‘essentially low-dimensional’ dynamics (such as delay differential equations or microscopic
models) [8, 13]. One reason behind the success of numerical continuation tools is that they
make phenomena (such as homoclinic cycles, or canard trajectories in singularly perturbed
systems) visible that are notoriously difficult or even impossible to find in simulations and
experiments, for example, due to their dynamical instability or their extreme sensitivity to
perturbations.
The aim of this work is to make continuation techniques available also in an experimental
setting. Our motivation comes from recent developments of the hybrid testing techniques
known as dynamic substructured testing. The key idea is to test a critical part of an engineering
system in its original size in the laboratory under realistic loading conditions as if it were
part of a bigger structure. To this end, the experiment is coupled to a computer simulation
of the remainder of the system via sensors and actuators. While there are specific challenges
to ensure its validity, hybrid testing holds great promise for the design and testing of future
high-performance engineering systems. Dynamical systems techniques are now being intro-
duced into substructured testing, especially for dealing with delay in the coupling between
experiment and computer model [3, 27, 17].
The unique set-up of a hybrid test allows one to directly and easily change the parameters of
the computer part of the test. In other words, this type of experiment is particularly amenable,
at least in principle, to continuation techniques. However, as in any experiment, one needs to
deal with a number of serious restrictions, namely
(R1). the absence of an overall model,
(R2). the impossibility to set initial conditions of the dynamical system, and
(R3). access to only a part of the state variables for measurement (output) or manipulation
(input).
These restrictions rule out many of the proven approaches for the development of efficient
and stable numerical algorithms.
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In this paper we present two control-based methods for the continuation of periodic orbits
that are not affected by the above restrictions. By way of a feasibility study for an experimen-
tal setting, the validity of our methods is demonstrated with numerical examples (under the
restrictions (R1)–(R3)).
We start in section 3 from time-delayed feedback control [21, 22], a method investigated
for potential application in chaos control by physicists. This method solves a difference equa-
tion simultaneous to the dynamical system with the aim of controlling to zero the difference
between the current state and the state from one period ago. In section 3 we summarize
the known results on the applicability and limitations of time-delayed feedback control. We
then prove that embedding this method into a continuation setting extends the scope of time-
delayed feedback control considerably. The particular appeal of this approach is that it is
known to be applicable to real experiments and does not require any approximate lineariza-
tion of the flow. Our results guarantee that embedded time-delayed feedback control works
as long as the periodic orbit is only weakly unstable, which allows the investigation of all
codimension-one bifurcations that form stability boundaries of the system. We demonstrate
this fact with a numerical study of periodic orbits in a laser model.
We then generalize the embedded time-delayed feedback control approach in section 4 by
presenting a way to extract a nonlinear system of equations from time profiles. If this (infinite-
dimensional) system is solved by a Newton (or Newton-Picard) iteration (which requires an
approximation of a linearization) then our approach corresponds to a preconditioned ver-
sion of time-delayed feedback control. With this preconditioning the method is as robust as
classical numerical methods but potentially applicable to experiments. We demonstrate the
stability of these preconditioned iterations by computing the family of canard periodic orbits
in the stiff Van der Pol oscillator with constant forcing— a classical example of a an extremely
sensitive problem where simulations and methods based on single-shooting fail.
2 Setting and requirements
We consider a finite-dimensional system of ordinary differential equations (ODEs) of the form
x˙ = f (x, µ) (1)
where x ∈ Rn, f : Rn ×R 7→ Rn is sufficiently smooth, and µ ∈ R is the scalar parameter.
The difference with the setup of standard continuation techniques lies in the fact that the
evaluation of the right-hand-side f is restricted according to (R1)–(R3).
We assume that (1) possesses a regular family Γ of periodic orbits. Throughout the paper
we make the following assumptions.
(A1). The family Γ of periodic orbits is regular in the extended phase space. That is, there
exists a smooth cylinder
Γ = {(xr,s(·), µs, Ts) : r ∈ S1, s ∈ [s0, s1]}
⊆ C1p([−1, 0];Rn)×R×R+,
(2)
parameterized by (r, s), such that ∂rxr,s = Ts f (xr,s, µs). The notation C1p([−1, 0];Rn) =
{x ∈ C1([−1, 0];Rn) : x(−1) = x(0)} refers to the space of all continuously differen-
tiable periodic functions on the interval [0, 1]. Moreover, ∂rxr,s = x˙/Ts. This means that
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the parameter r is the phase shift along the periodic orbit and s parameterizes the family
Γ. We do not require that the system parameter µ is monotone in s, thus, allowing for Γ
to have folds.
(A2). We can apply control to the experiment. That is, instead of system (1) we consider the
system
x˙(t) = f (x(t), µ) + g(x(t), µ)u(t) (3)
where g : Rn 7→ Rn×k, u(t) ∈ Rk (k ≤ n), and f is as defined for system (1).
(A3). We assume the existence of a successful periodic feedback control u(t) = kx(t, µ)[x0(t)−
x(t)] of system (3). This means we assume that there exists a kx ∈ Rk×n of period 1 in t
such that for all (x0, µ0, T0) in the vicinity of the solution curve Γ the system
x˙(t) = f (x(t), µ0) + g(x(t), µ0)kx(T0t, µ0) [x0(T0t)− x(t)] (4)
has a unique stable periodic solution near x0(T0·) ∈ C1([−T0, 0];Rn).
Assumption (A3) includes (i.e., is more restrictive than) the general assumption of feed-
back controllability of (3), which is typically required in control theory [20]. It is stronger in
the sense that we not only assume that there exists a feedback control law that stabilizes a pe-
riodic orbit, but that we also know this feedback control law kx(t, µ) in order to get a uniform
stabilization along the solution curves. For example, if the linearization of g in a periodic orbit
with many unstable directions has only rank one then the general controllability assumptions
[20] are still generically satisfied, implying that for any placement of Floquet multipliers there
exists a feedback control law kx achieving this placement for (3). However, finding this feed-
back control law can be as difficult as finding the periodic orbit. Assumption (A3) is trivially
satisfied if g(x) is a full-rank diagonal matrix. We may then choose kx(t, µ) as a sufficiently
large scalar constant to obtain, for example,
x˙(t) = f (x(t), µ0)− kx[x(t)− x0(t)]. (5)
3 Embedded time-delayed feedback control
This section shows how one can embed time-delayed feedback control, a method to stabi-
lize periodic orbits investigated by physicists interested in chaos control, into a continuation
scheme. In this way we construct a new method that can be employed for continuation in
experiments whenever the system parameter of interest (called µ in (1)) can be varied in real
time. Section 3.1 introduces the basic idea of time-delayed feedback control as it has been
investigated in the context of chaos control. Section 3.2 proves theoretically that our new
method indeed increases the scope of the standard time-delayed feedback control. Section 3.3
demonstrates this fact with a numerical example of following periodic orbits through a fold
of the family Γ, which is impossible with the standard time-delayed feedback control.
3.1 Time-delayed feedback control
Time-delayed feedback control has been introduced originally in [21]. The idea is to find
unstable periodic orbits experimentally (typically, unstable periodic orbits that are part of a
chaotic attractor). It aims to stabilize the periodic orbit for fixed µ0 without knowing it by
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applying a control that depends on the difference between the current state x and the state
from some time ago. Reference [24] extended this method, introducing a difference equation
such that the combined system is a differential-difference equation for the two variables x and
x˜, which keeps track of the history of x˜:
x˙(t) = T0 f (x(t), µ0) + g(x(t), µ0)kx(t, µ0) [x˜(t)− x(t)]
x˜(t) = Rx˜(t− 1) + (1− R)x(t− 1) (6)
where |R| < 1. The phase space of system (6) is the space of continuous history segments
(x, x˜) ∈ C([−1, 0];Rn)× C([−1, 0];Rn).
If the original uncontrolled system (1) at parameter µ0 has a periodic orbit x0(·) of period
T0 then, after rescaling time, system (6) also has the periodic orbit x(T0·) = x˜(T0·) = x0(T0·).
It has been observed experimentally and numerically in a number of papers [2, 9, 14, 21, 22]
that the periodic orbit x = x˜ = x0 in the coupled system (6) can be stable (and, thus, visible
in experiments and simulations) even though x0 is unstable in the original system (1). It has
also been observed that choosing R ∈ [0, 1) closer to 1 increases the parameter region where a
given periodic orbit of (1) can be stabilized by (6), but at the cost of a slower attraction toward
the stabilized orbit. The rate of attraction is bounded from below by the essential spectral
radius R of the linearization in the periodic orbit, imposed by the difference equation for x˜.
The scheme (6) is of interest for experimenters because it finds unstable periodic orbits
without requiring knowledge about the linearization of the problem. Even more, the compu-
tation of the difference equation can often be implemented experimentally (for example, by
two external mirrors in a laser experiment [26]). The fact that system (6) does not involve
any linearization suggests that finding periodic orbits with many unstable directions and of
complicated shape or long period is likely to be impossible with this approach. However, if
one is interested in exploring the boundaries of regions where stable oscillations occur then
the control has to overcome only weak instabilities. This makes the scheme (6) suitable for bi-
furcation analysis and, possibly, direct continuation of bifurcations in experiments. Reference
[18] discusses conditions that guarantee that stabilization of periodic orbits is possible if one
is close to a period-doubling or torus bifurcation boundary of a parameter region of stable
periodic orbits for the case R = 0.
The main problems that one faces in the application of time-delayed feedback control as in
(6) are the following.
(P1). The periodic orbit may only be locally stable in (6).
(P2). The period T0 of the orbit has to be known in advance as it enters as the delay in the
difference equation in the original time scale.
(P3). Periodic orbits of (1) with an odd number of positive unstable Floquet multipliers can-
not be stable in (6); see [19].
In the context of chaos control the problems (P1) and (P2) are tackled by relying on the
presence of an ergodic attractor which contains infinitely many periodic orbits, one of which
may have almost the chosen period. Reference [22] introduces an approach to overcoming
problem (P3) by coupling an additional variable and equation into system (1). The approach
of reference [22] increases the number of unstable Floquet multipliers to an even number
before applying the time-delayed feedback control. However, this fails to converge uniformly
in the vicinity of a fold (or saddle-node) bifurcation.
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3.2 The embedding equations
This section shows that all of the problems (P1) to (P3) disappear when embedding system (6)
into a continuation of the family Γ of periodic orbits. Our approach relies on the ability to
vary the parameter µ. We append two pairs of equations to (6) which
(E1). automatically determine the period of the periodic orbit,
(E2). introduce a parameter s that parameterizes the family Γ uniformly also near folds (com-
pare with (2)), and
(E3). determine the system parameter µ and the periodic orbit x(·) depending on s.
Determining the period We first show that near a given stable periodic orbit we can auto-
matically detect the period of all periodic orbits nearby by appending an equation for the
unknown period T that changes T dynamically to fix the phase of the periodic orbit with
respect to a given reference solution.
Lemma 1 Let (x0(·), µ0, T0) ∈ Γ be a stable periodic orbit of (1). We define
lp(t)[x] :=
∫ 0
−1
x˙0(t+ θ)Tx(t+ θ) dθ. (7)
Then for µ near µ0 and sufficiently small (in modulus) kp,1 < 0, kp,2 > 0 and Jp > 0 the system
x˙(t) = T f (x(t), µ)
T˙ = kp,1 · lp(t)[x] + kp,2 · (T˜ − T)
˙˜T = Jp · (T − T˜)
(8)
has a stable periodic orbit (xµ(·), Tµ, T˜µ) such that xµ(·) has period 1 and Tµ = T˜µ = const.
The triple (xµ(·), µ, Tµ) is an element of the family Γ of periodic orbits of the original system
(1). In fact, there exists a unique triple (xµ(·), Tµ, T˜µ)which is a solution of (8) where xµ(·) has
period 1 and Tµ = T˜µ = const. The only point that has to be shown is that this triple is stable
w.r.t. (8) for suitably chosen parameters kp,1, kp,2, and Jp.
Proof: The linearization of system (8) in the unique solution (xµ(·), µ, Tµ) has the form
y˙(t) = TA(t)y(t) + x˙µ(t)Θ(t)
Θ˙(t) = kp,1lp(t)[y] + kp,2 · (Θ˜(t)−Θ(t))
˙˜Θ(t) = Jp · (Θ(t)− Θ˜(t))
(9)
where we use (y,Θ, Θ˜) as the linearization variables for (x, T, T˜) and A(t) = ∂1 f (xµ(t), µ). In
kp,1 = kp,2 = Jp = 0 it has a three-dimensional invariant center subspace corresponding to
the Floquet multiplier 1 and a stable subspace of codimension three. The center subspace is
spanned by the vectors e1, e2, e3 given by
e1 = (y1,Θ1, Θ˜1) where y1 = x˙µ, Θ1 = Θ˜1 = 0,
e2 = (y2,Θ2, Θ˜2) where y2 = 0, Θ2 = 1, Θ˜2 = 0,
e3 = (y3,Θ3, Θ˜3) where y3 = Θ3 = 0, Θ˜3 = 1.
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The vector e2 is a generalized eigenvector in the Jordan chain of e1 for the Floquet multiplier
1 of the linearization (9). We observe that this invariant subspace does not change when
varying kp,1, kp,2 and Jp. Thus, the linear stability is determined by the linearized time-1
(monodromy) map on the subspace of vectors of the form ye1+Θe2+ Θ˜e3. If kp,1 = 0, kp,2 ≥ 0
and Jp > 0 this monodromy map still has an eigenvalue 1 of algebraic multiplicity two and a
third eigenvalue exp(−kp,2 − Jp), which has modulus less than 1. Expansion of the location
of the two eigenvalues λ near 1 in kp,1 for kp,1 6= 0 gives
λ(kp,1) = 1±
√
d0
√
kp,1 +
d1
4
kp,1 +O(k2p,1) (10)
where
d0 =
Jp
2kp,2 + Jp
lp(0)[x˙µ] > 0
d1 =
J2p + Jpkp,2 + kp,2(1− exp(−kp,2 − Jp))
(kp,2 + Jp)2(1− exp(−kp,2 − Jp)) > 0.
Thus, if kp,1 is negative and sufficiently small then the eigenvalues λ(kp,1) are shifted into the
unit circle by increasing kp,2 and keeping Jp fixed. 
Changing kp,1 from zero to a non-zero value converts system (8) into a delay differential
equation because lp(t) depends on the history of x. This ‘creates’ infinitely many eigenvalues
near 0. The requirement that none of these crosses the circle of a given radius less than 1 adds
another restriction on the size of |kp,1|.
The location of the other eigenvalues of themonodromy operator remains unchangedwhen
decreasing kp,1 from zero. This means that we can extend Lemma 1 to periodic orbits with
critical stability.
Definition 2 We call a periodic orbit critically stable (critical) if all of its Floquet multipliers λj
satisfy
• |λj| ≤ 1,
• if |λj| = 1 and λj 6= 1 then λj has algebraic multiplicity one,
• if λj = 1 then it has algebraic multiplicity of at most two.
The Floquet multipliers on the unit circle are called critical.
Corollary 3 Let (x0(·), µ0, T0) ∈ Γ be a critically stable periodic orbit of (1). Then (x0(·), µ0, T0)
is also a critically stable periodic orbit of system (8) with sufficiently small (in modulus) kp,1 < 0,
kp,2 > 0 and Jp > 0. The algebraic multiplicity of the Floquet multiplier 1 is decreased by one in (8)
compared to (1).
If the Floquet multiplier 1 of (x0(·), µ0, T0) has multiplicity one in (1) then Corollary 3 implies
that (x0(·), µ0, T0) has no Floquet multiplier 1 at all in (8).
The particular choice of the functional lp(t) in (7) plays only a role in guaranteeing that
lp(t)[x˙µ] > 0 for µ ≈ µ0. Thus, we know that kp,1 has to be negative. The same functional
is chosen to provide a phase condition in the numerical continuation of periodic orbits using
classical boundary value solvers [6]. In fact, any choice of lp(t) which implies that lp(t)[x˙0]
is not identically zero gives the same result. Lemma 1 implies that we can automatically
determine the period of orbits of the family Γ by solving (8) at least along stable parts of the
family.
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Pseudo-arclength embedding Similar to the extension of the delay-difference feedback con-
trol scheme (6) by a phase equation determining the period, we add an equation replac-
ing the actual system parameter µ by a pseudo-arclength parameter. Suppose that z0 =
(x0(·), µ0, T0) ∈ Γ is a periodic orbit of the general system (1) and that zt = (xt(·), µt, Tt)
is the tangent to Γ in z0. We consider the linear functional la(t)[x, µ] of the form
la(t)[x, µ] =
∫ 0
−1
xt(t+ θ)Tx(t+ θ) dθ + µtµ (11)
and the constant term
ls = la(0)[xs, µs]
where zs = (xs(·), µs, Ts) is given by zs = z0 + szt and s is sufficiently small. The particu-
lar form (11) of la(t) is used in the classical numerical continuation to determine the system
parameter from the pseudo-arclength along a solution curve [6, 16]. If z = (x, µ, T) ∈ Γ satis-
fies la(0)[x, µ] = ls then (x, µ)− (xs, µs) is orthogonal to the tangent of the solution family Γ,
thus, guaranteeing that the distance between the two points (x, µ) and (x0, µ0) on the solution
curve Γ is s+O(s2).
As we show now, introducing a pseudo-arclength parameter and a differential equation for
µ results in a control scheme that is successful and fixes µ by stabilizing it dynamically, at least
near all critically stable periodic orbits. Thus, this control scheme works uniformly near all
stability boundaries of Γ of codimension one, including folds. The idea to impose a pseudo-
arclength condition dynamically as a control has been considered also in, for example, [23]
(however in the context of continuation of equilibria).
Lemma 4 Let z0 = (x0, µ0, T0) be a critically stable periodic orbit of (1). Suppose that the controlla-
bility assumption (A3) is satisfied for z0 in such a way that all critical Floquet multipliers λc,j different
from 1 of the periodic orbit x0(T0·) of
x˙(t) = f (x(t), µ) + g(x(t), µ) · αkx(t, µ0)[x0(T0t)− x(t)] (12)
satisfy
Re
(
λ¯c,j ·
[
∂λc,j
∂α
]∣∣∣∣
α=0
)
< −ρ < 0 (13)
for a positive constant ρ and all sufficiently small α. Choose the parameters kp,1, kp,2 and Jp as required
in Lemma 1. Then there exist parameters α > 0, ka (sufficiently small) and R (sufficiently close to 1)
such that the system
x˙(t) = T f (x(t), µ) + g(x(t), µ) αkx(t, µ) [x˜(t)− x(t)] (14)
µ˙ = ka · (la(t)[x, µ]− ls) (15)
T˙ = kp,1 · lp(t)[x] + kp,2 · (T˜ − T) (16)
x˜(t) = Rx˜(t− 1) + (1− R)x(t− 1) (17)
˙˜T = Jp · (T − T˜) (18)
has a stable solution (x(·), x˜(·), µ, T, T˜) where x(·) = x˜(·) have period one and µ = const, T = T˜ =
const for all sufficiently small s.
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Condition (13) is more specific than the controllability condition (A3) in the sense that it re-
quires the feedback control law kx to be such that it shifts critical Floquet multipliers into the
unit circle with positive velocity ρ when it is “switched on” (that is, α is increased from 0).
The derivative with respect to the parameter α in (13) is well defined since the critical Floquet
multipliers different from 1 are assumed to be simple.
The fact that system (14)–(18) has a solution (x(·), x˜(·), µ, T, T˜)with the desired properties is
clear by construction. Namely (x(·), x˜(·), µ, T, T˜) = (x(·), x˜(·), µ, T, T) where (x(·), µ, T) ∈ Γ
with pseudo-arclength distance s from z0, which is unique for non-zero ka and kp,1 and suffi-
ciently small s. The only open question is the dynamical stability of this solution. Importantly,
the parameters can be chosen uniform for whole compact connected components of Γ which
are either stable or critically stable.
Proof: (Lemma 4) It is sufficient to prove the linear stability of the periodic solution for
s = 0. We know that the regular family Γ provides also solutions of system (14)–(18) for small
s. Since the perturbation to a nonzero s is regular these solutions are locally unique and also
stable.
Let us consider the subsystem (14)–(16)/(18) where we replace the variable x˜ in (14) by x0
(the x(·)-component of z0). This system is a delay differential equation with periodic forcing
of period one. The stability of the periodic solution x = x0, µ = µ0, T = T˜ = T0 of period one
is determined by the Floquet multipliers of the linearization of the time-1 map in the associ-
ated fixed point. All non-zero Floquet multipliers are described as roots λ of a characteristic
equation of the form h(λ) = 0 where h is analytic in λ for λ ∈ C \ {0} [25]. The characteristic
function h has infinitely many roots with 0 as their only accumulation point. We also take
into account the dependence of h on the parameters kp,1, kp,2, α and ka (which is smooth). For
α = ka = kp,1 = kp,2 = 0 the Floquet multipliers of x0 as an element of Γ are the roots of h. In
addition, there is one root of h at λT˜ = exp(−Jp − kp,2) due to the decoupled equation for T˜.
Furthermore, the multiplicity of the root λ = 1 of h is exactly three due to the regularity of the
family of periodic orbits Γ in (1), one for the trivial Floquet multiplier of x0, one for the equa-
tion T˙ = 0, and one for the equation µ˙ = 0 (which also accounts for folds of Γ with respect to
µ). As shown in Lemma 1 and Corollary 3, choosing kp,1 < 0, kp,2 > 0 and Jp > 0 sufficiently
small reduces the multiplicity of the root 1 of h to one, creating instead the roots λ(kp,1) as de-
scribed by expression (10), which have modulus less than one and non-zero imaginary part.
From now we keep kp,1, kp,2 and Jp fixed, such that h depends only on λ and the parameters
ka and α. Let us express this dependence explicitly by using the notation h(λ, α, ka).
The function h(·, 0, 0) has only simple roots on the unit circle, one of them at 1, by the
assumption of critical stability. Let us denote these simple roots by λc,j where j = 1 . . . k
(k ≥ 1 because λc,1 = 1 is a root of h(·, 0, 0)). Due to their simplicity the roots λc,j are uniquely
defined for all sufficiently small α and ka and the dependence of λc,j on ka and α is smooth.
All other roots lie inside the unit circle. We denote
aj :=
∂λc,j
∂α
∣∣∣∣
α=ka=0
= −∂2h(λc,j, 0, 0)
∂1h(λc,j, 0, 0)
.
By assumption (13) we have
Re(λ¯c,jaj) =
∂|λc,j|
∂α
< 0. (19)
The characteristic function of the full linearized system (14)–(18) with R ∈ (0, 1) in x = x˜ = x0,
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µ = µ0, T = T˜ = T0 is given by
h˜(λ, α, ka) = h(λ, α · λ− 1
λ− R , ka)
which is defined and analytic for λ ∈ C \ {0,R}. The value λ = R is essential spectrum of the
linearization induced by (17). Those roots of h˜(·, 0, ka) that are different from R are identical
to the roots of h(·, 0, ka). For α 6= 0 but sufficiently small all roots of h˜(·, α, ka) outside of the
circle around 0 of radius (1+ R)/2 are small perturbations of roots of the roots of h(·, α, ka).
In particular, all roots of h˜(·, α, ka) lie inside the unit circle except the k roots λ˜c,j which are
perturbations of λc,j of order O(α), depending smoothly on α and ka.
For ka = 0 and small α the modulus of the roots λ˜c,j satisfies
|λ˜c,j|2 = 1+ α · 2Re
[
λ¯c,jaj
λc,j − 1
λc,j − R
]
α=0
+O(α2). (20)
All λc,j except λc,1 have a positive distance to the unit circle. Thus, due to (19) we can choose
R ∈ (0, 1) sufficiently close to 1 such that the coefficient Re[λ¯c,jaj(λc,j − 1)/(λc,j − R)] is neg-
ative for all j > 1. Consequently, for a sufficiently small non-zero value of α all roots λ˜c,j
for j > 1 are in the interior of the unit circle according to (20). We keep α and R fixed from
now on. The only root of h˜(·, α, 0) that is not inside the unit circle is λ˜c,1, which is equal to 1
independently of α.
Finally, we notice that for ka 6= 0 the function h(1, 0, ka) = h˜(1, 0, ka) is non-zero because
(x0, µ0, T0) is a unique regular periodic orbit of system (14)–(16) for α = 0 and non-zero ka and
kp,1. Since ka enters the right-hand-side linearly, this implies that ∂3h˜(1, α, 0) 6= 0. Thus,
b0 =
∂λ˜c,1
∂ka
∣∣∣∣
ka=0
= −∂3h˜(1, α, 0)
∂1h˜(1, α, 0)
6= 0
where b0 ∈ R. Hence, if we choose ka non-zero with the opposite sign of b0 the root λ˜c,0
is shifted into the unit circle. Furthermore, if ka is sufficiently small then all other roots of
h˜(·, α, ka) stay inside the unit circle. This implies the linear stability of the solution (x0, µ0, T0,
x0, T0) of system (14)–(18). 
The choice of control parameters in system (14)–(18) is roughly 0 < −kp,1 ¿ 1, 0 < kp,2 ¿ 1,
R ∈ (0, 1) with 1− R ¿ 1. Then α > 0 should be small compared to 1− R, |kp,1| and kp,2,
and |ka| ¿ α. The sign of ka depends on the problem dependent quantity b0. However, along
a regular family Γ this sign can be chosen uniformly. Thus, it is not necessary to change it
during a continuation.
Outline of Algorithm The statement of Lemma 4 allows one to successively continue the
family Γ within the region of stability but also up to and slightly beyond its codimension one
bifurcations. (In practice one observes that, when the instability becomes stronger or more
unstable directions occur, one has to start tuning the method parameters along the branch in
a problem-dependent way.) The basic outline of the continuation is as follows.
(S1). Initialization: Suppose a dynamically stable periodic orbit z = (x(·), µ, T) is given or has
been found by running the original system (1). Choose an initial direction µt = ±1 and
a step size s ¿ 1. Initialize z0 = (x0, µ0, T0) = z and zt = (0, µt, 0) (thus, defining lp(t)
and la(t)). Determine the sign of the parameter ka (called ka,1 in (21)) by trial and error.
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(S2). Predictor: Choose zs = z0 + szt, defining ls.
(S3). Correction: Run the dynamical system
x˙(t) = T f (x(t), µ) + g(x(t), µ) kx(t, µ) [x˜(t)− x(t)]
x˜(t) = Rx˜(t− 1) + (1− R)x(t− 1)
T˙ = kp,1 · lp(t)[x] + kp,2 · (T˜ − T)
˙˜T = Jp · (T − T˜)
µ˙ = ka,1(la(t)[x, µ]− ls) + ka,2 · (µ˜− µ)
˙˜µ = Ja · (µ− µ˜)
(21)
with the initial conditions x˜ = xs, T = T˜ = Ts, µ = µ˜ = µs and x = x0. The system has
a stable periodic orbit of period one satisfying x = x˜, µ = µ˜ = const and T = T˜ = const.
If s is sufficiently small we are in its basin of attraction, so we wait for the transients to
decay below a given tolerance.
(S4). Update: znew = (x, µ, T) and zt = znew − z0, normalized to ‖zt‖ = 1, and, finally, z0 =
znew. Then repeat from step (S2).
The steps follow a classical pseudo-arclength continuation scheme using a secant predic-
tor. The main difference to classical numerical tools such as AUTO is that we stabilize the
periodic orbit dynamically in the corrector step instead of solving for it directly by Newton
iterations. An important aspect is that it is not necessary to set an initial value of x in sys-
tem (21) because x has already the initial condition x0 from the previous step, which is, for
sufficiently small s, within the basin of attraction. This is crucial if the dynamical system is
indeed run as an experiment and a fundamental difference to the approach taken by [13]. The
capability to continue beyond codimension-one stability boundaries includes folds according
to Lemma 4. This means in particular that the restriction on the number of unstable positive
Floquet multipliers (see problem (P3) on page 5 and [19, 22]) does not apply to system (21).
The fact that none of the steps (S1) to (S4) in the algorithm outline involves an estimate or
computation of the linearization of the system is also of particular appeal in an experimental
context. Lemma 4 proves that the correction indeed stabilizes a periodic orbit in the special
case ka,2 = 0.
Furthermore, the accuracy and speed requirements for the time integration of T, T˜, µ and
µ˜ are low. Any consistent scheme with a step size that preserves the stability of the original
solution is sufficient because one is not interested in the details of the transient behavior of T,
T˜, µ and µ˜ but only in the equilibrium of these quantities.
3.3 Example I — Semiconductor laser with optical injection
In this section we use a numerical example to illustrate that the pseudo-arclength embedding
of the extended time-delayed feedback stabilization is indeed not affected by restrictions on
the odd-number property of periodic orbits (see problem (P3)). Moreover, and this is different
to the construction in [21], the extended system is uniformly dynamically stable in the vicinity
of fold (saddle-node) bifurcations of periodic orbits.
The example system, a model describing a semiconductor laser subject to optical injection,
has been studied extensively as a prototype for complicated dynamics in a simple dynami-
cal system; see [29] for an overview. Many of the features described in [29] are of practical
11
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Figure 1: Continuation and phase portraits of the family of periodic orbits in the laser with
optical injection (22). The parameters ω = 0.85, α = 2, B = 0.015 and Γ = 0.035
were chosen according to the modeling paper [28]. Panels (a) and (b) show the one-
parameter bifurcation diagram for the parameter K between 0.07 and 0.17, plotting
the variable E and the period, respectively. Panel (c) shows the factor 1− R that was
chosen in each step. Panel (d) shows the time that the transients took to decay to
10−5 for each step along the continuation.
relevance in the application of lasers. Moreover, there is excellent agreement between the two-
parameter bifurcation diagram of the mathematical model and experimental measurements.
The model consists of a system of two ordinary differential equations, one for the complex
electric field E ∈ C (the light) and one for the carrier density n (the number of electron-hole
pairs in the semiconductor material):
E˙ = K+ ((1+ iα)n/2− iω)E
n˙ = −2Γn− (1+ 2Bn)(|E|2 − 1). (22)
The parameter K represents the injection strength relative to the pumping current of the laser,
and ω the frequency detuning between the injected light and the natural frequency of the
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free-running laser. These two parameters are the primary bifurcation parameters. The other
parameters (the so-called linewidth-enhancement factor α, the carrier decay rate Γ and the
gain B) are material constants and difficult to vary or even measure in an experiment. We fix
them at realistic values: α = 2, B = 0.015 and Γ = 0.035.
System (22) has been studied extensively with numerical continuation using AUTO; see
[29] for an overview. One phenomenon reported and investigated first in [28] was the coex-
istence of several stable attractors which is related to the presence of cusps of periodic orbits
in the two-parameter plane. If one chooses a line in the parameter plane that passes nearby
a cusp one typically observes two successive fold bifurcations. This scenario is our test case
to demonstrate that the stabilization (21) works uniformly near fold bifurcations of periodic
orbits. We fix ω = 0.85, choose K as our system parameter and assume g = I, resulting in
E˙ = T · (K+ ((1+ iα)n/2− iω)E)− kx(E− E˜)
n˙ = T · (−2Γn− (1+ 2Bn)(|E|2 − 1))− kx(n− n˜)
E˜(t) = RE˜(t− 1) + (1− R)E(t− 1)
n˜(t) = Rn˜(t− 1) + (1− R)n(t− 1)
T˙ = kp,1lp(t)[E, n]− kp,2(T − T˜)
K˙ = ka,1la(t)[E, n,K]− ka,2(K− K˜)
˙˜T = (1− Rp)(T − T˜)
˙˜K = (1− Ra)(K− K˜)
(23)
for the dynamical system (21) in the corrector step. The initial value is the result of a simula-
tion for K = 0.17, which gives a stable periodic orbit. We choose µt = −1 (that is, decreasing
K) as our initial direction and then apply the continuation scheme (S1)–(S4) repeatedly.
The results are shown in figure 1. Panels 1(a) and 1(b) show the E-profile, and the period
T of the family Γ of periodic orbits versus the parameter K computed by this procedure. The
two folds of the family are clearly visible and occur at K ≈ 0.116 and K ≈ 0.161. Figure 1(d)
shows for each step the rescaled time (number of periods) that the transients needed to decay
to a level of 10−5 in the corrector step (S3). Figure 1(d) gives evidence that the folds (occurring
at the points 46 and 100 in figure 1(d)) do not impede the successful stabilization. Apparently,
the system converges much slower than numerical methods that are based on Newton iter-
ations. The control parameters kx = 2, ka,2 = kp,2 = 1, kp,1 = −0.1, ka,1 = 10−2 were not
adapted but chosen uniformly along the continuation. The potential for improvement of the
convergence lies in an appropriate adaptation of the available control parameters without the
need to compute a full linearization. The parameter 1− R (shown in figure 1(c)) was chosen
as 10−1 initially and then decreased whenever the transients had not died down after 1000 pe-
riods. In the range of applicability of Lemma 4 (slightly beyond point 46 in figure 1(c)) 1− R
is uniformly 0.1.
4 Preconditioning with estimated derivatives
The extended time-delayed feedback control scheme (6) can, in the limit 1−R→ 0, be viewed
as a Picard-type iteration to find periodic orbits. It requires no computation of the lineariza-
tion of the system. The embedding into a continuation scheme has the advantage that one
weakly unstable Floquet multiplier can always be stabilized. We describe in this section how
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one canmake the approach introduced in the section 3 more robust and universal if one is pre-
pared to spend more effort. A similar idea has been pursued by reference [1] which discusses
preconditioning techniques for time-delayed feedback using the left and right leading eigen-
vectors of the Floquet problem corresponding to the linearization of the original system (1) in
the target orbit. We introduce the scheme in section 4.1 and use it in section 4.2 to compute
the canard periodic orbits in the stiff Van der Pol oscillator with constant forcing.
4.1 Preconditioning operator
Instead of the real number R in (6) we choose a general operator acting on x˜ − x. More
precisely, assumption (A3), requiring controllability, implies that there exists a smooth map
X : C1p([−1, 0];Rn)×R×R 7→ C1p([−1, 0];Rn)
mapping the control input x0(·), parameter µ0, and period T0 of x0 to a unique stable periodic
orbit x(·) = y(T0·) of the periodically forced system
y˙(t) = f (y(t), µ0) + g(y(t), µ0)kx(T0t, µ0) [x0(T0t)− y(t)] (24)
where x has period 1 and y has period T0. This map satisfies X(x0, µ0, T0) = x0 for any element
(x0, µ0, T0) of the family Γ of periodic orbits of the original uncontrolled system (1). Ideally, the
operator R should approximate the inverse of the linearization of the map X(x, µ, T)− x with
respect to x in x = x0. This would result in quadratic convergence of the iteration. Since any
operator R that is more complicated than a multiplication by a real number is too costly to be
evaluated continuously (especially during an experiment) we apply the difference equation
only at discrete times. This results in the following system, which is solved by a Newton
iteration in the corrector step (S3) as part of the algorithm (S1)–(S4):
0 = x˜− X(x˜, µ, T) (25)
0 = la(0)[x˜, µ]− ls (26)
0 = lp(0)[x˜] (27)
for the variables x˜ ∈ C1p([−1, 0];Rn), µ and T. Thus, the steps (S1)—(S4) are now formally
identical with classical numerical continuation methods [6, 16]. The remaining difficulty is
that (25) requires the evaluation of the map X(x˜, µ, T). This evaluation of X involves the
following two steps.
(X1). Set the control target x0 to x˜ in (24) with the parameters µ0 = µ and T0 = T.
(X2). According to the assumptions (A1)–(A3) the (periodically forced) dynamical system (24)
has a stable periodic orbit y of period T0. We run the dynamical system (24) until it has
reached its periodic state, which we record (after rescaling time by T0) as the expression
of X(x˜, µ, T).
Again, this procedure does not require setting an initial value of (24) during a continuation.
The extended time-delayed feedback control method (21) is equivalent to solving (25)–(27)
with a relaxed fixed point iteration (after premultiplying (27) by −1 and (26) by a problem-
dependent sign).
Finding the linearization of X is difficult because the Jacobian ∂1X is dense, which makes
it impossible to obtain ∂1X directly by finite differences. If one assumes that the map X has
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been generated by a system of the form (24) of dimension n then the partial derivatives of X
with respect to its first argument in a given point (x0, µ0, T0) with X(x0, µ0, T0) = x0 satisfy
d
dt
∂X
∂x˜
(t) = A(t)
∂X
∂x˜
(t) + B(t)
(
x˜(t)− ∂X
∂x˜
(t)
)
. (28)
for
A(t) = ∂1 f (x0(T0t), µ0)− g(x0(T0t), µ0)kx(t, µ0),
B(t) = g(x0(T0t))kx(t, µ0).
This allows us to compute the unknown matrices A(t) and B(t) by recording X for at least 2n
different small deviations x0 + δx˜. Then the derivative ∂1X can be obtained by the relation
∂1X = [B(θ) + ∂θ − A(θ)]−1 B(θ) (29)
on the space C1p([−1, 0];Rn) of periodic functions. This approach is common in control meth-
ods based on the Ott-Grebogi-Yorke (OGY) approach (see, for example, [4]). However, in
the OGY approach the instances of X are typically recorded over chaotic time series. A major
problem of this indirect computation of the coefficients A(t) and B(t) is that it can be ill-posed
and requires the differentiation of a time profile with respect to time and the small deviation
δx˜.
Alternatively, a decomposition into Fourier modes gives rise to a representation of X in
the basis of the Hilbert space L2. A Newton iteration for system (25)–(27), projected on the
leading Fourier modes, can then be combined with the time-delayed feedback control scheme
(21) resulting in a Newton-Picard type iteration. Finding efficient and robust ways to obtain
an approximation of the linearization of X that are also feasible in experiments is an open
problem for future work.
4.2 Example II — Canard periodic orbits in the stiff Van der Pol oscillator with
constant forcing
This section demonstrates that a continuation of system (25)–(27) allows us to find phenomena
without evaluations of the right-hand-side that have so far been difficult to track due to their
extreme sensitivity. We also test the approximation (28) of the Jacobian by comparing it to the
reference solution obtained by using the direct analytical Jacobian in the previous point along
the branch.
A classical example of periodic orbits that are very sensitive to perturbations (and, hence,
difficult to find in experiments) is the family of so-called canard periodic orbits in the Van
der Pol (FitzHugh-Nagumo) oscillator; see for example [7, 11, 15]. This is a slow-fast two-
dimensional system of ODEs, governed by the equations
x˙ = ε(a− y)
y˙ = x+ y− y
3
3
.
(30)
The parameter ε, which is positive and small, determines the separation of the time-scales of x
and y. The system has the slowmanifold x = y3/3− ywhich is transversally stable for |y| > 1
and unstable for |y| < 1. The parameter a (a constant forcing) determines the dynamics on the
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Figure 2: Family of canard periodic orbits in the Van der Pol oscillator with constant forc-
ing (30). Panel (a) shows the phase portraits of periodic orbits and panel (b) the
(extremely sensitive) dependence of the period on the parameter a. The crosses in
panel 2(a) show the location of the slow manifold in the (x, y)-plane; it is unstable
for y ∈ (−1, 1).
slow manifold, giving rise to a fixed point (x f , y f ) = (a3/3− a, a). The fixed point is stable
for |a| > 1, unstable for |a| < 1 and undergoes a Hopf bifurcation at a = ±1. For a ∈ (−1, 1)
there exists a family Γ of stable periodic orbits, which can be parameterized by a, that is, Γ =
{(xa(·), Ta) : a ∈ (−1, 1)} ⊂ C1p([−1, 0];R2)×R [12]. However, for small ε the dependence
of (xa(·), Ta) on a is extremely sensitive in an interval Ic(ε) of length exp(−O(ε−1)) around a
critical parameter value ac(ε) = ±1∓ |O(ε)|. In particular within this interval the amplitude
of the periodic orbit increases by O(1) (uniformly for ε → 0). The resulting large orbit is a
typical example of a relaxation oscillation, featuring fast and slow segments.
Figure 2 shows the phase portraits of orbits xa in panel (a) and the period Ta in panel (b)
for ε = 10−2 in the vicinity of ac ≈ −0.99874. All of the orbits of panel (a) exist in the interval
Ic which is of length ≈ exp(−100). Moreover, the orbits stay close to the unstable part of the
slow manifold (the crosses in figure 2(a) which have a y-coordinate between −1 and 1) for
a time of order 1/ε. This makes these orbits extremely sensitive to perturbations. Indeed, a
long-time simulation of (30) with numerical errorÀ exp(−ε−1) for a close to ac(ε) and small
ε always leaves the unstable part of the slow manifold at a distance of order less than O(1)
from the point (2/3,−1). The orbits of Γ in the critical interval Ic(ε) are called canard peri-
odic orbits due to their counterintuitive following of the slow manifold. The rapid increase of
the amplitude is known as a canard explosion. The sensitivity with respect to a and to pertur-
bations makes these canard orbits practically impossible to track in initial value simulations
and experiments. Even in pseudo-arclength continuation methods that are based on single
forward shooting typically fail. Until now only continuation methods based on collocation
boundary value solvers such as described in [6, 8] are reliably able to compute these orbits nu-
merically (if the discretization step size is proportional to ε). We test the continuation scheme
with system (25)–(27) for this example where a is the system parameter µ, g(x) = I and two
different values of kx (kx = 5 and kx = 10; choosing, for example, g(x) =
[
0 0
1 1
]
works as
well). We note that these values of kx are substantially larger than the small gains discussed
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Figure 3: L2 norm of the inverse of the linearized right-hand-side of problem (25)–(27) for
the canard family of the Van der Pol oscillator along the branch parameterized by
pseudo-arclength for ε = 10−1 (dash-dotted line) and ε = 10−2 (solid line). For each
value of ε there are two curves, one for gain kx = 5 and one for gain kx = 10; note
that the y-axis has been scaled by kx/ε, putting the graphs for different kx exactly on
top of each other so that they are practically indistinguishable.
in Lemma 4. Thus, we cannot expect to be in the range of applicability of Lemma 4 anymore
and restrict to the preconditioned system (25)–(27). The coefficient matrix ∂1X is computed
indirectly via relation (28) and (29) using 12 small deviations δx˜.
First, we note that the norm of the inverse of the linearization of the right-hand-side in (25)–
(27) is of order kx/ε for ε→ 0 along the canard family. Furthermore, in the controlled problem
(24) there is no sensitive dependence of the periodic orbit on a because kx ≥ 3/4. This means
that the linearization of X is uniformly bounded for ε → 0 as well. Thus, the problem of
continuing periodic orbits using (25)–(27) is well-posed with a Lipschitz constant of order
kx/ε for ε→ 0. Figure 3 shows the norm of the inverse of the exact linearized right-hand-side
(where X has been computed by an explicit integration with 20/ε steps) along the family of
canard orbits for two different values of ε (dash-dotted line: ε = 10−1; solid line: ε = 10−2).
Shown are actually curves for both kx = 5 and kx = 10. Note that the y-axis has been scaled by
the factor kx/ε, which makes curves for the same ε but different kx almost identical. The left
end corresponds to the large relaxation oscillations and the right end to the Hopf bifurcation.
The apparent change in slope near arclength ≈ 0.1 corresponds to the canard that travels
along the complete unstable slow manifold. Figure 3 also gives numerical evidence that the
condition of system (25)–(27) increases with kx. This implies that there is a tradeoff between
the efficiency of the evaluation of X (which converges faster to a stable periodic orbit for a
large gain kx) and the condition of the problem (25)–(27) defining the periodic orbit.
5 Conclusion and future work
We introduced a control-based scheme that has potential applications for a pseudo-arclength
continuation of periodic orbits in dynamical systems that are run as experiments. The scheme
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has the advantage that one does not need to evaluate the right-hand-side f of the differential
equation directly. Furthermore, in the context of a continuation it is not necessary to set initial
values of the state of the dynamical system.
The embedded time-delayed feedback control has the advantage that no approximation of
a linearization is necessary. While the method can only stabilize weakly unstable periodic
orbits reliably, it converges uniformly near all codimension one bifurcations that are bound-
aries of regions of stability. As these bifurcations are of primary interest in many practical
applications this method is particularly useful due to its ease of implementation. Of major
potential for improving this method are automatic adaptation strategies that do not require
an approximation of the full linearization of the problem.
We also proposed the alternative of preconditioning the embedded time-delayed feedback
control. The core problem (25)–(27) is well-posed even in cases where other methods that
are potentially of use in an experiment (such as methods based on time-1 maps or Poincare´
maps) fail. The pointwise evaluation of the right-hand-side of (25) is feasible also in an ex-
periment which allows one to extract a nonlinear equation from measurements. The method
does require an approximation of the linearized problem and, as such, is more computation-
ally expensive. Developing more efficient ways to find the linearization under experimental
conditions is the subject of ongoing work.
An independent factor that limits the scope of the method is the ability to apply control
to the dynamical system in an efficient manner. This factor, which does not play a role in
computational simulations, is highly problem-dependent. We believe that hybrid tests are
ideal candidates for validating the method presented here, because they inherently allow for
greater control. A specific experiment that we are considering is a hybrid test of a parametri-
cally excited pendulum [17].
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