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The purpose of this dissertation was to develop a learning 
instrument, to be used by programmers preparing for the Data Processing 
Management Association Test as a self study book, or by college business 
programming and computer science students who have completed a course in 
data processing and a course in programming a higher level language. 
The mathematical ability requirement was minimized by developing 
the algorithms in parallel with the programs. 
The learner should experience _emphasis in the following .areas: 
l. The type of activities required to pass the DPMA test 
(the programming part) 
2. Data Structures 
3. Fortran (at the level of the DPMA test) 
I 
4. RPG (at the level of the DPMA test) 
5. Flow chart reading and writing 
Fortran and RPG (Report Program Generator) ~anguages were used, 
since their proficiency is required for the DPMA test; however a subset 
of IBM Basic Assembler language was used, because the author believed 
that a person who is more than superficially interested in computers 
should demonstrate a proficiency with a machine language. 
An important part of this method of presentation are the 
cassette recordings which allow the learner to progress outside the 
classroom. The recordings plus the hard copy of the actual programs, 
diminished in size, give the learner material which he can move to any 
location and study without the presence of the instructor. 
Organization 
The book is divided into four m&in parts: 
- ~,., .. :·.-. ,.,.._ ::-·_. 
l. Introduction (containing the Swanson Systems Study) 
2. Data Structures 
3. Fortran 
4. RPG 
The Introduetion contains the Swanson Study which provides a 
model to answer the question ''WHY" for much of the rest of the book. 
Section II, Data Structures, includes many of the topics in-
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eluded in the recommendations of the Curriculum Committee on CQmputer 
Science of the Association of Computing Machinery. 
Section III, Fortran, is designed to prepare the advanced pro-
grammer for the DPMA test, but can be used to develop programs in other 
languages by using ~he fortran programs presented here as models. This 
section does contain same BAL programs. 
Section IV, RPG, provides models which will aid in the prepara-
tion for the DPMA test. The BAL models used here were selected to match 
th.e same topic, Invoicing, as the RPG program. 
Experimental Results 
The experimental objective was to determine to what extent, if 
any, Advanced Computer Program Models affected the attitudes towards 
and proficiencies in programming of college level students in San Diego 
County. 
The original design of the experiment was a completely crossed 
three by four factorial experiment: three level (novice, beginner and 
expert) versus four types of computer instructions: (~) standard class-
room, (2) no classroom, only the talking textbook material, (3) classroom 
and material, {4) open study with no guidance from instructor or 
experimental material. 
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The observations are individual students' different scores with 
respect to a standard examination given in January at the start of the 
school semester, and the same examination given in May at the end of 
the semester. Classes were held for one night a week for a total of 
eighteen meetings. One section consisted of students learning computer 
programming. The other sections consisted, with one exception, .of pro-
grammers who bad some experience with programming. In this section the 
objective was to develop techniques for data structures. 
There were several factors which prevented us from fulfilling 
the requirements of t:he originally completed cross factorial experiment: 
1. We were dependent on the availability of computer equip-
ment. 
2. We could no·t control the composition of the programming 
classes so that one class was a mixed grade level and the 
other class was not mixed. 
3. We were dependent upon volunteers and had no control over 
the number of programming sections assigned to these 
volunteers. 
To measure the affect on proficiency, we used the CTSS test data 
bank maintained in the California State University, San Diego. To 
measure the affect on attitude, we used the Aiken Devised Programming 
Attitude Scale, which is a Likert-type scale, developed by Louis Aiken, 
professor of psychology, at Guilford College. They were administered 
once within a week period between January 15th and January 21st, and 
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the second ttme between May 15th to May 22, 1972. The tests were ad-
ministered by the instructors to their own classes. The grading and 
scoring was performed by the staff at San Diego University. 
A statistical analysis was performed with the assistance of the 
computer facilities of San Diego State University. Biomed Statistical 
Program, BMD-V, was used in one anal.ysis. The remaining analyses and 
data summaries were made using the statistical program library (S.T.L.) 
available at the University. 
Conclusions 
The conclusions derived from the testing and experiments were: 
Novices scored significantly higher with classroom instn1ction with 
little difference in text used. The absence of significance in the 
effects of the classroom experience and text on student proficiency 
and attitude in the other groups was contrary to expectations. The 
curriculum in question had been developed for a different approach for 
the subject. At the end of the experfment, the instructors were of the 
opinion that fo~ a more effective utilization of the mater~al, it would 
be necessary to adapt the text to the curriculum. 
Whether or not a curriculum especially adapted to this exper.i-
ment would show any changes in student proficiency or attitude is another 
question for objective evaluation. , 
In any c~se, it is clear that the function of this text, as it 
was coordinated for this exper~ent, did not provide any reasonable im-
provement in the overall student proficiency or attitude beyond the 
variations associated with students, teachers and experience level. 
-· _ .._.-_ -:- - .,_ _:.:""!- .--- .•... 
PREFACE 
This book is a learning instrument, to be used by programmers 
preparing for the Data Processing Management Association Test as a self 
study book, or by college business programming and computer science 
students who have completed a course in data processing and a course 
in programming a higher level language. 
The mathematical ability requirement of the student has been 
minimized. s!nce the algorithms are developed in parallel with the 
programs. 
The learner wi.ll experience emphasis in the following areas: 
1. The type of activities required to pass the DPMA test, 
(the programming part) 
2. Data Structures 
3. RPG (at the level of the DPMA test) 
4. Fortran (at the level of the DPMA test) 
5. Flow chart reading and writing 
Fortran and RPG (Report Program Generator) languages were used 
since their proficiency is required for the DP.MA test; however a sub-
set of IBM BAL language was used because I believe that the person who 
is more than superficially interested in computers should be able to 
demonstrate a proficiency with a machine language. 
The cassette recordings are an integral part of the presenta-
tion, since ~hey allow the reader to progress outside the classroom. 
The recordings, pl1Js the hard copy of actual programs, diminished in 
size, give the learner material which he can move to any location and 
study without the presence of the instructor. 
1 
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ORGANIZATION 
the book is divided in;o four main parts: 
1. Introduction (containing the Swanson System Study) 
2. Data Structures 
3. Fortran 
4. RPG 
Section I, the Introduction,. contains the Swanson System Study, 
which provides a model to answer the question "WHY" for much of the 
rest of the book. 
Section II, Data Structures, includes many of the topics in-
eluded in the recommendations of the Curriculum Committee on Computer 
Science of the Association of Computing Machinery. 
Section III, Fortr~n, is designed to prepare the advanced pro-
grammer for the DPMA test, but can be used to develop programs in other 
languages by using the 'Fortran programs presented here as models. This 
section does contain some Basic Assembler programs. 
Section IV, RPG, provides models and information which will 
aid in the preparation for the DPMA test. The Basic Assembler program 
presented here is used as a comparison for the invoicing program, 
written in RPG. 
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HOW TO USE THIS BOOK 
The programmer reviewing for the DPMA test can study the Swanson 
Study, use the cassettes, review the Fortran Section (paying particular 
attention to the first half), and review the RPG Section. This can be 
done in six weeks without an instructor. 
The college student can make a semester, or a year study, with 
or without an instructor. The type of computer is incidental, since 
the tape cassettes analyze each BAL program. In fact a computer isn't 
needed (however it does work as a motivating force) • This allows 
several different languages to be programmed at the same time during a 
semester. 
An instructor who uses this book need not know the Basic Assem-
bler Language, because the tapes will assist him. 
The long programs were diminished in size intentionally so that 
a learner could manipulate them with ease. It is sometimes better for 
analysis, if the learner copies certain sections manually, if he wants 
to carry on a concentrated study. 
The book starts with a real systems study, which uses a ficti-
tious name. The study was made by the firm of Swanson Associates, 
(real name), and the corporation in the study is the Marine Division 
of the Oceano-Graphic Corporation (fictitious name). 
Why use a systems study to start a ~rogramming tex~? The 
answer to this question is that the study gives meaning to the whole 
text, and serves as a vehicle for the text. The programmer reviewing 
for the DPMA test might have lost vi~ of the whole corporation, he 
might have forgotten some of his systems work he had a few years ago, 
iii 
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and might not have a model of a systems study to review before his test. 
The college student ~ight have a good background in accounting, 
but it will add to his ability if he ·can work with a model that develops 
a management information system. which includes the whole or at least 
a part of the corporation. 
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THE SWANSON SYSTEMS STUDY 
The objP.ctive of this section is to present a complete model of 
a systems study, and the presentation of the files serve as models to 
be programmed at the end of the book. 
Since so many elementary programming books start with explana-
tions of computers and use only short examples, it was felt that an 
advanced book should contain a system study and complete models of pro-
gr~ when possible. 
It is suggested that the reader return again and again to the 
charts of this study so he can develop a feeling for ttie functional 
groupings of this real corporation. 
1. 0 ABSTRACT 
PRODUCTION SYSTEM PROPOSAL 
for the 




Dr. Daryl G. Mitton 
Dr. Robert w. Swanson 
·3 
This is a proposal of a system design for the Marine division 
of the Oceano-Graphic Corporation. We believe its unique features will 
provide a multitude of advantages for the firm including: 
a. A planning and control capability which cannot even be 
approached by your current system and which, we feel, has 
not been attained for any similar sized company in the 
past. 
b. A capability of response through information accessibility 
for all tactical and strategic situations. 
c. A reduction in both direct and indirect production costs--
at present or increased production levels. 
d. A competitive advantage in the ability to obtain proper 
proposal information from a technical, cost, and delivery 
standpoint. 
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e. A reduction in inventory and inventory costs (we feel that 
under existing output levels, the present inventory level 
of $85,000 can be cut to $20,000). 
f. The availability of analyses of consequences of alternative 
decisions. 
g. The many sundry advantages brought about by good systems 
design, such as more complete and tmproved cost informa-
tion, _the signaling of ~pending operational difficulties, 
the reduction of operation cycle ttme, the improvement of 
customer service and feedback, the determination of future 
equipment and manpower needs, and the preparation of most 
essential paperwork. 
The strength of the system is the ability to obtain needed in-
formation easily. This strength provides a strong motivation to keep 
thea system operative. No operational system, regardless of its detailed 
design, will function properly unless it is used as its design intended 
it to be used. Most systems are designed in such a way that their in-
tended function is obstructed in some way to satisfy organizationally 
local needs. Therefore, most systems fall short of their intended goals. 
At present, the Marine Divis1.on of the Oceano-Graphic Corporation 
has a very detailed and elaborate system for operational planning and 
control. It does not function. Its literal atrophy is caused by an 
informal realization at all levels within the division that the struggle 
to supply input and the difficulty of receiving output are not worth the 
rewards obtainable by the functioning system. 
This is no direct criticism of the Marine Division system, for 
what is symptomatic here is found in most organizations: the super-
. ~.i" .•. 
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imposition of an informal "make-do" system which operates on "get by" 
and exists to accommodate certain paper work demands that may or may not 
have any real relevance to the effective running of an organization. 
In fact, it is not uncommon for the resulting working system to be 
actively dysfunctional, particularly in the long run. 
Our study first confirmed the existence of a non-working system. 
We next submitted preliminary designs of two possible alternative systems 
which would provide a greater degree of automaticity in speeding input 
and spilling output. The first was a somewhat conventional approach, 
an integrated data processing system, which would mechanize the various 
subsystems (a subsystem at a ttme) that tmpacted on the production 
function--production, purchasing, accounting, engineering, etc. Each 
system, being separate to orient its particular output demands, would, 
nonetheless, be updated by information fed into any of the subsystems. 
Output would have a specialist orientation--not suited to generalship. 
The data files would be redundant and the system would never be totally 
current. We admit to editorializing against this system in favor of a 
second approach, which the Marine Division decided to pursue. 
The system devised is built around the concept of a single flow 
of information. Essential to this system is a common data base. In-
formation input is, therefore, ~ediately triggered to update purchas-
ing, production, engineering, etc. Info~tion is always current. No 
output is made unless called for. Information release is on a "need to 
know" basis rather than a "nice to know" basis, and it is in an inter-
pretable form to serve as a decision base. The ability to obtain needed 
information very easily serves as the strongest motivation to supply 
essential input. In spite of the universality of the system, we have 
devised a way to introduce it in modules, which will enable faster 
realization from the system as it is programmed and introduced, and 
which provides for current debugging of the programming. 
We recommend an IBM 000/000 computer as the equipment best 
suited for immediate and future ne·"ds of the Marine Division. We esti-
mate its first-year costs at $00,000 ($0,000 per month for ten months) 
to program and debug the system recommended. Current Marine Division 
personnel would be able to man the program, so no additional cost would 
be incurred here. It is unfortunate, in a report suc:h as this, that we 
cannot include as a cost the price of not making the change, for we 
feel, if the Marine Division is to be a part of the growth of oceano-
graphic explosion that is sure to come, these changes must be made. 
What is the cost of losing a position of leadership in oceanographic 
instrumentation? What is the cost of losing a contract because of poor 
performance? What is the cost of slipping ever so slightly behind the 
competitor? There are costs that do not show in the profit and loss 
statement directly, but their costs are just as real as those that are 
displayed. 
1.1 PLAN OF REPORT 
The r~port is presented in five parts, starting with a discussion 
of the objectives and limitations. This is followed by an explanation 
of the methods used and alternatives available to us in conducting the 
study and design. The next section of the report is devoted to a sum-
mary analysis of the existing system and what we considered to be the 
major limitations for continued successful use of the system as it cur-
rently exists. Beginning in Section 5.0, we present the proposed single 
information flow system, complete with the details of the proposed 
filing system. In Section 5.5, we further specify the benefits that 
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can accrue from the employment of such an approach to the production 
information system. Section 6.0 of this report deals with our estimated 
cost and schedule of implementation. 
2.0 OBJECTIVES 
The objective of this study is to analyze existing procedures 
and conditions of operations prevalent in the Marine Division of the 
Oceano-Graphic Corporation to determine the feasibility of use and 
choice between available methods of operations of automatic data process-
ing systems. 
A part of this objective has been to develop an operating system 
that would provide the management of this division wich insight and con-
trol of the production function, insight being defined as access to the 
facts in an orderly ~~er with an insured degree of accuracy. 
A second function of the objective was to develop the state of 
automation to provide individual response to the system. 
The functional criteria for measuring how well these objectives 
can be obtained are: 
a. Reduction of the number of manual checking functions by 
one-half (i.e., routine decisions and paperwork). 
b. The increase of the division's profit to thirty percent 
prior to taxes. 
c. Reduction of the total direct and indirect cost of pro-
duction by twenty percent. 




There are many limitations to a report of this nature. Time 
only permits the minimum of attention to the existing disciplines and 
methods of management information systems. The chief center of interest 
here is to determine the prospective utilization or applicability cf 
present systems. Further, since many management decision .factors are 
prefaced upon future events not totally definable now, no effort has 
been made to define the future needs of Oceano-Graphic other than what 
is needed now. Th~e decisions must be reserved for the future as the 
technology evolves; however, the provisions for growth were considered 
and incorporated as a function of the study. When we consider the 
peculiarly sensitive nature of a company's investment in computers-
with its potential for major impact on its position in competition--
judgments on how, where and when--the investment should be made to 
assume special importance. As a result of advances in technology, the 
computer can now play a more central role in corporate planning and 
operations. Since present criteria for allocating resources to ADP are 
based on outdated data processing operations or on rules of thumb, they 
do not take into account the ability of computers to contribute to 
profits and/or cut operating costs outside of ADP. Clearly, it would 
be more appropriate to evaluate the computer investment in terms of 
its contribution to the entire management process. 
We recognize how difficult a tGsk this will be. There can be 
no simple rules of thumb for analyzing Oceano-Graphic's ADP expenditures. 
These expenditures must be geared not to the company's size or competi-
tor's spending, but to the benefits to be derived in each specific case. 
Since these benefits often accrue from the value of the information to 
.. ~ .;-, 
9 
be supplied by the system, as well as from the added efficiencies and 
direct savings in data processing operati~ns, they are elusive and 
extremely difficult to measure. 
It should further be expressed as a function of the scope of 
this study that we, as consultants, are not in the business of selling 
computer hardware. Our task is to evaluate the present system and 
reco~end changes as they relate to the objectives of the study. If 
the results of this study are tmplemented, the choice of equipment 
would be the decision of the Oceano-Graphic Corporation. 
l. 0 BACKGROUND 
Our approach to this particular study was to review the present 
system as it is currently operating. This review included those docu-
ments and procedures that are defined in the systems and procedure 
manuals and a complete survey of the actual operations and procedures 
as interpreted by those perfonning the functions. There always exists 
a certain dichotomy in all enterprises. There are the procedures set 
by the workers and lower levels of management and the procedures formally 
defined by top management. Rarely are the interpretations identical. 
Suborganizations with organizations adopt symptoms to satisfy the needs 
of their organizational area. They add to and ignore the system as 
they see it and make it tolerable and workable from their point of view. 
Therefore, there exists a system working the way the lower echelons 
believe it has to work. It is necessary to review both systems. 
Each of the activities was reviewed from t~.e perspectj.ve of how 
well it co·ntributed to the production of the end product and how well 
it fit into the function of management control. Instead of starting 
.-- -;. 
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with the costs of processing data, we started with the positive value 
of the information produced by the proces~ing. The benefits do not stem 
directly from the fact that given daca are processed; they stem from the 
results of data processing. The value of information from data process·· 
ing is not what it costa to obtain but, rather, what it can do for 
management. Costa have their place, bu't in a different part of the 
equation. 
This, the first effort becomes one of analysis of the intended 
system. It is an effort to establish a system based upon the total ob-
jectives of the company. Recognizing the prof~tability of rapid growth 
in the oceanographic field and the l~tations of time and cost in 
designing and implementing a total system, we feel there are two feasible 
alternatives to choose from--integrated data processing or single infor-
mat~on flow. 
The integrated data processing approach is an attractive alterna-
tive from several aspects. First of all, it is the conventional approach. 
Most commitments in the field of data processing take this approach. It 
is a step-by-step approach. You can merchandise a subsystem at a time, 
thereby getting a system on the computer, gaining some utilization and 
economic value out of the system without the total system being designed. 
In this case, production could be put into operation first, followed by 
a purchasing system, then accounting, etc. All of the subsystems would 
be designed so that information from one system would be used to update 
other subsystems, thus integrating all the systems into a single inte-
grated whole. Each of the subsystems would produce the desired reports. 
In the technical jargon, we refer to it as an "output oriented system." 
!he single information flow concept developed from some of the 
11 
apparent limitations of the integrated data processing (IDP) approach. 
First, consider the IDP method each subsystem being linked to the other 
subsystems. This means each subsystem must be updated without respect 
to the volume of transactions affecting it. Secondly, each subsystem 
must, by its nature of independence, support separate filing systems, 
much of which is redundant data. This requirement for processing and 
redundant files necessitates considerably more machine capacity than 
would be required if they could be elimjnated. A second deficiency 
arises in that the system is never totally current by the nature of the 
interlacing of subsystems. Thus, management in each of the separate 
functions always sees different data creating a continuous point of 
contention. 
This system is designed whereby the source information in any 
department updates a single information file. For example, an engineer-
ing change would update the purchasing files and production files, as 
well as the engineering files at the time of entry. Conceptually, they 
would be a single file. In this mode, we could eliminate a consider-
able amount of processing. In the technical sense, the system would 
become input oriented. The results would chen be a system containing 
the same information bank, but requiring less equipment and more current 
data. 
When presented with these alternatives, the management of the 
Marine Division chose to pursue development in the direction of the 
single information flow concept. The design of the system was then 
undertaken with the intent of developing this concept on a limited 
scope, primarily directed to production, inventory control, material 
control, and purchasing functions. 
12 
3.1 PROCEDURAL ANALYSIS 
The benefits accruing from any management information system, 
whether computerized or not, may be seen to fall into three categories: 
a. Cost savings--i.e., savings in data processing cost 
because of reductions in clerical work force and other 
changes. 
b. Operational gains--i.e., efficiencies in corporate opera-
tions resulting from the application by managers of 
information received through the system (for instance, 
data on inventory reductions and faster production). 
c. Intangible benefits-i.e., improvement in customer service, 
corporate planning and forecasting, the ability to sustain 
growth, and other advantages which may not be present 
without the system but which depend upon management's 
astuteness in using it. 
Thus, the functions for measuring the value of the present system were 
categorized into these three areas in an attempt to establish a baseline. 
It is also necessary at this point to differentiate between the 
business system and the information system of the enterprise. For the 
most part, the business system has its main function of converting the 
raw materials, through a process of manufacturing, testing, and assem-
bling, into oceano-graphic measuring instruments. The management 
information system, on the other hand, translates from the environment 
and from within its own components as its inputs. It stores this infor-
mation and associates it with previously stored information in order to 




Defined in this manner, the analysis of the present system and 
design of the proposed system were evaluated against the following 
premise. Management control is a function of measuring how well a task 
is being accomplished as compared to what was planned. This is pictori-
ally described as: 
PREMISE---~> PLAN---~ ------~~~MEAS~ 
Fmm~~\------------~ 
4.0 THE EXISTING SYSTEM 
As previously stated in the procedure of analysis section of 
this report, the existing system was evaluated primarily from the follow-
1ng points of view: 
a. What are the objectives or premise for operations? 
b. How was the premise put into operation, i.e., how did 
the planning taKe place? 
c. In what manner was the plan implemented? 
d. What was the measurement for determining how well the 
plan was being accomplished? 
e. What was the medium for feedback and how did it affect 
the process? 
The first step was to define the processing system as it cur-
rently exists. EXHIBIT "El" describes the system by means of a PERT 
type network as it was described by the employees within the system. 
As we appraise the system from an overall standpoint, we fin.d 
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the information is usually defined in two documents, the MJO and con-
tract. This information is then combined with the forecast of sales to 
plan the task. The planning task for inventory MJO's is completed and 
issued in the form of a milestone schedule, which is filed and never 
distributed. As a matter of interest, during the period of this investi-
gation, much dissatisfaction was expressed by those making this schedule 
and they had discontinued its process and were in the process of design-
ing a new one. No where in the organization was any other reference 
made of the milestone schedule nor did anyone seem to miss it. This 
was somewhat overcome by the authorization for work document. This 
document does give the information as to what is to be done and some 
limiting criteria, such as budget and when due. 
In pursuing the authorization for work as the planning and con-
trol mechanism, we found its primary use was to provide the major task 
definition and a charge number by which to accumulate costs. It con-
tains no provision for stating how the job is to be done and if there 
is a change in the plan. For instance, there is no revising of this 
document to reflect the change. Hence, the document doesn't really 
provide the planning function nor the feedback medium for control. 
To further pursue the process of planning, we found the foreman 
in each of the departments was familiar with what had to be accomplished, 
based up~n past experience, and assigned the work accordingly. This work 
assignment was related to their area only and reflected none of the 
interface requirements of the other subsystems. Thus, the product test 
plans were in no way coordinated with the machine shop. Again, there 
was a complete lack of any formal feedback mechanism. It would appear 
to an outsider that the system primarily reacted to crises and was not 
. '~.· "'.·• . "'-'.. . . . 
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a function of discerning which of many alternatives should be taken. 
Unfortunately, it is the empty wagon that makes the most noise. 
Because of the lack of a formal flow of the planning function, 
it became impossible to measure economically the cost of that system 
and we, therefore, .abandoned attempting to establj.sh that of baseline. 
We also recognize that the Marine Division is basically an intermittent 
type of operation or job shop--organized about multipurpose machines to 
perform specific functions. This type of environment normally relies 
on heavy paperwork in order to control closely its cost and production 
capacities. 
We believe the present management has designed systems that 
would accomplish the intent of control. However with th~ dynamics, 
particularly present in the oceano-graphic field, any effort to accom-
plish this manually with a sizable production volume would be futile. 
First, the cost of manpower, primarily .clerical and management, would 
be economically infeasible. Second, the response time would be of such 
length as to negate most of the competitive advantages of the . ·:oduct 
and seriously affect the function of sales. 
For the purposes of this report, we have included some of the 
analytical data used to arrive at the above conclusion. This, of course, 
is only a sample of the effort and volume of data collected. It is not 
our intent to burden this report with data that is meaningful only to 
fellow colleagues in this field. However, some insight should be given 
the reader as to the logic of the conclusions. 
5.0 PROPOSED SYSTEM 
Experience has shown that the gathering and dissemination of 
. ;;.·;. -· .7":': 
- . 
25 
information is the manufacturing company's most difficult problem. In-
formation is voluminous, scattered, and often difficult to obtain. In 
one of the early stages of this study, l!r. Fictitious emphatically 
stated he wanted a system that would give him "access to the facts." 
In addition, if we are to maintain the function of management control, 
we must provide for a means of planning and measurement that is currently 
lacking authenticity in the current system. Thus, our system must have 
a central information system and a framework that will facilitate 
mechanization. 
We are proposing a single flow information system where the in-
formation will be accumulated in a production control center and where, 
literally, one set of books is maintained. This takes the form of 
records stored on computer disk files, readily accessible to all in-
terested parties at a moment's inquiry. These records are designed to 
contain as much data as is deemed important to management. The accuracy 
of the records, also an essential element, will be easier to achieve 
and maintain, for ~~y one set of archives will now be put to use. 
The essential element of this system is the development of a 
data base that generally covers all the operational information needed 
to handle this company's business. It will be stored on disk files and, 
therefore, direct~y on-line with a computer. Because of this, summary 
and detail information can be accessed, updated, and retrieved from 
multiple entry points. Data is stored one way through reference to 
symbolic record field labels and can be printed in various output 
formats. 
Each system of records is linked in a particular manner. For 
example, a part number, accessed through the basic record, may lead to 
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what we call the product structure--a where-used going-to file, or 
standard routing record or the manufacturing sequence, or an open ord~r 
status, or an open job summary, or a detail record. In the latter in-
stance, the specific work center in which the job is being performed 
may even be pinpointed. 
5.1 THE SYSTEM OVERVIEW 
Drawing No. 1, System OVerview, shows the interaction on data 
flow within the Marine Division organization. The interaction 9f these 
events is grouped within seven major areas: 
a. Sales analysis 
b. Engineering 
c. Inventory control and production scheduling 
d. Manufacturing facilities 
e. Finance 
£. Purchasing 
g. Sales and distribution 
While the data base is designed to process segments of all 
these areas, it does not contain the additional detail records needed 
to handle sales analysis, finance, and sales/distribution. 
5. 2 PRIMARY FLOW OF INFORMATION 
The input of information leads from an initial input of customer 
orders and statistical sales background data to the final shipment of 
an order. A generalized statement of the system flow is divided into 
a planning phase and an execution phase. 
Planning begins with the preparation and projection of order 
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product inventory records, but family component characteristics of the 
product line must also be recognized. Product structure on bills of 
material enter into these decisions. 
After a determination of net requirements, an order quantity 
analysis takes place to ascertain lot sizes and lead times for both pur-
chased and manufactured items. 
To-buy items are routed to where items are placed on a purchase 
requisition. At this point a selection of vendor is made, price and 
delivery are negotiated, and purchase order is released. Receipt cards 
and/or a scheduled receipt document may be prepared simultaneously with 
the purchase order and forwarded to the inspection-receiving area of 
the plant. An open purchase order record is now initiated for follow-
up. 
To-make items are routed to production planning for assembly and 
fabrication. Some similarity exists within these two units. An assembly 
order is generated for the assembly area, a shop order for the fabrica-
tion area. Material requisitions and job tickets accompany both docu-
ments. Three basic types of records (standard routing, work center 
load, and open job order) permit assembly and fabrication to schedule, 
to load, and to level the line or shop and to release the order paper-
work. 
Execution begins at the purchasing level with the need for 
order follow-up and vendor expediting. The vendor ships material, 
accompanying his shipment with packing lists and an invoice. 
Varied execution functions are performed at the assembly and 
fabrication levels. Orders are dispatched, rescheduled, and expediced 
between work centers. In the meantime, current production reporting 
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updates work center and open job order records. 
5.3 SYSTEH FLOW 
Our proposed system has been designed to fit this basic produc-
tion model. For ease of implementation, eight subsystems have been 
developed. This allows for modular programming and should substantially 
reduce the cost of implementation and speed of accomplishment. The in-
formation flow begins from two directions. (See Drawing No. 2, Produc-
tion Model.) The first path moves from engineering data control,. to 
inventory control, to requirements planning. The mission of the engineer-
ing data control subsystem is to organize and maintain basic records. 
These basic records are what we call the item master file, product struc-
ture file, standard routing file, and work center master. The subsystem 
has the added capacity or capability of retrieving information from the 
data base. Six retrieval functions are presently developed, three in 
assembly sequence and three in parts usage sequence. 
An inventory control subsystem follows organization of basic 
records. On-hand inventory, usage history, and on-order fields are used 
in the item master file so that stock statu~ reports can be &enerated. 
Thus, a major objective of this application area is record maintenance 
and updating inventory. With accessibility to such data, "when to 
order" and "how much to order" decisions are made. 
A second flow line mova~ from sales forecasting to requirements 
planning. The saies forecasting subsystem analyzes historical demand 
data, which may be stored on the item master, to provide requirements 
planning with a gross finished product forecast plan. 
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makes it possible to determine net requirements, projected into time 
periods and schedule due dates. Product structure records are used at 
this point to allow breakdown of finished product items into indiviciual 
components. These are similarly netted and projected into time periods. 
All of this results in planned orders, destined to each of the four 
links: purchasing, electronic assembly, fabrication, and product test. 
Planned orders to purchasing result in ma.terial requisitions 
being prepared. Through the use of purchase master and vendor master 
records, a vendor may be selecteD and a purchase order with receiving 
documents created so that purchase follow-up can be initiated in the 
next sequence of events. 
Planned orders to the three production areas go to the capacity 
planning sub-systems, or long-range scheduler. Its purpose is to identify 
overloads far enough in the future for both facility and manpower plan-
ning. After order start date calculations are performed (utilizing 
standard routing records), consideration is given to plant capacity. 
The work center master is used for this purpose. Available techniques 
are then used to level the loads. A work center load report, projected 
by time period, is one of the key output documents. 1~e operation 
scheduling accepts orders which have gone through a releasing cycle from 
capacity planning and schedules the work center within its short-range 
time span. Dispatching sequences are prepared and analyses made of the 
loads. Priority rules are set and order completion dates determined. 
To the short-range scheduling phase of this subsystem, we have added the 
control of tools. A tool master record is designed for this function. 
Shop floor control is the final subsystem in the flow line. It 
prepares the shop packets and other factory documentation. It also 
• 
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constructs the open job summary and operation detail records so that the 
progress of the work can be reported. Feedback is one of its more L~­
portant functions so that the system can respond to change. 
5.4 STANDARDIZED RECORDS 
A set of standardized record layouts is included in this report. 
These records are designed as the data base to mechanize the application 
areas we have discussed and lead toward developing a single information 
flow concept. 
These records contain the fiel~s we consider nece$sary to enable 
Oceano-Graphic Division to utilize and control their control production 
output requirements. Each record is described in detail in Drawings 
numbered three through eight. Their·respective lengths determine the 
size of the storage requirements of any data processing equipment em-
ployed. Ch~rt No. 9 is included to show how the chaining sequence of 
the records is interfaced. This interaction of the records achieve for 
us two major functions, first to provide access to the facts and second-
ly, through this chaining sequence a single data base is developed to 
allow for implementation of the single information flow showing how a 
change, such as an engineering change, updates the whole data base, 
which is common to all. Thus, we accomplish one of our main objectives; 
one set of books is maintained. 
5.5 BENEFITS OF THE PROPOSED SYSTEM 
a. A Plan for Growth 
A plan can be developed to begin implementation for each 
of the application subsystems leading to th~ single in-
formation flow system. The system can grow as Oceano-
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Graphic grows. And Oceano-Graphic will obtain tangible 
results long before the total system io installed. 
b. Standardization 
36 
Information is common to all--it is known and called by 
one description. One set of records makes this possible. 
Thus, it makes planning easier with standardized consis-
tency in estimating and pricing. 
c. Extensive Data Base 
The record base has ~o important features: accessibility 
and accuracy. Information is accessible through inquiry 
to multiple points; detail is available through chaining 
to all related records. No longer will it be necessary 
to spend hours or days searching file drawers or ledger 
cards. Also, information is more accurate; it is updated 
in only one place. Standard transactions processed within 
each subsystem assure complete record maintenance. 
d. Modular Program Design 
Chart No. 10 shows the modular programming concepts. We 
can obtain tangible results before the total system is 
installed. This has been the major drawback of the single 
information flow concept. This will also allow a systema-
tic plan of implementation with easily defined milestones 
for time and budget control. 
e. All production information is now directed into a single 
channel. Levels of operating and management personnel 
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(1) Cost can be closely controlled, better surveillance 
over overtjme hours, inventory, and machines--the 
key to cost reduction. 
(2) More efficient planning. 
(3) More time available to react to changes. 
(4) Less waste, reduced information costs, more profits. 
6.0 COST OF IMPLEMENTATION 
The cost of tmplementation is a function of two variables. 
Machine costs of equipment capable of the level of mechanization required 
for this system represent one variable. Software cost, the cost of pro-
gramming, represents a one-time cost necessary to the operation of the 
system. 
6.1 HARDWARE COSTS 
The hardware costs have not, for the purposes of this report, 
been precisely defined by the soliciting of quotes or bid proposals. 
However, with our experience directly in this field, a realistic esti-
mate can be submitted. For instance, an IBM System 000/000 with a co~­
figuration to handle this application would cost $0,000 per month through 
the first years of operation. The addition of terminals as the need 
arises will increase the hardware costs to approximately $0,000 per 
month at later stages of development. 
Operating and programming costs after the system is fully in 
operation will be approximately $000 per month. It is imagined this 
capability ~~uld be developed from within the current organization and 
no additional people added to the payroll. 
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6.2 SOFTWARE COSTS 
The normal rule of thumb for predicting software cost for a new 
system such as this is to take the first year's cost for the hardware; 
in this case, $00,000. However, the sophistication of this system, 
which is considerably more elaborate than a payroll system, etc. (which 
is usually the makeup of software costs), can be accomplished for con-
siderably less investment, since developed, canned programs, programs 
already written, can be used to minimize this expenditure. However, 
the canned programs still must be modified and patched to fit the 
Oceano-Graphic operation. We, therefore, estimate the cost of program-
ming, debugging, and implementation of the system to be $00,000, approxi-
mately $0,000 per month for a period of ten months (Reference Drawing 
No. 11, Implementation Plan). 
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ACTIVITIES 
Question 1. The existing system was evaluated from what points of 
view? 
Answer: A. What are the objectives or premise for operation? 
B. How was the premise put into operation, i.e., how 
did the planning take place? 
C. In what manner was the plan implemented? 
D. What was the measurement for determining bow well 
the plan was being accomplished? 
E. What was the medium for feedback and how did it 
affect the process? 
Question 2. What was the object of the engineering data control? 
Answer: To organize and maintain basic records. 
Question 3. What are the basic records? 
Answer: Item Masters, Product Structure, Standard Routing and 
Work Center Master. 
Question 4. What other record is included under Engineering Data 
Control? 
Answer: Open Job Order and Order Summary. 
Question 5. What is the major objective of the Inventory Control 
System? 
Answer: Record ~aintenance and updating of the inventory (it 










What else is of importance as far as inventory con-
trol is concerned? 
On-order fields are used in the Item Master so that 
Stock Status reports can be generated. 
What functions do the Sales Forecasting and Require-
ments Planning Connection perform? 
The analization of historical demand data, which may 
be stored on the item master to provide requ~rements 
planning with a gross finished product plan. 
What is the result of the merger of Requirements 
Planning with Inventory Control? 
This makes it possible to dete~ine the net time re-
quirements, projected into time periods and schedule 
due dates. 
What other records are used? 
Product S~ructure records are used to allow the break-
down of finished product items into individual 
components. 
Question 10. What are the names of the four links that the Planned 
Orders are distributed to? 
Answer: Purchasing, Electronic Assembly, Fabrication and 
Production Test. 
Question 11. What are the four files involved when the Planned 
Orders reach the purchasing link? 
Answer: 
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Item Master, Purchase Master, Vendor Master and Open 
Purchase Order. 
Question 12. How may a vendor be selected? 
Answer: Through che use of a Purchase Master and a Vendor 
Master record. 
Question 13. What is the purpose of che Capacity Planning Subsystem? 
Answer: It identifies overloads far enough in the future to 
allow manpower planning and facility planning·. 
Question 14. What records are used to calculate the Order Scart 
Date? 
Answer: Standard Routing Records. 
Question 15. Give the name of one of the key documents developed 
in this area according tc the Production Model. 
Answer: Work Center Load Report, projected by time period. 
Question 16. What is the purpose of the Operation Scheduling 
Section? 
Answer: It accepts orders which have gone through a releasing 
cycle from Capacity Planning, and schedules the work 
center within its short range time span. 
Question 17. Shop Floor Control is the final subsystem in the 
flow. Give two of its functions. 
Answer: A. It prepares the shop packets and other factory 
documentation. 
B. It constructs the Open Job Summary and Operating 
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Detain Records so that the progress of the work can 
be report~d. 
Question 18. If we examine the set of Standardized Layout Records, 
we note that certain fields were used. Why? 
Answer: The fields were used to allow Oceano-Graphic to 
utLlize and control their production output require-
men.':s. 
Question 19. What can the lengths of the records help determine? 
Answer: The lengths can determine the size of storage re-
quirements of any data processing equipment used. 
Question 20. Chart 9 shows how chaining sequence of the record is 
interfaced. What two functions does this achieve? 
Answer: A. This allows the development of the necessary 
retrieval functions to provide access to the facts. 
B. The chaining (or linking) allows the development 
of a single data base which means a single information 
concept. 
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(}take a check mark for your answer to Data Management Topics--included, 
not included, or irrelevant in the Swanson Study.) 
FEASIBILITY STUDY 
l. Basic Steps in Development of Business Systems 
1. Problem definition 
2. Application Research 
3. ScopP. of study 
a. Organizational boundaries 
b. Objective of study 
c. Resources available for study 
4. Cbj ecti.ves 
5. Target dates 
6. Study phase responsibility 
7. Education of several departments 
8. Management role 
2. Factors Included in Systems Repcrt to Management 
1. Introduction 
2. Description of study 
3. Costs 
4. Organizational changes 
3. Systems and Procedures Covered 
4. Functions of Systems and Procedures Department 
1. Systems analysis and design 
2. Forms design and control 
3. Records management and retention 
4. Report analysis 
5. Preparation of written procedures 
6. Work distribution 
7. Process flow chart 
8. Procedure flow chart 
9. Work measurement 
10. Time standards 
11. Time and motion study 
12. Forms control 
a. Retain only necessary forms 
b. Renew and reuse 
c. Proper design and manufacture 
d. One person assigned to forms control 
5. Forms Design Basic Consideration 
1. Purpose 
2. Decision for specific information 
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3. Use and purpose 
4. Logical placement of items 
5. Physical placement of items 
6. Analyzation of number of copies 
6. Records Nanagement 
1. Creation and use of records 
2. Distribution 
3. Simplification of paperwork 
4. Data retained 
5. Filing procedures 
6. Security 




4. General information 
8. Installation of Electronic Data Processing 
1. Systems design 
2. Personnel selection and training 
3. File conversion 
4. Forms design 
5. Progranuning 
6. Testing of programs 
7. Facilities design and preparation 
8. Scheduling and testing the system 
9. Changeover 
10. Feedback evaluation 





10. File Design 
1. Volume consideration 
2. Timing 
3. Sorting 
11. Fact Gathering Techniques of a SystP-m Study 
1. Interview 
2. Questionnaire 
3. Review Records 
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12. Type of Information Gathered 
1. Historical 
2. Cost 
3. Current procedure 
4. Effectiveness 
S. Relationship between departments 
.. ~ •'-• ............ 
. . , . ·.,; .·· ..... 
,,.._.~ . 
- .·· 
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CONSTRUCTION 
The Swanson Study uses a PERT type plan with Chart 11. The con-
struction program can be used with this t~~ ~of plan, and the cost 
program, which follows can be used to account for costs that occur 
daily. 
Use the tape cassette to analyze this program. It will develop 
an introduction to the Basic Assembly Language used in this book. 
The object of this program is to find the shortest time in which 
a construction project can be completed and to find the activities that 
limit the time for completion • 
First a network for the project, such as Figure C-1 is drawn • 
Each artow represents an activity. The numbered circles represent 
events. The numbers alongside the arrows are the work time, in days, 
for the activity. The diagram is laid out such that all activities 
leading to an event must be completed before any activities leading 
away from that event can begin. The ending number must be higher than 
the beginning event number. 
The data 1s read into the computer, one activity per IBM card. 
The first sixteen spaces are reserved for the activity description, the 
next three spaces for the starting event number, then three spaces for 
the end event number, finally three spaces for the work time. 
The data is stored in core storage, first the sixteen bytes of 
description, then two bytes for start event (packed format is used for 
all number data in the storage ~ables), two bytes for end event number, 
two bytes for normal work tL~e. In addition, space is reserved in 
memory for start t1me, end t~e, slack t~e and an index. Two bytes 
·vf core storage are reserved for each activity in the table. 
The program proceeds: 
1. Initialize 
2. Print header 
3. Read all data cards and store information in table 
4. Print out table 
5. Sort the table on basis of lowest starting event number 
6. Locate activity with the lowest starting event number 
7. Locate and place in table TTWO all activities with end event 
numbers that match the start event numbers or (6) 
8. Sort table TTWO on the basis of ending times 
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9. Subtract ending time of each activity from the ending time of the 
largest activity in table TTWO 
10. Enter difference in slack time position 
11. Enter the longest event time from table TTWO into start time for 
activi.ty (6) 
12. Compute end time for activity (6) 
13. Index activity (6} 
14. Transfer table TTWO and activity (6} back into main table 
15. Test for last event 
16. NO-back to (6) 
17. Print out main table for second time 
18. Sort main table on basis of lowest slack time first 
19. Cut table off after a last event with no slack time 
20. Sort new short table on basis of start event number, highest first 
21. Print headers 
22. Print out first activity in table (this activity is actually the 
last activity to be accomplished on the project) 
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23. Index first activity with a %% 
24. Locate and print all activities with end event numbers the same 
start event as 21 
25. Index each activity printed with a cret 
26. Return to beginning of table, find first activity not indexed with 
%%, but indexed with a cret 
27. Locate and print all activities with encl . .Vent 'DUDlbers the same as 
start event number 25 
28. At last event end program 
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Construction--Flow Chart 
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Construction Program--Network Layout 
Figure NET-01 
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Figure CONA-01 
This part of the program does the initialization and reads all 
the cards. 
Data is placed into a table in core storage by means of in-
dexing a table. 
The index register used here is register 8. When all 
cards are read, a star (*) is placed at the end of the table. 
The 
table is then printed out by means of the BAS to OUT after the last 
card is read. 
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Figure CONA-02 
FIND--A compare is made to determine if it is the end of the 
table. If not, the starting time is moved tu BINB. The end event of 
the table is compared to the start event in BINB. If they are equal, 
the start event is moved to BINC and then BINC is moved to TTWO. 
The registers are incremented and a compare is made for the 
star. If no star has been reached, a branch is made back to FINA. 
When a star is found for the end of the table, indexed by regiseer 8, 
a star is placed in TTWO which is indexed by register 9. 
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ADDA-The work time is added to each start tilne and then placed 
back into TTWO as the new end time. 
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Figure CONA-04 
SUM--Subtract ending time of each activity from the ending time 
of the longest activity in TTWO. Enter the difference, which is the 
slack time, in the slack time position. The index register is then 
reset and the beginning of the table is again loaded into register 8. 
HOPE--A compare is made with BINB (the begi~ning time and the end time). 
If they match, we return it to the main table. 
INST--Transfer table TTWO back to the main table. If it is the 
end of the main table a zero is zapped into slack time here because 
~ .-:·.:.'-, .;:... 
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there is no slack time in the last event. Skip to the next page and 
print out the headings and the table. This time the switch at the end 
of section CONE send us to OUT for the next sort and print. 
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Figure CONA-05 
The table is sorted on the basis of the lowest slack time first. 
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Figure CONA-05 (Part-2) 
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Figure CONA-06 
SOR4--The new short table is sorted on the basis of the highest 
start event number first. This table will contain all the events with 
no slack time. This means we start at the back of the critical path 
drawing. 
SKIT--Skip to a new page, print out headers, and space. The 
address of the beginning of the main table is loaded into register 8. 
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Figure CONA-07 
LOPD--Index the first activity with a percent sign and add 30 
to the main table. Reset the index register and check for a percent 
sign. If so~ jump to ADVA; if not, check for a cret. If it is a cret, 
jump back to LOPD. This process now replaces each cret with a percent 
sign. The percent tells us how far we have gone, and the cret tells us 
the next adjacent event along the path that has no slack time. 
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II DATA STRUCTURES 
The Swanson Study was presented to help the reader become aware 
of a need for other programming tools other than the higher level lan-
guages. If be is going to be able to. function at the level of this 
study, it will be well to master certain aspects of Data Structures. 
The object of this section of the book is to provide the 
material so that the reader can develop his own information system, or 
at least work at the level of proficiency the Swanson Study demands. 
This introductory section presents a definition of data struc-
tures by depicting the recommendations of the Committee of the Associa-
tion of Computing Machinery for a college level course in data structures. 
This allows the reader to choose other subjects he might desire and 
pursue thea by using the bibliography in the appendix. 
HISTORY 
Prior to the 1950's programmers were concerned with both memory 
allocation and the algorithm. Each programmer accepted the fact that 
he must exercise adequate control over fast-access storage, if the 
program were too large for the storage and he had to use auxiliary. 
During the 1950's higher level languages were introduced, and 
the programmer became more involved with problem solving than with the 
machine and its various aspects. The programs grew in size and so did 
the problem of stcrage control and storage allocation. 
Due to the shielding effect of the higher level languages, the 
programmer moved further and further from the reality of the efficiency 
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and inefficiency of the machine, and the requirement was for larger and 
more expensive memories. When the cost became so great, the realization 
came that it was time for the programmer to face reality and go back 
and WOLk with such elements as information structures and storage al-
location. 
It would appear that we bave come back to a point that has char-
acteristics similar to the pre-1950's. 
It will now be necessary far the programmer to put forth the 
extra effort to master the areas he avoided even though they may appear 
to be more difficult in some instances. 
The term "INFORMATION STRUCTURE" as used in this book relates 
to the contents of the course of study presented by the Association of 
Computing Machinery in 1968. This t~ is used to infer the structural 
relationships between various data elements. 
The Curriculum Committee on Computer Science of the Association 
for Computing Machinery1 has offered recommendations for a college level 
course, entitled "Data etructures". 
1. Basic Concepts of Data 
a. Representation of information as data inside and outside 
~he computer, bits, nodes and data elements 
b. Data files and tables 
c. Names, values, environments 
d. Use of pointer or linkage variables to represent data 
structures 
1 "Curriculum 68, Recommendations for Academic Programs in Com-
puter Science," Communications of the ACM, Vol. II, No. 3, March 1968, 
pp. 151-197. 
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e. Identifying entities about which data is to be maintained 
f. Selecting data nodes and structures which ~re to be used 
in problem solution 
g. Storage media, storage structures, encoding data and 
transformations from one medium and/or code to another 
h. Alternative representations of information and data 
i. Packing, unpacking and compressing data 
j. Data formats, data description languages, specifications 
of data transformations 
2. Linear l .. ists and Strings 
a. Stacks, last-in first-out, first-in first-out, double 
ended, and other linear lists 
b. Sequential versus linked storage 
c. ~ingle versus double link circular lists 
d. Character st~ings of variable length 
e. Word packing, part word addressing 
f. Pointer manipulation 
g. Insertion, deletion and accessing of list elements 
3. Arrays and Orthagonal Lists 
a. Storage of rectangular arrays in a one dimensioned media 
b. Storage mapping functions 
c. Direct and indirect address computation 
d. Space requirements 
e. Set up time 
f. Accessing time and dynamic relocation times 
g. Storage and accessing triangular arrays 
h. Tetrahedral arrays 
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i. Space matrices 
4. Tree Structures 
a. Trees, subtrees, ordered trees, free trees, oriented 
trees, binary trees 
b. Rep't'esentation of trees using binary trees 
c. Sequential techniques 
d. Threaded lists 
e. Insertion, deletion and accessing of elements of trees 
f. Relative referencing, finding successors and prede-
cessors 
g. Walking through trees 
h. Examples of tree structures such as algebraic fo:mulas, 
arrays and other heirarchic data structures (PLI/and 
COBOL) 
5. Storage Systems and Structures 
a. Behavioral properties of Unit record (card) 
b. Random access (core) 
c. Linear (tape) 
~ Intermediate {disk and drum) 
e. Storage media including cost, size, speed, reusability 
f. Inherent record and file structure 
g. Deficiencies and interrelation of these properties 
h. Influence and machine structure--addressing on data 
structuring 
i. Hierarchies of storage, virtual memory, segmentation, 
paging and bucketing 
j. Influence of data structures and ~ata manipulation on 
.. :.- . 
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storaga systems 
k. Associative structures, both hardware and software 
6. Storage Allocativn and Collection 
7. Multi-linked Structures 
s. Sorting (ordering techniques) 
a. Radix sorting 
b. Radix exchange sorting 
c. Merge sorting 
d. Bubble sorting 
e. Address table sorting 
f. Topological sorting 
g. Comparative efficiency of sorting techniques 
h. Effect of data structures &nd storage structures on 
sorting techniques 
9. Symbol Table and Searching 
10. Data Structures in Programming Languages 
a. Compile time and run time data struct1.tres needed to 
implement source language data structures of programming 
languages 
b. Linkage be~een partially executed procedures 
c. Data structures of co-routines, scheduled procedures, 
and control structures 
d. Storage management of data structures in procedure 
oriented languages 
e. Examples of higher level languages which include list 
processing and other data structure features 
11. Formal Specification of Data Structures 
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a. Sp~cification of syntax of classes of data structures 
b. Predicate selectors and constructors for data manipula-
tion 
c. Data definition facilities 
d. Programs as data structu~es 
e. Computers as data structures and transformations 
f. Formal specification of semantics 
g. Formal systems viewed as d.ata structures 
12. Generalized Data Management Systems 
a. Structures of generalized data management systems 
b. Directory maintenance 
c. User languages (query)· 
d. Data description maintenance 
e. Job "~DaLagement 
f. Embedding data structures in generalized data manage-
ment systems 
g. Examples of generalized data management systems and 
comparison of system features 
II DATA STRUCTURES 
If the reader will notice the numbering sequence used for this 
section, it does contain a certain structuring. The section begins with 
Linear Lists and ends with Virtual Memory. 
There was a definite reason in presenting the subjects in this 
particular order, and that was one of logical development of the tools 
needed to create information systems. 
;. ·,, 
. - •... :. .. -·,"1~ 
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The basic information starts with lists (and links), which will 
partially answer the problem of linking, created by the Swanson Study. 
If the reader will examine the definition of data structures, he will 
see that Files are listed at lb. Files are listed in this section at 
2.4 because they fit logically into the development of the material for 
an information system. 
The final culmination of this section ends with Dynamic Storage 
Allocation and Virtual Memory. They are presented as a little icing 
for the cake, since certain programming positions do not require an 
awareness of them, however they are presented for the reader who wants 
to do just a little bit more. 
II DATA STRUCTURES 
2.1 Introduction 
2.2 Linear Lists 
2.2.1 Stacks • Deques and Queues 
2.2.2 Linked Lists 
2.3 Trees 
2.3.1 Hierarchical Ring Structure 
2.3.2 Traversing Trees - Preorder and Post Order 
2.3.3 Directories 
2.3.3.1 Structured Tree Directory 
2.3.3.2 Random Ordered Directories 
2.4 Files 
2.4.1 Sequential Files 
2.4.2 Inverted Files 
2.4.2.1 Creation, Maintenance and Deletion of Keys 














2.4.2.2 Logical Operators 
2.4.2.2.1 Logical Operators 
2.4.2.2.2 Logical Operator "OR" 
2.4.2.2.3 Logical Operator "AND" 
Multilist File 
2.4.3.1 Deletion of Records and Addition of Keys 
Cellular Multilist FUe 
Sorting Methods 
2.5.1.1 Key Sort 
2.5.1.2 Detached Key Sort 





Calculated Address Sort 
Sorting by Insertion 
Interchange Sort 




2.6.1.1 Merging Ordered Files with Subfiles 
2.6.1.1.1 ~erging Step Downs 
Linear Search 
Binary Search 
2.8 Dynamic Storage Allocation 
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2.9 Virtual Memory 
List Formats 
An important aspect of the list languages is that the original 
list of available space must be either set up automatically by the system 
or manually by the programmer. This original space amounts to a pool 
or block of storage which the program can draw from as needed. 
Three kinds of fixed format lists have been adopted by various 
writers. The format presented here was originally named by Knu~h: 
1. QUEUES enable opposite end accessibility; input one end and 
output the other end. 
2. DEQUES enable double end accessibility; a word or record 
can be added or deleted at either end. 
3. STACKS enable double end accessibility; a word or record 
can be added to one end. 
It is important to note that with the formats presented here, 
it is not possible to access records that are located in the center of 
either method. 
QUEUE r-----..t:~4 I II 
~ 
I 
~-~ - , ouT 
The Que has two ends, and the records are entered at the top 
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and withdrawn from the bottom. This mathod is generally used when records 
are to be serviced in the order of receipt, (FIFO, which is first-in 
first-out). This method also is used in accounting. A Queue is used 
for a list of areas to receive records from sequential files, and it is 
also used as a list of areas to be written on a sequential file or files. 
DEQUE til • 
•. 
.... 
It is possible to insert or delete a record from either the top 





A stack takes out the most recent item thac was put in. It 
uses the last-in first-out method. This method is one that is used 
more for list than the other methods. The list of available space is 
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one application for ttis method. 
List of Available Space 
A linked list indicates some type of instrument to control the 
space not in use. As evidenced by the language SLIP, written by Wizen-




The last (top) record is the first one out. A1l nodes that are 
not being used are linked by this list. 
Linked Lists 
. • 0 . ,. • .:. ',_:l _ __,..""""t . 8----:'~.--I ,rru,;'.:;t-~:::r".J '1,: .____; vr"- \if 1! ~ 1T£M1.\ ' 'l'\ U I : , lo.1 --~-
~·"'· 
f(J ~T!N. l. ' ,, \ 
II 11£ M ~. \ '" \ 
11.. :ror '" :t 13 





Go Through a Stack 
The linked list is much more flexible than the sequential list. 
The aderesses 10, 11, 12 and 13 are addresses in memory, and the figure 
(*) is a null link, which stops the action. 
The program requires a link variable that points to the address 
number 10, and from address 10, all other items on the list are easily 
found. 
~ · G ll 1" H R tl lJ G H A S T A C K 
~ KFGIS1'1-:K ~ ?llii"1S Tll TOI1.UF STACK 
o ~~GIST~~ 10 HAS KETUKN AD0KESS FRUM SU~R. 
* · K.i::G iS T f. tot 11 HAS RETURN AUlHt E SS FRUiV\ 
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DUNE 
~OINT TO LIN~ 
LUAU ReG 9 ·ro POINT TU 
N~XT ITEM IN STACK 
IS IT dUTTOM UF STACK 
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Refer to the Swanson Study to Chart 09, which depicts the Bill 
of Material retrieval.. Also refer to F.ile Page /14, which links the 
various files together. The above drawing is intended to carry the 
ideas the ~o Swanson charts contain, and prepare the reader for the 
linking process. 
Activities 
1. Duplicate the drawing of the linkage of File Page 14. 
2. Duplicate the drawing of Chart #9. 
3. L~sten to the tape cassettes that pertain to this section, 
and review the Basic Assembler set of instructions. 
• 
o vi ...------::::;, 
* AOO TO TUP 0~ A STACK 
:::· ·· KF.GISTER R PUii\li·s. TO AVAILABLE STURAGE 
~ : RE~ISTEK 9 POINTS TO TO~ U~ STAG~ 
* REGISTER 10 HAS RETURN ADDRESS FROM SUoR. 
·~ 
A START 0 
IJS I NG .a;;,o 
. STAR CH R,LiMr ANY MURi:: AVAILAI:Slc SPACE 










2,DV~L NO, KKANCH TU OVE~rLUw 
0 ( 4, H) , OAT A STUKF-: OATA IN AVAIL. 
H,TEMP SAVE PUINTER FOr< NEW TO~ 
or STACK 
8,H4 KbG. 8 1-'UINTS. TU LINK OF 
J\VAiL. 
9,0(0,8) AVAIL LINKt:D TO TOP G.: 
STACK 
9,Tt:MP· Rtf,. 9 iJOINTS TCJ LINK OF 
AVAIL 
H,H2 REG. H ~t"H NTS Tu '" t: L-J 
AVAILAnLE s·;nkAGt: 





The disadvantage of the extra space used by the links may be 
circumvented by including several items to each link, and a link need 
not take a large amount of space. It would take only one byte on a 
byte oriented computer. It is also possible to create an overlap of 
tables and share common parts. (This will be discussed la·ter.) 
This example of a one way link assumes that in any type of 
search, the direction can proceed forward only. 
Delete From Top of Stack 
Ktc;. ~ ~UTNTS Tll LINK UF ITeM A 
















t 5 t 10 
S 1"Ak 
PUfNT Tu LINK U~ A 
XfGISTE~ 9 POINTS Tu h 
C NEW TO~ OF STACK ) 
KUTTOM UF STACK = 
• . Y~S. GO TO UNDERFLOW 
RETURN ~ROM· SUBKOUTINE 
Figure L-5 
Delete From Inside a Stack 
The deletion of an it~~ (or items) is easy, since the deletion 
requires a change in the link to address 13. The same change with a 
sequential file would entail a deletion of the item in address 12, and 
a move up of the following items. 
:.: " 1-: t~ • "l JJ U I NT S T CJ L I N i< ll ~ I -; ;: •"• A 
... 1-{t:G. 10 Hi\S Ktl"URN AU~lKt:SS i-KUM SU~K(JlfiiNi: 




J\ H 'I , H '• tJ tl T 1\J T T U L f N K U ~ A 
LH 11,<)(0,9) Kr.G. 11 tJiliNlS TUb 
A H 11 , H4 · tJ U I NT T U L .I N K. Ur ~ 
i-"lVC OC 2,9) ,0( ll) LINK ll~ A ~Uir~TS TU C 
SH .' Coi,H4 Pn INT ·ro ·A 
CH 11, ~OTM liU TTUM U~ STACK :: 
nC 2, lJN~L YeS, GO Tu UNl)t:f<,;LUW 
KCR 15,10 RETUkN tROM SUoROUTINE 
t:Nll ·s YAR · 
Figure L-6 
Insert Into Stack (or string) Between B and C 
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The insertion of an item into a list is easy because the in-
serted node can reside at any available location. 
//) ~~ II 
II l Iie."""' t'S 
IZ.. ."r-(.<2 """' - -1t-l 
/J .:rt"•- .;Eo 
:.;. 
::• R t G • x 1J U I N T S T 0 J\ V h I L A h L t-: S I' UK A r, r: 
~' Rf.G. · ~ PlH NTS TU LtfT LINK U~ I Tc~' C 





CH· 8,LIMT J\NY MOKE AVA·ILArll~ STURAG~ 
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INT(I Lc,;T LINK 0~ AVAIL 
8,Hl. !)OINT Ttl tlATA OF AVAIL 
0(2,A),OATA SiJKE UATA IN AVAIL 
H , H 2 ., U T NT T ll R I G H T L I NK lH- AVA I L 
9,0(0,8} STORE LINK iu C INTO 
~IGHT LINK OF AVAIL 
?OINT TO NE\-4 AVAI LAkLE 
STORAGF. 
0{2,9),0(8) STORE LINK TO AVAIL 
INTO LeFT LINI<. or: C 
A,H~ POINT TO LEFT LINK 6F AVAL 
9,0(0,8) RE~. 9 WILL POINT TO 
RIGHT LINK OF ~ 
8 9 0(0,9) RIGHT LINK OF ~ WILL 
~OINT TU LEFT LINK OF AVAL 
8,H4 POiNT TO RIGHT LIN~ OF AV. 
9,0(0,8) Rr.r,. 9 WILL POINT TO 
A,H2 
"t ~, 10 
STAR 
LEfT LiNK OF C 
?OINT TO 1\&EW AVAILAt1LE ST.· 
RETURN FROM SUBROUTINE 
Delete From Left End of List 
/0 d i'Z.. ·~ 





a) t: L E T E F ~ l ;M T H E L E F T E i\: u 0 r A 1.. I S T 
~EG. 9 P1J:NTS TO THE LEFT ENll OF THE LIST 
REG. 10 ~AS RET~~N AODR~SS FROM MAIN SUSR. 
START 0 
USING *•0 
At1 9,H4 POINT TO RIGHT LINK Or A 






9,RENO IS IT THE RIGHT ENO OF 
THt-: LIST 
2,UNFL Yt:S, GO TO UNDERFLOW 
15,10 RETURN FROM SUBROUTINE 
STAR 
Go Through a Doubly Linked List 
Reg 9-points to left end of the list 
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Reg lQ---contains the return address from the main subroutine 
Reg ll---contains the return address from the Sl.tbroutine Visit. 
(This subroutine performs some function and then re-
turns us to the main program or subroutine we were in 
before the jump to Visit.) 
4 a e 
1-l ... la~~R ·",I 1-.-J' ~ . &.1 I l 
·.. . l ·I AYPII .. { .. )I 
.'.- · , I ;4 c ..-) I 




* REG • '1 P 0 I NT S T 0 T HI: LEFT E ,,,,) 0 F T ri F. L I S T 
* RE~. 10 rlAS R~TUR~ ADDRESS FROM MAiN S0oR. 
~ REf.. ll HAS ReTURN AODRt:SS FROM SUb. VIST 
* 
A 5 T ~\R T 0 
USING r.c,o 
SiAl< AH 9-,H~ tJOII'IT. Tn OATA 
kAS ll,VIST c;n TO SU~R. FOR Wl)RK TO bE 
DllNF 
AH CJ,H2 POINT TCI RIC";HT L I •\ii<. 
LH ~, 0 ( 0, 9) ·LOAO ktG. 9 TO ?Ill NT TO 
NEXT I TE•"'- IN TH~ LIST 
CH 9,RENO IS IT THE RIGHT END OF 
THE LIST 
~CR 7.,10 YES, RETURN FROM SUt\R. 
kC 15,STAR NO, CONTINUE THROUGH LIST 
. ENO STAR 
Add to Left End of Doubly Linked List 
Reg 8---points to available storage 
Reg 9---potnts to left end of list 
Reg lG---contains the re~ address from the subroutine 
A 
,.u~ t; • ~ P ti I •\J T S T i I A V 1\ f L 1\ K L t: S T ll R A r;t: 
"~c:.. 9· ~tliNTS Tn TH~ Lt:~T tNIJ Ut-= THF. LIST 
o{~l~. 1() LiAS R~TUI<N /\11L)Rf.SS foRUM ,v,AIN SIJ~R. 
SiAKT 0 
I I S t NC: * , (\ 
C: !-f. ~ , L I M T 
ilc ? , 11v ~ •-
s l' H H , -~ F. M ~ 
A1\JY Mlli<F. AVA r LAKLf sruRAGc 
a\l fl , r. Cl T I l ll V t R ~ L l.l ~~ 
Sl\Vf. POINTr::R r:uR •\itw LEFT 
t:Nil llP LIST 
AH 
,~vc 
H,H2 ~JOINT TU DATA Or"AVAIL 
STH 
~-
0(2,H),OATA STIJRE DATA IN AVAIL 
A.0(0,9) STURE LINK THAT PllfNTS 
TO RIGHT LINK OF AVAIL 
. LH 
AH 
Doubly Linked Lists 
9,TEMP PLJINT TO NI:W LEFT END OF 
l s, l 0 
THt: LIST 
POINT TLf NE~ AVAILAtiLE 
STORAGE 
~ETURN ~RO~ Sug~OUTtNE 
Figure L-8 
Reg 8---points to left link of availaole storage 
Reg 9---points to left link of an item in li~t 
Reg 10---contains the return address from the subroutine 
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Insert Into List Between B and C (when Reg 9 points to left link of G) 









~ ~UINTS ifl 1\VAILAHLi: STU~AC?t: 
4 io'lll•\ITS TU Lf.t-T LINK U~ ITt:M C 
u ~!'­
"'-''•. 10 HAS RETlHtN ,\i10Rt:SS ~ROM MAIN SUBR .. 
ST·\~T n 
us I a\IG *. o 
CH ~.LIMT ANY MU~~ AVA[LA~L~ STORAGE 
I"C ?.,tlVI-L NO, f,() TU UVf:RFLlJW 

















Ii\iTU LeFT LINK Ot= AV,\ I L 
~.H7. ·~UJNT TU I)ATA OF AVAIL 
\1(2,R),DATA STllRt: DATA IN AVAIL 
R,H2 POINT TO RI(;HT LINK U~ AVAIL 
9,0(0,8) STORE LINK TO C INTO 
~IGHT LINK OF AVAIL 
R, H2 ?ClINT TO NE~-1 AVA I LA~L c 
STORAGF. 
0(2,9),0(8) STORE LINK TO AVAIL 
INTO LEFT LI~K U~ C 
R,H6 POINT TO LEFT LINK OF AVAL 
9t0(0,8) REG. 9 WILL POINT TO 
RIGHT L'I NK OF l:l 
8,0(0,9) RIGHT LINK OF ~ WILL 
POINT TO LEFT LINK OF AVAL 
8,H4 POINT TO RIGHT L!t\;l<. OF Av.· 
9,0{0,8) REG. 9 WILL POINT TO 
LEFT LINK GF C 
R,H2 Pl'l!~T TO NEW AVAILA~LE ST. • lS,lO. RETURN FROM SUBROur:NE· 
STAR 
Delete From Inside of List 
R~C.<t I /4 \/A,,_ ) 
Rc:r., I A c .. ) ] 
Ra;G. 10 [ "'{nltN) 
R ~r; II T"Eitf~ 
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.... ; ~~ 
•:~ 11 t LET E r- R Ch'-l I i\1 S IDE 0 F A L I S T 
* K~(;. 'I p,liNTS TO THe Lf~·f END Ot= THF. LrSi 
* Kcl;. 10 h.lS Rt:TURN AOORt:SS FRGM ,v•AiN SUBR. 
A START n 
tlSING *•0 
STAR STH ~.Tt:MP SAVE R~G. 9 
..\H - '1.H4 iJOINT TU RIGHT LINK OF A 
LH 11,0(0,9) tlUINT TU LEFT LINK UF b 
AH ll,H4 POINT Tll RIGHT LINK OF ii 
•'-lVC 0(2,q),O(ll) K_IGHT LINK OF A WILL 
* !JOINT TU LF.FT LINK 0~ C 
L H 9 , 0 ( 0 , ll i R ~ G 9 ~~ I L L P tH NT T 0 THE 
~ LEFT LINK OF C 
SH ll,H4 POINT TO LEfT LINK UF ~ 
·: M V C 0 C 2 , 9 ) , 0 ( 11 ) L E f T L I N K 0 F C W I L L 
* iJOJNT TD RIGHT LINK OF A 
CH 9,RENO IS IT THE RIGHT END OF 
* THt LIST 
BC 2,UNFL Y~S, GO TO UNO~RrLUw 
LH 9,TEM? R~STORe RtG. 9 . 0 ?OINT 
* TO LErT LINK OF A 
Activities 
BCR 15,10 RETURh FROM SUBROUTINE 
END : STAR 
Figure L-9 
1. Flowchart example Ill "Go Through Stack" 
2. Flowchart "Add To Top of Stack" 
3. Flowchart ''Delete Jlrom Top of Stack" 
4. Flowchart "Insert Into Stack Between B and C" 
5. Flowchart "Add to T~eft of Doubly Linked List .. 
6. Flowchart "Delete From Inside of List" 
7. Flowchart ''Doubly Linked Lists" 





Lists and strings are understood easier, developing the hier-
archal structure idea with trees. 
Lists**** ((((d))) (Q, R,), L, () (PTA)) 
The comma and parentheses become quite tmportant in depicting 
atoms from the list. 
Figure T~l 
The asterisks help to define the recursion. Here, the list 
contains the list (((d))) which consists of the list ((d)), which 
consists of list (d), which consists of the atom d. The asterisks 
indicate a blank or null. 
This idea exists in th~ Dewey Decimal System for the libraries: 
000-099 General Works 
100-199 Philosophy, Psychology, Ethics 
200-299 Religion and Mythology 
300-399 Sociology (Economics, Civics, Education, Vocations) 
40Q-499 Philology (Language, Dictionaries, Grammar) 
500-599 Science 
600-699 Useful Arts (Medicine, Engineering, Agriculture~ 
Radio,. Aviation, etc.) 
900-999 History, Geography, Biography, Travel 
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Each of these ten main classes is broken up into more specialized 
fields. For example. class 600-699, Useful Arts, is broken into ten 
classifications inc1uding Medicine, Engineering, and Manufacturing. 
Each of these divisions is further subdivided. 
This hierarchical tree idea exists in the paging scheme of this 




The idea also exists in set theory. For example it exists in 
nested sets: 
Figure T-2 
A Combination of Sets and Trees 
(" {B C•>) co))) 
r 1.2 .3 > 
(t."- I{ l 
(1,~.;) 
( '·..;. ,JJ 
(1, .. •'f). 
(1,'/ts'l 
( l . .:..3) 
(;.';.,,'( 
. {~ :;..,:-) 
c;..JJ.:~) 
(:z. ~.-4) 
(:: ·lf ~) 
(!. ~ .?) 
c.:.. . .t.. ,,) 
(.3·.1·-5') 
C'!,. ·r ~) 




The hierarchical idea allows us to combine sets and trees. For 
example: 
Let A the set 123 
Let B the set 242 
Let C -- the set 345 
With the help of a hierarchical tree, we can find A X B X c. 
We see that A X B X C consists of the ordered triplets to the right of 
the tree. 
Tree Hierarchical Structures 
Figure T-4 
The idea of a tree is presented here to form a concep~ of 
structure that might exist within core memory. 
Figure T-5 
104 
2.3.1 Hierarchical Ring Structure 
Fi~e H-1 
The tree nodes are divided into three parts, which can be ad-
justed to fit most computers. This search procedure scans the descend-
ants of the head (root) by following the chain of part two of each 
element (the pointer in part tw~). If a match is found on one level a 
branch can be made to the next level. by means of the address of the 
pointer of part three of the element. 
It is easy to insert a new node here because the chain can be 
broken and then the pointers can be changed to effect a new link. 
This arrangement of the node, Figure H-1, amounts to the inser-
tion of an atom in the first element of the node. The second part links 
to the brother on the same level, and the third part of the node links 
to the next structural level of descendancy. 
The complete ring is made, which allows the return to the head 




Algebriac formulas are better understood with the help of a 




Double Ring Link to Tree 
This type of ring structure represents a double link type 
structure, which allows a much freer movement, but does take more 





Traverse a Tree in Preorder Sequence 
' I 
•• 

















I...· ..... __ .J 
. _____ , .. 
_..J 
... .-l'l- -·· ., ~a..- .. --""'; 
l.CHt I( AT I 
'"'~" 
c.; a~ I( ,, 
~··" • I 
OF Tlte• ' l.._ I 
l-- ----·J 





NO '-- ·1---··J 
,-Ol· • -· ro-.· ... --. 
~ar lo:tvltT I 
Li•IO r.'!·f••C I 
'""'C.t'lt ~ .. • 
:c r.,,;, ..... 






">-~:--'"ltij..-J.- ... ,~ '----~':. 




-· -r-·- -..:- ·~ 















. .. . .. 
···:· ~--·· 
Figure !T-2 
Traverse the Tree in Preorder 
A, B, C, D, . E, F, G, H 
Left Link • 2 bytes 
Right Link • 2 bytes 
Middle Link • 2 bytes 
Data • 2 bytes 
Null Link -= * 
-..- .. 
· . ..:.• ...... 
Traverse a Tree in Preorder 
~· 
~~ 















•'Wl I DL 
-:~ ... .·_ -
'-l tJllli'.lfS [i\ Let-T LINK tlf RlHIT Cl~ TREE 
\~) IS liSI-:il Tli HANi)L~ ll.\T/\ 
l \ iS liSrll AS AN AilX I Lll\KY Kt:G I STEK 
17. CliNTAINS RETUKN AI>DRESS FKUM SU~R .. 
'IS 1 N\. *. 0 
S~ 11,11 CL~hR RtG. ll 
































LINK Or ROilT 
IS IT A NULL LINK= 
Yt:-:S, ~ETURN FROM SUBR~ 
Nll, PO I NT TO ~\I ODLE LINK. 
STORE ReTURN ADDKESS IN 
~liDDLE LINK Dt= RnOT 
PUINT TU L~FT LINK 
r,o TO SURR. FOR WURK 
Tn KE LHiN~ 
'},H6 PDINT TtJ RIGhT LINK 
10,0(0,9) LnAO RC:G.lO. rR.OM R. LINK 
























NO, M~~E R.L. POSITIVE 
STORE POS. NO. IN R.LINK 
CLEAR KEG. 11 
POINT TU LEFT LINK 
POINT Tu Lf-FT LINK OF 
i\iE XT NUDE 
GO TO SU~K. FOR WORK 
TO Kc DONE 
LOAO REG. 10 ~RUM L.LINK 
IS IT A N~LL LINK = 
NO, GO TU MAKE RIGHT 
LINK' POSITIVE 
PUINT TO RIGHT LINK 
LUAO REG. 10 ~ROM R.LIN~ 
I S I T A N lJ L L L I 1\1 K = · 
KKANCH IF KEG.lO NUT POS 
1\i th A "i E 
STURE YHE N~GATIV~ NO. 
IN t{JGHT LINK 
~OINT Tu N~~T N~JE 
POINT 70 MIUOLE LINK 
POINT TO NEXT NODE 
Figure IT-3 
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tt( ~ .. T •f 
f'CU 
I- - +-·-· .. ; 
":" .. 
G~ -ro 







1.001' •'=' ,, .. o, ... ~ .-c. 
Go.,..-~·.,. 








Traverse the Tree in Post Order 
D, C, B, F, E, G, A, H 
Traverse a Tree in Post Order 
,.. ~ r- \~ • "~ iJ i \i o\1 T S ll I L r ~ T L ~ 1\1" ~_,"' RUnT ll i- T i{ c t: 
X• K~(;. lll lS USt:D lll riAN:)Lt tlAU' .. 
~~~ ~~~G. ll IS USH1 AS A1~ 1\UX!LLARY 1<!:-GIS'!"C:k 











S~ 11,11 CL~AR R~G. 11 























































2 9 i\ltG 
4,1-14 
LJ,0('0,9} 
LINK lu: ROLlT 
IS IT A NllLL LINK = 
Yk:S, RETURN PROi"'\ SUbR. 
N l ~ , P u 1 N 'f T () ,.,, I () n L t L I N K 
STORE RETURN AOli~l:SS I~ 
t-il n 11 u: L I N K ll F K 0 0 T 
~OINT TU LE~T LINK 
-~lliNT TO RIGHT LINK 
Ll.\AO REG.10 ~R.01"1 R. LINK 
IS IT l'llJLL OR t'OSITIVE 
Yt:S 
1\tn, r.AKt: ~.L. ?USITIVE 
STU~E PDS. NO. IN R.LINK · 
CLF.AR t<eG. 11 
PUINT TU LE~~ LINK 
PUTNT TU LEFT LINK OF 
N~XT NiiDE 
L(}Al) RE:G. 10 FRUi"1 L.LINt<. 
IS IT A NULL LINK = 
NO, GO TO ~iAKE KIGHT 
LINK ~OSITIVt: 
YES, GLi Tn SUbR. ~OR 
W(IRI( TO KE DuNE 
PUINT TU RIGHT LINK 
LOAD REG.lO fRO~ R.LI~K 
IS !T NULL nR Nt:(;ATTVE 
. NO, (';Q TO St:T k.LINK NEG 
P lll i\t T 'i 1"1 M i 1.) i; L E L I 1\1 K 
~ 0 I i\i T r lJ N t: X -l N 0 D 1': 
'J, HA 
10,()(0,9) 
iJU!NT TU I{!GMT LINK 
L ll AD K C: G • l 0 f ~ 0 ,vi R • L i Ni<. 







YI:S, Gd Tn ,v,rnDLE Lli\iK 
N1·1, fJ(i!NT Tl:l LEFT LINK. 
Gn · fllk lrJORK TO ~E OOi'JE 
STUKc NcG.NO. IN R.LlNK 




; .. ' > .. · .. ·.- . ~-' 
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' ~ ' . 
Add to a Tree Between B and C 
... 
.. 
· * Allll TO /1 ll~l-t: BeT\-Jl:EN NODES B ANO C 
* loU:(;. K ··~( 1 I NTS Tn AVA I LAI\LE STORAGE 






· STH A,0(0,9) 
STH lO,OCO,x) 




AH . R,H2 
SAVE LE~T LINK OF ~ 
L~FT LINK 0~ d WILL 
POINT TO AVAIL 
LF.F'i' LINK U~ AVAIL 
.,J! LL ?U I NT TO C 
Rt::(;.9 !JOINIS TO 
L E :-: T L I i'f K ll F C 
~~G. 9 POINTS TO 
M I 0 D L E L I •" K 0 f C 
SAV'i ~\I onu: L I i'JK UF C 
;V\ I I) iJ L E L I f\j K 0 F C ~ n I NT 
T~i Lt:i-=-T LINK OF AVAIL 
RE(;.8 1->0INTS TO 'MIODLE 
Lii\li<. LlF AVAIL 
STH 10,0(0,8) MIDDLE LINK UF AVAIL 
- P 0 I NT S .T U L • L • 0? B 
END STAR 
Figure TT-9 
• I • . -~. 
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Delete Node C From A Tree 
A~T£~ 'IJF;.rr-lit~ C ,:~tt~. Tl(tl 
~L·~ J,\A ~! ~~l~j 
~ · OcLETt: NOll~ C HHli~ A T~t:E 
* * i{EG.9 iJlliNTS TO LE~T LINK OF K 
* 
S T~ 1· STI\RT () 
U${NC, ::x,o 
• STAK L~-t R,nco,~) R EC;. R j)flrNTS T•·· &d L.L. c 
MVC 0{7.9) ,0(8} L.L. nF M w.r LL ~DINT 
TO LE+T LINK tiF. f) 
LM 9,(1(0,8) ;.(c(;.9 ~Uii\JTS TO L.L. D. 
t\ri R,n2 -.RE(;.R ?CJINTS ro i"1. L. c 
ilri 'i,i-12 RE\,.9 PuiNTS TO M.L. u 
r~vc 0(2,9),0(8) M.L. OF I) ?01NTS TO 
L.F:FT LINK OF ~ 
END STAR 
Figure TT-10 
~ ~· -- ~--· 
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2.3.3 STRUCTURED TREE DIRECTORY 
This section, which includes Random Organization, and che com-
plete File Section, which follows, are an integral pa~t of an informa-
tion management system. 
The directory, files and type of structure, which is chosen for 
each, will have a great bearing on the speed and efficiency of the 
system. In the Swanson study, one approach was used. These two parts 
of the book will allow us to widen our area of selection of approaches 
we might choose. 
We have developed the hierarchic structure concept thus far in 
the book~ Now we will make use of it and others in developing index 
systems to files for search and retrieval purposes. As wi.th the Swan-
son study, these methods are slanted toward disk systems. 
2.3.3.1 STRUCTURED TREE DICTIONARY 
It is important to note that each node (leaf) represents a 
complete record in the system. The use of three letters for a key is 
used here as an example. Actually a three-level tree can accommodate 
several million keys, if there are enough characters in the addressing 
method. Addressing method here means the KEY/ADDRESS/LIST LENGTH, 
which amounts to a multiword method. 
The first level of the tree is maintained in core storaze, and 
the other two levels are maintained in auxiliary storage. A typical 
disk notation is used in which Tl2 means track 2 of disk 1. 
The key fragments across the bottom of the tree stand for com-
plete names, but were truncated in order to form a fixed length key 
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format. This fixed length format could be imposed by the hardware or 
could be the choice of the programmer. Any number of letters could be 
used, but as mentioned earlier, the number of let~ers in the key affects 
~he number of records possible. Three were used here for the sake of 
brevity. 
The searc~ format for th~ tree is the one mentioned above: 
~~/ADDRESS/LIST LENGTH 
The name, address and list length exist in auxiliary storage, 
and the addressing scheme proceeds from·low to high as do the IRK 360 
computers. 
Level 1 reside3 in core storage, and it directs us to level 2, 
which resides in auxiliary storage. This address at level 2 is a track 
address. The 0 denotes that it is track 0 and 1 denotes that cylinder 
1 is used. The highest alphabetic letter here is denoted by COW/Tl2/*, 
which signifies that COW marks an upper limit for this section of the 
tree. The asterisk denotes that there is no list length here, since 
the branch is not made to the actual list as yet. Level 2 then takes 
us to Tl2, which resides on level 3. This level contains the actual 
lists. Tl2 takes us to track 2 of cylinder 1. This level contains COW, 
which is the name part of the address we want. The actual address and 
length of the record is given here. 
The process of decoding this type of dictionary prcceeds by the 
following manner. For example, assume that we have the word COWBOY. 
The first three letters will be truncated (COW). This key is then com-
pared to the dictionary file in core storage. It is smaller than HOT 
so COW is selected. This key takes us to track TlO, track 0, disk 1, 
and then proceeds to compare at this level. COW is larger than CAM, 
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but it does match COW. 
This causes a branch to track 2 of disk 1 (Tl2), where a match 
is made. The link address takes us to the actual address of COWBOY, 
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2.4 FILES 
The file organization can be divided into three major groups: 
1. Sequential File Organization 
2. Inverted Files (or inverted lists) 
3. String structures 
The other types of organizational methods listed in this section 
.·_·' 
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can be considered to be combinations of the basic three methods. 
A slight emphasis is placed on the Inverted File for reasons of 
comparison to the RPG methods which occur later in the book. 
Figure F.l. depicts the structural organization from the most 
common at the base, Sequential Organization, to the more sophisticated 
and complex at the top. 
The idea of file partitioning is introduced in this section. 
The partitioning concept is intended to make access to the disk records 
faster. The two basic methods of partitioning we will use are Inverted 
Lists and Multiple Threaded Lists. Finally, we will introduce combina-
tions of these methods, and develop a Page Partition Multilist. 
PAGE PARTITlON MULTlLlST 
~INVERTED Fl LE MULTlLlST I 
SEQUENTiAL F!LE ORGANIZATION 
Figure F-1 
The Inverted File and the Multilist exist at the extremes of a 
continuum as depicted by Figure F.l. They represent opposing or con-
trasting methods of file organization for search and retrieval purposes. 
The other methods represented here were developed as faster methods 
were needed. The Multilist and Page Partitioned Multilist evolved as 
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a result of the use of file structures in the auxiliary and core storage. 
As will be seen in a later part of the book, the Virtual Memory tech-
niques evolved at a later date. 
2. 4 .l SEQUEN'riAL FILES 
I 
I j_O ; :J~W\ I .. 5 n [l I J...+ I I :;:te-v-tt ~ I 
$A-' j/i\' [1J I j. j 'J. +'-. :t +ey,c 
Item Jf J.:r3 
Figure F-2 
Sequential date organization is the most common type used. For 
example, an inventory file is made up of many records, and each record 
in turn contains many fields: 
Stock number 




The relationship of these fields of the record is that they do 
relate to a particular stock item. An inventory record for a hand saw 
. " ,. ·~· -. \• . .. '' 
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would have a stock number for hand saws, a unit of measure, a macerial 
description of hand saws, and a measure for which the information 
about on-hand, on-order and reorder quantities for hand saws if kept. 
The sequential file has certain advantages in that there is a 
fast access for each relationship. There is a disadvantage when a file 
is to be searched until a record having a particular key is found. This 
requires an examination of the first record, if the key is wrong, the 
next record, etc. This process goes on until the correct record is 
found. The updating process is also rather difficult w1th a sequential 
file. If the new record is shorter or longer than the original record , 
in the file, the adjacent records may be affected or destroyed. The 
update process then becomes very costly when there is only one record 
to update. The update process is generally used when there are a number 
of records to update. 
If we have a file of records, it becomes necessary to discover 
certain features that exist in the file. For example, if a saw is sold, 
the inventory record for saws needs to be isolated so that the value of 
the on-hand quantity field can be reduced. 
The. common attribute here is called a key. By selecting a dif-
ferent key for a file and sorting on the basis of that particular key, 
the sequence of records in the file may change, but we can obtain the 
desired information. 
It is not nec~ssary to store records with keys. There are 
times when the sequential arrangement is based solely on the arrival 
within the system. 
·..::. . ~ . 
. _;.,;._·:..J.· i ,_-;_ ·..::~:.·- ~ -': .• : . . 
"'.;-, ·.:. 









Both these methods can be used for the string structure of a file. 
1. Compare them to the Swanson Study. 
2. Compare them to the linkages in Section II of Data 
Structures. 
3. Where do the actual linkage processes take place, in 




2. 4. 2 INVERTED FILES 
. 
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Figure IF-1 
The above example IF-1 is a drawing of the Inverted File struc-
ture taken to its ultimate, because the list has a length of 1. This 
type of structure requires the index to take up as much or more room as 
the list. The pointer AD(l,l) is a disk address to take us to track 1 
of cylinder 1 to a particular location, which has a list length of 1. 
A comparison could be made between State and City to determine 
which ones belong together. This could be done without linking to the 
list, which means a comparison of the indexes. 
The main disadvantage to this method is the large directories 
needed. It works best as a partially inverted file combined with a 
random method, such as a hierarchical tree method or sequential method. 
This makes· it possible to invert on just a few keys. 
~-.. 
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2. 4. 2 .1 CREATION, MAI!t"TENAi'lCE and DELETION OF KEYS 
If there is a master file, an inverted file may be createci from 
it. This entails searching through the master file, making a directory 
from the selected keys, and applies to both the inverted file and the 
multilist file. 
Every ttme a record is added to the master file, it becomes 
necessary to update the directories it pertains to. 
The Inverted File Algorithm: 
1. After the record is entered in the master file, prepare it 
for entry into the inverted file. 
2. Assign the auxiliary address AAD, which may entail some· form 
of the list of available space. 
3. Key n in the directory is decoded to the variable length 
inverted file index. 
4. Place Key n in its proper sequence into the directory; if 
the space is exhausted, use a link to the next page or 
block. 
5. Add one to the list length in the index. 
6. Continue steps 3 to 5 for all keys of the new record. 
7. Store the new auxiliary address at AAD. 
Deletion of Keys 
The deletion of keys causes no problem, as far as overflow is 
concerned, since there is a reduction of space being used. 
The Deletion algorithm: 
1. Retrieve record from auxiliary storage and delete Key n. 
-' _, 
• -~7 ·•· ·.::. : 
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2. Decode Key n in the proper directory of the inverted file 
list. 
3. Delete the address from the list (this address is the 
address AAD resicing in the inverted file list). 
4. Repeat steps 2 and 3 until all keys of the record rAve 
been deleted that are requireci to be deleted. 
Deletion of Records 
The Record Deletion algorithm: 
1. Transfer record from auxiliary storage location to core. 
2. Set the record delete bit. 
3. Decode every key of the record in the index and remove 
the record address (AAD) from all inverted file lists. 
4. 'Decrement each file list, which has been affected by 1. 
Addition of Keys 
A problem arises here pert:aining to record length. After the 
addition of a key, it is possible that the track could overflow. If 
so, the record is deleted and a link is inserted to another track where 
this whole record is inserted. 
The Addition of Keys algorithm: 
1. Decode the Key n in the proper directory to the variable 
length inverted file. 
2. Determine the proper sequence, insert AAD of the record 
of Key A, and add l to the list length. 
3. Continue steps 1 and 2 for all keys to be added. 
4. Transfer the record from AAD (auxiliary address), and 
.; 
. ·"' 7':, 
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add new keys to record. 
5. If the record doesn't cause overflow of the track after 
packing it, return it to AAD. 
6. If the record causes overflow, insert.a link to another 
track, and place the whole record there. 
2.4.2.2 LOGICAL OPERATOR "OR" 
The logical operator "OR" effects a union of Directory A and 
Directory B. A key that resides in either Directory A or Directory B 
will be included in Directory C, and if the key appears in both direc-
tories, it appears only once in Directory C. 
C • A ORB 
The Logica1 Operator "OR" algorithm: 
1. Set 3 index registers (one register each for A, B, and C) 
to 1. 
2. Compare unit 1 of A to unit 1 of B (the keys). If the key 
of A is smaller than the key of B, move the key of A to 
Directory C and increment index A and index C. If the 
key of A is equal to the key of B, move the key of A to 
Directory C and increment index A and 1.ndex C. If the 
key of A is larger than ~he key of B, move the key of A 
to Directory C and increment index A and index C. 
3. Repeat step 2 until Directories A and B have both been 
exhausted. 
4. Stop. 
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2.4.2.2.2 A ~~ NOT B 
Direc~ory C will contain only the keys of Directory A that are 
not contained in Directory B. 
The algorithm for C - A "~TD NOT" B 
1. Set 3 index registers (one each) for A, B and C to 1. 
2. If the key of A is smaller than the key of B, move the 
key of A to Directory C, increment indexes A and C. 
If the_key of A is greater than the key of B, increment the 
index of B. 
























2.4.2.2.3 LOGICAL OPERATOR 11A1'ID" 
Let us examine the operations it takes the system to create a 
resultant file, if we take two indexed files and request a retrieval of 
keys for which both files apply. Let's scan file A and file B. 
It is written this way in set theory: 
INDEX C • AU B 
This allows us to retrieve the keys from Directory A that also 
-' 
reside in Directory B. 
The algorithm for Logica~ Operator "Ah"D11 
1. Set 3 index registers (one each) for A, B, and C to 1. 
2. Compare unit 1 of A to unit 1 of B. 
If the key of A is equal to the key of B, incrar.ent A to 
the next key of A, and increment B to the next key of B, 
move A to C and increment c. 
If the key of A is smaller than the key of B, increment A 
to the next key of A. 
If the key of A is larger than the key of B, increment B 
to the next key of B. 
3. Repeat step 2 until all. the keys in B have been investi-
gated. 
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A "AND" B 
A c B 
10 ' 10 3 
11 20 4 
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2.4.3 MULTILIST FILE 
The use of "cells" or "pages" allows us to use fixed-size blocks 
to implement a method called the Multilist File. A sequential index con-
tains the key values by which records are indexed. The pointer, which 
ia associated with each key, point• to the liat of records that has the 
particular key value in question. The addressing method uses a page 
number and record number within the page. 
A group of records can be retrieved at one time. This ~plies 
that access time can be reduced, however the saving is brought about 
only when a number of records are desired. 
See figure M.F.-1, the Multilist File. The index, or directory 
contains keys L, M, N, and o. If we had a key that started with the 
letter L, tne directory would decode it and take us to (3,3)/11, which 
translates to page 3, record 3 and tells us that there are 11 records 
in the list. 
The other two methods discussed here use the same records and 
the same scheme for presenting them. There is a key, an address, and a 
list length sequence for each system. 
The other two methods discussed here are presented with the 
same type drawing for ease of understanding. 
The same logical operations performed on the inverted files 
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Controlled Multilist Lengths 
The same pattern is followed here with the exception that the 
l~st lengths are not more than four records long. The number in the 
lists is arbitrary. This avoids the long lists that the Multilist 
method had. 
See Figure M.F. 2, the Controlled Multilist File. The index 
contains the same keys that the Multilist File did, but we notice that 
there are more divisions within the key group. This time L has three 
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Multilist Organization for Pages 
The Page Multilist files are linked so that they do not cross 
page boundaries. The advantage to this is that it does not require 
several pages of information when a key is used to retrieve certain in-
formation. A Multilist File might require several pages to be accessed. 
The cells or pages become the partition instrument. This allows 
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2.5 SORTING 
The object of the sort section is to present various methods of 
sorting to allow the reader a wider choice of methods from which to 
select. 
The activity section at the end of this section suggests examples 




The sort algorithm is applied directly to the complete record by 
using the key in the record. This means the complete record is moved 
when a change is indicated. The end result is that each record is in 
its proper place when the file is sorted. 
2.5.1.1 KEY SORr 
The key sort works with the keys only, as opposed to the whole 
record. This includes an associative table of address pointers. 
Associative in this instance refers to a memory device, in which each 
cell contains information pertaining to the key and entry~ The entry 
part tells us whether a cell has an entry pertaining to the key that 
accessed the particular cell. If there is no entry, this signal is 
returned as "not found" or something similar. 
There are two types of key sorts, ~he detached and the non-
detached key sort. 
2.5.1.2 DETACHED KEY SORT 
The algorithm for the Detached Key Sort: 
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1. The record keys are placed in an associative table with 
address pointers. 
2. Apply the internal sorting algorithm to the associative 
table only. 
3. If a transfer is to be made, make it include only the key 
and associated record address. 
4. When the associative table is sorted, the complete records 
in the file are moved to output according to the sorted 
order of the address pointers. 
This algorithm is quite forward, if we separate the key and 
address from the rest of the record to form a new table. 
2.5.1.3 THE NONDETACHED KEY SORr 
The nondetached key sort forms a table which conta~ns pointers 
to the keys of the associated records. This method applies the sort 
algorithm indirectly through the associated address pointers in the table. 
The address pointers (not the keys) are moved during the sort. Both the 
table of addresses and the stored file are referenced during the sorting 
procedure. 
When the sorting algorithm is finished, only the record address 
pointers have been sorted. The retrieval process requires that the 
sequence of the record address associative table be followed. 
2.5.2 RADIX SORT 
This method is used for sorting punched cards mechanically, 
but can be used for the computer as well. 
The least significant digit of each key is examined. Then the 
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record is assigned to a pocket which depends on the value of the digit. 
After all the records have been examined, the records are distributed 
again, and so on, until all the digits of the key have been used for 
distribution. After the collection of the pass follow~ng the most 
significant digit, the records are in order. For decimal keys, ten 
pockets are needed, or else each pass could be replaced by two passes, 
in which case fewer pockets would be required. 
The total number of passes is equal to the number of digits in 
the key, and the capacity of each pocket must be sufficient for all the 
records that aight end up there. 
Radix Sort 
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The quicksort algoritlun can be classified as a partitioning 
t}~e algorithm, and it was developed by Hoare. The main aspects of the 
algorithm are: 
l. The first pass located the item that occupies the middle 
spot of the list and classifies it as a bound. 
2. This item is copied into a temporary location and replaced 
with the bottom of the list. 
3. 'Xhe list is scanned from the top, and each item is com-
pared in sequence to the bound until an item is found 
that is larger than, or equal to, the bound. 
'•· If the new item is larger than the bound item, the new 
item is moved to the bottom of the list, creating a 
vacant spot in the top part of the list. 
5. The top-down scan is then continued, alternating the scan 
each time a transfer is made, untU all the items have 
been se3nned. When the two top pointers coincide, the 
list will be partitioned into two parts. 
6. The count is then placed in the vacant spot between the 
two partitions. This is the spot where the two pointers 
coincide. It now occupies its sorted position, because 
all items above it are smaller, and all items below it 
are larger or equal to it. 
The partition that has the most elements is then stacked for 
later processing, while the algorithm proceeds to partition the smaller 




proper sorted position either by being selected as a bound or by remain-
ing a single item in a partition. 
2.5.4 TOPOLOGICAL SORT 
The topological sort is used in situations that require partial 
ordering. Pert and Critical Path methods are good examples of this 
process. Partial ordering occurs in mathmatics in situations such as 
A • B (between real numbers) , and also between A and B as A B in set 
theory. 
The critical path program presented in a previous chapter has 
many good exaaples of the topological sort. Presented here is the 
algorithm (in part). 
5. Sort the table on the basis of lowest starting event 
number. 
6. Locate activity of the lowest starting event number. 
7. Locate and place in table 'ITO all activities with end 
event numbers that match the start events of (6). 
8. Sort 'rrWO on the basis of ending times. 
9. Subtract ending time of each activity from the ending 
time of the longest activity in table TTWO. 
10. Enter difference in slack time position. 
11. Enter longest event time from table .TTWO into start time 
for activity (6). 
12. Compute end time for activity (6). 
13. Index activity (6). 
14. Transfer table 'l'TWO and activity (6) back to the main 
table. 
15. Test for last event. 
16. NO---back to (6). 













The quadratic sort divides the array into four equal parts and 
then searches each of the four groups for the smallest data. This 
number is erased and moved to a t"emporary area, where each of four are 
compared. The smallest of these is transferred to the output array. 
The process, with the exception of the division into four units, is 
combined until all the original array is blank, and all the intermediate 
- ~. . ~ 
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temporary areas are blank. The final result is a sequential ordering 
in the output array. 
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Addresses are calculated by one of the random methods presented 
earlier. If the cell is vacant, the data is placed there, if the cell 
is occupied, a compare is made, and the smaller of the two is inserted 
into the cell, and the larger goes to the next cell, after all the 
following data has been moved down one cell sequentially. 







2. 5. 7 SORTING BY INSERTION 
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Figure SI-1 
Each key is examined in turn and inserted into the correct 
place. The earlier members are pushed down when the need arises. The 
mechanics of moving the earlier records down is also used as a method 
of insertion with lists. The actual number is n/4. This method of 
sorting is useful when there isn't much core storage. 
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2.6.1 TWO WAY MERGE 
~:J~~~l·· r· . 1(,~: ,., ,0~ 
03 
I 'I 1) .. '' :r )'{f -,y .13 ~I qi( vf' :.!ill 
~~ ~3, ,., 9~J-ill] )1 
~ 
J\ St 
Jt '" tfO 'r i3 't ' '$::)-ITf] !~t r ~() ,, ' ,D 0.. I r~ ,, 
II J-['~ • ,, 13 l'f( Sl .$1 S} ?) ;3 sr, 
f . J.3 'z=r-Jtn $7 11 f7 I "~ ~- " . ,, S' $' .J-j]]. .I $1 ' 7Z. n. "1:. ,61 •! ' 3S· . j'f 1-{ID ~ 22 71 - ., "i 
Figure M-1 
Many different types of sorting are dPscendents of this basic 
approach to the merge. The two way merge compares pairs of keys, and 
each pair, of which the smaller key is placed first. After one pass, 
the initial group N consists of N/2 strings of length two. These pairs 
of strings are combined to form N/4 strings of length four. These 
pairs are combined to form N/8 strings, until one string results. If 
N is of the form 2p, it will require p passes to complete the sort. 
~-;:- >~~~-~~-== ::--;c.'.lt --·.· .... ;-:, - ..• -; -~ --- . • ..... --. .. ~~ . : 
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Herging Two Sorted Files 
The comparison is made between the keys in the records. A merge 
can be made with the order ascending or descending. For our example, 
we will use the ascending merge, since our two input files are sorted 
in ascending order. 
This merge effects the union of File A and File B into File c. 
If a number appears in both fUes, the number in File A will receive 
first precedence. 
Th~ Merge Algorithm 
1. Set two indexes (1 each) for A and B, also set an index 
for C. (Set thes£ indexes to 1.) 
:-'. 
2. Compare the key of File A to the key of File B, if the 
~ey of A is smaller than the key of B, move the key of A 
to File C and increment index A and index C. 
a. If the key of A is equal to the key of B, move the 
key of A to File c. 
b. If the key of File A is larger than the key of 
File B, move the key of B into File C, and increment 
index B and index c. 





A B c 
10 3 3 
11 4 4 
12 5 5 
20 10 10 
40 10 4 15 









2. 6 .1. 2 MERGING ORDERED FILES WITH SUBFILES 
There are four possibilities that can exist here: 
1. There can be no problem, such as the preceding example, 
where no changes are necessary. 
2. A step down condition can exist (a single step down). 
3. A double step down condition car& exist. 
4. It may be necessary to perform a _roll out. 
A B c 
10 3 3 
11 4 4 
12 ~ ~ 5<:;") I 3~ . 
20 10 
40 155 These 3 42 20 numbers 
42 will 
roll out 





The single step down is given in the example above, M 1. The 
number 3 in File B is a step down, because it is smaller than the number 
preceding it in the file, and it is also smaller than the number that 
follows it in File B. This means that File B will not be used again 
until File A has a step down also. 'Xhe sequential process continues 
with File A until A results in the step down mentioned above. If there 
are no further step downs in File A, then File B will continue sequen-
tially. This is called a roll out • 
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Double Step-Down 
The double step-down is treated as if there were no step down 
at all. In fact it is handled like the straight merge. 
A c B 
3 
4 














The double step-down is a step down which occurs in both filss. 
so it operates in the same manner as a merge. 
Activities 
1. What type of sort does the construction program use? If 
the reader will notice, the sort flow chart was taken out 
of context for emphasis. 
2. What type of sort does the STAT program use'? Compare it to 
the example presented in this chapter. 
(Answer) A displacement insertion type. 
3. What type of sort does cause problems when there are many 
' -~. 
digits to sort? 
(Answer) Interchange Sort. 








Figure M-8 (Part-2) 
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2.7 SEARCH 
Search structures are concen1ed with the retrieval of data from 
data structures. The key plays an important part, be~ause the key is 
the part of the record which is searched. Frequently, large data struc-
tures must be processed and tabulated. 
A search structure consists of a search process together with 
a data structure method. Generally, it takes work on both of these, if 
either one is affected or improved; therefore it is quite tmportant 
for the programmer to be cognizant of the system as a whole, not just 
the search, but the search and the structure also. 
The selection of a search structure does in fact determine the 
search and insert and delete methods for a particular data base. 
The speeds of these methods are also an important determining 
factor for selecting a search structure. 
The linear search, as presented with the sequential file pre-
viously, examines each key in sequence and is terminated with a match-
ing key, or when the last item in a file matches, a t~ination is 
effected. 
Generally the number of items tested depends on the number of 
items in the complete data base. The number of items actually tested 
during a linear search is estimate· at N/2. 
2.7.1 LINEAR SEARCH 
A search is made of the array TH of N integers for one that is 
equal to Q. 
2.7.2 BINARY SEARCH 
The binary search provides a fast search process through the 
159 
ordering of the data base, however the insert and delete process is 
relatively slow. The continual ordering and reordering of the data 
base each tfme a new item is added or taken out, is relatively slow. 
Testl 






r----..e:-=.07~--.ll ~ Elim~;ated 
r--~~-~) Test 2 
Figure BS-1 
The search starts by entering the file or list near the middle. 
The word that divides the list in two is sometimes called a fence (a 
form of partitioning) • By comparing a fence key with the key of the 
desired record, a decision is made whether to look further in the sub-
list above or below. If the sublist above is taken, the list is divided 
by 2, (X/2), and another fence is created at this location. Tnis 
process continues until either a list top, a list bottom, or matching 







Table • First address of table 
L • Length of ent~J in table 
P • Pointer 
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Bi.nary Search 
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Table Search Program 
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2. 8 DtlW-1IC STORAGE ALLOCATION 
The list processing languages have a common feature, which is, 
memory space for data structures does not have to be preassigned. The 
storage for each structure is allocated as it is needed and usually not 
sequentially. This is accomplished by the linking process. 
In order to be able to reassign the use of memory cells during 
execution of a list processing program, a list processing language must 
p~ovide for: 
l. A storage of cells available for use. 
2. Systems for obtaining "new" cells from, and returning 
unneeded cells to the store. 
We will see that this also applies to virtual memory, which 
follows this section. Knuth mentions two methods for storage alloca-
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Dynamic Storage Allocation 
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2. 9 VIRTUAL ~tEMORY 
This discussion is based on a paper by Denning, 1 who has made a 
survey of virtual aemory. 
Earlier developments brought the state of the art to a point 
where computer costs would be too great to provid~ the large memories 
that were being suggested. 
The proposal for the Atlas computer in 1961 set forth a one 
level store memory. It was known as Virtual Memory. The central idea 
is that "address" is entirely different from "physica1 location." The 
computer hardware and software automatically transfer information into 
memory at the precise time it is needed for processing. Also the hard-
ware and so£ tware arrange for the program-generated addresses to be 
directed to memory locations that contain the information addressed. 
Virtual memory presented a great potentia1 for overcoming part o~ the 
problems of storage allocation, because the memory use was based on 
system-observed actual use of space. 
The mechanisms for affecting virtual memory now become quite 
important. The mechanisms referred to here are Segmentation and Paging. 
Segmentation organizes address space (not memory) into variable 
size segments, while Paging organizes address space into fixed size 
pages of contiguous addresses. 
The programmer is allowed to work with addresses which are 
different from menory, then the system provides the mechanism for 
t~anslation of these program-generated addresses into the proper memory 
1P£:ter J. Denning, "Virtual Memory," Computing Surveys, II 
(September, 1970). 153-189. 
• 




location addresses. The programmer uses addresses called "names" or 
"virtual addresses". 
This set of namas is called a name space or a~d. :ss space, 
while the address used by memory is "location" or "memory address". 
Since these two types of addresses are different, it requires 
a mapping system to compact the larger system address space into the 
smaller memory apace. 
• 




AJJ Q ~ $.$.S 
The addressing scheme allows the programmer to use a two 
component address technique which is (s,w). The "s" is the segment 
and the "w" is :.;he word name which resides within the segment. 
The segment is loaded into a contiguous area of memory at base 
address a. The letter b designates the number of locations s occupies. 
Each entry segment is called a descriptor; the sth descriptor 
contains the base limit info~ion (a,b) for segment s if s is present 
' ._~ 
. __ -·.. -· _::~::-i:t::~; 






Paging divides memory into equal size blocks of locations. 
"Page Frames" function as sides of residence for matching size blocks 
of virtual addresses. A Page serves dual functions: 
1. Unit of information storage. 
2. Transfer between main and auxiliary storage. 
Page Frames are identified by a "frame address" (the location 
of first word of the page frame). The addresses for pages are written 
(p, w) where p is a page number and w is word number contained in 
page p. 




·f' · I 
Figure VH-3 
Page size was found to work best at forty-five words per page. 
Segmentation and Paging can be combined, if computer systems have a 
good selection of register to register operations. 
2.3.3.2 RANDOM ORGANIZATION 
The Random Organization data structure is based on the principle 
of retrieving and storing records on the basis of a predictable rela-
tionsbip between a key of the record and the address of the location 
the record is stored in storage media. 
This random organization is used in information retrieval and 
symbol tables, which is to say, a directory or dictionary type process. 
One method of developing a directory or dictionary type process, is to 
use the alphabet as an array in which pointers link the directory to 
the various addresses which partition storage. 
,~ -. -~ • l • •. • . ... ..... : 
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Figure R0-1 
The relationship represented here is the binary code of the 
alphabet letters themselves. The subtables can be chained together. 
This random organ.ization method has had various names, such as computed 
table, hash table, key transformation table, but they all achieve the 
predictable relationship between the key of the record and the location 
it is to be stored in or retrieved from. The alphabetic method above 
in Figure R0-1 is an example of the directory look up method. The key 
of the rec~rd was compared to the directory and compare was equal; 
the direct core address, and the key were brought together. 
Another method of dividing the directory is to divide it into 
ten tables. This method is used frequently with the linear search. 
This can be done without any ordering of data because the size of the 
tables will be relatively small. The key is divided by ten, and the 
remainder (0-9) is used to compute the location to store the data in 
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one of the ten tabl~s~ This is sometimes called a hash table. 
Another Random Organization method is to choose some of the 
bits from the middle of the square of the key. This means choose enough 
bits to be used as an index to determine the address of any item in the 
table, Since the square depends on all of the bits of the key, differ-
ent keys will give rise to different hash addresses in the hash table. 
When keys are multiword items such as ~~/ADDRESS/LIST LENGTH, 
it is possible to take the sum of the bits and transform them i~to an 
address or location. Also multiplication and division can be performed 
on parts of the key, but it is fmportant that the calculation does n~·~ 
come out to zero a good percentage of the time, 
Another way of presenting the random address method is to cut 
the key up into n-bit sections, where n is the number of bits needed 
for the hash address, and then to form the sum of all the sections. 
The low order n bits of the sum is used as the calculated address. 
This method can be used for both single-word keys and multi-word keys • 
. ··. ;._·; , ~--~ ... 
SECTION III 
FORTRAN 
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III FORTRAN 
The Fortran section of this book is slanted more toward the 
programming proficiency required for the DPMA test; however it also in-
cludes-some Basic Assembler Language examples for comparison. 
The first part of the section presents a little chart for the 
statements that exist in Fortran I, II, and IV. The following material 
is pertinent to t~11:1 type required for the test. The remaining ~terial 
is presented in the form of questions, with answers given. 
It is assumed that the reader has a working knowledge of For-
tran (at lea~t to the degree that the basic statements are understood). 
If the reader does not have this facility as yet, he can still develop 
the proficiency to pass the DPMA test by ana~yzation of the small pro-
grams given herein. 
III FORTRAN 
1. Introduction 
2. Summary of Statements that Exist in Fortran I, II, and IV 
3. Expression Formation 
4. Hierarchy of Operation 
5. Nested Iterative Input and Output 
6. Fortran Shortcuts 
7. Buffering with Fortran 
8. Syntax 
9. Array Search 
10. Sort Ascending and Descending 
11. Instal.lment Note Program 
. . . ~. 
12. Statistics 
12.1 BAL Statistics Prog~am--STAT 
13. Selected Fortran Programs in the Form of Answers to Questions 
13.1 Compound Interest Rate 
13.2 Plotting 
13.3 Integration by S~psons Rule 
13.4 Quadratic Equation 
13.5 Linear Equation 
13.6 C01111'~ted Go To 
13.7 The Derivative 
13.8 Evaluate a Polynomial 
13. 9 Func tiona 
14. Arithmetic Questions and Answers 
·,:; 
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2. SUMHARY OF STAT&tENTS THAT EXIST IN FORTRAN I, II, AND IV 
STATEMENT 
ACCEPT n, list 
Arithmetic Statement v • a 
Arithmetic Statement function name 
(x, y, z, •• ) • h 
ASSIGN i TO n 
BACKSPACE i 
BLOCK DATA 
CALL name (h, i, j, •• ) 
CALL SWITCH (n, :!., ) 
COMMON (h, i, j, ••• ) 
COMPLEX 
CONTINUE 
DATA ijk ••• / e, f, g, •• /o, p, q, ••• / 
DEFINE DISK (n,m) 
DIMENSION u(i), v(i),. 
DO n i • j , k, m 
DOUBLE PRECISION d, e, £, ••• 
END 
END FILE i 
EQUIVALENCE (i, j, k, ••• ) , (x, y, z, ••• ) 
EXTERNAL e, f, g, •• , 
FETCH (i) d, e, f, ••• 
FIND (i) 
















































STATEMENT FORTRAN I II IV 
--~~------~----~~--~ 
FUNCTION name (i, j, k, ••• ) X X 
GO TOn, (i, j, k, ••• ) X 
GO TO (J, K, L, ••• ), i X X X 
GO TO n X X X 
IF (x) i, j , k (arithmetic) X X X 
IF (sense switch n) i, j X X 
IF (x) s (Logical) 
INTEGER a, b, c, 
LOGICAL a, b, c, • • • 
Logical statement v • x 
PAUSE 
PRINT n, list 
PRINT n, iterative list 
PUNCH n, list 
PUNCH n, iterative list 
READ n, list 
READ n, iterative list 
READ INPUT TAPE i, n, iterative list 
READ TAPE i, LIST 
READ TAPE i, iterative list 
READ (i, n) list 
READ (i, n) iterative list 
READ (i) list 
READ (i) iterative list 
































STATEMENT FORTRAN I II IV 
RECO~ (i) a, b, c, X 
RETURN X X 
REWL"m i X X 
S!JP X X X 
SUBROUTINE name (lk m, n, • • .) X X 
TYPE n iterative list X 
WRITE OUTPUT TAPE i • n, list X 
WRITE OUTPUT TAPE i • n, iterative list X 
WRITE TAPE i, list X 
WRITE TAPE i, iterative list X 
WRITE (i, n) list X 
WRITE (i, n) iterative list X 
WRITE (i) list X 
WRITE (i) iterative list X 
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3. EXPRESSION FOIU-lA.TION 
There are certain rules that will aid the programmer who does 
not work with Fortran constantly. 
1. Variable operands must be previously defined. 
Explanation: This is accomplished by reading them or 
computing them prior to their use in an arithmetic 
statement. 
2 ... Operators may not occupy adjacent positions. 
Explanation: They are separated by parentheses. 
X • A* (-20) 
3. The expression must not be made up of mixed mode. 
Explanation: This can be either fixed or floating point 
but not both. 
20 * Y creates a mixture of fixed and floating 
point. 
20. * Y is correct since both are floating point. 
4. A value may be assigned an exponent of different mode. 
Explanation: This is one exception to the mixed mode rule. 
S. Spacing can be varied. 
Explanation: Items can be writte~l together or spaced apart. 
6. Operators may not be "assumed". 
Explanation: This is particularly true in multiplication. 
They must be written out. 
10 * y 
4. HIERARCHY OF OPERATION 
As with manual mathematics, the somputer uses its own manner 
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and sequence. 
1. Parentheses are considered first. 
2. Exponentiation is carried out second. 
Explanation: If there are more than one operand to be 
raised to a power, parentheses must be used. 
Example: 
(gh) 10 must be written (g. * h.)**lu 
3. Multiplication and division are carried out in their order 
of appearance from left to right. 
Example: 
A/3X is written A/ (3. * X) 
4. Addition and subtraction are evaluated last, and occupy 
the same hierarchical level. 
Parentheses 
Parentheses are used to set off part of the arithmetic expression. 
The enclosed part is evaluated first. 
X • D (((C + B) /E** l/2)) 
The sum of C and B are calculated first. Their sum is divided 
by E·and raised to the one-half power. D would then be added to the sum. 
5. NESTED INPUT/OUTPUT STATEMENTS VERSUS 
THE DO LOOP EQUIVALENTS 
Fortran I uses the DO loop, while Fortran II uses the nested , 
iterative statements. The pattern se~ by Fortran I is that of making 
the innermost loop do the number of iterations. This continues with 
Fortran II by using the innermost nesting for this purpose. This com-
pares to what we learned in data structures. 
. • . . • ·~ .r 
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The do loops are easier to debug however, since the logic is 
easier to follow. A comparison can be made with the following read, 
print and punch routines: 
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Nested Input Output Statements (con't.) 
. ~ . . '· .. . . . . . ··- .. . . . . 
Figure F0-5 (Part-2) 
• .! ~ • •• 
.: : • .P, •• ,_, 
--. -~ _:..· 
182 
6. FORTRAN SHORTCUTS 
Space may be saved when a loop has within it an expression, 
whose variables do not change during the sequence through a loop. The 
space saving comes from evaluating the expression outside the loop, 
and retaining the result until it is needed. 
DO 60 I • I,N 
60 X (I) ~ Y*Z*W(I)/C 
An easier method: 
HOLD I Y * Z/C 
DO 60 I I,N 
60 X(I) • HOLD I * W (I) 
Repeated calculations can be improved by removing the redundant 
parts of the expressions. 
X (C * D/A) *CO S(C * D/A). 
These redundant expressions can be improved by using an area 
such as HOLD: 
HOLDI - C * D/A 
X • HOLD I * COS (HOLD I) 
This makes it possible for the computer to make the computation 
of the expression one ttme only. 
Polynomial Computation 
The Fortran writing of: 
X • C + D*Y + A* Y**2 + E*Y**3 
If we analyze the requirements for calculation, we find that 
there are two _exponentiations, three multiplications and three additions. 
The nested form of writing can be used to write the equation: 
• 
'-~ - "/ ~ . .:-~ -.-:·. ' ...... 
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X • C + Y*(D+Y*(A+Y*E)} 
This method of presentation eliminates the multiplication and 
addition. 
7. BUFFERING WITH FORTRAN 
Input-o~tput devices such as the teletype, card reader and 
punch work at speeds much slower than the computer. In the typical 
installation where computing time is quite costly, it is imperative 
that the computer be used for coaputing • with a minimal time for trans-
mission to and from input-output devices. 
MOst computers now allow the computer to perform computations 
while data transmission is in process. The output data can be trans-
mit ted from memory to an intermediate buffer storage at high speed. 
This allows the computer to return to its computational tasks while 
data are being transmitted from the buffer to the output device, at 
the prescribed timing the output device requires. The process is 
similar for input data. This can be expanded for auxiliary storage . 
such as disk and tape. 
8. SYNTAX 
Syntax is a study of language structure, not by a study of 
words themselves. A language syntax is a set of rules that dictate 
how the words, or basic elements, of the language are ordered to form 
meaningful phrases and statements. 
Syntax for com?uter languages is not usually so simple as to 
have each character for one well-defined use letters representing 
.. 
themselves, symbols representing themselves, and symbols being used 
.... ~.· ·-· . 
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their usual way. It is more usual that a single character is used in 
more than one way. For example, thb asterisk is used for powers and 
also used to tmply multiplication. 
It is necessary that the algorithms can make decisions. To do 
so, we must make certain that each expression can be constructed one 
way only, according to syntactic rules. 
9. ARRAY SEARCH 
Search auay Y, which has fifty elements, for its largest ele-
ment. When the largest \llement is found, divide it into all the 
remaining elements of Y so that fina1ly Y contains o.nlY elements with 
values less than or equal to one. 
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10. SORT ASCENDING AND DESCENDING 
A one dimensional array has forty elements. Prepare a program 
which will rank the array from smallest to largest, also write a pro-
grar. which will rank the array from largest to smallest. 
1. Sort from largest to smallest: 
j ..... :-. :-::_-.. -------------..,..1 .. -.. ----~1 =~;~::-: 4 .. l I i I 
. :• .. ·"' . . .. .. . ... , .. .. .. .. . .. . . . ....... •'\ .. .. .. .. ; .. ' 
~:~~--~~--~--~f----~,----~,.----~--~~-----~----i----1----r---·· i 







I ---· -·-I I t I r- . . I I I I I ... . ..... .. I . . . .. 
I I ! I 
l t ! l 
~~• 0 'Ji 0 ' 1 ''" ""•'•• •• -'· ffi'!Ol!O """"I ""'•:• ·"" ........... ._ ................... ._. ...... -............................. _ 
Figure F0-10 
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2. Sort from largest to smallest. 
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Figure F0-10 (Part-2) 
The cuter DO loop, with one as index, ranks the elements one 
at a t~e (either largest to smallest or smallest to largest}. Once 
an element is found, it is stored in Y (1). Then to get the next rank, 
the inner DO loop must examine Y (1+1) through Y (40). The inner DO 
loop sear~hes the remaining elements each time to find the smallest 
(or largest). 
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11. INSTALLMENT NOTE PROGRAM 
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Figure SP-07 
13. SELECT~ FORTRAN PROGRAMS IN THE FORM OF ANSWERS TO QUESTIONS 
Write the following Fortr~n programs: 
13.1 Compound Interest Rate 
13.2 Plotting 
13.3 Integration by Simpson's Rule 
13.4 Quadratic Equation 
13.5 Linear Equation 
13.6 Computed Go To 
13.7 The Derivative 
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13. 2 PLOTTING 
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Figure Fo-13. 2 
13.3 INTEGRATION BY SIMPSON'S RULE 
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13.4 QUADRATIC EQUATION 
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13.5 LINEAR EQUATION 
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13. 6 COMPUTED GO TO 
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13.7 THE DERIVATIVE 
f E=:-~:~:~:-:··::::::::~--------------------~~~:::::::::::JI ,.... ::..~-.::. .... 
I• ,.......... 1··1 · 
l I l I 
---
' • . ' I 
I : : . ' I . I . ; : . I . ' . . : I I l • ; I : 
I 
I . : : : : ! : I • • ! ! . . ' ' . ' . 
I I I . I ' ' . • . I ; ' I : : ! ' I : .i ! ' I ; 
I : ! : ~ ; • I ; . . t . I • 
' 
. . I ! I I . I . . I . I I i ! ~ 
I 
I I : 
I I I : I . I . : I . : i I I I I I : t I I . . I I I I I I I I I I ~ . I 
' 
: . : 
I I I • . . . ; ; I : . I ; l I I • ; . I . I . i I i I • : I i I I I I ' 
I : I ! I . ! r ! I l I ! I ! l I ! I I i ! i i . I I l I : : ' • I I ! . I : 
I ·l 
i • 
Figure FQ-13. 7 
204 
13.8 EVALUATE A POLYNOMIAL 
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14. ARITin.mTIC QUESTIONS AND ANSWERS 
The answers tmmediately follow the questions for the first six 
numbers. 
Examples 
l. V • C + E**(l./N)*(R/2)-4 
V • c + e 1/n. r/2-4 
2. Y • (a + b) l/6 
y • (A + B)**(l/6) 
3 • r • a(a + b) 
b1 - c 
R • A*(A + B)/(B**2-c) 
4. v • 4/3 n 3 
V • (4./3)*3.14*(R**3) 
S. y • A+ B 
c 




1. (3 • B)-1/ 3 
2. (2.* D * C)**(l/2) 
3. (3.*A*B)**(X-3) 
4. l/8 (4 + A) 
3-B 
5. 3 (A + B) 
6. SA/2B 
7. ~A+ 2 
8. 6(2/A)B 
9. (6 + 2/A) B 
10. 6 - 2/A - B 
11. (4B/2C) 
1~ {(5.-A)/(3.-B))*C 
13. B/2+C .•. 
14. 6 + A/2 - B 
15. 6 + A/3B 
16. 6 + 2/A 
17. 6. + 2*A 
18. A- C + 4 
19. 
20. B*2**L-4. *P/C 
21. 3 • sales • ocost 1/2 
Xinv - ucost 




23. h+(d/e) 2 • 1/3 





4. (1./8.)*((4. + A)/(2.-B)) 
5. 3.*(A + B) 
6. .5*(2. + B) 
7. 4. * A+ 2. 
8. 6.•* 2./A*B 
9. (6 + 2./A)*B 
10. 6. - 2./A - B 
ll. (4.*B/((2.*C))**P 
12. S+A 
3 - B c 
13. B/ (2.*C) 
14. (6. + A)/(2. - B) 
15. (6. + A)/(2.*B) 
16. 6. + 2./A 
17. 6 + 2B 
18. A-C+4 
19. y - (A**2 + B)/(B**2 - 2*A*B) 
- -
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20. b2 1 - 4p/c 
21. (3*SALES * OCOST)/(XINV-UCOST))**O.S 
I 
22. ((Y + A)/4)/(F + 1) * (P**(l./3.) + (V*Z)/(B*W)) 
23. (h + (D/E)**2*((F*G*R)/(S + T))**(l./3.) 
24. Y • 3*H*N**2 - B/5**3 
Act~ vi ties 
1. Write a Fortran program pertaining to the compound interest 
rate. 
2. Write an installment note program. 
3. Prepare an integration model using Simpson's Rule. 
4. Write a program and draw a flowchart for the quadratic 
equation. 
5. Write a program to solve linear equations. 
6. Prepare a program utili~ing the computed GO TO statement. 
7. Prepare a program to ~ompute the derivative. 
8. Write a program to evaluate a polynomial. 
9. Write a subroutine subprogram to invert an array. 
Use three arguments: 
1. The given array 
2. The array into which the inverted array will be 
placed. 
3. An integer quantity that tells how long the arrays 
are. The array will be called TURBACK. 
10. Write a function subprogram, which includes a dimension 
statement, to find the algebraically smallest quantity in 
an array with a maximum of five hundred values. The 
function is to be called LEAST, and it will have two 
arguments: 
1. The dummy array name. 
2. An integer variable telling how many numbers are 
in the array. 
Fortran Language Statements 
Equivalence Statement 
Form: 
EQUIVALENCE (D, A, C(l)) 
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1. The variables D, A, and C(l) will be stored in the same 
location in memory, however they can't be stored together 
at the same location at the same time. 
2. This allows a saving of space, since after one variable is 
used, the next variable then occupies the space etc. 
Subroutine Statement 
Form: 
SUBROUTINE NAME (Al• A2 A3 ••• ) 
1. The Dimension statement is non-executable. 
2. It tells the compiler the amount of storage to set aside 
for each variable. 
3. Any number of variables. separated by commas, may be 





DIMENSION B (40, 40) 
1. The Dimension statement is non-executable. 
Fonn: 
READ 13 IMNAM, RATE 
' 
13 FORMAT F6.1, F6.3) 
1. The format statement is non-executable. 
2. It specifies input. 
3. It specifies output. 
4. The P' specification transmits only floating point numbers 
to and from i.nternal storage. 
Go To Statement 
Form: 
GO TO (100, !01, 105, 120),L 
1. Control is transferred to the statement numbers when the 
value of the indexing register is equal to each one • . . 
Go To Statement (unconditional branch) 
Form: 
oo ·ro 15 




X Specification Statement 
Form: 
READ 105, SRATE 
lOS FORMAT (33X FS.O) 
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l. It describes the number of positions to be ignored when a 
card is read. 
2. Output causes blank characters to be inserted into the 
positions indicated. (There will be thirty-three b~anks 
in this example.) 




READ 110, RATE 
110 FORMAT (El2.1) 
1. It is nonexecutable. 
2. It depicts the form in which the data will appear on input. 
3. It shows how the data will be converted for storage in 
memory. 
4. It also specifies, for output, the manner in which the 
data will be converted from memory and how it will appear 
in the output device for printing or punching. 
5. The number is converted to internal floating point, (ENAM}. 
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F Specification Statement 
1. It tells the compiler the amount of storage to set aside 
for each variable. 
2. Any number of variables, separated by coa:mas, may be 
written in the statement. 
3. The example presented here has two dimensions and will set 
aside sixteen hundred locatiooa (forty times forty). 
R Specification Statement 
Form 
READ 150 
150 FORMAT (lSR B GO TO TOWN) 
1. The alphameric information punched in the first fifteen 
columns of a card replace the fifteen characters that are 
in temporary storage. These fifteen characters in temporary 
storage were previously written in statement one hundred 
fifty. 
I Specification Statement 
Form: 
READ 105, SRATE 
105 FORMAT 33X FS.O 
1. It describes the number of positions to be ignored when 
a card is read. 
2. Output causes blank characters to be inserted into the 
positions. 
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3. It is the last statement of a DO loop, when the DO loop 
would cause a transfer type statement of the wrong kind. 
DO Statement 
Fora: . 
DO 8 • 1, 10, 3 
A(l) - 8 
A(l,l) • 1,1 
A(l,2) • 1,2 
8 PRINT 9, A(l), A(l,l), A(l,2) 
9 FORMAX (3 FS.O) 
1. The DO statement tells the computer to execute repeatedly 
the statements which follow up to, and including the 
statement, with the statement number given (it is eight 
in this case). 
2. The third number to the right of the equal sign is the 
amount of the increment for the index register. 
3. After the atatements have been executed ten times (n) r 
control passes to the statement number given here as eight. 
If Statement 
Form: 
IF(INT-100) 20, 2, 4 
The expression within the parentheses is evolved: 
1. If the value is negative, control is transferred to the 
second control statement. 
2. If the value is zero, control is transferred to the second 
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control statement. 




b - d 
1. The b is a variable, which can be subscripted. 
2. The d is arithmetic in type, which is used to form a 
sequence of constants, operation symbols and variables. 
3. The sequence connotates a aeries of calculations. The ex-
pression on the right hand side of the equal sign is 
completed, then the resulting numerical value is stored 
in the location assigned to the variable on the left side 
of the equal sign. 
Call Statement 
F011D: 
CALL TAX (BIC) 
1. Tax is the name of a subroutine subprogram, and BIC is an 
expression of fixed or flt>ating-point cons~~ants or variables. 
2. The CALL statement calls the subroutines and does one of 
the following: 
a. It receives results back from the subprogram, or 





PRINT 10 PROD, YTOT 
10 FORMAT (Fl2.2. Fl0.2) 




1. A halt is taken when the program reaches the pause 
statement. 
2. Continue by pressing the start. 
Slash and Repetition Statements 
Form: 
FORMAX (4/ E 10.2//(3Fl0.7)) 
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1. The first slash causes the typewriter to start a new line. 
2. Then skip a line. 










TYPE 100 TAX, ITEM 
100 FORMAT (FlO.O, F9.0) 
1. The two variables are retrieved, converted and printed in 
the first nineteen positions. 
Return Statement 
Fom: 
l. Return indicates a subprogram has been completed an~ 





1. It causes a halt. 
Read Statement 
Form: 
READ 10, EABN 
10 FORMAT (Fl0.2) 
l. When READ is reached in the program a_~ufficient number 
of cards are read to satisfy the list of variables. 
2. The format statement describes the data in detail. 
3. The data is stored in memory as the floating point EARN. 
Punch Statement 
Form: 
PUNCH 100, STAX, EARN 
100 FORMAT (FlO.O, 16) 
•.: -· 
1. This statement is similar to the read statement. 
Function Statement 
Form: 
FUNCTION LOW (P, Q) 
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1. One argument must be included in the function statement. 
2. The function name must consist of six alphameric characters, 
and the first must be alphabetical. 
3. the function statement operates when the name of tile 
function is encountered in the arithmetic statement. 
4. Listed arguments move data to the function ro1.1tine, and a 





The purpose of this section is to provide models and information 
which will aid in the preparation for the DPMA test. the Basic Assembler 
prograa presented here is used as a comparison for the invoicing program 
written in lleport Program Generator (RPG) • 
The reader is advised to review all the pertinent forms for RPG 
since they are considered important for the test. The latter p~rt of 
the section provides the necessary information to perform the Swanson 
Type programs with BPG, and presents the asaig-t that could make 
this text last a year or 3:ouger. 
Object Program Logic 
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PRE-BILLING CALCULATION WITII INVENTORY CONTROL 
This example illustrates one of numerous approaches to an order-
processing/inventory control job. The application has been arbitrarily 
slanted to a distribution business (perhaps a mail-order house) with 
customer orders to be filled from warehouse stock. An attempt has been 
made to be reasonably realistic in the application, including the com-
plexities of such a multipurpose operation. 
BASIC ASSUMPTIONS 
1. A card. has been keypunched: 
a. For each itea line on a customer order--Card 9, no X in 
col. 11 
b. For each item line on a customer return~C~d, X in col. 11 
c. For each item line on a stock receipt (or purchase-order 
cards are used as stock receipt cards)--card 5 
d. For each s to elf. adjustment--card 6: No X in col. 11 to 
reduce on hand, X in col. 11 
e. For each item on a stock purchase order--card 7, no X in 
col 11 when ordered, X in col. 11 if order is cancelled or 
reduced 
f. For a new stock item or a change in price, description, 
warehouse location, etc. (Obsolete master cards are re-
moved manually or, at 1~st, separately from this operation.) 
2. An Inventory Master Card file exists, with one card per item carried 
in stock. Changes to the file are made manually, or in some othar data 
processing operation (i.e., addition and deletion of items, changes in 
price, warehouse location, etc). 
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3. It is des:!.red to process customer order-item cards against inventory 
records before attempting to fill the orders in the warehouse. At the 
same time, the inventory records will be updated and an up-to-da~e 
inventory report prepared. Ibe customer-·:>rder cards are thereafter 
ready for invoicing. (The cards could be sorted by warehouse location 
prior to invoicing.) A copy of the invoice, or the cards themselves, 
serve as order-picking medium, i.e., either sequential or bulk picking 
is employed. If orders are processed once daily on this basis, the 
inventory records are always up to date. 
4. If the quantity -n.-band is insufficient to satisfy the quantity in 
the customer-order card, no partial quantity will be applied for that 
item. The item order: 
a. Will be marked "cancelled" if no stock is on order; or 
b. Will be marked for back order if not previously back--
ordered, and provided stock is on order; or 
c. Will be marked "cancelled" if previously back-ordered. 
5. Where previously back-ordered item cards are re-entered, they are 
to receive priority for available inventory. 
6. Some items have a lower unit selling price when at least the 
specified criterion quantity is ordered by the customer. 
7. Stock adjustments are made without attempt at modifying the unit 
cost of the item. 
8. a. Besides price extension, gross profit is to be included in 
the item detail cards for a subsequent report by merchandise 
class and division, and by Stock No. (The first digit of 
Stock No. represants merchandising division, the second the 
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classification within division.) 
b. Value of inventory on hand (average cost basis) is co be 
continually available. 
c. · Available quantity (on-hand plus on-order) less than an 
established minimum to be signalled. 
PROCEDUBAL DETAILS 
1. Sa£ eguards 
a. Certain control totals will be carried, partially as audit 
trails. Control totals are presumed :o have been established 
for the various kinds of transaction cards, so that new on-
order totals can be proved out. 
b. Customer-order detail cards that are being cancelled will 
be identified. If such a card is re-entered, it is selected 
out, and calculation for it is bypassed. 
c. Matched old master cards (for which new ones are created) 
will be identified, and selected to a separate stacker. 
If such a card is accidentally re-entered, the entire stock-
number group is selected to separate stacker, and calcula-
tion is bypassed. 
11. The entire stock-number group (except the first card) is 
selected to a separate stacker, processing is bypassed, 
and the system halts after the second card, whenever there 
is more than one master card for a group. 
e. The entire stock-number group is selected, and calculations 
are bypassed, when a master card with a negative on-hand 
quantity has been read. When a negative on-hand quantity 
• 
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is created as a result of calculation, the cards from ~he 
point of error are selected, and calculations ar~ bypassed. 
f. Whenever the blank trailer card is missing or mispositioned 
within the group, all cards in the group from the point of 
the error detection are selected, the system halts, and 
further calculation is bypassed for the group. 
g. Unmatched transaction cards, including the trailing blank 
card, are selected, and calculations are bypassed. 
~ . 
h. If the on-order quantity turns negative, the system halts. 
The inventory report also indicates this condition. 
i. For known error conditions that affect the new inventory 
values, the data is omitted. 
2. Any merchandise receipts, stock adjustments, and customer returns 
precede order-item details, so that the customer orders are correctly 
applied to the latest on-hand status. Stock purc~se-order cards are 
also placed ahead of cus tamer order details, because it was decided 
not to back-order items for which no stock is on order. Former back.-
order cards precede other order-item cards to get first chance at on-
hand goods. 
3. The cards are assumed to be in ascending_sequence by Stock No. 
Inventory roaster cards are to be in the primary feed of the MFCM--
preceded by a single card to read in today's date. All other cards 
will be placed in the secondary feed. 
A previous operation has placed a blank card at the end of each 
Stock No. group of secondary file cards. These blank cards will become 
the new (updatec:l) inventory master cards for stock numbers for which 
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there are transactions. (These blank cards were merged in on the MFCM 
of the Model 20, or they could have been merged on a collator.) 
4. Stacker Selection 
a. The date header card is directed to stacker 1; any other 
stacker would do equally well. 
b. All old inVentory master cards with stock numbers, for 
which there are transaction cards in the secondary file, 
are directed to stacker l (the normal stacker-chosen to 
contain obsoleted cards), because a new inventory master 
card will be punched and placed in stacker 2. 
Each umutcbed old inventory master is selected to 
stacker 2, because no new master is punched in such case. 
Stacker 2 ultimately contains the complete up-to-date 
inventory master fUe (except for known error-condition 
cards) consisting of new cards ~ilere transactions occurred 
and old masters where no transactions applied. 
c. Stacker 3, receives the customer order-item cards, ready 
for warehouse picldng (if cancelled and BO (back-orders) 
are sorted out), or to be sorted on order and account 
numbers for invoicing. 
d. Stacker 4 has been assigned to unmatched transaction cards 
(secondary file), and to all other detected error-condition 
cards. 
e. Stacker 5 has been assigned to stock orders, receipts, ad-
justments, and merchandise returns. These may also be left 




to stacker 3 instead; they could easily be segregated by 
sorting cola. 1 and 11. 
MUL'I'IPLioCAID LAYOUT FORM 
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Diagram of Card Flow 
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Figure POO 
Study of card layouts and the systems flow as seen in Figure 
P-1 will clarify the details of the operation. The report has been laid 
out to fit within the 12G-position print span of all IBM 2203 and 1403 
Printers attachable to model 20. Explanation of specifications sheets 
follows. 
"'1 ...... ,_&.I 







' ' t t •• ' tJ. • I 
•• ,.HIIh,. "'''" II 'Jilltllt 'HIIillll ... "" l'llt'I,:I'IIIH 1·•111111 .Iiili I 1• 
Figure POOO 
FILE DESCRIPTION SPECIFICAXIONS (Figure P-1) 
The file inventory master cards is named OLDMASThR, and asso-
ciated with the primary hopper of the MFCM. It is defined as a combined 
file (C in col. 15) so that stacker selection may be performed via 
output specifications, and to allow punching of a code for "obsolete" 
at output time into those old masters that are replaced as a result of 
new transactions. 
the detail transaction cards are assigned to the file named 
TRSACTN, and associated with the secondary hopper of the MFCM. Stacker 
selection is dependent on calculation operations; therefore--and 
because output is required to some customer-order item cards--
TRSACTN is a combined file. 
The input files are in ascending sequence (A in col. 18). A 
:"":.;··· ·~ 
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sequence is required, and must be uniform for the input files, when 
matching of records is called for in two or more files. If col. 17 is 
blank, or contains E, for all input files, the LR indicator does not 
turn on until all input files are exhausted. 
The printer is associated with an output file named REPORT. 
File Description Specifications 
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Figure P-1 
INPUT SPECIFICAXIONS (Figure P-2) 
Because the file OLDMASTR is specified ahead of the TRSACTN 
file, it is therefore the pr~ry file; i.e., matching cards from the 
OLDMASTR. file are processed ahead of their matching 'IRSACTN file cards .. 
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INVENTORY MASTER. CARDS--QLDMASTR File (Page 02) ., 
The old Inventor/ Master cards are identified by 0 in col. 1, 
and assigned indicator 01. Since they are the only card type in the file, 
apart from the initial single Date card, an alphabetic codP. is specified 
in Seql:ence (cola. 15-16). If any cxher undefined card types (besides 
the Date or Master card) appear in the file, the system halts. 
Lines 02-18 contain the normal specifications for reading chose 
fields from the old Inventory Master cards that may be needed f_or 
processing of the application. Fields defined as numeric are used in 
calculations, edit operations, or numeric compare. Points of special 
interest are: 
1. Stock No. is defined as numeric to allow formatting in the 
output by edit word, and to simplify detection of an 
obsolete master card (see 4 below). 
2. The files are matched and sequence checked on Stock No. 
(Ml in cola. 61-62 for Stock No.). 
3. The Ll indicator is turned on for the first card of each 
stock-number group (Ll in Control Level for Stock No.). 
Ll is not used in this program for total printing or punch-
ing, it is used solely to inherenc connection with matching 
of files, and Ll is not needed merely because Ml is assigned. 
4. Whenever an old Master Card is replaced by a new one, to 
reflect transactions, the old card is overpunched with an 
11 -punch in col. 7 at output ttme (Fig. P7, line 06), to 
mark it as obsolete. If such a card is accidentally re-
entered next time, indicator 97 on-the 11-punch causes the 
.,:-.. ;. _;.. ·-
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Stock No. to r~ad in as negative (a matching-field sequence 
error does not, however, arise because all zone punches 
are eltminated from the matching-fields operations of a 
numeric field). 
S. Indicator 99 turns on if the Quantity On-Rand is negative 
in the old Inventory Master card. Such a card should never 
appear, because subsequent specifications (Fig. P4) cause 
output ~o be bypassed if On-Hand turns negative. 
6. Indicator 20 turns on if the Criterion Quantity field is 
zero. The zero code indicates that only Unit Price A 
applies, and that the Price-B field is to remain blank 
both in the repcrt and in a new Inventory Master card. 
7. Col. 47 appears twice among the input fie1ds-the first 
time as part of a normal numeric field: the second time 
with another name and as a single-column alphameric field. 
if col. 47 is X-punched (11 -punch), Quantity Sold Last 
Year does not apply because the item is new this year. The 
word NEW is then to appear in the report, and the field is 
only to contain an X-punch in a new Inventory Master card. 
But a numeric field that is blank or zero with an X-overpunch 
in the units position will set on an indicator for Zero or 
Blank-not for Minus. Therefore, the column that contains 
the X-punch for "new" is separately defined as alphameric. 
It can then be tested for a minus done by a TESTZ calcula-
tion specification. 
8. Stacker assignment is not known until calculations are per-
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formed. It must therefore be specified at output time. 
DATE CARD OLDMASTEB. FILE (Fig. P3) 
The single Date card at the front of the file is identified by 
an X-punch in col. 1 and assigned indicator 09. The date is stored 
in a field given the name DATE. It is defined as numeric to allow 
editing. 
No matching is specified for this card. It is therefore 
process~ first. The date card is to enter the normal stacker for 
the MFCK prillary hopper and therefore need not have stacker selection 
specified. However, when no output operation is to be performed on 
a combined-file card type, and the desired stacker number is kno-wn at 
input time, a stacker-selection specification, even for the normal 
stacker, should be given in the input specifications; this maximized 
I/C overlap. (For a single card tn an entire file, this is of course 
insignificant). The File Name need not be repeated where no others 
intervened. 
TRANSACTION CARDS (Except Blank Trailer) - TRSACTN FILE (Fig. p4) 
The four types are identified and assigned separate indicators. 
The customer-order or •erchandise-return item card is checked for digit 
rather than character 9 because back orders have an X-overpunch in 
col. 1. 
Stacker selection is dependent on calculations, and is there-
fore assigned in the output specifications. In the case of card type 9 
(indicator 15), output to the card is also required; this precludes 
stacker selection in the input specifications. 
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Points to note: 
1. Indicator 21 is turned on for order-item carda that were 
previou~ly back-ordered: 11/9 in the low-order, or sole, 
position of a numeric field indicates a negative value. 
(Back-order cards are so designated at output ttme--
Fig. P7 1 line 17 ,) The field BOCABD is not used in the 
program; it is assigned only so that a Field Indicator may 
be set. Alternatively 1 a separate card-type Result~ 
Indicator could have been assigned via an OR line. 
2. The same naae is assigned to Stock No. here as for the 
OLDMAfTR file, to eonsene core storage space. No harm 
is done because there is no situation in this program 
where the distinction needs to be preserved. 
3. When an order-item cannot be filled, and is not to be 
back-ordered, col. 7 of the card is overpunched with an 
11 -punch (Fig. P7, line 18) to designate "cancelled." 
If such a card is inadvertently reentered, indicator 98 
turns on because the 11 -overpunch causes Stock No. to 
be read as negative. 
4. Indicator 22 distinguishes between order-item and 
merchandise-return cards--both card-type Resulting Indica-
tor 15. 
S. · The field UNCOST applies only to Receipt cards. No harm 
..... -..· 
is done reading it also from ~ard types with Resulting 
Indicators 12, 13, and 15, because utilization in the 




line 06). If it were necessary to restrict the 
input of this field to Receipt cards, the indicator 
number (ll) would be entered in Field-Record R.ela tion 
(cola. 63-64). 
BLANK nAILER CARD-TRSAC'rN PILE (Fig. PJ) 
The traUer cards-destined to become new Inventory Master cards-
, 
are identified by absence of a punch in col. 11 and are assigned 
indicator 19. 
The blank trailer card at the end of each stock-number group 
in the TllSAC'tN fUe is not matched (no entry in Matching Fields) 
against the OLDMAS'nt file; therefore, it is processed immediately 
after the card it follows in the same fUe, before the Inventory Master 
card for the next Stock No. 
CALGUT..AtiON SPECIFICATIONS (Fig. R4 ~ 
In order to minimize the need for conditioning indicators 
(Indicators, cola. 9-17), branching (GOTO) over entire sections has 
been employed to bypass a series of inapplicable calculation specifi-
cations. 
Where practical, specifications lines are discussed sequentially. 
In some areas, however, it is preferable, for clarity, to relate non-
consecutive lines. Note: In several instances, result fields are 
defined as smaller than the theoretically possible maximum· We assumed 
that knowledge of the particular business indicated that these field 
sizes are ~de~te for the actual figures that could occur. 
-· 
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Calculations Specifications 
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Calculations Specifications (con't.) 
Figure P6 
Date Card (Card-Type Resulting Indicator 09) 
(Fig. P4, lines 01 and 02) 
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No calculation operations are performed on this card. Indica-
tor 93 is turned on (line 01) solely for use in a subsequent check on 
proper card-type sequence (line 05). The entries in line 02 cause 
branching to the end of the calculation specifications (page 06, line 
20), so that No. 9 need not be specified in Indicators in subsequent 
lines. 
Error Control - (Fig. P4, lines 03-18) 
Calculation specifications are employed to test for certain 
error conditions. Where an error is recognized that affects onl.y the 
:.:.- !.· 
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individual c~rd, calculations are bypassed for that card, and the card 
will be selected by output specifications to stacker 4. Where the 
effect pervades the entire stock-number group, all calculations for 
the group are bypassed from the point of error recognition, and those 
~ards will be selected to stacker 4. For certain error situations, 
the system is also halted. 
Indicator 90 is set on for all of the major error conditions 
tested for, aDd is used to specify the bypassing of calculations and 
the selection (see output specifications) of the group to stacker 4. 
Specifications line 03 clears indicator 90 at the beginning of each 
control group (i.e., stock-number group), so that the error actions 
do not carry through to the next group. 
Indicator 91 is turned on in line 17 if indicator 19 (blank 
card) is on. Next program cycle, indicators 90 and H2 are turned on 
if indicator 91 is still on when the instructions in line 14 are 
reached by the program. However, if indicator Ll (first card of 
control group) is on when the instructions in line 07 are reached, 
indicator 91 is turned off. 
Thus, an error is signalled (90 and H2 are turned on) if there 
is no control breav (Ll) following a blank card (91 turned on by 19). 
Trailer card present but not at end of group. 
Duplicate Master or Sequence S~ep-Down 
In line 08, the stock number in the old Inventory Master card 
is compared algebraically ~~th that of the previous old Master card. 
If the number is the same (duplicate master) or lower, Hl is turned 
on to bal.t the syst• after the card bas been processed. In line 09, 
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t~e next master card is processed. 
In line 10, indicator 90 is turned on if Hl was turned on in 
line 08, so that all processi~ for the remainder of the group will be 
bypassed, and the cards selected to stacker 4. 
Note: Because the matching fields assigned in the input 
specifications were defined as numeric (line 03 of page 02, and line 
08 of Fig. P3), the sequence check performed as a result of the Ml 
specification ignores sign. For that reason, the Hl indicator ~ also 
turned on for a negative comparison result--otherwise a duplicate is 
not detected if one card is positive and one negative in the stock-
number field. However, indicators 97 and 98 also signal a negative 
stock number • but without a halt. 
Obsolete Old Inventory Master Card 
Indicator 97 turns on if the Stock No. in the old Master card 
is negative, signalling reentry into the operation of a previously 
obsoleted card. In line 13, indicator 90 is turned on if that situation 
exists. 
Negative on-Hand in Old Inventory Master Card 
Indicator 99 turns on if the On-Hand field is negative at input 
time of t~e old Master card. In line 11, indicator 90 is set on for 
that condition. 
Cancelled Order-Item Card 
Indicator 98 turns on when a transaction card with a negative 
stock-number field is read. This signals reentry of a previously 
cancelled order-item card. 
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Indicator 98 is used to specify bypassing of calculations for 
that card only (see line 15), and its selection to stacker 4, but the 
remainder of the group is processed normally because it is not other-
wise affected. 
Unmatched Transaction Cards 
The specifications in line 12 cause indicator 90 to be turned 
on for uumatched cards (NMR), other than Inventory Master cards (NOl), 
and other than blank trailer cards (Nl9) which are always unmatched. 
Bypassing Calculations for the Error Group 
In line 18 the program branches to END (line 20 on Fig. P6) 
when indicator 90 is on. This makes detail output the next operation, 
omitting all calculations below line 17 on Fig. P4. 
Line 19 illust:ates use of a Comments card (*in col. 7). It 
will be printed during generation as punched, but otherwise it does 
not enter the generation process. (It is checked for proper position, 
based on cola. 1-6.) 
Bypassing Detail-Card Operations on Master Cards 
(Fig. P4, line 20 and Fig. P5, lines 01-03) 
Line 20 of page 04 provides program skipping past all the 
specifications lines that do not apply to the new Inventory Master 
card (i.e., the blank trailer card). This minimizes the need for 
Nl9 specifications in Indicators in subsequent lines. 
In line 01 of page 05 the average Unit Cost from the old 
Inventory Master card is saved for later det~ination of cost trend 
when compared with new merchandise costs. 
• 
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In line 02, all calculations are te~inated for old Inventory 
Master cards that will be replaced by new ones (i.e., there are 
matching transaction cards). 
In line 03, the program skips--for old Master cards that are 
to be retained (i.e., there are no transactions)--to the same point at 
which calculations are resumed for new Inventory Master cards. This 
permits uniform preparation of report data for both situations. 
Merchandise-Receipt, Stock-Adjustment, and 
Stock-order Cards (lines 04-11 of Fig. P5) 
In line 04, the On-order quantity is revised to reflect 
Merchandise Receipts, new Purchase Stock Orders, and cancellation of 
Stock Orders. Cards 5 and 7 are so coded in col. 11 that addition 
provides the proper algebraic operation (see Figure POO). The system 
is halted if the operation results in a negative On-crder quantity. 
(Indicator 90 is not turned on, because such an error was not deemed 
of sufficient significance to require bypassing of the remainder of 
the group.) 
Line 05 provides for a~tending the cost of a stock adjustment, 
based on last-known unit cost, so that the value of the inventory may 
be adjusted (in line 07). A new work field (CSTEST) is set up for the 
product. 
Line 06 provides for the same operation as line 05, but using 
the specific unit of cost at which new merchandise was received. 
In line 07, the extended cost of an Adjustment or Merchandise 
Receipt is algebraically subtracted from the total Inventory Value of 
the stock item. The signa in cards 5 and 6 are appropriately coded 
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(see Card Layout). 
In line 08, the On-Hand quantity is updated to reflect 
Receipts and Adjustments. Indicator 90 is turned on if On-Hand has 
become negative; further calculations are then by-passed for that 
stoek-number group (by entry in line 09), and the cards from this 
point on are selected to stacker 4 (output specifications). 
In line 10, a new Average Unit Cost is established during 
processing of Receipt cards, because each of these cards contai+l unit 
cost. (In lines 06 and 07 we adjusted the Inventory Value to reflect 
the cost of the new Receipt proportionately.) The quotient is half-
adjusted. 
Division by zero is not permitted, nor meaningful. Indicator 
26 (turned on in line 08 if On-Band was greater than zero) is therefore 
a conditioning indicator. 
Line 11 causes termination of calculations for cards 5, 6 and 7. 
Order-Item and Merchandise-Return cards cannot cause On-Hand 
to turn negative. If On-Hand was already negative, entries in lines 
08 and 09 caused branching to END. Therefore, indicator 23 turns 
only for a customer order-item card containing a quantity larger than 
the positive or zero On-Hand quantity. 
Lines 13-15 are executed only to handle the insufficient-stock 
I ; I. 
situation (i.e., indicator 23 is on). In accordance wi~h our Basic 
I • ' 
Assumptions: 
1. No order-item will be partially filled. 
2. No item card wUl be back-ordered if it was previously 
back-ordered. 
I • • t .. 
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3. No item will be back-ordered ~~ess merchandise is on order. 
In line 13, the quantity is added back to On-Hand to restore 
the prior status. 
In line 14, indicator 24 is turned on if Quantity On-order is 
greater than zero (COMP operation) , provided the card was not previously 
baek-ordered (N21--see!ig. Pl, line 07). Indicators 23 and 24 deter-
mine, in the output specifications, whether the card is to be identi-
fied as Back-ordered or Cancelled (Fig. P7, lines 17 and 18). 
Indicator 24 is turned off each cycle {see Fig. P4, line 06) 
before this point is reache:l, because line 14 is not executed each 
time. Incorrect card identification in col. 1 would otherwise be 
punched when non-back-ord~ cards follow a back-order card. 
Line 15 causes branching to the end of the calculation specifi-
cations for order-item cards that could not be filled. The specifica-
tions in lines 02-10 of Fig. P6 will not be executed for these cases. 
On Fig. P6, lines 02 and 03, respectively, set on indicator 
27 if the customer-order or merchandise-return quantity is equal to 
or greater than the Criterion Quantity that qualifies for Price B. 
We are only interested in the Resulting Indicator, not the 
actual result quantity. However, an arithmetic operation requires a 
result field. In order not to waste core storage space, a field only 
temporarily needed elsewhere ~Fig. P5), but now available, has been 
utilized. A numeric Compare operation is always algebriac, therefore 
a more complex routine would have had to be substituted for the ADD 
operation in line 03 (where QTY is negative) if COMP were to be used 
instead. 
• 
· . . _:._;: ... 
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Line 04 places Price into a new field, UNPRIC, which will be 
used for the unit-price factor in the selling-price extension. 
In line 05, Price B is substituted for Price A in t:1e UNPRIC 
field-but only provided the quantity in the Order-Item or Merci-:E.~dise­
Return card satisfied the criterion (lines 02 and 03) and provided 
Criterion Quantity was not ) (N2.0--see Fig. P2, line 06): zero in 
col. 22 indicates that Price A applies in all cases. 
In line 06, t~~ quantity in the item card is multiplied. by 
the unit price prtNiously selected (lines 02-05) • The new field, 
EXTPRI, will be negative for a Merchandise-Return card, because quantity 
is negative. 
In line 07, cost of the item sale or return is calculated, 
using the Average Unit Cost as updated during processing of any stock 
Receipt cards {Fig. PS, line 10). Again, the same work field CSTEXT, 
is utilized, because the product is not needed beyond line 08. 
In line 08, gross profit is calculated for each item card. 
For merchandise returns, the sign is automatically reversed: -EXTPRI-
(-) CSTEXT • -GRSPRO (unless selling price is less than Average Unit 
Cost). 
In line 09, Quantity Sold This Year is updated for this item 
card. Returns reduce the value, because quantity in these cards is 
negative. Because it is possible for returns early in a year to ex-
ceed sale~, provision is made for a negative total (Fig. Pll, line 17, 
edit word). 
Line 10 terminates calculations for card 9 • 
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New Inventory Totals (lines 11-19, Fig. P6) 
This section contains the specifications for completing the 
data needed (1) to punch the new inventory Master cards for stock num-
bers with transactions, and (2) to print the ·Inventory Status Report 
for all stock numbers. 
No conditioning indicators are required because the program 
bas been instructed, in earlier lines, to branch past this section-
to END (line 20)-for all card types except blank trailer cardlf or 
unmatched (i.e., no tr&D&actiou) old Master cards. 
Output SpecificationS 
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Line 16 is not needed when there are no transactions; but 
there is no harm in executing it. Although there is no change in 
Average Unit Cost lthen there are no Merchandise-Receipt cards in the 
group, line 15 (in conjunction with line 01, Fig. PS) provides a 
uniform method of determining cost trend that sets the indicators 
appropriately, regardless of whether there has been a Receipt. 
Line 11 is the destination point to which the program branched 
from page ~4, line 20 (blank trailer card) or page 05, line 03 (un-
matched old Inventory Master card). 
Line 12 provides for determining whether the item is new this 
7ear (X-punch in col. 47 of old Master card--see line 11, Fig. P2}. 
Indicator 30 will be used in output specifications to control punching 
into eols. 43-47, and printing in print positions 51-59. 
T _, 
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In line 13, the available quantity (On-Hand + On-order) is 
calculated for the report. 
In line 14, indicator 31 is turned on if the available quantity 
is less than the minimum specified in the old Master card, so that 
this condition can be signalled by a symbol in the report (print 
position 120). 
In line 16, the updated Inventory Value is calculated after 
all transactioDS have been processed. 
Lines 17-19 contain th~ specifications for sumaing quantity 
On-Hand, Quantity On-order, and Inventory Value for report grand 
totals. 
The first two serve only as audit trails and control totals, 
to balance out former totals with control totals for Receipts • Ad-
justments, Stock Orders, Merchandise Returns, Back-orders, and Order-
Item cards. The Inventory Value total is also important as far as a 
management figure. 
Line 20 represents merely the destination point to which the 
program branched from a number of previous lines when calculations 
were complete. It is followed by detail-time output. 
Output Format Specifications (Fig. P7) 
All output is at detail ttme (D or H in col. 15) except for 
grand totals, based on LR indicator which terminates the job after 
total-output ttme. 
Old-Inventory Master Cards--Qldmastr File 
(Fig. P7, lines 01-06) 
Linea 01-03 specify different stacker selection for card types 
~. . ._· 
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in an OR relationship. Cards with major errors (indicator 90 - see 
Fig. P4) are selected to stacker 4; the remainder (i.e., the bulk) are 
selected to stacker 2 if unmatched (NMR), or stacker 1 if matched ~). 
Stacker 1-the nomal stacker-need not be specified. 
thus, when a new master card vUl be created because there were 
transactions, the matched old Master is directed to pocket 1; if no new 
Master is created, it is directed to stacker 21 which will also receive 
the newly punched Masters for groups with transactions. 
Indicator 01 is needed: 
1. To prevent old Master cards of the following stock-number ..• 
groups being passed through output operations 1 without heing read, in 
the program cycles during which matched secondary cards are being 
processed (MR on) • 
2. To prevent an old Master card being passed through output 
operations 1 without being read, during the detail-time output preceding 
the reading of the first card at lp time (MR is then off; thus, NMR 
would apply). 
3. To prevent performance of this output for the Date card 
(during whose processing NMR applies). The Date card was specified 
as requi~ing input only, by the stacker selection designated for it in 
the input specifications. 
Line 04 specifies that obsolete old Inventory Master cards 
(which are replaced by the trailer card of the matched transaction-
card group) are to receive an 11-punch in col. 7. This is the safe-
guard against accidental reentry of these cards next time (see indicator 
97: Fig. P2 1 line 02 and Pig. P4, line 13). 
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Note: Indicators in File-Identification lines of card types 
in an OR relationship are tested in sequence. If indicator 90 is on, 
line 01 is applied and therefore, N90 is not needed in the next two 
lines. However, in line 04, N90 is necessary, because each Field-
Description is considered separately for all card types in an OR 
relationship. 
DANSACTION CABDS: RECEIPTS, ADJUSTMENTS, STOCK 
ORDERS, AND ERRORS - TRSACTN FILl (Fig. P7, Lines 07-12) 
Cards of groups with major recognized errors are selected to 
stacker 4. A previously cancelled order-item card that was inadvert-
ently reentered (indicator 98--see page 03, line 08) is also selected 
to stacker 4. Fifteen is speeified in line 08 (with indicator 98) so 
that additional cards following a cancelled order-item card are not 
also selected. Indicator 98, once on, is not reset until the next 
transaetion card other than a blank is read. 
Receipt, Stock-Adjusement, and Stock-order cards are selected 
to stacker 5, they could instead be directed to stacker 3 with the 
order-it~ cards and subsequently sorted apart on card No. (col. 1). 
ORDER-ITEM AND MERCHANDISE-RETURN CARDS-TRSACTN FILE 
(Fig. P7, Lines 13-19 and Fig. PS, Lines 01-09) 
By the entries in lines 13-16, Merchandise-Return cards (indi-
cator 22 on-see Fig. P3, line 09) are directed to stacker 5, whereas 
order-item cards are selected to stacker 3. The Re~urns cards could 
also, of course, be selected to stacker 3, and subsequently sorted 
apart by the X-overpunch in col. 11. The fUe name need not be 
repeated tn line 13. 
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Line 17 provides for an 11-overpunch in col. 1 or order-item 
cards being back-ordered. (See Fig. P5, lines 12 and 14, for indica-
t-ors.) 
Line 18 specifies an 11-overpunch in col. 7 for order-items to 
be cancelled. (See page 05, lines 12 and 14, for indicators.) 
Line 19 on page 07 and lines 01-05 on page 08 provide for 
punching of the pertinent data. Descriptions (line 19) are not punched 
the first time these cards are processed. The other fields (lines 01-
05) are not punched into cards now being back-ordered or cancelled 
{indicator 23 on); these fields will be punched into the back-ordered 
cards when they are reprocessed, if the order-item is then filled. 
Lines 06-09 provide for document printing (interpreting) on 
the Order-Item and Merchandise-Return cards, on an MFCM Model Al. 
Warehouse location (line 08) is printed only if the item was 
filled, because the goods could be at a different location when new 
merchandise is received and the back-orders are filled. 
The other three items are interpreted the first time the card 
I 
is process~d (to facilitate card handling), and are therefore not 
printed again on previously back-ordered cards. 
Stock No., Quantity, and Warehouse Location are printed by 
print head l; Account No. is printed by print head 2. 
Stock No. (line 06) is edited with hyphens between digit 
positions two and three, and between the fifth and sixth (the presumed 
~elf-check digit). The third hyphen in the edit word is the status 
portion and identifies a cancelled card. All leading zeros, except 
the first, are preserved. 
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Zero Suppress is used to eliminate leading zeros in Account No. 
(line 09). 
Note: These cards hereafter contain all the information needed 
to: 
1. Run invoices. 
2. Serve as warehouse picking tickets. 
3. Run sales, cost-of-sales, and gross profit reports by 
stock number and merchandise class. 
PUNCHING NEW MASTER CARDS (BLANK TRAILER CARDS)--
TRSACTN FILE (Fig. P8, Lines lQ-19 and Fig. P9, Lines 01-11) 
The pertinent fixed data from the old Master card and the up-
dated variable information are specified for punching as per the card 
layout (Fig. PO). 
The pertinent fixed data from the old Master card and the 
updated variable information are specified for punching as per the 
card layout (Fig. PO). 
If Criterion Quantity was 0 (indicator 20 on--see Fig. P2, 
line 06), the field for Price (line 15) is left blank. If the item 
is new this year (indicator 30 is on--see Fig. P6, line 12), the 
single-position alphameric NEWITM field (consisting of an 11) is 
punched into col. 47, line 02. If the item existed last year, the 
five-digit numeric field LASTYR is punched into cols. 43-47 (line 01). 
If cost trend is up (indicator 32 is on), a plus (12/6/8) is punched 
into col. 75 (line 09); if it is down (indicator 33 is on), a minus 
(11) is punched {line 10, fig. P9); if there was no change in 
merchandise cost (indicators 32 and 33 are off), col. 75 is left 
• 
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however, 10 is only on at detail time; therefore, detail output time is 
the simplest way to handle the operation.) 
The heading consists of constants, with one exception, the 
output field PAGE is specified. This is the only field name (as con-
trasted with constants) that can provide other than blank or zeros 
before the first card bas been read (i.e., when lP is on). ?age No. 1 
will be printed in the first heading line of the first page (it is not 
possible to start with any other value before a card has been r47ad) ; 
it will be incremented by 1 before printing on the first line of each 
succeeding page. Zero Suppress is specified to eliminate leading 
zeros. 
Lines .. 08-13 contain the specifications for the first print line 
of column headings, 3 lines beneath the report heading. The form is 
stng1e-apaced after printing. 
The column headings, too, art! to appear on each page (first 
and overflow pages). 'Ihe file name need not be repeated. 
Lines 14-20 contain the specifications for the second print-
line of column headings. A single space follows printing. 
Lines 01-06 on Fig. Pll take care of the third print line of 
column beadings. After printing, the form is advanced to the next 
channel -2 punch. 
PRINTING THE ITEM LINES-REPORT (Fig. Pll, Lines 
07-18 and Fig. Pl2, Lines 01-10) 
Lines 07 and 08 specify that the data is to be printed at 
detail-time (D in col. 15) while & rocessing either: 
1. A former blank trailer card (indicator 19 on) that does 
_ .. 
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not belong to a recognized error group (N9G--see Fig. P4; &nd Fig. 05, 
line 08); or 
2. An unmatched (NMR) old Inventory Master card (indicator 
01 on) that does not belong to a recognized error group (N90). 
thus one line will be printed per stock number, showing the 
original old Inventory Master card data for items without new trans-
actions (NMR), and the up~~ted information where transaction cards 
exist. 
Points to note: 
1. In linea 11, 12, 13, 15, and 17 on page 11, the edit word 
is designed so that one 0 is printed when the quantity is completely 
zero, and a minus sign is printed for negative values in fields that 
can be negative. In lines 01. 02, 04 and 07 on Fig. Pl2, the edit 
word provides for printing of .00 when the amount field is all-zero. 
The edit word in line 07 of Fig. Pl2 also provides for a floating 
dollar sign. 
2. The maximum number of leading zeros (i.e., all but one) is 
preserved for the Stock No., in line 18 on page 11, and hyphens separate 
merchandise class from the remainder of the number, and the principal 
number from the self-check digit. 
3. The dates-lines 09 and 091 or Fig. Pl2 are edited to be 
printed with slashes between Month, Day, and Year. There is no point 
in placing a 0 in the edit word; the date can at most have one leading 
zero (months 01-09), and its suppression cannot be prevented by an 
edit-word entry. 
4. Line 091 on Fig. Pl2 illustrates insertion of a specifications 
• 
~ _·. ,· 
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line that had been forgotten initially, by assigning it a line number 
sequentially between two pre-printed numbers. 
5. Lines 15 and 16 on page 11 cause the Quantity Sold Last 
Year to be printed (in print positions 54-59) if indicator 30 (see 
page 6, line 12) is off, but the word NEW to be printed instead (in 
print positions 57-59) if indicator 30 is on (i.e., new item this year). 
6. Linea OS and 06 on Fig. Pl2 provide for printing a + symbol 
if the cost trend is up, a - symbol if it is down, and leaving ~he 
print position blank if there bas been no change in cost since the 
previous report. (See page 06, line 15, for setting of indicators 32 
and 33.) 
7. Lines 09 and 091 on Fig. Pl2 determines whether today' s · 
date ODATE) from the Date card or the date (TRNSDA) from the old 
Inventory Master card is to be printed. If there were transac tiona 
i.e., the report data is not printed while a Master card is being 
processed-NOl), DATE is selected; if there were no transactions 
(i.e., the report is based on data in the old Inventory Master card-
indicator 01), TRNSDA is selected. 
8. Line 10 on Fig. Pl2 provides for printing an asterisk in 
print position 120 when Quantity Available (i.e., On-Hand+ On-order) 
is less than the Minimum Stock Quantity (see Fig. P6, lines 13 and 14, 
for setting of indicat~r 31). 
PRINTING THE GRAND TOTALS - REPORT Fll.E 
(Fig. Pl2, Lines 21-17) 
The line is printed at total-output time, (Tin col. 15), after 
' I the last dat~ card bas been processed (LR indicator on). It must be 
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at total-output ttme, because the job is thereafter terminated if the 
LR indicator is on. The form is upspaced 2 lines before printing, pro-
viding 3 blank lines between the last detail line and the grand totals. 
The form is advanced to channel 1 afterwards. Constants describ-
ing the fields are printed preceding the values. A fixed dollar sign 
is used in the edit word for Inventory Values. 
INVOICING 
This report utilizes the order-iten cards processed in the 
• previous program example (Pre-Billing with Inventory Control) , in con-
junction with sold-to and ship-to name-and-address cards. The same 
mail-order company is ass~ed, with modifications to illustrate more 
features. 
The example is deliberately kept fairly simple, its main pur-
pose being to provide an illustratio~ of: 
1. Printing sold-to name and address side by side, each of , 
three linea, and each from a single card 
2. Predetermined total line 
3. Summary punching. The summary cards can be used for: 
a. Accounts receivable 
b. Sales report by customer 
c. Sales report by salesman 
4. Card-type sequence check by sequence entry (cols. 15-16, 
input specifications) 





1. The item cards from the preceding example serve as detail 
cards (customer order-item cards), excluding Merchandise-return cards 
with ll -overpunch in col. ll). They are assumed to have been sorted 
by Warehouse Location and Account No. after the Pre-Billing operation. 
2. The heading and detail cards have been previously match-
merged so that there are no missing masters or legitimate missing 
details. (This match-aerging could have been done on a collato~, or 
on an MPCK.) 
The card with today's date and the starting invoice number 
(less 1) is placed ahead of this group of cards. The deck is placed 
in the primary hopper of the MFCM. 
3. Name and address are confined to three lines from a single 
card. The presence of a ship-to card is optional. When it is pres~nt, 
it precedes the sold-to card; when there is no ship-to card, the sold-
to name and address are to be printed in both positions. 
Placing the optional ship-to card ahead improves throughput 
and printing ,,f name and address can proceed during processing of the 
sold-to card. I.f the sold-to card were placed first, printing of name 
and address could not be commenced, when there is no ship-to card, until 
the first detail card is being processed; only then can the program 
know that no further Name-Address card (~ely, ship-to card) must be 
awaited. 
4. The blank cards, which are to become summary cards, are a 
separate fUe in the secondary hopper of the MPCM. 
S. "Arbitrarily, the MP'ai is used for the two files; other 
Card Layout 
. ~ 
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Model 20 l/0 devices can be used if the File Description Specifications 
are changed. 
6. Stacker Selection has been arbitrarily determined thus: 
Date and Invoice-No. heading card-stacker-stacker l; 
Name and address cards-stacker 2; 
Detail cards-stacker 2; 
Summary cards-stacker 3. 
7. A discount percentage is applied to the invoice total based 
on a custc.er-type code in the sold-to card. For this, table lookup 
is employed. 
8. Certain identifying data is repeated on overflow pages. 
Invoice totals are to be printed at a predetermined point on the page. 
Fig. 1000 shows input and output formats. Constant headings 
are not printecl by the program, because use of a pre-printed invoice 
form is usual. 
In the .explanations that foll~w for the applicatioiJ. ~a ~··le, 
most of the obvious points will be omitted, as the reader is by this 
time familiar with them. 
FILE DESCRIPTION SPECIFICATIONS (Fig. ll) 
The input fUe, named INPCARDS, is associated with the primary 
hopper of the MFCM. It consists of one card containing the day's date 
and the starting invoice number (less 1) and, for each customer account 
number represented, contains--in this order: 
One Ship-to Name-and-Address card (optional) 
One Sold-to Name-and-Address card; 
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At least one Order-Item detail card. 
A file of blank cards (named SUMCARDS), which will become the 
Invoice Summary cards. is to be placed in the secondary hopper of the 
The printer has been asaignecl the file named INVOICE. 
File Description Specification 
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Figure U 
INPUT SPECIFICATIONS (Figure 12) 
There is unly one input file. named INPCARDS • constituted of 
four car4. types. 
Date/Invoice-No. Card (Fig. 12, Lines 01-03) 
Sequence (cola. 15-16) is alphabetic, because the card appears 
only once. and does not fall into a sequence within each account-number 
group. 
Stacker selection need not be specified, because 1 is the 
normal stacker for the primary hopper of the MFCM. 
No card-type Resulting Indicator is needed; the card is never 




If present, this card is to precede all others of the group; 
therefore, it is sequence number 01 (cola. 15-16). If present, only 
one is permitted; therefore, 1 is specified in col. 17. Its presence 
is optional; therefore, and 0 in col. 18. 
Control Level 1 is assigned to customer account number-both 
(1) to perform end-of-invoice routines, and (2) to guard against cards 
out of sequence, or missing Sold-To eard (see calculation specifica-
tions). 
Stacker 1 is the normal stacker, and need not be designated. 
Sold-To Card (Fig. 12, Lines 09-16) 
Exactly one card (1 in col. 17) of this type must be present 
(no 0 in col. 18), and it follows the Ship-To card, but lower than for 
the detail cards (Fig. 13, line 01). 
Different field names are used for name and address in this 
card: the name-and-address data from the Ship-To card (if any) is to 
be printed alongside that from the Sold-To card. 
The same field name is used for AC NTNO in all cards because 
the data should be the same from all cards within the group and there-
fore need not be saved from card to card. If it is not the same, a 
control break will occur (Ll is assigned to· Account No.). 
Indicator 20 is utilized to recognize the first detail card of 
each inVoice (see page 06, lines 12 and 13). 
Stacker 1 need not be specified. 
• 
.. · - ;::~=-· 
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Order-Item Detail Cards (Fig. 13) 
Our assumptions called for selecting these cards to stacker 2; 
therefore, a 2 is entered in col. 42 of line 01. 
The field BOCARD in line 02 is specified only to provide an 
indicator (21) for recognition of back-order cards (11-overpunch in 
col. l, making the field negative) • 
If the item card was to be cancelled, because of unavailability, 
an 11-overpunch was punched in col. 7 in the previous applicati~n 
example. This makes the Stock No. (line 03) negative. Indicator 22 
is utilized subsequently to control operations for cancelled items. 
Unit Price, among other fields, was left blank in the previous 
operation whenever the item could not be filled. Indicator 24 is 
subsequently utilized to control operations for unfilled items • 
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CALCULA!ION SPECIFICATIONS (Figure 14) 
Lines 01-03 cause the Sold-To name-and-address data to be moved 
to the corresponding Ship-To fields whenever there was no Ship-To card 
(i.e. the first eard of the control group is a Sold-To card). At 
output time, this will cause the same information to be printe.~ in the 
Sold-To and Ship-To areas on the invoice. 
Line 031 causes the Invoice No. to be incremented during 
processing of the first card of each Account No. control group. (It 
was loaded with a value one less than the desired starting number.) 
Line 04 specifies cumulation of the gross amount from each 
item card for an invoice total. If the item was not filled, the 
GRSAMr field is blank. 
Line 05 causes a search through the argument table TABCOD for 
a code that exactly matches the Discount Code in the permanent customer 
Sold-To Date-and-Address card. When a match is found, indicator 23 
turns on, and the discount percentage in the equivalent position of the 
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function table TABPRC is stored and becomes available as a calculation 
factor and as output-field data. 
The tables are defined in File Extension Specifications--see 
Fig. 15. 
In line 06, indicator Hl is turned on to stop the system after 
this card--if no Discount-Code match was achieved. 
Lines 06-12 provide for the following calculations during total . : 
time following the last detaU card of each invoice: 
1. The invoice gross total is multiplied by the table-supplied 
percent of discount to establish the discount amount (line 07). (Note 
that half-adjustment is used, and 4 decimal positions are dropped. 
There are 2 decimals in INVGRS and 4 in TABPRC, since percentages less 
than 100 expressed as ratios fall to the right of the decimal point). 
2. The discount amount is subtracted from the gross invoice 
amount to produce the net invoice amount (line 08) • 
3. · The three invoice amount totals (gross, discount, net) are 
accumulated in three other fields,-to provide grand totals (lines 09-
11). 
The operations in lines 07-11 are executed only when the Dis-
count Code matched an entry in the argument table (indicator H2, and 
halt the system after this card, if the first card of a control group 
is not a Name-and-Address card (i.e., neither a Ship-To nor a Sold-To 
card). 
Note: Since the test is made at total t~e (Ll in cols. 7-8), 
the first group wUl not be checked: total time is bypassed on the 
first card with Control Level specifications. (The test could have 
• 
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been programmed for detail time instead; but our approach pffers the 
opportunity to remind the reader of the initial total-time bypass.) 
Calculation Specifications 
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FILE EXTENSION SPECIFICATIONS (Figure 15) 
Two tables are used in this applicat~?n--one as an argument 
table ('rABCOD) and the' other as a function table ('rABPRC). For con-
venience, the two tables are punched alternately in the same card, but 
this has nothing to do with the manner in which they are employed 
' 
(argument or function). The table cards (in this instance, a single 
card) must be loaded at erogram-generation ttme. 
There are only 14 codes, and all fit in one card; therefore, 
both the number of table entries per card and per table are the same. 
The code is a single character (thus. 1 in col. 42), and the percentage 
is 4 digits long (format XX.XX%) • Since the term "percent" means "per 
hundred," the decimal point must be moved two positions f-arther to the 
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left when multiplying by a percentage; thus, the field contains 4 deci-
mal positions (not 2). 
File Extension Specifications 
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OUTPUT FORMAT SPECIFICAriONS (Figure 16) 
(Refer to Card and Report Layouts.) 
Note that all detail output is specified ahead of all tota1 
output. 
Detail Printing on the Invoice-FUe (Fig. 16 and 
Fig. 17, Line 01-11) 
This output is performed at detail time (D or H in col. 15). 
INVOICE was associated with the printer (see Fig. 12, line 03). 
Lines 01-04 on Fig. 16 contro~ the printing of the first print 
line of the page. The Sold-To name (NAMED-Name sold) , read card 2 
assigned card-type Resulting indicator 02, is printed in positions 
11-29; the Ship-To name ~-Name ship), read from card 01 (indicator 
01) is printed in positions 58-76. Both are printed in the same line 
on the invoice form. 
The printing at the beginning of each Account-No. group takes 
place as the Sold-To card is being p~ocessed (indicator 02 on); at that 
• 
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time, both the ship-to and sold-to information is available, and can be 
printed concurrently (if Ll, instead of 02 were specified, only data 
from the first card of the gro~p would be available). 
the names are also repeated at the top of overflow pages, at 
overflow-ou~t ttme (indicator OF). NLI is specified, so that the old 
names are not printed at overflow time at the top of .one new page-
followed by the new names on the next page from card type 02-when the 
overflow point and the end of a group coincide. 
In the calculation specifications (Fig. 14, line 01), the Sold-
to name was moved into the Ship-To name field if there was no Ship-to 
card; therefore, both names are the same in that case. 
Note: If the Ship-to area on the invoice is to be left blank 
when there is no Ship-To card (rather than repeating the Sold-To card 
information>, linea Ol-03 on page 04 (calculation specifications) 
would be oaitted. However, a B must tben be placed in col. 39 (Blank 
After) of linea 04,. 07, and 10 of page 06; otherwise, whenever there 
is no Sbip-.. To card in a group, the data from the last preceding Ship-to 
card remains in storage, and will be printed. 
Lines 05-07 and 08-10 provide the equivalent functions for the 
second and third linea of the addresses. However, the street addresses 
and city/state are not repeated on overflow pages. 
No entry is required in cola. 17-22 of line 08, because spacing 
to the miscellaneous-data print line is specified in line 11. The 0 
in col. 18 is entered only for compatibility with other RPG's (any 
entry would satisfy that requirement). 





conditions under which the miscellaneous data is printed above the first 
detail line on the invoice. 
The form is skipped to the next channel-2 punch before the 
miscellaneous-data line is printed, and to the next channel-3 punch 
(first detail line) thereafter. 
Note: Instead of utilizing Skip/Before in specification line 11 
to reach the miscellaneous-data print line (the simplest way to pro-
gram this), Skip/After-which is usually more efficient in terms .of 
throughput-can be used in the name-and-address specifications lines. 
It requires several entries, however, because all three name-and-
address lines are printed at the start of a new customer group, but 
only the name line is printed on overflow pages. The entries in cola. 
17-22 (forma control) of specifications (linea 01, 02, 08, and 11) 
should then reacl: 
Line 01--~ 01 02 
Line 02-~3 01 ~~ 
Line 08-~)S J- 02 
Line 11-bb bb 03 
The miscellaneous-data lfne is printed after the name and 
address _for a new group, and ahead of the first detail line. It is 
also printed in the same position on overflow pages (when overflow 
does not coincide with the end of a group); but some of the fields 
are not printed (NOF) on overflow pages. 
Because Customer Order No. (ORCRNO) is not available until 
the first detail item card has been read, the miscellaneous-data line 
must be printed after the first detail item card has been read, yet 
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above the regular detail data. Therefore, it is printed during 
processing of a detail card (indicator 03 in specifications line 12), 
yet before the print line for the regular detail data (see Fig. 17, 
lines 01-11). It is to be printed only before the first detail line 
(apart from overflow identification specified in line 11); therefore, 
the first detail card of a group must be identified. We chose to 
accomplish this as follows: The data for the field DSCTCO is supplied 
by the Sold-To card, where it is never blank. When the first dt)tail 
card is processed, the DSCTCO field, therefore, contains data. (One 
of the possible Discount Codes in this example is Q-see Discount Table 
in Figure 71-but 0 is treated as non-blank in an alphameric field. 
DSCTCO was defined as alphameric--see Pig. ;1.2, line 15). Indicator 
20 is on only when DSC'lCO is blank (see page 02, line 15); it is 
therefore off when the first detail card is processed. 
Specifying N20 with 03 in line 12 permits the output to be 
performed for the first detaU card, because indicator 20 is off. As 
the data from the DSCTCO field is transferred to tl,e output-storage 
area, the Blank-After (B in col. 39) instruction causes the field to 
be cleared, and indicator 20 to turn on. The output controlled by the 
specifications in line 12 will thus never be performed again until 
another Sold-To card ha• preceded a detail card because indicator 20 
remains on until data is read into the DSCTCO field again. (The 
entries in line 11 p~ovide for the output at overflow time.) The field 
DSCTCO was chosen because its data is not needed again in the remaincier 
of tne operations for a group. 
Note; An alternate approach would be: 
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Change all Ll specifications to L2. 
Then, specify Control Level Ll for ORDRNO (Fig. 13, line 10). 
In place of N20 on Fig. 16, line 12, specify Ll. 
The Bin line_ll, Fig. 16 is then not needed; nor i~ indicator 
20 in line 15, Fig. 12 required. 
This technique might be employed if the contents of all perti-
nent fields bad to be preserved for summary punchiq. 
Specificatioas lines 13-19 specify the data to be print~d in 
the miscellaneous-data print linee 
Although the field DSCTCO is not suppressed for overflow lines 
(no NOF entry), nothing will be printed from it, because it is blank 
at that time (see above). 
Lines 01-ll, fig. 17 contain the specifications for printing 
of the item detail lines. 
The ampersand symbols in the edit word fo-r WHSLOC provide 
blank spaces on the invoice between the three digits. 
If the order item was not filled (i.e., it was back-ordered 
or cancelled), the Unit Price (UNTPRI) field was left blank (in the 
previous operation). and indicator 24 is on (see Fig. 13, line OS). 
Outputs of Unit Price (UNTPRI) and Gross Amount (GRSAMT) are suppressed 
(N24) when these fields do not apply (i.e., they are blank, with 
UNTPIU used as the criterion to set indicator 24). Although the fields 
are blank at input, blank numeric fields are converted to zeros, and 
.00 would be printed if the output is not suppressed. 
The QTY in line 06 pertains to Quantity Ordered; in line 07, 
it represents Quantity Shipped, al.though the data is taken from the 
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same field. The quantity in line 07 is thereeore allowed to print only 
if the order item was filled (N24-UNTPRI field not blank)--it was part 
of the assumptions in the preceding application example that no partial 
fills would be made: either stock was sufficient to satisfy the 
quantity ordered, or the order item was not filled at all (it was then 
back-ordered or cancelled). 
B.O. is printed in the Quantity-Shipped area on the invoice 
(see specifications line 08) if the order item was back-ordered. and 
not cancelled: indicator 21 is on if the card is identified in col. 1 
as a back-order card (see Fig. 13, line 02); indicator 22 is on if the 
order item was cancelled (see page 03, line 03). All three indicators 
(24, 21, N2~ are needed to establish an active back order, because the 
item might have been previously back-ordered, and filled or cancelled 
in the moat recent pre-billing pass (see preceding application example). 
CANC is printed in tne Quantity-Shipped area on the invoice· 
(see specifications line 09) if the its was cancelled (indicator 22-
see F .. ·~ .. 13, line 03). 
SUMMAllY PUNCHING-SIMCARDS FILE (Fig. 17, Lines 12-20 
and Fig. 18, Linea,Ol-05) 
This output is performed at total time (Tin col. 15'~ at the 
end of an Account-No. control group (Ll in output indicators, line 12), 
when all totals accumulated from the cards of the group are available. 
The file name SUMCARDS was associated with an output file in 
the secondary hopper of the MFCM (see Fig. 11, line 02). The cards 
are directed to stacker 3 • 
Lines 13-:. • ,age 07 contain punch, rather than interpret, 
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instructions, because col. 41 is blank or 0. 
Lines 01-05 on page 08 contain interpreting instructions for 
selected fields--they are interpreting, rather than punching, specifi-
cations because col. 41 contains a print-head number (i.e., is not 
blank or 0). 
Note 1: The interpreting feature is available only on the 
MFCM Hodel Al. 
Note 2: Punching of the summary card was specified betw.een 
detail and total printing to optimize throughput; generally, alternating 
forms printing and card punching tends to increase throughput. 
TOTAL PRINTING ON THE INVOICE-INVOICE FILE 
(Fig. 18, Lines 06-16) 
The form is first advanced to a predetermined total line (04 in 
cola. 19-20, specifications line 06). Three lines of totals are then 
printed at total tfme (T in col. 15) when the Ll indicator is on (i.e., 
after each Account-No. group). The form is double spaced between the 
total lines. In specifications line 11, no entry is needed in col. 18, 
because forms advance before the grand-total line is specified in line 
13. Zero is entered only for compatibility with other RPG' s ¢or that 
purpose, any difi~ Q-3 is satisfactory). 
Output for the second and third total lines (see specifications 
lines 08 and 11) is also subject to indicator 23 being on. This sup-
presses the discount and net amount lines when no match on Discount 
Code is achieved between the code in the Sold-To card and those in the 
argument table. While calculation of these amounts was suppressed in 
such case--see page 04, lines 07 and 08--.00 (not blank) would be 
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printed for the two amount fields (because of the format of the edit 
words) if output were not suppressed, and a percentage figure from an 
earlier LOKUP operation would be printed from TABPRC. 
Whenever the total in specification line 07 is transferred to 
the output-storage area, the field is cleared to zero (B in col. 39) 
to be ready for accumulation of the total for the next group. Note 
that the Blank-After instruction could not be entered on page 07 
(SUMCABDS) otherwise, the field would be zero before output for printing. 
In line 09, notu the location of the decimal point in the edit 
word: in the file-extension specifications TABPRC is defined as con-
sisting of four decimal places so that decimal alignment is correct 
when calculating the percentage amount. When printing the f it,---ure, how-
ever, it is to appear as a percentage again--the prin;ing of a decimal 
point (like any other constant) has no connection with the location of 
the decimal point for arithmetic operations, as specified in the field 
definition. 
Lines 13-16 control the printing of the grand totals at the 
end of the report (LB. indicator on) • The form is advanced to a new 
invoice page, and all three final totals are printed on the first line. 
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Output Specifications 
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CUSTOMER INVOICING 
The purpose of this program is to compare the RPG invoicing 
program to a BAL invoicing program by means of models. The reader, 
who is familiar with the invoice can compare the methods, while the 
reader, who is not familiar with the invoice, can benefit two ways, one 
from the programming and the other from the invoice. 
Cards 
The invoice summary card contains the first billing number to 
be used, and the date of the billing. It has a card code of zero. 
The customer address card is comparable to an accounts receiv-
able subsidiary ledger in the file, but being processed only if a 
purchase was made by the customer who has purchased an item between 




order date. This is used for each customer who has purchased an item 
between billing dates. One card is made of each item purchased. 'Ibis 
card has a card code of zero. 
The detail item card contains a customer number, the item 
number, name of item, quantity of the item, the unit price of each 
item and the discount allowance to the customer. Later in the program, 
the net amount and gross amount will b.e punched and printed on the card. 
The invoice suugnary card is produced at the end of the customer 
bUling. One is produced for each customer that has ordered an item 
during the billing period. It will contain the custo-111er number, the 
invoice number, the invoice date, and the total net amount of all items 
purchased. It bas a card code of four. 
At the end of all the billing, a new invoice card is produced, 
which contains only the starting invoice number. 'Ihe date is punched 
in by the operator at the date the new invoicing is to be started. This 
card has a card code of zero. The last card on the deck has a cc of 5, 
and it is a dummy to facilitate ending the program. 
Sequencing 
Cards must first be sorted to be put into sequence~ The custo-
mer card, the order card and the detail cards must be sorted in sequence 
by customer number. 
Sorting 
Sort on col. l first. This will leave three stacks of cards 
with a card code of l, 2 and 3. Then remove cards with card code 2 and 
sort on cols. 17-16. This is the date. In case one customer ordered 
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more than one item during the billing period, then sort on col. 15-14. 




Now place all three stacks together. If the cards are apart 
to begin with only the order cards will need to be sorted by the dace 
of the month and then the mon:h. 
All cards are then sorted on cola. 7-2, the customer n~ber. 
This should place the stack ready for use. Add the invoice summary 
and date card to the top of the deck in front of it. Then place the 
two dUDDy cards on the back of the deck. These two cards are used to 
put all the cards through the machine and print and punch the final 
cards. The final print out will be "end of invoicing." 
Every order card should have an address card behind it, followed 
by at least one detail card and perhaps a second order card from the 
same person. This person will not have an address card, but the card 
must be followecl by at least one detaU card. There may be several 
address cards in a row, but these are from people who have not purchased 
anything. They will be skipped. 
Invoicing 
Place all the data cards in the primary hopper. 
Register 13 is being used as a base register, and the first 
card read is the inventory date card. It gives the starting invoice 
number and the date of billing. This is dumped into stacker #5. This 
information is moved from area 5 to area 1 (74 bytes). Then the card 
code only is blanked out. 'lt&e inventory number, located in number 2 
is packed into number 12. 
. -
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The second card is read. It could be an address card or it could 
be an order card. If it is an order card, the information from AR5 is 
moved into ARl. We then compare the card code, which is Fl. It is an 
Fl so we branch and store to LBl. 
At LBl, we will store the information such as the customer num-
ber, the order number, the uonth, the day and the year. The rest of 
the area is nov cleared. 'rhis card drops into stacker number 3. BAS 9 
takes us back to where we came froa, and then we locate a custom~r 
address card. 
At LB3, the next card is read, and this information is stored 
into AR2. The cuatomet number is compared. If it does compare with 
the order card number, the mode of payment, located on the customer 
address card, is moved into number 9. 
The print a~ea is cleared (work area AR.4). The name is loaded 
into AR.4 and printed. After the next two steps rae skipped, a space 
is taken and street address, customer, inventory number and the date 
are loaded into AR.4. These are moved to print where thay are printed 
and followed by a space. 
We now blank out AR.4-47 (23) to clear the work area. By doing 
this we can use the same area for many things. City and State are moved 
to PRIN and printed, then a space is taken. Ihe order card contents 
are now printed out (they are stored in LBl) • Number 14, which is the 
customer number, is moved to AR4 and printed. 
This wi.ll print out as ''YOUR ORDER CARD", with customer number 
and dated. Tnis is followed by a space. 
At LB8, the next card is read and stored into AR3. Ihe followi-ng 
.,..: ...... - .:... - -.···\--" 
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step is a no-op statement the first ttme through. 
~(--Compare the card code to see if it is a detail card. If it 
is a detail card, we go to LB4. 
LB4--Process the detail item card. First check to see that there 
are no punches tn columns 8 and 27. If no punches are located, load 
the quantity into number 7 and load price into 6, then multiply these 
two together. Now we add number 7 to number S. They will continue to 
work as an accumulator to produce the total Gross Income. The Mask is 
moved to AR4 and the gross amount is edited. This information is moved 
to BRIN and printed. 
The new amount .( s determined by packing discount into number 8 
and multiplying the gross amount by the discount. The 01 instruction 
rounds off this amount. We may lose a penny or gain a penny by using 
this method, but it averages out over a period of time. 
The discount is subtracted from the gross amount and the mask 
is moved into AR4 followed by the edit. The rest of AR4 (43 bytes), 
is now blanked out. The net plus gross amount are moved into AR6. 
This allows us to punch the information into the card. 
CONT--Uses print head 2 and at AGAI (XIO AR6-7), we print on 
the card head the net amount and gross amount. The area is now blanked 
out. We check for channel 12, if yes, we go back to LB8. This means 
that we have now read the first invoice card, the first address card 
and the first detail card. Let's assume that there are no more detail 
cards for this person, and proceed to go back through the file again. 
' I 
This puts us back to where we vould normally read a detail card, LB8. 
LB8-A card is read and put into AR3. Now we go past the no-op 
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step and check to see if it is a detail card. If it is not, it must 
be an address card. If so, go back to LBS. 
Read another card and store the information into ARJ. We go 
past the no-op step and compare to see if it is a detail card (FJ). 
If it is not, we pass through the next step. Is it an address card'l 
If not we assume it is an order card. Therefore we take the BAS9 to 
LB2. At LB2, we store the order number, the month, the day, year and 
cle~r part of this area again. The card falls into stacker 3 and a 
BCR is taken back to where we came from. A compare is made to deter-
mine whether this was a detail card. r£ not, we proceed to LB5, and 
print the invoice summary information which will be the ending state-
ment for this customer. 
A mask is moved into All4, and t~e gross amount is edited and 
printed. After printiD&, a space is taken, and the percent of discount 
is entered. 
'rhe discount (no. 10) is packed into number 8. The percel.\t is 
multiplied times the amount to produce the net amount. A rounci is 
taken and the mask is moved into PRIN and edited, after which, we print 
and space and then blank the rest of AR4. 
We take the gross amount and subtract the net amount from it, 
and move the mask to AR4. Then we edit the net amount into A:R4. The 
net area is cleared by subtracting it frQm itself. This information 
is printed and spaced. 
Read a card and store this information into AE2. Compare the 
customer number (let's aay they do compare). If they did net compare, 
we woul!l go back to LB3 and cycle until we did find a number that does 
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compare, or we would go back and cycle until we came to the customer 
number that has a higher number than the one located in LB2. If this 
happens, we branch to SEQll, which is an out of sequence routine, which 
balta the program. 
LB3-Read a card from the order file. At LB3, the information 
from this card is put into AR3 and we go past the no-op. We now compare 
the card to see if it is a de taU card. If it is, we branch to LB4. 
LB4--A compare is made of columns 8-27 to be sure there are no 
punches. However, this tiae there is a punch in the card. Branch off 
to PCRF, which is a read format error routine. This card is checked 
again to make sure it is a detaU card. (We assume it is.) Switch 
with the MVI instruction EOFQ-1 and move 00 into this condition code. 
The next instruction moves a blank into AR.4 followed by a clear 'W-ith 
a MVC inlJtruction. 
The print error test (number 13) is moved into AR4+50 for 24 
bytes. This error message will print out on the paper as a "punch 
error" (in the item card). Then blank out the text-error message 
and place this card into stacker number 2. 
Read the next card and place the information into AR.3, check 
the customer numbe£. to see if it is a new customer. If it is not a .. 
new customer, we go back to CB9 and read another card. We continue 
this until all of a customer's cards are used up. This is indicated 
by the appearance of a different customer number. 
If a new number appears, we move dowa to the next MVI instruc-
tion and change the card code that changed before. This time it is 
changed to 15. Then we unconditionally branch back to LB3-4; the 
• 
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instruction is a BAS9 to LBl. Store the customer number, order number, 
day and year, then clear the area. This card will go to stacker number 
3. The BCil is taken back to LB3. 
At LB3, locate a customer's address card to match this order 
number. If the numbers do match, print the invoice header information, 
order card contents. 
Read a card from the order f Ue, and go to T,B4 for the process-
ing of the detaU item card. Check for punches, if no, go on down and 
print the information, and punch and write on the card. The TIOB in-
struction checks for the overflow which is "43". Check for channel 12. 
If we were there, go to OVP'l, which is the channel 12 condition routine. 
The MVl 15 into LRS-11 moves the uncondi.tJ.onal branch condition into 
LB8+ll. We then branch unconditionally back to LBll - 4. This instruc-
tion is a HC 15 to LB8. 
At LB8, we read a card from the order file. The information is 
moved into ARJ. 'lhen BClS to L~ll. The zero condition code has just 
been changed to a 15 by the MVl instruction in the overflow area (OVFL). 
At LBll, we i.Dmlediately make LB8+11 a zero condition code again. 
Compare customer numbers, if not equal, branch to LB12 and at LB12 
(BASF) to LB2. 
LB2-Store the order number, month, day and year, and then 
clear the area. Put this card into stacker 3, and branch back to the 
statement following the BAS 9 where we just came from (LB12). 
The next instruction is a CLl statement, whereby, we compare 
to see if this is a detain card. If it is not a detain card, we branch 
to LBS • 
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LBS is an area where the ending routine is effected for this 
customer. We print the invoic~ summary information, produce the summary . 
card, increase the invoice number, and now b· lnch back to LB3. 
The dU111111Y card is read at LBJ, which is a S in column 1, and in 
columna 7-27 ia punched "end of invoicing". This information is stored 
into All2. We then coaapare the customer n\Dilbers. The customer numbers 
do not compare because they are all blanks. We drop through the next 
two routines. Blank out the mod! of payment because this area ~s blank. 
The net amount is to be saved so it can be punched into the 
invoice sUDIIIB.ry card. The area is cleared and mode is mo'ted. Amount 
of days, percent of discount and the days net are moved into mode. 
Th~ last line is printed out as Mode of Payment 20 days 2% 
discount OIC. 30 days Net. Naturally the figures will change with each 
customer. Check for channel 12, if not, go down and print and skip 
to column 1 and blank out more of AR4 to clear the area. 
Move the card number, which is NO. into AR2 number (24). The 
customer number, inventory number, the date and the net amount (2) , 
and put AR2 into AR7. 
We take the BAS 8 and branch and store to punch. 
This action produces a new invoice summary card, which has a 
card code of 4. A return is now made from the punch routine. 
Move AR12, which is the invoice number, into CPLl. Move area 
13, which is an inventory date into CPL 2, clear part of AR2, and move 
customer number into CPL4 and BAS 8 to HEAD, where we write on the card. 
The card will contain customer number, invoice number, invoice 
date and net amount. This ca: ! will then be placed into stacker 5 • 
• 
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To increase the invoice number, we take number 19, which is the 
number l, and add it to 12, which is the invoice number. Move in the 
mask and edit the n~.er, and go back to LB3. 
At LBJ, we are going to try to locate the customer address card 
number to match the order number, that we have stored in LB2. 
The header information is printed by first printing the name, 
but this time it is not the same, it is the "END OF INVOICING". This 
is printed out af tar which we come to the CLl we have been pass.ing up 
all the time during the program. We check to see if it is a card code 
of 5. We assume it is so we go to EOFR, which is the end of the file 
routine. 
EOFR--Move the new invoice number, which is at number 2 to 
AR4+35. Reset the switch at PNCR-5. This cuts down the amount of 
information that is going to be printed on the card from 16 down to 8. 
Now we take the next MVl instruction which moves a 00 into PUER3. This 
changes the hopper code from 4 to S. This card will now drop into 
stacker number S. 
We then move a card indicator code into AR4+34. Move AR9 into 
AR7, which is the invoice number. We then branch to PNCH and pick out 
this last card. Only the invoice summary number will be punched. 
The date will have to be punched in by the operator at the next bill-
ing period. 
After number 1 is selected to print this same informations the 
final action is the halt. 
• 
Invoicing--Basic Assembler 
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MVC ~U'fl h) •"kl+67 MV "'liUt UF PAY 
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MOVE TO P~lNT 
TEST CH 12 
NOT tH 12 















O .. lllC 
Mllft 

































c. ...... II.U>• 
tl,l \ 1 .. .,., .. ..... ., .. 
.. lllU nuu/ 
41\Mtl ltHC 
(\2\0 nc.c~o ""11 





.ll21" osos h')41j• 
U2CU U4tD 04£C 






.. ·· ... 
.. 
.· ·. .· . 
: 
.·• 





... vr. t.IC ... .,,. t '"' J • , ....... (f 
CIU z,a•'.U' 
KAS ll,r;.~ r 
.,_VC Aq 3. AI(~ 
CLC lltl&l,Aitl+l 
"'' • II,(.K'I 
"'VI fU~l•leJ 1 F0 1 
"'C X 1 P 1 tl~i~ 
.,,.,,._, T "~'If"" 
I'll. A oK!. '-" t .\ 
~~L \'All. 1. 
ktAU Ptllff tA"U 
1d1Vc Tu "1(. ARt-A 
N~W CU\ l,..,. .. ., 
Yt:S 
l{tSt:T Nt=UM,. t:klt 
StANt Ill: .. IJ'lUcll 
• · OllUEit fllF ~IJF ROUTHtE 
EOFl . KC · X'J-' el&S 
BC x•~•.L._l 
S~QUtliiCf CMi:CK ltiiOT liCE 
KVC lll«o•4,.C2-leNU4 PlltNT E:ttllraa TEXT 
• 
"VC Att4+2lC2h&~t4•Zl UIIT Ut" St:OUtMCE 
MVC Plll ... AK~ MUVE TO P~INT 
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Figure INV0-7 
~G DISK OPERATION 
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This section will aid in the preparation of the work required 
for the Swanson study, since a disk operation or sorts is assumed. The 
main topics are presented on the next page, and are presented as File 
Description Specifications. The two main divisions of the section are: 
a. Sequential Disk FUes 
b. Indexed Sequential Files 
SEQU~~IAL DISK FILES 
Pre-sorted records are read from another external file (or disk) 
and written in sequence within the extents on the disk as fixed length 
records, either blocked or unblocked. The Job Control program is pre-
sented the actual location of the file on the disk at the time the file 
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is loaded. The file label is written in the VOTC (volume table of con-
tents). The label locates, identifies and protects th~ files. 
File Description Specifications 
·• 
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.. . 
Figure S-0 BPG Coding for Disk Operations 
• 
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File Description Specifications 
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Figure S-1. RPG Coding 
Sequential File - Loading the File, Part l of 2 
This RPG program extracts fields from types of cards and writes 
a sequential field of ninety character records per block. A numeric 
field is packed on a disk that was unpacked on cards. A program constant 
"M" is placed in the first byte of a record. The ''M" is a constant 
which is not conta~n~ in data cards. 
·-. - . 
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Output-Format Specifications 
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Figure S-1 (continued). RPG Coding 
Sequential FUe - Loading the File, Part 2 of 1 
SEQUENTIAL FILE - SEQUENTIAL RETRIEVAL 
File Description Specifications 
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Figure S-2 Sequential File - Sequential Retrieval 
Sequential Retrieval is accomplished by letting column 28, 
column 31 and column 32 remain blank, but the number of extents as 
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indicated by column 68-69 must agree with the number assigned when the 
file was written. 
. . . . ~ · ... · ;• . . .... • ~. - ...... ,_ 
;. 
SEQUENTIAL FILE - SEQUENTIAL RETRIEVAL 
WITH MATCHING RECORD LOGIC 
File Description Specifications 
Input Specifications 
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Figure S-3. RPG Coding Sequential File 
Sequential Retrieval with Matching Record Logic 
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This permits selective processing of from two through nine in-
put files. The files must be in the same collating sequence, but may 
be on any ··uput device. The matching fields are assigned on the Input 
Specifications in columns 61 and 62 as matching fields Ml through M9. 
The files are processed first by selecting them in the order they are 
entered on the Input Specifications. The internal matching record 
indicator controls the processin~ of matching fields. The MR is tested 
on the calculation specification and processing is modified by its 
setting. 
.·:. .. ··c . -:-. -..~ 
. ; ~ 
SEQUENTIAL FILE - RANDOM RETRIEVAL 
WITH ADDROUT OPTION 
File Description Specifications 
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SEQUENTIAL iiLE - UPDATING THE FILE 
File Description Specifications 
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Figure s-s 
Sequential PUe - Updating the File 
It is not necessary to require the whole file to be updated 
if the record lengths are not modified, however if the length is to 
be modified, the entire file must be copied to an output-file • 
. 1:·: .-··. 
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SEQUENTIAL FILE - UPDATING AND ADDING 
RECORDS TO THE FILE (2 pages) 
File Description Specifications 
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1£COROS IN THE CAiiCIN 
FlU ARE OF 2 TYPES : 
.1 IN COL.I- UPOAT£ R£CORO 
e2 IN COL. I - AOOmON 
PIOCESSING IS CONTiOLLEO 
1Y MATCHING R£COIOS 
Sequential File 
Updating and Adding Recorda.to the File, Part l of 2 
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Updating and Adding Records to the File (con't.) 
Calculation Specifications 
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Figure S-7. RPG Coding. Sequential File 
Updating and Adding Records to the File. Part 2 of 2 
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The File must be rewritten, but records can be updated during 
the same run. The files are specified as input and output, not as 
update, since update files must not include additions and deletions. 
' ' " .. .: ·. ~· . -.- • ~· .. :·_.:··_··-·,.· . :·.··;;:,-_,·~·'"··.··:·· .... ···,.'·._·.f·.~_.'~;.·~ 
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II INDEXED SEQUENTIAL FILE 
File Description Specifications 
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Figure S-8. RPG Coding 
Indexed-Sequential File - Loading the File 
Records are fixed length blocked or unblocked. As each file is 
written, indexes are created to provide a reference to records on each 
track or cylinder. The file is an output file designated by a 0 in 
column 15. There is a K in column 31 and an 1 in column 32. Columns 
29-30 and 35-38 specify the length and location of the key field. Tnere 
are two additional extents for the prime data area and one extent for 
the independent overflow area entered in columns 68-69. The user pro-
vides information about these with an extent control statement to the 
Job Control program when the load operation is enacted • 
• 
i . 
. ~ ... 
~ ~·' •;"-: .. ~· :·. ~ .... · ..... ·. -·~ 
• 
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INDEXED SEQUENTIAL FILE - SEQUENTIAL RETRIEVAL 
File Description Specifications 
I I 111111111 I Ill I 1 1 1 I II I II,. II II II 
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Figure S-9. RPG 
Indexed-Sequential File - Sequential Retrieval 
Retrieval is similar to retrieval of sequential fileE., and 
additions written in overflow areas are retrieved in sequential order. 
When multiple input files are specified, the order of processing is 
dete~ined by the sequence they are entered on the Input Specifications. 
Coding follows the basic pattern for coding a disk file, plus a K in 
column 31 and an I in column 32. This indicates indexed-sequential 
organization. Column 28 is blank, and causes the entire file to be 
processed. 
INDEXED SEQUENTIAL FILE - SEQUENTIAL RETRIEVAL 
WITH MATCHING RECORD LOGIC 
File Description Specifications 
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-· 










._ ........... _c-. 
,._ 
' • I I j - ,- ·1- •: J I I I I I ww I . . . . . .. .. .... ..,. ..... ... .. .. ... 
• "n c;.x u • 1. 
I 
I 





), ... ~ ~ ..... _ 
i i .......... _, ........ 
.l td L~t.HC:01 
_1_ 50 · 14.· All 
.u: Jl ~ A."'~~1 
.I .II .'1.41 IA''AS. 
. ,.... f l I~-I • • i J fi ~ 1 SEUCTivt ,. 
II~ 1 IV W.TCHIN 
OCESS:NG 
c; Clll.l) mt 
It A;.E. ! I I AGAINST DIS 
··'· ) ... 
I 
~· 
' MATCHING fl 
i\L • I I 
I I I I I 
Figure S-10. RPG Coding. Indexed-Sequential File 
Sequential Retrieval with Matching Record Logic 
INDEXED SEQUENTIAL FILE - SEQUENTIAL RETRIEVAL 
WI'rR AN RA FILE OF LIMITS 
The RA (Record Address) is UL.~ to retrieve a segment of an 
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indexed sequential file. The RA File defines the low and high limits 
of data to be processed. Two keys are contained in each record of the 
RA File (the lower limit and the upper limit). The record with a key 
equal to, or higher than, the lower limit is retrieved; all others 
above it follow in sequence up to, or equal to, the upper limit. 
Only "keys" are contained in the RA file, and their purpose is 
to retrieve records. No reference is made to it o~ the Input Specifi-
cations so fields for update purposes can't be defined. 
All information for the RA comes from the File Description and 
File Extension Specifications. ~ addition of a l in the '~ODE OF 
PROCESSING" (column 28) of the File Extension Specifications tells that 
the RA File is related to the Indexed-Sequential File • 
• • y . ':';: 
File Description Specifications 
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The "Chaining" technique is also used with the indexed sequential 
file. This method of random retr!eval uses keys or chaining fields. 
They also serve as the link between two files. Each record in a chain-
ing file contains the key of a record to be randomly retrieved from the 
chained file, which must be organized as an indexed-sequ~ntial file. 
See Figure S-12. Chaining is encountered, in addition to the 
entries for the indexed sequential file: 
1. AC is included in the File Des~ription (column 16) of the 
File Description. 
2. An R is placed in Mode of Processing (column 28). 
3. An I is placed in Extension Code (column 39), to reference 
the File Extension Specificatic.,ns. It relates the file 
as the chai~ing file (columns 11 to 18) to the disk file, 
which is the chained file (columns 19-26) by the chaining 
field of Cl (columns 9-10). 
Indexed-Sequential File 
Random Retrieval with Chaining File (con't.) 
File Description Specifications 
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Indexed-Sequential File - Random R~trieval with One 
Chaining File from Three Chained Files 
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As depicted by Figure S-13, another method of using the chain-
ing technique is to retrieve records from a chained file. Then use a 
field in those records to link to another file. The chained file then 
becomes a chaining file to the second chained file. 
The chained file is unique type of RPG file. Records in this 
file are not retrieved until total ttme in the RPG processing cycle, 
while other files are read before total time. As a result, a chained 
file cannot contain control fields or matching fields. It is the only 
file which can be updated at total ttme. 
-
' 
INDEXED-SEQUENTIAL FILE - RANDOM RETRIEVAL 
WITH CHAINED FILE AS A CHAINING FILE 
File Description Specifications 
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The final activities section presents a culmination of the book. 
The material was presented by models and methods for accomplishing 
these models. 
If the reader will review Section I and the Preface, he will 
notice that this book could be used for a complete year. 
This (year) can be easily accomplished by going back to the 
Swanson Study, and writing programs for the functional areas of the 
corporation. 
It is suggested that the reader program for Financial Control 
first. This includes: 
1. General Ledger and Budget Accounting 
This activity reports all income, expenses and budget 
information to Management Planning. 
2. Accounts Receivable 
This activity accounts for all customer receivable in-
formation resulting from sales. Here customer records are 
maintained, reflecting credit status, statement of customer 
accounts, and customer receipts. The income is reported 
to General Ledger Accounting. 
3. Cost Accounting 
This activity accounts for and report; costs of production 
which includes material costs and labor costs. 
4. Labor and Payroll 
This activity accounts fo~ payroll for all employees. 
A report is also made to General ~edger for payroll and 
' - .. :. 
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labor expenses. Cost Accounting also receives ~ report 
based on labor tickets from Production Planning and Control. 
S. Accounts Payable 
This activity accounts for, and reports payments for, 
goods and services received. Expenses are reported to 
General Ledger Accounting. 
-- . 
. . . . . 
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78 1112 .1 s 
The aeerond operand 11 addeci to the firat operancl 1 anci the sum is placed 
in the first operand. 
Both operands and the sum are 16-bit integers. 
Condition Code: 
0 Sum is zero 
1 Sum is less than zero 
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The ha1fword second operand is added to the first operand, and the sum 
is placed in the first operand (register). 
1. The second operand is a 16-bit signed integer. 
2. The operand must be on a halfword integral boundry. · 
3. The first operand is a 16-bit signed integer. 
4. the sua is a 16-bit signed integer. 
Condition Code: 
0 Sum is zero 
1 Sua is less than zerc; 
2 Sum is greater than zero 
AR 8,BALF 
BRANCH ON CONDITION 
~ MJ•R2· 
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A branch to the address sp~cified tn the second operand is tak~ when-
ever the condition code matches a condition specified in the first 
operand (M). 
To code this instruction: 
1. Place the mask value corresponding to the desired condition 1. 
Place the mask value corresponding to the desired condition code in the 
first operand. 
Condition Code 0 1 2 3 
Mask Value 8 4 2 1 
Example: 
A. Desired Condition Code is 1 
B. Coding is BC4, TOP1 
2. To test for more than one condition code, place the sum of the mask 
values corresponding to the desired condition codes in the first operand. 
Example: 
A. Desired condition codes are 0 and 2. 
B. Coding is BClO, BRANCH 
: .. <. ~ . .·_ ... 
• 
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Note: Either condition code 0 or condition code 2 will cause a branch. 
3. When the first operand is 15, the branch is always taken (uncondi-
tional branch). 











The first operand is compared algebraicall~ with the balfword second 
operand, and the result det~nes the setting of the condition code. 
1. Both operands are 16-bit signed integers. 
2. The second operand must be on a balfword integral boundry. 
Condition Code: 
0 operands are equal 
1 First operand is low 
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The first operand is compared algebraically with the second 
operand, and the result determines the setting of the condition code. 
1. Both operands are in packed decimal format. 
2. Comparison proceeds from right to left taking into account 
the sign as well as all the digits of each field. 
3. The operand 2 field must not be longer than the operans l 
high-order zeros. 
4. Plus zero and minus zero compare equal. 
Condition Code: 
0 Operands are equal 
l First operand is low 
2 First operand is high 
3-
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T~e format of the second (source) is changed from packed to 
zoned and is edited into the first operand. 
1. The second operand (source) must be in pa•:ked forma~. 
2. Editing proceeds left to right, one character at a time. 
3. The edited result replaces the pattern. 
Condition Code: 
0 Result is zero. 
l Result is less than zero. 
2 Result is greater than zero. 
3-
ED OLPR-1(19), PRIN 
LOAD BALFWOJ' .&> 
LH Rl .. 02 {X2 .'B2) (RX] 
l 
2 0 
l Rl j x2 I 82 48 02 
0 78 11 12 15 16 19 20 31 
The halfword second operand must be on a halfword integral boundry. 
Condition Code: 
The code remains unchanged. 
LR ll,l¥\LF 
. ;.: .... 
. . . '' : _, 




T 92· . I 12 
0 ' . 78 
I o, I L 
Q 78 
(S l] 
1516 1920 31 
'0 (B) _(SS] 
Q f 81 Jl~~·la2 jj@ 
;5;6 ;920 li32. 3536 47 
The second operand is placed in the first operand location. 
MVC (Move Characters) 
1. The bytes are moved one at a time in each field. 
2. Mo\:-ement is left to right. 
· 3. The number of bytes is determined by the implicit or 
explicit length of the first operand. 
MVC (Move Immediate) 
321 
1. One byte of immediate data is stored in the first operand 
location. ~ediate data supplied by the instruction itself, and in 
this case, is the second operand. 
MVl SW ,X"Ol" 
MVl OLD,NEW 
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(B ) (SSl 
2' 
The numberic portion (low-order four bits) of each byte in the second 
operand are placed in the numberic portion of the corresponding_ bytes 
in the first operand. 
1. The number of bytes in the operation is determined by the 
implicit or explicit length of the first operand. 
2. Movement is from left to right through each field. 
3. Movement is one byte at a time. 
4. Zones remain unchanged. 
Condition Code: 
The code remains unchanged. 
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The signed or unsigned number in the zoned format, in the second loca-
tion is changed to packed format and stored in the first operand 
location. 
1. The fields are processed from right to left. 
2. If the first operand field is too ~ong, it will be filled 
with high-order zeros. 
3. If the first operand field is too short, any remaining 
high-order digits in the second operand will be ignored. 
4. The maximum size of the second operand {zoned field) is 
16 bytes. 
Condition Code: 




The general register specified in the first operand is stored at the 
second operand halfword location. 
The second operand must be on a halfword integral boundry. 
Condition Code: 
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The halfword second operand is subtracted fro~ tbe register specified 
in the first operand, and the difference is placed in the register. 
1. The second operand is a 16-bit signed integer. 
2. The second operand must be on a Ulfttord integral bound. 
3. The first operand is a 16-bit sigtled integer. 
4. The difference is a 16-bit signed 1n~eger. 
Condition Code: 
0 Difference is zero. 
l Difference is leaa than zero • .. 
2 Difference is greater than zero. 
SH lO,BALF 
.· -·~o·· ..• - .• . ·.- :-~ 
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SUBTRACT DECIMAL 
SP ol {Ll 's,) 'o2 (~~ • B2) (ss) 
\ fb Ll 1 L2 ·1 8 1 JSs.~ 82 1 ~s~ 
0 78 ll 12 lS ;6 19 20 31 32 35 36 47 
The second operand is subtracted from the first operand, and the 
difference is placed in the first operand. 
1. Both operands must be in packed format. 
2. The difference is in packed format. 
3. If the first operand is too short to contain the difference, 
overflow occurs, and the carry is lost. 
4. If the second operand is sh~rter than the first, subtraction 
will take place normally. 
S. A field may be subtracted from itself. 
6. The second operand must not be longer than the first or a 
program error stop occurs. 
Condition Code: 
0 Difference is zero 
1 Difference is less than zero. 
2 Difference is greater than zero. 
3 Overflow. 
SP PAWT. • PINT(3) 
• ~!-:,·~ .• ~ ·- .. ,. 
'. •a.. 
-,;. ,_. ..._ .. ·.·;. J.·- ... . ~ ·,.:.;...:. ' 
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MOVE WITH OFFSET 
The second operand is placed to the left of, and adjacent to, the 
;ow-order four bits of the first operand. 
1. The fields are processed right to left. 
2. If the second operand is shorter than the first operand, 
it is extended with high-order zeros. 
3. If the first operand field is shorter than the second 
operand, the remaining information is ignored. 
Condition Code: 
The code remains unchanged. 
MVO BDSN,GOSN{6) 
MOVE ZONES 
The high-order 4 bits (zone portion) of each byta of the second 
operand are placed tn the first operand field. 
1. MovaDent ia from left to right. 
2. Movement ia one byte at a time. 
3. The nwuber of zone portions moved is determined by the 
implicit or explicit length of the first operand. 
Cor' 'tion Code: 
The code remains unchanged. 





The first operand (multiplicand) is multiplied by the second operand 
(multiplier), and the product is placed in the first operand location. 
1. Both the multiplicand and the multiplier must be pa~ked. 
2. The product is in packed format. 
3. The length of the first operand in bytes must be equal to 
or greater than the number of bytes required to contain all of the 
multiplicand plus the total number of bytes in the multiplier (second 
operand) field. 
Example: 
Multiplier - XXXX OX XX Xs (3 bytes) 
Largest Multiplicand - XJXXXXX XX XX XX XS (4 bytes) 
The product field length must then be 7 bytes (3-4) or larger in length 
xxxxxxxxxxxxxs 
4. The multiplier may not exceed 15 digits and sign (8 bytes). 
5. The maximum product size is 41 digits and sign (16 bytes). 
Condition Code: 
The code remains unchanged. 
MP PIN'r,PRAT 
"c."-•. • 




0 .. ' 78 1 s 16 - 19 20 31 
The first and second operands are examined on a corresponding bit by 
bit basis. 
l. If either or both of the corresponding bits are ones, the 
result is .a one and replaces the bit in the first operand. 
2. If both bits are zeros, the cesult is zero and replaces 
the operand. 
3. The second operand is. one byte (8 bits) of immediate data 
which operates with one byte of data at the first operand storage 
locati'ln. 
Condition Code: 
0 Result is zero. 
l Result is not zero. 
01 OPlUl,X"OS'' 
' . . ... :,. ... -~. •• • - • ·"·· > - --- . .: .. ( .· .. ·'''' ............... ~ . . ,; 
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BP.ANCH AND STORE 
(RR] 
I 00 Rt i R2 l 
0 78 1112 15 
[RX) 
I l ~~~---4D--~~R~l~t~x~2~~B~z-L __ ~D2L_ ____ ~ 
.J 78 . 11 11 1 s 16 1920 : 31 
The address of the next sequential instruction (nsi) is stored in the 
first operand, and a branch is taken to the address-stored in the 
second operand. 
BASR (Branch and Store Registers) 
1. If the second operand is 0 (zero), no branch is taken. 
Condition Code: 
The code remaina unchanged. 
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The packed format second operand location is changed to signed zoned 
format and is placed in the first operand location. 
1. The fields are processed from right to left. 
2. If the first operand field is too long, it will be filled 
with high-order zeros~ 
3. If the first operand field is too short, any remaining 
high-order digits will be ignored. 
4. The maximum size of the firs~ operand (zoned field) is 
16 bytes. 
Condition Code: 
The code remains unchanged. 
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ClC 01 (L.iBl) 
t'! 
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The first operand is compared with the second operand, and the resu1t 
is indicated in the condition code. 
1. Comparison is binary (that is, bit by bit). 
2. Comparison proceeds from left to right. 
3. Comparison ends as soon as an inequality is found. 
CLI only: 
One byte in the storage location specified by the first operand is 
compared with one byte of immediate data. 
CLC only: 
The number of bytes to be compared is specified by the implicit or 
explicit length of the first operand. 
Conciition Code: 
0 Operands are equal. 
1 First operand is low. 
2 First operand is high. 
3 -. 
CLI CODE, C"E" 
CLC UAVD C"SMITH" &'ft.L"'U::O , 
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ADD DECIMAL 
\ FA I L1 .[ t:z j 82 I ~[ 01 I Bz 0[ o2 1· 
0 78. 11 12. \516 1920 3132 3536 47 
The second operand is added to the first operand, and the sum is placed 
in the first operand storage location. 
1. Both operands must be in packed format. 
. . 2. The sum is in packed format • 
3. If the first operand is too short to contain the sum, over-
flow occurs and the carry is lost. 
4. If the second operand is shorter than the first operand, 
addition will take place normally. 
5. A field may be added to itself. 
6. The second operand may not be longer than the first or an 
error stop occurs. 
Condition Code: 
0 Sum is zero. 
1 Sum is less than zero. 
2 Sum is greater than zero. 
3 Overflow 
AP PINT, IN'r 
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TEST UNDER MASK 
Itl Dl 
(Bt) I L2 [Sl] 
I 
I 
I 9~ 12 81 l dOl 
0 ""· 78 15 16 1920 
. . ·. 31 
The state of the first operand bits selected by a mask (second operand) 
is used to set the condition code. 
1. 1-8 bits may be tested. 
2. The mask is one byte (8 bits) of immediate data (second 
operand). 
3. A mask bit of one indicates that the corresponding storage 
bit is to be tested. 
4. A mask bit of one indicates that the corresponding storagCl 
bit is to be ignored. 
Condition Code: 
0 Selec.ted bits or mask, all-zero. 
1 Selected bits mixed zero and one. 
2-
3 Selected bits all-one. 
TM BUTE X"FF" . / 
BC 4,NWRT 
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ZERO AND ADD 
Zan OL l 1 R \) n2(L2'1'2) (SS) 
[ FS Ll :-L2 ,RL )) 01 I az .m oz 1 -78 11 12 t s 16 19 20 31 32 35 36 ~ 7 0 
The storage location specified by the first operand is cleared to zero, 
and then the second operand data (packed format) is added to the first 
operand. 
1. The length of the second operand must not be greater than 
the first operand. 
2. A negative zero balance will be made positive. 
Condition Code: 
0 Result is zero. 
l Result is lass than zero. 
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Absolute Address: A pattern of characters that identifies a unique 
storage location or device without further modification. Synony-
mous with machine address. 
Access Method: Any of the data management techniques available to the 
used for transferring data between main storage and an input/output 
device. 
Accumulator: A register in which the result of an arithmetic or logic 
operator is formed. 
Address: An identification, as represented by a name, or number for a 
register location in storage, or other data source or destination. 
Loosely, any part of an instruction which specifies the location 
of an operand for the instruction. 
Address Calculation: A calcul~tiDn performed on a key so that the re-
sult is an address. 
Address Modification: The process of changing the address part nf E 
machine instruction by means of coded instructions. 
Address Register: A register that stores an addrta.ss. 
Alias: Another name by which a file is known. 
Alphameric: A generic term for alphabetic letters, numerical digits 
and special characters. 
Ascending Order: The word with the lowest key appears in the cell of 
the lowest number. 
Assembler: A program that assembles. See assemble--A program which 
prepares an object language program by producing absolute or re-
locatable machine code from a source program of statements con-
taining symbolic operation codes and symbolic operands. 
Assemble: To prepare an object-language program from a S!~bolic 
language program by substituting machine operation codes for 
symbolic codes and absolute or relocatable addresses for symbolic 
addresses. 
Auxiliary Function: A function that is either control or data oriented 
but does not cause data t~ansmission. 
Base Register: A register us i for addressing purposes. 
Basic Assembler Language: A symbolic lang~age for the writing of source 
programs. 
Basic Assembler Program: A program used to translate source programs 
written in basic aassbler language into mach~..ne language. 
_,_ ... _-~- <i 
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Basic Monitor: The main control program of the DPS. Available in a 
card of disk version. Resident in core storage when control is 
required. Loads programs into core storage and causes their 
execution. 
Bifurcating: No vortex is higher than three, for an abresence only root-
like, stmple linking nodes, and one root are permitted. 
Bifurcating Cell: Contains two pointers. 
Binary: 1. Pertaining to a characteristic or property involving a 
selection, choice, or condition in which there are two 
possibilities. 
2. Pertaining to the number representation system with a base 
of two. 
Binary Code: A code that asks use of exactly two distinct characters, 
usually 0 and 1. 
Binary-Coded Character: One element of a notation system for represent-
ing alphameric characters such as dectmal digits, alphabetic 
letters, punctuation marks, etc., by a fixed number of consecutive 
binary digits. 
Binary-Coded Decimal: Pertaining to a decimal notation in which the 
individual dectmal digits are each represented by a binary code 
group: e.g., in the 8-4-2-1 coded decimal notation, the number 
twenty-three is represented by 0011, in binary notation, twenty-
three is represented as 10111. 
Binary Digit: A character used to represent one of the integers smaller 
than the Radix 2. 
Bit: A binary digit. 
Bit: The smallest unit of information in System/360. It can have 
either of the two binary values: zero or one. 
Bit Extraction: Mapping by extracting specified bits from a key and 
then compressing. 
Binary-to-Decimal Conversion: Conversion of a binary number to the 
equivalent decimal number; i.e., a base-t~o number to a base-ten 
number. 
Blank: One of the characters in a character. 
Blank Character: Any character or characters used to produce a character 
space on an output medium. 
Blocks: 1. A physical set of records grouped for the purpose of con-
serving tape; or disk storage space; or increasing the efficiency 




2. A group of bytes, transferred to or from a physical unit device 
in one operation, may contain one or more logical records. 
Branch: To depart from the normal sequence of executing instructions in 
a computer.· A machine instruction that can cause a departure as 
in (1). Synonymous with "transfer". 
Buffer: Area in memory which holds data brought in from an input device. 
Byte: A sequence of adjacent binary digits operated upon as a unit. 
Byte: The basic unit of information in System/360. Every byte consists 
of eight bits each having a value of zero or one, (see bit). 
Card Code: The combination of punched holes which represent cb4racters 
(letters, digits, etc.) in a punched card. 
Card Column: One of the vertical lines of punched positions on a 
punched card. 
Card Field: A fjxed number of consecutive card columns assigned to data 
of a specific nature. 
Card ~ge: One-to-one representation of the contents on a punched 
card. 
Card Punch: A device to record information in cards by punching holes 
in cards to represent letters, digits, and special characters. 
Card Reader: A device which reads and translates into internal form 
the holes in punched cards. 
Card-Resident-System: Consists of the card control programs, Basic 
Monitor, Job Control, and initial Program Loader. Used for the 
execution of object programs contained in punched cards. 
Card Stacker: A mechanism which stacks cards in a pocket after they 
pass through a machine. 
Cell: Continuous locations where a record is stored •. 
Character: One of a set of elementary symbols which may include deci-
mal digits 0 through 9, the letters A through Z, punctuation marks, 
and any other symbols acceptable to a computer for reading, 
writing or storing. 
Character Set: A list of characters acceptable for coding to a specific 
computer or input/output device. 
Clear: To put a storage or memory device into a prescribed state, 
usually. ~hat denoting zero or blank • 
• 
Coded Decimal: A type of notation in which each decimal digit is 
identified by a group of binary ones and zeros. 
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Column Binary: Pertaining to the binary representation of data on 
punched cards in which adjacent positions in a column correspond 
to adjacent bits of data, e.g., each column in a 12 row card may 
be used to represent 12 consecutive bits of a 36 bit word. 
Command: An instruction in machine l:_anguage. 
Communication: The process of transferring information from one point, 
person, or equipment to another. 
Communication Region: An area of the Basic Monitor. Contains date, 
storage capacity specification, UPSl byte, user areas 1 and 2, and 
program-name area. Provides for inter-program and intra-program 
communication. 
Compiler: A compiler is a program which prepares an object language 
program. 
Component: A basic part, an element. 
Compound Key: CombitP.ng sever~ fields of the record for either order-
ing or searching. 
Computer: l. A device capable of solving problems by accepting data, 
performing prescribed operations on the data, and supplying the 
results of these operations on the data. Various types of com-
puters are calculators, digital computers and analog computers. 
2. In information processing, usually an automatic stored-
program computer. 
Computer, Hexadecimal Number System: A number system using the equiva-
lent of the dectmal number sixteen as a base. 
Computer Instructions: Same as machine instruction. 
Constant: A fixed or invatiable value or data item. 
Control Field: A group of coutiguous bytes that are within a data 
record. The sort, or merge of the records, is based on the 
collating sequence as applied to these bytes. 
Control Statement: A punched card that contains information to tailor 
a program to the requirements of the user. 
Convert: To change the representation of data from one form to another; 
e.g., to change numerical data from binary to decimal or from 
Ccirds to tape • 
_ . .;: .. 
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Core-Image Directory: A table on the system disk pack containing the 
addresses and sizes of the program and/or program phases in the 
core-image library. 
Core Library: A disk area containing the job control program, other 
IBM-supplied programs (except the Basic Monitor), and user's 
problem programs. Permits retrieval of programs and/or phases 
by the Basic Monitor. 
Core-Image Maint~ance Program: A service program. Updates the core-
tmage library and directory. Is used to add and/or delete phases. 
Core Storage: A form of high speed storage using magnetic cores. 
Counter: A device such as a register or storage location used ;o 
represent the number or occUTrence!f of an event. 
Cycle: 1. An interval of space or time in which one set of events 
or phenomena is completed. 
2. Any set of operations that is repeated regularly in the 
same sequence. The operations may be subject to variations of 
each repetition. 
Cylinder: All the marks which can be accessed without moving the 
READ /WRITE Heads. 
Data: Any representation, such as character quantities, to which meaning 
might be assigned. 
Data Conversion: The process of changing data from one form of repre-
sentation to another. 
Data File: A collection of related records organized in a specific 
manner, for example, a payroll file (one record for each employee, 
showing his rate of pay, deductions, etc.) or an inventory file 
(one record for each inventory item, showing the cost, selling 
price, number in stock, et~.). 
Data !'J.&nagement System: A data management system deals with records 
in a file. The records contain information called elementary 
data items, which are the object of processing. 
Data Processing: A systematic sequence of operations performed on data. 
Data Processing System: A network of matching components capable of 
accepting information, processing it according to a plan, and 
producing the desired results. 
Data Structure: The arrangement and interrelation of records in a 
file form; a data structure • 
. ... ~ .. ' . 
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Decimal: 1. Pertaining to a characteristic or property involving 
selection, choice or condition in which there are ten possibilities. 
2. Pertaining to the number representation system with a 
radix of ten. 
Deck: A collection of punched cards. 
Dt:cimal-to-Binary Conversion: The conversion of a decimal number to the 
equivalent binary number, i.e. , a base-ten number to a base-two 
number. 
Decision: A determination of future action. 
Decision Instruction: An instruction that effects the selectio~ of a 
branch of a program, e.g., a conditional branch instruction. 
Decrement: Th~ quantity by which a variable is decreased. 
Decision Box: A flow-chart symbol whose interior contains the criterion 
for decision or branching. 
Diagram: A schematic representation of a sequence of operations or 
routines. 
Diagnostic: Pertaining to the detection and isolation of a ~!function 
or a mistake. 
Digit: One of the symbols 0, 1 ••••• 9 ••••• used to designate a quantity 
smaller than n for a base-n number system. 
Directory: An auxiliary list for which each entry corresponds to one 
sublist in the object list; also an auxiliary list for searching 
a lower level directory and for finding a subdirectory there. 
Direct Access: Retrieval or storage of data by providing a reference 
to its physical location on a volume. 
Displacement: The difference (in bytes) between the contents of a 
base register (or the address represented by a symbol) and a 
referenced storage location. 
Dummy: Pertaining to the characteristic ,-Jf having the appearance of 
a specified thing but not having the capacity to function as such. 
Edit: To modify the form or format of data; e.g., to insert or delete 
characters such as page numbers or decimal points. 
Effective Address: The absolute address of the current operand. This 
may differ from that of the instruction in storage. 
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Error: 1. A general term to indicate that a data value is not correct 
or that a machine component is malfunctioning. 
2. A specific term for the amount of loss in precision. 
Execute: To carry out an instruction or perform a routine. 
Explicit Addressing: Specification of an address by a base register 
and a displacement in the form D(B). 
Expression: A symbol or s,Uf-defining term used in the operand of a 
statement. 
Extent: Area of a disk file specified by an upper limit and a lower 
limit. 
Fetch (program): 1. To obtain requested load modules and load them 
~nto main storage, relocating them as necessary. 
2. A ~ontrol routine that accomplishes: 1 holds to represent 
data ~d a card as in 1 before being punched. 
FUe: A collection of related records treated as a unit, e.g., in 
inventoey control, one line of an invoice forms an item, a 
complete invoice forms a record, and the complete set of such 
records forms a file. 
File Label: Label containing information applicable to a given data 
file or portion of a data file stored on a particular volume. 
Flle Reorganization: A tenn used to describe the process of writing 
a new file from an indexed sequential file, purging records 
that are tagged for deletion, and their sequential positions 
in the prime data area. 
Fixed-Length Record: A record having the same length as all other 
records with which it is logically or physically associated. 
Flow Chart: A graphical representation for the definition, analysis, 
or solution of a problem in which symbols are used to represent 
operations, data, flow and equipment. 
Garbage Collection: Collection of cells deleted by linked lists 
operation to make available again for use. 
Hardware: The mechanical magnetic, electrical and electronic devices 
or components of a resident system from card input. 




Hopper: A device that holds cards and makes them available to a card 
feed mechanism. Synonymous with input magazine. Contrast with 
card stacker .. 
Identification; A code number or code name which uniquely identifies 
a record, block, file or other unit of information. 
lmage: An exact logical duplicate stored in a different medium. 
Immediate Address: The designation of an instruction address which is 
used as data by the instruction of wh~ch it is a part. 
Implied Address: The address assigned to a symbol by the basic 
assembler program. 
Index Register: A register whose content is added to or subtracted 
from the operand address prior to or during the execution of an 
instruction. 
Indexing: A technique of address modification often implemented by 
means of index registers. 
Indirect Pointer: A pointer which depicts the place a file pointer 
can be obtained. 
Information Structure: Inherent property of the information in a 
given set of data. This property may be by design or by the 
natural way the data appear in the given set of data. 
Initialize: To set certain counters, switches and addresses at 
specified times in a computer routine. 
Initial Program Loader: A Control program, available in a card and a 
disk version; loads basic monitor into core storage; used to 
assign actual input/output addresses to symbolic addresses 
SYSRDR aud/or SYSRES; places name of Job Control program into 
c~unication region of basic MOnitor; required for the initiali-
zation of the card-resident or disk-resident system. 
Input: 
1. The data to be processed. 
2. The state of sequence of states occurring on a specified 
input channel. 
3. The device or collective set of devices used for bringing 
data into another device~ 
4. A channel for impressing a state on a device or logic element. 
5. The process of transferring data from an external storage to 
an internal storage • 
• 
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6. Pertaining to any entities such as are quoted above. 
Input/Output: 
1. CODDilon abbreviation I/0. A general term fo.;; the equipment 
used to communicate with a computer. 
2. The data involved in such communication. 
3. The media carrying the data for Input/Output. 
Input Area: The area of internal storage into which data is transferred 
from external storage. 
Installation: A general term for a particular computing system in the 
context of the overall function it serves and the individua1s who 
manage it, operate it, apply it to problems, service it, and use 
the results it produces. 
Instruction: A statement that specifies an operation and the values of 
locations of all operands. In this context, the term instruction 
is preferable to the terms command or order which are sometimes 
used as synonyms. Command should be reserved for electronic 
signals. Order should be reserved for sequence, interpolation 
and related us~ge. 
Instruction Format: The allocation of bits or characters of a machine 
instruction to specific functions. 
Interpreter: Translator. 
Interrupt: A break in the normal flow of a system or routine such that 
the flow can be reused from that point at a later time. 
Inverte and File: A file that consists of one sub-file for each value 
a key may have and one inverted file corresponding to each key 
field in the record for which a search may be necessary. 
Job Control Program: A control program, resides in core storage be-
tween J~bs and provides for automatic job-to-job transition. 
Performs I/0 device assignment. It causes the Basic Monitor to 
load the next program. 
Job Control Statement: Any one of the control statements in the input 
stream that identifies a job or defines its requirements and 
options. 
Label: 
1. A physical identification record on magnetic tape located 
either preceeding or following a data file, or both. If a data 
file extends beyond a single reel of tape, a label can be placed 
preceeding and follow±ng the data on each reel • 
2. A physical identification record disk which identifies the 
volume or f Ue. 
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Language: A defined set of characters which are used to form symbols, 
words, etc., and the rules for combining these into meaningful 
communications i.e., English, French, Algol, Fortran, COBOL, etc. 
Language Translator: A general term for any assembler, compiler, or 
other routine statements in one language which produces equivalent 
statements tn another language. 
Library: A group of files. 
Library Management Programs: Collective term for four service programs; 
core-image maintenance, macro maintenance, directory servi!!e, and 
allocation organization programs. 
Link: The pointer filled for a linked list. 
Linkage: The interconnections between a main routine and a. closed 
routine from the main routine. 
Linkage Editor: A service program. It relocates programs or phrases 
and links separately assembled programs or phrases. 
Load: 
1. To fetch, i.e., to read a load module into main storage prepara-
tory to executing it. 
2. To place data into internal storage. 
Load Program: A service program that, unlike the other service programs, 
is contained in punched cards. It creates a disk. 
Load Module: The output of the linkage editor; a program in a format 
suitable for loading into main storage for execution. 
Location: A position in storage that is usually identified by an 
address. 
Logical Record: A record identified from the standpoint of its content, 
function, and use rather than its physical attributes. It is 
meaningful with respect to the information it contains. (Con-
trasted with physical record.) 
Logical Unit Table: A feature of the Basic Monitor. It has twenty-six 
logical unit blocks, each of which refers to one specific symbolic 
I/0 address. These symbolic addresses are related to physical 
I/0 device addresses by means of ASSIGN control cards. 
. .:.~- . ~ .. 
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Loop: A sequence of instructions that is repeated until a terminal 
condition occurs. 
Machine Address: Same as absolute addreR 
Machine Code: Same as operation code. 
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Machine Instructions: An instruction that the particular machine can 
recognize and execute. 
Machine Language: A language that is used directly by a given machine. 
Macro InEtruction: An instruction that is replaced in a routine by a 
predetermined sequence of machine instructions. 
Macro Library: A disk area containing the macro definitions required 
by the macro instructions issued in user-written programs. Con-
tains source statements to generate commonly used routines. 
Macro Maintenance Program: 
library and directory. 
definitions. 
A service program. It updates the macro 
It is used to add and/or delete macro 
Magnetic Tape: Ink containing particles of magnetic substance which 
can be detected or read by automatic devices e.g., the ink used 
for printing on some bank checks for magnetic ink character 
recognition. 
A tape with a magnetic surface on which data can be stored. A 
tape of magnetic surface used as the constituent in forms of 
magnetic codes. 
Mask: An alphameric character string consisting of one or more digits, 
used to test or alter the contents of storage positions. 
Mnemonic Code: A technique to assist the human memory. A mnemonic 
code enables the original word and is usually easy to remember, 
e.g., MPY for multiply and ACC for accumulator. 
Module: (programming): The input to, or output from, a single execu-
tion of an assembler, compiler, or linkage editor; a source, 
object, or load module; hence, a program unit that is discrete 
and identifiable with respect to compiling, combining with other 
units, and loading. 
Multi-Extent Disk File: File stored on a disk pack in several areas or 
defined by more than one extent. 
Multilist: A linked list which may contain shared sublists. 
Multi-Pack Disk FUe: File stored on more than one disk pack • 
•-. •,T o . ··i 
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• 
Multi-Volume Disk File: The same as Multi-Pack Disk File. 
Name: An alphameric character string, normally used to identify a 
program. 
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Object !-1odule: The output of a single execution of an assembler or 
compiler, which constitutes input to linkage editor. An object 
module consists of one or more control sections in relocatable, 
though not executable, form and an associated control dictionary. 
Operation: 
1. The act specified by a s 4~gle computer instruction. 
2. A program step undertaken or executed by a computer, e.g., 
addition, multiplication, extraction, comparison, shift or ~ransfer. 
The operation is usually specified by the operation part of an 
instruction. 
Operation Code: The code that represents the specific operations of a 
computer. 
Output: 
1. Data that has been processed. 
2. The state or sequence of states occurring on a specified 
output of a device. 
3. The device or collective set of devices used for taking data 
out of a device. 
4. A channel for expressing a state on a device or logic element. 
5. The process of transferring data from an internal storage to 
an external storage. 
6. Pertaining to any entities such as are quoted above. 
Output Area: The area of internal storage from which data is transferred 
to external storage. 
Overflow: That portion of data that exceeds the capacity or the allocated 
unit of storage, pertaining to the generation of overflow as in 
Overflow Area. 
Overflow Area: The area a load module or a segment of a load module 
used for addition of records to a list or sublist which has no 
room left in it. 
Overlay: To place a load module or segment of a load module into mai~ 
storage locations occupied by another load mo~ule or segment which 
has already been processed • 
--,------------------~ 
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Pack: To combine two or more units of information into a single physical 
unit to conserve storage. 
Packed Decimal: Storage technique whereby two digits or one digit and 
sign are stored per byte. 
Padding: A technique used to fill out a block of information with 
dummy records, words or characters. 
Phases: The smallest addressable unit in core-image library of a disk-
resident system. 
Physical and Logical Unit Tables Service Program: A service program. 
This program (PSERV) is used to display, and/or change. the permanent 
device assignments, and/or to change the configuration byt~ of the 
Basic Monitor on the system disk pack. 
Physical ~!cord: A record identified from the standpoint of the manner 
or form in which it is stored and retrieved, that is, one that is 
meaningful with respect to access. (Contrasted with Logical 
Record.) 
Physical Unit Table: A feature of the Basic Monitor. It has eight 
physical blocks, each of which contains a physical device address. 
Pointers to these entries are inserted into the logical unit table 
by means of ASSGN control cards. 
Printer: A device which expresses coded characters as hard copy. 
Problem Program: Any of the class of routines that perform processing 
of the type for which a computing system is intended, and including 
routines that solve problems, monitor and control industrial 
processes, sort and merge records, perform computations, process 
transactions against stored records, etc. 
Processing Program: A general term for any program that is not a con- · 
trol program. 
Program: 
1. The plan for the solution of a problem including data gathering, 
processing and reporting. 
2. A group of related routines which solve a given problem. 
Programming Language: A language used to prepare computer programs. 
Pseudo-Register: A register with fixed contents used in conjunction 
with an IBM System/360. 
Punched Card: A card punched with a pattern. 
~ .. _;. ~· .. 
" . 
Read: To transfer information from an input device to internal or 
auxiliary storage. 
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Reader: A device which converts information in one form of storage to 
information in another form of storage. 
Record: A general term for any unit of data that is distance from all 
others when considered in a particular context. 
Register: A device capable of storing a specified amount of data such 
as one half word. 
Relative Address: An address expressed by a previously defined symbol 
and a displacement. (e.g., FID-10} 
Relocatable Area: An area on the system disk pack to temporarily hold 
an object module, thus permitting the assembly or compilation and 
the execution of a program or program phase in one job. 
Relocate: In programming, to move a routine from one portion of in-
ternal storage to another and to automatically adjust the necessary 
address references so that the routine, in its new location, can 
be executed. 
Report Generator and Report Program Generator (RPG): A program which 
constructs reports or report-writing programs in-accordance with 
input specifications of the data file and of tne desired report.. 
Reset: 
1. To restore a storage device to prescribed initial state, not 
necessarily that denoting zeros. 
2. To place a binary cell into the zero state. 
Restart: To return to a previous point in a program and resume operation 
from that point. 
Search Key: A key used to find a record which has a presearched identity 
within a file. 
Seek: To position the access mechanism of a direct-access device at a 
specified location. 
Self-Defining Term: A term with an implied value (e.g., 300, X"2A", C"F"). 
Semantics: The meanings which govern subsequent interpretation. 
Service Programs: A collective term used to refer to the Library Manage-
ment Program. 




3~rt; Th~ process by which a data set of logical records is sequenced 
according to the collating-sequence value of the control field of 
the records. Also a program that performs the process. 
Source Langu~ge: A language that is an input to a given translation 
process. 
Source Program: A program written in a source language. 
Special Characters: In a character set, a character that is neither a 
numeral nor a letter, e.q., *• -, $ and blank. 
Statement: In computer programming, a meaningful expression or generali-
zed instruction in a source language. 
Step: 
1. One instruction in a computer routine. 
2. To cause a computer to execute one instruction. 
Store: 
1. To enter data into a storage device. 
2. To retain data in a storage device. 
Storage: 
1. Pertaining to a device into which data can be entered and from 
which it can be retrieved at a later time. 
2. Loosely, any device that can store data. 
Storage Allocation: The assignment of blocks of data to specified 
blocks of storage. 
Storage Capacity: The amount of data (in bytes) that can be contained 
in a storage device. 
Subroutine: A routine that can be part of another routine. 
Switch: 
1. A symbol used to indicate a branching point, or a set of in-
structions to condition a branch. 
2. A physical device which can alter flow. 
Symbol Table: A mapping for a set of symbols to another set of symbols 
or numbers. 
Symbolic Address: An address expressed in symbols convenient to the 
programmer • 
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Symbolic I/0 Device (e.g., SYRES, SYSIPP, SYSOOS): This address is re-
lated to an actual address by means of the logical unit table. 
Symbolic Language: The discipline that treats formal logic by means of 
a formalized language or symbolic ralculus whose purpose is to 
avoid the ambiguities and logical inadequacies of natural language. 
Advantages of the symbolic method are greater exactness of formu-
lation and greater exactness of formulation and power to deal with 
complex material. 
Syntax: The rules for constructing admissable combinations of the 
characters tn the basic alphabet. 
System: 
1. A collection of consecutive operations and procedures ~equired 
to accomplish a specific objective. 
2. An assembly of objects united to form a functional unit. 
System Directory: A table on the system disk pack listing the addresses 
and sizes of the core-L.age library directory, the macro library 
and the directory, and the locatable area. 
System Disk Pack: The disk pack on which the user's disk-resident 
system is located. 
Table: A collection of data, each item being uniquely identified either 
by some label or by its relative position. 
Table Look-Up: A procedure for obtaining the function value correspond-
ing to an argument from a table of function values. 
Throughput: A measure of system .efficiency, the rate at which work can 
be handled by the computing system. 
Truncate: To cut off a specified spot (as contrasted with round or pad). 
Unpack: To recover the original data from packed data. 
User: Anyone who requires the services of a computing system. 
Volume: That portion of a single unit of storage media that is access-
ible to a single read/write mechanism. For example, a reel of 
magnetic tape for a 2415 magnetic tape drive, or one 1316 Disk 
Pack for an IBM 2311 Disk Storage Drive. 
Volume Label: Label which uniquely identifies the volume. 
Volume Table of Contents (VOTC): A table associated with a disk volume, 
which describes each data set on the volume. 
• 
Zero: The elimination of non-significant zeros in a number. 
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