An application of the Multi-Grid method to the construction of initial data for Brill Waves  by Lanza, Antonio & Dubal, Mark R.
Computers Math. Applic. Vol. 19, No. 10, pp. 7%85, 1990 0097.4943/90 $3.00 + 0.00 
Printed in Great Britain. All rights reserved Copyright © 1990 Pergamon Press plc 
An Application of  the Multi-Grid Method to the Construction 
of Initial Data for BrUl Waves 
ANTONIO LANZA, MARK R.  DUBAL t 
SISSA - Scuola Internazionale Studi Superiore Avanzati 
Abstract. A linear constraint equation arising from the 3+1 description of general relativity has been 
solved using both a standard Succe~ve-Over-Relaxation (SOFt) scheme and a Multi-Grid (MG) 
algorithm. In a comparison of computer timings we show that MG can read1 a specified convergence 
criterion nearly 10 times faster than SOR for grids of ,~ 64 × 64 zones, where this factor increases 
with grid size. In addition it is shown that iterating to a specified convergence riterion can result 
in wasted work since the truncation error of the solution can be reached well before such a criterion 
is satisfied. Since MG provides estimates of the solution errors we can amm~m the minimal amount of 
work required to solve the problem. Then it is found that our equation can be solved on a 256 × 256 
zones grid using MG in approximately the same time as SOR would need for a ~, 25 × 25 zones grid 
if a usual convergence riterion were employed. 
INTRODUCTION.  In a previous paper [1], the numerical technique known as Regge calculus 
was used to construct initial data for Brill waves [2] on a hypersurface of time-symmetry. As 
a check on the solutions obtained using this method a comparison was made with results from 
codes solving a finite differenced version of the corresponding continuum equation (which is a 
particular case of the conformally transformed Hamiltonian constraint equation in 3+1 general 
relativity [3]). The finite difference quation was solved in two ways; i) using a Successive-Over- 
Relaxation (SOR) scheme [4] and ii) using a Multi-Grid (MG) algorithm [5]. This paper extends 
the discussion on the comparisons of the different numerical methods and algorithms given in [1], 
although Regge calculus will not be considered here; our purpose is to demonstrate he efficiency 
and accuracy of MG for solving the time-symmetric constraint equation for axisymmetric, non 
rotating, vacuum spacetimes. This equation provides a useful test since it is a realistic problem in 
numerical relativity et its simplicity allows us to make theoretical estimates of the MG efficiency, 
i.e. the convergence rate, which can then be compared with the actual performance. 
From previous works it is clear that numerical relativists need very efficient algorithms to solve 
the type of elliptic equations which appear in 3+1 general relativity. The conformal Hamiltonian 
and momentum constraint equations provide obvious examples, however the problem is more 
severe if the equations need to be solved at each time-step, eg. the solution of the lapse function 
for maximal time-slicing, or, even worse, the solution of vector elliptic equations which occur, for 
example, in the minimal shear gauge [6]. To date numerical relativists have usually employed 
SOR to deal with such problems (see eg. [%9]), although recently the Incomplete Cholesky 
decomposition Conjugate Gradient (ICCG) method has been tried [10,11]. However the numerical 
experiments described here, involving a simple linear equation, show that while SOR provides a 
satisfactory solution in terms of accuracy, the number of iterations and corresponding computer 
process (CPU) time required to reach a specified accuracy can become excessively large as the 
number of grid points n x n increases. This is true even when acceleration techniques are used 
(eg. Chebyshev acceleration [4]); typically it will take O(n ~) iterations to reduce the residual 
error by an order of magnitude [11]. The major advantages of SOR are its simplicity and ease 
of programming, but we show that a more complex algorithm is often worth the extra effort. In 
particular, using MG,  the error reduction per cycle is independent of the grid spacing. 
Here we make a comparison with SOR rather than with ICCG because both MG and SOR 
keep the same convergence rates in the non-linear case. On the contrary, since ICCG needs a 
full linearisation, it usually loses the efficiency obtained in linear problems. This is typical of 
any conjugate gradient method. The advantage of a constant convergence rate in MG and SOR 
becomes a dominant factor in the case of highly non-linear systems of equations, such as those 
encountered in general relativity. 
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Although MG has been applied to standard engineering problerrm with great succeu it has, up 
to now, seen only a few applications in numerical relativity [12-19], all of these solving constraint 
equations for black hole initial data. The results of this paper reinforces the viewpoint hat, with 
CPU time at a premium and the need for ever higher resolution, MG should replace SOR for 
solving elliptic equations in numerical relativity codes. 
The plan of the paper is as follows; in section 2 we present a very brief review of the initial 
value problem for Brill waves; the reader is referred to [1, 2, 7, 8, 18] for more details. In 
section 3 the strategies for solving the constraint equation using SOR and MG are described. For 
the MG case we make a local mode analysis of the difference quation and derive a value for the 
amplification factor which is then used to obtain a theoretical optimal convergence rate. In section 
4 a comparison is made between the SOR and MG algorithms. Computer esource requirements 
(memory and CPU time) are compared along with efilciencies. The actual performance of the 
MG algorithm is compared with the theoretical estimate. In addition estimates of the solution 
errors in the MG results axe given. We conclude with section 5 where we summarise the points 
made in this paper and briefly discuss MG in numerical relativity. 
THE IN IT IAL  VALUE PROBLEM FOR BRILL  WAVES. We are interested in solving 
the conformaUy transformed Hamiltonian constraint equation for axisymmetric, non-rotating, 
vacuum spacetimes on a hypersurface of time-symmetry. 
From [3] we have that, 
(a)R = 0 (1) 
is the Hamiltonian constraint equation at time-symmetry in the vacuum. Here (3)R is the scalar 
curvature of the three-dimensionai spatial hypersurface. Under the conditions of axisymmetry 
and zero rotation, using cylindrical polar coordinates (r, O, z), the line element in the hypersurface 
may be written in the form, 
(is 2 - e'  (dr  2 + dz ~) 4- r2dO 2 (2) 
where q(r, z) is a differentiable function which should satisfy q(r - O, z) - O, (Oq/Or)r=o - 0, 
(aq /az )z=o - 0 and with asymptotic behaviour q ... R -2 (R 2 - r~4 - z 2) or faster, but q is 
otherwise arbitrary. Equation (1) is then solved using a conformal map ~ [3]; i.e. 
(is 2 -- ~ ' [e  q (dr 2 + dz 2) + r~dO 2] (3) 
so that (1) becomes a linear elliptic equation for ~ [2]; 
1 f02q a2q~ 
v2~ = -~ \~7~ + ~'7~ ) ~ - ~ (4) 
and this is the equation of interest here. Note that V ~ is the ordinary fiat space Laplacian, 
02 1 0 b 2 
v 2 __ ~ + + (5) 
a, ,2 7~ az 2" 
The far field boundary conditions are that (3) asymptotically approaches the Schwarzschild met- 
ric, i.e. 
Fn ~=t+~+o(~ -~) as R-,oo. (6) 
Here m is the mass of the gravitational radiation given by any of the following [2]; 
m=-2- ;  V~.dS (7) 
m- -N  v~ev (8) 
or  
m - dV  (9) 
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where S is a 2-surface at spatial infinity and dV is the coordinate 3-volume lement. Expression 
(9) shows that m is manifestly positive [2]. The fact that (7), (8) and (9) should give equal 
values provides an internal consistency check on the results obtained by solving equation (4) (see 
references [1,7,20]). 
As in reference [I] we adopt the trial function used by Eppley [7], i.e. 
Ar  2 
q "- 1 + R n (I0) 
where A is the amplitude of the wave and n is a constant > 4 (we take n = 5). Then @ is given 
by 
- I  
= -~AU[2 - n(4 + n)r2UR n-~ + 2n2r2R2n-2U2] (11) 
o 
where 
U = (1 Jr Rn)  -1  . 
SOLUTION USING SOR AND MULTI-GRID. Using a standard second-order, conser- 
vative differencing scheme on a regular grid (with grid spacing he in the r-direction and hz in 
the z-direction), one may write a differenced version of equation (4) as, 
Ei~i+l , j  ~- Wi~i - l , j  Jc N~i , j+ l  -b S~i , j -1  - Oi , j~i , j  -- 0 (12) 
where 
Ei -~ hz nat1/2 ~ -~ hz ri-112 (13) 
hr ri hr ri 
h, s = (14) 
oi,¢ = 2 + + hehz  ,¢. (15) 
Regularity condition at the origin and symmetry condition along the z-axis, are imposed by 
transforming equation (4) to cartesian coordinates in order to eliminate the irregular behaviour 
of the cylindrical coordinates. Equatorial symmetry (0k~/0z)z=0 = 0 is discretised by using 
second-order central difference. The difference quation (12) was then solved using i) SOR with 
Chebyshev acceleration, and ii) the MG algorithm. 
The residuals, at any stage of the calculation, are given by 
~i,j --" Ei~i.t-l,~ "~ Wi~i - l , j  "4- Nk~ij+l + S~i,j-1 - Oi,l~ij, (16) 
and the adopted criterion for convergence in the SOR case is that 
hrhz ~ij ~- 10-9" 
With this method the number of iterations required for convergence varied considerably with 
parameters such as the number of grid points, the amplitude A of the wave and the effective 
choice of the starting value for the relaxation parameter (basically an estimate of the spectral 
radius of the Jacobi iteration matrix [4]). However, the number of grid points was the dominant 
factor (see Table I, below). 
A poor convergence rate is a common feature of standard iterative techniques. The trouble is 
related to the existence of residual error components with very different length-scales. There are 
smooth components which can be approximated on coarse grids, but this conflicts with the high 
frequency components which must be approximated on finer grids. Then due to the local nature 
of SOR only those components of the error with length-scales comparable to the mesh-size of 
the grid used are rapidly damped from one iteration to the next, leaving behind smooth, longer 
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wave-length errors which damp slowly and lead to slow convergence.  The  MG algorithm [5], 
by employing levels of grids of different mesh-sizes, resolves all components of different scales, 
resulting in a rapid convergence rate. For a tutorial introduction to the method the reader is 
referred to [21]. More advanced techniques are described in [22] and [23]. Here, very briefly, we 
present he ideas involved in the method. 
Suppose we discretise the problem on a given grid with a sufficiently fine mesh-size such that 
the scheme mployed gives the desired resolution. After a few iterations on that grid, the high 
frequency components are damped leaving only smooth components. Since the error is a smooth 
function it can be well approximated on a coarse grid (where the process of obtaining the solution 
is computationally cheaper) by solving s system of residual equations whose right-hand-sides are 
local averages of the fine-grid residuals. Once these equations are solved (by any method) for the 
errors, the corrections are interpolated back to the fine grid to update the solution (the 'correction 
cycle'). The residual equations can be solved recursively by combining relaxation sweeps with a 
coarse grid correction (a 'multi-grid cycle'). The coarse grid is coarse nough to make the solution 
of the transferred problem inexpensive compared to one relaxation in the finest grid. There are 
several algorithms through which these ideas can be applied. 
One can start from the finest grid, make Vl sweeps on each level, perform 7 multigrid cycles and 
make v2 additional relaxation sweeps after the interpolation of the corrections. If 7 = 1 then we 
have the so called V-cycle or V(vl,u2); i f - /= 2 we have the W-cycle or W(vl,u2); the terminology 
arises in view of the shape of their flowcharts. In the Full Multi-Grid (FMG) cycle one starts with 
a coarse grid, of grid spacing H, which is not the coarsest; a V-cycle (or a W-cycle) is applied to 
solve the problem on that grid obtaining a good approximation for the next fine grid with grid 
spacing h = H/2 in which the problem is solved again by a V-cycle (or a W-cycle) and so on. If 
on each fine level N cycles are applied, then the algorithm is called N-FMG. 
In the case of non-linear equations the same steps are performed using the Full Approximation 
Scheme (FAS), representing the full solution instead of the errors in the coarse grids. This allows 
an economical use of advanced techniques such as local grid refinements, r-extrapolation, global 
steps, etc. see [22]. For a detailed description of MG algorithms we refer to [5] and [22] and to 
[12-19] for applications to systems of non-linear elliptic equations of the type occurring in general 
relativity. 
With the N-FMG algorithm an estimate of the degree of accuracy can be obtained by comparing 
the solutions on each fine level. Suppose ~H is the approximate solution to the problem on the 
level with grid spacing H (which is not the coarsest) after N V (or W) cycles. In the FMG 
algorithm wH is interpolated to grid h = HI2 to serve as a first solution approximation for that 
grid. At the end of N-cycles on grid h, one has an approximate solution ~h. Then an estimate 
of the solution error on grid H can be defined as 
E B = max I~ u - I f f~h l  (18) 
where I~ is a fine-to-coarse-grid transfer operator (e.g. injection). In a similar way, at the end 
of the cycles on grid h/2 we can obtain 
E h = m a:xl~l h - I~¢1§1 
1,3 
(19) 
and so on for finer levels. If the discretisation used is O(h 2) then it is clear that the ratio EH/E h 
at convergence should be approximately 4.
In order to solve the algebraic equations which derive from discretising elliptical boundary 
value problems, the MG algorithm requires few (four to ten) work units (see section 4 and Table 
III below). One work unit is the number of computer operations needed to express the differential 
operator in the finest grid. This efficiency, often obtained in practice for linear and non-linear 
problems, can be predicted apriori. A full rigorous mathematical nalysis of all components i
often difficult (except for some model problems), but one can do a local mode analysis (see e.g. 
[5]) in order to select some of the components of the algorithm and to predict the convergence 
rate. Such an analysis rigorousely predicts the MG performance (see [24]). 
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The most useful application of local mode analysis is in computing the error-smoothing factor of 
a given relaxation scheme. By focusing our attention on Gauss-Seidel relaxation in lexicographic 
(left to right and down to up) ordering on grid h, we expand the error function vi,j in Fourier 
modes (v~,j = ~ Aeei(°li+o~D). Then the amplification factor due to one relaxation sweep (i.e., 
the value of IAol after the sweep divided by its previous value) is easily found to be 
Eei°l  + Nei°2 [ (20) 
~(0)  = 0 .--" We -'-'~e'' -- Se ~-~°"  ' 
where E, N, W, S and O are given by (13)-(15) and O - (Ox, 02). This function gives the 
factor by which a single component O of the errors is reduced in amplitude by one relaxation 
sweep. We are interested in the worst factor only for high frequency modes, therefore we need to 
calculate the so-called smoothing factor 
max lu(o)l (21) 
r/2<lol<- 
Provided that E ,.~ N, E /W and N/S  are of moderate size (which is usually the case if hr = hz) 
and 
h hr 2(h /h  + h /hr) (22) 
(true for all cases, if an increase in A is accompanied by a decrease in hr and hz), a simple 
calculation shows that /~ = p (~r/2, arccos4]5) = .5. Therefore three relaxation sweeps would 
reduce the high frequency components by an order of magnitude (/~ = .5 s = .12). Thus local 
mode analysis uggests that if in each cycle we use three relaxation sweeps on the finest grid 
the errors would decrease by almost an order of magnitude per cycle. If the left-hand-side of 
(22) is of the order of the right hand side then the problem will he slightly indefinite in some 
of the coarser grid and an elimination technique should be used there. In the case in which the 
left-hand-side is much greater than the right-hand-side then the problem is strongly indefinite 
and the discretisation used in this paper together with the algorithms hould be reconsidered. 
Another important component of the MG algorithm is the residual transfer operator. Here we 
used full weighting of the fine grid residuals [5] which can be regarded as a scheme where each 
residual on the fine grid is distributed to several coarse grid points with a certain weighting; in 
particular the residual transfer operator we used was, 
\1/16 1/8 1/16/ 
The MG algorithm used to solve equation (12) was FMG with FAS; seven levels of grid were 
used with the coarsest grid having 4 x 4 zones and the finest 256 x 256 zones. Five levels would give 
sufficiently accurate solutions; here we use more levels in order to make asymptotic comparisons 
with the SOR scheme. 
In both methods employed in this paper, we took • = 1 in all of the grid as an initial 
approximation. Also the far-field boundary condition was set initially to • = 1; once a solution 
had been obtained the mass could be calculated using expression (9) and the proper asymptotic 
condition (6) could then he applied there. This procedure was repeated until a relaxed mass was 
obtained (usually 2 or 3 iterations were enough to get a relaxed value of the mass). With this 
approach, in the SOR case, a converged solution requires large CPU time, however, in the MG 
case it is not necessary to relax the mass formula in the finest grid since the mass is given by 
an integral over all the grid; i.e. it is a global quantity and it does not have any high frequency 
components to smooth (note that the mass can be calculated on coarser grids by (9) only if 
the FAS algorithm is used, since in this case one works with the full solution at all levels, see 
[22]). Therefore the summation for the mass evaluation can he done in coarser levels where the 
extra CPU time becomes negligible. In our case we found that it was sufficient o relax the mass 
formula only on level 3 which has 16 x 16 zones. The value of the mass obtained on that level is 
then used on finer levels in the asymptotic boundary condition. 
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Figure 1: Evolution of the residual error norm 
(eq. (23)) with CPU time for the SOR and MG 
algorithms. MG results obtained using FAS 
with W(2,1) cycle. See text for details. 
COMPARISONS BETWEEN SOI l  AND MULTI -GRID,  Comparisons between the so- 
lutions of the two methods have already been discussed in [1], so here we compare only their 
performance in terms of CPU time and computer resources. 
The SOR code used far more CPU time than MG to achieve the same level of convergence. 
This is demonstrated in Figure 1 which shows the CPU time (in seconds) versus a norm I1~11 of 
the residuals, where 
I1~11 = ~ ~+~ (24) 
for both methods and the various grid sizes. Labels 1-4 refer to grid sizes 32 x 32 zones to 256 x 256 
zones, increasing by a factor of 2 x 2. In all cases the wave amplitude is A -- 1.0. These results 
were produced using a VAX station 2000 running double precision VMS FORTRAN 77 release 
V4.7 and with an optimization compiler option. The jumps in the norms of the residuals for the 
SOR cases are caused by the sudden imposition of the new asymptotic boundary condition as 
discussed earlier. It is observed that a relaxed mass is quickly obtained, requiring only 2 or 3 
mass evaluations. The figure clearly demonstrates that as the number of grid points increases 
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the saving in CPU time of MG over SOR becomes considerably greater. This point is reinforced 
by Table I which shows the computational times (in seconds) and the numbers of work units 
required by the two methods to solve the discretised problem to particular values of the residual 
norm given by (23). Note that in this table and in the figure MG refers to 10-FMG using W(2,1) 
cycle (see Table II below). It is clear that MG is intrinsically more efficient as the number of grid 
points increases since fewer work units are then required. This is because the cost of solving the 
problem on the coarser grids becomes relatively less expensive as the finest grid size increases. 
The opposite trend is observed for the SOR scheme. The 256 x 256 zones SOR case was not run 
to completion since it requires a very large amount of CPU time (,,~ days!); however, the point is 
clearly made. 
Grid 
Size 
16x16 
32x32 
64x64 
128x128 
256x256 
CPU Time (secs) 
SOR I MG 
27 23 
347 49 
1862 214 
30832 741 
21379 1972 
Work Units 
SOR I MG 
1050 94.8 
2050 72.7 
4150 63.4 
8450 60.1 
250 59.1 
Norm 
SOR I MG 
1.0xl0 - lo 1.0xl0 - lu 
7.4x10 -1° 4.5x10 -1~ 
3.2xI0 -v 9.0x10 -I~ 
1.0x10 -s 9.0x10 -l~ 
31.6 1.6x10 -9 
Table I: A direct comparison of CPU timings 
and numbers of work units required to reach 
particular values of the norm (eq. (23)). MG 
results obtained using FAS with W(2,1) cycle. 
Asymptotic Convergence Rates 
Grid Size V(2,1) W(2,1) 
16x16 0.083 0.083 
32x32 0.137 0.087 
64X64 0.168 0.093 
128X128 0.195 0.092 
256X256 0.218 0.090 
Table II: The ACR for 10-FMG using V(2,1) 
and W(2,1) cycles. 
Table II shows the asymptotic convergence rate (ACR) for each new fine level when a V(2,1) 
or a W(2,1) cycle is performed. The ACR is defined as lira l[~[[k+I/[[~[[k where h refers to the 
k-*oo 
k - th cycle on a given level. We see that using V(2,1) the ACR for level 3 (16 x 16 zones) is 
slightly better than that predicted theoretically, whereas it deteriorates for finer levels. When 
W(2,1) is used the ACR is almost the expected value for the regular Poisson equation. Again we 
note that the MG results shown in Figure 1 and Tables I and II have been obtained using W(2,1) 
rather than V(2,1). 
In Table Ill the solution errors (18) are given for 10-FMG, 3 -FMG and 1-FMG. We see that 
the solution error decreases by a factor of 4 when going to finer levels. This is to be expected 
since we used O(h 2) discretisation and coarsening by a factor of 2 x 2. Since 1 -FMG gives the 
same order of magnitude of error than 10-FMG, it is clear that the problem is solved to the level 
of truncation error (the error incurred by approximating the differential equation as a difference 
equation) with the minimal amount of work. Using 1 -FMG we find that the CPU time required 
to solve the problem in the 256 x 256 zones grid (to the level of truncation error) reduces from 
1972 seconds to only 132 seconds and correspondingly the numbers of work units needed are 
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,~ 1/10 of those indicated in Table I. This substantiates the claim, made in section 3, that MG 
requires few work units to solve the problem to truncation error. 
Solution Errors 
Grid Size 10-FMG 1-FMG 
8x8 1.4xlO -~ 
16x16 
32x32 
64x64 
128x128 
4.6x10 -3 
1.3x10 -~ 
3.6x10 -4 
9.9xI0 -5 
3-FMG 
1.4x10 -~ 
4.6x10 -3 
1.3x10 -~ 
3.6x10 -4 
9.6x10 -5 
1.8xlO -~ 
4.1x10 -3 
9.2xI0 -4 
2.0x10 -4 
Table III: The solution errors (eq. (18)) for 
the MG algorithm, FAS with W(2,1) cycle. As 
expected the reduction factor from coarse to 
fine grid is ,,~ 4 (see text). 
In addition to CPU timings we need to address the issue of memory requirements of the two 
algorithms. Let us, however, make the comment; it is generally agreed that reductions in CPU 
times are far more important han efficiencies in the usage of computer memory. This is due 
to the current and future economical cost of the resource and the ability of computers to access 
extremely large amounts of memory. 
Having made the comment we note that the storage required by a MG algorithm is only a 
fraction more than the number of locations used in SOR to store the solution and the right-hand- 
side. Indeed, on each grid it is necessary to store the solution and right-hand-side, ach requiring 
n ~ locations if n is the number of grid points in each direction on that grid (for a two-dimensional 
problem). Therefore SOR requires 2n 2 locations. In MG, if the grid is coarsened in powers of 
two and n x n is the size of the finest grid, then the total number of locations for storage is 8n2/3 
[5], i.e. only a factor 4/3 more than SOR. 
CONCLUSIONS.  The use of the MG algorithm in preference to SOR can mean the difference 
between a problem that is 'do-able' and one that is not. We have shown this to be the case for 
a 256 x 256 zones grid upon which a single linear equation is solved. While SOR takes ~ days 
of (VAX station 2000) CPU time, MG accomplishes the task in a little over two minutes. We 
have shown that MG becomes more efficient and cost effective as the grid size increases, while 
the opposite is true for SOR. The intrinsic efficiency of MG is due not only to the convergence 
acceleration effect of coarse grid correction, but also because, when implemented in the right way, 
it provides a series of tools that other iteration methods cannot; for example, i) the ability to 
evaluate the mass integral (9) (or any global quantity) in coarser grids, and ii) the estimates of 
the solution errors which are obtained without extra work. With regard to the latter we remind 
the reader that with one-grid methods the usual procedure is to solve to ,,, zero residual with 
no clear idea of what the solution error is. However, the aim of any partial differential equation 
solver should be to solve to the level of truncation error and not to solve exactly the algebraic 
equations derived by the discretisation (which represents the differential equations only in the 
limit when grid spacing h --* 0). Thus solving to zero residual is usually unnecessary; for a 
given h convergence to the level of truncation error can be reached with non-zero residual as was 
demonstrated in this paper by the N-FMG experiment shown in Table III. 
At the current time we feel that the most discouraging feature of MG is the complexity of 
programming compared to SOR. While it is possible to obtain a 'good' SOR scheme 'off the 
shelf' (eg. [4]) this is not the case for MG; and while this is true it would not be sensible to use 
MG for simple equations on smallish grids. Numerical relativists, however, rarely find themselves 
in this position and so a knowledge of, and the ability to apply MG ate indespensible. There are 
three main parts to a MG code; i) the sequence of grids, ii) a relaxation algorithm, and iii) a 
transfer (interpolation) routine. Parts (ii) and (iii) need to be chosen carefully in order to obtain 
optimal performance and we have indicated how local mode analysis can be useful as a diagnostic 
Construction of initial data for Brill waves 85 
tool in this respect. Actual coding could be simplified by using an appropriate language (e.g. 
FORTRAN 8X or C where recursive calls can be made), but it is still a major task. It is probable, 
however, that with an increase in the use of MG in relativity some 'general purpose' software will 
emerge, particularly for the solution of the Hamiltonian and momentum constraint equations in 
3 + 1 general relativity. 
ACKNOWLEDGEMENTS.  We would like to thank John C. Miller for discussions and com- 
ments which improved the presentation f this paper. Achi Brandt is acknowledged for his interest 
in this particular application of the multi-grid algorithm. MRD acknowledges financial support 
from the SERC. 
REFERENCES 
1. M. R. Dubal, Initial data .for time-symmetric gravitational radiation using Rcggc calculus, C1Ms.Quant.Grav. 
6 (1989), 141-155. 
2. D. Brill, On the positive-definite mass of the Bondi-Weber-Wheeler time-symmetric gravitational waves, 
Ann.Phys. 7 (1959), 466--483. 
3. 3. W. York, The initial value problem and dTnamics, in "Gravitational Ra~ation," eds. N.Deruelle and T. 
Piran, North Holland, 1983, pp. 175-201. 
4. W. M. P~,  B. P. Flmmery, S. A. Teukolsky, and W. T. Vetterling, "Numerical Recipes: The Art of 
Scientific Computing," Cambridge Uuiveristy Press, Cambridge, 1986. 
5. A. Brandt, Multi.level adaptive solutions to boundary-value problems, Math of Comp 31 (1977), 333-390. 
6. T. Piran, Methods of numerical relativiST, in "Gravitational Radiation," ads. N. Deruelle and T. Piran, North 
Holland, Amsterdam, 1983, pp. 203-256. 
7. K. Eppley, Evolution of time-spmmetric gravitational waves: initial data and apparent horizons, Phys.Rev. 
D16 (1977), 1609-1614. 
8. L. L. Smarr, Spacetimes generated by computers: black holes with gravitational radiation, Ann.N.Y.Acad.Sci. 
302 (1977), 569-604. 
9. T. Nakamura, K. Oohara, and Y. Kojlma, General relativistic ollapse to black holes and gravitational waves 
from black holes, Prog.Theo.Phys.Suppl. N, 90 (1987), 1-169. 
10. C. R. Evans, An approach for calculating azis~mmetric gravitational collapse, in "Dynamical Spacetimes 
and Numerical Relativity," ed. J.M. Centrella, Cambridge University Press, Cambridge, 1986, pp. 3-39. 
11. K. Oohara, and T. NAk,-nura, Three-dimensional initial data o] colliding natron stars, Prog.Theo.Phys. 81 
(1989), 360-369. 
12. M. Choptuik, M. and W. G. Unruh, An introduction to the multi-grid method for numerical relativists, 
General Relativity and Gravitation 15 (1986), 813-843. 
13. A. Lanza, Application of multorid to general relativity, Ph.D. Thesis, (1986), SISSA, Trieste, unpublished. 
14. ~ ,  Self-gravitating figureJ of eqsilibriem around a rotating black hole: The numerical method, in 
"Proc. 7th Italian Conf. on General Relativity and Gravitational Physics," ed. U. Bruzzo et al., World 
Scientific, Singapore, 1987, pp. 67-82. 
15. ~ ,  Maitigrid in general relativity: IL Kerr space-time, SISSA, preprint, (1989). 
16. _ _ ,  Sell-Gravitating Thin Disks Around Rapidl~ Rotating Black HoleJ, SISSA, preprint, (1989). 
17. A. Brandt, and A. Lanza, Muitigrid in General Relativity: L 5chwarzschild space-time, Class.Quant.Grav. 
5 (1988), 713-732. 
18. J. D. Rauber, Initial data Jor black hole collisions, in "Dynamical Spacetimes and Numerical Relativity," 
ed. J.M. Centrel]a, Cambridge University Press, Cambridge, 1986, pp. 304-327. 
19. G. B. Cook, The multigrid technique, in "Frontiers in Numerical Relativity," eds. C.R. Evans, L.S. Finn and 
D.W. Hobill,, Cambridge University Press, Cambridge, 1989, pp. 222-229. 
20. S. M. Miyama, Time evolution o] pure 9ravitationa 10ayes, Progr.Theo.Phys. 65 (1981), 894-909. 
21. W. L. Briggs, "A Multigrid Tutorial," SIAM, Philadelphia, 1987. 
22. A. Brandt, "Multigrid techniques: 1984 guide with applications to fluids dynamics," GMD-Studien. 85, 
GMD-FIT Pcstfach 1240, D-5205, St. Augustin, Germany, 1984. 
23. K. Sttlben, and U. Trottenberg, Multigrid Methods: fundamental gorithms, model problem analysis and 
applications, in "Multigrid Methods," ads. W. Hackbtmdt and U. Trottenberg, Lecture Notes in Math. 960, 
Springer-Verlag, Berlin, 1982, pp. 1-176. 
24. A. Brandt, Rigorous local mode anallsis, report, (1989), The Weizmmm Institute of Science, Rehovot, Israel. 
SISSA - Scuola Internazionale Studi Superlore Avanzati Strada Costiera, II, 34014 Trieste, Italy 
(Received 16 October 1989) 
