I. INTRODUCTION
Shock-particle interactions have many environmental and industrial applications. For example, shock-particle interactions dominate the behavior of natural flows such as explosive volcanic eruptions, supernovae, and dust explosions in coal mines and grain silos. Medical applications such as needleless drug delivery, lithotrispy, and microbubble enhanced ultrasound imaging rely upon compression waves or shock interaction with particles and bubbles. Although turbulence is present in a number of scenarios, we do not include turbulence here in this study.
The purpose of the present study is to examine shockparticle interaction in air at the microscale, where the details of the interaction on the scale of the particle and shock are well resolved. The results are used to develop point-force models for use in mesoscale simulations, where we sacrifice resolution of the flow details on the scale of the particle, in order to be able to address shock propagation over a layer of particles. Such models are needed because the characteristic length and time scales of mesoscale dynamics do not efficiently capture microscale physical phenomena, which occur at much finer scales. These finer scales cannot be resolved in a mesoscale simulation, due to prohibitive computational cost. This problem can be circumvented through use of "closure" models, which relay information of microscale behavior to mesoscale simulations. Unfortunately, some models may rely on empirical relationships determined through experimental data. This is a drawback in cases where experiments are difficult to carry out. In addition to this, difficulty arises in capturing all the physics in an empirical model even when experimental data exist. Derived models, as well as numerical simulations, can be used to predict correlations and bridge this gap as conducted by Refs. 1-11.
The most common correlation used to relay information from microscale to mesoscale simulations is the particle's drag history. The information pertaining to the amount of momentum transferred to a particle is required to determine the transient position and velocity of the particle at the mesoscale. Prior research of the study of the drag-time curve can be broken up into two groups. The first group focuses on the long term drag coefficient of a particle in a uniform or nonuniform flow. The timescale of this type of drag-time curve is on the order of milliseconds. A particle's position is tracked and a curve fit is done to find an equation of the particle trajectory. Newton's second law is used to derive a correlation for the particle's drag history by incorporating the derivatives of the particle's trajectory. Numerous prior published researches exist detailing these derived drag-time correlations. [12] [13] [14] [15] [16] [17] [18] The second group consists of investigating the drag-time curve during the passage of the shock over the particle. Due to the complexity of this type of experimental study, only a few investigations have been conducted to date. [19] [20] [21] [22] The timescale considered by the second group is characterized by the passage time of the shock over the particle, which can be on the order of microseconds. Prior work of the second group has shown that the particle experiences a large spike in drag as the shock passes over it. The amplitude of the spike can be an order of magnitude, or more, larger than the drag coefficient determined by the first group. For example, Ref. 19 concluded that, in one case, the maximum drag coefficient was 8, as compared with the prediction of 0.47 by steady a)
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More recently, an investigation of shock propagation over a random array of two-dimensional particles was carried out. 8, 23 In Ref. 8 , the authors note that the momentum exchange of a particle under shock loading can be characterized by two quantities of the transient drag curve: total impulse delivered by the shock, and relaxation time. Relaxation time is the time over which the impulse acts. The total impulse can be determined by calculating the area under the drag-time curve, while an exponential fit of the drag-time curve relays information regarding the relaxation time. The motivation for condensing the drag-time curve to numerical quantities serves to compliment Artificial Neural Network (ANN) scheme's ability to lift information across simulation scales without equations. The premise behind such condensation infers that the drag reaches, or oscillates, around zero magnitude at large times (see Fig. 9 of Ref. 8). In Ref. 23 , the authors find that the reflected shock was composed of multiple shock reflections from each cylinder. As time progressed, the magnitude of the reflected shock increased as the multiple reflections coalesced. In addition, they observed similar areas of high pressure during the passage of the incident shock over a cylinder. They note that the regular reflections formed by the incident shock impact transitions to a Mach reflection when the shock propagates over the cylinder. These Mach reflections converge at the trailing edge of the cylinder on a line of symmetry causing a region of high pressure. This behavior was observed for a sphere in Ref. 20 .
The present work pertains to the latter group of dragtime investigations. We carry out an investigation of an aluminum spherical particle under various shock loading conditions, where the drag-time curve is produced for each condition. The aluminum particle is modelled using a stiffened gas equation of state, while the ideal gas equation of state is used for air. Two-dimensional axisymmetric numerical simulations are conducted, with assurance of grid independent solutions, to produce the drag-time curve for the particle. According to Ref. 16 , the pressure/shear stresses on a spherical particle are proportional to the dynamic pressure, while boundary layer separation occurs at around 80 , which is approximately constant at various Reynolds numbers. Due to these two observations, we can expect the drag to be proportional to the dynamic pressure and the projected particle frontal area. Therefore, the transient drag coefficient is produced by normalizing the transient drag force by the product of the post shock dynamic pressure and projected frontal area of the particle.
Validation of the numerical simulations is carried out using previously published experimental results from Ref. 20 . It was found that negative drag coefficients arose after the passage of the shock, which replicated results by Ref. 19 . This was attributed to Mach stem convergence at the rear stagnation point of the particle causing an area of elevated pressure. This area increases causing a net increase in drag force toward the upstream direction, which creates negative drag coefficients. After validation of the numerical simulation, the incident shock Mach number is increased to ascertain its effect on the transient drag curve. The peak drag coefficient was found to decrease with increasing Mach number, which agrees with Ref. 20 . It is noted by Ref. 20 that this trend occurs because the drag coefficient is normalized by the dynamic pressure behind the shock. As the Mach number increases, the dynamic pressure increases faster than the drag force. A model is created to correlate the Mach number dependence of the drag-time curve of a single particle. Our investigation will include shock Mach numbers as large as 10, so that post shock flow over the particle will be supersonic. The resulting bow shock upstream of the particle will contribute to a large persistent quasi-steady drag even after the passage of the shock.
We also investigate the transient drag curve for a 1-D in-line array of spherical particles, where the inter-particle distance is varied. Two incident shock Mach numbers are considered for the particle array. Pressure enhancement is observed as the incident shock passes over each particle, which saturates as the number of particles increases.
For a planar shock crossing a single inert particle, the appropriate length and time scales are the particle diameter d p and the shock particle interaction time
where u i is the shock speed. As far as inviscid forces on the particle are concerned, the governing equations do not introduce any additional length or time scales. As a consequence, Zhang et al. 24 note that there exists a simple geometric scaling that relates the dynamic response of the surrounding flow field for a particle with diameter d 1 at a given time t d 1 to the same state as a particle with diameter d 2 at time t d 2 , via
If the particle is allowed to move then there is an additional time scale ðq p =q g Þd 2 p =18 on which the particle will accelerate to the post shock gas velocity. Here, q p is the density of the particle, q g the density of the medium, d p the particle diameter, and the kinematic viscosity of the medium. In the present problem, this time scale is much larger than the shock particle interaction time scale, so that the acceleration of the particle remains quite small. In this work, we fix the particle diameter to be d p ¼ 80 mm since viscous effects are ignored and the particle diameter is the only length scale in the problem. For viscous problems, an additional length scale is introduced associated with viscosity, and then the Reynolds number becomes an additional scaling parameter.
The paper is organized as follows. The governing equations, numerical method, and several validation tests are presented in Sec. II. The results are presented in Sec. III. Here, we compute the drag coefficient as a function of Mach number and develop a point-particle model. We also examine an array of particles. Finally, conclusions are given in Sec. IV.
II. BASIC MODEL
To address the dynamics of shock-particle interactions, a robust numerical framework is needed that can handle strong shocks, multi-material interfaces, material deformation, general equations of state (EOS), and chemistry. A twodimensional solver, called RocSDT, that can handle all of these issues was recently presented in Ref. 25 . Here, we briefly present the governing equations and the numerical method, albeit in the absence of chemistry.
A. Governing equations
In the present study, we focus on the early time behavior of shock-particle interaction, where the interaction is dominated by inviscid mechanisms. Since we are restricting our attention on this early phase, viscous and thermal effects are ignored. Thus, the particle and medium are governed by the compressible Euler equations
where q is the density,ũ ¼ ðu; vÞ the velocity, p the pressure, and E the total energy per unit volume. The total energy is given by
where e is the internal energy. The system is closed once an equation of state p ¼ p(q,e) is chosen. Since we are assuming the flow to be axisymmetric, we let u be the streamwise velocity component in the x-direction, and v be the radial velocity component in the y-radial direction.
B. Calibration of stiffened gas EOS
In this work, we assume an ideal gas for air with properties c ¼ 1.4, c p ¼ 1004.6 J/kg K, and R ¼ 287.04 J/kg K. For the particle, we assume a stiffened gas EOS, given by
Here, c and P 1 are constants. Note that in the limit P 1 ! 0 the stiffened gas EOS reduces to the ideal EOS with c being the ratio of specific heats. The corresponding sound speed is given by
Let (p 0 , q 0 , u 0 ¼ 0, e 0 ) be the state ahead of a steady one-dimensional normal shock, (p 1 , q 1 , u 1 , e 1 ) be the state behind the shock, and let u i be the speed of the normal shock. The two states are connected through the Rankine-Hugoniot (RH) relations
e ¼ eðv; pÞ:
Here, v ¼ 1=q is the specific volume and e the internal energy.
The Hugoniot relation for a stiffened gas (derived using the energy equation) can be written as
Thus, given a post-shock pressure p 1 and values for the parameters p 0 , c, and P 1 , the specific volume (and hence the density) can be determined from the Hugoniot relation. The post-shock speed (piston speed) is then given by
The stiffened gas EOS is intended to mimic a solid where both c and P 1 are parameters characteristic of a particular solid. The values are determined using the fitted relation
where u i is the shock speed, u 1 the particle (piston) speed behind the shock, c 0 is the reference sound speed
and s is a dimensionless fitting parameter. The value of s is determined by the experimental Hugoniot curve. The value of c is determined such that the following equation:
derived from the Rankine-Hugoniot relations, gives the closest agreement to the fitted relation (15) . Once c is determined, P 1 is obtained from the sound speed
For completeness, the shock speed is given by
and the shock Mach number by
Results for a number of materials are given in Table I . Plots of u i as a function of u 1 are shown in Figure 1 for selected materials.
C. Numerical method
We solve the axisymmetric form of the governing equations (3)- (5) on a uniform grid using the scheme of Shukla et al. 27 (see Ref. 25 for the extension to reacting flows). We use the finite volume method with the well-known reconstruct-evolve-average (REA) technique. 28, 29 In addition, a total variation diminishing (TVD) reconstruction with the min-mod limiter 29 is employed. The Harten-Lax-van Leer Contact Riemann solver 30 is chosen for its good resolution of shocks and its positivity of density and internal energy. Time integration is performed using a strong-stability-preserving third-order Runge-Kutta method. 31 For problems that contain shock waves and material interfaces, a key ingredient of Shukla et al. 27 is the use of a material marker /, initially prescribed as
and is subsequently advected according to
Here, n is the spatial coordinate and h is a grid dependent parameter. In a continuum description, / jumps discontinuously from 0 to 1 across a material interface, but in a numerical scheme it changes smoothly over a small number of mesh points in a narrow region we designate S. Over a time step Dt, / is advected using Eq. (22), but before moving to the next time step a correction is calculated on S by means of the equation
whereŝ is a pseudo-time andn is the interface normal. This equation is integrated to steady state inŝ towards the tanh profile given by Eq. (21) . The nonlinear term leads to convective steepening of the interface region, whereas the diffusion term smears it out; these effects balance, as in Burger's equation.
The density q is treated in a similar fashion using
where
The Heaviside function Hð/Þ ensures that the density correction step is limited to the interface region. This scheme was fully demonstrated in Ref. 27 , and for reacting flows in Ref.
25; see also Refs. 32 and 33. 
To validate the shock-material capabilities of the code, we consider a planar shock incident on a material interface of two ideal gases; see the Appendix for a discussion of the geometry. The gases taken here are nitrogen and oxygen, previously considered in Ref. 34 . The impedance ratio for the N-O case is Z ¼ 0.519 and so the reflected wave is a shock wave, while for the O-N case the impedance ratio is Z ¼ 1.62 and so the reflected wave is a rarefaction wave.
Results for the N-O case using N ¼ 800 grid points in the domain x 2 ½À1; þ1 lm at t ¼ 0.0032 s are compared with the exact solution (obtained from a Riemann solver) in Figure 2 . The relative error, defined by
is given in Table II . Here, i corresponds to the ith grid point, E i the exact solution, and A i the approximate solution. The convergence rate is plotted in Figure 3 , and we see that the method is overall first-order accurate, which is expected when shocks are present. Similar results are obtained for the O-N case.
III. RESULTS
In this section, we present results for a shock propagating over a 1-D array of aluminum particles. Since our numerical method uses a Cartesian grid and we use a material marker function / to describe the shock and material boundaries, we first present a method for calculating the drag. We then carry out simulations for a single particle. We also perform a grid resolution study to determine the number of grid points across the particle diameter for converged results. We also compare our simulations with those found in the literature at Mach number M ¼ 1.22, and show excellent agreement. We next vary the Mach number to determine its effect on various quantities such as the drag coefficient. We then carry out a range of simulations for a 1-D array of particles, and show how the drag coefficient is influenced by the proceeding particle in the array. Finally, we develop pointparticle models that can be used in macroscale simulations. We consider shock Mach numbers of 1.22 to 10; see Table I for relevant properties. Table III gives the post shock conditions for air. Note from the table that the Mach number of the post-shocked state M s can become supersonic as the shock Mach number M increases; the critical Mach number in the post-shocked state for a shock to appear around the sphere is about M s % 0.6. As M s increases above 1.0, the shock moves upstream and forms a bow shock. Note also from the table that the post-shock pressure p s in air remains well below the yield strength for most materials (Y % 0.2 GPa), and so we do not expect the particle to deform.
A. Drag
For the shock-particle interaction problem, the inviscid force is defined as
where S p denotes the surface of the particle, V p the particle volume, andn the outward pointing normal. The streamwise component of the force is given by
whereê x is the unit vector in the streamwise x-direction. An equivalent way to compute the drag is to recognize that jr/jdV ¼ dS, so that
so that
Expressions (28) and (29) are equivalent for computing F x .
The drag coefficient is given by
where q s is the post-shock density of the medium, u s the corresponding post-shock speed, and A ¼ pd 2 p =4 is the crosssectional area of the particle with diameter d p .
B. Drag calculation
To verify that our code can correctly determine the drag coefficient, we consider the experimental data and viscous numerical simulations of Sun et al. 20 In this work, the authors considered a Mach 1.22 shock in air travelling over an 80 mm diameter aluminum particle. Axisymmetric viscous simulations were also carried out using a bodyconforming grid. The drag coefficient was determined both experimentally and numerically, and good agreement between the two was obtained.
Here, we carry out inviscid simulations and compare the drag coefficient from our simulations to those of Ref. 20 . Since our code includes the dynamics inside the particle, we use the stiffened gas EOS for the aluminum particle. The properties of air are given in Table IV, while A grid resolution study is first carried out by increasing the number of grid points on a uniform grid; i.e., Dx ¼ Dy. If we define N to be the number of grid points across the diameter of the particle d p before the shock has arrived, then the grid sizes were chosen by varying d p =N. Figure 4 (a) plots the drag coefficient as a function of nondimensional time and for various grid sizes. Table V shows the convergence rate. Note that as N increases our results converge. From the table, we see that taking 100 points across the diameter of the particle is sufficient to capture the peak drag coefficient to about 1%. The same convergence rate is also observed for the particle mass, defined by
where V p denotes the particle volume, V denotes the volume of the computational domain, and q p the particle density. Recall that / is the material marker function that is one inside the particle and zero outside, with / varying smoothly between these values over a few grid cells at the particle boundary. In this way, volume integrals over the particle can be converted to volume integrals over the computational domain. We note that a characteristic of the interface diffuse method used here is that mass is not precisely conserved; it is only conserved in an asymptotic sense.
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The corresponding mass-averaged particle pressures are plotted in Figure 4 (b). Mass-averaged quantities are defined by
Thus, the mass-averaged pressure is defined as
From the figure, we see that there is little grid dependence on the mass-averaged particle pressure. The pressure oscillations observed in (b) will be discussed below. Figure 5 plots pressure contours for 100 points across the particle diameter and at four different values of t=s. Note that the pressure varies inside the particle as the shock travels across it. In addition, the reflected shock wave is clearly visible in panels (b)-(d). Finally, at early times (panel (a)), the transmitted shock is convex, in agreement with the discussion found in the Appendix. 20 use a body-conforming grid and thus does not take into account the dynamics inside the particle. We note that our inviscid simulations capture the peak and overall trend of the drag coefficient well.
C. Effect of Mach number
We first show selected results for M ¼ 6 for an aluminum particle (recall that results for M ¼ 1.22 was shown above in Sec. III B). Figure 7 plots the drag coefficient and normalized mass-average particle pressure as a function of grid size d p =N. Similar to the M ¼ 1.22 results shown above, a grid of d p =100 is sufficient to capture the trends. Comparing the drag coefficient for M ¼ 6 (Figure 7(a) ) to that of M ¼ 1.22 (Figure 4(a) ), we see that at the higher Mach number the inviscid drag coefficient does not drop to zero at long times due to the presence of a bow shock ahead of the particle. This is better illustrated in Figure 8 where pressure contours are plotted for various times. Also shown in the figure is the canonical equation of a hyperbola
where is the nondimensional shock standoff distance measured from the center of the particle. 35 Here, ¼ À0.75. Note that the hyperbola well describes the bow shock shape. The mass-averaged particle pressure oscillations observed in Figure 7 (b) will be discussed below.
We next show results for the Mach numbers presented in Table III . In each case, the grid resolution was chosen to be 100 points per diameter. Figure 9(a) 21 . In addition, for M ¼ 1.22, the drag coefficient goes to zero for long time. At M ¼ 1.5 and greater, however, the drag coefficient approaches a constant due to the presence of a shock around and upstream of the particle.
Figures 9(b)-9(d) plot the mass-averaged particle pressure, position, and velocity as a function of t=s and for various Mach numbers. We see that the velocity of particle appears to become nearly linear in time over the range considered, although a steeper slope may be discerned at very small times. The drag force presented in Figure 9 (a) can be conceptually separated into two parts. The first is a transient component due to the unsteady inviscid added-mass-like mechanism arising from the rapid relative acceleration between the particle and the surrounding medium during the passage of the shock. The transient component is responsible for the strong peaks seen in Figure 9 (a) and also can lead to the surprising behavior of negative force due to the refocusing of the shock in the particle wake as it defracts around the particle. The second component is the steady drag on the particle due to the post-shock flow around the particle. In case of shock Mach number M ¼ 1.22, the post shock flow's Mach number is below 0.6 and there will not be any steady contribution to drag. In other words, the green curve in Figure 9 (a) decays to zero. When post-shock flow Mach number is in the range of 0.6 to 1.0, locally the flow around the sphere becomes supersonic and results in the formation of shocks. When post-shock flow Mach number is above 1.0, a bow shock forms ahead of the particle. In both these latter cases, after the initial transient, the drag approaches a steady value. 
The short-lived transient force is of larger magnitude and imparts a near impulsive particle motion. As shown by Ling et al., 11 the ratio of change in particle velocity due to this impulsive motion to that of fluid velocity across the shock scales as fluid-to-particle density ratio. In the present case of aluminum in air, the density ratio is O(1000) and thus the initial impulsive gain in particle velocity is small. From the equation of particle motion, it can be readily argued that a constant drag coefficient will lead to a nonlinear approach of particle velocity to the post-shock fluid velocity. However, the timescale of this approach is very long due to the large inertia of the particle (particle-fluid density ratio is large). Note that even after t=s ¼ 6, the particle velocity is orders of magnitude smaller than the post-shock gas velocity. On the timescale scale shown in Figure 9 (c), the increase in particle velocity appears linear and as expected the linear increase is recorded only in cases M ! 2.0.
Note the oscillations in the mass-averaged pressure in Figure 9 (b). To better understand the nature of these oscillations, we plot the normalized mass-averaged pressure as a function of time t in Figure 10 . The pressure is normalized by the respective mean value of the mass-averaged pressure at each Mach number, so that the oscillations are about the value one. In addition, the time for each Mach number was shifted slightly so that the peaks would align. The figure shows that the period (approximately k ¼ 14.8 ls) is weakly dependent on Mach number, whereas the amplitude is strongly dependent on M. The particle acoustic time scale, defined by t a ¼ d p =c, with d p ¼ 0.08 m and with c ¼ c 0 ¼ 5370 m/s for the un-shocked state (see Table I ) or with c ¼ 5362 m/s for the shocked state (at M ¼ 2; see Table  VII where the transmitted post-shock value is 15.2 Â 10 5 Pa and the corresponding sound speed is found using the Rankine-Hugoniot relations for a planar shock, little variation is observed in c over a wide range in Mach numbers) is 14.9 ls. Hence, the period in the mass-averaged particle pressure is essentially the particle acoustic time. Had the particle been a planar slab, based on the theory presented in the Appendix, it can be shown that the initial transmitted shock will quickly reach the back end of the slab, where it will be reflected back into the slab as an expansion wave. This reflected wave will travel back inside the slab and when it reaches the front end of the slab will again be reflected as an expansion wave. This reverberation within the slab will eventually equilibrate the slab pressure to be that of the postshock gas pressure and the signature of these internal wave reflections within the slab appears as the oscillations.
D. Array of aluminum particles
Figures 11(a) and 11(b) plot the centerline r ¼ 0 material marker function / and nondimensional pressure as a function of x=d p for Mach number M ¼ 1.22 at various times between t ¼ 0 and t=s ¼ 4.3. Figure 11(a) shows the integrity of the particle surface over this range of time. Figure 11 (b) shows significant pressure overshoot along the centerline above the post shock value as the shock propagates over the particle; at one particle diameter downstream (x=d p ¼ 1.5, dashed vertical line), the maximum pressure overshoot is about 19% greater than the post shock value. At late times (blue), the pressure relaxes to the post shock value downstream of the particle around x=d p % 3.5, while there remains significant pressure variations within the particle (À0.5 < x=d p < þ0.5). Similar behavior is shown in Here, however, the maximum pressure overshoot at x=d p ¼ 1.5 is about twice the post shock value. Interestingly, if multiple particles are aligned horizontally in the x-direction downstream of the first particle with a spacing of one particle diameter, there could be a cascading effect of pressure overshoot in that the pressure is increased as the shock passes over each particle until it reaches some asymptote. We explore this possibility here. Although there have been a few limited numerical studies on random and ordered two-dimensional packs of cylinders, 8, 23 we are not aware of any numerical studies on 1-D arrays of spherical particles. Figure 12 plots the drag coefficient for each particle in a five-particle array with spacing one particle diameter apart. For the M ¼ 1.22 case, the maximum value of the drag coefficient begins to asymptote at around 5 particles. The amplitude of C D for the fifth particle sees an increase of about 15% over that of the first particle. For the M ¼ 6 case, we again see that the maximum value of the drag coefficient asymptotes around the fifth particle. The increase in the maximum value of the drag coefficient for the fifth particle, however, is about 48% over that of the first particle. To highlight the flow details for the M ¼ 6 case, we plot in Figure 13 pressure and numerical Schlieren contours at one instant of time. Note the presence of the bow shocks in front of each particle.
When the particle spacing is reduced to d p =2, the total increase in drag coefficient is reduced. For M ¼ 1.22, the increase is about 8%, while for M ¼ 6 there is an increase of about 20% (see Figures 14(a) and 14(b) ). However, unlike the one particle diameter spacing in the previous paragraph, the maximum drag coefficient does not appear to reach a plateau by the fifth particle; there remains a slight growth in C D . We estimate that the drag coefficient will asymptote around the sixth or seventh particle; i.e., when the spacing between the particles is reduced, the approximate depth where all subsequent particles experience the same peak drag coefficient increases. These values are roughly half that when the particle spacing is d p . To highlight the flow details for the M ¼ 6 case, we plot in Figures 15(a) and 15(b) pressure and numerical Schlieren contours at one instant of time, respectively.
These observations are summarized in Figure 16 , where we plot the normalized drag coefficient C D =C D,1 for the fifth particle as a function of the inverse particle separation distance d p =sep. Here, C D,1 is the drag coefficient for a single particle, which corresponds to the case when the separation distance (sep) approaches infinity and thus d p =sep goes to zero. As d p =sep goes to infinity, the particles will touch and then act as a single corrugated body. There are two important trends observed in the figure. First, a maximum occurs around one particle spacing, and that the maximum increases as the Mach number increases. Second, as the particle separation distance goes to zero, the drag drops below that for a single particle.
It is important to model the increase in drag when using point-particle models for groups of particles. Recall that these simulations are based on the axisymmetric equations. To better understand the increase in drag, we plan on carrying out full three-dimensional simulations over random packs of spherical particles in future work.
E. Point-particle force modeling
Mass-average quantities are important in developing point-particle models for mesoscale simulations, where instead of resolving the flow details around each particle, the particles are treated as point masses in the governing equations (e.g., Ref. 11). The Lagrangian evolution equations for a particle are given by
where F is the force and m p the particle mass. The overall hydrodynamic force is expressed as the sum of individual contributions where the terms on the right hand side represent quasi-steady, inviscid unsteady (pressure-gradient and added-mass), and viscous-unsteady force contributions, respectively; see Refs. 3 and 11 for details. Here, for the shock-particle interaction problem, we are only interested in the unsteady, inviscid force contribution F iu , and the quasi-steady contribution, F qs that arises at supercritical Mach numbers. For a single nondeformable particle in the subcritical regime, the pressure-gradient force term in the flow direction is modelled as
where the momentum equation has been used to replace the material derivative with the pressure gradient term. In the above expressions, ðÁÞ V ¼ V
À1
Ð V ðÁÞdV represents a volume average, and m f ¼ q f V is the mass of the fluid displaced by the sphere with q f the density of the fluid and V the particle volume. The last term in Eq. (39) represents the force experienced in the absence of the particle by the medium that would occupy the volume of the particle. In the model A s represents the area swept by the shock as the shock propagates over the particle. Thus, we have
where a ¼ d p =2 is the particle radius, u i is the shock speed, s is the shock-particle interaction time, and x s is the axial coordinate. Note that in writing down this expression we have assumed that t 0 ¼ 0 corresponds to the time when the shock first hits the particle. The added-mass force term is modelled as
where K ¼ Kðc 0 ðt À vÞ=a; MÞ is the compressible inviscid unsteady force kernel, c 2 0 ¼ cp 0 =q 0 is the speed of sound in the ambient unshocked medium, and v is the particle velocity. In the zero Mach number limit, the kernel is given by where s s ¼ c 0 t =a is the nondimensional time based on the acoustic time scale. Note that in a compressible flow, even in the zero Mach number limit, the added-mass force takes the form of a history integral. 7, 9 This is due to the finite speed of propagation of the compression and rarefaction waves arising from the acceleration of the particle. The inviscid unsteady kernel is analogous to the well known Basset history kernel and the expression given above in Eq. (42) is exact in the zero Mach number limit. Also, see Refs. 3 and 11 for additional details.
Here, to develop a simple point-particle model for the aluminum particle, we model the inviscid contribution to the drag as Here, we use expressions (39) and (41) In addition, C is the quasi-steady inviscid drag in the supercritical regime; 16, 36, 37 H is the step function so that the last term is zero for subcritical Mach numbers; and A, B, D are parameters that need to be fitted. Recall that the various drag coefficients are the corresponding force terms scaled by post-shock density and velocity values and the particle frontal area according to Eq. (32) . Comparison between the model and the computed drag coefficients for various Mach numbers is shown in Figure 17 . The values for the coefficients are given in Table VI. Note that for subcritical Mach numbers we recover the theory of Refs. 3 and 11. Absent of a rigorous theory to guide in the fitting process, we make no claim that our fit presented above is unique; our only purpose here is that such fits can be developed. The fit clearly demonstrates a need for further model development in the supercritical regime.
IV. CONCLUSIONS
An investigation of shock-particle interaction of an aluminum spherical particle in air is presented. The stiffened gas equation of state is used to model the aluminum particle. For this purpose, a brief method is presented to properly calibrate the parameters of the stiffened gas equation of state. A one-dimensional problem of a plane shock passing through a material interface is constructed to determine key parameters for shock-particle interactions with a stiffened gas equation of state. The key parameters relevant to shock-particle interactions are found to be the impedance ratio and the shockspeed ratio. The impedance ratio determines the type of reflected wave when the incident shock hits the material interface. The shock-speed ratio gives information on the shape of the transmitted shock wave.
Axisymmetric simulations are conducted, with one particle, at various incident shock Mach numbers. The transient mass-averaged particle pressure is found to oscillate after impact of the incident shock. Across all Mach numbers, the period of oscillation is found to be essentially the particle acoustic time, while the amplitude of oscillations increases with increasing Mach number. The drag-time curve for a single particle is determined for each Mach number. It is found that the peak drag coefficient decreases with increasing Mach number, while the drag coefficient asymptotes to a non-zero value at supercritical Mach numbers. A Mach number dependent drag fit is created to develop a point-particle model for the aluminum particle. Although the drag fit is absent of a rigorous physico-mathematical based derivation, it presents the opportunity for future rigorous models to be developed.
Results are also presented regarding the effect of an array of particles on the drag-time curve. The inter-particle spacing is initially taken to be one particle diameter. It is found that post-shock pressure amplification occurs as the incident shock wave traverses over each subsequent particle in the array. This amplification increases the peak drag coefficient experienced by each subsequent particle. The pressure and peak drag coefficient saturate after the fourth particle. This information relays an approximate depth where all subsequent particles experience the same peak drag coefficient. We plot the normalized drag coefficient for the fifth particle as a function of particle spacing for two Mach numbers, and show there exists an inter-particle spacing where the magnitude of normalized drag coefficient is a maximum. 
APPENDIX: 1-D SHOCK-MATERIAL INTERFACE PROBLEM FOR STIFFENED GAS
In this Appendix, we derive two key parameters, the impedance ratio and the shock-speed ratio, within a onedimensional framework. These ratios are useful in understanding the flow structure of shock-particle interaction. The impedance ratio determines the type of reflected wave when the incident shock hits the material interface. The shockspeed ratio gives information on the shape of the transmitted shock wave.
The problem of a planar shock wave passing through a material interface has been considered previously, e.g., see Refs. 34, 38, 39, and 40. Here, we apply the analysis of Ref.
39 to a stiffened gas. Consider two materials. For convenience, let material 1 lie in the region x < 0, material 2 lie in the region x > 0, and x ¼ 0 be the initial position of the material interface. In the shock-particle interaction problem, material 1 will be the medium, and material 2 will be the particle.
Consider the subscript i, j. Let the first index denote the material (i ¼ 1 or 2), and the second index denote the preshocked state (j ¼ 0) or the shocked state (j ¼ 1). Material 1 has a pre-shocked state of ðp 1;0 ; q 1;0 ; u 1;0 ; c 1 ; P 1 1 Þ, while material 2 has a pre-shocked state of ðp 2;0 ; q 2;0 ; u 2;0 ; c 2 ; P 1 2 Þ. We assume p 1;0 ¼ p 2;0 ¼ p 0 and u 1;0 ¼ u 2;0 ¼ 0.
Assume a normal shock is propagating in material 1 with speed u i . The post-shock values in material 1 are given by ðp 1;1 ; q 1;1 ; u 1;1 ; c 1 ; P 1 1 Þ. We assume the incident postshock pressure p 1,1 is given, along with the material properties p 0 , q i,0 , c i , and P 1 i , where i ¼ 1, 2. See Figure 18 for a sketch of the configuration at a time before the incident shock has reached the material interface.
After the incident shock has hit the material interface, a transmitted wave and a reflected wave are formed. If the incident wave is a shock, then the transmitted wave will also be a shock. The reflected wave can either be a shock wave or an expansion wave. See Figure 18 for a sketch of the configuration at a time after the incident shock has reached the material interface, showing the transmitted shock wave with speed u t , moving material interface with speed u m , and reflected wave with speed u r .
The transmitted wave lies entirely in material 2. The post-shock states (which lies between the material interface and the transmitted shock) are ðp 2;1 ; q 2;1 ; u 2;1 ; c 2 ; P r : 
They argue that if U > 1, the portion of the incident shock wave that is not affected by the interaction with the particle is moving slower than the transmitted shock wave passing through the particle along the centerline. As a result, the transmitted shock wave is convex. Conversely, if U < 1, the transmitted shock is concave. The impedance and shock-speed ratios are calculated for a number of materials and are given in Table VIII . 
