Ondas Dyakonov en guías de onda cilíndricas by Lorén Mastral, Fernando et al.
FACULTAD DE CIENCIAS, UNIVERSIDAD DE ZARAGOZA
DEPARTAMENTO DE FI´SICA DE LA MATERIA CONDENSADA
TRABAJO DE FIN DE GRADO:
ONDAS DYAKONOV EN GUI´AS DE ONDA CILI´NDRICAS
Trabajo de Fin de Grado realizado por Fernando Lore´n Mastral para el Grado en
F´ısica de la Universidad de Zaragoza
Junio de 2019
Supervisado por:
Luis Mart´ın Moreno
Tetiana Slipchenko

“No debemos olvidar que cuando se descubrio´ el radio nadie sab´ıa que ser´ıa u´til en los
hospitales. El trabajo era de ciencia pura. Y esta es una prueba de que el trabajo cient´ıfico no
debe considerarse desde el punto de vista de su utilidad directa. Debe hacerse por s´ı mismo, por
la belleza de la ciencia, y entonces siempre existe la posibilidad de que un descubrimiento
cient´ıfico se convierta en un beneficio para la humanidad.”
-Marie Curie
Me gustar´ıa dedicar estas l´ıneas a agradecer a mi familia su infinita paciencia e infatigable
apoyo a lo largo de todo mi desarrollo, tanto acade´mico como personal. Tambie´n, a mis amigos
Juan, Marcos y Mateo, por haber supuesto un pilar fundamental en el transcurso de estos cuatro
an˜os.
Por supuesto, no puedo olvidarme de Luis y de Tanya. Ellos me han abierto las puertas a un
mundo repleto de nuevos retos. Retos que, gracias a su incalculable ayuda, me han permitido
crecer como f´ısico y como persona.
Para la elaboracio´n de este trabajo he sido beneficiario de la beca de colaboracio´n del MECD
para el curso 2018/2019.
I
I´ndice
Introduccio´n 1
Objetivos 2
1. Obtencio´n de la relacio´n de dispersio´n 3
2. Aproximacio´n cilindro → plano 8
3. Bu´squeda de una solucio´n 10
4. Campos electromagne´ticos 14
5. Bu´squeda de soluciones 19
Conclusiones 24
Bibliograf´ıa 25
II
Introduccio´n
Actualmente, el estudio de campos electromagne´ticos en superficies constituye un a´rea de
investigacio´n muy activa. Una de las razones por las que se esta´ desarrollando intensamente este
campo es la similitud entre la magnitud de las longitudes de ondas de los campos y el taman˜o de
las estructuras que presentan estas superficies. Este hecho hace que, adema´s del propio intere´s
teo´rico, sus usos y aplicaciones emerjan de manera inmediata. La principal de las aplicaciones
que presentan es la implementacio´n de este tipo de sistemas en la construccio´n de sensores, ya
que la presencia del material que se quiere detectar produce cambios notables en los campos
electromagne´ticos que se propagan sobre la superficie, y por tanto, variaciones detectables [1].
Sin duda, el estudio de campos electromagne´ticos en superficies ha tenido como actores
principales a los metales (superficie meta´lica en contacto con un medio diele´ctrico). Estos han
sido los medios sobre los que ma´s descubrimientos se han realizado. El establecimiento de estos
campos en la superficie entre un medio diele´ctrico y otro meta´lico constituye un tipo de modos
ligados que se denominan plasmones superficiales [1, 2]. Estos presentan ciertas ventajas aunque
tambie´n algunos inconvenientes respecto a su implementacio´n en sensores. Por ser concisos, la
mayor de las ventajas de las que estos plasmones gozan es la gran localizacio´n de los modos
en la superficie, esto es, que los campos electromagne´ticos se encuentran realmente cerca de la
superficie meta´lica [1, 2]. Por contra, el inconveniente principal es la gran absorcio´n que sufren
hacia la superficie debida a los electrones de la banda de conduccio´n del metal, que limita la
longitud de propagacio´n de los plasmones superficiales y ensancha espectralmente las resonan-
cias [2]. Aunque esto no tiene por que´ ser perjudicial pues a veces los picos de resonancia son
muy estrechos e interesa que no lo sean tanto.
Pese a que los metales han sido el mayor foco de atencio´n en lo que a superficies estudia-
das se refiere, tambie´n se han producido avances en otro tipo de medios. Se conoc´ıa que en la
interfase entre dos medios diele´ctricos iso´tropos no exist´ıan este tipo de modos ligados, siendo
esta interfase una superficie plana infinita. Sin embargo, en 1988, M.I. D’yakonov demostro´ la
existencia de modos electromagne´ticos ligados en una superficie plana infinita que separaba un
medio iso´tropo de otro aniso´tropo (uniaxial) con la anisotrop´ıa en una de las direcciones conteni-
das en el plano [3]. Este tipo de modos ligados en medios diele´ctricos presenta tambie´n ventajas
e inconvenientes, pero en este caso contrarios a las que presentaban los metales. Su localizacio´n
en la superficie es menor que la de los metales mientras que no presentan la absorcio´n que estos
s´ı, pues al trabajar con medios diele´ctricos se evita el problema de la absorcio´n de los electrones
libres.
Los plasmones han sido observados en geometr´ıas ma´s alla´ de la planar (cil´ındrica, esfe´rica)
[1]. Sin embargo, los modos Dyakonov u´nicamente han sido estudiados en superficies planas. La
superficie plana infinita presenta simetr´ıa traslacional en dos direcciones (y,z) y la simetr´ıa ma´s
sencilla siguiente corresponde a la superficie cil´ındrica, que tan solo tiene simetr´ıa traslacional
en una direccio´n (z). Este Trabajo de Fin de Grado pretende abordar este problema hasta
ahora inexplorado y determinar as´ı si existen los modos Dyakonov en geometr´ıas con superficies
curvadas.
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Objetivos
Este Trabajo de Fin de Grado tiene como objetivo principal la bu´squeda de modos Dyakonov
en la interfase entre un medio diele´ctrico aniso´tropo y uno iso´tropo. Ma´s en concreto, se centra
en estudiar la superficie cil´ındrica como interfase en la que se lleva a cabo la propagacio´n de
estas ondas.
Los objetivos secundarios dentro de esta visio´n general son varios. En primer lugar es necesa-
rio resolver las ecuaciones de Maxwell para el cilindro aniso´tropo y el medio iso´tropo que lo rodea.
Habra´ que estudiar tambie´n co´mo se acoplan los campos internos y externos en la interfase, ase-
gura´ndonos del cumplimiento de las condiciones de contorno para los campos electromagne´ticos
y llegando as´ı a una relacio´n de dispersio´n que nos permita analizar el comportamiento de este
sistema. A modo de comprobacio´n es conveniente tomar el l´ımite del cilindro a un plano infinito
y compararlo con el resultado conocido de los modos Dyakonov en el plano [3], teniendo as´ı que
recuperarlo.
Una vez realizadas estas comprobaciones se podra´ pasar a estudiar si estos modos siguen
existiendo conforme se va reduciendo el radio del cilindro o si por el contrario aparecen te´rminos
imaginarios, que corresponder´ıan a ondas que se propagan mientras irradian energ´ıa. Es decir,
habra´ que caracterizar que´ tipo de soluciones se deducen de la relacio´n de dispersio´n obtenida.
Otro punto importante que habra´ que abordar es el comportamiento de los campos ele´ctrico
y magne´tico en el medio interior del cilindro, en el medio externo y, por supuesto, en la superficie
cil´ındrica que forma la interfase entre ambos.
Por u´ltimo, para dotar de robustez y consistencia al estudio de la existencia de este tipo de
soluciones, se buscara´n las fronteras de estas soluciones. Es decir, se intentara´n encontrar los
valores l´ımite de las diversas magnitudes de las que dependen las soluciones tales que estas ya
no aparezcan.
En conclusio´n, lo que aqu´ı se pretende es realizar un ana´lisis profundo y extenso de las
soluciones que aparecen al resolver las ecuaciones de Maxwell en un cilindro diele´ctrico aniso´tropo
inmerso en un medio tambie´n diele´ctrico pero iso´tropo, y entonces, inferir si estas soluciones
corresponden a modos Dyakonov o si, por contra, constituyen un tipo diferente de ondas.
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1. Obtencio´n de la relacio´n de dispersio´n
En la Figura (1) se muestra una representacio´n gra´fica del sistema sobre el que trabajaremos.
Se observa el cilindro aniso´tropo (rojo) rodeado de un medio iso´tropo (blanco). Adema´s, tambie´n
se muestran los ejes cartesianos sobre un plano, que sera´n de ayuda al realizar la aproximacio´n
de cilindro a plano en la Seccio´n (2), siendo el medio inferior es el medio aniso´tropo.
Figura 1: Esquema del sistema a estudio.
Comenzamos buscando una solucio´n para las ecuaciones de Maxwell en coordenadas cil´ındri-
cas para un medio diele´ctrico aniso´tropo, en concreto, uniaxial. La formulacio´n macrosco´pica de
las ecuaciones de Maxwell en presencia de materia y segu´n el convenio de Gauss se muestra en
la Ec. (1).
∇ ·D = 4piρf , ∇ ·B = 0, ∇×E = −1
c
∂B
∂t
, ∇×H = 1
c
(
4piJf +
∂D
∂t
)
. (1)
Del hecho de que estemos considerando un medio diele´ctrico y que por tanto no existan
cargas libres se tiene que
ρf = 0, Jf = 0, (2)
y de que sea uniaxial, que el tensor permitividad que relaciona D y E sea diagonal en coordenadas
cil´ındricas tal que
ˆ =
⊥ 0 00 ⊥ 0
0 0 ‖
 , (3)
quedando la relacio´n entre D y E de la siguiente manera
D = ˆE = ⊥(Erer + Eθeθ) + ‖Ezez. (4)
La eleccio´n de z como el eje extraordinario se ha realizado por sencillez, para que al llevar
a cabo la aproximacio´n a un plano se mantenga la correspondencia con el eje extraordinario de
[3]. Suponemos adema´s que el medio es no magne´tico, por lo que µ = 1. As´ı, las ecuaciones de
Maxwell quedan
∇ · (ˆE) = 0, ∇ ·H = 0, ∇×E = −1
c
∂H
∂t
, ∇×H = ˆ
c
∂E
∂t
. (5)
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Es conveniente ahora transformar estas ecuaciones en unas expresiones ma´s manejables para
cada uno de los campos (E y H). Realizamos aqu´ı el desarrollo para el campo E pues nos
permite obtener tanto las componentes del campo ele´ctrico como las del campo magne´tico y su
tratamiento es ma´s sencillo. Partimos del Laplaciano del campo ele´ctrico, que se puede expresar
como
∇2E = ∇(∇ ·E)−∇× (∇×E). (6)
Antes de simplificar la expresio´n anterior vamos a considerar una de las posibles polarizacio-
nes que pueden presentar los campos ele´ctrico y magne´tico, pues la forma de actuar sobre esta
expresio´n var´ıa en consecuencia. En primer lugar tomaremos la polarizacio´n s, tambie´n llamada
transversal ele´ctrica (TE) u ordinaria, que se caracteriza por que la componente z del campo
ele´ctrico es nula: Eoz = 0. Designaremos a los campos correspondientes a esta polarizacio´n con
el super´ındice “o”. Ahora, volviendo a la Ec. (6) podemos analizar cada te´rmino por separado:
∇2E =
(
∇2Er − Er
r2
− 2
r2
∂Eθ
∂θ
)
er +
(
∇2Eθ − Eθ
r2
+
2
r2
∂Er
∂θ
)
eθ +∇2Ezez,
∇(∇ ·Eo) = ∇(0) = 0,
∇× (∇×E) = ∇×
(
−1
c
∂H
∂t
)
=
−ˆ
c2
∂2E
∂t2
.
(7)
En la primera l´ınea simplemente se ha escrito el Laplaciano de una funcio´n vectorial en coorde-
nadas cil´ındricas. En la segunda, se ha hecho uso de que la componente z del campo Eo es cero
y por tanto ∇ · (⊥Eo) = ∇ ·D = 0, por la Ec. (5). En la u´ltima l´ınea se ha operado usando las
dos u´ltimas Ecs. de (5). La utilizacio´n de Eo en lugar de E en la segunda l´ınea se debe a que el
resultado ah´ı obtenido solo es va´lido para esta polarizacio´n, mientras que las expresiones de las
otras dos l´ıneas son va´lidas para ambas polarizaciones.
Basta con obtener una componente para deducir el resto. Para ello, usaremos los te´rminos de
la direccio´n radial de la Ec. (6) y que ∂Eoθ/∂θ = −∂(rEor )/∂r, deducido a partir de ∇ ·Eo = 0.
Con esto queda,
∂2Eor
∂r2
+
3
r
Eor
∂r
+
1
r2
∂2Eor
∂θ2
+
∂2Eor
∂z2
+
Eor
r2
=
⊥
c2
∂2Eor
∂t2
. (8)
Si admitimos separacio´n de variables tal que Eor (r, θ, z, t) = R(r)Θ(θ)Z(z)T (t), podemos escribir
la expresio´n anterior como
1
R(r)
d2R(r)
dr2
+
3
rR(r)
dR(r)
dr
+
1
r2Θ(θ)
d2Θ(θ)
dθ2
+
1
Z(z)
d2Z(z)
dz2
+
1
r2
− ⊥
c2T (t)
d2T (t)
dt2
= 0, (9)
que debe cumplirse para cualquier valor de r, θ, z y t. Esto supone que cada parte que involucra
a una sola variable ha de ser constante, esto es,
1
Z(z)
d2Z(z)
dz2
= −k2z =⇒ Z(z) ∝ eikzz, (10)
1
Θ(θ)
d2Θ(θ)
dθ2
= −n2 =⇒ Θ(θ) ∝ einθ, (11)
1
T (t)
d2T (t)
dt2
= −ω2 =⇒ T (t) ∝ e−iωt, (12)
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donde la eleccio´n de estas exponenciales es debida al convenio t´ıpico en f´ısica.
Cabe mencionar que n ha de ser un nu´mero entero, pues se tiene que cumplir la condicio´n
de periodicidad Θ(0) = Θ(2pi). Ahora, introduciendo estos resultados en la Ec. (9), queda
1
R(r)
d2R(r)
dr2
+
3
rR(r)
dR(r)
dr
− n
2
r2
− k2z +
1
r2
+ ⊥g2 = 0, (13)
donde se ha adoptado la convencio´n de designar g = ω/c. La solucio´n de la ecuacio´n diferencial
anterior es
R(r) =
A
r
Jn(kror) +
B
r
Yn(kror), (14)
donde A y B son constantes, k2ro = ⊥g2 − k2z , y Jn e Yn son las funciones de Bessel de primera
y segunda especie, respectivamente.
Hacemos constar ahora que el medio uniaxial en el que nos encontramos es un cilindro de
radio R (a partir de ahora R hara´ referencia al radio del cilindro y no a la funcio´n utilizada en la
derivacio´n de la componente radial del campo ele´ctrico). Situarnos as´ı en r ∈ [0, R] implica que
B = 0, pues la funcio´n de Bessel de segunda especie no puede formar parte del campo f´ısico ya
que diverge en el origen (r = 0) [4]. Considerando esto y tomando A = inkro de manera arbitraria,
obtenemos
Eor =
in
kror
Jn(kror)e
inθeikzze−iωt. (15)
Para inferir la componente angular no tenemos ma´s que considerar de nuevo la expresio´n
que hab´ıamos deducido a partir de ∇Eo = 0, esto es, ∂Eoθ/∂θ = −∂(rEor )/∂r, suponiendo que
la u´nica inco´gnita es la parte que depende del radio r, pues se considera que las dependencias
con θ, z y t son las presentadas para Eor , y en adelante para el resto de componentes de todos
los campos. Adema´s, para obtener las componentes del campo magne´tico se utilizara´ la tercera
expresio´n de las Ecs. (5), considerando la dependencia con el tiempo ya mencionada y que el
rotacional ha de expresarse en coordenadas cil´ındricas. Esto nos proporciona las expresiones que
busca´bamos:
Eo =
(
in
kror
Jn(kror)er − J ′n(kror)eθ
)
eikzzeinθe−iωt, (16)
Ho =
1
g
(
kzJ
′
n(kror)er + i
nkz
kror
Jn(kror)eθ − ikroJn(kror)ez
)
eikzzeinθe−iωt, (17)
donde se tiene que J ′n(kror) = ∂Jn(kror)/∂(kror). Realmente habr´ıa que sumar sobre todos los
n posibles e integrar en ω y kz, pero estas expresiones pueden estudiarse por separado para
unos valores concretos de estos. Adema´s, los campos tambie´n dependen de r, θ, z y t, pero ya se
observa esta dependencia en la propia expresio´n y as´ı se aligera la notacio´n. En los campos que
se presenten en adelante tambie´n se omitira´.
Es momento ahora de calcular los campos ele´ctrico y magne´tico para la otra posible polari-
zacio´n, denominada polarizacio´n p, transversal magne´tica (TM) o, como denotaremos, extraor-
dinaria “e”. Se caracteriza por que la componente z del campo magne´tico es nula (Hez = 0), lo
cual provoca que el procedimiento para obtener las componentes sea ligeramente distinto.
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Se parte de la misma ecuacio´n a resolver, Ec. (6). Como hab´ıamos visto, cada unas de las
partes toma las formas presentadas en las Ecs. (7), a excepcio´n de la segunda, que en este caso
no sera´ nula pues Eez 6= 0, no como ocurr´ıa para la polarizacio´n ordinaria para la que Eoz = 0.
Para obtener las expresiones de los campos correspondientes a esta polarizacio´n utilizaremos la
componente ez de la Ec. (6). Es decir,
∇2E|z = ∇(∇ ·E)|z −∇× (∇×E)|z, (18)
que proporciona la siguiente ecuacio´n diferencial
1
r
∂
∂r
(
r
∂Eez
∂r
)
+
1
r2
∂2Eez
∂θ2
+
∂2Eez
∂z2
=
(
1− ‖
⊥
)
∂2Eez
∂z2
+
‖
c2
∂E2z
∂t2
. (19)
Ahora, siguiendo un procedimiento ana´logo al del caso de polarizacio´n ordinaria, se obtiene
la componente Eez , y utilizando las ecuaciones de Maxwell de los rotacionales de los campos, se
infieren el resto de componentes. Antes de presentar los campos conviene resaltar que, de nuevo,
ya se ha considerado que la funcio´n de Bessel de segunda especie Yn diverge en el origen (r = 0).
As´ı,
Ee =
1
g
(
ikzJ
′
n(krer)er −
nkz
krer
Jn(krer)eθ +
⊥kre
‖
Jn(krer)ez
)
eikzzeinθe−iωt, (20)
He = ⊥
(
n
krer
Jn(krer)er + iJ
′
n(krer)eθ
)
eikzzeinθe−iωt, (21)
donde k2re =
‖
⊥ (⊥g
2 − k2z) = ‖⊥k2ro. Las expresiones de los campos para las polarizaciones
ordinaria y extraordinaria concuerdan con lo presentado en la bibliograf´ıa [5].
Una vez que tenemos las soluciones para polarizacio´n TE y TM en un cilindro uniaxial, es fa´cil
generalizarlas a un cilindro iso´topo, pues la u´nica diferencia reside en que el tensor permitividad
pasa a ser un escalar de valor  la permitividad ele´ctrica del medio. Esta generalizacio´n, sin
embargo, la realizaremos considerando un medio iso´tropo que rodea al cilindro uniaxial que
hab´ıamos considerado anteriormente. Es decir, el medio iso´tropo se encuentra en r > R. Los
campos de las dos posibles polarizaciones se han cotejado satisfactoriamente con las referencias
[6, 7], y son:
E+ =
(
in
krr
H(1)n (krr)er −H ′(1)n (krr)eθ
)
eikzzeinθe−iωt, (22)
H+ =
1
g
(
kzH
′(1)
n (krr)er + i
nkz
krr
H(1)n (krr)eθ − ikrH(1)n (krr)ez
)
eikzzeinθe−iωt, (23)
E− =
1
g
(
ikzH
′(1)
n (krr)er −
nkz
krr
H(1)n (krr)eθ + krH
(1)
n (krr)ez
)
eikzzeinθe−iωt, (24)
H− = 
(
1
krr
H(1)n (krr)er + iH
′(1)
n (krr)eθ
)
eikzzeinθe−iωt, (25)
donde se ha denotado con un “+” los campos de polarizacio´n TE y con un “-” los de polarizacio´n
TM. Adema´s, en lugar de utilizar las funciones de Bessel de primera especie se han utilizado
las funciones de Hankel de primera especie (H
(1)
n ), pues para un medio que se extiende hasta el
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infinito y no incluye el origen son ma´s convenientes. Esto se debe a que hay que considerar una
combinacio´n lineal de Jn e Yn que decaiga cuando r → ∞ (condicio´n de radiacio´n, [8]) y esta
combinacio´n corresponde a H
(1)
n , que expl´ıcitamente es H
(1)
n = Jn+ iYn. Por u´ltimo, es necesario
tambie´n decir que k2r = g
2 − k2z .
As´ı, habiendo calculado las expresiones para los campos tanto dentro como fuera del cilindro
uniaxial, hay exigir que en la interfase entre ambos medios (r = R, ∀ z, θ, t) se cumplan
las condiciones de contorno caracter´ısticas de los campos electromagne´ticos [8]. Usaremos las
condiciones presentadas en las Ecs. (26),
er× (Ein −Eout) = 0,
er× (Hin −Hout) = js = 0,
(26)
donde js corresponde a la densidad de corriente en la superficie de la interfase, que es nula al ser
medios diele´ctricos. Estas expresiones nos proporcionan cuatro ecuaciones que sera´n utilizadas
para obtener los coeficientes de cada tipo de polarizacio´n en cada medio (in y out). Estas son,
er× (Ein −Eout) = 0, ⇒ Eθ,in = Eθ,out, Ez,in = Ez,out,
er× (Hin −Hout) = 0, ⇒ Hθ,in = Hθ,out, Hz,in = Hz,out.
(27)
Los campos ele´ctrico y magne´tico dentro y fuera del cilindro son una combinacio´n lineal de
las dos posibles polarizaciones. Los coeficientes de estas combinaciones se denotan por Ao y Ae
para las polarizaciones ordinaria y extraordinaria dentro, y A+ y A− para las TE y TM fuera.
As´ı pues, las ecuaciones que se infieren de las Ecs. (27) son:
Eθ,in = Eθ,out ⇒
−AoJ ′n(kroR)−Ae
nkz
gkreR
Jn(kreR) = −A+H ′(1)n (krR)−A−
nkz
gkrR
H(1)n (krR), (28)
Ez,in = Ez,out ⇒
Ae
⊥kre
‖g
Jn(kreR) = A−
kr
g
H(1)n (krR), (29)
Hθ,in = Hθ,out ⇒
Ao
inkz
gkroR
Jn(kroR) +Aei⊥J ′n(kreR) = A+
inkz
gkrR
H(1)n (krR) +A−iH
′(1)
n (krR), (30)
Hz,in = Hz,out ⇒
−Ao ikro
g
Jn(kroR) = −A+ ikr
g
H(1)n (krR). (31)
La solucio´n a estas ecuaciones ((28), (29), (30), (31)), adema´s de la solucio´n trivial (Ao = Ae =
7
A+ = A− = 0), proviene de resolver el siguiente determinante e igualarlo a cero (Ec. (32)).∣∣∣∣∣∣∣∣∣∣
J ′n(kroR)
nkz
gkreR
Jn(kreR) −H ′(1)n (krR) − nkzgkrRH
(1)
n (krR)
0 ⊥kre‖
Jn(kreR) 0 −krH(1)n (krR)
nkZ
gkroR
Jn(kroR) ⊥J ′n(kreR) − nkzgkrRH
(1)
n (krR) −H ′(1)n (krR)
kroJn(kroR) 0 −krH(1)n (krR) 0
∣∣∣∣∣∣∣∣∣∣
= 0 (32)
Expandiendo este determinante y simplificando la expresio´n apropiadamente, se obtiene la
relacio´n de dispersio´n del sistema estudiado, que ya hab´ıa sido obtenida hace algo ma´s de
cincuenta an˜os en [9]:
FH(n,R, kz) =
(
J ′n(kreR)
kreRJn(kreR)
− H
′(1)
n (krR)
‖krRH
(1)
n (krR)
)(
J ′n(kroR)
kroRJn(kroR)
− H
′(1)
n (krR)
krRH
(1)
n (krR)
)
− n
2k2z
g2R4‖
(
1
k2ro
− 1
k2r
)2
= 0.
(33)
Llegados a este punto es conveniente recordar que k2r = g
2 − k2z , k2ro = ⊥g2 − k2z y
k2re =
‖
⊥ (⊥g
2− k2z) = ‖⊥k2ro, pues son para´metros con los que trabajaremos habitualmente y es
importante tener claro en todo momento que´ forma tienen.
2. Aproximacio´n cilindro → plano
En el l´ımite cuando R→∞ es de esperar que la relacio´n de dispersio´n del cilindro coincida
con la de la superficie plana ([3, 10]). En lo que sigue estudiaremos matema´ticamente este l´ımite
y comprobaremos si se recupera el resultado para el plano. La relacio´n de dispersio´n para las
ondas Dyakonov en el plano [3] es,
Fplano(kz, ky) = qxo(qx + qxo)(qxqxe⊥ + q2xo)k
2
z − perp(qx + qxe)(qxo+ qx⊥)k2y = 0, (34)
donde q2x = k
2
z + k
2
y − g2, q2xo = k2z + k2y − ⊥g2 y q2xe = ‖⊥k2z + k2y − ‖g2. Tanto qx como qxo y
qxe toman valores puramente reales. Las ondas Dyakonov en el plano decaen exponencialmente
en la direccio´n x (perpendicular al plano de la interfase) y se propagan por el plano YZ por lo
que estas expresiones para qx, qxo y qxe son va´lidas, pues los nu´meros de onda son realmente
iqx, iqxo y iqxe [3].
As´ı pues, la aproximacio´n que hay que considerar es que el radio del cilindro (R) sea muy
grande y que, a su vez, n sea ma´s grande que kiR, donde ki = kr, kro, kre. Para esto usaremos
las expansiones asinto´ticas de Debye [11] a orden 0, ya que nos permiten obtener una expresio´n
simplificada para las funciones de Bessel y de Hankel y por tanto, para la relacio´n de dispersio´n
del cilindro. Estas son:
Jn(z) ' e
n(tanhα−α)
√
2pin tanhα
, Yn(z) ' −e
n(α−tanhα)√
1
2pin tanhα
' −iH(1)n (z),
J ′n(z) '
√
sinh 2α
4pin
en(tanhα−α), Y ′n(z) '
√
sinh 2α
pin
en(α−tanhα) ' −iH ′(1)n (z),
(35)
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donde z = kir y α = asech(z/n). Las expansiones asinto´ticas de Debye son va´lidas siempre y
cuando n sea positivo y grande y α sea positivo, hecho que se cumple si z es positivo y z < n.
En una superficies plana, los modos Dyakonov esta´n de´bilmente ligados en la direccio´n per-
pendicular al plano [3], esto implica que kr  ky, con ky 6= 0. Como se vera´ un poco ma´s
adelante, ky da cuenta de n/R. Si nos situamos cerca de la superficie cil´ındrica, r ' R, lo cual
nos permite llegar a n krR ' krr. Esto justifica el uso de las expansiones de Debye, pues nos
encontramos en un rango va´lido de uso siempre y cuando nos situemos cerca de la superficie
cil´ındrica (r ' R). Conviene remarcar tambie´n que en esta aproximacio´n se tiene lo que se ha
presentado en la Ec. (35): Yn(z) ' −iH(1)n (z). Tambie´n es destacable que tanto el te´rmino de
Yn(z) como el de su derivada son mucho mayores que los de Jn(z) (en el rango de valores que se
considera), aunque los cocientes J ′n(z)/Jn(z) y Y ′n(z)/Yn(z) s´ı que son comparables, hecho que
se ha comprobado nume´ricamente pero que carece de intere´s mostrarlo. Como se puede suponer,
lo que realmente nos interesa de momento son estos cocientes pues la relacio´n de dispersio´n de-
pende de ellos. As´ı pues, es u´til calcularlos antes de pasar a simplificar la relacio´n de dispersio´n:
J ′n(z)
Jn(z)
=
√
sinh (2α)2pin tanhα
4pin
= sinhα =
√
n2
z2
− 1, (36)
Y ′n(z)
Yn(z)
=
H
′(1)
n (z)
H
(1)
n (z)
= −
√
sinh (2α)pin tanhα
2pin
= − sinhα = −
√
n2
z2
− 1. (37)
Aqu´ı se ha utilizado que sinh (asech(x)) =
√
1−x
1+x
(1+x)
x , adema´s de algunas propiedades de las
funciones hiperbo´licas, para obtener una expresio´n ma´s sencilla.
Ahora, introduciendo las Ecs. (36) y (37) en la Ec. (33) se obtiene,
FDebye(n,R, kz) =
(
1
kreR
√
n2
k2reR
2
− 1 + 
‖krR
√
n2
k2rR
2
− 1
)(
1
kroR
√
n2
k2roR
2
− 1 + 1
krR
√
n2
k2rR
2
− 1
)
− n
2k2z
g2R4‖
(
1
k2ro
− 1
k2r
)2
= 0,
(38)
donde, si consideramos que ky = n/R, podemos escribir
FDebye(ky, kz) =

√
k2y − k2re
k2re
+

√
k2y − k2r
‖k2r

√
k2y − k2ro
k2ro
+
√
k2y − k2r
k2r

− k
2
yk
2
z(k
2
r − k2ro)2
g2‖k4rok4r
= 0.
(39)
La consideracio´n de ky = n/R es sutil pues si consideramos que el cilindro ha sido apro-
ximado a un plano podemos entender que kz sigue haciendo referencia a la direccio´n a la que
hac´ıa referencia en el caso del cilindro, los diferentes “kr” se refieren a la direccio´n normal al
plano y es la direccio´n angular caracterizada por n la que pasa a referirse a la direccio´n per-
pendicular a z pero contenida en el mismo plano. Se requiere adema´s que las unidades sean las
adecuadas por lo que se divide por R. Es por esta definicio´n para ky el porque´ hab´ıamos es-
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crito kz y ky en la Ec. (34), para que tanto FDebye como Fplano dependan de las mismas variables.
Como puede apreciarse al comparar la relacio´n de dispersio´n de los modos Dyakonov en
el plano (Ec. (34)) con esta Ec. (39), no coinciden. Sin embargo, podemos realizar una re-
presentacio´n de las combinaciones de valores de kz y ky que satisfacen la relacio´n de dis-
persio´n del plano (Ec. (34)) por un lado y la relacio´n de dispersio´n del cilindro aproximado
a plano (Ec. (39)) por otro para ver si estas s´ı coinciden. Esto se muestra en la Fig. (2).
Figura 2: Solucio´n a la relacio´n de dispersio´n
(kz(ky)) de los modos Dyakonov (en rojo) y para
nuestro sistema cil´ındrico una vez realizada la apro-
ximacio´n a un plano (en azul).
La Fig. (2) se ha obtenido conside-
rando  = 1.8, ⊥ = 1 y ‖ =
5, ya que estos son los valores que se
trataron en el art´ıculo de referencia [3].
Adema´s, se han normalizado los nu´me-
ros de ondas al valor del nu´mero de
ondas en vac´ıo, esto es, g = 1. En
lo que resta de memoria, estos cuatro
para´metros se mantendra´n con estos valo-
res.
As´ı pues, la concordancia total de ambas
curvas supone la confirmacio´n de que la rela-
cio´n de dispersio´n obtenida recupera el resul-
tado de [3] en el l´ımite adecuado. Las solucio-
nes que satisfacen la Ec. (34) son las mismas
que las que satisfacen la Ec. (39), aunque ambas expresiones no coincidan.
3. Bu´squeda de una solucio´n
Una vez realizada la comprobacio´n anterior podemos pasar a estudiar propiamente la rela-
cio´n de dispersio´n del cilindro. Lo que realmente nos va a interesar va a ser encontrar los valores
de kz tales que esta relacio´n de dispersio´n se cumpla y tengamos as´ı una solucio´n del sistema.
Dado que ky en realidad simplemente da cuenta de n y R, podemos fijar tanto el radio del
cilindro como n y centrarnos en el estudio en funcio´n de kz, que a su vez determinara´ kr, kro y
kre, nu´meros de onda que describira´n co´mo se comportan las ondas de nuestra solucio´n tanto
dentro del cilindro como fuera de e´l.
Para llevar a cabo un primer acercamiento a la bu´squeda de soluciones, tomaremos n = 200 y
R = 175. Dada la normalizacio´n de g = 1, R = 175 supone un radio de (175/2pi)λ ' 30λ, treinta
veces la longitud de onda, es decir, un radio grande. Estos valores de n y R se mantendra´n a lo
largo de esta seccio´n y de la Seccio´n (4).
Por supuesto, para este caso nos olvidamos de las expansiones asinto´ticas de Debye puesto
que vamos a usar la relacio´n de dispersio´n general. Sin embargo, un hecho importante que nos
va a permitir realizar un primer ana´lisis ma´s sencillo es que Yn(z) y Y
′
n(z) siguen siendo mucho
mayores que Jn(z) y J
′
n(z) para el n y el R escogidos y para el kr, que es el te´rmino del que
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depende las funciones de Bessel de segunda especie. Por esto, podemos simplificar los te´rminos
de las funciones de Hankel de la Ec. (33) segu´n
H
′(1)
n (krR)
H
(1)
n (krR)
=
J ′n(krR) + iY ′n(krR)
Jn(krR) + iYn(krR)
=
Y ′n(krR)
Yn(krR)
· 1− iJ
′
n(krR)/Y
′
n(krR)
1− iJn(krR)/Yn(krR) '
Y ′n(krR)
Yn(krR)
, (40)
pues el resto de te´rmino son mucho ma´s pequen˜os en el rango de estudio. Si implementamos
esto en la Ec. (33) la relacio´n de dispersio´n que queda es
FY (n,R, kz) =
(
J ′n(kreR)
kreRJn(kreR)
− Y
′
n(krR)
‖krRYn(krR)
)(
J ′n(kroR)
kroRJn(kroR)
− Y
′
n(krR)
krRYn(krR)
)
− n
2k2z
g2R4‖
(
1
k2ro
− 1
k2r
)2
= 0.
(41)
El primer ana´lisis que se mencionaba anteriormente consiste en representar el valor absoluto
de FY y de Fplano respecto kz, y observar co´mo var´ıa la forma de estas funciones. Lo que se
busca entonces son las soluciones para la relacio´n de dispersio´n, es decir, los ceros de las Ecs.
(34) y (41). Esto se muestra en la Fig. (3a).
(a) Representacio´n del valor absoluto de las relacio-
nes de dispersio´n frente a kz, sin haber eliminado los
ceros espurios. En azul se observa |FY (kz)| y en rojo
|Fplano(kz)|.
(b) Representacio´n del valor absoluto de las rela-
ciones de dispersio´n frente a kz, habiendo eliminado
los ceros espurios. En azul se observa |FY (kz)| y en
rojo |Fplano(kz)|.
Figura 3
Nos centramos ahora en la Fig. (3a). Para valores bajos de kz se observa una serie de oscila-
ciones de |FY | entorno al valor de |Fplano|. Estas se puede asociar a ondas de tipo propagante,
que oscilan tanto dentro como fuera del cilindro. Es decir, son soluciones propagantes, que lo´gica-
mente no aparecen en el caso del plano puesto que no hay medio “interno” para que se propaguen
y solo aparecen cuando pueden ser guiadas a trave´s del cilindro. Sin embargo, cuando nos des-
plazamos hacia kz mayores, a partir de kz ' 0.85, se observa un cambio radical en la forma
de los ceros de las relaciones de dispersio´n. Pasan de aparecer de forma oscilante a presentarse
individualmente para unos kz concretos. Estas ondas se denominan evanescentes y se caracte-
rizan por decaer exponencialmente con la coordenada radial dentro y fuera del cilindro, hecho
que se estudiara´ en profundiad ma´s adelante. Aunque estrictamente hablando no son ondas
evanescentes pues u´nicamente decaen de esta forma en una regio´n muy cercana de la superficie
del cilindro; despue´s, pasan a propagarse. El primer cero de FY que aparece se encuentra en
kYz ' 0.8664, valor ligeramente menor que la solucio´n que presenta Fplano, hecho que no deber´ıa
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de ser sorprendente, pues son superficies distintas. Sin embargo, el siguiente que aparece es en
kz = 1, que coincide exactamente con el cero de Fplano. Esto nos lleva a pensar que corresponde
a una solucio´n espuria, una solucio´n debida a estar multiplicando por un factor comu´n que se
anula en kz a toda la expresio´n. Para finalizar, aparece un u´ltimo cero en kz ' 1.34, el cual
asociamos de nuevo a una solucio´n espuria por la misma razo´n que el anterior. De hecho, ambos
ceros espurios de FY pueden eliminarse simplemente dividiendo por k
2
ro y k
2
r , respectivamente.
Esto se muestra en la Fig. (3b).
De momento vamos a pasar por alto el hecho de que es a partir de un kz concreto cuando
aparecen las soluciones correspondientes a ondas evanescentes, pues ma´s adelante realizaremos
un ana´lisis ma´s exhaustivo de este feno´meno (Seccio´n (5)) y daremos una explicacio´n.
Todo este primer ana´lisis nos ha permitido averiguar que´ tipo de soluciones van a aparecer y
en que´ rango de kz estara´n. Ahora bien, es importante no olvidarse de que la relacio´n de disper-
sio´n con la que esta´bamos trabajando es una aproximacio´n. Obtener la verdadera solucio´n a nues-
tro sistema pasa por considerar la relacio´n de dispersio´n de la Ec. (33) y encontrar el cero de esta.
Figura 4: Representacio´n tanto de FY (en azul) co-
mo de |FH |, Re(FH) y Im(FH) (en rojo) frente a kz.
Conviene destacar que FY es puramente real pero se
representa con l´ınea continua para que pueda apre-
ciarse en la figura. Se utiliza la l´ınea gris para situar
visualmente el cero y la l´ınea verde para localizar la
solucio´n de FY .
Antes de pasar a intentar encontrar el
cero de FH , podemos representar tanto FH
como FY en el entorno de k
Y
z (la solu-
cio´n para FY ) para ver si se nos ocu-
rre alguna forma sencilla de inferir kHz a
partir de kYz . Esto se muestra en la Fig.
(4).
Tal y como se observa, |FH | se aproxi-
ma a cero pero no exactamente, ya que no
se aprecia el corte como s´ı ocurre para FY .
Esto nos hace plantearnos que quiza´s el kHz
tal que FH(k
H
z ) = 0 simplemente sea una pe-
quen˜a perturbacio´n de kYz , es decir, k
H
z = k
Y
z +
δkz. Por tanto, si definimos ∆F = FH − FY
asumiendo que ∆F es pequen˜o y por tan-
to ∆F (kHz ) ' ∆F (kYz ), y si recordamos que
FY (k
Y
z ) = 0, podemos escribir:
FH(k
H
z ) = 0 = FY (k
H
z ) + ∆F (k
H
z )
= FY (k
Y
z ) + F
′
Y (k
Y
z ) δkz + ∆F (k
Y
z )
= F ′Y (k
Y
z ) δkz + ∆F (k
Y
z ).
(42)
As´ı, la variacio´n en el nu´mero de ondas queda,
δkz = −∆F (k
Y
z )
F ′Y (kYz )
, (43)
donde F ′Y (k
Y
z ) hace referencia a la derivada de la funcio´n FY evaluada en k
Y
z . Esta derivada se
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ha calculado a trave´s del Teorema del Valor Medio segu´n
F ′Y (k
Y
z ) =
FY (k
Y
z + δ/2)− FY (kYz − δ/2)
δ
, (44)
donde δ es un valor tal que FY se comporta linealmente en ese entorno, en este caso, δ = 10
−7.
Con todo esto, la variacio´n en el nu´mero de ondas es δkz = 4.6 · 10−14 + i4 · 10−8 ' i4 · 10−8.
Uno podr´ıa pensar que dado el orden de magnitud de la solucio´n para FY (k
Y
z = 0.8664269) esta
variacio´n ser´ıa irrelevante, pero nada ma´s lejos de la realidad. Esta correccio´n a kYz es pra´ctica-
mente imaginaria, hecho que tiene consecuencias matema´ticas importantes.
Podemos afirmar que kHz es un cero de la relacio´n de dispersio´n FH si obtenemos un valor
mucho menor que el que obten´ıamos cuando en la Fig. (4) calcula´bamos |FH(kYz )|. Este valor
era |FH(kYz )| = 6 · 10−7, mientras que al an˜adir la variacio´n δkz se obtiene |FH(kHz )| = 4 · 10−12.
Se presenta pues que a trave´s de una pequen˜a perturbacio´n en el nu´mero de ondas solucio´n de
FY somos capaces de encontrar los ceros de la relacio´n de dispersio´n FH , ya que una reduccio´n
de cinco o´rdenes de magnitud supone una mejora notable de la solucio´n.
Antes de analizar que´ tipo de ondas producen esta solucio´n es conveniente darse cuenta de
que la definicio´n de kr, kro y kre hace que estas tomen dos posibles valores: el valor positivo de
la ra´ız cuadrada o el valor negativo. Por otro lado, han de cumplirse las condiciones de contorno
de radiacio´n, es decir, los campos han de anularse en el infinito. Dada la expansio´n asinto´tica de
la funcio´n de Hankel de primera especie en el infinito [11], la parte imaginaria de kr ha de ser
Im(kr) ≥ 0 para que esta condicio´n de contorno se cumpla. Lo mismo ha de ocurrir para kro y
kre, pues pese a que estas van con la funcio´n de Bessel de primera especie, son independientes
del radio del cilindro R y de n, y en la aproximacio´n a un plano se tendr´ıa que recuperar la
anulacio´n de los campos en el infinito. As´ı pues, tambie´n se tendr´ıa que cumplir que Im(kro) ≥ 0
y Im(kre) ≥ 0. Se dice que si estas condiciones para la parte imaginaria del nu´mero de ondas se
cumplen nos encontramos en la hoja de Riemann propia, la cual tiene modos f´ısicos y cumple las
condiciones de contorno de radiacio´n [12]. En las hojas impropias se puede satisfacer la relacio´n
de dispersio´n pero las soluciones no cumplen las condiciones de radiacio´n(Im(ki) < 0), por lo
tanto, corresponden a modos que no se pueden excitar aisladamente.
Aun con todo, estos modos impropios s´ı que tienen relevancia. Si tenemos un fuente loca-
lizada, por ejemplo puntual, capaz de excitar estos modos, hay que calcular las integrales de
Sommerfeld, una ardua tarea que requiere de te´cnicas de integracio´n en el plano complejo y que
puede desembocar en el uso de las deformaciones de los contornos y de cambios en las hojas de
Riemann, donde cobran relevancia nuestras soluciones [13]. La deformacio´n de estos contornos
se lleva a cabo de forma conveniente, dependiendo de r y z. Esto produce un rango de valores
de r y z tales que el campo decae y no diverge como cabr´ıa esperar por la parte imaginaria de
kr, pues el decaimiento debido a la dependencia del campo con kz domina (ya que kz s´ı que
presenta parte imaginaria positiva). Esto permite adema´s definir un a´ngulo cr´ıtico, que depende
de las partes imaginarias de kr y de kz, para el cual el campo decae y se tiene pues un modo
ligado a la superficie. A este tipo de ondas, resultado de las soluciones en las hojas de Riemann
impropias, se las denomina Leaky waves [12, 13].
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Si exigimos pues que las partes imaginarias de kr, kro y kre sean positivas para tener solu-
ciones pertenecientes a la hoja propia de Riemann obtenemos que no existen soluciones de este
tipo. Esto tiene una consecuencia clara y es que los modos Dyakonov no existen en superficies
cil´ındricas como la estudiada aqu´ı. Sin embargo, si relajamos la condicio´n de radiacio´n y permi-
timos que las partes imaginarias de kr, kro y kre puedan ser negativas s´ı que existe solucio´n y
se obtienen los siguientes valores:
kr(k
H
z ) = 1.02435562− 4 · 10−8i,
kro(k
H
z ) = 0.49930396− 8 · 10−8i,
kre(k
H
z ) = 1.11647759− 1.7 · 10−7i.
(45)
Estos nu´meros de onda que s´ı que cumplen la relacio´n de dispersio´n, aunque no la condicio´n
de radiacio´n, corresponden pues a modos de la hoja impropia de Riemann. De ahora en adelan-
te, para diferenciar estas soluciones impropias denotaremos a la relacio´n de dispersio´n con un
super´ındice “-”, F−H , que designa que la parte imaginaria de kr, kro y kre es negativa.
4. Campos electromagne´ticos
Una vez obtenida una explicacio´n satisfactoria de la solucio´n a la relacio´n de dispersio´n
presentada en la Ec. (33), podemos preguntarnos co´mo se comportan las componentes de los
campos ele´ctrico y magne´tico cuando nos movemos en la coordenada radial. Para ello, por
supuesto, usaremos la solucio´n a la relacio´n de dispersio´n kHz . La comprobacio´n de que las
componentes de los campos se comportan de la manera correcta va a consistir en demostrar que
las condiciones de contorno de la Ec. (26) se cumplen. Adema´s, mostraremos tambie´n co´mo Er
no es continua en r = R mientras que Dr s´ı que lo es, resultado proveniente de otra condicio´n de
contorno t´ıpica de las ondas electromagne´ticas pero que no se considero´ para obtener la relacio´n
de dispersio´n. Esta es,
er · (Din −Dout) = σs = 0, (46)
donde σs hace referencia a la densidad de carga superficial en la superficie que, al estar trabajando
con medios diele´ctricos, es nula. Esta relacio´n nos permite obtener una ma´s expl´ıcita:
Dr,in = Dr,out, ⇒ Er,in 6= Er,out. (47)
Antes de representar los campos y demostrar as´ı el cumplimiento de las condiciones de
contorno, es necesario dotar de un valor nume´rico a las constantes Ao, Ae, A+ y A−. Se eligen
los siguientes, tales que los campos toman un valor razonable (∼ 1 en r = R):
Ao =
−1
kroJn(kroR)
, A+ =
kroJn(kroR) ·Ao
krH
(1)
n (krR)
,
Ae =
krH
(1)
n (krR) · (H ′(1)n (krR) ·A+ − J ′n(kroR) ·Ao)
nkz
kreR
Jn(kreR) · krH(1)n (krR)− nkzkrRH
(1)
n (krR) · kre⊥‖ Jn(kreR)
,
A− =
kre⊥
‖
Jn(kreR)
krH
(1)
n (krR) ·Ae
.
(48)
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Con esta normalizacio´n, se muestran las componentes Eθ, Ez, Hθ y Hz en la Fig. (5).
Figura 5: Representacio´n respecto de la coordenada radial del mo´dulo de Eθ (arriba, izquierda), Ez
(abajo, izquierda), Hθ (arriba, derecha) y Hz (abajo, derecha). Las l´ıneas verticales azules marcan el
radio del cilindro, donde las componentes se han de empalmar y presentar continuidad (r = 175).
A la vista de la gra´fica se observa perfectamente la continuidad de las cuatro componentes
representadas, tal y como se preve´ıa. Adema´s, se aprecia tambie´n el decaimiento que sufren
todas ellas cuando disminuimos o aumentamos r lo suficiente.
Ahora, podemos presentar las gra´ficas que muestren las relaciones expresadas en la Ec. (47).
Estas son las Figs. (6a) y (6b).
(a) Representacio´n del mo´dulo de Er respecto a
la coordenada radial. Se muestra tambie´n incrus-
tada esta misma magnitud en un rango de r ma´s
pequen˜o, para as´ı facilitar su apreciacio´n. La l´ınea
azul hace de sen˜alizador de r = 175.
(b) Representacio´n del mo´dulo de Dr respecto a
la coordenada radial. Se muestra tambie´n incrus-
tada esta misma magnitud en un rango de r ma´s
pequen˜o, para as´ı facilitar su apreciacio´n. La l´ınea
azul hace de sen˜alizador de r = 175.
Figura 6
Tal y como se aprecia en las partes incrustadas de las Figs. (6a) y (6b), la coordenada ra-
dial del campo ele´ctrico no es continua en r = R mientras que la coordenada radial del vector
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desplazamiento s´ı que lo es, como quer´ıamos demostrar. Estas comprobaciones son una prueba
ma´s de que la obtencio´n de la relacio´n de dispersio´n se ha llevado a cabo de forma correcta.
Aun podemos seguir extrayendo resultados del ana´lisis de los campos ele´ctrico y magne´tico.
Se aprecia tanto en la Fig. (5) como en las Figs. (6a) y (6b) que el decaimiento de las componentes
de los campos en r > R es muy similar. Por centrarnos en uno de ellos, escogemos la componente
radial del campo ele´ctrico (Er). Dado que Er en esta regio´n viene determinada a su vez por una
combinacio´n lineal de E+r y E
−
r , tomamos a consideracio´n el te´rmino de E
+
r , pues es mayor que
E−r en este rango y porque su dependencia con la funcio´n de Hankel de primera especie es ma´s
sencilla, E+r ∼ H(1)n mientras que E−r ∼ H ′(1)n . La forma de esta funcio´n es:
E+r (r) =
1
f
· −1
krH
(1)
n (krR)
· in
krr
H(1)n (krr), (49)
donde f = 1.077 y simplemente es un factor de normalizacio´n para que E+r (r = R) = 1. El
segundo te´rmino corresponde a A+ y el tercero a la dependencia con la funcio´n de Hankel. Una
representacio´n de este te´rmino se muestra en la Fig. (7).
Figura 7: Representacio´n de |E+r | (negro), Re(E+r )
(rojo) y Im(E+r ) (azul) en un amplio rango de r.
En la Fig. (7) se observa un ra´pi-
do decaimiento seguido de una oscila-
cio´n cuyo mo´dulo tambie´n va disminuyen-
do.
El ana´lisis del decaimiento se va a rea-
lizar estudiando un rango de valores de la
coordenada radial cercano al radio del cilin-
dro a trave´s de dos aproximaciones diferen-
tes.
La primera aproximacio´n que se conside-
rara´ sera´ sustituir la funcio´n de Hankel de primera especie (H
(1)
n ) por su homo´nima usando las
expansiones asinto´ticas de Debye [11]: H
(1),D
n = JDn + iY
D
n . Para ello se usara´n los resultados
presentados en la Ec. (35). De tal manera, la funcio´n que se representara´ se denotara´ por el
super´ındice D y es:
E+,Dr (r) =
1
f
· −1
krH
(1)
n (krR)
· in
krr
(JDn (krr) + iY
D
n (krr)). (50)
La segunda aproximacio´n que se llevara´ a cabo consistira´ en representar el decaimiento t´ıpico
de una onda cil´ındrica evanescente, correspondiente a aproximar la expansio´n asinto´tica de la
funcio´n de primera especie de Hankel en el rango de r cercano a R [4]. La expresio´n a representar
se denotara´ por el super´ındice E y es:
E+,Er (r) =
A√
r3
e−k˜rr, (51)
donde A es una constante de normalizacio´n, que dada la condicio´n de que E+r (r = R) = 1
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es A =
√
R3ek˜rR. Y el nu´mero de ondas que aqu´ı se considera no es exactamente kr sino
k˜2r = (n/R)
2 + k2z − g2.
La justificacio´n de estas aproximaciones se realizara´ posteriormente, junto al ana´lisis de la
figura donde se presentan todas estas expresiones. Esto se muestra en la Fig. (8).
Figura 8: Representacio´n de E+r y de sus aproximaciones respecto de la coordenada radial. En rojo se
muestra el valor absoluto de la parte real de E+r y en azul de la parte imaginaria. En magenta y en cian,
el ana´logo para la aproximacio´n de las expansiones asinto´ticas de Debye, respectivamente. En verde se
presenta la aproximacio´n exponencial. En negro el valor absoluto de E+r sin aproximaciones. Tambie´n se
muestra incrustado un acercamiento de la regio´n de r ' R.
Como ya se adelantaba antes, se busca dar una interpretacio´n de las aproximaciones reali-
zadas y extraer consecuencias de lo obtenido gra´ficamente.
Para la aproximacio´n que toma las expansiones asinto´ticas de Debye (magenta y cian) se
obtiene un ajuste impecable hasta r ' 194. Esto se explica recordando la condicio´n de validez
para las expansiones, n > krr. En este caso n = 200 y kr ' 1.024, aunque tiene una pequen˜a
componente imaginaria, en cualquier caso despreciable para este razonamiento. Se obtiene pues
que esta aproximacio´n es va´lida para r < n/kr ' 195, valor muy similar al que se observa en
la Fig. (8) y por tanto satisfactorio. La motivacio´n para comprobar esta aproximacio´n reside
en la sencillez de ca´lculo que supone obtener las funciones de Bessel de primera y segunda es-
pecie en este rango de valores de sus para´metros a trave´s de las expansiones asinto´ticas de Debye.
En segundo lugar, para la aproximacio´n exponencial, se aprecia en la Fig. (8) que la con-
cordancia con la curva correspondiente a |E+r | enseguida desaparece. Por esto, es conveniente
realizar un acercamiento de la zona donde parece que aun se comporta adecuadamente la aproxi-
macio´n. Este acercamiento se muestra incrustado en la Fig. (8). Se observa que la aproximacio´n
exponencial es relativamente buena hasta r ' 176. Ciertamente, es un rango de validez pequen˜o
pero la explicacio´n de esto es muy sencilla. Ya se hab´ıa adelantado que a trave´s de esta aproxi-
macio´n se quer´ıa observar si el decaimiento t´ıpico de una onda cil´ındrica evanescente era va´lido
en alguna regio´n de la coordenada radial, y as´ı se ha visto. Esto constata que si nos acercamos
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lo suficiente al cilindro (r → R+), lo que realmente observamos es una superficie plana y por
tanto, la onda cil´ındrica que ah´ı se tiene se comporta en consecuencia. Es por esto que el nu´mero
de ondas que se hab´ıa considerado no era kr, sino k˜r. Este k˜r es el nu´mero de ondas utilizado
en la Seccio´n (2) para caracterizar las ondas Dyakonov en el plano, considerando ky = n/R.
Que sea este k˜r el que se ajuste en la regio´n r ' R esta´ en completo acuerdo con el hecho de
que un observador en estas distancias ve la superficie cil´ındrica como un plano. Para dotar de
una mayor confirmacio´n a este resultado se realizaron simulaciones aumentando tanto n como
el radio R, obteniendo como resultado que el rango de valores de r para los que se compor-
taba bien la aproximacio´n exponencial aumentaba, como es lo´gico. Sin embargo, se ahorra la
representacio´n de estas gra´ficas pues son de apariencia similar a la Fig. (8) y resultar´ıa repetitivo.
Una vez estudiada la regio´n cercana al cilindro, podemos pasar a analizar la zona en la que se
observaban oscilaciones en la Fig. (7). Ma´s concretamente, nos interesa saber que´ ocurre cuando
nos alejamos lo suficiente del cilindro. Un observador situado en r → ∞ ver´ıa al cilindro como
una fuente puntual, lo cual puede analizarse matema´ticamente. Esta situacio´n es equivalente
a que r sea muy grande, condicio´n bajo la cual pueden realizarse ciertas simplificaciones en la
funcio´n de Hankel de primera especie para obtener una expresio´n ma´s sencilla. En [4] se presenta
una forma general de expandir en potencias la funcio´n de Hankel de intere´s. En el l´ımite en el
que r  n2/kr ' 2002/1.024 ' 4 · 104 la expresio´n para la aproximacio´n del campo es
E+r (r) =
1
f
· −1
krH
(1)
n (krR)
· in
krr
·
√
2
pikrr
ei(krr−
pi
2
(n+ 1
2
)), (52)
donde el u´ltimo te´rmino corresponde a la expansio´n de H
(1)
n (krr) en el l´ımite tratado. La expre-
sio´n general respecto a la que se compara corresponde a la Ec. (49). Para asegurarnos de estar
en un rango adecuado de trabajo nos situamos en r ∼ 4 · 106. Esto se muestra en la Fig. (9),
Figura 9: Representacio´n del mo´dulo de las partes
real e imaginaria de E+r (rojo y azul) y de la simpli-
ficacio´n exponencial (magenta y cian).
donde se aprecia la perfecta concordan-
cia entre ambas expresiones. Observando
las oscilaciones y fija´ndose en el orden
de magnitud de E+r , se concluye que las
oscilaciones que se vislumbraban ya en
la Fig. (7) han continuado disminuyendo
en mo´dulo y los periodos se han ajusta-
do hasta llegar a lo que aqu´ı se presen-
ta.
As´ı pues, podemos confirmar que el com-
portamiento de las ondas que ve un observa-
dor lo suficientemente alejado del cilindro es el
t´ıpico de una fuente puntual, como quer´ıamos
demostrar.
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5. Bu´squeda de soluciones
Como se ha visto en la Seccio´n (3), el me´todo utilizado para obtener el cero de la relacio´n
de dispersio´n F−H consist´ıa en llevar a cabo perturbaciones a partir de la solucio´n de la relacio´n
de dispersio´n FY . En principio, este me´todo nos ha reportado resultados satisfactorios por lo
que vamos a probar con otro valor para el radio del cilindro y ver si estos buenos resultados
persisten. El radio escogido es R = 216 y los resultados obtenidos a trave´s de este me´todo son:
kYz = 0.976973 ⇒ δkz = 0.006937 + 0.018459i ⇒ kHz = 0.983910 + 0.018459i,
|F−H (kYz )| = 0.0099, |F−H (kHz )| = 0.0153.
(53)
Se aprecia que, tanto del hecho de que δkz es mucho mayor de lo que hab´ıa sido en el caso de
R = 175 como de que |F−H (kHz )| > |F−H (kYz )|, el me´todo ya no produce resultados aceptables. Por
esto, es necesario plantear otro modelo que para los casos “malos” como este nos siga extrayendo
soluciones correctas.
El me´todo se denomina “Me´todo del gradiente” y a efectos pra´cticos es igual que el me´todo
de perturbaciones pero de forma reiterada y con F−H en lugar de con FY , aunque s´ı que se parte
de la solucio´n de FY . Se puede ver como
F−H (k
H
z,i) = F
−
H (k
H
z,i−1) + F
′−
H (k
H
z,i−1) · δkz,i = 0 ⇒ δkz,i = −
F−H (k
H
z,i−1)
F ′−H (k
H
z,i−1)
, (54)
y esto se reintroduce tal que
kHz,i = k
H
z,i−1 + p · δkz,i. (55)
Este proceso se produce de forma reiterada un nu´mero de veces npasos, siendo p = 0.7 en
todos los pasos excepto en el u´ltimo, que es p = 1.0. i va desde 1 hasta npasos, siendo k
H
z,0 = k
Y
z .
As´ı pues, usando este me´todo para obtener los ceros de la relacio´n de dispersio´n se obtiene
una mejora muy notable. Tomando npasos = 8 + 1 (el +1 corresponde al paso en el que p = 1.0)
se obtiene:
kHz = 0.983610 + 0.006669i, |F−H (kYz )| = 0.0099, |F−H (kHz )| = 7 · 10−11, (56)
lo cual deja constancia de la gran mejora que supone este me´todo. En las Figs. (10a) y (10b) se
presenta una comparativa de ambos me´todos para los casos de R = 175 y R = 216. En negro se
muestra el me´todo perturbativo ba´sico, en azul el me´todo del gradiente con tan solo el paso de
p = 1.0 y en rojo el me´todo del gradiente con un mayor nu´mero de pasos.
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(a) Representacio´n de la parte imaginaria de kHz
frente a la parte real de este para R = 175.
(b) Representacio´n de la parte imaginaria de kHz
frente a la parte real de este para R = 216.
Figura 10
Si se atiende a las escalas de ambos ejes se observa como la diferencia entre las soluciones
encontradas a partir de los dos diferentes me´todos es mucho mayor para el caso de R = 216.
Este hecho encaja perfectamente con el resultado anterior de que el me´todo perturbativo no fun-
ciona para R = 216 mientras que para R = 175 proporciona un resultado razonablemente bueno.
As´ı pues, a partir de ahora utilizaremos este me´todo para obtener las soluciones a la relacio´n
de dispersio´n F−H usando k
Y
Z como semilla.
En la Seccio´n (3) ya adelanta´bamos que ser´ıa aqu´ı cuando analizar´ıamos el hecho de que es a
partir de un cierto valor de kz cuando los ceros que aparecen en la relacio´n de dispersio´n FY son
de nuestro intere´s. Esto es debido a que es a partir de este valor de kz que los nu´meros de onda
kr, kre y kro corresponden a ondas evanescentes. Sin embargo, no sera´n realmente kr, kre y kro
sino k˜r, k˜re y k˜ro las que nos permitan obtener este kz l´ımite, pues como se hab´ıa observado en
las Figs. (7) y (8), es en un pequen˜o rango de r pro´ximo a R en el que se produce el decaimiento y
corresponde pues a la situacio´n nombrada anteriormente de un observador cerca de la superficie
cil´ındrica vie´ndola como un plano. Las condiciones son pues
k˜r =
√
k2z + (n/R)
2 − g2 ∈ R ⇒ kz ≥
√
g2 − (n/R)2,
k˜ro =
√
k2z + (n/R)
2 − ⊥g2 ∈ R ⇒ kz ≥
√
⊥g2 − (n/R)2,
k˜re =
√
(‖/⊥)k2z + (n/R)2 − ‖g2 ∈ R ⇒ kz ≥
√
(⊥/‖)(‖g2 − (n/R)2).
(57)
Esto nos va a permitir abordar la bu´squeda de soluciones de FY , y por tanto de F
−
H , de una
forma ma´s automatizada. A lo que nos referimos con esta bu´squeda es a obtener las soluciones
para un amplio rango de n y R.
El procedimiento se puede resumir en: dado un n y un R se calculan los kz l´ımite de k˜r,
k˜re y k˜ro, y se obtiene pues el kz ma´s restrictivo para que todas las ondas sean evanescentes.
Una vez hecho esto, se procede a la obtenico´n de la solucio´n kYz de FY . Ahora, dado que lo que
buscamos es la automatizacio´n de este proceso, se realiza a trave´s del me´todo de biseccio´n, en
el que se va reduciendo el rango de kz en el que se encuentra el cero de FY hasta obtener un k
Y
z
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satisfactorio. El para´metro que caracteriza este proceso lo denominamos nbisec y corresponde al
nu´mero de bisecciones que se llevan a cabo antes de quedarnos con un valor de kz. Se nombra
aqu´ı porque se observara´ la mejora de las soluciones ante el aumento de este para´metro. Una vez
tenemos kYz podemos aplicar el me´todo del gradiente ya explicado para inferir k
H
z y comprobar
as´ı que |F−H (kHz )| = 0.
Para llevar a cabo una representacio´n de lo comentado arriba tomaremos n ∈ [0, 300] y
R ∈ (0, 400), con pasos de δR = 1 y, obviamente, δn = 1. Estudiaremos la solucio´n que aparece
para cada combinacio´n va´lida de estos. En las Figs. (11a) y (11b) se muestra una comparativa
para diferentes valores de nbisec y npasos.
(a) Representacio´n del orden de FY (k
Y
z ) (en azul),
F−H (k
Y
z ) (en rojo) y F
−
H (k
H
z ) (en verde) respecto el
ı´ndice de la solucio´n encontrada. Llevado a cabo con
nbisec = 20 y npasos = 0 + 1.
(b) Representacio´n del orden de FY (k
Y
z ) (en azul),
F−H (k
Y
z ) (en rojo) y F
−
H (k
H
z ) (en verde) respecto el
ı´ndice de la solucio´n encontrada. Llevado a cabo con
nbisec = 50 y npasos = 8 + 1.
Figura 11: Cada punto corresponde a la solucio´n para un n y un R en el rango anterior.
Comparando ambas figuras se aprecia la mejora en las soluciones al aumentar tanto nbisec
como npasos. Si se incrementa nbisec se observa como disminuye el orden de las soluciones encon-
tradas FY (k
Y
z ) = 0, e igualmente ocurre cuando se aumenta npasos para F
−
H (k
H
z ) = 0. Adema´s,
se aprecia tambie´n que para este u´ltimo caso, las soluciones que ya eran buenas permanecen
aproximadamente en el mismo orden de magnitud (casos “buenos”, como n = 200 y R = 175)
mientras que las que su orden de magnitud no era para nada aceptable mejoran considerable-
mente (casos “malos”, como n = 200 y R = 216).
Si queremos ver co´mo se comportan las soluciones concretamente podemos tomar varios
valores de n y estudiar kHz en funcio´n del n tomado y de los R que proporcionan solucio´n. Esto
se muestra en la Fig. (12). Se escogen 6 valores crecientes de izquierda a derecha de n y se
observan las partes real e imaginaria de la solucio´n kHz en funcio´n del radio R y de n. Se aprecia
que para un n dado, tanto la parte real como la parte imaginaria de kHz aumentan conforme
lo hace R, hecho que ya hab´ıamos visto cuando compara´bamos el caso n = 200 y R = 175 o
R = 216.
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Figura 12: (Arriba) Representacio´n de las partes real e imaginaria de kHz respecto de R para n =
50, 100, 150, 200, 250, 300, de izquierda a derecha. (Abajo) Representacio´n de las partes real e imaginaria
de kHz respecto de n para los R que presentan solucio´n para n = 50, 100, 150, 200, 250, 300.
Otra posibilidad es representar los radios para los que hay soluciones dado un n. Esto se
muestra en la Fig. (13).
Figura 13: Representacio´n de las combinaciones de R y n tales que existe solucio´n kHz para la relacio´n
de dispersio´n F−H .
La forma que presenta nos recuerda al rango de a´ngulos que forman z e y en [3] para el que
existen modos Dyakonov. Dado que ky da cuenta de la relacio´n entre n y R, esta figura podr´ıa
tener una interpretacio´n similar. Sin embargo, lo que ma´s nos llama la atencio´n de las Figs. (12)
y (13) es que para un n fijo, existen dos valores de R para los que ya no existen soluciones, uno
inferior y otro superior. Adema´s, se aprecia tambie´n que en ningu´n caso la parte real de kHz
supera la unidad.
Pensamos que un factor determinante en estas limitaciones es el me´todo de obtenico´n de
soluciones utilizado. Creemos que el uso de la solucio´n de FY como semilla para encontrar k
H
z
restringe en cierta manera los valores que puede tomar este kHz y no nos permite encontrar
soluciones va´lidas para radios mayores o menores dado un n, por ejemplo. Entonces, en lugar
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de utilizar como semilla la solucio´n de FY para cada bu´squeda de k
H
z se plantea usar k
Y
z una
u´nica vez, para un valor de n y R donde conozcamos que la solucio´n que genera el me´todo del
gradiente a partir de kYz es va´lida. Si fijamos n, la eleccio´n del radio R de partida se realiza tal
que R/n coincida con el valor de la bisectriz del a´ngulo que se forma en la Fig. (13). Tras obtener
este primer kHz , nos olvidamos de FY y de k
Y
z , y pasamos a tomar como semilla para el siguiente
radio R + δR este kHz del radio R. Este procedimiento puede realizarse satisfactoriamente si
se considera un δR adecuado, es decir, un δR que nos permita alcanzar la solucio´n para el
radio siguiente sin introducir errores debidos a estar una solucio´n muy alejada de la otra, pues
se sigue usando el me´todo del gradiente. As´ı pues, realizando reiteradamente este proceso se
consigue alcanzar la solucio´n para un R′ buscado, pudiendo ser mayor que el l´ımite obtenido
con el me´todo anterior. Cabe destacar tambie´n que este proceso puede realizarse con un δR < 0
y obtener as´ı soluciones para radios menores que el l´ımite inferior. Un ejemplo del uso de este
me´todo se muestra en las Figs. (14a) y (14b).
(a) Representancio´n del logaritmo del valor abso-
luto de F−H para un rango de combinaciones de kz
imaginario y kz real. En cada gra´fica se espec´ıfica
el n y el R utilizados. Se ha trabajado con n = 228
y R = 240.
(b) Representancio´n del logaritmo del valor abso-
luto de F−H para un rango de combinaciones de kz
imaginario y kz real. En cada gra´fica se espec´ıfica
el n y el R utilizados. Se ha trabajado con n = 228
y R = 295.
Figura 14
En la Fig. (14a) la solucio´n corresponde a la aglomeracio´n de l´ıneas de contorno que se
produce a la izquierda de kz = 1, aunque su observacio´n resulta dif´ıcil debido al grosor de estas
l´ıneas. Por otro lado, en la Fig. (14b) la solucio´n corresponde a, de la pareja de aglomeraciones
de l´ıneas de contorno que se tiene a la derecha de kz = 1, la de la izquierda. La de la derecha
es en realidad un polo, se tendr´ıa que ver en amarillo, pero el grosor de las l´ıneas de contorno
imposibilita esta apreciacio´n. Se observa como la solucio´n se va desplazando hacia valores ma´s
grandes, tanto reales como imaginarios conforme se aumenta el radio del cilindro. Atraviesa
incluso el valor Re(kHz ) = 1 que hab´ıamos visto que no se alcanzaba en la Fig. (12). Tambie´n se
aprecian las soluciones de ondas propagantes en la regio´n inferior izquierda de la Fig. (14b). En
esta misma figura el kz = 1 no corresponde a una solucio´n sino que ocurre lo mismo que en la
Fig. (14a), F−H diverge, pero no se ve porque lo tapa el sen˜alizador del eje. Cabe destacar que
para n = 228 se hab´ıa obtenido un radio ma´ximo de R = 248 con el me´todo anterior mientras
que ahora se encuentran soluciones para R = 295, sin suponer este siquiera un valor l´ımite. As´ı
pues, confirmamos que el me´todo de seguir el gradiente partiendo de kYz presenta limitaciones
y que una forma de evitarlas es utilizar el proceso reiterativo explicado anteriormente en el que
se usa la solucio´n kHz del radio anterior como semilla.
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Conclusiones
A lo largo de este Trabajo de Fin de Grado se ha abordado el problema de la aparicio´n
de modos localizados en la interfase cil´ındrica entre dos medios diele´ctricos, uno aniso´tropo y
otro iso´tropo. Para llevar a cabo este estudio se han utilizado tanto me´todos anal´ıticos como
nume´ricos. Anal´ıticamente se ha obtenido la relacio´n de dispersio´n del sistema y se han realizado
diversas aproximaciones, como las expansiones asinto´ticas de Debye. Por otro lado, nume´rica-
mente se han explorado los diferentes puntos de este trabajo, como la representacio´n de los
campos electromagne´ticos.
La aproximacio´n de la relacio´n de dispersio´n del cilindro a un plano ha sido satisfactoria,
confirmando as´ı la validez de esta y proporciona´ndonos un punto de partida para seguir avan-
zando. Tras esto, se ha llevado a cabo la bu´squeda de la solucio´n de la relacio´n de dispersio´n
para una caso concreto de n y R. Al centrarnos en la solucio´n que nos interesa, la correspondien-
te a ondas evanescentes, nos damos cuenta de que no corresponde a modos propios y que por
tanto, no existen modos Dyakonov en superficies cil´ındricas. Sin embargo, hemos encontrado
una solucio´n de los campos que, aunque no cumplen las condiciones de contorno en r → ∞,
siguen presentando intere´s pues los modos impropios a los que hace referencia constituyen un
herramienta u´til en los ca´lculos de excitaciones de modos a trave´s de fuentes localizadas. Este
tipo de ondas se denominan Leaky waves.
Cuando pasamos a estudiar el comportamiento de los campos electromagne´ticos en funcio´n
de la coordenada radial se obtuvieron varios resultados importantes. Se encontro´ que si nos si-
tua´bamos cerca de la superficie del cilindro se observaba un decaimiento t´ıpico de una superficie
plana, y que si nos aleja´bamos lo suficiente la situacio´n era similar a considerar el cilindro como
una fuente puntual. Para finalizar se refino´ y automatizo´ el me´todo de bu´squeda de soluciones,
que proporciona soluciones va´lidas pero presenta ciertas limitaciones.
Pese al amplio estudio que se ha llevado a cabo se han quedado en el tintero varios temas
interesantes que nos permitir´ıan continuar explorando este problema. Se podr´ıa excitar el siste-
ma con una fuente puntual, por ejemplo, y estudiar la excitacio´n de las Leaky waves que hemos
encontrado. Otra posibilidad ser´ıa caracterizar el comportamiento de los campos electromagne´ti-
cos en el interior del cilindro, pues simplemente se ha atendido a que decaen muy ra´pidamente.
En relacio´n a esto, habr´ıa que analizar tambie´n que´ sucede en el interior del cilindro cuando la
longitud t´ıpica de decaimiento es del orden del radio del cilindro. Tambie´n, como ya se adelan-
taba al encontrar las limitaciones del me´todo de bu´squeda, habr´ıa que explorar el rango en el
que aparecen soluciones cuando el me´todo de bu´squeda utilizado corresponde al uso de kHz como
semilla, y analizar el comportamiento de los campos electromagne´ticos en estas situaciones.
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