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This paper discusses the structure of solutions of the linear scalar difference 
equation x(t + h) = x(t) + f(t), and in part its relationship to the differential 
equation i(t) = f(t). It is shown that the structure of solutions of the difference 
equation is critically dependent on h. For example, given f periodic, there is 
a dense set of h’s for which there is not even a generalized periodic solution, 
no matter how smooth f is. Conditions on f for boundedness and uniform 
continuity of solutions are obtained and an example is presented to show 
that if f is almost periodic and the solution is bounded, the solution need not 
be almost periodic. 
We work with continuous olutions ofthe critical linear difference equation 
x(t + h) = x(t) +f(t). 
This equation is included in the type Bochner [l] considers, and his results 
showthat a solution Fof( 1)is almost periodic(A.P.)iffis A.P.and F is bounded 
and uniformly continuous. We investigate inthis paper boundedness and 
uniform continuity of solutions of(1) and give an example showing f A.P. 
and F bounded are not sufficient for F to be A.P. However, we are able to 
show that if f is periodic with period P and if there is a bounded solution of 
(l), then all solutions F of (1) are A.P. Further, in this case there is a P-periodic 
solution fl of (1). The techniques are highly dependent on the ratio P/h, in 
particular ifit is rational or irrational. We are able to investigate his depen- 
dency more decisively b allowing the solution to (1) to be a generalized 
function. 
Some of the motivation for studying (1) came from considering the simplest 
difference (Euler) analog of the differential equation 
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This analog is 
4 + 4 = 40 + b!(t). (3) 
Equation (2) arises in the standard critical pertubation theory for periodic 
differential equations. See the conclusion for further details. We had hoped 
to relate properties of solutions of these two equations, but the difference 
analog (3) is too dependent on h for any general relationships. However, 
boundedness of a solution of the difference equation implies boundedness of 
all solutions of the differential equation (2), which has further implications 
depending on g. 
It is clear that our results can be applied to the general critical linear 
scalar difference equation 
z(t + h) = e%(t) +J(t), 
where 01 is a real constant. For the change of variables 
x(t) = a(t) exp (- $) 
transforms this equation into (1). 
CONVENTIONS 
For most of this paper, all functions will be complex valued, continuous, 
and defined for all real t. A solution of (1) will be such a function which 
reduces (1) to an identity in t. In fact, the solutions of (1) can be denoted 
F(t + 7th) = F(t) + 2 f(t + n) (4) 
60 
where t, < t < t, + h. The primed sum in (4) indicates that the term with 
the largest index is omitted from the summation. It is the inverse operation 
to the difference operator in the same sense that integration is inverse to 
differentiation and enjoys the same additive properties. Specifically, if {ad} 
is a sequence defined for all integers 8 (positive and negative), then 
at = i 
n-1 
C at, 
C=m 
: 0, 
1 
m-1 
- g at 
if n>m 
if n=m 
‘3 if A < m. 
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Thus, for any integer k, 
It is clear that if F is continuous on [t,, , t, + h] and 
F(to + 4 = F&d + f&J, 
then (4) can be used to extend F to a continous olution of (1) on the entire 
real line. 
For a bounded continuous function [, defined for all t, we will use the sup 
norm, 
II 411 = -:::“p<m I WI * 
BOUNDEDNESS OF SOLUTIONS 
Any solution of the differential equation (2) is bounded if and only if for 
some M 
for all T. Obviously any solution of the difference equation is bounded if and 
only if the sum 
is bounded uniformly for all integers 71 and for all t in some interval, 
[t,, , to + h]. This condition is hard to relate to (5), but Theorem 1 gives an 
equivalent in terms of an integral, similar to (5). 
THEOREM 1. Any solution F of (1) is bounded if and only kf for some con- 
stant M, 
ll 
T  
o f 0) b(t) dt 1 d M 1; I C(t)1 dt (6) 
for all T and every (in..nitely smooth) h-periodic function $. In this case, 
(7) 
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Proof. If F is a solution of (1) and 4 is h-periodic, then 
= I h [F(t + T)$(t + T) -F(t)+(t)] dt. 0 
If 11 F 11 is finite, then 
j jh C(t) dt ( d j” [I W + TM@ + VI + I W WI1 dt 
0 0 
Q 2 II F II j” I WI 4 
0 
and M = 2\]F\I in (6). 
Conversely, suppose (6) holds. For each T and E > 0, there is an (infinitely 
smooth) h-periodic function 4 such that 
d(t) 2 0, for all t, 
s 
tfh 
4(4 dT = 1, for all t, t 
lF(T+~)-j~F(t+T)d(t+T)dt)~~. 
Such a 4 is an approximation to the periodic Dirac delta distribution (see [2]). 
Thus, using (8) and the properties of 4, 
1F(T+;)/GIF(T++)--;F(t+T)d(t+T)dtI 
+ ( j:F(t + W(t + T) dt 1 
< E + ( j:fW W> dt ( + j j)W C(t) dt j 
But this is valid for all T and l > 0, so that (7) is valid and F is bounded. 
Q.E.D. 
COROLLARY 1 .l. If for some h > 0, there is a bounded solution F, of the 
dz$eren.ce equation (3), then any solution f (3) is bounded. Further, any solution 
of the differential equation (2) is bounded. 
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Proof. If F, is bounded, then (6) is satisfied with A4 = 2 11 F,, 11 so any 
solution of (3) is bounded. If in (6), d(t) = 1, then 
which implies (5), so any solution of the differential equation (2) is bounded. 
Q.E.D. 
Condition (6) in Theorem 1 is essentially impossible to test. The following 
corollary gives a slightly more tractable sufficient condition. 
COROLLARY 1.2. Let 
K,(T) = (-f(t) exp (F) dt. 
If there is an M such that 
f I KdT)I < M 
?lE-co 
for all T, then any solution of (1) is bounded. 
Proof. The Fourier series for any infinitely smooth h-periodic function 4 
converges absolutely and uniformly [2]. Let 
b(t) = .!a a, exp (+) , 
where 
Then for all infinitely smooth h-periodic +, 
S f I a, I I K,(T)1 
ns-m 
< M s ,” I@>I dt. 
This is condition (6) of Theorem 1, and the result follows. Q.E.D. 
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UNIFORM CONTINUITY OF SOLUTIONS 
Bochner’s result, quoted in the introduction, requires a solution to be 
uniformly continuous before it can be shown to be A.P. We know of no 
example in the literature d monstrating this requirement, but we have 
found one and present it here. 
EXAMPLE. Define F(t) by 
F (6’ + i) = sin(&‘2(r+)), 
for L = 0, f 1, f 2 ,...; n = 1, 2 ,...; and extend F linearly between the values 
given. Clearly F is bounded and continuous except at the integers. At the 
integers, 
F(t+ 1) = sin&=O. 
But for fixed Gas n -+ co, 2(1-n) -+ 0; so that 
F (k + $) = sin(nL’2+“‘) -+0 as n-+al. 
Thus, the extension is continuous. 
However, F is not uniformly continuous. For F(t) assumes the value + 1 
at arguments arbitrarily close to integers; that is for t = G + l/n, where 
e = 2*-z, ?I = 2, 3 ,... Since F(l) = 0 for all integers, F is not uniformly 
continuous, and thus not A.P. 
On the other hand, f(t) = F(t + 1) - F(t) is A.P. For we have 
f(l+;) =F(f+ I+;) -F(c++) 
= 2 sin(2-%) cos 2-928 + l), 
for G = 0, f 1, f 2 ,...; 72 = 1, 2 ,...; and f is extended linearly between the 
values given. If K is an integer, then 
= - 4 sin(Z%) sin(29rk) sin 2-%(2e + K + 1). 
Thus, for any l > 0, let N be such that 
4 sin(2-57) < E for n > N. 
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If k = m2N, where m is any integer, then 
The first inequality is by the choice of N, and the second because 
sin(2-%k) = sin(2-nmn2N) 
= sin[m7r2(N-n)] = 0
for n < N. Since f is piecewise linear, and the endpoints of the linear segments 
satisfy (9); for all t, 
If@ + 4 -fP)l d c. 
Since k = m2N for any integer m, the set of r-translation numbers off is 
relatively dense and f is A.P. 
Reading the example backwards, the A.P. function f gives rise to a bounded 
solution F of (1) that is not uniformly continuous nor A.P., and we have the 
counterexample. We contrast his to the differential Eq. (2), where solutions 
are uniformly continuous if g is bounded. The following corollary gives a 
“test” for uniform continuity of solutions of the difference equation. 
COROLLARY 1.3. A solution F of (1) is un$brmly continuous ifand only if 
for any E > 0 there is a 8, > 0 such that 
j s,; [f (t + 6) -f WI d(t) dt 1 G E 1; I SW dt 
for all T; all 6, 0 < 6 < 6,; and every h-periodic 4.In this case, 
1 F(t + 6) -F(t)\ < E + &u& I I+ + *) -F(T)) 
for all t. 
PERIODIC FORCING TERM 
In this section, we show that if the forcing term f is periodic of period P, 
then the boundedness of a solution F of (1) is sufficient for it to be A.P. and 
to guarantee the existence of a P-periodic solution P of (1). The case where P 
is rationally related to h or irrationally related to h have to be considered 
separately, and differences inthe structure ofthe solutions appear. We regard 
this as pathelogical behavior of the equation. 
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THEOREM 2. Let F be a bounded solution of (l), and suppose f is periodic 
with period P, where P = Nh/M is rationally related to h. Then F is Nh- 
periodic. 
Proof. By (4), F satisfies 
F(t + nh) = F(t) + f/f (t + h). 
d=O 
For fixed t, then 
F(t + KNh) = F(t) + “z”’ f(t + Lh) 
d=O 
= F(t) + ft ?f [t + (t + W hl 
k=O G=O 
=W + K?f(t + th), 
L=O 
since Nh = MP is a period off. If the sum CifOf (t + eh) were non-zero, 
then F(t + KNh) would become unbounded as K -+ CO. Thus, the sum 
must be zero, and 
F(t + Nh) = F(t) + 2 f (t + r!h) = F(t). 
d=O 
This is valid for all t, so F is Nh periodic. Q.E.D. 
The condition that F be bounded is highly dependent on P/h. We give an 
example later where it is satisfied when the rational number P/h has an even 
denominator, but not satisfied when P/h has an odd denominator. 
To treat the case where P/h is irrational, we need the following lemma. 
The proof is a duplication ofthe corresponding theorem for the integral of 
an A.P. function ([3], p. 88). 
LEMMA. Let {a,> be an A.P. sequence ([3], p, 45). The sequence {b,} defined 
bY 
b,, = 2 al 
c=o 
is A.P. if and only if it is bounded. 
THEOREM 3. Let f be P-periodic where P/h is irrational. Suppose that for 
some to the suln 
gf(to + m (10) 
is bounded (in n). Then any solution F of (1) is A.P. 
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Proof. The sequencef(t,, + 6%) is A.P. ([3], p. 47). Since the sum (10) 
is bounded, by the lemma it is A.P. Thus for any E > 0, there is a relatively 
dense set of integers M(E/~) such that 
for all II and any N in M(c/2). For any tixed t, 
t=t,+nh+mP+& 
where n and m are integers depending on t, P the period off, and 6 can be 
made arbitrarily small since P/h is irrational. Thus, if N E M(E/~), 
I F(t + Nh) - F(t)1 = 1 $;f(t + W j 
G 1 fJ[to + mp + (8 + n) 4 1 
+f’If[t,+mP+(f+n)hl 
d==o 
- f[to + mP + 8 + V + 4 41 
+++. 
The first estimate comes from (11) using the fact that f is P-periodic. The 
second estimate is obtained from the uniform continuity off by selecting 6 
small enough that 
Ifb + 6) -f(T)1 G &. 
In this estimation, S depends on E, and m and n depend on t and 6; but for 
each t, suitable 6, m, and n exist so that the estimate (12) is valid for all t. 
Thus, Nh is an E-translation umber of F for all N in N(e/2) so that F is A.P. 
Q.E.D. 
The following example shows that Theorem 3 is not true if P/h is rational. 
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EXAMPLE. Let f(t) = sin t, h = 21~. Then P/h = 1 is rational. 
ff ($ + th) = tf sin (q + 27~3 = N. 
I=0 
That is (10) is true for to = 0, but not for to = 7r/2. The solution is not bounded 
nor A.P. 
THEOREM 4. Let F be an A.P. solution f (1) where f is P-periodic. Then 
r;;(t) = j+? k 2 F(t + {P) 
C=O 
is a P-periodic solution f (1). 
Proof. Since F is A.P., fl is P-periodic, and the limit exists uniformly in t 
[6, p. 441. It is also a solution of (1). For 
P(t+h)--P(t)=jz$[F(t+h+lP)-FF(t+tP)] 
C=O 
=,?itnm$‘f(t + IpP)=f(t), 
C-0 
since the limit exists uniformly, F is a solution of (l), and f is P-periodic. 
Q.E.D. 
FOURIER TECHNIQUES 
In view of the crucial dependency on h that solutions of (1) exhibit, we 
turn to Fourier Analysis to obtain further clarifications. Unfortunately, only 
further complication of the structure arises. To obtain meaningful results, 
we have to restrict our attention to periodic forcing terms; but this case 
clearly illustrates the pathology involved. For convenience, we further 
restrict to l-periodic forcing functions. 
Let f (t) have the Fourier Series 
f(t) - 2 ane2nint, 
?I#0 
(13) 
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where the sum is over all non-zero integers. If a solution of (1) has the Fourier 
Series 
F(t) - c b,,eznint, (14) 
?I#0 
then we must have 
bn(e2cinh - 1) = a;, (15) 
for every non-zero integer n. 
The case where h(P/h) is rational is simple. 
THEOREM 5. If 
f(t) = C ane2nint 
n#O 
where Clazo ( a.,, 1 < co, and h is rational, then there xists a I-periodic solution 
of (1) if and only if a, = 0 for each n such that e2ninh = 1; that is, nh = an 
integer. 
One such solution F(t) is given by 
where 
F(t) = c bne2rrint, 
tl#O 
b,, = 
I 
” 
if $ninh = 1 
an(e2ninh - I)-‘, if e2ninh + 1. 
Uniform and absolute convergence is easy to show since in this case there is 
an E > 0 such that 
1 e2ninh - 1 1 > E if e2ninh f 1. 
A similar result when the forcing term f is A.P. is given in [5]. 
When h is irrational, elninh = 1 only when 1z = 0, but the small divisor 
problem arises. In an attempt to circumvent these problems, we drop the 
requirement that a solution be continuous and look for solutions that are 
generalized l-periodic functions [2]. A function F given by (14) is a general- 
ized l-periodic function if and only if for some constant M and some inte- 
ger 49 
I b,z Id M I n P, (16) 
for all integers n # 0. In this discussion we will need the function d(x), the 
distance from x to the nearest integer, given by 
d(x) = inf I x - 11 I . 
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We note that for all X, 
4d(x) < 1 e2ntJ - 1 1 < 2~rff(X). 
THEOREM 6. There is a generalized l-periodic solution of (l), where f is 
giwen by (13), ;f and only if th ere is a constant &l and an integer q such that 
I a, I < M I n lq 44 (17) 
for all n f 0. 
Proof. If F is a generalized solution, then, by (15) and (16) 
j a, ( = ( b, 1 ( ezninh - 1 ( < 2~rM ( n (P d(nh), 
which is condition (17). 
Conversely, if (17) is satisfied and the b,‘s are defined by (15), then 
which is (16) so the b,‘s define a generalized l-periodic solution F. Q.E.D. 
Given h, (17) is a restriction on the a,‘s, and hence on f. What is more 
interesting is iven f, and hence the h’s, (17) is a restriction on h. The follow- 
ing theorem demonstrates how severely (17) restricts h and how dependent 
the solution is on h. 
THEOREM 7. Let f be a generalized l-periodic function with expansion (13). 
(It may be injinitely smooth.) If a, # 0 for n = 2”“, m = 0, 1, 2,...; then there 
exists an irrational h, 0 < h < 3, for which there is no generalized l-periodic 
solution of (1). 
Proof. The proof consists ofconstructing an h and a sequence {n(k)) such 
that 
d[n(h) h] < 2-n(k) ) a,(,) / , (18) 
for all K. Thus, for each choice of 111 and q, there is an integer k such that 
which violates condition (17) of Th eorem 6, so there is no generalized 
l-periodic solution. 
The key to the construction is in the binary expansion of h. It will consist 
of successive blocks composed of a string of zeros followed by a single one. 
The length of the string of zeros in the kth block is long enough for (18) to 
hold, where n(k) is a suitable power of two. 
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To facilitate th construction, h is written 
h = i 240, 
f=l 
where the strictly monotone sequence of integers m(e) is to be determined. 
Let n(l) = 1. Then 
d[n(l) h] = f 2-m(d’ < 2 * 2-m(1’ 
G=l 
< P(l I 4x(l) I * 
Since a,,u) = a, # 0, this determines a unique smallest (and finite) integer 
m(l). 
The construction is completed by induction. For the kth step, k > 2, let 
+) = 2m(k-1’. 
Then 
d[n(k) h] = d 
[ 
2m+-1’ f 2-w] 
G=l 
(1% 
= pfk-1’ t pa(k) < 2 . 2m(k-1) . 2-m(k) < 2-n(k) 1 an(k) 1 . 
d=k 
Since n(k) is a power of two, an(k) # 0, and there is a unique smallest (and 
finite) integer m(k) that satisfies theinequality. This completes the kth step, 
thus h is constructed by induction. 
All that remains is to show that h is not rational. This is done by showing 
that m(k) - m(k - 1) becomes arbitrarily arge as k -+ 03. Since f is a 
generalized function, (16) is true, so that 2?a, + 0 as n -+ CO. In (19) 
n(k) -+ co as k-t co, so 2-n(k) 1 an(k) 1 --+ 0 as k --t co; thus 
m(k)-m(k- l)+ooask+a~. Q.E.D. 
This theorem can be paraphrased as follows: No matter how nice f is; 
that is, no matter how fast he G’S approach zero; as long as there are enough 
non-zero coefficients a, ,there is an irrational h such that (1) does not have 
even a generalized l-periodic solution. 
COROLLARY 7.1. Let f be as in Theorem 7. The set of irrational h for which 
there is no generalized one-periodic solution f (1) is dense. 
Proof. The proof hinges on the fact that, in Theorem 7, we need to 
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satisfy (18) only for all k large enough. Let h’ be any real number and E > 0 
be given. Then we can expand h’ as 
h’ = H + f 2-~“‘(0 
d=l 
where H is some integer and the sequence {m’(t)} is strictly monotone. 
Note that we expand h’ in a non-terminating binary expansion. This can 
always be done since, for example, if h’ = 4, we can expand h’ as 
h’ = 2-Z + 2-3 + 2-4 + . . . . 
Choose L such that 2-m’(L) < c and, in the expansion for h, let m(k) = m’(k), 
1 < k <L. Then, if we continue the construction for h as in Theorem 7, 
we have constructed an h for which there is no generalized one-periodic 
solution and 1 h - h’ ) < E. Q.E.D. 
However, if h is algebraic, then matters are not so bad. 
COROLLARY 6.1. Let h be an irrational algebraic number. If there are 
constants K, 6 > 0, and an integer q such that the Fourier coements a,, off 
satisfy 
1 a, 1 < K 1 n l*-1-8 (20) 
for all n # 0, then (1) h as a generalized l-periodic solution whose coeficients 
satisfy 
l&l bMlnl* (21) 
for all n and some constant M. 
Proof. A consequence of Roth’s Theorem [4] is that for any algebraic 
number h and any 6 > 0, there is a B, > 0 such that 
44 2 4 
Applying this to (20) gives 
I bn 1 = ,kI , 1 , 
= g 1 n I*. 
1 n /-1-6. 
< TK 1 n l*-1-6 
’ 4B, 1 n 1-l-s 
Thus (16) and (21) are satisfied with M = rK/4B, , and the b,,‘s defme a 
generalized l-periodic function F. Q.E.D. 
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AN EXAMPLE. We present an example off(t) to illustrate th pathology 
of Eq. (1). Consider the dragonback functionf(t) given by 
f(t) = i - I t I 9 --ii<t<S, 
and extended to be a l-periodic function. The Fourier coefficients forthis f
are a, = 0 for n even and a, = + l/(~n)a for n odd. 
Let h = p/q where p and p are co-prime integers. Then nh = an integer if 
and only if n is a multiple of q. Thus, from Theorem 5, there is a l-periodic 
solution if and only if a,, = 0 for all integers K. 
For the dragonback function, alcp = 0 for all integers K if and only if q is 
even. Hence, we have 
COROLLARY 5.1. For the dragonback function, there is a continuous 1 -periodic 
solution for each h in a dense set of ration& namely those with an even denomi- 
nator, and there is no bounded solution for eack h in another dense set of rationals, 
namely those with an odd denominator. 
CONCLUSION 
We have shown that if the forcing term f is one-periodic, then there is a 
dense set of h’s for which there is no generalized one-periodic solution of (1). 
It appears that this et is uncountable; and we conjecture that it is of positive 
measure, perhaps even measure one (h’s being restricted to[0, I]). We have 
no information in the case where f is an A.P. function, but the structure can 
only be more complicated. 
For the dragonback function discussed in Corollary 5.1, we have a dense 
set of rational h’s that yield a periodic solution, and a dense set of irrational 
h’s for which there is not even a generalized solution. We can show (using 
Corollary 6.1) that for some irrational h’s there is aL2 solution of (1). We have 
been unable to determine if there are any bounded continuous olutions for 
some irrational h. 
In the search for periodic solutions of the differential equation (22) 
R = A(t) x + l X(t, x, c) (22) 
where x and X are vector valued functions, A is a matrix valued function, X 
and A are periodic in t with period P, and E is a “small” parameter, the 
applicable m thods depend on the homogeneous linear Eq. (23): 
it = A(t) x. (23) 
If the only periodic solution of (23) is the null solution, then (22) is called 
non-critical. In the non-critical case when (22) possesses an exponential 
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dichotomy, Hurt [7] has shown that numerical analogs of (22) can be used 
to find an approximation to the periodic solution. 
If (23) has non-null periodic solutions, then (22) is called critical and we 
assume that (22) can be transformed to be system (24): 
j, = W) Y + EY(f, y, u”, c), 
.2 = eZ(t, y, z, E), 
(24) 
where the only periodic solution of Jo = B(t) y is the null solution. The 
standard approach to solve (24), as given in Hale [8], is an iterative scheme 
involving finding a periodic solution of 
9 = WY + g(t), 
f = h(t), 
where the functions g and h are determined by Y, Z, and the previous itera- 
tion. 
A straight foreward approach to solve (24) numerically would be to 
replace (24) by a numerical analog. This would involve finding a periodic 
solution to the analog of f = h(t), which is (2). The simplest such analog 
is (3). 
Our results show that this numerical model (3) does not reflect the qualita- 
tive properties of the differential equation (2). In particular, for a given 
choice of the spacing, there is probably not a periodic solution to (3) and, 
in the pertubation scheme, the iterations cannot be continued. 
The results of this paper have forced us to the conclusion that the structure 
of the solution of (1) is exceedingly complicated and even pathological. Also 
the difference equation (3) is too sensitive to h to be a reliable model for the 
differential equation (2) on an infinite time interval. Since (3) is the simplest 
model for (2), it is unlikely that any of the more complicated models for (2), 
e.g., Kutta-Simpson or Adams-Bashforth, will yield any different conclusion. 
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