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Abstract
In this paper we consider cocyclic weighing matrices. Cocyclic development of a weighing
matrix is shown to be related to regular group actions on the points of the associated group
divisible design. We show that a cocyclic weighing matrix is equivalent to a relative dierence
set with central forbidden subgroup of order two. We then set out an agenda for studying a
known cocyclic weighing matrix and carry it out for the Paley conference matrix and for the
type I Paley Hadamard matrix. Using a connection with certain near elds, we determine all the
regular group actions on the group divisible design associated to such a Paley matrix. It happens
that all the regular actions of the Paley type I Hadamard matrix have already been described
in the literature, however, new regular actions are identied for the Paley conference matrix.
This allows us to determine all the extension groups and indexing groups for the cocycles of
the aforementioned Paley matrices, and gives new families of normal and non-normal relative
dierence sets with forbidden subgroup of size two. ? 2000 Elsevier Science B.V. All rights
reserved.
1. Introduction
Cocyclic development of combinatorial designs was introduced by de Launey and
Horadam [15]. In the rst part of this paper we discuss cocyclic weighing matrices
in general, and then in the second part of the paper we discuss the Paley conference
matrix and the Paley type I Hadamard matrix.
In Sections 2 and 3, we describe the basic design theory of cocyclic weighing ma-
trices. In particular, we describe connections between the cocycles of a given weighing
matrix, the normal regular group actions on its associated group divisible design, and
its derived relative dierence sets with forbidden subgroup of size 2. A number of our
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results are similar to those given for Hadamard matrices in [7, Sections 2 and 3; 6], and
for generalized Hadamard matrices in [24]. The chief dierences lie in our approach
and in the extra ideas needed to handle the zero entries in the weighing matrix. In
Section 3.4, we set out an agenda for studying a weighing matrix known to have some
regular actions. This completes the rst part of the paper.
In the second part of the paper, we apply the agenda to the Paley conference matrix
(Section 4) and to the Paley type I Hadamard matrix (Section 5). Because of their rich
structure, these matrices are important examples of cocyclic weighing matrices. Reg-
ular actions of these matrices have been discussed by a number of authors including
Goethals and Seidel [13], Ito [20], Yamada [28] and Yamamoto [29]. Since these regu-
lar actions have intrinsic interest, and since they have proved useful in the construction
of other interesting combinatorial objects such as the innite family of Williamson
matrices found by Turyn [27], it is natural to seek a classication of all the regular
actions of these matrices. Such a classication is provided by our discussion. We nd
new regular actions for the conference matrix and prove that the only actions for the
Paley Hadamard matrices are the known ones. As a byproduct, we obtain new innite
families of normal and non-normal relative dierence sets with forbidden subgroup of
size two, and completely classify the indexing groups and extension groups associated
to the cocycles of the Paley conference matrix and the Paley type I Hadamard matrix.
The rst step in the agenda is to compute the automorphism groups of the two
matrices. As it happens all the hard work for this step has been done for us. Kantor
[21], building on work by Hall [14], computes the automorphism group for the Paley
type I Hadamard matrix, and application of the same ideas gives the result for the
conference matrix. An explicit action of these groups, then shows how any regular
action yields a nite near eld. We then use the classication of such elds and some
elementary number theory to complete the agenda.
2. Weighing matrices and some associated objects
2.1. Denitions
In this subsection, we dene various matrices and designs and rather carefully say
what we mean by their automorphism groups.
Let M be a v v matrix with entries from the set f0;1g. We say an ordered pair
(P;Q) of v v monomial matrices (signed permutation matrices) is an automorphism
of the (0;1)-matrix M if
PMQT =M: (2.1)
The automorphisms of M form a group, called the automorphism group Aut(M) of
M , under the operation
(P1; Q1)  (P2; Q2) = (P1P2; Q1Q2): (2.2)
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We let PermAut(M) be the subgroup of Aut(M) comprised of the ordered pairs (P;Q)
of permutation matrices satisfying Eq. (2.1). If we let Sv denote the symmetric group
on the v elements f1; 2; : : : ; vg, then we may label each row of M with a number in
f1; 2; : : : ; vg and each column of M with a number in f1; 2; : : : ; vg and thereby view
PermAut(M) as a subgroup of Sv  Sv.
In this paper we will be particularly interested in the groups of automorphisms of
weighing matrices.
Denition 2.1. A weighing matrix W(n; t) of order n and weight t is an nn (0;1)-
matrix satisfying
WW T =W TW = tIn: (2.3)
If t=0, then W =0. Therefore a weighing matrix with weight zero is said to be trivial.
Weighing matrices were originally studied because of their application in statistics
[25]. The following 2n 2n (0;1)-matrix
EW =

W −W
−W W

is called the expanded design of W . If we put
P = Q =

I
I

;
then
PEWQT = EW :
So the ordered pair
= (P;Q)
is in PermAut(EW ). Now
EWETW = E
T
WEW = 2t

I −I
−I I

: (2.4)
So the inner product of any pair of distinct rows (or columns) of EW is either 0
or −2t. Now if two rows (or columns) have inner product equal to −2t, then, be-
cause they both have exactly 2t non-zero entries and because these are equal to
1, the two rows (or columns) under discussion must be negations of each other.
Therefore, provided the weighing matrix W is non-trivial, the rows (and columns)
of EW can be uniquely partitioned into pairs containing a row (or column) and its
negation and the automorphism  of EW may be characterized as the automorphism
which interchanges each row with its negation and interchanges each column with its
negation. Notice that if t 6= 0, then any automorphism of EW must preserve the orbits
of ; so  is actually central in PermAut(EW ).
66 W. de Launey, R.M. Staord /Discrete Applied Mathematics 102 (2000) 63{101
Later in this section we exhibit an isomorphism between Aut(W ) and PermAut(EW ).
In particular, we show that the group of pairs of monomial matrices xing W is
isomorphic to the group of pairs of permutation matrices xing EW .
We now consider an example of an automorphism group in the more familiar situa-
tion where M is a vv (0; 1)-matrix. In this case, an automorphism of the (0; 1)-matrix
M is an ordered pair (P;Q) of v v permutation matrices satisfying Eq. (2.1). As be-
fore, the automorphisms of M form a group Aut(M) (under the operation (2.2)) which
may be viewed as a subgroup of Sv  Sv.
If we let KW be the (0; 1)-matrix whose (i; j)th entry is 1 if and only if the (i; j)th
entry of W is non-zero. Then the 2n 2n matrix AW dened by the equation
2AW =

KW +W KW −W
KW −W KW +W

is a (0; 1)-matrix. Notice that AW is obtained when all entries in EW equal to −1 are
replaced by 0 entries. An immediate consequence is that  is in Aut(AW ). However,
 may not be central in Aut(AW ).
We now consider a situation in which the matrix AW is the incidence matrix of a
group divisible design.
Denition 2.2. A balanced weighing matrix BW (n; t; ) is a weighing matrix, W=(wij)
of order n, weight t and index  such that for all i1 6= i2 the sequence of integers
wi1 ;1wi2 ;1; wi1 ;2wi2 ;2; : : : ; wi1 ;nwi2 ;n
contains exactly 2 non-zero entries exactly  of which equal 1 and exactly  of which
equal −1. If =0, or equivalently t=0 or 1, then W =0 or In. In either case, we say
W is a trivial balanced weighing matrix. If > 0, or equivalently t > 1, we say W is
a non-trivial balanced weighing matrix.
The study of balanced weighing matrices was initiated by Mullin and Stanton [22].
Two families of balanced weighing matrices are of particular interest in this paper.
Denition 2.3. A Hadamard matrix H of order n is an n n (1;−1)-matrix satisfying
the equation
HHT = nIn: (2.5)
Denition 2.4. A conference matrix C of order n is an n n (0;1)-matrix satisfying
the equation
CCT = (n− 1)In: (2.6)
A Hadamard matrix of order n is a BW (n; t = n;  = n=2) and a conference matrix
of order n is a BW (n; t = n− 1; = (n− 2)=2). When W is a BW (n; t; ), KW satises
the equation
KWKTW = (t − 2)In + 2Jn: (2.7)
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Here Jn is the n n matrix of all ones. Eq. (2.7) then implies that
4AWATW = 4

J J
J J

+ 2(t − 2)

I I
I I

+ 2t

I −I
−I I

: (2.8)
It follows that, in this case, AW is the incidence matrix of a group divisible design
GDD(2n; r = k = t; 1 = 0; 2 = ; m = 2). We call this the associated group divisible
design of the balanced weighing matrix W . Note that if > 0, then the automorphism
 can be characterized as the automorphism which interchanges the rows (and columns)
of AW whose inner products are . In this case,  is central in Aut(AW ) because each
automorphism of AW must preserve the point and line groups.
2.2. The isomorphisms
Lemma 2.5. Suppose that for b 6= c
A B
C D
 
A B
C D
T
= a

J J
J J

+ b

I I
I I

+ c

I −I
−I I

: (2.9)
Suppose that for permutation matrices
S T
U V

and

W X
Y Z

;
we have
S T
U V
 
A B
C D
 
W X
Y Z

=

A B
C D

: (2.10)
Then
U = T; V = S; Y = X; and Z =W: (2.11)
Proof. Postmultiply each side of Eq. (2.10) by its transpose. Then replace
A B
C D
 
A B
C D
T
by the right-hand side of Eq. (2.9). Because
S T
U V

is a permutation matrix, we obtain via routine simplication
(b− c)

S T
U V
 
I
I
 
S T
U V
T
= (b− c)

I
I

:
This holds if and only if U = T and V = S. Premultiplying at the outset instead of
postmultiplying leads to Z =W and Y = X .
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For any monomial matrix P, we may dene two (0; 1)-matrices W;X such that
P =W − X:
Set
(P) =

W X
X W

: (2.12)
Note that (P)(Q) = (PQ), and that (P) is the identity if and only if P is the
identity. For any pair of monomial matrices P and Q set
((P;Q)) = ((P); (Q)): (2.13)
Note that  is an isomorphism from the group of ordered pairs of monomial matrices
to the group of ordered pairs of permutation matrices of the form in Eq. (2.12).
Theorem 2.6. Let C be any non-trivial balanced weighing matrix; and let W be any
non-trivial weighing matrix.
1. The map  induces an isomorphism from Aut(W ) to PermAut(EW ).
2. The map  induces an isomorphism from Aut(C) to Aut(AC).
3. The matrices AC and EC can be indexed so that the groups Aut(AC) and
PermAut(EC) are identical.
Proof. We prove Part 2. Part 3 is immediate from Parts 1 and 2, and our proof of
Part 1 is similar to but simpler than our proof of Part 2.
Noting Eq. (2.8), and applying Lemma 2.5 with b− c=−4 (6= 0), we see that any
pair of permutation matrices in Aut(AC) must have the form,
(P) =

W X
X W

and (Q) =

Y Z
Z Y

where P and Q are monomial matrices of order n. Therefore it is sucient to prove
that (P;Q) 2 Aut(C) if and only if ((P); (Q)) 2 Aut(AC). A routine calculation
shows that
KC + C KC − C
KC − C KC + C

=

W X
X W
 
KC + C KC − C
KC − C KC + C
 
Y Z
Z Y
T
is equivalent to the two equations
(W + X )KC(Y + Z)T + (W − X )C(Y − Z)T = KC + C;
(W + X )KC(Y + Z)T − (W − X )C(Y − Z)T = KC − C: (2.14)
Adding and subtracting these equations (and recalling that P=W −X and Q=Y −Z)
proves that (2.14) is equivalent to
(W + X )KC(Y + Z)T = KC; (2.15)
PCQT = C: (2.16)
Notice that if we ignore the signs in the matrices P; C and Q, then we obtain the
matrices W + X;KC and Y + Z . So ignoring signs in Eq. (2.16) gives Eq. (2.15).
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Therefore the pair of Eqs. (2.15) and (2.16) is equivalent to the single Eq. (2.16).
This completes the proof of Part 2.
We have already proved the following result in Section 2.1. Here is another proof.
Corollary 2.7. If W is a non-trivial weighing matrix; then  is central in Aut(EW );
and; if C is a non-trivial balanced weighing matrix; then  is central in Aut(AC).
Proof. Observe that
=((−I;−I)):
Since (−I;−I) is central in the group of ordered pairs of monomial matrices,  is
central in the image of . By Theorem 2.6, the image of  contains Aut(EW ) and
Aut(AC).
2.3. Regular actions
In order to proceed we need to state some quite standard design theory. Let M be
a v  v (0; 1)-matrix. A subgroup R of Aut(M) is said to act regularly on the rows
(columns) of M if it acts sharply transitively on the rows (columns). It is said to act
regularly on M if it acts regularly on the rows and columns of M . This is equivalent to
being able to index the rows and columns of M so that for some function g :R ! f0; 1g,
M = [g(rs)]r; s2R: (2.17)
Note that if r is the permutation on the elements of R such that r(u)= ur and  r is
the permutation such that  r(u) = r−1u, then g(r(u) r(v)) = g(urr−1v) = g(uv). So if
Pr (respectively Qr) is the permutation matrix corresponding to r (respectively  r),
then the subgroup f(Pr; Qr) j r 2 Rg is an explicit embedding of R in Aut(M).
If M is a (0;1)-matrix, then exactly the same ideas apply with PermAut(M) re-
placing Aut(M).
Denition 2.8. Let R be a group of order 2n containing an involution z. A relative
dierence set RDS(2n; t; ; 2) in R with index  and forbidden subgroup hzi is a t-subset
D of R such that there are precisely  pairs (d1; d2) 2 D  D satisfying the equation
d1d−12 = r;
if r 2 R nhzi and no pairs if r= z. If z is central, then hzi is normal in R. In this case,
we say D is a normal relative dierence set NRDS(2n; t; ; 2).
For any set D in R let gD denote the function
gD(x) =

1 x 2 D;
0 x 62 D:
This function is often called the characteristic function of D. It is well known that a
group R acts regularly on an incidence matrix A of a GDD(2n; t; ; 2) if and only if
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the rows and columns of A may be indexed by the elements of R so that, for some
RDS(2n; t; ; 2) D in R,
A= [gD(xy)]x;y2R:
If this is the case, then the point and line groups of the group divisible design are
indexed by the cosets of the forbidden subgroup of D. Moreover, D is normal, if and
only if the forbidden subgroup is normal in R. In this case, we say that the subgroup
R of Aut(A) acts normally on A.1
In the next section, we explore connections between cocyclic development of a
balanced weighing W and the normal regular actions on AW . Our immediate goal now
is to prepare the way for a similar discussion of regular actions on EW .
Recall that if W is a non-trivial weighing matrix then PermAut(EW ) contains the
central involution which interchanges each row and column with its negation.
Denition 2.9. Let W be a W (n; t) with t 6= 0. A subgroup R of order 2n in
PermAut(EW ) is said to act regularly on EW if it acts transitively on the rows and
columns of EW . It is said to act normally if it contains the involution which inter-
changes each row and each column with their negations.
Standard arguments imply the following useful characterization of regular actions
on EW .
Lemma 2.10. Let W be a non-trivial W (n; t). A group R of order 2n acts regularly on
EW if and only if EW can be indexed over R so that for some function g :R ! f0;1g;
EW = [g(xy)]x;y2R: (2.18)
3. Cocyclic weighing matrices
3.1. Central extensions of Z2 and binary 2-cocycles
Let G be a nite group. A map f :G  G ! h−1i is called a binary 2-cocycle of
G if for all x; y; z 2 G
f(x; y)f(xy; z) = f(y; z)f(x; yz): (3.1)
The cocycle f is said to be normalized if for all x 2 G
f(x; 1) = f(1; x) = 1: (3.2)
Given a 2-cocycle f we may dene a binary operation on the set G  h−1i via the
equation
(x; a)(y; b) = (xy; abf(x; y)) (3.3)
1 Otherwise we say the action is not normal.
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which satises the group axioms. Under this operation we have
(1; 1)(x; a) = (x; af(1; x)) = (x; a) = (x; af(x; 1)) = (x; a)(1; 1);
(1;−1)(x; a) = (x;−af(1; x)) = (x;−af(x; 1)) = (x; a)(1;−1);
(1;−1)(1;−1) = (1; f(1; 1)) = (1; 1):
So under operation (3.3), the element (1; 1) is the identity, and element (1;−1) is a
central involution. Moreover, by Eqs. (3.1) and (3.2),
f(x; x−1) = f(x; x−1)f(1; x) = f(x−1; x)f(x; 1) = f(x−1; x):
So, since
(x−1; af(x−1; x))(x; a) = (1; 1) = (x; a)(x−1; af(x; x−1));
the element
(x−1; af(x; x−1)) = (x−1; af(x−1; x))
is the inverse of (x; a). Finally,
(w; a)((x; b)(y; c)) = (w; a)(xy; f(x; y)bc) = (wxy; f(w; xy)f(x; y)abc)
= (wxy; f(w; x)f(wx; y)abc) = ((w; a)(x; b))(y; c):
So the operation dened in Eq. (3.1) is associative. Our notation for the resulting group
is Rf.
Now consider a nite group E containing a central involution z. Since the subgroup
hzi is normal in E, we may form the quotient group G=E=hzi. We say E is a central
extension of Z2 by G. Our goal in the remainder of this section is to show that for
every central extension of Z2 by any nite group G there is a binary 2-cocycle f of
G and an isomorphism  :E ! Rf which maps z to the element (1;−1).
Given a group E with central involution z, choose any transversal T of hzi in E
containing the identity of E. Fix an epimorphism  :E ! G with kernel equal to hzi.
Notice that there is a unique injection  :G ! T E such that for all x 2 G we have
((x)) = x. Dene the map f :G  G ! h−1i so that
z(1=2)(1−f(x;y)) = (x)(y)(xy)−1:
We claim the map  :E ! Rf dened by the equation
((x)z‘) = (x;−1‘) (3.4)
is an isomorphism mapping z to (1;−1). The proof is as follows. First note that 
maps exactly two elements (namely 1 and z) to the identity of G. Since 1 is in T , we
must have (1) equal to the identity of E, and z must equal (1)z. So  maps z to
(1;−1). Finally,
((x)z‘)((y)zm) = (x;−1‘)(y;−1m) = (xy;−1‘+m+(1=2)(1−f(x;y)))
=((xy)z‘+m+(1=2)(1−f(x;y))) = ((x)z‘(y)zm):
We complete this section by noting that, by Eq. (3.4), we have in fact constructed
an isomorphism which maps the transversal T to the set f(x; 1) j x 2 Gg. This will be
important in the next section.
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3.2. Cocyclic balanced weighing matrices and relative dierence sets
Our aim in this section is to discuss cocyclic balanced weighing matrices, and in
particular to show how they are equivalent to normal relative dierence sets with
forbidden subgroup of order 2.
Let G be a nite group and let f be a binary 2-cocycle of G.
Denition 3.1. The (balanced) weighing matrix W is cocyclic with cocycle f if it
may be written in the form
W = [f(x; y)h(xy)]x;y2G; (3.5)
where h :G ! f0; 1g is any map.
We prove the following result.
Theorem 3.2. A BW (n; t; ) with cocycle f over a group G (of order n) is equivalent
to a (normal) relative dierence set (of size t) which has index  and which is
contained in the transversal f(x; 1) j x 2 Gg of the forbidden subgroup h(1;−1)i (of
order two) in Rf. Moreover; for any normal relative dierence set D in a group
E with forbidden subgroup equal to a central subgroup hzi of order 2; there is a
cocycle f :G  G ! Z2 and an isomorphism  :E ! Rf which maps D into the set
f(x; 1) j x 2 Gg and z to the element (1;−1).
Proof. Write
W = [f(x; y)h(xy)]x;y2G; (3.6)
where h :G ! f0; 1g is a map. Set T equal to the transversal f(x; 1) j x 2 Gg of
h(1;−1)i in Rf. Let D be the subset of T satisfying the equation
h(x) =

1 if (x; 1) 2 D;
0 if (x; 1) 62 D: (3.7)
Observe that
WW T =
"X
u2G
f(x; u)h(xu)f(y; u)h(yu)
#
x;y2G
=
"X
u2G
f(xy−1; y)f(xy−1; yu)h(xu)h(yu)
#
x;y2G
=
"X
u2G
f(xy−1; y)f(xy−1; u)h(xy−1u)h(u)
#
x;y2G
:
In the second line we used the identity
f(ab; c)f(b; c) = f(a; b)f(a; bc) (3.8)
W. de Launey, R.M. Staord /Discrete Applied Mathematics 102 (2000) 63{101 73
obtained by rearranging Eq. (3.1). In the last line we replaced the dummy variable u
by y−1u. From our calculation, we see that W is a BW (n; t; ) if and only if for all
w 2 G nf1g and a 2 h−1i, there are exactly  elements u 2 G such that
f(w; u)h(wu)h(u) = a:
But this is equivalent to the statement that for all w 2 G nf1g and a 2 h−1i, there are
exactly  ordered pairs ((wu; 1); (u; 1)) 2 D  D such that
f(w; u) = a:
Now
f(w; u)f(w; 1) = f(wu; u−1)f(u; u−1):
So
f(w; u) = f(wu; u−1)f(u; u−1);
and
(wu;1)(u;1)−1 =(wu;1)(u−1;f(u;u−1))=(w;f(wu;u−1)f(u;u−1)) = (w;f(w;u))
So W is a BW (n; t; ) if and only if for all w 2 G nf1g and a 2 h−1i, there are exactly
 ordered pairs ((wu; 1); (u; 1)) 2 D  D such that
(wu; 1)(u; 1)−1 = (w; a):
In summary, the matrix W given by Eq. (3.6) is a BW (n; t; ) if and only if the set
D dened by Eq. (3.7) is a relative dierence set which has index  and which is
contained in the transversal f(x; 1) j x 2 Gg of h(1;−1)i in Rf. This proves the rst
part of the theorem.
We now prove the second part. In the previous section, we showed that there is
an isomorphism  mapping E to Rf which maps z to the element (1;−1) of Rf.
Moreover, in the previous section we showed that this isomorphism can be chosen so
that any particular transversal of hzi containing our relative dierence set is mapped
to the set f(x; 1) j x 2 Gg in Rf. This completes the proof.
3.3. Cocyclic weighing matrices and normal actions on EW
In the previous section, we proved an equivalence between certain normal relative
dierence sets and balanced cocyclic weighing matrices. In this section, we prove
the following equivalence for cocyclic weighing matrices which are not necessarily
balanced.
Theorem 3.3. A non-trivial normalized weighing matrix W is cocyclic with cocycle f
over G if and only if Rf acts normally with respect to (1;−1) on EW .
Proof. Suppose W is cocyclic with cocycle f over G. Then there is a (0; 1)-function
h on G such that
W = [f(x; y)h(xy)]x;y2G:
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In this case,
EW =

f(x; y)h(xy) −f(x; y)h(xy)
−f(x; y)h(xy) f(x; y)h(xy)

= [abh(xy)f(x; y)](x;a); (y;b)2Rf ;
Dene g : Rf ! f0;1g so that
g((x; a)) = ah(x):
Then
g((x; a)(y; b)) = g(xy; abf(x; y)) = abf(x; y)h(xy);
so
EW = [g((x; a)(y; b))](x;a); (y;b)2Rf :
By Lemma 2.10, the extension group Rf acts regularly on EW . Since the element
(1;−1) interchanges each row and column with its negation, the action is normal with
respect to (1;−1).
Conversely, if the extension group Rf acts normally with respect to (1;−1) on EW ,
then there is a (0;1)-function g on Rf such that
EW = [g((x; a)(y; b))](x;a); (y;b)2Rf ;
then
W = [g((x; 1)(y; 1))](x;1); (y;1)2Rf = [g((xy; f(x; y)))]x;y2G:
Since W is normalized, we may dene a (0; 1)-function h on G via the equation
h(x) = g((x; 1)):
Now g((x; 1)) =−g((x;−1)); so
g((xy; f(x; y))) = h(xy)f(x; y):
Hence,
W = [f(x; y)h(xy)]x;y2G:
3.4. An agenda for the study of a known cocyclic weighing matrix
Perhaps the most fundamental goal concerning cocyclic weighing matrices is to clas-
sify them. One approach to this question is to start with an extension group of size
2n (or perhaps the indexing group of size n) and try to describe all its normal actions
on group divisible designs with 2n points. This approach has been carried out by a
number of authors including Baliga and Horadam [2], Flannery [9{11] and Ito [18{20].
A complementary approach is to begin with a well known design and try to determine
its cocycles. This is the question we wish to discuss now. We might pose it in the
following slightly more general form.
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Question 3.4. For the balanced weighing matrix W; what are the regular actions on
AW ? 2
We make this question more precise. Consider the case where Aut(AW ) contains a
cyclic regular subgroup. Given a weighing matrix W of order n, we might wish to
know the ways in which the rows and the columns of the matrix AW can be permuted
so that the design becomes cyclic. Equivalently, one might ask what are the ways in
which the cyclic group Z2n can act regularly on AW . This is also equivalent to asking
for a description of the isomorphisms from Z2n to a regular subgroup of Aut(AW ). So
Question 3:4 simply asks which groups act regularly on AW , and for each such group
R what are the isomorphisms which embed R as a regular subgroup of Aut(AW ).
Therefore, a reasonable overall plan for addressing Question 3:4 is to
1. compute Aut(AW ),
2. determine the isomorphism classes R of the groups with a regular action on AW ,
3. for each isomorphism class representative R, determine the set SR of regular sub-
groups in Aut(AW ) which are isomorphic to R,
4. for each R determine the group Aut(R) of automorphisms of R.
Each regular action corresponds to a choice of an isomorphism class in R, a choice of
a regular subgroup in Aut(AW ) which is isomorphic to the isomorphism class represen-
tative R, and a choice of an automorphism of R. Notice that as we move further down
the list, we obtain more detailed information about the regular actions. Sometimes it
may be too dicult to complete the agenda.
Before proceeding we should mention that we are certainly not the rst to adopt
this sort of strategy (at least to Step 2). Assmus and Sachar [1] showed that 12 of
the 14 groups of order 16 act regularly on the Sylvester Hadamard matrix of order 16.
Schibell [26] classied all 171 groups which act regularly on the Sylvester Hadamard
matrix of order 64. Ito [18] examined the Paley type I Hadamard matrix and found the
sporadic regular actions mentioned below, and de Launey and Smith [7] determined
all the extensions by Z2 of the elementary abelian 2-groups which act regularly on the
Sylvester Hadamard matrices.
4. Paley's conference matrix
In this section, we carry out the agenda in Section 3.4 for the Paley conference
matrices. These matrices were discovered by Paley [23] and by Gilman [12]. In the rst
subsection we list our main results. The proof of these results is organized as follows.
In Section 4.2, we give the basic denitions needed in this section. In Section 4.3,
we complete step 1 of the agenda, that is we compute the automorphism group of the
Paley conference matrix. Then in Section 4.4 we establish a connection between the
regular actions and near elds. Huppert divides these objects into three type classes.
2 We could ask the same question for the regular actions on EW for general weighing matrices.
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Section 4.5 determines all the regular actions obtained from the type I near elds, and
Section 4.6 identies the ve regular actions stemming from the exceptional near elds
of types II and III.
4.1. The main results
Let f be a positive integer, and let q = pf be the fth power of an odd prime p.
Fix a Galois eld F2 of order q2, and let F1 denote the subeld of order q. Let
V denote the two-dimensional vector space over F1 obtained by viewing F2 as a
vector space over F1. So V has a eld multiplication which is consistent with its
scalar multiplication, and it has a eld addition which coincides with its vector space
addition. Let GL(2; q) denote the group of invertible 22 matrices over F1. Fix a basis
of F2 over F1. Let G L(2; q) be the group obtained from GL(2; q) by adjoining the
map  : (x1; x2) 7! (xp1 ; xp2 ). Let Q be the subgroup f2I j  2 GF(q)g of G L(2; q).
We prove
Theorem 4.1. Let f;p; q;V;F2;F1;Q and G L(2; q) be as dened above. Also let
m be an integer such that mn= 2f. Let C be the Paley conference matrix of order
q + 1. The automorphism group of C is isomorphic to G L(2; q)=Q. Unless it is
isomorphic to one of the exceptional groups listed in Theorem 4:2; the group E acts
regularly on AC if and only if it falls into one of the following categories.
1. n= 2; m= f; p is any odd prime; and
E = ha; b j apm+1 = 1; ab = a−1; b2 = a(1=2)(pm+1)i;
the action is normal and the indexing group for the cocycle is the dihedral group
G = ha; b j a(1=2)(pm+1) = b2 = 1; ab = a−1i;
2. n= 4; m= f=2; pm  1(mod 4); E has presentation
ha; b j a(1=2)(p2m+1) = 1; ab = apm ; b4 = 1i;
and the action is not normal.
3. n is odd and has prime decomposition pe11 p
e2
2   perr ; m = 2m0 is even; m0 = f=n;
for all i = 1; : : : ; r; the congruence pm
0  −1(mod pi) holds; and
E = ha; b j a(2=n)(pnm
0
+1) = 1; ab = ap
2m0
; bn = a(p
nm0+1)=n(pm
0
+1)i;
the action is normal and the indexing group for the cocycle is
G = ha; b j a(1=n)(pnm
0
+1) = 1; ab = ap
2m0
; bn = a(p
nm0+1)=n(pm
0
+1)i;
Let ! be a primitive element in F2 and let  be the Euler phi-function. In each of the
above cases; we obtain; for each integer t less than n and coprime to n; an embedding
ha; bi of E in Aut(AC) if we allow a and b to act (modulo Q) on V as follows:
xa = !nx and xb = !txp
m
:
All other embeddings of E as regular subgroups in Aut(AC) are conjugate by a linear
map in Aut(AC) to one of these embeddings. There are precisely q(q−1)(n) distinct
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embeddings of E as regular subgroups in Aut(AC). The number of distinct ways in
which the abstract group E acts on AC is q(q− 1)(n)jAut(E)j where
jAut(E)j=
8>>>><
>>>>:
(pf + 1)(pf + 1) if n= 2;
((pf + 1)=2)(pf + 1)=2 if n= 4;0
@ 

2
n (p
f+1)

(gcd(n;pm0+1))
1
A pf+1
n(pm0+1)

gcd(n; pm
0
+ 1) if n is odd :
Theorem 4.2. The following exceptional cases occur. In each case listed; the group
E acts regularly on the group divisible design AC of order 2(p + 1). In each case;
there is just one conjugacy class C of subgroups in Aut(AC) which are isomorphic
to E. We give the isomorphism class of Aut(E); the size of C; and the number of
distinct actions the abstract group E has on C. When the action is normal; we give
the isomorphism class of the indexing group G = E=hi.
1. p=5: E=PSL(2; 3) = A4 acts non-normally; Aut(E) = S4; jCj=5; there are 120
distinct actions.
2. p= 11: E =SL(2; 3) acts normally; Aut(E) = PGL(2; 3); jCj= 55; there are 1320
distinct actions; G = PSL(2; 3).
3. p = 23: E = GL(2; 3) acts normally; Aut(E) = S4; jCj = 506; there are 12 144
distinct actions; G = PGL(2; 3).
4. p= 29: E = PSL(2; 5) = A5 acts non-normally; Aut(E) = S5; jCj= 203; there are
24 360 distinct actions.
5. p = 59: E = SL(2; 5) acts normally; Aut(E) = S5; jCj = 1711; there are 205 320
distinct actions; G = PSL(2; 5) = A5.
4.2. Denitions
Let V denote the set of non-zero vectors in V. Let  : x 7! x(q−1)=2 denote the
quadratic character on F1.
The one-dimensional vector spaces in V partition V into sets of size q − 1. We
will call these sets lines. Vectors x and y are in the same line if and only if there is
an element  of F1 such that x = y. There are q + 1 lines each containing q − 1
vectors in V. We obtain a renement of our partition if we put vectors x and y in the
same subset if and only if there is an element  of F1 such that x= 2y. In this case,
we call the subsets half-lines. There are 2(q+ 1) half-lines each containing (q− 1)=2
vectors in V.
The rows and columns of Paley's conference matrix are indexed by the lines. Let
I = fx0; x1; : : : ; xqg be a complete set of representatives for the lines. Let det be any
alternating bilinear form on V. The (q+ 1) (q+ 1) (0;1)-matrix
C = [ det(x; y)]x;y2I
is called a Paley conference matrix of order q + 1. This geometric construction was
rst described in [13]. The freedom in choosing the bilinear form det and the set of
line representatives suggests that there are many inequivalent Paley matrices of a given
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order. However, all Paley matrices of order q + 1 are equivalent. Replacing the line
representative xi with xi multiplies the ith row and the ith column of C by (). So
the choice of line representatives does not alter the equivalence class.
Moreover, changing the bilinear form can only result in negating the whole matrix.
Pick a basis fu; vg for V. Then writing x = (x1; x2) and y = (y1; y2) we have
det(x; y) = (x1y2 − x2y1)det((1; 0); (0; 1)) =
 x1 x2y1 y2
 det((1; 0); (0; 1)):
So any form is a multiple of the familiar determinant of a 2  2 matrix. Henceforth,
we choose det so that det((1; 0); (0; 1)) = 1. Our notation extends so that, if A is any
2 2 matrix over F1, and if det A denotes the determinant of A, then
det(Ax; Ay) = det A det(x; y):
Note that if () =−1, and J= fx; x j x 2 Ig, then
EC = [ det(x; y)]x;y2J:
So EC and the associated group divisible design AC are indexed by the half-lines.
Finally, we dene the (q2 − 1) (q2 − 1) (0;1)-matrix
BC = [ det(x; y)]x;y2V :
Note that BC is indexed by V. Note also that BC may be obtained from EC by
replacing each entry cxy of EC by the (q − 1)=2  (q − 1)=2 matrix cxyJ(q−1)=2. In
other words, if we index the rst (q− 1)=2 rows of BC with the elements of the rst
half-line, and the next (q − 1)=2 rows with the second half-line and so on, then we
obtain the Kronecker product of EC and J(q−1)=2; that is
BC = EC ⊗ J(q−1)=2: (4.1)
4.3. The automorphism group of the Paley conference matrix
In this subsection, our goal is to compute the automorphism group of the Paley
conference matrix (i.e., complete Step 1 of the agenda for the Paley conference matrix).
We adapt ideas developed by Hall [14] and Kantor [21] when they computed the
automorphism group of the Paley type I Hadamard matrix. In particular, we prove the
following theorem.
Theorem 4.3. Let C be a Paley conference matrix of order q+ 1.
1. G L(2; q) acts faithfully on BC .
2. Aut(AC) = Aut(C) = G L(2; q)=Q.
Let q  3 (mod 4) be a prime power. Let C denote the Paley conference matrix
of order q + 1, and let H denote the type I Hadamard matrix of order q + 1. For
the Hadamard matrix, Kantor [21] identies a central involution  (which multiplies
all rows and columns by −1), and proves that for q> 11 the group Aut(H)=hi is
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isomorphic to the group Gq of permutations on the set GF(q) [ f1g of the form
(ax + b)=(cx + d) where ad− bc=1; the symbol  denotes a eld automorphism of
GF(q), and a; b; c; d 2 GF(q). For q611, the automorphism group is much larger than
2jGqj, and each case has to be examined separately.
Since H = Iq+1 + C, it is not surprising that, for q>11; Aut(AH ) turns out to be
a subgroup of index 2 in Aut(AC). However, there are some interesting dierences
in the argument for the conference matrix. A major dierence is that one can use
elementary means to determine Aut(AC), while no elementary argument is known for
the Hadamard matrix. Another major dierence is that there are no small exceptional
cases. Both these dierences occur because any automorphism of the conference matrix
must x the diagonal.
Proof. Here is an outline of our proof. We associate to each element of G L(2; q)
an automorphism of BC and an automorphism of AC . This induces a homomorphic
injection from G L(2; q) into Aut(BC) and a homomorphism with kernel equal to the
subgroup Q from G L(2; q) into Aut(AC). This shows that G L(2; q) acts faithfully
on BC , and that G L(2; q)=Q acts faithfully on AC . Finally, we count the number of
elements in Aut(C) to show that Aut(C) and Aut(AC) are isomorphic to G L(2; q)=Q.
For each A 2 GL(2; q) we dene two permutations on V:
A(x) = Ax and  A(x) = det(A)Ax:
We also dene permutations   and  via the equation
(x) =  (x) = (x
p
1 ; x
p
2 )
T:
Here we write x as a two-dimensional vector (x1; x2) with respect to a xed basis over
GF(q). It is easy to check that  A   B(x) = ABx =  AB, that     (x) =  2 (x), and
that   A −1 (x)=  A−1 (x). Similar remarks apply to A; B and . So the mappings
Ak 7! Ak and Ak 7!  Ak dene actions of G L(2; q) on V. It is also easy to
check that these actions are faithful. Notice that for all A 2 GL(2; q) we have
  det(A(u);  A(v)) =   det(Au; det(A)Av) = (det(A)2det(u; v)) = (det(u; v));
and that
 det((u);  (v)) = 
 up1 vp1up2 vp2
= (det(u; v)p) =  det(u; v): (4.2)
Therefore each element of G L(2; q) denes an automorphism on BC . Moreover, since
this action induces faithful actions on V, the action of G L(2; q) on BC is faithful.
This proves the rst part of the theorem. Now, if there is an element  2 GF(q) such
that x and y satisfy
x = 2y;
then
(x) = (p)2(y) and Ax = 2Ay;
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and so G L(2; q) preserves the half-lines. Therefore, by Eq. (4.1), each element of
G L(2; q) induces an automorphism of EC , and G L(2; q) acts on EC . We show that
Q is the kernel of this action.
Note that every element of G L(2; q) can be written in the form Ak where k 2
f0; : : : ; f − 1g and A 2 GL(2; q). Now suppose Ak acts trivially on the rows of EC .
Then, since Ak xes every half-line (setwise), there exist ;  2 GF(q) such that for
all u; v 2 V,
Ak ((u1; u2)
T) = (2up
k
1 ; 
2up
k
2 )
T = 2u(u1; u2)
T;
where u depends on the vector u= (u1; u2)T. Taking u= (1; 1)T, we see that 2 = 2;
so certainly, for all u1 and u2 non-zero, we have
2(up
k
1 ; u
pk
2 ) = 
2
u(u1; u2)) up
k−1
1 = u
pk−1
2 :
Taking u2 equal to 1, we see that k = 0, and indeed that the kernel of the action
of G L(2; q) is a subgroup of Q. On the other hand, it is easy to see that 2I2 acts
trivially on the rows of EC . This proves that G L(2; q)=Q acts faithfully on EC . But,
since AC can be obtained from EC by replacing each entry equal to −1 by 0, we
conclude that G L(2; q)=Q acts faithfully on AC .
Our goal now is to show that the elements in G L(2; q)=Q are the only automor-
phisms of AC . Since, by Theorem 2.6, Aut(C) and Aut(AC) are isomorphic, it is
sucient to count the automorphisms of C. Since all Paley matrices of the same or-
der are equivalent and since any two equivalent conference matrices have isomorphic
automorphism groups, we are free to choose a convenient indexing set for C. If we
let I be the set of points f(0; 1)g [ f(1; x) j x 2 GF(q)g, then we obtain the matrix C
below.2
6664
0 −1 : : : : : : : : : −1
1
... [(y − x)]x;y2GF(q)
1
3
7775
Here the rst row and rst column of C are indexed by (0; 1). Since G L(2; q)=Q acts
faithfully on C it suces to show that G = Aut(C) and G L(2; q)=Q have the same
order. Since G L(2; q)=Q<G acts transitively on the rows of C, so does G. Hence
it is sucient to prove that the subgroup G(0;1) of G which xes the rst row of C
has order 2(q− 1)qf.
Since an automorphism of C must take a zero entry of C to a zero entry of C and
all the zeros of C lie along the main diagonal, it follows that any element of G must
x the main diagonal of C. This in turn implies that an element of G which xes the
rst row of C also xes the rst column of C. Thus G(0;1) xes both the rst row and
column.
Now suppose (P;Q) 2 G(0;1) and that P multiplies row (0; 1) by a and Q multiplies
column (0; 1) by b, then it follows that P multiplies rows 0; : : : ; q − 1 by b and Q
multiplies rows 0; : : : ; q − 1 by a. Also since (P;Q) xes the main diagonal of C it
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follows that P and Q induce the same permutation  on the set f0; : : : ; q − 1g. Thus
a pair (P;Q) 2 G(0;1) is equivalent to the existence of a triple (a; b; ) such that
a; b 2 f1g and  is a permutation of GF(q) such that for all x and y 2 GF(q).
ab((y)− (x)) = (y − x):
Notice that if there are two triples (ai; bi; i); 16i62, satisfying the above equation
then (a1a2)(b1b2)(1 2(y)−1 2(x))= a2b2(a1b1((1(2(y))−1(2(x))))=
a2b2(2(y)−2(x))=(y−x), and so the triple (a1a2; b1b2; 1 2) also satises the
above equation. Consequently the set of all such triples under the obvious coordinate
multiplications is a group isomorphic to G(0;1).
Let  2 GF(q) and  2 GF(q) and let ; : x ! x + . Then
ab(;(y)− ;(x)) = ab(x +  − (y + )) = ab()(y − x)
Thus (a; b; ;) 2 G(0;1) if and only if ab = (). Since the set of all such maps ;
is a doubly transitive group of permutations on GF(q), it follows that G(0;1) is doubly
transitive on the remaining rows of C. So the order of G(0;1) can be deduced from the
order of the subgroup of G(0;1) which xes the rows indexed by (1; 0) and (1; 1). This
is equivalent to assuming that (0) = 0 and (1) = 1. Substituting into the equation
above we conclude that ab= 1 and hence that for all x and y 2 GF(q)
((y)− (x)) = (y − x):
Carlitz studied such permutations in [4] and gave a clever but elementary proof that
the set of permutations  on GF(q); q=pf, which satised this condition is the group
of permutations generated by the Frobenius map  : x 7! xp. Since for each such
permutation  there are two possible triples namely (1; 1; ) and (−1;−1; ), it follows
that the order of the pointwise stabilizer of f(0; 1); (1; 0); (1; 1)g is 2n and hence the
order of G(0;1) is 2(q− 1)qf.
4.4. The connection with near elds
Recall that there is an epimomorphism  : G L(2; q)! Aut(AC) whose kernel is
the group Q = f2I2 j  2 GF(q)g. Let L = fI2 j  2 GF(q)g. Throughout the rest of
this paper, we will say a subgroup R0 <G L(2; q) is regular if it acts regularly on the
elements of V. We prove the following lemma.
Lemma 4.4.
1. The subgroups which act regularly on AC are in one-to-one correspondence with
the regular subgroups of G L(2; q) which contain Q.
2. The subgroups which act normally on AC are in one-to-one correspondence with
the regular subgroups of G L(2; q) which contain L.
Proof. Consider a regular subgroup R of Aut(AC). Since R acts regularly on AC; R
has order 2(q+1), and, since Q has order (q−1)=2, the full preimage R0 of R under 
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contains Q and has order q2− 1. Indeed, R0 acts transitively on the rows of BC . Proof
of this is as follows. Given vectors x and y in V, there is an element  2 R0 which
takes the half-line containing x to the half-line containing y; so there is an element in
the double coset of QQ of  in R0 taking x to y. Conversely, if R0 is a subgroup
of G L(2; q) which contains Q and acts regularly on V, then, since Q xes each
half-line as a set, the homomorphic image R=(R0) acts transitively on the half-lines.
Therefore any regular subgroup of Aut(AC) corresponds to a subgroup of G L(2; q)
containing Q and acting regularly on V. This proves part 1.
Now consider a subgroup R of Aut(AC) which acts normally on AC . Recall that R
acts normally if and only if R contains the involution  which simultaneously inter-
changes the points in each group. Now the set of elements in G L(2; q) which x as
sets every one-dimensional space in V comprise the subgroup L, and, since L=Q = Z2,
we must have L = −1(hi). Hence, the subgroups of Aut(AC) which act normally
on AC are in one-to-one correspondence to the regular subgroups of G L(2; q) which
contain L.
All the regular subgroups of G L(2; q) have been determined by Zassenhaus (see
pp. 413{425 of [17] or pp. 236{241 of [8]). They are very closely related to the nite
near elds. A near eld has the same axioms as a eld except the multiplication need
not be commutative and only left distributivity is needed.
Every subgroup of G L(2; q) acting regularly on V allows us to dene a near eld
multiplication on V. Let R be a subgroup of G L(2; q) which acts regularly on V.
Fix an element, denoted by the symbol 1, in V. Since R acts regularly on V, for
each x 2 V, there exists an element rx 2 R such that
xrx = 1:
Dene the binary operation  on V by the equation
x  y = yr−1x = 1(rxry)−1 : (4.3)
Then (V;) forms a group which is isomorphic to R. Moreover, since rx 2 G L(2; q),
x  (y + z) = (y + z)r−1x = yr−1x + zr−1x :
So (V;+;) forms a neareld. Conversely, if we have a near eld (V;+;) and the
maps rx : y ! x  y are all in G L(2; q), then the group R = frx j x 2 Vg is a
subgroup in G L(2; q) acting regularly on V. Note that for all ;  2 GF(p),
(y + z)rx = (y)rx + (z)rx
= (y + y +   + y)rx + (z + z +   + z)rx
= yrx + yrx +   + yrx + zrx + zrx +   + zrx
= (yrx) + (zrx):
So the multiplicative group of every near eld of order q2 may be embedded as a
subgroup in GL(2f;p) acting regularly on V.
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Huppert [17, Chapter XII, Section 9] gives a discussion of the regular subgroups
R of GL(V). According to Huppert, either R is of type I and it contains a cyclic
normal subgroup which is irreducible on V, or it is of type II or III and is one of the
seven exceptional near elds of order 52; 72; 112; 232; 292 or 592. We will say a regular
subgroup of Aut(AC) is type I, II or III according to whether its corresponding near
eld is type I, II or III.
Notice that each of the exceptional near elds have order equal to a square of a
prime; so we obtain embeddings in GL(2; q). We defer further discussion of these near
elds until Section 4.6.
4.5. The type I regular subgroups
We remind the reader of some standard theory. A subgroup of GL(2; q) is said to
be irreducible if it xes no subspace of V setwise. Notice that any irreducible cyclic
subgroup of order q2 − 1 in GL(2; q) must be regular. Such a subgroup is called a
Singer cycle. A Singer cycle S may be constructed as follows. Let ! be a primitive
element of F2. Then the map  whose action on V is given by
x = !x (4.4)
permutes the elements of V cyclically. Therefore hi is a Singer cycle. It can be
proved that all Singer cycles in GL(2; q) are conjugate in GL(2; q). Now observe that
i is in L whenever !i is in F1; so S contains L. If  2 G L(2; q) xes 1 and
normalizes S, then  is a eld automorphism of F2. Indeed, the normalizer of S in
G L(2; q) is given by
NG L(2; q)(S) = h;  j q2−1 = 1; 2f = 1;  = pi; (4.5)
where the action of  on V is given by
x = xp: (4.6)
It can be shown that
NG L(2; q)(S) \ GL(2; q) = hihfi: (4.7)
Now let H be an irreducible cyclic subgroup of GL(2; q). Standard theory states that
the centralizer in G L(2; q) of H is a Singer cycle. Because every Singer cycle is
abelian, a Singer cycle contains H if and only if it is the centralizer in G L(2; q) of
H ; so the Singer cycle containing H is unique. The normalizer of H in G L(2; q) is
the normalizer of the Singer cycle containing it.
Lemma 4.5.
1. The type I regular subgroups of G L(2; q) are conjugate via an element of GL(2; q)
to one of the regular subgroups Rn; t of G L(2; q) constructed as follows. Let n; m
and t be integers satisfying
(a) 2f = mn;
(b) t is coprime to n;
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(c) pm  1 (modpi) for any prime pi dividing n;
(d) pm  1 (mod 4) if n  0 (mod 4).
Let ! be any primitive element of F2; and set
Rn; t = ha; bi; where xa = !nx and xb = !txpm : (4.8)
Rn; t contains Q if and only if
(e) n j 2(pf + 1);
and Rn; t contains L if and only if
(f ) n j (pf + 1).
2. Let S be the Singer cycle generated by the map x 7! !x. We have the following
facts concerning intersections
L \ Rn; t  S \ Rn; t = hai (4.9)
GL(2; q) \ Rn; t =
 hai if n is odd;
haihbn=2i if n is even: (4.10)
3. We have the following presentation for Rn; t .
Rn; t = Rn = ha; b j a(1=n)(pmn−1) = 1; ab = apm ; bn = a(pmn−1)=n(pm−1)i: (4.11)
Proof. Suppose R<G L(2; q) is type I. Let H be an irreducible cyclic normal sub-
group of R. Then, since H is normal, the group R is contained in the normalizer N of
the unique Singer cycle S 0 in G L(2; q) containing H . Conjugate N by an element M
of GL(2; q) so that S 0 coincides with S. Then M−1RM is contained in NG L(2; q)(S);
so we may suppose that R is contained in NG L(2; q)(S). Consider the normal subgroup
S \ R of R. Set n= [R : S \ R]. we have
R
S \ R
= RS
S
<
hihi
hi
= hihi \ hi
= Z2f:
So n divides 2f, and, since jRj = jSj; we have S \R = hni: Indeed, setting m=2f=n,
there are elements a= n and b= mt in R such that R= ha; bi and S \R= hai. Now
bi = mit(p
m(i−1)+pm(i−2)++pm+1): (4.12)
Since mn = 1, we have bn 2 S \ R= hni; so n(pm − 1) divides (pmn − 1), and, since
hai is normal in R, we have
R= fbiaj j i = 0; 1; : : : ; n− 1; j = 0; 1; : : : ; (q2 − 1)=n− 1g:
Since R is regular, the elements 1b
ia j must all be distinct. This is so if and only if the
integers
jn+ t(pm(i−1) + pm(i−2) +   + pm + 1)
(i = 0; 1; : : : ; n− 1; j = 0; 1; : : : ; (q2 − 1)=n− 1)
are distinct modulo q2 − 1; that is, the integers
t(pm(i−1) + pm(i−2) +   + pm + 1) (i = 0; 1; : : : ; n− 1)
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are distinct modulo n. So, given that R = ha; bi where a = n and b = mt where
2f=mn, the group R is regular if and only if t is coprime to n (condition 1(b)) and
n(pm−1) divides pmn−1 but not pmi−1 for any i 2 f1; 2; : : : ; n−1g. By [21, Lemma
XII.9.6], the divisibility constraints on n(pm − 1) hold if and only if conditions 1(c)
and 1(d) hold. Before completing the proof of Part 1, we prove Part 2.
We now prove Eqs. (4.9) and (4.10). Now S contains L; so L\ hai is contained in
S \ hai which by construction is hai. This proves Eq. (4.9). By Eq. (4.7), the element
biaj is in GL(2; q) if and only if im is a multiple of f = mn=2. This completes the
proof of Part 2.
Returning to the proof of Part 1, Rn; t contains Q (respectively L) if and only if
hai contains Q= h2(pf+1)i (respectively hpf+1i). So conditions 1(e) and (f) apply as
stated. This completes the proof of Part 1.
Now we construct an isomorphism from Rn; t to Rn. Write pmn − 1 = AB, where B
is the largest factor of pmn − 1 such that (B; n) = 1. Solve the congruence
i0  1− tn (mod B):
Then t0 = i0n+ t is coprime to pmn − 1. Set !0 = !t−10 ; a0 = at−10 and b0 = ai0b, then
xa0 = !n0x and x
b0 = !0xp
m
. Hence the isomorphism induced by replacing !0 with !
maps Rn; t to Rn.
We now argue for the presentation of Rn. The rst two relators are immediate from
the presentation of NG L(2; q)(S). To prove the third, recall that n(pm−1) divides pmn−1
and consider Eq. (4.12) with t = 1 and i = n. Finally, we must check that there are
no other relators independent of the three given. But notice that any group with the
given relators has exactly q2 − 1 elements; so there can be no additional independent
relators. This completes the proof of part three.
Remark 4.6. Fix a type I regular subgroup Rn in G L(2; q). Let R = Rn be any regular
subgroup in G L(2; q). By conjugating by an element of G L(2; q) we can move R
in G L(2; q) so that it is in NG L(2; q)(S), and then we may choose a primitive element
!0 so that R coincides with Rn under the isomorphism !0 7! !. It is therefore easy
to describe the set of regular subgroups in G L(2; q) which are isomorphic to Rn.
There are q(q − 1)=2 distinct Singer cycles and each Singer cycle gives (n) distinct
regular subgroups which are isomorphic to Rn. Now Q is in the center of GL(2; q), and
changing primitive elements leaves Q xed; so, whenever R contains Q each distinct
isomorphic copy of R maps under  to a distinct regular subgroup in Aut(AC). It
remains therefore to determine when Rn contains Q (respectively L).
Lemma 4.7. Let R be a type I regular subgroup of G L(2; q). Then (R) acts
regularly on AC if and only if it falls into one of the categories below.
1. n= 2; m= f; p is any odd prime; and (R) has the presentation
ha; b j apm+1 = 1; ab = a−1; b2 = a(1=2)(pm+1)i:
2. n= 4; m= f=2; pm  1 (mod 4); and (R) has the presentation
ha; b j a(1=2)(p2m+1) = 1; ab = apm ; b4 = 1i:
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3. n is odd and has prime decomposition pe11 p
e2
2   perr ; m=2m0 is even; m0=f=n; for
all i=1; : : : ; r; the congruence pm
0  −1 (modpi) holds; and (R) has presentation
ha; b j a(2=n)(pnm
0
+1) = 1; ab = ap
2m0
; bn = a(p
nm0+1)=n(pm
0
+1)i:
The action is normal in Cases 1 and 3 and not normal in Case 2.
Proof. We defer discussion of the presentations until the end of the proof. By
Lemma 4.4, (R) acts regularly (respectively normally) on AC if and only if con-
dition 1(e) (respectively 1(f)) of Lemma 4.5 holds.
Suppose rst that n is even, and let pi be a prime dividing n. Then m jf, and, by
Condition 1(c) of Lemma 4.5, pf  1 (modpi). So, by Condition 1(e) of Lemma 4.5,
0  2(pf + 1)  4 (modpi):
So pi j 4. It follows that if n is even then n = 2k for some positive integer k. If
k>2, then, by condition 1(d), pm  1 (mod 4). Since m jf, pf  1 (mod 4), and, by
condition 1(e) of Lemma 4.5,
2k−1 j (pf + 1)  2 (mod 4):
So k = 2. Hence if n is even, then n = 2 or 4. If n = 2, then, by Condition 1(a) of
Lemma 4.5, we need f = m, and, by condition 1(c) of Lemma 4.5, p must be odd.
Conversely, if n=2; f=m, and p is any odd prime, then Conditions 1(a), 1(c), 1(d)
and 1(e) of Lemma 4.5 hold. Indeed, condition 1(f) of Lemma 4.5 holds; so, in this
case, the action is normal.
If n= 4, then Conditions 1(a), 1(c), 1(d) and 1(e) of Lemma 4.5 hold if and only
if f = 2m and pm  1 (mod 4). Notice that in this case, pf  1 (mod 4); so that n
does not divide (pf + 1), and hence in this case the action is not normal.
If n=pe11 p
e2
2   perr is odd, then, by Condition 1(a) of Lemma 4.5, m=2m0 is even,
and f = nm0. By Condition 1(c) of Lemma 4.5, we have
pi j (pm0 − 1)(pm0 + 1):
Since (pm
0−1; pm0+1)=2, either pi jpm0−1 or pi jpm0+1. But, if pm0  1 (modpi),
then, by Condition 1(e) of Lemma 4.5,
pi j n j 2(pf + 1) = 2(pnm0 + 1)  4 (modpi);
contradicting the hypothesis that n is odd. So if n = pe11 p
e2
2   perr is odd, then for
i = 1; 2; : : : ; r,
pm
0  −1 (modpi): (4.13)
Conversely, if n=pe11 p
e2
2   perr is odd, m=2m0 is even, f=nm0, and the congruences
(4.13) hold, then Conditions 1(a), 1(c) and 1(d) of Lemma 4.5 hold. Moreover, for
i = 1; 2; : : : ; r
peii j (pm
0peii + 1) j (pnm0 + 1):
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So
n j (pnm0 + 1) = (pf + 1):
So condition 1(f) of Lemma 4.5 holds. It follows that when n is odd the conditions in
case 3 completely characterize the parameters of the Dickson near elds which induce a
regular action on the group divisible design associated with a Paley conference matrix.
Moreover, the last display equation shows that in this case, the action is normal.
We now verify the respective presentations. The group Q has order 12 (p
f−1). Since
Q is a subgroup of hai, presentation (4.11) becomes
(R) = ha; b j a(2=n)(pf+1) = 1; ab = apm ; bn = a(pmn−1)=n(pm−1)i:
When n= 2, we have f = m, and
2
n
(pf + 1) = pm + 1 and
pmn − 1
n(pm − 1) =
pm + 1
2
:
When n= 4, we have f = 2m, and
2
n
(pf + 1) =
1
2
(p2m + 1) and
pmn − 1
n(pm − 1) =
1
2
(p2m + 1)
1
2
(pm + 1):
When n is odd, we have f = nm0, where m= 2m0. In this case,
2
n
(pf + 1) =
2
n
(pnm
0
+ 1) and
pmn − 1
n(pm − 1) =
 
pnm
0 − 1
pm0 − 1
! 
pnm
0
+ 1
n(pm0 + 1)
!
:
Now (pnm
0 − 1)=(pm0 − 1) is odd; so
bn(p
m0+1) = a(1=n)(p
nm0+1):
Moreover, pm
0
+ 1 divides (1=n)(pnm
0
+ 1); so
bn = a(p
nm0+1)=n(pm
0
+1);
as required.
Remark 4.8. The statement of Lemma 4.7 makes it easy to list the groups which act
regularly on some Paley conference matrix. Once a legal choice is made for the value
of n, an unrestricted choice is made for the value of m or m0. Then (if necessary)
the Chinese remainder theorem is used to list allowable residue classes modulo an
appropriate integer. 3 Dirichlet's theorem that there are innitely many primes in any
innite arithmetic progression ensures that each allowable residue class yields innitely
many distinct regular actions. An interesting consequence of this argument is that
Theorem 4:7:2 gives an innite family of relative dierence sets which are not normal.
We now consider the automorphism groups of (R).
3 In Cases 1 and 2, the modulus is n, and in Case 3, the modulus is the product of the primes dividing n.
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Lemma 4.9. If n=2 and p=3; then (R) is isomorphic to Q8. In this case; Aut((R))
is isomorphic to S4. In all other cases; every automorphism is of the form
(i; j)(bka‘) = bkajk+i‘
where i and j are residues modulo the order o(a) of a. In each of these cases; the map
(i; j) 7! (i; j) is a homomorphism from Aut((R)) into a subgroup of the holomorph
of Zo(a). The constraints on the ordered pair (i; j) and the order of Aut((R)) are
given case by case below.
1. For n=2; Aut((R)) is isomorphic to the holomorph group of Zpf+1. The number
of distinct automorphisms of (R) is (pf + 1)(pf + 1).
2. For n = 4; Aut((R)) is isomorphic to the holomorph group of Z(1=2)(pf+1). The
number of distinct automorphisms of (R) is 12 (p
f + 1)
(
1
2 (p
f + 1)

.
3. For n odd; set m0 = f=n: Aut((R)) maps to the semi-direct product of the
subgroups
f(1; j) j j  0 (mod 2(pm0 + 1)=gcd(n; pm0 + 1))g
and
f(i; 0) j i  1 (mod gcd(n; pm0 + 1))g
of the holomorph of Z(2=n)(pf+1). In this case; there are
(2=n(pf + 1))
(gcd(n; pm0 + 1))
 p
f + 1
n(pm0 + 1)
gcd(n; pm
0
+ 1)
distinct automorphisms of Aut((R)).
Proof. Let G denote (R). Since the theorem is immediately true if G is isomorphic
to Q8, we may suppose G is not isomorphic to Q8. We claim that hai is a characteristic
subgroup of G.
Suppose n= 2. Then ap
f+1 = 1; ab = a−1, and b2 = a(p
f+1)=2. Thus b2 is the unique
involution in hai and we recognize G to be a generalized quaternion group. Now
(ajb)2 = (ajb2)(b−1ajb) = b2. Thus all elements in G nhai have order 4, and, since a
has order pf + 1> 4; hai is characteristic.
Now suppose n 6= 2. Notice that if an element has order co-prime to n, then its
image when we factor out by hai must be the identity. So any element whose order is
co-prime to n must be in hai. Let H be the subgroup of G generated by all elements of
order co-prime to n. Since H is contained in the abelian group hai, all the elements in
H have order co-prime n. So H is characteristic in G. Now the Theorem of Zsigmondy
[16, Theorem 8:3, p. 508] implies there exists a prime r dividing pf+1 but not dividing
the numbers n; p − 1; p2 − 1; : : : ; p2f−1 − 1. Thus H contains an element h of order
r. Since the centralizer CG(H) of H in G is a characteristic subgroup of G, the claim
follows provided CG(H)=hai. Suppose otherwise. Since haiCG(H), we may suppose
c=ajbk 2 CG(H) with 16k <n. Then h=hc=hbk =hpmk , and so hpmk−1=1. However,
this implies that r divides pmk − 1 | a contradiction.
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We have shown that hai is a characteristic subgroup and so for any automorphism
 of G; (a) = ai where gcd(i; 2(pf + 1)=n) = 1. Also, since hai is a characteristic
subgroup, any autmorphism  of G must permute the left cosets of hai. We next claim
the coset bhai is a characteristic set. Suppose (b)=bkaj, then (ab)=(a)(b). Using
the second relator, this equation implies that aip
m(pm(k−1)−1) = 1. It follows that
pm(k−1) − 1 = 0

mod
2(pf + 1)
n

:
Thus 2(pf+1)=n divides pm(k−1)− 1 and the Zsigmondy prime r divides pm(k−1)− 1.
Thus k = 0, and we conclude (b) = baj.
We have shown therefore that any automorphism  of G has the form
(i; j)(a) = ai and (i; j)(b) = baj:
Our goal now is to decide what further restrictions on the ordered pair (i; j) are needed
to ensure that  is an automorphism. First note that, without further restrictions on
(i; j), the elements (i; j)(a) and (i; j)(b) generate G; so all we have to decide is when
(i; j) preserves the relators in the presentation for G. It is immediate that the rst two
relators are preserved. The third relator is bn = au, where u depends on G. So we
require (i; j)(b)n = (i; j)(a)u, or equivalently
(i − 1)u  j(pm(n−1) + pm(n−2) +   + pm + 1) (modw); (4.14)
where w also depends on G. Before we examine this equation in detail, we make
some comments about Aut(G). If (i1 ; j1); (i2 ; j2) are elements of Aut(G), then (i2 ; j2) 
(i1 ; j1) = (i1i2 ; j1i2+j2); so it is convenient to work directly with the ordered pairs using
the multiplication
(i2; j2)  (i1; j1) = (i1i2; j1i2 + j2)
Consider the sets K=f(1; j) j (1; j) 2 Aut(G)g and M=f(i; 0) j (i; 0) 2 Aut(G)g. Notice
that
M \ K = f(1; 0)g;
(i; 0)−1  (1; j)  (i; 0) = (1; ji);
(1; j2)  (1; j1) = (1; j1 + j2);
(i1; 0)  (i2; 0) = (i1i2; 0):
So MK is a semi-direct product in the holomorph group of Zo(a). We now show
that Aut(G) = MK . In the rst two cases, Aut(G) is the whole holomorph group of
Zo(a). In the nal case, we usually obtain a proper subgroup of the holomorph group
of Zo(a).
If n= 2, then u= (pf + 1)=2; w = (pf + 1), and Eq. (4.14) becomes
(i − 1)(pf + 1)=2  j(pf + 1) (modpf + 1
which is always true when i is odd. Since we already require i to be coprime to pf+1,
in this case, we obtain no new restrictions on (i; j). If n=4, then u=0; w= 12(p
2m+1),
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and Eq. (4.14) becomes
0  j(p2m + 1)(pm + 1) (mod 12 (p2m + 1)
which is always true. If n is odd, then u=(1=n)(pf+1)=(pm
0
+1), w=(2=n)(pf+1),
and Eq. (4.14) becomes
pnm
0
+ 1
n(pm0 + 1)
(i − 1)  j p
2nm0 − 1
n(p2m0 − 1)

mod
2
n
(pnm
0
+ 1)

which becomes
i  1− jn(pm0(n−1) + pm0(n−1) +   + pm0 + 1) (mod 2(pm0 + 1)):
So, putting D = gcd(n; pm
0
+ 1), the only additional constraints are that
i  1 (modD)
and
j 

1− i
D
 n
D
−1 "pnm0 − 1
pm0 − 1
#−1 
mod
2
D
(pm
0
+ 1)

:
Notice that each legal choice for i, gives the same number of legal ordered pairs. Since
i= 1 is consistent with exactly jM j distinct values of j, we see that Aut(G) =MK . It
is now easy to compute the order of Aut(G).
4.6. The Agenda for the type II and III near elds
There are seven near elds which are in Huppert's terminology not type I. Using
Lemma 4.4 we see that ve of these give regular actions on the associated group
divisible design of a Paley conference matrix. In this section, we carry out the agenda
listed in Section 3.4 for each of these near elds. In each case, we give a sample
embedding of the group (V;) as a regular subgroup R in GL(2; q). We let K denote
Aut(AC).
4.6.1. The type II near eld of order 52
The multiplicative group (V;) of the exceptional near eld of order 25 is isomor-
phic to SL(2; 3). A sample regular embedding of (V;) is generated by the elements
2 0
0 −2
 
0 −1
1 0
 
1 2
1 −2

of GL(2; 5). In this case (R) = PSL(2; 3) = A4; so Aut(R) = S4. There is exactly
one conjugacy class of subgroups isomorphic to A4 in K and NK ((R)) has order 48. 4
So K contains exactly ve regular subgroups isomorphic to (R). There are 120 distinct
regular actions of (R) on AC . The set of matrices D below is an RDS(12; 5; 2; 2) in
4 This can be checked by rst working in PGL(2; 5).
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(R). Since L is not contained in the subgroup generated by the above matrices, it
follows, by Lemma 4.4 that D is not normal.
0 1
4 0
 
1 2
1 3
 
4 2
1 2
 
2 2
1 4
 
3 2
1 1

:
4.6.2. The type II near eld of order 112
In this case, there are two exceptional near elds. Only one contains Q and that near
eld contains L. So we obtain one normal regular action on the associated group divis-
ible design of the Paley conference matrix of order 12. A sample regular embedding
of (V;) in GL(2; 11) is generated by the matrices
1 3
3 −1
 
0 −1
1 0
 −5 4
3 4
 
4 0
0 4

:
The group (V;) is isomorphic to SL(2; 3)Z5, the regular subgroup (R) is isomor-
phic to SL(2; 3), and Aut((R)) is isomorphic to PGL(2; 3).5 There is one conjugacy
class of subgroups isomorphic to SL(2; 3) in K .6 Using MAGMA [3] we showed that
NK ((R)) has order 48. Thus there are 55 regular subgroups isomorphic to SL(2; 3)
in K . There are 1320 distinct regular actions of (R) on AC . The set of matrices D
below is a normal RDS(24; 11; 5; 2) in SL(2; 3).
8 7
6 4
 
4 7
8 6
 
7 7
6 3
 
0 1
10 0
 
5 7
8 7

;
7 6
7 3
 
4 8
7 6
 
8 6
7 4
 
5 8
7 7
 
10 8
8 1
 
3 10
10 8

:
Since SL(2; 3) modulo its center is isomorphic to PSL(2; 3) = A4, the Paley conference
matrix of order 12 is cocyclic over A4 with extension group equal to S4.
4.6.3. The near eld of order 232
The exceptional near eld of order 529 has a multiplicative group isomorphic to
GL(2; 3) Z11. A sample regular embedding of (V;) in GL(2; 23) is generated by
the elements
3 6
6 −3
 
0 −1
1 0
 
1 −4
−5 −2
 
4 −6
−1 −4
 
2 0
0 2

:
It induces an action of (R) = GL(2; 3) on the associated group divisible design of
the Paley conference of order 24. Aut((R)) is isomorphic to Aut(GL(2; 3)) = S4.
Theoretical arguments similar to those used above show that K has just one conjugacy
class of subgroups isomorphic to GL(2; 3). Using MAGMA, we found that the order of
NK ((R)) is 48; so there are 506 regular subgroups of K isomorphic to GL(2; 3). There
are 12144 distinct regular actions of (R) on AC . The set of matrices listed below
5 In general, Aut(SL(2; p)) = PGL(2; p).
6 This follows from the well known fact that, for q  3 (mod 8), there is one conjugacy class of subgroups
isomorphic to A4 in PSL(2; q).
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comprise a normal RDS(48; 23; 11; 2) in GL(2; 3) with forbidden subgroup equal to the
center of GL(2; 3).

4 17
22 19
 
19 22
21 5
 
21 4
5 1
 
8 10
5 15
 
2 18
19 22


17 19
19 1
 
11 19
19 12
 
18 22
21 4
 
4 22
17 19
 
4 11
11 19
 
1 18
19 21


8 5
10 15
 
10 15
15 18
 
14 9
14 14
 
9 9
14 9
 
0 1
22 0
 
22 4
5 2


20 17
17 3
 
18 21
22 4
 
22 19
19 6
 
6 20
20 17
 
5 15
15 13
 
19 21
22 5

:
Reducing GL(2; 3) by its center produces a group isomorphic to SL(2; 3); so the Paley
conference matrix of order 24 is cocyclic over SL(2; 3) with extension group equal to
GL(2; 3).
4.6.4. The type III near eld of order 292
The exceptional near eld of order 841 has a non-solvable multiplicative group
(V;) which is isomorphic to SL(2; 5)  Z7. A sample embedding of (V;) is
generated by the matrices

0 −1
1 0
 
1 −7
−12 2
 −13 0
0 −13

:
In this case, (R) is isomorphic to PSL(2; 5) = A5, and Aut((R)) is isomorphic to
PGL(2; 5) = S5. The group K contains one conjugacy class of subgroups isomorphic
to A5. Using MAGMA we computed the size of NK ((R)) and found it to be 120.
Therefore there are 406 regular subgroups of K which are isomorphic to (R). There
are 48720 distinct regular actions of (R) on AC . The matrices below comprise a
non-normal RDS(120; 23; 11; 2) in A5.
0 1
28 0
 
2 10
5 23
 
2 17
22 28
 
1 16
23 27


1 21
25 19
 
1 10
5 22
 
1 17
22 27
 
2 23
16 28
 
1 23
16 27


2 16
23 28
 
1 18
9 4
 
2 0
25 27
 
2 4
13 23
 
2 15
20 3


1 14
13 4
 
1 20
7 19
 
2 19
6 11
 
1 7
20 19
 
1 11
4 22


2 7
7 7
 
1 24
24 19
 
1 2
6 28
 
2 13
4 23
 
1 8
1 28


2 2
9 27
 
2 24
1 27
 
1 28
28 21
 
2 28
28 23
 
2 1
24 27

:
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4.6.5. The type III near eld of order 592
The exceptional near eld of order 3481 has a non-solvable multiplicative group
(V;) which is isomorphic to SL(2; 5)  Z29. A sample embedding R in GL(2; 59)
is generated by the matrices

0 −1
1 0
 
9 15
−10 −10
 
4 0
0 4

:
The group (R) is isomorphic to SL(2; 5), and Aut((R)) is isomorphic to S5. There
is one conjugacy class in K of groups isomorphic to SL(2; 5). The group NK ((R))
has order 120; so the number of regular subgroups isomorphic to (R) in K is 3422.
There are 410640 distinct regular actions of (R) on AC . The matrices below constitute
a normal RDS(120; 59; 29; 2) in SL(2; 5) with forbidden subgroup equal to its center.

49 44
10 9
 
50 10
44 10
 
55 48
23 4
 
36 55
55 48


11 13
39 14
 
29 58
58 55
 
20 45
11 13
 
13 48
14 20
 
28 35
34 32


38 31
30 54
 
35 32
31 25
 
29 5
38 31
 
35 31
32 25
 
31 21
54 29


5 30
31 21
 
34 31
32 24
 
30 21
54 28
 
5 38
38 53
 
28 5
38 30


40 11
10 19
 
25 16
42 34
 
6 38
38 54
 
14 18
18 19
 
16 34
34 17


56 52
52 3
 
7 56
56 52
 
0 1
58 0
 
50 44
10 10
 
49 49
50 44


44 9
10 49
 
49 10
44 9
 
10 9
10 15
 
11 39
13 14
 
15 49
50 10


46 45
11 39
 
39 48
14 46
 
58 30
55 1
 
45 13
39 48
 
4 58
58 30


11 55
55 23
 
45 39
13 48
 
4 36
11 55
 
58 55
30 1
 
34 32
31 24


31 25
24 27
 
27 35
34 31
 
5 31
30 21
 
32 25
24 28
 
49 40
40 11


38 53
54 21
 
38 30
31 54
 
21 5
6 38
 
40 10
11 19
 
41 40
14 18


48 40
40 10
 
42 34
34 43
 
40 18
18 45
 
41 14
40 18
 
34 17
43 25

:
Now SL(2; 5) modulo its center is isomorphic to A5; so the Paley conference matrix
of order 60 is cocyclic over A5 with extension group equal to SL(2; 5).
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5. The type I Paley Hadamard matrix
In this section, we study the Paley type I Hadamard matrix along the lines set out
in Section 3.4.
5.1. Denitions and main results
Let q be the fth power of the odd prime p. Let F1;V;I;F2;GL(2; q);G L(2; q)
and C be as dened in Section 4. Let GS(2; q) denote the subgroup of linear maps
in GL(2; q) with square determinant. Note that L and Q are contained in GS(2; q).
Let G S(2; q) be the group obtained from GS(2; q) by adjoining the Frobenius map
 : (x1; x2) 7! (xp1 ; xp2 ). So G S(2; q) has index 2 in G L(2; q). Dene the map det :
V  V 7!F1 to be
det(u; v) =
(
det(u; v) if u and v are linearly independent;
 if v= u:
The type I Paley Hadamard matrix H is dened by the equation
H = [(det(x; y))]x;y2I:
We have
H = Iq+1 + C = [(det
(x; y))]x;y2I;
where C is the Paley conference matrix of order q+1. As shown in Section 4, all the
regular subgroups of Aut(AC) derive from near elds. It is shown below that, provided
q> 11, the same is true for Paley type I Hadamard matrices of order q+1. For q=3; 7
and 11, the situation is more complicated.
In the next subsection, we will show that the group G S(2; q)=Q acts faithfully on
AH . Therefore G S(2; q)=Q may be identied with a particular isomorphic subgroup
in Aut(AH ). In this sense, we think of G S(2; q)=Q as being a subgroup of Aut(AH ).
When q> 11, the automorphism group is equal to this subgroup. However, for q=3; 7
and 11, the group Aut(AH ) is somewhat larger than G S(2; q)=Q. This is because,
for these three values of q, the Paley type I Hadamard matrix is equivalent to other
classical Hadamard matrices: for q = 3 and 7, the matrix is equivalent to a Sylvester
Hadamard matrix, and for q = 11, the matrix is equivalent to the unique Hadamard
matrix of order 12. As a consequence, we obtain regular subgroups in Aut(AH ) which
are not contained in the subgroup G S(2; q)=Q of Aut(AH ).
As a linguistic convenience, we say R is a regular subgroup of G S(2; q)=Q if
(and only if) it is a regular subgroup of Aut(AH ) which is contained in the sub-
group G S(2; q)=Q of Aut(AH ). Our rst two results apply to the regular subgroups
of G S(2; q)=Q.
Theorem 5.1. The group E may be embedded as a regular subgroup of the group
G S(2; q)=Q if and only if
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1. it is one of the three exceptional cases listed in Theorem 5:2; or
2. it has the presentation
E = ha; b j apm+1 = 1; ab = a−1; b2 = a(1=2)(pm+1)i:
In this case; the action is normal. Moreover; if we let ! be a primitive element
in F2; then we obtain an embedding E1 of E in G S(2; q)=Q by allowing a and
b to act on V as follows
xa = !nx and xb = !xp
m
:
All embeddings of E as regular subgroups in G S(2; q)=Q are conjugate by a linear
map in G S(2; q)=Q to E1. There are precisely q(q− 1) distinct embeddings of E
as regular subgroups in G S(2; q)=Q. For q> 11; the number of distinct ways in
which the abstract group E acts on AH is q(q2 − 1)(q+ 1).
The embedding E1 given in Theorem 5.1 gives essentially the same regular action as
that identied by Yamamoto [29], Yamada [28] and Ito [19]. The following theorem
summarizes the actions derived from the exceptional near elds.
Theorem 5.2. The following exceptional subgroups arise in G S(2; q)=Q. In each
case; the group E embeds as a regular subgroup of G S(2; q)=Q acting normally.
For each abstract group E; we give the isomorphism class of Aut(E); the number of
distinct regular embeddings in Aut(AH ); and the number of distinct actions the ab-
stract group E has on AH . We also give the indexing group G for the corresponding
cocycle.
1. p= 11: E = SL(2; 3); Aut(E) = PGL(2; 3); the regular subgroups isomorphic to E
fall into one conjugacy class containing 3960 distinct subgroups; there are 95040
distinct actions; G = PSL(2; 3).
2. p=23: E=GL(2; 3); Aut(E) = S4; the regular subgroups isomorphic to E fall into
two conjugacy classes in Aut(AH ); there are 12144 distinct actions; G = PGL(2; 3).
3. p = 59: E = SL(2; 5); Aut(E) = S5; the regular subgroups isomorphic to E fall
into two conjugacy classes in Aut(AH ); there are 205320 distinct actions; G =
PSL(2; 5).
Examples of those actions appear in [18]. Examples also appear in Sections 4.6.2,
4.6.3 and 4.6.5. The corresponding relative dierence sets may be obtained by adding
the identity matrix to the sets displayed in the respective subsections. Finally, we
have the following result covering the regular subgroups of Aut(AH ) not contained in
G S(2; q)=Q.7
7 See Theorem 5.7 for additional details.
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Theorem 5.3. Let H be the type I Paley Hadamard matrix of order p + 1. The
following regular subgroups embed as regular subgroups of Aut(AH ) not contained
in G S(2; q)=Q.
1. p=3: all non-cyclic groups of order 8 act regularly. Of these; all but the dihedral
group act normally.
2. p = 7: all 14 groups of order 16 excepting the cyclic and dihedral group act
normally. Three of these act non-normally as well as normally.
3. p=11: the group Q8Z3 acts normally. Aut(AH ) contains just one conjugacy class
of regular subgroups isomorphic to Q8  Z3. There are 264 regular embeddings;
and 12 672 distinct actions of Q8  Z3 on AH .
We note the following general case situation.
Corollary 5.4. For q 6= 3; 7; 11; 23 or 59; the generalized quaternion group of order
2(q+1) is the only abstract group which acts regularly on the group divisible design
associated to the type I Paley Hadamard matrix of order q+ 1.
Our proof of Theorems 5.1{5.3 is organized as follows. In Section 5.2, we deter-
mine the automorphism groups of the type I Paley Hadamard matrices. In Section 5.3,
we determine the regular subgroups of G S(2; q)=Q. This will prove Theorem 5.1
and identify the groups listed in Theorem 5.2. Finally, in Section 5.4, we give a
self-contained discussion of the regular group actions for q = 3; 7 and 11. This will
prove Theorem 5.3 and supply the numbers needed for the statement of Theorem 5.2.
5.2. The automorphism group of the Paley Hadamard matrix
Dene the analogue
BH = [(det
(x; y))]x;y2V
to the matrix BC . Part 2 of the following theorem follows easily via Theorem 2.6 from
a construction by Hall [14]. Part 3 follows easily from Kantor [21]. We state Parts 4
and 5 without proof. We proved them via a trivial calculation using MAGMA. Part
6 was proved by Hall [14]. Our treatment is a little dierent to that already in the
literature. Our approach embeds Aut AH in Aut AC for q> 11. It also allows us to
carry out the agenda for H .
Theorem 5.5. Let H be a Paley type I Hadamard matrix of order q+ 1.
1. G S(2; q) acts faithfully on BH .
2. G S(2; q)=Q acts faithfully on AH .
3. For q> 11; Aut (AH ) = G S(2; q)=Q.
4. For q= 3; Aut (AH ) = Z32o A(2; 2).
5. For q= 7; Aut (AH ) = Z52o A(3; 2).
6. For q= 11; Aut (AH ) is a double cover of the Mathieu group M12.
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Proof. We show that Part 3 follows from Part 2. Notice that G S(2; q)=Q contains
exactly q(q2−1)f elements. Kantor [21] proved that, provided q> 11, the factor group
Aut(H)=h(−I;−I)i is isomorphic to the group of permutations on the set GF(q) [
f1g of the form (ax + b)=(cx + d) where ad − bc = 1, the symbol  denotes a
eld automorphism of GF(q), and a; b; c; d 2 GF(q). Therefore (assuming Part 2) the
group Aut(H) has exactly q(q2 − 1)f elements, and, by Theorem 2.6, Aut(AH ) =
G S(2; q)=Q.
To prove Parts 1 and 2, we continue with the notation in the proof of Theorem 4.3.
For A 2 GL(2; q), we have
det(A(u);  A(v)) =

det(A)= det(A)det(u; v) if u= v;
det(A)2det(u; v) otherwise:
We also have
det((u);  (v)) = det(u; v)p:
So by the arguments in the proof of Theorem 4.3, G S(2; q)<G L(2; q) acts faith-
fully on BH , and G S(2; q)=Q acts faithfully on AH .
5.3. The regular subgroups of G S(2; q)=Q
The goal in this subsection is to determine all the regular subgroups of Aut(AH )
which are contained in G S(2; q)=Q. Since G S(2; q)=Q is a subgroup of G L(2; q)=Q,
the arguments in Section 4.4 imply that every regular subgroup of G S(2; q)=Q corre-
sponds to a near eld whose multiplicative group R contains Q and lies in G S(2; q).
Since G S(2; q) is a subgroup of G L(2; q), we may apply Lemma 4.5 to deduce that
R is conjugate via an element M of GL(2; q) to the group R0 = ha; bi where
xa = !nx; xb = !txp
m
and n; t and m are integers satisfying Conditions 1(b), 1(a), 1(c) and 1(d) of
Lemma 4.5. Since G S(2; q) has index 2 in G L(2; q), the subgroup G S(2; q) is
normal in G L(2; q). Therefore R is in G S(2; q) if and only if R0 is. So without loss
of generality, we may work with R0 instead of R. We show that n= 2 and t = 1.
The map  : x 7! !x has determinant equal to !pf+1 which has order pf − 1; so
det() is a non-square, and the linear map a will have a square determinant if and
only if n is even. Now, by Lemma 4.5 (Eq. (4.10)), all other linear maps of R lie in
the coset haibn=2. Since n is even, haibn=2 \GS(2; q) 6= ; if and only if bn=2 has square
determinant. Recall that bn=2 is the product of the map T = t(1+p
m+p2m++pm(n=2−1)) and
the map x 7! xpf which has determinant equal to −1. Now T is the product of the
n=2 maps tp
i
; 06i6n=2− 1. Since n is even and t is co-prime to n; t must be odd.
Therefore
 det(bn=2) = (−1)(det())n=2:
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But q  3 (mod 4); so −1 is a non-square. Therefore bn=2 has square determinant if
and only if n=2 is odd. However, the argument given for even n at the beginning of
the proof Lemma 4.7 implies that, if n is even, then n= 2 or 4. Therefore n= 2 and
t = 1.
Notice that, since there is only one possible value for t, every regular subgroup of
G L(2; q) isomorphic to R is conjugate to R via an element of GS(2; q). Actually,
we have shown that every regular subgroup of G L(2; q) isomorphic to R lies in
G S(2; q); so Part 1 of Lemma 4.7 and Part 1 of Lemma 4.9 apply to show that (R)
is isomorphic to the group E in Part 2 of Theorem 5.1, and that indeed the statements
in that part of the theorem are correct.
Corollary 5.6. If q> 11; then the group divisible design AH does not admit a cyclic
regular action.
We now identify the exceptional regular subgroups of G S(2; q)=Q. Each such group
corresponds to one of the exceptional near elds listed in Section 4.6. Since q 
3 (mod 4), only those near elds with q=11; 23, and 59 can lead to a regular subgroup
of G S(2; q)=Q. The sample regular embeddings Rq in GL(2; q) given in Sections 4.6.2,
4.6.3 and 4.6.5 all have generators with square determinants. So for q=11; 23 and 59,
the group Rq is a subgroup of GS(2; q). Now in each case, there is just one conjugacy
class in GL(2; q) of regular subgroups isomorphic to Rq. Since GS(2; q) has index
two in GL(2; q), it is normal in GL(2; q), and, since Rq is in GS(2; q), all the regular
subgroups in GL(2; q) isomorphic to Rq are actually in GS. Therefore all the regular
subgroups isomorphic to Rq=Q discussed in Sections 4.6.2, 4.6.3 and 4.6.5 actually lie
in G S(2; q)=Q. Therefore all the regular subgroups isomorphic to Rq in G S(2; q)=Q
have already been identied in Sections 4.6.2, 4.6.3 and 4.6.5. We note in passing
that the normal relative dierence sets corresponding to Rq (for q = 11; 23 and 59)
can be obtained by adjoining the identity matrix to the relative dierence sets given
in Sections 4.6.2, 4.6.3 and 4.6.5. When q = 23 or 59, we have Aut (AH ) equal to
G S(2; q)=Q; so, for q = 23 and 59, the numbers of distinct regular embeddings and
regular actions given in Sections 4.6.2, 4.6.3 and 4.6.5 carry over to the present context
without change. Standard theory implies that for q = 23 and 59 the aforementioned
conjugacy class in GL(2; q) breaks up into two conjugacy classes in GS(2; q); so for
q=23 and 59 there are two distinct conjugacy classes of regular subgroups isomorphic
to Rq=Q in GS(2; q)=Q. In the case q=11, as noted above Aut AH is much larger than
G S(2; q)=Q. We deal with this case afresh in the next section.
5.4. Regular actions for q= 3; 7 and 11
We used MAGMA to list the conjugacy classes of the regular subgroups in Aut(AH )
for q = 3; 7; 11. For q = 3 and 7 we found many conjugacy classes (too numerous to
list). For q=11, we found just three. From this it was easy to determine the set R of
isomorphism classes of the regular subgroups. We discuss our results below.
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For q = 3 or q = 7, the Paley Hadamard matrix of order q + 1 is equivalent to
a Sylvester Hadamard matrix. The automorphism group of the Sylvester Hadamard
matrix of order 2k is a semi-direct product of an elementary abelian of order 2k+1
and the group of ane transformations of the k-dimensional vector space over GF(2).
For k = 2 (respectively 3), the order of this group is 192 (respectively 21504). So
G S(2; q)=Q is contained in Aut(AH ) as a proper subgroup of index 8 (respectively
64).
In the case q=3, we determined that R contains 4 groups. Of the ve non-isomorphic
groups of order 8 only the cyclic group of order 8 is not in R. The groups which act
normally are Z4  Z2;Z2  Z2  Z2 and Q8. Only D8 has a non-normal action.
In the case q = 7, exactly 12 of the 14 non-isomorphic groups of order 16 appear
in R. All 12 of these groups have a normal action. Just three groups in R have a
non-normal action. One is isomorphic to a semidirect product (Z2Z2)oZ4, another
is isomorphic to a semidirect product (Z2Z2Z2)oZ2, and the third is isomorphic
to a semidirect product of Z4Z2 with Z2. Specically, we have the following result.
Theorem 5.7. Let H be the type I Paley Hadamard matrix of order 8; and suppose
the group R acts non-normally on AH . Then R is isomorphic to one of the three
groups listed below.
1. ha; b; c j a2 = b2 = c4 = [a; b] = [b; c] = 1; ac = abi.
2. ha; b; c; dja2 = b2 = c2 = d2 = [a; b] = [a; c] = [b; c] = [d; b] = [d; c] = 1; ad = aci.
3. ha; b; cja4 = b2 = c2 = [a; b] = [a; c] = 1; bc = ba2i.
Again Aut(AH ) has no cyclic regular subgroup. The other group of order 16 which
does not occur is isomorphic to a dihedral group.
We now discuss the case q = 11. As noted above, Hall [14] proves that the auto-
morphism group of the Paley Hadamard matrix H of order 12 is isomorphic to the
double cover of the Mathieu Group M12. Thus by Theorem 2.6, Aut(AH ) = 2M12. The
center of this group has order 2 and the action of Aut(AH ) on the orbits of the center
is the well known ve transitive action of M12. Now all normal regular subgroups of
Aut(AH ) must contain the central involution in Aut(AH ). So the regular subgroups
we seek are in one to one correspondence with the regular subgroups of M12. Since
we know the action, we could use the Atlas [5] to theoretically determine all normal
regular actions on AH . Up to isomorphism there are three such groups. They are the
generalized quaternion group Q24 of order 24, a group isomorphic to Q8Z3, and the
group SL(2; 3).
To investigate non-normal regular subgroups we wrote a MAGMA program to deter-
mine all regular actions on AH . We found exactly three conjugacy classes of regular
subgroups of Aut(AH ) namely the normal regular subgroups mentioned above. So AH
admits no non-normal regular actions.
Corollary 5.8. Let H be any Paley type I Hadamard matrix of order greater than 8.
Then the associated group divisible design admits no non-normal regular action.
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Since there is just one conjugacy class of regular subgroups of each isomorphism
type, the number of subgroups isomorphic to the given group is just the size of its
conjugacy class. This information was also found using MAGMA. The conjugacy class
which contains a regular subgroup isomorphic to SL(2; 3) has size 3960, and the
class for Q24 has size 2640. There are 264 regular subgroups isomorphic to Q8  Z3.
The size of the automorphism groups of Q8  Z3; SL(2; 3), and Q24 are 48; 24, and
48 respectively. So AH admits 12 672 actions of Q8  Z3; 95 040 actions of SL(2; 3),
and 126720 actions of Q24.
The presence of the regular subgroups isomorphic to Q8 Z3 follows from the fact
that the type I Paley Hadamard matrix of order 12 is equivalent to the Williamson
type Hadamard matrix of order 12.
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