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	 Ausblick 
 
 Einleitung
Im Rahmen des BMBFVerbundprojektes Verbmobil werden von verschiedenen
Institutionen in Deutschland Spracherkennungssysteme f

ur deutsche Spontanspra
che entwickelt bzw bestehende Spracherkennungssysteme f

ur die Anwendung auf
deutsche Spontansprache optimiert
Um den Fortschritt bei der Entwicklung der Systeme zu beurteilen und deren
Leistungsf

ahigkeit zu vergleichen wird vom Institut f

ur Nachrichtentechnik der
Technischen Universit

at Braunschweig einmal j

ahrlich ein Vergleich der von der
beteiligten Institutionen entwickelten Spracherkennungssysteme durchgef

uhrt
F

ur den Vergleich werden zuvor der zu verwendende Erkennungswortschatz
das Trainingsmaterial und das Auswertungsverfahren festgelegt
Der letzte Test fand im Juni   statt An dem Test beteiligten sich die
folgenden f

unf Institutionen in alphabetischer Reihenfolge

Daimler Benz AG Forschungszentrum Ulm Abt Sprachverstehen FMS
Universit

at Bielefeld Technische Fakult

at  Angewandte Informatik 
Universit

at ErlangenN

urnberg Lehrstuhl f

ur Mustererkennung Informatik 
Universit

at Hamburg FB Informatik Arbeitsbereich
 Nat

urlichsprachliche Systeme
Universit

at Karlsruhe Lehrstuhl Prof Waibel
Bei der Vorstellung der erreichten Erkennungsergebnisse werden die Instituti
onsangaben anonymisiert
 Vorgehen
  Festlegung der Trainingsdaten
F

ur den Durchlauf im Sommer   standen als Trainingsmaterial  CDROMs
mit Sprachdaten zur Verf

ugung Die  CDROMs entsprechen ca  	 Stunden
Sprache Zur Initialsch

atzung der Modelle durften Erkennungssysteme benutzt
werden die an anderem Trainingsmaterial trainiert wurden Zu dem Trainings
material existieren Verschriftungen und Aussprachew

orter Auf Grundlage dieser
Daten wurden die Systeme trainiert Die Daten wurden an vier Datensammelor
ten bei universit

aren Einrichtigungen aufgenommen
 Bonn Kiel M

unchen und
Karlsruhe

   Erkennungswortschatz
Der Erkennungswortschatz umfate 	 Worteintr

age Der Wortschatz deckte
alle im Trainingsmaterial vorkommenden Worteinheiten ab Apostrophierte Wor
teinheiten wie em ne nem wurden nicht zugelassen
  Festlegung der Testdaten
Die Testdaten wurden aus einer vierten CDROM nach dem Zufallsprinzip aus
gew

ahlt und in zwei Testsets unterteilt Testset S enthielt nur

Auerungen mit
einer

Auerungsl

ange k

urzer als   Sekunden Insgesamt waren dies 

Aue
rungen Testset L enthielt 

Auerungen die alle l

anger als   Sek waren
Beide Testsets umfaten jeweils ca  Minuten Sprache
  Sprachmodell
F

ur die Erkennung konnten verschiedene Sprachmodelle verwendet werden

  Kein Sprachmodell dh jedes Wort war zu jedem Zeitpunkt gleichwahr
scheinlich
  Ein einheitliches Bigramm und Trigramm die vom Projektpartner Philips
Forschungszentrum Aachen zur Verf

ugung gestellt wurden Die NGramme
wurden an den Verschriftungen der CDROM   bis  trainiert F

ur den
Zugri auf die NGramme wurde eine Softwareschnittstelle in der Program
miersprache C geschaen die die Projektpartner in ihre Programme einbin
den konnten
  Von den teilnehmenden Institutionen selbst erstellte Sprachmodelle
Zusammenfassend l

at sich somit die Evaluierung der signalnahen Spracher
kennung in verschiedene Schritte gliedern

  Festlegung von Trainingsdaten Kreuzvalidierungsstichprobe und Wortliste
 Training der Spracherkennungssysteme mit dem festgelegtem Trainingsma
terial Adaptierung der Parameter an der Kreuzvalidierungsstichprobe
 Festlegung der Testdaten
 Erkennung auf den Testdaten
 Abgabe der Erkennungsergebnisse
 Auswertung der Erkennungsergebnisse

 Auswertung der Erkennungsergebnisse
Die Erkennungsergebnisse konnten auf zwei verschiedeneArten abgegeben werden

  Abgabe des wahrscheinlichsten Satzes
Als Erkennungsergebnis wird nur der wahrscheinlichste Satz abgegeben
  Abgabe von Wortgittern
Es wird ein W

ortergitter als Erkennungsergebnis abgeliefert Ein W

orter
gitter ist ein azyklischer Graph G der L Kanten besitzt Jede Kante K
l
entspricht einer Worthypothese WH
l
und ist gekennzeichnet durch einen
Anfangs und einen EndknotenKA
l
undKE
l
 Es gibt einen ausgezeichneten
Anfangsknoten der

Auerung KAS und einen ausgezeichneten Endknoten
der gesamten

Auerung KES Ein Beispiel f

ur einen Wortgraph mit der
korrespondierenden Kantenliste zeigt Bild  

da
daher
hier
geht
ist es
da 1 2
daher 1 3
hier 2 3
geht 2 4
ist 3 4
es 4 5
Kante <von> <bis>
(WH) (KA) (KE)
Startknoten KAS = 1 Endknoten KES = 5
1 2 3 4 5
Bild  
 Wortgraph mit korrespondierender Kantenliste
Der wahrscheinlichste Satz mit S W

ortern W
 
  W
N
W
 kann in einen Wort
graph

uberf

uhrt werden indem folgendermaen vorgegangen wird

  Erzeuge N
W
Kanten K
 
    K
N
W

  Besetze jede dieser Kanten K
l
mit folgenden Werten

 Startknoten
 KA
l
 l
 Endknoten
 KE
l
 l   

 Worthypothese
 WH
l
 W
l
Aus jedem Wortgitter wird dann der Pfad ermittelt der zum Referenzsatz
die geringste gewichtete LevenshteinDistanz OKUDA  zum Referenzsatz
aufweist Bei der Fehlerbewertung k

onnen dabei f

ur Wortauslassungen Deleti
on einf

ugungen Insertion und vertauschungen Substitution unterschiedli
che Bewertungsmae C
DEL
 C
INS
 C
SUB
 eingef

uhrt werden Bei der Evaluierung
wurden alle Bewertungsmae auf  	 gesetzt
Der Pfad mit den geringsten Kosten wird mit dem Verfahren der Dynami
schen Programmierung nach folgendem Vorgehen ermittelt

  Gegeben ist der Referenzsatz mit N
R
Referenzw

ortern RW
 
  RW
N
R
und
ein Wortgitter mit L Kanten Alle vollst

andigen Pfade beginnen im Knoten
KAS    und enden im Knoten KES
 Erzeuge eine Kostenmatrix Cr k mit N
R
   Zeilen r  	     N
r
 und
KES Spalten k      KES
 Setze Cr    r  C
DEL
 Setze Cr k  f

ur k   und r  	    N
r
 F

ur k     KES pr

ufe welche Kanten im Knoten K enden F

ur je
de Kante die im Knoten k endet und im Knoten k
s
beginnt berechne
CNEW  C
ins
C	 k
s
 Falls CNEW  C	 k setze C	 k  CNEW
 F

ur r       N
r
durchlaufe die folgende Schleife

a F

ur k      KES Ermittele f

ur alle Kanten die im Knoten k enden
jeweils den Startknoten k
s
 das der jeweiligen Kante zugeordnete Wort
W und das Minimum der folgenden Kostenfunktion

WennW  RW
r
 dann CNEW  minCr  k
s
 Cr ksC
ins
 Cr
  k  C
del

Wenn W  RW
r
 dann CNEW  minCr   k
s
  C
sub
 Cr ks 
C
ins
 Cr    k  C
del

b Falls CNEW  Cr k dann setze Cr k  CNEW
Aus CN
r
K k

onnen die Gesamtkosten ermittelt werden Wenn man sich f

ur
jede Position in der Matrix Cr k die entsprechende Vorg

angerposition und den
Fehlertyp siehe Bestimmung des Minimums merkt kann durch Backtracking die
Ausrichtung zwischen Referenzsatz und dem Pfad der die geringste gewichtete
LevenshteinDistanz zum Referenzsatz aufweist ermittelt werden PAULUS 

Aus dem Ergebnis der Ausrichtung werden die Wortfehlerraten nach folgender
Tabelle bestimmt

Rate Berechnungsvorschrift
Rate der korrekt erkannten W

orter korrekt erkannte W

orter
Referenzw

orter
Ersetzungsrate
 ersetzte W

orterReferenzw

orter
Einf

ugungsrate
 eingef

ugte W

orterReferenzw

orter
Auslassungsrate
 ausgelassene W

orterReferenzw

orter
Wortfehlerrate
 Ersetzungsrate
 Einf

ugungsrate  Auslassungsrate
Wortakkuratheitsrate
   Wortfehlerrate
Es ist einsichtig da bei zunehmender Komplexit

at des Wortgraphen die
Wahrscheinlichkeit steigt da der korrekte Satz im Wortgraphen enthalten ist
Aus diesem Grund ist es n

otig zu jedemWortgraphen nicht nur die Fehleranzahl
sondern auch eine Komplexit

atabsch

atzung zu liefern
F

ur die Evaluierung im Verbundprojekt Verbmobil wurden zu diesem Zweck
dieWorthypothesendichte und die durchschnittlicheVerzweigungsdichte ermittelt

  Worthypothesendichte
 Durchschnittliche Anzahl von Hypothesen pro Refe
renzwort
  Durchschnittliche Verzweigungsdichte
 Durchschnittliche Anzahl von Kan
ten die aus einen Knoten heraus bzw hineinlaufen
Aus keinem dieser beide Mae kann aber direkt auf die Komplexit

at des Gra
phen geschlossen werden Auerdem ist es m

oglich die Komplexit

atsmae bei
entsprechender Nachverarbeitung des Graphen zu umgehen Im ersten Fall kann
man versuchen die Verzweigungsdichte pro Knoten zu erh

ohen und somit die An
zahl der m

oglichen Pfade zu vergr

oern siehe Bild Im zweiten Fall kann man die
Knoten aufbrechen indem man Kanten vervielfacht und neue Knoten einf

ugt
siehe Bild
Als Ausweg bieten sich mehrere Alternativen an
   Berechnung der Gesamtan
zahl aller m

ogliche Pfade durch den Graphen  ein heuristischeMa aus der Kom
bination der Worthypothesendichte und durchschnittlicher Verzweigungsdichte
und  eine zufallsgesteuerte Suche im Graphen mit Ermittlung der Verzweigungs
dichte bzw Fehlerraten bei den so ermittelten zuf

alligen Pfaden MonteCarlo

Methode augenblicklich noch Gegenstand der Forschung
da
da
da
da
da
hier
hier
hier
hier
hier
ist
ist
ist
ist
ist
es
es
eses
es
Fall 1:
Fall 2:
Probleme bei der Komplexit

atsabsch

atzung von Wortgraphen
 Ergebnisse Evaluierung 
Die folgenden Tabellen zeigen die Erkennungsergebnisse der verschiedenen Spra
cherkennungsergebnisse auf den wahrscheinlichsten S

atzen rst best Bei den
W

ortergittern liegen die Erkennungsraten naturgem

a noch h

oher da ja der wahr
scheinlichste Satz stets einen m

oglichen Pfad in dem zugeh

origen Wortgraphen
darstellt Man erkennt da der Einsatz eines statistischen Sprachmodells bei al
len Institutionen eine deutliche Leistungssteigerung in der Erkennung bewirkt
Allgemein kann festgestellt werden da die Erkennungsraten gegeben

uber dem
Evaluierungslauf von   um bis zu 	 absolut gestiegen sind Dies entspricht
doch einer deutlichen Leistungssteigerung innerhalb eines Jahres
Institution  A B C D E
ohne Sprachmodell    
Philips Bigramm     
Philips Trigramm 	
eigenes BiTrigramm       
Tabelle  
 Wortakkuratheitsrate zum SHORTKorpus in Prozent

Institution  A B C D E
ohne Sprachmodell   
Philips Bigramm    	 
Philips Trigramm 
eigenes BiTrigramm   	  
Tabelle 
 Wortakkuratheitsrate zum LONGKorpus in Prozent
 Ausblick
F

ur den Sommer   ist eine weitere Evaluierung der signalnahen Spracherken
nung im Projekt Verbmobil vorgesehen Die Evaluierung im Jahre   und  
haben aber bereits gezeigt da die zentrale Auswertung der Erkennungsergebnis
se die Bereitsstellung der Evaluierungssoftware und die Festlegung von Trainings
und Testmaterial die Vergleichbarkeit von Erkennern f

ur das VerbmobilSzenario
erm

oglicht und die Einordnung der Erkennungsleistung der verschiedenen Syste
me im nationalen Vergleich erlaubt Ein Vergleich der Erkennungsergebnisse mit
dem Jahr   hat die erhebliche Steigerung in der Erkennungsleistung gezeigt
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