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Abstract
The n-sum graph Negami’s splitting formula for the Tutte polynomial is not
valid in the region (x−1)(y−1) = q for q = 1, 2, . . . n−1 with the additional
region y = 1 if n > 3. This region corresponds to (up to prefactors and
change of variables) the Ising model, the q-state Potts model, the number of
spanning forest generator and particularizations of these. We show splitting
formulas for these specializations.
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1. Introduction
The Tutte polynomial of a graph G, also known as dichromate or Tutte-
Whitney polynomial, is defined as the following subgraph generating function
[Tu]:
T (G;x, y) =
∑
A⊆G
V (A)=V (G)
(x− 1)ω(A)−ω(G) (y − 1)ω(A)+|E(A)|−|V (G)|
where A ⊆ G indicates that A is a subgraph of G and ω(G) denotes the
number of connected components of G. It is the most general graph invariant
that can be defined by the deletion-contraction algorithm:
T (G;x, y) = T (G/e;x, y) + T (G− e, x, y)
where e is neither a loop (and edge with coincident endpoints) nor a bridge
(an edge whose deletion increases the number of connected components), with
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Specialization Invariant
xy = 1 Jones polynomial
y = 0 Chromatic polynomial
x = 1, y 6= 1 Reliability polynomial
x = 0 Flow polynomial
(x− 1)(y − 1) = 2 Ising model
(x− 1)(y − 1) = q q-state Potts model
y 6= 1 Random cluster model
y = 1 Number of spanning forest generator
(1, 1) Number of spanning tree
(2, 1) Number of spanning forest
(1, 2) Number of spanning subgraph
Table 1: Specializations of the Tutte polynomial up to prefactors and change of variables.
T (G;x, y) = xiyj if the edge set of G only has i bridges and j loops. Here
G/e and G−e denote the contraction and deletion of the edge e respectively.
Computing the Tutte polynomial is in general an NP-hard problem [JVW].
Different specializations with respective prefactors and change of variables
of the Tutte polynomial, naturally appear as classical invariants in several
branches of mathematics, physics and engineering ([Ai], [Bo], [Bi],[BO]). For
example, the Jones polynomial in knot theory [Jo], the reliability polynomial
in network engineering, the Ising and Potts model in statistical mechanics
([Is], [On], [Po]), the random cluster model [FK], etc. (see Table 1).
Following [Ne], assume that the graph G splits in subgraphs K and H
only sharing n common vertices U = V (K) ∩ V (H). Let Γ(U) denote the
partition lattice over U and letA = {U1, U2, . . . Uk} be one of these partitions.
Denote by K/A and H/A the graphs obtained by identifying all vertices in
each Ui of K and H respectively, see Figure 1. The following is Negami’s
splitting formula for the Tutte polynomial (Corollary 4.7, iv, [Ne]):
T (G;x, y) =
∑
A,B∈Γ(U)
cAB(x, y) T (K/A;x, y) T (H/B;x, y) (1)
where cAB(x, y) are rational functions of x and y on the field of rational
numbers. A colored version of this formula was developed in [Tr] and the case
of Tutte polynomials of generalized parallel connections of general matroids
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Figure 1: Identification of vertices.
can be found in [BdM]1. Explicit splitting formulas were also given in [No]
and [An]. As an application of the Feferman-Vaught Theorem, the existence
of splitting formulas for a wide class of graph polynomials which includes
the Tutte polynomial is proved in [Ma]. The above result is an existential
theorem, it is not explicit like the others.
In view that some denominators of the coefficients cAB could annihilate
restricted to certain regions, we wonder whether the formula holds for dif-
ferent specializations. For example, for the 2-sum such that H and K are
connected we have the Brylawski sum ([Br], Corollary 6.14):2
T (G;x, y) =
1
(x− 1)(y − 1)− 1
(
(y − 1) T (K;x, y) T (H;x, y) (2)
−T (K;x, y) T (H/A;x, y)− T (K/A;x, y) T (H;x, y)
+(x− 1) T (K/A;x, y) T (H/A;x, y)
)
where A is the trivial or minimal partition of the common two vertices be-
tween H and K. Figure 2 shows this factorization. Is clear that this formula
does not hold in the region (x− 1)(y − 1) = 1.
In the next section we prove the following: For the n-sum graph, Negami’s
formula (1) holds only over the region (x − 1)(y − 1) 6= q such that q =
1, 2 . . . n− 1 with the additional constraint y 6= 1 if n > 3. The region where
Negami’s formula doesn’t hold will be called the singular region.
In this paper, in the case of the n-sum graph such that H and K are
connected, we show explicit splitting formulas for the Tutte polynomial over
1The author is grateful to Prof.Lorenzo Traldi and Prof.Anna de Mier for these refer-
ences and valuable comments.
2As far as the author knows, this was the second known splitting formula for the Tutte
polynomial after the well known factorization through an articulation point.
3
Figure 2: Two sum Tutte polynomial splitting.
the singular region. We also show the interesting fact that these formulas
are in general not unique; i.e. The Tutte polynomial over this region splits in
several different ways. For example, for n ≥ 4, the number of spanning forest
generator T (G;x, 1) splits according to several different formulas. These are
the main results of the paper.
2. Preliminaries
The Negami polynomial f(G, t, x, y) for a graph G is defined as follows
[Ne]:
1. f(Kn, t, x, y) = t
n
2. f(G, t, x, y) = xf(G/e, t, x, y) + yf(G− e, t, x, y)
where e is an edge of G and Kn is the complement of the complete graph
Kn; i.e. n isolated vertices. The relationship between Negami and Tutte
polynomial is the following:
f(G; (x− 1)(y − 1), 1, y − 1) = (y − 1)p(x− 1)ω(G)T (G;x, y) (3)
We define Γ(U) as the set of partitions of U with the following partial
order: γ ≤ γ′ if γ′ = {U ′1, . . . U ′l} is a refinement of γ = {U1, . . . Um}; i.e. For
every U ′i there is Uj such that U
′
i ⊆ Uj. The pair (Γ(U),≤) is a partition
lattice. We denote by γ ∧ γ′ the infimum of γ and γ′. Similarly, we denote
by γ ∨ γ′ the supremum. Consider a total order on Γ(U) such that γi ≤ γj
imply i ≤ j. Define the |Γ(U)| × |Γ(U)| matrix Tn such that its (i, j)-entry
is t|γi∧γj | where |γ| denotes the number of blocks of the partition.
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A closer look at Negami’s proof of his splitting formula3 (Theorem 4.2,
[Ne]) shows that he actually proves the following more slightly general ver-
sion:
Theorem 2.1. Let G be a graph obtained as a union of two graphs K and
H sharing only the vertices U = {u1, . . . un}. Let t be a real number. Then,
f(G) =
∑
A,B∈Γ(U)
bAB(t) f(K/A) f(H/B) (4)
such that Bn(t) =
(
bAB(t)
)
is a matrix verifying the relation:
Tn(t)Bn(t)Tn(t) = Tn(t) (5)
If the matrix Tn(t) is invertible for a specific value of t, then Bn(t) =
Tn(t)
−1 and Negami’s original formula is reproduced. Because of the deter-
minant formula [Kr]:
det (Tn(t)) =
∏
A∈Γ(U)
|A|−1∏
q=0
(t− q) (6)
the matrix Tn(t) is non invertible for t = 0, 1, . . . n− 1 and Negami’s formula
does not hold. However, our generalized formulation solves this problem. For
example, consider n > 1 and the non invertible matrix Tn(1). The matrix
Bn with one in the upper left corner and zero elsewhere is a solution of (5)
and gives a well defined splitting formula. Moreover, as is shown in lemma
5.1, for every parameter t there is a solution of equation (5) hence a splitting
formula (4) for the Negami polynomial.
Recall equation (3). Translating Negami’s splitting formula (4) to the the
Tutte polynomial, we get the corresponding version of Corollary 4.7, iv, [Ne]:
Corollary 2.2. Let G be a graph obtained as a union of two graphs K and
H sharing only the vertices U = {u1, . . . un}. Then, for (x, y) in the region
(x− 1)(y − 1) 6= 0 we have4:
T (G;x, y) =
∑
A,B∈Γ(U)
cAB(x, y) T (K/A;x, y) T (H/B;x, y)
3This will be done later in section 4. It is immediate from equations (10) and (11).
4Recall that we are studying specializations. If we were studying the Tutte polynomial
in the polynomial ring Z[x, y], the pathological region (x− 1)(y − 1) = 0 wouldn’t appear
in the analysis.
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Figure 3: Two sum factorization in the region (x− 1)(y − 1) = 1.
such that:
cAB(x, y) = bAB ((x− 1)(y − 1)) (x−1)ω(K/A)+ω(H/B)−ω(G)(y−1)|A|+|B|−n (7)
where Bn(t) =
(
bAB(t)
)
is a solution of equation (5).
See that in the original formulation by Negami, because of relation (7)
and the determinant formula (6), the splitting (1) for the n-sum graph would
hold only in the region (x − 1)(y − 1) 6= q such that q = 0, 1 . . . n − 1; i.e.
Our formulation is an improvement.
As an example, consider the Brylawski sum (2). Along the curve (x −
1)(y − 1) = 1 this splitting formula is not defined. However, Corollary 2.2
provides the following splitting: The matrix with one in the bottom right
corner and zero elsewhere is a solution of equation (5) with t = 1 hence by
formula (7) we have the splitting:
T (G;x, y) = (y − 1) T (H;x, y) T (K;x, y)
Analogously, the matrix with one in the upper left corner and zero elsewhere
is a another solution and provides the splitting:
T (G;x, y) = (x− 1) T (K/A;x, y) T (H/A;x, y)
where A is the trivial or minimal partition. These splittings hold only in the
region (x − 1)(y − 1) = 1 where the Brylawski sum (2) is not even defined.
These are illustrated in Figure 3.
Recall that we are studying specializations. If we were studying the Tutte
polynomial in the polynomial ring Z[x, y], the singular region wouldn’t ap-
pear in the analysis for the matrix Tn(t) is invertible in the polynomial ring
5.
5This is because the diagonal term is the higher degree term of the determinant poly-
nomial and cannot be canceled by linear combination of the other terms.
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What happens in the region (x − 1)(y − 1) = 0? Because of equation
(3), there is no relationship between Negami and Tutte polynomials when
x = 1 or y = 1 hence we cannot assure a priori the existence of splitting
formulas in this region and they have to be calculated separately. Assuming
that ω(H) = ω(K) = 1, we will derive splitting formulas for this region in
the following sections.
3. Splitting formula on x = 1, y 6= 1
In the following sections we assume that ω(H) = ω(K) = 1. With this
condition we have that ω(G) = ω(K/A) = ω(H/B) = 1 for every pair of
partitions A and B in Γ(U) hence ω(K/A) + ω(H/B)− ω(G) = 1.
The reader may be tempted to make the following mistake: Because
ω(K/A) +ω(H/B)−ω(G) = 1, there is a priori no singularity and therefore
evaluating x = 1 in (7) gives a trivial splitting. However, recall that the
coefficients bAB(t) are rational functions and may have singularities at x = 1.
Because the Tutte polynomial is continuous, we can just take the limit in
the coefficients (7) and see if it defines a splitting formula; i.e. We define:
cAB(1, y) = lim
x→1
y 6=1
cAB(x, y)
= lim
x→1
y 6=1
(y − 1)|A|+|B|−n−1b′AB ((x− 1)(y − 1))
where B′n(t) =
(
b′AB(t)
)
is the inverse matrix of t−1Tn(t). This is well defined
for we are taking the limit and it is enough to consider a small enough reduced
neighborhood of t = 1 where the matrix is invertible. Because the inverse
operation is continuous and the limit limt→0 t−1Tn(t) is invertible ([Kr], [Bu]),
we have:
cAB(1, y) = (y − 1)|A|+|B|−n−1b′AB (8)
where B′n =
(
b′AB
)
is the inverse matrix of the matrix An =
(
aAB
)
such that
aAB = 1 if |A ∧ B| = 1 and aAB = 0 otherwise. As it was expected, up to
a prefactor this is the same splitting formula as the one for the Reliability
polynomial studied in [BR]6:
R(G; p) =
∑
A,B∈Γ(U)
b′AB R(K/A; p) R(H/B; p)
6In that paper, the matrix A was called the connectivity matrix.
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where R(G; p) is the reliability polynomial of G.
Formula (8) shows that the singularity at x = 1 is removable if y 6= 1;
i.e. We have proved the following: There is an analytic continuation of
the splitting coefficients cAB(x, y) to the region x = 1, y 6= 1 such that the
splitting formula (1) holds.
4. Splitting formula on y = 1
Direct inspection on the cases n = 1, 2, 3 shows that there are no singu-
larities at y = 1 in the coefficients (7) hence the splitting formula (1) holds
in these cases.
However, the situation is different for n > 3. Here, the strategy of the
previous section does not work: For n > 3 some pairs of partitions (A,B)
verify that |A|+ |B| − n− 1 < 0 and b′AB 6= 0 hence the splitting coefficients
(7) corresponding to these pairs when y tends to one diverge:
lim
y→1
cAB(x, y) = lim
y→1
(y − 1)|A|+|B|−n−1b′AB =∞
and we have no splitting formula in this region; i.e. The singularity at y = 1 is
not removable. The existence of these pairs of partitions is because otherwise
the matrix B′n wouldn’t be invertible
7.
We will follow Negami’s strategy; i.e. Define auxiliary polynomials and
derive relations between these and the contractions of the subgraphs H and
K.
In what follows, every definition or result valid for K will be valid also for
H and the corresponding proof is verbatim. Hence we will work only with
K. Consider the Negami polynomial expansion (Theorem 1.4 [Ne]):
f(G; t, x, y) =
∑
A⊆G
V (A)=V (G)
tω(A) x|E(A)| y|E(G)|−|E(A)|
Every spanning subgraph Y ⊆ K defines a partition P(Y ) ∈ Γ(U) via the
following equivalence relation: ui is equivalent to uj if they belong to the
7The proof of this fact is verbatim to the proof of the second item in Lemma 5.1 and
we will not reproduce it here.
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same connected component of Y . Define the auxiliary polynomial8:
fA(K; t, x, y) =
∑
Y⊆K
V (Y )=V (K)
P(Y )=A
tω(Y )−|A| x|E(Y )| y|E(K)|−|E(Y )| (9)
These polynomials verify9
f(G) =
∑
A∈Γ(U)
fA(K)f(H/A) (10)
f(K/A) =
∑
B∈Γ(U)
t|A∧B| fB(K) (11)
As a consequence, we have Negami’s splitting Theorem 2.1. Define the aux-
iliary polynomial:
TA(K;x, y) =
∑
Y⊆K
V (Y )=V (G)
P(Y )=A
(x− 1)ω(Y )−|A| (y − 1)ω(Y )+|E(Y )|−|V (K)|
Lemma 4.1.
(x− 1) T (G;x, 1) = lim
t,ζ→0
t/ζ→x−1
f(G; t, ζ, 1) ζ−|V (G)|
TA(K;x, 1) = lim
t,ζ→0
t/ζ→x−1
fA(K; t, ζ, 1) ζ−|V (K)|+|A|
Proof: We prove only the first identity, the other is similar. Every span-
ning subgraph A ⊆ G verifies:
ω(A) + |E(A)| ≥ |V (G)|
and the equality holds if and only if A is a spanning forest with ω(A) trees.
Then,
(x− 1) T (G;x, 1) =
|V (G)|∑
i=1
(x− 1)i Si (12)
8This is the polynomial A(γi) in Negami’s proof (Theorem 4.2 [Ne]).
9These are equations (2) and (3) in Negami’s proof (Theorem 4.2 [Ne]). They can also
be derived by direct calculation in similar manner to [BR]. These identities do not need
the hypothesis ω(H) = ω(K) = 1.
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where Si is the number of spanning forests with i trees. On the other hand
we have:
f(G; t, ζ, 1) =
∑
A⊆G
V (A)=V (G)
tω(A) ζ |E(A)| =
|V (G)|∑
i=1
ti
(
Si ζ
|V (G)|−i +O(ζ |V (G)|−i+1)
)
= ζ |V (G)|
|V (G)|∑
i=1
(
t
ζ
)i
(Si +O(ζ))
Taking the limit the result follows. 
Taking the limits of equations (10) and (11) as in lemma 4.1 we have10:
T (G;x, 1) =
∑
A∈Γ(U)
TA(K;x, 1) T (H/A;x, 1) (13)
T (K/A;x, 1) =
∑
B∈Γ(U)
δ0|A∧B|+n−|A|−|B| (x− 1)|A∧B|−1 TB(K;x, 1) (14)
where δij is the Kronecker delta. Define the matrix Ln(x) =
(
lAB(x)
)
whose
entries are:
lAB(x) = δ0|A∧B|+n−|A|−|B| (x− 1)|A∧B|−1
For example:
L2(x) =
(
0 1
1 x− 1
)
L3(x) =

0 0 0 0 1
0 0 1 1 x− 1
0 1 0 1 x− 1
0 1 1 0 x− 1
1 x− 1 x− 1 x− 1 (x− 1)2

We have proved the following splitting formula:
10To derive equation (14) from equation (11) we need the following fact: For every pair
of partitions A,B ∈ Γ(U) we have |A ∧ B| + n − |A| − |B| ≥ 0. This follows from the
identity:
|A ∧ B|+ |A ∨ B| ≥ |A|+ |B|
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Theorem 4.2. Let G be a graph obtained as a union of two graphs K and
H sharing only the vertices U = {u1, . . . un}. Let x be a real number. Then,
T (G;x, 1) =
∑
A,B∈Γ(U)
dAB(x) T (K/A;x, 1) T (H/B;x, 1)
such that Dn(x) =
(
dAB(x)
)
is a solution of the equation:
Ln(x)Dn(x)Ln(x) = Ln(x) (15)
In lemma 5.1 we show that there is always a solution of equation (15).
For example, in the cases n = 2, 3, the unique solution Dn(x) to equation
(15) is:
D2(x) =
(
1− x 1
1 0
)
D3(x) =
1
2

(1− x)2 1− x 1− x 1− x 2
1− x −1 1 1 0
1− x 1 −1 1 0
1− x 1 1 −1 0
2 0 0 0 0

In section 5, it will be shown that there is no unique solution in the case
n ≥ 4.
4.1. Example
Consider the case n = 4 and the point (x, y) = (1, 1). Consider the
following total order in the partition set Γ(U):
{{1, 2, 3, 4}} < {{1, 2, 3}, {4}} < {{1, 2, 4}, {3}} < {{1, 3, 4}, {2}} < {{2, 3, 4}, {1}}
< {{1, 2}, {3, 4}} < {{1, 4}, {2, 3}} < {{1, 3}, {2, 4}}
< {{1, 2}, {3}, {4}} < {{1, 3}, {2}, {4}} < {{1, 4}, {2}, {3}}
< {{2, 4}, {1}, {3}} < {{2, 3}, {1}, {4}} < {{2, 4}, {1}, {2}} < {{1}, {2}, {3}, {4}}
Recall the matrix A4 =
(
aAB
)
such that aAB = 1 if |A ∧ B| = 1 and aAB = 0
otherwise:
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A4 =

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 0 1 1 1 1 1 1 0 0 1 1 0 1 0
1 1 0 1 1 1 1 1 0 1 0 0 1 1 0
1 1 1 0 1 1 1 1 1 0 0 1 1 0 0
1 1 1 1 0 1 1 1 1 1 1 0 0 0 0
1 1 1 1 1 0 1 1 0 1 1 1 1 0 0
1 1 1 1 1 1 0 1 1 1 0 1 0 1 0
1 1 1 1 1 1 1 0 1 0 1 0 1 1 0
1 0 0 1 1 0 1 1 0 0 0 0 0 0 0
1 0 1 0 1 1 1 0 0 0 0 0 0 0 0
1 1 0 0 1 1 0 1 0 0 0 0 0 0 0
1 1 0 1 0 1 1 0 0 0 0 0 0 0 0
1 0 1 1 0 1 0 1 0 0 0 0 0 0 0
1 1 1 0 0 0 1 1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

and its inverse B′4 =
(
b′AB
)
:
B′4 =
1
6

0 0 0 0 0 0 0 0 0 0 0 0 0 0 6
0 −1 −1 −1 −1 1 1 1 −1 −1 2 2 −1 2 −2
0 −1 −1 −1 −1 1 1 1 −1 2 −1 −1 2 2 −2
0 −1 −1 −1 −1 1 1 1 2 −1 −1 2 2 −1 −2
0 −1 −1 −1 −1 1 1 1 2 2 2 −1 −1 −1 −2
0 1 1 1 1 −1 −1 −1 −2 1 1 1 1 −2 −1
0 1 1 1 1 −1 −1 −1 1 1 −2 1 −2 1 −1
0 1 1 1 1 −1 −1 −1 1 −2 1 −2 1 1 −1
0 −1 −1 2 2 −2 1 1 2 −1 −1 −1 −1 −1 1
0 −1 2 −1 2 1 1 −2 −1 2 −1 −1 −1 −1 1
0 2 −1 −1 2 1 −2 1 −1 −1 2 −1 −1 −1 1
0 2 −1 2 −1 1 1 −2 −1 −1 −1 2 −1 −1 1
0 −1 2 2 −1 1 −2 1 −1 −1 −1 −1 2 −1 1
0 2 2 −1 −1 −2 1 1 −1 −1 −1 −1 −1 2 1
6 −2 −2 −2 −2 −1 −1 −1 1 1 1 1 1 1 −1

In particular, from formula (8), the analytic continuation of formula (7)
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Figure 4: Four sum Tutte polynomial splitting in the region x = 1.
to the region x = 1, we have the splitting formula:
T (G; 1, y) = −1
6
1
y − 1 T (H/{{1, 2}, {3, 4}}; 1, y) T (K/{{1, 2}, {3, 4}}; 1, y)+. . .
(16)
This expression is illustrated in Figure 4.
Formula (16) is not defined at y = 1; i.e. Negami’s formula (1) doesn’t
hold at the point (x, y) = (1, 1) in the case n = 4. However, we still have a
splitting as follows: Recall the matrix Ln(x) =
(
lAB(x)
)
whose entries are:
lAB(x) = δ0|A∧B|+n−|A|−|B| (x− 1)|A∧B|−1
In particular, at x = 1 we have lAB(1) = δ01+n−|A|−|B| and the matrix is the
following:
L4(1) =

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 1 1 0 1 0
0 0 0 0 0 0 0 0 0 1 0 0 1 1 0
0 0 0 0 0 0 0 0 1 0 0 1 1 0 0
0 0 0 0 0 0 0 0 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 1 1 1 0 0
0 0 0 0 0 0 0 0 1 1 0 1 0 1 0
0 0 0 0 0 0 0 0 1 0 1 0 1 1 0
0 0 0 1 1 0 1 1 0 0 0 0 0 0 0
0 0 1 0 1 1 1 0 0 0 0 0 0 0 0
0 1 0 0 1 1 0 1 0 0 0 0 0 0 0
0 1 0 1 0 1 1 0 0 0 0 0 0 0 0
0 0 1 1 0 1 0 1 0 0 0 0 0 0 0
0 1 1 0 0 0 1 1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

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A solution D4 =
(
dAB
)
of the equation L4(1) D4 L4(1) = L4(1) is the follow-
ing:
D4 =
1
14

0 0 0 0 0 0 0 0 0 0 0 0 0 0 14
0 0 0 0 0 0 0 0 −3 −3 4 4 −3 4 0
0 0 0 0 0 0 0 0 −3 4 −3 −3 4 4 0
0 0 0 0 0 0 0 0 4 −3 −3 4 4 −3 0
0 0 0 0 0 0 0 0 4 4 4 −3 −3 −3 0
0 0 0 0 0 0 0 0 −4 3 3 3 3 −4 0
0 0 0 0 0 0 0 0 3 3 −4 3 −4 3 0
0 0 0 0 0 0 0 0 3 −4 3 −4 3 3 0
0 −3 −3 4 4 −4 3 3 0 0 0 0 0 0 0
0 −3 4 −3 4 3 3 −4 0 0 0 0 0 0 0
0 4 −3 −3 4 3 −4 3 0 0 0 0 0 0 0
0 4 −3 4 −3 3 3 −4 0 0 0 0 0 0 0
0 −3 4 4 −3 3 −4 3 0 0 0 0 0 0 0
0 4 4 −3 −3 −4 3 3 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0

By Theorem 4.2, the following is a splitting formula for the spanning tree
number:
T (G; 1, 1) =
∑
A,B∈Γ(U)
dAB T (K/A; 1, 1) T (H/B; 1, 1)
5. Degeneracy
In the following,
{
n
i
}
denotes the Stirlng number of the second kind
whose value is the number of ways to partition a set of n elements into i
disjoint nonempty subsets. We define
{
n
0
}
= 0 for n ≥ 1.
Lemma 5.1. Let t (x) be a real number. The equation (5) ( (15)) has so-
lution, and the solution is unique if and only if Tn(t) (A(x)) is invertible.
Moreover,
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1. The affine matrix space Mn,t ⊆M|Γ(U)|(R) of solutions of the equation
(5) has the following dimension:
dimR Mn,t =
 |Γ(U)|2 −
(∑t
i=0
{
n
i
})2
t = 0, 1, 2, . . . n− 1
0 otherwise
2. Equation (15) has unique solution if and only if n ≤ 3.
Proof: The matrix Tn(t) is real and symmetric then there is an orthogonal
(in particular real) matrix O such that O Tn(t) O
t is the diagonal matrix
whose entries are the eigenvalues of Tn(t). We can choose O such that:
OTn(t)O
t =
(
0 0
0 Dk
)
(17)
where Dk is a k × k diagonal invertible matrix. Then, all of the solutions of
equation (5) are the following:
Bn(t) = O
t
(
M1 M2
M3 D
−1
k
)
O (18)
such that M1,M2,M3 are arbitrary real matrices and we have the result for
equation (5). See that Tn(t) is invertible if and only if k = |Γ(U)| and in this
case, Bn(t) = Tn(t)
−1. A verbatim argument proves the result for equation
(15).
1. Instead of an orthogonal matrix, we can choose a non orthogonal Λ ∈
M|Γ(U)|(Z) such that11:
Λ Tn(t) Λ
t =
(t− n+ 1) . . . (t− 1)t 0 . . . 0 0
0 (t− n+ 2) . . . (t− 1)t I{ nn−1} . . . 0 0
...
...
. . .
...
...
0 0 . . . (t− 1)t I{n2} 0
0 0 . . . 0 t

and the result follows verbatim.
11This result follows as an adaptation of the proof of the determinant formula in [Bu].
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2. By direct calculation, the matrix An(x) is invertible for n = 1, 2, 3 and
every x ∈ R. It rest to show that An(x) is non invertible if n ≥ 4.
Define an ordering of Γ(U) such that Ai ≤ Aj implies i ≤ j. With
respect to this ordering, consider the upper right submatrix A′ of the
AB elements of An(x) such that |A| = 2 and |B| = n − 1. For these
entries we have:
|A ∧ B|+ n− |A| − |B| = |A ∧ B| − 1
hence all the entries not annihilated by the Kronecker delta must be
one; i.e. A′ entries are zero or one. All of the entries to the left of A′
are zero for:
|A ∧ B|+ n− |A| − |B| ≥ |A ∧ B| ≥ 1
and the Kronecker delta annihilates these entries. Taking the unit entry
of the upper right corner of An(x) as a pivot, Gauss elimination turns
every entry to the right of A′ to zero. Thus we have a block whose
entries are zero or one of dimension
{
n
2
}
×
{
n
n− 1
}
. Because12{
n
2
}
>
{
n
n− 1
}
for n ≥ 4, Gauss elimination on the block A′ gives
a zero row and the proof is complete. 
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