An iterative method is developed for solving the solution of the general restricted linear equation. The convergence, stability, and error estimate are given. Numerical experiments are presented to demonstrate the efficiency and accuracy.
Introduction
, if there exists a matrix X such that XAX X = , then X is called a {2}-inverse (or an outer inverse) of A [1] .
The restricted linear equation is widely applied in many practical problems [2] [3] [4] . In this paper, we consider the general restricted linear equations as
where m n r A × ∈  and T is a subspace of n  . As the conclusion given in [2] , (1) has a unique solution if and only if
In recent years, some numerical methods have been developed to solve such as problems (1) . The Cramer rule method is given in [2] and then this method is developed for computing the unique solution of restricted matrix equations densed Cramer's rule is given for solving the general solution to the restricted quaternion matrix equation in [9] . In [10] [11], authors develop the determinantal representation of the generalized inverse
for the unique solution of (1). The non-stationary Richardson iterative method is given for solving the general restricted linear equation (1) in [4] . An iterative method is applied to computing the generalized inverse in [13] . In this paper, we develop a high order iterative method to solve the problem (1). The proposed method can be implemented with any initial 0 x T ∈ and it has higher-order accuracy.
The necessary and sufficient condition of convergence analysis also is given, which is different the condition given in [14] . The stability of our scheme is also considered.
The paper is organized as follows. In Section 2, an iterative method for the general restricted linear equation is developed. The convergence analysis of our method is considered, an error estimate is also given in Section 3. In Section 4, some numerical examples are presented to test the effectiveness of our method.
Preliminaries and Iterative Scheme
In this section, we develop an iterative method for computing the solution of the general restricted linear Equation (1). In this paper, we construct our iterative scheme as follows: 
Lemma 1 ([1]) Let
( ) ( ) ( ) 1 1 2 1 1 1 1 1 1 , , t t k t k k k k k k k Z tI C Z A Z A Z x x Z b Ax − − − − − − −    = − + + −      = + −  (4) Journal
Convergence Analysis
Now, we consider the convergence analysis of our iterative method (4). (4) converges to the unique solution of (1) lim .
Theorem 5 Let
Further, we have ( ) (2) is satisfied. Therefore, by ([4] , Lemma 1.1), the scheme (4) converges to the unique solution of (1).
= , and then by (4), we obtain T k
, and therefore
By (4) and (8), we obtain ( )
. .
By (9), we have 
Note that ( ) ( )
.
If ( ) 
Note that x ∞ is the unique solution of (1) and
From Lemma 4, we have ( ) 
The matrix Y is 
Here, we choose 2 t = in (4). Thus, it can be seen as the method given in [4] . The errors Table 1 . Numerical results given in Table 1 show that 
Here, we formally neglect
From (9) and (4), we have ( ) Table 1 . Error results of (4) with 
By (4), we have 
By (17) and (16), we derive ( )
Thus, by 
. It follows that the iterative method (4) is asymptotically stable. □
Numerical Examples
In the section, we give an example to test the accuracy of our scheme (4), which is implemented by our main code given in Appendix, and make a comparison with the method given in [4] . We also apply our scheme to solve the restricted linear system (1) with taking different t and intial value. Table 2 and Figure 1 show that the accuracy of our method is similar to those given in [4] and our method cost less time (MCT) than the method of [4] . We can see that, to obtain the similar accuracy, the MCT of our scheme is similar to those given in [4] from Figure 2 . Journal of Applied Mathematics and Physics is given as in (14) . Here, we use the scheme (4) to solve the example. Let 
To verify the accuracy of our method, we present the generalized inverse From the numerical results given in Table 3 and Table 4 , we can see that the scheme (4) has high order accuracy and these results given with 3,8 t = are better than those obtained by 2,5 t = , respectively.
Conclusion
The high order iterative method has been derived for solving the general restric- 
