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Soit % la classe de tous les polynômes de degré au plus n. II est bien connu 
que si IlPl1 := maxi+1 IP( z ) /  et & ( R )  := rnari,i,RIP(z)l alors pour un polynôme 
quelconque P ( z )  := xY=, a,? dans P,, nous avons 
L'égalité a lieu dans ( 1 ) et (y si et seulement si a0 = - = u,,l = 0. 
Sous obtenons tout d'abord des inégalités optimales de la forme xa=, Xklatl < 1 
où P E P. avec 1 1  Pl i = 1. En guise d'application nous obtenons un raffinement de 
l'inégalité ( 1 ) .  
Etant donnés n. L ( O  5 P 5 n-  1) soient c l q k ( n )  et dnqk(R)  les plus grands nombres 
possibles tels que I I  P ' l j + ~ ~ . ~ ( n ) l a ~ l  5 n(l  P(I et .CIp( R)+d,,k(R)lail 5 RnIIPII. R 3 1 .  
pour tout P E P.. Les valeurs de c l T k ( n )  pour L = 0.1.2 et de dnVP(R) pour k = O et 
1 sont connues deptiis quelque temps. Nous étudions ces constantes pour les autres 
valeurs de k E K. 
Il a été démontré par T.J. Rivlin que si P ( z )  := a. + a i z  + . . .+ a,zn et P(sJ # O 
dans 121 < 1 alors J I p ( r ) / . \ f p ( l )  1 (F) - * pour O < r < 1. Nous pouvons en dire 
plus si a l l a o  est prescrit. Des estimations précises sont connues lorsque le degré n 
du polynôme est pair. Ici nous considérons le cas n = 3 et nous obtenons la borne 
précise pour . \ lp(r) / .Vp( R). ( O  < r. R 5 1). lorsque a, est zéro. La forme de la 
réponse suggère que le problème est très difficile pour n impair. n 2 5. 
Let PR be the class of al1 polynomials of degree a t  most n. If I I  I I  denotes the 
supremum n o m  on j:l = 1 and J I p (  R )  := rna+,,~ 1 P ( z ) j  then for an arbitra- 
polynomial P(:)  := x,", a,:" in P,, hold the inequalities 
and 
such that 1 
al1 P f Pn 
since some 
.\fp(R)iRnIIPII. R z  1- 
- a,-1 = 0. with equality in both (1 )  and (2)  if and only if a0 = - - 
CVe first obtain optimal inequalities of the form x;=, Xklakl < I ahere  P E P, 
such that IlPl! = 1. -4s an application. we give a refinement of inequality (1). 
Given n. 1; (O 4 k 5 n - 1 ) let ~ ~ , ~ ( n )  and da,*( R )  be the  largest possible numbers 
IP'll + ci.i(n)(akl 5 ~llpll and -CIP(R) + dn.k(R)Iali( 5 Rnllpll- R 2 1- for 
. Values of C , . ~ ( R )  for h = 0.1.2 and of dnSk( R) for k = O e t  1 are known 
time. \Ve study these constants for the ot her values of k E K. 
It was shown by T.J. Rivlin that if P ( z )  := a. + a l -  + - -  - + anzn end P(i) # O 
in lil < 1 then M p ( r ) / . l l p ( l )  2 (%) for O 5 r < 1. One can sqv more if a l l a o  is 
prescribed. Sharp estimates are known when the  degree n of the polynomial is erren. 
Here ive consider the case n = 3 and obtain the sharp lower bound for .Clp(r)/.Clp(R). 
( O  < r. R 5 1 ). when a l  is zero. The form of the  answer suggests t hat the problem 
is very difficult for odd n 2 5 .  
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I'ITTRODLCTI0'7 
Sotons P, la classe des polynômes P ( 2 )  := x;=, a,? de degré au  plus n. 
Ecrivons 
IIPII := max 1 P ( z ) l  
I:I=l 
Mp(  R)  := max 1 P(z)I .  
Izl=R 
Plusieurs inégalités reliant I I  P'I 1. JIp(  R)  et les coefficients ao. a I .  .... an. à 1 1  Pl 1 sont 
connues. Parmi elles. une inégalité classique de Van der Corput et Visser [2] s'énonce 
ce qui implique [?O] 
L'inégalité 
suit de I'inégalité pIus générale 114. Exercice 9. p 1721 
où f ( 2 )  := xÿ=, a,su est holomorphe dans 121 5 1 et I/(:) 1 5 1 dans ce disque. 11 
est connu que le coefficient de Jacl apparaissant dans (0.3) ne peut pas être remplacé 
par un nombre plus grand. Le coeficient l/'2 dans l'inégalité [S. p . 9 4  
oii 1 5 k 5 1.1 2 n + i - k est à fortiori meilleur possible. Cependant une amélioration 
résulte dans (0.3) si nous tenons compte du degré de P. A ce sujet mentionnons un 
résultat de Holland [13]: si P ( 2 )  = 1 + bi; + - - + bnzn est un polynôme de degré 
5 n tel que R e P ( z )  > O pour 1 - 1  < 1 alors 
où v est le plus grand entier $ nlk. L'égalité dans (0.6) est possible. 4Iaintenant. 
appliquant (0.6) au polynôme p ( z )  = {IlPll - P(z)}{ilPII - ao}-' où. sans perte de 
généraiité. nous supposons a0 positif. nous obtenons 
ce qui est une amélioration de (0.2) et (0.3). Les inégalités précédentes nous amènent 
à considérer le problème plus général d'établir une inégalité de la forme 
Plus précisément. nous trouvons au chapitre 1. pour des polynômes P ( z )  où IP(z)l 5 
1 pour !zI 5 L et n E { 1.2. :3. A}. le domaine de variabilité des composantes A, (1 5 
Si P E Pn alors selon un résultat bien connu de S. Bernstein [l]. 
IIPt!l 5 nllPII- 
L'inégalité [ l7j 
est due à Riesz et est aussi bien connue. Dans (0.9) et (0.10) l'égalité a lieu si et 
seulement si P ( z )  = a,zn .  i.e. si et seulement si les coefficients a, .  v = O. .... n - 1, 
sont zéros. Etant donnés TI E JS et O 5 k 5 n - 1. soient q k ( n )  et dnqk( R )  les 
meilleures constantes possibles telles que 
pour tout P f P,. 
REXARQCE. Dans (O. 11 ) (e t  de façon analogue pour (0.12)) dire que q k ( n )  
est la  meilleure constante possible signifie que pour tout e > O. il existe P, E P,. 
Pt(=) = LY=,au(c)-'- tel que IIp:ll + ( c d n )  + 4 l a d 4 1  > nllPJ. 
Les constantes c l V o ( n ) .  q 1 ( n ) .  ~ ~ . ~ ( n )  sont connues. En effet [S. Corollaire 11 
Selon un résultat apparaissant dans [Y]. ~ ~ , ~ ( l )  = O cl, l  ( 2 )  = - 1 .  ( 3 )  = 5 et  
pour n 2 4. q l ( n )  = $ (JF - 1) est l'unique racine de I*équation 
dans (O.  1). De plus. d'après un résultat qui se trouve dans [Tl, la constante c ~ . ~ ( R ) .  
pour n 3 6. est l'unique racine de l'équation 
dans (0.1). Maintenant. que peut-on dire a u  sujet de ~ ~ , ~ ( n )  si k > 3? Nous con- 
sacrons ie chapitre :! à l'étude de ce problème et à d'autres problènics connexes. 
En ce qui concerne dnVk( R).  les valeurs de dn,o( R )  et de dnql(  R)  sont connues 
depuis quelque temps. En effet nous avons. pour tout R 2 1 [Y]. 
dnSo( R )  = ( Rn - si n 2 2.  
Quant à dn,l(  R).  
Dans la section 3.1 du chapitre 3 nous étudierons le cas k 2 2.  
Lne méthode. dite de convolution. sera utilisée afin d'étudier les constantes 
ck i (n ) .  k 2 3 et dnSi(  R). k 2 2 ainsi que pour établir l'inégalité (0.8'). Cette 
méthode de convolut ion permet de ramener le calcul de certaines valeurs optimales 
à celui de la détermination du signe de matrices hermitiennes. 
Soient P E Pa et O < r < 1. En appliquant (0.10) au polynôme f ( z )  := P ( r 2 )  
avec R = l / r  nous obtenons 
f P ( )  r R P ( )  p o u r  O < r < 1. (0.1:3) 
Dans (0.13) l'égalité a lieu si et seulement si P ( z )  = czn où c E C. Ceci suggère que 
['inégalité (0.13) peut être andiorée si P ( z )  ne s'annule pas dans (z I  < L. En effet. 
Rivlin (181 a démontré le 
THEORELIE A.  Soit P E Pn- Si P ( z )  f O dans  lzl < 1 alors 
( O .  14) 
L ' in igal i tC (O.  14)  est la meilleure possible: l ' t g a l i t é  a l i eu  pour des p o l y n ô m e s  de  la 
forme ( A  + p z ) " .  Id\/ = / p / .  
Des sénéralisations du  théorème -4 ont été considérées par Govil dans [ I l ] .  Après 
avoir remarqué que (O. 14)  peut être remplacé par l'inégalité quelque peu plus générale 
I + r  " 
. V p ( )  ( )  ( R )  pour O < r < R 2 1 (O. 1.5) 
il a démontré le 
THEOREME B. Soient P é P, e t  P ( z )  + O pour IzI < 1. Si P'(0) = O. alors 
pour0 5 r < R 5 1 nous acons 
à la remplacer 
Alors que (0.1.5) est précise. l'inégalité (0.16) laisse à désirer. Sous avons réussi [l5] 
(O* l ï )  
Cette inégalité 
des polynômes 
est précise pour n pair comme nous pouvons le voir en considérant 
de la forme ( A  + I d \ (  = I F / .  En effet. nous avons le résultat 
plus général suivant: 
THEOREhIE C [l5. Corollaire 11. Si P(s) := a. + a l=  + . . . + a,=" n'a pas de 
zéros dans Ir1 < 1. alors pour O 5 r < R < 1 nous avons 
( O .  1s) 
011  A := 0'. 
nu0 
De l'inégalité (0.18) qui est précise pour n pair. nous pouvons facilement déduire 
que  si P appartenant à P, a tous ses zéros sur (-1. 11. alors pour tout R > 1. 
oii ER est I'ellipse dont les foyers sont -1. + I  et dont la somme des demi-axes est R. 
Quelqu'un qui s'interroge quant à la valeur de la condition -P'(O) = 0' appa- 
raissant dans lënoncé du théorème B trouvera ([21]. en particulier 56. ['El. [16]) 
persuasif. Sous aimerions ajouter que si P ( z )  := ~ ~ = , a , z "  satisfait les conditions 
du théorème A alors F ( z )  := P ( z L )  appartient à Pz, et satisfait les deux autres 
conditions du théorème B. Donc en vertu de (O. 17). si O 5 r < R 5 I alors 
i.e. que (O.  15) peut être vu comme un corollaire de (0.10. 
11 est naturel de chercher la version précise de (0.18) pour des polynômes de 
degré impair. Cependant. le problème semble être très difficile. Sous n'avons pas la 
réponse exacte. même dans le cas n = 3 .  mais nous aurons quelque chose de non- 
trivial à dire à ce sujet dans la partie 3.2 du chapitre 3 .  En utilisant un raisonnement 
variationnel nous obtiendrons la version précise du théorème C pour des polynômes 
de degré 3 tels que o = 0. 
CHAPITRE 1 
IXEGXLITÉS OPTISIALES POCR LES COEFFICIEXTS 
~*c ' ;  POLYXÔSIE 
1.1 Enoncés des résultats 
Comme nous l'avons mentionné précédemment. la forme que prennent les inéga- 
lités (0.2), (0.3). (0.4) et (0.5) nous motive à étudier le problème qui est de trouver. 
forme 
Ici nous résolvons entièrement ce problème pour des polynômes de degré 5 4. -4 
titre d'application nous donnons un raffinement de l'inégalité classique (0.9). 
REMARQUE 1.1 Si nous appliquons (1.1) a u  polynôme z n P ( l / z )  E P, nous 
Le cas n = 1 est trivial puisque 
b o l  + 14 = IIP~l~ 
Pour des polynômes de degré 2 .  3 et 4 nous allons démontrer les résultats suivants. 
qui  contiennent tous comme cas particuliers les inégalités (0.5) et (0.7). 
Pour xl hi. la raleur 
z2 = 1 - ?=? 
1 
est la meilleure possible. 
REhlARQCE 1.2 Dans l'énoncé du théorème L.1 et de façon analogue dans ceux 
des théorèmes 1.2 e t  1.3 qui suivent. nous entendons par 'meilleure possible" que 
pour tout  c > O. il existe un polynôme P , ( z )  = a&) + al ( É ) Z  + a2(c)r2 tel que 
THEOREME 1.2 [6] Si P ( z )  = a. + a l -  + a?:' + a3z3 alors 
O 5 x3 5 ( 1  - x1 - x; - 2 q q  - x i ) ( l  - x p .  
Pour X I  et ~2 fi& la caleur 
- 1 
x3 = ( 1  - I l  - 3 ;  - 2x1x2 - d ) ( l  - X I )  
est la m cille ure possible. 
THEOREME 1.3 [6] Si P ( z )  = a. + a l r  + a?-' + a3z3 + a4z4 alors 
1 o < . r t < -  Ji' 
Ln cale ur ( est la plus  pe t i te  racine positire de l'équation 
Pour x i .  XI et x3 fimis la raie ur 
est la meilleure possible. 
Passons maintenant à la présentation des détails d'une méthode de  preuve dite 
de convolution. Celle-ci a déjà é t é  utilisée avec succès afin d'établir surtout des iné- 
galités de la forme (O.  11 ) et (0.12). Sous l'utiliserons plusieurs fois dans ce chapitre 
ainsi que dans ceux qui suivront. 
1.2 La méthode de convolution 
Et ant donné deux fonctions holomorphes 
32 X; 




(f * g ) ( z )  := a,b,=" ( 1 ~ 1  < K )  
u s 0  
est appelée produit d'Hadamard (convolut ion). 
Soit B, l'ensemble des polynômes g dans P, ayant la proprieté que 
A chaque f E P, nous associons un polynôme f défini par 
Si f E P, alors n-If '(-) = (f * gi)(z) ou gi(r) = C:=o t z "  et R+  RI) = 
(f T ~ ~ ) ( z )  OU g~ := x:-O  RY-nzY. Donc pour démontrer (0.9) nous sommes amenés 
à vérifier que gi E B,. i.e. fi E 8,. De même. afin d'établir (0.10) il suffirait de 
montrer que g~ f B, pour tout R 3 1. 11 est donc important d'être capable de 
vérifier si un polynôme g dans P, appartient a 8,. il y a un procédé bien précis 
pour le faire dans le cas où g ( 0 )  + O ou (en vertu de (1.5)) si j ( 0 )  f O. Pour la 
présentation du procédé i l  convient d'introduire la classe L3: des polynômes Q dans 
Bn pour lesquels Q ( 0 )  = 1. Sous avons la caractérisation suivante des polynômes 
dans Bn [19]: 
L E E  . L e  polpcirne Q ( z )  := xY=, a,?"' oii uo = 1.  appartient à Bn si et  
scul~menf  si la matrice 
JI(aO.  a l . .  . . .a,) := 
est semi-déjinie positive. 
Afin de déterminer si la matrice M(1. a l . .  . . .a,) associée au polynôme Q ( z )  := 
1 + EY=, a,? est définie positive ou non. nous utiliserons le résultat suivant 110. 
vol. 1. p 33ï]. d'algèbre linéaire: 
L E M M E  B .  La matrice hermitienne 
- . a;, =a,; 
est déjnie  positiue si e t  seulement si les mineurs princïpuur comspondant 
a l l  ai2  . -  Q i k  
a?? - - Q2k 
akl a k z  " a k k  
sont tous positijs. 
Avant de passer à la démonstration des théorèmes 1.1. 1.2 et 1.3 nous ailons 
d'abord voir comment appliquer le Lemme .-\ afin d'obtenir une démonstration in- 
dépendante de (0.7). Sous supposons. sans perdre la généralité. que k = 1 car nous 
obtenons le cas général en considérant le polynôme 
En vertu du lemme .\ nous devons démontrer que I'inégalité 
- 1  
est satisfaite pour tout P E P, si 16,1 5  COS$) et qu'il existe 6; où 1b;I > 
- 1 
(?cos 5) tel que I + 6;- g Bq. A cette fin nous devons trouver les valeurs de bl 
pour lesquelles la matrice -11 ( 1. b,. 0. .... 0 )  est définie positive. Développant le mineur 
principal d'ordre r 
par sa première ligne nous voyons aisément qu'il satisfait la relation de  récurrence 
Dl = 1. D2 = 1 - Ibi12et 
dont la solution générale est 
Calculant cl et c- telles que  
nous obtenons 
si I 5 r 5 n + 1. Soit Dr := h(lbll). 1Iaintenant. h ( u )  = O si et seulement si 
i.e. si et seulement si 
OU encore 
Donc. 
Donc les mineurs principaux D,. 1 5 r 5 n + 1. sont tous positifs si Ibl( < 
- 1  
( 2 c o s 5 )  . Puisque c o s 5  5 c o s 5  pour I 5 r 5 n + 1 alors I + blz  E Bn - t - 1 
si Ibll < ( 2 c o s ~ )  . De plus. i l  est clair quail existe 6; où Ib;l > (.'COS%) tel 
que D, < O. ce qui implique 1 + 6;- 4 8:. 
1.3 Démonstration des théorèmes 
Cn fait intéressant à constater dans les preuves ci-dessous est que les valeurs op- 
timaies de xi. x2. XJ e t  x4 sont obtenues (pour n = 1.2.3.4 J en évaluant le mineur 
principal d'ordre n + 1 i.e. dCt(.\I( 1. bl. .... 6,)). 
Démonstration du t h é o r é m ~  1.1. En vertu des lemmes A et B nous étudions le 
signe de la matrice .\f ( 1. bl . b2 ) dont les trois mineurs principaux sont 
Le premier mineur est évidemment positif et le second l'est aussi si lbll < 1. Le 
dernier mineur est certainement positif si 
14 
i.e. si 1b21 < 1 -.21b112. avec 1 -.llb11' > O. De plus. é tant  donné 6; avec Ib;l < II& 
nous pouvons trouver un 6; avec 1 b; 1 > 1 - 2 1 b; 1' tel que 1 -2 16; 1' - 16; 
O et donc 1 + b;z + b;z2 6:. Ainsi. 
si 5 i - .21bl12. avec Ibtl 5 1 / f i  et la valeur 1 - 2Ib1l2 est optimale pour un bt 
donné! où [bll 5 l /& 
C3oici maintenant la 
Démonatrîztion d u  thiorème 1.2. Yous étudions le signe de la matrice JI ( 1. bl . b. 63).  
Ses mineurs d'ordre 1. 2 et 3 sont Les mêmes que ceux d e  .II( 1. b l .  63 ) et nous avons 
déjà étudié leurs signes lors de la preuve du théorème 1.1. La valeur du mineur 
d'ordre 4 est égal à 
Comme fonction de arg b l .  arg k .  urg b3. l'espression (1.8) est minimale pour 




!daintenant remarquons que < & et ,/a - lbl 1 5 1 - 2jb l 2  pour Ib,l 5 
a / 2 .  Se référant à la preuve du théorème 1.1 ceci signifie que Les conditions sur 
1 bl ( et 1 b21 sont moins restrictives si nous examinons le signe des mineurs principaux 
d'ordre 2 et 13. Il reste à démontrer que la valeur 
est la meilleure possible pour n'importe quels 6, et & appartenant aux intervalles 
précisés. Mais notre raisonnement montre clairement qu'il existe b j  tel que 
i.e. que le polynôme 1 + 6;- + 6::' + b3z3 # u!. 
Xous passons à la 
Démonstration d u  théorim e 1-3. Se référant à 1 a méthode de preuve p résentée 
dans la section L 2 nous sommes amenés à étudier le signe de ia mat rice .CI ( 1. bl . b?. b3, 4 ). 
Sous remarquons que le signe de ses mineurs d'ordre 1. 2. 3 et 4 a déjà été étudié 
précédemment. .A laaide du logiciel Mat hemat ica nous obtenons 
+ - 2c- + 2bZc2 + c4 - d" -7CL2d2  + b'dz 
+ 2a4d C O S ( W  - Ar) + (2b2d + 4a2b2d - .)b4d)cos(<c - 29) 
- 6a'bd cos(cc - 2r - y )  +- (6aLb - 4a4b + 2a2b3 + 4a2b$ 
- 2a'bd2 jcos(2r - y) + 2a2c"d cos(ic + 9 - 2:) 
3 3 - 2bc'd cos(ic + y - 'Lz) + 26 c cos(3y - -1z) 
3 i ( J a c d - - ~ a ~ c d + - ~ a b ~ c d ) c o s ( w  - r - 2 )  --La c c o s ( 3 s  - z )  
- .Labcdcos(w+r - y - z )  
+ (dabc + 4a3bc - -!ab3c - 4abc3) c o s ( r  + y - z )  
- dab'c c o s ( s  - ?y + z ) .  
où bl = n e r p ( i x ) .  b2 = b e x p ( i y ) .  b3 = c~xp(iz). b, = d ~ r p ( i i c ) .  O < a. 6. c. d < 1. Il est 
clair que la valeur minimale de (1.10) est atteinte pour x = arg bl = O .  y = arg b2 = 
- - -  ..... - nrg b3 = O et u. = arg b4 = 7. Substituant ces valeurs dans (1.10) nous 
obtenons une expression quadratique en d = 1 b41 dont la racine pertinente est 
Se référant à la preuve du théorème 1.2. où nous avons vu que b < dl - a - a pour 
.. nous obtenons que 
d5- 1 avec < 7. Donc la racine r est positive si son numérateur est positif. Ce - 
numérateur est un polynome de degré 2 en c dont la racine positive est 
Puisque F(0)  = 1 - 3aZ > O pour O < a < -& et F(1) = -;a2 < O nous voyons que 
F ( b )  a une racine dans (O. i 1 si O < a < %. De plus nous remarquons que si a. b et 
c satisfont les conditions 
alors il existe d > r tel que (1.10) soit négatif. 
Maintenant nous allons démontrer que les conditions ( 1-12!) sont plus restrictives 
que celles obtenues en considérant le signe des mineurs d'ordre 5 4. Se référant 
encore une fois à la preuve du théorème 1.2. il suffit de démontrer que 
pour O < a  < 5 < e. 
L'inégalité ( 1.13) est vraie parce que la plus petite racine positive de  l'équation 
F(~G-  r )  = O est x = 0.8019 ... > $3. Quant à l'inégalité (1.11) nous voyons 
qu'elle est équivalente à 
En vertu de ( 1.1 1 ) i l  suffit de trouver les valeurs de a telles que 
soit positif. -4 cette fin nous remarquons que g'(6)  = O si et seulement si b = 1 -2a > O 
avec 1 - ?a > J1 -a -a .  ;\insi g( 6 )  est une fonction croissante si O < b < J E - a .  
Puisque par (1.13) J1-a - a est plus grand que la plus petite racine positive de 
F(b) nous obtenons 
g(b) 2 g(0)  = 'a - 3a2 > O si O < a < 2//3. 
ce qui met fin à la preuve du théorème 1.3. 
correspondante lao/ + la? 
1.4 Applications dans 
REMXRQL*-E 1.3. Si a = O. b = 1 alors le numérateur et le dénominateur de la 
racine r sont zéros. Dans ce cas notre raisonnement ne nous donne pas l'inégalité 
I + ladi < l lP i l .  P E pn- 
En dépit du  manque de généralité de nos résultats nous aimerions signaler qu'ils 
peuvent être utilisés afin d'obtenir d'aut res inégalités polynorniales. Dans cet t e  sec- 
tion nous allons en mentionner queiques unes. .-\ cet effet nous avons besoin d'une 
formule d'interpolation qui est contenue dans le 
L E h i l I E  C. Pour tout  P E P,. n 2 2 et  t; E IR nous avons 
La formule d'interpolation ( 1-15) s'obtient en appliquant le théorème des résidus 
à l'intégrale 
En vertu de ( 1-15) nous voyons que le polynôme 
est borné par ( n  - 1)IIPIl pour Iml 5 1. IzI 5 1. .-\ppliquant le théorème 1.1 à Q ( w )  
nous obtenons le résultat suivant: 
THEOREME 1.1' [6 ] .  Soient P E P,. ri 2 2 et O 5 r 5 5. .Yous acons. pour 
1zI 5 1. 
L n  fait intéressant à remarquer est que l'inégalité (1.16) appliquée à P ( z )  = 
a0 + a i=  + a?--' E Pz donne ( 1.2). Pour x = O nous obtenons de ( 1.16) l'inégalité 
connue [8. p.931 
qui est un raffinement de l'inégalité classique (0.9). 
D'autres inégalités du type (1.16) peuvent être obtenues des théorèmes 1.1. 1.2 
et 1.3. Par exemple. en vertu du théorème 1.2 et de la formule d'interpolation !9. 
Lemme l ]  
a0 + ( ( n  - l)P(:) - : P t ( = )  + nnzn  - 2ao)exp(il) 
où P,. n 2 3 .  nous obtenons le 
THEORESIE 1.2' [6]. Soient P E P,. n 3 et xl. I?. x3 comme dans le théorème 
1.2. -Vous acons. pour Ir\ 5 I. 
En appliquant l'inégalité ( 1.17) à P ( z )  = a, + a ,=  +- ais2 + a3z3 E p, nous 
obtenons ( 1.3). 
CHAPITRE 2 
2.1 Une amélioration pour la dérivée seconde 
Soit P E P,. L'inégalité (0.9) est susceptible d'une généralisation immédiate. En 
effet. en l'appliquant Ir. fois de suite nous voyons que si 1  5 k 5 n  alors 
Slaintenant. si l'inégalité n'a pas lieu dans (2.1) alors nous pouvons considérer le 
problème de trouver la plus grande valeur ckVo(n) telle que pour tout P E pn. 
Dans le théorème qui suit nous résolvons ce problème pour A. = 2 .  
THEOREhIE 2.1. Si P E P, alors 
ou c2,(n) = 2 ( n  - l ) ( %  - l ) / ( n  + 1 )  si n 2 1. Le coeficient de laol est le meilleur 
possible pour tout n. 
Démonstration. Sous divisons les deux côtés de ( 2 . 2 )  par n ( n  - 1 ) et exprimons 
I'inégalité ainsi obtenue comme 1 IQ * PI1 5 II PI 1. Ensuite nous montrerons que 
Q E B,. Remarquons que 
Puisque 
nous devons démontrer. en vertu du lemme B et de  (1.5). que l'inégalité 
IIQ, * PI1 5 IlPl1 est satisfaite pour tout P E P, si 1 0 1  < ~ ~ , ~ ( n ) .  A cette fin nous 
devons trouver les valeurs de a pour LesqueIles 
est définie positive. Prenons le mineur principal d'ordre n + 1 de (2.3) et  
( i ) soustrayons sa ( i  + 1 ligne de sa Pme ligne pour i = 1.2. .... n. 
( i i )  SIaintenant . pour i = 1.2. .... n - 1. nous soustrayons la nouvelle ( i  + 1 )'"' ligne 
de la nouvelle iGm' ligne. Ensuite. 
( i i i )  effectuons la même opération mais cette fois-ci pour i = 1.2. .... n - 2 .  Finale- 
ment. 
( i i-  i a p r k  avoir ajùut; la cleiisi51iir coluriiie à la ~roisi&iir. la r iou ide  troisiknir 
colonne à la quatrième et. en général. ln nouvelle lCème colonne à la ( 1  + 1 )"me 
colonne pour 1 = 3.4. .... n - 1 nous voyons aisément que la valeur du mineur 
principal d'ordre n + 1 est 
si la1 < ~ ? , ~ ( n ) .  '.laintenant nous remarquons que Les mineurs principaus d'ordre 
n. n - 1. .... 1 de (2.3)  sont les mêmes que ceux de . I l (n(n - 1). ( n  - l ) ( n  - '2).(n - 
2 ) ( n  - 3 )  ..... 2.0) qui sont positifs puisque IIPi'II < n ( n  - 1)IIPII par (2.1). 11 s'en 
suit que I I  P"II + lallnol 5 n ( n  - 1)IIPII si 5 C ~ . ~ ( R ) .  Si la( est juste un peu plus 
grand que cLnO(n)  alors le mineur d'ordre n + 1 est nézatif et donc Q, ne peut pas 
appartenir à 80,. Par  conséquent le coefficient de Iaol dans  (2.2) est 1e plus grand 
possible. 
Sous avons essayé d'appliquer la méthode de  convolution pour résoudre le pro- 
blème pour d'autres valeurs de  k. mais en vain. La difficulté réside a u  niveau de la 
recherche des valeurs de  O telles que la matrice associée au problème en question soit 
semi-définie positive. 
Dans la section qui suit nous présentons le résultat principal d e  ce chapitre. 
2.2 Inégalité asymptotique 
2.2.1 Introduction et  énoncé du résultat asymptotique 
Des inégalités optimales de  la forme 
ont é t é  obtenues pour  k = O et k = L dans [ii] et pour k = 2 dans [Tl. Le  problème 
n'avait pas encore é t é  résolu pour k f IX arbitraire. Pour les cas connus k = 0.1.2 
l'inégalité (2.4) a été démontrée par la méthode de convolut ion. Ici nous étudions le 
problème pour les autres valeurs de k. La méthode de convolution sera de nouveau 
un outil essentiel dans l'étude des constantes q k ( n ) .  k 2 3 .  
Afin de déterminer ~ [ , ~ ( n )  nous divisons les deus côtés de ('2.1) par n et remar- 
quons que 
II suffirait alors de démontrer que Q,  E 8, si la1 < c L S k ( n ) .  En vertu de ( 1.5) nous 
démontrerons plutôt que 
appartient à 8; si / Q I  < c l m k ( n ) .  
Dorénavant nous utiliserons la notation D(ao.  a l .  .... a,) pour désigner le déter- 
minant de la matrice M ( a O .  a l .  .... a , ) .  
Par le Lemme -A. l'inégalité 1 IQ, * PI 1 5 il Pl 1 est satisfaite pour tout P E P, et 
la/ 5 ci ,k(n)  si et seulement si La matrice 
est semi-définie positive pour la( 5 c L r ( n ) .  Naintenant par le Lemme B. voyons 
c l a k ( n )  comme étant le plus grand nombre . -Ik(n)  tel que tous les mineurs principaux 
de (2.5) soient positifs pour tout a dans )zI < . I r (n) .  Les mineurs principaux d'ordre 
inférieur à n - k ne dépendent pas de a et nous pouvons facilement voir qu'ils sont 
tous ~ositifs.  En effet. considérons D ( n .  n - l .  .... j )  pour O 5 j 5 n et 
( i )  soustrayons sa ( i  + 1 )"*' ligne de sa  i l è m e  ligne pour i = 1.2. .... n - j .  Ensuite. 
(ii) soustrayons la nouvelle ( i  + l)''me de sa nouvelle iZème ligne pour i = 1.2. .... n - 
j - 1- 
( i i i )  Développant le déterminant ainsi obtenu par ses lignes numéros 1.2. .... n - j - 1 
nous obtenons 
.>n -1- 1 D(n. n - 1. .... j )  = , ( n  +A-  
qui est évidemment positi t Xous devons donc seulement étudier les mineurs princi- 
paux de ("5) d'ordre 2 n - k + 1. La détermination exacte de .&(n). i-e. c l + k ( r r ) .  
lorsque 3 5 k 5 n - 1 n'est pas aisée. Ici nous étudierons plutôt son comportement 
asymptotique lorsque n - x. Plus précisément nous démontrerons le 
THEORESIE 2.2 [ 5 ] .  Soit c i e k ( n )  la constante apparaissant dans (2.4). Pour 
chaque k .  la suite c l W k ( n )  tend cers une limite finie ck lorsque n - r .  La constante 
c k  est. pour k 3 2. la plus petite racine positire de l'équation 
2.2.2 Démonstration du résultat asymptotique 
La preuve du théorème 2.2 est longue. *Afin qu'elle ne deviennent pas accablante 
nous la présentons sous la forme de lemmes. 
Sous aurons besoin du résultat classique suivant. dû à Laplace. qui sera utile pour 
vérifier la relation de récurrence donnée dans ie lemme 2.5. 
LElIME D. Le déterminant de la matrice -4 = [c,,],, , est égal à 
pour neimporte quel choix de p colonnes 1 5 jl < - < j, 5 m. Ici 
Sotre prochain lemme se lit comme suit. 
LESIhIE 2.1. Pour O 5 j 5 k e t  n 3 2k - j + 4 nous acons 
D ( n + l .  ri. .... k+I. C+û. k-1. .... j )  = 4 D ( n .  n-l  ..... k+2. k+l+û .  k. .... j+l) (2.6) 
où. dans l é  cas j = k. Zïdentité signifie 
Démonstration. Bien que les deux déterminants dans ('1.6) ne soient pas du  même 
ordre nous pouvons les réduire à des déterminants du  même ordre par des opérations 
démentaires. La propriété de linéarité du déterminant est utilisée par la suite afin 
d'obtenir l'identité désirée. i'oici les détails. 
Prenons d'abord D(n .n  - 1 ..... k + '2.k + 1 + a . k  ..... j + 1)  e t  
( i ) soustrayons sa ( i + 1 )"me ligne d e  sa  iLème ligne pour i = 1.2. .... n - j - 1. 
( i i )  soustrayons la nouvelle ( i  + l)"me ligne de sa nouvelle i"' ligne pour i = 
1.2 ..... n - j - 2 .  
( i i i )  ensuite remarquons que chacune des lignes numéros k - j + 2 à n - k - 3 du 
déterminant ainsi obtenu contient Lin seul élément non-nul e t  celui-ci est égal à 
-2. Développant ce déterminant par ces lignes l'une à la suite de  l'autre nous 
obtenons. lorsque O 5 j 5 k - 2. la formule 
oh. pour 1s p  5 k  - j + 1. 
pour k - j + 2  < p  < Z ( k -  j + l ) .  
c,,, = (  
I sinon: 
# 
-2 s i v = p + l  
a si v = p + k - j i 1 3  
-?a s i u = p + k - j + 4  
a s i v = p + k - j + 3  
O sinon: 
Lorsque j = k - I nous obtenons 
Quant  à D ( n  + 1. r2 ..... k + 1 . k  + a. k - 1 ..... j )  nous 
( i )  soustrayons sa ( i  + 1 ligne de sa iième ligne pour i = 1. '1. .... n - j + 1. 
( i i )  soustrayons sa nouvelle ( i  + I)'è*e ligne d e  sa nouvelle iLème ligne pour i = 
1.2 ..... n - j .  
( i i i )  Maintenant. dans le déterminant résultant chacune des lignes numéro L - j + 2 
à n - k - 1 a la propriété que tous ses éléments sont nuls sauf un qui est égal 
à -2. Si nous développons ce déterminant par ces lignes. l'une à la suite d e  
l'autre. nous obtenons. lorsque O 5 j < k - 2 .  la formule 
Dans le cas j = k - 1 nous obtenons 
hfaintenant la propriété de  linéarité d u  déterminant nous permet d'écrire. lorsque 
o < ; g ? - 2 *  
D( n+ 1. n. .... k+I. k + o .  k- 1. .... j )  = 4 D ( n .  n- L. .... k+9. é+ Ifor. P .  .... j+ 1 )+.L"'J-~('+~)- 
k - J + 1 zéro- k - ] - ? ~ t r o d  
(en précisant qu'il J- a tout d'abord k- j + 1 zéros sur la première colonne du deuxième 
déterminant apparaissant dans le membre de droite de ( 2 . 7 ) ) .  Dans Le cas j = k - 1 
nous avons 
SIais le deuxième déterminant dans le membre d e  droite de  ('2.7) est égal à zéro. En 
effet. si nous 
(vii) soustrayons sa  (2P  - 2 ,  + - L ) ' ' ~ ~  ligne de sa  ("A- - 2 j  + :l)""' ligne. 
(viü) ajoutons à s a  (2L - 2, + 4)'"' ligne 112 fois la ( k  - j i 1 igne. 
(ix) ajoutons à s a  nouvelle (2k - 2, + 4)"rne ligne 1/2 fois la (k - j + i)"' ligne 
pour i = i3.4. ..,. Xi - j + :3. 
alors tous les éléments de sa dernière ligne del-iennent égaus  à zéro et donc l'identité 
(-1.6) est vraie lorsque O < j 5 k - 2. Si nous appliquons les opérations élémentaires 
( rii). (viii ) e t  (is) avec j = k - 1. au deuxième déterminant d u  membre de droite de  
( 2 s )  nous voyons que  I'inégalité (2.6) est vraie dans le cas j = k - 1 aussi. 
La preuve de  (2.6') est tout à lait analogue. 
COROLLAIRE 2.1. Si n 2 Jk + 4 alors ~ ~ , ~ + ~ ( n )  5 c l V k ( n  + 1)-  
P r w r e .  Remarquons que c l S k ( n  + 1) est le plus grand nombre R tel que les 
dcbterminants D ( n + I . n  ..... b - l . k + c l . k - 1  ..... j ) . O <  j < k e t  D ( n + l . n  ..... k f  
1. ii. +a ) sont fous nonnégatifs pour ]Q i 5 R. Donc par le lemme 2.1. les déterminants 
D ( n . n -  1 ..... k+2.k+ 1 + a . k  ..... j). 15 j 5 k e t  D(n.n  - 1 ..... k + L k + l + a )  
sont tous nonnégatifs si Iû/ < q k ( n  + 1). Cependant D ( n .  n - 1. .... k + 2. k + 
I + o.  k. .... 1.0) n'est pas nécéssairement nonnégatif pour 1 0  1 5 c k ( n  + 1 ). Puisque 
~ , . k + ~ ( n )  est le plus grand nombre p tel que tous les mineurs principaux (incluant 
D ( n . n -  L ..... k+2.Xi+l+û.k ..... 1.0) )de .tl(n.n-l..... X:+?.k+l+a.k ...... O) 
sont nonnésatifs pour Io 1 5 p il s'en suit que cl.k+l ( n )  5 c l m k ( n  + 1 ). 
Maintenant. nous démontrons le lemme crucial suivant. 
L E M M E  2.2. Soient n 2 2k  - j + 4 et 
k-1 zéros 
q;,) (a. E) := 
D(2 .0 .  a. -20 )  
k-1-1 zéros 
s i j = k - 1  
( D(2 .a )  s i j = k  
et  q i J ( û . ~ ) .  un déterminant d'ordre 2 ( k  - j + 2) .   ES^ une expresssion de la jorme 
( R e n ) 0 ~ , ~ ( 1 a 1 ~ )  + *i,( la(') OU oe,. ut,, sont des polyn8rnes. De plus. qi ,J (a .  a) est 
une erpression de la forme rlk,(la12) où q k ,  est un  polyn6me. 
REMARQI-E 2.1. Par ('2.9) il est clair que q;, (û.a)  dépend de k et de j mais 
non de n. Puisqu'il s'avère ët re de la forme qk,( Io I r  ). il ne  dépend pas de l'argument 
de a non plus. Nous verrons. lors de la démonstration du lemme que qh, (a. a)  ne 
dépend pas de n mais seulement d e  k et j .  
Démonstration. Considérons rn,k, ( a .  5) et 
( i )  soustrayons sa ( i  + L ) " m e  ligne de sa i tème ligne. i = 1.2. .... n - j .  
( i i )  soustrayons la nouvelle ( i  + 1 ) l ime  ligne de sa nouvelle ilème ligne. i = 1.2. .... n - 
( i i i )  Remarquons maintenant que tous les éléments dans chacune des lignes numéros 
k - j + 2 à n - k - 2 du déterminant résultant sont nuls sauf un qui est égal à 
- 2  Développant ce déterminant successivement par ces n - '2t + j - 3 lignes 
nous obtenons 
;)n-'Lk+,-3 ' 
rn.t,  (a. a) = - I[cJ 15,.'.~<2(ic-~+a I 
où les éléments /p., sont les mêmes que ceus apparaissant dans la preuve du 
Lemme 2.1. 
( iv) -Ajoutons les lignes numéro 6 - j + 2 à 2P - 2 j + 2 à la (Zk - 2 j  + 3) '""' ligne. 
( V) Considérons maintenant r , .k ,]  (z. a). Permutons la iième ligne avec ia ligne 
numéro 2k - 2 j  - ( i  - 3 )  pour i = 1.2. .... k - j + 1. Dans le déterminant ainsi 
obtenu permutons la lihe colonne avec la colonne numéro (2k - 2 j  - ( 1  - 5))  
pour 1 = 1.2. .... L - j + 5. Maintenant. multiplions tous les éléments de la 
(2k - 2 j  + 3)'""' ligne par (-1). 
(v i )  Puisque r,.i, (75. a) = rn.i,j ( a .  E) nous pouvons écrire 
et nous obtenons une autre formule pour rn,k,(û..a). Afin de l'écrire nous 
devons introduire quelques notations. Soit D,,,,,,z := 1 [r,,,]i 5e,u52ch-,+2, 1 où 
pour 1 5 p 5 2 ( k  - J + 1). 1 5 u 5 2(k - j + 2) nous avons -,,., = c,,, et 
De plus soit 
( n + k + ~  n f k  n i k  n + k + o  1 
En fonction de ces notations nous avons 
Par la linéarité des déterminants nous pouvons écrire. si O 5 j 5 k - 2. 
où ' q ; ,  (o. 5) est le déterminant 
d'ordre 2 ( k  - j + 2) et qi,(a. a) représente 
qui est aussi un déterminant d'ordre Z(C - j + 2) (en précisant que sur la première 
cojonne des deux déterminants ci-dessus il y a tout d'abord k - j + 1 zéros) . De 
meme, 
Maintenant nous démontrons (2.9). A cette fin nous 
( vii) soustrayons la ( ' lh - '2j + 3)""' ligne de 2q;,(a. E )  de sa ligne numéro (2% - 
2 j  + 4). Ensuite divisons la nouvelle (2k - 2, + -I)ième ligne par 2. Puis ajoutons 
la nouvelle ('16 - 2 j  + 4 ) i è m c  ligne à la (2P - 2  j + 3)""' ligne. 
(viii) Pour i = k - j + 4. P - j + 3. .... 4.3 permutons la ligne numéro ( k  - j + i) 
avec la ( C  - j + ( i  - l ) ) i è m e  ligne . Dans le déterminant ainsi obtenu effectuons 
la même opération pour i = k - j + 4. k - j + 3. .... 5.4. 
( ix) Soustrayons la ( 1  + 1 )'"' colonne de la Pème pour 1 = 1.2. .... h - j + 1. Ensuite. 
pour 1 = 2k - 2; + 3.2k  - 2 j + 2. .... k - J + 3 soustrayons la 1'""' colonne de 
la ( 1  + l)"me. 
(s) Développons le déterminant qui en résulte par sa ( k  - j + 2)""' ligne. puis par 
sa ( k - j +- 3)'"' ligne successivement. 
Dans le cas particulier j = k  nous obtenons q;,(a. a) = D(2.  a ) .  
(si) Si O 5 j 5 k - 2 alors nous ajoutons à la ( k  - j)lèrne ligne la ligne numéro 
( - j + 1 .  hlaintenant ajoutons la nouvelle itème ligne à la ( i  - 1)""' ligne 
pour i = k - j .  é - j - 1. .... 3.2. Ensuite ajoutons la ( k  - j  + 2)'""' ligne à la 
ligne numéro (il- - j  + 3 )  et ajoutons la nouvelle iGme ligne à la ( i  + 1)""' ligne 
pour i = k - j + : 3 . k - j + 4  ..... 2 k - 2 j +  1 .  
Dans le cas j  = k  - 1 nous ajoutons la deuxième ligne à la première. Ensuite 
ajoutons la troisième ligne a la quatrième. 
Ici se termine la preuve de (2.9). 
Afin de démontrer que g i . , ( û .  a)  est une expression de la forme ilic,,( lo12) nous 
ronsid6rons sa rrpr6smtation donnee dans (2.9) et nous multiplions ses k - j + 1 
premières colonnes par a puis nous remarquons que chacune des k - J + 1 premières 
lignes du déterminant ainsi obtenu a 0 comme facteur. 
Pour démontrer que qi,(a. h) est une expression de la forme ( R e ~ ) o k , ~ ( l a l * )  + 
~* t .~ ( la l '> )  nous y effectuons les opérations suivantes. l'une à la suite de  l'autre. 
( i ) Slultiplions les k - j + 1 premières colonnes de qi;  ( a .  a)  par ct et les k - j i- 1
premières lignes par a. 
( i i  ) Soustrayons la lièm' colonne de la colonne numéro 1 + 1 pour 1 = 'Lk - 7 j  + 
:3. .... k - j + 3.  
( i i i )  hlult iplions la ( k  - j  + 2)''"' colonne par a et la (2k - 'Lj + 3) ""' ligne par Z. 
(iv) Ajoutons la (k  - j + l)'ème colonne à la (X- - , + 5)ième. 
( v )  Notons air. i. 1 = 1.2. .... 2 ( k  - j + 2) les éléments du déterminant ainsi obtenu. 
Nous remarquons que a?(k -  J+2).i-J+l = /al2. ~ z ( e - , + ? ) . b - , + ~  = a et tous les 
- 
autres déments de la dernière ligne sont nuls. De plus a?k-2]+3.k-,+3 = -Q 
et tous les autres éléments du déterminant sont soit des constantes. soit des 
constantes multiples de  la('. Le développant par sa dernière ligne. puis dévelop- 
pant le mineur de Ial2 par sa (t - j + 2)'"' colonne et le mineur de rr par sa 
( k  - j + 3)""' colonne. nous obtenons 
où 1,. A?. &. 1,. sont des déterminants d'ordre 2(k - J + 1). !daintenant. 
remarquons que les t - j + 1 premières lignes de II. &. 4. l4 ont Ial' comme 
facteur. Quant à sa dernière ligne a aussi 1 0  1' comme facteur. Donc 
où 1;. 1;. A;. 1; sont tous des déterminants et des polynômes en ICI(?. 
Puisque qi; (o.. a) est une quantité réelle nous obtenons 
Ceci complète la preuve du Iemme 2.2. 
Maintenant nous démontrons le 
LEMME X3. Le d6terminant 
g(X) := D(n. n - 1. .... k + 1. k - A. k - 1. .... j )  
ne peut pas s'annuler pour des valeurs non réelles de A. 
Démonstration. Remarquons que g(A) = 1.4 - AB1 o t  -4 = D(n. n - l. .... j) e t  
B = D( 0, .... 0 . 1. 0. .... 0 . 11 est connu q u e  1.4 - AB1 = O si et seulement si le _._ 
n-=OS i- j  ZerOs 
système d'équations 
a une solution non-nulle. Donc il suffirait d e  démontrer  q u e  si -4 est une matr ice  
hermitienne ( c e  qui est le cas ici) alors Le système (2.10) n e  peut pas avoir de solut ion 
non-nulle sauf si X est réel. En effet si 
7 t  * 
alors. multipliant les deux côtés par .'I . i l  vient 
L 
.Ji- 4s = AT B X .  
Ensuite. prenant le conjugué nous obtenons 
SIaintenant si nous prenons la transposée des deux côtés e t  tenons compte d u  fait 
que BL = B. aiors 
L C -Y -4-Y = A -Y B -Y. (2.12) 
Maintenant. les équations (2.1 1 )  and (2.12) impliquent 
Remarquons que Tt B-Y # O pour tout .Y f O. Sinon. se référant à (2.12). i l  existerait 
.' # O tel que S'.-~S = O. &lais T.4-Y est une forme herrnitienne qui est définie 
positive d e  telle sorte que ??--LY > O pour tout .y # O. Donc de (2.13) nous obtenons 
- 
X = A .  i.e. X € IR. 
Maintenant. nous devons trouver le plus grand disque centré à I'origine dans 
lequel rn,k ,J(ck.  a) est positif pour O 5 j 5 C. Par le lemme 2.2. 
Donc rn+,) (a. a) est certainement positif si son minimum. vu comme une fonction 
de a r g ( a ) .  est positif. i.e. si l'une ou l'autre des deux fonctions 
est positive. En vertu d u  lemme 2.3 les racines de ces deux fonctions sont toutes 
réelles. Soit c ( n .  L. j )  la plus petite racine positive d e  la fonction appropriée. de telle 
sorte que r,.k,,(a. a) > O pour Io( < c(n .  k. j ) .  D'autre part. pour tout CT > c(n.  k. j). 
il correspond un nombre complexe a,. où lo,l = 0. tel que rn,k,(a, .  5,) < O .  Mais 
alors par le lemme -4 le polynôme correspondant Q,, n'appartient pas à 8:' ce qui si- 
gnifie qu'il existe un polynôme p c P, tel que 1 lp'll +cslakl > nl lp(l. Ainsi la meilleure 
constante possible clVi(n ). dans (2.4). est donnée par ci&) = mimSjsk c(n .  k. J ) .  
Quant au comportement asymptotique de q k ( n )  nous invoquons le théorème de 
Hurwitz pour affirmer que Lm,-, c ( n .  k. j) =: cj,') esiste. D e  plus. le ck apparais- 
(1 )  sant dans l'énoncé du  théorème est Q = rnino<,<k ck . 
Finalement. nous allons démontrer que 
J (0) min ck = ck . 
051 lx: 
A cette fin nous avons besoin du lemme suivant. 
L E l l l l E  2.4. Soient k 2 2 e t  
F&) = F k - ,  (r) Fk+l (3)  f 4p:(r) 
e t  si k 2 4. p k ( x )  est le déterminant 
(Précisons qu'après les deux premiers éléments de la première colonne de p t ( r )  le 
nombre de zéros est égal à k - 1 ). 
Dimonstration. Etant donné une suite de nombres complexes a,,. .... ao. .... a,. 
le déterminant d'ordre ( n + 1 ) 
est noté 
Il est connu 112. Theorem 5.11 que 
- Prenant a-, = a,. O 5 j 4 n. dans (2.1;) nous obtenons 
Dans (2.1s) prenons n = 2k + 3.ao = ?.al  = a? = . = Qk+l = O. ak+;! = x. ak+s = 
-2x.akf4 = x. où s est réel. a k + ~  = ~ 1 ; + ~  = . - = a,, = 0. Si nous développons 
( a?. a,. - - .  a n - I .  a ,  
par sa ( k  + L)"' colonne et le déterminant ainsi obtenu par sa ( k  + 3)''me ligne nous 
voyons que 
Dn 
f a2. u3. --• . a,-1. C L ,  
Ensuite. développant (a,. a l .  a?. .... an-3.  a , -2 )  successivement par sa ( k  + l ) t 'me 
et par s a  ( k  + ligne nous obtenons 
De plus. il est évident que 
Finalement. si nous développons D, ( a o .  a 1. a?. .... a,-?.  a,- 1 ) par sa ( k + 2)'"' ligne 
nous voyons que 
D,(ao.al.a~.---.an,z,an,l) = 2 F k ( z ) .  
Donc (2.18) implique l'identité désirée (2 .16) .  
Rappelons que ce'  est la plus peti te racine positive du  déterminant 
( 0 )  qui est d'ordre .'(P - ,) + 2: donc ch) = ch-,. Ainsi. afin de  démontrer (2.15) il 
suffirait d e  démontrer que 
Cette affirmation est certainement vraie pour k 5 3. Xous allons la vérifier pour 
tout iI. par induction. Supposons que (2 .19)  soit vraie pour tout k 5 mais que 
( 0 )  ( 0 )  ( 0 )  cl,,,, 2 ck, : en fait c,,+, = CE) par le corollaire 2.1. En vertu de (1.16) nous 
( 0 )  obtiendrions pk(c, ) = O. ce qui est une contradiction puisque. comme nous allons 
le démontrer. 
( ) k l p k ( )  > O pour O < r < 2 .  (2.20) 
La preuve de ('2.20) est basée sur le fait que p k ( x )  satisfait une relation de récurrence 
donnée dans le 
LEMME 2.5. Si k > -4 alors nous avons 
Démonstration. Etape n umiro O. .Appliquons le lemme D avec p = 2. j, = 1 et 
j2 = k + 1. Tous les termes dans le développement s'avèrent être nuis sauf lorsque 
la paire ordonnée ( i l .  i 2 )  est ( 1. k + 2). (2. t + 2) .  (t + 2. k + 3) .  (1; + 2. t + 4). Xous 
obtenons airisi 
qui. par La propriété de linéarité du déterminant. est égal à 
(Précisons que le nombre de zéros après le premier élément de la première colonne 
dans chacun des trois déterminants ci-dessus est égal à A. - 2 ) .  
Etape numéro v .  1 5 u 5 [t] - 2. Xous appliquons de nouveau le lemme D avec. 
cette fois-ci. p = 2. jl = I et j2 = 2. XOUS remarquons encore une fois que tous les 
termes dans le développement s'avèrent être nuls sauf lorsque la paire ordonnée (il. i2) 
est ( 1. ( 6 + 2 ) - ? Y ) .  {2. (kf2)-.>y). ( ( A . + ? )  -2u. (k+3)-2v). ( (b+ '>) -2v .  (k+-t)-2v). 
Sous obtenons ainsi. après la u""' étape. 
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(Ici. précisons que dans le déterminant ci-dessus. le nombre de zéros après le premier 
élément de ia première colonne est égal à k - ->(u -+ 1 ) ). 
Si k pair alors à la fin de Iëtape v = [ g ]  - 2 = - - 2 nous obtenons 
Si k est impair alors à la fin de Imétape v = [ g ]  - 2 = - , nous obtenons 
Les deux expressions que nous avons obtenues pour p c ( r ) .  l'une lorsque k est pair 
et l'autre lorsque k est impair. peuvent être esprimée comme (2.21). 
Démontrons maintenant I'affirmation (2.20). Celle-ci est vraie si k = 2 puisque 
p ? ( x )  = -4x3(6 + .r3) < O pour O < x < 2. SOUS la démontrons par induction pour 
tout k. Supposons que (2.20) soit vraie pour tout r tel que 1 5 r < k où P > 4. Par 
le lemme 2.5. 
qui est > O si O < x c 2 par l'hypothèse d'induction. 
Ceci complète la preuve du  théorème 2.2. 
2.3. Un résultat complémentaire 
Dans cette section nous utilisons la méthode de convolution afin de démontrer le 
THEORELIE 2.3. Soit P E P,. Si O < x 5 r ( n )  alors 
l1zP1(z) - x u * z n ~ ~  5 ( n  - x ) ~ ~ P ~ ~  
ou x ( n  ) est la plus petite racine positive d u  polynôme 
Démonstration. Remarquons qu'après avoir divisé (2 .22 )  par n - r cette inégalité 
s'exprime sous la fornie 
En vertu du lemme .\ et de 
lesquelles 
( 1.5) il s'agit maintenant de trouver les valeurs de s pour 
1=1 R - S  
appartient à BO, ou. de facon iquivalente. trouver les valeurs de x pour lesquelles la 
matrice 
.\l(n - x . n  - 1.n - 2  ..... 2.1.0) (2.23) 
est semi-définie positive. Au lieu de faire appel au lemme B nous allons plutôt utiliser 
un autre critère a cette fin. celui de trouver les valeurs de x pour lesquelles les valeurs 
propres de (2.23) sont positives. 
Les valeurs propres A de ('1.23) sont les racines de l'équation F ( n .  x + A )  = O où 
F(n.z) := D ( n - x . n -  l . n - 2  ..... 2.1.0). (2.24) 
Celles-ci sont toutes réelles (voir la preuve du lemme 2.:3). Si x k ( n ) .  k = 0.1. .... n 
sont Ies racines du polynôme F(n. x )  alors les valeurs propres A&). k = 0.1. ..., n 
de (2 .23 )  ont la forme 
.\.laintenant. si nous démontrons que tous Les x k ( n )  sont positifs alors nous pourrons 
affirmer en vertu de ('2.25) que tous les A k ( n )  seront positifs si x < nUnO<k<n - - x k ( n ) .  
Pour étudier le signe des x k ( n ) .  P = 0.1. .... n nous sommes obligés d'écrire F(n .  x )  
plus explicitement. A cette fin. prenons la matrice (2.23) et  effectuons sur ses lignes 
les opérations élémentaires suivantes dans le but de la triangulariser. Partons plutôt 
avec (2.34) et 
( i ) soustrayons sa ( i  + l jtème ligne de sa iième pour i = 1.2. .... n. 
( i i )  De la nouvelle ( i  + 1 ) l ème ligne soustrayons sa nouvelle iGme ligne. pour i = 
1.2 ..... n - 1. 
( i i i )  Etape 1. Dans le déterminant que nous venons d'obtenir posons y, := a,,l,?(= 
1). 11 := 2) .  Maintenant soustrayons 5 fois la troisième ligne de la 
( n  + l)"me. 
2 - 2 5  Etape 2 Posons y? := n.,,.3 (= z1 - z2 := a , , + ~ . ~ ( =  3 - y,) dans le 
déterminant r4sult.ant. De la ( 1 2  i 1 )""' ligne soustrayons fois la quatrième. 
Etape v. 3 5 v 5 n - '2. Dans le déterminant obtenu à l'étape précédante 
A la fin de la ( n  - 2)'"' étape nous obtenons 
( iv)  Ajoutons la deuxième ligne à la première. Ensuite soustrayons x fois la nouvelle 
première ligne de la deuxième. 
(v) E t a p ~  1. Se réiérant au déterminant résultant posons û1 := a-p (= ( x  - 1)(x - 
2 ) ) .  3 := 3 (= ( 2  - x) 1. Puis de la troisième ligne soustrayons $ fois la 
deuxième. 
Etnpe 2. Posons dans Le déterminant obtenu précédemment 
û2 := a33 ( = -1 - zz - &y) . j2 := a3.( (= x - 5).  soustrayons ensuite 2 
0 1 
fois la troisième ligne de la quatrième. 
Etape v. 3 5 v 5 n - 2. Dans le déterminant obtenu à l'étape précédante 
posa ns  
a,  := av+l,u+l (= 2 - 2.r - -x) 3v-1 - 3, := a ~ + l , ~ + z  (= x + ( -  1 ID- '  , , IaI . . .  au-L ). au - 1 
Puis nous soustrayons ;zC fois la ( Y  + l ) i i m e  ligne de  sa  ( v  + 2)""'. 
Etape n - I .  Après avoir posé on-l  := an ,  (= 2 - Zr - 
0,-2 4 
* ) soustrayons - fois la n""' ligne 3n-1 := a n . n + l  (= x + ( - l ) n - 2 a l a  2... an-1 
de la ( n  + l)"me. Ainsi 
oii al = ( x  - 1)(x - ?) .JI  = 4 2  - x)  e t  pour 2 5 k 5 n - 1. 
avec y0 = O. yl = 2 .  = 1, q = 2 nous obtenons 
alors en vertu de (2.27) et (2.28) nous \-oyons que satisfait la relation de  récurrence 
avec 70 := 1 - x .51  = û i  = ( x  - l)(r - 2 ) .  dont la solution générale est 
hlaintenant en vertu de (2%). (2.29) et (2.30) nous obtenons 
(2.33) 
Substituant (2.31) et (2 .32 )  dans (2.3:3) e t  faisant appel au  logiciel SLathematica. il 
vient. 
Rappelons que  nous voulons démontrer que toutes les racines ro. XI. .... x, d e  F(n .  x ) 
sont positives. Mais ceci est maintenant clair puisqu'en vertu de (2.34) nous avons 
F(n .  -(xi ) > O. Donc si x < mino<k<, - - z k  alors de (2.25) toutes les valeurs propres 
Ai(n). k = O. 1. .... n sont positives. i.e. la matrice (2.23) est définie positive. 
CHAPITRE 3 
3.1 Un résultat asymptotique 
3.1.1 Introduction et énoncé du résultat asymptotique 
Soit P E P,. Dans [dl la méthode de convolution a été utilisée afin de  trouver. 
pour k = O e t  k = 1. le plus grand nombre d n T k ( R ) .  R 2 1. tel que 
Rappelons (voir I'introduction) que si n 2 2 
Ici iiuus allons étudier le problème pour les autres valeurs de k E Ci. Plus précisément 
nous montrerons que d n . k ( R )  s'écrit toujours sous la forme 
où j k ( R )  2 O ne dépend pas de n. Cn problème intéressant consiste alors à étudier 
le comportement asymptotique de f;( R)  lorsque R + x. 
Afin de déterminer d,,k( R )  nous  divisons les deux côtés de (3.1 ) par Rn et remar- 
11 suffit alors de démontrer que Q, E B, si 1û1 < dn,k(R)  ou. de façon équ i~den te .  
nous pouvons démontrer que Q, appartient à Bn si la ( < d,,k( RI. 
Par le Lemme A. I'inégalité IIQ, * PI1 5 IlPl1 est satisfaite pour tout P E P, et 
la/ 5 dnnk( R) si et seulement si la matrice 
est semi-définie positive pour la1 5 dnSr (R) .  Maintenant par le Lemme B. d n W k ( R )  
peut être vu comme étant le plus grand nombre [, ,k(R) tel que tous les mineurs 
principaux de (3.3) soient positifs pour tout a dans 1 - 1  < &(R) .  Les mineurs 
principaux d'ordre inférieur à n - k ne dépendent pas de  a et sont tous positifs en 
vertu de (0.10). Ainsi ce sont les mineurs principaux de (3 .3)  d'ordre 2 n - k + 1 
que nous devons étudier de plus près. Cependant. tout comme pour la constante 
c imk(n)  ( 3  5 k 9 n).  la détermination de la valeur exacte de tnve (R) .  i e. dnVk(R) .  est 
difficile et  nous étudierons son comportement asymptotique. Pour être  plus précis 
nous démontrons le 
THEORElIE 3.1 [JI. Soit clnsk( R )  la constante apparaissant dans (9.1). Si n 2 
Lk + '2 alors 
d,,.[R) = (Rn - Rn-*)(l - f k (  R ) ) .  R 2 1. 
où O < f k (R)  5 I est indépendant de n .  De plus 
3.1.2 Résultats auxilliaires 
Pour la démonstration du t héorèrne ci-dessus nous aurons besoin de quelques ré- 
siiltats auxilliaires qui sont présentés dans cette section. 
LEMME 3.1. Si O 5 j 5 k < n. alors 
cl 
driva, ( R: a ) R"-J+~ drL-~.k-~,l-dR: R )  f @ )  
La preuve du lemme ci-dessus est immédiate. .Appliquant (3.4) de manière récursive 
nous obtenons le 
Comme autre conséquence du lemme 3.1 mentionnons le 
COROLL-AIRE 3.2. Si n 2 b alors 
Démonstration. I l  su i t  d u  lemme 3.1 que 
d, ,k(R)  5 Rd,-l,k-l(R) pour 1 5  P < n .  (3.6) 
.Appliquant ( 3 . 6 )  de lacon récursive. puis utilisant (3.2). nous obtenons (3.5) si n 3 
k + 2 .  Les cas n = k+ 1 et n = b sont évidents puisque diSo(R)  = R- 1 et  do,o(R) = 0. 
Sotre prochain lemme est crucial pour l'étude du comportement asymptotique 
de dn.k( R ) .  Sa preuve est analogue a celle du lemme 2.3. 
LESILIE 3.2. Soient O j h 5 n. R 2 1. Les racines X de l'équation 
d,,,(R: A )  = O 
sont réelles. 
3.1.3. Démonstration du résultat asymptotique 
Rappelons qu'afin d'étudier le comportement asymptotique de R )  nous sommes 
amenés à étudier le signe des mineurs principaux d'ordre 2 n - k + 1 de la matrice 
(3 . :3)  où. en vertu du  corollaire 3.1. celui de la matrice 
JI(Rm.  Rrn-'? -.W. R'". Rs + 74- R'-'. ...a R'. R. 1 )  (3.7) 
O ~ I  m = n -  j .s = 12-j.7 = a /RI.  .A i'aide d'opérations élémentaires nous allons 
réduire le déterminant de (:3.7) à un déterminant qui est plus facile à manipuler et 
qui nous conduira au résultat désiré. Prenons (3.7) pour s > :3 et  
( i )  soust raxons 1 /R  fois sa ( i  + 1)'""' ligne de  sa iGmc pour i = 1.2. .... m. Puis 
( i i )  pour i = 1.2. .... m divisons la iième ligne by R2 - 1. 
( i i i )  Dans le déterminant ainsi obtenu soustrayons 1/R  fois la ( 1  + I)'""' colonne d e  
sa /tèrne pour Z = 1.2. .... m. 
(iv) Remarquons maintenant que pour rn 2 2s + 2 chacune des lignes numéros s + 2 
à m - s - I du déterminant résultant contient un seul dément non nul et celui-ci 
est égal a Rm-'. Développant ce déterminant par ces n2 - 2s - 2 lignes l'une 
à la suite de l'autre donne 
où. pour 1 5 p 5 S. 
Cu., = 
r 
R m - ?  s i v = p  
- 7 / R ( R 2  - 1) s i v = p + s + l  
(R' + I ) ~ / R ' ( R *  - L )  si Y = p + s + 2 
-- , /R(R2 - 1 )  s i v = p + s + 3  
O sinon: 
(ici. et dans ce qui suit. il n'_v a pas de termes si u 5 0). 
( 0 sinon: 
pour s + 2 5 p < 2s + 2. 
k O si non. 
cP.. = < 
(v) Dans (:3.d) posons = J( Rm - Rrn-2 ). Ensuite 
f 
-T/ R( R2 - 1) s i u = p - S - 3  
(R2  + ~ ) T / R ~ ( R ~  - 1) si v = p - s - 2 
-T/ R(R2 - 1)  s i u = p - s - 1  
~ m - 2  s i u = p  
O sinon: 
\ 
( [ s i )  divisons la iième ligne par Rm-4 pour i = 1.2. .... 2s f 3. Puis factorisons R 
des colonnes s + I .  s + 2 et 2s + 3.  Ensuite nous effectuons la mëme opération 
mais cette fois sur les lignes s + 1. s + 2 e t  2s + 3 .  L e  déterminant ainsi obtenu 
est de la forme F (  131') où F est un polynôme. Pour le voir. multiplions tout 
simplement les s i 1 premières colonnes par 3 puis divisons les s + 1 premières 
Lignes par la même quantité. Son minimum est donc indépendent de  a r g ( 3 ) .  
De plus. remarquons qu'ii est indépendent de  n. Maintenant. si nous divisons 
la dernière ligne par R' - 1 alors 
où. posant x := 131, 
pour 2 5 p < s - 1. 
ci . ,=<  
( O sinon: 
/ 
~2 s i v = p  
-R s i v = p + s + l  
R ' + I  s i v = p + s + ~  
-R s i v = p + s + : 3  
O sinon: 
\ 
ci., = { 
-x2 si v  = 1  
s i v = s + ' 2  
O sinon: 
/ 
R' s i v = s  
- R  s i v = % + l  
R' + 1 si v = 2s + 2 
-1 si v = '3s + 3 
i 0 si non: 
- x -  s i v = s + l  
R2 si u = ' l s + ' L  
O sinon: 
1 
cP." = < 
.A cette é tape de la preuve nous pouvons affirmer que 
f 
- Rx' si u = p - s - 5 3  
( R 2 +  l)z2 si u = p  - s - 2  
-Rz? si v = p - S -  1 
R2 si v = p  
O sinon: 
\ 
OÙ -Y,,k(R) := 1 - f,,k(R) est la plus petite racine positive de  (3.9) et .rCjwk(R) 
est indépendant de n. Soit mino<j<k X I v k ( R )  =: 1 - fk (R) .  de telle sorte qu'en - - 
vertu du corollaire 3.2. O 5 fk( R )  5 1. où f k (  R)  est indépendant de n. 
Sous allons maintenant étudier le comportement asymptotique de / k ( R ) .  -A 
cet te fin prenons le déterminant dans (3.9) et 
( vii) soustrayons sa  iZème ligne de  s a  ( s  + i + 2)""' ligne pour i = 1.2 .  .... S .  Ensui te. 
pour ces mêmes valeurs de  i divisons la (s + i + 2)""' ligne par R. 
(viii) Soustrayons la nouvelle (s  + 1 ) l ème  colonne de la nouvelle (2s + :3)ième colonne. 
Puis nous divisons la iièm' ligne par R2 pour i = 1.2. .... S. Dans le déterminant 
ainsi obtenu multiplions la ( 2s  + 3 ) l è m e  colonne par R. Ainsi 
pour 2  < p 5 S. 
CL, = 4 
t 
1 s i v = I  
-l/R2 si u = s + 2  
( R 2 +  1) /R2 si u  = s + 3  
-1/R si u = s + 4  
O sinon: 
\ 
-x2 si v = 1 
s i u = s + 2  
O sinon: 
ci,,={ 
s i v = s + 4  
sinon. 
f 
1 s i v = p  
-1/R si v = p + s + l  
( R 2 + 1 ) / R  si v  = p + s + ?  
-1/R si v = p + s + : 3  
O sinon: 
où Y : =  R ( x 2 -  1)+x2/R. Pour s + 4  5 p  5 .>,+ 1. 
( 0 sinon: 
si v = s + 1  
s i v = 2 s + 1  
si v =')S+:! 
si v = 3s + 53 
si non: 
s i u = s  
s i v = s + l  
( 0 sinon. 
(is) Dans (:3.11) posons x = 1 - ( c / R f .  En vertu du lemme 13.2 les racines du  
polynôme (3.1 1 ) sont réelles. Par 
lim 
R-cc 
le théorème de Hurwitz, 
Rf,A R )  =: d,,i. 
où est la racine positive. la plus proche de 1. du  polynôme limite 
que nous notons G(c) (en précisant que le nombre de  zéros après le premier 
dément de la première colonne est égal a s). Ce polynôme est égal à 2c si 
s = 0. à 4(c2 - 1)  si s = 1 et à S(c3 - Zc) si s = 2. Notre objectif maintenant 
est de calculer la valeur de -4 cette fin nous simplifions le déterminant 
apparaissant dans (3.12) en 
(s) lui soustrayant sa (s  + 1 i 2)'"' colonne de sa l tème.  pour 1 = 1.2. ..., S. Yous re- 
marquons maintenant que les lignes numéros 1 à s du  déterminant ainsi obtenu 
ont exactement un seul ilimrnt non-nul.  celui-ci ktant égal à 1. Xoiis d6velop- 
pons le déterminant par ces lignes I'une après l'autre et dans le déterminant 
d'ordre s + 3 résultant nous 
(xi)  soustrayons sa (s + l)'ème colonne de sa sgème.  Finalement. développant le 
déterminant par sa première ligne e t  ensuite par s a  (s + 2)'"' colonne nous 
obtenons 
Slais le déterminant apparaissant dans (3.13) n'est rien d'autre que ( 1.6) où bl = 
et r = k - j + 1. En vertu de (1.7) G(c)  = O si et seulement si c = ?cos(-), 
0 < u < k - j  + 2 .  Ainsi =?cos(- ) .  k-J+- Donc 
/ - \  
lim R f k ( R )  = max d,,i = ?cos - 
R-cx O<JSk L J -  
ce qui complète la preuve du théorème 3.1. 
3.1.4. Quelques remarques 
Dans cette section nous présentons des résultats supplémentaires qui sont des 
conséquences de la preuve du  théorème 3.1. 
Puisque la quantité minac,<k - - R)' apparaissant dans (3.10). est indépendante 
de n, nous obtenons 
Ce résultat en conjonction avec ( 3 . 6 )  donne 
(.:ne autre constatation intéressante est celle qui fait un lien entre d q m k ( R )  et la 
constante cl. apparaissant dans l'énoncé du théorème 2.2: écrivons (3.1) sous la forme 
Sous allons montrer que limR-L =: L*L existe. au moins pour n 2 2k + 2. 
Ainsi. pourvu que .\fi( 1 ) existe nous obtiendrons 
Il suit de (3.10) que pour n > 2k + 2. 
= 2 lim ( min -yek( R ) )  = 2 min ( Iim .Y,.k( R ) )  
R-1 o s ~ < k  OSJ<l, R-1 
si hmRAl .C,k(R) existe pour O 5 j $ k. .\lais si nous multiplions la dernière colonne 
de (3.9) par R' - 1. ensuite faisons tendre R vers 1. puis développons le déterminant 
ainsi obtenu par sa dernière ligne nous voyons que 1irnR-1 R )  =: c:) est la 
plus petite racine positive de l'équation 
D(l.O.O ..... 0.-z.2x.-x. 0.0 ,... ,O ) = O .  
\ / \ 
i-1 Zéros 
/ 
k-, - < z ~ ~ o s  
.\fais rnino<J<k - - c)) = cf' (voir (2.15)) et nous déduisons que = c t .  Ainsi. 
appliquant (:3.1-1) au  p o l p 3 m e  P ( p 2 ) .  p > O. nous obtenons le résultat suivant. 
Soient P E P,. n 2 2k  + 2. et p > 0: si . l~;(~)  existe alors 
où ck est la constante dkfinie dans le théorime 2.2. 
3.2. Inégalités avec contraintes sur le polynôme 
3.2.1. Préliminaires et énoncés des résultats 
Afin de présenter notre résultat concernant les polynômes de degré 3 nous devons 
introduire certaines notations et faire quelques observations. Soit g( R j  := 4 - 3R t 
SR' - SR3 - AR? .\lors 
3 
g l ( R )  = ( - 3 +  16R) -.>-LR'-~OR" < O  pour O 5 R 5 -. 
16 
Ecrivant gl( R)  sous la forme 
nous voyons que 
:3 
< O pour - < R c x .  
16 
Ainsi g'(R) < O pour O < R < x .  Le. g ( R )  décroit lorsque R croit sur [O. x). 
Puisque 
g (0 )  = 4  > O .  g ( l )  = -3 < O  
nous déduisons que g a un e t  un  seul zéro positif R+. Ln calcul numérique montre 
qu'il est égal à 0.d79614d79. 
De plus. soit h( R )  := 1 + R - R' + ZR3 - 6ff - Puisque hf t (R)  = -2(1 - 6R + 
36R2) = -2 {i + (i - 6 ~ ) ' )  est nésatif. h a soit deux zéros réels soit aucun zéro 
réel. Mais 
h(-1) < O .  h(0) > O .  h ( 1 )  < O  
et donc h a un zéro dans (-1.0) e t  un zéro dans (0.1).  Sotons R, (=0.767.?91S79) 
l'unique zéro positif de  h .  
? - R + ~ ( Z - R ) ( ~ + ~ R + ~ R J )  
Pour chaque R E (O. 11. soit X(R) := 2 ( 1 + 2 ~ * )  . Sous constatons que 
A( R )  2 R si et seulement si 
i.e. si et seulement si 
En outre. nous pouvons facilement voir que 
De plus. pour R E (O .  1). soit 
Remarquons que c R ( r )  < ' pour O 5 r < A.( R). 
Pour O 5 r. R 5 1 soit 
LESIME 3.3. Si Ro 5 R 5 I alors pour R < r 5 1: 
Preuce. Si & < R 5 1.aIors o ( R : - x )  = +m. o(R:O) < O. o ( R : l )  < 
O. o(R: R )  = 0. " < O e t  o(R: +cc) = -S. Donc o(R: r )  < O pour r E ( R .  I l .  ar lr=R 
Si R = 5. alors o(R: -x) = +x. o(R:O) c O. o(R: 1) < O.  o(R: R )  = 
O. 2 = O. - 
Ir=R 2; < 0 et o(R: +cc) = -n. Donc. nous avons de nouveau 
O( R; r )  < O pour r E (R .  II. 
Sotre résultat peut maintenant s'énoncer comme suit: 
THEORElLE 3.2. Soit P ( z )  := uo + azz2  + a3z3 différent de zéro dans 1 - 1  < L e t  
R un nombre donné dans (0.1). Si O < R 5 R. alors 
Si R. = 0.76f59lYf9 ... < R 5 R+ = O.d'i96148T9 ... alors ( R  5 A ( R ) )  e t  
Si R+ < R 5 1  alors A(R) < R)  et 
Ces estimations sont toutes les meilleu res possibles. 
Le théorème 3.2 est l'analogue du théorème C pour des polynômes de degré 3 tels 
que A = O. Sous aurions aimer considérer d'autres valeurs admissibles de X := $ 
mais nous n'avons pas vu la possibilité d'obtenir des résultats précis. 
REKIRQCE.  Soit Ro ( z 0.5960716373 L'unique racine positive de Iëquation 
2 - 3 R - R3 = O. Faisant référence à (3.16) nous vqvons que pour chaque r dans 
(R.  1 ) .  
1 + r 2  l + r 3  1 + r 2  
min {-. -) = -
I + R  1 - t ~ ~  1 + R* si Ro < R < R,. 
Comme cas particulier du théorème 3.2 nous avons le 
2 COROLL4IRE 3 . 3 .  Soit P ( z )  := a, + a l ;  t a3z3 
De plus.  pour O < r < 1 e t  O 5 a 5 b. soit p l ( r . n )  := - 
diflirent de zéro dans 1 - 1  < 1. 
I+{  1 - 4 o * ) r ~ + 2 a r ~  
2(1-a)(l+2a) . Alors 
Preuce. Voir (4.18) et remarquer que A(1) = 9. 
COROLL.4IRE 3.4. Si P ( z )  := a. + a2z2 + a3z3 est diflérent de  : h o  dans 1-1 < 1 
2 
- i l p ( ~ )  5 (1 + $) lao/ pour O < R 5 1. 
Preuoe. Remarquons que a R ( 0 )  = f et donc 
Sous démontrons aussi l'analogue L 2  du corollaire 3.4.: 
T H E O R E S I E  3 . 3 .  Si P ( z )  := a. + a2z2 + a3z3 est dife'rent de zéro dans 1 - 1  < 1. 
alors 
Pour chaque R la borne est a t f e in t e .  
3.2.2. Un lemme 
Pour la preuve du théorème 3.2 nous avons besoin du lemme suivant. 
LEhllIE 3.4. Soit Pa(- - )  := ( 1  + (a + ib)z)(l + (a - ib)z)(l - ? a = )  où O 5 a 5 
. b = . .Alors pour O 5 p < L e t  pour tout 0 réel. 
Preuue. Sous avons 
Donc. J Pa ( p e i e )  1 < J P. ( - p )  J si et seulement si 
ive. s i  et seulement si 
Posons cos0 = t et définissons 
lfaintenant . - l t ( t )  = O e t = L-4"'i4aP qui est inadmissible si p < -. Donc pour 
%J 
p < - nous devons vérifier le signe seulement en t = 1: 
1-'a2 S i p > ~  alors le maximum de .-1(t) est atteint en t = '-'a2+4a0 et 
$a P 
-4 ( 1  - 4;dp+ i a p  = 4ûp3(3 - + da2p') - dp2 + 1 6 ~ 2 ~ '  - 1( jap3 
P = --Lp2{(l - -la2)(l + ap3) + ap }  + -(1 - l a 2  + 4 a ~ ) ~  
4a 
puisque p > -. 
3.2.3. Démonstrations des théorèmes 
Démonstration du Ihéorirne 9.2. Sans perdre la généralité nous pouvons supposer 
P ( 0 )  = 1. Sous devons minimiser 
lorsque P varie dans la classe F3 des polynômes de  la forme 
Etape I. Soit P E F3. Si o E (0.27) est tel que M p ( R )  = IP(Rel*)I alors pour 
IP(regQ donc nous chercherons la borne précise pour IP(Re ta!  lorsque P varie dans la classe 
F3 et nous espérons que pour n'importe quel r E [O. 1) donné le polynôme extrême 
atteigne son module maximum sur 1 - 1  = r a u  point re'? 
Etapr II.  Soit P( i )  := nS,,(l + Cu-) appartenant à F3. Si r E [O. 1). B E [-ii. a) 
sont donnés e t  li,l < 1. lCkl < 1. i 5 j 5 3 alors. pour 6 positif et  petit. 
est une fonction holomorphe de  w dans lwl 5 6 et elle est différente de zéro dans 
ce disque. Donc son module minimum dans Ilc( 5 6 ne peut pas être atteint en 
(L' = O. Ceci signifie que si Pa, est obtenu de  P en changeant c, en Cl - w et ck 
en + rc alors pour tout 6 > O petit nous pouvons trouver u7 de  module 6 tel que 
P W ( r e t e  P ( r c l *  1 p , ( R e 1 4  ( sera plus petit que 1 &(: 1. Ainsi. en recherchant l'infimum de 1 P ( R e 1 4  1. où 
O < R 5 1. O 5 r < 1. 6 E [-a. n )  sont donnés et P varie dans la classe F3, nous 
pouvons supposer qu'a l'exception de  possiblement un zéro simple dans IzI > 1 le 
polynôme P a tous ses zéros sur [il = 1. Il s'en suit que nous n'avons qu'a considérer 
les deux cas suivants: 
Cas (i). ICiI = I<:I = IGI = 1: 
Cas (iil- lcl1 = lC21 = 1. 1c3/ < 1- 
Etape 111. Cas (i). En vertu de la condit ion il + (2 +-Ca = O le polynôme f doit è t  re 
P(rel') de la forme 1 + z3c3". 7 E [O. 2r/3). 11 **est pas nécéssaire d*estirner 1- pour 
tout  0 E [-a. 7):  i l  sutfit de considérer B = -7 puisque P(pe-") = 1 + p3 = . U p ( p ) .  
Donc dans ce cas nous avons = . w ~ ( R )  I + R = -  
Cas (id. De nouveau. en  r-ertu de la condition Cl + c2 + c3 = 0. le polynôme P 
doit être de  la forme 
Maintenant nous allons minimiser la quantité pR(r .  a )  par rapport à a. La dérivée 
partielle de pR(r. a )  par rapport à a. qui est égale à 
s-annule si et seulement si 
i-e. si et seulement si 
hlaintenant remarquons que 
et donc le signe positif dans (3.21) est inadmissible. En outre. 
si et  seulement si 
( r  + R)' - ~ ' R ' { R '  + rR + (1  + R 2 ) r 2 }  2 ( r  + R)* + r 4 P  - V R ' ( ~  + R),  
.L(r + R )  > - 2r2EZ2 + R~ + rR + r2. 
.LR - R' + (2  - R)r - (1  + Z ' ) r 2  2 0. 
i.e. si et seulement si 
Si O < R 5 R.. alors par (3.15). ,\(R) 2 1. Alon cR(r) 5 $ pour O 4 r 5 1 
et puisque S p ~ (  r. a ) a seulement un zéro (simple) a u  point a = cR(r) la fonction 
pR(r .  a )  a soit un minimum en c R ( r )  soit un maximum en cR(r ) .  ;\fin de voir si c'est 
un minimum ou un maximum nous pouvons vérifier ie signe de la dérivée en a  = 0. 
Celle-ci est négative si r  < R et positive si r > R. Cela signifie que &R(r. a )  < O 
sur [O-cR(r) )  si r < R et g p R ( r . a )  > O sur [O.cR(r)) si r  > R. Donc pR(r .a)  a un 
minimum en c R ( r )  si r < R et un maximum en c R ( r )  si r > R. Dans le cas r  > R 
1+t' t+r3 nous avons rninpR(r.a) = min  { p R ( r . ~ ) . p R ( r .  $1) = m m  -1. Donc (3.16) 
est vraie. 
hlaintenant. soit R, < R 5 R+. Dans ce cas R 5 X(R). S i  O 5 r  < ,\(R) 
alors c R ( r )  5 2 et p R ( r .  a )  a ou bien un minimum ou un maximum en a = c R ( r ) .  
Remarquons que 
i3 
g ~ ( r - 4  
Cela signifie que si r < R alors pR(r. a )  décroit lorsque a croît de O à c R ( r ) :  d e  plus. 
si R < r  5 A(R) aIors p ~ ( r .  a )  croit lorsque a croît de O à c R ( r  Ainsi 
En se référant au  lemme 3 . 3 .  min { p R ( r .  O ) .  p R ( r .  i)) = :; si R < r  c A( R) .  
Si X(R)  < r < 1 alors c R ( r )  > 1 et g P R ( r . a )  ne change pas de signe pour 
a E [O. $1. - Puisque g P R ( r . a )  est positive en a = O. la fonction p ~ ( r .  a )  doit ètre 
croissante pour a E [O. $1 et donc p R(r. a )  1 pR(r .  O )  = $ si R < r  5 1. 
Finalement. soit R+ < R 5 1. Alors X(R) < R. Si O 5 r 5 A(R)  alors c ~ ( r )  < 5 
et pR(r.  a )  a soit un  minimum soit un mavimum en c R ( r ) .  La dérivée de pR(r. a )  
étant négative en a = O. la fonction pR(r .a )  doit avoir un minimum en c R ( r ) ,  i.e. 
p R ( r . a )  > pR(r . cR( r ) )  si O <_ r 5 X(R). 
S i  A ( R )  < r  < R alors c R ( r )  > $ et &pR(r .a )  ne change pas de signe pour 
a E [O. $1. Puisque &iR(r. a )  est négatif pour a = O. la fonction p ~ ( r .  a )  décroit 
lorsque a croit de O à :. Donc p ( r . a j  2 p R ( r .  $)  = si X(R) 5 r < R. 
Si R < r < 1. alors c R ( r )  > 1 et g P R ( r .  a )  ne change pas de signe pour a E [O. $1- 
Mais pour a = O le signe de gPR(i. a )  est positif et donc fi&. a )  croît pour a E [O. $1. 
i.e. son minimum est atteint en a  = O. ce qui signifie que p R ( i .  a )  3 ~ ~ ( r . 0 )  = $ 
dans ce cas. 
Démonstration du théoreme 9.9. Choisissons A 2 1 et ;, E [O. Z r )  tel que P ( A e h z )  
ait un zéro en z = 1 et ses deux autres zéros se trouvent dans IzI 2 I . Ecrivons 
1 
-P(Xenz)  = ( 1  - i ) ( l  - C r z ) ( l  - C3z) = 1 + hz2 + 63z3 (3.2'3) 
a0 
où 1c21 5 1. IGI 5 1. Remarquons que c2 + G = - 1 .  Donc nous pouvons supposer 
que 
(i? = -a + i b .  c3 = - 1  + a  - ib. 
où a E [O. il. Puisque I<,l < 1 nous avons 
De ( 3 . 2 )  i l  s'en suit que 
Ainsi. 
Ib212+ lbj12 = 11 - <LcJIZ+ 1 < 1 < 3 1 2  
= 11 - (-a + i b ) ( - k  + n - ib)12 + ( ( - a  + i b ) ( - 1  + a  - ib)12 
= Il - { a ( l  - a )  + b2 + ib(2a - 1 ) } 1 2  + Ia(1 - a )  + b2 + ib(2a - 1)12 
= 1 + a 2 ( l  - a)' + 6' - 2a( l  - a )  + ?b2a(l  - a )  - 26' + b2(2a - 1)2 
+ a 2 ( l  - a)2  + bJ + 2b2a( l  - a )  + b2(2a - 1 ) *  
Puisque lb2( = x 2 M  lb31 = ,A3-- nous voyons que  
laai' la0 l 
!&intenarit nous remarquons que  
et donc 
Ceci est équivalent à (:3.19). 
Sous espérons qiie les problèmes résolus dans cette thèse indiquent clairement 
la portée ainsi que les limites des méthodes utilisées. Par exemple. nous pouvons 
appliquer la méthode de convolution à d'autres problèmes où intervient la norme 
"supn mais il n'est pas toujours facile de vérifier que la mat rice .Cl(&. b, . .... 6,) qui 
en résulte soit semi-définie positive. -4 titre d'exemple. supposons que nous voulions 
déterminer le plus grand nombre positif cVso(n) tel qiie pour tout P E P,. 
Sous pouvons facilement écrire le polynôme Q,  tel que 
mais de trouver les valeurs de û telles que Q E Bn. i.e. de trou1:er les valeurs de o 
pour lesquelles la matrice 
soit semi-définie positive n'est pas aisé. 
En travaillant sur les problèmes étudiés ici. d'autres problèmes sont apparus na- 
turellement. Sous aimerions en mentionner quelques uns. 
Le théorème 2.2 peut être iit ilisé afin de calculer rapidement des valeurs numériques 
de la constante ce. Cette constante est la plus petite racine positive de 
D(2.0.0 ..... 0.x.-2x.s. 0.0 ..... O ) = O  
\ r \ r 
r.-, Zéros k-J- 'L  zeros 
pour j = O. Le. qu'il est suffisant de calculer la racine d'un seul polynôme (et  non 
de k + 1). Par exemple. cl = 0.620 ... est la plus petite racine positive du polynôme 
64 - 19'22' + S'Oz4 - zIi. De même c3 = O..jX 1 .... c4 = 0.5466 .... CS = 0.XE-l ... . 
Pouvons nous prétendre que limk,., ck = 1/21 
En ce qui concerne le polynôme p k ( x )  apparaissant dans le lemme 2.4. il y a évi- 
dence empirique quail est de la forme ( -  ~ ) ~ - l s ? [ f I ~ '  -qk(r ) .  où qk(z)  est un polynôme 
de degré pair dont les coefficients sont tous positifs. Si nous pouvions effectivement 
le vérifier alors cela impliquerait ( -  l)"%p,(x) # O. pour tout x # O (e t  donc pour 
O < x < 2)  ce qui est une étape importante dans la preuve du théorème 2.2. 
Afin de démontrer que lim,,, c k ( n )  existe nous avons utilisé le fait que le déter- 
minant rn.k.&. û). comme fonction de <irg(a). atteint son minimum pour a r g ( a )  = O 
ou a r g ( û )  = a (voir (2.14) ). Il serait intéressant de vérifier que la valeur minimale 
est en fait atteinte pour a r g ( a )  = ( k  + 1 + 1)n. n 2 2k - j + 3 .  
Au sujet de l'inégalité apparaissant dans le corollaire 2.1 nous pensons que Ies 
inégalités plus fortes 
sont vraies. Bien sur. ( i )  et ( i i )  impliquent c k t l ( n  j < c k ( n  + 1). ce qui est notre 
corollaire 2.1. 
Concernant le polynôme F(n.x) apparaissant dans la section 2.3. nous avons 
essa>*é de l'exprimer de façon plus compacte. Sous croyons que 
ce qui n'est toutefois pas démontré dans cette thèse. 
L a  méthode utilisée pour traiter ie cas n = 3 (mir section 3.2) devient beaucoup 
plus compliquée. même pour n = 5 .  Sotre raisonnement devra être modifié et de 
nouvelles idées seront nécessaires afin de résoudre le problème pour des valeurs de n 
impairs arbitraires. 
La solution dans le cas n = 3 suggère (voir corollaire 13.3) que le polynôme 
estrémal dépend de r. même lorsque R est égal à 1 et qu'il ne prenne pas une 
forme simple. Sous ne  pouvons même pas faire de conjecture quant à la borne pour 
-\fp(r)/-\fp(l) lorsque n est impair et 2 -3. 
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