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The ability to measure single quanta has allowed complete characterization of small quantum systems such
as quantum dots in terms of statistics of detected signals known as full-counting statistics. Quantum gas mi-
croscopy enables one to observe many-body systems at the single-atom precision. We extend the idea of full-
counting statistics to nonequilibrium open many-particle dynamics and apply it to discuss the quench dynamics.
By way of illustration, we consider an exactly solvable model to demonstrate the emergence of unique phenom-
ena such as nonlocal and chiral propagation of correlations, leading to a concomitant oscillatory entanglement
growth. We find that correlations can propagate beyond the conventional maximal speed, known as the Lieb-
Robinson bound, at the cost of probabilistic nature of quantum measurement. These features become most
prominent at the real-to-complex spectrum transition point of an underlying parity-time-symmetric effective
non-Hermitian Hamiltonian. A possible experimental realization with quantum gas microscopy is discussed.
The last two decades have witnessed remarkable devel-
opments in the ability to detect individual quanta. In
small nanoscale devices such as quantum dots, the exchange
of electrons with the reservoir has been detected at the
single-electron level [1–4]. Photons emitted from atoms
or molecules are now routinely detected individually over a
broad range of frequencies [5]. In these systems, complete in-
formation about the underlying nonequilibrium dynamics can
be obtained from the full-counting statistics [6–9], i.e., statis-
tics of the number of detected signals. While related tech-
niques were applied to Bose gases [10–12] and electron leads
[13], developments in this direction have been made for quan-
tum objects with relatively small degrees of freedom.
Meanwhile, recent advances in quantum gas microscopy
[14–23] have enabled one to detect atoms trapped in an op-
tical lattice at the single-atom precision. Already a number of
groundbreaking experiments such as direct observations [24–
26] of light-cone spreading of correlations limited by the Lieb-
Robinson (LR) velocity vLR [27–29], and measurements of
entanglement entropy [30] and antiferromagnetic correlations
[31–34] have been achieved. Similar techniques are available
in trapped ions [35, 36]. On another front, various types of
controlled dissipation have been realized in quantum gases
[37–44]. These developments suggest possibilities of mea-
suring open many-body systems at the single-quantum level.
The aim of this Letter is to extend the idea of full-counting
statistics to nonequilibrium many-particle dynamics. We con-
sider a many-particle system coupled to a Markovian reser-
voir, and discuss the full-counting dynamics that gives the
time evolution of the density matrix conditioned on the num-
ber of quantum jumps. A quantum jump refers to a discrete
stochastic event due to the action of a jump operator known
as the Lindblad operator Lˆa [45]. Physically, this associates
with detection of a specific measurable signal. Depending
on each realization of quantum jumps, the system evolves
in time stochastically (referred to as “trajectory”). Trajecto-
ries can then be classified according to the number of jumps.
We find nonlocal and chiral propagation of correlations, and
a concomitant oscillatory entanglement growth. These fea-
tures originate from the non-Hermiticity of the underlying
open quantum dynamics and become most prominent at the
spectrum transition point of the parity-time (PT) symmetric
Hamiltonian [46]. We also discuss a possible experimental
realization by quantum gas microscopy.
From a broader perspective, previous studies on open quan-
tum dynamics have revealed emergent thermodynamic struc-
tures [47, 48], entanglement preparation [49–52], unconven-
tional phase transitions [53–55], stochastic dynamics [56–62],
topological phenomena [63, 64], and reservoir engineering in
dissipative systems [65–71]. Our work addresses an as yet
unexplored question on propagation of correlations and that
of information under measurement backaction. Our results
indicate that, by harnessing backaction due to observation of
individual quanta, correlations can propagate beyond the LR
bound at the cost of the probabilistic nature of quantum mea-
surement.
Full-counting many-particle dynamics.— We first illus-
trate our idea in a general way and then apply it to an exactly
solvable model. Suppose that a quantum many-particle sys-
tem is coupled to a Markovian reservoir and described by
dρˆ(t)
dt
= −i
(
Hˆeff ρˆ− ρˆHˆ†eff
)
+ J [ρˆ], (1)
where ρˆ(t) is the density matrix, Hˆeff = Hˆ − (i/2)
∑
a Lˆ
†
aLˆa
is an effective non-Hermitian Hamiltonian with Lˆa being
Lindblad operators, and J [ρˆ] = ∑a LˆaρˆLˆ†a describes quan-
tum jump processes [45, 72–75]. Here and henceforth we set
~ = 1. Given an observed number n of quantum jumps, we
consider the full-counting many-particle dynamics described
by the density matrix
ρˆ(n)(t) =
Pˆnρˆ(t)Pˆn
Pn(t)
, (2)
where Pˆn is a projector onto the subspace corresponding to
n jumps and Pn(t) = Tr[Pˆnρˆ(t)Pˆn] gives the probability of
finding n jumps during the time interval [0, t]. In this Letter,
the jump process is assumed to be destructive, i.e., Lˆa causes
loss of a single particle. In practice, one can obtain ρˆ(n)(t)
by initially preparing N particles, letting the system evolve
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2during time t, and performing a global measurement to count
the total number of particles. Note that a time record of quan-
tum jumps must not be known here. In experiments, similar
postselective operations have found important applications in
ultracold atoms [26, 30, 76, 77] and linear optics [78].
Decomposing the density matrix into the sum ρˆ =∑N
n=0 %ˆ
(n) of unnormalized conditional density matrices
%ˆ(n) = PˆnρˆPˆn, the time evolution can formally be solved
as
%ˆ(n)(t) =
∑
{ak}nk=1
∫ t
0
dtn · · ·
∫ t2
0
dt1
n∏
k=1
[
Uˆeff(∆tk)Lˆak
]
× Uˆeff(t1)ρˆ(0)Uˆ†eff(t1)
n∏
k=1
[
Lˆ†ak Uˆ†eff(∆tk)
]
, (3)
where ∆tk = tk+1−tk with tn+1 ≡ t, and Uˆeff(t) = e−iHˆeff t.
The solution (3) represents the ensemble average over all pos-
sible occurrences of n quantum jump events.
As in closed systems [79–87], for unconditional open dy-
namics ρˆ(t) =
∑
n Pn(t)ρˆ
(n)(t), the speed at which cor-
relations build up between distant particles is known to be
bounded by the LR velocity [45, 88, 89], provided that the
Liouvillian of Eq. (1) consists of local operators. In contrast,
for the full-counting dynamics ρˆ(n)(t), the propagation speed
is no longer expected to obey the LR velocity due to the non-
local nature of the measurement that acts on an entire many-
particle system. Here we explore such hitherto unexplored
nonequilibrium dynamics.
To be concrete, we focus on a simple exactly solvable
model. Consider spin-polarizedN fermionic atoms trapped in
a superlattice with the Hamiltonian Hˆ = −∑L−1l=0 [J(cˆ†l+1cˆl+
cˆ†l cˆl+1) + (−1)lhcˆ†l cˆl]. Here cˆl (cˆ†l ) is the annihilation (cre-
ation) operator of a spinless fermion at site l, J is the hop-
ping amplitude, and h describes the on-site staggered po-
tential. We assume that L is even and that the system is
initially half-filled, i.e., N = L/2. The system is sub-
ject to periodic boundary conditions and spatially periodic
dissipation which can be induced by a weak resonant opti-
cal lattice (Fig. 1(a)). The time evolution is then described
by the master equation (1) with the jump process J [ρˆ] =
2γ
∑
l[2cˆlρˆcˆ
†
l + (−1)l(cˆlρˆcˆ†l+1 + cˆl+1ρˆcˆ†l )] and the effective
Hamiltonian Hˆeff = HˆPT − 2iγNˆ . Both of them consist of
local operators and the resulting non-Hermitian Hamiltonian
HˆPT =−
L−1∑
l=0
[(
J+(−1)liγ)(cˆ†l+1cˆl+cˆ†l cˆl+1)+(−1)lhcˆ†l cˆl]
=
∑
0≤k<2pi
∑
λ=±
λ(k)gˆ
†
λkfˆλk (4)
satisfies the PT symmetry [46], i.e., the symmetry with re-
spect to the product of parity operation and time reversal. The
jump part can be written in the diagonal form Lˆa =
√
γλkdˆλk
with γλk being positive coefficients and dˆλk being a linear
combination of cˆl [45]. Physically, this jump operator annihi-
lates a single-particle mode with wavevector k.
In the last line of Eq. (4), the effective Hamilto-
nian HˆPT is diagonalized with eigenvalues ±(k) =
±√h2 − 4γ2 + 2J ′2(1 + cos(k)), where J ′ = √J2 + γ2
and k = 2pin/(L/2) (n = 0, 1, . . . , L/2 − 1). The
operators gˆ† and fˆ create the right and left eigenvec-
tors, i.e., HˆPTgˆ
†
λk|0〉 = λ(k)gˆ†λk|0〉 and 〈0|fˆλkHˆPT =
〈0|fˆλkλ(k), and they obey a generalized anticommutation
relation {fˆλk, gˆ†λ′k′} = δk,k′δλ,λ′ . A direct consequence of
the non-Hermiticity is the nonorthogonality of eigenvectors.
Specifically, gˆ and gˆ† satisfy an unusual commutation rela-
tion {gˆλk, gˆ†λ′k′} = δk,k′∆λλ′(k), where ∆λλ′(k) is the 2× 2
matrices whose nonzero off-diagonal elements indicate the
nonorthogonality between the right eigenvectors of different
bands in mode k.
When γ < h/2, HˆPT has an entirely real, gapped band
spectrum (dashed curves in Fig. 1(b)). At γ = h/2, the band
gap closes at k = pi (solid curves in Fig. 1(b)), and the k = pi
eigenstates of the two bands coalesce into a single one. Such
a point is known as an exceptional point [90] or, in the ther-
modynamic limit, as the spectral singularity [91]. Above the
threshold γ > h/2, some eigenmodes around k = pi turn out
to have complex pairs of pure imaginary eigenvalues. For sim-
plicity, we assume that L/2 is odd such that the singularity at
k = pi is avoided (see the inset in Fig. 1(b)) [92].
Nonlocal propagation of correlations.— Combining a
general solution (3) and the diagonalized effective Hamilto-
FIG. 1. (a) Fermions trapped in a superlattice and subject to a spa-
tially modulated dissipative lattice (red), which causes atomic loss
and breaks the parity symmetry with respect to the dashed line. The
total atom number is measured by site-resolved measurement. (b)
Top (black) and bottom (blue) bands of the effective Hamiltonian (4)
for γ = 0, h = J (dashed curves) and γ/h = 1/2 (solid curves).
(c) Unconditional (left-most panel) and full-counting (other panels)
equal-time correlations for different numbers n of quantum jumps
with N = L/2 = 61 and γ = h/2 = 0.5J . White dashed lines
represent the light cone associated with the Lieb-Robinson bound.
3nian (4), we obtain an exact solution of the full-counting dy-
namics ρˆ(n)(t) [45]. By way of illustration, we consider the
following quench dynamics. Initially, the staggered potential
h and the dissipation γ are switched off and the system is pre-
pared in the ground state of Hˆ . We then suddenly switch on
h and γ, and let the system evolve according to Eq. (1). We
choose γ = h/2 such that the parameters of the postquench
Hamiltonian HˆPT are set to the real-to-complex spectrum
transition point, leading to the linear dispersion around k = pi
(Fig. 1(b)).
Let us first discuss the unconditional case ρˆ(t) =∑N
n=0 Pn(t)ρˆ
(n)(t). The left-most panel in Fig. 1(c) plots
an equal-time correlation C(l, t) = Tr[ρˆ(t)cˆ†l cˆ0], which ex-
hibits a blurred light cone [93]. Since the Liouvillian of
Eq. (1) consists of local operators, it is expected that correla-
tions can propagate no faster than twice the LR velocity 2vLR
[28, 45, 88, 89], where vLR is given by the maximum group
velocity |∂±(k)/∂(k/2)|k=pi = 2J ′ [94].
The situation is quite different in the full-counting dynam-
ics ρˆ(n)(t) in Eq. (2). Figure 1(c) plots an equal-time corre-
lation C(n)(l, t) = Tr[ρˆ(n)(t)cˆ†l cˆ0] for such dynamics with
different values of n. We find nonlocal modes that propagate
faster than the LR velocity of the corresponding unconditional
dynamics. Moreover, velocities of such supersonic modes ap-
pear at integer multiples of 2vLR. Physically, the propagations
beyond the LR bound signals nonlocality encoded in the full-
counting dynamics ρˆ(n)(t).
The origin of these nonlocal propagations can be under-
stood from the underlying dynamics governed by the ef-
fective non-Hermitian Hamiltonian HˆPT, which describes
time evolution during an interval without quantum jumps
[45]. To clarify the essential point, let us focus on a sim-
ple quantum trajectory containing null jumps: ρˆ(0)(t) =
e−iHˆPTtρˆ(0)eiHˆ
†
PTt/Tr[e−iHˆPTtρˆ(0)eiHˆ
†
PTt], where the fac-
tor −2iγNˆ in Hˆeff cancels out in forming the ratio. A sim-
ilar time evolution has been discussed in dissipative evolu-
tions [95] and PT-symmetric quantum systems [96, 97]. An
initially pure state remains pure in this dynamics [96]. De-
noting ρˆ(0) = |Ψ0〉〈Ψ0|, we introduce an unnormalized time-
dependent wavefunction |Ψt〉 = e−iHˆPTt|Ψ0〉. We first ex-
pand the initial state |Ψ0〉 in terms of right eigenvectors:
|Ψ0〉 =
∏
k[
∑
λ ψλkgˆ
†
λk]|0〉, where ψλk’s are expansion co-
efficients. We then introduce the unequal-time correlation
by C˜(0)(l, t) = 〈Ψ0|cˆ†l (t)cˆ0(0)|Ψ0〉/〈Ψt|Ψt〉 with cˆ†l (t) =
eiHˆ
†
PTtcˆ†l e
−iHˆPTt, which can be calculated as
C˜(0)(l, t)=
2
L
∑
k
∑
λ=±
{
αλk
βλk
}
ψ∗λke
iλ(k)t−ikdl/2e
Nk(t) . (5)
Here αλk and βλk are coefficients chosen according to
the parity of l [45], d·e is the ceiling function, and
Nk(t) =
∑
λλ′=± ψ
∗
λk(t)∆λλ′(k)ψλ′k(t), where ψλk(t) =
ψλke
−iλ(k)t. The total norm of an unnormalized quantum
state |Ψt〉 is then given by 〈Ψt|Ψt〉 =
∏
kNk(t).
A crucial observation here is that due to the nonorthogonal-
FIG. 2. (a) Unequal- and (b) equal-time correlations plotted forN =
L/2 = 61 and γ = h/2 = 0.5J . The white dashed lines indicate
the Lieb-Robinson bound. (c) Illustration of how the correlation is
carried by quasiparticles propagating at velocities vLR and 3vLR. (d)
Effective band populations for different times J ′t = 0+ (postquench
state), 4, and 8.
ity of eigenvectors (∆+− = ∆∗−+ 6= 0) the normNk(t) oscil-
lates at frequency 2+(k). Thus, C˜(0)(l, t) in Eq. (5) involves
terms that oscillate at frequencies λ(k), 3λ(k), 5λ(k), . . .,
leading to the propagations at velocities vLR, 3vLR, 5vLR, . . .
(Fig. 2(a)). In contrast, the equal-time correlation C(0)(l, t)
involves the propagations at velocities 2vLR, 4vLR, 6vLR, . . .
(Fig. 2(b)), as it is formed by quasiparticle pairs propagating
with velocities vLR, 3vLR, 5vLR, . . . [79] (Fig. 2(c)).
The emergence of these supersonic modes is a conse-
quence of the interplay between non-Hermiticity and the
many-particle nature of the system. The appearance of the
oscillating norm factors Nk(t) in the denominator in Eq. (5)
originates from the fact that the total norm of a many-particle
quantum state is given by their product. Thus, the supersonic
modes have no counterparts in the single-particle sector or the
mean-field non-Hermitian dynamics in optics [98, 99] and dis-
sipative matter waves [39, 100–102], where the total norm is
determined by the sum rather than the product ofNk(t) [103].
In analogy with closed systems [79–87], we may regard
n˜λk(t) = |ψλk|2/Nk(t) as an effective band population of
quasiparticles. In the noninteracting closed system, the band
population remains constant after the quench [79, 85–87].
In contrast, the effective band population oscillates in time
(Fig. 2(d)) due to the nonorthogonality between two eigen-
vectors in a mode k. Since the interference for the same mo-
mentum implies a nonlocal coupling in real space, we may
interpret the supersonic propagation as a consequence of such
a nonlocal, self-interaction of quasiparticles.
Chirality in propagation of correlations.— Yet another
feature of the observed propagation is its chirality. Here by
chirality we mean that the violation of the left-right symme-
try of propagation of correlations. This symmetry breaking
results from the parity violation in the effective Hamiltonian,
i.e., HˆPT is not invariant under l → −l (Fig. 1(a)). We can
intuitively interpret the pronounced propagation in the right
direction found in Figs. 2(a,b) on the basis of the gain-loss
structure of HˆPT. Imagine that particles are injected at the
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FIG. 3. (a) Current averaged over the time interval between t =
15/J ′ and 20/J ′ plotted against the strength of dissipation γ for
different on-site potentials h. The inset shows a gain-loss situation
for a positive particle current. (b) Time evolutions of entanglement
entropy of a chain of length 20 starting from a product state (the
ground state of Hˆ with h =∞). We vary a postquench parameter γ
from 0.0 to 0.5 (top to bottom) with step 0.1 and γ = h/2 held fixed.
The inset magnifies the short-time regime showing the oscillatory
behavior due to the time-dependent effective band populations.
“gain” bond having positive imaginary hopping +iγ (inset
of Fig. 3(a)). Then, a majority of the particles flow into the
deeper, right potential. The injected particles are removed
at the “loss” bond and thus local flows of particles can be
formed. Overall, the flow in the right direction overweighs
the reverse flow, resulting in a net positive current.
A nontrivial feature here is that the chirality is most pro-
nounced at the spectrum transition point of HˆPT. Figure 3(a)
shows the current iJ
∑L−1
l=0 (cˆ
†
l cˆl+1 − cˆ†l+1cˆl) in a long-time
regime for different values of h and γ. The pronounced chi-
rality at the threshold γ = h/2 originates from the emer-
gence of the exceptional point at k = pi (Fig. 1(b)) [104]. In
its vicinity, the strong nonorthogonality induces coalescence
of two eigenvectors of different bands into the one associ-
ated with the band dispersion having positive group veloci-
ties ∂/∂(k/2) > 0 [45]. This confluent band structure leads
to imbalanced effective band populations n˜λk(t) in Fig. 2(d),
where the population n˜+,k of the upper band almost vanishes
for k < pi, while n˜−,k takes a value close to unity. Such
an effective violation of the particle-hole symmetry generates
quasiparticles having positive group velocities (c.f. Fig. 1(b)),
leading to the pronounced propagation of correlations in the
right direction.
It is noteworthy that, in contrast to the single-particle sector
[105–110], the chirality in the present case is prominent ow-
ing to the formation of the Fermi sea at F = 0; low-energy
excitations are subject to the strong nonorthogonality that be-
comes maximal at the gap closing point k = pi. The resulting
unidirectionality appears as the chiral propagation of correla-
tions in the case of many-particle systems.
The chirality also has a physical consequence in the entan-
glement growth of the system. Figure 3(b) shows the time
evolution of the entanglement entropy SA[ρˆ(0)(t)] [111] af-
ter the quench for different values of γ with subregion A of
a chain of 20 sites. A decrease in the entanglement entropy
with increasing γ can be interpreted as a consequence of the
chirality. Quantum quench generates pairs of entangled quasi-
particles propagating in opposite directions [79]. The entan-
glement entropy essentially measures the number of quantum-
mechanically correlated pairs such that one quasiparticle is in-
side and the other is outside of subregion A. Since the chiral
(unidirectional) modes do not generate such entangled pairs
moving in opposite directions, the chirality leads to a decrease
in the entanglement entropy.
An oscillation on top of a linear increase in the entan-
glement entropy (inset in Fig. 3(b)) results from the time-
dependent effective band populations n˜λk(t). In view of the
simple dispersion of the present model, this presents yet an-
other unique feature of open quantum dynamics because, in
closed integrable systems, such oscillations of entanglement
entropy emerge only if there exist multiple local maxima in a
band dispersion [85].
Discussions.— As a possible experimental test of the
present consideration, we propose to using site-resolved mea-
surements [14–23] to probe the full-counting dynamics. The
dissipation can be implemented by superimposing a weak res-
onant optical lattice [40–42, 100, 112, 113] (see Fig. 1(a)).
The parameters γ, J, h are experimentally tuned by control-
ling the intensities of optical beams. Using fermionic quantum
gas microscopy [17–21], one can measure the site-resolved
density-density correlation and the total number of particles
simultaneously. Since the connected density-density corre-
lation in noninteracting models reduces to the product of
the equal-time correlations, both correlations share the same
information. While detecting supersonic propagations will
be challenging at long times, they should be observable in
a short-time regime such that a relatively large number of
atoms still remain in the trap. For example, if one chooses
γ = h/2 = 0.25J and N = 61, the probability of detect-
ing trajectories with lost particles less than the half of the ini-
tial total particle number can exceed ∼20% up to tJ ′ . 3 at
which supersonic propagations similar to the ones in Fig. 1(c)
are visible. In practice, one may choose 6Li atoms and use
an optical beam resonant with the 2S1/2→2P3/2 transition as
recently demonstrated in Ref. [42].
The ability of measuring individual quanta can reveal the
emergence of unique many-particle dynamics that cannot be
seen in closed systems. Our results show that correlations can
propagate faster than the LR bound at the cost of the proba-
bilistic nature of quantum measurement. The emergence of
the nonlocal propagation originates from the nonorthogonal-
ity of eigenvectors due to the non-Hermiticity of the under-
lying dynamics. In view of the generality of nonorthogonal-
ity in non-Hermitian systems, the nonlocal propagation can
also appear in a variety of other open many-particle systems.
Such features will become most prominent when nonorthog-
onality becomes maximal due to, for example, the presence
of an exceptional point as demonstrated in our paper. It is
intriguing to explore roles of interactions [81, 82] or noninte-
grablility [83, 84] in such unconventional many-body dynam-
ics subject to single-quantum resolved measurement. Anal-
ogous to closed systems [79, 80], it is of interest to develop
field-theoretic arguments. It is noteworthy that low-energy
5field theory [114] of the effective Hamiltonian HˆPT corre-
sponds to quantum Liouville theory which attracts much at-
tention in high-energy physics [115]. We hope that the present
work stimulates further studies in these directions.
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Brief summary of the quantum trajectory approach
The quantum trajectory approach to open quantum systems has been originally developed in the field of quantum optics in
parallel by several groups having rather different motivations such as quantum measurement [72, 74] or laser cooling of atoms
[73]. It provides an intuitive physical picture of the dynamics of systems subject to continuous observation. The quantum
trajectory approach is also important as an efficient numerical method for open quantum systems since it allows one to solve
the master equation by taking the ensemble average over stochastic time evolutions of pure quantum states, thus avoiding
the complexity of finding the full-density matrix. In this section, we briefly review the quantum trajectory approach from a
perspective of quantum measurement.
We consider quantum measurement processes characterized by the following measurement operators:
Mˆ0 = 1− i
(
Hˆ − i
2
M∑
a=1
Lˆ†aLˆa
)
dt ≡ 1− iHˆeffdt, (S1)
Mˆa = Lˆa
√
dt (a = 1, 2, . . . ,M), (S2)
where Mˆ0 acts on a quantum state if no signals labeled by a = 1, 2, . . . ,M are observed during the time interval [t, t+ dt] and
Mˆa acts on it if a signal labeled by a is detected. Here, Hˆ is the Hamiltonian governing the unitary dynamics of the system, Lˆa is
an operator associated with a measurable signal a, and Hˆeff = H − (i/2)
∑
a Lˆ
†
aLˆa is an effective non-Hermitian Hamiltonian.
We assume that the initial state is pure and thus the state remains so in the course of time evolution. Note that the measurement
operators satisfy the normalization condition (aside from a negligible contribution of the order of O(dt2)):
M∑
a=0
Mˆ†aMˆa = 1. (S3)
The detection of a measurable signal is a stochastic process, reflecting the probabilistic nature of quantum measurement. Its
probability is characterized by the expectation value of the square of the measurement operator Mˆa with respect to a quantum
state |ψ〉. In the language of stochastic processes, this is formulated as a discrete random variable dNa having the mean value as
follows:
E[dNa] = 〈ψ|Mˆ†aMˆa|ψ〉 = 〈ψ|Lˆ†aLˆa|ψ〉dt, (S4)
where E[·] represents the ensemble average over the stochastic process. These random variables are assumed to satisfy the
stochastic calculus
dNadNb = δabdNa. (S5)
Using these notations, the stochastic change of a quantum state |ψ〉 in the time interval [t, t+ dt] can be obtained as
|ψ〉 → |ψ〉+ d|ψ〉 =
(
1−
M∑
a=1
E[dNa]
)
Mˆ0|ψ〉√
〈ψ|Mˆ†0Mˆ0|ψ〉
+
M∑
a=1
dNa
Mˆa|ψ〉√
〈ψ|Mˆ†aMˆa|ψ〉
. (S6)
Physically, the first term on the right-hand side describes the no-count process occurring with probability 1−∑Ma=1E[dNa] and
the second term describes the detection of a measurable signal a occurring with probability E[dNa]. The latter process is known
as quantum jump process and associates with, for example, the detection of photons or atoms, in which Lˆa is an annihilation
operator of the photon or atom field. We note that the denominator in each term is introduced to ensure the normalization of the
state vector.
From Eqs. (S1) and (S2), we can rewrite Eq. (S6) as
d|ψ〉 =
(
1− iHˆeff + 1
2
M∑
a=1
〈ψ|Lˆ†aLˆa|ψ〉
)
dt|ψ〉+
M∑
a=1
 Lˆa|ψ〉√
〈ψ|Lˆ†aLˆa|ψ〉
− |ψ〉
 dNa. (S7)
The first term in the right-hand side describes the non-Hermitian time evolution, in which the factor
∑
a〈ψ|Lˆ†aLˆa|ψ〉/2 keeps
the normalization of the state vector. In the second term, when a signal a is detected, an operator Lˆa acts on the quantum state
8and causes its discontinuous change (“jump”). In this sense, Lˆa is also known as a jump operator. Integrating this stochastic
differential equation numerically, one can obtain a realization of the time evolution of a pure quantum state, which is referred
to as a quantum trajectory. Taking the ensemble average over all possible trajectories, one can reproduce the Lindblad master
equation. To see this explicitly, let us rewrite Eq. (S7) using the density matrix ρˆp = |ψ〉〈ψ| of a pure state:
dρˆp = −i
(
Hˆeff ρˆp − ρˆpHˆ†eff
)
dt+
M∑
a=1
〈ψ|Lˆ†aLˆa|ψ〉ρˆpdt+
M∑
a=1
(
LˆaρˆpLˆ
†
a
〈ψ|Lˆ†aLˆa|ψ〉
− ρˆp
)
dNa, (S8)
where we take the leading order ofO(dt) and use the stochastic calculus (S5). Introducing the ensemble-averaged density matrix
ρˆ = E[ρˆp] and taking the average of Eq. (S8), one can show that the density matrix ρˆ obeys the Lindblad master equation
dρˆ
dt
= −i
(
Hˆeff ρˆ− ρˆHˆ†eff
)
+
M∑
a=1
LˆaρˆLˆ
†
a, (S9)
which is Eq. (1) in the main text.
Lieb-Robinson bound and its relation to the full-counting dynamics
Here we briefly summarize the statement and significance of the Lieb-Robinson bound and describe its relation to the full-
counting dynamics discussed in the main text. Lieb and Robinson (LR) have shown [27] that, for a unitary time evolution in
nonrelativistic quantum spins (or fermonic particles for spin-1/2 case) on a lattice, there exists a finite group velocity vLR which
bounds the velocity of propagation of information in the system. Specifically, they have shown the bound∥∥∥[OˆA(t), OˆB(0)]∥∥∥ ≤ cmin(|A|, |B|) ∥∥∥OˆA∥∥∥∥∥∥OˆB∥∥∥ exp(−L− vLRt
ξ
)
, (S10)
where OˆA and OˆB are local operators acing on two subsystems A and B that are separated by the distance L, ‖ · ‖ is the operator
norm, |A| (|B|) denotes the volume of A (B), vLR is the LR velocity, ξ characterizes the size of the tail in the effective light
cone. The operator Oˆ(t) denotes the Heisenberg representation. We note that values of constants c, vLR and ξ cannot be given
by the bound in general. Physically, the bound (S10) shows that a signal given in B at t = 0 cannot be transferred to A faster
than the velocity vLR. Bravyi, Hastings and Verstraete have used the inequality (S10) to obtain the bound on the connected
equal-time correlation functions after the quench [28]:
〈Ψt|OˆAOˆB |Ψt〉 < c′(|A|+ |B|) exp
(
−L− 2vLRt
χ
)
, (S11)
where c′ and χ are constants. These relations play crucial roles especially in quantum information science and have laid the
cornerstone in studies of gapped many-body ground states. Later, the bounds have been generalized [88, 89] to the open quantum
dynamics described by the Lindblad master equation, where the Liouvillian is assumed be the sum of local operators acting on
the density matrix. This condition is satisfied in our model as inferred from the non-Hermitian term −∑l[(−1)liγ(cˆ†l+1cˆl +
cˆ†l cˆl+1) + 2iγcˆ
†
l cˆl] in the effective Hamiltonian and the jump term J [ρˆ] = 2γ
∑
l[2cˆlρˆcˆ
†
l + (−1)l(cˆlρˆcˆ†l+1 + cˆl+1ρˆcˆ†l )]; both of
them consist of only local operators.
In the full-counting dynamics ρˆ(n)(t) (see, e.g., Figs. 2(a) and (b) in the main text), there exist the robust supersonic modes
propagating with velocities 3vLR, 5vLR, . . . for unequal-time correlations and with velocities 4vLR, 6vLR, . . . for equal-time
correlations. These modes clearly violate the bounds (S10) and (S11) since the supersonic modes will eventually protrude into
the tail beyond the light cone allowed by the bounds (characterized by ξ and χ). We note that the propagation of correlations
in the unconditional dynamics ρˆ(t) =
∑
n Pn(t)ρˆ
(n)(t) is still limited by the LR velocity (see the left-most panel in Fig. 1(c)
in the main text), as it is consistent with the bounds. Here, the LR bound manifests itself as an exponential suppression of
the supersonic modes due to the exponentially decaying probability factor Pn(t) which multiplies the full-counting dynamics
ρˆ(n)(t). To see this, in Fig. S1 we plot (a) a typical profile of the correlation function in the full-counting dynamics and (b) the
values of the supersonic contribution for different numbers of quantum jumps n. The latter shows that the supersonic contribution
dwindles very rapidly (faster than exponential decrease) as n increases. Thus, the major contributions of the supersonic modes
come from the trajectories with relatively small number n of jumps (i.e., atomic loss). Meanwhile, the occurrence probability
of such trajectories will eventually be suppressed exponentially as a function of time t, where a substantial number of atoms are
typically lost (see also the section “Discussions” in the main text). It is this exponential suppression that recovers the LR bound
in the overall unconditional density matrix ρˆ(t) =
∑
n Pn(t)ρˆ
(n)(t).
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FIG. S1. (a) Absolute value of the equal-time correlation |C(n)(l, t0)| = |Tr[ρˆ(n)(t)cˆ†l cˆ0]| for the null quantum jump n = 0 at time
t0 = 5/J
′ plotted against lattice site l. All the parameters and the quench protocol are the same as those in Fig. 1(c) in the main text. (b)
Equal-time correlation C(n)(l0, t0) associated with the supersonic modes propagating with the velocity 4vLR plotted against the number of
quantum jumps. The lattice site is chosen to be l0 = 35 at which the supersonic contribution is maximal (see also the panel (a)).
Derivation of the time-evolution equation of the exactly solvable model
Here we derive the time-evolution equation of the exactly solvable model introduced in the main text. We start from the
continuum model of one-dimensional spinless fermionic atoms subject to two weak standing waves with wavelength λ. One
standing wave is far detuned from the atomic resonance and thus creates a shallow real potential h0 cos(2pix/d), where h0 is
the potential depth and d = λ/2 is the lattice spacing. The other is near resonant to the atomic resonance and creates a weak
dissipative potential that leads to a one-body loss. These beams are superimposed and displaced from each other by d/4 (see
Fig. S2). Then, after adiabatically eliminating the dynamics of excited states [112, 114], the time evolution of ground-state
atoms can be described by the following Lindblad master equation:
dρˆ
dt
= −i
(
Hˆeff ρˆ− ρˆHˆ†eff
)
+ 2γ0
∫
dx
[
1 + sin
(
2pix
d
)]
Ψˆ(x)ρˆ Ψˆ†(x), (S12)
where
Hˆeff ≡
∫
dx Ψˆ†(x)
(
−∇
2
2m
+ Veff(x)− iγ0
)
Ψˆ(x) (S13)
is an effective non-Hermitian Hamiltonian, Ψˆ(x) denotes the field operator of the atoms, γ0 characterizes the strength of the
dissipation that is determined by the intensity of the near-resonant light, and Veff(x) = h0 cos(2pix/d) − iγ0 sin(2pix/d) is a
complex effective potential [113]. As in the main text, we set ~ = 1.
We then superimpose a deep lattice potential with half periodicity d/2 (see Fig. S2). Employing the standard procedure of the
tight-binding approximation for the atomic field [77], we obtain the following master equation:
dρˆ(t)
dt
= −i
(
Hˆeff ρˆ− ρˆHˆ†eff
)
+ J [ρˆ], (S14)
where
Hˆeff = −
∑
l
[(
J + (−1)liγ)(cˆ†l+1cˆl + cˆ†l cˆl+1)+ (−1)lhcˆ†l cˆl]− 2iγwNˆ (S15)
is a tight-binding version of the effective Hamiltonian, and
J [ρˆ] = 2γ
∑
l
[2wcˆlρˆcˆ
†
l + (−1)l(cˆlρˆcˆ†l+1 + cˆl+1ρˆcˆ†l )] (S16)
is a super-operator acting on the density matrix ρˆ, which describes a quantum jump process; cˆl (cˆ
†
l ) is the annhilation (creation)
operator of the atom at the site l, J (γ) is the real (imaginary) hopping parameter, h is the staggered on-site potential, w is
a factor determined by the depth of the deep lattice, and Nˆ =
∑
l cˆ
†
l cˆl is the total atom-number operator. To ensure that the
dynamical map (S14) is completely positive trace-preserving (CPTP) (i.e., the dynamics is Markovian), we must impose the
condition w ≥ 1. For the sake of concreteness, we assume w = 1 below though the specific choice of its value is irrelevant to
our findings discussed in the main text.
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far detuned near resonant
deep optical lattice 
d
d/2
FIG. S2. Schematic figures illustrating the model considered. (left panel) The continuum model of one-dimensional ultracold atoms subject
to two shallow optical lattices, one being far detuned (blue) and the other being near-resonant (red) to an atomic resonance. (right panel)
Superimposing a deep optical potential (black) having the half periodicity d/2 and employing the tight-binding approximation, we obtain the
lattice model considered in the main text.
Explicit expression of the exact solution of the lattice model
We here provide technical details on the derivation for the solution of the full-counting dynamics discussed in the main text.
To begin with, we diagonalize the effective Hamiltonian HˆPT (see Eq. (4) in the main text). We divide the periodic chain of even
length L into two sublattices (aˆl = cˆ2l and bˆl = cˆ2l+1 with l = 0, 1, . . . , L/2− 1) and introduce their Fourier transforms by
aˆl =
√
2
L
∑
0≤k<2pi
aˆke
ikl, bˆl =
√
2
L
∑
0≤k<2pi
bˆke
ikl, k =
2pin
(L/2)
(
n = 0, 1, . . . ,
L
2
− 1
)
. (S17)
Using these operators, we can rewrite HˆPT as follows:
HˆPT = −
L−1∑
l=0
[(
J+(−1)liγ)(cˆ†l+1cˆl+cˆ†l cˆl+1)+(−1)lhcˆ†l cˆl] (S18)
=
∑
0≤k<2pi
(
aˆ†k bˆ
†
k
)( −h −J − iγ + (−J + iγ)e−ik
−J − iγ + (−J + iγ)eik h
)(
aˆk
bˆk
)
. (S19)
Diagonalizing the 2× 2 matrix for each mode k, we obtain
HˆPT =
∑
k
∑
λ=±
λ(k)gˆ
†
λkfˆλk, ±(k) = ±
√
h2 − 4γ2 + 2J ′2(1 + cos k), gˆ†λk = αRλ (k)aˆ†k + βRλ (k)bˆ†k, (S20)
where λ(k) (λ = ±) are two eigenvalues for each mode k with J ′ =
√
J2 + γ2, gˆ†λk creates a right eigenvector of HˆPT,
i.e., HˆPTgˆ
†
λk|0〉 = λ(k)gˆ†λk|0〉, and (αRλ (k), βRλ (k))T are components of the corresponding right eigenvector of the 2× 2 non-
Hermitian matrix in Eq. (S19). The operator fˆλk creates a left eigenvector of HˆPT, i.e., 〈0|fˆλkHˆPT = 〈0|fˆλkλ(k), and its form
is uniquely determined when we impose a generalized anticommutation relation {fˆλk, gˆ†λ′k′} = δk,k′δλ,λ′ .
We can similarly diagonalize the jump term (S16), obtaining
J [ρˆ] = 4
∑
k
∑
λ=±
γλ(k)dˆλk ρˆ dˆ
†
λk, γ±(k) = γ
(
1±
∣∣∣∣sin(k2
)∣∣∣∣) , (S21)
where we introduce the operators dˆ+,k = (−ie ik2 aˆk + bˆk)/
√
2 and dˆ−,k = (ie
ik
2 aˆk + bˆk)/
√
2.
We next derive the solution of the full-counting dynamics discussed in the main text. To do so, we introduce the interaction
picture by
ˆ˜ρ(t) = eiHˆeff tρˆ(t)e−iHˆ
†
eff t,
ˆ˜
dλk(t) = e
iHˆeff tdˆλke
−iHˆeff t. (S22)
Then, the time-evolution equation becomes
d ˆ˜ρ(t)
dt
= 4
∑
k
∑
λ=±
γλ(k)
ˆ˜
dλk(t)ˆ˜ρ(t)
ˆ˜
d†λk(t). (S23)
11
For the sake of concreteness, we assume that N = L/2 particles are present at time t = 0 as considered in the main text. Intro-
ducing a projector Pˆn onto the subspace containingN−n particles, we denote an unnormalized density matrix accompanying n
quantum jumps by %ˆ(n)(t) = Pˆnρˆ(t)Pˆn. Integrating out Eq. (S23) with the initial condition %ˆ(n)(0) = 0 for n < N and noting
the relation [Pˆn, Hˆeff ] = 0, we obtain the following recursion relation:
ˆ˜%(n)(t) = 4
∫ t
0
dτ
∑
k,λ
γλ(k)
ˆ˜
dλk(τ)ˆ˜%
(n−1)(τ) ˆ˜d†λk(τ). (S24)
Solving the recursion relation (S24) iteratively, we obtain the formal solution of ˆ˜%(n)(t) as
ˆ˜%(n)(t) = 4n
∫ t
0
dtn · · ·
∫ t2
0
dt1
×
∑
k1λ1,...,knλn
γλ1(k1) · · · γλn(kn) ˆ˜dλnkn(tn) · · · ˆ˜dλ1k1(t1)ˆ˜%(0)(t1) ˆ˜d†λ1k1(t1) · · ·
ˆ˜
d†λnkn(tn)
=
4n
n!
∫ t
0
dtn · · ·
∫ t
0
dt1
×
∑
k1λ1,...,knλn
γλ1(k1) · · · γλn(kn)
−→
T
[
ˆ˜
dλnkn(tn) · · · ˆ˜dλ1k1(t1)
]
ρˆ(0)
←−
T
[
ˆ˜
d†λ1k1(t1) · · ·
ˆ˜
d†λnkn(tn)
]
, (S25)
where we use ˆ˜%(0)(t1) = ρˆ(0) in obtaining the second equality, and
−→
T (
←−
T ) denotes the time-ordering (anti-time-ordering)
operator. To perform the time integration, let us simplify the following time-dependent operator ˆ˜dλk(t):
ˆ˜
dλk(t) = e
iHˆeff tdˆλke
−iHˆeff t = e−2γteiHˆPTtdˆλke−iHˆPTt. (S26)
Because HˆPT is quadratic in fermionic operators (see Eq. (S19)), we can solve Eq. (S26) by introducing an eigenoperator Λˆηk
satisfying the relation [Λˆηk, HˆPT] = η(k)Λˆηk (η = ±). We thus obtain
ˆ˜
dλk(t) = e
−2γt ∑
η=±
cηλΛˆηke
−iη(k)t, (S27)
where cηλ are the expansion coefficients of dˆλk with respect to Λˆηk’s. Using a right eigenvector (αRλ (k), β
R
λ (k))
T of HˆPT (see
Eq. (S20)), an explicit expression of the eigenoperators can be given as Λˆηk = αRη (−k)aˆk + βRη (−k)bˆk. We then consider the
following time integration:
∫ t
0
dτ · · · ˆ˜dλk(τ) · · · ˆ˜d†λk(τ) · · · =
∫ t
0
dτ
∑
ηη′
cηλc
∗
η′λe
−4γτ−iη(k)τ+iη′ (k)τ · · · Λˆηk · · · Λˆ†η′k · · ·
=
∑
ηη′
cηλc
∗
η′λ
1− e−4γt−iη(k)t+iη′ (k)t
4γ + i(η(k)− iη′(k)) · · · Λˆηk · · · Λˆ
†
η′k · · · . (S28)
From Eq. (S25), and by introducing the 2× 2 matrix γcηη′(k) =
∑
λ γλ(k)cηλc
∗
η′λ, we obtain
ˆ˜%(n)(t) =
∑
η1η′1k1···ηnη′nkn
1
n!
[
n∏
i=1
γcηiη′i(ki)
1− e−4γt−iηi (ki)t+iη′i (ki)t
γ + i(ηi(ki)− η′i(ki))/4
]
Λˆηnkn · · · Λˆη1k1 ρˆ(0)Λˆ†η′1k1 · · · Λˆ
†
η′nkn
.
(S29)
Transforming back to the Schro¨dinger picture by using
%ˆ(n)(t) = e−iHˆeff t ˆ˜%(n)(t)eiHˆ
†
eff t = e−4γ(N−n)te−iHˆPTt%ˆ(n)(t)eiHˆ
†
PTt (S30)
and the relation e−iHˆPTtΛˆηkeiHˆPTt = Λˆηkeiη(k)t, we obtain the solution of the full-counting dynamics:
%ˆ(n)(t)=
∑
η1η′1k1···ηnη′nkn
e−4γ(N−n)t
n!
[
n∏
i=1
Dηiη′i(ki; t)
]
Λˆηnkn · · ·Λˆη1k1e−iHˆPTtρˆ(0)eiHˆ
†
PTtΛˆ†η′1k1 · · ·Λˆ
†
η′nkn
, (S31)
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where we introduce the 2× 2 Hermitian matrix Dηη′ by
Dηη′(k; t) = γcηη′(k)
eiη(k)t−iη′ (k)t − e−4γt
γ + i(η(k)− η′(k))/4 . (S32)
In practice, to calculate the nonequilibrium properties of the system such as correlation functions, we proceed as follows.
First, we diagonalize the operators Λˆηk and Λˆ
†
η′k in Eq. (S31) with respect to the indices η and η
′. To this end, for each time t
and wavevector k, we numerically diagonalize the following 2× 2 Hermitian matrix:( ∑
ηη′ Dηη′(k; t)αRη (−k)α∗Rη′ (−k)
∑
ηη′ Dηη′(k; t)βRη (−k)α∗Rη′ (−k)∑
ηη′ Dηη′(k; t)αRη (−k)β∗Rη′ (−k)
∑
ηη′ Dηη′(k; t)βRη (−k)β∗Rη′ (−k)
)
. (S33)
Using its two real eigenvalues λ±,k(t) and the corresponding orthonormal eigenvectors vˆ±,k(t), we can simplify Eq. (S31) as
follows:
%ˆ(n)(t)=
e−4γ(N−n)t
n!
∑
η1k1···ηnkn
[
n∏
i=1
ληiki(t)
]
vˆηnkn(t)· · ·vˆη1k1(t)e−iHˆPTtρˆ(0)eiHˆ
†
PTtvˆ†η1k1(t)· · ·vˆ
†
ηnkn
(t). (S34)
The time evolution e−iHˆPT tρˆ(0)eiHˆ
†
PT t can be calculated by using Eq. (S20). Denoting the initial state as ρˆ(0) = |Ψ0〉〈Ψ0| and
expanding it in terms of the right eigenvectors |Ψ0〉 =
∏
k[
∑
λ ψλkgˆ
†
λk]|0〉, the time evolution is given by
|Ψt〉 = e−iHˆPTt|Ψ0〉 =
∏
k
[∑
λ
ψλke
−iλ(k)tgˆ†λk
]
|0〉 =
∏
k
[∑
η
ψvη(k; t)vˆ
†
ηk(t)
]
|0〉. (S35)
In obtaining the last equality, we have expanded the time-dependent state in the basis of vˆ±,k(t) and introduced the corresponding
expansion coefficients ψvη(k; t). Combining Eqs. (S34) and (S35), we can obtain the following expression for the trace of an
unnormalized density matrix:
Tr
[
%ˆ(n)(t)
]
= e−4γ(N−n)t
[∏
k
Nk(t)
]
σn ({fvk (t)}) , (S36)
where we introduce the time-dependent norm factorNk(t) =
∑
η |ψvηk(t)|2 of each mode k, and σn denotes the n th symmetric
polynomial of fvk (t) ≡
∑
η ληk(t)|ψvηk(t)|2/Nk(t):
σn ({fvk (t)}) =
(−1)n
(N − n)!
dN−n
dxN−n
∣∣∣∣∣
x=0
∏
k
(x− fvk (t)) . (S37)
We note that {fvk (t)} forms a set of N variables with k = 0, 2pi/N, . . . , 2pi(N − 1)/N .
The full-counting equal-time correlation is now given as
C(n)(l, t) =
Tr
[
cˆ†l cˆ0%ˆ
(N−n)(t)
]
Tr
[
%ˆ(N−n)(t)
]
=
2
L
∑
k
e−ikdl/2e
[∑
λ ψ
∗
λk(t)O
∗R
λ (k)×
∑
λ ψλk(t)α
R
λ (k)
Nk(t)
]
σn ({fvk′(t)}k′ 6=k)
σn ({fvk′(t)})
, (S38)
where we choose O = α (β) when l is even (odd) and introduce ψλk(t) = ψλke−iλ(k)t and
σn ({fvk′(t)}k′ 6=k) =
(−1)n
(N − 1− n)!
dN−1−n
dxN−1−n
∣∣∣∣∣
x=0
∏
k′ 6=k
(x− fvk′(t)) . (S39)
Finally, for the null-jump case n = 0, we can further simplify the expressions of correlation functions. For example, the
unequal-time correlation defined by C˜(0)(l, t) = 〈Ψ0|cˆ†l (t)cˆ0(0)|Ψ0〉/〈Ψt|Ψt〉 with cˆ†l (t) ≡ eiHˆ
†
PTtcˆ†l e
−iHˆPTt can be expressed
as
C˜(0)(l, t) =
2
L
∑
k
∑
λ=±
Oλk
ψ∗λk e
iλ(k)t−ikdl/2e
Nk(t) with Oλk = O
∗R
λ (k)
∑
η
ψηkα
R
η (k), (S40)
which gives Eq. (5) in the main text.
13
Chiral structure due to coalescence of eigenvectors near the exceptional point
We here explain in detail how the chiral structure is induced by the coalescence of two eigenvectors of different bands, and
provide simple analytical expressions of the eigenvectors in the vicinity of the exceptional point. Let us start from the Hermitian
case, i.e., the Hamiltonian with γ = h = 0 in Eq. (S19). Without loss of generality, we set J = 1 throughout this section. There
are two band dispersions: one has a positive group velocity (>(k) = 2 sin(k/2)) and the other has a negative group velocity
(<(k) = −2 sin(k/2)). The corresponding eigenvectors are given by diagonalizing the 2×2 Hermitian matrices in Eq. (S19)
with γ = h = 0 and J = 1. In the vicinity of the gapless point at k = pi, we obtain the results
c>(δk) =
1√
2
( −i− δk2
1
)
+O
(
(δk)2
)
, (S41)
c<(δk) =
1√
2
(
i+ δk2
1
)
+O
(
(δk)2
)
, (S42)
where δk = k−pi is the displacement satisfying |δk|  1 and c>(<) is the eigenvector of the band dispersion having the positive
(negative) group velocity. Since the lower band ((k) < 0) is filled in the initial ground state, the eigenvector c>(δk) (c<(δk))
is populated for δk < 0 (δk > 0) at the initial time (see shaded region in Fig. S3).
We next consider the postquench Hamiltonian, i.e., the non-Hermitian Hamiltonian in Eq. (S19) with nonzero γ satisfying
h = 2γ. In this case, two eigenvectors of different bands coalesce at the exceptional point with k = pi. In the vicinity of
the exceptional point, we obtain simple expressions of right eigenvectors of the 2×2 non-Hermitian matrices in Eq. (S19) with
h = 2γ and J = 1 as follows:
cR>(δk) =
1√
2
( −i
1
)
+
1
4
√
2γ
( −i(1− 2iγ −√1 + γ2)√
1 + γ2 − 1
)
δk +O
(
(δk)2
)
, (S43)
cR<(δk) =
1√
2
( −i
1
)
+
1
4
√
2γ
( −i(1− 2iγ +√1 + γ2)
−
√
1 + γ2 − 1
)
δk +O
(
(δk)2
)
, (S44)
which are valid for |δk|  min(γ, 1). Here cR>(<) is the right eigenvector of the band dispersion having the positive (negative)
group velocity. Note that in the limit of δk → 0 these two eigenvectors coalesce into one having a positive group velocity given
in Eq. (S41) (see the left panel in Fig. S3). This coalescence of eigenvectors near the exceptional point leads to the imbalanced
effective populations of quasiparticles having positive group velocities in k < pi (see Fig. 2(d) in the main text), resulting in the
pronounced propagation of correlations in the positive direction as discussed in the main text. We remark that if the gain-loss
structure is reversed, i.e., if we set h = −2γ, the two right eigenvectors can be shown to coalesce into one having a negative
group velocity given in Eq. (S42) (see the right panel in Fig. S3), leading to the pronounced propagation in the negative direction.
Finally, we explain why the discontinuity and the divergence of the effective band populations at k = pi (see Fig. 2(d) in the
main text) are caused by singularities in left eigenvectors at the exceptional point. To see this, let us discuss left eigenvectors of
the 2× 2 non-Hermitian matrices in Eq. (S19) with h = 2γ near the exceptional point:
cL>(δk) =
2γ√
2(1 + γ2)
(
i
1
)
1
δk
+
1
2
√
2(1 + γ2)
( −i(1 + 2iγ +√1 + γ2)√
1 + γ2 + 1
)
+O (δk) , (S45)
cL<(δk)=−
2γ√
2(1 + γ2)
(
i
1
)
1
δk
+
1
2
√
2(1 + γ2)
(−i(−1− 2iγ +√1 + γ2)√
1 + γ2 − 1
)
+O(δk) , (S46)
where cL>(<) are left eigenvectors of the band dispersions having the positive (negative) group velocity. These expressions are
valid for |δk|  min(γ, 1). The divergence of the left eigenvectors in the limit δk → 0 originates from the vanishing inner
product between the right and left eigenvectors at the exceptional point [99, 104]. To understand how this divergence leads to the
discontinuity of the effective band populations n˜λk, we recall that n˜λk is proportional to the square of the expansion coefficient
ψλk of the initial ground state in terms of the right eigenvectors for the postquench non-Hermitian matrices, i.e., nλk ∝ |ψλk|2
with |Ψ0〉 =
∏
k[
∑
λ ψλkgˆ
†
λk]|0〉. We then obtain the following relations:
For δk < 0 :
n˜+,k ∝
∣∣∣c†L< (δk) · c>(δk)∣∣∣2 ∼ 0
n˜−,k ∝
∣∣∣c†L> (δk) · c>(δk)∣∣∣2 ∼ 1, (S47)
For δk > 0 :
n˜+,k ∝
∣∣∣c†L> (δk) · c<(δk)∣∣∣2 ' γ21+γ2 1δk2
n˜−,k ∝
∣∣∣c†L< (δk) · c<(δk)∣∣∣2 ' γ21+γ2 1δk2 . (S48)
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FIG. S3. Coalescence of eigenvectors near the exceptional point. (left panel) When the postquench Hamiltonian is near the spectral transition
point, the gapless point at k = pi forms an exceptional point (EP). In the vicinity of EP, the two eigenvectors in different bands coalesce into
the one associated with the band dispersion having positive group velocities (blue solid curve). Since the lower band is initially populated
(shaded region), this coalescence leads to imbalanced effective population in the band having positive group velocities in k < pi, resulting in
the pronounced propagation of correlations in the positive direction as found in the main text. (right panel) In contrast, if the gain-loss structure
is reversed (if we set h = −2γ), the band having negative group velocities (blue solid curve) is dominantly populated in k > pi. This results
in the pronounced propagation in the negative direction.
Here we note that the expansion coefficients ψλk in terms of right eigenvectors can be obtained by taking the inner product be-
tween the corresponding left eigenvectors and the initial ground state since the left and right eigenvectors satisfy the orthonormal
condition {fˆλk, gˆ†λ′,k′} = δk,k′δλ,λ′ . Equation (S47) shows that the populations n˜±,k remain finite if we approach the excep-
tional point k = pi from below. This is because the diverging contribution (i, 1)T in the left eigenvectors in Eqs. (S45) and (S46)
is orthogonal to the leading contribution (−i, 1)T of c>(δk) in Eq. (S41). In contrast, if we approach the exceptional point from
above, the populations n˜±k diverge in δk → 0 as shown in Eq. (S48) since the diverging contribution (i, 1)T in Eqs. (S45) and
(S46) is parallel to the leading contribution of c<(δk) in Eq. (S42).
