Abstract-This paper is concerned with maximum likelihood (ML) parameter estimation of continuous-time nonlinear partially observed stochastic systems, via the expectation maximization (EM) algorithm. It is shown that the EM algorithm can be executed efficiently, provided the unnormalized conditional density of nonlinear filtering is either explicitly solvable or numerically implemented. The methodology exploits the relationships between incomplete and complete data, log-likelihood and its gradient.
given 2 2; the state process fx(t)g t0 and the observations process fy(t)g t0 are modeled by the Itô stochastic equations (; A; P ; fF 0;t g t0 ): dx(t) = f (; x(t)) dt + (x(t)) dw(t); x(0) 2 < n dy(t) = h(; x(t)) dt + N dv(t); y(0) = 0 2 < d : (1.1)
Here, fw(t)g t0 and fv(t)g t0 are, respectively, m-dimensional and d-dimensional, independent standard Brownian motion processes, which are mutually independent of the random variable x(0).
fx(t)g t0 is the state of the model observed through the process fy(t)g t0 .
B. Maximum Likelihood Parameter Estimation
Let X0;t 1 = fx(s); 0 s tg and Y0;t 1 = fy(s); 0 s tg be sub-sigma algebras of F 0;t , generated by the state process and observation process, respectively. Following the terminology in [2] (see also [3] ), we call X0;t_Y0;t the complete data set, which includes both the unobserved (state) and observed data. Clearly, if the complete data were available, then the parameters of model (1.1) can be estimated from the complete data log-likelihood function via ML estimation with respect to the parameters 2 2. Unfortunately, in our setup we are faced with a partially observed model; therefore, we need to employ the incomplete data log-likelihood function. The incomplete data ML parameter estimation is based on the assumption that fP ; 2 2g are absolutely continuous with respect to a fixed probability measure, say,
P y
, under which the original model becomes P y : dx(t) =f(; x(t)) dt + (x(t)) dw(t); x(0) 2 < n dy(t) =N dv(t); y(0) = 0 2 < d :
( 1.2)
The incomplete data log-likelihood function, which is the normalization of the unnormalized conditional density of nonlinear filtering problem (1.1), is obtained from the Radon-Nikodym derivative (RND) (dP =dP y )(Y 0;t ), which denotes the RND, (dP =dP y )(X 0;t ; Y 0;t ), restricted to Y0;t, given by (see Remark 2.5) L (Y0;t) 1 = E [h(; x(t)) jY0;t], and E [1] denotes expectation with respect to measure P (e.g., for a fixed 2 2). The ML estimate of 2 2 is then obtained from ML 2 arg max 22 L (Y 0;t ).
Unfortunately, an explicit estimate forML is rarely available, unless one considers simplified models (see [4] and [5] ). In view of the difficulty in computing ML , several algorithms have been proposed by statisticians and engineers. Among the most successful are the Expectation-Maximization (EM) algorithm [2] , [3] and the Newton-Raphson scheme [6] , [7] . In this note we appeal to the EM algorithm, although our findings are also applicable to the latter case as well.
The EM algorithm considers the complete data likelihood function (RND) (dP =dP)(X 0;t ; Y 0;t ) between model (1.1) and P: dx(t) =f(; x(t)) dt + (x(t)) dw(t); x(0) 2 < n dy(t) =h(; x(t)) dt + N dv(t); y(0) = 0 2 < d :
( which implies that, for each value of, the log-likelihood function L (Y0;t) is globally bounded from below, L (Y0;t) L~(Y0;t) + Q(;), with equality if =. The EM algorithm is an iterative numerical method that generates a sequence of parameter estimates by computing the log-likelihood ratio restricted to the data Y0;t _ j , between the model at the next iteration (j + 1) and the current iteration j, as follows (see [2] ).
Each iteration of the EM algorithm consists of the following two steps. 
where the entries of the above matrices are given bŷ
A quick review of any of the references [2] , [6] , [10] , [3] , [11] , [12] reveals the fundamental difficulties in computing the filters (1.7), even for Gaussian models.
The main contributions of this paper are the following.
1) It is shown that if the unnormalized conditional density of the filtering problem is governed by a finite number of sufficient statistics, then the EM algorithm can be implemented in an explicit form, because quantities similar to (1.7) are computable. 3) A new recursive EM algorithm is proposed for linear-Gaussian systems, based on filtering operations that rely solely on the Lyapunov sensitivity equations of ML estimation-namely, the linear equations obtained by differentiating the conditional mean and error covariance with respect to the parameters. In Section II, we introduce the main assumptions and certain results about the conditional density of nonlinear filtering. In Section III, we derive the results summarized in 1). In Section IV, we consider linear-Gaussian systems and present the results summarized in 2). In the past, the filter estimates required in the implementation of the EM algorithm have been investigated for discrete-time models in [10] , for hidden Markov models in [3] , and for continuous-time models through smoothing operations in [3] and filtering in [11] . Our methodology is different from any other proposed in the literature, requiring only four statistics for each parameter, two of which are the Kalman filter statistics. jfj + jhj k1(1 + jxj) jf(;x) 0 f (; z)j + k(x) 0 (z)k k 2 jx 0 zj k 0 jj k3; 0 0 N N 0 > k4I d , for some k1; k2; k3; k4 > 0.
II. THE UNNORMALIZED CONDITIONAL DENSITY
The random variable Gaussian density function.
Consider the model (1.1) and introduce the (X 0;t _Y 0;t ; P ) exponential martingale (see [13] Define a new measure P y on (; X0;t _ Y0;t) by setting (dP y =dP )(X 0;t ; Y 0;t ) = 3 01 (t). By Girsanov's theorem, under the new measure, P y , the process fx(t)g t0 satisfies (1.2), while fy(t)g t0 is an (X0;t _ Y0;t;P y ) Brownian motion with covariance N N 0 t, independent of fx(t)g t0 . in which fy(t)g t0 is an (P y ; fY 0;t g t0 ) Wiener process with covariance N N 0 t.
Remark 2.5:
Suppose f (; x) = F ()x; h(; x) = H()x; (x) = G; x(0) N (x 0 ; P 0 ). Then, the unnormalized conditional density of x(t); given Y 0;t for fixed , is an unnormalized Gaussian given by (x; t) = 1 (2) n=2 jP(t)j 1=2 2 exp 0 1 2 (x 0x(t)) 0 P 01 (t)(x 0x(t)) 2 t (1):
Here,x: [0;T]2 ! < n ; P = P 0 : [0;T] ! < n2n ; P (t) 0 satisfy the following equations: 01 2 H()P (t) + GG 0 ; P(0) = P 0 t (1) = exp where fy(t)g t0 is an (P y ; fY 0;t g t0 ) Wiener process with covariance N N 0 t. Thus, under measure P ; we deduce thatx(t) and P (t) are the Kalman conditional mean and error covariance, respectively. Also, 
III. COMPLETE VERSUS INCOMPLETE DATA LOG-LIKELIHOOD FUNCTIONS
In this section, we derive the relations between complete and incomplete data log-likelihood functions and their gradients in order to establish items 1) and 2) discussed in the introduction.
The complete data log-likelihood function is defined by L (X0;t; Y0;t) 1 = log dP dP y (X0;t; Y0;t) 2 dP y dP z (X0;t; Y0;t) = log dP dP z (X0;t; Y0;t) ? f(; x(s)) ds :
The complete data log-likelihood function is based on the RND between P and P z restricted to X0;t_Y0;t (e.g., (dP =dP z )(X0;t; Y0;t)
under which the original model becomes P z : dx(t) =(x(s))dw(t); x(0) 2 < n dy(t) =N dv(t); y(0) = 0 2 < d :
Lemma 3.1: [13] (See Also Remark 2.5). The incomplete and complete data log-likelihood functions are related by the identity L (Y0;t) = logE dP dP y (X0;t; Y0;t) Y0;t : The equality follows from Lemma 3.1. The next theorem computes the filters of the EM algorithm. 2 (x(s))dw(s); 1 i k:
Proof: Recall L (Y0;t) = log (dP =dP y )(Y0;t) = t (1).Con- 
t) Y0;t = E [((t) + (t)) jY 0;t ]:
The analog of Theorem 3.2 for random variables is first derived by Fisher [14] , and later by Dempster et al. [2] .
B. The Fisher-Information Matrix
The Fisher-Information matrix is defined by 
The estimatesÂ Therefore, using the definitions in (4.39) and the a.s. differentiability of solutions to (2.15) , with respect to the parameter , we obtain the above filters. The filters forÂ 
B. Estimation of Covariance Matrices
Unlike the discrete-time case, the log-likelihood function of stochastic differential equations driven by Brownian motions with different covariances are not absolutely continuous; therefore, we cannot estimate (G; N ) using the ML approach. However, these can be estimated from the quadratic variations of the processes fx(t)g t0 ; fy(t)g t0 as follows: 
C. Numerical Algorithm for Nonlinear Models
In many nonlinear models, the unnormalized density cannot be computed explicitly. Let us show how the Galerkins approximation scheme can be used by considering the scalar example dx(t) = F f (x(t))dt + dw(t) dy(t) =Hh(x(t))dt + dv(t); x(0) 2 <; y(0) = 0 2 < in which the density is approximated using Gaussian splines as 
where the differential equation for (@=@ F ) i (t) is easily obtained, and similarly for the rest.
