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a b s t r a c t
A new method for analyzing initial–boundary value problems for linear and integrable
nonlinear partial differential equations (PDEs) has been introduced by one of the authors.
For linear PDEs this method yields analytical solutions for certain problems that
apparently cannot be solved by classical methods such as Green’s function representations,
classical transforms and the method of images. Even for problems that can be solved
by classical methods, the new method has advantages such as avoiding the solution
of ordinary differential equations that result from the classical transforms, as well as
constructing integral solutions in the complex plane which converge exponentially fast
and which are uniformly convergent at the boundaries.
Here we review the numerical implementation of the new method to evolution and
elliptic PDEs.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
A new method for analyzing boundary value problems for linear and integrable nonlinear partial differential equations
(PDEs) was introduced by one of the authors in [1] and implemented for a variety of problems in [2]. Although this method
was first developed for nonlinear integrable PDEs (using the crucial notion of a Lax pair), it has also given rise to new
analytical and numerical techniques for linear PDEs. In particular:
(a) For linear evolution PDEs with spatial derivatives of arbitrary order formulated either on the half-line, 0 < x < ∞,
or in the finite interval, 0 < x < L, this method expresses the solution as an integral in the complex k-plane (the Fourier
plane). This integral involves the x-Fourier transform of the initial condition and certain t-transforms of the given boundary
conditions [3,4]. It should be noted that this method constructs novel representations for even simple problems that are
traditionally solved in terms of classical transforms. For example, for the heat equation on a finite interval with Dirichlet
boundary conditions, the new method yields a novel integral representation instead of the classical Fourier-sine series
representation. The new representation, in contrast to the classical one, is uniformly convergent at the boundaries.
(b) For elliptic PDEs it constructs an integral representation expressing the solution q in terms of transforms of the Dirichlet
andNeumannboundary values. Furthermore it yields one ormore global relations, namely equations coupling the transforms
of the Dirichlet and Neumann boundary values.
It will be shown here that the new analytical methods yield novel semi-analytical numerical methods for both evolution
and elliptic PDEs. In particular:
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(a) Regarding evolution PDEs it was shown in [10] that the novel integral representations of (a) above can be numerically
evaluated efficiently allowing the solution to be computed at any point in space and time without the need to time-step.
(b) Regarding elliptic PDEs it was shown in [9,11,6,12] that the global relations can be solved efficiently to determine the
unknown boundary values in terms of the given boundary conditions. In other words the global relations yield an effective
numerical implementation of the Dirichlet to Neumann map. For those problems where the solution is needed inside the
domain, an effective approach to computing the solution is to use the novel integral representation obtained by the new
method. Using this representation and appropriate contour deformations, it is possible to obtain integralswith exponentially
decaying integrandswhich can be computed efficiently [5] (the analogous computations for evolution instead of elliptic PDEs
are presented in [10]).
2. Evolution PDEs
Let q(x, t) satisfy the linear evolution PDE
qt + w(−i∂x)q = 0 (1)
where w(k) is a polynomial of degree n and Rew(k) ≥ 0 for k real (the latter restriction ensures that the initial-value
problem for the PDE is well posed). This PDE admits the one-parameter family of solutions
eikx−w(k)t , k ∈ C. (2)
Suppose that the PDE (1) is formulated on the half-line
Ω = {0 < x <∞, t > 0} (3)
and q0(x) is the given initial condition
q(x, 0) = q0(x), 0 < x <∞, (4)
where q0(x) has sufficient decay at infinity.
Well posedness requires N boundary conditions at x = 0 where
N =

n
2
, if n is even,
n+ 1
2
, if n is odd and αn 6= −ic,
n− 1
2
, if n is odd and αn = −ic,
(5)
where c is a positive constant and αn denotes the coefficient of kn inw(k).
It is shown in [3] that, under the assumption that the solution q(x, t) has sufficient decay at infinity in x for all t > 0, the
solution can be represented in the form
q(x, t) = 1
2pi
∫ ∞
−∞
eikx−w(k)t qˆ0(k)dk− 12pi
∫
∂D+
eikx−w(k)t g˜(k, t)dk, 0 < x <∞, t > 0, (6)
where qˆ and g˜ are defined as follows:
qˆ0(k) =
∫ ∞
0
e−ikxq(x, 0)dx, Im k ≤ 0, (7)
g˜(k, t) =
n−1∑
j=0
cj(k)g˜j(w(k), t), (8)
where
g˜j(w(k), t) =
∫ t
0
eks∂ jxq(0, s)ds, j = 0, . . . , n− 1, t > 0, k ∈ C, (9)
and cj(k) are defined in terms ofw(k) by the equation
n−1∑
j=0
cj(k)(il)j = iw(k)− w(l)k− l , k, l, arbitrary complex parameters. (10)
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N of the g˜j can be computed directly in terms of the given boundary conditions, and the remaining n− Ng˜j can be obtained
by solving a system of n−N algebraic equations. These equations are obtained by replacing kwith ν(k) in the global relation
g˜(k, t) = qˆ0(k), Im k ≤ 0, (11)
where ν(k) denotes any of the roots of the equationw(ν) = w(k)which map D− into D+, with D− denoting the part of the
domain
D : {k ∈ C, Re w(k) < 0}
in the lower-half-complex k-plane andD+ the part ofD in the upper-half-complex k-plane.We emphasize that the boundary
values {∂ jxq}n−1j=N are never needed, only their t-transforms are required which can be obtained from the transforms of the
given boundary conditions and from (11).
2.1. Analytical results
2.1.1. The heat equation
Substituting expression (2) into the heat equation
qt = qxx, (12)
we findw = k2. Hence Eq. (10) with n = 2 implies
c0 + c1il = ik
2 − l2
k− l = ik+ il, (13)
giving for Eq. (8)
g˜ = ikg˜0 + g˜1. (14)
Using Re k2 = |k|2 cos(2 arg k), it follows that
D+ : arg k ∈
[
pi
4
,
3pi
4
]
, D− : arg k ∈
[
5pi
4
,
7pi
4
]
. (15)
For mapping D− into D+, the equation ν2 = k2 implies ν = −k. Replacing k by−k in Eq. (11) we find
g˜1 − ikg˜0 = qˆ0(−k), Im k ≥ 0. (16)
We now consider the Dirichlet problem
q(x, 0) = q0(x), 0 < x <∞; q(0, t) = g0(t), t > 0, (17)
where the functions q0(x) and g0(t) have appropriate smoothness, the first of these functions has appropriate decay, and
the functions q0 and g0 are compatible at x = t = 0, i.e. q0(0) = g0(0).
In this case we solve Eq. (16) for g˜1 (the t-transform of the unknown boundary derivative) and substitute the result in
the expression for g˜ given in (14). This yields
g˜ = 2ikg˜0 + qˆ0(−k), Im k ≥ 0. (18)
Hence, if q(x, t) satisfies the heat equation (12) and the initial and boundary conditions given by Eq. (17), then the solution
for {0 < x <∞, t > 0} is given by
q(x, t) = 1
2pi
∫ ∞
−∞
eikx−k
2t qˆ0(k)dk− 12pi
∫
∂D+
eikx−k
2t [2ikg˜0(k2, t)+ qˆ0(−k)] dk, (19)
where ∂D+ is the boundary of the domain D+ defined in (15) and depicted in Fig. 1, and qˆ0(k), g˜0(k, t) are given by
qˆ0(k) =
∫ ∞
0
e−ikxq0(x)dx, Im k ≤ 0, (20)
g˜0(k, t) =
∫ t
0
eksg0(s)ds, t > 0, k ∈ C. (21)
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Fig. 1. The domains defined by (15). Arrows indicate the boundary contour ∂D+ .
2.1.2. The first version of the Stokes equation
For the equation,
qt + qxxx = 0, (22)
w(k) = −ik3. Hence by (10),
c0 + c1il− c2l2 = k
3 − l3
k− l = k
2 − ik(il)− (−l2), i.e., g˜ = k2g˜0 − ikg˜1 − g˜2. (23)
In this case
D+ : arg k ∈
[
pi
3
,
2pi
3
]
, D− : arg k ∈
{[
pi,
4pi
3
]
∪
[
5pi
3
, 2pi
]}
. (24)
Now, the equation ν3 = k3 implies ν = αk and ν = α2k, α = exp[2ipi/3]. Furthermore, if k ∈ D+ then αk ∈ D−1 and
α2k ∈ D−2 . Hence, replacing k by αk and by α2k in Eq. (11), we find the following two equations coupling the three boundary
values,
α2k2g˜0 − iαkg˜1 − g˜2 = qˆ0(αk), (25)
αk2g˜0 − iα2kg˜1 − g˜2 = qˆ0(α2k), k ∈ D+. (26)
Thus, for a well posed problem we need one boundary condition, i.e. N = 1.
We now consider the problem defined by Eq. (17). In this case we solve Eqs. (25) and (26) for g˜1 and g˜2, and substitute
the results in the expression for g˜ defined by the second of Eq. (23).
Hence, if q(x, t) satisfies Eq. (22) and the initial and boundary conditions given by Eq. (17), then the solution for
{0 < x <∞, t > 0} is given by
q(x, t) = 1
2pi
∫ ∞
−∞
eikx+ik
3t qˆ0(k)dk− 12pi
∫
∂D+
eikx+ik
3t [3k2g˜0(−ik3, t)− αqˆ0(αk)− α2qˆ0(α2k)] dk, (27)
where α = e 2ipi3 , ∂D+ is the boundary of the domain D+ defined by the first of Eq. (24) and depicted in Fig. 2, and qˆ0(k),
g˜0(k, t), are defined by Eqs. (20) and (21).
2.2. Numerical evaluations on the half-line
In this section, we present the technique of [10] which is based on the following:
1. Perform simple contour deformations in the complex k-plane such that the deformed integration paths are in regions
where the integrands decay exponentially for large k. This yields rapid convergence of the numerical scheme.
2. Use a change of variables which maps the contours from the complex plane to the real line.
Below, we will discuss in detail how we choose the integration path in each case.
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Fig. 2. The domains defined by (24). Arrows indicate the boundary contour ∂D+ .
2.2.1. Solutions of the heat equation
The solution to heat equation on the half-line is given by (19). Consider first the integral whose contour runs along ∂D+.
Using (21), the first term of the integral can be written as
eikx−k
2t g˜0(k2, t) = eikx
∫ t
0
e−k
2(t−s)g0(s)ds. (28)
Since exp[ikx] is bounded and analytic for Im k > 0, and e−k2(t−s) with t ≥ s is bounded and analytic for Re(k2) > 0, it
follows that for this term, the contour ∂D+ can be deformed to any contour L in the unshaded domain of the upper-half-
complex k-plane of Fig. 1. The next term (eikx−k2t qˆ0(−k)) involves the factors eikx and qˆ0(−k)which are bounded and analytic
for Im k > 0, and the factor e−k2t which is bounded and analytic for Re k2 > 0. Hence, the contour ∂D+ for this term can
also be deformed to L.
Splitting the defined qˆ0(k), (see (7)), into two terms and then substituting these terms into the integral along the real
axis in (19) result in the following integrand,
e−k
2t
[∫ x
0
eik(x−ξ)q0(ξ)dξ +
∫ ∞
x
eik(x−ξ)q0(ξ)dξ
]
. (29)
In the first term, x− ξ ≥ 0, thus for this term the contour along the real axis can be deformed to L. For the second term
in (29), x−ξ ≤ 0, thus for this term the contour along the real axis can be deformed to a contour L− in the unshaded domain
of the lower-half-complex k-plane.
The term qˆ0(k) is in general analytic only for Im k < 0; however, depending on the properties of q0(x) it is sometimes
possible to extend the domain of analyticity to the upper half of the complex k-plane. For example, this is possible if q0(x)
is such that q0(x)eαx, α > 0, is square integrable on [0,∞). If q0(x) belongs to this restricted class, then the contour along
the real axis can also be deformed to the contour L.
Example.
q0(x) = xe−a2x, 0 < x <∞, g0(t) = sin bt, t > 0, (30)
where a and b are real numbers. Then,
qˆ0(k) = 1
(ik+ a2)2 , g˜0(k, t) =
1
2i
[
e(k+ib)t − 1
k+ ib −
e(k−ib)t − 1
k− ib
]
. (31)
Hence, Eq. (19) yields
q(x, t) = 1
2pi
∫
L
{
eikx−k
2t
[
1
(ik+ a2)2 −
1
(−ik+ a2)2
]
− keikx
[
eibt − e−k2t
k2 + ib −
e−ibt − e−k2t
k2 − ib
]}
dk, (32)
where the contour L that is actually used in the computation is depicted in Fig. 3(b).
In order to have rapid convergence for large k, it is natural to choose a pathwhich for large k alignswith the rays of steepest
descent, where the integrand decaysmost rapidly. In the current problem, these lie at arg k = ±pi/8. Hyperbolas are simple
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Fig. 3. (a) A schematic drawing of the contour L with the rays at pi/4 and 3pi/4 that define ∂D+ (the boundary of the domain D+). In the shaded region
D+ the integrand grows exponentially. (b) The modulus of the integrand of (32) plotted in the complex k-plane for x = t = 1/2, b = 2pi and a = 2. The
integration contour L defined by the mapping (33) (α = pi/8, γ = 1) with the quadrature points θ given as black dots.
Table 1
The time in seconds to evaluate the integral at (x, t) = (0.5, 0.5), (x, t) = (1e−3, 1e−3), to 6 digits of accuracy and to produce Fig. 4
MATLAB (trapezoidal rule) Mathematica (NIntegrate)
(x, t) = (0.5, 0.5) 0.02 0.02
(x, t) = (1e−3, 1e−3) 0.04 0.04
Fig. 4 1.14 14.65
curves that possess the property of having asymptotic directions and are therefore a natural choice for an integration path.
In particular we let
k(θ) = iγ sin(α − iθ) = γ
2
[
eiαeθ − e−iαe−θ ] , (33)
whichmaps the points θ on the real line to hyperbolas k(θ) in the complex plane. We let α = pi/8 so that the asymptotes of
the hyperbola k(θ) lie along the path of steepest descent. An equispaced grid in the θ-direction corresponds to points along
the hyperbola that are concentrated near the origin and become exponentially sparse for large k, see Fig. 3(b). This type of
mapping is particularly well suited for the numerical integration of functions which feature their greatest variations near
the origin.
Using the mapping (33), the integral (32) becomes
q(x, t) = γ
2pi
∫ ∞
−∞
{
eik(θ)x−k
2(θ)t
[
1
(ik(θ)+ a2)2 −
1
(−ik(θ)+ a2)2
]
× k(θ)eik(θ)x
[
eibt − e−k(θ)2t
k(θ)2 + ib −
e−ibt − e−k(θ)2t
k(θ)2 − ib
]}
cos(α − iθ)dθ. (34)
Now that the integral has been mapped to a straight line (the real line in this case), any language with a built-in numerical
integrator, such asMathematica, Maple, orMATLAB provides a simple approach to evaluating the integral. This is particularly
true for the integrand of (34) which exhibits rapid variations for small x. Since these numerical integrators use adaptive
quadrature schemes that ‘sense’ these variations, they are most suitable for the integrals we are dealing with. In Table 1,
the trapezoid rule, programmed in MATLAB is compared to the Mathematica NIntegrate command, displaying the time in
seconds it took to run the code for evaluating the integral at (x, t) = (0.5.0.5), (x, t) = (1e − 3, 1e − 3) to 6 digits of
accuracy and to produce Fig. 4.
2.2.2. Solutions to qt + qxxx = 0 on the half-line
Recall the general solution to (22) on the half-line given by the representation (27). The term involving g˜0 can be treated
as the corresponding term of the heat equation in the previous subsection. However, since the real axis is not surrounded
by the domain satisfying Re(−ik3) > 0, it is not possible, by splitting qˆ0(k), to deform the real axis to a contour in the lower
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Fig. 4. The solution (32) displayed for x ∈ [0, 1] and t ∈ [0, 2].
Fig. 5. The modulus of the integrand of (35) plotted in the complex k-plane for x = t = 1/2, b = 2pi and a = 2. The integration contour L defined by the
mapping (33) (α = pi/6, γ = 1) with the quadrature points θ given as black dots.
half of the complex k-plane. On the other hand, if q0(x) belongs to a restricted class, then the real axis can be deformed to
the same contour that ∂D+ will be deformed to in the upper-half-plane; similar considerations apply to the terms involving
qˆ0(αk) and qˆ0(α2k).
Example. Let q0(x) and g0(t) be defined by Eq. (30). Then Eq. (27) becomes
q(x, t) = 1
2pi
∫
L
eikx+ik
3t
[
1
(ik+ a2)2 +
α
(iαk+ a2)2 +
α2
(iα2k+ a2)2
]
+ 3k
2
2
eikx
[
eibt − eik3t
b− k3 −
e−ibt − eik3t
b+ k3
]
dk.
(35)
Regarding the determination of the integration path L, this case is almost identical to that of the heat equation except that
the rays defining the boundary of the domainD+ are at arg k equal topi/3 and 2pi/3. As a result, wewill use the same change
of variables defined by Eq. (33), except that α will now be pi/6. The integration path and the modulus of the integrand are
depicted in Fig. 5.
After using the substitution k(θ) = i sin(pi/6− iθ), the built-in numerical integrator inMathematica is used to evaluate
the right-hand side of (35). The solution is plotted in Fig. 6.
2.3. Summary of methodology
The steps for the analytical derivation of the solution can be summarized as follows:
66 A.S. Fokas et al. / Journal of Computational and Applied Mathematics 227 (2009) 59–74
Fig. 6. The solution (35) displayed on x ∈ [0, 1] and t ∈ [0, 1].
1. Compute the Fourier transform of the initial condition for 0 ≤ x ≤ ∞.
2. Determine the number of necessary boundary conditions {∂ jxq(0, t)}n−1j=0 , where n is the degree of the polynomial w(k)
appearing in (2).
3. Compute the t-transforms g˜j(k, t) =
∫ t
0 e
ks∂
j
xq(0, s)ds, j = 0, . . . ,N − 1 of the given boundary data.
4. Find the roots of w(ν) = w(k) that map the part of the domain D : {k ∈ C, Re w(k) < 0} in the lower-half-plane to
the upper-half-complex k-plane. For example, for the heat equation the transformation ν(k) = −k maps the domain
D− to the domain D+ as depicted in Fig. 1. Similarly, for the first version of the Stokes equation, the transformations
ν1(k) = e2pi i/3k and ν2(k) = e4pi i/3kmap the domains D−1 and D−2 depicted in Fig. 2 to the domain D+.
5. Substitute these roots in the equation
∑n−1
j=0 cj(k)g˜j(w(k), t) = qˆ0(k). This will give a system of n − N linear algebraic
equations for the t-transforms of the unknown boundary values, where cj(k) is defined in (10).
6. The general solution is then given by
q(x, t) = 1
2pi
∫ ∞
−∞
eikx−w(k)t qˆ0(k)dk− 12pi
∫
∂D+
eikx−w(k)t
n−1∑
j=0
cj(k)g˜j(w(k), t)dk. (36)
The methodology for numerically integrating the contour integrals for the heat and first version of the Stokes equation is:
1. Deform the integration paths, i.e. the contours ∂D+ and the real axis to a hyperbola in the upper-half k-complex plane
by the mapping k(θ) = iγ sin(α − iθ), choosing α and γ so that the path aligns with the rays of steepest descent. Real
values of θ are then chosen as the numerical evaluation nodes.
2. Insert the mapping k(θ) into the analytical solution and then evaluate numerically the resulting expression using the
simple trapezoidal rule, whichwill give spectral accuracy for integrands that are analytic and decay exponentially fast on
an unbounded domain. Alternatively, numerical integrators built into such languages asMathematica,Maple or MATLAB
can be used.
3. Elliptic PDEs
We now review the application of the new method to linear elliptic PDEs, using the modified Helmholtz equation
qxx + qyy − 4β2q = 0, (37)
as an illustrative example. We consider this PDE posed in a convex polygon, Ω , in the complex z-plane, with corners
z1, . . . , zn, zn+1 = z1, see Fig. 7.
The starting point of the classical theory is to write the (39) in divergence form. This can be done by utilizing the formal
adjoint. Denote by q˜ a solution of the adjoint PDE, which in this case coincides with Eq. (39). The equations for q and q˜ imply(
q˜qx − q˜xq
)
x −
(
qq˜y − qyq˜
)
y = 0, (x, y) ∈ Ω. (38)
Choosing instead of q˜ the fundamental solution E(x′, y′; x, y)which satisfies
Ex′x′ + Ey′y′ − 4β2E = δ(x− x′)δ(y− y′), (39)
and employing Green’s theorem we find∫
∂Ω
[(
Eqy′ − Ey′q
)
dx′ − (Eqx′ − Ex′q) dy′
] = [q(x, y), (x, y) ∈ Ω0, (x, y) 6∈ Ω (40)
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Fig. 7. Part of the polygon.
where ∂Ω denotes the boundary ofΩ . The first of these equations is theGreen’s integral representation,which is the starting
point for many classical analytical and numerical techniques.
Alternatively, separation of variables implies that we can choose q˜ = exp[k1x + k2y], where k21 + k22 = 4β2. Hence,
introducing the potentialM , Eq. (38) implies
My = ek1x+k2y(qx − k1q), Mx = ek1x+k2y(k2q− qy), (41)
i.e.M satisfies
dM = ek1x+k2y [(k2q− qy)dx+ (qx − k1q)dy] . (42)
Using the parametrization k1 = 2β sin λ, k2 = 2β cos λ and letting exp[iλ] = k, M = µ exp[k1x + k2y], Eq. (41) yield the
following Lax pair
µy + β
(
1
k
+ k
)
µ = qx + iβ
(
k− 1
k
)
q,
µx + iβ
(
1
k
− k
)
µ = −qy + β
(
k+ 1
k
)
q, (x, y) ∈ Ω, k ∈ C.
These two equations are compatible (i.e. µxy = µyx) if and only if q satisfies (39). These equations are equivalent (compare
with (42)) with
d
[
µeiβ(
1
k−k)x+β( 1k+k)y
]
= eiβ( 1k−k)x+β( 1k+k)y
{[
qx + iβ
(
k− 1
k
)
q
]
dy
+
[
−qy + β
(
k+ 1
k
)
q
]
dx
}
, (x, y) ∈ Ω, k ∈ C. (43)
Applying Green’s theorem in the domainΩ , Eq. (43) yields∫
∂Ω
eiβ(
1
k−k)x+β( 1k+k)y
{[
qx + iβ
(
k− 1
k
)
q
]
dy+
[
−qy + β
(
k+ 1
k
)
q
]
dx
}
= 0, k ∈ C. (44)
We call this equation the global relation. Note that a second global relation can be obtained from (44) by letting k 7→ 1/k.
By changing into complex coordinates, z = x+ iy, z¯ = x− iy, these two global relations can be written in the form
n∑
j=1
qˆj(k) = 0, k ∈ C, (45a)
n∑
j=1
q˜j(k) = 0, k ∈ C, (45b)
where the functions {qˆj(k)}n1 are defined by
qˆj(k) =
∫ zj+1
zj
e−iβ(kz−
z¯
k )
[
(qz + ikβq)dzds −
(
qz¯ + βikq
)
dz¯
ds
]
ds, k ∈ C, j = 1, . . . , n, zn+1 = z1, (46)
where z(s) is a parametrization of the side (zj, zj+1). This is equivalent to
qˆj(k) =
∫ zj+1
zj
e−iβ(kz−
z¯
k )
[
iqn + iβ
(
1
k
dz¯
ds
+ kdz
ds
)
q
]
ds, k ∈ C, j = 1, . . . , n, zn+1 = z1, (47)
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where qn denotes the derivative of q normal to the boundary ofΩ . {q˜j(k)}n1 are defined by
q˜j(k) =
∫ zj+1
zj
eiβ(kz¯−
z
k )
[
iqn + iβ
(
1
k
dz
ds
+ kdz¯
ds
)
q
]
ds, k ∈ C, j = 1, . . . , n, zn+1 = z1. (48)
The global relations couple the functions q and qn on the boundary, i.e. they couple the Dirichlet and Neumann boundary
values, and thus they characterize the Dirichlet to Neumann correspondence.
3.1. A new numerical method
In what follows we present a simple technique for the numerical evaluation of the unknown boundary values.
The key to this new method is that the global relations (45) are valid for all k ∈ C. Suppose we expand the n unknown
functions (the unknown boundary value on each side) in some series up to N terms, and then we evaluate one or other of
the global relations at nN points; this would yield nN equations for the nN unknowns, which in principle could be solved.
We now face two questions:
1. How to choose the basis?
2. How to choose the points k?
Regarding the first question we recall that for sufficiently smooth unknown functions, a Chebychev or Legendre basis gives
exponential convergence, and numerical experiments indicate that this is inherited by the method. However, the presence
of exponentials in the global relationsmeans that the choice of a Fourier basis leads tomatriceswith a low condition number.
Regarding the second questionwe note that for a Fourier basis, the choice of points comes naturally from the basis elements.
Because this novel approach involves enforcing the global relations to hold at a set of discrete points in the spectral plane,
it has been called a spectral collocation method.
In what follows we give the details of the numerical method applied to the Dirichlet boundary value problem for the
modified Helmholtz equation [6].
3.2. The Dirichlet to Neumann map
Proposition 3.1. Let the complex-valued function q(z, z¯) satisfy the modified Helmholtz equation in the interior of a convex
polygon Ω with corners {zj}n1 (indexed counterclockwise, modulo n), and let Sj denote the side (zj, zj+1), see Fig. 7. Let q satisfy
Dirichlet boundary conditions on each side:
qj(s) = dj(s), j = 1, . . . , n, (49)
where s parametrizes the side Sj, qj denotes q on this side and the given complex-valued functions {dj}n1 have sufficient smoothness.
Let uj(s) denote the unknown Neumann boundary data on Sj.
Let uj(s) denote the unknown Neumann boundary data on Sj.
The n unknown complex-valued functions {uj}n1 satisfy the following 2n equations for l ∈ R+ and p = 1, . . . , n:∫ pi
−pi
eilsup(s)ds = −
n∑
j=1
j6=p
Ejp(kp(l))
∫ pi
−pi
ej(kp(l), s)uj(s)ds− Gp(l), (50a)
∫ pi
−pi
e−ilsup(s)ds = −
n∑
j=1
j6=p
E¯jp(k¯p(l))
∫ pi
−pi
e¯j(k¯p(l), s)uj(s)ds− G˜p(l); (50b)
where the known functions Ejp(k), ej(k, s), Gp(l) and G˜p(l) (j = 1, . . . , n, p = 1, . . . , n) are defined by
Ejp(k) = e−iβ(mj−mp)k+ iβk (m¯j−m¯p), ej(k, s) = e−iβ(khj−
h¯j
k )s, k ∈ C,−pi < s < pi, (51a)
Gp(l) =
n∑
j=1
Ejp(kp(l))ρj(kp(l))
∫ pi
−pi
ej(kp(l), s)dj(s)ds, l ∈ R+, (51b)
G˜p(l) =
n∑
j=1
E¯jp(k¯p(l))ρ¯j(k¯p(l))
∫ pi
−pi
e¯j(k¯p(l), s)dj(s)ds, l ∈ R+, (51c)
with
hj = 12pi (zj+1 − zj), mj =
1
2
(zj+1 + zj), j = 1, . . . , n (51d)
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Fig. 8. The angle θp := arg(mj −mp)− arg(hp).
and
ρj(k) = β
(
h¯j
k
+ khj
)
, j = 1, . . . , n, k ∈ C; (51e)
and the function kp(l) is defined by
kp(l) = − l+
√
l2 + 4β2|hp|2
2hpβ
, p = 1, . . . , n, l ∈ R+. (51f)
Furthermore, each of the terms appearing in the four sums on the right-hand sides of Eq. (50) decays exponentially as l → ∞,
except for the terms with j = p which oscillate and for those with j = p± 1 which decay linearly.
Proof. Parametrizing the side Sj with respect to its midpointmj,
z(s) = mj + shj, −pi < s < pi (52)
and using
qzdz = 12
[
dqj
ds
(s)+ iuj(s)
]
ds, qz¯dz¯ = 12
[
dqj
ds
(s)− iuj(s)
]
ds (53)
yield
qˆj(k) = ie
−iβ
(
mjk−
m¯j
k
) ∫ pi
−pi
ej(k, s)
[
uj(s)+ ρj(k)dj(s)
]
ds, j = 1, . . . , n, k ∈ C. (54)
Writing the first global relation (45a)in the form
qˆp(k) = −
n∑
j=1
j6=p
qˆj(k), p = 1, . . . , n, k ∈ C, (55)
substituting for {qˆj(k)}n1 from (54), multiplying by −ieβ(impk−
i
k m¯p), and evaluating the resulting equation at k = kp(l) yield
(50a). Since the second global relation (45b) can be obtained from the first by taking the Schwartz conjugate of all terms
except q, Eq. (50b) follows from (50a).
Convexity implies the estimate[
arg(mj −mp)− arg(hp)
] ∈ (0, pi), j 6= p, (56)
see Fig. 8.
For j = 1, . . . , n and p = 1, . . . , n,
Ejp(kp(l))ej(kp(l), s) = eiLp(l)(
mj−mp+hjs
hp
)e
− iβ2 |hp |2Lp(l) (
m¯j−m¯p+h¯js
h¯p
)
, l ∈ R+, (57)
where Lp(l) > 0 is defined for p = 1, . . . , n by
Lp(l) = −hpkp(l) = l+
√
l2 + 4β2|hp|2
2β
, l ∈ R+. (58)
The behaviour of (57) as l→∞ is governed only by the first exponential and so each of the terms appearing on the right-
hand side of (50a) essentially involves∫ pi
−pi
e
iLp(l)
hp
(mj+shj−mp)aj(s)ds with aj = uj or aj = dj. (59)
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Convexity again implies that for s ∈ (−pi, pi),
0 <
[
arg(mj + shj −mp)− arg hp
]
< pi if j 6= p, p± 1.
If j = p− 1, then
mp − pihp = zp = mj + pihj
and hence
arg(mj + pihj −mp)− arg hp = pi.
If j = p+ 1, then
mp + pihp = zp+1 = mj − pihj
and hence
arg(mj − pihj −mp)− arg hp = 0.
Integration by parts implies that the left-hand side of Eq. (59) equals
hp
iLp(l)hj
[
e
iLp(l)
hp
(mj+pihj−mp)aj(pi)− e
iLp(l)
hp
(mj−pihj−mp)aj(−pi)
]
+ O
(
1
Lp(l)2
)
. (60)
Hence each of the terms in the two sums on the right-hand side of (60) decays exponentially if j 6= p and j = p± 1. Noting
that O(1/Lp(l)) equals O(1/l), if j = p ± 1 then there is linear decay, and the term in Gp with j = p oscillates. Clearly if
aj(±pi) = 0 then the decay is quadratic. Similar considerations are valid for the right-hand side of (50a). 
3.2.1. The unknown values at the corners, uj(±pi)
Suppose that the given functions dj(s) satisfy appropriate compatibility conditions so that qz and qz¯ are continuous at
the corners, then uj(±pi), j = 1, . . . , n can be determined explicitly:
uj(pi) = |hj+1| cos(αj+1 − αj)
d
dsdj(pi)− |hj| ddsdj+1(−pi)
|hj+1| sin(αj+1 − αj) (61a)
and
uj(−pi) = |hj|
d
dsdj−1(pi)− |hj−1| cos(αj − αj−1) ddsdj(−pi)
|hj−1| sin(αj − αj−1) , (61b)
where
αj = arg(hj). (62)
Since the polygon is convex,
αj+1 6= αj + pi (63)
and thus
sin(αj+1 − αj) 6= 0. (64)
In order to derive (61) we note that (53) implies
qz = e
−iαj
2|hj|
[
dqj
ds
(s)+ iuj(s)
]
, s ∈ Sj. (65)
The continuity of qz at the corner zj implies that the expression in (65) with j replaced by j− 1 evaluated at s = pi (the right
end of the side Sj−1) equals the expression in (65) evaluated at s = −pi (the left end of the side Sj), i.e.
e−iαj−1
|hj−1|
[
dqj−1
ds
(pi)+ iuj−1(pi)
]
= e
−iαj
|hj|
[
dqj
ds
(−pi)+ iuj(−pi)
]
.
Similarly, the continuity of qz¯ at zj implies that
eiαj−1
|hj−1|
[
dqj−1
ds
(pi)− iuj−1(pi)
]
= e
iαj
|hj|
[
dqj
ds
(−pi)− iuj(−pi)
]
.
Solving the above two equations for uj−1(pi) and uj(−pi) and then letting j → j + 1 in the expression for uj−1(pi) we find
Eq. (61).
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3.2.2. Unknown functions which vanish at the corners
Since the values of up(s) are known at the two corners, it is possible to express the unknown function up(s) in terms of a
new unknown function, denoted by uˇp(s), which vanishes at the corners:
up(s) = uˇp(s)+ u?p(s), p = 1, . . . , n,−pi < s < pi, (66a)
with
u?p(s) = 12pi
[
(s+ pi)up(pi)− (s− pi)up(−pi)
]
, p = 1, . . . , n,−pi < s < pi. (66b)
3.2.3. Unknown functions which vanish at the corners
The unknown functions {uˇj}n1 are defined by (66) with uj(±pi) given by (61).
The functions {uˇj}n1 satisfy equations similar to (50) but with Gp and G˜p replaced by Gp + U?p and G˜p + U˜?p respectively,
where the known functions U?p(l) and U˜?p(l) are defined for p = 1, . . . , n and l ∈ R+ by
U?p(l) =
n∑
j=1
Ejp(kp(l))
∫ pi
−pi
ej(kp(l), s)u?j(s)ds, U?p(l) =
n∑
j=1
E¯jp(k¯p(l))
∫ pi
−pi
e¯j(k¯p(l), s)u?p(s)ds.
Hence U?p(l) and U˜?p(l) are defined by the following equations for p = 1, . . . , n, l ∈ R+,
U?p(l) =
n∑
j=1
Ejp(kp(l))
{[
uj(pi)− uj(−pi)
] [− i
Hjp(l)
cos(piHjp(l))+ i
pi(Hjp(l))2
sin(piHjp(l))
]
+ 1
Hjp(l)
[
uj(pi)+ uj(−pi)
]
sin
(
piHjp(l)
)}
(67a)
and
U˜?p(l) =
n∑
j=1
E¯jp(k¯p(l))
{[
uj(pi)− uj(−pi)
] [ i
H¯jp(l)
cos(pi H¯jp(l))− i
pi(H¯jp(l))2
sin(pi H¯jp(l))
]
+ 1
H¯jp(l)
[
uj(pi)+ uj(−pi)
]
sin
(
pi H¯jp(l)
)}
, (67b)
with
Hjp(l) = 12
hj
hp
(
l+
√
l2 + 4β2|hp|2
)
− 2β
2h¯jhp
l+√l2 + 4β2|hp|2 , j = 1, . . . , n, p = 1, . . . , n, l ∈ R+. (67c)
Remark 3.2. The function uˇp(s), which is defined for−pi < s < pi , vanishes at the end points. A convenient representation
for such a function is a modified sine-Fourier series expansion:
uˇp(s) =
∞∑
m=1
[
spm sinms+ cpm cos
(
m− 1
2
)
s
]
, (68a)
spm =
1
pi
∫ pi
−pi
uˇp(s) sin(ms)ds, cpm =
1
pi
∫ pi
−pi
uˇp(s) cos
(
m− 1
2
)
s ds, m = 1, 2, . . . , p = 1, . . . , n. (68b)
The advantage of the above expansion is that spm and c
p
m are of order 1/m3 as m → ∞, provided that uˇp(s) has sufficient
smoothness. The representation (68a) can be obtained by starting with the usual sine-Fourier series in the interval (0, pi)
and using a change of variables to map this interval to (−pi, pi). The analogue of the representation (68a) corresponding to
the cosine-Fourier series was introduced in [7]. Using the techniques of [8] it is possible to prove that if uˇ ∈ C3(−pi, pi),
uˇNp (s) =
N∑
m=1
[
spm sinms+ cpm cos
(
m− 1
2
)
s
]
, p = 1, . . . , n, (69)
then
‖uˇp − uˇNp ‖∞ = O
(
1
N2
)
. (70)
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3.2.4. The numerical method
Proposition 3.3. Let q satisfy the boundary value problem specified in Proposition 3.1. Assume that the values of the unknown
functions {uj}n1 at the corners {zj}n1 are given by Eq. (61). Express {uj}n1 in terms of the unknown functions {uˇj}n1 defined in Eqs. (66)
and approximate the latter functions by the functions {uˇNj }n1 defined in Eq. (69). Then the constants spm and cpm, m = 1, . . . ,N,
p = 1, . . . , n satisfy the 2Nn algebraic equations
2pispm = i
n∑
j=1
j6=p
{
N∑
k=1
sjk
[
Ejp(kp(m))Skjp(m)− E¯jp(k¯p(m))S¯kjp(m)
]+ N∑
k=1
c jk
[
Ejp(kp(m))Ckjp(m)− E¯jp(k¯p(m))C¯kjp(m)
]}
+ iGp(m)− iG˜p(m)+ iU?p(m)− iU˜?p(m) (71a)
and
2picpm = −
n∑
j=1
j6=p
{
N∑
k=1
sjk
[
Ejp
(
kp
(
m− 1
2
))
Skjp
(
m− 1
2
)
+ E¯jp
(
k¯p
(
m− 1
2
))
S¯kjp
(
m− 1
2
)]
+
N∑
k=1
c jk
[
Ejp
(
kp
(
m− 1
2
))
Ckjp
(
m− 1
2
)
+ E¯jp
(
k¯p
(
m− 1
2
))
C¯kjp
(
m− 1
2
)]}
−Gp
(
m− 1
2
)
− G˜p
(
m− 1
2
)
− U?p
(
m− 1
2
)
− U˜?p
(
m− 1
2
)
, (71b)
where the known functions Gp, G˜p, U?p, U˜?p are defined by Eqs. (51) and (67), and
Skjp(m) =
2ik(−1)k−1 sin (piHjp(m))
k2 − (Hjp(m))2 , Ckjp(m) =
2
(
k− 12
)
(−1)k−1 cos (piHjp(m))(
k− 12
)2 − (Hjp(m))2 ,
j = 1, . . . , n, p = 1, . . . , n, k = 1, . . . , n,m = 1, . . . ,N.
Proof. Eq. (69) implies
spm =
1
pi
∫ pi
−pi
uˇNp (s) sin(ms)ds.
Recall that the functions uˇp satisfy equations similar to (50a) but with Gp and G˜p replaced Gp−U?p and G˜p− U˜?p. Replacing in
the equations satisfied by uˇp the function uˇpwith uˇNp defined in (69), subtracting these equations and evaluating the resulting
equation at l = m we find Eq. (71a). In this respect we note that the lhs of the resulting equation immediately yields spm,
whereas for the evaluation of the rhs of the resulting equations we use the expression,∫ pi
−pi
eim
hj
hp
suNj (s)ds =
N∑
n=1
{
sjn
∫ pi
−pi
eim
hj
hp sin(ns)ds+ c jn
∫ pi
−pi
eim
hj
hp cos
(
n− 1
2
)
s ds
}
and then we evaluate the above integrals explicitly.
Proceeding as earlier, where we now add the equations satisfied by {uˇNj }n1 and then evaluating the resulting equation at
l = m− 12 , we find (71b). 
3.3. Numerical results
In order to illustrate the numerical implementation of the new collocationmethod to themodified Helmholtz equations,
we will consider a variety of regular and irregular polygons.
We will study the modified Helmholtz equation with β = 10 and the exact solution
q(z, z¯) = e11z+ 10011 z¯ . (72)
Analytic expressions for the known boundary functions
{
dj(s)
}n
j=1, and the unknown boundary data
{
uj(s)
}n
j=1 can be easily
computed from (72).
To demonstrate the performance of the method, we use the discrete maximum relative error
E∞ := ‖u− u
N‖∞
‖un‖∞ , (73)
A.S. Fokas et al. / Journal of Computational and Applied Mathematics 227 (2009) 59–74 73
Table 2
Vertices of irregular polygons prior to rotation
Triangle
(−4,− 65 ), (−1,− 2√2425 ), (3, 85 )
Square
(
1, 2
√
24
25
)
,
(−4,− 65 ), (4,− 65 ), (4, 65 )
Pentagon (0, 2), (−5, 0),
(
−2,− 2
√
21
25
)
,
(
4,− 65
)
,
(
3, 85
)
Hexagon
(
1, 2
√
24
25
)
,
(
− 92 , 2
√
19
10
)
,
(−4,− 65 ), (−1,− 2√2425 ), (2,− 2√2125 ), ( 92 , 2√1910 )
Octagon
(
1, 2
√
24
25
)
,
(
−2, 2
√
21
25
)
,
(−3, 85 ), (−5, 0), (−4,− 65 ), (−1,− 2√2425 ), (2,− 2√2125 ), (3, 85 )
Fig. 9. E∞ as a function ofN for themodified Helmholtz equation. (For interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)
where
uNj (s) = uˇNj (s)+ u∗j(s), −pi ≤ s ≤ pi, 1 ≤ j ≤ n, (74)
‖u‖∞ = max
1≤j≤n
{
max
s∈S
|u(j)n (s)|
}
. (75)
We consider 10001 evenly spaced points si,
S = {si}10 001i=1 ⊂ [−pi, pi ] , (76)
with the points si,−pi = s1 < s2 < · · · < s10 000 < s10 001 = pi , given by
si = pi
[
−1+ 2(i− 1)
10 000
]
, 1 ≤ i ≤ 10 001. (77)
We consider regular polygonswith n = 3, 4, 5, 6, 8 sides, whose vertices lie on the circle centered at the originwith radius√
2 in the complex plane (with a vertex on the positive real axis). These polygons are then rotated through an angle of− 15
about the origin to avoid non-generic results due to alignment with the coordinate axes. Thus, we consider polygons with
the vertices
z(j) = √2ei
[
2(j−1) pin − 15
]
, 1 ≤ j ≤ n. (78)
We also consider irregular polygons with n = 3, 4, 5, 6, 8 sides, whose vertices lie on the ellipse ( x5 )2 + ( y2 )2 = 1 in the
complex plane rotated through an angle of 15 about the origin. The x and y coordinates of the vertices of the polygons before
rotation are given (in an anticlockwise direction) in Table 2 and the polygons are shown in Table 2.
Fig. 9 refers to the regular and irregular polygons respectively. The red, blue and green dotted lines are the lines 1N ,
1
N2
and
1
N3
, indicating the slopes for first, second and third order convergences respectively. The error lines are all asymptotically
parallel to the 1
N2
line, indicating a quadratically convergent method with respect to the discrete maximum relative error.
To highlight this, the order of convergence (O.o.C.) has been estimated for the triangles in Table 3. It can be seen from Fig. 10
that the condition numbers of the associated matrices are small and grow only very slowly with N .
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Table 3
Order of convergence (O.o.C.) for the modified Helmholtz equation in the triangles
Equilateral triangle Irregular triangle
N E∞ O.o.C. N E∞ O.o.C.
4 4.3435e−01 – 4 7.2627e−01 –
8 2.4280e−01 0.8391 8 5.9449e−01 0.2889
16 9.6685e−02 1.3284 16 4.1420e−01 0.5213
32 2.9334e−02 1.7207 32 2.2008e−01 0.9123
64 7.8274e−03 1.9060 64 8.3167e−02 1.4039
128 1.9983e−03 1.9697 128 2.4321e−02 1.7738
256 5.0311e−04 1.9898 256 6.3678e−03 1.9334
512 1.6117e−03 1.9822
Fig. 10. The condition number of the coefficient matrix as a function of N for the modified Helmholtz equation.
Remarks. This numerical method has its origin in [9] where the Laplace equation was studied. However, although the
values of k were correctly chosen to be those in (51f), the global relations were evaluated at l = m instead of l = m and/or
l = m− 12 . As a result, the relevant linear systempossesses a large condition number and numerical computations performed
in [9] suggest linear convergence. The choice of l = m and/or l = m− 12 was made in [11].
The implementation of the method to the modified Helmholtz equation was presented in [6]. The investigation of BVPs
with boundary conditions that give rise to singularities at the corners of the polygon is work that is in progress.
References
[1] A.S. Fokas, A unified transform method for solving linear and certain nonlinear PDEs, Proc. R. Soc. A 453 (1997) 1411–1443.
[2] A.S. Fokas, A unified approach to boundary value problems, in: CBMS-NSF Regional Conference Series in Applied Mathematics, SIAM, 2008.
[3] A.S. Fokas, A new transform method for evolution PDEs, IMA J. Appl. Math. 67 (6) (2002) 559–590.
[4] A.S. Fokas, B. Pelloni, A transform method for evolution PDEs on finite interval, IMA J. Appl. Math. 70 (2005) 564–587.
[5] E.A. Spence, A.S. Fokas, 2008 (in preparation).
[6] S.A. Smitheman, E.A. Spence, A.S. Fokas, A spectral collocationmethod for the laplace and themodified Helmholtz equation in a convex polygon, 2008
(submitted for publication).
[7] A. Iserles, S.P. Norsett, From high oscillation to rapid approximation I: Modified fourier expansions, IMA J. Num. Anal. (2008) (in press).
[8] S. Olver, On the convergence rate of a modified fourier series, Report no. NA2007/02, DAMTP, University of Cambridge, 2008.
[9] S. Fulton, A.S. Fokas, C. Xenophontos, An analytical method for linear elliptic PDEs and its numerical implementation, J. Comput. Appl. Math. 167
(2004) 465–483.
[10] N. Flyer, A.S Fokas, A hybrid analytical–numerical method for solving evolution PDEs. I. The half-line, Proc. R. Soc. Lond. A 464 (2008) 1823–1849.
[11] A.G. Sifalakis, A.S. Fokas, S.R. Fulton, Y.G. Saridakis, The generalised Dirichlet–Neumannmap for linear elliptic PDE’s and its numerical implementation,
J. Comput. Appl. Math. (2007).
[12] S.A. Smitheman, E.A. Spence, A.S. Fokas, A spectral collocation method for the helmholtz equation in a convex polygon, 2008 (in preparation).
